Dressing the vacuum: strong light-matter coupling for enhancing photon correlations and exciton transport by Sáez Blázquez, Rocío
Rocío Sáez Blázquez
DRESSING THE VACUUM:
Strong Light-Matter Coupling for Enhancing
Photon Correlations and Exciton Transport
DRESSING THE VACUUM
STRONG LIGHT-MATTER COUPLING FOR ENHANCING
PHOTON CORRELATIONS AND EXCITON TRANSPORT
TESIS DOCTORAL
PRESENTADA EL 25 DE SEPTIEMBRE DE 2020 EN LA
UNIVERSIDAD AUTÓNOMA DE MADRID
PARA LA OBTENCIÓN DEL
TÍTULO DE DOCTOR
DENTRO DEL
PROGRAMA DE DOCTORADO EN FÍSICA DE LA
MATERIA CONDENSADA, NANOCIENCIA Y BIOFÍSICA
POR
ROCÍO SÁEZ BLÁZQUEZ
Y DIRIGIDA POR FRANCISCO J. GARCÍA VIDAL Y
ANTONIO I. FERNÁNDEZ DOMÍNGUEZ




Francesca Maria Marchetti (Presidenta)
Ferry Prins (Secretario)
Päivi Törmä (Vocal 1)
Inés de Vega (Vocal 2)
Said Rahimzadeh-Kalaleh Rodriguez (Vocal 3)
Vincenzo Giannini (Suplente 1)
Rubén Esteban (Suplente 2)
A mis padres, Ángel y Adita.
A mi hermana, Ruth.
A Eric.
iii
El capvespre ha enrogit els arbres violeta.
La passió segons Renée Vivien,
Maria-Mercè Marçal
[El atardecer ha enrojecido los árboles violetas.]
v
RESUMEN
La comunidad científica ha prestado una gran atención a la interacción de la luz y la
materia en el régimen de acoplamiento fuerte desde su primera realización experimen-
tal a finales de los años ochenta. Cuando fotones y excitones se acoplan fuertemente,
aparecen unos nuevos estados, los polaritones, que se componen a la vez de luz y mate-
ria. Precisamente, es en esta naturaleza híbrida donde reside su gran potencial, que hace
que los polaritones combinen propiedades de sus dos constituyentes: la coherencia de la
luz y la interacción de la materia. Aparte del interés que despiertan por los fenómenos
tan fascinantes que experimentan (tales como la dispersión estimulada, la formación de
condensados o la posibilidad de funcionar como un láser), los polaritones son la base
de numerosas aplicaciones, por ejemplo, en el campo de la información y comunicación
cuánticas.
En el régimen de acoplamiento fuerte, los fotones y los excitones se benefician mu-
tuamente, de forma que los polaritones pueden llegar a obtener mejores resultados que
cualquiera de sus dos componentes sin la presencia del otro. En esta tesis se estudia el
uso de la interacción entre la luz y la materia desde las dos posibles perspectivas: cuando
los excitones modifican las características de la luz y cuando un campo electromagnético
mejora la acción de los excitones.
FOTONES ayudados por excitones
Muchas aplicaciones requieren la generación bajo demanda de fotones individuales, lo
que ha llevado al desarrollo de diferentes configuraciones para la creación de dichas
fuentes de luz no clásica. En concreto, el acoplamiento fuerte entre luz y materia surgió
como un nuevo paradigma en la generación de fotones uno a uno, donde el compor-
tamiento no lineal que se precisa procede de la componente excitónica. Se observó que la
anarmonicidad en la estructura de los niveles de energía propia de los sistemas en los que
la luz y la materia están fuertemente acopladas daba lugar a fuertes correlaciones en los
fotones emitidos. Este mecanismo fue estudiado para un número reducido de emisores,
y se entendió que la presencia de un número mayor eliminaría el efecto deseado. En la
primera parte de esta tesis, se estudian precisamente la coherencia de la luz emitida por
un conjunto mesoscópico de emisores acoplados al campo electromagnético de una cavi-
dad. En concreto, se estudian dos configuraciones experimentales: moléculas orgánicas
acopladas a una nanocavidad plasmónica y puntos cuánticos embebidos en una micro-
cavidad dieléctrica.
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Nuestros resultados teóricos muestran un cambio en las correlaciones de los fotones
emitidos cuando los emisores están acoplados a un modo de cavidad, de forma que el régi-
men de acoplamiento fuerte permite la creación de fuertes no linealidades incluso cuando
el número de emisores es grande. Sorprendentemente, se obtiene un fuerte carácter no
clásico como resultado de la interacción entre un subsistema bosónico (modo fotónico en
una cavidad) y otro casi bosónico (un número mesoscópico de emisores). Por lo tanto,
las correlaciones entre los fotones no solo se mantienen, sino que se incrementan debido
a la interacción entre la luz y la materia. Esto reafirma el régimen de acoplamiento fuerte
entre luz y materia como camino para la generación de luz no clásica más allá del caso
de un solo emisor.
EXCITONES ayudados por fotones
Se ha demostrado que la modificación del entorno electromagnético de sistemas excitóni-
cos mediante su colocación dentro de cavidades ópticas altera su acción de múltiples for-
mas. Por ejemplo, se ha demostrado que en condiciones de acoplamiento fuerte se puede
modificar el ritmo al que sucede una reacción química. Esto supuso el comienzo de un
nuevo campo, cuyo objetivo es el control de diferentes propiedades químicas y mate-
riales con la conveniente manipulación de las características de los polaritones. En este
marco, se ha aprovechado también la formación de estados deslocalizados en el régimen
de acoplamiento fuerte para aumentar el alcance y el ritmo del proceso de transporte de
excitones en diferentes plataformas. En la segunda parte de esta tesis estudiamos este
efecto, esto es, la modificación del proceso de transporte debido al acoplamiento de los
excitones al campo electromagnético dentro de una cavidad. En concreto, hemos ana-
lizado dos sistemas: dos familias diferentes de moléculas orgánicas situadas en la misma
cavidad y una unidad fotosintética típica presente en ciertas bacterias, también interac-
cionando con un modo fotónico.
Transferencia de energía a largas distancias entre dos conjuntos de moléculas ha sido
obtenida experimentalmente considerando diferentes distribuciones de las partículas den-
tro de la cavidad. En nuestro trabajo proponemos una descripción teórica que arroja luz
sobre el mecanismo físico responsable de este efecto. La formación de polaritones en
el régimen de acoplamiento fuerte produce una mezcla de estados donadores y acepta-
dores que, junto con la presencia de vibraciones en las moléculas orgánicas, permiten
que la transferencia de energía pueda tener lugar entre distancias más allá de la escala
nanométrica.
También se ha analizado la modificación del transporte de excitones mediante el
acoplamiento a un campo electromagnético en sistemas biológicos. Nuestros cálculos
teóricos muestran que la dinámica de los excitones en la unidad fotosintética típica pre-
sente en ciertas bacterias se modifica en alto grado por su interacción con una cavidad
óptica. El transporte de excitones se acelera en tres órdenes de magnitud, de forma que
el complejo ubicado al final del proceso se puebla considerablemente sólo unos pocos
femtosegundos después de la absorción inicial de la excitación. Nuestro modelo muestra
el papel que juegan los polaritones, demostrando la robustez de este mecanismo frente a
cambios en los parámetros del sistema.
Nuestros resultados teóricos en ambos sistemas presentan al acoplamiento fuerte entre
luz y materia como una valiosa herramienta para la caracterización, ajuste y optimización
de los mecanismos de transporte de excitones tanto en medios naturales como artificiales.
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ABSTRACT
The interaction of light and matter in the strong coupling regime has been the focus of
considerable research attention since its first experimental realization in the late 1980s.
When photons and excitons are strongly coupled, new hybrid light-matter states arise,
the so-called polaritons. Their huge potential and particular appeal lie precisely in their
composite nature, as polaritons combine properties of their two constituents: the high
coherence of light and the strong interaction of matter. Beyond their fundamental interest
—mostly due to the intriguing phenomena they display, such as stimulated scattering,
lasing, or condensation—, polaritons are in the basis of numerous applications. Not only
are they valuable in the field of quantum information processing, but several polariton-
based devices have emerged over these years.
In the strong coupling regime, both photons and excitons benefit from each other, and
polaritons may outperform their separated constituents by themselves. In this thesis, we
address the good of light-matter interaction from the two possible perspectives: the use of
excitons to modify the light character, and the use of an electromagnetic field to improve
the exciton performance.
PHOTONS taking advantage of excitons
The generation of single photons on demand is a prerequisite in numerous applications,
thus leading to the development of several schemes for the creation of such nonclassical
sources of light. In particular, strong light-matter coupling emerged as a new paradigm
for the generation of photons one by one, where the required nonlinear behaviour comes
from the excitonic component. The anharmonicity of the energy level structure in strongly
coupled light-matter systems was found to give rise to photon correlations in the scat-
tered field. This mechanism was explored for a reduced number of emitters, and it was
understood that the presence of an increased number of them would remove the desired
effect. In the first part of this thesis, we precisely study the coherence properties of the
light scattered from a mesoscopic collection of emitters coupled to the electromagnetic
field within a cavity. Specifically, two experimental configurations are explored, organic
molecules coupled to plasmonic nanocavities and quantum dots embedded in dielectric
microcavities.
Our theoretical results show that photon correlations become altered when emitters
are coupled to a cavity mode, such that the strong coupling regime allows for large non-
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linearities even when the number of emitters is large. Strong nonclassical features are
surprisingly obtained as a result of the interaction between a purely bosonic subsystem
(photonic mode in a cavity) and a quasi-bosonic one (mesoscopic emitter ensemble).
Photon correlations are thus not only retained, but enhanced due to the light-matter in-
teraction. This reinforces strong light-matter coupling as a route for the generation of
nonclassical light beyond the single-emitter level.
EXCITONS taking advantage of photons
The modification of the electromagnetic environment of excitonic systems by placing them
inside optical cavities has been shown to alter their performance in multiple ways. For
instance, the rate of a chemical reaction was found to change under strong-coupling con-
ditions. This opened up a new field, with the prospect of controlling chemical and material
properties with the appropriate tailoring of the polaritonic characteristics. In this context,
the formation of delocalized states in the strong-coupling regime has been also exploited
for the enhancement of the spatial range and rate of exciton transport in diverse plat-
forms. In the second part of this thesis we study this effect, that is, the modification of
the transport process due to the coupling of excitons to the electromagnetic field within
a cavity. In particular, two different systems are analyzed, distinct families of organic
molecules hosted in the same optical cavity and an archetypal bacterial photosynthetic
unit also interacting with a photonic mode.
Long-range energy transfer between two collections of molecules has been experi-
mentally obtained considering different arrangements of the particles within the cavity.
We provide a theoretical description which sheds light into the physical mechanism re-
sponsible for this effect. The formation of polaritons within the strong-coupling regime
produces a mixing of donor and acceptor states which, together with the presence of vi-
brations in organic molecules, enable energy transfer to occur between distances beyond
the nanometre scale.
Exciton transport in biological complexes has been also shown to be altered due to the
coupling to an electromagnetic field. Our theoretical computations demonstrate that the
exciton dynamics in an archetypal photosynthetic unit is greatly modified by its interaction
with an optical cavity. Exciton transport is accelerated in three orders of magnitude, such
that the complex at the end of the process is considerably populated within only a few
femtoseconds after the initial absorption of the excitation. Our model reveals the role
played by polaritons, showing the robustness of this mechanism against changes in the
system parameters.
Our theoretical findings in both systems unveil strong light-matter coupling as an
invaluable tool for the characterization, tailoring, and optimization of the mechanisms
responsible for exciton transport in both natural and artificial systems.
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Each one of these two parts is presented in a separated chapter, being these two pre-
ceded by an introductory part. Specifically, the text is organized as follows:
Chapter 1 | This first chapter provides an overview of the field that encompasses this
thesis. As the work here developed falls within the area of cavity quantum electrodynam-
ics, we start discussing some basic ideas related to the interaction of light and matter at the
quantum level. The specifics of the strong coupling regime are thoroughly analyzed, sum-
marizing the diverse experimental realizations and highlighting its applications. Then, we
present an introduction to the use of light-matter coupling for the generation of single-
photon sources (photons modified by excitons) and for the improvement of the exciton
performance (excitons modified by photons). These two last sections are more clearly
focused on the particular areas of our research activity.
Chapter 2 | The theoretical formalism used throughout this thesis is presented next,
with the aim to give a detailed account of the equations and methods used for the descrip-
tion of hybrid systems and light-matter interactions. To this end, we review the standard
formalism describing the dynamics of open quantum systems, introducing both the Lind-
blad and the Bloch–Redfield master equations. Next, we present the quantum description
of light-matter systems, discussing the Jaynes–Cummings model in detail. After this intro-
ductory part, we focus on the description of the coherence properties displayed by a light
beam, distinguishing the particular features associated with nonclassical light sources.
Finally, the quantum description of organic molecules is presented, introducing the vi-
brational degrees of freedom in terms of a reservoir of harmonic oscillators to which the
excitonic transition is coupled.
Chapter 3 | This chapter contains the first part of the original results of this thesis,
concerned with the use of strong light-matter coupling for the modification of the statistics
of the light coming from hybrid systems. In particular, we study photon correlations in
mesoscopic ensembles of emitters coupled to a cavity resonance. The two procedures
that lead to photon antibunching —namely, the photon blockade effect and destructive
quantum interferences— are explored in two different experimental setups, highlighting
the differences between them. Specifically, the analysis is carried out for a collection of
organic molecules coupled to a plasmonic nanocavity and for a collection of quantum dots
embedded in a dielectric microcavity.
Chapter 4 | The second part of the results is presented in this chapter, which focuses
on the modification of the exciton performance due to the strong coupling to a cavity
mode. The process of exciton transport is analyzed in two different systems, namely,
two collections of molecules strongly coupled to a common cavity mode, and an archety-
pal bacterial photosynthetic unit. The modification of the exciton dynamics due to the
interaction with the electromagnetic field within the cavity is analyzed, revealing the par-
ticipation of the different polaritons in this mechanism, as well as the role played by
vibrations.
Chapter 5 | In this brief final chapter, after summarizing the main results of this thesis,
we present some general conclusions.
A series of Appendices are added at the end, which mainly expand the information
discussed in Chapter 2 with the aim to make it more accessible and provide further details.
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This thesis is devoted to different quantum phenomena emerging from the interaction
of light and matter in the strong coupling regime —the modification of the statistics of
the light coming from hybrid systems and the enhancement of exciton transport due to
the coupling to a cavity mode. This introduction aims to give an overview of these areas,
as well as to provide the key concepts that will appear throughout the text. Nonetheless,
the more technical details and the theoretical formalism developed around these topics
will be considered further in Chapter 2.
This chapter starts with some general insights into the issue of the interaction of light
and matter in Section 1.1 (we elaborate on the strong coupling regime in Appendix A,
giving an overview of the principal experimental realizations and its main applications).
This first part of the chapter is conceived as an introductory section for these graduated in
physics without specific knowledge in this field, hence we suggest the expert reader skip
this preliminary section. In Section 1.2 we look at photons and the characteristics of the
emitted light when modified by excitons, whereas in Section 1.3 the focus is on excitons,
specifically on the modification of their properties by the coupling to a photonic mode.
1.1 Coupling light and matter
1.1.1 The field of cavity quantum electrodynamics
The interaction between matter and light, in the regime in which the quantum nature
of light is revealed, is studied by the field of quantum electrodynamics (QED) [1]. In-
teresting phenomena arise in this regime, such as the quantum superposition of states
and the presence of entanglement. Since the beginning of its formulation in the 1920s, a
number of physical effects have been interpreted under the framework of this theory, as
the case of the the Lamb shift [2] (the splitting in certain energy levels of the hydrogen
atom is explained as the result of the interaction with vacuum energy fluctuations) or the
Casimir effect [3] (the attractive force between two mirrors is described from the radiation
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pressure of vacuum). Specifically, when light is presented in the form of electromagnetic
modes confined in a cavity, we refer to cavity quantum electrodynamics (cavity QED for
short) [4]. This theory is built on the basis of single quanta of light (photons) and single
matter excitations (excitons). The interaction between photons and excitons is also the
scope of this thesis.
An effect of the interaction of matter with the vacuum electromagnetic field is the phe-
nomenon of spontaneous emission experienced by an emitter in its excited state. The
possibility to enhance its radiation rate by modifying the electromagnetic environment
was first noted by Purcell in 1946 [5]. In this context, the experimental observations of
Drexhage in 1970 are remarkable [6]. The modification of the spontaneous emission rate
of fluorophores when varying the distance from a mirror was reported, hence demon-
strating the fact that the environment of the emitter clearly determines the properties of
the emission. This idea about the manipulation of the electromagnetic environment of
matter excitations started a broad field of research, mostly focused on the control of the
natural lifetime and the emission pattern of emitters for the development of single-photon
sources. When photons and excitons interact in this regime in which the intrinsic nature
of both constituents is preserved, they are said to work within the weak coupling regime.
Photons and excitons are the building blocks of cavity QED, and both their strengths
and weaknesses are identified. Photons are endowed with coherence, but barely inter-
act. By contrast, excitons may interact strongly, although their action is limited to short
distances and, worse still, they become defenceless against decoherence processes. In-
terestingly enough, when the coupling between matter and light is sufficiently strong so
as to overcome any other decay or decoherence channel, new quasiparticles arise, the
polaritons. These hybrid light-matter states combine characteristics of both constituents
—they display coherence properties due to their photonic component as well as strong
interactions due to their excitonic component. This regime in which both photons and
excitons benefit from each other through the appearance of polaritons is known as the
strong coupling regime.
New phenomena arise within the strong coupling regime, where either excitons ben-
efit from their electromagnetic environment, or photons turn the presence of matter exci-
tations to their advantage. Therefore, a number of applications exploit either the light or
the matter part of these hybrid objects. In this thesis we deal with one specific problem
of each area: we study the statistics of photons when modified by the presence of exci-
tons, and analyze the energy-transfer process between excitons when interacting with a
photonic mode.
1.1.2 Cavity QED ingredients
In the arena of light-matter coupling, many are the physical setups designed for the fruitful
interaction of all kinds of excitons with some electromagnetic field at the quantum level.
The important issue about cavities is that they increase the probability of the interaction
of the emitter with the electromagnetic field, since the time that photons spend in the
surroundings of the emitter is large in comparison to free space. Either as a response to
restrictive external conditions or in the pursue of the observation of novel phenomena,
a variety of physical configurations have been developed to meet specific requirements.
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What follows is a closer look at the two main ingredients of cavity QED —optical cavities
and quantum emitters.
Optical cavities
A specific arrangement that confines light is referred to as an optical cavity. The simplest
models consist of two opposing mirrors, either flat or spherical. This is the case of the
Fabry–Pérot cavity, composed of two flat, highly-reflecting mirrors separated by a certain
distance. Standing waves are formed in between, such that the allowed wavelengths are
those that commensurate the optical length of the cavity. All other electromagnetic modes
are suppressed due to destructive interference, thus leading to a discrete energy spectrum.
There also exist optical resonators in which travelling waves are guided and forced to
interact with matter. There exist many structures capable of sustaining electromagnetic
modes. Before summarizing the most popular optical cavities, we refer to some important
quantities that characterize them:






where γC represents the frequency width (the full width at half maximum) of the
resonance. It should not be confused with the finesse F , the ratio between the
separation of consecutive cavity resonances ∆ωC and the linewidth: F ≡∆ωC/γC.
This linewidth comes from the various decay channels that cavities present —they
suffer from absorption, scattering by defects, interaction with the crystal lattice,
etc. The quality factor can be taken as a measure of the cavity lifetime, τC =
Q/ωC, where τC = 1/γC represents the lifetime of an excitation within the cavity.
Sometimes, complex frequencies are used, such that its imaginary part is related to
the cavity linewidth through the expression: Im[ωC] = γC/2.
• Another representative quantity is the effective spatial volume Veff of the resonance
supported by the cavity, which can be given in units of the wavelength of the light
cubed, λ3C, or in terms of (λ0/n)
3 if we consider the refractive index n characteristic
of the material and the value of the wavelength in vacuum λ0. By confining light
in minute spatial volumes, the amplitude of the electric field increases significantly
and thus, in turn, the coupling strength between light and matter. Actually, the






hence small spatial volumes are required for achieving large values of the light-
matter interaction (Equation 2.37).
Both quality factor and effective volume characterize cavities, being the ratio Q/Veff
a relevant parameter —this combination appears in the expression of the Purcell factor,
as discussed below. Then, cavities with a high Q-factor and with small mode volumes are
desired to observe quantum effects in the interaction of light and matter.
There exist several semiconductor, metallic, and dielectric structures used to confine
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an electromagnetic mode, apart from the planar cavities consisting in two opposing mir-
rors previously mentioned. We now present a brief discussion of the different types of
cavities with the help of some interesting references [7, 8], differentiating between semi-
conductor microcavities and plasmonic nanocavities.
Semiconductor microcavities Semiconductors are particularly appropriate materials
since its characteristic structure of energy bands separated by gaps of forbidden energies
allows for the finely-tuned control of electronic excitations. A semiconductor microcavity
usually consists in a planar nanostructure made up of multiple layers with alternating
values of the refractive index so as to produce the confinement of the light. Semiconductor
microcavities are characterized by a high quality factor, ranging from a few thousands to
more than a hundred million [9]. Among the various high-quality optical microcavities,
three configurations are the most commonly used:
• Planar configurations: Many semiconductor cavities make use of planar surfaces,
such as pillar or Bragg microcavities [10, 11]. Pillar (or micropost) cavities consist
of a pair of distributed Bragg mirrors which provide the confinement of the light
in the longitudinal direction. Thanks to total internal reflection, the light is also
confined in the radial direction. Its design favours the positioning of quantum dots
inside the cavity, as well as the manipulation of the emission coming out from one
of the cavity extremes [12, 13]. The mode volume is usually around (λ0/n)3, and
typical values of the Q-factor, usually limited by scattering loss, are around a few
1000s. These cavities usually operate at low frequencies, where absorption losses
are small and, thus, large Q-factors can be achieved. For instance, micropillar cav-
ities exhibiting quality factor values exceeding 20000 [14, 15] and even 150000
[16] have been reported.
• Whispering-gallery resonators: Semiconductor microdisks are an example of whis-
pering-gallery mode cavities, where the wave travels along the border of the disk
[17]. The confinement is produced due to total internal reflection at the curved
boundary between two materials with different refractive indices. Typical values of
the mode volume are around several (λ0/n)3. The Q-factor is usually of the order of
10000, limited by absorption losses (unless operating at low frequencies) and the
surface roughness [18], although there are some examples with ultrahigh Q-factors
in excess of a hundred million [9]. Apart from disk or toroidal configurations, there
also exist spherical microresonators supporting whispering-gallery modes [19].
• Photonic-crystal cavities: These materials are composed of repeated regions of
high and low dielectric constant [20]. This spatial pattern creates a spectral bandgap
of forbidden frequencies for the light propagating through the crystal, called pho-
tonic bandgap (optical analogue of the forbidden energy bandgap for electrons
in semiconductor materials). Photons with energies in the range of this photonic
bandgap cannot travel through the material since waves reflected at the interfaces of
regions with different dielectric constant interfere destructively. Nevertheless, the
presence of some defects in the crystal may create localized photonic states within
the gap. Thus photons with frequencies lying in the photonic bandgap cannot prop-
agate through the crystal but be confined to defects, acting in turn as a microcavity.
Actually, a point defect results in a microcavity, a line defect in a waveguide, and a
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planar defect behaves as a perfect mirror [20, 21]. Through the radius and the type
of the point defect, both the frequency and the symmetry of the localized photonic
mode can be controlled [22]. Photonic-crystal cavities are characterized by high Q-
factors, typically larger than 106, and mode volumes around (λ0/n)3 [23, 24, 25].
Purcell factors are really tunable in these cavities [26].
These solid implementations have the advantage of portability, as well as a fixed em-
bedding. In comparison to cavities for atom systems, where emitters either move around
or need trapping, quantum dots are usually grown directly in the resonant structure. This
make easier to reduce the cavity volume and, in turn, reach higher values of the light-
matter coupling. In solid-state platforms the control over the matter excitations is better,
but they suffer from much higher decoherence by the coupling to the phononic modes of
the semiconductor material.
Plasmonic nanocavities Metallic structures can support plasmonic modes character-
ized by a large sub-wavelength electromagnetic field. This interesting property has given
rise to cavities built on the basis of plasmonic nanostructures, where plasmons display
similar quantum phenomena than photons (such as interference effects and entangle-
ment [27, 28]).
When metal nanostructures interact with light, the free electron gas of the metal par-
ticle can sustain oscillations of the charge density, called plasmons, with different reso-
nance frequencies [29]. These collective excitations of the conduction electrons can be
sustained within the bulk of the metal as well as confined at the interface between a
metal and a dielectric medium. The latter are named surface plasmons, and we can
differentiate two types based on the geometry of the interface under consideration:
• Flat metal surfaces support the propagation of surface plasmon polaritons (SPP)
through the dielectric interface. They are propagating, dispersive electromagnetic
waves coupled to the electron plasma of a conductor at a dielectric interface.
• Metal particles of dimensions smaller than the wavelength of the applied electro-
magnetic field sustain localized surface plasmons (LSP). They are non-propagating
excitations of the conduction electrons of metallic nanostructures coupled to the ap-
plied electromagnetic field.
Additionally, we should mention plasmonic surface lattice resonances (PSLR), that is,
collective resonances created in regular arrays of metallic nanoparticles [30]. These reso-
nances arise as a result of the interaction between the localized plasmons associated with
the nanoparticles and the light diffracted by the array. They are characterized by a very
narrow spectral width (a few meVs), between one and two orders of magnitude lower
than those associated with SPPs and LSPs. The excitation of plasmonic resonances can be
done by direct illumination, while some momentum-matching techniques are required to
excite propagating SPPs [31, 32].
The main properties of surface plasmons are the intense electromagnetic field en-
hancement and the sub-diffraction confinement of the modes. Plasmonic nanocavities
with sub-wavelength mode volumes have been obtained down to 10−4(λ0/n)3 [33]. The
price to pay for the large confinement is that these structures suffer from large dissipative
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losses due to the high absorption of metals, reducing in turn the quality factor of the cav-
ity (usually below 100). Nevertheless, they enable coupling strength values significantly
larger than those associated with semiconductor cavities.
Several metallic configurations provide the platform to the generation of the different
types of surface plasmons. Propagating plasmons have been generated in both flat and
perforated metallic layers [34, 35], while different ensembles of nanoparticles and single
nanostructures give rise to localized modes (involving spheres [36], cubes [37], trian-
gular plates [38], particle-on-film systems [39, 40], bowtie configurations [41, 42], and
some other dimers [43, 44]). More complex geometries give rise to both propagating and
localized plasmons, including the previously mentioned arrays of metallic nanoparticles
creating PSLRs [45, 46].
Quantum emitters
The matter component may involve a wide variety of emitters, ranging from atoms and
molecules to quantum dots, NV-centres, or real spins in different solid state materials, as
well as semiconductor circuits forming artificial atoms. Before summarizing their main
features, we note some important quantities characterizing emitters in general:
• Emitters often present a preferential transition, which is the only one considered
when working within the two-level approximation —the presence of other energy
levels beyond the two states involved in that transition are not taken into account
as long as they do not play an important role. Transitions between two states are
characterized by the transition frequency and the transition dipole moment.
• Once emitters are excited, this energy can be dissipated either radiatively or nonra-
diatively, with associated decay rates γr and γnr, respectively. As mentioned above,
these are not intrinsic to the emitter, but strongly dependent on its environment.
Radiative transitions involve the emission of a photon, in contrast to nonradiative
processes. Diverse dissipation channels are present depending on the case, such as
vibrational relaxation, energy transfer to the environment, or quenching by other
emitters. They may also suffer from dephasing, a loss of coherence due to the
interaction with the environment.
• The lifetime of an excite state is the average time that the emitter stays in that state
before relaxation to the ground state. The observed lifetime of an emitter is the
inverse of the total decay rate: τ = 1/(γr + γnr), where γr and γnr are the decay
rates previously defined.
• The luminescence quantum yield Q associated with certain emitters is defined as
the ratio of the number of photons emitted with respect to the number of photons





Fluophores, compounds that efficiently emit light once excited, present values of
the quantum yield close to one.
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There are several examples of quantum emitters that are used in the field of cavity
QED, some of which are referred now:
• Single atoms and ions: Atoms and ions present a very clean two-level structure
(their fluorescence emission lies in the optical and microwave regimes), with very
narrow linewidths and practically without dephasing. Typical radiative lifetimes are
around 30 ns, that corresponds to a linewidth of the order of 0.1 µeV. Both atoms
and ions possess long coherence times [47], and usually operate at low temperature
(although laser cooling is also used). As all atoms are exactly the same, atomic
states are not only well-known, but completely reproducible.
• Quantum dots: Quantum dots are semiconductor particles with a discrete energy
level structure which makes them similar to atoms. Their size is of the order of a
few nanometres, and they are commonly grown in inorganic semiconductor micro-
cavities. They present large electric dipole moments, larger than typical values of
atomic transitions, and long relaxation and decoherence times. They can be engi-
neered to have a wide range of optical properties, and these vary enormously with
the specific material —their fluorescence emission may range from 250 to 1550 nm,
and their radiative lifetimes may be from 0.1 to 10 ns [48]. Depending on the case,
they can operate at room temperature, although they are commonly used at low
temperature to diminish phononic dephasing and decoherence.
• NV-center in diamonds: The nitrogen-vacancy (NV) colour center in diamonds,
NV-center for short, is a point defect that consists in the replacement of two neigh-
bouring carbon atoms by one nitrogen atom and a vacancy [49, 50]. This pair can
be charged with an additional electron (NV−) or remain neutral (NV0). The en-
ergy level structure of an NV-center is discretized and resembles that of an atom.
Their fluorescence emission lies within the interval 640–720 nm, and the radiative
lifetime is in the order of 10 ns. They can also operate at room temperature.
• Artificial atoms in single-layer and few-layer 2D materials, such as transition metal
dichalcogenides (TMDC): TMDCs are semiconductors composed of a layer of some
transition metal (such as Mo, W. . . ) placed between two layers of some chalcogen
atom (such as S, Se, Te. . . ) [51]. These atomically thin layered materials support
localized excitons, whose optical emission exhibits narrow linewidths (∼ 100µeV)
[52, 53, 54]. The main TMDCS presenting localized emission from quantum defects
are tungsten diselenide (WSe2) [55], molybdenum diselenide (MoSe2) [56], and
tungsten disulfide (WS2) [57].
• Organic molecules: The more involved structure characteristic of organic molecules,
presenting vibrational states on top of the electronic levels, translates to an in-
creased broadening. Although typical values of the radiative lifetime are about
a few nanoseconds, the associated linewidth is usually of some meV due to nonra-
diative broadening. It is precisely the large value of the dipole transition moment,
usually around a few Debye, their main advantage. The fluorescence emission lies
in the visible regime and they can operate at room temperature.
• Molecular aggregates: Molecular aggregates are collections of molecules gath-
ering together due to non-covalent interactions [58]. An example of dye-molecule
aggregates are the so-called J-aggregates [59], assemblies of fluorescent molecules
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whose optical properties change importantly with respect to single molecules [60].
The absorption peak shifts to lower frequencies and becomes narrower when the
aggregate is formed, and they present a narrow resonance emission band with a
very small Stokes shift (that is, with hardly any difference between the peaks in
absorption and emission spectra). In contrast, the absorption band in H-aggregates
is shifted to longer frequencies with respect to the monomer absorption band, and
they present low fluorescence.
Organic and inorganic platforms present Frenkel and Wannier–Mott excitons, respec-
tively. An exciton is a an electron-hole pair which forms a bound state due to the elec-
trostatic Coulomb force. The binding energy of an exciton is the energy of its ionization
to a non-correlated electron-hole pair. Frenkel excitons are the ones formed in materials
with a small relative permittivity (ε ∼ 3). Due to the strong Coulomb interaction within
the electron-hole pair, these type of excitons tend to be small, of the order of the size of
the unit cell, and present binding energies of the order of hundreds of meV. This is the
case of organic materials, where there may be excitons located in a single molecule. Con-
versely, in semiconductor structures the hopping between lattice sites usually exceeds the
Coulomb interaction, so excitons are delocalized, being extended over tens of unit cells.
These are the so-called Wannier–Mott excitons, whose binding energies are typically of
the order of a few meV. Apart from these two, other types of excitons may be defined.
Advances in the technology related to the growth of semiconductor structures has led to
the fabrication of confined systems that create potential wells for electrons and holes in
an artificial manner.
In Chapter 3 we study the photon statistics of the light coming from two different
configurations —quantum dots in semiconductor microcavities and organic molecules in
plasmonic nanocavities. There, we will further explore the own peculiarities of these
configurations, since the statistics of the emitted light is clearly influenced by the typical
parameters associated with them.
1.1.3 Regimes of light-matter interaction
In the interaction of light and matter two different regimes are usually distinguished ac-
cording to the balance between the coupling strength g and losses (either from the cavity,
γC, or emitters, γQE), as we have introduced in Subsection 1.1.1:
• When the light-matter coupling remains weak, the system keeps within the so-called
weak coupling regime. There, the principal feature consists in the modification of
the spontaneous emission of emitters owing to its coupling to the resonant cavity,
known as Purcell effect. The incoherent processes dominate this regime: g 
γC,γQE.
• On the contrary, if the light-matter interaction becomes larger than any other dis-
sipation channel, the system may enter the strong coupling regime. As a result
of the rapid exchange of energy between cavity and emitters, the new eigenstates
of the system turn out to be a quantum mixture of matter and light. These are
referred to as dressed states or polaritons. The coherent term dominates this
regime: g  γC,γQE.
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Apart from these two, it has been recently explored the case in which the interaction
becomes even stronger. This is called ultra-strong coupling regime, that takes place
when the coupling strength is comparable to the transition frequencies in the system
[61]. In the following, we summarize the main features of each one of these regimes.
Weak coupling regime
The Purcell effect refers to the variation of the spontaneous emission of a quantum emit-
ter when placed inside a cavity, as we have already mentioned. The presence of the cavity
alters the electromagnetic environment of the emitter, modifying in turn its emission rate.
Purcell factor An atom in its excited state experiences an irreversible exponential decay
into the free space due to the interaction with the continuum of modes characterizing
the vacuum. The rate of the transition can be computed form the Fermi’s golden rule
(Equation F.8), such that the rate is proportional to the density of states in free space





This is the number of modes per unit volume with frequency ω0. If we consider the
dipole approximation for the interaction between the electromagnetic field and emitter
(see Subsection 2.2.3), the vacuum density of states yields the following expression for







where µeg is the dipole moment of the transition and ε0 is the vacuum permittivity. When
the system is not in free space but located inside a cavity, the density of states changes.
If we consider the simple case of a single-mode cavity, characterized by a frequency ωC







where we have considered a Lorentzian profile associated with the cavity mode. There,
Veff is the effective volume of the cavity resonance. At resonance (that is, ωC = ω0) and
considering a perfect matching between the field and the dipole orientation, the decay










where we have introduced the expression for the cavity Q-factor (Equation 1.1). The
transition wavelength in vacuum is λ0 = 2πc/ω0, and n is the refractive index. There-
fore, there exists an enhancement of the spontaneous emission. As a consequence, the
lifetime of an excited emitter is not an intrinsic property of the emitter, but depends on
its electromagnetic environment. The Purcell factor is defined as the ratio kcav/kfree, and
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which is practically the ratio between the density of states within the cavity and at free
space: ρcav(ω0)/ρfree (the missing factor 3 stems from not considering the dipole moment
randomly oriented, but perfectly matching the cavity field [62]). This expression for the
Purcell factor gives the maximum rate enhancement, and it takes place when the emitter
fulfils: to be placed at the maximum of the field mode, to be at resonance with the cavity
field, and to be oriented along the same direction as the field. That is, it requires both
spectral and spatial overlaps between the emitter and the cavity. From this expression we
learn that, in order to obtain large values of the Purcell factor, the Q-factor of the cavity
should be large, while the mode volume should remain small. The ratio Q/Veff is not
easily enhanced in practice, since for smaller cavities the Q-factor attainable is limited.
The density of states within the cavity is larger than in free space if the emitter is
resonant with the cavity mode, but the density of states seen by the dipole may be smaller
if it is out of resonance. In that case, the spontaneous emission is not speed up, but
suppressed, and the atom remains longer in its excited state. This effect was pointed
out by Kleppner in 1981, who explored the inhibition of the spontaneous emission when
there is no available states to which the atom can radiate [63]. This insists on the fact
that the spontaneous emission is not an intrinsic property of emitters, but depends on the
available electromagnetic states provided by the surrounding medium.
Experimental observation The experimental observation of the Purcell effect requires a
high-quality cavity with dimensions around the value of the transition wavelength, which
was not easily attainable by that time. After the experimental observations of Drexhage
with dye molecules near dielectric surfaces [6], the enhancement of the emission rate of
an atom inside a high-Q cavity was finally observed by Goy et al. in 1983, considering a
Rydberg atom [64]. Afterwards, the inhibition of the emission rate was reported by Hulet
et al. using Rydberg atoms as well [65]. Since then, both effects have been obtained
not only for atoms but also in solid-state platforms [66, 67]. For instance, the control
of the spontaneous emission thanks to semiconductor microcavities has been explored as
a means to reduce the threshold of lasers [68, 69]. There exist various semiconductor
structures engineered to build microcavity lasers, such as the vertical cavity surface emit-
ting laser [70], where the light is confined between two Bragg reflectors. There are many
other examples where quantum dots are placed in micropillars [71], microdisks [72], and
in photonic crystals too [73], with the objective of manipulate its spontaneous emission.
Plasmonic cavities have been also used to this end [74, 75].
Hence the effect of the electromagnetic field on the matter component when being
within the weak coupling regime is the modification of its spontaneous decay rate. Within
this regime, the role of the radiation can be thought of as a perturbation on the matter
system. Indeed, the interaction can be treated with perturbation theory, and some classi-
cal analogues have been developed [76, 77]. In the preceding description, reabsorption
has not been considered since its effect is weak: reabsorption produces an energy shift
which is generally orders of magnitude smaller than the radiative broadening. Neverthe-
less, when placed inside a cavity, the probability of reabsorption of photons by the emitter
increases. This rate can even overcome cavity losses, hence entering the strong coupling
regime. The interaction with the cavity cannot be treated as a perturbation any more and
a new description is required.
Introduction | CHAPTER 1 13
Strong-coupling regime
When the interaction between light and matter becomes so strong that overcomes the
system losses, the system enters the strong coupling regime, as already explained. In
contrast to the irreversible exponential decay that an excited atom suffers when being ei-
ther in free space or within the weak-coupling regime, there exists a reversible exchange
of energy between the emitter and the electromagnetic field at the so-called Rabi fre-
quency. Single photons are repeatedly absorbed and emitted a few times before being
irreversibly lost into the environment. This coherent exchange of energy, known as vac-
uum Rabi oscillations, is expected from the Jaynes–Cummings Hamiltonian [78]. This
model describes, in fully quantum-mechanical terms, the system composed of a single
two-level system interacting with a single mode of the electromagnetic field (see Subsec-
tion 2.2.4). In Figure 1.1 we represent the time evolution of the population associated
with the excited state of a two-level system coupled to a resonant cavity mode. Three dif-
ferent values of the coupling constant g are considered. When the emitter is decoupled
from the cavity (g = 0), it experiences the corresponding free-space exponential decay
(purple line). For a low value of the coupling strength, the decay rate is enhanced as a
result of the interaction with the cavity within the weak-coupling regime (turquoise line).
Finally, when the value of g is large enough to overcome the system losses, the population
of the emitter presents an oscillatory pattern, characteristic of the strong coupling regime
(yellow line).












Figure 1.1. Dynamics of
the population associated
with the excited state of a
two-level system interact-
ing with an electromag-
netic field. The popula-
tion P is plotted as a func-
tion of time t for three
different situations: when
the emitter is completely
decoupled from the cav-
ity mode (purple line),
and when the emitter in-
teracts with the electro-
magnetic field within the
weak (turquoise line) and
strong (yellow line) cou-
pling regimes.
Rabi oscillations manifest themselves in the spectrum as a splitting between the en-
ergies associated with the eigenmodes of the hybrid system —this energy gap is referred
to as Rabi splitting, and it is determined by the frequency of the oscillations. As a result
of the coherent exchange between cavity and emitters, the new eigenstates of the system
are partly matter and partly light, the so-called polaritons [79]. The system composed of
the electromagnetic field and the quantum emitters needs to be treated as a whole. Fig-
ure 1.2 depicts the first energy levels corresponding to the cavity (left) and to the emitter
(right), where ω0 and ωQE are the respective transition frequencies. When being within
the strong coupling regime (center), the lower polariton (LP) and the upper polariton
(UP) are the new eigenstates, separated by the Rabi splitting ΩR. The condition for strong
coupling thus translates in the need for energy splitting values that exceed the linewidths
of both the cavity mode and the emitter, so that the Rabi splitting is experimentally ob-
servable.
14 Coupling light and matter | 1.1
Figure 1.2. First en-
ergy levels corresponding
to the cavity (left) and
quantum emitter (right)
for the uncoupled case,
where the transition ener-
gies are ħhω0 and ħhωQE,
respectively. In the cen-
ter, energy levels corre-
sponding to the strongly-
coupled system, where
the new eigenstates of
the first-excitation mani-
fold correspond to the up-
per polariton (UP) and
lower polariton (LP). The
energy splitting between
them is given by the Rabi
frequency ΩR.
The previous discussion corresponds to the case in which there is a single two-level sys-
tem coupled to a single-mode cavity. Another manifestation of the splitting takes place in
the anticrossing displayed by the dispersion relations of exciton and photon modes. When
emitters and cavity are decoupled (or if the interaction lies within the weak-coupling
regime), the spectroscopic features of the composed system (associated with exciton and
photon modes) cross each other. Once the coupling is introduced, the two dispersion
branches may not intersect. This energy separation is the so-called anticrossing, and
it is a fingerprint of strong coupling. The new two branches of the dispersion relation
correspond to the polaritons, and cannot be assigned to the exciton or the photon mode
exclusively.
Experimental observation The presence of Rabi oscillations in a collection of two-
level systems placed inside a cavity was first observed by Kaluzny et al. in 1983 [80],
where the evolution of the excited state population of a collection of Rydberg atoms in a
Fabry–Pérot cavity is shown. According to the Jaynes–Cummings model [78], the dynam-
ics of the hybrid system is also characterized by the collapse and revival of coherence.
These coherence properties were first pointed out by Cummings in 1965 [81], although
only demonstrated for short times. It was in 1980 that Eberly et al. showed that those
revivals remain at long times, and they occur periodically [82]. The persistence of the
initial coherence, together with the discrete nature of the energy levels (which scale in
energy as the square root of the total number of excitations in the system), are strictly a
consequence of the quantum nature of the radiation field. Some experiments were devel-
oped to study the interaction of a single atom with a single mode of the electromagnetic
field so as to illustrate the phenomena raising from the Jaynes–Cummings Hamiltonian.
In particular, the one-atom maser was intensively used to this end [83, 84]. But it was
not until 1987 that Rempe et al. observed the predicted quantum collapse and revival
for the first time [85]. They used a Rydberg atom coupled to a single mode in a super-
conducting cavity, and measured the oscillation in the probability of finding the atom in
the excited state. Since then, strong coupling has been experimentally obtained in many
other configurations (although we now outline some of these realizations, see Appendix
A, Section A.1, for a more detailed review).
After these first experiments aiming for the strong light-matter coupling with atoms
in microwave cavities [85, 86], the first observation in the optical regime took place in
1989 [87]. Mode splitting with a single atom was first reported in 1992 by Thompson
et al. [88], the same year in which strong coupling was achieved with a collection of
semiconductor quantum wells in a dielectric microcavity by Weisbuch et al. These solid-
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state platforms allows for Rabi splitting values of the order of 10 meV, as the cavity volume
is considerably reduced. Strong coupling with a single quantum emitter was obtained
in 2004 for various semiconductor microcavities structures [89, 90]. Due to the low
binding energy of Wannier excitons in most semiconductors, these configurations usually
require working at low temperatures. For this reason, organic materials emerged as a
favourable platform: as we have mentioned, Frenkel excitons in organic semiconductors
tend to present large binding energies that makes them more stable. Therefore, they
are ideal for realizing strong light-matter coupling at room temperature. Apart from
that, organic molecules display large dipole moments and high densities, hence leading
to large values of the light-matter coupling. In particular, J-aggregates present small
linewidths and large transition dipole strengths, making possible to achieve Rabi splitting
values more than 10 times higher than the typical values within inorganic semiconductor
cavities. Strong coupling using organic molecules was first observed by Lidzey et al. in
1998 [91], where a Rabi splitting value of 160 meV at room temperature was observed.
The development of plasmonic nanostructures able to confine light beyond the diffrac-
tion limit opened the possibility to reach even stronger coupling strengths than those pro-
vided by the previous semiconductor structures. Despite the substantial losses present in
plasmonic structures, the large dipole moments and high densities displayed by organic
molecules have helped to achieve the strong coupling regime in these setups. Strong-
coupling was first reported using J-aggregates coupled to surface plasmon polaritons by
Bellessa et al. in 2004, reaching a Rabi splitting value of 180 meV at room tempera-
ture [34] (300 meV in [92]). Strong coupling with a single emitter was first reported
by using bowtie dimers by Santhosh et al. [93] and a nanoparticle-on-mirror cavity by
Chikkaraddy et al. [94], both in 2016.
Properties and applications The interest raised by the strong coupling regime partly
stems from the multiple phenomena exhibited by polaritons, such as stimulated polariton
scattering [95, 96], parametric oscillation [97, 98], polariton lasing [99, 100], and con-
densation [101, 102] (see Appendix A, Section A.2, for a brief explanation of these effects
and a relation of some others). Their hybrid light-matter composition lies behind some of
these interesting features, as polaritons inherit characteristics from their two constituents:
the distinctive coherence of light and the mutual interactions of excitons. Thus polari-
tons exhibit properties that neither light nor matter excitations hold themselves.
Strong coupling is also the basis for the creation of coherent quantum superposition.
Cavity QED serves to explore the physics of open quantum systems and study diverse as-
pects connected to coherence and decoherence in quantum mechanics [103]. The under-
standing of light-matter interactions within the strong coupling regime leads to a better
manipulation and control of quantum coherence and entanglement [104, 105]. The co-
herence properties associated with polaritons are of great interest in the field of quantum
information processing [105], and the coherence present in polariton condensates are
also useful in the development of quantum technologies [106, 107].
The unique properties exhibited by polaritons, as well as the increased understand-
ing and control of light-matter interactions in the strong coupling regime, have led to
the development of numerous applications. Apart from those in the field of quantum
information processing, and the use of polaritons for quantum computation and simula-
tion, several devices have their operating principle based on the formation of these hybrid
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light-matter particles. For instance, the mechanism of stimulated scattering is behind the
realization of low-threshold polariton lasers, ultrafast optical switches, and amplifiers.
The advance in the use of new materials able to operate at room-temperature has been
crucial for the development of practical applications. Several polariton-based devices
have emerged, such as polariton light-emitting diodes [108, 109], switches [110], and
transistors [111, 112]. Polaritons interactions are in the basis of the realization of po-
lariton gates [113], where different implementations for usual operations are proposed
[114, 115]. Some of these devices exploit the polarization bistability [116] or multista-
bility [117, 118] of polaritons.
Therefore, strong coupling reveals itself as an invaluable tool to disclose new phe-
nomena, and its clever use makes possible to develop original quantum optical devices.
In particular, this thesis focuses on two possible applications of strong coupling that we
have not mentioned so far—the modification of the photon statistics of a light source,
and the enhancement of exciton transport. We further discuss these two aspects, but
encompassed in a slightly broader context, in the second part of this chapter: we study
the behaviour of photons when modified by excitons in Section 1.2, and the behaviour of
excitons when modified by photons in Section 1.3.
1.2 Photons (modified by excitons)
Strong light-matter coupling emerged as a new paradigm for the realization of single-
photon sources. The generation of photons one by one requires some sort of nonlinear-
ity, and positively polaritons present a significant nonlinear behaviour inherited from
their excitonic part. Photon correlations are altered when a collection of emitters are
coupled to a cavity mode, and this is precisely the context of the work developed in Chap-
ter 3. Hence, in this section, we discuss the realization of single-photon sources and the
potential of strong light-matter coupling in this field.
1.2.1 Nonclassical light generation
Many applications involve the presence of single-photons sources, including secure quan-
tum cryptography schemes or quantum computation using only linear optics and pho-
todetection [119]. An ideal single-photon source emits one (and only one) photon in
response to an external trigger, thus generating a (nonclassical) number state on demand.
On the contrary, a coherent light beam or a thermal source do not generate Fock states,
but their emission is characterized by a particular distribution around a mean number of
photons [120].
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Nonclassical light
The performance of tentative single-photon sources is assessed on the basis of the effi-
ciency, defined as the fraction of photons generated per trigger, and the second-order
correlation function g(2)(τ) (see Subsection 2.3.3 for the precise definition and mean-
ing of this magnitude). Its evolution as a function of the time delay τ gives the tendency
of photons to arrive in groups, or bunches, as compared to coherent light. Antibunching
takes place when g(2)(τ) > g(2)(0). Apart from being an explicit feature of a quantum
field [121, 122], antibunching is a clear signature of single-photon sources: photons tend
to be emitted equally spaced in time. Besides, the second-order correlation function at
zero-time delay, g(2)(0), gives a measure of the statistics of the light. Specifically, it gives
the probability of detecting two photons at the same time compared to the case of a
coherent source. A sub-Poissonian light source is that with g(2)(0) < 1, and it is also
characteristic of single-photon sources: it barely emits two photons at the same time. As
well as antibunching, sub-Poissonian emission is a signature of nonclassical light (both
concepts are further discussed in Subsection 2.3.4).
The experimental observation that excited atoms emit single photons at a time, while
undergoing quantum jumps, was reported by Kimble et al. in 1977 [123]. They studied
photon statistics in the resonance fluorescence of a beam of sodium atoms excited with
a laser field —specifically, the probability density P2(t, t + τ), that represents the joint
probability of photodetection at two times t and t+τ. This probability density was found
to increase with the time delay from τ = 0, thus being the first direct measurement of
photon antibunching. Apart from unambiguously demonstrating the nonclassical nature
of radiation, this experiment constituted the first realization of a single-photon source.
Photon antibunching was later reported for a single ion stored in a radio-frequency
trap [124]. Beyond atomic systems, the development of inorganic semiconductors led to
the observation of photoluminescence on a single quantum dot at the beginning of the
1990s [125, 126]. Different solid-state platforms started being investigated as potential
single-photon sources since then. Antibunching was first demonstrated with single dye
molecules [127], NV-centers [128], and quantum dots [129] over that decade. A single-
photon turnstile device that generated a train of single-photon pulses was subsequently
reported by Michler et al. in 2000 [17]. Notice that, apart from emitting single photons,
a mechanism in charge of the regulation of the excitation process is usually required in
many applications.
Applications of single-photon sources
Single-photon sources present numerous applications in the field of quantum informa-
tion processing and quantum computing and communication [130]. Optical quantum
cryptography is based on the use of single-photon Fock states [131, 132], and practical
realizations of quantum key distribution protocols use either true [133, 134] or pseudo-
single-photon sources [135, 136]. The problem is that, in the latter case, the presence of
more than one photon may lead to leakage towards an eavesdropper [137, 138]. In linear
optical quantum computing [139], single photons are used as physical qubits [140, 141],
and quantum memories able to work with single-photon Fock states have been also im-
plemented [142, 143].
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Some of the applications in this area involve two-photon interference, such as the ones
related to quantum teleportation [144] or the generation of polarization-entangled pho-
tons [145]. These require single-photon sources emitting identical consecutive photons,
that is, exhibiting mutual two-photon interference. Sources emitting indistinguishable
photons have been obtained with a semiconductor quantum dot embedded in a pillar mi-
crocavity [146] or in a photonic crystal [147]. The optical microcavity is used to tailor the
emission properties, and photons can be prepared into the same quantum state, namely,
the same spatial mode an polarization [12].
The squeezed nature of single photons —so that they have less uncertainty in one
quadrature than a coherent state— is useful in some other applications [148], as in
the context of quantum metrology [149]. Their potential to reduce the level of fluctu-
ations below the shot-noise limit translates to an increased precision of measurements
[150, 151], specially for weak absorptions, where the shot noise is more problematic.
Single-photon entangled pulses are also used in procedures related to positioning and
clock synchronization [152], where electromagnetic pulses are repeatedly sent over a
particular distance and the time of arrival is measured. Besides, the creation of specific
entangled states from single photons allows for quantum optical lithography [153], where
entanglement has been used to beat the diffraction limit.
Generation of single photons
Due to the broad variety of applications, the production of single photons on demand has
focused great efforts. Different schemes have been developed to this end, including the
generation of true and approximate single-photon emission. In a coherent light source,
such as a laser, the photon number follows a Poissonian distribution [120]. Attenuated
laser signals with an average photon number much less than one are approximately
single-photon sources, although there always exists a non-zero probability of generating
more than one photon. Nevertheless, faint laser pulses are sufficient in many applica-
tions, and they are widely used since true single-photon states are difficult to generate in
practice. But there are some schemes which are not based on approximate but true single-
photon Fock states. To this end, different configurations have been developed, such as
atom-like sources or parametric downconversion [119, 154].
Atoms, or atom-like systems in general, can be arranged to emit single photons on
demand via optical or electrical excitation [17, 155]. These structures are usually mod-
elled as two-level systems [8], such that they only admit one excitation at a time —once
excited due to the absorption of a single photon, they cannot absorb a second one. Then,
single photons are generated via spontaneous emission. The two-level system emits a
photon while returning to its ground state [123], hence it is no longer excited and thus
unable to reemit (until it is excited again). Therefore, in the case of optical excitation, the
atom-like system converts the incoming laser pulse, described by a coherent state, into a
single-photon stream.
There exists a wide range of single quantum systems engineered to emit photons
one by one, as the ones discussed in Subsection 1.1.2, that is, trapped ions and atoms
[156, 157, 158], single molecules [127, 159, 160], NV-centers in diamonds and other
color centers [161, 162], quantum wells [163], and semiconductor quantum dots [17,
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164, 165]. The long lifetime exhibited by atomic transitions limits the rate of generation
of single photons, a crucial point in many applications. Photostability and blinking are se-
rious issues concerning fluorescent emission in organic molecules. In particular, quantum
dots are specially interesting as single-photon sources since they present narrow spectral
linewidths and rapid radiative decay rates [166], apart from their stability and the ease of
the integration into structures such as inorganic microcavities [167, 168]. These hybrid
platforms can be easily tailored to display excellent optical properties, as already men-
tioned. Diamond color centers are also excellent platforms to generate single photons,
as they present photostable emission, room temperature operation, and long coherence
times [169]. In the review by Buluta et al. [47], the different features displayed by natural
and artificial atoms are thoroughly compared.
Nonlinear optical processes can be also used to create quantum light states, such as
spontaneous parametric downconversion [170]. It consists in the generation of a pair a
lower-energy photons (the so-called signal and idler photons) from one photon of higher
energy (pump photon). This method produces highly correlated photons, hence it enables
the preparation of entangled photon pairs [171, 172]. Alternatively, the second photon
in the pair can be used to hearld the generation of a single photon [173]. While atom-like
systems can be triggered to emit single photons on demand, parametric downconversion
is a random process.
Finally, the use of optical microcavities has opened up new possibilities. First of all,
they allow for the enhancement of the spontaneous emission rate due to the Purcell effect
[167], as previously commented in Subsection 1.1.3. But more importantly, the operation
within the strong coupling regime gives rise to nonlinearities which enable the generation
of single photons in an alternative way. This is the topic of the following section, where
the so-called photon blockade effect and single-photon emission via interference effects
are discussed.
1.2.2 Using cavities in the generation of single photons
The coupling of single emitters to the electromagnetic field within a cavity provides mul-
tiple benefits concerning the generation of single photons [168, 166]. These hybrid plat-
forms present higher repetition rates and higher quantum efficiencies, as well as an in-
creased degree of indistinguishability [146, 174]. Besides, the cavity mode allows for a
better control of the emission in terms of directionality and polarization, enabling the
generation of one photon on demand into the desired mode [12, 146]. In the regime
of strong coupling between a cavity and a collection of atoms, novel photon statistics
was predicted [175] and observed [176]. In parallel, different realizations of single-
photon sources consisting in single emitters strongly coupled to cavities were reported
[156, 158, 177, 178], where the photon is generated as the result of a coherent process.
Within the strong coupling regime, the eigenstates of the Hamiltonian associated with
a fixed number of excitations m are not degenerated, but present a splitting that depends
on m. Within the Jaynes–Cummings model (see Subsection 2.2.4), the energy difference
Rm between the two dressed states belonging to the mth-excitation manifold is given by
(Equation 2.44): Rm = 2ħhg
p
m, where g represents the light-matter coupling strength.
Therefore, the energy gap between levels varies depending on the number of excitations
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m, and the structure associated with the dressed states is then anharmonic. It is precisely
this anharmonicity that leads to the photon blockade effect, a mechanism that allows for
the generation of single photons in an alternative manner.
Photon blockade effect
Photon blockade is a quantum effect that prevents the injection of more than one photon
into a nonlinear cavity mode, thus leading to antibunched emission. This phenomenon is
known as photon blockade in analogy to the Coulomb blockade observed in small metallic
and semiconductor devices, where the transport of charge through the device is carried
out electron by electron [179, 180]. There, the presence of an electron can block the
flow of another electron. In the case of photons, the transport of light through the optical
system was thought to experience the same effect [181]. Nevertheless, the origin of both
blocking processes are rather different: whereas the Coulomb blockade is produced via
the direct interaction of electrons via the Coulomb repulsion, photon-photon interactions
require the mediation of matter.
Mechanism The photon blockade effect arises within the regime of strong light-matter
coupling due to the anharmonicity of the energy level structure. The resonant absorption
of a photon of a particular frequency, which makes the coupled system reach the corre-
sponding state in the first-excitation manifold, blocks the absorption of a second photon
of this frequency because transitions to any state in the second-excitation manifold are
detuned from resonance. Photon blockade manifests itself by the antibunching in the
radiation field, and it allows for the realization of single-photon sources— the system is
excited by an incident Poissonian stream of photons, while the emitted light presents anti-
bunching. Notice that, in order to observe the photon blockade effect, the anharmonicity
must be greater than the broadening of the energy levels.
This mechanism was first noted by Tian and Carmichael in 1992, as they showed that
a cavity strongly coupled to an atom behaves as a two-level system as long as the system
is excited near some resonance [182]. Through quantum trajectory simulations, they
demonstrated that the presence of an excitation in the system blocked the absorption of a
second photon, thus justifying the two-state approximation. This behaviour was pointed
out to stem from the unequally spaced energy levels of the coupled system.
The analogy between electron transport in electronic devices and photon emission in
strongly coupled optical devices was first suggested by Imamoğlu et al. in 1997 [181]. An
effect equivalent to Coulomb blockade for electrons was suggested to occur for photons by
using photon-photon interactions in a nonlinear optical cavity. According to the scheme
proposed, a giant Kerr nonlinearity may be obtained by electromagnetically induced trans-
parency [183]. This large nonlinearity would produce a stream of single photons in the
transmitted field, that is, antibunching due to the photon blockade effect. A more accurate
description of the photon-photon interactions was later offered [184, 185]. While some
works further explored this scheme based on electromagnetically induced transparency
[186, 187], there were other proposals to make feasible photon blockade, for instance,
via localized surface plasmons [188].
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Experimental observation The phenomenon of photon blockade in an atom-cavity sys-
tem was first observed by Birnbaum et al. in 2005 [189]. They studied the photon statis-
tics of the light transmitted by an optical cavity strongly coupled to a single trapped atom,
and showed that the presence of an excitation in the composite system effectively blocks
the transmission of a second photon. In particular, they measured the correlation func-
tion g(2)(τ), obtaining both sub-Poissonian statistics and antibunching. Photon blockade
was also investigated within the context of a photon turnstile device [190]. Apart from
atomic systems, this mechanism was observed in a resonantly driven quantum dots em-
bedded in a photonic-crystal cavity [191, 192] and also in the microwave regime with
superconducting circuits [193, 194]. The observation of the photon blockade effect at
significant detuning has been also reported [195]. Additionally, it has been proposed the
polariton blockade effect, that is, that the presence of a single polariton can block the
resonant injection of another [196].
The probability of absorption of a second photon once there is an excitation in the
system can be studied as a function of the pumping frequency. The dropping in the prob-
ability is maximum when the pumping pulse is perfectly resonant with one of the two
eigenstates of the first-excitation manifold [191, 192], signature of the photon blockade
effect. On the contrary, an increase in the probability takes place when the probe is po-
sitioned between the two eigenstates [191]. When the laser is at resonance with the
polariton eigenstates of the two-excitation manifold, photon bunching is observed [192].
This means that two photons of the same frequency are more likely to be transmitted
through the cavity jointly than they would otherwise. Photon correlation spectroscopy
was indeed proposed to analyze the higher-excited manifolds of strongly coupled systems
[197, 198].
The anharmonicity of the energy structure of the cavity-atom system was then ex-
plored in the context of two-photon processes [199, 200], demonstrating that the hy-
brid system composed of a single atom strongly coupled to an optical cavity can absorb
and emit resonant photons in pairs [199]. Thanks to the perfect tuning of the laser, a
quantum state of the composite system containing two excitations was populated directly
by means of a two-photon process. Likewise, the decay of the hybrid system leads to the
emission of a pair of photons, thus converting the incoming coherent laser beam into a
correlated stream of photon pairs.
Strong nonlinearities at the single-photon level In the photon blockade effect, non-
linearities at the single-photon level alter the quantum statistics of the emitted light from
a cavity. Therefore, by exploiting the strong coupling regime, it is possible to generate
strong single-photon nonlinearities [201]. These are crucial for the realization of pho-
tonic quantum technologies [202, 203], including the optical analogue of the Josephson
interferometer (that is, two coherently driven linear optical cavities connected through
a central cavity with a single-photon nonlinearity) [204] or a single-photon transistor
(where the presence/absence of a single incident photon in a gate field is sufficient to
allow/prevent the propagation of subsequent signal photons) [201]. The interaction of
photons thus allows for all-optical devices in which one light signal controls another.
Strong photon-photon interactions allows for the study of interesting and potentially
useful quantum phenomena that emerge in strongly-correlated optical systems. Optical
systems exhibiting strongly correlated dynamics is achieved in arrays of coupled cavities
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each containing a single two-level system in the photon-blockade regime [205, 206] or in
nonlinear optical waveguides [207]. The formation of polaritons in these configurations
led, for instance, to the prediction of a characteristic Mott insulator to superfluid quantum
phase transition [205, 208, 206]. Arrays of cavities thus enable the implementation of
the effective Bose-Hubbard model [209] and other Hamiltonians —photon hopping is
allowed between neighbouring cavities, whereas the (either repulsive of attractive) force
between two polaritons occupying the same site is generated by the large Kerr nonlinearity
that arises when atoms with a specific level structure interact with light [208]. These
photonic structures have then served as a basis for the proposal of different quantum
many-body phenomena, such as the fermionization of photons [210] or the crystallization
of polaritons in coupled array of cavities [211] in an array of driven dissipative nonlinear
cavities.
A strong nonlinearity at the single quantum level is needed for all these realizations, as
well as for the previously commented single-photon sources based on the photon blockade
effect. A novel scheme was proposed by Liew and Savona [212], considering a configura-
tion of coupled quantum modes that becomes strongly sensitive to changes in the number
of excitations even if the nonlinear interaction is small. They numerically showed that
strong photon antibunching was obtained with a weak Kerr nonlinearity in a resonantly
driven photonic system composed of two coupled cavities. Although the photon blockade
effect was argued to lie behind this antibunched emission, it was later shown by Bamba
et al. that a destructive quantum interference effect was actually the responsible for the
exhibited antibunching [213]. Prior to this case, a mechanism based on quantum inter-
ferences was already thought to explain the strong nonclassical effects in cavity systems
with many atoms [175, 176], that we proceed to discuss in the following.
Interference-induced correlations
The generation of single-photon emission usually exploits the existence of some sort of
nonlinearity in the photonic system. The presence of a large number of emitters would
spoil this effect, as their collective response becomes approximately bosonic. Neverthe-
less, nonclassical features were still found, as demonstrated in two different studies pub-
lished in 1991 [175, 176]. After having considered the single-atom case in a previous pub-
lication [214], Carmichael et al. computed the coincidence rate for photons transmitted
by a weakly driven cavity containing a collection of identical two-level atoms interacting
with a single cavity mode, all resonant with the driving field [175]. Nonclassical photon
correlations were obtained even for large systems sizes, altough the emission does not
present antibunching in the usual sense —the zeros in the correlation function g(2)(τ)
were not found at at τ= 0 but at some finite delay. These nonclassical correlations were
explained in terms of the interference of probability amplitudes and the collapse of the
wavefunction. Rempe et al. studied the quantum statistical behaviour of the same system
under strong coupling conditions both theoretical and experimentally [176], and correla-
tions were interpreted as coming from interference effects as well. The presence of photon
antibunching and sub-Poissonian statistics were reported when considering a collection
of more than a hundred atoms, although the nonclassical signatures were not particu-
larly significant. The important result is, however, that these features were observed to
be largely independent of the number of atoms. Previously, Casagrande and Lugiato had
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already predicted a subtle antibunching effect for a collection of emitters coupled to an
optical cavity by solving a Fokker–Planck equation in the small noise approximation [215].
The results derived from the Fokker–Planck equation were later compared to the pure-
state formalism, valid for weak driving fields, by Brecha et al. [216]. They performed
a more complete study of the photon statistics of the transmitted field considering the
same formalism as in Ref. [175]. Including the effects of dissipation, they realized that
the nonclassical features were more prominent in the bad-cavity limit (in which the cavity
decay rate is large compared to the spontaneous emission rate associated with the atom).
All nonclassical effects were interpreted in terms of quantum interference of probability
amplitudes.
Further experiments were performed aiming to explore different regimes and exper-
imental conditions. For instance, it was studied the dependence of photon statistics on
the intensity of the driving field when having a collection of ten emitters coupled to a sin-
gle cavity mode [217]. The sub-Poissonian nature of the transmitted field at low-driving
intensities was found to turn to super-Poissonian when increasing the pumping. Never-
theless, the field always exhibited antibunching. Photon correlations were also studied
as a function of the detuning and the number of atoms [218, 219]. These experiments
involving the measurement of correlations between pairs of photodetections were supple-
mented with squeezing experiments measuring the variation of the electromagnetic field
amplitude [220, 221]. Nonclassical features were also reported following a combined
procedure [222], studying the correlation of a photon detection with fluctuations of the
electromagnetic field amplitude.
Therefore, contrary to expectations, quantum correlations were found when working
with a reduced collection of particles due to quantum interference effects. As mentioned
before, this can give rise to strong nonlinearities that enable the realization of strongly
correlated photonic systems [213]. There have been a number of proposals for the im-
plementation of a source of strongly sub-Poissonian light through this method based on
destructive interference. For instance, it has been suggested a configuration composed
of a single quantum dot simultaneously coupled to the two modes of a bimodal optical
cavity [223]: when one mode of the cavity is resonantly pumped with a coherent source,
the light transmitted by the cavity is shown to present a strongly sub-Poissonian character.
This effect has been shown to vanish in the absence of cavity loss.
1.2.3 Computing photon correlations within the strong coupling regime
Much effort has been subsequently devoted to the analysis of the evolution of the quantum
statistical properties of the light emitted by these hybrid systems for increasing number
of emitters, assessing the possibility of generating nonclassical light with a mesoscopic
ensemble. These two effects that lead to photon antibunching —namely, the photon
blockade effect and destructive quantum interferences— have been equally addressed
following several approaches. In this context, the Jaynes–Cummings model and its ex-
tensions have served as a basis for the description of the light-matter system and the
associated interactions.
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Quantum light-matter Hamiltonians
The most basic problem addressed in cavity QED is the interaction of a single emitter
with a single mode of the electromagnetic field supported by a cavity. The electromag-
netic field turns out to be formally equivalent to a collection of independent and uncou-
pled harmonic oscillators (see Appendix D, Section D.2), so the light component is easily
tractable. The matter component, which might be atoms, molecules, or quantum dots, is
usually described as two-level systems, although some other more complex models can
be considered as well. In particular, this approximation is valid as long as there is just one
relevant transition which is not disturbed by the presence of other energy levels. In this
case, the state of the system can be properly represented by a two-dimensional Hilbert
space.
For the purpose of studying the system within a completely quantum treatment, Jaynes
and Cummings developed a model involving a two-level system coupled to a single quan-
tized cavity mode [78], as we have already mentioned. The Jaynes–Cummings Hamilto-
nian is widely used in numerous fields since it successfully represents the quantum physics
of that resonant interaction [224, 225]. This model was extended to an arbitrary num-
ber of emitters by Tavis and Cummings [226]. The resulting Hamiltonian is sometimes
named after Dicke [227, 228], since he had already considered the coupling between a
quantized cavity field and a large ensemble of two-level systems in his seminal work on
superradiance [229]. These Hamiltonians, together with specific procedures to introduce
the effect of losses, provide a successful theoretical description for a broad variety of con-
figurations [61]. Nevertheless, the simplification of the electromagnetic field to a single
(or few) quantized cavity modes is not always a good approximation and a more involved
model thus needs to be introduced [230]. In our case, the Tavis–Cummings Hamiltonian
is the starting point for the description of all quantum systems treated in this thesis.
Theoretical calculations of photon statistics
The desired nonclassical emission resulting from the interaction between quantum emit-
ters and a photonic mode has been thoroughly investigated, comprising both semicon-
ductor and plasmonic nanocavities [231, 232], as well as the coupling of cavity-emitter
systems to waveguides [233, 234]. In light of the interest of the implementation of quan-
tum technologies [202], the generation of nonclassical light on a chip has focused great
efforts [195, 235]. In particular, the system composed of a single quantum dot embed-
ded in a photonic crystal emerged as a promising configuration to this end [192] —due
to their efficient coupling to waveguides [236], they can be easily integrated into op-
tical circuits. Experimental realizations of nonclassical emission in these platforms, in-
cluding those implementing a self-homodyne interferometric technique that reduces the
characteristic large dissipation rates [237, 238], were often accompanied by numerical
simulations of the photon statistics of the coupled system [195, 235], considering also
higher-order photon correlations [239].
Most of these studies are performed for the single-emitter case [240], or involving just
two [241, 242, 243] or a few particles [244, 245]. At the other extreme, the coherent
emission of a large set of emitters was also discussed [246, 247], mainly in the context of
superradiance [229, 248]. Numerical computations are performed using approximation
Introduction | CHAPTER 1 25
schemes, for instance, working in the framework of quantum trajectory theory [249]. In-
tensity fluctuations in steady-state superradiance [250] were studied by means of Monte
Carlo simulations and semiclassical approximations [251, 252]. The transition to the
subradiant regime was also explored with diverse techniques [253, 254]. Some other ap-
proximation schemes have been developed for the study of photon statistics with a large
number of emitters, such as those based on the positive P representation [255, 256, 257]
or those following different expansion procedures [258, 259, 260]. The coherence prop-
erties of the light generated under conditions of electromagnetically induced transparency
in atomic media involving Rydberg atoms have been also analyized [261, 262].
Therefore, detailed studies of the coherence properties of the light emitted by hybrid
systems have been performed when having just a small number of emitters coupled to the
cavity mode. The dimension of the Hilbert space grows exponentially with the number
of emitters, which makes intractable the problem beyond some tens. This is the reason
why the intermediate case of a mesoscopic ensemble has remained elusive. Our objective
was thus the study of the photon statistics of the light emitted by these kind of config-
urations, and this is the work we present in Chapter 3. In particular, we consider both
organic molecules coupled to plasmonic nanocavities [263] and quantum dots embedded
in dielectric microcavities [264]. The two procedures that lead to photon antibunching
—namely, the photon blockade effect and destructive quantum interferences— are there
explored. Later, further studies have treated this mesoscopic regime [265, 266].
1.3 Excitons (modified by photons)
Apart from taking advantage of the composite nature of polaritons, strong coupling offers
the possibility to alter the electromagnetic environment of excitonic systems and, in turn,
vary the material performance. The appropriate tailoring of polaritonic characteristics has
been shown to modify chemical reactions and material properties, as well as to enhance
the spatial range and rate of exciton transport in organic platforms. This is precisely the
topic of the work presented in Chapter 4. Hence, in this section, our discussion is focused
on the process of exciton transport and the benefits to be gained from the strong coupling
regime.
1.3.1 Modifying the exciton perfomance
The coupling of excitons to their electromagnetic environment has become a method
to improve the performance of organic materials concerning a broad variety of aspects.
Strong coupling has been shown to change their optical response [267, 268, 269] and
also their chemical reactivity [270, 271, 272]. The rate of a photochemical reaction was
first shown to change under strong coupling conditions by Hutchison et al. in 2012 [273].
Since then, polaritonic chemistry has become an active research field [274, 275] due to
the potential of strong coupling to influence the chemical structure and chemical reactions
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of organic species [276, 277]. Besides, material properties such as the work function
[278], as well as the hysteresis of a phase transition [279], have been altered through the
coupling to an electromagnetic field. The tailoring of chemical and material properties
within the strong coupling regime is widely explored [280].
The ability to transform the electromagnetic environment has been also used to mod-
ify the transport properties of organic semiconductors [281, 282]. Energy transport in
nanostructured materials and crystals occurs through the motion of excitons. The phys-
ical mechanism of exciton transport is present in a variety of phenomena, taking place
in nature in the process of photosynthesis and also being crucial in the operation of sev-
eral artificial devices. In photosynthesis, the sunlight absorbed by the light-harvesting
complexes of an organism generates excitons that must be transported to the reaction
center, where the conversion of the solar energy into chemical energy occurs (see Sub-
section 1.3.4). In turn, organic solar cells are equally engineered to efficiently move the
excitons created under optical excitation to the interface where dissociation takes place
[283, 284]. There are some other optoelectronic devices in which the process of exciton
transport is crucial, such as light-emitting diodes [285] and excitonic transistors [286].
Understanding and controlling the mechanism responsible for the exciton transport is thus
not only interesting from a fundamental standpoint, but it may lead to an optimization
of these devices [287].
1.3.2 Incoherent exciton transport
Exciton transport mechanisms
Energy transfer takes place when the excitation placed in a molecule, named the donor,
is transferred to another molecule, the acceptor, during the lifetime of the excited state.
The motion of the excitation through nanostructured organic materials are produced by
a sequence of shifts of the localized exciton from a particular position to a neighbouring
place, in what is sometimes known as random walk diffusion [288, 289]. Depending
on the electronic spin, the mechanism that controls this hopping is thought to be either
the Förster energy transfer (if excitons are in the spin singlet state) or the Dexter energy
transfer (if they are in the spin triplet state) [290]:
• Förster energy transfer consists in a resonant, near-field dipole-dipole interaction,
which decreases with the sixth power of the separation between molecules [291].
It does not require direct contact between emitters, and the interaction distance is
of the order of 5 – 10 nm.
• Dexter energy transfer consists in the simultaneous exchange of two electrons
between nearest neighbours [292], and it requires direct contact between donor
and acceptor molecules. The interaction decays exponentially with the separation
between molecules, and energy transfer through this mechanism takes place over
distances shorter than 1 nm.
Both Förster and Dexter mechanisms are nonradiative processes, and are the ones
that prevail at short distances. When molecules are located far apart, transfer occurs
via radiative processes, that is, involving the emission and absorption of a photon. This
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interaction falls with the inverse of the separation between particles squared, so its range
is longer [293]. Nevertheless, the probability of radiative transfer is generally low, so the
directionality needs be controlled by external means [294, 295].
This nonradiative energy transfer process that takes place between molecules when
their separation is of the order of a few nanometres was first described by Förster in
1948 [296]. The Förster resonance energy transfer (FRET), also known as fluorescence
resonance energy transfer, takes place due to the near-field interaction produced between
a couple of dipoles. According to Förster theory [291], the energy transfer rate kFRET









where τD is the donor lifetime (without the presence of any other emitter) and R0 is the
Förster distance for energy transfer. For a given donor-acceptor pair, the value R0 is
defined as the distance at which the energy transfer efficiency falls to 50 per cent. That
efficiency ηFRET is given by the ratio of the energy transfer rate kFRET with respect to the
total rate of exciton relaxation:
ηFRET =
kFRET
kFRET + γr + γnr
,
where γr and γnr are the radiative and nonradiative decay rates associated with the donor
when there is no acceptor in its surroundings. The variation of the efficiency as a function






Due to the strong dependence of energy transfer on the separation between emitters, it is
used to measure distances between sites in biological macromolecules [297, 298]. Energy
transfer rates are important at short distances, but they decreases drastically when the
separation becomes larger.
As viewed from the donor, the presence of another molecule supposes an additional
decay channel, precisely the FRET relaxation rate kFRET:
γD∗ = γD + kFRET ,
where γD = γr + γnr is the donor decay rate when being alone, while γD∗ stands for
the decay rate in presence of the acceptor. The energy transfer rate through the Förster
mechanism can be thus computed as the difference between the donor emission rate with
and without the acceptor being around. As a consequence of energy transfer, the donor
fluorescence gets reduced, so it can be thought of as a quenching process. Notice that
energy transfer takes place through nonradiative processes, that is, the donor losses its
excitation without the emission of a photon.
The Förster distance R0 associated with a given donor-acceptor pair depends on the
relative orientation between the dipoles corresponding to the donor emission and the
acceptor absorption, the medium refractive index n, the quantum yield of the donor in
absence of acceptor QD (defined in Equation 1.2), and the overlap integral J(λ) between
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where κ2 is a factor describing the relative orientation of dipoles. Typical values of R0
are in the order of a few nanometres (typically, 3–6 nm), thus limiting the Förster energy
transfer range to 10 nm. For this process to occur, not only the distance between molecules
needs to be small, but the donor lifetime has to be sufficiently long. Besides, the donor
emission spectrum should overlap with the acceptor absorption spectrum.
The mechanism of FRET is used in many applications related to medical diagnostics,
DNA analysis, and optical imaging [300, 301]. The particular interest for biological re-
search lies in its range of interaction, since the typical size of many biological elements
is precisely a few nanometres. In general, the study of the energy transfer mechanism
allows for the determination of molecular distances [302] and interactions [303], thus
revealing information about conformational dynamics [304, 305]. Different nanosensors
based on the FRET mechanism have been reported [306, 307, 308]. Some other applica-
tions are related to light emission [309, 310], such as the generation of color-converting
systems [311, 312] and white-light-emitting structures [313], and photovoltaic devices
[314, 315]. Indeed, exciton transport is intensively studied because of its relevance in
the construction of synthetic light-harvesting structures [316, 317].
Enhancing the energy transfer performance at short distances
The process of FRET can be basically controlled by changing the distance between emit-
ters, their spectral properties, or the relative orientation between dipoles [318, 319].
Several studies focused on the effect produced by the variation of different conditions
[320]. For instance, energy transfer was found to be enhanced by two orders of magni-
tude when molecules are embedded in dielectric droplets [321, 322]. Much attention was
also drawn to the effect that the photonic environment may have on this mechanism.
Theoretical works in the 1990s pointed out that the resonant dipole-dipole interaction
becomes altered when interacting with a resonant mode in both cavities [323, 324] and
periodic structures [325, 326]. An enhancement of the dipole-dipole interaction when
emitters are placed in a cavity was effectively measured [327]. Subsequently, the Förster
energy transfer was shown to be influenced by the cavity as well. Previous studies of
fluorescence near interfaces had already shown the role of the photonic mode density
—by placing the molecules in the surroundings on a metallic mirror, it was changed the
number of photon modes to which the system could radiate [328]. In 2000, Andrew et
al. demonstrated that the variation of the local photonic mode density within a cavity
changes the donor emission rate and, in turn, the energy transfer process [329]. This in-
sists on the idea of controlling the exciton performance by tailoring their electromagnetic
environment within the weak coupling regime.
Some other works further explored this route, studying the variation of the energy
transfer rate and efficiency by changing the spectral mode density with the use of different
types of resonators [330, 331], nanoparticle arrays [332, 333], single metal nanoparticles
[334, 335], and nanoantennas [336, 337]. Although some of them show that the transfer
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rate depends linearly on the photonic mode density at the emission wavelength [329,
338], some others suggest a different result: the transfer efficiency does change with the
density of states while the energy transfer rate remains independent [339, 340]. The
complexity of the experimental setup and difficulties regarding the precise control of the
position, orientation, and spectra of dipoles may be behind these contradictory results
[341, 342].
Much theoretical effort was also devoted to this study of the FRET rate and efficiency
in different environments [343, 344, 345]. A theoretical derivation within the Green-
function formalism was performed considering emitters near a dispersing and absorbing
media [346]. The existence of surface-guided waves in a planar interface was shown
to modify both the short-range and the long-range dependences observed in free space
(that is, the fall with the sixth and second power of the separation between molecules,
respectively).
Enhancing the energy transfer performance at longer distances —
radiative energy transfer
Although the modification of the electromagnetic environment may allow for the enhance-
ment of the transfer rate, the range of the Förster mechanism is still below 10 nm. Inter-
estingly, in 2004, Andrew et al. found that the range over which energy transfer occurs
could be extended by coupling the molecules to a surface plasmon polariton mode formed
on a metal film [294]. Donor and acceptor molecules were located on opposite sides
of metallic films, such that the creation of plasmonic excitations involving both donor
and acceptor layers served as a vehicle for the energy transfer. This variant of radiative
transfer was shown to occur over distances up to 120 nm, while the range of the usual
nonradiative Förster mechanism is of the order of a few nanometres. Metallic structures
could thus provide the control over the directionality of the radiation by means of the
confinement of the plasmonic excitations, and then produce efficient radiative transfer
between emitters [295, 347]. This importantly increases the interaction range of FRET.
Apart from this, the enhancement of the rate of energy transfer by placing a metal
particle near the pair of molecules was proposed in the mid 1980s [348, 349]. The ob-
servation of an improvement of the performance of energy transfer thanks to the use of
metallic structures have been widely reported [350, 332, 351]. Nevertheless, as previ-
ously mentioned, whether energy-transfer rates and efficiencies can be modified by the
photonic environment is still under debate [342].
Getting efficient energy transfer at even longer distances —long-
range energy transfer
The diffusion length is defined as the mean displacement of an exciton over its lifetime.
Excitons in organic materials usually suffer from large propagation losses due to decoher-
ence and recombination, which translates to short propagation lengths. The connection
between exciton transport and nanoscale disorder has been widely explored [75]. The
process of exciton transport in molecular crystals starts with a period of random walk
diffusion, followed by a subdiffusion stage when excitons get trapped. By increasing the
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disorder, the transition to the subdiffusion period occurs earlier, diminishing in turn the
exciton transport efficiency. As systems composed of organic molecules are disordered
[352, 353], they possess large dissipation and dephasing rates, hence short propagation
lengths. Apart from the study of the diffusion process in organic molecules [290, 354],
exciton and charge transport in inorganic platforms have been also analyzed extensively
[355, 356].
With the aim to improve the process of exciton transport, much effort has focused
on the optimization of the nanoscale morphology of the material to increase the carrier
mobility, as well as on finding ways to guide excitons to the desired place instead of re-
lying on a random process. Alternatively, strong coupling has emerged as a means to
circumvent the problem of the scattering induced by disorder in media. The formation
of polaritons within this regime enables an alternative mechanism of exciton transport.
As reported by Orgiu et al. in 2015, the conductance in organic semiconductors is en-
hanced when these materials are located in an optical cavity due to the strong coupling
to the vacuum electromagnetic field [281]. Subsequent theoretical studies showed that
strong coupling can enhance the efficiency of exciton transport in various orders of mag-
nitude [282, 357], and a mechanism leading to charge conductivity enhancement under
strong-coupling conditions was later proposed [358]. In this regime in which hybrid light-
matter states are created, efficiency is not limited by the hopping between neighbouring
molecules —transport occurs via the delocalized polariton modes, which extend over the
spatial size of the optical field [359, 360]. Exciton transport in one dimensional molecular
chains has been thoroughly explored since these initial works [361, 362], and exciton har-
vesting has been also demonstrated in an ensemble of quantum emitters strongly coupled
to a localized surface plasmon [363].
The process of exciton transfer thus benefit from the coupling to an electromagnetic
mode. Strong coupling enables excitation energy transfer to take place over distances be-
yond the nanometre scale —this is the so-called long-range energy transfer. In contrast
to the Förster mechanism where incoherent excited states travel by means of random hops
from one molecule to another, this is a coherent process mediated by polaritons. For this
reason, it is also known as polariton-mediated energy transfer. Such coherent exciton
transport mechanism is analyzed in the following.
1.3.3 Coherent exciton transport
Hybrid polaritons
A first step towards the achievement of long-range energy transfer was the creation of
the so-called hybrid polaritons. They emerge when two distinct exciton species are si-
multaneously coupled to the same cavity mode, such that the resulting polaritons present
contributions from both excitons as well as a photonic component. After being proposed
by Agranovich et al. in 1997 [364], hybrid polaritons were experimentally obtained by
strongly coupling two types of quantum wells to a semiconductor microcavity [365]. In
this experimental realization, Wainstain et al. achieved a Rabi splitting value below 7
meV at 20 K.
The use of organic semiconductor microcavities led to the achievement of larger mode
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splittings at room temperature. Specifically, hybrid polaritons displaying Rabi splitting
values of 60 meV at room temperature were reported by Lidzey et al. in 2000 [366]. Two
physically separated layers with different cyanine dyes were located in a planar microcav-
ity, and hybrid polaritons arose from the hybridization of the cavity mode with the two
molecular excitations. The photonic mode, in some sense, relates the two organic mate-
rials, otherwise disconnected. This was thought to serve as a pathway for the excitation
to travel from one substance to the other.
Some other realizations of hybrid polaritons were performed through the coupling of
Frenkel and Mott excitons in a hybrid organic-inorganic microcavity [367, 368], and also
between different absorbing species spatially separated in photonic crystals [369].
Experimental realization
Energy transfer between two molecular species placed in a microcavity structure was
first reported by Coles et al. in 2014 [370]. A blend of two types of cyanine dyes were
located in a matrix between two metallic mirrors. When both species are strongly coupled
to the cavity mode, energy transfer from donor to acceptor molecules is observed after
non-resonant excitation. The process takes places thanks to the emergence of coherent
excitations involving distinct molecular species, since polaritons are precisely the pathway
for the excitation. The fingerprint of energy transfer is the reduction of the donor emission
accompanied by the population of the acceptor excited state.
The change in the donor lifetime in the presence of the acceptor was first reported by
Zhong et al. in 2016 [371], where two types of J-aggregated cyanine dyes were strongly
coupled to the vacuum field of a cavity. From measurements of the decay lifetime outside
and inside the cavity, the energy transfer rate was found to be increased by a factor of
seven under strong coupling conditions (with respect to the situation outside the cavity).
Shortly after, the same group reproduced this energy transfer mechanism when the two
organic species were physically separated inside the cavity [372]. In this case, we can re-
fer to long-range energy transfer properly, since the excitation once placed in the donor
molecules is then transferred to acceptors, located more than one hundred nanometres
away. A transfer efficiency of about 37 per cent was obtained, and the energy transfer
process was shown to become independent of the distance between donor and acceptor
molecules as long as the coupling strength is sustained. This is explained from the delocal-
ized nature of polaritons, in charge of the excitation energy transfer [373]. Therefore, this
has opened a way to obtain efficient energy transfer over distances beyond the nanometre
scale. This energy transfer process has been also explored in plasmonic systems [374].
Theoretical description
By the time it was experimentally obtained, the underlying physical mechanism respon-
sible for the long-range energy transfer was not well-understood, nor the role played by
polariton coherence. Apart from being interesting from a fundamental point of view, a
proper theoretical picture could lead to experimental configurations that are more appro-
priate for the enhancement of energy transfer through the polariton-mediated procedure.
With this objective in mind, we provided a complete theoretical description of this mech-
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anism through which the nonradiative energy transfer is extended over long distances
[375]. This is the work we present in the first part of Chapter 4, in which the central role
of the middle-polariton and molecular vibrations are disclosed.
The competition between the short-range dipole-dipole and the long-range polariton-
mediated energy transfer mechanisms had been explored for a pair of emitters by us-
ing a simplified model [376]. There, no vibrations were included but for a three-level
structure modelling the emitters. This computation based on rate equations pointed out
the relevance of the relative detuning of the cavity with respect to the donor and ac-
ceptor molecules, which ultimately controls the polariton composition. A rate equation
approach was also followed in other works [377]. Some other theoretical studies have
tackled the role of vibrations in the process of exciton transport inside cavities [362] and a
trapped-ion quantum simulator have been proposed to study vibrationally assisted energy
transport in detail [378].
The potential of long-range energy transfer for different functionalities is being ex-
plored. For instance, molecular dynamics simulations have been carried out for a mixture
of photoreactive and non-photoreactive molecules strongly coupled to the same confined
light mode [379]. By varying the concentration of the different type of molecular species,
the excitation can be swiftly localized in a single photoreactive molecule, thus collecting
the energy necessary for its photochemical reaction.
1.3.4 Exciton transport in photosynthesis
Much research effort devoted to the study of exciton dynamics in organic molecules
aims to gain a better understanding of the mechanism responsible for photosynthesis
in biological complexes. Undoubtedly, exciton transport is a fundamental stage in this
natural process: after solar photons are absorbed by the chromophores (light-sensitive
molecules), the excitation energy needs to be rapidly transported to the reaction center
[380, 381]. This process is known as light harvesting, and presents an efficiency close to
one. The diverse light-harvesting complexes, together with the pathway followed by the
excitation and the different time scales, are well-known. However, the ultimate mecha-
nism responsible for this highly efficient energy transfer is not well understood, nor the
extent to which quantum effects are involved.
The complete understanding of the dynamics of the excitation in photosynthetic sys-
tems, as well as the role played by the different elements, may lead to the optimization
of artificial light-harvesting devices. Indeed, many configurations have been developed
to perform the so-called artificial photosynthesis [382, 383], seeking to mirror this nat-
ural process [384]. As in photosynthetic systems, these devices need an efficient con-
version of the harvested light. Beyond its practical application, fundamental research on
natural light-harvesting compounds has been carried out. Apart from coherent excita-
tion transport [385, 386], many other interesting phenomena have been observed, such
as antibunched photon emission [387], or dephasing-assisted transport in ensembles of
chromophores [388].
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Light-harvesting dynamics
Photosynthetic organisms (such as plants and some types of bacteria and algae) present
light-harvesting complexes, which are the responsible for the absorption of photons
from the sunlight and the subsequent storage and funnelling of the created excitation to
the reaction center [380, 381]. As we have indicated, this is the final step of the light-
harvesting process, where charge separation takes place creating a transmembrane po-
tential (which is the source of energy for all the following processes in the system). These
light-harvesting complexes (also known as light-harvesting antennas) are composed of
an ordered collection of light-harvesting pigments bound to proteins. These pigments
are basically chlorophylls (Chl), bacteriochlorophylls (BChl), or phycocyanin, as the case
may be.
Light harvesting in biological systems is conventionally explained within the Förster
mechanism of energy transfer [291], through which the excitation in one antenna pig-
ment hops to a nearby pigment as a result of the nonradiative dipole-dipole interaction
[389]. This operation takes place incredibly fast and with an efficiency close to one, rea-
son why some believed that a coherent excitation of assemblies of chromophores may
be involved [390]. That being the case, exciton dynamics could not be described by the
Förster mechanism. In fact, this simple model cannot be generally applied to photosyn-
thetic systems due to the nanoscale packing of the pigments —the distance between sites
is not sufficiently large so as to introduce the point-dipole approximation. Besides, both
the antenna pigment which absorbs the excitation and the remaining parts responsible
for exciton transport are formed by molecular aggregates. The fact that the excitation is
not localized in a particular pigment, but delocalized over a number of them [390], was
then added to the description.
Going a step further than Förster theory, Sumi [391, 392] and Scholes et al. [393, 394]
incorporated the delocalized nature of excited states in the description of exciton dynam-
ics. The Förster approach was later generalized to include multichromophoric situations
[395, 396], providing an expression for the new FRET rate. While Förster theory neglects
coherence effects, this more complete description includes coherence within donor and
acceptor arrangements. Nevertheless, coherence between donor and acceptor states is
not covered. Within this multichromophoric picture, the excitation delocalized over a set
of chromophores is transferred to a nearby group through an incoherent hopping. This
description is valid as long as the exciton states remain well-separated so as to not to get
mixed [397, 398]. But this is not always the case, and a description including coherence
in a broad sense is usually required.
In general, the dynamics of the excitation is studied according to two different regimes,
based on the relation between the pigment-pigment interaction and the disorder [399].
The nanoscale dimensions of photosynthetic complexes (their sizes are in the region of
5 – 20 nm) usually leads to strong pigment-pigment interaction. On the other hand, the
disorder may be caused by spectral inhomogeneity (static disorder) or by the electron-
phonon interaction (dynamic disorder). These two extreme regimes are the following:
• When the excitonic couplings are small, exciton states are well-localized in individ-
ual chromophores. Then, energy transfer takes place due to successive incoherent
hoppings between molecules, and Förster theory can be applied.
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• When the excitonic couplings overcome disorder, exciton states are delocalized over
a number of chromophores. In this case, we have to use the exciton basis and en-
ergy transfer occurs due to coherent phonon-induced relaxation between exciton
levels. In this limit of strong electronic coupling, the Redfield equations describe
the exciton dynamics. The Bloch–Redfield formalism [400, 401] used for describ-
ing the dynamics of a system weakly coupled to its environment is explained in
Subsection 2.1.2.
In both cases the transfer rate can be computed using first-order perturbation theory,
where the part of the Hamiltonian taken as a perturbation varies depending on the case:
the excitonic coupling can be treated as a perturbation when the electronic interactions
are weak, whereas it is the electron-phonon coupling that acts as a perturbation for strong
electronic interactions [399]. Computing the dynamics in the intermediate regime in
which the electronic coupling is comparable to the exciton-phonon coupling is a more in-
volved task. A modified Redfield theory has been used [402, 403], in which multiphonon
effects are taking into account [404]. This theory has some restrictions, and some other
methods have been developed to incorporate diverse effects.
Quantum coherence
In the mid 1990s, researchers started thinking about the possible implication of coher-
ence in the promotion of the efficiency in the first steps of photosynthesis. After being
predicted [390, 405], and indirectly observed in the form of a quantum beating between
exciton levels in a BChl protein [406], some studies effectively revealed coherence dy-
namics in different photosynthetic complexes in 2007. In particular, long-lasting quantum
coherence between excitonic states (> 660 fs) was found in the Fenna–Matthews–Olson
(FMO) complex of the green sulphur bacteria by Engel et al. [385]. This means that
energy transfer does not occur through incoherent hopping but there exists a wavelike
coherent motion instead. Long-lasting coherence between two exciton states was also
reported in the reaction center of a purple bacteria by Lee et al. [386]. The origin of
such long-lived coherence was related to the protein environment, which preserves the
electronic coherence and allow the excitation to move coherently in space. The excita-
tion moves rapidly and reversibly in space, and the protection of coherence by the protein
matrix would enhance the efficiency of the energy harvesting process.
Theoretical modelling of light-harvesting complexes
The theoretical description of photosynthetic complexes is thus carried out in terms of
exciton states —the electronically excited states in these complexes are given by su-
perpositions of molecular excited states. These exciton states serve as a basis for the
description of the optical properties of light-harvesting complexes (the dipole moment of
the optical transition associated with a particular exciton state would be expressed as a
linear combination of molecular transition dipoles), as well as of the exciton dynamics
[407]. Different theoretical models have been developed to determine the site energies
and the electronic coupling between pigments, from which the associated Hamiltonian
for the electronic excitations is built.
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The electronic couplings between the transition dipoles of the pigments lead to the ex-
citonic couplings. These interactions have been traditionally computed from the Förster
theory, using the point-dipole approximation [389]. As we have commented, such approx-
imation is generally no valid as these pigment-protein arrangements tend to be closely
packed. Structural information provides valuable data to extract these interactions. The
transition density cube method [408, 409] is commonly used to compute the excitonic
couplings, but there are some other numerical methods developed to this end [410]. The
effect of the protein matrix on the exciton couplings has been also explored [411, 412],
since the presence of this environment may screen the Coulomb interaction.
The values of the site energies of the electronic transitions associated with the dif-
ferent chromophores need to be determined as well. These are the transition energies in
absence of electronic couplings with other chromophores. In this case, precise informa-
tion of the site energies cannot be extracted using only structructual information, as they
are strongly affected by the protein environment and the long-range electrostatic interac-
tions. Generally, these transition energies are determined by fitting to experimental data
obtained in optical experiments.
Once the electronic Hamiltonian is built from the site energies and the electronic cou-
plings, the effect of the environment needs to be included [413]. The coupling to the
environment is the responsible for the exciton relaxation and play an important role in
the exciton dynamics [388]. It is a common procedure to introduce the effect of the envi-
ronment through the spectral density, which characterizes the strength of the coupling
between chromophores and the continuum of bath modes (see Subsection 2.1.2). Each
chromophore is considered to be interacting with its own phononic bath, which is uncor-
related from the rest. The spectral density is experimentally determined by using ultrafast
nonlinear spectroscopic techniques.
This is the basis for the theoretical models aiming to describe the optical properties and
the dynamics of the excitation energy transfer in photosynthetic complexes [414]. In our
case, we were interested in studying the modification of the exciton dynamics due to the
interaction with the electromagnetic field within an optical cavity. In Subsection 1.3.3, we
discussed that the energy-transfer process between two collections of organic molecules
benefits from the delocalization of polaritons. The creation of these hybrid light-matter
states may also enhance the process of energy transfer in these photosynthetic complexes.
In particular, we studied the cavity-modified exciton dynamics in the photosynthetic unit
of purple bacteria [415], and this is the work we present in the second part of Chapter 4.






Powerful methods for the description of light-matter interaction have been developed
over time. This introductory chapter is devoted to the theoretical formalism used through-
out this thesis for the description of hybrid systems and some of their characteristics. With
the aim to be self-contained, here we outline the most important concepts and equations
which are the basis of the research work presented in the subsequent chapters. Therefore,
we suggest the expert reader skip this part.
First, we introduce the density matrix formalism for the description of quantum sys-
tems in Section 2.1, where the equations governing their time evolution are also reviewed
(some detailed derivations of different master equations are provided in Appendix C).
Then, we study the quantum description of light-matter interaction in Section 2.2. After
presenting the quantization of both the light and matter components, the Hamiltonian
describing the light-matter coupling is discussed (some extensions of the information
contained in this section are provided in Appendix D). In Section 2.3, the topic of optical
fluctuations displayed by light sources is addressed, presenting the theoretical framework
for the study of quantum coherence (the theory of classical coherence can be found in Ap-
pendix E). Finally, the focus is on matter, as the quantum description of organic molecules
is analyzed in Section 2.4 (some extensions of this topic are located in Appendix F).
2.1 Quantum dynamics: master equation formalism
A quantum system is described through the associated Hamiltonian, the operator that
comprises the energy of all its components. When considering closed quantum systems,
the evolution takes place according to unitary transformations. But systems are not com-
pletely isolated from its surroundings, which requires the inclusion of incoherent pro-
cesses in the formalism. The time dynamics of different hybrid systems interacting with
their environment is precisely studied in this thesis. Here we overview the equations
describing the time evolution of both closed and open quantum systems, referring to text-
books on this matter, such as Ref. [416, 417], for further reading.
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2.1.1 Time-evolution of closed systems
A closed system is the one isolated from its environment, such that there is no interaction
between them. The dynamics of the system is thus dictated by its Hamiltonian through a
unitary (non-dissipative) transformation.
State vector description
Let us consider a closed quantum system described by the Hamiltonian Ĥ which, in gen-
eral, will be time-dependent. The evolution of some state of the system |ψ(t)〉 is governed






Ĥ(t) |ψ(t)〉 . (2.1)
The time-evolution of that state can be expressed in terms of the evolution operator
U(t, t0) as:
|ψ(t)〉= U(t, t0)|ψ(t0)〉 ,
where |ψ(t0)〉 is the initial state of the system. By introducing this expression into Equa-
tion 2.1, we obtain an equation for the evolution operator:
d
dt
U(t, t0) = −
i
ħh
Ĥ(t) U(t, t0) ,
whose formal solution is given by:
U(t, t0) = e−
i
ħh Ĥ(t−t0) . (2.2)
if the Hamiltonian is time-independent. Therefore, given the Hamiltonian describing the
system, we can build the corresponding evolution operator and apply it to a particular
state to know its time-evolution.
The Hamiltonian description is limited, since the state of the system may not be simply
described by a ket |ψ(t)〉. In that case, it is required to work within the density matrix
formalism, which is also useful when interested in the dynamics of only a small part of
a larger system.
Density matrix formalism
When the state of the system can be described by some state vector |ψ(t)〉, the system is
said to be in a pure state. The corresponding density operator ρ̂ is easily built as the
projector of that state:
ρ̂(t) = |ψ(t)〉〈ψ(t)| .
On the contrary, the system is said to be in a mixed state when it cannot be written as
a simple ket. This is the situation, for instance, in which the system is in a mixture or




wi |ψi(t)〉〈ψi(t)| , (2.3)
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where wi is the probability of finding the system in the state |ψi〉 (therefore, quantities
wi satisfy: 0 ≤ wi ≤ 1 and
∑
i wi = 1). Note that this is just the sum of the projec-
tion operators over each component of the ensemble, P̂i = |ψi〉〈ψi |, weighted with the
corresponding probability. In a density matrix, elements from its diagonal are called pop-
ulations, while the off-diagonal elements are known as coherences. Apart from being
Hermitian, density matrices are positive semi-definite (that is, 〈φ|ρ̂|φ〉 ≥ 0 for any arbi-
trary state vector |φ〉), and its trace is equal to one. Besides, Tr[ρ̂2] ≤ 1, and the equal
takes place if and only if the density matrix represents a pure state.







[Ĥ(t), ρ̂(t)] . (2.4)
Alternatively, the time evolution of the density matrix ρ̂ can be expressed in terms of a
superoperator L, the so-called generalized Liouvillian:
d
dt
ρ̂(t) = Lρ̂(t) .
If there exists no explicit time-dependence of the Liouvillian, the formal solution of this
equation is given by:
ρ̂(t) = eL(t−t0)ρ̂(t0) .
It can be now introduced the generalized evolution operator V(t, t0), or propagator,
which describes the time-evolution of the density matrix:
ρ̂(t) = V(t, t0)ρ̂(t0) ,
with:
V(t, t0)≡ eL(t−t0) .
This density matrix formalism is mathematically equivalent to the formulation of
quantum mechanics in terms of state vectors. Nonetheless, it provides a more general
description as it considers that the system may be in a state that cannot be represented
by a simple ket state. The density matrix formalism is also useful when the number of
degrees of freedom comes to be large. The problem of solving the dynamics of the whole
system becomes intractable, and other approaches need to be used. There, the density
matrix is disclosed as a fundamental tool.
2.1.2 Time-evolution of open systems
There is no system completely isolated from its surroundings, as we have said before, so
the theoretical framework presented for closed quantum systems needs to be extended.
An open quantum system is the one that interacts with its environment, and this interac-
tion induces changes in the dynamics of the system with respect to its closed counterpart.
There may appear, for instance, loss of population or coherence as a result of the inter-
action. This makes it necessary to go beyond the unitary evolution displayed by closed
systems and include the emerging incoherent processes in the dynamics.
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In the derivation of the equations governing the dynamics of a system interacting with
its environment, a possible approach could consist in the expansion of the definition of
the system so as to include the environment itself. Since the composed system would be
certainly closed, its dynamics will be described by the Liouville–von Neumann equation
of motion. Nevertheless, the inclusion of all the degrees of freedom associated with the
environment could make the problem unmanageable. Notice, however, that one is mainly
interested in the dynamics of the original system, and not so much in the particular dy-
namics of its environment. As we will see now, the problem can be then reduced with
the help of the density matrix formalism and the introduction of master equations for the
description of the evolution of these open quantum systems.
System coupled to a reservoir
Let consider the system comprising all possible degrees of freedom so as to be considered
as closed, hence the Liouville–von Neumann equation (Equation 2.4) gives the dynamics
of the whole entity. Nevertheless, in most cases we are only interested in a part of the
entire system (S), while considering the remaining as an environment o reservoir (R).
The complete Hilbert space H can be expressed as the tensor product:
H =HS ⊗HR ,
where HS and HR stand for the Hilbert spaces associated with the system of interest and
the reservoir, respectively. These two subsets in which the whole system is divided are
usually not independent, but they are connected through an interaction Hamiltonian
Ĥint. Then, the general form of the complete Hamiltonian Ĥ can be written as sum of
three parts:
Ĥ = ĤS + ĤR+ Ĥint , (2.5)
where ĤS is Hamiltonian describing the system of interest, and ĤR is the Hamiltonian
associated with the reservoir. Each part acts on the corresponding Hilbert space, that is,
ĤS = ĤS ⊗ 1R is the part of the Hamiltonian acting only on S while ĤR = 1S ⊗ ĤR acts
only on the reservoir R. There, 1S and 1R are the identities in the corresponding Hilbert
spaces.
The density matrix describing the state of the composite system ρ̂(t) evolves according
to the Liouville–von Neumann equation (Equation 2.4). We are interested, by contrast,
in the time-evolution of the reduced system S without requiring detailed information of
the reservoir R. The density matrix corresponding to the small subset of interest can be
obtained by tracing out the degrees of freedom of the environment:
ρ̂S(t) = TrR[ρ̂(t)] , (2.6)
and it is known as the reduced density matrix. Our aim is to obtain an equation for ρ̂S
involving just the degrees of freedom of the system.
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The Born–Markov master equation
Starting from the master equation that governs the dynamics of the whole system (Equa-
tion 2.4), we are interested in obtaining the one corresponding to the reduced density
matrix. The Born–Markov approximation is the standard approach to this end (the com-
plete derivation of the resulting master equation is given in Appendix C, Section C.1).








To simplify the notation, we drop the hats over operators from now on, and the tilde is
used to indicate that operators are expressed in the interaction picture (see Appendix B
for an overview of the different quantum representations). Notice that this equation is
equivalent to that in the Schrödinger picture but involving the interaction Hamiltonian
Hint instead. Some assumptions are then considered:
• When the coupling between system and reservoir is sufficiently weak, correlations
between them remain negligible throughout the evolution. As a result, the density
matrix describing the composite system can be considered separable at any time:
ρ̃(t) = ρ̃S(t) ⊗ ρ̃R(t). Moreover, the reservoir is usually significantly larger than
the system, and the state of the reservoir is practically not affected by its interac-
tion with the system. Therefore, the reservoir can be taken as constant: ρ̃R(t)≡ B0.
These two assumptions are known as the Born approximation, yielding together
the following form for the density matrix describing the state of the composite sys-
tem: ρ̃(t) = ρ̃S(t)⊗ B0.
• The internal dynamics of the reservoir tends to be much faster than the dynamics of
the system. In that case, bath correlations can be disregarded, as they are quickly
lost in comparison with all relevant time-scales present in the system dynamics.
This means considering a Markovian environment.
These assumptions are usually named together as the Born–Markov approximation, and
the resulting master equation describing the dynamics of the reduced density matrix ρS(t)












H̃int(t −τ), ρ̃S(t)⊗ B0
	
dτ , (2.7)
where the trace is taken over all degrees of freedom associated with the reservoir.
The Bloch–Redfield master equation
The Born–Markov approximation is the standard approach for the derivation of the equa-
tion of motion of a system coupled to its environment (Equation 2.7), where Hint is the
Hamiltonian describing their mutual interaction. From there, the Bloch–Redfield for-
malism provides a mechanism to introduce dissipation based on a microscopic model of
the reservoir. The environment is usually considered as a large system in thermal equilib-
rium, and it is modelled as a continuum of oscillators. Then, dissipation arises from the
coupling of the system to that thermal bath. Although outlined here, a more complete
derivation of the Bloch–Redfield master equation can be found in Appendix C, Section C.2.
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The derivation of the Bloch–Redfield formalism starts from Equation 2.7, once the
Born–Markov approximation has been introduced. The interaction Hamiltonian Hint




Q j ⊗R j , (2.8)
where Q j stand for operators in the Hilbert space of the subsystem S, and R j for those
acting on the Hilbert space of the reservoir R. When transformed to the interaction picture




Q̃ j(t)⊗ R̃ j(t) ,
where the tilde over operators indicate that they are expressed in the interaction picture.
By substituting this form of the interaction Hamiltonian into Equation 2.7, and transform-
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− iħh HSτ Qk e
i
ħh HSτ Q j −Q j ρS(t) e−
i








The first term corresponds to the coherent evolution governed by the system Hamiltonian,
reproducing the Liouville–von Neumann equation (Equation 2.4). The other terms are
related to the interaction with the environment, where correlation functions of reservoir
operators get involved.
This master equation can be written in matrix form, for which we consider the basis
composed of the eigenstates of the system Hamiltonian HS:
HS|ωn〉= ħhωn|ωn〉 , (2.10)
where |ωn〉 stands for the eigenstate of the Hamiltonian associated with the eigenvalue
ħhωn. The ab-component of the matrix form of Equation 2.9 in this basis reads:
d
dt




































⊗〈R̃k(t −τ) R̃ j(t)〉
	
ρmn(t) dτ ,
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where we have defined the components of the density matrix ρmn(t) = 〈ωm|ρS(t)|ωn〉, as
well as the corresponding to the system operators Q jmn = 〈ωm|Q j |ωn〉. Besides, we have
introduced the following notation for the difference of frequencies: ωmn = ωm −ωn. At







〈R̃ j(t) R̃k(t +τ)〉 eiωτdτ , (2.11)
which is defined in terms of the correlation function of the reservoir operators R̃ j and R̃k
at times t and t+τ respectively (both concepts of correlation function and spectral density
are studied in Appendix E, Section E.3). By considering this magnitude, the previous form
of the master equation reduces to:
d
dt







































Therefore, the Bloch–Redfield master equation separates the time-evolution of the den-
sity matrix in two parts, when expressed in the Schrödinger picture. The first term corre-
sponds to the coherent evolution, where the eigenfrequencies associated with the system
Hamiltonian without interaction appear. Then, the second part accounts for all incoher-
ent processes arising from the interaction with the reservoir. In this form of the master
equation, the system-reservoir interaction is introduced by means of the reservoir spec-
tral density Θ jk and the operators Q j through which the environment is coupled to the
system.
Alternatively, the above equation for the components of the density matrix can be






















ρS(t)|ωn〉〈ωm|Q j −Q jρS(t)|ωn〉〈ωm|

Θ∗jk(ωm −ωn) } .
(2.14)
The Bloch–Redfield master equation will be used in Chapter 4 to introduce the coupling
of organic molecules to their vibrational bath.
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The Lindblad master equation
The equation governing the dynamics of the reduced density matrix ρS describing a sys-
tem S interacting with a reservoir is thus given by Equation 2.9 when the interaction
Hamiltonian is written as indicated in Equation 2.8. In particular, if we assume a rapid
decay of correlations in the reservoir, we can take: 〈R̃ j(t) R̃k(t+τ)〉 ∝ δ(τ). Therefore,
the two correlation functions in Equation 2.9 can be written as follows:
〈R̃ j(t) R̃k(t −τ)〉= ħh2λ jkδ(τ) ,
〈R̃k(t −τ) R̃ j(t)〉= ħh2λk jδ(τ) ,
where we have considered Equation C.23 and introduced the constant λ jk. Considering


















where we have recovered the hats over operators. The coefficient matrix λ = (λ jk) can












Ô†l Ôl ρ̂S(t) + ρ̂S(t) Ô
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where γl are the non-negative eigenvalues and Ôl are the new set of operators. This
is the so-called Lindblad master equation, and turns out to be the most general form
of the (Markovian) evolution of a density matrix (that is, the most general completely
positive and trace-preserving map of a density matrix onto the space of density matrices)
[418, 419]. This master equation is usually written in terms of the functional LÔ, which
acts on the density matrix as follows:
LÔ[ρ̂] = 2Ôρ̂Ô
† − Ô†Ôρ̂ − ρ̂Ô†Ô . (2.16)
This is the Lindblad term associated with the operator Ô. Hence Equation 2.15 can be











LÔl [ρ̂S] , (2.17)
where Ôl are the operators through which the system is coupled to the environment,
and γl are the associated rates. The Lindblad master equation is then composed of two
parts. The first term is the coherent part, and corresponds to the unitary evolution of
the system guided by its Hamiltonian (Equation 2.4). The second term is the incoherent
part of the master equation, and represents the effective evolution induced by the envi-
ronment. It comprises all incoherent processes arising from the coupling to the reservoir,
and they may lead to a loss of population or coherence in the system. Since the system-
reservoir coupling is weak so as to fulfil the Born–Markov approximation, this incoherent
part represents just a small change in the unitary evolution of the system.
As with the Bloch–Redfield formalism, the Lindblad master equation describes the
evolution of a system under the influence of a reservoir —the difference is the procedure
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through which this effect is included. Within the Bloch–Redfield formalism, the master
equation (Equation 2.12) is obtained from a microscopic model of the reservoir (with its
noise-power spectrum getting ultimately involved). By contrast, Lindblad terms model
the various incoherent processes in Equation 2.17. Operators Ôl try to reproduce the
phenomenology of the dissipation mechanism, and the associated rates γl are free pa-
rameters, whose value is chosen according to the observed strength of the process. To
some extent, the effect of the environment is introduced in the dynamics with certain
insight into the nature of the specific source of dissipation, but there is not an underlying
physical model for such processes.
2.2 Coupling light and matter
The interaction of light and matter in the quantum regime gives rise to interesting phe-
nomena, since both excitons and photons are modified and their properties become al-
tered as a result of this mutual influence. The research work presented in this thesis
exploits this feature, and all the systems under study are composed of light and matter
components interacting within the strong coupling regime. For this reason, we overview
here the standard formalism for the description of the quantum light-matter interaction,
paying special attention to the coupling of several quantum emitters to a single (quan-
tized) cavity mode. Ref. [420, 120, 421] are specially recommended as an introduction
to this topic.
2.2.1 Light: a collection of harmonic oscillators
Cavity QED deals with electromagnetic fields confined in a cavity, where standing waves
or running waves are formed in keeping with the imposed conditions. For the simple case
of a resonant cavity composed of two opposed parallel flat mirrors (Fabry–Pérot cavity),
the longitudinal modes that survive are those such that the length of the cavity is equal
to a multiple of half its wavelength, while all other wavelengths are suppressed due to
destructive interference. A single cavity mode is generally singled out, not only in this
case, and this mode is intended to be near the emitter resonance.
A single cavity mode
Bosonic creation and annihilation operators A single electromagnetic mode is for-
mally equivalent to the one-dimensional harmonic oscillator, as shown in Appendix D,
Section D.1. There, its quantization procedure is also explained. A cavity mode is thus
described by the creation and annihilation operators â† and â, fulfilling the bosonic
commutation relation of Equation D.3, that is:
[â, â†] = 1 .
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These operators act on the Fock state |n〉, representing the state with a fixed number n of
excitations, as indicated in Equation D.6, that is:
a†|n〉=
p
n+ 1 |n+ 1〉 ,
a|n〉 =
p
n |n− 1〉 .
(2.18)
They bring a state with n excitations to one with n+ 1 or n− 1 excitations, respectively,
so that they create or destroy a quantum ħhω of the excitation energy of the oscillator.
Hamiltonian The Hamiltonian corresponding to a single cavity mode of frequency ω0
is given by Equation D.4, namely:
ĤC = ħhω0 â†â , (2.19)
where we have removed the ground state energy (Equation D.5).
The (quantized) light component
The Hamiltonian corresponding to the quantized radiation field is equivalent to a collec-
tion of independent and uncoupled quantum harmonic oscillators, as discussed in Ap-
pendix D, Section D.2. There, the quantization of the free electromagnetic field is per-
formed, both in a cavity and in infinite space. In particular, when we consider periodic
boundary conditions in a three-dimensional cavity of side L and volume V = L3, the













−ik·x  , (2.20)
where the sum is performed over all possible wavevectors k compatible with the bound-
ary conditions (Equation D.20), and over the two possible polarization values λ = 1,2.
The unit polarization vectors εkλ are both transverse (imposed by the Coulomb gauge,
Equation D.13) and perpendicular to each other, obeying Equation D.21. Now, â†kλ and
âkλ are the creation and annihilation operators associated with a mode with wavevec-
tor k and polarization λ, fulfilling the commutation rules in Equation D.27. Each mode
of the field is thus described by an independent and uncoupled quantum-mechanical har-
monic oscillator with associated frequency ωk = c|k|. The Hamiltonian operator of the









when all zero-point energies (Equation D.32) are subtracted.
2.2.2 Matter: a collection of two-level systems
A quantum emitter is characterized by discrete energy levels, sometimes giving rise to
very complex energy spectra. Although this energy structure is generally composed of
multiple levels, most of the times emitters can be modelled as simple two-level systems,
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with only one relevant transition. This comes from the fact that the energy separation
between other levels is sufficiently large so as not to affect the transition of interest.
A single two-level system
Fermionic creation and annihilation operators Let |g〉 and |e〉 be the two available
levels of a two-level system, that can be referred to as its ground state and first-excited
state, respectively. Then, the Hilbert space associated with that two-level system is given
by:
H2 = {α|g〉+ β |e〉 | α,β ∈ C} .













We can think of them as the states representing left and right circular polarizations, or
spin-up and spin-down. When working with this Hilbert space H2, observables can be
expressed as 2x2 (Hermitian) matrices. In particular, the quantum description of the
























Specifically, σ̂eg and σ̂ge are known as the creation and annihilation operators associ-
ated with the quantum emitter, respectively:
σ̂† ≡ |e〉〈g| , σ̂ ≡ |g〉〈e| . (2.23)
The creation operator σ̂† shifts the system from the ground state to the excited state,
while the annihilation operator σ̂ brings the system from the excited to the ground state:
σ̂†|g〉= |e〉 , σ̂|e〉= |g〉 .
On the contrary, the reverse operations vanish:
σ̂†|e〉= 0 , σ̂|g〉= 0 .
An important property of the (fermionic) operators σ̂† and σ̂ is that they fulfil the anti-
commutation algebra:
[σ̂, σ̂†]+ = σ̂σ̂
† + σ̂†σ̂ = 1 .
This can be easily obtained from the closure theorem for a two level system, since the
projection operators can be written as |e〉〈e| = σ̂†σ̂ and |g〉〈g| = σ̂σ̂†. The operator σ̂z




(|e〉〈e| − |g〉〈g|) =
1
2
(σ̂†σ̂− σ̂σ̂†) , (2.24)
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As we have mentioned, a two-level emitter can be thought as a spin-1/2 system, where
|g〉 and |e〉 represents the spin-down and spin-up states. In this sense, the operator σ̂z
would be equivalent to a spin operator yielding the spin projection when applied to the
system. The commutation relations that all these operators fulfil are the following:
[σ̂†, σ̂ ] = 2σ̂z , [σ̂z , σ̂†] = σ̂† , [σ̂z , σ̂ ] = −σ̂ .
Hamiltonian The Hamiltonian Ĥ2LS describing a two-level system, characterized by the
ground state |g〉 with energy Eg and the excited state |e〉 with energy Ee, is given by:
Ĥ2LS = Ee|e〉〈e|+ Eg|g〉〈g|= Eeσ̂†σ̂+ Egσ̂σ̂† ,
where we have introduced their fermionic creation and annihilation operators σ̂† and σ̂
defined in Equation 2.23. It is usual to define the optical transition energy as ħhωeg ≡
Ee − Eg, and set the ground state energy to zero, thus the Hamiltonian Ĥ2LS becomes:
Ĥ2LS = ħhωegσ̂†σ̂ . (2.26)
Alternatively, one can subtract the constant quantity 12 (Ee + Eg)1 to Ĥ2LS, such that we
have the Hamiltonian written in terms of the σ̂z operator:
Ĥ2LS = ħhωegσ̂z . (2.27)
The (quantized) matter component
Bright mode operators When working with a collection of N two-level systems, it is



















where |gn〉 and |en〉 are the ground and the excited states for the n-th emitter, and σ̂†n
and σ̂n are the corresponding (fermionic) creation and annihilation operators. Besides,











(|en〉〈en| − |gn〉〈gn|) . (2.29)
These bright mode operators obey the following commutation relations:
[Ŝ+, Ŝ−] = 2Ŝz , [Ŝz , Ŝ+] = Ŝ+ , [Ŝz , Ŝ−] = Ŝ− ,
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(Ŝ+Ŝ− − Ŝ−Ŝ+) . (2.30)
Hamiltonian Let us consider now a collection of N two-level systems where σ̂†n and
σ̂n are the creation and annihilation operators associated with the n-th emitter, and ħhωn
is its corresponding transition frequency. From Equation 2.26, the Hamiltonian of the













From this expression it is straightforward to express the Hamiltonian in terms of the bright
mode operator Ŝz , defined in Equation 2.29, when all quantum emitters are assumed to
have the same transition frequency ωQE:
Ĥmat = ħhωQE Ŝz .
2.2.3 Quantum description of light-matter interaction
In the present section, our analysis has been focused on the quantization of the radiation
field when no matter is involved (Subsection 2.2.1), as well as on the description of quan-
tum emitters in the absence of electromagnetic field (Subsection 2.2.2). Nevertheless, our
real interest is the situation in which matter and light interact at the quantum level. We
shall now proceed to the study of the interaction of the free electromagnetic field with
non-relativistic matter.
The interaction Hamiltonian
The effect of the light-matter interaction is usually introduced in the theory by means of
the minimal-coupling procedure, yielding the p · A form of the interaction Hamiltonian
(Equation D.35). There, the light-matter coupling is carried out through the vector po-
tential A of the field and the momentum p of the particle. Alternatively, this interaction
can be expressed in terms of the electric field operator E and the position r of the particle,
in the so-called r · E form of the interaction Hamiltonian (Equation D.43). Both proce-
dures are summarized in Appendix D, Section D.3. Either way, the Hamiltonian Ĥ for the
hybrid light-matter system can be ultimately separated in the contributions coming from
the (non-interacting) radiation and matter components, Ĥrad and Ĥmat, together with the
part Ĥint accounting for the coupling between them:
Ĥ = Ĥrad + Ĥmat + Ĥint , (2.31)
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as shown in Equation D.36 and Equation D.44. In particular, the description of the light-
matter interaction within the electric-dipole approximation (explained in Section D.3)
is the procedure followed in this thesis. The resulting interaction Hamiltonian is in this
case that of Equation D.43, namely:
Ĥint = ĤED = −d · Ê , (2.32)
where the electric field operator is evaluated at the position of the dipole. Equation 2.32
is known as the electric-dipole Hamiltonian, and d stands for the total electric-dipole
moment associated with the matter part. Although matter is essentially neutral due to the
cancellation of the total charge on average, fluctuations in the electric charges give rise to
a non-vanishing component of the electric field. It is through this electric component that
matter couples to light. Specifically, through the dipolar fluctuations, the fairly dominant
term when a multipolar expansion of the field is performed.
A two-level system interacting with the quantized electromagnetic
field
Let us consider the simple case of a two-level system interacting with the quantized
electromagnetic field, and derive the corresponding interaction Hamiltonian (within the
electric-dipole approximation) in terms of creation and annihilation operators. First, we
consider the non-interacting Hamiltonian Ĥ0, given by the sum of the matter part con-
sisting in the two-level system (Equation 2.26) plus the radiation field expressed as a
collection of uncoupled quantum-mechanical harmonic oscillators (Equation 2.21):








where ω0 is the transition frequency of the two-level system, and ωk is the transition
frequency associated with the radiation mode k. Both the radiative and matter parts of
the Hamiltonian are expressed in terms of the corresponding creation and annihilation
operators. However, it is still pending this kind of description for the interaction Hamilto-
nian, given by Equation 2.32 when considering the electric-dipole approximation. To this
end, we promote the transition dipole moment d associated with the two-level system to
an operator, so the electric-dipole Hamiltonian reads:
ĤED = −d̂ · Ê . (2.34)
There, d̂ is now the dipole operator, related to the transition dipole moment of the
two-level system, deg, through the expression:
d̂ = deg|e〉〈g|+ dge|g〉〈e| . (2.35)
That is, we have expressed the dipole operator in its matrix form, d̂ =
∑
i, j d i j |i〉〈 j| (with
i, j = e, g), where the components are given by: d i j = 〈i|d̂| j〉. In our case, both compo-
nents are related through:
d∗eg = 〈e|d̂|g〉
∗ = 〈g|d̂|e〉= dge ,
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and the diagonal components vanish: dgg = 0 and dee = 0. Finally, if we consider the
fermionic creation and annihilation operators σ̂† and σ̂ corresponding to the two-level
system (Equation 2.23), the dipole operator can be alternatively written as:
d̂ = deg(σ̂
† + σ̂) , (2.36)
where we have assumed that the transition dipole moment is real. By substituting this
expression in the interaction Hamiltonian (Equation 2.34), as well as the expression of
the electric field operator in the Schrödinger picture (Equation 2.20) at the origin of
coordinates (recall that the electric field operator is evaluated at the position of the emitter









εkλ · deg(âkλ + â
†
kλ)(σ̂
† + σ̂) .






εkλ · deg , (2.37)
which gives a measure of the strength of the coupling. Then, the interaction Hamiltonian









† + σ̂) . (2.38)
Observe that two kind of processes are contained in this Hamiltonian: the terms â†σ̂
and âσ† conserve the number of excitations, but â†σ̂† and âσ̂ do not (they involve the
creation or annihilation of two particles at the same time). The contribution of these non-
energy-conserving processes turns out to be negligible when the light-matter coupling is
moderate (|gkλ|  ω0), hence they can be removed. These are fast-oscillating terms,
as can be appreciated when working in the interaction picture (see Appendix B for an
overview of quantum representations). Operators are transformed from the Schrödinger
to the interaction picture by means of the unitary operator Û0 = e−iĤ0 t/ħh, where Ĥ0 is the
non-interacting Hamiltonian of Equation 2.33. By applying this unitary transformation






ħhgkλ(âkλe−iωk t + â
†
kλe
iωk t)(σ̂†eiω0 t + σ̂e−iω0 t) .
The terms that do not conserve the number of excitations present a time evolution of the
form e±i(ω0+ωk)t , so they are negligible as long as |gkλ| ω0+ωk. Therefore, for moder-
ate light-matter coupling, the terms â†σ̂† and âσ̂ are usually disregarded. This is known









working again in the Schrödinger picture. The first of these remaining terms corresponds
to the absorption of a photon accompanied by the excitation of the two-level system from
the ground to the excited state, while the second represents the emission of a photon
while bringing the two-level system from the excited to the ground state.
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Finally, we have arrived at an expression for the interaction Hamiltonian in terms of
the creation and annihilation operators associated with both the matter and the radiation
part. Therefore, the entire Hamiltonian is now expressed as desired. Notice that, the re-
moval of the non-conserving terms considerably reduces the possible states of the system
—as the interaction Hamiltonian conserves the number of excitations, the Hilbert space
of the problem can be restricted to the number of excitations corresponding to the initial
state.
2.2.4 Quantum light-matter Hamiltonians
All the parts involved in the complete Hamiltonian describing a general hybrid system
(Equation 2.31) can be ultimately expressed in terms of the corresponding creation and
annihilation operators: σ̂† and σ̂ represent the fermionic creation and annihilation op-
erators associated with two-level systems, while â† and â stand for the bosonic ones as-
sociated with cavity modes. In the following, we present some prominent examples of
light-matter Hamiltonians, and the main features arising from the light-matter interac-
tion.
Jaynes–Cummings Hamiltonian
One of the simplest problems consists in the coupling of a single atom to a single quantized
cavity mode, which is described by the well-known Jaynes–Cummings model. The atom
is modelled as a two-level system with transition frequency ωeg, while the cavity mode
is described as a quantum harmonic oscillator of frequency ω0 (their corresponding non-
interacting Hamiltonians are given in Equation 2.26 and Equation 2.19, respectively).
The Jaynes–Cummings Hamiltonian reads:
ĤJC = ħhω0â†â+ħhωegσ̂†σ̂+ħhg(a†σ̂+ âσ̂†) , (2.40)
where the interaction Hamiltonian is given within the rotating-wave approximation (Equa-
tion 2.39) and g stands for the coupling strength (g ω0,ωeg).
Hilbert space The Jaynes–Cummings Hamiltonian acts on the Hilbert space of states
that are tensor product of the two-dimensional space associated with the two-level system
(HA = {|s〉A}, where s = g, e stands for the ground and excited states, respectively) and
the infinite-dimensional space corresponding to the harmonic oscillator (HC = {|n〉C},
where n= 0, 1,2 . . .), namely:
H =HA ⊗HC : {|s〉A ⊗ |n〉C} .
These states can be represented in shorthand as |s, n〉 ≡ |s〉A ⊗ |n〉C, where the first po-
sition indicates the state of the atom whereas the second corresponds to the number of
excitations in the cavity field. Within the rotating wave approximation, the Hamiltonian
conserves the number of particles. The evolution of the system is thus restricted to a sub-
space with a fixed number of excitations m, and this value is determined by the initial
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state. A basis for the associated two-dimensional Hilbert space is given by:
Hm : {|g, m〉, |e, m− 1〉} , (2.41)
except for the case in which there is no excitations in the system (m = 0), where H0 =
|g,0〉. These Hilbert subspaces with a fixed number of excitations are usually known as the
rungs of the Jaynes–Cummings ladder. Applying the creation or annihilation operators
makes the system move up or down the ladder as it acquires or losses one excitation.
Energy spectrum Since the Hamiltonian does not mix subspaces with different number
of excitations, its matrix representation is block diagonal with 2x2 blocks. The matrix








m (m− 1)ħhω0 +ħhωeg

,
in the basis given in Equation 2.41. The interaction term only couples these two states
|g, m〉 and |e, m−1〉 belonging to the same manifold. The Hamiltonian can be diagonalized
independently in each manifold, so the energy spectrum is also divided in subspaces with









4ħh2 g2m+ħh2(ωeg −ω0)2 .
There, we can introduce the detuning ∆ of the radiation frequency from the atomic
resonance:
∆≡ωeg −ω0 ,





If we introduce these quantities and shift the origin of energies so as to remove the con-
stant term, the eigenvalues E(±)m reduces to:





Ω2m +∆2 . (2.43)
There exists an energy gap of ħhω0 between consecutive subspaces, and the separation
between the two energy levels belonging to the same manifold increases with m. For zero
detuning (∆= 0) the energy splitting within a manifold is precisely the Rabi frequency:
Rm ≡ E(+)m − E
(−)
m = ħhΩm = 2ħhg
p
m , (2.44)
which is usually known as the Rabi splitting associated with the level with m excitations.
Observe that the dependence on the manifold increases with
p
m in that case. The struc-
ture of energy levels is depicted in Figure 2.1, which is characterized by the non-linear
splitting. The
p
m dependence of the splitting provides the non-linear behaviour of the
system dynamics.
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Figure 2.1. Jaynes–
Cummings ladder. Energy
levels for the different sys-
tems.
Polaritons The eigenvectors of the Jaynes–Cummings Hamiltonian associated with these







in the basis given in Equation 2.41. There, we have defined the generalized Rabi fre-
quency as Θm ≡
Æ
Ω2m +∆2. These eigenstates can be rewritten as:
|m,+〉= cosθm |g, m〉 − sinθm |e, m− 1〉 ,











Ω2m + (Θm −∆)
2
.
The eigenstates of the Hamiltonian, which we have denoted as |m,±〉, are known as
polaritons or dressed states. They are linear combination of the bare states |g, m〉 and
|e, m− 1〉, as shown in Equation 2.45. The coefficients that give the transformation from
the polariton to the bare basis are known as Hopfield coefficients. When written in terms
of the mixing angle θm it is clear the property they obey: cos
2 θm+sin
2 θm = 1. The square
of the Hopfield coefficient yields the fraction of the polariton made of either photon or
exciton, as the case may be. It can be also thought as the probability to find the polariton
in the one of the bare states. The Jaynes–Cummings Hamiltonian (Equation 2.40) is
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In particular, |m,−〉 and |m,+〉 are usually named as lower polariton (LP) and upper
polariton (UP). For the first manifold (m = 1), where only one excitation is exchanged






(|e, 0〉 ± |g, 1〉) .
There exists a reversible exchange of the excitation between the quantum emitter and the
cavity mode, which implies oscillations in the population dynamics of the bare states with
frequency proportional to the Rabi splitting R1 = ħhΩ1 = 2ħhg. That splitting R1 is usually
called vacuum Rabi splitting.
Dissipative Jaynes–Cummings model
The studied Jaynes–Cummings model is composed of a quantum emitter coupled to a
electromagnetic mode in absence of any dissipation. Nevertheless, all components of the
system suffer from losses, since they are unavoidably interacting with their environment.
Therefore, we should include the dissipation processes associated with both the cavity
and emitter, with decay rates γC and γQE, respectively.
All these incoherent processes can be introduced in the description in an approximate
manner through an imaginary part in the frequencies, such that they transform toω+iγ/2
(with γ being the associated decay rate). This leads to the so-called dissipative Jaynes–
Cummings Hamiltonian, where the energy levels become modified. The energy of the
dressed state |m,±〉, before given by Equation 2.43, now reads:





















Notice that the eigenenergies are now complex due to the dissipative part. The real part
corresponds to the position of the energy while the imaginary part reflects the broadening
of the transition.
Alternatively, the Lindblad formalism (see Subsection 2.1.2) can be introduced to ac-
count for dissipation in cavity and emitters. The processes that are commonly included in
the dynamics through Lindblad terms (defined in Equation 2.16 for the general operator
Ô) are the following:
• Radiative and nonradiative decay (Ô = σ̂, â): Loss of the excitation in the system
due to radiative or nonradiative processes.
• Incoherent pumping (Ô = σ̂†, â†): Excitation due to the interaction with the reser-
voir, or the return of an excitation from the reservoir to the system as a result of its
finite temperature.
• Pure dephasing (Ô = σ̂†σ̂): Loss of coherence in the emitter without altering the
populations, which usually comes from the coupling to vibrational baths.
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Collective strong coupling
The previous discussion corresponds to the case in which a single emitter is coupled to
the cavity mode. A particular feature emerges when there is a collection of emitters
interacting with the electromagnetic field within the cavity. In that case, the ensemble of
emitters may be collectively coupled to the cavity resonance, such that the ensemble as a
whole behaves as a single super-emitter. The collective coupling of the emitter ensemble
to the cavity mode scales with the total number of emitters N as: G = g
p
N , and this
variation in the coupling translates into the corresponding change in the energy splitting
[422, 87]. The strong coupling regime is frequently attained by exploiting this collective
interaction, as the dipole moment associated with the single emitter may be small to reach
large values of the light-matter coupling. This is known as collective strong coupling.
In this regime of collective strong coupling, the cavity mode only couples to some
specific collective state of the ensemble of emitters (that describing the super-emitter).
Therefore, there are some other collective states of the emitter ensemble that do not
coupled to light, which are referred to as dark states. These are superpositions of matter
excitations. In the single-excitation manifold, the coupling of a collection of N emitters
with a cavity mode leads to the appearance of two polaritons, as previously mentioned,
and a collection of N − 1 dark states.
2.2.5 Coherent driving
Sometimes the system is pumped by means of a beam of coherent light of a specific fre-
quency. In doing so, the system is probed, in the sense that different transitions are
favoured in accordance with the excitation energy. In Chapter 3 we will consider that
coherent driving of the system, as well as in some cases studied in Chapter 4 (although
the initialization of the system in a particular state will be also explored).
Hamiltonian for the coherent driving
The presence of this coherent driving is incorporated in the formalism through the addi-
tion of an extra term in the Hamiltonian of Equation 2.31 accounting for the laser field
pumping the system:
Ĥ = Ĥrad + Ĥmat + Ĥint + ĤL .
As the excitation of the system is produced by a monochromatic classical electromagnetic




−iωL t + Ω̂L e
iωL t ,
which is clearly time-dependent. The laser field may pump either the cavity mode or the
two level system, leading to the corresponding term. These are respectively given by:
Ω̂†L = ΩL â
† , Ω̂†L = ΩLσ̂
† ,
where â† is the creation operator for the cavity mode, and σ̂† is the fermionic creation
operator associated with the two-level system. Notice that the laser field is treated clas-
Theoretical framework | CHAPTER 2 59
sically whereas the cavity field is quantized. The pumping strength ΩL is given by the
electric-dipole interaction:
ΩL = d · E L (2.46)
where d is the dipole moment and E L represents the amplitude of the laser field. This
magnitude is assumed to be real, and it is a measure of the coupling strength between
the laser and the cavity or the two-level system.
Transforming to a rotating frame
The introduction of the coherent driving term in the Hamiltonian makes it time-dependent.
A very useful tool when working with this kind of Hamiltonians consists in the transfor-
mation to a rotating frame. This transformation is specifically tailored such that the new
Hamiltonian does not possess an explicit dependence on time, hence the study becomes
easier. The transformation to the rotating frame is performed in Appendix D, Section D.4,
for various Hamiltonians of interest. Let us consider here the case in which the system is
composed of a cavity mode (with transition frequency ω0 and creation and annihilation
operators â† and â) and a collection of N quantum emitters (with transition frequencyωn
and fermionic operators σ̂†n and σ̂n associated with the n-th emitter). The Hamiltonian















−iωL t + σ̂n e
iωL t) ,
where λn is the coupling constant between the n-th quantum emitter and the cavity mode,
and Ω0 and Ωn are the coupling of the laser to the cavity mode and the n-th quantum
emitter, respectively. We observe that the Hamiltonian is time-dependent due to the term
associated with the coherent pumping. In order to change to a rotating frame, we consider
the unitary operator U(t) = e−
i







From the transformation given in Equation D.47, the new Hamiltonian in the rotating
frame reads:













ħhΩn(σ̂†n + σ̂n) ,
(2.47)
where we observe that, effectively, the time-dependence has disappeared. Notice that,
in turn, the transformation means an effective shift in the energies. This will be the
Hamiltonian we consider in Chapter 3, where a collection of emitters is coupled to the
cavity mode supported by either a plasmonic or a semiconductor cavity. This will be used
in the same part of Chapter 4 as well, when two collections of organic molecules is coupled
to the same electromagnetic mode inside the cavity.
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2.3 Light: Optical fluctuations and coherence
Light sources may display a wide range of photon statistics based on their coherence
properties. The first part of this thesis is devoted to the study of both amplitude and
intensity correlations of the radiation field emitted by different hybrid quantum systems.
For this reason, we overview here the quantum theory of coherence, and introduce those
magnitudes and concepts that will be used later in Chapter 3. Textbooks in Ref. [120, 423]
are widely used as an introduction to the coherence properties of light, and we partially
follow them in our discussion.
2.3.1 Light sources: spectral density and optical fluctuations
Valuable information can be extracted from the study of the radiation coming out from
a system. Optical interference experiments provide information about the temporal fluc-
tuations of a light source. Before studying the quantum-mechanical theory of optical
fluctuations and coherence, we should visit the corresponding classical theory as a pre-
liminary, so as to understand the physical concepts and to identify the quantum nature of
properties that some light sources may exhibit. In Appendix E, Section E.1, the classical
radiation field E(t) is first described as a stationary and ergodic random process. The au-
tocorrelation function of that field at times t and t +τ can be then defined as indicated
in Equation E.1, namely:
Γ (τ) = 〈E∗(t) E(t +τ)〉 ,
which only depends on the time delay τ. The classical theory of optical fluctuations is
summarized in Appendix E, Section E.2.
Light sources are also characterized by its spectrum, which gives the frequency dis-
tribution of the radiation field. Ordinary spectroscopy is another source of information,
from which we obtain the transitions taking place within the system: their frequencies
and their corresponding broadenings. The lineshape of the emission is precisely discussed
in Appendix E, Section E.3. There the connection between the emitted spectrum and the
first-order coherence is shown, where the spectral density S(ω) associated with the elec-






Γ (τ) eiωτdτ .
2.3.2 Intensity of the quantum radiation field
The quantum version of the classical coherence expressions given in Section E.2 can be
practically obtained by promoting the vector field to an operator, although some com-
ments concerning the detection of light, and the subsequent definition of the intensity,
are convenient.
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Quantum radiation field: the electric field operator
When working within the quantum formalism, the radiation field is described through
the electric and magnetic field operators. If we consider periodic boundary conditions in
a three-dimensional cavity of volume V , the expression of the electric field operator in
terms of normal modes is the one given in Equation 2.20. If the light beam is assumed to
be linearly polarized, we can work with the scalar operator:












where the dependence of the creation and annihilation operators on the polarization has
been removed. Notice that we have used the Heisenberg picture so as to make the time
dependence explicit. The electric field operator can be split in its positive and negative
frequency parts as follows:















There, we have defined the amplitude of the field: E0k ≡
p
ħhωk/(2ε0V ). As done when
explaining the classical theory, we restrict our explanation to stationary light sources.
Intensity
The operator associated with the light intensity can be obtained by considering the Poynt-
ing vector SL , which gives the intensity of an electromagnetic field within the classical
theory:
SL = ε0c
2E(r , t)× B(r , t) .
There, E and B are the classical electric and magnetic fields. From the Poynting vector,
the associated quantum operator for the intensity can be defined as:
Î(r , t) = ε0c
2[Ê
(−)
(r , t)× B̂(+)(r , t)− B̂(−)(r , t)× Ê(+)(r , t)] ,
where we have considered the positive and negative frequency parts of both the elec-
tric and the magnetic field operators. For a polarized parallel light beam, the intensity
operator reduces to:




(r , t) .
Therefore, given the electric field operator Ê(r , t) split in the positive and negative
frequency parts as indicated in Equation 2.48, the light intensity at a given point, I(r ),
is computed as:
I(r ) = 〈Ê(−)(r , t) Ê(+)(r , t)〉 , (2.49)
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which does not depend on time since the light source is considered stationary. This mag-
nitude offers a measure of the quantity of photons arriving at the detector. Notice that
angle brackets stand for quantum expectation values, calculated from the density operator
according to Equation B.4.
2.3.3 Quantum correlation functions
The study of correlations between light beams has been performed within the classical
framework in Appendix E, Section E.2. In that case, there exists a close connection with
interference experiments. Nevertheless, correlations also correspond to a measure de-
fined quantum mechanically, and we proceed now to their study.
Quantum first-order correlation function
The quantum first-order correlation function g(1)(r 1, t1; r 2, t2) of the electric operator
Ê(r , t) at positions r 1 and r 2 at times t1 and t2, respectively, is given by:
G(1)(r 1, r 2;τ) = 〈Ê(−)(r 1, t) Ê(+)(r 2, t +τ)〉 ,
where we have introduced the time delay τ = t2 − t1, and its positive and negative
frequency parts of the electric field operator are given in Equation 2.48. Normalizing this
expression, we arrive at the degree of first-order coherence :
g(1)(r 1, r 2;τ) =
〈Ê(−)(r 1, t) Ê(+)(r 2, t +τ)〉
p
I(r 1) I(r 2)
,
where the intensity is defined in Equation 2.49. If we consider correlations at the same





where we have explicitly written the expression for the intensity in the denominator. We
observe that these definitions are equivalent to the classical ones (see Equation E.5 and
Equation E.6), where the electric field variable has been substituted by the corresponding
(positive or negative frequency part of the) electric field operator.
Light can be also named according to the degree of first-order coherence as indicated
in the classical case (Equation E.8), so we can have incoherent (|g(1)(τ)| = 0), partially
coherent (0< |g(1)(τ)|< 1), and first-order coherent (|g(1)(τ)|= 1) light beams.
Quantum second-order correlation function
The physical meaning of the quantum coherence is the same as that of its classical ver-
sion —second-order coherence measures correlations in the light intensity. This can be
measured with the help of photodetectors, since the transition rate of the absorption of
a photon by the detector is proportional to the light intensity. Then, the second-order
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correlation function gives the probability of a joint absorption by the detectors at two
space-time points.
The quantum second-order correlation function between the electric field operator
Ê(r , t) at two space-time positions (r 1, t1) and (r 2, t2) is defined as:
G(2)(r 1, r 2;τ) = 〈Ê(−)(r 1, t) Ê(−)(r 2, t +τ) Ê(+)(r 2, t +τ) Ê(+)(r 1, t)〉 ,
where τ = t2 − t1, and the positive and negative frequency parts of the scalar operator
are given in Equation 2.48. From that, the quantum degree of second-order coherence
is obtained by normalizing with the intensity (Equation 2.49):
g(2)(r 1, r 2;τ) =
〈Ê(−)(r 1, t) Ê(−)(r 2, t +τ) Ê(+)(r 2, t +τ) Ê(+)(r 1, t)〉
I(r 1) I(r 2)
.
This magnitude is related to the probability of detecting a photon in the detector placed at
r 2 at time t2 once a photon has reached the detector placed at r 1 at time t1. In particular,
if we consider correlations at the same position, we have the degree of second-order
temporal coherence:
g(2)(τ) =
〈Ê(−)(t) Ê(−)(t +τ) Ê(+)(t +τ) Ê(+)(t)〉
〈Ê(−)(t) Ê(+)(t)〉2
. (2.50)
This is basically a measure of the correlation of the intensity of a light beam at two differ-
ent times t and t +τ. It is related to the probability of detecting a photon in the detector
at time t + τ once a photon has reached the detector at time t. Hence a large value of
the g(2)(τ) function means that the probability is high, while a small value means that
the probability is low. In the next section, we will show in which sense the degree of
second-order coherence offers information about the non-classical character of a field.
2.3.4 Nonclassical light
Whereas classical and quantum theory yield the same results for some kinds of light,
there exist some others whose properties cannot be described from the classical theory
—these are named nonclassical light sources. They exhibit some features that cannot
be described from the classical statistical theory, and the quantum nature of light needs
to be incorporated.
In Section E.2 we showed the properties satisfied by the classical degree of second-
order coherence. In the quantum case, since expectation values are positive, from Equa-
tion 2.50 we have:
0≤ g(2)(τ)≤∞ .
This is the same expression as the one obtained for the classical g(2)(τ), given in Equa-
tion E.10. Nevertheless, it cannot be obtained a relation equivalent to Equation E.9 for
the quantum version of g(2)(0), nor is it possible to find an inequality similar to that in
Equation E.11, which relates the values of g(2)(τ) at zero and non-zero time delays. These
two inequalities that are different within classical and quantum theory lead to two distinct
characterizations of light sources:
64 Light: Optical fluctuations and coherence | 2.3
• While g(2)(τ)≤ g(2)(0) for a classical light source, this is not necessarily true within
the quantum formalism. The relative value of g(2)(τ) with respect to the value at
zero-time delay leads to the definition of photon bunching and photon antibunch-
ing.
• While g(2)(0)≥ 1 for a classical light source, there are quantum states of light which
present values of g(2)(0) below one. The value of g(2)(0) characterizes the statistics
of the emitted light, which can be Poissonian, super-Poissonian, or sub-Poissonian.
Light lying beyond the classical limits is called nonclassical light. In the following, we
will study each of these characterizations of light that allow us to differentiate purely
quantum light states.
Photon bunching and photon antibunching
For stationary light sources, the degree of second-order temporal coherence (Equation 2.50)
does not depend on the time t but just in the time interval τ. When we set this lapse to
zero, this magnitude is related to the probability of detecting two photons at the same
time. This is known as the zero-delay second-order coherence degree, g(2)(0).
The relative value of g(2)(τ) with respect to its value at zero-time delay yields the
following classification:
• If g(2)(τ) ≤ g(2)(0), photons are said to be bunched. The sun or a gas discharge
lamp produce this kind of light. The probability of detecting two photons at the
same time is greater than that of a coherent source. This means that photons are
arranged in groups, or bunches. Bunching is then a signature of multiphoton pro-
cesses.
• If g(2)(τ) = g(2)(0) = 1, photons are said to be coherent, which is the case of a
classical laser field.
• If g(2)(τ)≥ g(2)(0), photons are said to be antibunched. The probability of detect-
ing two photons at the same time is lower than that of a coherent source. In this
case, photons tend to be distributed equally spaced, hence it is a characteristic of
single photon emitters.
In Figure 2.2 we represent pictorially these three cases. A light source is emitting photons
that eventually reach the detector. Above the corresponding lines are depicted various de-
tections as a function of time, mimicking the emission from three different light sources.
The central line corresponds to a coherent light source, where photons appear completely
uncorrelated from each other. The lower line reproduces the emission from a bunched
light source, where photons show a tendency to come together in groups. Finally, the
upper line corresponds to an antibunched light source. There, photons are distributed
almost equally spaced, reaching the detector practically one by one. When using anti-
bunched light, the probability of having two detections at the same time is lower than
that for the two other cases: the detection of a photon decreases the probability of a
second detection.
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DETECTORLIGHT SOURCE
Figure 2.2. Representa-
tion of several detections
over time corresponding
to three different light
sources. The statistics of
the emitted light is related
to the value of the g(2)(0)
function: the upper line
corresponds to bunching
(g(2)(0) > 1), the cen-
tral line to coherent light
(g(2)(0) = 1), and the
lower line to antibunching
(g(2)(0)< 1).
Bunching is characteristic of classical light sources, since the classical inequality of
Equation E.11 is satisfied. Nevertheless, antibunched light does not follow the classical
relation, thus it is a signature of quantum processes.
Photon statistics
Photon statistics refers to the probability distribution of detecting n photons within some
time interval. In general, the distribution p(n,λ) represents the probability of some event
happening a number of times n in a certain interval, once the average number of events
in that interval, λ, is specified. In this case, the event rate (or rate parameter) is given
by the mean photon number, that is, λ ≡ 〈n〉. Coherent states represent the state of a






whose variance is (∆n)2 = 〈n〉. This is a distinct characteristic of a coherent light field.
Therefore, light sources for which the photon-number variance is equal to the mean pho-
ton number are coherent sources, which present Poissonian statistics. But one may find
light sources exhibiting sub-Poissonian or super-Poissonian statistics. Three types of light
sources can be thus distinguished based on the statistical distribution, where the defining
feature is the relation between the variance (∆n)2 of the probability distribution and the
average number of photons 〈n〉:
• If (∆n)2 > 〈n〉, the light source presents super-Poissonian statistics. Chaotic light
is an example of light with this kind of statistics, where the variance for (single-
mode) chaotic light is given by (∆n)2 = 〈n〉+〈n〉2. There is an extra contribution to
the 〈n〉 term characterizing coherent light, which represents additional fluctuations.
Thermal light, following a Bose-Einstein distribution, is another example of light
with sub-Poissonian statistics.
• If (∆n)2 = 〈n〉, the light source is coherent and exhibits Poissonian statistics.
• If (∆n)2 < 〈n〉, the variance of the photon-number distribution lies below the value
for coherent light, and the light source presents sub-Poissonian statistics. This is
the case of Fock states, where (∆n)2 = 0 since there is no uncertainty in the photon
number, and single-mode light fields, for which (∆n)2 = 〈n〉 − 〈n〉2.
The statistical properties of a light source can be alternatively characterized by the so-
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This expression explicitly shows the connection between the probability distribution of a
light source and the degree of second-order coherence at zero-time delay. The zero-delay
second-order coherence degree g(2)(0) thus gives information about the statistics of the
emitted light. According to this value, light can be classified in the groups listed above:
• If g(2)(0) > 1, light presents super-Poissonian statistics. For instance, g(2)(0) = 2
for chaotic or thermal light.
• If g(2)(0) = 1, the light source is coherent and exhibits Poissonian statistics.
• If g(2)(0) < 1, light presents sub-Poissonian statistics. This is characteristic of
quantum light sources. The one-photon state represents the limiting case g(2)(0) =
0 and, in general, g(2)(0) = 1− 1/n for the Fock state |n〉 (with n≥ 1).
Within the classical theory, we obtained g(2)(0) ≥ 1 (Equation E.9), but Fock states do
not fulfil this constraint. There exists a range of values for the quantum second-order
coherence at zero-time delay that is not accessible from a classical source: 0 ≤ g(2)(0) ≤
1. The reason lies in the quantum nature of these states, without classical counterpart.
Sub-Poissonian statistics is a purely quantum effect that cannot be reproduced from any
classical theory. In this sense, g(2)(0) is said to offer a measure of the classicality of the
light. Coherent and thermal states present their classical analogues, so their behaviour
can be explained from a classical theory and they are subject to the properties derived
within the classical formalism.
Notice that the range of values of g(2)(0) associated with nonclassical light corre-
sponds to −1 ≤ Q < 0 and 0 ≤ (∆n)2 ≤ 〈n〉. Then, these are different observables
that can be used to determine the nonclassicality of a light source. While Poissonian
and super-Poissonian statistics can be described by a semiclassical theory, light exhibiting
sub-Poissonian statistics requires a purely quantum formalism, where the electromagnetic
field is also quantized.
Antibunching and sub-Poissonian statistics are often associated. They are, neverthe-
less, distinct properties and need not necessarily be simultaneously observed [424, 124].
2.4 Matter: Quantum description of organic molecules
Quantum emitters are commonly described as two-level systems, where the only two
relevant energy levels are the ones corresponding to the ground and first-excited states.
Nevertheless, when working with organic molecules this model becomes insufficient. The
more involved energy structure displayed by organic molecules requires the inclusion of
nuclear degrees of freedom in the description. Vibrational and rotational modes thus
arise, enriching the dynamics.
In this section, we overview the theory of Franck–Condon transitions between poten-
tial energy surfaces, and present the vibrational Hamiltonian obtained from the displaced
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harmonic oscillator model. The presence of vibronic transitions leaves a fingerprint the
absorption spectrum that is also analyzed. Two interesting textbooks on this matter are
Ref. [425, 426], and we refer to them for a more detailed study.
2.4.1 Hamiltonian for organic molecules
Due to these internal structure characteristic of organic molecules, they cannot be de-
scribed as simple two-level systems. On the contrary, the energy structure have to be
refined by the inclusion of nuclear degrees of freedom: on top of the electronic states,
there are vibrational and rotational modes that enrich the dynamics. Firstly, we study
the Hamiltonian associated with organic molecules, accounting for both electronic and
vibrational energies, within the displaced harmonic oscillator model.
Displaced harmonic oscillator model
Organic molecules present several electronic states, between which transitions can occur.
In Appendix F, Section F.1, we outline the main processes that may appear, involving
rather different time scales (see Figure F.1). In our discussion we consider just the first two
electronic states, the ground state |g〉 and the first excited (singlet) state |e〉. As we have
mentioned, nuclear degrees of freedom need to be included in the description, but these
can be treated separately by considering the Born–Oppenheimer approximation. This
leads to a picture based on nuclei moving in the effective potentials created by electrons,
as explained in Appendix F, Section F.2.
The energy of the electronic states of a molecule depends on the specific nuclear con-
figuration. This is usually described through potential energy curves representing the
energy at each electronic energy level as a function of the nuclear coordinate q. The most
simplified model considers the curves associated with the ground and the first-excited
electronic states as identical harmonic oscillator potentials whose equilibrium positions
are displaced from one another a quantity d along the nuclear coordinate q. It is known
as the displaced harmonic oscillator (DHO) model, and its scheme is shown in Fig-
ure 2.3. The origin of this displacement between the potential minima is the fact that the
equilibrium position of the nucleus corresponding to the excited molecule is shifted with
respect to its position in the ground state.
The DHO model is frequently used to describe transitions involving changes in both
electronic and vibrational states, that are known as vibronic transitions. The two pa-
rameters characterising this model are then the vibrational mode frequency ωv and the
distance d between the minimum of the ground and first-excited potential energy curves.
As we will see, this offset will be larger as the electron-phonon interaction strengthen,
and is relevant in the profiles of the emission and absorption spectra.
Energies within the DHO model
Let us consider just two states of a molecule, |G〉 and |E〉, where their associated elec-
tronic states are the ground state |g〉 and the excited state |e〉, respectively. Within the
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Figure 2.3. Harmonic po-
tentials giving the vibra-
tional modes of frequency
ħhωv associated with the
ground and first-excited
electronic states |g〉 and
|e〉. Their minima are lo-
cated at Eming and E
min
e ,
and are displaced a quan-
tity d along the nuclear
coordinate q. There, |G〉
and |E〉 stand for two
molecular states.
DHO model, their corresponding vibrational potentials will be described through iden-
tical harmonic oscillators of mass m and frequency ωv (hence both possess the same
eigenmodes) but whose minima are displaced a quantity d along the nuclear coordinate






















where Eming and E
min
e are the minima of the vibrational potentials for the electronic ground
and excited states, respectively. We set Eming = 0 and introduce the energy associated with
the pure electronic transition (or zero-phonon vibronic transition), that is, the one







g ≡ ħhω00 . (2.52)
Here, E0g and E
0
e stand for the ground vibrational states of the respective quantum har-
monic oscillators.
Hamiltonian within the DHO model
The Hamiltonian describing the organic molecule, composed of the state |G〉 with energy
EG and the state |E〉 with energy EE , is given by:
H = EG |G〉〈G|+ EE |E〉〈E | , (2.53)
where the energies EG and EE are given in Equation 2.51. Recall that the Born–Oppenheimer
approximation implies that the state of the system can be written as a product state from
its nuclear and electronic components. Therefore, the states of the molecule |G〉 and
|E〉 can be expressed in terms of their nuclear and electronic states separately, namely:
|G〉= |g〉⊗ |χg〉 and |E〉= |e〉⊗ |χe〉, where |g〉 and |e〉 are the electronic ground and first-
excited states, while |χg〉 and |χe〉 stands for their corresponding vibrational components.
The Hamiltonian corresponding to the vibrational contribution can be quantized as
shown in Section D.1. First, the nuclear coordinate q and the momentum p are promoted
to the quantum operators q̂ and p̂, and then these are written in terms of the creation and
Theoretical framework | CHAPTER 2 69









(b̂− b̂†) , (2.54)
equivalently to Equation D.2. These bosonic operators b̂† and b̂ (which fulfils the cor-
responding commutation relation [b̂, b̂†] = 1) describe, respectively, the creation and
annihilation of a vibrational mode of frequency ωv. By substituting these expressions
into Equation 2.51, and considering also the contribution from the electronic part (Equa-















d (b̂+ b̂†) σ̂†σ̂ ,
where σ̂† and σ̂ are the fermionic creation and annihilation operators associated with the
electronic transition (defined in Equation 2.23). A shift in the energies can be performed






hence the previous Hamiltonian becomes:
Ĥ = ħhω00σ̂†σ̂+ħhωv b̂† b̂+ħhωvDσ̂†σ̂+ħhωv
p
D (b̂+ b̂†) σ̂†σ̂ . (2.56)
From the last term it is clear that this dimensionless parameter D represents the strength
of the coupling between nuclear and electronic degrees of freedom. We can also introduce
other two related parameters whose precise physical meaning will be unveiled later, the









2 = ħhωvD . (2.58)
Written in terms of these parameters, the molecular Hamiltonian of Equation 2.56 reads:
Ĥ = (ħhω00 +Λ)σ̂†σ̂+ħhωv b̂† b̂+ħhλ(b̂+ b̂†) σ̂†σ̂ .
Alternatively to the frequency of the zero-phonon vibronic transitionω00, we can consider
the vertical Franck–Condon transition frequency ωeg, defined as:
ħhωeg ≡ ħhω00 +Λ , (2.59)
such that the molecular Hamiltonian finally reads:
Ĥ = ħhωegσ̂†σ̂+ħhωv b̂† b̂+ħhλ(b̂+ b̂†) σ̂†σ̂ . (2.60)
This Hamiltonian represents the coupling of the electronic vertical transition of energy
ħhωeg with the vibrational mode of frequency ωv.
The two molecular states |G〉 and |E〉 previously introduced in Equation 2.53 are usu-
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ally not independent, but they are connected through the interaction term arising as a
consequence of the external field pumping the system. The Hamiltonian describing the
pumped system is studied in Appendix F, Section F.3.
Vertical transition energy
Nuclear displacements are negligible during electronic transitions given the reduced time
over which they take place. This assumption is the Franck–Condon principle, which im-
plies that the most likely vibronic transitions are those which connect states with similar
equilibrium positions of nuclei (see Appendix F, Section F.2). These correspond to vertical
lines in a diagram as the one in Figure 2.3, reason why they are also known as vertical
transitions.
The vertical transition energy ∆EG is given by the energy difference between the
molecular states |G〉 and |E〉 at a certain nuclear coordinate q:
∆EG ≡ EE − EG ,
where the energies EG and EE are given in Equation 2.51. Notice that for q = 0, the
energy gap reduces to:




2 = ħhω00 +Λ , (2.61)
where we have considered the definition of reorganization energy given in Equation 2.58.
Notice that this is nothing but the vertical Franck–Condon transition energy ħhωeg defined
in Equation 2.59. Therefore, the reorganization energy Λ can be thought as the vibra-
tional energy that can be liberated in the electronic excited state after a vertical transition
from the electronic ground state with no vibrational excitations.
2.4.2 Harmonic oscillator reservoir for vibrations
Coupling to a set of vibrational modes
So far the discussion has been focused on the coupling of an electronic transition with
a single vibrational mode, whose Hamiltonian is given in Equation 2.60. Nevertheless,
there usually exists a whole set of modes κ to which the electronic transition is coupled.




ħhωκ b̂†κ b̂κ +
∑
κ
ħhλκ(b̂κ + b̂†κ) σ̂
†σ̂ , (2.62)
where b̂†κ and b̂κ are the bosonic creation and annihilation operators associated with
the vibrational mode of frequency ωκ. There, λn is the coupling strength between the
electronic transition and the vibrational mode κ (exciton-phonon coupling), which can
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The electronic transition may even be coupled to a quasi-continuum of vibrational
modes, which is commonly referred to as a vibrational bath. In that case, it is convenient







ħh2ω2κDκ δ(ω−ωκ) . (2.64)
This function is usually named spectral density (or power spectrum), just as the Fourier
transform of the time-correlation function (see, for example, Equation 2.11 or Equa-
tion F.24). Nevertheless, we will see later that these two are intimately connected (Equa-
tion 2.68). The power spectrum defined in Equation 2.64 is a continuum of modes of
frequency ωκ (modelled as a delta function centered at the frequency of the oscillator)
with associated strengths λκ = ωk
p
Dκ. Instead, we can consider Lorentzian functions










The response of the system to the excitation is encoded in the spectral density modelling
the vibrational bath. The interaction of the electronic transition with the vibrational bath
modifies the spectrum associated with the molecule.
Spectral density and correlation function
That vibrational bath to which the electronic transition is coupled can be treated within
the formalism for open quantum systems explained in Subsection 2.1.2. The system of
interest is here composed of the electronic transition experienced by the organic molecule,
while the nuclear degrees of freedom would be introduced in the description through a
harmonic oscillator reservoir. From the Hamiltonian in Equation 2.62, we observe that the
reservoir operator R̂ (when the interaction Hamiltonian is expressed as in Equation 2.8)




ħhλκ(b̂†κ + b̂κ) , (2.65)
while the system operator would correspond to Q̂= σ̂†σ̂. For simplicity, we have consid-
ered just one molecule coupled to its own vibrational bath, so we have just one term in
the interaction Hamiltonian. The dynamics of the open quantum system, governed by the
Bloch–Redfield master equation (Equation 2.12), involves the time-correlation function
of these reservoir operators R̂(t). Actually, they appear in the description through the






〈R̃(t) R̃(t +τ)〉 eiωτdτ , (2.66)
equivalent to the expression in Equation 2.11 when having only one reservoir operator
(S(ω)≡ Θ j j(ω)). Notice that the spectral density S(ω) in Equation 2.66 is nothing but the
Fourier transform of the time-correlation function C(t)≡ 〈R̃(t) R̃(t +τ)〉. Some general
relations between these two magnitudes can be found in Appendix F, Section F.5. When
considering the operator in Equation 2.65, the spectral density S(ω) becomes (Equa-







n(ωκ) δ(ω+ωκ) + [1+ n(ωκ)] δ(ω−ωκ)

, (2.67)





The detailed derivation of this result can be found in Subsection F.5.2. It is obtained
by considering the correlation function C(t) as the average over all vibrational modes
in thermal equilibrium with an environment at temperature T (Equation F.23). Taking
into account the definition of J(ω) given in Equation 2.64, the spectral density from
Equation 2.67 can be alternatively written as (Equation F.37):








The study of the photon statistics of the light emitted by a quantum system has been a
central theme in the field of quantum optics. The simplest case of the light resonantly
scattered by a single emitter has focused great efforts, as interesting phenomena de-
rive from that interaction. Apart from displaying a characteristic spectrum [427, 428],
resonance fluorescence in atoms was shown to exhibit photon antibunching and sub-
Poissonian statistics [121, 123] (see Subsection 2.3.4 for the theoretical description of
these two concepts). Nonclassical light emission was later reported in different solid-
state platforms. As explained in the introductory chapter (Section 1.2), the prospect of
a better control of the characteristics of the emission, as well as of an improved perfor-
mance as single-photon sources, led to the placement of these emitters into cavities and
consider the light emerging from the composite system.
The coherence properties displayed by the photons leaking out of the cavity become
modified by the coupling to excitons. While the hybrid system receives an incoming
stream of coherent photons (when pumped by a laser), the resulting emission may present
strong (either positive or negative) photon correlations. In this context of nonclassical
light generation (see Subsection 1.2.1), the regime of strong light-matter interactions
opened up new possibilities (see Subsection 1.2.2). The nonlinearities that arise due to
the formation of polaritons are the responsible for the photon-blockade effect, where the
presence of a photon in the strongly-coupled system prevents the absorption of a second
one. Apart from this mechanism of generation of single photons, destructive interferences
can lead to antibunching and sub-Poissonian statistics as well.
These two effects have been theoretically analyzed (see Subsection 1.2.3), mainly for
the single-atom case or considering just a small number of emitters. The exponential scal-
ing of the Hilbert space makes this problem intractable when dealing with large emitter
ensembles. At the same time, the coupling of a macroscopic collection of emitters to a
single cavity mode has been discussed in the context of superradiance, where different
approximations need to be introduced. In our work, the focus is precisely in this inter-
mediate regime of a mesoscopic number of emitters (up to a hundred). In particular, we
study intensity correlations in the light emitted by a collection of emitters when coupled
to the photonic mode supported by a cavity. Our findings reveal that photon correlations
are not only maintained but enhanced due to the light-matter interaction. This coupling
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allows for large nonlinearities even when the number of emitters is large. Strong coupling
is thus reinforced as a route for generating nonclassical light beyond the single-emitter
level.
The chapter is organized as follows. First, we consider the specific experimental setup
of a collection of organic molecules hosted in a plasmonic nanocavity in Section 3.1. The
resulting picture is compared to the case of quantum dots coupled to a semiconductor
microcavity in Section 3.2, revealing the importance of losses and the role played by the
closed/open character of the cavity. Finally, in Section 3.3, we explore those configu-
rations leading to sub-Poissonian statistics in detail, distinguishing between correlations
produced via the photon-blockade effect to those coming from interference mechanisms.
3.1 Photon statistics in plasmonic nanocavities
There is an increasing scientific and technological interest in the design and implemen-
tation of nanoscale sources of quantum light [429], as commented above. The ability to
engineer the light-matter interaction at the nanoscale allows for a wide range of experi-
ments, focused for instance on the control of the spontaneous emission or the enhance-
ment of interactions at the single-photon level [203]. Plasmonic nanocavities present a
promising prospect in this context, as light is confined in the nanoscale and the resulting
small effective volumes lead to strong light-matter interactions [430].
Here, we investigate the quantum statistics of the light scattered from a plasmonic
nanocavity coupled to a mesoscopic ensemble of emitters under low coherent pumping.
The main results of this work have been published as: R. Sáez-Blázquez, J. Feist, A. I.
Fernández-Domínguez, and F. J. García-Vidal, "Enhancing photon correlations through plas-
monic strong coupling," Optica 4, 1363–1367 (2017).
3.1.1 The system: a collection of quantum emitters within a plasmonic
nanocavity
In this first analysis, the system is thus a collection of organic molecules interacting with
the electromagnetic field supported by a plasmonic nanocavity. The whole system is
driven by a coherent laser, and the resulting emission is examined. In the first place,
all molecules are considered identical, as well as their couplings to the plasmonic mode.
Nevertheless, the effects introduced due to the inhomogeneous broadening in the emitter
ensemble and the spatial inhomogeneity of the plasmon near-field will be discussed later.
Model and theoretical description
Hamiltonian The system under study is composed of N identical quantum emitters
(QE) with transition dipole moment µQE and frequency ωQE interacting with the near-
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Figure 3.1. Scheme of
the system, composed
of an ensemble of quan-
tum emitters coupled
to a generic plasmonic
nanocavity. The whole
system is coherently
pumped by a laser field.
field ESP (which is considered the same for all emitters) of a single surface plasmon (SP)
mode of energy ωSP supported by a generic nanocavity. Both the ensemble of quantum
emitters and the plasmonic mode are coherently driven by a laser field EL of frequency
ωL . A scheme of the setup is depicted in Figure 3.1, in which the main parameters char-
acterizing the system are displayed. According to Subsection 2.2.4, the Tavis–Cummings
Hamiltonian could be used to describe the system, as we have a collection of two-level
systems interacting with a single bosonic mode. Considering the parameters characteriz-




† + â) +ΩQE(Ŝ
+ + Ŝ−) , (3.1)
where â† and â are the bosonic creation and annihilation operators associated with the
plasmonic mode (Equation 2.18), while and Ŝ+ and Ŝ− are the bright mode operators
defined in Equation 2.28 (with Ŝz = [Ŝ+, Ŝ−]/2 according to Equation 2.30). The de-
tuning with respect to the laser frequency, ∆QE/SP ≡ωQE/SP −ωL for the emitter and the
plasmon resonances respectively, appears as a result of the transformation to the rotating
frame (Equation 2.47). Notice that the light-matter coupling term of the Hamiltonian
is written within the rotating wave approximation (Equation 2.39), and λ ≡ ESP ·µQE in
accordance to the electric-dipole approximation (Equation 2.37). The two last terms in
the Hamiltonian correspond to the coupling to the laser, where the pumping strengths
are given by ΩQE ≡ EL ·µQE and ΩSP ≡ EL ·µSP according to Equation 2.46. There, µSP is
the effective surface plasmon dipole moment.
Time dynamics Both subsystems undergo radiative (r) and non-radiative (nr) damp-
ing, as represented in Figure 3.2. The total decay rate is thus given by γQE/SP = γrQE/SP +
γnrQE/SP for the emitters and the surface plasmon resonance, respectively. We consider
emitters in which pure dephasing is negligible, as this process would suppress quantum
correlations in the emitted photons. The dynamics of the density matrix ρ̂ describing
























where the Lindblad term LÔ[ρ̂] accounts for the losses associated with the operator Ô,
which is defined in Equation 2.16. While all plasmon losses are included in the term
Lâ, two different terms have to be added for the emitters: radiative losses are described
through the bright mode operator Ŝ− (corresponding to the assumption that emitters are
at sub-wavelength distances and thus radiate like a collective dipole), but nonradiative
losses are assigned to single emitters. Therefore, it is the single-atom annihilation opera-
tor σ̂n for the n-th emitter that is involved in the latter case (Equation 2.23).
Exact numerical solutions to Equation 3.2 can be obtained for the strong coupling
regime, but such calculations are only possible for configurations involving very small
quantum emitter ensembles [244], even far from the emitter saturation regime [431]. In
order to circumvent this limitation and explore photon statistics in mesoscopic ensembles,
we make use of an effective non-Hermitian Hamiltonian [432].
Effective Hamiltonian In the regime of sufficiently low driving intensity, the contri-
bution of the so-called refilling or feeding terms OρO† appearing in the Lindblad su-
peroperators (Equation 2.16) remains negligible. When they are removed, the Lind-
blad master equation (Equation 3.2) becomes equivalent to the Schrödinger equation
d|ψ〉/dt = −iĤeff|ψ〉, governing the time evolution of the state of the system |ψ〉 (Equa-
tion 2.1), with an effective Hamiltonian:










where Ĥ is the Hamiltonian of Equation 3.1. Notice that only bright mode operators ap-
pear in this effective Hamiltonian. Within this approach, the dark states of the ensemble
(superpositions of the quantum emitter excitations that do not couple to the cavity or the
external light) can thus be disregarded without further approximation. This corresponds
to a drastic reduction in the Hilbert space when considering a large number N of emitters:
instead of having to consider N and N(N − 1) states in the one- and two-excitation man-
ifold, respectively, only one singly-excited bright state and one doubly-excited bright















(with n 6= m), respectively.
Steady state solution and computation of coherence properties
Steady state In this low-pumping regime, one can solve perturbatively the Schrödinger
equation Ĥeff|ψ〉 = 0 to find the steady-state solution (equivalent to computing the
steady state density matrix from the master equation dρ̂/dt = 0). Considering the inci-
dent laser amplitude EL as the small parameter, the effective Hamiltonian of Equation 3.3
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can be split as Ĥeff = Ĥ0 + EL V̂ , where the second term is the driving, that is:
EL V̂ = ΩSP(â
† + â) +ΩQE(Ŝ
+ + Ŝ−) .

















EkL |ψk〉 . (3.5)
Substituting these expansions into the equation Ĥeff|ψ〉= 0 and grouping terms for each
power of EL , we arrive at a set of linear equations. The zeroth-order equation leads
simply to |ψ0〉 = |0〉 (that is, the ground state, which represents no excitations in the
system) whereas the kth-order equation turns out to be Ĥ0|ψk〉 + V̂ |ψk−1〉 = 0. These
equations can be successively solved so that the steady state is finally obtained from this
perturbative approach.
First- and second-order correlation functions Once the steady-state density matrix
is known, the first- and second-order correlation functions can be calculated from the
(negative-frequency part of the) scattered far-field operator at the detector:
Ê
(−)
D ∝ µSP â
† +µQEŜ
+ , (3.6)
where we have considered the emission coming from both the surface plasmon mode
(Equation 2.48) and the collection of quantum emitters. Note that we have taken advan-
tage of the sub-wavelength dimensions of the system to neglect the differences between
the electromagnetic Green’s function describing the emission from the different subsys-
tems in the far-field at the detector ÊD. The correlation functions can be evaluated by
considering the perturbative solution for the steady state of the system (Equation 3.5).
The scattering intensity I (defined in Equation 2.49) and the normalized zero-delay
second-order correlation function g(2)(0) (defined in Equation 2.50 for a general value
















From these equations, it follows that our perturbative calculations can be restricted to sec-
ond order, and we can truncate the Hilbert space at the two-excitation manifold. For the
computation of the second-order correlation function g(2)(τ), the evolution operator
U(t) = exp[−iĤeff t] has to be introduced:






















D (0), and the perturbative solution of |ψ〉 up to second order is also used
in the calculation.
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Parameters
The parameters modelling the single surface plasmon resonance and the collection of
quantum emitters are in accordance with the values they present in typical experimental
setups. The energy of the surface plasmon resonance is set to ωSP = 3 eV, with a total
decay rate γSP = 0.1 eV. The associated effective dipole moment is chosen as µSP = 19
e·nm [433]. The two-level systems modelling the quantum emitters present a transition
frequency ωQE = 3 eV, and the nonradiative and radiative decay rates are set to γnrQE = 15
meV and γrQE = 6 µeV, respectively. The former value corresponds to a transition dipole
moment µQE = 1 e·nm according to Equation 1.3. These values are typical of organic
molecules with a very low quantum yield, in which collective strong coupling has been
already reported [434, 435]. As we show later, this type of emitters favours the generation
of photon correlations. For a practical realization of our findings with organic emitters,
note that the experiments should be carried out at low temperature in order to avoid pure
dephasing processes.
Only low laser intensities are considered, so as to work within the perturbative regime.
Therefore, we study quantum correlations far from the pumping regime in which the
emitter saturation becomes relevant. For simplicity, we assume the plasmonic near-field
ESP parallel to the laser field EL (which corresponds, for instance, to particle-on-mirror
cavities [94]). Moreover, we only consider the optimum configuration for strong coupling,
in which the transition dipole moment of the emitters µQE is aligned with the plasmonic
field ESP.
3.1.2 Coherence properties: uncoupled and strongly-coupled subsystems
Before investigating photon correlations under strong-coupling conditions, we consider
both subsystems uncoupled first. The light emitted by the plasmonic resonance is sketched
in Figure 3.3 [Left]. When computing the second-order correlation function at zero time
delay for the plasmonic mode, we find that it is equal to one regardless the frequency
of the laser. In Figure 3.3 [Right], we plot this magnitude g(2)(0) as a function of the
detuning of the laser with respect to the plasmon frequency, ∆SP. This result is expected
from the inherent bosonic character of plasmons.
Figure 3.3. [Left] Scheme
of a surface plasmon
resonance emitting light,
which is measured in
the far-field by a detec-
tor. [Right] Normal-
ized second-order correla-
tion function at zero-time
delay, g(2)(0), as a func-
tion of the laser detun-
ing ∆SP for an empty plas-
monic cavity.
The light emitted by a collection of N quantum emitters driven by a laser is con-
sidered next, as represented in Figure 3.4 [Left]. We plot the second-order correlation
function at zero-time delay in Figure 3.4 [Center]. Ensembles of different number of
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Figure 3.4.
[Left] Scheme of a collec-
tion of quantum emitters
driven by a laser, whose
far-field radiation is mea-
sured by a detector. [Cen-
ter] Normalized second-
order correlation function
g(2)(0) as a function of
the laser detuning ∆QE.
Different emitter ensem-
ble sizes are considered,
ranging from N = 5 (yel-
low) to N = 50 (purple).
[Right] Value of g(2)(0) as
a function of the number
of emitters N . Coloured
dots indicate the values
previously shown in [Cen-
ter], while the continu-
ous black line represents
the function g(2)(0) =
(1− 1/N)2.
emitters are considered, ranging from N = 5 (in yellow) to N = 50 (in purple). Again,
this magnitude does not depend on the frequency of the laser: g(2)(0) is the same for
all values of the detuning of the laser from the emitter frequency, ∆QE. We observe that
the second-order coherence degree is always below one, hence it corresponds to sub-
Poissonian photon statistics. Nevertheless, it decreases rapidly with the ensemble size
—notice, for instance, that g(2) = 0.96 when having 50 emitters. As the number of emit-
ters increases, the system bosonizes and the quantum character of the scattered light is
lost. This is clearly observed in Figure 3.4 [Right], where the g(2)(0) values associated
with the previous five cases are plotted versus N . Additionally, we represent the function
g(2)(0) = |1− 1/N |2, as this is the law governing the coherence degree for an ensemble
of emitters.
As a last step, we consider these two subsystems strongly coupled while pumped
by a coherent laser. An scheme of the configuration is shown in Figure 3.5 [Left]. We
consider a coupling strength λ = 17 meV as an example, and plot the g(2)(0) value as
a function of the laser detuning ∆L in Figure 3.5 [Right]. Different coloured lines stand
for different ensemble sizes, corresponding to the same cases considered in Figure 3.4
[Center] in absence of cavity. We observe that both sub-Poissonian and super-Poissonian
statistics take place in the strong coupling regime, and photon correlations are enhanced
even when the the number of emitters is large. The light coming from the hybrid system
possesses truly different coherence characteristics as compared to the two subsystems
uncoupled (see Figure 3.3 [Right] and Figure 3.4 [Center]).
This is precisely the main result of our work, namely, collective plasmonic strong cou-
pling can significantly enhance photon correlations in mesoscopic systems (in compari-
son to the uncoupled subsystems). Therefore, contrary to what is expected, plasmonic
Figure 3.5. [Left] Scheme
of a collection of quan-
tum emitters coupled to a
plasmon resonance, while
the whole system is driven
by a laser. The far-field
radiation is measured by
a detector. [Center] Nor-
malized second-order cor-
relation function g(2)(0)
as a function of the laser
detuning ∆L. Different
emitter ensemble sizes are
considered, ranging from
N = 5 (yellow) to N = 50
(purple).
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nanocavities allow photon correlations to survive in emitter ensembles of considerable
size. Indeed, these correlations are not only retained but enhanced when the number of
emitters increases. In the following, we will explore these configurations and the coher-
ence properties of the emitted light in more detail.
3.1.3 Intensity and coherence
Considering the parameters before indicated, in this section we study the quantum statis-
tics of the photons scattered by a plasmonic nanocavity strongly coupled to a mesoscopic
emitter ensemble under coherent pumping. The two-level systems modelling the emitters
are at resonance with the plasmonic mode, such that ω0 ≡ ωQE,ωSP. Figure 3.6 shows
the scattering intensity I (top row) and the zero-delay second-order correlation func-
tion g(2)(0) (bottom row) for three different collections of emitters: N = 1 (a), 5 (b), and
25 (c). Both magnitudes are plotted as a function of the laser detuning ωL −ω0 and the
coupling strength λ, which is expressed in units of the cavity decay rate γC ≡ γSP.
Intensity
The intensity maps are plotted in Figure 3.6 [Top], where two scattering maxima are ob-
served. These correspond to the polariton energies within the strong coupling regime—
that is, the eigenenergies of the dressed states in the one-excitation manifold (the first-
rung of the Tavis–Cummings ladder). For each value of the coupling strength we find
two intensity peaks at laser frequencies that match the lower polariton (LP) and upper
polariton (UP) energies. These energies are obtained by diagonalizing the correspond-
ing block of the unperturbed Hamiltonian H0 (Equation 3.4). The dispersion curves are
plotted in Figure 3.6 [Top] with dotted lines overlapping the maps, so that the correspon-
dence is easily observed. Note that these two maxima branches are also apparent within
the weak coupling regime, so their presence here cannot be regarded as an energy split-
ting. Actually, these double maxima have their origin in a Fano-like interference, taking
place when two signals with very different linewidths interact [436, 437, 438]. The pro-
nounced minimum in the scattering intensity is, in this case, produced by the destructive
interference between the cavity and emitter emission.
Apart from the explained structure, we observe that there exists an asymmetry be-
tween the two intensity maxima branches: the one corresponding to the UP is distinctly
brighter than the associated with the LP. Note that the emission coming from each po-
lariton can be described from either the parallel (UP) or antiparallel (LP) superposition
of the dipole moments associated with the plasmon and the bright mode of the emitter
ensemble. Since the dipole moment corresponding to the UP is larger, its emission is more
intense. This difference in the effective dipole moment between the two polaritons grows
as N increases, as a consequence of the greater collective dipole moment of the ensem-
ble. Hence the contrast between branches should become more pronounced for larger
ensemble sizes, as observed.
From the analytical results obtained thanks to the perturbative approach described
before, we can get a better understanding of the emission pattern. First, we have to
compute the steady-solution (Equation 3.5) up to second order. The expression for the
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(top row) and correlation
function g(2)(0) (bottom
row) versus laser detuning
and coupling strength
(in units of the cavity
decay rate γC) for a
system of N = 1 (a), 5
(b) and 25 (c) quantum
emitters coupled to a
plasmonic nanocavity.
In these panels, dotted





Insets zoom into the low
coupling region. Magenta
marks indicate points
whose g(2)(τ) is plotted
in Figure 3.22 (a1).




















where the detunings of the laser frequency from both the surface plasmon, ∆SP, and the
emitters, ∆QE, are redefined so as to introduce the associated losses:
∆̃SP ≡∆SP − iγSP/2 ,




This expression confirms the origin of the intensity maxima: the condition for which the
denominator vanishes, λ2 = ∆̃SP∆̃QE/N . This gives us the dispersion curves associated
with the LP and UP. Notice that a
p
N dependence appears, which is the characteristic scal-
ing of the collective coupling. Additionally, this expression sheds light into the asymmetry
in the polariton branches. When the losses from both cavity and emitters are neglected,










where the upper sign corresponds to the LP, and the lower sign to the UP. Therefore, as
the number of emitters grows, the UP branch becomes brighter.
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Coherence
The coherence maps are plotted in Figure 3.6 [Bottom], where areas of super-Poissonian
(yellow coloured) as well as sub-Poissonian (blue coloured) statistics are found for all
ensembles sizes. Our attention is first focused in the single-emitter case (N = 1). There,
we observe a main super-Poissonian area located between the LP and UP energies (again
depicted as dotted lines) for all coupling values. Close to these polariton frequencies,
but still far from the two-excitation eigenenergies (depicted as dashed lines), regions
of sub-Poissonian light are found, being more pronounced as the coupling strengthens.
These correspond to the well-known photon blockade effect, where the presence of an
excitation in the system prevents the absorption of a second photon at certain frequencies
due to the anharmonicity of the energy ladder. Apart from these two stripes, we find
another area of sub-Poissonian emission that is enlarged in the corresponding inset. It
lies around the resonant frequency ωL = ω0. The mechanism that lies behind is the
destructive interference among possible decay paths that produces the suppression of
two-photon processes and hence the drop of g(2)(0) below one [213]. Although this
mechanism is sometimes referred to as unconventional antibunching, here we use the
term interference-induced correlations. In Subsection 3.3.1, these two different types
of sub-Poissonian light are discussed in further detail.
The main statistical features emerging at the single-emitter level are also present when
having a collection of emitters. This is observed in Figure 3.6 [Bottom], in the panels cor-
responding to N = 5 (b2) and N = 25 (c2). The area of bunched light remains between
the one-excitation eigenenergies, although it tends to approach the LP branch when the
number of emitters increases. This tilt is also observed for the interference-induced corre-
lation area: the region of negative correlations shifts towards the LP energy, while values
for the function g(2)(0) below one are still achieved within the same coupling range as
for the single-emitter case. This is better observed in Figure 3.7, where the g(2)(0) values
are plotted for N = 1 (a), 5 (b), 25 (c) and 50 (d) emitters in a reduced area. In this case,






Notice that the upper limit C = 2, which corresponds to λ = 0.03 eV, is well below
the collective ultra-strong coupling regime. We observe that up to 25 quantum emitters,
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This implies that the single-emitter cooperativity can be taken as a parameter determining
photon correlations in ensembles containing up to several tens of emitters. Remarkably,
there are still a spectral window displaying strong correlations (g(2)(0)≈ 0) even for N =
50, whereas the emission from the uncoupled emitter ensemble is essentially classical (see
Figure 3.4 [Center]). Note that by increasing further the number of emitters, the system
eventually bosonizes (that is, g(2)(0) = 1) and the quantum character of the emitted
light is then lost. Focusing now on the region associated with the photon-blockade effect,
in Figure 3.6 [Bottom] we observe that the minimum following the UP branch is deeper
than the LP one. Nevertheless, it is noticeable how both fade for larger sizes of the emitter
ensemble. Indeed, for N = 25 there are a wide range of coupling strengths where this
effect is not observable. On the contrary, for moderate values of the coupling the dip
corresponding to interference effects is not only present, but becomes quite pronounced.
Finally, from our perturbative approach we can obtain the analytical expression for
the correlation function g(2)(0) as well. Considering again the perturbative solution for


































where we have made use of the redefined detunings ∆̃SP and ∆̃QE of Equation 3.11. We
observe that, as expected, g(2)(0)→ 1 when N tends to infinity for a fixed value of the cou-
pling strength —hence the expression does recover the bosonization limit. Notice also that
the denominator of the first term coincides with the numerator of the analytical expres-
sion for the intensity (Equation 3.10), and the vanishing condition for the denominator of
the second term yields the polariton energies of the second-rung of the Tavis–Cummings
ladder.
3.1.4 Degree of bunching and antibunching
In order to obtain a general view of the degree of photon correlations attainable through
light-matter coupling, we evaluate Equation 3.13 at its spectral maxima and minima.
Figure 3.8 shows these extreme values of g(2)(0) as a function of the number of emitters
N and cooperativity C (Equation 3.12). Figure 3.8 (b) renders Max[g(2)(0)] (top, in
yellow) and Min[g(2)(0)] (bottom, in purple). Cuts of these maps at particular values of
the cooperativity are plotted in the corresponding panels of Figure 3.8 (a), ranging from
C = 0.1 (yellow) to C = 2 (purple). According to the statistics of the scattered photons,
three domains can be identified:
• For small emitter ensembles and large C , only positive correlations take place, as
observed in Figure 3.7 (a)-(c) for C > 1. In this regime, Max[g(2)(0)] grows when
the coupling strength increases, and it develops a maximum around N ∼ 10 for all
cooperativity values.
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• For very large emitter ensembles, polaritons bosonize (g(2)(0) = 1). Observe that,
according to Equation 3.13, the 1/N factor governs the degree of second-order
coherence g(2)(0). This yields that both maxima and minima approach 1 monoton-
ically as the number of emitters increases.
• At intermediate N and C , both bunched and antibunched emission takes place,
although within different spectral windows.
In this third domain, positive correlations decay monotonically with N , whereas neg-
ative correlations are enhanced. Observe, for instance, the lines corresponding to C = 1
(dark blue) and C = 2 (purple) in Figure 3.8 (a2). Min[g(2)(0)] starts diminishing with
N until it reaches a minimum value —this corresponds to the lowest g(2)(0) achievable
for a given C . Alternatively, we can think in the lowest g(2)(0) achievable for a given
number of emitters. If we focus on N = 40, for instance, we observe that negative corre-
lations increases as the light-matter coupling strengthens only up to a point, from which
an increase in the cooperativity produces a sharp fall in the correlations.
Therefore, the degree of second-order coherence g(2)(0) presents a minimum at a
particular number of emitters for a given coupling strength (or, alternatively, it presents
a minimum at a certain coupling strength for a given number of emitters). It can be
proven that this minimum coincides with a sharp dip in the population of the plasmon
state (written as a linear combination of polariton states) in the two-excitation manifold.
The three areas of differentiated photon statistics are schematized in Figure 3.9, where
the dashed line indicates the cooperativity value at which the minimum value of the
g(2)(0) is reached for a specific number of emitters. In the limit of µSP  µQE, which







Effectively, in Figure 3.9 we observe that the minimum is attained around C ∼ 0.5 for a
reduced number of emitters. Figure 3.8 (a2) also shows this minimum developing with
increasing cooperativity at N ∼ 10 and reaching g(2)(0) = 0 at C = 0.5. Remarkably,
Figure 3.8.
(a) Maximum (top) and
minimum (bottom) value
of the correlation function
g(2)(0) as a function of
the number of molecules
N for several values of the
single emitter cooperativ-
ity C . (b) Map of photon
positive (top) and nega-
tive (bottom) correlations
as a function of N and C .
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Figure 3.9. Division of




both bunching and anti-
bunching (lilac), and nei-
ther bunching nor anti-
bunching (white). For
each number N , the
dashed black line indi-
cates the cooperativity C
at which the value of
Min[g(2)(0)] is minimum
(that is, this curve cor-
responds to the minimum
of the function depicted in
Figure 3.8(b2))this zero in g(2)(0) shifts to larger N for higher cooperativity, yielding strong photon anti-
bunching at ensemble sizes as large as 100 quantum emitters. Therefore, as anticipated in
Figure 3.7 (d), plasmonic strong coupling leads to the emergence of strong quantum non-
linearities in large excitonic systems, which would present g(2)(0)' 1 when not coupled
to the plasmonic nanocavity (Figure 3.4 [Center]).
3.1.5 Varying the parameters
Although the quantitative results shown in Figure 3.6 depend on the specifics of the sys-
tem, we have checked that our findings and their fundamental implications remain valid
for a wide range of realistic configurations. In the following, we show the impact of dif-
ferent changes of the parameters on the preceding results. In particular, we first test the
effective Hamiltonian approach in the low pumping (perturbative) regime against full Li-
ouvillian calculations. Then, we analyze the case in which the surface plasmon field is
considered spatially inhomogeneous and when inhomogeneous broadening is introduced
for the quantum emitters. Note that emitters cannot be formally described through a
single bright state in these two cases, but must be treated individually. The effect of
plasmonic losses and the non-radiative decay of emitters on the second-order correlation
function is also studied. Next, dipole-dipole interactions among emitters are introduced,
exploring the sensitivity of photon correlations against these interactions. Finally, we dis-
cuss the impact of the open/closed character of the cavity. All the calculations in this
section are carried out for hybrid systems involving five quantum emitters (N = 5).
Effective Hamiltonian versus full Liouvillian
The effective non-Hermitian Hamiltonian Ĥeff in Equation 3.3 is obtained by taking the
low-pumping limit in the full master equation. The refilling terms in the Lindblad super-
operators describing the radiative and nonradiative damping associated with the plas-
monic mode and emitters can be neglected in this limit. Although these terms ensure the
normalization of the steady-state density matrix ρ̂, this condition can be relaxed in the
low-pumping regime. There, the population concentrates at the ground state |0〉 (no exci-
tations in the system), hence we can set Tr{ρ̂} ' 〈0|0〉= 1 and approximate the Lindblad
super-operators (defined in Equation 2.16) by:
LÔ[ρ̂]' −Ô
†Ôρ̂ − ρ̂Ô†Ô = −{Ô†Ô, ρ̂} . (3.14)
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where Ô stands for a general operator. The subtraction of the refilling terms from the
Lindblad super-operators not only enables the description of the steady-state of the sys-
tem in terms of an effective Hamiltonian, but, more importantly, it also removes its de-
pendence on the dark states of the emitter ensemble.
This approach yields exact results for low enough intensities of the laser field EL. This
is shown in Figure 3.10 for the particular case of N = 5, where all parameters remain the
same as in the preceding section. This figure shows the intensity (top) and the photon
correlations (bottom) as a function of the laser frequencyωL for five different values of the
single-emitter cooperativity C . While color solid lines plot the results derived from a full
Liouvillian treatment, black dotted lines result from effective Hamiltonian calculations.
The former were obtained from the numerical solution of the equation for the steady
state density matrix ρ̂ (Equation 3.2), computing the intensity I and the second-order

























D is the far-field electric operator given in Equation 3.6 . The pumping parame-
ters were set to ΩSP = 19 meV and ΩQE = 1 meV, and the steady-state density matrix was
calculated up to the three-excitation manifold. In all cases, both solutions are in perfect
agreement. Note that a rather moderate number of emitters was chosen as the Liouvillian
calculations become cumbersome for larger ensemble sizes.
Figure 3.10. Scattering
intensity (top) and zero-
delay second-order cor-
relation function g(2)(0)
(bottom) versus laser fre-
quency for N = 5 emitters
coupled to a plasmonic
cavity for various coop-
erativity values, ranging
from C = 0.1 (yellow) to
C = 2 (purple). Solid
color lines stand for the
full Liouvillian computa-
tions, where black dotted


































Spatial inhomogeneity of the plasmon near-field
Second, we analyze the effect that the introduction of spatial inhomogeneity in the surface
plasmon near-field has on the scattering intensity and photon correlations for strongly

































































ωL for various C-values.
Solid lines correspond to
spatially inhomogeneous
plasmon near-fields with
20 (a), 50 (b) and 90
% (c) variation in ESP‖
within the emitter ensem-
ble. Dotted lines render
homogeneous (uniform
ESP‖) results, and are the
same in all cases.
coupled emitter ensembles. A spatially dependent surface plasmon field, ESP = ESP(r ),
would lead to a coupling strength varying across the emitter ensemble as:
λn = ESP(r n) ·µQE,n = ESP‖(r n)µQE, (3.15)
where r n denotes the position of the n-th emitter, and ESP‖(rn) stands for the electric
field component parallel to the emitter dipole moment at this position. For simplicity,
we assume that all the emitter dipole moments µQE,n are parallel and present the same
magnitude µQE. Besides, this helps us to better explore the spatial dependence of the
plasmonic near-field. In contrast to Equation 3.1, the Hamiltonian describing the coherent










† + â) +ΩQE(Ŝ
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Under low-pumping conditions, the full Liouvillian describing the steady-state density
matrix for a hybrid system, in which the light-matter coupling is given by Equation 3.15,
can still be mapped into an effective non-Hermitian Hamiltonian as in Equation 3.3. The
Lindblad terms can be still approximated in the form of Equation 3.14. Nevertheless, cal-
culating the steady-state for this Hamiltonian requires accounting for not only the bright
state of the emitter ensemble but also all the dark states (due to the presence of the single-
atom operators σ̂n in Equation 3.16). This makes its computation much heavier, despite
the fact that the perturbative treatment explained above remains valid.
Figure 3.11 plots the scattering intensity I (top) and zero-delay second-order corre-
lation function g(2)(0) (bottom) for the coupled system with five different single-emitter
cooperativities, ranging from C = 0.1 (yellow) to C = 2 (purple). While dotted lines cor-
respond to plasmonic cavities with a uniform (homogeneous) electric near-field across
the ensemble, solid lines render I and g(2)(0) for various degrees of spatial inhomogene-
ity in ESP‖: 20 (a), 50 (b) and 90% (c). Note that these percentages indicate the relative
deviation of the extremal values of λn. In order to make a meaningful comparison be-
tween different systems, the collective coupling strength is kept constant in all cases (for
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The top panels of Figure 3.11 demonstrate that the far-field intensity is very robust
to variations in the individual coupling λn. In top panels (a) and (b), homogeneous and
inhomogeneous calculations virtually overlap. Only at 90% plasmonic inhomogeneity, ap-
preciable deviations between both sets of data take place. Note that the contrast between
UP and LP peaks decreases with spatial inhomogeneity. The bottom panels of Figure 3.11
show that photon correlations are more sensitive to spatial inhomogeneities of the plas-
monic near-field. We can observe that a non-uniform electric near-field leads to two main
effects on g(2)(0):
• For large values of the cooperativity, the bunching maxima broaden and their height
increases. This removes regions of moderate antibunching that emerge for inter-
mediate cooperativity (C=0.5) in the homogeneous case.
• At lower values of the cooperativity, the deep antibunching minima shift towards
higher laser frequencies ωL, but the minimum in g
(2)(0) presents a similar depth.
In fact, the correlation minima at C = 0.1 and C = 0.25 are still slightly deeper in
the inhomogeneous calculations.
Despite these differences, Figure 3.11 proves that plasmon spatial inhomogeneities do not
lead to qualitative changes neither in the intensity nor in photon correlations.
Inhomogeneous broadening in the emitter ensemble
Next, we focus on how the inhomogeneous broadening of the emitter transition frequen-
cies may affect the photon correlations in the hybrid system. In contrast to Equation 3.1,
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where ∆QE,n ≡ ωQE,n −ωL, and ωQE,n is the transition frequency for the n-th quantum
emitter. The description of radiative and nonradiative damping remains the same as in
Equation 3.14. Nevertheless, like in the previous section, obtaining the steady-state so-
lution for this Hamiltonian requires considering the dark states of the emitter ensemble,
even in its perturbative treatment.
Figure 3.12 displays g(2)(0) versus laser frequency ωL and cooperativity C for inho-
mogeneously broaden emitter ensembles (N = 5). All the parameters remain the same
as in Figure 3.7 (b), except for the emitter transition frequencies: they are now uniformly
distributed around ω0 = ωSP = 3 eV. The minimum and maximum values of the ratio
|ωQE,n −ω0|/γnrQE are indicated by the percentages above each panel. Panels (a) and (b)
show that photon correlations are not affected by differences in the emission frequen-
cies if these are smaller than or comparable to γnrQE = 15 meV. In panel (c), the spectral
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laser frequency ωL and
cooperativity C for a emit-
ter ensembles with γnrQE =
15 meV. The emitter tran-
sition frequencies are uni-
formly distributed around
ωSP. The percentages in-
dicate the extremal values
of the ratio in each panel.
broadening is twice larger than the nonradiative decay rate, and we can observe that the
region of antibunching is slightly distorted and extents into larger values of the coop-
erativity. Finally, five well defined spectral lines (as many as emitters in the ensemble)
yielding g(2)(0)< 1 are apparent in panel (d). In this case, |ωQE,n−ω0| is up to five times
larger than γnrQE and the photon correlation maps are qualitatively different from those
obtained for identical emitters. Thus, Figure 3.12 shows that a large emitter nonradia-
tive decay rate (low quantum yield) increases the robustness of the hybrid system against
inhomogeneous broadening effects.
Effect of plasmon losses and emitter nonradiative decay
Now, we investigate the effect of the plasmon damping and the emitter nonradiative de-
cay on the correlations of the photon scattered by these hybrid systems. Here, we neglect
spectral inhomogeneities in the ensemble, and focus on emitters with identical character-
istics (that is, with the same transition frequency ωQE and decay rate γQE).
In the first place, we explore the variation of the plasmon losses. Figure 3.13 displays
photon correlation maps for values of the damping rate γSP ranging from 500 meV to 10
meV. In order to allow the comparison between different systems, the coupling strength is
expressed in terms of the coupling strength λ, instead of the single-emitter cooperativity
C (Equation 3.12). Notice that panel (c) corresponds to the case before considered (see
Figure 3.7 (b)). Panels (a) and (b) show that the regions yielding strong photon correla-
tions widen significantly (both in λ and ωL) by increasing plasmon losses. This broaden-
ing is accompanied by a slight shift towards higher coupling strengths. On the contrary,
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for lower plasmon damping, as shown in panel (d). The comparison against panel (c)
indicates that the asymmetry in g(2)(0) around the resonant condition ωL = ωQE/SP di-
minishes with decreasing γSP. More interestingly, for larger λ, the system develops a
rather spectrally symmetric correlation function maximum (strong bunching) centered at
ωQE/SP. This is accompanied by two g
(2)(0) minimum side bands, associated with the
photon-blockade effect later discussed.
Figure 3.14 renders g(2)(0) as a function of the laser frequency ωL and the coupling
strength λ for identical quantum emitters with different values of the nonradiative de-
cay γnrQE. Panel (b) is taken as a reference, since it is equivalent to Figure 3.7 (b) and
corresponds to emitters with very low quantum yield (Q = 7 · 10−5). By increasing γnrQE,
the region of antibunching widens in ωL and moves to higher values of the cooperativity,
as shown in panel (a). On the contrary, panel (c) shows that, by reducing the emitter
nonradiative decay rate, g(2)(0)< 1 takes place into narrower spectral windows at lower
coupling strengths. As expected, this phenomenology is very similar to the one shown in
Figure 3.13, as both emitter and plasmon decay rates contribute in the same way to the
polariton linewidth. Panel (d) displays photon correlations for emitters with a quantum
yield Q = 10−3, showing the same trend as panels (a)-(c). The bottom inset zooms into
the antibunching region. The top inset renders g(2)(0) within the same window but for
emitters with a quantum yield Q= 0.5 (γnrQE = γ
r
QE = 6µeV). The correlation functions for
both systems only present a slight difference within this region. Note that the latter de-
velops an extremely narrow and rather shallow antibunching band close to the condition
ωL =ωQE/SP.
Therefore, the parametric studies presented in Figure 3.13 and Figure 3.14 show that
the significant nonradiative losses inherent to organic molecules and plasmonic cavities
allow for the generation of robust photon correlations in hybrid systems.
Impact of emitter-emitter interactions
Finally, we explore how photon correlations are altered when dipole-dipole interactions
within the emitter ensemble are taken into account. These are described by adding new
terms to the Hamiltonian Ĥ of Equation 3.1. The new Hamiltonian Ĥ ′ acquires the form:







i σ̂ j + σ̂
†
j σ̂i],
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where indices i and j run from 1 to N , and Vi j stand for the interaction strength between
the corresponding emitters (with i 6= j). The implementation of this Hamiltonian requires
considering a specific configuration of the hybrid system. For simplicity, we assume that
all emitters are placed along a ring of radius R, and that their dipole moments are all




4πε0|r i − r j |3
(3.17)
where r i represents the position corresponding to the i-th emitter. Note that all emitters
are identical and are coupled with the same strength λ to the plasmonic cavity. Previous
theoretical studies on single-particle and dimer nanocavities [433, 439] have shown that
the coupling λ scales with the inverse of the volume of the system, in a similar way as
Equation 3.17. Therefore, increasing the radius of the emitter distribution does not alter
the ratio Vi j/λ.
In Figure 3.15, we explore the effect of dipole-dipole interactions. Panels (a) and
(b) plot g(2)(0) versus laser frequency for ensembles of N = 5 emitters distributed in
rings with R = 9 (yellow-green), 10 (turquoise), and 12 (purple) nm. The nanocavity
is modelled as a silver nanosphere with radius of 6 nm in the center of the emitter ring.
The coupling strength for the dipolar plasmon mode supported by the system is computed
according to Delga et al. [433], obtaining λ = 37, 27, and 16 meV for R = 9, 10, and
12 nm, respectively. In these panels, dotted lines render the values of g(2)(0) obtained
within the non-interacting emitter approximation. Notice that these spectra correspond
to cuts at single-emitter cooperativities C equal to 1.80 (green), 0.98 (turquoise) and
0.35 (purple) in Figure 3.7 (b). The three values of the radii have been chosen so that
the smallest yields a broad bunching maxima and the largest a narrow antibunching dip,
with an intermediate configuration in between.
Solid lines in the left panel of Figure 3.15 plot g(2)(0) for interacting emitters evenly
distributed along the ring (2π radians). We can observe that the impact of dipole-dipole
interactions in photon correlations is moderate for the three emitter ensembles, with the
smallest effect in the case showing antibunching (R = 12 nm). As the ratio Vi j/λ is the
same for all values of R, we can infer that there is another energy scale that affects the
sensitivity of the system to emitter interactions. Solid lines in the central panel of Fig-
ure 3.15 show photon correlation spectra for an ensemble that spreads only within 0.88π
radians along the ring (see insets). By varying the angular extent of the emitter arrange-
ment, all the parameters except for Vi j remain the same as in the left panel. Specifically,
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leading to a more significant impact of dipole-dipole interactions on g(2)(0). Interestingly,
we again find that while bunching (observed at R= 9 and 10 nm) is severely impacted by
interactions, the antibunching observed at R= 12 nm is quite robust —notice that g(2)(0)
shows almost the same shape but shifted in energy compared to the non-interacting case.
In order to explore this in more detail, the right panel of Figure 3.15 shows the min-
imum value of g(2)(0) obtained for a large number of completely random configurations
of emitters along the ring, plotted as a function of δQE, the largest energy shift obtained
by diagonalizing just the emitter-emitter interaction. This shows that the degree of anti-
bunching in the system is quite robust against emitter-emitter interactions and only slowly
decreases as the interaction-induced shifts increase. Once the interactions become com-
parable to the emitter linewidth γQE = 15 meV, a similar regime is entered, which is similar
to the case of large inhomogeneous broadening (see Figure 3.12). The plasmon then does
not couple collectively to all emitters, but almost independently to different energetically
resolved superpositions of emitters. This leads to an effective interaction with fewer QEs,
and thus even more pronounced antibunching in some cases.
Open and closed cavities
Plasmonic nanocavities are referred to as open cavities in the sense that emitters are
driven by the external laser field, and their emission is received at the detector. On the
contrary, a closed configuration is typical of inorganic semiconductor microcavities, where
only the photonic mode is pumped by the laser, and the emission coming from the cav-
ity is the only field measured at the detector. Considering the same cavity and emitter
parameters that we have used so far, we can explore the changes introduced when quan-
tum emitters are not directly pumped by the laser and only the radiation coming from
the cavity is registered, thus mimicking the setup of a closed cavity with a plasmonic
nanocavity.
Results for the intensity I and the correlation function g(2)(0) for different values of
the coupling strength λ are shown in Figure 3.16 for these two situations: with (a) and
without (b) considering both the pumping and the emission associated with the emitter
ensemble. To make the comparison, we present the particular case of a collection of N = 5
quantum emitters. Therefore, the lines appearing in the left-hand column of Figure 3.16
correspond to cuts of the maps (b1) and (b2) of Figure 3.6 at four particular values of the
coupling strength.
First, in Figure 3.16 [Top row]we notice that the asymmetry in the two intensity peaks
is removed when considering only the emission from the cavity. As commented before,
for an open cavity the effective dipole moment of the LP and the UP are, respectively, the
parallel and antiparallel superpositions of those of the cavity and the quantum emitters.
This makes the emission of the UP brighter, and it also introduces a clear dependence
on the number of emitters. On the contrary, in the closed configuration both polaritons
radiate with the same associated dipole moment (corresponding to the cavity, which is the
same regardless the ensemble size). The associated emission is thus identical. Notice also
that the positions of the intensity peaks are the same for open and closed configurations,
as the polariton energies do not change.
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Figure 3.16. Scatter-
ing intensity I (top row)
and correlation function
g(2)(0) (bottom row) ver-
sus laser detuning ωL−ω0
for a system of N = 5
quantum emitters coupled
to a plasmonic nanocav-
ity for various coupling
strengths with (a) and
without (b) considering
the pumping to and the
emission from the quan-
tum emitters.
The symmetry observed in the intensity patterns for the closed configuration is also
kept in the correlation function g(2)(0) (Figure 3.16 [Bottom row]). Apart from this dif-
ference, the main features concerning the statistics of the emission are kept, namely: first,
around the zero value of the laser detuning (ωL =ω0) there exists a dip for reduced values
of the coupling strength, whereas a maximum is developed as the interaction increases;
and, second, for frequencies near the one-excitation polaritons, the photon blockade ef-
fect is observable. Looking at Figure 3.16 (a2), we confirm that the minimum following
the UP branch is the deepest.
3.2 Photon statistics in semiconductor microcavities
The demand for macroscopic quantum light sources is driving a growing interest in the
properties of the light generated by all kinds of hybrid systems, including those involving
a mesoscopic number of emitters. In Section 3.1 we discussed the potential of plasmonic
nanocavities in this context, as they enable strong photon correlations even when the
number of emitters is large. But there exist many other physical implementations in which
antibunched emission could be obtained thanks to this procedure based on strong light-
matter coupling. Semiconductor microcavities reveal themselves as an excellent platform
to this end due to the wide variety of available experimental realizations. Analyzing the
particularities of each system in the generation of single photons would help us to take
the most of each configuration.
Here, we investigate the quantum statistics of the light scattered from a semiconduc-
tor microcavity coupled to a mesoscopic ensemble of quantum dots under low coherent
pumping, comparing the results with those obtained in the previous section for a col-
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lection of organic molecules coupled to a plasmonic nanocavity. This content is part of
the work published as: R. Sáez-Blázquez, J. Feist, F. J. García-Vidal, and A. I. Fernández-
Domínguez, "Photon statistics in collective strong coupling: Nanocavities and microcavities"
Phys. Rev A 98, 013839 (2018).
3.2.1 The system: a collection of emitters either in a plasmonic nanocavity
or in a semiconductor microcavity
In this section, the system under study is a collection of quantum dots embedded in a semi-
conductor microcavity. With the aim to make the comparison with the situation studied
in Section 3.1, we consider the general case of N quantum emitters located in a cavity
and highlight the differences.
Model and theoretical description
The modelling of the system is thus the same as the one performed in the previous section:
we have collection of N two-level systems coupled to a single cavity mode supported by
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where we have substituted the subscript SP in the parameters referring to the surface
plasmon mode for a C, as we now deal with a generic cavity. Every emitter is coupled
to a quantized single cavity mode through the electric-dipole interaction, and they are
considered not to interact among them apart from through the cavity mode. A laser field
coherently pumps the system, and the emitted light is collected in a detector located in
the far-field.
An illustration of the system is depicted in Figure 3.17, where the two cases of a
nanocavity (left) and a microcavity (right) are distinguished. Both the pumping and the
emission varies according to the corresponding open or closed character: whereas for
nanocavities the entire system is pumped and the radiation from both the quantum emit-
ters and the cavity is observed (open configuration), in microcavities the coupling to
the outside mode is mediated by the mirrors, such that only the cavity mode is pumped
and only its emission is received at the detector (closed configuration). Apart from this
fundamental distinction, the size and characteristic losses are also differentiating features
between these two types of cavities. By nanocavities, we are referring to plasmonic cav-
ities, where the spatial dimensions are reduced to the nanometre scale and cavity losses
are substantial (∼ 0.1 eV) [440]. In contrast, by microcavities we refer here to photonic
crystals and other semiconductor structures with sizes of the order of micrometres and
whose absorption is much lower (∼ 0.1 meV) [7].
The theoretical description of the time dynamics is also equivalent to that performed
in Subsection 3.1.1, so we refer to that part for all necessary details. Once the steady state
is known from the perturbative procedure there described, the correlation properties of
the emitted light are calculated. Nevertheless, the negative-frequency part of the scat-
tered far-field operator at the detector, E(−)D depends on the type of cavity we consider:
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Figure 3.17. Scheme
of the systems, composed
of a collection of quan-
tum emitters coupled to
an electromagnetic mode
supported by either a
nano- (left) or a micro-
(right) cavity. The set of
parameters characterising
the system are sketched.
while for nanocavities the radiation from both cavity and quantum emitters is taken into
account (Equation 3.6), E(−)D ∝ µCâ
†+µQEŜ
+, for microcavities just the emission coming
from the cavity is detected, E(−)D ∝ µCâ
†. This reflects the open/closed character of each
type of cavity. Note that the differences between the electromagnetic Green’s function
describing the emission from the cavity and the various emitters in these cavities can be
neglected due to their deeply subwavelength dimensions.
Parameters
As in Section 3.1, our attention is focused on resonant coupling, settingωC,ωQE ≡ω0 = 3
eV in all cases. Beyond that, we have to consider a specific set of parameters for each
system. The dissipation rate associated with the semiconductor microcavity is taken to
be γC = 66 µeV (16 GHz) [191], which corresponds to the spontaneous decay rate of a
dipole moment µC = 3.1 e·nm [21]. On the contrary, substantial nonradiative losses are
a distinctive feature of plasmonic nanocavities [29, 441], hence we set γC = 0.1 eV (24
THz) for the nanocavity. This value also incorporates the radiative losses corresponding
to a dipole with µC = 19 e·nm, which mimics the cavity emission [363].
Regarding the emitters , we consider those typically used in the experimental setups
involving each cavity. First, the quantum emitters usually located inside dielectric cavi-
ties are characterized by negligible nonradiative losses, thus γnrQE = 0. In particular, we
choose semiconductor quantum dots with a dipole moment µQE = 0.25 e·nm, which
corresponds to a radiative decay rate γrQE = 0.41 µeV (0.10 GHz) [191]. Conversely, the
quantum emitters interacting with plasmonic nanocavities were considered to be organic
molecules with µQE = 1 e·nm, and presenting very low quantum yield (Equation 1.2).
The specific rates chosen for these emitters are γnrQE = 15 meV (3.6 THz) and γ
r
QE = 6 µeV
(1.5 GHz). Note that a rather large nonradiative decay rate was considered in order to
account for the quantum-yield reduction experienced by organic molecules arranged in
dense ensembles [434].
In our study, we assume that both open and closed cavities operate at low temperature,
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which diminishes greatly the impact of pure-dephasing processes in the dynamics of both
quantum dots [442] and organic molecules [443]. Accordingly, we have not included
this decoherence mechanism in our theoretical model. Besides, we consider again that
the external laser field EL is parallel to both the cavity and the quantum emitters dipole
moments. Note that this turns out to be the optimal configuration to enter the strong
coupling regime.
3.2.2 Intensity and coherence
In Section 3.1 we studied the plasmonic nanocavity, where the light reaching the detector
comes from both the quantum emitters and the cavity itself. Now we focus on the typi-
cal configuration of dielectric microcavities, where only the cavity mode is pumped and
direct emission from the emitters is not considered (closed configuration). A study sim-
ilar to the previous section is carried out, determining the intensity I and the zero-delay
second-order correlation function g(2)(0). The results are shown in Figure 3.18 for the
same three cases considered in Figure 3.18, that is: N = 1 (a), 5 (b), and 25 (c) quantum
emitters coupled to the cavity.
Intensity
The intensity panels are plotted in Figure 3.18 [Top], which reveal again the presence
of the two polariton branches when entering the strong coupling regime. The energies
corresponding to the dressed states in the one-excitation manifold are plotted in dotted
lines, and they overlap the intensity peaks. Nevertheless, in contrast to the nanocavity
configuration, these two intensity maxima are symmetric and barely vary their height as
the number of emitters increases. As previously commented, this is due to the fact that
only the emission from the cavity is registered, so the effective radiating dipole moment
is always the same.
This underlying symmetry is also revealed in the analytical expression of the inten-
sity, computed from the perturbative approach. First, we determine the steady-state so-



















There, ∆̃C and ∆̃QE are the detunings redefined equivalently to Equation 3.11, that is:
∆̃C ≡∆C − iγC/2 ,
∆̃QE ≡∆QE − i(γnrQE + Nγ
r
C)/2 .
The expression for the intensity can be reproduced from that corresponding to nanocavi-
ties (Equation 3.10) just by considering the limit µQE → 0. We observe that the denomi-
nator remains unchanged, so its vanishing condition give us again the energy dispersion
for the polaritons and hence the position of the intensity maxima.
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(top row) and correlation
function g(2)(0) (bottom
row) versus laser detuning
and coupling strength
(in units of the cavity
decay rate γC) for a
system of N = 1 (a), 5
(b) and 25 (c) quantum
emitters coupled to a
dielectric microcavity.
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Insets zoom into the low
coupling region. Magenta
marks indicate points
whose g(2)(τ) is plotted
in Figure 3.22 (b1).
Coherence
The results for the correlation function g(2)(0) depicted in the bottom row of Figure 3.18
show a similar pattern to the ones found for nanocavities (Figure 3.6), although incorpo-
rating the symmetry already expected. Around the zero laser detuning (ωL = ω0) and
for intermediate (or large) coupling strengths we find super-Poissonian statistics (yel-
low coloured). These panels also show the two types of sub-Poissonian emission (blue
coloured) previously observed: the associated with the phenomenon of photon block-
ade, as well as that related to destructive interference. The position of the eigenenergies
corresponding both to the one- and two-excitation manifolds are plotted in dotted and
dashed lines, respectively, overlapping the correlation maps. The frequencies where the
photon blockade effect occurs are easily relatable next to the dotted lines. Nevertheless,
it is in the other area of sub-Poissonian emission —the one associated with interference
effects— where the main difference between open and closed cavities appears. Apart
from the spectral symmetry already discussed, the development of two dips instead of a
single one is the most apparent feature. For lower values of the coupling strength, we
find g(2)(0) = 1 at zero detuning, while on both sides of this frequency, a window with
sub-Poissonian emission is visible. The presence of this double dip pattern disappears
when introducing nonradiative losses associated with the quantum emitters.
The evolution of correlations as the number of emitters increases differs from the
open nanocavity case. Apart from the fact that symmetry modifies the laser frequencies at
which the different regions are achieved (for a specific value of the coupling strength), the
main variation concerns the sub-Poissonian emission caused by destructive interference.
These areas are enlarged in the insets of Figure 3.18. As the ensemble size increases, the
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parameter ranges in which we find g(2)(0) < 1 clearly widen. Therefore, it is possible
to obtain antibunched emission for a specific coupling strength just by increasing the
number of emitters. Beyond a particular N , the system tends to reach the bosonization
limit, where g(2)(0) = 1. The onset of this regime depends on the coupling strength
between cavity and emitters and, as seen in Figure 3.18 (c2), for N = 25 we still find
significant negative correlations for a wide interval of coupling values. Note that the
photon blockade region does not endure so long and it practically disappears for a few
emitters within this coupling range.
There exists a major aspect, not mentioned before, that should be highlighted: the
range of laser detunings at which this non-classical behaviour is found is of the order of
meV. Notice that the energy scale in Figure 3.18 differs in three orders of magnitude from
the one corresponding to nanocavities (Figure 3.6). Therefore, the spectral robustness
and accessibility of the antibunched regions is significantly different in open and closed
cavities, specially in the case of interference-induced negative correlations.
Finally, to gain insight into the coherence properties discussed above, we present the


























which can be also obtained by taking µQE → 0 in Equation 3.13. Again, this expression
yields g(2)(0) = 1 when N → ∞, so the classical behaviour is recovered in this limit.
Note as well that we find g(2)(0) = 1 at the resonant frequency ωL =ω0 when all losses
are neglected.
3.3 Exploring configurations with sub-Poissonian statistics
Two different configurations have been explored in the preceding sections as potential
single-photon sources. Both organic molecules in plasmonic nanocavities (Section 3.1)
and quantum dots in semiconductor microcavities (Section 3.2) have been shown to en-
hance photon correlations even when the number of emitters is large. Understanding the
processes through which photon correlations are created, and identifying the role of the
different factors involved, would help to take the most of each available configuration.
Here, we explore the two mechanisms leading to sub-Poissonian statistics —namely,
the photon blockade effect and destructive interference processes. We also study the
dependence of these two types of negative correlations on the spectral detuning between
cavity and emitters, as well as its evolution as the time delay between photon detections
increases. Throughout the discussion, the performance of plasmonic nanocavities and
dielectric microcavities are compared.
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3.3.1 Presence of two mechanisms leading to sub-Poissonian light
Studying the photon statistics of the light emitted by coupled systems, we have identified
two types of sub-Poissonian emission appearing in both nanocavities and microcavities. In
order to shed light into their different nature, we now proceed to examine their presence
in more detail. We consider the same parameters as before, starting with the resonant case
ωC,ωQE ≡ω0 = 3 eV. In Figure 3.19, the focus is on the photon blockade effect —which
takes place close to the polariton energies of the one-excitation manifold—, whereas in
Figure 3.20 we study the sub-Poissonian emission associated with destructive interfer-
ence —which appears for moderate coupling strength in the region of zero-detuning. The
population, the intensity I , and the correlation functions G(2)(0) and g(2)(0) (see Subsec-
tion 2.3.3 for the definitions) are plotted as a function of the laser detuning ωL − ω0
for nano- (left-hand side panels) and micro- (right-hand side panels) cavities at specific
coupling strengths to explore these processes.
Photon blockade
The sub-Poissonian emission due to the photon blockade effect originates from the an-
harmonicity of the Tavis–Cummings ladder, as we have commented before. When the
laser has an energy close to that of one of the polaritons at the one-excitation manifold,
the population of this particular hybrid state increases. In panels (a1) and (b1) of Fig-
ure 3.19, populations are plotted in the basis of the dressed states. There, the continuous
coloured lines, corresponding to the population of the UP (dark pink) and the LP (light
pink), experience an increase when the laser frequency is tuned to be in the vicinity of
the corresponding polariton frequency (continuous vertical grey lines). Nevertheless, for
these specific energies, the laser is out of resonance for promoting the state from the
one- to the two-excitation manifold (dashed vertical grey lines depict these energy differ-
ences). This diminishes the probability of emission of two simultaneous photons, which
in turn leads to sub-Poissonian statistics. These panels also show, in dashed coloured
lines, the populations of the states belonging to the two-excitation manifold: two LPs
(light pink), one LP and one UP (very light grey) and two UPs (dark pink). Note that
the maxima of these curves are not located exactly at the polariton frequencies, but they
are slightly shifted as a consequence of the energy differences between the one- and the
two-excitation manifolds.
When the populations are expressed in terms of the cavity and emitter states, panels
(a2) and (b2) of Figure 3.19, all curves belonging to the same subspace (continuous or
dashed lines for the one- and two-excitation manifolds, respectively) seem to converge to
the same value at the frequencies where the photon blockade phenomenon takes place
(that is, near the polariton frequencies). Apart from that, we observe that there exist two
clear minima in the population curves corresponding to the state with one (continuous
dark blue line) and two (dashed dark blue line) excitations in the cavity. Each of them
has a replica in one of the curves depicted in panels (a3) and (b3) of Figure 3.19. This is
especially visible for the nanocavities where these two minima do not coincide. Indeed,
the intensity (yellow line) and the G(2)(0) (ochre line) functions reproduce the form of
the populations of the states with one and two excitations in the cavity mode, respectively.
The origin of this correspondence is clear for the closed configuration (as only the emission
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Figure 3.19.
Population [in the polari-
ton basis (first row) and in
the cavity-emitters basis
(second row)], intensity I ,
and correlation functions
G(2)(0) and g(2)(0) ver-
sus laser detuning for a
system of N = 5 quan-
tum emitters coupled to
a nano- (a) and a micro-
(b) cavity at coupling
strength λ/γC = 2 (for
which the photon block-
ade effect appears). In
these panels, continuous
vertical grey lines indicate
the polariton frequencies
in the one-excitation man-
ifold, while the dashed
ones represent the en-
ergy differences between
the state of one LP and
one UP (belonging to the
two-excitation manifold)
and the state with either
one LP (left dashed line)
or one UP (right dashed
line).
from the cavity is detected). For the open one, it results from the fact that the dipole
moment of the cavity is greater than the collective dipole of the emitter ensemble. Hence
the former contributes the most to the emitted light (for a reduced number of emitters).
Note that intensity accounts for one-photon processes, while G(2)(0) reflects two-photon
processes instead (Equation 3.8).
The intensity plots reflect the presence of the polariton energies as well—each scat-
tering peak coincides with a maximum in the polariton population and, naturally, with
the position of the polariton energy. The intensity minima are certainly located between
the two polariton energies, far from resonance. The fact that the maxima in G(2)(0) are
shifted from those in the scattered intensity provokes the characteristic shape in the nor-
malized second-order correlation function, shown in panels (a4) and (b4) of Figure 3.19.
Values of the g(2)(0) function below one are located close to the polariton energies (verti-
cal continuous grey lines), whereas there appear two relative maxima at laser frequencies
that match energy differences between the one- and the two-excitation manifold (vertical
dashed grey lines). For the nanocavity, the different positions of I and G(2)(0) minima in
Figure 3.19 (a3) leads to maxima and a minima in g
(2)(0) near resonance, although the
emission is always super-Poissonian in this frequency window.
























































Population (in the cavity-
emitters basis), intensity
I , and correlation func-
tions G(2)(0) and g(2)(0)
versus laser detuning for
a system of N = 5 quan-
tum emitters coupled to
a nano- (a) and a micro-
(b) cavity at coupling
strengths λ/γC = 0.2





The decrease of g(2)(0) below one is referred to as unconventional photon blockade when
its origin cannot be explained in terms of the energy levels as done for the (conventional)
photon blockade effect. Actually, these negative correlations are produced due to the
destructive interference between different available decay paths [212, 213].
The population curves, panels (a1) and (b1) in Figure 3.20, reveal that it is a decrease
in the population of the state corresponding to two cavity-mode excitations (dashed dark
blue lines) that produces the minimum in the G(2)(0) function. It is then transferred to
the normalized g(2)(0) and, consequently, there appears sub-Poissonian statistics in the
vicinity of this laser frequency. This correspondence between cavity population and cor-
relations is observed in both types of cavities, although there exists a difference between
them: whereas only one dip takes place in nanocavities, two of them emerge in the case
of microcavities. Notice that this behaviour differs from the photon blockade mechanism,
where a related fall in the population of the state with two cavity-mode excitations is not
observed (on the contrary, as previously pointed out, all populations seem to converge to
the same value).
The intensity and correlation function G(2)(0) are depicted in panels (a2) and (b2) in
Figure 3.20. As in the previous case, these curves clearly follow the shape of the popu-
lations associated with the states corresponding to one (continuous dark blue lines) and
two (dashed dark blue lines) excitations in the cavity mode, respectively. The different
position of the minima for these two magnitudes is again responsible for the shape of
the g(2)(0) function. Nevertheless, now values below one are reached (the interference-
induced photon correlations). In Figure 3.19, the minimum in the G(2) did not lead to
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sub-Poissonian statistics, although it did correspond to a minimum in g(2)(0). Note that
this fall was not so abrupt when compared with the intensity dip.
3.3.2 Effect of detuning between cavity and emitters frequencies on the
correlation function g (2)(0)
Our discussion has been focused on the resonant case so far, in which cavity and emit-
ters present the same frequency ω0. We now explore the effect of the detuning on the
correlation function g(2)(0). For the two emitter case, it has been shown that the pa-
rameter range in which sub-Poissonian statistics emerges can be enlarged by means of
the introduction of detuning between cavity and emitters frequencies [243]: the spectral
window becomes wider, and stronger couplings are required. This is the tendency we
observe in Figure 3.21, where the correlation function g(2)(0) is plotted versus the laser
detuning ωL −ωC and the coupling strength λ for various values of the cavity-emitter
detuning Θ ≡ωQE −ωC. There, the emitter frequencies ωQE vary while the cavity mode
resonance is always fixed to be ωC =ω0 ≡ 3 eV. The case considered is that composed of
N = 5 quantum emitters coupled to either a nano- (top row) or a micro- (bottom row)
cavity, hence these would correspond to panels (b2) from Figure 3.6 and Figure 3.18,
respectively, if no detuning were present (that is, Θ = 0).
Figure 3.21 shows that, effectively, for both types of cavities the region with interferen-
ce-induced correlations spreads as the difference in energy between cavity and emitters
increases, although this effect is more pronounced in microcavities. Via detuning, the
range of laser frequencies for which sub-Poissonian emission is attainable broadens —it
extends over a frequency window with a width of almost half the detuning. Focusing now
on the vertical axis, we observe that for a particular value of the coupling strength, it is
possible to have g(2)(0) < 1 near the resonant frequency just by increasing the detuning
between cavity and emitters. Furthermore, note that the introduction of detuning makes
it possible to achieve lower values of g(2)(0), whereby improving the quantum character
of the emitted light. This is also true for the photon blockade effect following the UP—
since this is the dressed state with a greater emitter contribution in this case—, which
deepens. For a better visualization, the energies corresponding to the eigenvalues of the
dressed states are plotted in dotted (one-excitation manifold) and dashed (two-excitation
manifold) lines in all panels. For both nano- and microcavities, the photon blockade effect
reinforces near the UP, whereas it fades at the LP. For instance, when Θ = 3γC the photon
blockade effect following the lower branch disappears—no sub-Poissonian emission takes
place in its surroundings. Note that varying the sign of the detuning, the roles of UP and
LP are exchanged.
Regarding the region with interference-induced correlations, there exists a particular-
ity for the microcavity that is worth mentioning: now we only observe one prevailing dip,
instead of two (as it was for the zero detuning case, Θ = 0). As a consequence of the loss
of symmetry, the dip closer to the emitter frequency becomes narrower, and the other one
widens, when the detuning increases. This makes the patterns observed for g(2)(0) at a
specific detuning Θ quite similar for nano- and microcavities. Nevertheless, the energy
range is very different—note that the coupling strength λ is given in units of the decay
rate γC , and the values corresponding to plasmonic (γC ∼ 0.1 eV) and dielectric (γC ∼ 0.1
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strength (in units of the
cavity decay rate γC) for a
system of N = 5 quantum
emitters coupled to a
nano- (top row) and a
micro- (bottom row)
cavity for various values
of the detuning between
cavity and emitters, Θ =
1 γC (a), 2 γC (b), and 3
γC (c). In these panels,





Horizontal pink lines and
magenta marks in (c)
panels indicate points
whose g(2)(0) is plotted
in Figure 3.23.
meV) cavities differ by around three orders of magnitude (as do the laser detunings).
3.3.3 Dependence of the correlation function g (2)(τ) on the time delay τ
Finally, we study the behaviour of the second-order correlation function g(2)(τ) at non-
zero time delaysτ for various configurations displaying sub-Poissonian statistics (g(2)(0)<
1). This helps us to resolve whether the emitted light is actually antibunched (g(2)(0) <
g(2)(τ)). In top panels of Figure 3.22, we plot g(2)(τ) as a function of τ (in units of the
cavity lifetime 1/γC) for an ensemble of N quantum emitters interacting with either a
nano- (a) or a microcavity (b) when there is no detuning between them (Θ = 0). We
consider three ensemble sizes N = 1 (yellow lines), 5 (green lines), and 25 (blue lines),
and select two different configurations for each case: one belonging to the photon block-
ade area (continuous lines) and the another displaying sub-Poissonian statistics due to
quantum interference effects (dotted lines). All configurations are indicated in Figure 3.6
and Figure 3.18 through magenta marks.
Focusing first on the continuous lines (photon blockade), we observe that the cor-
relation function approaches one almost monotonically as the time interval τ increases,
hence we can talk properly of photon antibunching. Nevertheless, there exist some oscil-
lations whose amplitude diminishes as the ensemble size increases. Remarkably, there is
practically no difference between the behaviour for nano- and microcavities once the time
scale is normalized by the cavity decay time 1/γC —in both cases, the time evolution fol-
lows the same tendency, and the degree of correlation reached from both effects is similar.
Note that all configurations have been chosen for a coupling strength λ/γC = 2 for both
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Figure 3.22. Correla-
tion function g(2)(τ) for
N quantum emitters in-
teracting with either a
nano- (a) or a micro-
(b) cavity at resonance
(Θ = 0). In top panels,
g(2)(τ) is plotted versus
the time delay τ (in units
of the cavity time 1/γC)
for three different ensem-
ble sizes (N = 1, 5 and
25). Two different con-
figurations (which corre-
spond to the points indi-
cated in Figure 3.6 and
Figure 3.18) are selected.
Continuous lines are used
for the antibunching re-
lated to the photon block-
ade effect while dot-
ted lines are used for
interference-induced cor-
relations. In bottom pan-
els, g(2)(τ) is plotted ver-
sus laser detuning ωL−ω0
and time delay θ (also in
units of 1/γC) for an en-
semble of N = 5 emitters
and selecting two differ-
ent coupling strengths in
each case: λ = 2γC (a2)
and 0.2 γC (a3) for plas-
monic nanocavities and
λ = 2γC (b2) and 0.1 γC
(b3) for dielectric micro-
cavities. In these bottom
panels, vertical green lines
correspond to the curves
for N = 5 depicted at the
top.


















































types of cavities, although the laser detuning varies in order to consider the minimum of
the g(2)(0) attainable at this coupling. These two sets of curves also highlight that the
degree of coherence is quickly lost when increasing the number of emitters.
Dotted lines show instead the evolution for configurations displaying interference-
induced correlations. We first observe that the degree of coherence at τ = 0 reached
from this effect is stronger than the associated with the photon blockade mechanism,
although the couplings are smaller: for the nanocavity, λ/γC = 0.2, while for the micro-
cavity it takes the values λ/γC = 0.04, 0.1, and 0.3 for N = 1, 5, and 25 respectively. Os-
cillations in the τ-evolution of the function g(2)(τ) are observed as N increases, although
we still have antibunched light since g(2)(0)< g(2)(τ). When comparing nanocavities and
microcavities, we observe that oscillations in the latter are more pronounced. Moreover,
note again the difference in γC, which translates into the fact that the temporal evolution
is significantly faster in the plasmonic nanocavity (a direct consequence of the spectrally
broad character of photon correlations in the system).
A more general picture is shown in the bottom row of Figure 3.22, where g(2)(τ) is
plotted as a function of the laser detuningωL−ω0 and the time delay τ (again in units of
the cavity time 1/γC). We consider a collection of N = 5 emitters interacting with either
a nanocavity (a) or a microcavity (b) for specific coupling strengths (see figure caption).
The particular values of the laser detuning marked with vertical green lines (continuous
for photon blockade and dotted for interference-induced correlations) correspond to the
ones depicted in (a1) and (b1) for N = 5. These contour plots show that oscillatory
patterns are also present for configurations displaying super-Poissonian statistics at zero
time delay.
We have thus found that sub-Poissonian statistics is accompanied by antibunched light
in the zero-detuning configurations explored in Figure 3.22. Although g(2)(τ) approaches
one as the time delay increases, its evolution is far from monotonous for interference-
induced correlations —they present an oscillatory pattern taking values above and below
one before reaching the coherent limit. This also happens when detuning between the
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function g(2)(τ) for an en-
semble of N = 5 quan-
tum emitters interacting
with either a nanocav-
ity (a) or a microcavity
(b) when Θ = 3γC. In
top panels, g(2)(τ) is plot-
ted versus laser detuning
ωL − ωC and time inter-
val τ (in units of the cav-
ity time 1/γC) for cou-
pling strength λ = 0.5γC
in (a) and λ = 0.8γC in
(b). The cuts at τ = 0
correspond to the contin-
uous pink lines depicted
in Figure 3.21 (c). Bot-
tom panels show cuts of
the contour plots on top
at laser detunings yield-
ing two minima in the
g(2)(0) function. These
specific configurations are
indicated by red lines in
the top panels and by
red markers in Figure 3.21
(c).
cavity frequency and the emitters is introduced. An example is shown in the top row of
Figure 3.23, where the function g(2)(τ) is plotted for a particular coupling strength as a
function of laser detuning ωL −ωC and the time delay τ (in units of 1/γC) for N = 5
quantum emitters interacting with either a nanocavity (a) or a microcavity (b). Here,
we have considered a detuning Θ = 3γC, so these plots corresponds to horizontal cuts
in the panels of the third column of Figure 3.21 (indicated by horizontal pink lines), at
λ/γC = 0.5 for plasmonic nanocavities and λ/γC = 0.8 for dielectric microcavities. In
these panels, for most laser detunings, the correlation function develops an oscillatory
pattern as τ increases for both sub- and super-Poissonian statistics at τ = 0. Again, the
close similarity between the patterns for both cavities is remarkable (once the delay time
is expressed in units of 1/γC).
We observe that there exists a significant difference in the temporal dependence of
negative correlations also once detuning between cavity and emitters is introduced. This
is evident in the bottom panels of Figure 3.23, where two specific values of ωL −ωC are
considered (indicated in Figure 3.21 with magenta marks) in order to select configura-
tions that displays sub-Poissonian statistics due to interference effects (dotted line) and
photon blockade (continuous line). These plots of g(2)(τ) versus the time delay corre-
spond to vertical cuts in the associated panels (a1) and (b1) of Figure 3.23 (see vertical
red lines). In the case of photon blockade, g(2)(τ) approaches one monotonically as
the delay increases. In contrast, quantum interference leads to an oscillatory pattern in
correlations. Both retain a temporal evolution similar to the one obtained at Θ = 0 in
Figure 3.22. Note that even the temporal slope and pitch of oscillations remain the same.
Therefore, by detuning cavity and emitters, the opportunity to obtain sub-Poissonian light
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improves (as we have mentioned before, the parameter regions widen) without altering
qualitatively its evolution with time delay between photon detections. Again, the phe-
nomenology for nanocavities and microcavities coincide, given that the values of laser
detuning and time delay, both normalized to the cavity losses, are the same.
3.4 Conclusions
In Section 3.1, we have investigated the complex photon statistics phenomenology that
emerges from the strong coupling of a mesoscopic ensemble of quantum emitters and a
single plasmon mode supported by a generic nanocavity. We have presented an analyt-
ical method describing the optical response of these systems under low-intensity coher-
ent illumination. Our approach provides insights into the role that both the polariton
ladder and its tuning through the single-emitter cooperativity play in the emission of
strongly correlated (either bunched or antibunched) light. The presence of two different
mechanisms leading to sub-Poissonian statistics has been noted, displaying distinguish-
able features. Finally, our results have demonstrated the robustness of these compound
systems against bosonization effects, predicting strong intensity correlations at consider-
able ensemble sizes. Our theoretical findings demonstrate the feasibility and establish
experimental guidelines towards the realization of nanoscale nonclassical light sources
operating beyond the single-emitter level.
In Section 3.2, we have discussed the statistical properties of the light generated by
a collection of quantum dots coupled to the single electromagnetic mode supported by a
semiconductor microcavity. Theoretical computations based on an effective Hamiltonian
approach have been carried out to describe the response of this system in comparison to
the previously studied in Section 3.1. Special attention has been focused on exploring the
impact that the distinct open/closed character of these two types of cavities has on the
scattered light. For both cavity configurations, sub-Poissonian emission has been observed
not only at the single-emitter level, but also for mesoscopic ensembles involving several
tens of emitters. Our results show the two different mechanisms that yield significant
negative correlations in the interaction between an emitter ensemble and a cavity: photon
blockade and destructive interference. The former takes place at high coupling strengths
(comparable to or larger than the cavity decay rate), while the latter becomes relevant
for weaker cavity-emitter interactions. Despite their distinct open/closed character and
the largely different physical parameters describing nanocavities and microcavities, the
photon statistics phenomenology for both systems is remarkably similar (once normalized
to the cavity losses).
In Section 3.3, photon correlations in both plasmonic nanocavities and dielectric mi-
crocavities have been further analyzed following the same perturbative procedure as in
the preceding sections. The particularities of the two mechanisms leading to negative
correlations have been highlighted. We have also shown that the parameter range yield-
ing antibunched light can be enlarged thanks to the cavity-emitter spectral detuning. The
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exploration of the evolution of the second-order correlation function has revealed the
slow fading of photon blockade antibunching, in contrast to the fast fading of the cor-
relations due to destructive interference. Despite the distinct energy scales and the dif-
ferences introduced by their respectively open and closed character, the photon statistics
phenomenology presents remarkable similarities in both types of cavities. Our findings
may serve as guidance for the optimization of quantum optical phenomena for specific









One of the most interesting effects that arise under the strong coupling regime is the
feasibility of collectively coupling a macroscopic number of molecules to a single cavity
mode (up to ca. 105 molecules [444]). The hybrid light-matter states that are formed
extend over distances comparable to the wavelength of the light [359, 360], hence dis-
tances much larger than the scale of the localized molecular excitation. Thankfully, the
formation of these delocalized states is possible even with highly disordered organic ma-
terials [445, 352]. As explained in the introductory chapter (Section 1.3), the delocalized
nature of polaritons, together with the participation of multiple material excitations, have
been exploited for the modification of the transport properties in different platforms.
The electromagnetic environment of excitonic systems becomes altered when these
are placed inside an optical cavity, thus enabling the control of their performance through
the light-matter interaction. Within the strong coupling regime, diverse material proper-
ties can be controlled through the manipulation of the polaritonic characteristics (see
Subsection 1.3.1). Since the first experimental demonstration of the modification of the
rate of a photochemical reaction through strong light-matter coupling [273], polaritonic
chemistry has become a very active research field. Apart from their potential to manip-
ulate the chemical structure and reactions, the formation of these delocalized states also
enables the enhancement of the spatial range and rate of exciton transport in organic
platforms. A related process, energy transfer, may also benefit from this polariton-based
mechanism.
Energy transfer between molecules has been traditionally obtained through the Förster
mechanism, a near-field dipole-dipole interaction which decreases with the sixth power of
the separation. This makes energy transfer inefficient for distances beyond a few nanome-
tres. Diverse procedures were followed with the aim to extend this range, as well as to im-
prove the energy transfer performance (see Subsection 1.3.2). The coupling of molecules
to the electromagnetic field within a cavity started being considered to this end, where
the exploration of the strong coupling regime marked a qualitative leap forward (see
Subsection 1.3.3). The coherent and delocalized character of polaritons allowed for en-
ergy transfer beyond the nanometre range, where the time scale of the process is set by
the Rabi frequency and the operative distance is determined by the wavelength of the
photonic mode. Although experimentally obtained, the underlying physical mechanism
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responsible for the long-range energy transfer were not well-understood, nor the role
played by polariton coherence. Here, we present a theoretical description of this pro-
cess, unveiling the importance of the mixing of both donor and acceptor molecules in the
polaritonic states as well as the role played by vibrations.
Exciton dynamics is also thoroughly explored within biological systems (see Subsec-
tion 1.3.4), due to its importance in the mechanism responsible for photosynthesis —the
excitation needs to be transported from the complexes responsible for the absorption of
solar photons to the place where charge separation occurs. Here, we demonstrate that
the exciton dynamics in a photosynthetic unit belonging to archetypal purple bacteria can
be greatly modified by its interaction with an optical cavity. In this way, we apply the con-
cepts learnt from organic semiconductor microcavities to these new systems, highlighting
the benefits that strong light-matter coupling may bring to this field.
This chapter, devoted to the modification of the exciton transport mechanism thanks to
the coupling to a cavity mode, is thus organized in two clearly differentiated parts. First,
we consider the realization of long-range energy transfer between ensembles of molecules
in Section 4.1, where we discuss the physical mechanism behind this polariton-mediated
process. Then, we move to the problem of exciton dynamics between photosynthetic com-
plexes in Section 4.2, focusing on the modification of the dynamics when these systems
are coupled to a common cavity mode.
4.1 Cavity-modified energy transfer between two collections
of organic molecules
As previously mentioned, much research attention has been focused on exploring the
opportunities that the phenomenon of collective strong coupling brings into material sci-
ence. In particular, we are interested in the process of energy transfer. Experimental
studies have demonstrated that the appropriate tailoring of polaritonic characteristics in
ensembles of organic molecules coupled to the confined electromagnetic field within a
cavity yields a large enhancement of the efficiency and spatial range of energy transfer.
In this context, two experimental realizations are worth emphasising. First, the real-
ization carried out by Coles et al., in which energy transfer between organic dyes in a
strongly coupled optical microcavity was first obtained [370]. There, donor and acceptor
molecules were blended within the cavity. Later, this process of energy transfer mediated
by polaritons was carried out when the two families of molecules were kept physically
separated by Zhong et al. [372].
Here, we investigate the polariton-mediated mechanism behind this long-range en-
ergy transfer process for these two different configurations, namely, donor and acceptor
molecules that are either intermixed or physically separated. The main results of this
work have been published as: R. Sáez-Blázquez, J. Feist, A. I. Fernández-Domínguez, and F.
J. García-Vidal, "Organic polaritons enable local vibrations to drive long-range energy trans-
fer," Phys. Rev. B 97, 241407 (R) (2018) [375].
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4.1.1 The system: two collections of organic molecules within a cavity
With the aim to study the process of cavity-modified energy transfer between two collec-
tions of organic molecules, we consider the two paradigmatic experimental realizations
previously mentioned. These are represented in Figure 4.1, where donor and acceptor
molecules are either intermixed (left) or physically separated (right) inside the cavity.
The first configuration tries to mimic the experimental setup considered by Coles et al.
[370], while the second arrangement of molecules matches the experimental configura-
tion reported by Zhong et al. [372].
Model and theoretical description
The system under study is thus composed of two collections of quantum emitters, ND
donors (blue) and NA acceptors (red), between which the transfer of energy is sought.
Both donors and acceptors are modelled as identical two-level systems with transition
frequencies ωD and ωA, respectively, as shown in Figure 4.2. They are placed, either
blended or separated by a wall of width d, inside an optical cavity which supports a mode
of frequency ωC. In the first configuration (Figure 4.1 [Left]), the coupling gι between
the ι-th molecule and the electromagnetic mode is assumed to follow the spatial profile
of the fundamental cavity mode. In the second scenario (Figure 4.1 [Right]), gι presents
a dependence dictated by the second cavity mode (note that the coupling strength profile
exhibits a node at the position of the dividing barrier).
Hamiltonian The Hamiltonian describing these two hybrid systems includes the exci-
tation of the cavity mode (Equation 2.19), as well as the excitation of each one of the





















ι ) . (4.1)
There, â† and â are the bosonic creation and annihilation operators for the cavity mode
(Equation 2.18), and σ̂†ι and σ̂ι are the fermionic creation and annihilation operators
corresponding to the ι-th molecule (Equation 2.23), with σ̂zι ≡ [σ̂
†
ι , σ̂ι]/2. The last term
of the Hamiltonian represents the coupling of the cavity mode to each molecule, with
coupling strength gι, where the rotating wave approximation has been introduced (Equa-
Figure 4.1.
Scheme of the configura-
tions under study, where
the molecules are placed
in the cavity either inter-
mixed [left] or separated
by a dividing wall [right],
with the set of parameters
characterizing the model.
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tion 2.39). Notice that, within this approach, we disregard dipole-dipole coupling be-
tween molecules as its contribution to exciton transport is negligible when the polariton-
mediated mechanism is fully operative [282].
With the aim to study polariton-mediated energy transfer in these systems, the optical
cavity is coherently pumped by a laser of frequency ωP and driving strength ΩP. The
new term to be added to the Hamiltonian accounting for this coherent pumping reads
(ħh= 1):
ĤP = ΩP(â
†e−iωP t + âeiωP t) .
The complete Hamiltonian Ĥ = ĤS + ĤP can be expressed in the rotating frame (see
Subsection 2.2.5), thus yielding:

















† + â) .
(4.2)
The time dependence has been removed from the Hamiltonian, and now we have the
detunings with respect to the laser frequency instead of the transition frequencies.





the set of parameters
characterizing the differ-
ent dissipation channels.
Time dynamics The dynamics of the system is described through the master equation
formalism for open quantum systems (see Subsection 2.1.2 for a review of this topic),
since various dissipative mechanisms are present. The different dissipation channels expe-
rienced by molecules are depicted in Figure 4.2. Radiative losses associated with donors
and acceptors (with decay rates γD and γA, respectively), as well as cavity dissipative
losses (with decay rate κ), can be introduced in the description through the associated
Lindblad terms LÔ (defined in Equation 2.16). There, the operator Ô responsible for
the losses is either the cavity â or the n-th molecule σ̂n annihilation operators, as the case
may be. Besides, we describe the dissipation experienced by molecular excitations due to
their internal vibronic structure by means of the general Bloch–Redfield formalism (see
Appendix C, Section C.2, for an overview of this approach). This requires the inclusion of
spectral densities Θ jk(ω), defined in Equation 2.11, characterising the local vibrational
reservoir of each molecule. Since each molecule is considered to be coupled to its local
independent bath, only the densities Θ jk(ω) with j = k are present, thus the spectral
density associated with the ι-th molecule is given by Sι(ω) ≡ Θιι(ω). The operator Qι
appearing in the interaction Hamiltonian of Equation 2.8 (and thus in the Bloch–Redfield
tensor of Equation 2.13) is here given by Qι = σ̂†ι σ̂ι. This Qι stands for the operator
through which the system is coupled to the reservoir, and its specific form stems from the
interaction term of the Hamiltonian given in Equation 2.60, which describes the coupling
of the electronic transition of a molecule to a vibrational mode.
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Considering the different dissipation channels and their corresponding descriptions
(Equation 2.15 for the Lindblad formalism and Equation 2.14 for the Bloch–Redfield for-
malism), the master equation that governs the evolution of the density matrix ρ̂ describ-
ing the system reads:
d
dt






















{〈ωm|Qι|ωn〉 (Qι|ωm〉〈ωn|ρ(t)− |ωm〉〈ωn|ρ(t)Qι) Sι(ωm −ωn) + h.c.} ,
(4.3)
where the Hamiltonian Ĥ is the one given in Equation 4.2. There, introduced the polariton
eigenbasis, that is, the basis composed of the Hamiltonian eigenstates: Ĥ|ωn〉 =ωn|ωn〉
(Equation 2.10). Hence, in the master equation, while the subindex ι runs over the num-
ber of molecules, either donor (D) or acceptor (A) molecules, subindices m and n stand
for all the Hamiltonian eigenstates.
Parameters
Our numerical computations are firstly performed by the configuration in which donor
and acceptor molecules are separated within the optical cavity (Figure 4.1 [Right]), fol-
lowing the experimental setup previously mentioned [372]. The different physical mag-
nitudes are thus parametrized in accordance to those there reported. In our numerical
computations, a simplified system is considered, where ND = 16 donors and NA = 16
acceptors are extended over a length of 100 nm and separated by a wall of d = 10 nm.
The transition frequencies associated with donor and acceptor molecules are ωD = 2.1
eV and ωA = 1.88 eV, respectively, and the cavity mode is tuned to be at resonance with
the former ones. The coupling of molecules to the cavity field is characterized by a Rabi
splitting ΩR = 0.16 eV, with gι following the spatial profile of the second cavity mode.
The total losses of the cavity are set to κ = 0.01 eV (which corresponds to a lifetime of
60 fs, including both non-radiative and radiative channels). The radiative losses of the
molecules are γD,γA = 1.3 µeV (corresponding to 500 ps), which are typical values for
organic molecules. The spectral densities mimicking the molecular vibrational reser-
voirs are taken as two Lorentzian-like profiles vanishing at zero frequency (so that only







where ι = D, A stand for donors and acceptors, respectively. Spectral densities are consid-
ered the same for all molecules within the same family, and this form corresponds to the
simple case of a single vibrational mode of frequencyωvι and width ξ. As we aim to show
the role of vibrations in the energy-transfer process, the resonant vibrational frequencies
ωD and ωA are not fixed (their values are of the order of 0.1 eV). The strength of the
exciton-phonon coupling is parametrized by γφ , which determines the phonon-induced
transition rate on resonance. In our calculations we set γφ = 0.013 eV, that corresponds to
the relatively small exciton-phonon coupling present in J-aggregates. This value would be
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greater if considering monomeric chromophores that present larger values of the Stokes
shift. Regarding the linewidth of these vibrational modes, we consider a large value,
ξ = 0.01 eV, in order to account for the effective broadening of the resonances due to
cavity losses (ξ≈ κ).
4.1.2 Energy level structure
Before studying the process of energy transfer, we examine the energy-level structure
associated with the system. Notice that, as our focus is on the strong coupling regime,
the description needs to be performed in terms of the new emerging eigenstates of the
Hamiltonian. In the hybrid system composed of a single quantum emitter interacting
with a single cavity mode (see Jaynes–Cummings Hamiltonian in Subsection 2.2.4), two
polaritons arise: the lower polariton (LP) and the upper polariton (UP), whose ener-
gies are separated by the Rabi splitting energy ħhΩR. This structure of energy levels is
depicted in Figure 4.3 [Right]. When having a collection of molecules instead of only
one, apart from the two previous polaritons, a set of (degenerated) dark states appear.
These are states that do not couple to light, and consist in superpositions of molecular
excited states. In Figure 4.3 [Center] we plot this situation, where the energy associated
with dark states (that is, the corresponding to the molecular excitations) is indicated with
a dashed grey line, lying between the UP and LP energies. Finally, if the cavity hosts two
types of molecules, apart from the UP and the LP, a third polariton arises: the middle po-
lariton (MP). Besides, there are two collections of dark states, each one associated with
one type of molecules (and thus degenerated at the corresponding energy). This level
structure is represented in Figure 4.3 [Left], where the sets of dark states are plotted in
dashed grey lines again.
Figure 4.3. Sketch
and energy levels associ-
ated with three distinct
configurations: a single
molecule [Right], a collec-
tion of molecules [Center],
and a collection of two
types of molecules [Left]
interacting with a single
cavity mode. The en-
ergy levels corresponding
to the upper (UP), mid-
dle (MP), and lower (LP)
polaritons, as well as to
the ground state (GS), are
represented with continu-
ous lines, while the set
of dark states are indi-
cated with grey dashed
lines. The energy distance
ħhΩR stands for the Rabi
splitting.
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This latter situation is precisely the one corresponding to our setup: two types of
emitters, donor and acceptor molecules, are coupled to the same cavity mode. The level
structure is thus composed of three polaritons and two sets of dark states. Considering the
parameters before indicated, we compute the eigenenergies of the system by diagonaliz-
ing the Hamiltonian of Equation 4.1. These are plotted as a function of the Rabi frequency








. Effectively, three polaritons arise within the strong coupling regime:
the UP (blue), the MP (green), and the LP (yellow). Together with them, there are two
sets of dark states: ND−1 superpositions of donor states and NA−1 superpositions of ac-
ceptor states. These constitute the D and A dark subspaces, degenerated at the energies
of the bare donor (grey dash-dotted line) and bare acceptor (grey dashed line) molecules,
respectively. It is important to note that the eigenenergies depicted in Figure 4.4 (a) only
depend on ΩR and not on the particular set of couplings gι, hence this result is valid for
both the intermixed and the physically-separated molecular arrangements.
Figure 4.4. (a) Energies
corresponding to the up-
per (UP), middle (MP),
and lower (LP) polaritons
are depicted as a function
of the Rabi frequency ΩR
in blue, green, and yellow,
respectively. Dash-dotted
and dashed lines stand for
the donor and acceptor
energies and their associ-
ated dark states D and A.
(b-c) Coefficients repre-
senting the cavity (green),
donor (blue), and accep-
tor (red) components of
the LP (left), MP (cen-
ter), and UP (right) as a
function of the Rabi fre-
quency ΩR for ωC = 2.1 eV
in (b), and as a function
of the cavity frequency ωC
for ΩR = 0.16 eV in (c).
Polaritons are hybrid states, partly light and partly matter. The Hopfield coefficient
bαι (where ι = C, D, or A) describes the content of cavity (C), donor (D), or acceptor
(A) corresponding to the state α belonging to the polariton basis (where α = UP, MP, or
LP). The cavity and matter components of each polariton are plotted in Figure 4.4 as
a function of the Rabi splitting ΩR (panels b) and the cavity frequency ωC (panels c).
There, the cavity component is depicted in yellow green, while the donor and acceptor
components are shown in blue and red, respectively. For the set of parameters consid-
ered, the UP branch mainly results from the hybridization of cavity and donor molecules,
while the LP branch is composed mostly of acceptor states mixed with the optical field.
As a result, UP and LP can be essentially identified with donor and acceptor molecules,
respectively, although the presence of other components should not be overlooked. For
instance, for large coupling strengths, we observe that there is a not insignificant contri-
bution of acceptor molecules in the UP, as well as a contribution of donor molecules in
the LP. Concerning the MP branch, it contains a mixture of states in which both types of
molecules have similar weights for certain parameter ranges.
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4.1.3 Energy-transfer process
Once the structure of energy levels has been determined, we proceed to the study of the
process of energy transfer from donor to acceptor molecules when the two families are
strongly coupled to the same cavity mode. The excitation thus needs to be placed at the
donor molecules. To this end, the driving laser is tuned to pump the cavity at the UP
frequency, so that all the excitation is placed in this polariton and, consequently, mainly
in the donor molecules.
Transfer efficiency
The energy transfer process can be theoretically quantified in a way similar to experi-
ments, where the light emission at the LP frequency is measured. Hence we define the
transfer efficiency T as the ratio between the emission from the LP and the total light









There, Pα stands for the population of polariton α (with α = U, M, or L, corresponding to
the UP, MP, and LP, respectively), whose cavity content is given by the Hopfield coefficient
bαC previously defined.
As the pumping is tuned to be at the UP resonance, composed mostly of acceptors,
all the excitation is initially placed in this state. Should vibrational baths for emitters
not exist, the excitation would remain in the UP while fading away due to cavity losses.
Nonetheless, given the complex vibrational structure exhibited by molecules, the excita-
tion eventually ends at the LP state, which entails the excitation of the acceptor molecules
—hence energy transfer from donors to acceptors takes place. In our computations we
consider coherent pumping and determine the steady state of the system from Equa-
tion 4.3. Then, the transfer efficiency T can be computed from Equation 4.5 by consider-
ing the Hopfield coefficients associated with the specific configuration.
With the aim to investigate the role of vibrations in the transfer of the excitation from
the UP to the LP, we fix all the parameters of the model except for the spectral densities
SD and SA (given in Equation 4.4). These mimic the molecular vibrational reservoirs
associated with donor and acceptor molecules, respectively. In particular, we compute
the transfer efficiency T as a function of the two resonant vibrational frequencies ωvD
andωvA, associated with donor and acceptor molecules, respectively. The result is plotted
in Figure 4.5 [Left], where a darker color means a higher transfer efficiency. The relevant
energy differences between eigenstates are indicated in the margins of this panel with
coloured arrows. The contour plot reveals the configurations for which the T is enhanced:
• We observe a vertical line atωvA ∼ 0.42 eV, which originates from the resonant tun-
ing of the spectral density SA(ω) with the transition from the UP to the A-states.
This feature cannot be attributed to an energy-transfer process, since it is the ac-
ceptor component of the UP that directly produces it. This enhancement of exciton
transport mediated by polaritons has already been predicted [282, 363].
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Figure 4.5.
[Left] Transfer efficiency,
T, for ND = 16 donors
and NA = 16 acceptors,
coupled such that the
Rabi splitting is ΩR =
0.16 eV, when varying
the center frequencies of
the Lorentzians represent-
ing the thermal bath asso-
ciated with donor and ac-
ceptor molecules, respec-
tively. The correspond-
ing transitions are marked
by arrows on the top and
right edges. [Right] Level
scheme of the polaritons
(as well as the two sets
of dark states D and A)




• There are also two equivalent lines of high transfer efficiency atωvι ∼ 0.53 eV (with
ι = D, A), one horizontal and one vertical. This vibrational frequency corresponds
to the energy gap between the UP and the LP. Therefore, vibrations promote the
direct transition from the UP to the LP to some extent.
• Apart from those, the more pronounced enhancement of the transfer efficiency takes
place when the spectral density associated with donor molecules, SD(ω), peaks at
the frequency that equals the energy gap between the UP and the D-states. Impor-
tantly, T is maximum at a single point along this horizontal line. This maximum
emerges when the spectral density associated with acceptor molecules, ωvA, also
matches the energy difference between the MP and the A-states.
All the possible processes that lead the population from the UP to the LP are shown
in Figure 4.5 [Right]. There, the horizontal coloured lines stand for the UP (blue), MP
(green), LP (yellow) energies, and the dark subspaces D and A are represented with
dashed grey lines. The direct decay of the UP into A-states is indicated in green, while
the channels involving only polaritons are the purple and grey routes. Nevertheless, our
numerical results reveal that the main pathway that leads to energy transfer from donor
to acceptor molecules corresponds to the red route. There, the population is carried
from the UP to the LP through the MP thanks to local exciton-vibration interactions. The
mixed composition of the MP, which combines donor and acceptor molecule populations
in similar proportions, is crucial for this boost of the energy transfer. Notice that this
requires both donor and acceptor molecules to be strongly coupled to the cavity mode,
and the achievable enhancement is strongly reduced when only one of the collections
becomes hybridized [377].
Importantly, we have verified that the general picture offered by Figure 4.5 [Left]
on the link between energy transfer and molecular vibrations is not altered, even at the
quantitative level, when donor and acceptor molecules are intermixed, as long as the
Rabi splitting remains the same. This demonstrates that ΩR is the only key parameter
describing the effect of light-matter coupling in the process of energy transfer, which is
independent of aspects such as the actual molecular arrangement or the spatial depen-
dence of the cavity mode, in agreement with experimental results [372].
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Therefore, when donor molecules are excited in experiments, the energy is first stored
in the UP. Then, promoted by local exciton-vibration interactions in the donor molecules,
the excitation reaches MP. Finally, local excitation-vibration interactions in the acceptor
molecules lead this excitation energy to the LP. This process is represented in Figure 4.5.
Figure 4.6. Mechanism
responsible for the long-
range energy transfer.
Analytical expressions for the transition rates
An additional check can be performed in the previous analysis of the transfer efficiency.
In the computation of the steady-state solution from Equation 4.3, our numerical results
show that terms coupling the off-diagonal (coherences) and diagonal (populations) ele-
ments of the density matrix can be disregarded in the Bloch–Redfield master equation.
Under this approximation, we can now restrict our attention to the transition rates Γ con-
necting eigenstates of the coupled system, either polaritonic or dark states (as the ones
depicted in Figure 4.5 [Right]). This greatly simplifies the numerical treatment, making
the theoretical study of systems involving a much larger number of donor and acceptor
molecules feasible. Moreover, we can obtain analytical expressions for the relevant decay
rates, expressed only in terms of the Hopfield coefficients bαι and the vibronic spectral
densities SD and SA. We recall that bαι (where ι = C, D, or A) describes the content of
cavity (C), donor (D), or acceptor (A) corresponding to the polariton state α (where α =
U, M, or L).
Starting from the general expression of the Bloch–Redfield tensor (Equation 2.13), the
only relevant components are those of the form Raamm. If we consider our particular case,
in which Θιι(ω) ≡ Sι(ω) and Qι = σ̂†ι σ̂ι, the component of the Bloch–Redfield tensor





2Sι(ωa −ωm) . (4.6)
Depending on the nature of the states involved in the transition, we can thus identify
three different sets of decay rates:
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where α,β = UP, MP, or LP. Notice that the dependence of the Hopfield coefficients
bαι (where ι = D, A) on the number of molecules is of the form bαι ∼ 1/
p
Nι, yield-
ing Γαβ ∼ 1/NA,D. Therefore, ΓMU, ΓLM and ΓLU vanish as the number of molecules
increases, and the contribution to the energy transfer from the purple and grey
routes in Figure 4.5 [Right] are negligible in very large systems.
• Second, the rates associated with the decay of the dark subspaces D and A to a



















We observe that these rates present the same 1/NA,D dependence as the decay rates
between polaritonic states. However, in contrast to decay from polariton states
(which decay efficiently by cavity leakage of their photonic contribution), the com-
peting decay paths due to bare-molecule radiative and nonradiative decay are typ-
ically on the order of nanoseconds for high-quantum-yield emitters. Consequently,
even slow decay from the dark states efficiently populates the lower-lying polari-
tons.
• Finally, the transition rates from polariton states to dark subspaces that have lower



















There, the Nι−1 term reflects the (large) number of dark states to which polaritons
can decay. The dependence of these rates on the number of molecules is thus ΓDU ∼
(ND − 1)/ND and ΓAU, ΓAM ∼ (NA − 1)/NA. Therefore, these three decay rates do
not decrease as the number of molecules increases, as the other six rates do. This
gives analytical support to our Bloch–Redfield numerical results that showed the
prevalence of the red route in the decay of the excitation from the UP to the LP.
Our analytical results not only explain the numerical findings previously discussed
but also serve as a guideline to optimize the long-range energy transfer mediated by
strong coupling. In order to enhance the transfer efficiency, the vibration-driven decay
ΓDU (ΓAM) from the upper (middle) polariton to the D (A) dark states has to be com-
parable or faster than its decay b2UCκ (b
2
MCκ) due to cavity losses. This can be achieved
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most straightforwardly by using cavities with very low losses. However, for given cavity
losses, optimization relies on minimizing the cavity component of the upper and mid-
dle polaritons while maximizing the donor component of the UP, as well as the acceptor
component of the MP. Both these conditions favour low cavity frequencies, as observed in
Figure 4.4 (c). In addition, the vibration-driven decay can be enhanced by bringing the
energy detuning between UP and D (MP and A) into resonance with the main vibronic
frequency of the donor (acceptor) molecules. Another way to enhance both ΓDU and ΓAM
is to employ organic molecules with a large γφ , as these decay rates are proportional to
the spectral densities. Our model envisages that transfer efficiencies close to 100% can
be reached under the conditions ΓDU  b2UCκ and ΓAM  b
2
MCκ.
Assessing the energy-transfer process
From the previous analytical expressions for the transition rates, we can extract valuable
information about the process of energy transfer regarding its dependence on the cavity
frequency ωC and the coupling strength (encoded in the Rabi frequency ΩR). As we have
seen, the decay rates are given exclusively in terms of the Hopfield coefficients bαι (with
ι = C, D, or A, and α = U, M, or L) and the vibronic spectral densities SD and SA. We now
focus on the part of the rates that do not depend on the spectral densities, but just on the
coefficients preceding them. This would correspond to the case in which the vibrational
frequencies associated with donor and acceptor molecules are optimized so as to reach
the higher possible value of the transfer efficiency, or if spectral densities are taken as
constant.
Efficiency The efficiency of the process E can be computed as the sum of the efficiency
associated with the red and green paths in Figure 4.5 [Right], that are those that prevail:
E ≡
ΓAU
ΓAU + ΓDU + ΓDU
+
ΓDU




There, ΓDU = κ b2UC and ΓDM = κ b
2
U M represent the losses due to the cavity component
of the corresponding polariton. In this expression we have taken the effectivity of the
transitions from the dark states to the lower-lying polaritons as unity, since as we have
mentioned there are no other dissipation channels for them. In Figure 4.7 [Left] the effec-
tive efficiency Eeff = b2UD b
2
LAE is plotted as a function of the cavity frequency ωC and the
Rabi splittingΩR. The bare efficiency has to be weighted with the donor component of the
UP and the acceptor component of the LP so as to consider the real transfer from donors
to acceptors. Notice that, as shown in Figure 4.4 (c), the donor character of the UP dimin-
ishes as the cavity frequency grows, and the acceptor component of the LP diminishes as
the cavity frequency decreases. The result is that the maximum effective efficiency takes
place for cavity frequencies located in the middle of the transition frequencies of donors
and acceptors. The reason why the efficiency decreases as the coupling strengthen is that
the cavity components of the LP and UP rise, as seen in Figure 4.4 (b), and losses due to
the cavity thus increase.
Reaction rate Another way to assess the energy-transfer process is through the reaction
rate R, defined as the sum of the reaction rates corresponding to each one of the steps
from the UP to the LP. The path displaying the fastest rate is the red one in Figure 4.5
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Figure 4.7. [Left] Effi-
ciency E and [Right] re-
action rate R as a func-
tion of the cavity fre-
quency ωC and the Rabi
splitting ΩR for ND = 16
donor and NA = 16 accep-
tor molecules.
[Right]), as this is the prevailing process meaning actual energy transfer from donors to
















In Figure 4.7 [Right] we plot the reaction rate R as a function of the cavity frequency ωC
and the Rabi splitting ΩR. Again, the advantageous cavity frequencies are those located
between the donor and acceptor transition frequencies, and the reaction rate grows as
the Rabi splitting increases.
4.2 Cavity-modified exciton dynamics in a photosynthetic unit
Plasmonic nanostructures have been shown to modify the optical properties of different
photosynthetic complexes [387, 446, 447]. Moreover, there exists experimental evidence
of collective strong coupling in ensembles of living bacteria [448], giving rise even to the
concept of living polaritons [449]. Coles et al. reported a Rabi splitting of around 150
meV [370], which implies that about one thousand chlorosomes present in green sulfur
bacteria are coherently coupled to a cavity photon.
Here, we demonstrate that the exciton dynamics in an archetypal purple bacterial
photosynthetic unit is greatly modified by its interaction with an optical cavity. The main
results of this work have been published as: R. Sáez-Blázquez, J. Feist, E. Romero, A. I.
Fernández-Domínguez, and F. J. García-Vidal, "Cavity-modified exciton dynamics in photo-
synthetic units," J. Phys. Chem. Lett. 10, 4252–4258 (2019) [415].
126 Cavity-modified exciton dynamics in a photosynthetic unit | 4.2
4.2.1 The system: an archetypal purple bacterial photosynthetic unit
Photosynthetic purple bacteria have been widely studied since their structure is con-
siderably less complex than that of algae and higher plants [450]. The photosynthetic
unit of these bacteria is composed of a reaction center and two types of light-harvesting
antennas: one core light-harvesting complex 1 (named LH1), and some peripheral light-
harvesting complexes 2 (named LH2). The structure and function of the photosynthetic
apparatus of purple bacteria have been described in several reviews [451, 452]. Here,
we present the main components of their photosynthetic unit, and outline the process of
exciton dynamics from the peripheral antennas to the reaction center.
Structure of the photosynthetic unit
The photosynthetic unit of purple bacteria is basically composed of a LH1 complex em-
bracing the reaction center and a collection of LH2 antennas surrounding them. Never-
theless, the specific arrangement and distribution of both complexes within the bacterial
membrane depends on the particular ambient and light intensity conditions. While the
function of LH2 antennas is mainly the capture of solar light, the LH1 is responsible for
handing the excitation over to the reaction center. The high-resolution structure of some
photosynthetic complexes are available, from the first images of the FMO complex of
green bacteria [453, 454, 455]. There, the structural disposition of bacteriochlorophylls
(BChl) pigments is displayed, all accompanied by carotenoids and a matrix of proteins:
• LH2 antenna. The structure of the LH2 complex of the Rhodopseudomonas (Rps.) aci-
dophila at 2.5 Å resolution [456] and the Rhodospirillum (Rs.) molischianum at 2.4 Å
resolution [457] are known. Figure 4.8 represents a top view of the structure of the
Rps. acidophila, the one chosen for this work. The complex is a nonameric circular
pigment-protein aggregate, where each subunit is composed of three BChls and two
carotenoid molecules (in orange). In particular, the BChl pigments are organized
in two concentric rings: an outer ring of 9 weakly interacting BChl molecules (in
blue), the so-called B800 ring, and an inner ring of 18 strongly interacting BChl
molecules (in green), the so-called B850 ring. These BChl molecules are named
according to their associated absorption maxima, around 800 nm and 850 nm, re-
spectively. Actually, this last spectral band is found at some point between 820 nm
and 850 nm depending on the bacterial species. The inner B850 ring is arranged
in twos, such that each pair contains one BChla (light green) and one BChlb (dark
green).
• LH1 antenna. The high-resolution structure of the LH1 complex belonging to sev-
eral species have been published, including the Rs. rubrum (at 8.5 Å resolution)
[458], the Rps. viridis [459], and the Rps. palustris (at 4.8 Å resolution) [460]. The
BChl pigments in this complex form either a ring with 16-fold symmetry (two bound
BChl molecules in each subunit) with the reaction center placed inside [458, 459]
or an open circle composed of 30 BChl molecules [460]. The LH1 antenna is char-
acterized by single absorption band in the near infrared, located around 875 nm.
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Figure 4.8. Left Sketch
of the LH2 antenna,
composed of nine BChl
molecules in the B800
ring, and eighteen
molecules in the B850
ring. Right Sketch of the
LH1 antenna, composed
of thirty BChl molecules
in the B875 ring.
Carotenoids are pigments that also contribute in the light-harvesting process, since
they cover a region of the visible spectrum not accessible by the BChl pigments (specifi-
cally, they absorb between 450 and 550 nm). Besides, carotenoids protect against exces-
sive light through the mechanism of quenching [461].
Exciton states and transitions within the LH2 antenna
The pigments in the B800 ring are well separated from any other molecule, so the ex-
citation is quite localized. On the contrary, the B850 ring is densely packed: the aver-
age distance between nearest-neighbour pigments is about 9 Å. This gives rise to strong
pigment-pigment interactions and, in turn, a delocalization of the exciton state over some
molecules. Many theoretical and experimental efforts have been devoted to the determi-
nation of the extent of such delocalization. The exciton in the B850 ring was first shown
to be extended over approximately four pigments [462], but some other results have been
reported [463, 464]. In fact, exciton delocalization has been shown to vary with multiple
factors [465], so different values can be obtained depending on the experimental condi-
tions and the theoretical assumptions (as well as on the definition of delocalization itself).
Besides, the delocalization varies with time: the excitation is thought to be delocalized
over the whole ring at the moment of excitation, while localized in approximately four
pigments after a few femtoseconds [399].
The entire LH2 antenna is thus characterized by a collection of exciton states, compris-
ing collective excitations with a high degree of delocalization as well as other excitations
more localized due to the presence of weakly coupled pigments. In general, these exci-
ton states are coupled to a continuum of low-frequency phonons (pigment vibrations).
These phonons are precisely the responsible for energy transfer since they enable the
transmission of the excitation between exciton states belonging to the same or different
spectral bands. Then, the excitation initially absorbed by the B800 ring is subsequently
transferred from higher-energy to lower-energy states, eventually reaching the reaction
center. Therefore, phonons are crucial for the process of energy transfer in photosynthetic
complexes, similarly to the process of long-range energy transfer between collections of
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organic molecules previously discussed in Section 4.1.
Apart from the homogeneous broadening due to the coupling of electronic excita-
tions to pigment vibrations, electronic transitions also present inhomogeneous broad-
ening due to ensemble averaging. The associated linewidths are determined by hole-
burning and fluorescence line-narrowing measurements. For the LH1 complex, homo-
geneous and inhomogeneous linewidths of 235 cm−1 and 530 cm−1, respectively, have
been reported at room temperature for the Rhodobacter sphaeroides [466]. In the same
experiment, respective values of 188 cm−1 and 390 cm−1 have been found for the homo-
geneous and inhomogeneous linewidths in the absorption line associated with the B850
component of the LH2 complex. Nevertheless, some other results have been reported for
the same transition, for instance, a homogeneous width of 210 cm−1 at the band cen-
ter [467], and a total linewidth of 300 cm−1 [468]. From these experimental results,
the Franck–Condon factors corresponding to the dominant electronic transition can be
extracted. These parameters give the strength of the coupling between chromophores
and the continuum of vibrational modes, modelling the associated spectral density (see
Subsection 2.4.1).
Time-scales of the exciton dynamics within the photosynthetic unit
Thanks to time-resolved (sub-100 fs) nonlinear techniques and theoretical modelling, the
energy transfer pathway and the time-scales associated with each step are known. The
dynamics is usually described from an exciton model, where the exciton relaxation occurs
due to the coupling to the exciton-phonon environment modelled through the Redfield
theory. Several works have focused on the energy transfer dynamics in the photosynthetic
purple bacteria, carrying out sub-picosencond absorption and fluorescence spectroscopy
at room and low temperatures.
The excitation is initially created in the B800 ring after the absorption of a solar pho-
ton, under the most likely scenario. That excitation is subsequently distributed among the
other B800 pigments, and also delivered to the B850 ring with similar associated time-
scales [469]. In particular, the B800-to-B850 transfer is determined to take about 0.5–1
ps at room temperature [470, 471, 469] (and 2.5 ps at 77 K for the Rb. sphaeroides [470]).
Once in the B850 molecules, the excitation passes from the LH2 to the LH1 complex, pro-
cess that is reported to last around 3 ps at room temperature for the Rb. sphaeroides (and
5 ps at 77 K) [471]. The last step consists in the trapping of the excitation by the reaction
center. This operation is slow, and it has been estimated to take around 35 ps for the
Rs. rubrum [472]. This value is considerably larger than the associated with the other
stages, hence the whole energy-transfer process is limited by the trapping rate. This time
can be explained by the relatively long distance that exists between the reaction center
and pigments forming the LH1. At the same time, this larger rate prevents the photo-
oxidation of the pigments as a result of an excessively fast process. These pigments serve,
in this sense, as a photo protection.
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4.2.2 Exciton dynamics within a single LH2 antenna
First, the exciton dynamics is analyzed within a single LH2 complex, as a preliminary
study of the effect that the coupling to a cavity mode may cause.
A single LH2 antenna: model and theoretical description
The study is carried out for the typical LH2 complex present in the Rps. acidophila, whose
structure has been outlined in Subsection 4.2.1. An sketch of the system is depicted in
Figure 4.9, where the collection of NLH2 = 27 pigments is distributed in a double-ring
structure. The B800 ring is composed of nine weakly interacting BChl molecules (blue
dots), while the B850 ring involves nine (closely-packed) dimers of two BChl molecules
each (light and dark green).
Figure 4.9. Sketch of the
LH2 antenna, composed
of nine BChl molecules
in the B800 ring, and
eighteen molecules in the
B850 ring.
Hamiltonian All pigments are modelled as two-level systems, where σ̂†i and σ̂i are the
creation and annihilation operators associated with the i-th molecular excitation, and ωi
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where Vi j is the coupling strength between molecules i and j (with i 6= j). When this sys-
tem is coupled to a cavity mode of frequencyωC, with creation and annihilation operators
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where ĤLH2 is the Hamiltonian associated with the LH2 complex (Equation 4.7). Notice
that the rotating wave approximation has been introduced in the coupling term, where
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gi is the coupling strength between the cavity mode and the i-th pigment.
Time dynamics The dynamics of the system is described through the master equation
formalism for open quantum systems (see Subsection 2.1.2). First, the relaxation pro-
cess associated with each pigment i is introduced through the corresponding Lindblad
term Lσ̂i , given by Equation 2.16. There, the operator involved is the pigment anni-
hilation operator σ̂i , and the associated decay rate is γ0 (the same for all BChls). The
dissipation associated with the cavity is also described through the Lindblad formalism,
where Lâ involves the cavity annihilation operator â, and κ stands for the corresponding
decay rate. Apart from the previous relaxation processes, BChl pigments experience vibra-
tional dissipation and incoherent interactions. These can be introduced in the description
through the Bloch–Redfield approach (see Appendix C, Section C.2, for an overview of
this approach). According to this procedure, the incoherent dissipation emerging from
the interaction with a reservoir is described by means of the reservoir spectral density.
The resulting master equation is thus composed of a coherent part describing the
unitary evolution governed by the Hamiltonian of Equation 4.8, and a second term ac-
counting for all incoherent processes arising from the interaction with the reservoir (Equa-
tion 2.15 describes the evolution within the Lindblad formalism while Equation 2.14 gives
the dynamics within Bloch–Redfield formalism). The master equation that governs the
evolution of the density matrix ρ̂ describing the hybrid system reads (ħh= 1):
d
dt
















{〈ωm|Qi |ωn〉 (Qi |ωm〉〈ωn|ρ(t)− |ωm〉〈ωn|ρ(t)Qi) Si(ωm −ωn) + h.c.} ,
(4.9)
where HLH2+C is the Hamiltonian in Equation 4.8. The index i runs over all BChl pigments
present in the LH2 (comprising both the B800 and the B850 rings), while the indexes
m and n refer to the Hamiltonian eigenstates: ĤLH2+C|ωn〉 = ωn|ωn〉 (Equation 2.10).
There, each pigment is considered to be coupled to its local independent bath, such that
Si(ω) ≡ Θii(ω) stands for the spectral density associated with the i-th molecule. In the
last term of the master equation, Qi stands for the operator through which the system is
coupled to the reservoir, here given by Qi = σ̂†i σ̂i (as derived from the interaction term
of the Hamiltonian given in Equation 2.60, which describes the coupling of the electronic
transition of a molecule to a vibrational mode).
Parameters The site energies associated with the BChl pigments are set to ωB800 =
1.549 eV and ωB850a,b = 1.520 eV. Let us parametrize the interactions within the subunit
composed of one B800 and two B850 pigments first, as the one within the shaded area
in Figure 4.9. These molecules are labelled as 6a, 6b, and 6c, where the number corre-
sponds to the subunit index and a, b, and c stand for the B850a, B850b, and B800 BChls,
respectively. The interaction between chromophores belonging to the same subunit are
V1a1c = 1.6 meV, V1b1c = 0.4 meV, and V1a1b = −33.8 meV. The interactions between
molecules belonging to nearest-neighbour subunits, for instance between those belong-
ing to the subunits 1 and 2, are V1c2c = 3.1 meV within the B800 ring, and V1a2a = 6.2
meV, V1b2b = 4.5 meV, V1b2a = −36.1 meV, and V1a2b = −1.5 meV within the B850 ring.
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Besides, V1c2a = −3.3 meV. These parameters have been taken from the studies of Sauer
et al. [468] and Tretiak et al. [473].
The cavity decay rate is set to κ = 13µeV, which corresponds to a lifetime of 50 ps
and a quality factor Q = ωC/2κ ' 6 · 104, parameters similar to those recently reported
in deeply subwavelength dielectric cavities [474]. The decay rate associated with BChl
pigments is taken as γ0 = 1 µeV. This value stems from the lifetime associated with the
molecules within the LH2 complex, which is about 1 nanosecond. Note that the exciton
width introduced in the cross section calculation is about 104 times larger than this value.
Finally, the vibrational spectral density of the pigments is parametrized using the
Franck–Condon factors given by Zazubovic et al. [475], together with a thermal line
broadening in agreement with De Caro et al. [476]. The same spectral density is consid-
ered for all molecules, which is depicted in Figure 4.10 [Right].
Figure 4.10. [Left] Ab-
sorption spectrum σ of a
single LH2 complex, in-
cluding disorder and in-
homogeneous broadening.
[Right] Vibrational spec-
tral density S for all LH2
pigments.
Absorption spectrum
Once the parameters have been fixed according to the available literature, we check our
model by computing the absorption spectrum for a single, isolated LH2 antenna. To this








where µB800 = µB850 = 6.13 D [477] for the excitonic eigenstates of our model. The ab-
sorption spectrum is built as a sum of Lorentzian contributions centered at the excitonic
energies and weighted by the square of the corresponding matrix element of the dipole
moment operator. Their width is set to 15 meV for B800 and B850 excitons, in order to
take into account the disorder and inhomogeneous broadening inherent to the measure-
ments performed on ensembles of LH2 complexes [478]. The spectrum, thus computed,
is depicted in Figure 4.10 [Left] , which reproduces the double-peaked absorption profile
reported experimentally [478, 479], with maxima around 1.44 eV (860 nm) and 1.55 eV
(800 nm).
Polariton structure
First of all, we explore the different eigenstates that arise when the LH2 complex is
strongly coupled to the cavity mode. In order to gain a general picture of the composition
of these states, we make use of the sketch of the LH2 antenna shown in Figure 4.9. There,
different coloured circles represent the BChl molecules: B800 molecules are depicted in
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Figure 4.11. Sketch of
the eigenstates of the cou-
pled system for g0 = 9
meV, where the radius
of the circle representing
each molecule is propor-
tional to its population.
B800 and B850 BChls are
represented in blue and
green, respectively, while
the cavity content is de-
picted with a yellow cir-
cle in the center of the ar-
rangement.
E1 = 1.250 eV E2 = 1.462 eV E3 = 1.462 eV E4 = 1.469 eV E5 = 1.469 eV
E6 = 1.481 eV E7 = 1.481 eV E8 = 1.498 eV E9 = 1.498 eV E10 = 1.521 eV
E11 = 1.521 eV E12 = 1.526 eV E13 = 1.543 eV E14 = 1.543 eV E15 = 1.545 eV
E16 = 1.545 eV E17 = 1.550 eV E18 = 1.550 eV E19 = 1.552 eV E20 = 1.552 eV
E21 = 1.554 eV E22 = 1.554 eV E23 = 1.575 eV E24 = 1.575 eV E25 = 1.595 eV
E26 = 1.595 eV E27 = 1.602 eV E28 = 1.779 eV
blue, while B850 molecules are in green (either light or dark so as to differentiate the two
B850 BChls within the same protomer). In Figure 4.11, the eigenstates of the coupled
system are represented following this sketch, where the radius of the circle representing
each molecule is proportional to its population. Additionally, the cavity content is repre-
sented with a yellow circle in the center of the arrangement. These states are computed
by diagonalizing the Hamiltonian in Equation 4.8 for a coupling strength g0 = 5 meV. As
a result of the interaction between molecules and cavity, three polaritons arise, corre-
sponding to the states labelled as 1, 12, and 28 in Figure 4.11. These are the states that
present cavity content. The remaining states are named dark states, and they are linear
combinations of electronic excitations within the B800 and B850 molecules that do not
couple to the cavity mode. We observe that there are eigenstates that are exclusively com-
posed of one type of molecules, while other present an admixture of both (for instance,
the states labelled as 12, 13, and 14).
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Exciton dynamics
The exciton dynamics within a LH2 complex becomes modified due to its interaction with
an optical cavity. We consider the initial state in which all B800 molecules are coherently
excited, and compute the time evolution of the density matrix representing the coupled
system by solving Equation 4.9. In Figure 4.12, the population associated with the B800
(blue) and B850 (green) molecules is plotted as a function of time, together with the
occupation of the cavity (yellow) and the ground state (black). In Figure 4.12(a), the
results correspond to the uncoupled case, where the B850 molecules are barely excited
in the first 300 fs after the excitation of the B800 molecules. On the contrary, when the
whole system is coupled to a cavity mode, these B850 pigments are fast populated, as
observed in Figure 4.12(b). There, we plot the evolution of the population when the
coupling strength is set to g0 = 15 meV, and for the cavity frequency ωC = 1.5 eV. For
instance, notice that B850 molecules present an occupation larger than 20% within only































Figure 4.12. Exciton pop-
ulation dynamics for the
LH2 complex from an ini-
tial state given by the
superposition of excited
B800 molecules where the
system is either uncoupled
from the cavity (a) or
coupled to the cavity with
g0 = 15 meV (b).
4.2.3 Exciton dynamics within a photosynthetic unit
Once the exciton dynamics in a single LH2 complex has been studied, we consider the
complete photosynthetic unit, whose structure has been previously analyzed (see Subsec-
tion 4.2.1).
A photosynthetic unit: model and theoretical description
The archetypal photosynthetic unit configuration consists in a ring of six LH2 antennas
surrounding a single LH1 complex, as depicted in Figure 4.13. The LH1 antenna (red
circle) is taken as the final stage of the exciton transfer mechanism, since our interest is
focused on the excitation reaching this stage.
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Figure 4.13. Sketch of
the photosynthetic unit
considered in this work:
six LH2 antennas (com-
prising 9 B800 and 18
B850 molecules each) sur-
rounding a single LH1
complex. The insets show
the two-level system exci-
ton model of B-molecules
and LH1, which experi-
ence both radiative and
vibrational decay.
Hamiltonian The dynamics within the LH1 complex is not considered, so it is modelled
as a simple two-level system with transition frequency ωLH1. Although being composed
of a collection of B875 pigments, this simplified model for the LH1 complex is valid in the
low population regime. The LH2 antennas are described as in Subsection 4.2.2, that is,
a collection of NLH2 = 27 pigments are distributed in a double-ring structure. The outer
ring is composed of nine B800 molecules (blue dots), while the inner ring comprises
nine dimers made up of a B850a and a B850 molecule each (dark and light green dots,
respectively). The Hamiltonian ĤPSU describing the whole photosynthetic unit is thus








where σ̂†LH1 and σ̂LH1 are the fermionic creation and annihilation operators associated
with the LH1 complex (Equation 2.23). The Hamiltonian ĤLH2,n associated with the n-th
LH2 complex is given by Equation 4.7.
The photosynthetic unit previously modelled is placed within a cavity which supports
a resonant mode, as shown in Figure 4.14. Starting from the previous Hamiltonian de-
scribing the photosynthetic unit (Equation 4.10), some terms need to be added so as to
include the action of the cavity. Apart from the excitation of the cavity mode of frequency
ωC, we have to consider the coherent coupling of each BChl molecule to the radiation.























where â† and â are the bosonic creation and annihilation operators for the cavity mode
(Equation 2.18), and g0 is the coupling strength between the cavity mode and some
molecule within the LH2 complex. There, η stands for the dipole moment of the LH1
complex normalized to µB800. The Hamiltonian ĤLH2,n of the n-th LH2 antenna is given
in Equation 4.7, and σ̂†n,i and σ̂n,i stand for the creation and annihilation operators asso-
ciated with the pigment i belonging to the n-th LH2 antenna.
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Figure 4.14. Photosyn-
thetic unit placed inside a
cavity.
Time dynamics The master equation for the whole photosynthetic unit is arranged in
blocks, corresponding to the six LH2 antennas and the core LH1 complex. These blocks
are connected through Lindblad terms accounting for the incoherent interaction between
the LH1 complex and each one of the LH2 antennas (through those pigments in the B850




whose explicit form is that of Equation 2.16. There, γB850LH1 represents the associated
rate. The operators involved in the Lindblad term are the annihilation operator σ̂n,1
associated with the molecule labelled as i = 1 within the B850 ring of the n-th LH2
antenna, and the creation operator σ̂†LH1 associated with the LH1 complex.
The different dissipation mechanisms within the LH2 antennas are introduced in the
master equation as performed in Subsection 4.2.2, where the relaxation processes are
included through the corresponding Lindblad terms while the vibrational dissipation is
described within the Bloch–Redfield formalism (see Equation 4.9). Finally, cavity losses
are described through the Lindblad formalism, where the term Lâ involves the annihila-
tion operator associated with the cavity mode and κ represents the associated rate.
Parameters The LH2 complexes are parametrized as in Subsection 4.2.2, so we refer to
that part for the specific values of each magnitude. The transition frequency associated
with the two-level system modelling the LH1 complex is set to ωLH1 = 1.417 eV [480],
and the associated decay rate is taken as γ1 = 0 so as to avoid the decay of the LH1 excita-
tions into the ground state (as we have mentioned, our interest is precisely focused on the
excitation reaching the LH1 complex). The parameter describing the incoherent interac-
tion between the LH1 complex and each one of the LH2 antennas is set to γB850LH1 = 2
meV, which yields LH2-LH1 transition rates in agreement with experiments [481]. The
dipole moment of the LH1 complex normalized to µB800 is taken as η= 3.8 [482].
Energy level structure
First of all, we study the energy level structure associated with the whole system, com-
posed of the photosynthetic unit coupled to the cavity mode. The eigenstates of the hybrid
system are computed by diagonalizing the associated Hamiltonian (Equation 4.11). As
a result of the strong light-matter interaction between molecules and cavity, several hy-
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Figure 4.15. (a) Energies
of the lower (LP, yellow),
middle (MP1, green,and
MP2, turquoise), and up-
per (UP, purple) polari-
tons as a function of
the cavity frequency ωC
for a coupling strength
value g0 = 9 meV. (b)
Coefficients representing
the cavity (yellow), LH1
(red), B800 (blue), and
B850 (green) content of
the four polaritons (from
left to right, LP, MP1,
MP2, and UP) as a func-
tion of the cavity fre-
quency ωC.






















brid light-matter states arise. In particular, due to the characteristics of the system, four
polaritons appear, together with the set of the so-called dark states. These states are
linear combinations of electronic excitations within the LH1 and LH2 complexes that do
not couple to the cavity mode.
In Figure 4.15 (a), the energies of the eigenstates of the system are plotted as a func-
tion of the frequency of the cavity mode ωC, where we have considered a light-matter
strength g0 = 9 meV (which introduces the system in the strong coupling regime). Effec-
tively, four polariton branches are observed: the lower polariton (LP) in yellow, the mid-
dle polaritons MP1 and MP2 in green and turquoise respectively, and the upper polariton
(UP) in purple. Besides, dark states are represented with continuous grey lines, which ef-
fectively remain uncoupled from the cavity field. Notice that, as g0 = µB800
p
ωC/2ε0Veff
(Equation 2.37), the value g0 that we have considered corresponds to an effective volume
Veff = (15nm)3 for the cavity at ωC = 1.6 eV. This is attainable not only in plasmonic, but
also in available dielectric cavities [483].
Figure 4.15 (b) shows, from left to right, the square of the Hopfield coefficients for
the LP, MP1, MP2, and UP as a function of the cavity frequency ωC . This yields the cavity
(yellow), LH1 (red), B800 (blue), and B850 (green) components corresponding to each
polariton. Note that the polariton character can be strongly modified by changing the
cavity frequency. For this specific value of the coupling strength, only the LP and the UP
present a substantial cavity content, but only at low and high cavity frequencies, respec-
tively. Far from these region, LP is mostly LH1 (the element with lower energy) while
UP is mostly B800 (the pigment with higher energy). In contrast, both MPs present a
moderate cavity component, but combine excitonic contents coming from different pig-
ments: MP1 is a mixture of LH1 and B800, whereas MP2 presents contributions from
the two types of LH2 pigments. As we have seen in Section 4.1, it is precisely the hy-
brid character of these states (especially evident for MP2 at ωC ' 1.4 eV, where B800
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and B850 coefficients become similar) that may promote population transfer through the
polariton-assisted mechanism [375].
Excitation dynamics (I): Uncoupled photosynthetic unit
The aim of this work is the study of the modification of the exciton dynamics in an archety-
pal purple bacterial photosynthetic unit due to the interaction with an optical cavity. For
this reason, we explore the exciton dynamics within an uncoupled photosynthetic unit
first, so as to make the comparison. The population dynamics for a freestanding pho-
tosynthetic unit is considered in Figure 4.16, where the initial state corresponds to the
coherent superposition of excitations in all the B800 pigments. This mimics the exper-
imental setup in which the photosynthetic unit is pumped by an ultrashort laser pulse
centered around 800 nm.
We observe that the population in the B800 molecules (blue line) decays within ap-
proximately 3 ps, being transferred to the B850 molecules (green line). The excitation is
then carried from the B850 molecules to the LH1 complex (red line), whose population
grows within a time scale of about 20 ps after the initial excitation. Note that the time in-
terval is much shorter than γ−10 , thus the ground state (black line) is negligibly populated
in the whole exciton transfer process.
Figure 4.16. Exciton pop-
ulation dynamics for the
photosynthetic unit from
an initial state given by
the superposition of ex-
cited B800 molecules in
the six LH2 antennas.
Excitation dynamics (II): Photosynthetic unit within a cavity
After presenting the results for the dynamics of the freestanding complex obtained from
our parametrization of the system, we discuss the exciton dynamics when the photosyn-
thetic unit is strongly coupled to the electromagnetic field supported by the cavity. With
the aim to perform a meaningful comparison against the freestanding photosynthetic unit,
we set the initial state as the coherent superposition of equally excited B800 molecules,
as in Figure 4.16. In particular, we choose ωC = 1.6 eV and g0 = 9 meV. For this config-
uration, Figure 4.15 (b) shows that the LP is composed of LH1 excitations mostly, which
allows us to set the final stage of the polariton-assisted energy transfer mechanism at the
LH1 complex.
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Figure 4.17. Exciton dy-
namics for the photosyn-
thetic unit in Figure 4.13.
(a) LH1 population ver-
sus time after the ini-
tial excitation of the B800
molecules for the PSU iso-
lated (dashed line) and
coupled to an optical cav-
ity with ωC = 1.6 eV
and g0 = 9 meV (solid
line). (b) Temporal evo-
lution of the ground state
(black), B800 (blue), and
B850 (green) populations
with (solid line) and with-
out (dashed line) cavity.
The cavity population is
shown in the yellow solid
line. The differences be-
tween populations have
been shaded in all cases
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Figure Figure 4.17 displays the comparison between the population dynamics for the
photosynthetic unit in isolation (dashed lines) and interacting with the cavity mode (solid
lines). Figure 4.17(a) shows that exciton-photon strong coupling in the photosynthetic
unit gives rise to an extremely fast occupation of the LH1 complex, which acquires a
significant population (∼ 10%) within only a 20 fs delay. In absence of the cavity, the
LH1 population is negligible in this time scale, and becomes comparable only after a few
ps, see Figure 4.16. This is the main result of this work, namely, the polariton-assisted
reduction in population transfer times taking place in photosynthetic units by three orders
of magnitude.
Figure 4.17(b) plots the evolution of the population corresponding to the B800 (blue)
and B850 (green) molecules, both exhibiting more regular Rabi oscillations than the LH1.
The occupation associated with B800 pigments remains constant and close to unity for
the freestanding photosynthetic unit, but the occurrence of strong coupling gives rise to
a coherent energy exchange that feeds population into the other molecular and cavity
(yellow line) states. Black lines correspond to the ground state, whose population is
larger in the strong-coupling regime. This is a consequence of the short lifetime of the
cavity relative to the antenna pigments (κ ∼ γ0/20). Nevertheless, this loss channel can
be mitigated by using nanocavities with higher quality factors.
Varying the coupling strength The study of the population dynamics has been per-
formed for a specific value of the light-matter coupling g0. In Figure 4.18 we consider the
same computation as in Figure 4.17, but for slightly different values of this magnitude,
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Figure 4.18.
Exciton dynamics equiva-
lent to Figure 4.17, where
g0 = 6 meV [Left], g0 = 8
meV [Center], and g0 =
10 meV [Right]
specifically g0 = 6 meV [Left], g0 = 8 meV [Center], and g0 = 10 meV [Right]. In all
cases, the cavity frequency is set to ωC = 1.6 eV. We observe that the results are quali-
tatively the same. The LH1 complex is swiftly populated, and only becomes comparable
to the uncoupled case after some time. Rabi oscillations in the population of the B800
and B850 molecules are also observed. Thus strong light matter coupling also leads to an
extremely fast occupation of the B850 molecules after excitation of the B800 pigments.
Introducing different light-matter couplings Note that the time evolution has been
always calculated assuming the same coupling strength for all the B800 and B850 pig-
ments in the photosynthetic unit (see Equation 4.11). Importantly, our findings hold
beyond this approximation, as long as the Rabi frequency remains the same as in the uni-
form description [375]. In order to show that, for a given Rabi frequency, we consider
the case in which the couplings of all B800 and B850 molecules to the cavity mode are
randomized. This would correspond to the case in which pigments are no longer aligned,
thus accounting for their different orientations with respect to the cavity field.
In Figure 4.19 we plot the exciton dynamics for the photosynthetic unit coupled to a
cavity mode of frequency ωC = 1.6 eV. Two different values of the light-matter coupling
are considered: g0 = 9 meV [Left] and g0 = 15 meV [Right]. Again, panels (a) plot the
population in the LH1 complex (red), while panels (b) plot the occupation in the B800
(blue) and B850 (green) molecules, together with the associated with the cavity (yellow)
and the ground state (black). In this figure, the situation in which the couplings of all
B800 and B850 molecules to the cavity mode are the same (continuous lines) is plotted
against the case where the coupling is different for each pigment in the photosynthetic unit
(dashed lines). In particular, we consider five implementations, where the coupling of the
B800 and B850 molecules to the cavity mode is randomized. Specifically, we have multi-
plied each coupling term by a random number following a normal distribution centered
at zero and with standard deviation of value 0.2, imposing the same collective coupling
strength as in the uniform configuration. Notice that the solid lines in left panels (g0 = 9
meV) correspond to the data in Figure 4.17.
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Figure 4.19.
Exciton dynamics for the
photosynthetic unit cou-
pled to an optical cav-
ity with ωC = 1.6 eV
and two different values
of the light-matter cou-
pling: g0 = 9 meV [Left]
and g0 = 15 meV [Right].
Two situations are con-
sidered: when the cou-
plings of all B800 and
B850 molecules to the
cavity mode are assumed
to be the same (con-
tinuous lines) and when
they are randomized (five
different implementations
are plotted with dashed
lines). In all cases, the
Rabi frequency (collective
coupling strength) is the
same.
For the two collective couplings considered in Figure 4.19, we observe that the exciton
dynamics is only slightly modified when the pigments are no longer aligned. Therefore,
we conclude that our findings are robust against variations in the couplings of each pig-
ment in the photosynthetic unit to the cavity mode.
Varying the initial state The initial state has been always set as the coherent superpo-
sition of equally excited B800 molecules. This choice has allowed us to perform a mean-
ingful comparison of the exciton dynamics in the photosynthetic unit with and without
being coupled to the cavity. It could be argued that a more realistic initial state would
consist in the excitation of the cavity mode. For this reason, we explore the population
dynamics in this situation in Figure 4.20. There, we plot the exciton dynamics for a cavity
frequency ωC = 1.6 eV and considering three different values of the coupling strength:
g0 = 5 meV [Left], g0 = 9 meV [Center] , and g0 = 15 meV [Right]. Panels (a) plot
the occupation associated with the LH1 antenna, showing that the fast population of this
complex also takes place for this initial state. Effectively, the LH1 occupation reaches a
value ∼ 10% within a few fs delay after the initial excitation of the cavity mode. Panels
(b) plot the temporal evolution of the cavity (yellow), B800 (blue), B850 (green), and
ground (black) states.
Up to this point, we have thus shown that the exciton dynamics in a photosynthetic
unit is greatly modified due to the interaction with a cavity mode, regardless the excitation
configuration or small changes in the coupling of each antenna pigment to the cavity
mode.
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Figure 4.20.
Exciton dynamics for the
photosynthetic unit cou-
pled to the cavity mode
with ωC = 1.6 eV when
considering the excitation
of the cavity as an ini-
tial state. Three differ-
ent values of the cou-
pling strength are consid-
ered: g0 = 5 meV [Left],
g0 = 9 meV [Center] ,
and g0 = 15 meV [Right].
(a) Temporal evolution
of the LH1 population.
(b) Temporal evolution of
the ground state (black),
B800 (blue), and B850
(green) populations.
LH1 population
In Section 4.1, we studied the process of energy transfer between two collection of molecu-
les coupled to a single cavity mode. There, we showed that the phenomenon of exciton
transport is mediated by the polaritons that emerge when being within the strong coupling
regime. This mechanism is also present in the case here studied, where the excitation first
located in the B800 molecules eventually ends in the LH1 complex thanks to the forma-
tion of polaritons. As already observed in Figure 4.15, the character of polaritons varies
strongly with the frequency of the cavity which, in turn, may influence the exciton trans-
port process. In the following, we explore the dependence of the excitation transfer from
the B800 molecules to the LH1 complex on the two parameters set by the optical cavity,
ωC and g0, and its connection with the polaritonic content of B800 and LH1 excitations.
A coherent superposition of equally excited B800 molecules is taken as the initial state,
and we are interested in the population in the LH1 complex. Figure 4.21(a) displays a
contourplot of the LH1 population averaged over the first 300 fs after the excitation of
the B800 molecules (the time span in Figure 4.17). This magnitude is plotted as a func-
tion of the cavity frequency ωC and the coupling strength g0. Note that the temporal
averaging naturally removes peak effects related to the irregular Rabi oscillations appar-
ent in panels (a) of Figure 4.17 and Figure 4.18. We observe a distinct behaviour when
varying each parameter. By increasing the exciton-photon coupling g0 (that is, reducing
the cavity mode volume), the LH1 population grows. Nevertheless, this enhancement is
not produced in a purely monotonic fashion, but small oscillations are apparent. On the
contrary, the dependence on the cavity frequency ωC is much weaker. This is a surpris-
ing result, given the strong dependence of the Hopfield coefficients, and therefore the
polariton character, on the cavity frequency (see Figure 4.15 (b)).
With the aim to understand the pattern observed for the LH1 population, we explore
the character of polaritons within this region of parameters. Inspired by the work dis-
cussed in Section 4.1, we consider the combination of content of B800 and LH1 excitations
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Figure 4.21. (a) LH1
population averaged over
the first 300 fs after the
excitation of the LH2
B800 pigments versus
the cavity frequency ωC
and the photon-exciton
coupling strength g0.
Color solid lines render
contours of the magni-
tude χ (Equation 4.11).
(b) Polariton compo-
nent of B800 and LH1
excitations, encoded in
the magnitude χα ≡
|〈α|LH1〉|2|〈α|B800〉|2,
with α=LP, MP1, MP2,
and UP.
on the various polaritons α. To this end, we define the magnitude χα as:
χα ≡ |〈α|LH1〉|2|〈α|B800〉|2 , (4.11)
which can be simply expressed in terms of the Hopfield coefficients as: χα = b2αB800 b
2
αLH1.
Figure 4.21(b) plots this magnitude χα as a function of the cavity frequency ωC and the
coupling strength g0 for the four polaritons: α = LP, MP1, MP2, and UP. We observe that,
as expected, χα grows with g0 in all cases, as the light-matter hybridization increases
with this parameter. However, the B800 and LH1 projections over the different polaritons
varies differently with respect to ωC. For large couplings (g0 > 10 meV), χLP dominates
LH1 excitations for blue-detuned cavities, whereas χMP2 and χUP are the largest contri-
butions for red-detuned ones. On the other hand, for modest couplings (g0 ® 10 meV),
χLP and χMP1 are largest for red-detuned cavities, while χMP2 and χUP present a maximum
within the spectral window between 1.5 and 1.6 eV. In order to establish a comparison
between this magnitude defined in Equation 4.11 and the population in the LH1 complex,
the contour lines in Figure 4.21(a) render
∑
αχα. The coincidence between these lines
and the pattern in the averaged LH1 population indicate that the interplay among the dif-
ferent polaritons play a crucial role in the fast population transfer from B800 molecules
to the LH1 complex in the studied photosynthetic units.
Finally, we determine the occupation of the LH1 complex at long times. Figure 4.22
displays the LH1 population evaluated 40 ps after the initial B800 excitation. This corre-
sponds to the maximum time displayed in Figure 4.16, when practically all the excitation
Figure 4.22. LH1 popula-
tion 40 ps after the initial
excitation of the system
as a function of omega
and g
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is located in the LH1 complex for the freestanding photosynthetic unit. By comparing
Figure 4.21(a) and Figure 4.22, we observe that the region where the LH1 population is
maximum at short times virtually overlaps the region where the LH1 population is min-
imum at long times. In particular, the cavity parameters used in Figure 4.17 (namely,
ωC = 1.6 eV and g0 = 9 meV) maximize the LH1 population at short times as observed
in Figure 4.21(a). Nevertheless, for these values, the LH1 occupation at long times is ap-
proximately 50% lower than the value reached for the freestanding photosynthetic unit
(see Figure 4.16).
The origin of this low occupation of the LH1 state at long times can be found in Fig-
ure 4.15(b). Note that the Hopfield coefficients for the LP reveal that the lowest energy
level in the hybrid system has only a 50% content on the LH1 state at ωC = 1.6 eV. How-
ever, the comparison between Figure 4.21(a) and Figure 4.22 proves that a compromise
between populations at short and long times can be achieved at large coupling strengths
(g0 > 10 meV) and intermediate cavity frequencies (ωC ' 1.5 eV).
4.3 Conclusions
In Section 4.1, we have investigated the phenomenon of long-range energy transfer be-
tween two sets of molecules either intermixed or separated by a distance in the nanometre
scale. We have presented both a numerical treatment based on the Bloch–Redfield formal-
ism and an analytical approach to underpin the physics of this mechanism mediated by
collective strong coupling. We have demonstrated the key role played by the delocalized
character of the middle polariton in this process as it enables the vibrations to transfer the
excitation from donor to acceptor molecules. Importantly, this non-local energy transfer
is dominated by the Rabi frequency and do not depend on the particular arrangement of
the molecules inside the cavity or the electromagnetic mode spatial profile. Therefore,
as long as collective strong coupling is achieved, our theoretical results predict that there
is no limit in the physical separation attainable between donor and acceptor molecules.
Not only we have been able to unveil the physical mechanism behind vibration-driven
long-range energy transfer, but our analytical approach has allowed us to deliver specific
recipes to optimize the phenomenon.
In Section 4.2, we have studied the exciton dynamics within an archetypal purple
bacterial photosynthetic unit, comprising six LH2 antennas surrounding a single LH1
complex. In particular, we have explored the impact that the interaction with an opti-
cal cavity has on the efficiency of exciton transport taking place in these systems. To this
end, we have developed a Bloch–Redfield master equation approach that accounts for
the interplay between the B800 and B850 BChl molecules within each LH2 antenna, as
well as their interactions with the central LH1 complex. Using a realistic parametriza-
tion of both photosynthetic unit and optical cavity, we have investigated the formation
of polaritons in the system, revealing that these can be tuned to accelerate its exciton
dynamics. Specifically, our computations show that strong coupling in realistic cavities
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can accelerate exciton dynamics in a photosynthetic unit in three orders of magnitude.
The LH1 complex, the stage immediately prior to the reaction center, is considerably pop-
ulated within only a few femtoseconds after the initial excitation of the B800 pigments
present in the LH2 antenna. Besides, our model reveals the contribution of the different
polaritonic states to this fast population transfer, and the dependence of the process on
the frequency of the cavity mode and its effective volume (or pigment-photon coupling
strength). Our theoretical findings unveil polaritonic phenomena as a promising route
for the characterization, tailoring, and optimization of light-harvesting mechanisms in







Strong light-matter coupling enables the creation of mixed light-matter states, the so-
called polaritons, whose hybrid character has been used to achieve new functionalities.
As it has been repeatedly stated, polaritons inherit characteristics from their two con-
stituents, such that they present coherence due to their light component and may interact
due to their excitonic part. In this thesis we have focused on two specific problems where
either photons or excitons benefit from strong light-matter interactions.
PHOTONS
In the first part of the thesis, we have investigated the complex photon statistics phe-
nomenology that emerges from the coupling of a mesoscopic ensemble of quantum emit-
ters to the electromagnetic field within a cavity. Two different experimental setups have
been explored, namely, a collection of organic molecules coupled to a plasmonic nanocav-
ity and a collection of quantum dots embedded in a dielectric microcavity.
From our results, we have concluded that both plasmonic and dielectric cavities en-
able photon correlations in mesoscopic ensembles involving several tens of emitters. The
presence of negative correlations is robust against the variation of the system parame-
ters. This makes strong light-matter coupling a promising route for the generation of
nonclassical light beyond the single-emitter level.
EXCITONS
In the second part of the thesis, we have analyzed the modification of the exciton dy-
namics due to the coupling to the electromagnetic field within a cavity. The formation of
delocalized states within the strong-coupling regime allows for the enhancement of the
spatial range and rate of exciton transport in diverse platforms.
First, we have studied the phenomenon of long-range energy transfer between two
collections of molecules. In accordance with actual experimental realizations, two differ-
ent arrangements of donor and acceptor molecules within the cavity have been considered
—they are either intermixed or physically separated by a dividing barrier. Our numeri-
cal and analytical results show that energy transfer from donor to acceptor molecules
takes place with the participation of the middle polariton. Its delocalized character and
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mixed composition (involving both donor and acceptor states) are crucial aspects in this
mechanism, which allows for energy transfer beyond the nanometre scale.
Second, the exciton dynamics in an archetypal bacterial photosynthetic unit has been
considered. We have demonstrated that the exciton dynamics within these complexes is
greatly modified by its interaction with a cavity mode: this process is accelerated by three
orders of magnitude. This yields a significant occupation of the complex at the end of the
energy-transfer process.
Therefore, the formation of hybrid light-matter states within the strong coupling regi-
me enhances the exciton-transport mechanism in these two systems. Our theoretical mod-
els provide physical insights into the phenomenon of polariton-mediated energy transfer,
which would help to optimize the exciton-transport process in diverse natural and artifi-
cial systems.
CONCLUSIONES
La interacción fuerte entre la luz y la materia permite la creación de estados com-
puestos de luz y materia a la vez, los llamados polaritones, cuyo carácter híbrido ha sido
empleado para lograr nuevas funcionalidades. Tal y como hemos comentado en repetidas
ocasiones, los polaritones heredan características de sus dos constituyentes, de forma que
presentan coherencia debido a su componente de luz y pueden interaccionar debido a su
parte excitónica. En esta tesis nos hemos centrado en dos problemas específicos donde o
bien lo fotones o bien los excitones se benefician de las interacciones fuertes entre luz y
materia.
FOTONES
En la primera parte de esta tesis hemos investigado la compleja fenomenología que aparece
en la estadística de los fotones como resultado del acoplamiento de un conjunto mesoscópi-
co de emisores cuánticos al campo electromagnético de una cavidad. En particular, hemos
considerado dos montajes experimentales diferentes: un conjunto de moléculas orgáni-
cas acopladas a una cavidad plasmónica y un conjunto de puntos cuánticos embebidos en
una microcavidad dieléctrica.
A partir de los resultados de nuestra investigación, hemos determinado que tanto las
cavidades plasmónicas como las dieléctricas pemiten la generación de correlaciones en
los fotones en conjuntos mesoscópicos de varias decenas de emisores. La presencia de
correlaciones negativas es robusta frente a la variación de los parámetros. Esto hace del
régimen de acoplamiento fuerte entre luz y materia un camino prometedor en el campo
de la generación de luz no clásica más allá del caso de un solo emisor.
EXCITONES
En la segunda parte de esta tesis hemos analizado la modificación de la dinámica de
los excitones como resultado del acoplamiento al campo electromagnético dentro de una
cavidad. La formación de estados deslocalizados en el régimen de acoplamiento fuerte
permite aumentar tanto el alcance como el ritmo del transporte de excitones en diversas
plataformas.
Primero, hemos estudiado el fenómeno de transferencia de energía a largas distan-
cias entre dos conjuntos de moléculas. De acuerdo a las realizaciones experimentales
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disponibles, hemos considerado dos distribuciones diferentes de las moléculas donadoras
y aceptadoras dentro de la cavidad: éstas se encuentran entremezcladas o separadas físi-
camente por una barrera divisora. Nuestros resultados, tanto analíticos como numéricos,
muestran que la transferencia de energía entre las moléculas donadoras y aceptadoras
tiene lugar con la participación del polaritón intermedio. Su carácter deslocalizado y su
composición mixta (la cual involucra estados donadores y aceptadores) son aspectos cru-
ciales en este mecanismo, que permite la transferencia de energía más allá de la escala
nanométrica.
En segundo lugar, hemos considerado la dinámica de excitones en una unidad foto-
sintética típica de ciertas bacterias. Hemos demostrado que la dinámica de los excitones
entre los diferentes compuestos se modifica en alto grado como resultado de su interac-
ción con un modo de cavidad: el proceso se acelera en tres órdenes de magnitud. Esto
hace que el compuesto situado al final del proceso de transferencia de energía se vea
significativamente poblado.
Por lo tanto, la formación de estados híbridos de luz y materia en el régimen de
acoplamiento fuerte mejora el mecanismo de transporte de excitones en estos dos sis-
temas analizados. Nuestros modelos teóricos ofrecen una explicación física de este fenó-
meno de transferencia de energía mediado por polaritones, los cuales podrían ayudar a







The interest raised by the strong coupling regime stems from the multiple phenomena
exhibited by polaritons, which are otherwise impossible to observe. The distinctive char-
acteristics inherited from their two constituents enable polaritons to present features that
neither light nor matter excitations hold themselves. These singular properties are trans-
lated into practical applications, with the design of polaritonic devices and the prospect
of new quantum optical systems. Besides, the strong coupling regime offers the possibil-
ity to explore light-matter interactions, hence its importance from a fundamental point
of view as well. In this Appendix, we review the first experimental realizations of strong
coupling (Section A.1), followed by the main properties of polaritons and their potential
applications (Section A.2). There exist interesting reviews that focus on the strong cou-
pling regime in both semiconductor [484, 485] and plasmonic [430] cavities, and also
devoted to the ultrastrong coupling regime [61].
A.1 Experimental realizations of strong coupling
Atoms in cavities
The first experiments aiming for the strong coupling of matter excitations with a cavity
mode were performed with atoms in microwave cavities. In particular, they were origi-
nally carried out with Rydberg atoms [83, 84], where one-atom maser experiments tried
to reproduce the quantum phenomena emerging from the Jaynes–Cummings Hamiltonian
[486]. These atoms benefit from a large electric dipole moment between neighbouring
energy levels (leading to large values of the coupling to the radiation field), where the
resonant frequency lies in the microwave domain. This also facilitates its physical imple-
mentation in large-size cavities, where atoms need to be kept in the same position (with
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a constant and precise value of the coupling strength) for a relatively long time. At the
same time, these systems are characterized by large mode volumes, which is detrimental
to the achievement of large values of the light-matter coupling. Rydberg atoms present
low spontaneous emission rate, and the preferential transition is not perturbed by others,
thus constituting ideal realizations of two-level systems [83].
The strong coupling was first observed for a single Rydberg atom in a microwave
cavity by Rempe et al. in 1987 [85], soon followed by the work of Brune et al. [86].
The first observation of strong coupling in the optical regime took place in 1989, when
Raizen et al. obtained the characteristic mode splitting for a collection of atoms interact-
ing with a single-mode of an optical cavity [87]. This experiment was followed by others,
where the associated photon statistics was also explored [487, 176]. Rabi splitting with
a single atom was first reported in 1992 by Thompson et al. [88]. Since then, differ-
ent configurations have been explored, including the trapping of individual atoms in the
strong coupling regime [488, 489].
Inorganic semiconductor microcavities
Advances in semiconductor microcavities led to the detection of strong coupling in vari-
ous solid-state platforms, reaching Rabi splitting values of the order of 10 meV. In contrast
to atoms, the use of quantum dots embedded in these solid implementations offers the
possibility to reach smaller cavity volumes, meeting in turn larger coupling strengths. The
tight confinement of light is combined with the important electric dipole moments dis-
played by quantum dots (larger than typical values of atomic transitions), making this
setup an ideal candidate for the observation of strong coupling. Besides, solid-state plat-
forms are free from the elaborated experimental techniques demanded by single atoms,
associated with their trapping and cooling. The control of the spatial overlap between
emitters and cavity mode, as well as the possibility to tune the frequency of both emitters
and resonant mode of the cavity, are important advantages. As a counterpart, solid-state
systems present phonon interactions that make the transition broader, a problem that is
not present when dealing with perfectly isolated atomic systems.
Since the first experimental realization of strong coupling with quantum wells exci-
tons in 1992 by Weisbuch et al. [490], inorganic semiconductor microcavities have been
widely used. Anticrossing between the exciton and the photon modes [491] and vac-
uum Rabi oscillations [492] were soon reported. In these experiments, several Wannier
excitons supported by semiconductor quantum wells are coupled to the electromagnetic
mode confined in a monolithic solid-state system. Although strong coupling in micro-
cavities containing inorganic materials is usually observed at low temperatures, strong
coupling fingerprints were also found at room temperature by Houdré et al. in 1994
[493]. Strong coupling with a single quantum emitter was first obtained in 2004 for
various semiconductor microcavities structures: in planar micropillars by Reithmaier et
al. [89], in whispering-gallery microdisks by Peter et al. [494], and also with a photonic
crystal cavity mode by Yoshie et al. [90]. All these experiments were performed at low
temperatures, around 30 K. These experiments were followed by many other realizations
in different setups.
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Organic semiconductor microcavities
In the way of achieving stronger light-matter interactions, organic semiconductor micro-
cavities appeared as a great opportunity. Organic molecules display large dipole moments
and high densities, thus leading to large values of the light-matter coupling. In particular,
J-aggregates present small linewidths and large transition dipole strengths, making pos-
sible to achieve Rabi splitting values more than 10 times higher than the typical values
within inorganic semiconductor cavities. Apart from the prospect of having Rabi splitting
values of the order of 100 meV, organic materials offer a platform for realizing strong
coupling at room temperature. Unlike Wannier excitons in inorganic semiconductors,
whose associated low binding energies usually require cryogenic temperatures, Frenkel
excitons in organic semiconductors tend to present large binding energies that makes
them more stable.
Strong coupling using organic molecules was first observed by Lidzey et al. in 1998
[91]. There, a Rabi splitting value of 160 meV at room temperature was observed in a
planar microcavity containing a porphyrin dye as the optically active material. Soon af-
ter, strong coupling was also reported using J-aggregates of a cyanine dye, showing Rabi
splitting values of the order of 80 meV [495, 496]. Besides these particles, diverse or-
ganic materials are used to provide the matter excitations, such as other dye molecules
or organic crystals [497]. Strong coupling was also obtained between a cavity photon
and multiple vibronic transitions in a single material [498] and with molecular vibra-
tional modes of the electronic ground state [499, 500], due to the absorption features
displayed by organic compounds (see Section 2.4 and Appendix F). Organic semicon-
ductor microcavities also provide a suitable platform to reach the ultra-strong coupling
regime [434, 501], where Rabi splitting values of the order of 1 eV have been observed.
Not only dielectric microcavities, but also all-metal microcavities (in which the tighter
confinement of the field favours the coupling to the matter component) have been used
with organic semiconductors, where a Rabi splitting value in excess of 300 meV is achieved
at room temperature [502]. Indeed, excitons in organic materials are coupled to all kinds
of electromagnetic modes, not only to cavity photons but also to localized surface plas-
mons or surface plasmons polaritons, as well as to surface lattice resonances.
Organic molecules in plasmonic cavities
The development of plasmonic nanostructures able to confine light beyond the diffraction
limit has opened the possibility to reach even stronger coupling strengths than those pro-
vided by the previous semiconductor structures. Despite the substantial losses present in
plasmonic structures, the large dipole moments and high densities displayed by organic
molecules have helped to achieve the strong coupling regime in these setups. Different
configurations have served as a basis to build plasmonic nanocavities, adequately pre-
pared for hosting both organic and inorganic emitters.
Strong-coupling was first reported using J-aggregates coupled to surface plasmon po-
laritons by Bellessa et al. in 2004, reaching a Rabi splitting value of 180 meV at room
temperature [34] (300 meV in [92]). This experiment was soon followed by many other
realizations involving J-aggregates coupled to plasmonic resonances on nanostructured
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surfaces [35, 503] and metallic nanorods assemblies [504]. The observation of coherent
Rabi oscillations was also reported [505]. Apart from J-aggregates, some other organic
molecules have been used —coupled to both surface plasmon polaritons [506, 507] and to
plasmonic surface lattice resonances [508, 509]—, as well as excitons in inorganic mate-
rials [510, 511]. Strong coupling has been also obtained with organic excitons coupled to
localized surface plasmons formed in diverse nanostructures, such as in nanoshells [512],
in single metallic dimers [513], or in a single silver nanoprism [38]. Strong coupling with
a single emitter was first reported by using bowtie dimers by Santhosh et al. [93] and a
nanoparticle-on-mirror cavity by Chikkaraddy et al. [94], both in 2016.
Plasmonic cavities provide tiny mode volumes because of the confinement of the elec-
tromagnetic field beyond the diffraction limit. On the other hand, the high metal losses
makes them to present very low values of the Q-factor. Many configurations have been
studied to increase the Q/V ratio. The development of hybrid cavities composed of dif-
ferent material systems seems to be a promising route. They combine the benefits of both
plasmonic and photonic elements. For instance, metal nanoparticles are assembled to a
dielectric photonic crystal cavity, yielding quality factors close to 1000 [514]. Other struc-
tures are fabricated by coating the surface of a dielectric or semiconducting core with a
thin metal layer [515, 516]. There are many examples where hybrid cavities are used to
reach the strong coupling regime.
Other systems
Trapped ions and artificial atoms, such as excitons in 2D materials and NV-centers, should
be also mentioned as other types of emitters used in this field. Trapped ions are also
demonstrated to reach the strong coupling regime [517]. Their drawback is that the
dimension of the cavity is not smaller enough to achive large values of the light-matter
coupling, so that many ions are necessary.
Excitons in TMDCs are ideal candidates to reach the strong coupling regime at room
temperature [518], since they present high biding energies (up to several hundreds of
meVs [519, 520]) and large oscillator strengths [521]. Strong coupling of different TMDCs
have been obtained in dielectric microcavities since 2014, mainly in Fabry–Perot res-
onators in which the active layer is kept between two distributed Bragg reflectors. For
instance, a Rabi splitting of 46 meV was obtained by embedding a monolayer of MoS2
inside a dielectric microcavity at room temperature [522], a splitting of 20 meV by em-
bedding a monolayer of MoSe2 at cryogenic temperatures [523], and a splitting of 40 meV
by embedding a monolayer of WS2 at an intermediate temperature (110-230 K) [524].
Strong coupling has been also reported with different TMDC monolayers embedded in
dielectric distributed Bragg reflectors recovered with a thin metallic cap [525], where the
Tamm plasmon states arise [526, 527]. Nevertheless, splittings at room temperature are
barely resolved and on the order of thermal energies, so larger values of the energy gap are
required. The use of metallic Fabry–Pérot cavities has led to larger values of the Rabi split-
ting, reaching values of about 100 meV with WS2 monolayers [528, 529]. Room temper-
ature strong coupling has been also pursued in different plasmonic structures, including
lattice resonances in ordered arrays of metallic nanostructures [530] and localized sur-
face plasmons (for instance, in metallic nanoprisms [531] and in nanoparticle-on-mirror
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cavities [532]).
NV-centers are able to achieve the regime of strong coupling when placed inside a
microwave cavity. Unlike atoms, NV-centers do not require trapping techniques nor large
magnetic fields to reach the resonance frequency. This makes them attractive systems
to couple to the microwave photons trapped in superconducting circuits [533], together
with the long coherence time that they exhibit [534]. Strong coupling was observed for
a collection of NV-centers in a superconducting resonator [535, 536], as well as also for
ensembles of spins in other solid state materials [537].
Strong coupling has been also achieved in mechanical resonators. It has been ob-
served the normal mode splitting when a mechanical resonator is coupled to an optical
cavity [538]. Apart from these mechanical systems, superconducting circuits also pro-
vide a platform to reach the strong coupling regime, where the coherent interaction of
a superconducting two-level system with a single microwave photon has been reported
[539]. These superconducting devices have been also shown to behave as artificial atoms,
where quantum optical effects have been observed for a single superconducting macro-
scopic two-level system [540]. Superconducting devices that behave as an artificial atom
and can be developed as qubits in quantum information processing applications. These
macroscopic superconducting devices can be integrated in electronic circuits and help in
the development quantum optical systems on a chip.
A.2 Properties of polaritons and applications of strong cou-
pling
The hybrid light-matter composition of polaritons makes them combine properties inher-
ited from each constituent, namely, polaritons present the distinctive coherence of light
and the mutual interactions displayed by excitons. This gives rise to a number of new
interesting phenomena and applications as well, which will be outlined in the following.
Bosonic character First of all, we should mention the type of statistics followed by our
subject matter. Composed of two fermions, excitons exhibit bosonic properties at low den-
sities [541, 542]. Nevertheless, as they are composite bosons, rather than pure bosons,
their composite constitution may become relevant for higher densities [543]. Polaritons,
as a mixture of photons and excitons, thus behave as bosons as well [544, 545]—the Pauli
exclusion principle does not apply, and large occupations of the same state are allowed.
This fact is precisely in the basis of a variety of phenomena displayed by polaritons.
Multiple nonlinear effects are observed in polaritons, resulting from the interac-
tion between their excitonic component. In particular, polariton-polariton interactions
in semiconductor microcavities lie behind effects such as stimulated scattering, polariton
condensation, or superfluidity, to name a few.
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Bottleneck effect In semiconductor microcavities, different optical wavevectors are at-
tained by varying the angle of the light with respect to the axis of the cavity. This results in
the familiar shape of the dispersion relations within the strong coupling regime, which
give the energy of the polaritons as a function of the angle (or, alternatively, the wavevec-
tor k). An example is shown in Figure A.1, where the energies of the non-interacting
cavity and exciton are depicted in dashed lines. There exists an energy minimum at
k = 0, which corresponds to light travelling along the cavity axis. The dispersion rela-
tions associated with the lower polariton (LP) and the upper polariton (UP) are depicted
in purple and green respectively. Notice that the dispersion relation associated with the LP
branch is exciton-like for large values of the (in-plane) wavevector, while it is photon-like
at small wavevector values. Indeed, around k ' 0, it presents the parabolic dispersion
relation that is characteristic of photons. The modification of the dispersion curves with
the formation of polaritons lead to the so-called bottleneck effect [546, 547], namely,
the relaxation from large wavevector states towards k ' 0 is very slow [548]. However,
it was found possible to overcome such obstacle and obtain large occupation numbers in
the LP final state through the process of stimulated scattering [549].
Figure A.1. Dispersion
relation corresponding to
the LP (yellow) and the
UP (purple) as a func-
tion of the in-plane mo-
mentum k. The energies
of the non-interacting ex-
citon and cavity field are







Stimulated polariton scattering Various photoluminescence experiments involving
strong coupling in semiconductor microcavities reported a nonlinear behaviour in the
emission in the late 1990s [550, 551], explained as a stimulating effect [544]. In the
pump-probe experiment carried out by Savvidis et al. [95], a pump pulse excites reso-
nantly polaritons in the LP branch carrying the wavevector k that corresponds to the par-
ticular angle of incidence of the laser. A probe pulse is set at normal incidence (k = 0),
and its reflected spectrum is measured. For a critical angle, a pair of pump polaritons scat-
ter to produce a (signal) polariton with k = 0 —which genererates some gain— together
with a second (idler) polariton with a higher wavevector (such that both energy and mo-
mentum are conserved). Stimulated scattering is evidenced by an enormous peak in
the probe signal, displaying an optical gain approaching 100. This experiment was soon
followed by others [552, 553], showing final-state stimulation even at high temperature
[554]. A theory for polariton amplification was proposed by Ciuti et al. [96]. Stimulated
scattering leads to the concentration of polaritons in two specific states, with final-state
occupancies close to one.
Parametric oscillation Once a reservoir of identical polaritons is created through a
pumping pulse, a scattering mechanism is needed to transfer some of these reservoir
polaritons to the ground state. Pure bosons without charge do not present such a mech-
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anism, but polaritons do [545]. It is precisely their excitonic part that allows for the
parametric process in which, above a pump strength threshold, a couple of pump polari-
tons scatter to produce both signal and idler modes such that the energy and momen-
tum are conserved (polariton-polariton parametric scattering) [96, 555]. Apart form the
parametric amplification previously mentioned [95, 556], parametric oscillation can
be also produced, where a coherent population in the signal mode appears without the
presence of a probe pulse [97, 98]. The process of parametric conversion allows for the
generation of twin or entangled photons, used in quantum optics applications such as
quantum crypography. Since the signal and idler modes present a frequency shifted with
respect the pump pulse, it would also serve to access spectral regions difficult to reach with
available devices. The analogy between polaritons and optical parametric oscillators has
been thoroughly explored [557], pointing out new effects that strongly-coupled systems
may exhibit [558, 559]. The polarization characteristics and the spin dynamics of these
polaritons have been intensively studied both theoretical [560, 561] and experimentally
[562, 563].
Polariton lasing The phenomenon of stimulated scattering may lead to a macroscopic
occupation of the ground-state polariton. Due to the leakage of the photonic component
of these polaritons, coherent light starts to be emitted. This process led to the devel-
opment of a new type of coherent light source —the polariton laser. The creation of a
polariton condensate able to emit coherent laser light was first discussed by Imamoğlu
et al. in 1996 [99, 564], and experimentally pursued from then on. After some initial
attempts [565, 566] that were finally interpreted within standard lasing [567], polariton
lasing was first achieved by Deng et al. in 2003 [100]. In photon lasing, photons are
the particles that develop coherence through stimulating emission. On the contrary, in
this new source, the coherence comes from polaritons —the coherent emission is simply
photon emission from the coherent, condensed state. Polaritons decay mainly due to its
photonic component, and those photons than scape the cavity keep some information of
the initial polariton state, such as energy, momentum, spin, and phase [568]. Another dif-
ference between photon and polariton lasing is connected to the origin of such stimulated
emission: while it is the photon emission itself that is stimulated in the photon laser, stim-
ulation and emission are separated processes in a polariton laser. There, the stimulated
process is the polariton scattering to the high-density state. This allows for a coherent
emission without the requirement of population inversion (that is, the requirement of
having more population in an excited state than in the ground state), that translates into
the prospect of very low threshold coherent sources [569, 570].
Polariton condensation Given the bosonic character of polaritons, one could expect a
phase transition from the incoherent reservoir of polaritons to a coherent ground state
[571]. Below a critical temperature (or, equivalently, above a critical density), polari-
tons would spontaneously occupy the ground state forming a Bose–Einstein condensate
(BEC). Light mass particles favour the formation of the condensate, and this is precisely
one of the main characteristics of polaritons in semiconductor cavities. They possess an
effective mass four orders of magnitude lighter than the exciton mass, and nine orders
of magnitude if compared to rubidium atoms (for which BEC was observed at tempera-
tures below 200 nK [572]). This means that a macroscopically occupied polariton state
could take place in these solid-state platforms at standard cryogenic temperatures. After
the report of some evidences of spontaneous coherence [573], polariton condensation
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was first observed by Kasprzak et al. in 2006 [101], showing a massive occupation of the
ground-state polariton, with an increase of both temporal and spatial coherence. Soon af-
ter, Balili et al. reported condensation of polaritons in a trap [102]. These first realizations
were obtained in a state of non-equilibrium, given the typically short lifetime associated
with polaritons (comparable to thermalization times). Nevertheless, the observation of
polariton condensation in thermal equilibrium was finally achieved [574].
Experiments involving CdTe-based [101] or GaAs-based [102, 575] microcavities re-
quire temperatures of about 10 K to obtain the condensation of polaritons. The use of
new inorganic materials, such as GaN [576] and ZnO [577], have allowed for polari-
ton condensation at higher temperatures [578]. Indeed, there have been several room-
temperature realizations of polariton lasing and polariton condensation in these inor-
ganic platforms [579, 580]. This is an important issue for device applications, together
with the possibility of exciting by electric injection rather than by an optical source —
electrons and holes are injected separately before relaxing and forming polariton states
[581]. Different realizations of an electrically pumped polariton laser have been already
reported [582, 583]. Although we have only referred to polaritons in inorganic cavi-
ties so far, polariton lasing have been also found in organic microcavities [584] and in
plasmonic structures [435]. Organic materials provide higher critical temperatures, al-
though the shorter polariton lifetimes and the weaker nonlinearities displayed by organic
polaritons makes them less favourable to the observation of some other resonant non-
linear processes. Polariton lasing and polariton condensation at room-temperature have
been reported in several organic systems [585, 586], such that a broad range of wave-
lengths are spanned [587].
Superfluidity and other effects Polariton condensation can lead to some other re-
lated phenomena, including superfluidity, vortex formation, and Berezinskii–Kosterlitz–
Thouless and Bardeen–Cooper–Schrieffer physics [588, 589]. Superfluidity consists in
the possibility to flow without friction [590], and it is a manifestation of macroscopic
coherence. Theoretical works pointed out a superfluid regime for polaritons in a micro-
cavity [591, 592], and some experimental evidences were found by Amo et al. in 2009
[593, 594]. Room-temperature superfluidity has been also reported [595]. One of the
features of superfluidity is the appearance of quantum vortices [596]. The formation of
quantized vortices in the condensed phase of a polariton fluid have been experimentally
observed [597, 598, 599], and also theoretically studied [600]. The optical spin Hall ef-
fect in the polaritons generated in a semiconductor microcavity is another phenomenon
observed in this platform [601, 602]. Some efforts are devoted to the observation of
proper quantum effects in polaritonic systems.
Quantum coherence The coherence properties inherited by polaritons lie behind some
interesting features they display [603], as the ones that we have previously mentioned.
The phenomenon of polariton lasing manifests the macroscopic coherence created from
the stimulated polariton scattering process, and the condensate of polaritons implies co-
herence of many particles that occupy the same macroscopic state. Long-range spatial
coherence is effectively found in these compounds [604, 605]. But beyond that, strong
coupling is the basis for the creation of coherent quantum superposition. Quantum
coherence refers to the quantum superposition of quantum states, so it is inherently in-
volved in strong coupling. Cavity QED serves to explore the physics of open quantum
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systems and study diverse aspects connected to coherence and decoherence in quantum
mechanics [103]. The understanding of light-matter interactions within the strong cou-
pling regime leads to a better manipulation and control of quantum coherence and en-
tanglement [104, 105]. The coherence properties associated with polaritons are of great
interest in the field of quantum information processing [105], and the coherence present
in polariton condensates are also useful in the development of quantum technologies
[106, 107].
Quantum information processing The field of quantum information technology has
benefited from the strong coupling regime in various cavity QED implementations —
different information processing tasks can be realized when two-level systems are strongly
coupled to a cavity mode [105]. The preparation and coherent manipulation of entan-
gled states form the basis of this area. Atomic systems have been widely used in quantum
computation [606], where a complete isolation from the environment is required. Infor-
mation is encoded in the quantum state of a two-level system, referred to as a qubit, and
any dissipation of energy over the quantum computation process may ruin the operation.
The high degree of quantum coherence displayed by atoms have led to their use in the
implementation of quantum logic [607], where the large optical nonlinearities attainable
in cavity QED are exploited. The implementation of scalable photonic quantum computa-
tion has been also carried out in these platforms [608, 609]. Trying to face the problem of
scalability, solid-state platforms started receiving great attention [610, 611]. The quan-
tum nature of the system composed of a quantum dot and a cavity in the strong-coupling
regime was confirmed [612], thus enabling its use in quantum information applications.
Cavity QED systems have been also considered in the implementation of distributed quan-
tum networks [613].
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APPENDIX B
QUANTUM PICTURES
There exist various representations of states and operators when working within the
quantum formalism —these are known as quantum pictures. These different formula-
tions of quantum mechanics are all equivalent, since operators and states in a particular
picture are related by a change of basis (that is, a unitary transformation) to the same
operators and states in some other picture. Nevertheless, a specific way to represent them
may be more convenient according to the problem to solve. In this Appendix, we provide
a brief summary of the three different quantum pictures and the form of the correspond-
ing equations that govern the time dynamics: the Schrödinger picture (Section B.1), the
Heisenberg picture (Section B.2), and the interaction or Dirac picture (Section B.3)
B.1 Schrödinger picture
In the Schrödinger picture, the time-evolution of the quantum system is carried en-
tirely by the states representing the system. On the contrary, operators present no time-
dependence.
• States evolve in time: |ψ(t)〉, ρ̂(t) .
• Operators are constant: Â .
Notice that, although operators in the Schrödinger picture do not evolve in time, they can
be explicitly time-dependent due to an applied external field varying in time. The same
is valid for the specific case of the Hamiltonian, which can be explicitly time-dependent:
Ĥ = Ĥ(t).
States and operators in the Schrödinger picture
States Let the system be described by a certain vector state |ψ(t)〉. The evolution op-
erator U(t, t0) transforms the state at some initial time t0 to the state at time t:
|ψ(t)〉= U(t, t0)|ψ(t0)〉 . (B.1)
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When the Hamiltonian Ĥ describing the system is time-independent, the evolution oper-
ator reads:
U(t, t0) = e−
i
ħh Ĥ(t−t0) . (B.2)
If the state of the system is alternatively described by the density matrix operator ρ̂,
its evolution can be also expressed in terms of the density matrix at some initial time t0
through the evolution operator U(t, t0):
ρ̂(t) = U(t, t0) ρ̂(t0) U†(t, t0) . (B.3)
For instance, if the state of the system is given by Equation 2.3, we can verify that the















= U(t, t0) ρ̂(t0) U†(t, t0) .
Observables Although observables themselves do not evolve in time, the evolution of
the state is transferred to the evolution of the expectation value of any observable Â:
〈Â〉(t) = 〈ψ(t)| Â |ψ(t)〉= 〈ψ(t0)| U†(t, t0) Â U(t, t0) |ψ(t0)〉 .
Within the density matrix formalism, the expectation value of an observable Â is computed
as:
〈Â〉(t) = Tr[ρ̂(t) Â] . (B.4)
Time-evolution equations








where Ĥ is the (time-independent) Hamiltonian describing the system. By substituting
Equation B.1 into the Schrödinger equation, we observe that the Hamiltonian also guides
the time-evolution of U(t, t0):
d
dt
U(t, t0) = −
i
ħh
Ĥ(t) U(t, t0) . (B.6)
Alternatively, when working within the density matrix formalism, the evolution of the
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Ĥ U(t, t0) ρ̂(t0) U†(t, t0) +
i
ħh








There, we have considered the time-evolution of the operator U(t, t0) given by Equa-
tion B.6 and the time evolution of the density matrix operator ρ̂(t) given by Equation B.3.
B.2 Heisenberg picture
In the Heisenberg picture, it is the operators that capture the time-evolution of the quan-
tum system, whereas states remain constant in time:
• States are constant: |ψH〉, ρ̂H.
• Operators evolve in time: ÂH(t).
States and operators in the interaction picture
States States in the Heisenberg picture coincide with the corresponding states in the
Schrödinger picture at time t0:
|ψH〉= |ψ(t0)〉 .
It is the same for the density matrix operator, which also remains time-independent:
ρ̂H = ρ̂(t0) .
Operators An operator in the Heisenberg picture is defined in terms of the evolution
operator U(t, t0) as:
ÂH(t) = U†(t, t0) Â U(t, t0) . (B.8)
We can check that the expectation value of an operator Â in this picture is equal to its
respective value in the Schrödinger picture:
〈Â〉= 〈ψ(t)| Â |ψ(t)〉= 〈ψ(t0)| U†(t, t0) Â U(t, t0) |ψ(t0)〉= 〈ψH| ÂH(t) |ψH〉= 〈Â(t)〉H ,
and when working within the density matrix formalism:
〈Â〉= Tr[ρ̂(t) Â] = Tr[U(t, t0) ρ̂(t0) U†(t, t0) Â U(t, t0) U†(t, t0)]
= Tr[U(t, t0) ρ̂H ÂH(t) U†(t, t0)] = Tr[ρ̂H ÂH(t)] = 〈Â(t)〉H .
166 Interaction picture | B.3
Time-evolution equations
The time-evolution of an operator ÂH(t) in the Heisenberg picture is given by the Heisen-
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where we have made use of the equation for the time evolution of U (Equation B.6) and
the definition of Equation B.8.
B.3 Interaction picture
An intermediate case between the Schrödinger and the Heisenberg pictures is the so-
called interaction (or Dirac) picture, where the time-evolution is shared between states
and operators. That is, in the interaction picture, both states and operators evolve in
time:
• States evolve in time: |ψI(t)〉, ρ̂I(t).
• Operators evolve in time: ÂI(t).
The interaction picture is useful when having time-dependent Hamiltonians, where
the complete Hamiltonian Ĥ, expressed in the Schrödinger picture, can be split as:
Ĥ(t) = Ĥ0 + Ĥint(t) .
The time-independent Ĥ0 comprises the energies of the components of the system when
the interaction among them is ignored, whereas Ĥint describes the interaction. This is the
part that carries the explicit time-dependence, and can be usually treated as a perturba-
tion of Ĥ0. Since the non-interacting Hamiltonian is normally a solvable problem, the
eigenstates of Ĥ0 are used to describe the dynamics induced by the time-dependent part,
as long as the interaction Hamiltonian is small enough.
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States and operators in the interaction picture
States Apart from the evolution operator involving the complete Hamiltonian Ĥ (Equa-
tion B.2), two other evolution operators can be defined from its two constituents:
U0(t, t0) = e−
i
ħh Ĥ0(t−t0) ,
Uint(t, t0) = e−
i
ħh Ĥint(t−t0) .
Given the vector |ψ(t)〉 in the Schrödinger picture, the corresponding state in the inter-
action picture is defined through:
|ψI(t)〉= U†0(t, t0) |ψ(t)〉 ,
= U†0(t, t0) U(t, t0)|ψ(t0)〉= Uint(t, t0)|ψ(t0)〉 .
Density matrix The density matrix operator ρ̂(t), given in the Schrödinger picture,
transforms to the interaction picture as:
ρ̂I(t) = U†0(t, t0) ρ̂(t) U0(t, t0) . (B.10)
For instance, when the density matrix is built from a ket state, we have:
ρ̂I(t) = |ψI(t)〉〈ψI(t)|= U†0(t, t0)|ψ(t)〉〈ψ(t)|U0(t, t0) = U
†
0(t, t0) ρ̂(t) U0(t, t0) .
Operators Some operator Â in the Schrödinger picture is transformed to the interaction
picture as:
ÂI(t) = U†0(t, t0) Â U0(t, t0) . (B.11)
Note that for the specific case of the operator Ĥ0, the interaction picture and the Schrödinger
picture coincide:
Ĥ0,I(t) = U†0(t, t0) Ĥ0 U0(t, t0) = Ĥ0 ,
but this is not true for the interaction Hamiltonian Ĥint:
Ĥint,I(t) = U†0(t, t0) Ĥint(t) U0(t, t0) .
We can check that the expectation value of some operator Â in the interaction picture
remains the same as in the Schrödinger picture:
〈Â(t)〉I = 〈ψI(t)| ÂI(t) |ψI(t)〉
= 〈ψ(t)| U0(t, t0) ÂI(t) U†0(t, t0) |ψ(t)〉= 〈ψ(t)| Â |ψ(t)〉= 〈Â〉 ,
and when working within the density matrix formalism:
〈Â(t)〉I = Tr[ρ̂I(t) ÂI(t)] = Tr[U†0(t, t0) ρ̂(t) Â U0(t, t0)] = Tr[ρ̂(t) Â] = 〈Â〉 .
Note The interaction picture becomes a half-way point between the Schrödinger and
the Heisenberg pictures: while states evolve according to Ĥint, operators evolve under
Ĥ0. Notice that:
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• When Ĥ0 = 0, then Ĥ = Ĥint, and the Schrödinger picture is recovered.
• When Ĥint = 0, then Ĥ = Ĥ0, and the Heisenberg picture is recovered.
Time-evolution equations







Indeed, if we start from the Schrödinger equation (Equation B.5) and take into account





























Note that this is nothing but the Schrödinger equation for the state in the interaction
picture where only the interaction Hamiltonian dictates the time-evolution (expressed in
the interaction picture as well).








Notice that it has the form of the Heisenberg equation (Equation B.9) for the operator
expressed in the interaction picture where the total Hamiltonian Ĥ has been replaced by
the unperturbed Hamiltonian Ĥ0.


























































In this Appendix, we provide some extensions of the topics discussed in Section 2.1,
dealing with the description of the dynamics of open quantum systems. In particular, we
derive the Born–Markov master equation (Section C.1) and spell out the steps leading to
the Bloch–Redfield master equation (Section C.2).
C.1 Master equation in the Born–Markov approximation
The Liouville–von Neumann equation (Equation 2.4) governs the dynamics of the den-






[Ĥ(t), ρ̂(t)] . (C.1)
When dealing with open quantum systems, the total Hamiltonian Ĥ can be expressed
as sum of the parts describing the system of interest S, the reservoir R, and their mutual
interaction, that is, Ĥ = ĤS+ĤR+Ĥint (Equation 2.5). We are interested in the evolution of
the reduced density matrix ρ̂S (describing the subsystem S and defined in Equation 2.6)
without requiring detailed information of the reservoir. The standard approach for the
derivation of the corresponding master equation consists in the introduction of the Born–
Markov approximation. Although it can be found in many textbooks (such as those in
Ref. [416, 614]), we reproduce here the derivation in detail. To simplify the notation, we
drop the hats over operators in this section.
Transforming into the interaction picture. The first step is to consider the Liouvillian
equation for the complete system (Equation C.1), and express it in the interaction picture
(see Appendix B for an overview of the different quantum pictures). From now on, the
tilde over operators are used to indicate that they are expressed in the interaction picture.
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First of all, according to Equation B.10, the transformed density matrix ρ̃ reads:
ρ̃(t) = U†0(t, t0) ρ(t) U0(t, t0) ,
where U0(t, t0) = exp[−iH0(t − t0)/ħh]. There, H0 stands for the Hamiltonian without




ħh H0 t ρ(t) e−
i
ħh H0 t .
By deriving this expression with respect to time, we arrive at an equation connecting the




ħh H0 t ρ̇(t) e−
i
ħh H0 t +
i
ħh
[H0, ρ̃(t)] , (C.2)
where the dot represents time derivative. There, we can substitute ρ̇(t) by the Lindblad-





























where we have considered the transformation of operators from the Schrödinger to the
interaction picture (Equation B.11). Note that the non-interacting Hamiltonian has the
same expression in both pictures, H0 = H̃0, while the interaction Hamiltonian now ac-
quires an explicit dependence on time: H̃int(t) = e
i
ħh H0 t Hint e
− iħh H0 t . We have arrived at the
well-known equation for the dynamics of the density matrix in the interaction picture,





[H̃int(t), ρ̃(t)] . (C.3)







′), ρ̃(t ′)]dt ′ .
The substitution of this expression into Equation C.3 leads to an integro-differential equa-








































where we have introduced the fact that ρ̃(0) = ρ(0). Finally, extracting the integral from















dt ′ . (C.4)
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Tracing out the bath degrees of freedom. As our goal is an equation for the reduced
density matrix ρS (Equation 2.6), we trace out the degrees of freedom of the environment

























Supposing that there are no correlations between the system S and the reservoir R at time
t = 0, the initial state of the system can be factorized as ρ(0) = ρS(0)⊗ B0 (where B0 is



























dt ′ . (C.5)
Born approximation. When the coupling between system and reservoir is sufficiently
weak and the reservoir is considerably larger than the system of interest, there exist two
approximations that can be performed. First, there is practically no effect of the system
on the reservoir, so we can take the bath as constant: ρ̃R(t)≡ B0. Second, as correlations
between the system and the bath remain negligible throughout the evolution, the density
matrix can be considered separable at any time: ρ̃(t) = ρ̃S(t) ⊗ ρ̃R(t). These two as-
sumptions are known as the Born approximation, yielding together the following form
for the density matrix describing the state of the composite system:
ρ̃(t) = ρ̃S(t)⊗ B0 ,
that is, ρ̃(t) can be always written as the product of two parts, one corresponding to the
system of interest and the other associated with the bath (which turns out to be constant).














dt ′ . (C.6)
Therefore, we have finally achieved an expression for the evolution of the reduced density
matrix ρ̃S.
Markov approximation. From Equation C.6 we observe that the state at time t depends
on the state of the system in all previous times (note that it appears the integration of
ρS(t ′) over t ′). Therefore, this equation is said to be non-Markovian as the evolution of
the system depends not only on its present state but on its past history. The replacement














known as Redfield equation. Nevertheless, there still exists an implicit dependence on
the past, so this master equation is still non-Markovian. To overcome this issue, we can
172 The Bloch–Redfield master equation | C.2










H̃int(t − t ′), ρ̃S(t)⊗ B0
	
dt ′ ,
where the integration limits do not change since dt ′ → d(t − t ′) = −dt ′, and t ′ ∈ {0, t}
now corresponds to t− t ′ ∈ {t−0, t− t}= {t, 0}. We can replace the time parameter t ′ by
τ to help us to understand this variable as an indicator of the lapse of time (with respect
to the present) in which we have to take into account memory effects from the bath. If
τR stands for the reservoir correlation time (that is, the time over which correlations in
the bath decay), the integrand becomes negligible for times τ τR as bath correlations
do not remain long in comparison with all relevant time-scales of the system dynamics.










H̃int(t −τ), ρ̃S(t)⊗ B0
	
dτ .
This equation is now Markovian. These two approximations are often named together as
the Born–Markov approximation. Correlations in the bath are considered short-lived in
the sense that the dynamics of the bath is much faster than the dynamics of the system.
C.2 The Bloch–Redfield master equation
The Bloch–Redfield formalism provides a procedure to introduce the influence of the
reservoir in the dynamics of open systems. The different incoherent processes arising as
a result of the interaction with the reservoir are derived from a microscopic description,
thus the master equation is obtained from a more fundamental way. In this section, we
provide the derivation of the Bloch–Redfield master equation, briefly outlined in the main
text and which can be also found in Ref. [614, 615].
Master equation in the Born–Markov approximation The derivation of the Bloch–
Redfield master equation starts from the Redfield equation after introducing the Born–










H̃int(t −τ), ρ̃S(t)⊗ B0
	
dτ . (C.7)
This equation gives the evolution of the reduced density matrix ρS under the influence of
a reservoir, where B0 is the density matrix describing the constant state of that reservoir.
There, Hint is the interaction Hamiltonian, and the tilde over operators indicate that they
are expressed in the interaction picture (see Appendix B). On the other hand, the non-
interacting Hamiltonian is given by H0 = HS + HR, that is, the sum of the Hamiltonian
corresponding to the system of interest HS, and the one associated with the reservoir HR.
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Expression for the interaction Hamiltonian The interaction Hamiltonian Hint can be




Q j ⊗R j , (C.8)
where Q j stand for operators in the Hilbert space of the subsystem S, and R j for those
acting on the Hilbert space of the reservoir R. Notice that, when written in the interaction
picture, these operators present an explicit dependence on time (Equation B.11):
Q̃ j(t) = e
i
ħh HS t Q j e−
i
ħh HS t , R̃ j(t) = e
i
ħh HRt R j e−
i
ħh HRt . (C.9)






























Q̃ j(t)⊗ R̃ j(t) .
By substituting this form of the interaction Hamiltonian into the master equation in the


















Q̃k(t −τ)⊗ R̃k(t −τ), ρ̃S(t)⊗ B0
«
dτ ,










Q̃ j(t)⊗ R̃ j(t),
 
Q̃k(t −τ) ρ̃S(t)⊗ R̃k(t −τ) B0











Q̃ j(t) Q̃k(t −τ) ρ̃S(t) ⊗ TrR

R̃ j(t) R̃k(t −τ) B0
	
− Q̃ j(t) ρ̃S(t) Q̃k(t −τ) ⊗ TrR

R̃ j(t) B0 R̃k(t −τ)
	
− Q̃k(t −τ) ρ̃S(t) Q̃ j(t) ⊗ TrR

R̃k(t −τ) B0 R̃ j(t)
	
+ ρ̃S(t) Q̃k(t −τ) Q̃ j(t) ⊗ TrR





In the last step, we have considered that the trace is taken over the reservoir degrees of
freedom. Notice that if O is an operator in the Hilbert space of R, its expectation value is
given by:
〈O〉= TrS⊗R[Oρ(t)] = TrR[OTrS[ρ(t)]] = TrR[OρR(t)] = TrR[OB0] , (C.11)
where ρ(t) is the density matrix describing the entire system, composed of the system of
interest and the reservoir. In this derivation, we have substituted the expression of the
reduced density matrix for the reservoir ρR(t) = TrS[ρ(t)] which, in this case, is given
by the constant density matrix B0. Therefore, considering Equation C.11, all the previous
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traces in Equation C.10 can be rewritten as correlation functions:
TrR{R̃k(t −τ) B0 R̃ j(t)}= TrR{R̃ j(t) R̃k(t −τ) B0}= 〈R̃ j(t) R̃k(t −τ)〉 ,
TrR{R̃ j(t) B0 R̃k(t −τ)}= TrR{B0 R̃k(t −τ) R̃ j(t)}= 〈R̃k(t −τ) R̃ j(t)〉 .
There, we have taken into account that the trace is invariant under cyclic permutation,
that is, Tr[ABC] = Tr[BCA] = Tr[CAB], where A, B, and C are operators. Introducing









Q̃ j(t) Q̃k(t −τ) ρ̃S(t)− Q̃k(t −τ) ρ̃S(t) Q̃ j(t)

⊗ 〈R̃ j(t) R̃k(t −τ)〉
+
 
ρ̃S(t) Q̃k(t −τ) Q̃ j(t)− Q̃ j(t) ρ̃S(t) Q̃k(t −τ)





Going back to the Schrödinger picture Our intention is to transform this master equa-
tion into the Schrödinger picture. In Equation C.2 we obtained a relation between the
time derivative of the density matrix in the Shrödinger and in the interaction picture.
Now, we are interested in a similar expression but considering just the density matrix
associated with the subsystem S. According to Equation B.10, the density matrix in the
Schrödinger picture is related to the one in the interaction picture through:
ρS(t) = e
− iħh HS t ρ̃S(t) e
i
ħh HS t . (C.13)










ħh HS t ρ̃S(t) e
i
ħh HS t + e−
i
ħh HS t ˙̃ρS(t) e
i
ħh HS t + e−
i












− iħh HS t ˙̃ρS(t) e
i
ħh HS t ,
so the time-evolution of the density matrix in the Schrödinger picture is given by the





− iħh HS t ˙̃ρS(t) e
i
ħh HS t .

















Q̃ j(t)Q̃k(t −τ)ρ̃S(t)− Q̃k(t −τ)ρ̃S(t)Q̃ j(t)

⊗ 〈R̃ j(t)R̃k(t −τ)〉
+
 
ρ̃S(t)Q̃k(t −τ)Q̃ j(t)− Q̃ j(t)ρ̃S(t)Q̃k(t −τ)





ħh HS tdτ .
(C.14)
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All the terms within the integral should be expressed in the Schrödinger picture. By taking
into account the transformation of the operators Q̃ j shown in Equation C.9, as well as the
transformation of the density matrix of Equation C.13, we obtain the transformation of
each term separately:
Q̃ j(t)Q̃k(t −τ)ρ̃S(t) = e
i








ħh HS t ρS(t) e
− iħh HS t
= e
i
ħh HS t Q j e−
i
ħh HSτ Qk e
i
ħh HSτ ρS(t) e
− iħh HS t ,
Q̃k(t −τ)ρ̃S(t)Q̃ j(t) = e
i




ħh HS t ρS(t) e
− iħh HS t e
i





ħh HS(t−τ) Qk e
i
ħh HSτ ρS(t) Q j e−
i
ħh HS t ,
ρ̃S(t)Q̃k(t −τ)Q̃ j(t) = e
i
ħh HS t ρS(t) e
− iħh HS t e
i









ħh HS t ρS(t) e
− iħh HSτ Qk e
i
ħh HSτ Q j e−
i
ħh HS t ,
Q̃ j(t)ρ̃S(t)Q̃k(t −τ) = e
i
ħh HS t Q j e−
i
ħh HS t e
i
ħh HS t ρS(t) e
− iħh HS t e
i





ħh HS t Q j ρS(t) e−
i
ħh HSτ Qk e−
i
ħh HS(t−τ) .
If we now substitute these terms expressed in the Schrödinger picture into Equation C.14,















ħh HSτ Qk e
i
ħh HSτ ρS(t)− e−
i
ħh HSτ Qk e
i
ħh HSτ ρS(t) Q j





− iħh HSτ Qk e
i
ħh HSτ Q j −Q j ρS(t) e−
i








Writing it in matrix form In order to obtain a matrix expression for the master equation,
we consider the eigenstates of the system Hamiltonian HS, that is:
HS|ωn〉= ħhωn|ωn〉 ,
where |ωn〉 stands for the eigenstate of the Hamiltonian associated with the eigenvalue
ħhωn. The coherent term of Equation C.15 can be easily written in this basis:

























ħh(ωm −ωn)|ωm〉〈ωn| ρmn(t) ,
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where we have introduced the following notation for the matrix element of the density
matrix: ρmn(t) = 〈ωm|ρS(t)|ωn〉. Instead of considering the complete matrix expression,
we focus on the ab-component, which in this case reads:
〈ωa|[HS,ρS(t)]|ωb〉= ħh(ωa −ωb) ρab(t) . (C.16)
Making use of the closure relation 1 =
∑
m |ωm〉〈ωm|, all the other terms belonging to
the incoherent part of the master equation can be expressed in this basis. For example,






























































−i(ωm−ωn)τ ρnb(t) , (C.17)
where Q jmn = 〈ωm|Q j |ωn〉 denotes the matrix elements of the system operators. We




























































−i(ωn−ωb)τ ρmn(t) . (C.20)
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We now turn to Equation C.15 and write the ab-component of the matrix form associated




















ħh HSτ Qk e
i
ħh HSτ ρS(t) Q j |ωb〉






ħh HSτ Qk e
i
ħh HSτ Q j |ωb〉
−〈ωa|Q j ρS(t) e−
i




⊗ 〈R̃k(t −τ)R̃ j(t)〉
o
dτ .
There we substitute the components previously obtained in Equation C.16 for the coherent
part, and from Equation C.17 to Equation C.20 for the incoherent terms:
























































































where we have introduced the following notation for the frequency difference: ωmn ≡
ωm −ωn. Interchanging the subindices m and n in two of these terms so as to have the
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component ρmn in common, we finally have:








































Correlation functions Given two (complex) stationary functions, z j(t) and zk(t), the
two-time correlation function is defined as:
Γ jk(τ) = 〈z∗j (t) zk(t +τ)〉= 〈z
∗
j (0) zk(τ)〉 , (C.22)
where we have taken into account that the correlation function does not depend on time
t, but just on the time delay τ. Its complex conjugate will be given by:
Γ ∗jk(τ) = 〈z
∗
j (0) zk(τ)〉
∗ = 〈z∗k(τ) z j(0)〉= 〈z
∗
k(0) z j(−τ)〉= Γk j(−τ) .
Equivalently, the two correlation functions appearing in the master equation can be ex-
pressed as:
〈R̃ j(t) R̃k(t −τ)〉= 〈R̃ j(0) R̃k(−τ)〉= Γ jk(−τ)
〈R̃k(t −τ) R̃ j(t)〉= 〈R̃k(−τ) R̃ j(0)〉= 〈R̃k(0) R̃ j(τ)〉= Γk j(τ) = Γ ∗jk(−τ) ,
(C.23)
so Equation C.21 can be rewritten as:








































Spectral density From the two-point correlation function Γ jk(τ) given in Equation C.22,



























iωτdτ= Θk j(ω) .
Quantum master equations | APPENDIX C 179









Θ jk(ω) + iχ jk(ω) ,
where χ jk entails a (complex) shift in the frequency. Then, the integral in Equation C.24
can be solved by introducing the corresponding spectral density. Two types of terms ap-
pear, that are computed as follows:
∫ ∞
0






ei(ωo−ωn)τΓk j(τ) dτ= πΘk j(ωo −ωn)
= πΘ∗jk(ωo −ωn) ,
where we have neglected the energy shift (otherwise some other extra terms appear
[615]). By introducing these expressions in Equation C.24, the master equation reduces
to:




































This equation for the components of the density matrix can be rewritten in terms of op-






















ρS(t)|ωn〉〈ωm|Q j −Q jρS(t)|ωn〉〈ωm|

Θ∗jk(ωm −ωn) } .
(C.26)
Therefore, we have finally obtained an expression for the time-evolution of the density
matrix in the Schrödinger picture where the incoherent part is given in term of the spectral
function of the reservoir.
Bloch–Redfield tensor The master equation given in Equation C.25 can be expressed
in shorthand as:
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where we have defined the so-called Bloch–Redfield tensor comprising all the incoherent


































Secular approximation Additionally, fast oscillating terms (in the interaction picture)
can be disregarded as their contribution is small. This is known as secular approxima-
tion, through which all terms that correspond to transition frequencies much smaller than





In this Appendix we provide some extensions of the topics discussed in Section 2.2,
dealing with the quantum description of light-matter interaction. First, we discuss the
canonical quantization of the free electromagnetic field: we start with the quantum-
mechanical harmonic oscillator (Section D.1) and, then, discuss the standard quantiza-
tion procedure of the electromagnetic field in infinite volume and within a cavity (Sec-
tion D.2). Then, the light-matter interaction Hamiltonian is derived considering the
minimal-coupling procedure and, later, performing the electric-dipole approximation (Sec-
tion D.3). The procedure of the transformation to the rotating frame is finally discussed
(Section D.4), which is convenient when dealing with time-dependent Hamiltonians.
D.1 The quantum-mechanical harmonic oscillator
Let us consider a (one-dimensional) harmonic oscillator of mass m and force constant










κ/m is the frequency of the different modes. From the correspondence
principle, the classical position and momentum variables q and p can be promoted to
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The position and momentum operators p̂ and q̂ obey the commutation relation [q̂, p̂] = iħh.












also known as the creation and annihilation operators, respectively. These satisfy the
commutation relation:
[â, â†] = ââ† − â†â = 1 . (D.3)









Let |n〉 be the eigenstates of the system with associated eigenvalue En, that is, Ĥ|n〉 =
En|n〉. When solving the Schrödinger equation for the harmonic oscillator Hamiltonian of








where n = 0, 1,2 . . . The lowest energy level (n = 0) correspond to the ground state,
also known as vacuum state, whose energy is given by: E0 =
1
2ħhω. Above this state,
the spectrum of the harmonic oscillator consist of equally-spaced energy levels separated
by an amount ħhω. The index n thus represents the number of quanta or excitations of
energy ħhω. Since states |n〉 are eigenstates of the product â†â with:
â†â |n〉= n |n〉 ,
the operator n̂ ≡ â†â is known as the number operator —when applied to a state, it
yields its number of excitations. In the same way, states |n〉 are named number states or
Fock states, because they represent states with a fixed number of excitations. The ladder
operators â† and â act on number states as follows:
a†|n〉=
p
n+ 1 |n+ 1〉 ,
a|n〉=
p
n |n− 1〉 ,
(D.6)
that is, they respectively move a step up or down in the energy ladder, bringing a state
with n excitations to one with n+ 1 or n− 1 excitations, as applicable. Therefore, they
create or destroy a quantum ħhω of the excitation energy of the oscillator. For these reason,
â† and â are commonly known as the creation and annihilation operators, respectively.
The ground state |0〉 is defined such that â|0〉= 0. This corresponds to the state with
no particles, thus it is also called vacuum state, as already mentioned. Notice that we can






where the factor in the denominator ensures the normalization of the state.
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D.2 Quantization of the free electromagnetic field
The quantization of the electromagnetic field is performed from the classical equations,
with the eventual promotion of the classical variables to quantum operators. The equa-
tions of the classical theory should be first put into a suitable form where the electromag-
netic field is described as a collection of harmonic oscillators. From that, the replacement
from a classical to a quantum oscillator is easily carried out. The canonical quantization
of the free electromagnetic field can be found in many textbooks (see for instance Ref.
[1, 616])
D.2.1 The classical radiation field
The electromagnetic field in a medium
In the framework of classical electrodynamics, the electric field E and the magnetic
field B in presence of the electric charge density ρ and the electric current density J are
governed by the Maxwell equations:
∇ · E =
ρ
ε0









= µ0J , (D.10)
written in the SI convention. All these variables are functions of position x and time t,
although it is not explicitly written so as to simplify the notation. In these equations,
∂ represents the partial derivative and ∇ is the nabla operator (the three-dimensional
gradient operator). The speed of light c is connected to the vacuum permittivity ε0 and
the vacuum permeability µ0 through: c = 1/
p
ε0µ0. Both the electric and the magnetic




−∇φ , B =∇× A , (D.11)
which makes Equation D.8 and Equation D.9 be satisfied identically. The substitution of


















(∇φ) = µ0J ,
(D.12)
where we can make use of the vector identity: ∇×∇× A≡∇(∇ · A)−∇2A.
The transversality condition
Potentials in Equation D.11 are not unique, since Maxwell equations are invariant under
the gauge transformation:
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A → A′ = A+∇Λ ,
where Λ is an arbitrary scalar function depending on position and time as well. A specific
gauge can be selected by imposing some condition onφ and A. In particular, the Coulomb
gauge reads:
∇ · A= 0 , (D.13)
also known as the transversality condition (a transverse field is that whose divergence is















(∇φ) = µ0J . (D.15)
The second of these equations can be further simplified by considering the decomposition
of the current density J in its transverse (T) and longitudinal (L) components, J = JT+JL,
such that∇· JT = 0 and∇× JL = 0 (see Helmholtz’s theorem). Then, Equation D.15 can











= µ0JT , (D.16)
since the vector potential A is transverse (Equation D.13) and ∇φ is a longitudinal field
(from the identity ∇ × ∇φ ≡ 0, for any scalar field φ). Similarly, the electric field E
(Equation D.11) can be also separated into its longitudinal (L) and transverse (T) parts:




while the magnetic field B is wholly transverse according to Equation D.8.
The electromagnetic field in vacuum
The starting point for the quantization of the electromagnetic field in free space (that
is, where there is no matter to interact with the radiation) is the Maxwell equations in








where A satisfies the Coulomb gauge condition (Equation D.13). We enclose the elec-
tromagnetic field within a cubic box of side L, where periodic boundary conditions are
assumed. The general solution for the vector potential A can be written as the superpo-
sition of modes with associated wavevector k and polarization λ:










−ik·x  , (D.19)










stands for the sum over all possible wavevectors compatible




nx , ky =
2π
L




with nx , ny , nz = 0,±1,±2, . . . In Equation D.19, the coefficients akλ and a∗kλ are the (com-
plex) amplitudes of the modes, and the subindex λ runs over the two possible polariza-
tion values (that is, λ = 1,2). The (unit) polarization vectors εkλ are both transverse
(imposed by the Coulomb gauge) and perpendicular to each other, so they obey:
k · εkλ = 0 ,
ε∗kλ · εkλ′ = δλλ′ ,
(D.21)
where δλλ′ is the Kronecker delta (it is equal to one when the two indices are identical and
is zero otherwise). Therefore, given a wavevector k, the polarization vectors εk1 and εk2
are chosen such that (εk1,εk2, k/|k|) forms an orthonormal basis. All mode components
in Equation D.19 are independent from each other, so they separately obey Equation D.18.
This leads to the following equation of motion for the coefficients:
∂ 2akλ(t)
∂ t2
+ω2kakλ(t) = 0 ,




and substituting this time evolution for the coefficients in Equation D.19, the vector po-
tential finally becomes:













According to Equation D.11 and Equation D.17, the transverse electric field ET and





, B =∇× A .
By substituting the general solution for the vector potential given in Equation D.19, we
have:

























where we have assumed real polarization vectors. The total energy of the electromag-








ε0 ET(x , t) · ET(x , t) +
1
µ0
B(x , t) · B(x , t)

. (D.24)
This integral can be evaluated by substituting the electric and magnetic fields from Equa-
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where V = L3 is the volume of the box. The contribution of each mode resembles the
Hamiltonian associated with a quantum mechanical oscillator (Equation D.4), once the













(mωkqkλ − ipkλ) ,
















Then, qkλ and pkλ can be seen as the canonical position and momentum variables. There-
fore, the electromagnetic field can be thought of as a collection of independent and un-
coupled harmonic oscillators (characterized by the wavevector k and the polarization λ),
whose quantization can be performed as done in Section D.1.
D.2.2 The quantum radiation field
Quantization within a box
In the previous section we have considered the classical electromagnetic field confined
in a cubic box of side L (and volume V = L3), such that the general solution for the
vector potential A was given by Equation D.22. The quantization procedure involves
the substitution of the classical vector fields by the corresponding quantum-mechanical
operators. By comparing the classical electromagnetic energy written as in Equation D.25
with the quantum Hamiltonian corresponding to the harmonic oscillator (Equation D.4),











By carrying out these replacements in Equation D.22, the vector potential operator Â is
written as:















where the sum is performed over all possible wavevectors k compatible with the boundary
conditions (Equation D.20), and over the two possible polarization values λ= 1, 2. Now,
â†kλ and âkλ are the creation and annihilation operators associated with a mode with
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wavevector k and polarization λ. They fulfil the following commutation rules:








] = δλλ′δkk ′ , (D.27)
that is, the different modes are independent and their corresponding creation and anni-
hilation operators commute. As in Equation D.6, we have:
â†kλ|nkλ〉=
p
nkλ + 1 |nkλ + 1〉 ,
âkλ|nkλ〉=
p
nkλ |nkλ − 1〉 .
There, nkλ represents the number of photons excited in the mode kλ, and |nkλ〉 is the
state with such a fixed number of excitations (known as Fock state or photon-number





The ground-state of the field is the vacuum state |{0}〉, defined such that âkλ|{0}〉 = 0
for all k and λ. This is the state in which there is no photons excited in any of the modes
kλ, so nkλ = 0 for all wavevector k and polarization λ.
By considering the same substitution of the classical amplitudes akλ and a
∗
kλ by the
corresponding quantum operators âkλ and â
†
kλ in Equation D.23, the electric and mag-
netic quantum operators take the form:































Notice that Ê(x , t) and B̂(x , t) are expressed in the Heisenberg picture, where operators
carry the time-dependence (see Appendix B for an overview of the quantum pictures).
Nevertheless, it is convenient to transform the electric field operator to the Schrödinger













−ik·x  , (D.29)
where we have introduced a π/2 phase shift and removed the time dependences. We
observe that the amplitude of the electric field inside the cavity is given by: E0k =
p
ħhωk/(2ε0V ).
In analogy to Equation D.24, the Hamiltonian operator of the quantized radiation








ε0 ÊT(x , t) · ÊT(x , t) +
1
µ0
B̂(x , t) · B̂(x , t)

. (D.30)
As expected, the substitution of the electric and magnetic field operators from Equa-














that is, the energy associated with a collection of independent and uncoupled quantum
harmonic oscillators (see Equation D.4). Each mode kλ of the field is in this sense asso-
ciated with a quantum-mechanical harmonic oscillator. There, we could subtract the sum









that is, the sum of the energies corresponding to the ground state.
Quantization in infinite volume
Once the quantization of the electromagnetic field has been carried out within a cubic
box, the case of the infinite volume is straightforwardly obtained. The difference lies
merely in the allowed values for the wavevector k —while this magnitude is discretized
for the cavity, for the infinite volume they form a continuum.
When considering a cubic region of side L, the allowed values for the wavelength λ
is restricted according to the imposed boundary conditions. When these are periodic, the
length of the cavity needs to fit an integer number of wavelengths, so the allowed values
are λ = L/n (with n = 1,2, . . .). Since k = |k| = 2π/λ, this entails the constraint in
the wavevector previously indicated in Equation D.20. In k-space, the volume associated
with each value of k is (2π/L)3. As a consequence, the transformation from the cavity to



















Directly from Equation D.26, the vector potential operator Â for the free electromag-
netic field in infinite space is written as:
















We have again the creation and annihilation operators â†
λ
(k) and âλ(k) associated with




(k ′)] = δλλ′δ
(3)(k − k ′) .
In contrast to Equation D.27, now we have the Dirac delta δ(3)(k − k ′) associated with
the wavevectors. The corresponding electric and magnetic quantum operators are now
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given by:










































There, we have subtracted the zero-point energy or vacuum energy E0, that is, the










D.3 Quantum description of light-matter interaction
The effect of the light-matter interaction is usually introduced in the theory by means of
the minimal-coupling procedure, leading to the so-called p ·A Hamiltonian. Alternatively,
the interaction Hamiltonian can be derived within the electric-dipole approximation, re-
sulting the r · E Hamiltonian. Although many textbooks address this issue in-depth (for
instance, see Ref. [1, 120]), a brief review of these two approaches are presented in the
following.
The vector potential Hamiltonian
Let us consider a charged particle with momentum p at position r interacting with an
electromagnetic field with vector potential A. According to the minimal-coupling prin-
ciple, the interaction is introduced by transforming the momentum of the particle as




(p2 − eA(r ))2
2m
,
where m and e are the mass and the charge of the particle, respectively. Observe that the
vector potential is evaluated at the position of the particle. If we now turn to a quantum
description and consider a collection of particles of mass m j and charge e j located at r j
with momentum p̂ j , the complete quantum Hamiltonian can be written in the Coulomb
190 Quantum description of light-matter interaction | D.3
gauge (Equation D.13) as:










p̂ j − e j Â(r j)
2
, (D.33)
which is known as the minimal-coupling Hamiltonian. The first term is the Hamiltonian
describing the free electromagnetic field, given by Equation D.30. The second term cor-
responds to the electrostatic energy associated with the charge distribution, where φ(r )
is the scalar potential created by the particles, and ρ(r ) is the charge density. In this
case, ρ(r ) =
∑
j e jδ
(3)(r − r j), and thus φ(r ) = (1/4πε0)
∑
j e j/|r − r j | according to
Equation D.14. The electrostatic energy, together with the kinetic energy contribution











since these depends only on the variables of the particles. The remaining part of the











(r j) , (D.35)
which is known as the p · A form of the interaction Hamiltonian. The Hamiltonian de-
scribing the whole interacting system can be thus written as the sum of three parts:
Ĥmc = Ĥrad + Ĥmat + Ĥint . (D.36)
The introduction of the light-matter interaction through the minimal-coupling procedure
yields the p · A form of the interaction Hamiltonian. Nevertheless, sometimes it is more
convenient to transform the Hamiltonian such that the light-matter coupling is carried out
through the electric field operator rather than through the vector potential. This leads to
the r · E form of the Hamiltonian, that will be studied now.
The electric-dipole Hamiltonian
Starting from the minimal-coupling interaction, we aim for a Hamiltonian expressed in
terms of the electric and magnetic field operators rather than involving the vector poten-
tial operator. This can be accomplished by performing the unitary transformation to the






d3r P̂(r ) · Â(r )

. (D.37)
The resulting Hamiltonian Ĥ ′ = Λ̂−1ĤmcΛ̂ is the so-called Power-Zienau-Woolley Hamil-
tonian [617, 618, 619]. In this new formulation, the system of particles (characterized by
the charge density ρ and the electric current density J) is described by the polarization
density P and the magnetization density M:
ρ(r ) = −∇ · P(r ) , J(r ) = Ṗ(r ) +∇×M(r ) ,
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where the ∇ is the nabla operator and the dot stands for time derivative. These magni-











dζ ζe j r j × ṙ j δ(r − ζr j) ,
where r j is the position of the j-th particle, with charge e j . From the classical theory of
atom-radiation interaction, the electric potential energy of the system of particles in the
transverse electric field ET is defined as:
VE = −
∫
d3r P(r ) · ET(r ) , (D.38)
while the magnetic potential energy in the magnetic field B is given by:
VM = −
∫
d3r M(r ) · B(r ) . (D.39)
The quantum version of these magnitudes appear when performing the above transfor-
mation, such that the interaction between particles and radiation in the Power–Zienau–
Woolley Hamiltonian can be written in the form of an expansion in the electric and mag-
netic multipole moments.
In the following, we consider each term of the minimal-coupling Hamiltonian of Equa-
tion D.36 separately, and study its transformation through the unitary operator Λ̂ (Equa-
tion D.37). First, the radiation component Ĥrad transforms to the same free-field Hamil-
tonian (given in Equation D.30) plus two extra contributions:
Ĥ ′rad = Ĥrad −
∫




d3r P2T(r ) .
The second term is the quantum version of the electric potential energy VE (Equation D.38),
and it comes from the electric component of the radiative energy. Additionally, we have
a last term that only depends on the matter variables (there, PT stands for the transverse
part of the polarization). Next, the matter Hamiltonian of Equation D.34 turns out to
remain unaltered in the transformation:
Ĥ ′mat = Ĥmat .
Finally, the transformation of the interaction part of the Hamiltonian (Equation D.35)
leads to the appearance of the quantum version of the magnetic potential energy VM
(Equation D.39) together with some other nonlinear magnetic contributions:
Ĥ ′int = −
∫








dζ ζ B(ζr j)× r j
2
. (D.40)
The complete transformed Hamiltonian H ′ can be rearranged so as to have the same
contributions as in Equation D.36, that is:
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where ĤPZWrad and Ĥ
PZW
mat represent the (non-interacting) radiation and matter components,
respectively, and ĤPZWint is the interaction Hamiltonian. The radiation part is simply Ĥ
PZW
rad =
Ĥrad, with the Hamiltonian of the free electromagnetic field given in Equation D.30. The
matter part reads:




d3r P2T(r ) ,
where Ĥmat is the expression in Equation D.34. The last part only introduces a change in
the energy levels, and will be disregarded. The interaction Hamiltonian is thus composed
of the following terms:
ĤPZWint = −
∫
d3r P(r ) · ÊT(r )−
∫






where we have named as Q the expression in brackets in Equation D.40. The first two
terms can be written as a sum of terms describing the interaction of the multipole electric
and magnetic moments of the system of charges with the electromagnetic field. By
performing a Taylor expansion, the quantum version of the electric potential energy of












(r j · ∇) +
1
3!
(r j · ∇)2 + . . .
ª
r j · ÊT(0) .
In the multipole expansion, the electric field is precisely evaluated in the origin of coor-
dinates (the electromagnetic field barely varies over the dimension of an atom). The first
term of the expansion gives the electric-dipole interaction:
V (d)E = −
∑
j
e j r j · ÊT(0) . (D.42)
Then, we have the quadrupole term and higher-order multipoles, but these contributions
turn out to be much smaller than the electric-dipole potential energy. Equivalently, the
same Taylor expansion can be performed for the quantum version of the magnetic poten-
tial energy of Equation D.39:
−
∫











(r j · ∇) +
3
4!
(r j · ∇)2 + . . .
ª
m j(r j× ṙ j) · B̂(0) .
However, all these terms, including the magnetic-dipole potential energy, are also smaller
than the leading electric-dipole term of Equation D.42.
The electric-dipole approximation consists in keeping just the dominant electric-
dipole contribution (Equation D.42), while disregarding the higher-order terms in the
expansion of the electrical potential energy, as well as all the magnetic multipoles and
non-linear terms. As a result, the interaction Hamiltonian of Equation D.41 reduces to
the electric-dipole Hamiltonian:
ĤPZWint ≈ ĤED ≡ −d · Ê . (D.43)
which is also known as the r · E form of the interaction Hamiltonian. There, we have
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e j r j ,
that can be easily upgraded to an operator, as will see later.
Therefore, the total Hamiltonian of the interacting system can be finally written as the
sum of three parts:
Ĥ = Ĥrad + Ĥmat + ĤED . (D.44)
Notice that this new version of the Hamiltonian, expressed only in terms of the electric and
magnetic field operators, is exactly the same as the minimal-coupling Hamiltonian (Equa-
tion D.36) except for the interaction term. In both cases, Ĥrad stands for the Hamiltonian
of the free electromagnetic field (Equation D.30), while Ĥmat represents the Hamiltonian
describing the matter part without interaction (Equation D.34).
D.4 Transformation to a rotating frame
When working with time-dependent Hamiltonians, the transformation to a rotating frame
is a common procedure. This transformation allows us to change to a reference system
in which the Hamiltonian becomes time-independent. In this Appendix, we perform the
transformation to the rotating frame for various Hamiltonians of interest.
Transformation to a rotating frame




ħh Ât , (D.45)
where Â is an arbitrary Hermitian operator. The state in this new frame |ψ̃〉 is related to
that in the Schrödinger picture |ψ〉 according to:
|ψ̃(t)〉= U†(t)|ψ(t)〉 . (D.46)
We want this transformed state |ψ̃〉 to obey the Schrödinger equation (Equation 2.1) for
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Therefore, the expression of the transformed Hamiltonian ĤRF in terms of Ĥ is given by:
ĤRF = U†(t)ĤU(t)− Â . (D.47)
Useful operator identities First of all, let us introduce some useful operator identities
that we will need at some point in the derivations carried out the present Appendix. Let




〈χ|eξ|φ〉〈φ| = 〈χ| .
• Identity 2:
eξ|φ〉〈φ||φ〉= eξ|φ〉 ,
〈φ| eξ|φ〉〈φ| = 〈φ| eξ .
• Identity 3:
eξâ
† â â e−ξâ
† â = e−ξ â ,
where â† and â are the bosonic creation and annihilation operators associated with
some cavity mode.
One cavity mode driven by a laser
Let us consider first the case of a cavity mode of frequency ω0 driven by a laser of fre-
quency ωL . The complete Hamiltonian in the Schrödinger picture is given by:
Ĥ = ħhω0 â†â+ħhΩ0(a† e−iωL t + â eiωL t) ,
where â† and â are the creation and annihilation operators for the cavity mode and Ω0 is
the coupling constant between the cavity mode and the laser field. In order to transform
the description to a rotating frame and remove the explicit time-dependence, we consider
the unitary operator U given in Equation D.45, with the Hermitian operator Â:
Â= ħhωL â†â .







ħhω0 â†â+ħhΩ0(â† e−iωL t + â eiωL t)
	
e−iωL â
† ât −ħhωL â†â
= ħh(ω0 −ωL) â†â+ħhΩ0
¦
e−iωL teiωL â
† ât â† e−iωL â
† ât + eiωL teiωL â
† ât â e−iωL â
† ât
©
= ħh(ω0 −ωL) â†â+ħhΩ0

e−iωL teiωL t â† + eiωL te−iωL t â
	
= ħh(ω0 −ωL) â†â+ħhΩ0(â† + â) ,
where we have used the operator properties showed at the beginning of this Appendix.
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One quantum emitter driven by a laser
If we consider now a system in which one quantum emitter of frequencyωQE is driven by
a laser of frequency ωL , the Hamiltonian in the Schrödinger picture reads:
Ĥ = ħhωQEσ̂†σ̂+ħhΩQE(σ̂†e−iωL t + σ̂eiωL t) ,
where σ̂† and σ̂ are the fermionic creation and annihilation operators for the two-level
system and ΩQE represents the coupling strength to the laser field. To perform the trans-
formation to the rotating frame, we consider the unitary operator of Equation D.45, where
Â is given by:
Â= ħhωLσ̂†σ̂ .

























e−iωL teiωL t |e〉〈g|+ eiωL t |g〉〈e| e−iωL t
	
= ħh(ωQE −ωL)σ̂†σ̂+ħhΩQE(σ̂† + σ̂) ,
where, again, we have also used the operator properties shown at the beginning of this
Appendix.
N quantum emitters driven by a laser
When the system is composed of N quantum emitters of frequencyωn, all of them driven










−iωL t + σ̂ne
iωL t) ,
where σ̂†n and σ̂n are the fermionic creation and annihilation operators for the n-th quan-
tum emitter and Ωn is the coupling constant between the n-th quantum emitter and the















ħhΩn(σ̂†n + σ̂n) .
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One cavity mode and N quantum emitters driven by a laser
In the Schrödinger picture, the Hamiltonian of the total system involving the excitation
of both the cavity mode (with transition frequency ω0 and creation and annihilation op-
erators â† and â) and the collection of N quantum emitters (with transition frequencyωn















−iωL t + σ̂n e
iωL t) ,
where λn is the coupling constant between the n-th quantum emitter and the cavity mode
and Ω0 and Ωn are the coupling to the laser of the cavity mode and the n-th quantum





















































































































ħhΩn(σ̂†n + σ̂n) ,




This Appendix is mainly devoted to the description and analysis of the classical radi-
ation field. First, we present the description of the classical radiation field as a stationary
and ergodic random process (Section E.1), which serves us to introduce the definition
of the autocorrelation function in terms of time and ensemble averages. The most im-
portant part of this Appendix is the discussion of classical coherence (Section E.2), while
the quantum counterparts of the magnitudes here presented are treated in the main text
(specifically, in Subsection 2.3.2 and Subsection 2.3.3).
E.1 Classical radiation field: stationary and ergodic random
process
Field as a random variable The radiation field coming from a light source is charac-
terized by a certain frequency ω0 and some broadening arisen as a result of different
processes. This situation is equivalent to having an ensemble of quasi-monochromatic
signals centered at that frequency. The electromagnetic field can be hence taken as a
random function of position and time, such that every time it is measured we obtain a
value of the field according to the associated probability distribution. As a consequence,
the field can be treated in statistical terms, where every measurement corresponds to an
element of all possible realizations of the field.
Stationary light source The statistical properties of a light source are said to be sta-
tionary when those processes that cause the fluctuations do not change with time. In
this case, the probability distribution and the different magnitudes monitoring the coher-
ence do not depend on time. However, although the probability distribution is constant
in time, the value of the field amplitude obtained in a measurement is still a random
variable, whose value fluctuates precisely according to that probability distribution.
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Ensemble average Given a (complex) random function z(t), the ensemble average at








There, the angle brackets 〈·〉e denote ensemble average. The (two-time) autocorrelation
function of this process at times t1 and t2 is given by:
Γ (t1, t2)≡ 〈z∗(t1) z(t2)〉e .
This function gives information about how long correlations extend in the variable t. If the
process z(t) is stationary, all the ensemble averages are independent of the origin of time.
The expectation value of any function which is statistically stationary is invariant under
a time translation. Therefore, the mean 〈z(t)〉e and the autocorrelation function Γ (t1, t2)
are invariant under time translations. As a consequence, Γ (t1, t2) does not depend on the
specific values t1 and t2, but just on the time difference τ = t2 − t1, so it can be written
as:
Γ (t2 − t1)≡ Γ (τ) = 〈z∗(t) z(t +τ)〉e ,
where we have renamed the time variables as t1→ t and t2→ t+τ. Notice that, although
on average the signal does not depend on time, every realization z(k)(t) does vary in time.
Time average Given a particular realization k of the stationary random process z(t), its








where the bar over the variable stands for time average. This does not depend on time
t nor the interval T but, in general, it may depend on the specific realization k of the
ensemble.
Ergodicity If the different time averages z(k) are all equal and coincide with the ensem-
ble average 〈z(t)〉e, the stationary random process z(t) is said to be an ergodic process
[423]. In general, a stationary random process is ergodic as long as correlations of the
random process vanish quickly enough in time. In this case, a single realization of the
random process can be divided into shorter parts which are uncorrelated between each
other, obtaining in that way an ensemble of realizations. Then it is easy to see that average
over time would be equivalent to averaging over an ensemble of realizations.
Autocorrelation function As is the time average, the temporal (two-time) autocorre-
lation function is invariable under time translations if z(t) is a stationary process. As a
consequence, this magnitude does not depend on the specific values t1 and t2 between
which correlations are studied, but on the time difference τ= t2 − t1:





z(k)∗(t) z(k)(t +τ) dt ,
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where we have considered a specific realization of the ensemble z(k)(t). In the case of hav-
ing an ergodic process, ensemble and time averages are equivalent, so the autocorrelation
function Γ (τ) of the stationary process z(t) can be simply written as:
Γ (τ) = 〈z∗(t) z(t +τ)〉 . (E.1)
For any complex stationary random process z(t), the autocorrelation function Γ (τ) presents
the following properties [423]:
• From the definition of Equation E.1, the equal time correlation function is given by
Γ (0) = 〈|z(t)|2〉, so:
Γ (0)≥ 0 ,
where the equal takes place only in the trivial case in which z(t) is zero for all times.
• It is Hermitian:
Γ (−τ) = Γ ∗(τ) , (E.2)
since Γ (τ) = 〈z∗(t) z(t +τ)〉= 〈z∗(t −τ) z(t)〉= 〈z∗(t) z(t −τ)〉∗ = Γ ∗(−τ) .
• It cannot exceed the value at τ= 0:
|Γ (τ)| ≤ Γ (0) , (E.3)
since |Γ (τ)|2 = |〈z∗(t) z(t+τ)〉|2 ≤ 〈z∗(t) z(t)〉〈z∗(t+τ) z(t+τ)〉= Γ 2(0) . There,
we have made use of the Schwarz inequality: |〈u, v〉|2 ≤ 〈u, u〉〈v, v〉.
E.2 Classical coherence
Let us consider a classical electromagnetic field emitted by a light source. If we ignore its
polarizability, the radiation field received at certain position r at time t can be represented
by a complex scalar function E(r , t). For any realistic light source, that amplitude of the
electric field presents fluctuation on time. There are many sources contributing to these
fluctuations. Notice, for example, that the total radiation field is usually the superposition
of the contribution of a large number of emitters which are, in principle, independent of
each other. The field is thus assumed to be represented by a random variable.
The concept of coherence
The concept of coherence can be understood as the degree of knowledge that one has
about the field at some (spatial, temporal) point when knowing its value in another (spa-
tial, temporal) point. And this idea is also valid when talking about two different fields:
we may wonder about our degree of knowledge of some field knowing some informa-
tion about another field. In particular, we are interested in the electromagnetic field E(t)
coming out from a light source, and the coherence with itself.
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The measure of coherence in a field is given mathematically by correlations: given
the value of the electromagnetic field at some time t = t0, the knowledge of that field at
another time t is related to the average 〈E(t0)E(t)〉. Then, if the field is coherent, there
will be some relation between the values of the field E(t0) and E(t) and the average will
yield some fixed value. On the contrary, the average will vanish if values at these times
are not related to each other.
Intensity
Given the complex variable E(r , t) representing the amplitude of the radiation field, the
instantaneous intensity I(r , t) at point r and time t can be defined as:
I(r , t) = E∗(r , t)E(r , t) .
From this expression of the intensity, we can compute its average over many realizations
of the field. The ensemble averaged intensity of the light at position r and time t is
given by:






E∗(k)(r , t)E(k)(r , t) ,
where 〈·〉e denotes ensemble average. Alternatively, we can compute the time averaged
intensity:





E∗(r , t)E(r , t) dt ,
where 〈·〉t denotes time average. These quantities may actually not be the same. Never-
theless, we will assume that our light field E(r , t) is stationary (so expectation values do
not depend on t) and ergodic (the time average of their properties is equal to the average
over realizations). Since time and ensemble averages are thus equivalent, we can omit
the subscript t or e in the previous angle brackets and maintain the definition. Then, the
intensity I of the electric field E(r , t) at certain point r is simply defined as:
I(r ) = 〈E∗(r , t)E(r , t)〉 . (E.4)
It is worth mentioning that in most cases ensemble averaging is performed directly
since the radiation coming out from a light source is the combination of the radiation
from many emitters, whose emission is independent from each other. Moreover, detectors
perform themselves a time averaging, since their resolution time is of the order of 10−12
s while fluctuations are of the order of 10−15 s. Therefore, the rapid optical variations of
the field are not measured, but just the time average over an interval long compared to
the characteristic time scales of the fluctuations.
From now on, we will restrict our discussion to light with stationary statistics and
ergodic properties. Time averaging is thus equivalent to ensemble averaging and expec-
tation values do not depend on time.
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Classical first-order coherence
Given the electric field E(r , t), the first-order correlation function between the field
amplitude at positions r 1 and r 2 at times t1 and t2, respectively, is given by:
G(1)(r 1, r 2;τ) = 〈E∗(r 1, t)E(r 2, t +τ)〉 , (E.5)
where we have introduced the time delay variable τ = t2 − t1. This is nothing but the
autocorrelation function defined in Equation E.1 when generalized to include the spatial
variable. Notice also that G(1)(r , r ;τ= 0) represents the intensity at point r .
The correlation function G(1) is usually normalized in order to eliminate the depen-
dence on the absolute value of the field, thus arriving at the definition of degree of first-
order coherence:
g(1)(r 1, r 2;τ) =
〈E∗(r 1, t)E(r 2, t +τ)〉
p
〈E∗(r 1, t)E(r 1, t)〉〈E∗(r 2, t +τ)E(r 2, t +τ)〉
.
In the denominator there appear the intensity at positions r 1 and r 2, that are supposed to
be different from zero. Since intensity does not vary with time for stationary light sources
(Equation E.4), we can simply write:
g(1)(r 1, r 2;τ) =
〈E∗(r 1, t)E(r 2, t +τ)〉
p
I(r 1) I(r 2)
.






what is specifically named as degree of first-order temporal coherence. There, it is
involved the correlation between the fields at the same position but at different times.
This quantity satisfies the following properties:
• For τ= 0:
g(1)(0) = 1 .
• From the Hermiticity property of the autocorrelation function (Equation E.2):
g(1)(−τ) = [g(1)(τ)]∗ . (E.7)
• Since g(1)(τ) = Γ (τ)/Γ (0), the inequality of Equation E.3 leads:
0≤ |g(1)(τ)| ≤ 1 .
The degree of first order coherence is measured in experiments with interferometers
(such as the Michelson or the Mach–Zehnder interferometers), where the light beam is
first split in two parts and then these two beams are forced to interact after introducing
a time delay between them. When the output intensity is recorded, there appears an
interference pattern, where the visibility V is defined from the maximum and minimum
values of the intensity in that pattern: V = (Imax − Imin)/(Imax + Imin). The visibility turns
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to be the modulus of the first-order coherence degree:
V = |g(1)(τ)| .
In this sense, the degree of first-order coherence offers a measure of the facility to obtain
interference fringes when light is superposed. This magnitude can take values from zero
(for an incoherent field) to one (for a fully coherent field). Between these two extreme
cases, we have partially coherent light. Then, according to the degree of first-order
coherence, light can be denoted as follows:
|g(1)(τ)|= 0 complete incoherence
0< |g(1)(τ)|< 1 partial coherence
|g(1)(τ)|= 1 complete first-order coherence
(E.8)
When the analytical expression for the modulus of the degree of first-order temporal
coherence is known —this is the case, for instance, of chaotic light with a Lorentzian or





This is a measure of the time over which correlations of the radiation field persist. For
chaotic light, correlations vanish for values of τmuch longer than the coherence time, that
is, g(1)(τ)→ 0 for τ τc . On the contrary, for a classical wave propagating along the z-
direction with frequencyω0 and wavenumber k =ω0/c, whose electric field is thus given
by E(z, t) = E0e−i(kz−ω0 t), the degree of first-order temporal coherence is g(1)(τ) = e−iω0τ.
Therefore, |g(1)(τ)|= 1 and the light is first-order coherent for all values of τ.
Classical second-order coherence
Apart from correlations in the amplitude of electric fields, expressed by the degree of first-
order coherence, correlations in their intensity can be also measured. This is done, for
instance, in the Hanbury Brown and Twiss experiment, which provides a measurement
of intensity fluctuations. These are higher-order interference effects that arise from the
interference of two intensities, and they can be expressed in terms of the degree of second-
order coherence. Given an electric field E(r , t), we will consider two-time measurements
of the intensity at a fixed time delay τ and study intensity fluctuations.
The second-order correlation function between the electric field E(r , t) at two space-
time positions (r 1, t1) and (r 2, t2) is given by:
G(2)(r 1, r 2,τ) = 〈E∗(r 1, t)E∗(r 2, t +τ)E(r 2, t +τ)E(r 1, t)〉 ,
where we have considered the time delay variable τ= t2 − t1. The normalization of this
expressions yields the degree of second-order coherence:
g(2)(r 1, r 2,τ) =
〈E∗(r 1, t)E∗(r 2, t +τ)E(r 2, t +τ)E(r 1, t)〉
〈E∗(r 1, t)E(r 1, t)〉〈E∗(r 2, t +τ)E(r 2, t +τ)〉
,
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which can be written in terms of the intensity (Equation E.4) as:
g(2)(r 1, r 2,τ) =
〈E∗(r 1, t)E∗(r 2, t +τ)E(r 2, t +τ)E(r 1, t)〉
I(r 1, t)I(r 2, t +τ)
.
Notice that, for stationary light sources, these intensities are constant in time. When





which is known as the degree of second-order temporal coherence. This quantity
presents the following properties:
• It is symmetric:
g(2)(−τ) = g(2)(τ) .
• From Cauchy’s inequality (that states that 2I1 I2 ≤ I21 + I
2
2 for any pair of real
numbers I1 and I2), it follows:
1≤ g(2)(0)≤∞ , (E.9)
but, nevertheless, it does not apply for τ 6= 0, so:
0≤ g(2)(τ)≤∞ . (E.10)
• It cannot exceed the value at τ= 0:
g(2)(τ)≤ g(2)(0) (E.11)
Equivalently to the definition of first-order coherence, the light is said to be second-
order coherent if |g(1)(τ)| = 1 and, additionally, g(2)(τ) = 1. In particular, the electric
field described by the wave E(z, t) = E0e−i(kz−ω0 t) of frequency ω0 and wavenumber
k = ω0/c, is second-order coherent —not only |g(1)(τ)| = 1, but also g(2)(τ) = 1 for all
values of τ. On the contrary, it can be shown that chaotic light presents g(2)(0) = 2, and
g(2)(τ)→ 1 for τ τc .
Correlations in the intensity are related to joint probabilities. Once a signal is de-
tected at time t, the probability of detecting a signal at time t + τ is given by the joint
probability P2(t, t + τ), which is proportional to the correlation function 〈I(t)I(t + τ)〉.
Therefore, the existence of intensity correlations means that if we obtain a detection in
one point at some time, it is more probable to detect a signal in another point at another
time with respect to the random case (or uncorrelated sources). This is what is known as
bunching, since the different detections seem to be arranged in groups or bunches. We
will study this in more detail in the next section, dealing with quantum coherence.
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E.3 Lineshape of the emission
The spectrum of a particular stationary random process is the strength of the fluctuations
associated with a particular component of the Fourier decomposition of that field. Light
sources are also characterized by its spectrum, which gives the frequency distribution
of the radiation field. There exists a connection between the first-order coherence and
the emitted spectrum. As we will see, the spectral density of a random process and its
autocorrelation function form a Fourier transform pair.
Spectral density Let us consider the radiation field E(t) emitted by a statistically sta-
tionary light source. Its first-order autocorrelation function is given in Equation E.5,
that we will simply denote it as Γ (τ) in accordance to Equation E.1 (where we dealt with
the autocorrelation function of a general stationary and ergodic random process):
Γ (τ) = 〈E∗(t)E(t +τ)〉 .







Γ (τ) eiωτdτ , (E.12)
which is also known as power spectrum. The integration of this expression over frequen-























dτ Γ (τ)δ(τ) = Γ (0) ,







′)t dt . (E.13)
Normalized spectrum The spectral density S(ω) can be normalized by the division of












Γ (τ) eiωτdτ , (E.14)
so, effectively:
∫∞
−∞ N(ω) dω = 1. Observe that there appears the degree of first-order







g(1)(τ) eiωτdτ . (E.15)
This is nothing but the Fourier transform of the degree of first-order coherence, and it
is also known as the lineshape of the emission. From the Hermiticity property of the
first-order coherence degree (Equation E.7), the normalized spectrum can be alternatively









where the integration is carried out just over the positive values of the delay.
The expression in Equation E.15 gives a formal connection between the spectrum of
the light (determined in spectroscopic experiments) and its coherence properties (ob-
tained through time-dependent measurements of its fluctuations). Experimentally, the
spectral density is obtained by counting the number of photons arriving with a particular
energy, so we have the decomposition of the field in terms of the different frequency com-
ponents. The spectral density gives the strength associated to each Fourier component,
as we will show next.
Strength of the Fourier components The definition given before for the spectral den-
sity (Equation E.12) is, effectively, related to the strength of a particular component of
the Fourier decomposition. The radiation field can be decomposed in its harmonic com-












The spectral density could be defined simply as S(ω) = |Ẽ(ω)|2, since this gives the
strength of a particular component. Nevertheless, this definition is disregarded as it
presents technical problems for some functions [423]. Since Ẽ(ω) is also a random pro-







































′−ω)t Γ̃ (ω′) ,
where we have substituted the correlation function 〈E∗(t)E(t ′)〉= Γ (t ′ − t) and we have






dτ Γ (τ) eiωτ .
By considering the integral representation of the delta function (Equation E.13), the pre-
vious expectation value can be simply written as:
〈Ẽ∗(ω)Ẽ(ω′)〉= Γ̃ (ω)δ(ω−ω′) .
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From this expression we can regard Γ̃ (ω) as a measure of the strength of the fluctuations
of the Fourier component at frequency ω. This is precisely the meaning of the spectral
density, thus Γ̃ (ω) is identified with the spectral density S(ω). Then, we can rewrite the
previous expectation value as:
〈Ẽ∗(ω)Ẽ(ω′)〉= S(ω)δ(ω−ω′) ,
and write the spectral density as the Fourier transform of the autocorrelation function:





Γ (τ) eiωτ dτ .
This expression for the spectral density is in accordance to the definition given before





These two expressions are generally referred to as the Wiener–Khintchine theorem, that
states that the spectral density of a stationary random process and its correlation function
form a Fourier transform pair. Equation E.15 is an alternative form of that theorem,




In this Appendix, we provide some extensions of the topics discussed in Section 2.4,
which deals with the quantum description of organic molecules. First, we describe dif-
ferent types of electronic transitions present in organic molecules (Section F.1) before
focusing on the first two electronic states: the ground and the first-excited electronic
states. The description of the molecule energy structure in terms of energy surfaces af-
ter introducing the Born–Oppenheimer approximation is discussed next (Section F.2).
The Hamiltonian describing organic molecules is here completed with the addition of the
coherent pumping term (Section F.3). Absorption experiments show the richness of the
inner level structure of organic molecules —the absorption spectrum reveals interesting
characteristics of their vibrational structure. In this Appendix we obtain some expressions
related to the absorption spectrum of organic molecules, such as the transition rate and
the lineshape function (Section F.4), as well as the correlation function and the spec-
tral density (Section F.5). Finally, we study the characteristic profile of the absorption
spectrum associated with organic molecules, and analyze the imprint left by the different
relevant quantities of the displaced harmonic oscillator model on it (Section F.6). Some
interesting books are those in Ref. [425, 426], which are partially followed in the discus-
sion.
F.1 Electronic transitions
Organic molecules present different electronic states that can be either singlets or triplets
depending on its spin multiplicity∗. The four main electronic states are the ground state ∗The spin multiplicity is
given by 2S + 1, where S is
the total spin angular mo-
mentum. For singlets the
total spin is S = 0, while for
triplets, S = 1.
S0, and the three excited states S1, S2, and T1 (where S and T stand for singlet and triplet
states, respectively). Different transitions between these electronic states can occur ac-
cording to various selection rules. The spin selection rule states that only those transi-
tions connecting states with the same spin multiplicity are allowed. As a consequence,
spin-allowed transitions will be more likely than spin-forbidden ones. Nevertheless, spin-
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orbit coupling (that is, the interaction between the spin angular momentum and the or-
bital angular momentum) allows for the change in spin multiplicity, such that when this
term is large, the probability of spin-forbidden transitions increases.
Luminescence refers, in general, to the spontaneous emission of light from any sub-
stance. When this emission takes place as a result of the previous absorption of a photon,
then it is called photoluminescence. The absorption of a photon leads to the promotion
of an electron from the ground electronic state to an excited electronic state of the same
spin multiplicity, in a process that lasts 1 − 10 fs. When being at an excited electronic
state, different transitions can occur, distinguishing between radiative and nonradiative
processes [426].
Figure F.1. Sketch of
the first four electronic
states typically present in
organic molecules: the
ground state S0 and the
three excited states S1,
S2, and T1, where S and




together with their asso-
ciated lifetimes, where we
distinguish between radia-




Radiative processes are those that involve the absorption or emission of a photon. De-
pending on the excited electronic state from which the transition starts, we have:
• Absorption: absorption of a photon such that the system goes from the ground
state to an excited electronic state with the same spin multiplicity (for instance,
S0→ S1). The average lifetime of these transitions is on the order of 1 fs.
• Fluorescence: emission of a photon from an excited electronic state with the same
spin multiplicity as the ground electronic state (for instance, S1→ S0). These tran-
sitions are spin-allowed, and the average lifetimes of the excited states are typically
less than 1 µs.
• Phosphorescence: emission of a photon from a triplet excited state to the singlet
ground state (for instance, T1→ S0). These transitions are spin-forbidden, and the
associated lifetimes range from 1 µs to 10 s.
Since the average lifetime of the excited state is much longer for phosphorescence
than fluorescence, this is the way in which these two processes are distinguished in the
emission bands.
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Nonradiative processes
Non-radiative transitions are those that do not involve the emission nor the absorption of
a photon. Different kinds of nonradiative transitions can take place in molecules:
• Vibrational relaxation: when being at an excited vibrational level, relaxation to
the lowest vibrational level of the same electronic state. This process occurs on a
time scale ranging from 10 fs to 1 ps, so it is faster than luminescence.
• Internal conversion: relaxation to a lower singlet excited state from another sin-
glet state (for instance, S2 → S1), so the same spin multiplicity remains. The asso-
ciated lifetime is about 1 ps.
• Intersystem crossing: relaxation between excited states with different spin multi-
plicities (for instance, S1→ T1). This process occurs on a time scale of 10 ns.
• Nonradiative de-excitation: when being at an excited electronic state, nonradia-
tive relaxation to the ground electronic state through the release of thermal energy
(for instance, phonons in crystals are responsible for nonradiative de-excitation pro-
cesses). Although the amount of released heat cannot be experimentally measured
in general, this kind of processes are known to be present due to the quenching of
luminescence.
F.2 Franck–Condon transitions between potential energy sur-
faces
Born–Oppenheimer approximation
Widely used in molecular physics and quantum chemistry, the Born–Oppenheimer ap-
proximation provides a description of molecules in which nuclear and electronic degrees
of freedom can be treated separately. This is possible due to the different energy scales as-
sociated with these two subsystems: around 100 meV for nuclear and 2 eV for electronic
states. As electrons move faster than nuclei, their disposition is adjusted adiabatically to
nuclear motions, reason why this assumption is also called adiabatic approximation.
Within this approximation, the total state of the molecule (|ψ〉) can be written in terms
of its electronic (|φ〉) and nuclear (|χ〉) components:
|ψ(x , R)〉= |φ(x , R)〉 ⊗ |χ(R)〉 ,
where x and R stand for electronic and nuclear degrees of freedom, respectively. The
state of the molecule will be the solution to the Schrödinger equation: H|ψ(x , R)〉 =
E|ψ(x , R)〉, where the Hamiltonian H comprises the kinetic terms for both nuclei and
electrons, as well as the effective nuclei-electron and internuclear interactions. There, E
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represents the energy of the state. This equations is now solved in two stages:
Step 1. First, the nuclear kinetic energy Tn is removed from the complete Hamiltonian
H, and the nuclei positions are introduced into the electronic part as mere parameters.
Solving the Schrödinger equation for the electronic Hamiltonian He = H−Tn, one obtains
the electronic eigenstates |φk〉 for each value of the nuclear positions R:
He(x , R) |φk(x , R)〉= Ek(R) |φk(x , R)〉 ,
where Ek is the associated energy. A general state can be now expressed as lineal super-
position of the calculated eigenstates: |ψ(x , R)〉=
∑
k |φk(x , R)〉 ⊗ |χk(R)〉 .
Step 2. The previously disregarded term Tn is now considered together with the elec-
tronic eigenenergies Ek(R), so that the Schrödinger equation for the nuclear motion can
be solved at this point. Terms coupling different electronic eigenstates, |χk〉 and |χk′〉,
can be neglected if their corresponding electronic energies, Ek and E
′
k, are adequately
separated. Hence we end up with a set of uncoupled differential equations:
(Tn + Ek(R)) |χ lk(R)〉= El |χ
l
k(R)〉 , (F.1)
one for each electronic eigenstate k. As a consequence, the state of the molecule can be
written as a product of single electronic and nuclear states: |ψlk(x , R)〉 = |φk(x , R)〉 ⊗
|χ lk(R)〉. Notice that energies El correspond to the total energy of the molecule, including
not only the electronic part, but also the contribution from nuclei (vibrations, rotations
and translations of the whole molecule).
All in all, the Born–Oppenheimer approximation leads to a picture based on nuclei
moving in the effective potentials created by electrons. Solving first the electronic Schrö-
dinger equation we get a set of independent energy surfaces on which nuclei move, the so-
called potential energy surfaces. Then, for each electronic surface, the nuclear dynamics
is resolved, which corresponds to rotational or vibrational nuclear excitation.
Potential energy surfaces
In the following, we will only refer to the first two electronic states, the ground state |g〉
and the first (electronically) excited state |e〉. Their energies as a function of the nuclear
configuration will be given by their corresponding potential energy surfaces (or poten-
tial energy curves when considering just one nuclear degree of freedom), as shown in
Figure F.2 [Left]. Modulated by these energy potentials, there would appear different
vibrational modes within the same electronic state, corresponding to the nuclear move-
ment.
In general, models including these phononic modes approximate these potential en-
ergy curves by harmonic potentials that is a good compromise near the potential min-
imum. In Figure F.2 [Right], it is shown the harmonic approximation (red line) to the
ground and first-excited state potential energy curves (black line). There, different vibra-
tional levels are depicted.
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Figure F.2. [Left] Po-
tential energy curves for
the ground state |g〉 and
the first (electronically)
excited state |e〉 as a func-
tion of the nuclear de-
gree of freedom q. [Right]
Harmonic approximation
around the minima of the
first two potential energy
curves.
Franck–Condon transitions
The absorption of light takes place within a time scale of some femtoseconds, time over
which nuclei can be considered to be frozen in a good approximation. The Franck–
Condon principle is the assumption that nuclear displacements are negligible during
electronic transitions. According to this rule, those vibronic transitions that connect states
with similar equilibrium distances are the only ones that eventually take place. When
looking at energy level diagrams depicted as a function of the nuclear coordinate, only
vibronic transitions described by vertical lines occur since the nuclear coordinate cannot
vary during this process. For this reason, these are also known as vertical transitions.
In fact, the probability P of the occurrence of a vibronic transition between two states
is proportional to the square of the overlap of their corresponding vibrational components
|χinitial〉 and |χfinal〉:
P∝ |〈χinitial|χfinal〉|2 , (F.2)
which is known as the Franck–Condon factor. Hence, the intensity of a vibronic transi-
tion is consequently given by this overlap.
F.3 Coherently pumped organic molecule
The two molecular states |G〉 and |E〉 involved in the Hamiltonian of Equation 2.53 are
usually not independent, but they are connected through the interaction term arising as
a consequence of the external field pumping the system. The Hamiltonian describing the
pumped system Ĥ can be generally written as:
Ĥ = ĤG + ĤE + ĤGE
= EG |G〉〈G|+ EE |E〉〈E |+ Veg|E〉〈G|+ Vge|G〉〈E | ,
(F.3)
where EG and EE are the energies corresponding to the molecular states |G〉 and |E〉,
that is, ĤG |G〉 = EG |G〉 and ĤE |E〉 = EE |E〉. These energies are given by Equation 2.51
within the DHO model. The interaction term Veg can be written in the electric-dipole
approximation (Equation 2.32) as:
Veg(t) = −E L(t) ·µeg , (F.4)
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where µeg is the dipole moment associated with the electronic transition |e〉 → |g〉. The in-
teraction term possesses an explicit time-dependency due to the electric field E L(t) pump-
ing the system. This external electric field is taken to be monochromatic of frequencyωL:
E L(t) = E0e−iωL t +E∗0e
iωL t , and it is treated semiclassically. Due to this time-dependency,
it is convenient to reorganize the Hamiltonian of Equation F.3 as Ĥ(t) = Ĥ0+Ĥ1(t), where
Ĥ0 is just a shift in the ground state energy:
Ĥ0 = ħhωL |G〉〈G| ,
Ĥ1(t) = (EG −ħhωL)|G〉〈G|+ EE |E〉〈E | − E L(t) ·µeg|E〉〈G| − E L(t) ·µ∗eg|G〉〈E | .
The interaction picture (see Appendix B) can be then introduced, where operators are
transformed by considering the relation Ĥ(I)(t) = U†0(t) Ĥ U0(t), with U0(t) = e
− iħh Ĥ0 t =
e−iωL t|G〉〈G| . Therefore, the time-dependent Hamiltonian Ĥ1, when transformed to the
interaction picture, reads:
Ĥ(I)1 (t) = (EG −ħhωL)e
iωL t |G〉〈G|e−iωL t + EE |E〉〈E |
− (E0e−iωL t + E∗0e
iωL t)µeg|E〉〈G|e−iωL t − (E0e−iωL t + E∗0e
iωL t)µ∗ege
iωL t |G〉〈E | ,
since U†0 |G〉 = e
iωL t |G〉 and U†0 |E〉 = |E〉. Rewriting this expression, we observe that the
Hamiltonian Ĥ(I)1 (t) presents a time-independent part and another one that oscillates at
twice the field frequency ωL:
Ĥ(I)1 (t) = (EG −ħhωL)|G〉〈G|+ EE |E〉〈E |
− E∗0µeg|E〉〈G| − E0µege





2iωL t |G〉〈E | .
Neglecting these high-frequency oscillations, procedure known as the rotating wave ap-
proximation, we arrive at a time-independent Hamiltonian:




eg|G〉〈E | . (F.5)
Condon approximation In general, the dipole operator associated to a specific elec-
tronic transition is a function of the nuclear degrees of freedom q, that is, µ̂= µ̂(q). This
function can be expanded around the equilibrium configuration q0:
µ̂(q) = µ̂(q0) +
∂ µ̂(q)
∂ q
(q− q0) + . . . ,
and it can be approximated by its equilibrium value (as long as it does not vanish due to
symmetries):
µ̂(q)≈ µ̂(q0)≡ µ̂eg .
This is known as the Condon approximation, which states that the transition dipole
moment operator µ̂ does not depend on the nuclear coordinates, so we can write:
µ̂eg = µeg|e〉〈g|+µge|g〉〈e|= µeg(σ̂
† + σ̂) ,
where µeg is then the dipolar momentum of the electronic transition, as done in Equa-
tion 2.36.
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F.4 Transition rate and lineshape function
The absorption spectrum depends on the transition rate at which the system is promoted
from the ground to the excited state due to the absorption of a photon. This rate can be
estimated through the Fermi’s Golden rule, and expressed in terms of the lineshape func-
tion. In this section we will see how the Franck–Condon factor appears in the expression
of the transition rate, as well as the correlation function of the transition dipole moment.
F.4.1 Transition rate
Let us consider two molecular states |Gι〉 and |Eκ〉 expressed in terms of their electronic
and vibrational components as |Gι〉 ≡ |g〉 ⊗ |χ ιg〉 and |Eκ〉 ≡ |e〉 ⊗ |χ
κ
e 〉 when working
within the adiabatic approximation (see Section F.2). There, |g〉 and |e〉 stand for the
electronic ground and first-excited states respectively, while {|χ ιg〉}ι and {|χ
κ
e 〉}κ denote
their corresponding Hilbert spaces for vibrational excitations (hence states |χ ιg〉 and |χ
κ
e 〉
denote those with ι and κ vibrational modes excited).
The Hamiltonian describing the system is given by Equation F.3, which can be rewrit-
ten by taking into account the electronic and nuclear components of the molecular states:















where sums run over all possible vibrational states ι and κ appearing on top of the ground
and excited electronic states, respectively. The coupling term Vκι is given by Equation F.4
within the electric-dipole approximation (Vκι = Veg), and EGι and EEκ are the energies of
each molecular state, namely:
ĤG |Gι〉= EGι |Gι〉 ,
ĤE |Eκ〉= EEκ |Eκ〉 .
(F.7)
Transition rate from Fermi’s golden rule
The transition rate from the excited state |Eκ〉 to the lower-lying state |Gι〉 can be computed
through the Fermi’s golden rule, so we have:
KEκGι = KEκ→Gι =
2π
ħh
|Vικ|2δ(EEκ − EGι ) , (F.8)
where Vικ is the coupling term present in the Hamiltonian describing the system (Equa-
tion F.6), and EGι and EEκ are the energies of each molecular state. If instead of just
considering the transition between two particular states |Gι〉 and |Eκ〉 we contemplate all









|Vικ|2δ(EEκ − EGι ) ,
214 Transition rate and lineshape function | F.4
where we perform the sum over all vibrational states accessible from the initial state.
The system is sometimes considered to be in thermal equilibrium with an environ-
ment at certain temperature T . Therefore, the initial state would be a superposition of







where kB is the Boltzmann constant. Then transitions are not produced from just a specific
vibrational state |χκe 〉, but from a thermalized initial state |Ẽ〉. Since f (Eα) gives the
probability of finding the system in the vibrational state |α〉, the transition rate from the










2 δ(EEκ − EGι ) ,
where the sum runs over all vibrational states associated with both the ground and the
excited electronic states.
Absorption rate from a state in thermal equilibrium
The previous expression is also valid for the reverse process, the transition rate from the








2 δ(EGι − EEκ) .










2 δ(ħhω+ EGι − EEκ) ,
where we have substituted the matrix element Vκι = 〈Eκ|E∗0µ̂eg|Gι〉 considering the expres-
sion of the coupling term in the rotating frame (Equation F.5). The transition dipole opera-
tor µ̂eg can be considered to have the same orientation as the laser field, so: |〈Eκ|E∗0µ̂eg|Gι〉|
2 =
E20 |〈Eκ|µ̂eg|Gι〉|
2. This matrix element can be further simplified by introducing the Con-
don approximation, which states that the dipole operator does not depend on the nuclear
degrees of freedom and, therefore, it can be taken out from the matrix element:
|Vκι|2 = E20 |〈Eκ|µ̂eg|Gι〉|















where we have introduced the expression for the dipole operator: µ̂eg = µeg|e〉〈g| +














2 δ(ħhω+ EGι − EEκ) . (F.10)




for the overlap between the vibrational wavefunctions of the two states (Equation F.2).
Therefore, we observe that the rate of some vibronic transition does depend on the overlap
of the vibrational components.
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Vibrational equilibrium statistical operator
Notice that the denominator of the thermal distribution f (EGι ), whose expression is given
in Equation F.9, can be expressed as the trace over all initial states associated with the
electronic ground state:























〈Gι′ |e−ĤG/kBT |Gι′〉= Trg[e−ĤG/kBT ] .
There, we have taken into account that energy EGι′ is an eigenvalue of the Hamiltonian ĤG
according to Equation F.7, and Trg[Ô] denotes the trace of operator Ô over all vibrational





Considering the expression in Equation F.11 for the thermal distribution f (EGι ), we have:
∑
ι





















〈Gι|ŴgÔ|Gι〉= Trg[Ŵg Ô] ,









Taking into account the definition of the average value of an operator, the sum over the
subindex ι can be thus expressed in these different forms:
∑
ι
f (EGι ) 〈Gι|Ô|Gι〉= Trg[Ŵg Ô] = 〈Ô〉g . (F.13)
F.4.2 Two expressions for the absorption rate
Absorption rate as a function of the dipole correlator









2 δ(ħhω+ EGι − EEκ) ,
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where |〈Eκ|µ̂eg|Gι〉|2 = 〈Gι|µ̂eg|Eκ〉〈Eκ|µ̂eg|Gι〉. Taking into account the Fourier represen-



























dt eiωt f (EGι ) 〈Gι|e
iEGι t/ħhµ̂ege
−iEEκ t/ħh|Eκ〉〈Eκ|µ̂eg|Gι〉 .
Now, let us introduce the Hamiltonian Ĥo = ĤG + ĤE , composed of the non-interacting
part of the complete Hamiltonian of Equation F.6. The eigenvalue problem of Equation F.7
can be rewritten in terms of Ho as: Ĥo|Gι〉 = EGι |Gι〉 and Ĥo|Eκ〉 = EEκ |Eκ〉. Therefore,









dt eiωt f (EGι ) 〈Gι|e
iĤo t/ħhµ̂ege
−iĤo t/ħh|Eκ〉〈Eκ|µ̂eg|Gι〉 .
The time evolution of the dipole operator µ̂eg is given by Equation B.11 when consider-
ing the transformation from the Schrödinger to the interaction picture, hence: µ̂eg(t) =
eiĤo t/ħhµ̂ege









dt eiωt f (EGι ) 〈Gι|µ̂eg(t)|Eκ〉〈Eκ|µ̂eg(0)|Gι〉 .
The completeness relation for the final states,
∑









dt eiωt f (EGι ) 〈Gι|µ̂eg(t)µ̂eg(0)|Gι〉 . (F.15)
Within the integral there appears the thermal average over all initial states, hence the






dt eiωt 〈µ̂eg(t)µ̂eg(0)〉g ,
where the subindex g indicates that the average is performed over all states with |g〉 as
electronic component (Equation F.13). Finally, if we denote the correlation function of
the dipole operator as:
Cµ(τ)≡ 〈µ̂eg(τ)µ̂eg(0)〉g , (F.16)
the transition rate from the thermalized ground state |G̃〉 to all the accessible excited states






dτ eiωτCµ(τ) , (F.17)
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where we have made explicit the dependence on the frequency of the photon.
Absorption rate as a function of some other correlator
Let us start from the expression of the absorption rate in Equation F.10. By considering
















2 ei[ω−(EEκ−EGι )/ħh]t .














2 e−i(EEκ−EGι )t/ħh =〈χ ιg|e











where we have considered the eigenvalue problem of Equation F.7. The substitution of










dt eiωt f (EGι )〈χ
ι
g|e














dt eiωt f (EGι )〈χ
ι
g|e
iĤG t/ħhe−iĤE t/ħh|χ ιg〉 ,
where we have introduced the completeness relation for the vibrational states associated






e |= 1. Taking into account Equa-














where Ŵg is the vibrational equilibrium statistical operator for the electronic ground state,
defined in Equation F.12. We can also define the following thermal average over the
vibrational eigenstates associated with the electronic ground state:














dt eiωt F(t) . (F.19)
F.4.3 Lineshape function
Relation between the transition rate and the lineshape function
Within the Condon approximation, the transition rate KG̃E (Equation F.10) is composed
of an electronic factor multiplied by the overlap integral of the vibrational wavefunctions.
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2 δ(ħhω+ EGι − EEκ) .
This last part is commonly known as the lineshape function A(ω), or Franck–Condon-
weighted density of states, and it is the responsible for the dependence of the absorption
rate on the frequency. Taking into account the Fourier representation of the delta function













From the expression of the absorption rate in Equation F.19, the lineshape function can





dt eiωt F(t) , (F.21)
where F(t) is defined in Equation F.18.
Absorption rate as a function of the dipole correlator
The relation between the lineshape function and the transition rate is defined in Equa-
tion F.20. If we consider the expression of the transition rate KG̃E in terms of the correla-













Notice that there appears the Fourier transform of the correlation function. According
to the Condon approximation, the dipole operator µ̂eg does not depend on the nuclear
degrees of freedom, so the correlation function (Equation F.16) for zero-time delay be-
comes:
Cµ(0) = 〈µ̂eg(0)µ̂eg(0)〉g = 〈µ̂egµ̂eg〉g = µ2eg .







dτ eiωτCµ(τ) , (F.22)
and we recover the expression given for the normalized spectrum in Equation E.14 (in that
case, we had the correlation function of the electric field operator Γ (τ)). The lineshape
function A(ω) is then nothing but the normalized spectral density.
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F.5 Correlation function and spectral density
The lineshape function characterizing the absorption spectrum of some molecule can be
written in terms of the correlation function of the dipole operator, as shown in Equa-
tion F.22. We study now a more convenient form to express that correlation function for
some interesting cases.
F.5.1 General expression for the time correlation function
Let us consider a generic quantum correlation function C(t) corresponding to some some




f (Eα) 〈α|Â(t)Â(0)|α〉 , (F.23)
where Â is a generic quantum operator and the average is performed over all vibrational
modes α in thermal equilibrium with an environment at certain temperature T . There,
f (Eα) stand for the probability of the state α according to the thermal distribution of
Equation F.9.
Fourier transform of the correlation function
Starting from the generic correlation function presented in Equation F.23, its Fourier trans-
form will be denoted as S(ω):




C(t) eiωt dt . (F.24)
In general, C(t) will be a complex function, but obeying the relation C(−t) = C∗(t) as
already noted in Equation E.2. This implies that its Fourier transform S(ω) is real, and
it can be also shown that S(ω) ≥ 0. It is convenient to decompose C(t) into its real and
imaginary parts, such that C(t) = CR(t) + CI(t), with:
CR(t) = (C(t) + C∗(t))/2 ,
CI(t) = (C(t)− C∗(t))/2 .
Due to the time symmetry previously noted, these functions coincide with the symmetric
and antisymmetric components of C(t), that is, CR(−t) = CR(t) and CI(−t) = −CI(t).












dt eiωt CI(t) = (S(ω)− S(−ω))/2 ,
(F.25)
obeying that S(ω) = SS(ω) + SA(ω). Notice that both inherit the defined symmetry, that
is, SS(ω) is symmetric while SA(ω) is antisymmetric with respect to the frequency ω.
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Property of the Fourier transform of the correlation function
Now, consider the explicit expression of the correlation function given in Equation F.23








f (Eα) 〈α|Â(t)Â(0)|α〉 eiωt dt .
Taking into account that the vibrational states |α〉 are eigenvectors of the Hamiltonian Ĥ
























f (Eα) 〈α|Â|β〉〈β |Â|α〉 e−i(ωβ−ωα)teiωt dt ,
where in the last step we have considered the time evolution of the operator Â governed
by Equation B.11. If we introduce the Fourier representation of the delta function (Equa-




f (Eα) 〈α|Â|β〉〈β |Â|α〉 δ(ω−ωβα) , (F.26)





f (Eα) 〈α|Â|β〉〈β |Â|α〉 δ(ω−ωαβ ) , (F.27)
since δ(−ω −ωβα) = δ(ω +ωβα) = δ(ω −ωαβ ). Second, the expression of S(ω) in




f (Eβ ) 〈β |Â|α〉〈α|Â|β〉 δ(ω−ωαβ ) .
Considering just the numerator of f (Eβ ) (whose expression is given in Equation F.9), we
can operate as follows:
e−Eβ/kBTδ(ω−ωαβ ) = e−ħhωβ/kBTδ(ω−ωαβ )
= e−ħh(ωα−ω)/kBTδ(ω−ωαβ ) = eħhω/kBT e−Eα/kBTδ(ω−ωαβ ) ,
since, according to the delta function, ω = ωαβ = ωα − ωβ and we can replace the
frequency associated with the subindex β as done. From that, we have:
f (Eβ ) δ(ω−ωαβ ) = eħhω/kBT f (Eα) δ(ω−ωαβ ) ,
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f (Eα) 〈α|Â|β〉〈β |Â|α〉 δ(ω−ωαβ ) .
If we compare this expression with Equation F.27, it is easy to see the relation that obeys
the Fourier transform of the correlation function:
S(ω) = eħhω/kBT S(−ω) . (F.28)
Expression for the correlation function
The expressions for the symmetric (S) and antisymmetric (A) parts of the Fourier trans-
form of the correlation function (Equation F.25) can be rewritten by taking into account
































Besides, this Fourier transform can be expressed in terms of the Bose-Einstein distribu-






S(ω) = 2SA(ω)[1+ n(ω)] . (F.30)
Considering Equation F.24 and the inverse Fourier transform, we can obtain an ex-









Since SA(ω) is antisymmetric and 1 + n(−ω) = −n(ω), the correlation function can be






[1+ n(ω)] e−iωt + n(ω) eiωt

dω . (F.32)
There, S(ω) would correspond to the spectral density defined in Equation E.12, since
it is just the Fourier transform of the correlation function (Equation F.24). Therefore,
2SA(ω) would represent the strength of each Fourier component and gives a measure of
the response of the system to different frequencies. In general, the precise expression
of the correlation function cannot be computed, and a model for the reservoir and its
interaction with the system of interest is required.
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F.5.2 Time-correlation function for a harmonic oscillator reservoir
With the aim to evaluate the correlation function, we consider the simple case of a reser-
voir composed of a collection of harmonic oscillators. This would correspond to the situ-
ation discussed in Subsection 2.4.2, where some electronic transition is coupled to a set
of vibrational modes. Remember that potential energy surfaces were first approximated
by harmonic potentials, such that nuclear movements are described in terms of normal
mode oscillations. If the exciton-phonon coupling is sufficiently low, the nuclear degrees
of freedom can be then treated as a harmonic oscillator reservoir with which the two-level
system (modelling the electronic transition) interacts.
Expression for the spectral density
The reservoir is thus considered to be composed of a collection of harmonic oscillators of
frequency ωκ and associated creation and annihilation operators b̂
†
κ and b̂κ. The reser-
voir operator R̂ appearing in the Hamiltonian of Equation 2.8, describing the interaction




ħhλκ(b̂†κ + b̂κ) , (F.33)
where λκ is the coupling strength between the electronic transition and the vibrational
mode κ (exciton-phonon coupling). For simplicity, we have considered just one vibra-
tional bath interacting with the system, so that we have just one term in the interaction
Hamiltonian. The correlation function of the reservoir operators would we given by Equa-




f (Eα) 〈α|R̂(t)R̂(0)|α〉 ,
where α labels the vibrational state |α〉 that is eigenvector of the of the complete Hamil-
tonian Ĥ such that Ĥ|α〉= Eα|α〉. Remember that f (Eα) stands for the probability of the
state α, following the thermal distribution of Equation F.9. According to Equation F.26,









with the transition frequency ωβα ≡ (Eβ − Eα)/ħh. By considering the expression for the



























|ακ〉|2 δ(ω−ωβκακ) , (F.34)
where the vibrational state |ακ〉 present ακ excitations associated with the harmonic os-
cillator labelled as κ. Considering the action of the creation and annihilation operators
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|ακ〉|2 = ακδβκ,ακ−1 + (ακ + 1)δβκ,ακ+1 .









ακ δ(ω− (Eακ−1 − Eακ)/ħh)
+ (ακ + 1) δ(ω− (Eακ+1 − Eακ)/ħh)

,
where Eακ+1 − Eακ = ħhωκ corresponds to the energy associated with one vibrational ex-
citation. Taking into account that the mean occupation number of a harmonic oscillator




ακ f (Eακ) = n(ωκ). Therefore, the Fourier transform of the correlation






n(ωκ) δ(ω+ωκ) + [n(ωκ) + 1] δ(ω−ωκ)

. (F.35)
Spectral density as a function of J(ω)
It is convenient to define the function J(ω)—which is also named spectral density itself—








The Huang-Rhys parameter Dk is related to the exciton-phonon coupling λκ according to
Equation 2.63, that is: λκ =ωκ
p
Dκ. From Equation F.35, the spectral density S(ω) can
be expressed in terms of J(ω) as:
S(ω) = n(−ω) J(−ω) + [1+ n(ω)] J(ω) .
Since 1+ n(−ω) = −n(ω), we finally have:
S(ω) = [1+ n(ω)] [J(ω)− J(−ω)] . (F.37)
According to Equation F.30, the antisymmetric part SA(ω) of the spectral density is simply
given by:
2SA(ω) = J(ω)− J(−ω) , (F.38)
Although J(ω) has been defined in terms of a sum of delta functions in Equation F.36,
real systems present a continuous profile. Depending on the specific configuration, there
exist different models for the power spectrum. Generally they are characterized by a
power law rise for small frequencies followed by a exponential decay for large frequencies
(after reaching the specified cut-off frequency ωc) [425]. Some examples are the Ohmic
power spectrum:
JOhmic(ω) = Θ(ω) J0 ω e
−ω/ωc ,
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and the Debye power spectrum:




where J0 is a normalization factor andωD is the Debye frequency. The step function Θ(ω)
ensures that the power spectrum is zero for ω< 0.
Expression for the correlation function
Once the spectral density is determined, the time-correlation function C(t) can be com-
puted from Equation F.32. By substituting the expression of the antisymmetric part of the






[1+ n(ω)] e−iωt + n(ω) eiωt

dω ,
where we have removed the J(−ω) term as the integral runs over positive frequency
values. This expression is commonly split into its real and imaginary parts, so the time-






cos(ωt)[1+ 2n(ω)]− i sin(ωt)

dω .
F.6 Absorption spectrum of organic molecules
Luminescence and absorption experiments are used to gain insight into the vibrational
structure of organic molecules. In this section we will study the characteristic profile of
the absorption spectrum associated with organic molecules, owing to vibronic transitions
(that is, transitions between different electronic energy levels implying a change in the
vibrational state). Since the displaced harmonic oscillator (DHO) model is often used to
describe vibronic spectroscopy, we will also study the imprint left by the different relevant
quantities of this model on the absorption spectrum.
F.6.1 Lineshape function within the DHO model
The absorption spectrum depends on the transition rate at which the system is promoted
from the ground to the excited state due to the absorption of a photon. This rate can be
estimated through the Fermi’s Golden rule, and expressed in terms of the lineshape func-
tion. The most relevant expressions related to the absorption rate and its associated line-
shape function have been derived in Appendix F, Section F.4. According to Equation F.21,
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dt eiωt F(t) , (F.39)
where the function F(t) is defined in Equation F.18 as:
F(t)≡ 〈eiĤG t/ħhe−iĤE t/ħh〉g . (F.40)
There, ĤG and ĤE are the Hamiltonians corresponding to the molecular states |G〉 and
|E〉, respectively, and the angle brackets stand for the thermal average over the vibrational
eigenstates associated with the electronic ground state.
We are interested in evaluating the correlation function F(t) when considering the
DHO model, discussed in the main text in Subsection 2.4.1. Within this model, the Hamil-
tonians ĤG and ĤE would be those coming from the energies in Equation 2.51 after in-
troducing the transformation in Equation 2.54, that is:
ĤG = ħhωv b̂† b̂ ,
ĤE = ħhω00 +ħhωv b̂† b̂+ħhωvD+ħhωv
p
D (b̂+ b̂†) ,
where we have considered Eming = 0 and the definition of the energy of the zero-phonon
vibronic transition ħhω00 is the one given in Equation 2.52. There, ωv is the frequency of
the vibrational mode, and b̂† and b̂ are the associated creation and annihilation operators.
The Huang-Rhys parameter D, defined in Equation 2.55, gives a measure of the strength
of the exciton-phonon coupling. If we rewrite the Hamiltonian ĤE as:







the correlation function in Equation F.40 becomes:





It can be shown that this trace can be written as [425, 426]:
F(t) = exp

−iω00 t + D
 
[1+ n(ωv)] (e
−iωv t − 1) + n(ωv)(eiωv t − 1)

, (F.41)
where n(ω) is the Bose-Einstein distribution function (Equation F.29), which encloses
the dependence on the temperature T . Notice that F(t) contains both phonon absorp-
tion (positive frequencies) and phonon emission processes (negative frequencies). This
function is sometimes expressed as:















dt ei(ω−ω00)t−G(0)+G(t) . (F.44)
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Notice that for D = 0, the absorption spectrum reduces to a line at ω=ω00.
Two limiting cases
Starting from the general expression for the lineshape function A(ω) in Equation F.44, we
now study the absorption spectrum profile corresponding to two limiting cases, differing
from each other in the relation between the vibrational frequency and the temperature.
High-frequency modes When the temperature T is low compared to the vibrational
frequency ωv (that is, ħhωv  kBT), the average phonon number can be disregarded:
n(ωv)≈ 0. Then, the correlation function F(t) of Equation F.42 becomes:
F(t) = exp


































If we consider the integral representation of the delta function (Equation E.13), the pre-







e−D δ(ω−ω00 − kωv) . (F.45)
This corresponds to a sequence of peaks located at frequencies ω = ω00 + kωv (with
k = 0,1, 2 . . .) and whose amplitudes are given by the Franck–Condon coefficients∗ F0k:∗These coefficients rep-
resent the overlap of
the vibrational compo-
nents of the two states
involved in the transition
(Equation F.2), in this
case, between the vibra-
tional ground state and
the vibrational state k:








Notice that this expression is nothing but a Poisson distribution, where the parameter D
gives the average number of events in an interval (the distribution reaches its maximum at
k = D). Therefore, the intensities of the absorption peaks are related to the displacement
d in terms of the Huang-Rhys parameter D (Equation 2.55) and, in turn, to the coupling
strength between nuclear and electronic degrees of freedom Equation 2.57.
The normalized lineshape function A(ω) given in Equation F.45 is plotted in Figure F.3
for three different values of the Huang-Rhys parameter D. A small damping is introduced
so as to obtain finite linewidths. These plots are accompanied by the respective sketches
of the DHO model, representing the harmonic oscillator potentials associated with the
molecular ground and excited states as a function of the molecular coordinate q. The
energy gap between the minima is ħhω00 = 3 eV, and the vibrational frequency is taken as
ωv = 5 meV. In general, we can distinguish the following cases:
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Figure F.3.
Sketch of the DHO model
(equivalently to that in
Figure 2.3) corresponding
to three different values
of the displacement d,
parametrized in terms of
the Huang-Rhys parame-
ter: (a) D = 0, (b) D =
0.5, and (c) D = 2.0. The
main transitions are in-
dicated with vertical ar-
rows. Below, the normal-
ized lineshape functions
A(ω) are depicted for the
same cases, with ωv = 5
meV.
• If there is no displacement (D = 0), as in Figure F.3 (a), the only term that survives
is k = 0, that is, the one with no vibrational excitations involved. Therefore, only
the peak associated with the pure electronic transition at ω=ω00 appears.
• When D 6= 0, the peak associated with the electronic transition 0-0 appears followed
by a set of peaks involving different vibrational excitations:
– If the displacement is small (D < 1), as in Figure F.3 (b), the peak corre-
sponding to k = 0 is the most intense, while the amplitude of the subsequent
transitions shows a continuous decrease.
– On the contrary, if the displacement is large (D 1), as in Figure F.3 (c), the
transition with the maximum amplitude is that with k = D.
Therefore, the Huang-Rhys parameter D corresponds to the mean number of vibrational
quanta that are excited in the electronic excited state on absorption from the ground state
(at q = 0).
All in all, the absorption spectrum associated with organic molecules is composed of
a set of peaks each of which represents a transition from the ground state to a different
vibrational state in the electronic first-excited state. The starting peak atω00 corresponds
to the pure electronic transition (that is, the 0-0 transition, where no phonons are in-
volved), and it is accompanied by a set of other transitions. These peaks are separated
by a frequency ωv and their amplitudes, given by the Franck–Condon factors F0k (Equa-
tion F.46), follow a Poisson distribution. There, the index k would correspond to the
number of vibrational quanta that are excited.
Low frequency modes In the high-temperature limit, the temperature T is high com-
pared to the vibrational frequencyωv (that is, ħhωv kBT). The time-correlation function
F(t), given in Equation F.41, has peaks at t = 0,±2π/ωv, . . . These sharpen as the tem-
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perature increases, as shown in Figure F.4 [Left]. There, we plot the time-correlation
function for kBT = 1,5, and 25 meV. Again, we have taken ħhω00 = 3 meV and ħhωv = 5
meV. Since the correlation function F(t) decays quickly, the so-called short-time approx-
imation can be performed. Exponentials can be approximated by:





so that Equation F.41 becomes:
F(t) = exp










The Bose-Einstein distribution function (Equation F.29) can be approximated as: n(ωv)≈
kBT/(ħhωv), while disregarding the 1/2 term. By performing this substitution, and con-
















Additionally, we could introduce the Franck–Condon transition frequency ωeg ≡ ω00 +
Λ/ħh (Equation 2.59). By introducing this expression for F(t) into Equation F.39, the





dt ei(ω−ωeg)t e−(ΛkB T/ħh
2)t2 .










Therefore, the set of vibronic transitions making up the absorption spectrum for high
temperatures presents a Gaussian envelope centered at frequency ω = ωeg and with
variance σ =
p
2ΛkBT . This is shown in Figure F.4 [Right], where the lineshape function
is plotted for kBT = 25 meV. Notice that the width of the Gaussian profile can be then
used to quantify the excited state distortion.
We have considered the case in which only a single vibrational mode with frequency
ωv couples to the electronic transition. Nevertheless, all these expressions are easily
generalized when several vibrational modes are involved.
Figure F.4. [Left] Time-
correlation function F(t)
as a function of time when
ωv = 5 meV and for dif-
ferent values of the tem-
perature, kBT = 1 meV
(blue), 5 meV (turquoise),
and 25 meV (yellow).
[Right] Normalized line-
shape function A(ω) as a
function of frequency for
ωv = 5 meV and kBT = 25
meV.
0 1 2 3 4















kBT = 0.001 eV
kBT = 0.005 eV
kBT = 0.025 eV
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F.6.2 Comparison between absorption and fluorescence spectra
Emission and excitation spectra
Spectrometers devices are provided with both excitation and emission monochromators,
that is, optical band-pass filters that allow only a specific narrow band of frequencies to
pass from all those coming into them. Depending on the monochromator that is scanned
(in such a way that a broad range of frequencies is swept), two kinds of spectra can be
obtained:
• The emission spectra gives the frequency of the emission for a specific value of
the excitation frequency (that is, the emission monochromator is scanned while the
excitation one is fixed). Generally, the excitation frequency is chosen at a value
where the absorption of the system is important.
• The excitation spectra gives the emission of the system as a function of the exci-
tation frequency (that is, the excitation monochromator is scanned while the other
is fixed). Notice that the emission is recorded for a specific frequency, that usually
coincides with the value of the maximum emission.
Therefore, the excitation spectra would mimic the absorption spectra, but the emission
usually varies depending on the output frequency. For atoms, both absorption and emis-
sion occur at the same wavelength. Nevertheless, for organic molecules the wavelength of
the emission is usually longer than the excitation one due to the vibrational structure. As
we will see, the comparison between these two spectra provides important information.
Absorption and fluorescence
Absorption from the electronic ground state usually leaves the molecule in a vibrational
excited state of the excited potential energy surface, as only vertical transitions are al-
lowed according to the Franck–Condon principle (see Section F.2). This vibrational en-
ergy is rapidly dissipated through vibrational relaxation, reaching the lowest vibrational
level of the same electronically excited state. The system can then emit a photon and
return to the electronically ground state, process known as fluorescence (see Section F.1).
Again, when working within the Franck–Condon approximation, these transitions take
place without varying the nuclear coordinate. The system usually ends in a vibrational
excited state of the ground potential energy surface, and this vibrational energy is even-
tually dissipated through vibrational relaxation.
Therefore, there exists a difference between the absorption and emission frequencies
connected to the vibrational excitation that the molecule acquires in both transitions.
This energy difference is known as Stokes shift, and equals the vibrational energy that is
dissipated in both the excited and the ground electronic states.
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Excited state distortion and Stokes shift
As we have explained in Subsection 2.4.1, the nucleus of an excited molecule is gen-
erally displaced with respect to its position for the molecule in its ground state. This
displacement, that has been introduced as d in the DHO model, can be of different extent
depending on the specific molecule:
• If there is no distortion (d = 0), the 0-0 vibronic transition (in which there is no
vibrational excitation neither in the initial nor the final states) is the most likely
one. Therefore, the most intense peaks in both absorption and emission coincide,
since they correspond to the same transition.
• On the contrary, if the distortion is non-zero (d 6= 0), there will be some vibronic
transition 0-k whose probability is greater than the 0-0 transition. This would hap-
pen for both absorption and emission, leading to the so-called mirror-image rule.
The Stokes shift S is the energy difference between the peaks with maximum emission
and absorption corresponding to the same electronic transition. If there is no distortion,
the Stokes shift is zero since the most intense peaks in both absorption and emission
spectra coincide.
Stokes shift and reorganization energy
According to Equation 2.61, the vibrational energy in the electronic excited state after the
absorption from the ground state at q = 0 is the reorganization energy Λ. In Figure F.5
[Left] this transition is represented with a green arrow. As we have seen, the reorgani-
zation energy is related to the Huang-Rhys parameter D through Equation 2.58, that is,
Λ ≡ ħhωvD. This expression is compatible with the interpretation of D as the mean num-
ber of vibrational quanta excited in the electronic state on absorption from the ground
state.






two transitions are de-
picted: in green, the
absorption from the
electric ground state
with zero phonons to the
electronic excited state
with vibrational energy
Λ; in yellow, the fluores-
cence from the electronic
excited state with no
vibrational excitations





ated with the processes
previously indicated.
This reorganization energy acquired as a result of absorption from the ground state
will be dissipated through vibrational relaxation until the zero-vibrational level in the ex-
cited electronic state is reached. The emission from the electronic excited state thus starts
from the state with no vibrational excitations, and ends on the electronic ground state sur-
face in a state with vibrational excitations. The vertical transition takes place at the point
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q = d, that is, the position of the minimum of the excited state surface. This vibrational
energy is also of value Λ, as depicted in Figure F.5 [Left]. Therefore, the absorption and
emission maxima are shifted twice this quantity Λ, as shown in Figure F.5 [Right]. The
Stokes shift S is precisely the energy difference between peaks in the absorption and
fluorescence spectra, hence:
S = 2Λ= 2ħhωvD
Franck–Condon principle and mirror-image rule
The intensity of the peaks of vibronic transitions (the ones that involve a simultaneous
change in both electronic and vibrational energy levels) are explained by the Franck–
Condon principle. It dictates that the probability of a vibronic transition is proportional
to the overlap between the vibrational wavefunctions of the different states. In many
cases, the maximum overlap between vibrational wavefunctions corresponds to the same
vibrational pair for both absorption and emission. Therefore, the peak with strongest
intensity would correspond to this specific vibronic transition in both spectra. This corre-
spondence may occur for the different vibrational pairs, so that absorption and emission
spectra would follow a mirror symmetry as shown in Figure F.6. This is called the mirror-
image rule and is usually followed when the excited state distortion is small, but not
when this is large.
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[187] S. Rebić, A. S. Parkins, and S. M. Tan, “Polariton analysis of a four-level atom
strongly coupled to a cavity mode,” Phys. Rev. A 65, 043806 (2002).
[188] I. I. Smolyaninov, A. V. Zayats, A. Gungor, and C. C. Davis, “Single-photon tunneling
via localized surface plasmons,” Phys. Rev. Lett. 88, 187402 (2002).
[189] K. M. Birnbaum, A. Boca, R. Miller, A. D. Boozer, T. E. Northup, and H. J. Kimble,
“Photon blockade in an optical cavity with one trapped atom,” Nature 436, 87–90
(2005).
[190] B. Dayan, A. S. Parkins, T. Aoki, E. P. Ostby, K. J. Vahala, and H. J. Kimble, “A photon
turnstile dynamically regulated by one atom,” Science 319, 1062–1065 (2008).
[191] A. Faraon, I. Fushman, D. Englund, N. Stoltz, P. Petroff, and J. Vučkovic̀, “Coher-
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