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基于视觉跟踪的实时视频人脸识别
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（厦门大学软件学院，福建 厦门 ３６１００５）
摘要：目前基于深度学习的人脸识别方法准确率高，但是模型复杂，识别速度慢．为了实现监控视频中人脸的实时识
别，提出了一种基于视觉跟踪的实时视频人脸识别（ＲＦＲＶ－ＶＴ）方法．首先将监控视频的帧序列分组，每一组中分为人脸
识别帧和人脸跟踪帧；然后在人脸识别帧中使用基于深度学习的人脸检测和人脸特征提取方法，在人脸跟踪帧中使用
基于核相关滤波（ＫＣＦ）的视觉跟踪方法以加快识别速度．将该方法应用于数据集ＹｏｕＴｕｂｅ　Ｆａｃｅｓ（ＹＴＦ）上进行测试，实
验结果显示该算法在监控视频中具有实时性和较高的识别准确性（９９．６０％）．
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　　随着摄像机在监控和移动设备中的广泛使用，大
量的视频不断被捕获，与静态图像相比，视频往往包
含更多信息，例如时间和不同视角信息等．公共场所的
监控视频为社会的安全和执法提供了有力的保障，因
此，视频监控系统的智能化是计算机视觉领域具有重
要意义的研究方向之一，尤其是人脸识别技术在监控
视频中的使用．
人脸识别的步骤主要包含人脸检测、人脸分割、
人脸特征提取和人脸匹配４个部分［１］．人脸识别算法
发展到现在，目前主要分为以下几种：基于特征的方
法、基于模版匹配的方法、基于外观的方法和基于深
度学习的方法［２］．基于特征的方法主要是使用手工提
取特征来进行人脸识别，例如方向梯度直方图
（ＨＯＧ）、局部二值模式（ＬＢＰ）、尺度不变特征变换
（ＳＩＦＴ）、Ｇａｂｏｒ等方法［３－４］．基于模版匹配的方法是建
立一个标准的面部模型，将人脸定义为函数［２－５］，输入
一张图像，分别计算出人脸轮廓、眼睛、鼻子、嘴巴标
准模式的相关值，根据这些相关值来判定人脸是否存
在．基于外观的方法主要是用整幅图像的信息来识别
人脸，较为典型的是主成分分析（ＰＣＡ）算法［６］和线性
鉴别分析（ＬＤＡ）算法［７］，它们使用降维统计的方法保
留图像的关键信息，避免了整幅图像的大量计算［３］．以
上方法在姿态转动、光照变化、遮挡等复杂场景下识
别具有很大的局限性．
近年来，基于深度学习的人脸识别方法变得流行．
深度学习中，卷积神经网络（ＣＮＮ）［８］的非线性特征学
习能力特别强，所以在人脸识别等计算机视觉任务中
具有很高的准确率．户外标记人脸数据集（ＬＦＷ）［９］是
著名的静态人脸识别数据集，许多基于深度学习的人
脸识别方法在ＬＦＷ 上的准确率一次次突破极限，最
高已达到９９．６３％，但是在视频人脸数据集ＹｏｕＴｕｂｅ
ｆａｃｅｓ（ＹＴＦ）［１０］上的准确率却不高，只有９２．８０％．与
静止拍摄的人脸图像相比，视频中的人脸成像更加复
杂，而且容易受到设备的影响，识别起来比较困难．
２０１４年，Ｈｕ等［１１］提出了一种新的判别式深度度量学
习（ＤＤＭＬ）方法，该方法训练了一个深度神经网络，
将人脸映射到一个特征空间，并使用马氏距离度量来
使类间差异最大化和类内差异最小化，该方法在ＹＴＦ
上取得８２．３％的最好准确率．Ｔｒａｎ等［１２］提出了基于
ＣＮＮ的三维可变人脸模型（ＣＮＮ－３ＤＭＭ）方法，该方
法将人脸静态图像输入到训练好的一个ＣＮＮ模型，
得到三维的可变人脸模型，在 ＹＴＦ数据集上的准确
率为８８．８％．Ｔａｉｇｍａｎ等［１３］提出了深度人脸识别
（ＤｅｅｐＦａｃｅ）方法，是一种将人脸图像对齐到一般的
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３Ｄ形状模型的级联方法，在ＹＴＦ上的准确率达到了
９１．４％．２０１５年，Ｗｕ等［１４］提出了一个轻量级的ＣＮＮ
（ａ　ｌｉｇｈｔｅｎｅｄ　ＣＮＮ）方法，该方法用４个卷积层构成一
个浅 ＣＮＮ 模型，并提出一个新的最大特征映射
（ＭＦＭ）激活函数来获取紧凑的人脸特征信息，在
ＹＴＦ数据集上达到９１．６％的准确率．
近年来，监控视频中的目标跟踪是一个重要研究
方向．在２０１０年之前，目标跟踪领域中最常用的方法
是经典跟踪方法，如均值漂移（Ｍｅａｎｓｈｉｆｔ）、粒子滤波、
卡尔曼滤波和基于特征的光流算法等［１５］，由于这些方
法不能够适应和处理视频中复杂的运动变化，在基于
相关滤波和深度学习的跟踪方法出现后，经典跟踪方
法已经较少使用．２０１２年，Ｈｅｎｒｉｑｕｅｓ等［１６］提出了循
环结构的核跟踪（ＣＳＫ）方法，这是一个基于循环矩阵
和核函数的跟踪方法，使用循环矩阵完成密集采样，
并利用傅里叶变换实现快速检测，该方法在处理速度
上能够达到每秒３２０帧，为相关滤波系列方法在实时
性应用中打下了基石．Ｈｅｎｒｉｑｕｅｓ等［１７］又后续提出
ＣＳＫ的改进算法核相关滤波／判别相关滤波（ＫＣＦ／
ＤＣＦ），在保证高速处理的同时提高了跟踪的准确性．
２０１３年 Ｗａｎｇ等［１８］提出“深度学习跟踪”方法，这是第
一个将深度网络运用于单目标跟踪的跟踪算法．
Ｈｙｅｏｎｓｅｏｂ等［１９］的多域网络（ＭＤＮｅｔ）方法，利用多
类跟踪序列预训练网络，并在在线跟踪时微调模型．基
于深度学习的跟踪算法不断发展，目前性能上还是没
有办法和相关滤波方法相比，但是其端到端输出的特
点使其具有光明的前景．
综上所述，虽然基于ＣＮＮ的人脸识别算法在图
像人脸识别任务中取得很好的结果，但是在基于视频
的人脸识别任务中的准确性不高．另外，由于这些算法
的网络层次深，模型结构复杂，时间复杂度和空间复
杂度都比较高，无法满足视频中实时识别的要求．因此
本研究提出了一种基于视觉跟踪的实时视频人脸识
别（ＲＦＲＶ－ＶＴ）方法，为了简化模型，采用视频分组的
方法，对视频序列以组为单位进行识别；采用一种新
的特征融合方法提高人脸识别准确率；并将视觉跟踪
方法引入到人脸识别框架中来提高识别速度；最后在
ＹＴＦ数据集上对ＲＦＲＶ－ＶＴ进行验证．
１　ＲＦＲＶ－ＶＴ方法介绍
本研究提出的ＲＦＲＶ－ＶＴ方法总体框架图如图１
所示，首先提出将视频图像序列进行分组识别，每一
组中包括人脸识别帧（图１中用Ｒ表示）和人脸跟踪
帧（图１中用Ｔ表示）．在人脸识别帧中实现人脸检测、
人脸特征提取和人脸匹配过程，在人脸跟踪帧中对之
前检测到的人脸进行跟踪．并将视频图像帧序列以Ｎ
帧分为一组，每个组中第一帧为人脸识别帧，第２～Ｎ
帧为人脸跟踪帧，Ｎ 的设置需进行最优选择．相邻两
个组之间，本研究提出一种双重匹配方法实现连接．
图１　ＲＦＲＶ－ＶＴ方法框架图
Ｆｉｇ．１ Ｆｒａｍｅｗｏｒｋ　ｏｆ　ＲＦＲＶ－ＶＴ
１．１　人脸识别
在人脸识别帧中，首先使用多任务级联 ＣＮＮ
（ＭＴＣＮＮ）［２０］来实现视频图像帧中的人脸检测；其
次，对 ＭＴＣＮＮ检测到的人脸按照人脸框分割，并使
用ｌｉｇｈｔｅｎｅｄ　ＣＮＮ提取分割出来的人脸图像的特征；
最后，对提取出的特征采用余弦距离进行度量，从而
实现人脸匹配．
１．１．１　人脸检测
人脸检测在图像中检测到人脸并返回人脸框坐
标的过程，往往容易受到图像质量、光照、人脸转动的
等因素的影响．深度学习中，ＣＮＮ可以在人脸检测中
获取更高层次的语义信息，与传统的基于手工特征的
检测方法相比，基于ＣＮＮ的算法更具有鲁棒性．人脸
图像经过ＣＮＮ中的卷积操作，可以产生大量的人脸
候选窗口，将人脸候选框输入到ｓｏｆｔｍａｘ分类器，能够
得到其是否为人脸的分类结果，从而实现人脸检测．
本文中使用的 ＭＴＣＮＮ人脸检测方法由如下４
步构成．首先，对视频帧中的图像进行不同尺度采样，
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作为卷积神经网络结构的输入；其次，使用包含３个
卷积层的全卷积网络粗略获取一部分人脸窗口候选
集，并使用非最大抑制方法来提高检测结果的准确
性，如图２（ａ）所示；然后将其送入一个４层的卷积神
经网络，该网络在第一个网络的基础上增加了一个全
连接层，用来去掉更多非人脸的区域，如图２（ｂ）所示；
最后将结果输入到一个５层的卷积神经网络做精细
的处理，并输出人脸检测框坐标和人脸５个关键点的
位置，如图２（ｃ）所示．ＭＴＣＮＮ使用３个ＣＮＮ级联的
方式，实现了由粗到细的算法结构，每个ＣＮＮ网络是
一个分类器，能够得到最有可能的人脸区域．该方法通
过减少滤波器数量、设置小卷积核和增加网络结构的
深度，实现了使用较少的运行时间获得更好的性能，
在人脸转动、光照变化和部分遮挡等情况下能够得到
很好的人脸检测结果．
图３　ｌｉｇｈｔｅｎｅｄ　ＣＮＮ结构
Ｆｉｇ．３ Ｓｔｒｕｃｔｕｒｅ　ｏｆ　ｌｉｇｈｔｅｎｅｄ　ＣＮＮ
图２　ＭＴＣＮＮ结构
Ｆｉｇ．２ Ｓｔｒｕｃｔｕｒｅ　ｏｆ　ＭＴＣＮＮ
１．１．２　人脸特征提取及其改进
人脸特征提取目的是为了提取出人脸的深层抽
象特征，这个抽象特征能够具有区分两个不同人脸的
特性．本研究基于ｌｉｇｈｔｅｎｅｄ　ＣＮＮ［１４］来提取人脸的深
层特征．如图３所示，模型中包含４个卷积层、４个最
大采样层以及２个全连接层，全连接层输出２５６维的
特征向量．模型中使用 ＭＦＭ激活函数，它在输入的卷
积层中选择两层，取相同位置的最大值作为输出．假设
有输入卷积层Ｃ∈Ｒｈ×ｗ×２ｎ，ＭＦＭ 激活函数的数学表
达式为
ｌ　ｋｉｊ＝ｍａｘ
１≤ｋ≤ｎ
（Ｃｋｉｊ，Ｃｋ＋ｎｉｊ ）， （１）
其中，输入卷积层的通道数为２ｎ，１≤ｉ≤ｈ，１≤ｊ≤ｗ，
ｌ∈Ｒｈ×ｗ×ｎ．
根据式（１），激活函数的梯度可以表示为
ｌ　ｋｉｊ
Ｃｋ′ｉｊ
＝
１，Ｃｋｉｊ ≥Ｃｋ＋ｎｉｊ ，
０，其他，｛ （２）
其中，ｋ′为常数，１≤ｋ′≤２ｎ，并且有
ｋ＝
ｋ′，１≤ｋ′≤ｎ，
ｋ′－ｎ，ｎ＋１≤ｋ′≤２ｎ．｛ （３）
由式（２）可以看出，激活层有５０％的梯度为０，
ＭＦＭ激活函数能够得到稀疏的梯度．ＭＦＭ 选择２个
卷积特征图候选节点之间的最大值，采用聚合统计的
方法得到最紧凑的特征表示，而且实现了变量选择，
比常用 Ｒｅｌｕ激活函数的高维稀疏梯度更具优点．
Ｌｉｇｈｔｅｎｅｄ　ＣＮＮ采用轻量的结构，在取得比较好的人
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脸识别效果的同时，加快了识别速度，减小了存储空
间的占用，对于监控视频的实时人脸识别具有良好的
效果．
为了进一步加快人脸识别速度和提高人脸识别
准确度，本研究提出了一种特征融合的新方法．
首先，使用人脸识别图像中人脸区域图像和其水
平旋转１８０°的人脸镜像图像，分别输入到ｌｉｇｈｔｅｎｅｄ
ＣＮＮ中，得到两个２５６维的向量．在一般图像任务的
神经网络模型训练过程中，将训练数据集中的图像进
行镜像、旋转等，能够产生更多的有效数据，提高模型
的推广能力．受此启发，在本研究中，使用人脸原图像
和镜像图像提取特征，以期得到更丰富的人脸信息，
有提高识别准确率．
接着，使用特征融合函数将两个特征向量每一维
的最大值融合形成一个新的特征向量，具体的特征融
合函数为
ｈｘ ＝ｍａｘ（ａｘ，ｂｘ），ｘ＝１，２，…，ｍ， （４）
其中，ｘ表示第ｘ维，ｍ 是特征向量的维数．
最后，在人脸特征提取中，提取的特征维数太多
会导致特征匹配时过于复杂，消耗系统资源，为了降
低运算复杂度，本研究使用ＰＣＡ算法将融合得到的
２５６维特征向量进行压缩降维，最后得到１２８维的特
征向量，在后续特征匹配中能够大大加快计算速度，
对本研究中要求的算法实时性具有重要意义．
１．１．３　人脸匹配
本研究使用余弦距离来度量人脸比对结果．两个
人脸分别提取出１２８维特征向量，计算两个特征向量
的余弦距离，代表两个人脸的相似程度，如果余弦距
离超过某个阈值则认为是同一个人的人脸．当一个人
脸与多个人脸进行比对，如果超过阈值的有多张人
脸，则取相似度最高的为最终结果．
１．２　人脸跟踪
人脸跟踪过程是已知在某一帧中检测到人脸，并
标记脸部区域，然后在后续视频帧中继续跟踪标记的
脸部位置．在人脸跟踪帧中，本研究使用基于核相关滤
波的高速跟踪方法（ＫＣＦ）［１５］，将跟踪问题当作一个二
分类问题，从而找到目标与背景的边界．
如图４所示，ＫＣＦ实现目标跟踪的步骤为：假设
在视频图像序列ｉ帧中有目标对象，其位置坐标为
Ｌ（ｉ）．首先，在Ｌ（ｉ）附近采集负样本，Ｌ（ｉ）作为正样
本，训练一个目标检测器，将图像样本输入检测器，能
够得到该样本的一个检测响应值；接着，在视频图像
序列ｉ＋１帧中，在Ｌ（ｉ）附近进行采样，并将样本输入
目标检测模型中，得到每个样本的检测响应值，即其
是人脸区域的概率值；最后，取响应值最大的样本位
置为ｉ＋１帧的目标位置Ｌ（ｉ＋１）．
在采集样本的步骤中，ＫＣＦ利用循环矩阵的性
质，将图像候选区域像素矩阵乘以一个循环矩阵，用
来表示候选框上下左右移动后新样本的窗口，这样可
以快速制造大量新的样本，更多的样本数量能够训练
更好的检测器．训练目标检测器时，ＫＣＦ使用脊回归
算法进行训练，计算相邻两个视频帧之间的相关性，
算法过程中利用循环矩阵在傅里叶域可对角化的特
点，将时域上的卷积运算转换为频域上向量的点乘，
这样能够大大减少计算量，如果使用方向梯度直方图
（ＨＯＧ）特征来跟踪，ＫＣＦ能够达到１７２帧／ｓ的跟踪
速度，并且有很高的准确率．
图４　跟踪算法步骤
Ｆｉｇ．４ Ｔｒａｃｋｉｎｇ　ａｌｇｏｒｉｔｈｍ　ｓｔｅｐｓ
１．３　视频组间匹配
本研究中人脸识别以视频组为单位独立进行，为
了实现相邻组间的信息连接，本研究提出一种双重匹
配方法．
相邻的两个视频帧序列组ｇｉ 和ｇｉ＋１之间，标记
ｇｉ 中的最后一帧为ｆｇｎ，ｇｉ＋１组中的第一帧为ｆｇ＋１１ ，本
研究使用双重匹配方法实现相邻组的连接．
１）位置匹配．算法过程中保存ｆｇｎ中所有人脸的
框的位置，当在ｆｇ＋１１ 中完成人脸检测算法时，计算
ｆｇ＋１１ 中每个人脸和ｆｇｎ中每个人脸的欧氏距离，如果距
离小于某个阈值，则认为是同一个人的人脸．若ｆｇ＋１１
中有某一人脸与ｆｇｎ中所有人脸的欧氏距离都大于设
定的阈值，则判定为新出现的人脸．
２）身份匹配．ｆｇ＋１１ 帧完成人脸识别过程后，比较
ｆｇ＋１１ 和ｆｇｎ相对应的人脸身份信息．如果不相同，则需
要比较两个身份的相似度大小，取相似度比较大的结
果为最终识别结果．如果相同，则不需要更新．
通过上述的双重判别方法，两个视频帧序列组ｇｉ
和ｇｉ＋１之间实现了连接，同时，身份匹配能够对前一
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次的人脸识别结果进行矫正，提高人脸识别的准确率．
２　实验和结果分析
２．１　实验设置及数据
本研究实验平台为６核，Ｉｎｔｅｌ（Ｒ）Ｃｏｒｅ（ＴＭ）ｉ７－
５８２０Ｋ＠３．３０ＧＨｚ，内存６４ＧＢ的ＣＰＵ 和ＧｅＦｏｒｃｅ
ＧＴＸ　ＴＩＴＡＮ　Ｘ，显存１２ＧＢ的ＧＰＵ．
首先在公开视频 ＹＴＦ［１０］上进行测试，然后再使
用监控摄像头在真实场景下进行测试．ＹＴＦ数据集共
包含从ＹｏｕＴｕｂｅ网站上收集的３　４２５个视频，其中有
１　５９５个不同的人．每个视频的姿态、光照和表情有很
大的变化，每个视频剪辑的平均长度为１８１．３帧．对于
监控摄像头真实场景下的测试，本实验使用海康威视
ＩＰ摄像头在实验室进行监控视频采集，数据包含２０
个不同人的５０个视频，每个人都有不同角度、表情，
每个视频剪辑的平均长度为２０３帧．
本实验参数设置如表１所示．人脸特征提取的结
果为１２８维的特征向量．视频组间位置匹配时使用欧
氏距离度量，如果相邻两帧两个人脸的欧式距离小于
２０，则认为是同一个人．人脸识别帧中，如果人脸比对
的余弦距离大于０．７５，则认为是同一个人．
表１　实验参数
Ｔａｂ．１　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｐａｒａｍｅｔｅｒｓ
实验名称 参数 参数值
人脸特征提取 维度 １２８
位置匹配 欧氏距离阈值 ２０
人脸相似性 余弦距离阈值 ０．７５
２．２　实验数据处理
ＹＴＦ数据集：根据ＹＴＦ数据集标准的评估协议，
实验中使用５　０００个视频对，分为１０个组，每个组包含
２５０个正样本对和２５０个负样本对．从每个视频中随
机选取１００个样本并计算其平均相似度和处理速度．
摄像头数据集：对５０个视频中的２２个人采集不
同角度人脸的照片并保存在数据库中，实验中对监控
摄像头拍摄的视频样本与数据库中人脸进行比对，每
个视频取１００个样本并计算其平均相似度和处理
速度．
２．３　实验结果
实验１：在本研究中，监控视频图像帧序列中每组
设为Ｎ 帧，对于Ｎ 的设置，则要通过实验来选择．如
表２所示，使用摄像头数据来进行测试，实验测试了
当Ｎ 分别取３～８时，算法的准确性和处理速度．当Ｎ
取３的时候，识别准确率最高，为９９．７３％，但是其处
理速度为１９帧／ｓ，达不到实时处理的效果（通过测试，
处理速度达到２８帧／ｓ以上，视频才能够流畅显示）．由
于Ｎ 的取值越大，越容易产生人脸漏检的情况，所以
人脸识别的准确率会随Ｎ 的增大下降．但Ｎ 的增加
使人脸跟踪帧的帧数增加，进而使算法的处理速度大
大提高．由表１可知，当Ｎ 取５，其处理速度为３８帧／
ｓ，满足视频实时性的要求；此时人脸识别准确率为
９９．６０％，有较高的准确率．综合考虑，本研究中图像帧
序列以每组５帧处理，后续实验在这个最优值下进行．
表２　监控视频不同分组方式下的算法准确率和处理速度
Ｔａｂ．２　Ｔｈｅ　ａｃｃｕｒａｃｙ　ａｎｄ　ｐｒｏｃｅｓｓｉｎｇ　ｓｐｅｅｄ
ｉｎ　ｄｉｆｆｅｒｅｎｔ　ｗａｙｓ　ｏｆ　ｇｒｏｕｐｉｎｇ　ｖｉｄｅｏｓ
Ｎ 准确率／％ 处理速度／（帧·ｓ－１）
３　 ９９．７３　 １９
４　 ９９．６５　 ２４
５　 ９９．６０　 ３８
６　 ９８．４０　 ４６
７　 ９７．９０　 ５５
８　 ９７．９０　 ６７
实验２：为了验证本研究提出的特征融合方法的
有效性，比较了基于ＣＮＮ 的 ＤｅｅｐＦａｃｅ、视觉几何组
（ＶＧＧ）、ｌｉｇｈｔｅｎｅｄ　ＣＮＮ、ｌｉｇｈｔｅｎｅｄ　ＣＮＮ＋特征融合
方法以在两个数据集上的识别准确率．结果如表３所
示，可以看出，本研究提出的特征融合方法能够提高
人脸识别的准确率，在 ＹＴＦ 数据集上可以达到
９２．５０％，有良好的识别效果．同时，在实际监控视频中
可以达到９９．６％的识别准确率．
表３　人脸识别准确率对比
Ｔａｂ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｆａｃｅ　ｒｅｃｏｇｎｉｔｉｏｎ　ａｃｃｕｒａｃｙ
方法
准确率／％
ＹＴＦ 摄像头数据
ＤｅｅｐＦａｃｅ　 ９１．４０　 ９５．９７
ＷｅｂＦａｃｅ　 ８８．００　 ９６．８０
ＶＧＧ　 ９２．８０　 ９９．３０
Ｌｉｇｈｔｅｎｅｄ　ＣＮＮ　 ９１．６０　 ９８．５０
Ｌｉｇｈｔｅｎｅｄ　ＣＮＮ＋特征融合方法 ９２．５０　 ９９．６０
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实验３：为了验证本研究中视觉跟踪算法对提高
人脸识别速度的有效性，在使用特征融合方法的基础
上，比较没有视觉跟踪算法和加入视觉跟踪算法之后
的平均处理速度，并与 ＹＴＦ数据集上准确率较高的
ＶＧＧ方法相比．结果如表４所示，可以看出加入视觉
跟踪技术能够极大地加快人脸识别处理速度，在实际
的监控摄像头中可以达到平均３８帧／ｓ的速度，完全
满足监控摄像头中实时处理要求．
表４　视觉跟踪方法处理速度对比
Ｔａｂ．４　Ｔｈｅ　ｐｒｏｃｅｓｓｉｎｇ　ｓｐｅｅｄ　ｃｏｍｐａｒｉｓｏｎ　ｏｆ
ｔｈｅ　ｖｉｓｕａｌ　ｔｒａｃｋｉｎｇ　ｍｅｔｈｏｄ
方法
处理速度／（帧·ｓ－１）
ＹＴＦ 摄像头数据
ＶＧＧ　 １．７　 ２
特征融合方法 １５　 １６
特征融合＋视觉跟踪 ２９　 ３８
３　结　论
本研究提出了一个基于视觉跟踪的视频人脸识
别方法，创新之处有：１）提出了视频帧分组的方法，以
组为单位进行识别．２）将视觉跟踪加入到人脸识别方
法中，以提高识别速度．３）提出了一种特征融合方法，
以提高人脸识别的准确度．使用该方法在ＹＴＦ数据集
和实际监控视频数据集上进行了实验，结果显示本研
究提出的人脸识别框架具有较好的识别准确率，并且
极大地提高了识别速度，满足了监控视频中实时处理
的要求．
本研究提出的算法框架是组件式框架，可以随着
行业的研究进行算法替换，实验中对于视频分组采取
的是平均分组，后续考虑采取其他分组方式，用剪枝
的方法，能够进一步提高识别速度，也将考虑结合数
据库中的大规模人脸检索方法，在实际场景中达到更
快的处理速度．
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