Models of biological systems and phenomena are of high scientific interest and practical relevance, but not always easy to obtain due to their inherent complexity. To gain the required insight, experimental data are provided and need to be interpreted in terms of models that explain the observed phenomena. In systems biology the framework of Petri nets is often used to describe models for the regulatory mechanisms of biological systems. The aim of this paper is to provide, based on results in [1, 2] , an algorithmic framework for the challenging task of generating all possible Petri nets fitting the given experimental data.
Introduction
A deep understanding of different phenomena in biology and medicine is required to analyze e. g. host-pathogen interactions and develop suitable intervention strategies. To gain insight into the underlying biological systems and processes, experiments are performed and the resulting experimental data have to be interpreted in terms of models that reflect the observed phenomena. This leads to the Network Reconstruction Problem, a key challenge in biology and theoretical medicine for which mathematics can help.
In practice, the reconstruction is typically done heuristically, based on subjectively plausible interpretations of the data. Mathematical approaches help here to rigorously interpret the data and to state provable assertions on the models. Many different methods for network reconstruction have been developed. For instance, Kholodenko et al. [3] use differential equation systems to describe the dynamics of gene regulatory networks. A steady-state analysis allows the use of a linear model which is unraveled by measuring the effects of perturbations to the system. Laubenbacher and Stigler [4] propose an algebraic approach that models the observed phenomena in terms of a finite-state polynomial model, a discrete version of differential equations. This model allows the use of algebraic tools, like Gröbner bases, to find the set of all solutions. Krishna and Guo [5] describe a statistical method which estimates the likelihood of one component effecting another one by Granger causality and generates a dependency graph.
In contrast, we use the framework of Petri nets to benefit from the following three advantages. First, Petri nets are a coherent model to describe all different motifs that occur in biological systems [6, 7, 8, 9, 10] . Second, the mathematical description of both the interactions in terms of network structure and the dynamics in terms of state changes allows easy handling and assembly of reaction chains. Finally, the graphical representation of Petri nets is often used to model biological systems and processes, as it shows the structure and connectivity of the parts of the systems directly.
To generate models of this type we developed in previous works [1, 2] a combinatorial approach that detects the regulatory mechanisms behind the experimentally observed global behavior of a biological system. Based on these results, we provide in this paper an algorithmic framework that generates all Petri nets fitting the given experimental data, provided that the data have a certain quality.
Structure and function of the studied biological system can be experimentally probed by stimulating its components and measuring the values of certain components as a function of time to see how this stimulation propagates throughout the system. The Network Reconstruction Problem is the challenging task to reconstruct all possible networks from such experimental time series data, i. e. to determine in which way the measured components interact with each other by means of reactions. In Section 2, we describe both the studied models and the reconstruction problem in detail. In addition, we briefly outline a combinatorial approach proposed in [1] that, starting with the given experimental data, finally yields all networks that account for the observed mass or signal flux in the system. The practical impact of this approach was shown in [11] , where the method was applied to reconstruct models from experimental data taken from [12, 13, 14] describing the lightcontroled commitment of sporulation of physarum polycephalum plasmodia [12, 14] and the photocycles in halobacterial sensory rhodopsins [13] .
Our experience shows that for large instances or uncertainty in the data, the number of generated networks may exponentially grow. In Section 3, we discuss how to overcome these difficulties. We outline a refined reconstruction approach proposed in [2] for so-called monotone data. In addition, we further improve this approach with the help of some new results and suitable assumptions which substantially bound the number of solutions generated due to uncertain data only.
Based on these results, we present in Section 4 an algorithm to solve the Network Reconstruction Problem for a suitable type of experimental time series data and report on some computational experiences. We demonstrate the new approach by reconstructing the sporulation network of physarum polycephalum plasmodia.
We finally summarize all results and methods for solving the Network Reconstruction Problem and discuss the practical impact of the presented algorithm.
An Approach to the Network Reconstruction Problem
Regulatory mechanisms of biological systems are often modeled as certain bipartite graphs related to Petri nets, see [15, 16, 17] . In this paper we use the Petri net terminology to present our reconstruction approach.
Let G = (N ∪ T, A, w) be a weighted directed bipartite graph with two kinds of nodes, places and transitions. The places i ∈ N represent the set of studied components (as proteins or their conformational states, enzymes etc.), the transitions t ∈ T reactions (as chemical reactions, activations, causal dependencies etc.). The arcs a = (i, t) in A link a place i ∈ N with a transition t ∈ T (or vice versa) and have some integral weights w a to reflect the stoichiometric coefficients of the reactions. To keep things simple we assume without loss of generality that there is no place and transition pair linked in both directions.
Each place i ∈ N can be marked with an integral number x i of tokens. Any marking defines a state x ∈ Z |N | + of the system and X ⊆ Z |N | + denotes the set of all potential states. The system can change its state by switching (or firing) a transition. We associate with each transition t ∈ T a reaction vector r t with
and say that t is enabled at a state x ∈ X if x + r t ∈ X holds. The dynamics of a network can be described in terms of reachability (by constructing all possible switching sequences starting in an initial state, see [18] ) or by means of stronger activation rules (for deterministic systems where each state has a unique successor state, see [1, 19] ).
Reconstructing a network G = (N ∪ T, A, w) from experimental data means the following. One chooses a set N of components which are expected to be crucial for the studied phenomenon. An experiment is performed by triggering the system in some state x 0 (by external stimuli like the change of nutrient concentrations or the exposition to some pathogens), to generate an initial state 1 x 1 and by observing how the system reacts to the stimulus by changing its states and measuring the values of the components in N at certain time points.
Some measured data are of a discrete nature, e. g. a gene can be expressed or not, an enzyme can be present or not, a protein occurs in one of its conformational states. If some measured data are continuous, e. g. concentrations of certain metabolites, then it is necessary to appropriately discretize the continuous data into finitely many discrete states. For that, the chosen level of discretization has to be fine enough to preserve all dynamic features of the time course (in particular all local maxima or minima of the values), but rough enough to be robust to noise in the experimental data.
This yields a sequence x 1 , . . . , x k of (discrete or discretized) states in X reflecting the time-dependent responses of the system to the stimulation in
Note that we also provide the state x 0 as the starting point for the stimulation, which will be needed later in the algorithm.
Typically, several experiments starting from different initial states in a set Ini ⊆ X are necessary to describe the whole phenomenon, where the initial state x 1 of one sequence may be obtained by triggering the system from a state x 0 which may be an intermediate state of another sequence (the vector x 1 − x 0 can be interpreted as an input to the system). That way, we obtain experimental time series data of the form
Example 1. As running example, we consider the light-induced sporulation of Physarum polycephalum. The reconstruction process for different experimental settings exploring this process was already tackled in [11] using the original approach proposed in [1] . [20, 21] .
This experimental setting uses the set N = {F R, R, Spo} of studied components. As 
reflecting the response to irradiation with far-red light,
suppressing sporulation by early irradiation with red light,
showing that sporulation occurs by late irradiation with red light.
The experimental setting is given by (N, X ′ ), the task is to find all networks G = (N ∪ T, A, w) with N as set of places which are appropriate to explain the experimentally observed behavior reported in X ′ . In the best case, two consecutively measured states x j , x j+1 ∈ X ′ are also consecutive system states, i. e. x j+1 can be obtained from x j by switching a single transition in T . This is, however, in general not the case (and depends on the chosen time points to measure the states in X ′ ). Typically, x j+1 is obtained from Furthermore we assume X ′ to be reproducible, thus the system reacts in a predictable way, where at the same state, always the same unique reaction switches. Due to potentially unmeasured intermediate states, two measured sequences X (x i 0 ) and X (x j 0 ) may differ for the same initial states x i 0 = x j 0 , depending on the chosen time points. However the system states passed through during the experiment, and thus the observed terminal states x i k and x j k , must be the same for these sequences, see again Figure 2 . In a network G fitting the experimental data, these sequences can be interpreted as follows. With G, an incidence matrix M ∈ Z |N |×|T | is associated, where each row corresponds to a place i ∈ N of the network, and each column M ·t to the reaction vector r t associated with a transition t ∈ T . If x j+1 is reached from x j by a switching sequence using the transitions from a subset T ′ ⊆ T , this is equivalent to obtaining the state vector x j+1 from x j by adding the corresponding columns M ·t of M for all t ∈ T ′ :
Hence, to fit the experimental data, a network G has to meet the following property: 
This leads to the following problem:
To solve this problem, the following approach was proposed in [1] and refined in [2] . As initial step, extract the observed changes of states from the experimental data. For that, define the set
Recall that in any measured sequence X (
1 − x 0 corresponds to a stimulation of the system and will not be considered in the reconstruction.
In order to find the complete list of all networks G = (N ∪ T, A, w) conformal with X ′ , we find the corresponding matrices M ∈ Z |N |×|T | such that each d ∈ D has a representation of the form
where the vector λ ∈ Z |T | + indicates how often the columns of M are used in order to represent d. The difficulty is that both the matrix M and the vector λ are unknown.
We start with a description of the set of potential reaction vectors which might constitute the columns of M. For that, capacity bounds u i for the number of tokens in each place i of the network are required in general such that the set Depending on the specific biological system, other constraints may be present and restrict the set R further. For instance, for a network G = (N ∪ T, A, w) with incidence matrix M, any vector y ∈ Z |N | + satisfying
is a so-called p-invariant of the system. Only those vectors r ∈ R remain suitable for which y ⊤ r = 0 holds for every p-invariant of the system. As next step, the idea is to build all conic integer combinations
of reaction vectors r t in R; we denote by Λ(d) the set of all integral solutions of this linear equation system. For each vector λ ∈ Λ(d), let
be the (multi-)set of reactions used for this solution λ. By construction, selecting one solution λ ∈ Λ(d) for each d ∈ D and taking the union of the corresponding sets R d,λ yields the columns of an incidence matrix of a conformal network. In order to encode which solution
defines the incidence matrix of the network corresponding to the selected solutions
The complete list of all conformal networks (with inclusion-wise minimal sets of reactions) is given in terms of their incidence matrices by
Remark 5. Each M(κ) indeed consists of the union of the selected sets R d,λ κ d in the set-theoretic sense, hence M(κ) does not contain any equal columns (and, thus, in the resulting network G(κ) no two transitions have the same pre-and post-places). That way, it may happen that
This approach indeed works as, except for some pathological cases with |N| ≤ 2, there always exists at least one solution of the linear equation system (1) for each d ∈ D (see [2] ). The difficulty is that, in general, the system (1) has infinitely many solutions, as we also have to consider the integral solutions of the homogeneous system
For the sake of minimality, it was proposed in [1] to not take into account homogeneous solutions, but only solutions λ ∈ Λ(d) using the inclusionwise minimal sets R d,λ of reactions. This leads to conformal networks also being minimal in the sense of involved reactions, and helps to not artificially increase the total number of conformal networks.
An Approach for Monotone Data
The situation becomes simpler if the provided experimental data are monotone, i. e. they reflect all changes of states that are crucial in describing the studied biological phenomenon. In [2] we thus proposed to choose a level of resolution in time for producing X ′ such that an oscillation of the values of the components in between two measured states can be excluded a priori.
Definition 6. The experimental data X ′ are monotone if for each x 1 ∈ Ini and any two consecutively measured states Figure 2 pass through the same system states.
Remark 7. Both sequences in

The measured sequence on the left hand side is monotone, whereas the other is not, due to increasing and decreasing values between the same two measured states. This illustrates that the monotonicity of experimental time series data depends on the chosen time points for the measurements. To obtain monotone data, it is required that all local minima and maxima of the values are reported in the data.
As the values of the components cannot oscillate between x j and x j+1 for monotone data, the intermediate states satisfy
and it suffices to represent the vector d = x j+1 − x j using vectors from the following set
only. Note that in this setting, upper bounds u i for the values |r i | are not required (as we clearly have |r i | ≤ |d i | ≤ |u i | for all i ∈ N) and no homogeneous solutions have to be considered due to monotonicity.
Theorem 8 ([2]). For monotone data we have that, for all d ∈ D, the set Λ(d) consists of all integral solutions λ of the system
An immediate consequence is the following:
). For monotone data X ′ and d ∈ D, we have: • If
We shall now analyze this situation further. For that, we rewrite the set
Moreover, the vectors r ∈ Z |N | + can be excluded from consideration as they correspond to reactions enabled at state 0 ∈ X . More general, we define the set
of terminal states in X ′ where no further reaction has been observed. Denoting by T (x k ) = {r ∈ R : r = 0, x k + r ∈ X } the set of reactions enabled at state x k , none of the reconstructed networks must contain a reaction from T (x k ) for some x k ∈ X ′ T due to experimental observation. The impact is that we reduce, for each d ∈ D, the set of considered reaction vectors by excluding all vectors r from Box(d) enabled at any terminal state. With the set of terminal states X ′ T , equation (3) is generalized to
where 
In addition, recall that also Box(d) can be reduced further according to Remark 4 if p-invariants of the system occur.
Proof: First, we show that every reaction in R(d) is used in a solution of (4) . For that let r * ∈ R(d) which means r * ∈ Box(d) and r
2 of (4). Now we show that no other reactions can be used in any solution. Let λ be a solution of (4) and
2 The notation χ M indicates the incidence vector of the set M , where
We construct the vector µ with µ j = λ j − 1 ≥ 0 and µ t = λ t for each t with r t = r j such that equation (4) for λ and d becomes
holds. Due to sign pattern compatibility of all reactions in Box(d), only reactions r t ∈ Box(r ′ ) can be used to represent r ′ and µ t = 0 for all reactions r t ∈ Box(r ′ ). Therefore we can rewrite r ′ as
If we now assume r
For the representation of r ′ we have • There is a representation of d, if and only if there is no terminal state
• If d has a representation, but there is an index j with d j = 0, In the latter sum, not more than one of the l non-negative entries can be equal to |d j |. W. l. o. g. we have |r 1 j | < |d j | and from r 1 ∈ Box(d) follows Hence, whenever a vector d ∈ D is enabled at a state in X ′ T , the problem is not solvable with the considered set N of components. This shows that some further components are involved in the studied system which have not been taken into account yet. Marwan et al. proposed in [1] to use additional components in this situation.
We extend the index set accordingly by N ∪ N A where N contains the indices 1, . . . , n of all original components and N A the indices n + 1, . . . , n + a of all additional components. The n-dimensional vectors x j ∈ X ′ and d ∈ D have to be extended to vectorsx j andd of dimension n + a, starting with unknown values for the additional components (as those components were not subject to experimental observation). We use an upper bound u i = 1 for the capacity of each i ∈ N A (as we can only deal with the availability of the additional components).
Due to [2] , the vectors to representd have to be chosen from the set
and the system
has to be solved for all possible start valuesd i ∈ {−1, 0, 1} for all i ∈ N A , where the valuesx j i of the extended vectors from X ′ fit together. In addition, it was shown in [2] that there is no conformal network with N ∪ {n + 1} components if X ′ contains three consecutive states
We next discuss how the values of the additional components have to be determined and how the reconstruction process is effected by taking terminal states into account.
If additional components are required, we extend all the n-dimensional state vectors x j ∈ X ′ to suitable (n + a)-dimensional vectors
with upper bounds u i = max(x i : x ∈ X ′ ) due to the monotonicity property. The extended state vectors then imply the corresponding extensions for the vectors in D. For that, we interpret the experimental data X ′ = {X (x 1 ) :
having the measured states x j ∈ X ′ as nodes and two kinds of arcs:
• (x 0 , x 1 ) ∈ A S corresponding to stimulations in a sequence X (x 1 ) = (x 0 ; x 1 , . . . , x k ), where x 1 ∈ Ini is obtained by stimulating the system in some other state x 0 ∈ X ′ .
The studied extensionsx j of the states x j ∈ X ′ correspond to suitable labelings of D(X ′ ):
• if a = 1, to (0,1)-labelings, where label i is assigned to node x j if x j n+1 = z j = i is selected for i ∈ {0, 1};
• if a = 2, to (0,1,2,3)-labelings, where the labels are assigned to the four different states (0, 0)
• if a ≥ 3 we use similar encodings for all 2 a different 0/1-vectors. • every vectord j =x j+1 −x j with (x j , x j+1 ) ∈ A D has a representation,
• there are no two paths from one state to different terminal states, and
• any stimulation preserves the values on the additional component(s).
We next show some rules that are required for the validity of a labeling L.
Lemma 16. For any valid labeling L of D(X ′ ) and the according statesx
⊤ for any x j ∈ X ′ , the following properties hold.
Proof: Let L be a valid labeling of D(X ′ ) with the according statesx j = (x j , z j ) ⊤ for every x j ∈ X ′ . i to x j , but they are not allowed to influence the additional components directly. Hence, the additional states before and after every stimulation must be the same.
By Lemma 12, the vectord
From these properties for the statesx j ∈ X ′ we now derive rules for the additional states z j represented by a valid labeling.
Corollary 17. For any valid labeling
, the following holds.
Proof: Let L be a valid labeling of D(X ′ ) with the according statesx j = (x j , z j ) ⊤ for every x j ∈ X ′ .
1. By Lemma 16 the vectord j =x j+1 −x j is either zero or has a negative entry. If x j < x j+1 or x j = x j+1 and z j = z j+1 , then we haved j = 0 and the first n entries are not negative. Hence, there must be a negative entry in z j+1 −z j . Assume one of the claimed properties does not hold.
•
• If z j = z j+1 , then z j+1 − z j = 0.
This is a contradiction for all three properties. 2. With x k + x j+1 − x j ∈ X already being valid andx j =x j+1 , butx k + x j+1 −x j ∈ X by Lemma 16, the vector on the additional components z k + z j+1 − z j must be invalid. The set of valid states on the additional components is Box(1) = {z ∈ Z a : 0 ≤ z i ≤ 1, i = 1, . . . , a}, therefore (1) holds. All vectors z k , z j , z j+1 are valid states and we can conclude
3. With x k = x l or z k = z l we havex k =x l and by Lemma 16 the vectorsx i andx j must be different. Due to x i = x j , the difference must be z i = z j .
Remark 18. Note, that if a = 1 and (x
j , x j+1 ) ∈ A D with x j < x j+1 we can directly derivex j n+1 = z j = 1 andx j+1 n+1 = z j+1 = 0. Additionally in low dimensions a ≤ 2
, the properties of Corollary 17 are not just implications, but equivalent characterizations
which can be observed by enumerating all combinations z k , z j , z j+1 ∈ Box(1).
In higher dimension, further constraints are required to ensure that every valid labeling corresponds to a feasible extension.
For the sake of minimality, i. e. in order to avoid an unnecessarily large number of network alternatives which are caused by artificial effects in the additional components, we shall further consider only those valid labelings L of D(X ′ ) (resp. extensions of the states in X ′ ) with a minimal number of label changes (or equivalently, with a maximal number of resulting extensionsd
. In other words, the additional components should only be used during the reconstruction process if they are indeed required to explain an observation.
In order to find all valid labelings of D(X ′ ) (and hence all suitable extensions of the states in X ′ ) being optimal in this respect, we set up an integer linear program encoding all the above rules and having a suitable objective function. For each combination of vectors x j and labels i we introduce a decision variable y ji to determine whether label i is assigned to x j . The label changes are encoded by decision variables c jl for each (x j , x l ) ∈ A S . All properties from Lemma 16 and Corollary 17 only describe restrictions of invalid labelings for single states (x j labelled or not labelled with label i) or pairs of states (x j labelled with i, then x l not labelled with k). This allows us to formulate the following integer linear problem.
for each x j ∈ X ′ (6a)
for each x j ∈ X ′ with fixed label i (6b)
Lemma 19. Every valid labeling of D(X ′ ) corresponds to a feasible solution of (6) and optimal solutions indicate labelings with a minimal number of label changes.
Proof: Equation (6a) permits y ji = 1 for exactly one i which corresponds to the selected label of x j and equation (6b) fixes the specified label i whereas (6c) prohibits the label i to be assigned to x j . Equation (6d) ensures that no stimulation changes the state of the additional components. The following equation (6e) lets us only choose those labelings, where the labels of conflicting states x j and x l differ and equation (6f) prohibits the pair x j and x l being labelled with i and k.
If two states z j and z l with (x j , x l ) ∈ A D differ, say label i is assigned to x j and label k = i is assigned to x l , then This allows us to use common optimization techniques and fast linear solvers to find all valid labelings. As long as there is no valid labeling or no conformal network, we increase the number of additional components until the problem becomes feasible. Then we reconstruct all networks with a minimal number of additional components. Using more components would only increases the number of artificially conformal networks caused by the uncertainty of the values in the additional components. Once the extensions of the vectors in X ′ are determined, the reconstruction process can start. To avoid further artificial effects increasing the number of conformal networks, we also assume monotonicity for the additional components, such that Theorem 10 and Lemma 12 can be applied to every feasible extension of the data.
The Network Reconstruction Algorithm
In this section, we provide an effective algorithm for reconstructing networks from monotone experimental time series data that combines all the findings and results discussed in the previous section.
We first describe the input and the initial steps of the algorithm. The algorithm RECONSTRUCTION FROM MONOTONE DATA takes as input a set N of components and experimental time series data X ′ which are supposed to be monotone.
Set N of components; Monotone time series data
In an initialization step, it determines the set D of difference vectors and, in addition, the set X ′ T of terminal states in X ′ where no further reaction has been observed.
In a next step, we check for feasibility with the help of Lemma 12: If no vector d ∈ D is enabled at a state in X ′ T , then no additional component is required and we directly call the routine CONSTRUCT NETWORKS. Otherwise, at least one additional component is required and we call the subroutine ADD COMPONENT in order to adjust the setting accordingly.
Adding components. If the routine ADD COMPONENT is called, we have to extend the index set N = {1, . . . , n} by additional components and the n-dimensional state vectors x j ∈ X ′ to suitable (n + a)-dimensional vectors x j (which then implies the corresponding extensions for the vectors in D). As first step, the directed graph D(X ′ ) corresponding to X ′ is determined. Then starting with a = 1 we obtain the set L of all valid labelings L of D(X ′ ) being optimal in the above sense, by enumerating all optimal solutions of the integer linear program (6) . If no valid labeling is found, we increase the additional dimension a by one and repeat the process. For each optimal valid labeling L ∈ L, the corresponding extensions
T } of difference vectors and terminal states are constructed. As described in Remark 18, the restrictions in system (6) may not be sufficient for the validity of a labeling in dimension a ≥ 3. We have to test, whether any of the difference vectorsd j is enabled at a terminal state in X ′ T (L). We assume monotonicity for the additional components, which enables us to use the subroutine CONSTRUCT NETWORKS (X ′ T (L), D(L)) which is called for every valid labeling separately. We summarize the subroutine ADD COMPONENT as follows: 
Combination of matrices:
The reconstruction is performed as follows. For each d ∈ D, we first check whether d has a unique representation with the help of Lemma 12. If this is the case, we append d to the set of vectors M o which are used in any conformal network, and remove d from D. Otherwise, we determine the set R(d) of reactions which can be used to represent d. We have
by Theorem 10. Note, that if p-invariants are given, the set Box(d) reduces to all vectors satisfying the corresponding equations, see also Remark 4.
In order to determine Λ(d), we have to find all λ ∈ Z Recall that all resulting conformal networks are minimal in the sense that only effects have been taken into account which are indeed crucial to explain the observed phenomenon. This avoids in fact to produce solutions which differ only due to some artificial effects, caused by uncertainty of the experimental data.
Example 22. The system shown in Example 1 has two minimal valid labelings with a = 2. For the first labeling shown in Figure 3(a) , the difference vectorsd Figure 4 .
The second labeling in Figure 3 (b) implies another set of difference vectors 
thus, we obtain the five networks in Figure 5 . We shall now relate the results attained by the newly proposed algorithm to that presented in [11] where the original reconstruction approach was applied to the same instance. The networks reconstructed by the original approach are the very left networks from Figure 4 and Figure 5 . Nevertheless, both approaches yield the complete list of networks conformal with the given data, but the results in [11] rely on an approach using a stronger concept of conformity by also taking dynamic aspects into account. For having reproducible experimental data, the underlying biological system has to show a deterministic behavior in this sense that a certain stimulation always results in the same response. Hence, each system state x j has a unique successor x j+1 which can be reached by switching the unique transition t with r t = x j+1 − x j . To force this transition t to switch if several transitions are enabled at x j , it is suggested in [1] to use priorities between the transitions of the network. These priorities typically reflect the rates of the corresponding reactions where the fastest reaction has highest priority and can be modeled with the help of partial orders on the set T of transitions of the network G (see [1, 19] for details).
Using this concept, the approach from [1] applied in [11] yields networks conformal with the given data in a stronger sense, as networks can be ruled out if for some pair of transitions in T , opposite priorities are required to simulate the experimental observations from X ′ . For example in the second solution of Figure 4 there is a conflict between the two transitions that succeed the additional component X. Both transitions are enabled at statesx 2 andx 5 (see Figure 3(a) ), but in the representations ofd 2 andd 4 the transitions have opposing priorities. The remaining networks in Figure 5 which were not reported in [11] have such priority conflicts as well. Figure 6 . For the last two variations in Figure 7 , there are no valid priorities on the set of transitions, whereas the first network is also valid in terms of the stronger conformity. This valid network fits the Petri net, which was manually created using intuitive biological modeling techniques [14] .
Note further that the additional components of the first example in the left hand side network of Figure 4 actually correspond to the photoreceptor P r and the induced state in the second example (compare with Figure 6 ). The Network Reconstruction Algorithm correctly suggests the presence of these two unmeasured factors which are crucial for the systems behavior.
This shows that our algorithm is indeed able to reconstruct meaningful models for the developmental decision of starving physarum polycephalum plasmodia to exit the vegetative plasmodial state and to enter the sporulation pathway. In addition, our method provides the guarantee that no other minimal Petri net model can explain the observed phenomenon and correctly predicts the existence of further involved network components, if necessary. Both cannot be done by intuitive approaches.
The runtime complexity of the proposed algorithm depends on the performance of the following three subproblems. First, the sets R(d) and Λ(d) need to be generated for each d. The size of these sets is exponential in | supp(d)|, however the number of non-zero entries in d is usually limited in practice. Second, the different decompositions in Λ(d) for each d ∈ D must be combined (to M(κ)). This generally requires exponentially many steps in |D|, but experience shows that by Lemma 12 the terminal states reduce the number of valid decompositions to a single one in many cases. Those unique decompositions (gathered in M 0 ) are excluded from the recombination process. Finally, if no solutions exist without additional components, the expensive labeling problem has to be solved. The number of valid labelings is again exponential in both the number of experiment steps and the number of additional components. The minimal labelings for which the reconstruction problems have to be solved, however, only represent a small fraction of all labelings, as indicated by Table 1. experiments labelings minimal labelings P r hidden, a = 1 16 2 P r and P f r hidden, a = 2 1.792 12 Table 1 : If the component P r is removed from the experimental data in Example 23, the problem becomes infeasible and can be solved with one additional component, resulting in 2 minimal labelings. Removing a further component P f r leads to a much higher degree of freedom in the behavior of the two additional components, but only 12 labelings are minimal (only 6 w. r. t. permutations on z 1 and z 2 ).
Concluding Remarks
We propose in this paper a new algorithmic framework for the Network Reconstruction Problem, the challenging task to generate all networks that explain the observed phenomena. In Section 2, we outline the principle ideas of a combinatorial reconstruction approach proposed in [1] for the case of general experimental data. This method typically leads to a large number of possible representations for the difference vectors and generates all possible corresponding priorities from which all networks conformal in the strong sense have to be selected from.
In Section 3, we discuss a refinement of this approach proposed in [2] for the case of monotone data to reduce the complexity of the problem. If the reconstruction problem is not solvable with the considered set N of components additional non-observed components are required to provide us with a meaningful model. The drawback is that the total number of conformal networks increases due to artificial effects caused by the freedom in the additional components. In order to avoid such effects,
• reactions are excluded from the reconstruction process that are enabled at a terminal state,
• for additional components, we determine their values by constructing minimal valid labelings, and also assume monotonicity.
The resulting conformal networks are minimal in the sense that only effects have been taken into account which are indeed crucial to explain the observed phenomenon.
Based on these results, we develop in Section 4 an effective algorithm to solve the Network Reconstruction Problem for monotone experimental time series data, which generates a considerably small but still complete list of conformal networks without testing any priorities. As a postprocessing step, we can further rule out some networks according to the stronger version of conformity, if necessary.
In total, it turned out that the computational effort to arrive at the expected networks is substantially smaller than using the original approach. This allows us to handle problems with more measured and unmeasured components which were impossible to tackle with the previous algorithm. Thus, we conclude that the proposed algorithm provides a powerful tool for reconstructing networks for biological systems.
