A new extension of exponential distribution, named as the Type I half logistic exponential distribution is introduced in this paper. Explicit expressions for the moments, probability weighted, quantile function, mean deviation, order statistics, and Renyi entropy are investigated. Parameter estimates of the new distribution are obtained based on maximum likelihood procedure. Two real data sets are employed to show the usefulness of the new distribution.
Introduction
In the last few years, new generated families of continuous distributions have attracted several statisticians to develop new models. These families are obtained by introducing one or more additional shape parameter(s) to the baseline distribution. Some of the genrated families are: the beta-G by Eugene et al. [10] , gamma-G (type 1) by Zografos and Balakrishanan [17] , Kumaraswamy-G by Cordeiro and de Castro [6] , gamma-G (type 2) by Ristic and Balakrishanan [16] , transformed-transformer (T-X) by Alzaatreh et al. [2] , Weibull-G by Bourguignon et al. [3] , exponentiated half-logistic-G by Cordeiro et al. [5] , type I half logistic-G family by Cordeiro et al. [4] , Garhy-G by Elgarhy et al. [9] , exponentiated Weibull-G by Hassan and Elgarhy [12] , Kumaraswamy Weibull-G by Hassan and Elgarhy [13] , type II half logistic-G by Hassan et al. [14] , exponentiated extended-G by Elgarhy et al. [8] , Odd Frechet-G by Haq and Elgarhy [11] , and Muth-G by Almarashi and Elgarhy [1] among others. The cumulative distribution function (cdf) and the probability density function (pdf) of type I half logistic-G family are respectively given by where λ is the shape parameter. Let, the random variable X follows the exponential distribution with pdf and cdf are respectively given by 4) where, α is the scale parameter.
In this paper, we introduce a new two-parameter model as a competitive extension for exponential distribution using the TIHL-G distributions. The organization of this paper is as follows. In Section 2, we define the type I half-logistic exponential distribution (TIHLE) distribution. In Section 3, we derive a very useful representation for the (TIHLE) density and distribution functions. In the same section, some general mathematical properties of the proposed distribution are given. The maximum likelihood method is applied to drive the estimates of the model parameters in Section 4. A simulation study is carried out to estimate the model parameters of (TIHLE) distribution in section 5. Section 6 gives an illustrative example to explain how the real data sets can be modeled by TIHLE distribution and finally this paper ends with some conclusions in Section 7.
The new model
In this section, the two-parameter TIHLE distribution is obtained by substituting pdf in (1.3) and cdf in (1.4) into cdf (1.1), then the cdf of type I half-logistic exponential distribution, denoted by TIHLE(λ, α) takes the following form
where, ϕ = (λ, α) is the set of parameters. Inserting the pdf in (1.3) and cdf in (1.4) into (1.2), we obtain the pdf of TIHLE distribution as the following form
2)
The survival function, hazard rate, reversed-hazard rate and cumulative hazard rate functions of TIHLE distribution are respectively given by
and
Plots of the pdf and hazard rate function of TIHLE distribution for some values of parameter are displayed in Figures 1 and 2 , respectively. It appears from Figure 1 is that the shape of the distribution heavily depends on the value of the parameters. The shape could be uniform to right skewed, which depends on the values of the parameters. 
Statistical properties
In this section some properties of the TIHLE distribution are obtained.
Useful expansions
In this subsection representations of the pdf and cdf for TIHLE distribution are derived. Using the generalized binomial theorem, for β > 0 and |z| < 1,
Then, by applying the binomial theorem (3.1) in (2.2), the distribution function of TIHLE distribution becomes
where η k = 2λα (−1)
An expansion for the cumulative function:
Using binomial expansion for [F(x)] h , where h is an integer, leads to:
Using binomial expansion, leads to
where
Quantile and median
Quantile functions are used in theoretical aspects of probability theory, statistical applications and simulations. Simulation methods utilize quantile function to produce simulated random variables for classical and new continuous distributions. The quantile function, say Q(u) = F −1 (u) of X is given by
after some simplifications, it reduces to the following form
where, u is considered as a uniform random variable on the unit interval (0, 1).
In particular, the median can be derived from (3.4) by setting u = 0.5. That is, the median is obtained as median = −1 αλ ln 1 3 .
Moments
If X has the pdf (3.2), then its rth moment can be obtained through the following relatioǹ
Then,μ r becomesμ
Generally, the moment generating function of TIHLE distribution is obtained through the following relation
The incomplete moments, say ϕ s (t), is given by
Using (3.2), then ϕ s (t) can be written as follows
Then, using the lower incomplete gamma function, we obtain
, where ν (s, t) = t 0 x s−1 e −x dx is the lower incomplete gamma function. Further, the conditional moments, say τ s (t), is given by
Hence, by using the pdf in (3.2), we can write
Finally, using the upper incomplete gamma function, we obtain
, where Γ (s, t) = t 0 x s−1 e −x dx is the upper incomplete gamma function.
Residual life function
The n th moment of the residual life of X is given by
Applying the binomial expansion of (x − t) n into the above formula, we get
, where Γ (s, t) is the upper incomplete gamma function. The n th moment of the reversed residual life of X is given by
Applying the binomial expansion of (t − x) n into the above formula, we get
, where ν (s, t) is the lower incomplete gamma function.
Rényi and q-entropies
The entropy of a random variable X is a measure of variation of uncertainty and has been used in many fields such as physics, engineering and economics among others. The Rényi entropy is defined by
f(x) δ dx, δ > 0 and δ = 1.
By applying the binomial theory (3.1) in the pdf (2.2), then the pdf f(x) δ can be expressed as follows
. Therefore, the Rényi entropy of TIHLE distribution is given by
That is,
.
The q-entropy is defined by
Therefore, the q-entropy of TIHLE distribution is given by
The probability weighted moments
The probability weighted moments can be obtained from the following relation
By substituting equations (3.2) and (3.3) into (3.6), replacing h with s, leads to:
Hence, the PWM of TIHLE distribution takes the following form
Order statistics
Let X 1:n < X 2:n < · · · < X n:n be the order statistics of a random sample of size n following the TIHLE distribution, with parameters α and λ, then, the pdf of the k th order statistic ( [7] ), can be written as follows
where, B(., .) is the beta function. By substituting equations (3.2) and (3.3) in (3.7), replacing h with v + k − 1, leads to
Moments of the order statistics is given by:
Substituting (3.8) in (3.9) leads to
Maximum likelihood estimation
The maximum likelihood estimates (MLEs) of the unknown parameters for the TIHLE distribution are determined based on complete samples. Let X 1 , X 2 , . . . , X n be observed values from the TIHLE distribution with set of parameters ϕ = (λ, α)
T . The total log-likelihood function for the vector of parameters ϕ can be expressed as
The elements of the score function U (ϕ) = (U λ , U α ) are given by
Then the maximum likelihood estimates of the parameters λ and α are obtained by setting the last two equations to be zero and solving them. Clearly, it is difficult to solve them, therefore applying the NewtonRaphson's iteration method and using the computer package such as Maple or R or other software one can solve these equations and obtain the maximum likelihood estimators.
Simulation study
It is very difficult to compare the theoretical performances of the different estimators (MLE) for the TIHLE distribution. Therefore, a simulation is needed to compare the performances of the different methods of estimation mainly with respect to their biases, mean square errors and variances (MLEs) for different sample sizes. A numerical study is performed using Mathematica 9 software. Different sample sizes are considered through the experiments at size n = 50, 100, 150, and 200. In addition, the different values of parameters λ and α are considered.
The experiment was repeated 10000 times. In each experiment, the estimates of the parameters are obtained by maximum likelihood methods of estimation. The means, MSEs and biases for the different estimators are reported from these experiments and presented in Table 1 . 
Data analysis
In this section, two real data sets are employed to compare the fits of the TIHLE distribution with other exponential (E). For both data, the parameters are estimated by maximum likelihood method. We consider criteria like, Akaike information criterion (AIC), Corrected Akaike information criterion (CAIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), Anderson and Darling test statistic (A * ), and Cramer Von Mises test statistic (W * ). Generally, the lower values of these criteria indicate the better fit to the data.
DATA SET 1:
The first data set illustrate the failure and service times for a particular model windshield service times for a particular model windshield of [15] Tables 3 and 5 for data sets 1 and 2, respectively. We note that the OGHLE model gives the lowest values for the AIC, CAIC, BIC, HQIC, (A * ), and (W * ) statistics for both data sets among the fitted models. So, the TIHLE distribution performed better than the exponential distribution.
Further, the fitted densities for the first and second data sets are displayed in Figures 3 and 4 (together with the data histogram), respectively. These results illustrate the potentiality of the TIHLE distribution over exponential distribution. 
Conclusions
This paper developed a new extension of the exponential distribution, named as the Type I half logistic exponential distribution. Some of the important properties of the distribution, namely, the moments, probability weighted moments, quantile function, mean deviation, order statistics and Renyi entropy are investigated. Maximum likelihood method is used to estimate the parameters of the new distribution. Two real data sets are employed to show the usefulness of the new distribution. Hope this distribution will be useful for the researchers of various fields.
