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In February of this year, Claude E. Shannon and Herbert A. Simon passed away, both
at age 84. In his 1950 paper entitled, “Programming a Computer to Play Chess” [3],
Shannon laid out the theory of minimax search with bounded lookahead and static heuristic
evaluation, the basis of almost all subsequent work on two-player games. Along with Allen
Newell, Herbert Simon established the idea of heuristic search in a problem space as one of
the fundamental paradigms of problem solving in artificial intelligence [1]. We feel a deep
sorrow for the loss of these two giants of our field. Both men are also known for their deep
scientific contributions to other fields as well. Shannon was the father of information and
communication theory, and Simon was a founding father of organizational behavior and
the information processing model of cognitive psychology. Although Simon and Shannon
are no longer with us, their work continues as a source of inspiration in virtually every field
they touched. We dedicate this special issue on heuristic search in artificial intelligence to
Claude Shannon and Herbert Simon.
Heuristic search remains as a core area of artificial intelligence (AI). The use of a good
search algorithm is often a critical factor in the performance of an intelligent system.
As with most areas of AI, there has been steady progress in heuristic search research
over the years. This progress can be measured by several different yardsticks, including
finding optimal solutions to larger problems, making higher quality decisions in fixed-
size problems, handling more complex domains including dynamic environments with
incomplete and uncertain information, being able to analyze and predict the performance
of heuristic search algorithms, and the increasing deployment of real-world applications
of search algorithms. The success of the Deep Blue Chess machine in defeating Gary
Kasparov, the human world champion, in an exhibition match in 1997 was a landmark
in the field of AI, the achievement of a goal that had been pursued for almost 50 years.
By coincidence, this special issue contains the same number of papers as the Artificial
Intelligence Journal special issue on Search and Heuristics, published in 1983. What Judea
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Pearl, the editor of that issue, said in the preface [2] about the papers there is largely
applicable here: “This issue comprises ten articles which are fairly representative of current
research on search and heuristics. These are not comprehensive surveys of past works in
the field, but rather typical samples of work in progress, representing ten loosely coupled
research avenues. The general theme which threads through all ten papers is the quest for
understanding the workings of heuristic knowledge: how it is acquired, stored and used by
people, how it can be represented and utilized by machines and what makes one heuristic
succeed where others fail.”
Bonet and Geffner investigate a long-standing but often neglected paradigm in planning,
which is planning as heuristic search in the state space of the task. The general consensus
is that a general-purpose problem solver is necessarily less efficient than a specialized
problem-solver. Retaining the flexibility of a general-purpose planner, while increasing its
efficiency, is a classic challenge in planning research. Bonet and Geffner develop a family
of heuristic search planners based on a simple domain-independent heuristic, and show
that the new planners are competitive with some of the best current planners.
Hansen and Zilberstein consider searching for optimal policies to solve problems
modeled as Markov decision processes, a common framework used in AI for planning and
learning under uncertainty. Their new search algorithm, LAO*, is designed to find solutions
to Markov decision problems that may contain loops, a problem that cannot be handled
properly by the existing methods, such as dynamic programming, without evaluating the
entire search space.
Steinberg studies search spaces that appear in engineering design domains. Such spaces
are shallow but have random and very large branching factors. Nodes on different levels
of such a search space represent different design alternatives under different design spaces
and criteria, so that they are not directly comparable. Steinberg develops a utility-driven
method for searching such irregular spaces, and shows experimentally that the new method
is superior to some existing methods, such as genetic algorithms, by a large margin.
Kask and Dechter present a scheme for mechanically generating domain-independent
heuristics for optimization tasks in problems such as constrained optimization, belief
networks and Markov decision problems. The heuristics can be extracted by relaxing
some of the problem’s dependencies in such a way that a controlled tradeoff can be made
between preprocessing time for heuristic generation and search effort. They demonstrate
empirically that the heuristics discovered can substantially enhance both Branch and Bound
and Best-First search algorithms, and that the scheme is competitive with more specialized
algorithms.
Meseguer and Torras address issues of symmetry in constraint satisfaction problems.
They provide a general framework for exploiting symmetry during backtracking search,
and show how it can lead to two symmetry-breaking heuristics for variable selection and
domain pruning. Applying these heuristic principles to the Ramsey problem and to the
generation of balanced incomplete block design, they empirically demonstrate superior
performance relative to previous approaches.
Koenig extends Korf’s Learning Real Time heuristic search (LRTA*) algorithm from
deterministic domains to nondeterministic domains. The idea is to model uncertainty using
a worst-case scenario, yielding an algorithm called Min-Max LTA*. Koenig applies the
algorithm to robot-navigation tasks in mazes, where the robots know the maze but do
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not know their initial position and orientation, and demonstrates empirically that the new
algorithm converges quickly and requires only a small amount of memory.
Korf, Reid, and Edelkamp analyze the time complexity of iterative-deepening-A*, a
linear-space version of the well-known A* algorithm. Instead of trying to determine the
accuracy of the heuristic function, they characterize the heuristic by the distribution of
heuristic values in the problem space. While the conventional wisdom was that a heuristic
reduces the effective branching factor relative to a brute-force search, they show that it
actually reduces the effective depth of search instead. They also show how to accurately
compute the brute-force branching factor of regular search spaces.
Junghanns and Schaeffer study the single-agent Sokoban puzzle, which models the
movement of boxes in a warehouse with constraints due to narrow passages and other boxes
blocking movement. Unlike most other single-agent problems in the literature, Sokoban
moves can result in dead ends which cannot be recovered from. They apply IDA*, with a
large number of different search enhancements, to find optimal solutions to 57 out of 90
problems from a standard test set.
Two papers address two-player games. Seo, Iida, and Uiterwijk adapt the well-known
proof-number search algorithm to tsume-shogi, or mating problems in Japanese chess.
While the original proof-number search algorithm requires exponential space, they use
depth-first search and iterative deepening to produce a linear-space algorithm. Their system
is the best existing program at solving these problems, and outperforms the best humans at
this task. In one case it finds a mating combination that is over 1500 plies deep!
Müller develops a new approach to game tree search. While the standard model uses a
heuristic evaluation function that returns a totally-ordered scalar value, his partial order
bounding requires only a partial ordering among the game states. He avoids the problems
of propagating these values up the tree by only backing up success or failure of a given
objective, which allows the use of alpha-beta pruning. He applies this method to a particular
type of capturing race in Go, called a semeai.
The ten papers included in this volume were selected from a total of 41 papers that
responded to the Call for Papers of the special issue. After an initial screening for topic
suitability, a total of 32 papers went out for review. Each paper was reviewed by at least two
reviewers, and many papers received even more reviews. Although we could not include
all these papers in this volume, we thank the authors of all 41 papers for submitting their
research results and manuscripts to us.
We would also like to take this opportunity to express our sincere appreciation to
the reviewers who helped select the papers and polish the presentation of the papers
here. Without their generous help, this special issue would not have been possible. In an
alphabetical order, we thank Fahiem Bacchus, Amitava Bagchi, Blai Bonet, Justin Boyan,
Roberto J. Bayardo, Murray Campbell, Tristan Cazenave, David Maxwell Chickering,
Joseph Culberson, Adnan Darwiche, Stefan Edelkamp, Ian Frank, Daniel Frost, Hector
Geffner, Ian Philip Gent, Robert L. Givan, Russ Greiner, Istvan Hernadvolgyi, Dan
Hirschberg, Robert Holte, Hiroyuki Iida, Andreas Junghanns, Hermann Kaindl, Subbarao
Kambhampati, Kalev Kask, Sven Koenig, Bhaskar Krishnamachari, David McAllester,
Drew McDermott, Paul Morris, Martin Müller, Dana Nau, XuanLong Nguyen, Joseph
Pemberton, Armand Prieditis, Ronald Parr, Gregory Provan, Ioannis Refanidis, Irina Rish,
Dan Roth, Stuart Russell, Tuomas Sandholm, Jonathan Schaeffer, Bart Selman, Anup K.
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Sen, David E. Smith, Stephen J.J. Smith, Tony Stentz, Ioannis Vlahavas, Benjamin Wah,
Toby Walsh, and Shlomo Zilberstein. Last but not the least, we are grateful for the support
of the editorial board of Artificial Intelligence, and for the timely assistance provided by
Jennet Batten of the Artificial Intelligence journal staff.
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