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Özetçe— Görüntü çak??t?rma i?leminde görüntülerin ne 
kadar benzediklerinin ve iki görüntü aras?ndaki benzerli?i 
maksimuma getiren kayma, dönme ve ölçeklendirme dönü?üm 
parametre de?erlerinin bulunmas? gerekmektedir. Benzerlik 
ölçütü ve buna ba?l? parametreler hesaplan?rken entropik çizge 
diye adland?r?lan, bilgi teorisi tabanl? ölçütlerin çizge üzerinde 
yak?nsama yöntemleri kullan?labilir. Bu çal??mada, farkl? 
entropik çizgeler üzerinde benzerlik ve optimizasyon ölçütleri 
kar??la?t?r?lm?? Ve çizge olu?turmak için iskelet dal öznitelik 
noktalar?n?n kullan?lmas?n?n ba?ar?l? sonuçlar verdi?i 
görülmü?tür. 
Anahtar Kelimeler — Entropik çizgeler, görüntü çak??t?rma, 
parametre arama optimizasyon teknikleri, iskelet dal öznitelikleri.  
Abstract— In image registration process, it is necessary to 
find the similarity of the images and thetranslation, rotation and 
scaling transformation parameter values that maximize the 
similarity between the two images. When the similarity measure 
and related parameters are calculated, information theory based 
entropic graphs can be used. In this study, similarity and 
optimization measures are compared on different entropic 
graphs. It has been seen that skeleton branch feature points to 
build entropic graphs give successful results. 
Keywords — Entropic graphs, image registration, parameter 
search optimization technique, skeleton branch features. 
I. GIRI?  
Görüntü çak??t?rma, farkl? nesnelerin olu?umlar?n?n tespiti, 
farkl? sensör ve aç?lardan daha fazla anlam ç?kar?lmas? ve baz? 
nesnelerin daha ayr?nt?land?r?lmas? için iki ve daha fazla 
görüntünün ayn? koordinat düzlemi üzerinde yerle?tirilmesi 
i?lemine denir [1,2]. Benzerlik ölçütleri, çak??t?rma öncesi ve 
sonras?nda referans ve test görüntülerinin birbirine ne kadar 
benzedi?ini ölçmek için kullan?l?rlar. Bunlar “görüntü 
yo?unluk farklar? tabanl?” veya “olas?l?k tabanl?” olabilir. 
Görüntü yo?unluk tabanl? benzerlik ölçütleri, noktalar?n piksel 
yo?unluk de?erlerinin farklar?, oranlar? gibi i?lemlerle 
görüntülerin en benze?ti?i yerde dönü?üm parametre 
de?erlerini bulurlar. Olas?l?k tabanl? benzerlik ölçütleri ise, 
görüntüde noktalar?n olu?ma olas?l?k farklar? veya oranlar?na 
bakarak benze?im de?erlerini hesaplar ve bunun neticesi olarak 
maksimum benze?im de?erlerindeki dönü?üm parametrelerine 
göre en uygun dönü?ümün yap?lmas?na yol açarlar. 
Olas?l?k tabanl? benzerlik ölçütleri çizge yöntemi ile 
entropiye veya ortak bilgiye yak?nsanabilir. Olas?l?kla 
hesaplanan benzerlik de?erlerinin, yak?nsama ile hesaplanan 
benzerlik de?erleriyle örtü?tü?ü Hero ve Michel [3,4], Steele 
[5] ve Redmond ve Yukich [6] çal??malar?nda teorik olarak 
ispatlanm??t?r. Ancak görüntünün tüm noktalar?n? çizge 
olu?turmak için kullanmak çok masrafl? oldu?undan, öznitelik 
noktalar? seçilerek ortak histogramda entropik çizge benzerlik 
ölçütü olu?turulmas? daha anlaml? olacakt?r. Daha sonra 
dönü?üm parametresi tarama optimizasyonu uygulanarak en 
optimum dönü?üm parametreleri bulunur ve test görüntüsü ile 
referans görüntüsü üst üste getirilir. 
Bu çal??mada, iskelet dal noktalar? öznitelik olarak 
kullan?larak entropik çizgelerin kar??la?t?r?lmas? ve 
optimizasyonu yap?lm??t?r. Benzerlik ölçütlemesi olarak ortak 
histogramda (joint histogram) olu?turulan, farkl? entropik 
çizgeler kullan?lm??t?r. 
II. ENTROP?K Ç?ZGELER 
Entropik çizgeler, birer yak?nl?k çizgesidir (proximity 
graph). Yak?nl?k çizgesi, veri noktalar?, özel bir geometrik 
kurala uygun bir yak?nl?ktaki kö?elerin birle?tirilerek 
olu?turuldu?u çizge türüdür (?ekil 1). En Az Yay?lan A?aç 
(MST), k-En Yak?n Kom?u (kNN), Gabriel Çizgeleri (GG), 
Delaunay Üçgenlemesi (DT), Gezen Sat?c? Problemi Çizgesi 
(TSP) yak?nl?k çizgelerine örnek olarak verilebilir.  
  
                  (a)                                         (b)                                            (c) 
?ekil. 1. Entropik Çizge Örnekleri: a) kNN  b) MST  c) Gabriel çizgeleri 
 
 Ortak histogram üzerinde, entropiyi yak?nsayarak 
hesaplamaya yarayan çizgelere entropik çizgeler denir. 
Entropik çizgeler, örneklenmi? noktalar?n kenarlarla 
ba?lanarak a? yap?s?na dönü?mesini, çizge boyunu kullanarak 
entropi tahminlemesini sa?larlar. Entropik çizgeler, formülde 
yerine koyma (plug-in) entropi tahminleyici yöntemlere göre, 
özellikle yo?unluk geçi?leri düzgün olmayan ve daha az 
boyutlu özelliklerde daha çabuk asimptotik birle?me oranlar?na 
ula??rlar. Bu ise i?lem masraf?n? azalt?r. 
Entropik çizgelerden MST en yak?n mesafelerdeki 
noktalar?, bask?n bir iskelet yap?s? haline getirecek ?ekilde 
ba?layan çizgedir. MST hesaplanmas?nda Kruskal’?n “a?aç 
orman? olu?turmak” algoritmas? ve Prim’in “bir a?açtan orman 
olu?turmak” algoritmas? en çok kullan?lanlar?d?r. Di?er bir 
entropik çizge olan kNN, her noktan?n kendisine en yak?n k 
adet nokta ile ba?lanmas?ndan olu?ur. DT ise, her üç noktan?n 
içinde hiç nokta olmayacak ?ekilde üçgenleme olu?turan 
çizgelerdir. Delaunay üçgenlemesinde, ortalama kom?uluk 
boyu, boyut say?s?yla üssel olarak (exponential) artar. Bu 
çizgeler temel olarak al?n?p daha sonra MST ve kNN gibi daha 
özelle?tirilmi? alt çizge haline getirilebilirler. GG, Delaunay 
çizgesinin daha az masrafl? ve daha yava? bir alt grubudur. 
Çizgede bulunan her p ve q noktalar?n?n çap? etraf?nda çizilen 
dairede hiç nokta bulundurmayan çizgelerdir.  
Entropik çizge çal??malar?nda, Redmond ve Yukich [6], 
çizgelerin “yar?-katk? (quasiadditive)” özelli?i ta??yorsa entropi 
tahminlemesi yapabileceklerini göstermi?lerdir. Steele [5] ve 
Yukich [7] çizge boylar? toplam?n?n asimptotik olarak bir 
noktaya yak?nsayaca??n? ve belli katsay?lar yard?m?yla 
hesaplanabilece?ini göstermi?lerdir. Ayr?ca benzerlik 
ölçütlerinden ?-entropi hesaplamas? için MST ve kNN gibi 
öklit çizgelerinin kenar toplamlar?n? katsay?larla formüle 
etmi?lerdir.  
Hero ve Michel [3,4] ve Ma et al. [8], Renyi entropi 
da??l?m formülünü, en az yay?lan a?aç (MST) çizge yap?s?n?n 
boyuna yak?nsayacak ?ekilde düzenlemi?lerdir. MST 
algoritmas?, gereksiz gürültü noktalar?n? yok etmek için k-
noktal? çizge (kMST) yap?s? haline getirilmi?, en küçük boylu 
a?aç yap?s? boyu, en uygun dönü?üm parametrelerini vererek 
görüntüler çak??t?r?lm??t?r.  
Entropik çizgeler hakk?nda ba?ka ara?t?rmalar da 
yap?lm??t?r. Costa ve Hero [9], jeodezik çizgeler ad?nda üç 
boyutlu entropik çizgeleri kNN yap?s?nda swiss-roll (isviçre 
sarmal?) ?eklinde modellemi?tir. Sabuncu ve Ramadge [10], 
piramit yap?daki öznitelikleri, DT ve Kruskal algoritmalar? 
kullanarak entropik MST çizgesi olu?turmakta kullanm?? ve 
gradyan tabanl? optimizasyon kullanarak görüntüleri 
çak??t?r?lm??lard?r. Pal et al. [11], kNN çizgelerinin kenar 
boylar? toplam?n?n Renyi entropisine yak?nsabilece?ini 
göstermi?lerdir. Sricharan et al. [12], a??rl?k kenarl? kNN 
çizgeleri olu?turup, Renyi entropisini tahminlemeye çal??m??t?r. 
Zhang et al. [13], entropik çizgelerde kö?e ve kenar öznitelik 
noktalar?n? alt gruplara bölerek s?ralay?p, kontrast? az olan 
bölgelere rasgele noktalar yerle?tirerek MST entropik çizgesi 
olu?turmu? ve çak??t?rma yapm??t?r. Singh ve Poczos [14], kNN 
çizge istatistiklerini kullanarak, entropi ve sapma gibi 
fonksiyonlar? tahmin etmeye yarayan bir yap? tasarlam??lard?r.  
 Entropik çizgeler, referans ve test görüntüsünün örneklenen 
noktalar?yla ortak histogramda olu?turulur. Çizgede bir eksen 
birinci görüntüden elde edilen yo?unluk de?erlerini, di?er 
eksen ise ikinci görüntüden elde edilen yo?unluk de?erlerini 
gösterir. ?ki görüntüde de s?ras?yla ayn? koordinattaki piksel 
de?erleri taran?r, bulunan yo?unluk de?erleri yatay ve dikey 
eksenlerde bulunup çizgede i?lenir (?ekil 2).  
 
?ekil. 2. MST çizgelerinin ortak histogram üzerinde olu?turulmas? 
 
Yak?nsama çizgelerinin boylar? ile görüntü entropisi 
aras?nda ili?ki bulunmaktad?r. Steele [5] ve Yukich [7], 
Lebesque mesafesi tekni?ini kullanarak MST boyunun 
asimptotik olarak limitini al?p, ilgili parametreleri bularak bir 
noktaya yak?nsam??lard?r. Hero et al. [15] ise bu limiti al?nm?? 
MST boyunu, Renyi entropiye a?a??daki formül ile 
tahminlemi?tir. 
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Zn, n tane noktan?n vektör kümesi, L(Zn) = min ? ||e(Zn)||?, 
ise MST çizge boyudur.??????, MST asimptotik davran???n?n 
hesaplanan sabitidir. Belirlenen ? katsay?s? ile yak?nsama 
yap?l?r. [6] 
III. ÖZN?TEL?K SEÇ?M? 
?skelet Dal Öznitelik Noktalar?:  
Öznitelik bulman?n di?er bir yöntemi morfolojik yöntemler 
kullanarak nesnenin iskeleti üzerinde uç, dal noktalar? gibi 
noktalar? bulabilmektir. Uç (terminal) ve dal (branch) noktalar? 
iskelet veya inceltme algoritmalar? kullan?larak bulunur. Bu 
i?lemler yap?l?rken, uç noktalar silinmeden, ba?lant?lar 
kesilmeden, d??tan içe nesnenin yo?unluk de?erleri silinir. 
?nceltme yapabilmek için inceltme maskeleri (thinning mask) 
tan?mlan?r (?ekil 3(a-b)). Bu maskeler görüntüde kayd?r?larak, 
nesne inceltilir. ?skelet üzerinde bir nokta uç veya dal ayr?m 
noktas? olabilir (?ekil 3(c)). Uç noktalar, daha önce üstünden 
geçilen dal ayr?m noktalar?ndan ba?ka kom?u noktalara sahip 
de?illerdir. Dal ayr?m noktalar? di?er normal noktalara ve uç 
noktalara ba?l?d?rlar. Bu çal??mada dal noktalar?n çak??t?rmada 
kullan?lan öznitelik olarak daha belirleyici oldu?u görülmü?tür. 
        
       (a)                                 (b)                                   (c) 
?ekil. 3. (a) ve (b) ?nceltme maskeleri ve sonuçlar?, (c) ?skelet dal ve uç 
noktalar?. K?rm?z? noktalar uç, ye?il noktalar dal noktalar? gösterir [17]. 
 IV. OPT?M?ZASYON YÖNTEMLER? 
Görüntü çak??t?rma i?lemi yap?l?rken, referans görüntüsü 
üzerine çak??t?r?lacak test görüntüsünün hizalanmas? için, 
optimizasyonla bir dizi geometrik dönü?ümden geçirilmesi 
gerekir. Çak??t?rma i?lemi s?ras?nda, kayd?rma ve döndürme 
gibi dönü?üm parametreleri optimizasyonla taranarak optimum 
olarak bulunup test görüntüsüne uygulan?r. Parametre tarama 
optimizasyonu için farkl? metodlar bulunmaktad?r. Bunlardan, 
“Basit a?a?? do?ru ini? (DownHill Simplex, Nelder–Mead, 
amoeba) optimizasyonu”, türevi bilinmeyen durumlarda 
kullan?lan, en yak?n mesafedeki noktaya bak?l?p, o yönde 
ilerleyen bir tarama optimizasyonudur. “En dik ini? (steepest 
descent) optimizasyonu”, çok de?i?kenli problemler için, türev 
tabanl? optimizasyon yöntemlerindendir. Bu optimizasyonda, 
parametre ara?t?rma yönü için türev yönünün tersi kullan?l?r. 
E?lenik ini? (conjugate descent) optimizasyonunda, parametre 
düzeltme yönü e?lenik do?rultusunda, bir önceki yinelemedeki 
do?rultuya Hessian uzay?nda dikgen (orthogonal) olacak 
?ekilde seçilir. En dik ini? metodundaki ayn? yönde tekrar 
tekrar zigzagl? dola?ma sorunu, eski tarama yönlerini dikkate 
alarak ortadan kald?r?l?r. Arama parametreleri ortogonal 
yönlerle örtü?medi?inde beklenenden kötü sonuçlar al?nabilir. 
Yap?lan deneylerde, parametreleri arama optimizasyo-
nunda, bulunmas? istenen parametreye yakla?t?kça, entropik 
çizgelerin regresyon çizgisi üzerinde yo?unla?t??? görülmü?tür 
(?ekil 4). 
 
?ekil. 4. MST çizgesinin görüntü çak??t?rmada toplarlanmas? 
V. SONUÇLAR VE TARTI?MA 
Bu çal??mada, iskelet dal öznitelik noktalar?n? kullanan 
entropik çizgeye dayal? benzerlik ölçütleri ve optimizasyon 
tekniklerinin kar??la?t?r?lmas?, BrainWeb[16], beyin görüntü 
setleri üzerinde kat? (rigid) çak??t?rma deneyleri ile 
gösterilmi?tir. 
Delaunay üçgenlemesi ve Prim algoritmalar? kullan?larak 
olu?turulan entropik çizgelerde, referans ve test görüntülerinin 
benzerliklerini bulabilmek için MST, kNN, ve Gabriel a?aç 
çizgeleri kullanan amaç fonksiyonlar tan?mlanm??t?r. Benzerlik 
ölçütlerinin fonksiyon profilleri ?ekil 5’te görülebilir. Burada, 
test görüntüsü 15 derece döndürüldükten sonra, s?ras?yla olas? 
tüm dönme aç?lar? denenmi?, görüntüyü düzeltmek için 
gereken aç? olan -15° (veya 345°) fonksiyon profilinde 
bulunmu?tur. 
 
?ekil. 5. Amaç fonksiyonlar.Dönme parametresi olarak 15 derece verilmi?tir. 
 
Fonksiyon profillerinde, MST benzerlik ölçütlerinin daha 
az gürültü içermesi dolay?s?yla, optimizasyonlarda bölgesel 
minimumlara tak?lmadan genel minimumu daha kolay 
bulabilece?i görülmü?tür.  
Görüntü çak??t?rma deneylerinde, örneklenen özellik 
noktalar?, çizge benzerlik ölçütleri ve seçilen optimizasyon 
yöntemleri kar??la?t?r?lm??t?r. Deneylerde, test görüntüsü her 
yöne 5 piksel ötelenmi? ve 5 derece döndürülürüp 
deformasyona u?rat?lm??, referans görüntü ile çak??t?r?lmaya 
çal???lm??t?r. Deneylere, önce MST çizge benzerlik ölçütü ve 
iskelet dal noktalar? özniteli?i sabit tutularak ba?lanm??, üç 
farkl? optimizasyon yöntemi kar??la?t?r?lm??t?r. ?ekil 6 ve Tablo 
1’de, optimizasyon tekni?i olarak en dik ini? algoritmas?n?n 
daha iyi sonuç verdi?i görülmü?tür.  
 
?ekil. 6. En iyi optimizasyon seçimi kar??la?t?rmas?. 
 
TABLO 1. Optimizasyon kar??la?t?rmas? 
 
 
Daha sonra iskelet dal noktalar? özniteli?i ve en dik ini? 
optimizasyonu sabit tutularak, farkl? entropik çizge benzerlik 
ölçütleri kar??la?t?r?lm??t?r. ?ekil 7 ve Tablo 3’de MST entropik 
çizgesinin en iyi sonucu verdi?i görülmü?tür.  
 
?ekil. 7. En iyi Benzerlik ölçütü olarak 1. Sat?rdaki MST entropik çizge ölçütü 
görülmü?tür. (Benzerlik ölçütleri üst sat?rdan alt sat?ra do?ru s?ras?yla: 
MST, kNN, Gabriel entropik çizge ölçütleridir.  
 
 
 
 
 
 
 TABLO 3. Entropik çizge benzerlik ölçütü kar??la?t?rmas? 
 
 
Daha farkl? dönme ba?lang?ç aç?lar?na göre iskelet dal 
noktalar? özniteli?i, en dik ini? optimizasyonu ve MST entropik 
çizge benzerlik ölçütleri kullan?larak deneyler yap?lm??t?r. ?ekil 
8 ve Tablo 4’de, ba?lang?ç de?erleri büyük bile olsa iskelet dal 
öznitelik noktalar?n? kullanan, MST entropik çizge benzerlik 
ölçütünün, iyi sonuçlar verip görüntü çak??t?rmay? yapabildi?i 
görülmü?tür. 
 
?ekil. 8. ?skelet dal noktalar?, MST benzerlik ölçütü, en dik ini? optimizasyonu 
ve farkl? ba?lang?ç de?erleriyle görüntü çak??t?r?lmas?. 
 
 TABLO 4. Farkl? ba?lang?ç de?erlerine göre elde edilen çak??t?rma sonuçlar? 
 
 
Yap?lan deney sonuçlar?ndan iskelet dal öznitelik 
noktalar?n?n iyi bir entropik öznitelik i?aretçisi (landmark) 
olarak, MST entropik çizge benzerlik ölçütü kullan?m?nda iyi 
sonuçlar verdi?i görülmü?tür.  
VI. ÇIKARIM 
 Bu çal??mada benzerlik ölçütlerinde kullan?lan entropik 
çizgeler ve optimizasyon yöntemleri kar??la?t?r?lm??t?r. 
Benzerlik ölçütü hesab?nda iskelet dal noktalar? öznitelik olarak 
kullan?lm??t?r. Ayr?ca çizge olu?turulurken, “öznitelik 
seçimleri” ve “dönü?üm parametrelerini bulmak için kullan?lan 
optimizasyon teknikleri” de kar??la?t?r?lm??t?r. Deneysel 
çal??malarda, iskelet dal öznitelik seçiminin ve “En yak?n 
Türev” optimizasyonunun iyi sonuçlar verdi?i görülmü?tür. 
Entropik çizgelerden MST çizgesinin çizge boyu ve entropi 
ölçütlemesi aras?nda daha belirleyici bir ili?ki oldu?u 
görülmü?tür.  
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