Abstract. The web has become the largest repository of multimedia information and its convergence with telecommunications is now bringing the benefits of web technology and hybrid artificial intelligence systems to hand-held devices. However, maximizing accessibility is not always the main objective in the design of web applications, specially if it is concerned with facilitating access for disabled people. This way, natural spoken conversation and multimodal conversational agents have been proposed as a solution to facilitate a more natural interaction with these kind of devices. In this paper, we describe a proposal to provide spoken access to Internet information that is valid not only to generate basic applications (e.g., web search engines), but also to develop dialog-based speech interfaces that facilitate a user-adapted access that enhances web services. We describe our proposal and detail several applications developed to provide evidences about the benefits of introducing speech to make the enormous web content accessible to all mobile phone users.
Introduction
Continuous advances in the development of information technologies and the miniaturization of devices have made it possible to access information, web services, and artificial intelligence systems from anywhere, at anytime and almost instantaneously through wireless connections [2] . Although devices such as PDAs and smartphones are widely used today to access the web, contents are usually accessible only through web browsers, which are operated by means of traditional graphical user interfaces (GUIs). The reduced size of the screen and keyboards makes the use of these devices very difficult and also avoids the use of these applications by motor-handicapped and visually impaired users. The major drawback of the existing web infrastructure is that, the present web content was originally designed for traditional desktop browsers. This way, although mobile phones are designed to provide anytime and anywhere access to users, the challenge that is presented to the present Internet world is to make the enormous web content accessible to all mobile phone users and by means of a more natural communication with the user.
Multimodal interfaces go a step beyond GUIs by adding the possibility to communicate with these devices through other interaction modes such as speech. Multimodal conversational agents [8, 7] can be defined as computer programs designed to emulate communication capabilities of a human being including several communication modalities. The use of these agents provides three main benefits. Firstly, they facilitate a more natural human-computer interaction, as it is carried out by means of a conversation in natural language. Secondly, multimodal interfaces make possible the use of these applications in environments in which the use of GUI interfaces is not effective, for example, in-car environments. Finally, these systems provides the objective of facilitating the access to the web for people with visual or motor disabilities, allowing their integration and the elimination of barriers to Internet access [1] .
Most of multimodal conversational agents to access web contents and services applications are currently developed using the VoiceXML language 1 , given that it has been defined as the World Wide Web Consortium (W3C) standard to access Internet contents by means of speech. VoiceXML audio dialogs feature synthesized speech, digitized audio, recognition of spoken and DTMF key input (Dual-tone multi-frequency signaling), recording of spoken input, telephony, and mixed initiative conversations. The standard also enables the integration of voice services with data services using the client-server paradigm. Therefore, the VoiceXML standard facilitates the access to the net in new devices and environments by providing all these functionalities in combination with well-defined semantics (thus making XML documents universally accessible).
However, this programming language only allows the definition of a dialog strategy based on scripted Finite State Machines. This way, VoiceXML systems usually emphasize on the search of web documents in specific tasks and not on the interaction with the user. With the aim of creating dynamic and adapted dialogs, as an alternative of the previously described rule-based approaches, the application of soft computing models and statistical approaches to dialog management makes it possible to consider a wider space of dialog strategies [11, 5] . The main reason is that these models can be trained from real dialogs, modeling the variability in user behaviors.
In this paper we describe a proposal to model the web as an speech-based service by means of the combination of the VoiceXML standard and statistical methodologies for dialog management. This makes possible to generate not only general-purpose applications (e.g., speech-based access to web search engines or extended use applications like the Wikipedia), but also to develop enhanced speech-based interfaces that provide personalized access to web services in which dialog is required to iteratively exchange information and achieve the objectives (e.g., ask the user about different information items in order to provide them specific information related to travel planning, hotel booking, etc).
