We present a method to increase the dynamical range of a Residue Number System (RNS) by adding virtual RNS layers on top of the original RNS, where the required modular arithmetic for a modulus on any non-bottom layer is implemented by means of an RNS Montgomery multiplication algorithm that uses the RNS on the layer below. As a result, the actual arithmetic is deferred to the bottom layer. The multiplication algorithm that we use is based on an algorithm by Bajard and Imbert, extended to work with pseudo-residues (remainders with a larger range than the modulus). The resulting Recursive Residue Number System (RRNS) can be used to implement modular addition, multiplication, and multiply-and-accumulate for very large (2000+ bits) moduli, using only modular operations for small (for example 8-bits) moduli. A hardware implementation of this method allows for massive parallelization.
Abstract-We present a method to increase the dynamical range of a Residue Number System (RNS) by adding virtual RNS layers on top of the original RNS, where the required modular arithmetic for a modulus on any non-bottom layer is implemented by means of an RNS Montgomery multiplication algorithm that uses the RNS on the layer below. As a result, the actual arithmetic is deferred to the bottom layer. The multiplication algorithm that we use is based on an algorithm by Bajard and Imbert, extended to work with pseudo-residues (remainders with a larger range than the modulus). The resulting Recursive Residue Number System (RRNS) can be used to implement modular addition, multiplication, and multiply-and-accumulate for very large (2000+ bits) moduli, using only modular operations for small (for example 8-bits) moduli. A hardware implementation of this method allows for massive parallelization.
Our method can be applied in cryptographic algorithms such as RSA to realize modular exponentiation with a large (2048bit, or even 4096-bit) modulus. Due to the use of full RNS Montgomery algorithms, the system does not involve any carries, therefore cryptographic attacks that exploit carries cannot be applied.
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I. INTRODUCTION
A Residue Number System (RNS) allows parallel (hence carry-free) addition, subtraction and multiplication on the residues representing the operands, thus promising large gains in speed compared to arithmetic on numbers in conventional representation. The high speed and low power-consumption of RNS due to the absense of carries makes it attractive for use in embedded processors, such as those found in mobile devices [1] . RNS is also useful for applications in faulttolerant computing [1] . Typical applications for RNS can be found in Digital Filtering, image and speech processing, and cryptography. The classical reference for RNS is [2] ; for additional background, see for example [1] , [3] .
Much research has been done in the implementation of modular multiplication methods such as Montgomery multiplication [4] in RNS arithmetic. An interesting method for Montgomery multiplication in an RNS is the Bajard-Imbert algorithm described in [5] . This is a full RNS method, thus inherently carry-free.
To meet the present-day or near-future security requirements, moduli of 2048 or even 4096 bits in RSA are needed. To realize RNS systems with a dynamical range (the range of values that the RNS can represent) that is large enough to implement the Bajard-Imbert RNS algorithm for 2048-bits moduli, we would need rather large moduli, since there simply are not enough small moduli available. For example, employ-ing only 8-bit moduli, the largest attainable dynamical range is lcm(2, 3, . . . , 256), a 363-bits number. The conventional solution is to employ moduli of a special type, for example of the form 2 n − c for small c, see, e.g., [6] . However, the direct (non-table-based) implementation of the modular arithmetic for such moduli would not be carry-free. It has been shown in [7] and [8] how to exploit the leakage of carries through side-channel analysis in the context of RSA and HMAC, respectively. This paper presents a method to implement multi-layer RNS systems with unlimited dynamical range while still employing only modular arithmetic for small moduli. The idea behind the method is to implement the modular arithmetic for the RNS moduli in each (non-bottom) layer using an RNS-based, Bajard-Imbert-type algorithm that employs the RNS on the layer below. As a consequence, all the modular arithmetic is deferred to the bottom RNS layer, which consists of small moduli only. In addition, all our arithmetic methods are truly carry-free. The Bajard-Imbert algorithm implements a Montgomery multiplication modulo a modulus N , and delivers the result in the form of a pseudo-residue modulo N , a number with a range larger than the minimum required N values. The algorithm that we present can be seen as a slightly improved Bajard-Imbert algorithm that can operate with such pseudo-residues. In contrast to known multi-layer (also called hierarchical) RNS systems that only do modular arithmetic on the bottom layer [9] , or that use moduli on a higher layer that are the products of some of the moduli on the lower layer [10] , [11] , our method applies non-trivial modular arithmetic in all layers.
Our multi-layer RNS method allows for massive parallelization, with one or more processors per bottom modulus, so the method may also be suitable for high-speed applications.
The contents of this paper are as follows. In the next section, we present some background concerning Residue Number Systems and Montgomery multiplication techniques, and we outline the Bajard-Imbert algorithm. In Section III, we describe in detail our adapted Bajard-Imbert-type full RNS algorithm. In Section IV we describe conditions for correctness of our algorithm, in the form of various bounds that have to be satisfied. Then in Section V, we present complexity estimates, which we use to indicate how to design an efficient system. Finally, in Section VI, we present an example of a two-layer RNS that can implement modular arithmetic for 2048-bits moduli by adding the desired RNS modulus on top, in a third layer. We end the paper by presenting some conclusions.
II. BACKGROUND AND NOTATION
A. Pseudo-residues and the Chinese Remainder Theory A Residue Number System or RNS represents an integer x with respect to a base B = (M 1 , . . . , M k ), consisting of positive mutually co-prime integers, by a sequence of integers (x 1 , . . . , x k ), where x ≡ x i mod M i for all i. More general, given integer constants H 1 , . . . , H k with gcd(H i , M i ) = 1 for all i, we will refer to a k-tuple α = (α 1 , . . . , α k ) for which
The constructive version of the Chinese Remainder Theorem (CRT) gives a method to recover the integer x modulo M from a H-representation (α 1 , . . . , α k ) as
By convention, in this paper the integer uniquely determined by a H-representation is the one contained in the interval (−M/2, M/2].
We refer to an integer r for which r ≡ x mod n and |r| ≤ n/2 as a residue of x modulo n, and we write r = |x| n to denote the residue r for which −n/2 < r ≤ n/2. If r ≡ x mod n and |r| ≤ ϕn then we refer to r as a pseudo-residue of x modulo n with expansion ϕ.
B. The Montgomery technique
Montgomery reduction is a technique to replace the (difficult) division by the modulus N as required in modular reduction by an easier division by a suitably chosen integer M , the Montgomery constant, where gcd(N, M ) = 1. (Typically, M is chosen to be a power of 2.) Then to reduce a given integer h modulo N , with 0 ≤ h < M N , we first compute the integer u with 0 ≤ u < M for which h + uN is divisible by M ; now the Montgomery reduction of h is defined as z = (h+uN )/M . Note that 0 ≤ z < 2N and z ≡ hM −1 mod N . The Montgomery multiplication of two integers x, y computes an integer z for which z ≡ xyM −1 mod N by letting h = xy and then taking z to be the Montgomery reduction of h. We can use Montgomery multiplication to compute modular multiplications as follows. A Montgomery representation of an integer X is an integer x for which x ≡ XM mod N . Then given Montgomery representations x ≡ XM mod N and y ≡ Y M mod N of two integers X, Y , we can obtain a Montgomery representation z ≡ ZM mod N of the product Z ≡ XY mod N as the Montgomery product of x and y. This works since
Note that if M > 4N , then given two integers x, y < 2N , we have h = xy < 4N 2 < M N , hence the Montgomery product z of x and y again satisfies z < 2N . As a consequence, the Montgomery technique is especially suitable for modular exponentiation. Indeed, note that an exponentiation Y = X e mod N can be computed by computing a Montgomery representation x < 2N of X, for example by a Montgomery multiplication of X and M 2 mod N , followed by a sequence of Montgomery multiplications to compute a Montgomery representation y of Y , where y < 2N . Finally, Y can be obtained by a Montgomery multiplication of y by 1. For further details, see for example [4] , [12] - [14] .
C. The Bajard-Imbert Montgomery RNS algorithm
Our method is based on an algorithm similar to the RNSbased Montgomery multiplication algorithm described in [5] , referred to here as the Bajard-Imbert RNS algorithm. This algorithm employs an RNS consisting of a left RNS B
, and a redundant modulus M 0 used for base extension as in [15] , and computes a Montgomery multiplication with Montgomery constant M , for a modulus N that satisfies the conditions 0 < (k + 2) 2 N < min(M, M ) and gcd(N, M ) = 1. Given inputs x, y represented by their residues in
The algorithm from [5] has the property that if the inputs x, y satisfy 0 ≤ x, y < (k + 2)N , then the result z of the Montgomery multiplication again satisfies 0 ≤ z < (k + 2)N .
Note that in order to apply this algorithm for large (2048bits) moduli N , we require that M/(k + 2) 2 is large, which is not possible by employing small moduli M i only. To enable efficient implementation of the required modular arithmetic, one solution would be to choose moduli of a simple form such as 2 n − c with small c or as 2 n ± 2 m ± 1 [6] . In this paper, we propose to implement the arithmetic modulo the M s by using a similar RNS-based algorithm, now employing an RNS with much smaller moduli. Since Montgomery multiplication does not deliver exact residues, the RNS algorithm that we use should now be able to handle RNS representations made up from such "pseudo-residues".
III. THE NEW ALGORITHM A. The recursive RNS method -The basic assumptions
Our method builds an RNS implementation of modular arithmetic for new (larger) moduli on top of a layer of (smaller) RNS moduli for which some form of modular arithmetic has already been realized. On the lowest (bottom) level, we assume that all moduli have size at most 2 t and that all the modular arithmetic is done by lookup tables of size 2 t × 2 t . Here, allowing entries with a slightly wider range permits to use residues modulo one modulus as entries to a table for another modulus, which our algorithm requires.
When choosing the moduli on a new level, we assume that there are positive integers B 1 , m and expansion constants ϕ 1 , φ 1 with ϕ 1 ≥ φ 1 ≥ 1/2 such that for all moduli n ≤ B 1 with gcd(n, m) = 1 the following statements hold. 1. (Montgomery product) For all integers x, y with |x|, |y| ≤ ϕ 1 n, we can compute an integer z = x ⊗ (n,m) y for which z ≡ xym −1 mod n and |z| ≤ ϕ 1 n; moreover, if |y| ≤ n/2, then even |z| ≤ φ 1 n. 2. (Modular multiply-and-accumulate) Given integer constants c (1) , . . . , c (k) with |c i) | ≤ n/2 for all i, then for all k-tuples of integers x (1) , . . . , x (k) with |x (i) | ≤ φ 1 B 1 for all i, we can compute an integer ξ = S(c (1) , . . . , c (k) ; x (1) , . . . , x (k) ) for which ξ ≡ c (1) x (1) + · · · + c (k) x (k) mod n and |ξ| ≤ ϕ 1 n. The above assumptions hold for the bottom level moduli, with B 1 = 2 t , m = 1, and ϕ 1 = φ 1 = 1/2. For the higher levels, both Montgomery multiplication and modular multiplyand-accumulate can be realized with the aid of Montgomery reduction, that is, if the following asumption holds. 3. (Montgomery reduction) For all integers h with |h| ≤ ϕ 2 1 n 2 , we can compute an integer r = R (n,m) (h) for which r ≡ hm −1 mod n and |r| ≤ ϕ 1 n; moreover, if |h| < ϕn 2 /2, then even |r| ≤ φ 1 n.
The somewhat strange-looking assumption on h above enables us to define x ⊗ (n,m) y = R (n,m) (xy), provided that we can compute the product h = xy. Montgomery reduction can be used to scale down intermediate computational results, where the extra modular factor m −1 incurred by the reduction can either be incorperated in the representation constants or be compensated for by replacing the constants c (i) by |c (i) m| n . For a more complete discussion of this issue, we refer to the full paper.
B. The recursive RNS method -choice of RNS moduli
Suppose that the assumptions in Section III-A above hold. We aim to show that we can satisfy such assumptions for some new Montgomery constant M and some B B 1 , and some new expansion constants ϕ, φ, by adding a new RNS layer on top of the existing layers. To this end, we first choose a left RNS B = (M 1 , . . . , M k ) with dynamical range M = M 1 · · · M k , a right RNS B = (M k+1 , . . . , M k+l ) with dynamical range M = M k+1 · · · M k+l , and a redundant modulus M 0 . (Later, we will see that k and l have to satisfy an upper bound.) The moduli have to be chosen such that the following is satisfied.
• M s ≤ B 1 and gcd(M s , m) = 1 for s = 1, . . . , k + l, so the modular arithmetic modulo every M s can be realized;
The arithmetic modulo the redundant modulus M 0 is exact, that is, every computed residue modulo M 0 is contained in an interval of size M 0 . For example, the modulus M 0 can be "small", so that the arithmetic modulo M 0 can be done by table lookup, or M 0 can be the product of several "small" moduli. Additional constraints on the redundant modulus will be discussed later.
Let We assume that we are given inputs x, y with |x|, |y| ≤ ϕN by means of (H, ϕ 1 )-representations (α 0 , . . . , α k+l ) and (β 0 , . . . , β k+l ), respectively. In order to achieve Step 1 above, we run Algorithm 1 below. This has the following result. s for s = 1, . . . , k + l. Next, assume that h has (K, ϕ 1 )-representation (χ 0 , χ 1 , . . . , χ k+l ). We desire to compute a (H, ϕ 1 )representation (ξ 0 , . . . ξ k+l ) for z = R (N,M ) (h) as above, with |z| ≤ ϕN again. To achieve that, we proceed as follows. First, we choose S 1 , . . . , S k with S i = ±1 for all i (the reason for this will be discussed later; for now, we may assume that S i = 1 for all i). Next, pre-compute the constants
F 0,j = |M −1 j | M0 (j = k + 1, . . . , k + l);
• for i = 1, . . . , k,
. . , k + l), and then, run Algorithm 2 below, using the modular add-andaccumulate operator S discussed in Section III-A.
≡ χ j D j,0 + µ 1 D j,1 + · · · + µ k D j,k mod M j 8: end for 9: for j = k + 1 to k + l do 10: η j = ξ j ⊗ (Mj ,m) E j 11: end for 12: η 0 = |ξ 0 F 0,0 + µ k+1 F 0,k+1 + · · · + µ k+l F 0,k+l | M0 13: for i = 1 to k do 14:
It is not difficult to verify that by this choice of constants, the output (ξ 0 , . . . , ξ k+l ) of Algorithm 2 has the following properties.
Theorem III.2 Define u = k i=1 µ i S i (M/M i ) and z = (h+ uN )/M . Then u ≡ −N −1 h mod M and hence z is integer. We have ξ 0 = |z| M0 and z ≡ ξ j H j mod M j for j = k + 1, . . . , k + l, and hence z = k+l j=k+1 η j (M /M j ) − qM for some integer q. We have q ≡ η 0 mod M 0 , and, setting z = k+l j=k+1 η j (M /M j ) − η 0 M = z + (q − η 0 )M , we have that z ≡ ξ i H i mod M i for i = 1, . . . , k.
Note that to be able to execute Algorithm 2, the modulus M 0 has to have some additional properties. 1) In steps 4 and 12, we need to be able to extract the residue modulo M 0 from the numbers µ 1 , . . . , µ k ; so either these numbers are small, or this residue must be obtainable from one or more of the residues in an RNS representation for these numbers. 2) In step 15, we have to be able to multiply a constant modulo M i with a computed residue η 0 modulo M 0 . These requirements are easily satisfied when adding the first (bottom) or second RNS layer, but become increasingly difficult to satisfy for higher levels. For additional details, we refer to the full paper.
IV. BOUNDS
For the algorithms to work as desired, several bounds have to hold. Indeed, we have the following.
Theorem IV.1 Put ϕ = kφ 1 / with 0 < < 1, and let φ = (1− )/2+kφ 1 . If N ≤ M (1− )/(kφ 1 ), M ≥ M (1− ), and M 0 ≥ 1 + 2 1 + lφ 1 , then if h = xy with |x|, |y| < ϕN , the algorithms produce a (H, ϕ 1 )-representation (ξ 0 , . . . , ξ k+l ) for R (N,M ) (h) = z with |z| ≤ ϕN ; moreover, if |h| ≤ ϕN 2 /2, then even |z| ≤ φN .
Proof. Suppose that |x|, |y| ≤ ϕN . Then |h| ≤ ϕ 2 N 2 . We have z = (h+uN )/M with u = k i=1 µ i S i (M/M i ). Since µ i is obtained from a Montgomery multiplication by a constant, |µ i | ≤ φ 1 M i by assumption; since S i = ±1, we find that |u| ≤ kφ 1 M . Hence |z| ≤ (ϕ 2 N 2 +kφ 1 M N )/M . So we have that |z| ≤ ϕN provided that ϕ 2 N/M + kφ 1 ≤ ϕ. From this inequality, we see that ϕ ≥ kφ 1 . So we can write ϕ = kφ 1 / with 0 < < 1, and the condition becomes
If (1) 
It is easily checked that if |h| ≤ ϕN 2 /2, then even |z| ≤ φN . Finally, in the notation of Theorem III.2, we have that q = −z/M + k+l j=k+1 η j /M j . Since |z| ≤ ϕN < M and |η j | ≤ φ 1 M j for all j, we have that |q| < 1 + lφ 1 ; so if M 0 ≥ 1 + 2 1 + lφ 1 , then q = η 0 .
As a consequence, we can again satisfy assumptions as in Section III-A, now with B = M (1 − )/(kφ 1 ), Montgomery constant M , and expansion constants ϕ = (kφ 1 )/ and, as it
Remark IV.2 (Postponed reduction) Under certain conditions, steps 6 and 14 in Algorithm 2 can be done by Montgomery reduction. For example, step 6 may be replaced by for j = k + 1 to k + l do t j = χ j D j,0 + µ 1 D j,1 + · · · + µ k D j,k mod M j ; ξ j = R (Mj ,m) (t j ), where D j,i = |mD j,i | Mj for all j. This will work provided that t j can be computed and satisfies |t j | ≤ ϕ 2 1 M 2 j . This is similar to the method called accumulate-then-reduce [16] , also called lazy reduction (see, e.g., [17] ), for computing a sumof-products where modular reduction is done only once at the end, instead of after each multiplicaton and addition. For more details, we refer to the full paper.
Remark IV.3 The algorithm in Section III-C can be slightly improved. Indeed, a careful choice of the representing constants H s and of the signs S i may allow to skip steps 2 and 10 in Algorithm 2. For more details, we refer to the full paper.
V. COMPLEXITY ESTIMATES AND OPTIMIZATION
Suppose we use a two-layer RRNS to implement modular operations for moduli N up to b bits. Suppose that on the bottom level we employ small moduli, of size at most 2 t , with both the left RNS and the right RNS consisting of k 1 moduli, and that on the top level we employ a left and a right RNS both consisting of k moduli. It can be shown that a Montgomery reduction and a Montgomery multiplication for a modulus on the top level takes about 4k 2 1 and 4k 2 1 + 2k 1 table look-ups, respectively, and the same operations for the modulus N take about 16kk 2 1 + 8k 2 k 1 and 24kk 2 1 + 8k 2 k 1 9 . Note that the bottom layer moduli have expansion coefficients ϕ 0 and φ 0 for which ϕ 0 = φ 0 = 1/2. Let m and m denote the dynamical range of the left RNS B and the right RNS B , respectively. Note that we have m 0 = 17 > 1 + 2 1 + l 1 φ 0 = 11 as required. Let 1 = 1/2 (optimal), and put B 1 = 1 (1 − 1 )m/(k 1 ) = 57669314532864493430. Then the given RNS {m 0 } ∪ B 1 ∪ B 1 can realize the required assumptions on a next level, with bound B 1 , Montgomery constant m, and expansion constants ϕ 1 = k 1 φ 0 / 1 = 9 and φ 1 = ϕ 1 1 + (1 − 1 )/2 = 4.75.
Now the choice of the large moduli M s on the top layer is more or less automatic. It turns out that in order to have B = M (1 − )/(k 1 φ 1 ) > 2 2048 , we need at least k = 32 lower primes smaller than B 1 ; so we let = 1/2 and for the left RNS B we simply take the k largest primes below B 1 ; then in order to realize M ≥ (1 − )M we can take l = k and take the next l largest primes below B 1 for the right RNS B . For the redundant modulus, we can take M 0 = m 0 m j for some j > k 1 (in our program, we took M 0 = 17 × 253). It turns out that the parameters allow postponed reduction (see Remark IV.2), which greatly increases the efficiency of the program.
VII. CONCLUSION
We have presented an Bajard-Imbert-type full RNS algorithm capable of operating on inputs represented by pseudoresidues. Using this algorithm, we have developed a multilayer Residue Number System (RNS) that is capable of implementing modular arithmetic for very large moduli using only modular arithmetic for a fixed set of small moduli. Our method allows for a massively parallel implementation and is completely carry-free, thus thwarting potential attacks exploiting such carries. Our system may be considered as a method to provide a given, fixed RNS with a very large dynamical range.
To illustrate the method, we have described a 2-layer RNS system that can be used to implement an RSA exponentiation for 2000+ bits moduli that involves only modular arithmetic with 8-bits moduli. This system employs a bottom layer RNS consisting of 19 small, 8-bit moduli (the second, "virtual" layer consists of 64 moduli of 66 bits each). As a result, all the arithmetic can be done by 8-bit by 8-bit table look-up; here one modular multiplication would take about 160,000 table look-ups. Our (non-parallelized) C++ program implementing this two-layer RNS exponentiation algorithm with table lookup arithmetic takes approximately .3 second to do a 500-bit modular exponentiation for a 2048-bit modulus on an HP Elitebook Folio 9470m laptop. So the security wish to remove all carries in the arithmetic can be satisfied with an implementation operating at an acceptable speed.
