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Thermal worldline holography
Dennis D. Dietrich
Institut für Theoretische Physik, Goethe-Universität, Frankfurt am Main, Germany and
Arnold Sommerfeld Center, Ludwig-Maximilians-Universität, München, Germany
For a quantum field theory over four-dimensional Minkowski space at zero temperature worldline
holography states, that it can be expressed as a field theory of its sources over five-dimensional AdS
space to all orders in its elementary fields, the fifth dimension being Schwinger’s proper time of the
worldline formalism. For the finite temperatures studied here worldline holography yields either a
thermal AdS space or an AdS black hole as five-dimensional manifolds. Comparing the values of the
five-dimensional action for the two alternatives does not predict a phase transition as a function of
the temperature. This absence is crucially linked to the used coordinates, and worldline holography
predicts the Fefferman-Graham form. For these coordinates the only way to tilt the scales in favour
of one or the other spacetime is to switch between fermionic or bosonic elementary matter.
PACS numbers: 11.25.Tq 12.40.Yx
I. INTRODUCTION
Strong interactions offer a rich phenomenology, but of-
tentimes are not accessible with known analytic meth-
ods. Holographic techniques promise further analytic
understanding. They have been used widely in quan-
tum chromodynamics (QCD) [1–3], in physics beyond
the standard model [4, 5], condensed matter systems [6],
and in the context of the Schwinger effect [7–9]. The
basis for holography is the conjectured AdS/CFT corre-
spondence [10, 11] and extensions thereof. None of the
presently known instances, however, features a particle
content that is realised in nature. For this reason, ex-
trapolations of exactly known correspondences are stud-
ied; bottom-up AdS/QCD approaches, for example, re-
produce the hadron spectrum of QCD remarkably well
[2, 12]. Regrettably, they are not derived from first prin-
ciples. Therefore, it is crucial to comprehend for which
reasons and under which circumstances they amount to
a reasonable approximation and which of their charac-
teristics are robust. In particular the role of the extra
dimension must be elucidated [13].
Against this backdrop, worldline holography [9, 14–
17] demonstrates that a quantum field theory over four-
dimensional Minkowski space can be expressed as a field
theory for its sources over five-dimensional anti-de Sitter
(AdS) space to all orders in the elementary fields; matter
and gauge. Schwinger’s proper time of the world line for-
malism [29] naturally takes the role the extra-dimension
[50]. (The analogous statement also holds for the non-
relativistic case [18].)
Holography at finite temperature is an intensely stud-
ied field, for example, in the context of heavy-ion colli-
sions [19]. The present paper is concerned with the gen-
eralisation of worldline holography to finite temperature:
In thermal quantum field theory the (Euclideanised)
time direction is compactified with the inverse temper-
ature β as period [20]. This change in topology of
the four-dimensional space impacts the geometry of the
resulting five-dimensional space. In worldline hologra-
phy (and similarly in holographic approaches in gen-
eral) the four-dimensional spacetime is the surface of
a five-dimensional space at small values of Schwinger’s
proper time (generally, at one end of the holographic
fifth dimension). In this sense at zero temperature, four-
dimensional Minkowski space belongs to five-dimensional
AdS space. After compactifying the temporal direc-
tion, the fifth-dimensional extrapolation can obviously be
the corresponding five-dimensional thermal AdS space;
it, however, can also be a five-dimensional AdS black
hole [22, 23]. A transition between the two solutions as
the temperature is varied is interpreted as confinement-
deconfinement transition [23, 24]; the thermal AdS space
corresponding to the confined phase and the black hole
solution to the deconfined one. Aforesaid periodic-
ity can be transferred directly to the worldline formalism
[21], and below we shall see that at finite temperature the
admissible five-dimensional spaces in worldline hologra-
phy are again the thermal AdS space and the AdS black
hole.
In Section IIA we display aspects of worldline holog-
raphy at zero temperature required as reference for the
changes brought about by admitting a finite tempera-
ture, and which are discussed in II B. The final section
concludes the paper.
II. WORLDLINE HOLOGRAPHY
A. Zero temperature
1. Volume elements
Here, we recapitulate the principles of worldline holog-
raphy [9, 14–17] exclusively for a vector source V so as
not to obscure the underlying structure. (It is straightfor-
ward to include general sources.) For the same reason, we
show all expressions for scalar elementary matter, which
saves us from displaying another functional Grassmann
integral or global trace. (We are going to comment on
the fermionic result below.) Moreover, we also keep im-
2plicit global finite dimensional traces and the path order-
ing required by the generally non-Abelian nature of the
gauge (colour) and flavour groups. The correlators of the
sources V are encoded in the generating functional
Zε = 〈ew〉 =
∫
[dG]ew−
i
2e2
∫
d4x trG2µν . (1)
The functional integral runs over the gauge field Gµ.
Gµν = ∂µGν − ∂νGµ − i[Gµ, Gν ]−. Here,
w = −1
2
lnDet(D2) = −1
2
Tr ln(D2), (2)
where D = ∂ − iV,
V = G+ V = GjT jcolour1flavour + V
jT jflavour1colour, (3)
and the T jcolour (T
j
flavour) are the generators of Gcolour
(Gflavour). The worldline formalism [29] translates w into
[9, 14–17]
w =
∫
d4x0
∫ ∞
ε>0
dT
2T 3
L ≡ (4)
≡
∫
d5x
√
|g| L, (5)
with the Lagrangian density
L = 2N
(4π)2
∫
P
[dy] e−
∫
T
0
dτ [ y˙
2
4 +iy˙·V(x0+y)]. (6)
√|g| is the volume element for an AdS5 metric with the
parametrisation
ds2
g
= −dT
2
4T 2
+
dx0 · dx0
T
. (7)
‘·’ indicates a contraction with the flat four-dimensional
metric ηµν . T stands for Schwinger’s proper time, which
was first introduced to exponentiate the logarithm in (2),
which gives rise to one inverse power of T . The proper-
time regularisation T ≥ ε > 0 coincides with the UV-
brane regularisation in holography. The functional trace
Tr (after Wick rotation) is expressed as a path integral
(6) over all closed paths, yµ(0) = yµ(T ). The d4x0 in-
tegral translates the paths to every event in spacetime,
xµ ≡ yµ + xµ0 . [x0 6= x0(τ) is split off from the path
integral, because it is the zero mode of the operator ∂2τ
(y˙ ≡ ∂τy) in the kinetic term of the worldline action. x0
can, for example, be chosen as the starting point of the
paths, then yµ(0) = 0 = yµ(T ); or the ‘centre-of-mass’,
then
∫ T
0
dτ y = 0.] x0 and T together span the AdS5
space. In the course of the derivation of the path inte-
gral in (6) there arises a mismatch in the number of inter-
grations over four-dimensional momentum and position
space, respectively. This leads to two additional inverse
powers of T . The total of three inverse powers make up
the AdS5 volume element. That the AdS5 metric mate-
rialises at this points is an echo of the conformal symme-
try SO(4,2) of 3+1 dimensional Minkowski space, which
is also the symmetry group of AdS5. The V dependent
piece in (6) amounts to a Wilson loop e−i
∮
dy·V, which
is manifestly invariant under the local transformations
V
µ → Ω[Vµ + iΩ†(∂µΩ)]Ω†, where Ω ∈ Gcolour×Gflavour.
Thus, hidden local symmetry [25] emerges.[51]
ew in (1) features powers of w, and wn contains n in-
tegrations over d5xj ,
wn =
n∏
j=1
∫
d4xj
∫ ∞
ε>0
dTj
2T 3j
Lj . (8)
Let us first substitute absolute, x0, and dimensionless
relative coordinates ∆ˆ, such that the Jacobian equals
T 2(n−1)/2 for the sake of concreteness,
∫
d4nx =
∫
d4x0d
4(n−1)∆ =
T 2(n−1)
2
∫
d4x0d
4(n−1)∆ˆ.
(9)
Subsequently, we transform to an overall proper time
T and fractions tj thereof, using
1 =
∫
dT δ
(
T −
n∑
j=1
Tj
) n∏
j=1
[ ∫
dtj δ
(
tj − Tj
T
)]
. (10)
The δ-s in the product can be used to carry out the dTj
integrations, which leaves behind a factor of T n. With
the dTj integrations gone, the first δ can be rewritten
according to δ(T −∑nj=1 Tj) = δ(1−∑nj=1 tj)/T . Gath-
ering all the powers of T : from d5nx, T−3n; from the
aforementioned Jacobian, T 2(n−1); and from evaluating
(10) in (8), T n−1; gives a total of T−3. This factor makes
up the volume element
√|g| in
wn =
∫
d5x
√
|g|
∫
d4(n−1)∆ˆ×
×
n∏
j=1
∫ 1− ǫ
T
ǫ
T
dtj
2t3j
Lj × δ
(
1−
n∑
k=1
tk
)
. (11)
Consequently, also wn possesses the form of an action
over AdS5.
2. Contractions with the metric
In the next step we have to verify that all indices on
fields and gradients are contracted with AdS5 metrics.
According to (7), the difference between the AdS and the
flat metrics are special powers of T . In order to isolate
them, we convert to integration variables without mass
dimension, yˆj = yj/
√
Tj and yˆj = yj/
√
Tj. Then Lj
takes the form
Lj = 2Nˆ
(4π)2
∫
P
[dyˆj ]× (12)
e−
∫
1
0
dτˆj[
(∂τˆj
yˆj)
2
4 +i
√
tjT (∂τˆj yˆj)·e
η
√
T(
√
tj yˆj+x̂j−x0)·∂x0
V(x0)].
3(x̂j − x0 depends only on ∆ˆ not x0.) This shows that
every gradient ∂x0 and every field V is accompanied by
exactly one power of
√
T .
This fact is not changed by carrying out the inte-
gral over the gauge field G: The gauge-field average of∏n
j=1 Lj reads
〈 n∏
j=1
Lj
〉
=
(
2Nˆ
(4π)2
)n n∏
j=1
∫
P
[dyˆj ]
e−
∫
1
0
dτˆj [
(∂τˆj
yˆj)
2
4 +i
√
tjT (∂τˆj yˆj)·e
η
√
T(
√
tj yˆj+x̂j−x0)·∂x0 V (x0)]
〈 n∏
l=1
ei
∮
dyl·G(xl+yl)
〉
. (13)
After the [dG] integration has been carried out the aver-
age on the last line of (13) does not depend on the gauge
field anymore, is homogeneous of degree 0 in the dimen-
sionfull variables {xj + yj|j = 1 . . . n}, and does not de-
pend on x0, because of translational invariance. Thanks
to the aforementioned homogeneity it does not change its
value if we replace xj + yj → xˆj + yˆj ∀j while preserving
x0, on which it does not depend anyhow. Moreover, said
average also does not depend on T , as neither the Wilson
lines nor the integration weight were depending on T .
Thus, after executing the [dyˆ] and d∆ˆ integrations as
well, the expression only depends on TηµνWµWν , for all
combinations ofW ∈ {∂x0 , V }. These can be reexpressed
as gµνWµWν . Therefore, all contractions of indices are
carried out with (inverse) AdS metrics and no other fac-
tors of T occur beyond that.
3. 5d dependence
[9, 15, 16] had identified the fifth-components of gradi-
ents and fields as being due to an induced Wilson (gradi-
ent) flow [30] fixed by a variational principle. [14] showed
that the exact same result is found by demanding the in-
dependence of the effective action Zε from the ultraviolet
proper-time regulator ε, which comes down to a Wilson-
Polchinsky renormalisation condition.
In order to see this consider (1) after integrating out
all proper-time fractions tj and τˆj as well as dimension-
less relative coordinates ∆ˆ, expanded in powers of the
covariant derivative D = ∂ − iV ,
Zε =
∫∫ ∞
ε
d5x
√
|g|
∑
n
#n(g
◦◦)n(D◦)2n. (14)
This representation is manifestly locally invariant un-
der the transformation V µ → Ω[V µ + iΩ†(∂µΩ)]Ω†,
Ω ∈ Gflavour [31, 32] as is the interaction part in (6)
e−i
∮
dy·V , a Wilson loop. (This brings about hidden
local symmetry [25].) The proper-time regularisation
leaves this symmetry intact. Here, the #n∂ ,nV are di-
mensionless numerical coefficients. ‘◦’ indicates that the
five-dimensional (inverse) metric g is only used for con-
tractions in four dimensions. The addends in (14) sym-
bolise all occurring combinations of contractions, which
may be antisymmetrised. Particularly, (14) is no dif-
ferential operator, i.e., no partial derivatives act to the
right. The leading term (n = 2), for example, is
∝ gµκgνλ[Dµ, Dν ]−[Dκ, Dλ]−.
The value of the proper-time regulator ε > 0 in (14)
has (a priori) no physical meaning. Therefore, Zε must
not depend on the value of ε, or Zεold
!
= Zεnew for εold 6=
εnew. In order to see what has to be done to achieve this
independence let us try to undo the change εold → εnew
in
Zεnew =
∫
d4x0
∫ ∞
εnew
dT
2T 3
∑
n
#n(Tη
◦◦)n(D◦)2n. (15)
This is to be accomplished for all configurations of V .
Therefore, the independence must be enforced order by
order, i.e., ∀ n separately. Thus, we have to change
the integration bound without changing the integrand.
Rescaling the integration variables globally,
T → cTT & x0 → cxx0 (16)
and consequently
∂x0 → c−1x ∂x0 (17)
necessitates a simultaneous rescaling of V ,
V → c−1x V, (18)
because it appears only inside the covariant derviative in
combination with the partial derivative. Hence,
Zεnew = (19)
=
∫
d4x0
∫ ∞
cT εnew
dT
2T 3
∑
n
#nc
4−2n
x c
n−2
T (Tη
◦◦)n(D◦)2n.
We restore the original integration bound with the choice
cT = εold/εnew. The invariance of the integrand is
achieved for cx = c
1/2
T . This comes at the cost of en-
dowing the source V with a dependence on the regulator,
which is a fifth-dimensional quantity,
εoldV (x0; εold) = εnewV (x0; εnew). (20)
Then again, Zε already has the form of an action over
AdS5 [9, 15, 16, 16, 17], and the isometries of AdS5 coin-
cide with the conformal group of Mink4, including scale-
invariance. Therefore, the independence from the value
of ε is also achieved by incorporating the fifth components
of gradients and sources into (14). There were, however,
no fifth-dimensional polarisations in the four-dimensional
theory. We are allowed to remove them by the gauge
condition VT = 0, if a corresponding gauge symmetry
4exists. Since (14) is invariant under four-dimensional lo-
cal flavour transformations,
Z =
∫∫ ∞
ε
d5x
√
|g|
∑
n
#n(g
••)n(D•[g])2n. (21)
is invariant under five-dimensional ones. Here ‘•’ in-
dicates the full five-dimensional contraction, and D[g]
stands for the flavour and AdS covariant derivative. (21)
is also conformally invariant if V(x0, T ) transforms like
a five-dimensional vector. (V does not depend explicitly
on ε.)
Even when imposing the VT = 0 gauge already at this
point, the needed scale invariance is still manifest, be-
cause scale transformations do not mix tensor compo-
nents, while the special conformal transformations do.
The full conformal invariance, however, would still guar-
anteed modulo a subsequent local flavour transformation.
Z as such is only a functional of arbitrary source con-
figurations. Its genuine significance as an action defining
its field theory is by virtue of the configuration(s) V˘ it
marks as saddle points. The boundary condition
V˘µ(x0, T = ε) = Vµ(x0) (22)
transfers the four-dimensional polarisations to the five-
dimensional field V and bestows it with the same nor-
malisation like V , which is the source for once the vector
current. [Consistently, the worldline expressions follow
a Wilson (gradient) flow equation with this boundary
condition[9, 15, 16].]
In sum, the cutoff independent effective action is Z
evaluated on the saddle point with (22) and V˘T = 0,
Z˘ =
∫∫ ∞
ε
d5x
√
|g|
∑
n
#n(g
••)n(D˘•[g])2n. (23)
With small T corresponding to small distances, (22)
positions the bare source configuration at the ultraviolet
end of the fifth dimension. In conjunction with the re-
quirement that the effective action do not depend on the
value of the unphysical UV regulator ε,
ε∂ε lnZε
!
= 0, (24)
makes this a Wilson-Polchinsky renormalisation condi-
tion [39].
Lastly, this is also the computation carried out in the
holographic models [1–3, 11]. There the four-dimensional
effective action is equated with the five-dimensional ac-
tion evaluated on its saddle point. Worldline holography
identifies Schwinger’s proper time as the fifth dimension
[9, 15–17] and the fifth-dimensional profile of the sources
as solution to a renormalisation group equation (24).
4. Spin-2
In this paper, we will be mostly concerned with spin-2
backgrounds. For them one can devise a generally covari-
ant expansion analogous to the vector case. For a given
four-dimensional metric g one has
Zε =
∫ ∞
ε
dT
2T 3
∫
d4x0
√
|g|
∑
n
#n(Tg
◦◦)n(∇◦[g])2n =
=
∫∫ ∞
ε
d5x
√
|g¯|
∑
n
♯n(g¯
◦◦)n(∇◦[g])2n, (25)
where ∇[g] represents the Levi-Civita connection for g.
[The same remarks for reading this expression apply as
before, i.e., once more, (25) is not a differential opera-
tor; there are no partial derivatives acting to the right;
the expansion is to symbolise all occurring combinations;
the commutator of two covariant derivatives, for exam-
ple, gives the Riemann tensor.] On the second line, g¯
stands for the five-dimensional Fefferman-Graham [40]
embedding of g,
ds2
g¯
= ♮
(dT 2
4T 2
+
gµνdx
µdxν
T
)
, (26)
and ♯n = #n♮
n−5/2. Hence, also for spin-2, the four-
dimensional effective action takes the form of a five-
dimensional field theory modulo fifth components. Since
g is not required to be flat, g¯ need not be an AdS space.
The deviations h in an expansion of g around flat space,
gµν = ηµν + hµν , do form a field theory over AdS5. The
hµν are the sources to the four-dimensional stress-energy
tensor.
In order to ensure the independence from ε we can
evaluate the five-dimensional completion of (25),
Z =
∫∫ ∞
ε
d5x
√
|g¯|
∑
n
♯n(g¯
••)n(∇•[g¯])2n (27)
on the saddle point with the boundary condition
˘¯gµν(x0, T = ε) =
♮
ε
gµν(x0) (28)
and the gauge condition
h˘TN
!
= 0 ∀N (29)
which eliminates deviations with fifth-dimensional polar-
isations [14].
The #n are the known DeWitt-Gilkey-Seeley coeffi-
cients [41]. For the problem at hand, the first two
correspond to a negative cosmological constant and an
Einstein-Hilbert term,
Zϕ = 1
6(4π)2
∫∫ ∞
ε
d5x
√
|g¯|(R[g¯] + 6), (30)
at one-loop. Therefore, the saddle-point equations are
the Einstein equations and possess an AdS5 solution with
the squared AdS curvature radius
♮ =
(5− 1)(5− 2)
6
= 2. (31)
5such that for (28) and (29)
ds2
˘¯g
= 2
(dT 2
4T 2
+
dx0 · dx0
T
)
(32)
and
R[˘¯g] = −5(5− 1)
♮
= − 5(5− 1)
(5− 1)(5− 2)6 = −10 (33)
such that
Z˘ϕ = − 16
√
2
6(4π)2
∫∫ ∞
ε
d5x
√
|g|. (34)
In what follows, we shall study the formalism up to this
order. (A space of constant curvature remains a saddle-
point solution also at higher n, but, generally, with a dif-
ferent curvature radius.) For any value of the curvature
radius the isometries of an AdS5 space are the conformal
group over Mink4 (just like Mink4 features Poincaré in-
variance whatever the speed of light) making the value
of the AdS radius of secondary importance. As concrete
example,
Z =
∫∫ ∞
ε
d5x
√
|˘¯g|
∑
n
#n(˘¯g
••)n(D•[˘¯g])2n. (35)
where ♯n∂ ,nV = #n∂ ,nV ♮
(n∂+nV −5)/2, is an identical reex-
pression for (21), which is independent of ♮, because g is.
Consistently, the covariant derivatives do not depend on
the curvature radius and, accordingly, neither does the
(1,3) Riemann tensor.
For fermionic elementary matter instead, the coeffi-
cients are [42]
Zψ = − 1
3(4π)2
∫∫ ∞
ε
d5x
√
|g¯|(R[g¯] + 12), (36)
at one loop. Consequently, ♮ = 1, ˘¯g = g, R[˘¯g] =
−20, and
Z˘ψ = + 20
3(4π)2
∫∫ ∞
ε
d5x
√
|g|. (37)
B. Finite temperature
In thermal field theory the (Euclideanised) time direc-
tion t is compactified with period of inverse temperature
β [20]. [As here T already stands for Schwinger’s proper
time, we will only use β for denoting the (inverse) tem-
perature.] The periodicity of the temporal direction can
be implemented straightforwardly in the worldline for-
malism [21]. Thus, the expressions for Z in (1) and w in
(4) remain unchanged up to the topological constraint
t ≡ t+ nβ ∀n ∈ Z. (38)
As a consequence, the AdS5 metric (7) still appears in (5),
only that the time direction of the five-dimensional space
is compactified accordingly. This is known as thermal
AdS space. Powers of w can also be shown to correspond
to actions over AdS5 by the same changes of variables as
before. One merely has to be careful in determining the
integration bounds for the temporal components of the
relative coordinates, because of (38). Thus, at finite tem-
perature all volume elements in Z are those of (thermal)
AdS5 (7).
Accordingly, (12) can also be obtained in the thermal
case; the compactification of the spatial dimension does
not change the fact that every gradient and every field
is accompanied by its own factor of
√
T . The gauge-field
averaged Wilson loop, obtained by carrying out the [dG]
integration, is homogeneous of degree 0 under the simul-
taneous rescaling of {xj + yj |j = 1 . . . n} and β. As a
consequence, the replacement xj + yj → xˆj + yˆj ∀j to-
gether with β → βˆ = β/√T leaves the value of aforesaid
average unchanged. Hence, after integrating out [dyˆ] also
at finite temperature all factors of T are accounted for
by contractions with (inverse) AdS5 metrics, while the
gauge field average is, in general, depending on βˆ (the
period of the tˆ direction).
Finally, also at finite temperature there persists the
induced fifth-dimensional profile of the sources. The cor-
responding equations of motion of V are modified by the
presence of the scale β. In the remainder of this paper,
however, we will concentrate on peculiarities of the ther-
mal five-dimensional geometry.
1. The emergent five-dimensional spaces
There are two different fifth-dimensional extrapola-
tions of four dimensional flat space with one compact-
ified dimension [22, 23], the thermal AdS space already
encountered above and the AdS black hole
ds2 = −dT
2
4T 2
+
dt2(1− T 2
T 2
h
)2/(1 + T
2
T 2
h
) + d~x2(1 + T
2
T 2
h
)
T
.
(39)
For the AdS black hole (39) the periodicity in the tem-
poral direction and hence the temperature arises from a
regularity condition for the metric at the black-hole hori-
zon [36], Th = 2(
β
pi )
2. The difference between the thermal
AdS and the AdS black-hole metrics vanishes at proper
time T = 0, as does its first derivative with respect to
T . This is the underlying reason why an extrapolation
from four to five dimensions requires additional pieces of
information to decide between the two metrics. In fact,
[37] treats the more general case of extrapolating a gen-
eral conformally flat metric in d dimensions to a metric in
the Fefferman-Graham form [40] in d+1 dimensions (26).
For the present case, [37] concludes, that the difference
between thermal AdS and AdS black holes is contained
in parts of the extrapolated g, which are not fixed by
choosing the boundary condition (28). The difference is
found to always start at O(T d/2 = T 2), which is also the
case for (39) relative to (7). [Furthermore, the T 2 term is
6also always traceless when traced with g(x, T → 0) [37],
which checks out for (39) as well.]
Having two saddle-point solutions it remains to find
the one which gives the minimal action by putting the
solution back into the action. Also the black-hole met-
ric has constant scalar Ricci curvature −20, hence the
comparison of the values of the actions amounts to the
comparison of the spacetime volumes,
Vol5 =
∫∫ ∞
ε
d5x
√
|g| (40)
versus
Vol5 =
∫∫ Th
ε
d5x
√
|g|
(
1− T
4
T 4h
)
. (41)
We find
Vol5 − VolBH5
Vol3 β
∝ 1
2T 2h
, (42)
where we have taken the limit ε → 0. (See Appendix A
for a comment on some subtleties concerning the match-
ing of the two spaces.) Therefore, for this setup with
fermionic elementary matter the AdS black hole would
be preferred at every finite temperature. The most no-
table difference for bosonic elementary matter is an over-
all sign on the effective actions. As a consequence, there
the thermal AdS space would be preferred for all values
of the temperature.
The above does not change if we bring back the warp
factor e−m
2T , generated by the mass of the elementary
matter. (For a discussion of the origin of this term in
worldline holography see Appendix B.) There
Vol5 −VolBH5
Vol3 β
∝ 1
4T 2h
[(
1− 2
m2Th
− 2
m4T 2h
)
+ (43)
+
2
m4T 2h
−m4T 2hEi(−m2Th)
]
> 0,
where Ei stands for the exponential integral. (For more
details about the effect of warping see Appendix C.)
Thus, for fermionic elementary matter the AdS black
hole, which is usually associated with the unconfined
phase in holography [23, 24], is preferred. This inter-
pretation is consistent, as for the comparison of the two
spacetimes all particle interactions had been switched off.
Consistently, the warping due to the mass of the ele-
mentary particles also did not change this picture. To
the contrary, for bosonic elementary matter the thermal
AdS solution is preferred. This solution is commonly as-
sociated with the confined phase, but in the absence of
interactions, this interpretation does not appear sensible.
III. SHORT SUMMARY
Worldline holography [9, 14–17] makes a link between
the Schwinger proper time of the worldline formalism and
the fifth dimension in AdS holography, by showing that
a quantum field theory over four-dimensional Minkowski
naturally becomes a field theory of its sources over five-
dimensional AdS space to all orders in the elementary
fields; matter and gauge. The present paper investigated
the effect of finite temperature. Starting with the world-
line formalism at finite temperature [21] and repeating
the derivation of the worldline holographic background
geometry, one arrives at a field theory over thermal AdS
space. In worldline holography, however, there also occur
deviations from aforesaid background geometry. These
deviations are sources for the stress-energy tensor. To-
gether with the background they form a spacetime ge-
ometry, which is determined by equations of motion. For
the given boundary conditions (and especially topology)
there arise two solutions. In one the deviations vanish,
i.e., we keep the thermal AdS space. The other solu-
tion is an AdS black hole. Comparing the otherwise un-
sourced actions of these two geometries yields a lower
value for the thermal AdS space (AdS black hole) for
bosonic (fermionic) elementary matter of freedom for all
values of the temperature. Particularly this means that
there is no phase transition as a function of the tem-
perature. This result crucially depends on which coordi-
nates are chosen for the AdS black hole, but the worldline
formalism predicts those in the Fefferman-Graham form,
for which, as a consequence, we carried out the analy-
sis. (Without a formalism to choose the coordinates, one
could carry out the computation in any coordinate patch,
but this leads to ambiguities.) Moreover, these results
already arise at the one-loop level, i.e., without interac-
tions, i.e., without any basis for confinement. This is in
contrast to the fact that there are situations, where the
thermal AdS space is preferred, and it is traditionally
interpreted as describing the confined phase.
Acknowledgments
D.D.D. would like to thank Stan Brodsky, Guy de
Téramond, Luigi Del Debbio, Hans-Günter Dosch, Ger-
ald Dunne, Gia Dvali, Joshua Erlich, Daniel Flassig,
Christiano Germani, César Gómez, Alexander Gußmann,
Stefan Hofmann, Paul Hoyer, Adrian Königstein, Se-
bastian Konopka, Michael Kopp, Matti Järvinen, Flo-
rian Niedermann, Yaron Oz, Joachim Reinhardt, Tehseen
Rug, Ivo Sachs, Debajyoti Sarkar, Andreas Schäfer,
Robert Schneider, Karolina Socha, Philippe Spindel, Ste-
fan Theisen, Christian Weiss, Nico Wintergerst, and Ro-
man Zwicky for discussions. The work of the author was
supported by the Humboldt foundation and the Euro-
pean Research Council.
Appendix A: Matching of the spaces
The dT integrals diverge at their lower boundary.
Therefore, we had regularised them from the very be-
7ginning. While the periodicities in the temporal direc-
tion at T = 0 coincide for the same inverse tempera-
ture in both spaces, they do not at T = ε > 0. In
accordance with the different prefactors of the dt2 terms
in the two line elements, we must choose a periodicity
β× (1− ǫ2/T 2h)/(1+ ǫ2/T 2h)1/2 for the thermal AdS space
if the periodicity in the black hole space is β. Further-
more, due to the different prefactors of the d~x2 addends,
also the three volumes (which are formally infinite, be-
cause of translational invariance, and must thus be reg-
ularised as well) differ at T = ε > 0. Choosing Vol3 for
the AdS black hole, the thermal AdS case has a factor
of Vol3 × (1 + ǫ2/T 2h)3/2. Together this amounts to a
factor of Vol3 β× (1− ǫ4/T 4h) on the integral for the ther-
mal AdS space. It deviates from the unadjusted result
at O(ε4). Therefore the adjustment does not contribute
in the limit ε → 0, because the strongest divergence is
only ∝ ε−2 and limε→0 ε4/ε2 = 0. The divergence ∝ ε−2
cancels in the difference of the two integrals.
Appendix B: Massive matter
For massive elementary matter with mass m in the
worldline formalism leads to an additional factor of
e−m
2T in the integrand of (5). In the worldline holo-
graphic context we include a scalar source S instead, such
that (2) becomes
w = −1
2
Tr ln(D2 + S2), (B1)
and, accordingly, (6)
L = 2N
(4π)2
∫
P
[dy] e−
∫
T
0
dτ [ y˙
2
4 +iy˙·V(x0+y)+S2(x0+y)].
(B2)
To the lowest order in gradients and all orders in the
scalar source, this contains
Zε ⊃ #
∫∫
ε
d5x
√
|g|e−TS2(x0), (B3)
which in the five-dimensional ε independent form be-
comes
Z ⊃ #
∫∫
ε
d5x
√
|g|e−S2(x0,T ). (B4)
In the progression of linearised equations of motion for
sources of arbitrary spin L derived in [14, 15] it has to
satisfy
[
− T∂TT−1∂T − 1
4

T
− 1
T 2
]
S2 = 0 (B5)
for L = 0—which saturates the Breitenlohner-Freedman
bound—for the boundary condition
lim
T→ε
S2(x0, T )/T = S2(x0). (B6)
For the 4d homogeneous boundary condition S2(x0) =
m2 this has the solution
S2(x0, T ) = m2T. (B7)
Plugging this tachyon profile back into (B4) reproduces
the factor e−m
2T and thereby accommodates the effect
of a constant explicit mass.
In the interacting case this profile will be modified.
Also, the spin-2 background should react to this warping.
Determining these effects, however, are beyond the scope
of the present paper.
Appendix C: More on the effect of warping
By using a similar warp factor e−cz
2
with a different
choice of coordinates [43],
ds2 =
dz2/(1− z4/z4h) + dt2(1− z4/z4h) + d~x2
z2
, (C1)
found a sign change, which crucially depended on cor-
rections of the type discussed in Appendix A. Thus, the
effect of this type of warping crucially depends on the
choice of coordinates. [It is not the change from a coor-
dinate of mass dimension −1, i.e., z, to one with −2, i.e.,
T , that makes the difference here, but that there is no sin-
gular factor on the radial AdS coordinate in (39).] World-
line holography predicts the Fefferman-Graham form.
(C1) is related to (39) by
dz
z(1− z4/z4h)
=
dT
2T
. (C2)
Also an ad-hoc truncation of the AdS space at T0 does
not lead to a sign change, contrary to [43].
Vol5 −VolBH5
Vol3 β
∝
{ 1
2T 2
h
− 1
4T 20
T0 > Th
T 20
4T 4
h
T0 < Th
In fact, in the present setting, no warp factor without sign
change can lead to a phase transition, as the difference
of the integrands has definite sign.
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