Recent work in the macroeconometric literature considers the problem of summarising efficiently a large set of variables and using this summary for a variety of purposes including forecasting. Work in this field has been carried out in a series of recent papers. This paper provides an alternative method for estimating factors derived from a factor state space model. This model has a clear dynamic interpretation. Further, the method does not require iterative estimation techniques and due to a modification introduced, can accommodate cases where the number of variables exceeds the number of observations. The computational cost and robustness of the method is comparable to that of principal component analysis because matrix algebraic methods are used.
Introduction
Recent work in the macroeconometric literature considers the problem of summarising efficiently a large set of variables and using this summary for a variety of purposes including forecasting. Work in this field has been carried out in a series of recent papers by Stock and Watson (1998) , , Forni, Hallin, Lippi, and Reichlin (2000) and Forni, Hallin, Lippi, and Reichlin (2001) . Factor analysis has been the main tool used in summarising the large datasets.
The main factor model used in the past to extract dynamic factors from economic time series has been a state space model estimated using maximum likelihood. This model was used in conjunction with the Kalman filter in a number of papers carrying out factor analysis (see, among others, Stock and Watson (1989) and Camba-Mendez, Kapetanios, Smith, and Weale (2001) ).
However, maximum likelihood estimation of a state space model is not practical when the dimension of the model becomes too large due to the computational cost. For the case considered by Stock and Watson (1998) where the number of time series is greater than the number of observations, maximum likelihood estimation is not practically feasible. For this reason, Stock and Watson (1998) have suggested an approximate dynamic factor model based on principal component analysis. This model can accommodate a very large number of time series and there is no need for the number of obsevations to exceed the number of variables. Nevertheless, the principal component model is not, strictly speaking, a dynamic model. Stock and Watson (1998) have shown that it can estimate consistently the factor space asymptotically (but the number of time series has to tend to infinity). In small samples and for a finite number of series, the dynamic element of the principal component analysis is not easy to interpret. suggested an alternative procedure based on dynamic principal components (see Brillinger (1981, ch. 9) ). This method incorporates an explicitly dynamic element in 2 the construction of the factors.
This paper provides an alternative method for estimating factors derived from a factor state space model. This model has a clear dynamic interpretation. Further, the method does not require iterative estimation techniques and due to a modification introduced, can accommodate cases where the number of variables exceeds the number of observations. The computational cost and robustness of the method is comparable to that of principal component analysis because matrix algebraic methods are used. The method forms parts of a large set of algorithms used in the engineering literature for estimating state space models caled subspace algorithms. Another advantage of the method is that the asymptotic distribution and therefore the standard errors of the factor estimates are available. Further, as the factor analysis is carried out within a general model, forecasting is easier to carry out than in the currently available procedures where a forecasting model needs to be specified.
The structure of the paper is as follows: Section 2 describes the elements of the suggested factor extraction method. Section 3 discusses the asymptotic properties of the new method. Section 4 discusses possible improved estimation of the factor estimates. Section 5 presents an application of the method to the forecasting of UK inflation in the recent past. The results are compared to the forecasts produced by the principal component factor extraction analysis of Stock and Watson. Section 6 concludes.
Theoretical considerations

The method
We consider the following state space model.
x t is an n-dimensional vector of strictly stationary zero-mean variables observed at time t. f t is an m-dimensional vector of unobserved states (factors) at time t and u t is a multivariate standard white noise sequence of dimension n. The aim of the analysis is to obtain estimates of the states f t , for
This model is quite general. Its aim is to use the states as a summary of the information available from the past on the future evolution of the system. A large literature exists on the identification issues related with the state space representation given in (1). An extensive discussion may be found in Hannan and Deistler (1988) . As we have mentioned in the introduction, maximum likelihood techniques either using the Kalman filter or otherwise may be used to estimate the parameters of the model under some identification scheme. For large datasets this is likely to be computationally intensive.
Subspace algorithms avoid expensive iterative techniques and instead rely on matrix algebraic methods to provide estimates for the factors as well as the parameters of the state space representation.
There are many subspace algorithms and vary in many repects but a unifying characteristic is their view of the state as the interface between the past and the future in the sense that the best linear prediction of the future of the observed series is a linear function of the state. A very good review of existing subspace algorithms is given by Bauer (1998) in an econometric context. Another review with an engineering perspective may be found in Van Overschee and De Moor (1996) .
The starting point of most subspace algorithms is the following representation of the system which follows from the state space representation and 4 the assumed nonsingularity of D.
The derivation of this representation is easy to see once we note that (i) For what follows it is important to note that the choice of the weighting matrices are important but not crucial for the asymptotic properties of the estimation method. They are only required to be nonsingular. A second thing to note is that consistent estimation of the factor space requires that q tends to infinity at a certain rate as T tends to infinity as pointed out by Bauer (1998, pp. 54) . Once estimates of the factors have been obtained and if estimates of the parameters (including the factor loadings) are subsequently required, it is easy to see that least squares methods may be used to obtain such estimates.
These estimates have been proved to be √ T -consistent and asymptotically normal in Bauer (1998, ch.4) . We note that the identification scheme used above is implicit and depends on the normalisation used in the computation of the singular value decomposition. Finally, we must note that the method is also applicable in the case of unbalanced panels. In analogy to the work of Stock and Watson (1998) use of the EM algorithm, described there, can be made to provide estimates both of the factors and of the missing elements in the dataset.
Dealing with large datasets
Up to now we have outlined an existing method for estimating factors which requires that the number of observations be larger than the number of elements in X p t . Given the work of Stock and Watson (1998) this is rather restrictive. We therefore suggest a modification of the existing methodology to allow the number of series in X p t be larger than the number of observations. The problem arises in this method because the least squares estimate of F does not exists due to rank deficiency of
. As we mentioned in the previous section we do not neccesarily want an estimate of F but an estimate of the states X p K . That could be obtained if we had an estimate of X p F and used a singular value decomposition of that.
But it is well known (see e.g. Magnus and Neudecker (1988) ) that althougĥ F may not be estimable X p F always is using least squares methods. In particular, the least squares estimate of X p F is given by 
Number of factors
A very important question relates to the determination of the number of factors, i.e. the dimension of the state vector. This issue has only recently received attention in the econometric literature. Stock and Watson (1998) suggest using information criteria for determining this dimension. Bai and Ng (2002) provide modified information criteria and justification for their use in the case where the number of variables goes to infinity as well as the number of observations. We suggest a simple information theoretic method for determining the number of factors in our model. Its simplicity comes from the fact that both the number of series and factors are assumed to be finite. 
Asymptotic Properties
In this section we discuss the asymptotic properties of the factor estimates including estimation of standard errors and consistent estimation of the number of factors. We make the following assumptions have the number of series tend to infinity. This assumption is needed for consistency of the factor estimates. Therefore, the case where the number of series multiplied by p is larger than T is included for completeness and to provide estimates of the factor estimate standard errors in small samples.
In the first case, the factor estimates, denoted byf t , are given byKX p t . Note that the variance calculations will be carried out conditional on X p t . This is implicitly reflecting the standard treatment of obtaining variances of regression coefficients conditional on the regressors. In particular we wish to derive the asymptotic distribution of
In what folows we concentrate on the asymptotic variance.
Asymptotic normality of the estimates follows by the asymptotic normality
We need to derive the asymptotic variance of
In generalK is a function of the singular value decomposition of A 1F A 2 , where A 1 and A 2 are weighting matrices discussed before. Note the importance of sn ≥ m for the calculation of the singular value decomposition.
Define a function g(.) such that vec(K ) = g vec(A 1F A 2 ) . By a first order
Taylor expansion
where each element of F * lies between the respective elements of F andF,
we have that
Consistency and a √ T * rate of convergence of the parameter estimatesF to their true values implies that the remainder of the Taylor approximation is o p (1). So we need to derive the variance of
Again simple manipulations imply that
From multivariate regression analysis we know that
where Σ is the variance covariance matrix of the regression error. Thus,
We now move on to the case of the number of regressors exceeding the number of observations. From the above we know thatf is estimated from a SVD of X p F . We define a function h(.) as vec(f ) = h( X p F ). Then, by a first order Taylor expansion as above, we have that
Then, by simple manipulations of the variance derivation of Magnus and Neudecker (1988, pp. 262) we get that
Note that by virtue of the fact the p tends to infinity the asymptotic variances for the √ T * normalised factor estimates tend to infinity at the same rate as T thereby implying that the factor estimates are effectively O P (pT * −1/2 )-consistent. By assumption 2 the rate of convergence of the factor estimates lies between T * 1/2 (ln(T * )) α and T * 1/6 . The standard error derivations given above are valid only for the case s = 1 as there is serial correlation in the error terms in (2) for s > 1. This case is discussed in more detail in Section 4 below.
We now discuss the asymptotic properties of the determination of the number of factors using information criteria. We assume that 
where
If we show that the probability in (5) is equal to
where M m and M m 0 are defined in the obvious way then the fact that the above probability is less than for all > 0 follows from standard regression results on uniform convergence and asymptotic normality of regression parameters and the analysis of, e.g. Sin and White (1996) . To show that, we need to show that
for all m. But this easily follows from the fact that 1/T ||f −f || = o p (1).
Improved Factor Estimation
There exists potential for improving upon the standard method of estimating the factors. This is related to the structure of the covariance matrix of the error term of (2) given by (3). If the lead truncation index, s, is greater than 1, or D is not diagonal, then (2) should be estimated by generalised least squares as there is serial correlation in these error terms. Of course, consistency, the rate of convergence and asymptotic normality of the factor estimates are not affected by the presence of serial correlation. We will address only the case of large datasets (i.e. Nq > T ) since the standard case follows easily from that if we note that the Moore-Penrose inverse of a matrix is equal to the inverse of a matrix if that exists. Define Once we have an estimate of the covariance matrix of E, denotedV we can use this to obtain the best affine estimate of vec(X p F) as derived by Magnus and Neudecker (1988, Ch.13,Th.13 ) and given by
Then, we apply the singular value decomposition as before. Even if no improved estimation is undertakenV maybe used to obtain the correct standard errors for the factors under OLS estimation for s > 1.
An Application: Forecasting Inflation
In this section we provide an application of the proposed dynamic factor methodology to the forecasting of UK inflation defined for our purposes as RPIX inflation (RPI inflation minus mortgage interest payments). We Then, for each model we use the component factor variables to forecast inflation. We produce forecasts one step ahead. We have 12950 different models. We repeat the whole exercise using factors extracted using principal components as suggested by Stock and Watson (1998) .
We compare the forecasting performance of the two sets of models. The relative performance is used to indicate the relative ability of the two factor approaches in forecasting UK inflation. We use two measures of forecasting peformance. The first is the root mean square forecast error and the second is the Diebold and Mariano (1995) test of predictive ability 3 . The DieboldMariano test compares the forecasting performance of two models by testing the null hypothesis that they have equal predictive ability. The test is based on a series of differences between the losses arising out of each model for some loss function. For the current application we will use squared forecast errors as the preferred loss function. As we have a very large number of models we need to have a rule for pairing models so as to carry out the comparisons.
We do this as follows: We rank models from each set according to their root mean square performance. Since we have the same number of models we then pair off the ranked models and carry out pairwise Diebold-Mariano tests. We use two different algorithms for the subspace factor method. In the first, the weighting matrix is made up from the covariances of the data as discussed in the previous section. This set is denoted by Γ. In the second case we use the identity matrix as the weighting matrix. This set is denoted by I.
Results
We concentrate our analysis on the top 5% of the models as selected by their root mean square forecasting performance. These are the top 625 models.
Out of these, 42.8 % of the Γ and 100% of the I models outperform their pair model from the principal component factor model set. The respective percentage for the Γ set goes up to 99% for the top 100 models. In fact, all of the top 25% I models outperform their pair principal component models.
Going to the Diebold-Mariano tests we see that for top 5% of the models we have no rejection of the null hypothesis of equal predictive ability for the Γ models. On the other hand, for the I models, 1.2% of the top 650, 2.7% of the top 300, 5% of top 100 and 8% of the top 50 models reject the null hypothesis of equal predictive ability at the 10% significance level in favour of the subspace models. Note that the power of the Diebold-Mariano test is likely to be low given the very small sample of 12 observations in the forecast evaluation period. It is clear that although both weighting matrices for the subspace method provide clear advantages over the principal component methodology, the better choice is the identity weighting matrix. We therefore need to point out that both matrices are asymptotically acceptable choices and that the optimality of the covariance weighting matrix relates simply to the asymptotic relative efficiency of the parameter estimates of the state space model. Such a property is of little guidance for finite sample forecasting exercises.
We repeat the exercise and use data that have undergone significant revisions, as part of the regular revision efforts caried out by the Office of National Statistics, in September 2001. The results suggest a superior forecasting ability for the dynamic factor method. The respective percentages for better Γ and I models in the top 625 are 44.7 % and 98.6 % and in the top 100 models they are 99% and 91%.
Conclusion
In this paper we have suggested and briefly evaluated a new factor based method for forecasting time series. Our work follows closely in spirit the work of Stock and Watson (1998) , Stock and Watson (1999) and subsequent, as yet unpublished papers by these authors and their co-authors on the one hand and the work by , Forni, Hallin, Lippi, and Reichlin (2000) and Forni, Hallin, Lippi, and Reichlin (2001) on the other hand. The innovation lies in providing an alternative method for obtaining factor estimates.
One strand of the literature on factor extraction relies on explicitly dy-namic state space models to estimate factors via computationally expensive and, in small samples, non-robust maximum likelihood estimation. The other strand of the literature based on the work of Stock and Watson (1998) We evaluate the new methodology on a very large number of forecasting models for UK inflation. We find that the methodology compares favorably to the principal component methodology of Stock and Watson (1998) for a great majority of the forecasting models considered.
