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Abstract— We address the problem of maintaining resource
availability in a networked multi-robot system performing
distributed target tracking. In our model, robots are equipped
with sensing and computational resources enabling them to
track a target’s position using a Distributed Kalman Filter
(DKF). We use the trace of each robot’s sensor measurement
noise covariance matrix as a measure of sensing quality. When a
robot’s sensing quality deteriorates, the systems communication
graph is modified by adding edges such that the robot with
deteriorating sensor quality may share information with other
robots to improve the team’s target tracking ability. This
computation is performed centrally and is designed to work
without a large change in the number of active communication
links. We propose two mixed integer semi-definite programming
formulations (an ‘agent-centric’ strategy and a ‘team-centric’
strategy) to achieve this goal. We implement both formulations
and a greedy strategy in simulation and show that the team-
centric strategy outperforms the agent-centric and greedy
strategies.
I. INTRODUCTION AND RELATED WORK
Target tracking using a robot team is of interest in many
civilian and military applications. Consequently, this has led
to a burgeoning interest in studying target tracking problems
using robots [1]–[4]. Even though each robot has a limited
view of the environment, multiple robots could perform the
target tracking task collaboratively by exchanging informa-
tion among themselves. A necessary condition for this to
succeed is the existence of an underlying communication
network. Collaborative distributed tracking avoids the need
for a central data fusion center which combines the data
collected on the robots to estimate the state of the target.
A common approach for multi-robot target tracking in a
distributed manner is through a distributed Kalman filter [2].
We follow this method in this paper.
We envision a scenario in which a team of robots tracks
and estimates the state of a target while running a distributed
Kalman filter on board. For simplicity we assume there is
a single sensor (e.g. a camera) on each robot that is used
to obtain target information. The robot team is monitored
by a base station which intervenes in the team’s activities
only if a robot in the team experiences a deterioration in
sensing quality. We use the trace of the sensor’s measurement
noise covariance matrix as the measure of sensing quality.
Our focus is on the strategies to mitigate the effect of a
sensor quality deterioration on a robot (and hence on the
team’s tracking performance) by appropriately modifying
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Fig. 1: A setting for resilient target tracking.
the topology of the underlying communication network and
target state measurement fusion weights (Figure Figure 1).
In a control theoretic sense, the state estimation error of
the DKF depends upon the observability of the underlying
communication network [5]. Understanding and quantifying
the effect of network topology on a network’s observability
properties [6]–[8] is well studied. These findings form the
basis of our proposed strategy to employ communication
network topology reconfiguration to mitigate the effect of
sensor quality deterioration in target tracking performance.
Although, we restrict ourselves to single target tracking in
this paper, our technique can be applied to multi-target track-
ing assuming that robots can identify and discern individual
targets.
The framework discussed here extends the abstract frame-
work described in [9] by adapting it to multi-robot target
tracking. Similar to [9], we propose a two-stage strategy to
alleviate the impact of a robot’s sensor quality deteriora-
tion on the team’s performance. Our framework is in two
stages. The first stage updates the team’s communication
network topology such that the new topology is adjacent
to the original. It also computes an optimal set of new
measurement fusion weights. Specifically, we optimizes a
monotonic function of the trace of the covariance matrix of
the target state estimation error. The second stage generates
a set of coordinates implementing communication network
topology while maximizing the coverage of the robots over
the target’s domain. The framework considered here only
accounts for sensor quality deterioration and not for the
situation where the sensor fails completely. However, a near-
complete sensor failure can be modeled as a sensor with very
high measurement noise covariance. We also assume that the
sensor measurement noise is always characterized by a zero
mean probability distribution. Finally, we assume that robots
can estimate their sensor quality. Since there exist techniques
for sensor fault detection [10] and degradation estimation
[11], [12], this assumption does not impose undue restrictions
on the applicability of our method.
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Stage one of our method uses mixed integer semi-definite
programs (MISDPs) to formulate and solve the problem of
fabricating a communication graph topology and associated
information fusion weights that improves the tracking per-
formance of the team. We consider two MISDPs: agent-
centric configuration generation (ACCG) and team-centric
configuration generation (TCCG). The first MISDP(ACCG)
maximizes the trace of the inverse of target state estimation
error covariance matrix (TSEECM) associated with the
robot that experienced the sensor quality degradation. The
second one (team-centric) minimizes the average of the trace
of TSEECM over all the robots. Our procedure in stage two
solves an optimization problem to compute the coordinates of
the robots that maximize the coverage of the robots over the
target’s configuration space under communication constraints
dictated by the graph topology computed in stage one.
Although, resilience in multi-robot systems is well studied
[13], the idea of resilience through reconfiguration during
task execution is recent. This paper introduces the idea of
resilience by reconfiguration into multi-robot target tracking.
II. NOTATION AND PRELIMINARIES
For any positive integer z ∈ Z+, [z] denotes the set
{1, 2, · · · , z}. ‖·‖ denotes the standard Euclidean 2-norm and
the induced 2-norm for vectors and matrices. ‖M‖F is the
Frobenius norm of the matrix M ∈ Rm1×m2 . Tr(M) is the
trace of matrix M. 1m1 and 0m1 are the vector of ones and
zeros with appropriate dimensions. We drop the superscripts
whenever the dimensions of the vectors or matrices are clear
from the context. We use 0¯ni to denote a vector of zeros
with one as its ith entry. For any vector v, Diag(v) is the
matrix with v along its diagonal. Conversely, diag(M) yields
the vector containing the diagonal elements of the matrix
M. MT or (M)T is the transpose of M. Sm+ denotes the
space of m ×m symmetric positive semi-definite matrices.
A weighted undirected graph with non negative edge weights
G is defined using the triplet (V, E ⊆ V ×V,A ∈ R|V|×|V|≥0 ),
where A is the weighted adjacency matrix of the graph.
E = (V × V) \ E is the edge complement of G. A matrix
M is doubly stochastic if its rows and columns sum to unity
[14]. Mathematically, M1n = 1n and 1TM = 1T. One is
an eigenvalue of any doubly stochastic matrix and all other
eigenvalues of a doubly stochastic matrix have a magnitude
less than one ( [15], Lemma 2.9).
III. PROBLEM FORMULATION
We consider a team of n robots whose labels belong to
{1, 2, · · · , n}. The team is tasked with tracking a moving
target of interest for a time period of T epochs. It is assumed
that the moving target is confined to a compact Euclidean
space D. We refer to the robot team that tracks this moving
target as the tracker team and the robots as trackers. The
robot with label i is indicated as ρi. Let Xi denotes the
triplet position vector [xi, yi, zi] ∈ R3 of ρi, then the set
{X[n]} contains the positions of all trackers. Also, Xtarget
represents the position vector of the target. We assume that
the trackers are equipped with localization capabilities which
enable them to localize with reasonable accuracy in the
environment. We consider the scenario where the tracker
team performs distributed target tracking, thus trackers need
to communicate among themselves during the tracking task.
Let the dynamic undirected graph G[k] = (V, E [k],Au[k])
model the communication network of the tracker team at the
kth time step(k ∈ [T ]). Note that we use time step, time
and epoch interchangeably in this paper. The node set V is
isomorphic to the tracker team label set [n]. An edge (i, j)
is included in the edge set E [k] if ρi communicates with ρj
at time k. We denote the communication range of trackers as
dmc > 0 . The neighbor set of node i in G[k] is defined as
N(i)[k] = {j ∈ V : (i, j) ∈ E [k]}. The interaction between
nodes in a graph can also be represented using an unweighted
adjacency matrix. The adjacency matrix of G[k] is denoted
by Au[k].
A. Distributed Kalman filter for tracking
We describe the distributed Kalman filter computation
employed by the robots to collectively track a target ma-
neuvering in an environment according to some known
dynamics. The main advantage of employing a distributed (as
opposed to a centralized) Kalman filter is that it eliminates
the need for a central data fusion center [2], [5], [16], [17].
We follow the formulation in [5], [18]. The target dynamics
are described by the standard linear state space equation
xk+1 = Fkxk + Gkuk + wk, (1)
where xk ∈ Rsa and uk ∈ Rua are the state and the
input vectors of the target respectively. Fk ∈ Rsa×sa and
Gk ∈ Rsa×ua are the state transition matrix and input
matrix of appropriate dimensions respectively. wk ∈ Rsa
is the zero mean normally distributed random vector with
the covariance matrix Qk ∈ Rsa×sa (wk ∼ N (0,Qk)).
Each tracker can obtain measurements about the state of the
target. The sensing region of ρi is a disc of radius disen > 0
centered around the robot. The measurement model of ρi in
its sensing region is zik = H
i
kxk + v
i
k where z
i
k ∈ Rmi and
Hik ∈ Rsa×mi are the measurement vector and output matrix
of ρi, respectively. Also, vik ∈ Rmi is a zero mean Gaussian
sensing noise vector with a covariance matrix Rik ∈ Rmi×mi
modeling the sensor noise characteristics of ρi.
The distributed Kalman filter algorithm consists primarily
of two steps: 1) individual update and 2) consensus update.
In the individual update step, the robots that receive a
measurement estimate the state of the tracked agent using
the standard Kalman filter equations. Mathematically, if ρi
received a measurement zik then it makes an estimate about
the state of the tracked target using the following equations.
Prediction:
xˆik|k−1 = Fkxˆ
i
k−1 + Gkuk−1 (2)
Pik|k−1 = FkP
i
k−1(Fk)
T + Qk (3)
Local innovation or measurement update:
Kik = P
i
k|k−1(H
i
k)
T
(
HikP
i
k|k−1(H
i
k)
T + Rik
)−1
(4)
xˆik,0 = xˆ
i
k|k−1 + K
i
k(z
i
k −Hikxˆik|k−1) (5)
Pik,0 = P
i
k|k−1 −KikHikPik|k−1. (6)
The local target state estimate xˆik,0 of ρ
i is fused with
the local target state estimate of other trackers in the
tracker team in a distributed fashion via a consensus pro-
tocol. This distributed information fusion is performed in
the consensus step of the distributed Kalman filter. Each
tracker in the tracker team computes the information vector
qik(0) = (P
i
k,0)
−1xˆik,0 and the associated information matrix
Ωik(0) = (P
i
k,0)
−1 prior to the consensus step. Once these
quantities are computed, each robot in the tracker team
exchanges information with its neighbors. Ultimately this
results in consensus on a refined state estimate of the tracked
target. The robots exchange information as follows:
Ωik(l + 1) =
∑
j∈N(i)[k]∪i
[A¯[k]]i,jΩ
j
k(l) (7)
qik(l + 1) =
∑
j∈N(i)[k]∪i
[A¯[k]]i,jq
j
k(l), (8)
where [A¯[k]]i,j is the (i, j) entry of a doubly stochastic
matrix A¯[k] with the same structure as the unweighted
adjacency matrix (Au[k]) of G[k] except for the diagonal
elements. Specifically, A¯[k] is non-zero along its diagonal
and its off-diagonal elements are non-zero if and only if
the corresponding elements of Au[k] are unity. In theory,
information vectors and matrices of the robots converge to a
common quantity only when l tends to infinity. However, it
is known that this consensus protocol has an exponential
rate of convergence [15]. As a result, a reasonable level
of consensus on the information vector and matrix can be
achieved by propagating Equation 8 and Equation 7 for a
sufficient number of consensus steps L. We note that, the
consensus update is assumed to happen at a much faster time
scale compared to Equation 1. Since the L steps consensus
process results in a fusion of all the measurements obtained
by the team, the posteriori estimate of the target’s state vector
xˆik and the posteriori estimation error covariance matrix
Pik can be determined using xˆ
i
k = (Ω
i
k(L))
−1qik(L) and
Pik = (Ω
i
k(L))
−1 respectively.
B. Tracking under Sensor Quality Deterioration
As mentioned in Section I, we consider the problem of
mitigating the effect of sensor quality deterioration on target
tracking performance through appropriate reconfiguration of
the tracker team. Next we give a precise definition of tracker
team reconfiguration and sensor quality deterioration.
We term the tuple (G[k], A¯[k]) as the configuration of
the tracker team at the kth time step and denote it by
C[k]. A¯[k] is a doubly stochastic matrix whose elements
are used to perform the information fusion computations
outlined in Equation 8 and Equation 7 for the consensus
step. During tracking operation for a time period T , let nf
detrimental events occur independently to random trackers
in the tracker team. We assume that each event results in
some sensor quality deterioration. At time k, we say that
ρi’s sensor quality is deteriorated if the trace of the mea-
surement noise covariance matrix associated with the sensor
Rik has increased with respect Tr(R
i
k−1). In other words,
Fig. 2: Basic outline of our approach. When a robot experiences
sensor quality degradation, configuration generation selects edges to
modify the communication graph. Then, formation synthesis assigns
robots to physical locations that support the desired graph topology.
if Tr(Rik) > Tr(R
i
k−1), then ρ
i sensor quality deteriorated
at time k. Recall that, we assume the sensor is unbiased
even after its quality deteriorates. Consider a sequence set
F = [f1, f2, · · · , fp, · · · , fnf ], where fp indicate the time
step when the pth sensor fault occurred. We specify that
C[fp − 1] is the configuration of the tracker team before the
pth detrimental event occurred. We now formally define the
problems studied in this paper. The first problem (Problem 1)
deals with reconfiguration of the tracker team such that target
tracking performance is optimal in some reasonable sense.
The second problem addresses the issue of realizing the
graph topology in 3D space while maximizing the tracker
team’s coverage over the D.
Problem 1. Configuration generation or reconfiguration:
Given that ρi experienced sensor quality deterioration at
some time fp, Rif+p is the sensor noise covariance matrix
immediately after the deterioration event and C[fp − 1] is
the tracker configuration prior to the event determine a new
configuration C[fp] such that,
1) G[fp] is a connected graph,
2) ‖Au[fp]−Au[fp − 1]‖F≤ 2× ne, where ne ∈ Z+ is
the number of edges that may be modified in G[fp−1]
to obtain G[fp] and
3) tracking performance is optimized.
Problem 2. Formation synthesis: Given a tracker team
configuration C[fp], generate coordinates that best realize
the given configuration and maximize the tracker team’s
coverage over D, subject to constraints. We defer the details
of this problem to Section IV-B.
Graph connectivity is an essential requirement for any
distributed computation over a network and thus is enforced
in Problem 1 [15]. The second condition enables the user to
control the communication load on the generated configura-
tion by tuning the parameter ne. Finally, the third condition
ensures good tracking performance.
IV. METHODOLOGY
We now describe our strategies for solving Problem 1
and Problem 2. A base station monitors the activities of
the tracker team. Only when sensor deterioration occurs,
the base station directs the tracker team to reconfigure to
a new formation which it computes using the available
information. Following the framework in our previous work
[9], the base station uses a two-step procedure to compute a
new configuration and generate a set of robot coordinates
which realize the computed configuration. As in [9], we
refer to these steps as configuration generation and formation
synthesis. The base station decision making process is shown
in Figure 2. The configuration generation and formation
synthesis steps are solutions to Problem 1 and Problem 2.
A. Configuration Generation
We propose two strategies for tackling the configuration
generation problem. As mentioned earlier, we allude to these
strategies as agent-centric configuration generation (ACCG)
and team-centric configuration generation (TCCG). Both
these strategies amount to solving a mixed integer semi-
definite program. Network topology design problems are
often addressed by posing them as MISDPs [19], [20]. In
the agent-centric configuration method, the idea is to find
a new configuration such that the trace of the information
matrix (inverse of TSEECM) associated with the deteriorated
tracker in the tracker team is maximized. The team-centric
method minimizes the average of the trace of TSEECMs
associated with all the trackers. Since the optimization over
the covariance matrices resulting from L > 1 consensus
steps is a very hard problem to solve, we use the TSEECM
obtained after one step consensus to formulate and solve the
MISDP for both strategies. Before we describe the details
of the MISDP formulations, we state a theorem (see [] for
a proof, omitted here for brevity) which serves as the basis
for the connectivity inequality constraint in MISDPs.
Theorem 1. If a graph containing self loops at every node
is equipped with a weighted adjacency matrix A which is
doubly stochastic then any graph isomorphic to this graph
with or without self loops is connected if and only if
1
n
11T + I  A (9)
1) ACCG: The following MISDP models our agent-
centric configuration generation approach:
maximize
A∈Sn+, µ∈R>0,
Π∈{0,1}n×n
(0¯ni )
TA

Tr(Ω1fp(0))
Tr(Ω2fp(0))
...
Tr(Ωnfp(0))
 (10)
subject to A · 1n = 1n (11)
1
n
11T + (1− µ)I  A, µ 1 (12)
diag(Π) = 1n (13)
Π = ΠT (14)
A = AT (15)
[A]i,i > 0 ∀ i ∈ [n] (16)
[A]i,j ≥ 0∀ (i, j) ∈ [n]2, i 6= j (17)
[A]i,j ≤ Πi,j∀ (i, j) ∈ [n]2, i 6= j (18)
‖Π− A¯[fp − 1]‖2F≤ 2× ne. (19)
The decision variables A and Π model the doubly
stochastic matrix used for the consensus protocol and the
adjacency matrix of the generate configuration respectively.
Constraint 11 and Constraint 15 to Constraint 18 ensures
that A is a doubly stochastic matrix that is structurally
equivalent to Π. In the light of Theorem 1, Constraint 12
enforces the generated configuration to possess a connected
graph. Finally, Constraint 19 encodes the second condition
in Problem 1 into the MISDP. If i represents the label of
the robot whose sensor quality deteriorated at fp, then with
some simple algebraic manipulation it is easy to see that
Equation 10 is equal to Tr(Ωifp(1)) or Tr((P
i
fp
(1))−1).
2) TCCG: Consider the following MISDP formulation
encoding the team-centric configuration generation strategy
which minimizes 1n
∑n
i Trace(P
i
fp
(1))), where Pifp(1)) =
(Ωifp(1))
−1.
minimize
A∈Sn+, µ∈R>0,
Π∈{0,1}n×nP¯,∆¯∈Sn×sa+ ,
∆1,∆2,···,∆n∈Ssa+
1
n
Tr(P¯) subject to
[
P¯ I
I ∆¯
]
 0
(20)
A⊗ I

Ω1fp(0)
Ω1fp(0)
...
Ω1fp(0)
 =

∆1
∆2
...
∆n
 (21)
Where ∆¯ is a block diagonal matrix with
{∆1,∆2, · · · ,∆n} along its diagonal and A ⊗ I results
in the Kronecker product [14] between A and the identity
matrix of the equal size. Constraint 21 is essentially
Equation 7 for L = 1 written compactly as a single equation
for the whole tracker team. Therefore, ∆i should match the
information matrix Ωifp(1). The following lemma (see [] for
a proof, omitted here for brevity) proves that minimizing
Equation 20 minimizes 1n
∑n
i Trace(P
i
fp
(1))).
Lemma 1. The 1nTr(P¯) is an upper bound on
1
n
∑n
i Trace(P
i
fp
(1)))
B. Formation Synthesis
We now describe a procedure to assign a physical location
to each robot which maximizes the non-overlapping coverage
of the space. We also impose constraints so that connected
robot pairs remain within communication distance dmc of
each other, and that the distance between all robot pairs
exceeds ds to ensure that no two robots collide. An additional
constraint is added to ensure that robots which were tracking
the target at fp have the target within their sensing range dsen
after reconfiguration.
We define coverage of the space as the total area covered
by all robot sensing regions minus the overlapping area
covered by two or more robot sensing regions. This produces
the following constrained optimization problem:
max
{X|n|}
pi
∑
i∈V
(disen)2−∑
j∈V6=i
(2disen − ‖Xi −Xj‖)2
2
 (22)
Fig. 3: Comparison of the target agent’s true trajectory and its
estimate by each robot in a tracking team of six, labeled 0-5.
subject to ds ≤ ‖Xi −Xj‖ ≤ dmc ∀ (i, j) ∈ E (23)
ds ≤ ‖Xi −Xj‖ ∀ (i, j) ∈ E (24)
Bmin ≤ Xi ≤ Bmax ∀ i ∈ V (25)
‖Xi −Xtarget‖ ≤ disen ∀ i ∈ Vfp (26)
where disen is the radius of the circular field of vision of
tracker, ρi, and Bmin, Bmax ∈ R3 are the minimum and
maximum extents of an axis-aligned bounding box, with the
operator ≤ applied elementwise in Equation 25. Vfp ⊆ V is
the labels of the subset of trackers tracking the target at fp.
We solve the formation synthesis optimization problem
Equation 22 - Equation 26 following the approach described
in [9] by simply updating the objective to Equation 22 and
incorporating the new constraint Equation 26.
V. SIMULATION
To validate our approach, we conducted multiple simu-
lation experiments of a robot team tracking a target agent
following a circular trajectory. We modeled the target trajec-
tory as a Dubins car [21]. In our simulation, the target’s state
vector xk = [xk, yk, θk, vk] describes its position, orientation
and velocity at each time step k. The parameters for the
linearized discrete dynamics (Equation 1) of the target are
Fk =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 ,Gk =

cos θkdt 0
sin θkdt 0
0 dt
1 0
 (27)
and input vector uk = [v˜k, θ˜k]. We held v˜k and θ˜k
constant throughout the simulation. This resulted in the target
following a circular path.
For the distributed Kalman filter, we initiate the same
Hik and R
i
k for each robot in the tracker team. We used
L = 15 for the consensus step. Parameters chosen for the
configuration generation and formation synthesis problems
were ne = 1, ds = 5, dmc = 10, and disen = 20∀ i ∈ [n],
with a bounding box of x ∈ [−100, 100], y ∈ [−100, 100],
and z ∈ [−100, 100].
The target dynamics and distributed Kalman filter were
implemented in Python. For the agent-centric approach, the
MISDP problem was solved using Python with PICOS as
the optimization problem modeling interface and MOSEK as
the semi-definite programming solver. For the team-centric
approach, the MISDP problem was solved in MATLAB with
YALMIP as the modeling interface. In both approaches, the
simulated annealing technique for formation synthesis was
implemented in Python.
To simulate deteriorating sensor quality for a robot i,
we modified its covariance matrix Rik by adding a random
positive definite matrix. We generated various deterioration
event sequences for robot teams of n ∈ {5, 6, 7} where
a random robot was chosen at every f time step of the
simulation to experience sensor deterioration. Figure 3 shows
an overhead view of a single simulation trial. The true
trajectory of the target and the estimated trajectory of the
target by each tracker in the team are shown. Figure 4
shows screenshots from a separate trial showing different
deterioration instances before and after reconfiguration. A
video of this trial is included in the supplementary material.
For comparison of the ACCG and TCCG, we simulated
20 deterioration event sequences for each size robot team.
We also compared both ACCG and TCCG against a
greedy strategy in which a single edge is added connecting
the robot whose sensing quality has deteriorated to the robot
with lowest Tr(Pfp−1) at the time of the deterioration event.
Each trial was initialized with a line graph.
To quantify performance, we plotted the maximum Tr(P)
and maximum estimation error of the robot team for each
strategy at each time step over all trials. In our plots P is the
covariance matrix of a tracker after completing 15 consensus
steps of the distributed Kalman filter, or Pifp(15)). This
differs from Pifp(1)), which we optimized in the MISDP
formulations. Figure 5 shows the results of these simulations.
While the greedy strategy appears to perform best in
the early steps of the simulation, TCCG outperforms both
ACCG and greedy strategies for larger teams as the simula-
tion progresses and sensor quality deteriorates. Interestingly,
TCCG performed poorly even compared to the simple
greedy approach for all team sizes.
To simulate a worst case scenario, we additionally ran
simulations in which the same robot experienced sensor
deterioration at each time step. Under these conditions,
TCCG outperforms ACCG and the greedy strategy at most
time steps, as seen in Figure 6, for all simulated team sizes.
VI. CONCLUSION
We describe a novel method that enables a team of robots
engaged in tracking a target to reconfigure themselves in
response to deterioration in the sensing quality in one of the
team members. The reconfigured team alleviates the effect
of sensor quality deterioration on team performance. We
proposed two methods (both based on optimizing MISDPs)
to generate the new configuration. The methods (agent-
centric) and the other method (team-centric) were validated
in simulation and compared to each other. They were also
(a) Before Second Event (b) Before Fourth Event (c) Before Sixth Event
(d) After Second Event (e) After Fourth Event (f) After Sixth Event
Fig. 4: Screenshots of a simulation in which a six quadrotor team tracks another quadrotor flying below them. The tracking team’s
sensing area is colored in light blue. The figures in the top row depict the formation of the quadrotors before the occurrence of a sensor
deterioration event. The corresponding figures on the bottom portray the formation after 1) sensor deterioration is detected, 2) a new
communication edge is chosen, and 3) the robots move to their new locations. The quadrotor which experienced sensor deterioration is
enveloped using a filled red circle. The quadrotor colors vary from green to red indicating good to poor sensor quality. For visualization
purposes, we set ne = 2 for this simulation to illustrate multiple edges added for deterioration events. We also set ds = 0.5, dmc = 1.0,
and disen = 1.0∀ i ∈ [n], with a bounding box of x ∈ [−1.5, 1.5], y ∈ [−1.5, 1.5], and z ∈ [1.6, 2.25].
Fig. 5: The comparison (log scale) of maximum estimation error and maximum Tr(P) for all simulations and all team sizes between
ACCG (blue), TCCG (green), and the greedy approaches (orange). TCCG performs better over time in terms of estimation error for
teams of n = 6 and n = 7. TCCG also performs best in terms of the trace of the covariance matrix for all team sizes.
Fig. 6: A comparison of maximum estimation error and maximum Tr(P) between the three different strategies for simulations in which
only a single node experienced sensor deterioration. Here, TCCG performs best for all simulated team sizes.
compared to a greedy strategy. The team-centric approach
outperforms both the agent-centric and greedy approaches.
We are currently working on validating our approach on our
multi-robot testbed [22]. We are also extending our approach
to handle multi-robot multi-target tracking scenarios where
the number of targets are unknown.
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