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GUNDY-VAROPOULOS MARTINGALE TRANSFORMS AND
THEIR PROJECTION OPERATORS ON MANIFOLDS AND
VECTOR BUNDLES
R. BAN˜UELOS, F. BAUDOIN, AND L. CHEN
Abstract. This paper proves the Lp boundedness of generalized first order
Riesz transforms obtained as conditional expectations of martingale transforms
a` la Gundy-Varopoulos for quite general diffusions on manifolds and vector
bundles. Several specific examples and applications are presented: Lie groups
of compact type, the Heisenberg group, SU(2), and Riesz transforms on forms
and spinors.
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1. Introduction
1.1. Context. In Euclidean harmonic analysis, Riesz transforms play a fundamen-
tal role in singular integral theory, Hardy space theory and their applications to
various areas of analysis and partial differential equations. The classical Caldero´n-
Zygmund theory shows that Riesz transforms are bounded on Lp, for all 1 < p <∞.
Sharp Lp estimates for first order Riesz transforms can be proved using either an-
alytic [25] or probabilistic tools [7].
The study of Riesz transform in different geometric settings has a long history
now with a very extensive literature. We would like to mention that Stein [41]
introduced Riesz transforms on compact Lie groups and Strichartz [42] first asked
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whether one could extend their Lp boundedness to complete Riemannian manifolds.
Riesz transforms on k-forms associated with the Hodge Laplacian were also formu-
lated in [42]. Ever since, there has been an explosion of literature on this topic
using numerous analytic, geometric, and probabilistic methods. In the following,
we will give a brief overview of previous results.
Using the martingale approach via Littlewood-Paley inequalities as in [36], Bakry
[8] proved that the Riesz transforms are bounded on Lp, 1 < p < ∞, on mani-
folds with non-negative Ricci curvature. An extension was obtained for the Riesz
transform associated with the Hodge Laplacian on Lp spaces of k-forms for all
1 < p < ∞ under assumption of Weitzenbo¨ck curvature. In a series of papers
[30, 32, 31, 34, 33], X. D. Li gave dimension-free estimates for Riesz transforms in
various geometric settings, including manifolds with assumptions on Bakry-Emery
curvature or Weitzenbo¨ck curvature, and Ka¨hler manifolds. See also [43] for the
special case of the Witten Laplacians.
Another widely-adopted approach to study Riesz transform in various geometric
settings is to use the Caldero´n-Zygmund theory for which heat kernel estimates
play an essential role. See, for instance, the setting of Riemannian manifolds in
[19, 27, 20, 29, 28, 3, 4, 18, 17] and the references therein, especially [3, Section
1.3] with a quite complete list of previous results, and the setting of Lie groups, or
manifolds with sub-elliptic operators in [1, 21, 12, 11]. We note that, unlike the
martingale approach, the Caldero´n-Zygmund theory do not give constants which
are independent of dimension.
There are still many other methods to treat Riesz transforms in different settings.
For instance, it was shown in [16] that the Riesz transforms on n-dimensional
manifolds with Euclidean ends are bounded on Lp if and only if p ∈ (1, n). This
result was generalized in [15, 23] and in [24] to k-forms for asymptotically conic
manifolds. See also [37] for Riesz transforms of k-forms on the Heisenberg group.
Last but not the least, we refer to [14] for Bellman function techniques to study
Riesz transforms on manifolds under Bakry-E´mery type curvature assumptions.
1.2. Main results. In the present paper, we aim to study a class of operators under
very general setting which are projections of martingale transforms in the style of
the now classical Gundy-Varopoulos construction on Rd. We are interested in the
near sharp estimates or at least dimension free estimates for these operators. More
precisely, let M be a smooth manifold with a smooth measure µ. Let X1, · · · , Xd be
locally Lipschitz vector fields defined on M. We consider the Schro¨dinger operator
L = −
d∑
i=1
X∗iXi + V,
where the X∗i denotes the formal adjoint of Xi with respect to µ and where V :
M → R is a non-positive smooth potential. Assume that L is essentially self-
adjoint on the space S(M) of smooth and rapidly decreasing functions. Denote by
Py = e
−y√−L the Poisson semigroup. For any 1 ≤ i ≤ d, we consider the operator
Tif =
∫ +∞
0
yPy
(√
−LXi −X∗i
√
−L
)
Pyfdy.
Our main result is the following.
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Theorem 1.1. Fix 1 < p < ∞ and set p∗ = max{p, pp−1}. Then for every f ∈
S(M),
(1.1) ‖Tif‖p ≤
(
3
2
)
(p∗ − 1)‖f‖p.
If the potential V ≡ 0, then
(1.2) ‖Tif‖p ≤ 1
2
cot
(
pi
2p∗
)
‖f‖p.
It is interesting to note here that the constant in (1.2), up to the factor 12 , is the
sharp Lp constant for the classical Hilbert transform in R and the first order Riesz
transforms on Rd; see [38], [25], [7].
Applications of Theorem 1.1 (and of the slightly more general Theorem 2.5 given
below) include, but are not limited to, the following examples.
Proposition 1.2. Let G be a Lie group of compact type endowed with a bi-invariant
Riemannian structure. Then∥∥∥Xi(√−L)−1f∥∥∥
p
≤ cot
(
pi
2p∗
)
‖f‖p .
The constant in the previous example is sharp and was first obtained in [2].
Proposition 1.3. Let Hn be the Heisenberg group with left invariant vector fields
X1, · · · , Xn, Y1, · · · , Yn, Z. Consider the sublaplacian L =
∑n
j=1(X
2
j + Y
2
j ). Then∥∥∥[Wj ,√−L]f∥∥∥
p
≤
√
2(p∗ − 1) ‖Zf‖p ,
where Wj = Xj + iYj is the complex gradient.
Proposition 1.4. Let X,Y, Z be the left invariant vector fields on SU(2) and con-
sider the sublaplacian L = X2 + Y 2. Then∥∥∥[W,√−L]f∥∥∥
p
≤ 2
√
2(p∗ − 1) ‖(iZ + 1)f‖p ,
where W = X + iY is the complex gradient.
Theorem 1.1 can also be generalized to the framework of vector bundles under
general assumptions, which allows us to obtain dimension-free estimates for Riesz
transforms on very general vector bundles and yields a generalization and simpli-
fication of the results in [30, 32, 31, 34, 33]. Let E be a finite-dimensional vector
bundle over M. We denote by Γ(M, E) the space of smooth sections of this bundle.
Let now ∇ denote a metric connection on E . We consider an operator on Γ(M, E)
that can be written as
L = F +∇0 +
d∑
i=1
∇2i ,
where
∇i = ∇Xi , 0 ≤ i ≤ d,
and the Xi’s are smooth vector fields on M and F is a smooth symmetric and non
positive potential (that is a smooth section of the bundle End(E)). We will assume
that L is non-positive and essentially self-adjoint on the space Γ0(M, E) of smooth
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and compactly supported sections. We consider then a first order differential oper-
ator da on Γ(M, E) that can be written as
da =
d∑
i=1
ai∇Xi ,
where a1, · · · , ad are smooth sections of the bundle End(E). Our main assumptions
are that
daLη = Ldaη, η ∈ Γ(M, E),
and that
‖daη‖2 ≤ C
d∑
i=1
‖∇Xiη‖2, η ∈ Γ(M, E),
for some constant C ≥ 0. Then we have the following:
Theorem 1.5. For 1 < p <∞,
‖da(−L)−1/2η‖p ≤ 6C(p∗ − 1)‖η‖p.
This result can be applied on the following examples:
(1) On Riemannian manifolds with non-negative Weitzenbo¨ck curvature. We
recover then the boundedness Riesz transform on forms associated with
Hodge-de Rham Laplacian as obtained by X.D. Li [30].
(2) On Riemannian manifolds which have non-negative scalar curvature and
admit a spin structure. We prove then the boundedness of the Riesz trans-
forms on spinors associated with the Dirac operators, which is a new result.
Convention: Throughout the paper, the diffusion operators we consider (L and
L) will be assumed to have no spectral gap. In the case, where those operators
do have a spectral gap, all the results hold when restricting Lp(M, µ) to the space
L
p
0(M, µ) = {f ∈ Lp(M, µ),
∫
fdµ = 0}.
2. Scalar operators constructed from martingale transforms
2.1. A general theorem. LetM be a smooth and complete Riemannian manifold
with a smooth measure µ. Let X1, · · · , Xd be locally Lipschitz vector fields defined
on M. We consider the Schro¨dinger operator
L = −
d∑
i=1
X∗iXi + V,
where the X∗i denotes the formal adjoint of Xi with respect to µ and where V :
M→ R is a non-positive smooth potential. Assume that L is essentially self-adjoint
with respect to µ on the space S(M) of smooth and rapidly decreasing functions.
We denote by (Ht)t≥0 the heat semigroup with generator L. We can write
L =
d∑
i=1
X2i +X0 + V,
for some locally Lipchitz vector field X0.
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Let (Yt)t≥0 be the diffusion process on M with generator
∑d
i=1X
2
i +X0 starting
from the distribution µ. We assume that (Yt)t≥0 is non explosive, it can then be
constructed via the Stratonovitch stochastic differential equation
dYt = X0(t)dt +
d∑
i=1
Xi(Yt) ◦ dβit ,
where βt = (β
1
t , · · · , βdt ) is the Brownian motion on Rd with generator
∑d
i=1
∂2
∂x2
i
.
Let (Bt)t≥0 be a one-dimensional Brownian motion on R, with generator d
2
dy2
starting from y0 > 0, which is independent from (Yt)t≥0. Then E(B2t ) = 2t. Set
the stopping time
τ = inf{t > 0, Bt = 0}.
We denote by Ht = e
tL the heat semigroup and by Py = e
−y√−L the Poisson
semigroup. By the Feynman-Kac formula, the heat semigroup Ht acting on f ∈
S(M) can be written as
Htf(x) = Ex
(
e
∫
t
0
V (Ys)dsf(Yt)
)
.
To work on a set of test functions which is large enough, we assume that S(M) is
stable by Ht, Py , Xi, X
∗
i and
√−L. Let 1 ≤ i ≤ d. Consider the operator
Ti =
∫ +∞
0
yPy
(√
−LXi −X∗i
√
−L
)
Pydy.
We assume that Ti is pointwisely well defined on S(M) and Ti(S(M)) ⊂ S(M). We
have then the following Gundy-Varopoulos type probabilistic representation of Ti.
Lemma 2.1. Let f ∈ S(M). For almost all x ∈ M, we have, for i = 1, 2, . . . , d,
Tif(x) = −1
2
lim
y0→∞
Ey0
(
e
∫
τ
0
V (Yv)dv
∫ τ
0
e−
∫
s
0
V (Yv)dvAi(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs) | Yτ = x
)
,
where ∇ = (X1, · · · , Xd), and Ai is a (d + 1)× (d + 1) matrix with ai(d+1) = −1,
a(d+1)i = 1 and otherwise 0.
To prove the lemma, we introduce some notation. For f ∈ S(M), we denote
QV f(x, y) = Pyf(x) = e
−y√−Lf(x),
and
M
f
t = e
∫
t∧τ
0
V (Ys)dsQV f(Yt∧τ , Bt∧τ ).
Lemma 2.2. Let f ∈ S(M). The process Mft is a square integrable martingale.
Moreover, the quadratic variation is〈
Mf
〉
t
= 2
∫ t∧τ
0
(
e
∫
τ
0
V (Yv)dv∂yQ
V f(Ys, Bs)
)2
ds
+2
∫ t∧τ
0
d∑
i=1
(
e
∫
τ
0
V (Yv)dvXiQ
V f(Ys, Bs)
)2
ds.
Proof. We follow the proof in [35]. Note that
Mfτ = e
∫
τ
0
V (Yv)dvQV f(Yτ , 0) = e
∫
τ
0
V (Yu)duf(Yτ ).
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Let λu be the distribution of τ at B0 = u. Since the processes Yt and Bt are
independent, then by the Feynman-Kac formula,
E
(
e
∫
τ
0
V (Yv)dvf(Yτ ) | Y0 = x,B0 = u
)
=
∫ ∞
0
E
(
e
∫
s
0
V (Yv)dvf(Ys) | Y0 = x
)
λu(ds)
=
∫ ∞
0
Hsf(y)λu(ds) = Q
V f(x, u).
The last equality above follows from the subordination formula due to the fact that
λu(ds) =
u
2
√
pi
e−u
2/4ss−3/2ds.
Therefore we have
E
(
Mfτ | Fs
)
= E
(
e
∫
τ
0
V (Yv)dvf(Yτ ) | Fs
)
= E
(
e
∫
τ
0
V (Yv)dvf(Yτ )1τ≤s | Fs
)
+ E
(
e
∫
τ
0
V (Yv)dvf(Yτ )1τ>s | Fs
)
= e
∫
τ
0
V (Yv)dvf(Yτ )1τ≤s + E
(
e
∫
τ
0
V (Yv)dvf(Yτ )1τ>s | (Ys, Bs)
)
=Mfs .
Now applying Itoˆ’s formula, we obtain that for any 0 < t ≤ τ ,
e
∫
t
0
V (Yv)dvQV f(Yt, Bt) =Q
V f(Y0, B0) +
d∑
i=1
∫ τ
0
e
∫
s
0
V (Yv)dvXiQ
V f(Ys, Bs)dβ
i
s
(2.3)
+
∫ τ
0
e
∫
s
0
V (Yv)dv∂yQ
V f(Ys, Bs)dBs.
Hence
〈Mf 〉t = 2
∫ t∧τ
0
(
e
∫
τ
0
V (Yv)dv∂yQ
V f(Ys, Bs)
)2
ds
+2
∫ t∧τ
0
d∑
i=1
(
e
∫
τ
0
V (Yv)dvXiQ
V f(Ys, Bs)
)2
ds.

Proof of Lemma 2.1. Let f ∈ S(M) and g ∈ S(M). Note that Y and B are inde-
pendent and recall that
Mgτ = e
∫
τ
0
V (Yv)dvg(Yτ ).
By Itoˆ’s formula (2.3) and the Itoˆ isometry, we have∫
M
g(x)
(
e
∫
τ
0
V (Yv)dv
∫ τ
0
e−
∫
s
0
V (Yv)dvAi(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs) | Yτ = x
)
dµ(x)
= Ey0
(
g(Yτ )e
∫
τ
0
V (Yv)dv
∫ τ
0
e−
∫
s
0
V (Yv)dvAi(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
)
= 2Ey0
(∫ τ
0
∂yQ
V g(Ys, Bs)XiQ
V f(Ys, Bs)ds−
∫ τ
0
XiQ
V g(Ys, Bs)∂yQ
V f(Ys, Bs)ds
)
= 2
∫
M
∫ ∞
0
(y0 ∧ y)
(
∂yQ
V g(x, y)XiQ
V f(x, y)−XiQV g(x, y)∂yQV f(x, y)
)
dydµ(x).
The last equality follows from the facts that the Green function of the Brownian
motion is killed at 0 and Ys is distributed according to µ.
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Since L is self-adjoint, then∫
M
∫ ∞
0
y∂yQ
V g(x, y)XiQ
V f(x, y)dydµ(x) = −
∫
M
g(x)
∫ ∞
0
yPy
√
−LXiPyf(x)dydµ(x),
and∫
M
∫ ∞
0
yXiQ
V g(x, y)∂yQ
V f(x, y)dydµ(x) = −
∫
M
g(x)
∫ ∞
0
yPyX
∗
i
√
−LPyf(x)dydµ(x).
Therefore we obtain
Tif(x) = −1
2
lim
y0→∞
Ey0
(
e
∫
τ
0
V (Yv)dv
∫ τ
0
e−
∫
s
0
V (Yv)dvAi(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
∣∣∣Yτ = x) .

To study the Lp boundedness of Ti, we shall use some extensions of Burkholder’s
celebrated theorem on martingale transforms. Before stating the results, we intro-
duce some necessary probabilistic background. Suppose that (Ω,F ,P) is a complete
probability space, filtered by F = {Ft}t≥0, a family of right continuous sub-σ-fields
of F . Assume that F0 contains all the events of probability 0. Let X and Y be
adapted, real-valued martingales which have right-continuous paths with left-limits
(r.c.l.l.). The martingale Y is differentially subordinate to X if |Y0| ≤ |X0| and
〈X〉t − 〈Y 〉t is a nondecreasing and nonnegative function of t. The martingales Xt
and Yt are said to be orthogonal if the covariation process 〈X,Y 〉t = 0 for all t.
Ban˜uelos and Wang [7] proved the following sharp inequality extending the clas-
sical results of Burkholder. We always assume the martingale X (hence Y ) is Lp
bounded for 1 < p <∞ and by X in he inequalities below we mean X∞. Similarly
for Y .
Theorem 2.3. Let X and Y be two martingales with continuous paths such that
Y is differentially subordinate to X. Fix 1 < p < ∞ and set p∗ = max{p, pp−1}.
Then
(2.4) ‖Y ‖p ≤ (p∗ − 1)‖X‖p.
Furthermore, suppose the martingales X and Y are orthogonal. Then
(2.5) ‖Y ‖p ≤ cot
(
pi
2p∗
)
‖X‖p.
Both of these inequalities are sharp.
More generally, Ban˜uelos and Ose¸kowski [6] proved that
Theorem 2.4. Let X and Y be two martingales with continuous paths such that
Y is differentially subordinate to X. Consider the process
Zt = e
∫
t
0
Vsds
∫ t
0
e−
∫
s
0
VvdvdYs,
where (Vt)t≥0 is a non-positive adapted and continuous process. For 1 < p < ∞,
we have the sharp bound
(2.6) ‖Z‖p ≤ (p∗ − 1)‖X‖p.
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Proof of Theorem 1.1. We first consider the case that V ≡ 0. Note that the mar-
tingale
Nt =
∫ t∧τ
0
Ai(∇, ∂y)TQf(Ys, Bs)(dβs, dBs)
is differentially subordinate to Mft = Qf(Yt∧τ , Bt∧τ ). In addition, since the matrix
Ai is orthogonal, that is, 〈Av, v〉 = 0 for all v ∈ Rd+1,
〈
Mf , N
〉
t
= 0. Hence
Lemma 2.1 and Theorem 2.3 gives us
‖Tif‖p ≤ 1
2
cot
(
pi
2p∗
)
‖f‖p.
Next we deal with the case V 6= 0. The stochastic integral∫ t∧τ
0
Ai(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
is subordinate to ∫ t∧τ
0
(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs).
Using Itoˆ’s formula for QV f(Yt, Bt), we have
QV f(Yt∧τ , Bt∧τ ) =QV f(Y0, B0) +
∫ t∧τ
0
(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
+ 2
∫ t∧τ
0
(
∂2y +
d∑
i=1
X2i +X0
)
QV f(Ys, Bs)ds.
Since QV f(x, y) = e−y
√−Lf(x) satisfies(
∂2y +
d∑
i=1
X2i +X0
)
QV f = −V QV f,
then we get
QV f(Yt∧τ , Bt∧τ ) = QV f(Y0, B0) +
∫ t∧τ
0
(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
− 2
∫ t∧τ
0
V (Ys)Q
V f(Ys, Bs)ds.
Suppose f ≥ 0. Then QV f(Yt∧τ , Bt∧τ ) is a non-negative submartingale. It follows
from Lenglart-Le´pingle-Pratelli [26, Theorem 3.2, part 3)] that∥∥∥∥QV f(Y0, B0)− 2 ∫ τ
0
V (Ys)Q
V f(Ys, Bs)ds
∥∥∥∥
p
≤ p
∥∥QV f(Yτ , Bτ )∥∥
= p ‖f(Yτ )‖p = p ‖f‖p .
This yields
(2.7)
∥∥∥∥∫ τ
0
(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs)
∥∥∥∥ ≤ (p+ 1) ‖f‖p .
For a general f , write
Atf := Q
V f(Y0, B0)− 2
∫ t∧τ
0
V (Ys)Q
V f(Ys, Bs)ds.
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Notice that since |QV f | ≤ QV |f | and V is non-positive, then we have |Atf | ≤ At|f |
and the above argument shows that (2.7) holds for general f .
We now assume that 1 < p ≤ 2. Applying Lemma 2.1 and Theorem 2.4, we
conclude that
(2.8) ‖Tif‖p ≤ 3
(
p∗ − 1
2
)
‖f‖p , 1 < p ≤ 2.
To deal with the case of 2 ≤ p <∞, we recall (as in [5]), that if TA is the operator
constructed as above with Ai replaced by a general (d+ 1)× (d+ 1) matrix A, its
adjoint, T ∗A is given by TA∗. Thus, by duality, using the fact that (p∗ − 1) equals
(p− 1), for 2 ≤ p <∞, and equals 1(p−1) , for 1 < p ≤ 2, we get
(2.9) ‖Tif‖p ≤ 3
(
p∗ − 1
2
)
‖f‖p , 2 < p ≤ ∞.
The estimates (2.8) and (2.9) give the estimate (1.1).

The same proof above gives the following more general result for conditional
expectations (projections) of martingale transforms as above.
Theorem 2.5. Let f ∈ S(M) and let A be a (d+1)× (d+1) matrix of norm ‖A‖.
Then for 1 < p <∞,
TAf(x) = −1
2
lim
y0→∞
Ey0
(
e
∫
τ
0
V (Yv)dv
∫ τ
0
e−
∫
s
0
V (Yv)dvA(∇, ∂y)TQV f(Ys, Bs)(dβs, dBs) | Yτ = x
)
,
satisfies
(2.10) ‖TAf‖p ≤ ‖A‖
(
3
2
)
(p∗ − 1)‖f‖p,
and if V ≡ 0,
(2.11) ‖TAf‖p ≤ ‖A‖ (p
∗ − 1)
2
‖f‖p.
2.2. Example 1. Lie groups of compact type. Let G be a Lie group of compact
type with Lie algebra g. We endow G with a bi-invariant Riemannian structure and
consider an orthonormal basisX1, · · · , Xd of g. In this setting the Laplace-Beltrami
operator can be written as
L =
d∑
i=1
X2i .
It is essentially self-adjoint on the space of smooth and compactly supported func-
tions. Then X∗i = −Xi and Xi commutes with Py. We easily see that
Ti =
∫ +∞
0
yPy
(√
−LXi −X∗i
√
−L
)
Pydy = 2Xi
√
−L
∫ +∞
0
yPyPydy =
1
2
Xi(
√
−L)−1.
As a consequence of Lemma 2.1 and Theorem 1.1, the Riesz transform is bounded
on Lp(M) and we have the estimate∥∥∥Xi(√−L)−1∥∥∥
Lp→Lp
≤ cot
(
pi
2p∗
)
.
This inequality was first proved in [2] where the proof is also based on the martingale
inequality (2.5)
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2.3. Example 2. Heisenberg group. Another interesting example is given by
the Heisenberg group. The Heisenberg group is the set
H
n = {(x, y, z) : x ∈ Rn, y ∈ Rn, z ∈ R}
endowed with the group law
(x, y, z) · (x′, y′, z′) =
(
x+ x′, y + y′, z + z′ +
1
2
(〈x, y′〉
Rn
− 〈y, x′〉
Rn
)
)
.
Consider the left-invariant vector fields: for any j ∈ N, 1 ≤ j ≤ n,
Xj = ∂xj −
yj
2
∂z , Yj = ∂yj +
xj
2
∂z , Z = ∂z,
and the sublaplacian
L =
n∑
j=1
(
X2j + Y
2
j
)
.
Denote by S(Hn) (= S(R2n+1)) the Schwartz space of smooth rapidly decreasing
functions on the Heisenberg group. Equivalently,
S(Hn) =
{
f ∈ C∞(Hn) : sup
x∈H
(1 + |x|)q ∣∣XKf(x)∣∣ <∞, ∀K ∈ (N∗)2n, ∀q ∈ N}
where |x| = ((x2 + y2)2 + z2)1/4, N∗ = N ∪ {0} and
XK = Xk11 · · ·Xknn Y kn+11 · · ·Y k2nn , where K = (k1, k2, · · · , k2n) ∈ (N∗)2n.
Let d(x,y) be the Carnot-Carathe´odory distance. Notice that |x| ≃ d(0,x).
The sublaplacian L is essentially self-adjoint on S(Hn). Denote by [U, V ] =
UV − V U the commutator of U and V , then for any 1 ≤ j, k ≤ n,
[Xj , Yk] = δjkZ, [Xj , Z] = 0, [Yk, Z] = 0.
Let Wj = Xj + iYj be the complex gradient, then
(2.12) WjL = (L − 2iZ)Wj.
In other words, we have [Wj , L] = −2iZWj. Note also that [Wj , Z] = 0 and
[L,Z] = 0.
The right invariant vector fields are given by
Xˆj = ∂xj +
yj
2
∂z , Yˆj = ∂yj −
xj
2
∂z , Zˆ = ∂z.
Then we have the right-invariant sublaplacian and complex gradient, denoted by Lˆ
and Wˆj , respectively.
Let (Ht)t>0 = (e
tL)t>0 be the heat semigroup generated by L and ht(x) be
the corresponding heat kernel at 0. Hence ht(x,y) = ht(xy
−1). Let (Pt)t>0 =
(e−t
√−L)t>0 be the Poisson semigroup and pt be the Poisson kernel at 0. Similarly,
let (Hˆt)t>0 = (e
tLˆ)t>0 and (Pˆt)t>0 = (e
−t
√
−Lˆ)t>0 be the heat and Poisson semi-
groups generated by Lˆ. The corresponding heat and Poisson kernels are denoted
by hˆt and pˆt.
We have that S(Hn) is left globally stable by L and by Ht for any t ≥ 0 (see [9,
Lemma 2.1]). Moreover, define
√−Lf via the heat semigroup as follows:
(2.13)
√
−Lf(x) = − 1
2
√
pi
∫ ∞
0
t−3/2(Htf(x)− f(x))dt.
Then
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Lemma 2.6. For any f ∈ S(Hn), we have √−Lf ∈ S(Hn).
Proof. Let f ∈ S(Hn), then for any K = (k1, k2, · · · , k2n) ∈ (N∗)2n and q ∈ N,∣∣∣XˆKf(x)∣∣∣ ≤ C
(1 + d2(0,x))q
,
where XˆK = Xˆk11 · · · Xˆknn Yˆ kn+11 · · · Yˆ k2nn .
Following the argument in [9], we have that for any t ≥ 1∣∣XKHtf(0)∣∣ = ∣∣∣HtXˆKf(0)∣∣∣ ≤ Ht( C
(1 + d2(0, ·))q
)
(0) ≤ E0
(
C
(1 + d2(0, Xt))q
)
≤ E0
(
C
(1 + td2(0, X1))q
)
≤ C
tq
E0
(
1
(1 + d2(0, X1))q
)
≤ C
tq
H1
(
C
(1 + d2(0, ·))q
)
(0).
By the left invariance, we obtain that
(2.14)
∣∣XKHtf(x)∣∣ = ∣∣∣HtXˆKf(0)∣∣∣ ≤ C
tq
(1 + d2(0,x))−q
Also recall that for 0 < t < 1,∣∣XKHtf ∣∣ = ∣∣∣HtXˆKf ∣∣∣ ≤ eCt(1 + d2(0,x))−q.(2.15)
Ignoring the constant, we rewrite (2.13) as
√−Lf(x) =
∫ 1
0
t−3/2
∫ t
0
LHsf(x)dsdt+
∫ ∞
1
t−3/2(Htf(x)− f(x))dt.
Using (2.15) and (2.14), we obtain
sup
x∈H
(1 + |x|)q
∣∣∣XK√−Lf(x)∣∣∣ . ∫ 1
0
t−1/2dt+
∫ ∞
1
t−3/2dt <∞.

Remark 2.7. Consequently, [Wj ,
√−L] is defined pointwisely on S(Hn). Similarly,
we can also show that 2iTjZf ∈ S(Hn) by using the subordination formula for the
Poisson semigroup
Ptf =
t
2
√
pi
∫ ∞
0
e−
t2
4sHsf
ds
s3/2
.
Consider the operator
Tj =
∫ +∞
0
yPy(Wj
√
−L+
√
−LWj)Pydy,
we have the following equality.
Proposition 2.8. For any f ∈ S(Hn), there holds
(2.16) [Wj ,
√−L]f = 2i TjZf.
In order to prove Proposition 2.8, we recall first the spectral decomposition of
the sublaplacian on the Heisenberg group (see, for instance, [39, Section 2]). Let
f ∈ L2(Hn) be a radial function. That is, for any x = (x, y, z) ∈ Hn, f(x) = f(r, z)
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with r = ‖x‖. Here ‖x‖ denotes the Euclidean norm of the projection of x onto
the plane {z = 0}. The spectral decomposition of the sublaplacian is given by
Lf(r, z) = −(2pi)−n−1
∫ ∞
−∞
∞∑
k=0
(2k + n)|λ|Cλk (fλ)ϕλk (r)e−iλz |λ|ndλ,
where ϕλk are the scaled Laguerre functions
ϕλk(r) = L
n−1
k
(1
2
|λ|r2
)
e−
1
4
|λ|r2 ,
and Cλk (f
λ) are the Laguerre coefficients of the radial function fλ given by
Cλk (f
λ) = Cn,λ
k!(n− 1)!
(k + n− 1)!
∫
R2
fλ(r)ϕλk (r)dxdy.
Notice that {ϕλk}∞k=0 forms an orthogonal basis for the subspace consisting of radial
functions in L2(R2n). The spectral decomposition of the associated heat semigroup
is
etLf(r, z) = (2pi)−n−1
∫ ∞
−∞
∞∑
k=0
e−(2k+n)|λ|tCλk (f
λ)ϕλk(r)e
−iλz |λ|ndλ.
We also have the spectral decomposition for the heat kernel
(2.17) ht(r, z) = C
∫ ∞
−∞
∞∑
k=0
e−(2k+n)|λ|tϕλk(r)e
−iλz |λ|ndλ.
Lemma 2.9. For any r > 0, z ∈ R and t > 0, we have
[Wj ,
√
−L]ht(r, z) =
∫ ∞
−∞
∞∑
k=0
e−(2k+n)|λ|t[Wj ,
√
−L]ϕλk(r)e−iλz |λ|ndλ,(2.18)
where the right hand side converges uniformly in r and z.
Proof. For any x = (x, y, z) ∈ H, denote ϕ˜λk(x) = ϕ˜λk(r, z) = ϕλk(r)e−iλz |λ|, where
r = ‖x‖. Then for any t0 > 0
Ht0ϕ˜
λ
k = e
−(2k+n)|λ|t0ϕ˜λk ,
and
Wjϕ˜
λ
k(x) = e
(2k+n)|λ|t0WjHt0ϕ˜
λ
k(x) = e
(2k+n)|λ|t0
∫
Hn
Wj;xht0(x,y)ϕ˜
λ
k (y)dy.
Consequently,∣∣∣Wj√−L ϕ˜λk(x)∣∣∣ =√(2k + n)|λ| e(2k+n)|λ|t0 ∣∣∣∣∫
Hn
Wj;xht0(x,y)ϕ˜
λ
k (y)dy
∣∣∣∣
≤
√
(2k + n)|λ| e(2k+n)|λ|t0 ‖Wj;xht0(x, ·)‖L1
∥∥ϕ˜λk∥∥L∞
≤ Ct−1/20
√
(2k + n)|λ| e(2k+n)|λ|t0 ∥∥ϕ˜λk∥∥L∞ .
Take t0 =
t
2 , then∣∣∣e−(2k+n)|λ|tWj√−Lϕλk(r)e−iλz |λ|n∣∣∣ ≤ Ct−1/2|λ|n√(2k + n)|λ|e−(2k+n)|λ|t/2.
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This implies that the right hand side of (2.18) converges if [Wj ,
√−L] is replaced
by Wj
√−L. Hence we have
Wj
√
−Lht(r, z) =
∫ ∞
−∞
∞∑
k=0
e−(2k+n)|λ|tWj
√
−Lϕλk(r)e−iλz |λ|ndλ.
In order to show (2.18), it remains to consider
√−LWj . Using right invariant
operators and integration by parts, we have∣∣∣√−LWj ϕ˜λk(x)∣∣∣ = ∣∣∣√−LWjHt0 ϕ˜λk(x)∣∣∣ = ∣∣∣∣Ht0√−LˆWˆj ϕ˜λk(x)∣∣∣∣
=
∣∣∣∣∫
Hn
ht0(x,y)
√
−LˆWˆj ϕ˜λk(y)dy
∣∣∣∣
=
∣∣∣∣∫
Hn
Wˆj
√
−Lˆ ht0(x,y) ϕ˜λk (y)dy
∣∣∣∣
≤
∫
Hn
∣∣∣∣Wˆj√−Lˆ ht0(x,y)∣∣∣∣ dy ∥∥ϕ˜λk∥∥L∞ .
By Lemma 2.6, we see that the integral
∫
Hn
∣∣∣Wˆj√−Lˆ ht0(x,y)∣∣∣ dy converges. This
leads to (2.18) with [Wj ,
√−L] being replaced by Wj
√−L and hence (2.18). 
Remark 2.10. In the same way, we can also prove that
2i TjZht(r, z) =
∫ ∞
−∞
∞∑
k=0
e−(2k+n)|λ|t2i TjZϕλk(r)e−iλz |λ|ndλ.(2.19)
Proof of Proposition 2.8. We first show that
(2.20) [Wj ,
√
−L]ht(r, z) = 2i TjZ ht(r, z).
By Lemma 2.9, it suffices to show that, for any λ ∈ R and any k ∈ N,
[Wj ,
√
−L]ϕ˜λk = 2i TjZ ϕ˜λk .
Before computation, we recall that Z commutes with L and Wj . Then LZ ϕ˜
λ
k =
ZL ϕ˜λk = −(2k+ n)|λ|, i.e., Z ϕ˜λk is an eigenfunction of the eigenvalue −(2k+ n)|λ|
for L. Thus we have
2i TjZ ϕ˜λk = 2i
∫ +∞
0
yPy
(
Wj
√−L+√−LWj
)
PyZ ϕ˜
λ
k dy
= 2i
∫ +∞
0
ye−y
√−L
(
Wj
√
(2k + n)|λ|+
√
−LWj
)
e−y
√
(2k+n)|λ|Z ϕ˜λk dy
= 2i
∫ +∞
0
ye
−y
(√−L+
√
(2k+n)|λ|
) (√
(2k + n)|λ|+
√
−L
)
WjZ ϕ˜
λ
k dy
=
∫ +∞
0
ye
−y
(√−L+
√
(2k+n)|λ|
) (√
(2k + n)|λ|+
√
−L
)
(LWj −WjL)ϕ˜λk dy
=
∫ +∞
0
ye
−y
(√−L+
√
(2k+n)|λ|
) (√
(2k + n)|λ|+
√
−L
)
(L+ (2k + n)|λ|)Wj ϕ˜λk dy
=
(√
(2k + n)|λ| −
√
−L
)
Wj ϕ˜
λ
k = [Wj ,
√
−L]ϕ˜λk .
Here, in the third equality, we use (2.12) and the fact that Z commutes with Wj .
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With this preparation, we can now prove (2.16). By the left invariance, it is
enough to prove the equality at x = 0. We notice that
(2.21) [Wj ,
√
−L]f(0) = lim
t→0
Ht[Wj ,
√
−L]f(0).
Using integration by parts and also (2.20), we have
Ht[Wj ,
√
−L]f(0) =
∫
Hn
ht(y)[Wj ,
√
−L]f(y)dy
= −
∫
Hn
[Wj ,
√
−L]ht(y)f(y)dy
= −
∫
Hn
2i TjZht(y)f(y)dy
=
∫
Hn
ht(y)2i TjZf(y)dy = Ht2i TjZf(0),
where the second-to-last equality holds since Z commutes with L. This gives us
lim
t→0
Ht[Wj ,
√
−L]f(0) = 2iTjZf(0),
which leads to (2.21) and hence (2.16).

Finally, we conclude that
Proposition 2.11. Let 1 ≤ j ≤ n and f ∈ S(Hn). Then we have
‖ [Wj ,
√
−L]f ‖p ≤
√
2(p∗ − 1)‖Zf‖p.
Proof. By Proposition 2.8, we have
‖ [Wj ,
√−L]f ‖p ≤ 2‖TjZf‖p.
It suffices to work on Tj . Following the proof of Theorem 1.1, we have Gundy-
Varopoulos type probabilistic representation of Tj as follows
Tjf(x) = −1
2
lim
y0→∞
Ey0
(∫ τ
0
Aj(∇, Z)TQf(Ys, Bs)(dβs, dBs) | Yτ = x
)
,
where ∇ = (X1, · · · , Xn, Y1, · · · , Yn), (Yt)t≥0 is the diffusion process on Hn with
generator L, βs is the Brownian motion on R
2n, and Aj is a (2n + 1) × (2n + 1)
matrix as follows:
aj(2n+1) = 1, a(n+j)(2n+1) = i, a(2n+1)j = −1, a(2n+1)(n+j) = −i; and otherwise 0.
Notice that ‖Aj‖ =
√
2, therefore by Theorem 2.5,
‖ [Wj ,
√
−L]f ‖p ≤ 2‖TjZf‖p ≤ 2 ‖Aj‖ (p
∗ − 1)
2
‖Zf‖p =
√
2(p∗ − 1)‖Zf‖p.

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2.4. Example 3. SU(2). Consider the Lie group SU(2), i.e., the group of 2 × 2
complex unitary matrices of determinant 1. Its Lie algebra su(2) consists of 2 × 2
complex skew adjoint matrices of trace 0. A basis of su(2) is formed by the Pauli
matrices
X =
(
0 1
−1 0
)
, Y =
(
0 i
i 0
)
, Z =
(
i 0
0 −i
)
,
for which the commutation relations hold
[X,Y ] = 2Z, [Y, Z] = 2X, [Z,X ] = 2Y.
Denote by X,Y, Z the left invariant vector fields on SU(2) corresponding to the
Pauli matrices. We shall be interested in the operator
L = X2 + Y 2.
Let (Ht)t>0 = (e
tL)t>0 be the heat semigroup generated by L and ht(x) be
the corresponding heat kernel at 0. Let (Pt)t>0 = (e
−t√−L)t>0 be the Poisson
semigroup and pt be the Poisson kernel at 0. We use the cylindric coordinates
introduced in [22]
(r, θ, z)→ exp(r cos θX + r sin θY ) exp(zZ) =
(
cos(r)eiz sin(r)ei(θ−z)
− sin(r)e−i(θ−z) cos(r)eiz
)
with
0 ≤ r ≤ pi
2
, θ ∈ [0, 2pi], z ∈ [−pi, pi].
The heat kernel at 0 depends only on r and z, which we denote by ht(r, z). The
spectral decomposition of ht(r, z) can be found in [10]: for t > 0, 0 ≤ r < pi2 ,
z ∈ [−pi, pi],
ht(r, z) =
+∞∑
n=−∞
+∞∑
k=0
(2k + |n|+ 1)e−(4k(k+|n|+1)+2|n|)teinz(cos r)|n|P 0,|n|k (cos 2r).
Let W = X + iY be the complex gradient. Then the Lie algebra structure gives
us
(2.22) WL = (L− 4iZ + 4)W.
Consider the operator
T =
∫ +∞
0
yPy(W
√
−L+
√
−LW )Pydy.
Proposition 2.12. For any smooth function f , there holds
(2.23) [W,
√−L]f = T (4iZ + 4)f.
Proof. Denote Φn,k(r, z) = e
inz(cos r)|n|P 0,|n|k (cos 2r). Then Φn,k is a eigenfunction
of L corresponding to the eigenvalue −λn,k = −4k(k + |n|+ 1)− 2|n|.
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Similarly as on Heisenberg groups (details are neglected), it suffices to check
(2.23) acting on eigenfunctions Φn,k(r, z). We first compute T Φn,k(r, z),
T Φn,k =
∫ +∞
0
yPy(W
√
−L+
√
−LW )PyΦn,kdy
=
∫ +∞
0
ye−y
√−L(W
√
λn,k +
√
−LW )e−y
√
λn,kΦn,kdy
=
∫ +∞
0
ye−y(
√−L+
√
λn,k)(
√
λn,k +
√
−L)WΦn,kdy
= (
√
−L+
√
λn,k)
−1WΦn,k.
Observe that [L,Z] = 0, then LZΦn,k = ZLΦn,k = −λn,kZΦn,k, i.e., ZΦn,k is also
an eigenfunction of eigenvalue −λn,k. Hence the above computation also works for
ZΦn,k and we obtain that
T (4iZ + 4)Φn,k = (
√
−L+
√
λn,k)
−1W (4iZ + 4)Φn,k.
Observe also [W,Z] = 2iW , which leads to (4iZ−4)W =W (4iZ+4). Consequently
(2.24) T (4iZ + 4)Φn,k = (
√
−L+
√
λn,k)
−1(4iZ − 4)WΦn,k.
Next compute the commutator acting on Φn,k, we have
[W,
√
−L]Φn,k =W
√
λn,kΦn,k −
√
−LWΦn,k = (
√
λn,k −
√
−L)WΦn,k.
In addition,
(
√
−L+
√
λn,k)(
√
λn,k −
√
−L)WΦn,k = (λn,k + L)WΦn,k
= LWΦn,k −WLΦn,k
= (4iZ − 4)WΦn,k,
where the last equality is due to (2.22).
Summarize the above three equalities we conclude the proof for (2.23). 
As a conclusion, we have
Proposition 2.13. Let 1 < p <∞. Then for any smooth function f ,
‖ [W,
√
−L]f ‖p ≤ 2
√
2(p∗ − 1)‖(iZ + 1)f‖p.
Proof. By Proposition 2.12, we have
‖ [W,
√
−L]f ‖p ≤ ‖T (4iZ + 4)f‖p.
Following the proof of Theorem 1.1, we have Gundy-Varopoulos type probabilistic
representation of T as follows
Tjf(x) = −1
2
lim
y0→∞
Ey0
(∫ τ
0
Aj(∇, Z)TQf(Ys, Bs)(dβs, dBs) | Yτ = x
)
,
where ∇ = (X,Y ), (Yt)t≥0 is the diffusion process on SU(2) with generator L, βs
is the Brownian motion on R2, and A is a 3× 3 matrix as follows:
a13 = 1, a23 = i, a31 = −1, a32 = −i; and otherwise 0.
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Notice that ‖A‖ = √2, therefore by Theorem 2.5,
‖ [W,
√
−L]f ‖p ≤ ‖T (4iZ + 4)f‖p
≤ ‖A‖ (p
∗ − 1)
2
‖(4iZ + 4)f‖p
= 2
√
2(p∗ − 1)‖(iZ + 1)f‖p.

3. Riesz transforms on vector bundles
Our general results are easily generalized in the framework of vector bundles.
This framework is more adapted to the study of Riesz transforms vectors.
3.1. A general theorem. LetM be a d-dimensional smooth complete Riemannian
manifold and let E be a finite-dimensional vector bundle over M. We denote by
Γ(M, E) the space of smooth sections of this bundle. Let now ∇ denote a metric
connection on E . We consider an operator on Γ(M, E) that can be written as
L = F +∇0 +
d∑
i=1
∇2i ,
where
∇i = ∇Xi , 0 ≤ i ≤ d,
and the Xi’s are smooth vector fields on M and F is a smooth symmetric and non
positive potential (that is a smooth section of the bundle End(E)). We will assume
that L is non-positive and essentially self-adjoint on the space Γ0(M, E) of smooth
and compactly supported sections. We consider then a first order differential oper-
ator da on Γ(M, E) that can be written as
da =
d∑
i=1
ai∇Xi ,
where a1, · · · , ad are smooth sections of the bundle End(E). Our main assumptions
are that
daLη = Ldaη, η ∈ Γ(M, E),
and that
‖daη‖2 ≤ C
d∑
i=1
‖∇Xiη‖2, η ∈ Γ(M, E),
for some constant C ≥ 0. Several instances of such situations will be illustrated in
the sequel. Our main theorem is the following:
Theorem 3.1. For 1 < p <∞,
‖da(−L)−1/2η‖p ≤ 6C(p∗ − 1)‖η‖p.
The proof follows the same lines as in the previous section. Let (Yt)t≥0 be the
diffusion process onM with generator
∑d
i=1X
2
i +X0 started from the distribution µ.
We assume that (Yt)t≥0 is non explosive, thus as before it can then be constructed
via the Stratonovitch stochastic differential equation
dYt = X0(t)dt +
d∑
i=1
Xi(Yt) ◦ dβit ,
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where βt = (β
1
t , · · · , βdt ) is the Brownian motion on Rd with generator
∑d
i=1
∂2
∂x2
i
.
Let (Bt)t≥0 be a one-dimensional Brownian motion on R, with generator d
2
dy2
starting from y0 > 0, which is independent from (Yt)t≥0. Then E(B2t ) = 2t. Set
the stopping time
τ = inf{t > 0, Bt = 0}.
We denote by Ht = e
tL the heat semigroup and by Py = e
−y√−L the Poisson
semigroup. In that framework, there is a well known Feynman-Kac representation
for the semigroup Ht.
More precisely, consider the stochastic parallel transport along Yt, θt : EYt → EY0
and the multiplicative functional (Mt)t≥0, solution of the equation
dMt
dt
=MtθtFθ−1t , M0 = Id.
By the Feynman-Kac formula, the heat semigroup Ht acting on η ∈ Γ∞0 (M, E) can
then be written as
Htη(x) = Ex (Mtθtη(Yt)) .
For η ∈ Γ∞0 (M, E), denote
Qη(x, y) = Pyη(x) = e
−y√−Lη(x),
and
Mηs =Ms∧τθs∧τQη(Ys∧τ , Bs∧τ ).
As in Lemma 2.2, we can easily prove that Mη is a martingale. We have then the
following Gundy-Varopoulos type representation :
Lemma 3.2. Let η ∈ Γ∞0 (M, E). For almost all x ∈M, we have
da(−L)−1/2η(x) = −2 lim
y0→∞
Ey0
(
θ−1τ M∗τ
∫ τ
0
(M∗s)−1θsdaQf(Ys, Bs)dBs | Yτ = x
)
.
Proof. Let α ∈ Γ∞0 (M, E) and α ∈ Γ∞0 (M, E). Note that
Mητ =Mτθτα(Yτ ).
By Itoˆ isometry, we have∫
M
〈
α(x),E
(
θ−1τ M∗τ
∫ τ
0
(M∗s)−1θsdaQη(Ys, Bs)dBs | Yτ = x
)〉
dµ(x)
= Ey0
(〈
Mτθτα(Yτ ),
∫ τ
0
(M∗s)−1θsdaQη(Ys, Bs)dBs
〉)
= 2Ey0
(∫ τ
0
〈∂yQα(Ys, Bs), daQη(Ys, Bs)〉ds
)
= 2
∫
M
∫ ∞
0
(y0 ∧ y)〈∂yQα(x, y), daQη(x, y)〉dydµ(x).
The last equality follows from the facts that the Green function of the Brown-
ian motion is killed at 0 and Ys is distributed according to µ. Using finally the
commutation between da and L one deduces
2
∫
M
∫ ∞
0
y〈∂yQα(x, y), daQη(x, y)〉dydµ(x) = −1
2
∫
M
〈
α(x), da(−L)−1/2η(x)
〉
dµ(x).

The proof of Theorem 3.1 now follows the lines of the proof of Theorem 1.1.
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3.2. Example 1. The Riesz transform on forms. Let M be a d-dimensional
smooth, oriented, complete and stochastically complete Riemannian manifold. We
first briefly recall some basic facts on Fermion calculus on the exterior algebra of a
finite dimensional vector space, as can be found in Section 2.2.2 of [40]. Let V be
a d-dimensional Euclidean vector space. We denote V ∗ its dual and
∧V ∗ =
⊕
k≥0
∧kV ∗,
the exterior algebra. If u ∈ V ∗, we denote a∗u the map ∧V ∗ → ∧V ∗, such that
a∗u(ω) = u∧ ω. The dual map is denoted au. Let now θ1, ..., θd be an orthonormal
basis of V ∗. We denote ai = aθi . We have the basic rules of Fermion calculus
{ai, aj} = 0, {a∗i , a∗j} = 0, {ai, a∗j} = δij ,
where {·, ·} stands for the anti-commutator: {ai, aj} = aiaj + ajai. If I and J are
two words with 1 ≤ i1 < · · · < ik ≤ d and 1 ≤ j1 < · · · < jl ≤ d, we denote
AIJ = a
∗
i1 · · ·a∗ikaj1 · · · ajl .
The family of all the possible AIJ forms a basis of the 2
2d-dimensional vector space
End (∧V ∗). We can carry the Fermionic construction on the tangent spaces of the
manifold M. Let ei be a local orthonormal frame and let θi be its dual frame. In
that frame, we can express the exterior derivative as
d =
∑
i
a∗i∇ei .(3.25)
Let us therefore observe that ‖dη‖2 ≤∑di=1 ‖∇eiη‖2. The curvature endomorphism
(Weitzenbo¨ck curvature) is then defined by
F = −
∑
ijkl
Rijkla
∗
i aja
∗
kal
where
Rijkl = 〈R(ej, ek)el, ei〉 ,
with R Riemannian curvature of M. The celebrated Weitzenbo¨ck formula writes
L = ∆−F ,
where L = −dd∗− d∗d is the Hodge-DeRham Laplacian and ∆ the Bochner Lapla-
cian. Let us recall that if ei is a local orthonormal frame, we have the following
explicit formula for ∆:
∆ =
d∑
i=1
(∇ei∇ei −∇∇eiei),(3.26)
where∇ is the Levi-Civita connection. The following theorem is then an application
of Theorem 3.1.
Theorem 3.3. Assume F ≥ 0, then
‖d(−L)−1/2η‖p ≤ 6(p∗ − 1)‖η‖p
Remark 3.4. Let us observe that the expressions 3.25 and 3.26 are only defined
locally in a given frame, however Lemma 3.2 is coordinate free and therefore holds
in the present setting (see Theorem 3.2 in [30]).
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3.3. Example 2. The Riesz transform on spinors. We first review some basic
constructions in spin geometry. Let V be an oriented d dimensional Euclidean
space. We assume that the dimension d is even. The Clifford algebra Cl(V ) over
V is the algebra
T(V ) = R⊕ V ⊕ (V ⊗ V )⊕ · · ·
quotient by the relations
u⊗ v + v ⊗ u+ 2〈u, v〉1 = 0.(3.27)
Let e1, ..., ed be an oriented basis of V . The family
ei1 ...eik , 0 ≤ k ≤ d, 1 ≤ i1 < ... < ik ≤ d,
forms a basis of the vector space Cl(V ) which is therefore of dimension 2d. In T(V )
we can distinguish elements that are even from elements that are odd. This leads
to a decomposition:
Cl(V ) = Cl−(V )⊕Cl+(V ),
with V ⊂ Cl−(V ). A Clifford module is a vector space E over R (or C) that is also
a Cl(V )-module and that admits a direct sum decomposition
E = E− ⊕ E+
with
Cl−(V ) · E− ⊂ E−, Cl+(V ) · E+ ⊂ E+.
It can be shown that there is a unique Clifford module S, called the spinor module
over V such that:
End(S) ≃ C⊗Cl(V ).
In particular dimS = 2
d
2 . If ψ ∈ so(V ), that is if ψ : V → V is a skew-symmetric
map, we define
Dψ =
1
2
∑
1≤i<j≤d
〈ψ(ei), ej〉eiej ∈ Cl(V ),
and observe that D[ψ1, ψ2] = [Dψ1, Dψ2]. The set Cl
2(V ) = Dso(V ) is therefore
a Lie algebra. The Lie group Spin(V ) is the group obtained by exponentiating
Cl2(V ) inside the Clifford algebra Cl(V ); It is the two-fold universal covering of
the orthogonal group SO(V ). It can also be described as the set of a ∈ Cl(V ) such
that:
a = v1...v2k, 1 ≤ k ≤ d
2
, vi ∈ V, ‖ vi ‖= 1.
We now come back to the manifold setting and carry the above constructions on
the cotangent spaces of a spin manifold. So, let M be a d-dimensional, oriented,
complete and stochastically complete Riemannian manifold. We assume that d is
even. We furthermore assume that M admits a spin structure: That is, there exists
a principal bundle onM with structure group Spin(Rd) such that the bundle charts
are compatible with the universal covering Spin(Rd)→ SO(Rd). This bundle will
be denoted SP(M) and pi will denote the canonical surjection. The spin bundle S
overM is the vector bundle such that for every x ∈M, Sx is the spinor module over
the cotangent space T∗xM. At each point x, there is therefore a natural action of
Cl(T∗xM) ≃ End(Sx); this action will be denoted by c. On S, there is a canonical
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elliptic first-order differential operator called the Dirac operator and denoted D. In
a local orthonormal frame ei, with dual frame e
∗
i , the Dirac operator is given by
D =
d∑
i=1
c(e∗i )∇ei ,
where ∇ is the Levi-Civita connection. As a consequence, ‖Dη‖2 ≤∑di=1 ‖∇eiη‖2.
We also have an analogue of Weitzenbo¨ck formula which is the celebrated Lich-
nerowicz formula (see Theorem 3.52 in [13]):
−D2 = ∆− s
4
,
where s is the scalar curvature of M and ∆ is given in a local orthonormal frame
ei by
∆ =
d∑
i=1
(∇ei∇ei −∇∇eiei).
The following theorem is then an application of Theorem 3.1.
Theorem 3.5. Assume that the scalar curvature s ≥ 0, then
‖D(−D2)−1/2η‖p ≤ 6(p∗ − 1)‖η‖p.
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