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Abstract
Unmanned Aerial Vehicles (UAVs) have become an important tool for
military and civilian operations. They are specially usefull in dull, dirty
or dangerous missions. Potential civilian applications include aerial crop
surveys, aerial photography, search and rescue, inspection of power lines
and pipelines, counting wildlife, delivering medical supplies to otherwise in-
accessible regions, detection of illegal hunting, reconnaissance operations,
cooperative environment monitoring, policing and surveillance, coordinating
humanitarian aid, plume tracking, fire and large-accident investigation, land-
slide measurement, illegal landfill detection, construction industry or crowd
monitoring.
Motivated by the above, the first part of the thesis studies the kinematics
and the dynamics of fixed-wing UAVs. We start by providing different UAV
models: 2D Point Mass model, 2D Coordinated Flight model, 3D model and
then a complex 3D model.
In the second part of the thesis we analyze trim points, i.e., stationary trajec-
tories of the system that can be performed by the use of appropriate constant
inputs. The study and analysis of the trim points provide useful insights and
understanding of the range of model validity. We define the trim conditions
and provide an explicit formulation for the computation of the stationary
trajectories. We perform simulations with the Zagi Flying Wing example
based on the computed stationary conditions.
In the last part of the thesis, we focus on the control design where the task
is to provide the UAVs with the ability to autonomously follow a predefined
path. In this work, we focus on two of the most common and widely used
control techniques: the proportional-integral-derivative (PID) control and
the linear quadratic regulator (LQR) control. In particular, we point out the
main advantages and disadvantages of those approaches. We also describe
their implementations for an UAV and provide simulation results to illustrate
their performance.
Keywords: UAVs, modeling, trimming conditions, path-following, landing.
Nomenclature
(xA,yA,zA): UAV position in the inertial frame, m
va: UAV airspeed, m/s
vg: UAV groundspeed, m/s
v: UAV speed without wind, m/s
γ: UAV flight path angle, rad
ψ: UAV heading angle, rad
φ : UAV roll angle, rad
α: UAV angle of attack, rad
θ: UAV pitch angle, rad
β: UAV side slip angle, rad
χ: UAV course angle, rad
T : Thrust, N
D: Drag force, N
L: Lift force, N
m: UAV mass, kg
g: Gravitational acceleration, m/s2
ρ: Air density, kg/m3
S: UAV reference area, m2
CL: Lift coefficient
CD: Drag coefficient
CD0 : Drag coefficient at zero lift
kD/L: Induced drag factor
alon: UAV longitudinal acceleration, m/s
2
alat: UAV lateral acceleration, m/s
2
p: UAV roll rate (about x body axis), rad/s
q: UAV pitch rate (about y body axis), rad/s
r: UAV yaw rate (about z body axis), rad/s
Ix: Moment of inertia about x body axis, kg.m
2
Iy: Moment of inertia about y body axis, kg.m
2
Iz: Moment of inertia about z body axis, kg.m
2
Ixz: Product of inertia in xz body axis plane, kg.m
2
iv
Sprop: Area of the propeller, m
2
Cprop: Aerodynamic coefficient for the propeller
kmotor: Constant that specifies the efficiency of the motor
b: Wing span, m
c: Mean aerodynamic chord of the wing, m
M : Transition rate
Cm: Pitching moment coefficient
Cl: Rolling moment coefficient
Cn: Yawing moment coefficient
Cy: Lateral force coefficient
Mp: Pitching moment
Lr: Rolling moment
Ny: Yawing moment
Flat: Lateral force
δt: Control signal denoting the throttle deflection
δe: Control signal denoting the elevator deflection
δa: Control signal denoting the aileron deflection
δr: Control signal denoting the rudder deflection
(vaxb,vayb,vazb): UAV air velocity in the body frame, m/s
(vxb,vyb,vzb): UAV velocity in the body frame without wind, m/s
(Fxb,Fyb,Fzb): F components in the body frame, m/s
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Chapter 1
Introduction
1.1 Motivations
UAVs (Unmanned Aerial Vehicles) are vehicles capable of sustained flight
without the need for a human operator onboard. Although UAVs are mostly
used in military applications nowadays, the UAVs can also perform scientific,
public safety, and commercial tasks as data and image acquisition of disaster
areas, map building, communication relays, search and rescue, traffic surveil-
lance, and so on. In the past few decades, the advances in communication,
sensor and control systems have led significant progress to the development
of a wide range of UAVs, varying in shape, size, configuration and charac-
teristics. The common types of UAVs are fixed wing UAVs, Quad-rotors
and helicopters at different scales (large UAVs or miniature vehicles or mi-
cro aerial vehicle). Fixed wing UAVs fly at higher speeds and for a longer
duration if compared with rotary wing UAVs. However, some of the fixed
wing UAVs may require a runway for takeoff and landing, while those that
can be either hand launched or through a catapult mechanism can be landed
without a runway.
UAVs are currently one of the main research fields in aeronautics, as they
have certain advantages above piloted- or remotely controlled vehicles. UAVs
are able to achieve precision flight for long periods of time without being af-
fected by factors such as pilot fatigue and visibility. The costs of UAVs are
also much less than piloted aircraft. However, the human element cannot
yet by excluded as humans have the ability to make split second decisions
while taking a multitude of factors into consideration. Unlike UAVs, humans
also have the ability to determine the correct course of action by analyzing
factors that are not necessarily related to the specific flight mission.
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The future goal for UAVs is to form part of a larger system. The flight
control and guidance would be autonomous and humans would only interact
by making mission critical decisions. This would eliminate the use of pilots
for all missions. These would include transport, air combat and commercial
applications. Since UAVs cannot yet accomplish all these goals, they are
currently best suited to surveillance missions.
UAV flight consists of different phases, namely, take off, climb, cruise, descent
and finally landing. Most of the UAV autopilots have autonomous take-off
(catapult and hand launched) and cruise but limited autonomous landing ca-
pabilities due to high risks and reliability issues. The accuracy of the landing
must be high otherwise the aircraft may crash. Autonomous landing is one
of the most challenging part of the flight. Landing must be done in a limited
amount of time and space. Hence precise sensing techniques and accurate
control is required during this maneuver.
1.2 Literature
In literature we can find several dynamic models for aircrafts. A basic model
can be found in [19], where a 2D model in the horizontal plane is described. In
[3], a 2D coordinated flight model is described. The proposed model includes
a static map between the roll angle and the lateral acceleration. Here it is
also introduced the idea of coordinated flight which means the UAV is not
moving sideways. In [1], see also [14], a 3D point mass model is described.
The model captures important dynamic features (e.g., aerodynamic forces)
of a real UAV. In all this models there are to important assumptions: the
change of direction is a result of coordinated turns and there is no wind. More
complex dynamic model with different important features can be found in
[2], [3], [4], [7] and [8].
Flight control is one of the lower-layer system and automatic flight in-
volves multiples levels of priority. UAVs can be programmed to perform
aggressive maneuvers. UAV require sophisticated control techniques. UAV
flight control systems provide enabling technology for the aerial vehicles to
fulfill their flight missions, especially when these missions are often planned
to perform risky or tedious tasks under extreme flight conditions that are
not suitable for piloted operation. In literature several types of control tech-
niques are found. In [22], two dimensional (2D) path-following algorithms
with constant altitude are studied for fixed-wing UAVs. Several techniques
are presented and a comparison in terms of accuracy and robustness is shown.
Specifically, the authors compare and discuss the following techniques: PID,
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NLGL, carrot-chasing algorithm, PLOS, vector-field (VF)-based and LQR.
In this thesis, we are interested in a 3D control to provide the UAV a safe
landing. Landing an aerial vehicle is a very challenging problem. Pilots spend
numerous hours practicing touchdowns because of the risk involved during
landing phase. Developing autonomous landing technologies have been an
active area of research over the past decade. In [23], the authors present
a review of landing techniques ranging from GPS based landing to vision
based landing techniques and from basic nonlinear to intelligent, hybrid and
robust control. It is aimed at providing a broad perspective on the status
of the landing control problem and controller design. The paper provides
a comparison based on parameters such as type of the vehicle, assumptions
made in the problem design, techniques used and efficacy of the algorithm
in real world conditions. In [24], a nonlinear control has been designed using
the dynamic inversion approach for automatic landing of UAVs, along with
associated path planning. In [25], an autonomous take-off and landing al-
gorithm based on low-cost flight control system for small fixed wing UAV is
presented. The authors provide validation results based on hardware in the
loop simulation. In [26], an autonomous flight state holding for a fixed-wing
propeller-given unmanned aircraft is developed. The development is based
on the utilization of a PID control loops structure. The proposed control
loops are turn and turn-rate, airspeed and altitude states holding. The con-
trol structure provides a low level control necessarily for mission planning
and execution. Moreover, interesting details about the UAV dynamics and
”propeller-driven modeling” are provided. The control algorithm generates
the control law for a UAV while explicitly dealing with their multi-input
multi-output non-linear dynamics, input saturation and state constraints.
The UAV dynamics response together with controller closed loop response
is then presented. In [27], the authors describe the structure and the de-
sign aspects of a robust PID controller for higher-order systems. A design
scheme that combines deadbeat response, robust control, and model reduc-
tion techniques to enhance the performances and robustness of PID controller
is presented. Unlike conventional deadbeat controllers, the tuning parame-
ters are reduced to one cascade gain which yields a practical tuning method.
In [28], an automatic control system design based on Linear Quadratic Regu-
lator has been implemented on longitudinal flight dynamics of an UAV. It has
been aimed to suppress the sustained oscillations resulted from the very close
complex conjugate poles pair to the imaginary axis. The open loop response
of the full mode longitudinal flight dynamics of the desired UAV is studied
and then LQR controller has been designed. In [29] an optimal controller
with linear quadratic regulator (LQR) method for a small UAV is proposed.
To better evaluate the effect of disturbances on the proposed controller, a
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Kalman filter is used in the system. For this purpose a small UAV that is
normally used as a radio controlled plane is chosen. The linearized equations
for a wings level flight condition and the state space matrices are derived.
An optimal controller using LQR method to control the altitude level is then
designed. The effect of the disturbances on the measurements are taken into
account and the effectiveness of the Kalman filter in obtaining the correct
measurements and achieving the desired control level are shown using the
controller designed for the system. The small UAV is commanded to the
desired altitude using the LQR controller through the control inputs elevator
deflection and thrust rate. The LQR effectiveness matrices are chosen to
find the gains necessary to build an effective altitude controller. Firstly the
controller is tested under the situation where disturbances are absent. Then
a Kalman filter is designed and the system under disturbances is tested with
the designed controller and the filter. The results reveal the effectiveness of
the Kalman filter and the LQR controller.
1.3 Contributions
The main goal of this thesis is to analyze and design a control system for
UAV guidance and landing. In particular, the following topics are addressed:
• Mathematical modeling of a fixed-wind UAV.
• Trimming conditions.
• Controller design for landing.
• Simulations.
1.4 Chapter contents
The thesis is organized as follows:
• Chapter 2. UAV Models. In this chapter we propose several models
for the UAV motion. We start from a 2D simplified model which came
from the classical mechanics. Then we evolve to a 2D coordinated
flight model. We extend the model to the 3D case thus, obtaining a 3D
coordinated flight model. Then we evolve the 3D model to a complex
non-linear 3D model which will be our final model for the UAV motion.
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• Chapter 3. Trimmed Solution. Here we explain on detail what trim is
and its importance. We set the trim conditions for the models intro-
duced in the previous Chapter, we implement those models in MAT-
LAB and we run simulations.
• Chapter 4. Controller Design. In this chapter we design a controller for
the UAV landing. We focus on two types of control: PID (proportional-
integral-derivative) and LQR (linear quadratic regulator). We discuss
the advantages and disadvantages of both controllers and we design a
final controller based on that.
• Chapter 5. Simulations. In this chapter we perform simulations of the
UAV models with the proposed PID and LQR controllers. A detailed
comparison is provided.
• Chapter 6. Conclusions. Main conclusions and future research are
discussed.
Chapter 2
UAV Models
2.1 Introduction
Let us consider the UAV as a fixed wing aircraft with geometry and mass
distribution in such a way that the aerial vehicle dynamics can be treated
as a point mass model, located at the UAV center of mass. To derive the
equations of motion, we define the following reference frames:
• The fixed inertial frame, RI(O;xI , yI , zI), with origin in a ground point,
O, and axes xI-yI-zI according to the NED (North-East-Down) convention.
The unit vectors of the coordinated axis will be represented by (iI , jI ,kI).
This frame, where the flat-Earth hypothesis is assumed, can be considered
inertial for our problem.
We represent by (xA, yA, zA) the UAV center of mass position in the fixed
inertial frame.
• The vehicle frame, with origin at the UAV center of mass. The axis of
this frame are always aligned with the axis of the inertial frame. In other
words, the unit vectors of this frame are (iv, jv,kv) ≡ (iI , jI ,kI). This axis
system is obtained by a translation of the fixed inertial frame axis system to
the UAV center of mass: xIyI
zI
 =
xvyv
zv
+
xAyA
zA

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Figure 2.1: Fixed inertial frame and vehicle frame. [8]
• The body frame, RB(C;xb, yb, zb), located at the UAV center of mass, C,
with xb-yb-zb axis oriented in a forward-right-down fashion. The unit vectors
of the coordinated axis are represented by (ib, jb,kb). It allows us to describe
the UAV attitude through the three classical Euler angles: roll, pitch and
yaw. Roll, φ, is a rotation around the xb axis. Pitch, θ, is a rotation around
the yb axis. Representing by v the UAV speed vector, the pitch angle can
be decomposed as a sum of the flight path angle, γ, and the attack angle,
α, where γ is the angle between v and the horizontal plane (O; xI , yI) and
α is the angle between v and xbyb plane. Yaw is a rotation around the zb
axis. When this angle is measure from the North direction(xs axis) is called
heading and will be represented by ψ.
Introduction 14
Figure 2.2: Body frame. [8]
The vector xk = [xA, yA, zA, φ, θ, ψ] is the kinematic part of the UAV state
vector. To develop the dynamic model, some forces are easily defined in the
fixed body frame. However, any vector can be projected in the inertial frame
by the composition of the three elementary rotations between the frames:
xI = R3(−ψ)R2(−θ)R1(−φ)xb (2.1)
where
Ri(η) = A3×3 :
aii = 1; aij = aji = aik = aki = 0; ajj = akk = cos η;
ajk = sin η; akj = − sin η
i, j, k are related in a circular way:
i = 1⇒ j = 2, k = 3; i = 2⇒ j = 3, k = 1; i = 3⇒ j = 1, k = 2
and the rotation angle η is measured in the counterclockwise.
In explicit form the total rotation matrix in (2.1) is:
RbI =
cosψ cos θ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφsinψ cos θ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ cos θ sinφ cos θ cosφ

(2.2)
• The stability and the wind frames, both with origin at the UAV center of
mass, (C;xs, ys, zs) and (C;xw, yw, zw) respectively.
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Figure 2.3: Relationship of body, stability and wind axis. [8]
In order to model the aerodynamic forces acting on the UAV, the orien-
tation of the velocity vector with respect to body axis is fundamental. This
orientation is expressed by the airflow angles: the angle of attack, α, and the
side slip angle, β.
The aerodynamic forces are generated by the flow of the air over the UAV
surfaces. Let be va the vector representing the velocity of the UAV relative
to the surrounding air mass and vw the velocity of air mass relative to the
ground, or in other words, the wind velocity. Then, the UAV ground velocity,
vg, is the sum of this two vectors:
vg = va + vw
vw is usually characterized by its North, East and down components in the
inertial frame, vw = (wn, we, wd). We have that
va = vg − vw (2.3)
where va is defined by its magnitude va and by the attack and sideslip angles
: va = (va, α, β). The magnitude va, also known as air speed, can be math-
ematically determined by (2.3) but can also be measured by the airspeed
sensor device on board of the UAV, the pitot tube. The angle of attack, α,
is defined as the angle that va forms with the x
byb plane. It represents a
rotation about the yb axis, giving rise to new xs and zs intermediate axis
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(ys ≡ yb) also known by stability axis. This resulting xs axis points to the
projection of va onto the x
bzb plane. The side slip angle is the angle between
va and the x
bzb plane. It represents a rotation about the zs stability axis
in such that the new xw axis becomes aligned with va. This final frame is
known as the wind frame. It should be noted that β is a positive rotation in
a left-handed coordinate system, whereas the positive sense of all other rota-
tions used in UAV analysis are positive in a right-handed coordinate system.
The matrix from the wind frame to the body frame is
Rwb = R2(α)R3(−β) (2.4)
In the body reference frame the components of va are:vaxbvayb
vayb
 =
cosα cos β − cosα sin β − sinαsin β cos β 0
sinα cos β − sinα sin β cosα
va0
0

vaxbvayb
vazb
 =
va cosα cos βva sin β
va sinα cos β
 (2.5)
From (2.5) results 
va =
√
v2axb + v
2
ayb + v
2
azb
α = arctan
vazb
vaxb
β = arcsin
vayb
va
Under the hypothesis of no wind:
vw = 0⇒ va = vg
In this case we represent by v the UAV velocity vector and by v its magnitude.
2.2 2D Point Mass Model
In this section we introduce a simplified model widely used in the liter-
ature. We restrict our attention to the case of vehicles that maneuver in a
Point Mass Model 17
horizontal plane with nonzero velocity, although these ideas can be extended
to more general cases in a natural way. For this purpose two assumptions
are made:
1. The attack angle, α, is small enough to be considered zero.
2. The UAV is equipped with a autopilot that forces coordinate turns
at a fixed altitude, so the UAV velocity vector in the inertial frame can be
written as v = (x˙A, y˙A, 0).
Under the first assumption, the UAV velocity vector v has the direction
of the xb axis:
v = vib (2.6)
Taking into account the planar motion, the two kinematic equations of this
model result of a R3(−ψ) rotation of v in the body frame and are:x˙Ay˙A
0
 =
cosψ − sinψ 0sinψ cosψ 0
0 0 1
v0
0
 ⇔
{
x˙A = v cosψ
y˙A = v sinψ
In which concerns the acceleration vector v˙ it is necessary to derive (2.6)
with respect to time:
v˙ = v˙ib + vi˙b
As in the inertial frame the unit vectors for xb, yb and zb are
ib = (cosψ, sinψ, 0), jb = (− sinψ, cosψ, 0) and kb = (0, 0, 1)
results that
i˙b = (−ψ˙ sinψ, ψ˙ cosψ, 0) = ψ˙jb
Putting this expression in v˙ results
v˙ = v˙ib + vψ˙jb (2.7)
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Representing by alon and alat the components of the acceleration vector in the
direction of ib and jb, respectively, two more scalar equations for our model
can be written: {
v˙ = alon
vψ˙ = alat
Summing up, we have this 2D Point Mass Model:
x˙A = v cosψ
y˙A = v sinψ
v˙ = alon
vψ˙ = alat
(2.8)
2.3 Coordinated Flight Vehicle
In this section we extend the 2D Point Mass Model by including a static
map between the roll angle and the lateral acceleration of the UAV. We
assume the vehicle is flying with zero sideslip angle. This way of flying
is referred to as ”coordinated flight” (hence the name Coordinated Flight
Vehicle).
We can compute the acceleration of the UAV from the Newton’s second
law:
m
dv
dt
= F (2.9)
where F represents the resultant force acting on the UAV at time t.
The expression of the resultant force, when no particular external action is
present, is
F = Fg + Ft + Fa
where Fg, Ft and Fa are the forces due to gravity, thrust and aerodynamics,
respectively.
Under the assumption of a horizontal planar motion, the UAV weight,
Fg, can be defined as
Fg = mgkb (2.10)
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where m is the UAV mass, g is the gravity acceleration and kb is the z
b unit
vector.
The thrust force, Ft, results from the pushing force developed by the
UAV engine and acts in the ib direction:
Ft = T ib (2.11)
where T is the thrust magnitude.
The aerodynamic force can be decomposed into two perpendicular direc-
tions:
Fa = FD + FL
FD is the aerodynamic drag, due to the air resistance. It is a force acting
opposite to the UAV motion through the air. We have:
FD = −Dib (2.12)
where D is called the drag force and depends on the size, shape and speed
of the object. In this simplified 2D point mass model, considering (2.11) and
(2.12) it can be assumed that thrust is big enough to drop drag. Therefore,
drag force will not be considered in this model.
The other component of the aerodynamic force is the aerodynamic lift
acting on the UAV perpendicular to the undisturbed airflow relative to the
body. The common meaning of ”lift” assumes that lift opposes weight. For
coordinated flight, the main idea is to compute the roll angle by enforcing
the lateral equilibrium of the acting forces.
In this conditions, the aerodynamic lift has two components in the stan-
dard body-fixed reference frame (forward-right-down):
Fl = L sinφjb − L cosφkb (2.13)
where L is the magnitude of the lift force. The kb component of this force
opposes weight, while the jb component allows the coordinated turn. Lift is
the force that raises an object off the ground and makes flight possible. One
of the most common methods to calculate the lift acting on such an object
is the equation below:
L =
1
2
ρv2SCL (2.14)
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where
1
2
ρv2 = Q is the dynamic pressure, ρ is the air density, S is the UAV
planform area and CL is the lift coefficient. The lift coefficient represents
the efficiency or effectiveness of the lift surface. A detailed discussion of the
magnitude of the aerodynamic forces will be done in the next UAV models.
Substituting the expressions (2.7), (2.10), (2.11) and (2.13) in the expres-
sion (2.9) it results
m(v˙ib + vψ˙jb) = T ib + L sinφjb + (mg − L cosφ)kb
or, 
mv˙ = T
mvψ˙ = L sinφ
mg − L cosφ = 0
⇔

L =
mg
cosφ
v˙ =
T
m
ψ˙ =
g tanφ
v
We take the control inputs of the UAV to be u1 =
T
m
and the roll rate
u2 = φ˙.
Summing up, the motion of the UAV, considered as 2D point mass in a
coordinated flight can be described by a set of five nonlinear simultaneous
first-order equations. These equations, representing the translational and
rotational motion of the UAV, can be formulated in a usual notation as a
time-invariant system expressed as
x˙ = f [x(t),u(t)] (2.15)
where x(t) is a five dimensional time-varying state vector, x = [xA, yA, φ, ψ, v],
x˙ is the derivative of x(t) with respect to time, u(t) is the two-dimensional
time-varying input or control vector, and f is a five dimensional nonlinear
function expressing the five-degree-of-freedom UAV equations:
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x˙A = v cosψ
y˙A = v sinψ
v˙ = u1
ψ˙ =
g tanφ
v
φ˙ = u2
(2.16)
2.4 3D Vehicle Model
In this section we derive the equations of motion of the 3D point mass
model. We assume:
1. A small angle of attack, α.
2. The UAV is in coordinated flight, so the wind effect will not be con-
sidered.
Taking into account the meaning of the flight path angle, the matrix that
allows the transformation from the stability frame to the inertial frame is:
RsI = R3(−ψ)R2(−γ) (2.17)
or in explicit form,
RsI =
cosψ cos γ − sinψ cosψ sin γsinψ cos γ cosψ sinψ sin γ
− sin γ 0 cos γ
 (2.18)
The unit vectors along the stability frame axis have, then, components in the
inertial frame given by:
is = (cosψ cos γ, sinψ cos γ,− sin γ) (2.19)
js = (− sinψ, cosψ, 0) (2.20)
ks = (cosψ sin γ, sinψ sin γ, cos γ) (2.21)
In this model, v = vis, and taking into account (2.19), the UAV center of
mass velocity in the inertial frame is
v = v(cosψ cos γ, sinψ cos γ,− sin γ) (2.22)
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or, 
x˙A = v cosψ cos γ
y˙A = v sinψ cos γ
z˙A = −v sin γ
(2.23)
In order to introduce the dynamics in the model, the Newton’s second law,
(2.9), will be used.
From (2.22) the UAV acceleration vector,
dv
dt
, is:
v˙ = v˙is + v(−ψ˙ sinψ cos γ − γ˙ cosψ sin γ, ψ˙ cosψ cos γ − γ˙ sinψ sin γ,−γ˙ cos γ)
or,
v˙ = v˙is + vψ˙(− sinψ cos γ, cosψ cos γ, 0) + vγ˙(− cosψ sin γ,− sinψ sin γ,− cos γ)
Taking into account (2.19), (2.20) and (2.21), the UAV acceleration is
v˙ = v˙is + vψ˙ cos γjs − vγ˙ks (2.24)
As in the previous model, the second member of the Newton’s law is
F = Ft + Fg + Fa
A typical fixed-wing UAV architecture installs one or multiple engines in such
a way that the cumulative thrust vector acts directly along the ib body axis:
Ft = u1ib (2.25)
where u1 is an input control.
In the stability frame
Ft = u1 cosαis + u1 sinαks
However, under the assumption of a small α:
cosα ≈ 1 ∧ sinα ≈ 0
and the thrust force is modeled as:
Ft = u1is (2.26)
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The gravity force, Fg, is
Fg = mgkI (2.27)
As (2.18) is an orthonormal matrix its inverse is the transposed matrix, that
is to say
RIs = R
T
sI
where RIs is the rotation matrix from the inertial frame to the stability frame:
RIs =
cosψ cos γ sinψ cos γ − sin γ− sinψ cosψ 0
cosψ sin γ sinψ sin γ cos γ
 (2.28)
Then, the kI vector in the stability frame is
kI = (− sin γ, 0, cos γ) (2.29)
Substituting this expression in (2.27), the UAV weight is
Fg = −mg sin γis +mg cos γks (2.30)
The lift force is the component of the aerodynamic force that is perpendicu-
lar to v. The lift force is
Fl = L sinφjs − L cosφks (2.31)
where L is defined in (2.14).
The drag force is
FD = −Dis (2.32)
and the drag magnitude, D, is defined by
D =
1
2
ρv2SCD (2.33)
CD depends on the UAV characteristics and includes all the complex depen-
dencies of drag.
In this model there is a correlation between the drag coefficient, CD, and
the lift coefficient, CL. Here the lift coefficient, CL, is modeled as follows:
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For small values of the attack angle, the lift coefficient can be described
by:
CL = CL0 + CLαα (2.34)
where CLα and CL0 are two constants, and α is the angle of attack (in ra-
dians). We take the lift coefficient to be a control input for the 3D vehicle
model.
Figure 2.4: Sketch of a wing and airfoil. [2]
The cross-sectional shape obtained by the intersection of the UAV wing
with a perpendicular plane to the wing is called an airfoil. There are many
shapes for the airfoils. The USA National Advisory Committee for Aero-
nautics (NACA) developed seventy eight airfoil sections divided into series,
accordingly to its characteristics. However, today, the computational re-
sources available allow an aircraft designer to quickly design and optimize an
airfoil specifically tailored to a particular application rather than making a
selection from an existing NACA series.
According to the ideal aerodynamics of the Thin Airfoil Theory, the y-
intercept is CL0 and the slope of the lift curve (CLα) is equal to 2pi.
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Figure 2.5: Airfoil section lift coefficient as a function of angle of attack. [20]
Plugging in those values produces the equation:
CL = 2piα + CL0 (2.35)
With the lift coefficient (CL) defined, we can now define the drag coefficient
(CD). CD can be approximated by a quadratic function of α:
CD = CD0 + kD/LC
2
L (2.36)
where CD0 is the zero-lift drag coefficient and kD/L is a constant character-
istic of the UAV. The kD/LC
2
L component of the drag coefficient produces a
drag effect induced by the lift.
For this model (2.9) takes the form:
m(v˙is + vψ˙ cos γjs − vγ˙ks) = u1is −mg sin γis +mg cos γks −Dis + L sinφjs − L cosφks
or, 
mv˙ = u1 −mg sin γ −D
mvψ˙ cos γ = L sinφ
−mvγ˙ = mg cos γ − L cosφ
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⇔

v˙ =
u1 −D
m
− g sin γ
ψ˙ =
L sinφ
mv cos γ
γ˙ =
L cosφ
mv
− g cos γ
v
So in this 3D vehicle model, the UAV motion, in a coordinated flight, can be
described by a set of seven nonlinear simultaneous first order equations, as a
time-invariant system:
x˙ = f [x(t),u(t)]
where the state vector is x = [xA, yA, zA, φ, γ, ψ, v] and the seven dimensional
nonlinear function vector, f , is defined by:
x˙A = v cosψ cos γ
y˙A = v sinψ cos γ
z˙A = −v sin γ
φ˙ = u2
γ˙ =
1
v
(
L cosφ
m
− g cos γ)
ψ˙ =
1
v cos γ
(
L sinφ
m
)
v˙ =
u1 −D
m
− g sin γ
(2.37)
and the aerodynamic forces, according to (2.14), (2.33) and (2.36) are defined
as:
L =
1
2
ρv2SCL
D =
1
2
ρv2SCD
CD = CD0 + kD/LC
2
L
The control inputs are the thrust, u1 = T , the roll rate, u2 = φ˙, and the
coefficient lift, u3 = CL:
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u(t) = (T, φ˙, CL)
2.5 Complex UAV Model
In a three-dimensional space, the free movement of a rigid body results, at
each instant, from the composition of a translation with a rotation. By this
reason its movement has six degrees of freedom (6DoF): the three components
of the center of mass position, as seen from an inertial frame, to characterize
the translation and the three Euler angles to characterize the rotation. The
use of these six variables allows one to describe the UAV motion by a set of
six nonlinear simultaneous second-order differential equations, representing
the translational and the rotational motion of the vehicle, considered a rigid
body.
In order to formulate the problem as a first order time invariant system
x˙ = f [x(t),u(t)], (2.38)
the state vector, x, necessary to develop a general dynamic model for the
fixed-wing UAV motion, is a 12x1 vector composed by four 3x1 subvectors
representing the vehicle location, the vehicle attitude, the vehicle translation
velocity and the vehicle rotational velocity:
x = [x1,x2,x3,x4]
T (2.39)
where
• x1 = [xA, yA, zA]T represent the inertial position of the UAV center of mass
projected in the inertial reference frame.
• x2 = [φ, θ, ψ]T represent the UAV attitude (angular position) with respect
to the vehicle frame, represented by the three Euler angles: roll, pitch and
heading.
• x3 = [vxb, vyb, vzb]T represent the UAV center of mass inertial velocity pro-
jected in the body-fixed reference frame.
• x4 = [p, q, r]T is the UAV angular velocity, ω, projected in the body fixed
reference frame.
Summing up, the state vector in this model is:
x = [xA, yA, zA, φ, θ, ψ, vxb, vyb, vzb, p, q, r]
T (2.40)
To model x˙1 and x˙2 only kinematic considerations are enough, while for the
determination of x˙3 and x˙4 the second’s Newton law for translational and
rotational motions must be used.
UAV kinematics 28
2.5.1 UAV kinematics
The UAV translational velocity x1 is expressed as a function of the state
variables taking into account the rotation matrix (2.2):
x˙1 = RbIx3
or, x˙Ay˙A
z˙A
 =
cosψ cos θ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφsinψ cos θ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ cos θ sinφ cos θ cosφ
vxbvyb
vzb
 (2.41)
For the determination of x˙2 = [φ˙, θ˙, ψ˙] it must be considered that the
rotational velocity, ω, of the UAV with respect to the inertial frame can be
determined by three successive rotations corresponding to the Euler angles.
Figure 2.6: Euler angles rotations. [3]
1) A first rotation about zf axis through the heading angle ψ producing
an angular velocity
ω1 = ψ˙kI
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According to the figure 2.6 the xf and the yf axis are now in new positions x1
and y1, giving rise to a new reference frame where z1 ≡ zf . Let us represent
by j1 the unit vector along this new axis y1.
2) A second rotation about y1 axis through the pitch angle, θ, producing
angular velocity
ω2 = θ˙j1
With this new rotation the intermediate reference frame x1-y1-z1 goes to
another one x2-y2-z2 where x2 ≡ xb.
3) Finally a third rotation about the x2 axis through the roll angle, φ, to
bring x2-y2-z2 to xb-yb-zb, producing an angular velocity
ω3 = φ˙ib
since x2 ≡ xb,
Figure 2.7: Three consecutive rotations. [4]
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Then the UAV angular velocity is
ω = ψ˙kI + θ˙j1 + φ˙ib (2.42)
The relationship between the time derivatives of the attitude angles and the
state variables (p, q, r), which are the ω components in the body frame,
results from (2.42) by projecting j1 and kI in the body frame:
As j1 is a unit vector along the y1 axis of the first intermediate reference
frame x1-y1-z1, can be easily projected in the inertial frame:
j1 = − sinψiI + cosψjI (2.43)
As (2.2) is an orthonormal rotation matrix from the body frame to the iner-
tial frame, while its columns are the components of the ib, jb and kb vectors
in the inertial frame, its rows represent the components of the iI , jI and kI
vectors in the body frame:
iI = cosψ cos θib + (cosψ sin θ sinφ− sinψ cosφ)jb + (cosψ sin θ cosφ+ sinψ sinφ)kb
(2.44)
jI = (sinψ cos θ)ib + (sinψ sin θ sinφ+ cosψ cosφ)jb + (sinψ sin θ cosφ− cosψ sinφ)kb
(2.45)
kI = − sin θib + cos θ sinφjb + cos θ cosφkb (2.46)
Substituting (2.43), (2.44), (2.45) and (2.46) into (2.42) and taking into ac-
count that
ω = pib + qjb + rkb
we have,
p = φ˙− ψ˙ sin θ − θ˙ sinψ cos θ cosψ + θ˙ cosψ cos θ sinψ
q = ψ˙ sinφ cos θ − θ˙ sinψ sinφ sin θ cosψ + θ˙ sin2 ψ cosφ+ θ˙ cosψ sinφ sin θ sinψ + θ˙ cosφ cos2 ψ
r = ψ˙ cosφ cos θ − θ˙ sinψ cosφ sin θ cosψ − θ˙ sinφ sin2 ψ + θ˙ cosψ cosφ sin θ sinψ − θ˙ sinφ cos2 ψ
⇔

p = φ˙− ψ˙ sin θ
q = ψ˙ sinφ cos θ + θ˙ cosφ
r = ψ˙ cosφ cos θ − θ˙ sinφ
(2.47)
These relations between p, q, r and the Euler angles show that p = φ˙, q = θ˙
and r = ψ˙ only happens when θ = 0 and φ = 0.
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The equation (2.47) can be rewritten aspq
r
 =
1 0 − sin θ0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ
φ˙θ˙
ψ˙

Solving with respect to x˙2, we haveφ˙θ˙
ψ˙
 =
1 0 − sin θ0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ
−1 pq
r

⇔
φ˙θ˙
ψ˙
 =
1 sinφ tan θ cosφ tan θ0 cosφ − sinφ
0
sinφ
cos θ
cosφ
cos θ

pq
r
 (2.48)
2.5.2 UAV dynamics
Newton’s second law applied to the UAV translational motion can be stated
as
m
dv
dt
= F (2.49)
where v is the ground velocity vector, representing the UAV velocity in the
inertial frame,
d
dt
is the time derivative operator in the inertial frame and F
is the force vector representing the sum of all external forces acting on the
UAV, i.e., gravity, aerodynamics and thrust.
The UAV motion is conventionally expressed in the body-frame. For this
reason the states x2 = [vxb vyb zzb]
T and x4 = [p q r]
T are vector compo-
nents in the body frame. Then, the acceleration vector,
dv
dt
, can be written
in terms of the derivative in the body frame,
dv
dtb
, by applying the Coriolis
theorem:
dv
dt
=
dv
dtb
+ ω × v (2.50)
where
dv
dtb
= ab is the time derivative of the vector v as seen by the rotating
frame:
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ab = (v˙xb, v˙yb, v˙zb)
By taking into account that in (2.50), ω×v = (p, q, r)× (vxb, vyb, vzb), (2.49)
takes the form: v˙xbv˙yb
v˙zb
+
qvzb − rvybrvxb − pvzb
pvyb − qvxb
 = 1
m
FxbFyb
Fzb
 (2.51)
where Fxb, Fyb and Fzb are the components of F in the body frame, composed
of contributions due to gravity, aerodynamic and thrust forces acting on the
UAV. From (2.51) the vector x˙3 = [v˙xb v˙yb v˙zb]
T is expressed in the state
variables as v˙xbv˙yb
v˙zb
 = 1
m
FxbFyb
Fzb
+
rvyb − qvzbpvzb − rvxb
qvxb − pvyb
 (2.52)
Finally we are going to derive the expressions of the rotational acceleration,
x˙4 = [p˙ q˙ r˙]
T , terms in the x˙ vector. While for the translational motion, in
order to change a body’s velocity, one must apply a force, for the rotational
motion, in order to change a body’s angular velocity, one must apply a torque
or moment force, usually shortened to moment. The Newton’s second law
for rotational motion states that
dh
dt
= MCM (2.53)
where h is the angular momentum vector,
d
dt
is the time derivative operator
in the inertial frame and MCM is the sum of all externally applied moments
calculated about the UAV center of mass. Let us represent by (Lr,Mp,Ny)
the components of MCM in the body frame. As in the translational motion,
it is necessary to apply the Coriolis theorem in the evaluation of
dh
dt
to ex-
press all the vectors in the body frame:
dhb
dtb
+ ω × hb = MCM (2.54)
The angular momentum hb is defined as the product of the inertial matrix
(I) and the angular velocity vector ω:
hb = Iω
UAV dynamics 33
where,
I =
 Ix Ixy IxzIyx Iy Iyz
Izx Izy Iz

The diagonal terms of I are called moments of inertia and are defined as
Ix =
∫∫∫
UAV
(y2 + z2)dm
Iy =
∫∫∫
UAV
(x2 + z2)dm
Iz =
∫∫∫
UAV
(x2 + y2)dm
where dm represent UAV mass element and (y2 +x2), (x2 + z2) and (x2 +y2)
are the square distances of the mass element from the xb, yb and zb axis,
respectively. The off-diagonal terms of I are called products of inertia and
are defined as
Ixy = Iyx =
∫∫∫
UAV
xy dm
Ixz = Izx =
∫∫∫
UAV
xz dm
Iyz = Izy =
∫∫∫
UAV
yz dm
and x, y and z represent the distances of dm from ybzb, xbzb and xbyb planes,
respectively.
The definitions of the moments and products of inertia show that both
depend on the shape of the UAV and the manner in which the mass is dis-
tributed. The larger the moments of inertia, the greater will be the resistance
to rotation. Most UAVs are symmetric about the vertical longitudinal xbzb
plane, yielding Ixy = Iyx = Iyz = Izy = 0. As the integrals of the moments
and the products of inertia are calculated with respect to the body frame
axis and planes, I is constant when viewed from the body frame and (2.53)
can be written as:
I
dω
dtb
+ ω ∧ (Iω) = Mb (2.55)
As
dω
dtb
= [p˙ q˙ r˙]T = x˙4, solving (2.55) in order to x˙4 we get
x˙4 = I
−1[Mb − ω × (Iω)] (2.56)
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where I−1 is given by:
I−1 =
1
detI
I1 I2 I3I2 I4 I5
I3 I5 I6

where, under the symmetric assumption, see [8], we have:
detI = IxIyIz − IyI2xz = Iy(IxIz − I2xz)
I1 = IyIz
I2 = 0
I3 = IyIxz
I4 = IxIz − I2xz
I5 = 0
I6 = IxIy
Representing IxIz − I2xz by τ , the inertial matrix and its inverse are
I =
 Ix 0 −Ixz0 Iy 0
−Ixz 0 Iz

and
I−1 =
 Iz/τ 0 Ixz/τ0 1/Iy 0
Ixz/τ 0 Ix/τ

Then in explicit formp˙q˙
r˙
 = I−1
LrMp
Ny
−
pq
r
× I ×
pq
r

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p˙q˙
r˙
 =

Ixz(Ix − Iy + Iz)
τ
pq − Iz(Iz − Iy) + I
2
xz
τ
qr
Iz − Ix
Iy
pr − Ixz
Iy
(p2 − r2)
(Ix − Iy)Ix + I2xz
τ
pq − Ixz(Ix − Iy + Iz)
τ
qr
+

Iz
τ
Lr +
Ixz
τ
Ny
1
Iy
Mp
Ixz
τ
Lr +
Ix
τ
Ny

(2.57)
The UAV motion is described by a set of twelve nonlinear simultaneous first
order differential equations
x˙ = [x˙1 x˙2 x˙3 x˙4]
T = f(x(t),F,MCM)
In order to model the UAV motion in the classical notation already used in
the previous sections,
x˙ = f(x(t),u(t))
we are going to describe the forces and the moments that act on the UAV.
Forces and Moments
The forces and moments that act on the UAV are primarily due to three
sources, namely, gravity, aerodynamics and propulsion. However, for a small
aircraft like the UAV, the atmospheric disturbances may be significant and
will be discussed in the next section.
GRAVITATIONAL EFFECT
The effect of the Earth’s gravitational field on the UAV is modeled as a
force, proportional to its mass, acting through the center of mass and with
the direction of kI unit vector:
Fg = mgkI
By (2.46) the components of Fg in the body frame areFgxbFgyb
Fgzb
 =
 −mg sin θmg cos θ sinφ
mg cos θ cosφ
 (2.58)
As the gravitational effect can be modeled as a force acting at the UAV center
of mass there are no moments produced by gravity.
PROPULSION EFFECT
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An UAV requires thrust for takeoff, to climb until cruising altitude and to
sustain forward flight. Thrust is a reactive force, in which air or the products
of combustion process are strongly expelled from the UAV.
For a small UAV the most common propulsion system combines a motor
with a fixed pitch propeller. The configuration of the propulsion system of
modern fixed-wing UAVs varies greatly. However, what is common across
all possible configurations is that the vector of thrust in all systems is set
parallel to the existing axes of symmetry.
Models for the generated thrust and torque are discussed, for example,
in [1] or [21]. In the first, the thrust generated is developed by applying the
pressure difference to the propeller area. The propeller torque, a reaction to
the torque applied by the motor to the propeller, is opposite to the direc-
tion of the propeller rotation and proportional to the square of the propeller
angular velocity. In the second the propeller blades are considered as small
wings and the propeller thrust results from the aerodynamic lift and the
aerodynamic drag results in the resistant torque. The thrust force due to the
propulsion system can have components that act along each of the body axis
directions. In addition, the propulsive forces also can create moments if the
thrust does not act through the center of mass.
However a typical fixed-wing UAV architecture installs one or multiple en-
gines in such a way that the cumulative thrust vector acts directly along the
ib body-axis of the aircraft:
Ft = T ib (2.59)
where T is the thrust magnitude. Under this condition the thrust does not
produce any torque about the UAV center of mass. Following [1], the thrust
magnitude can be modeled as
T =
1
2
ρSpropCprop[(kmotorδt)
2 − v2a] (2.60)
where Sprop is the area swept out by the propeller, Cprop is the aerodynamic
coefficient for the propeller, kmotor is the constant that specifies the efficiency
of the motor and δt is the control input denoting the throttle deflection.
AERODYNAMIC EFFECT
The flow of air over the surface of an UAV is the basic source of the lifting
or sustaining force that allows a heavier-than-air machine to fly. Aerody-
namic forces and moments depend on the interaction of the aircraft with the
airflow, which may also be in motion relative to the Earth. However this
large-scale motion of the atmosphere only affects the navigation of the UAV
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and it is not important for representing the nominal aerodynamic effects.
The science that deals with the flow of air is called aerodynamics. The
Earth’s atmosphere is a dynamically changing system, constantly in a state
of flux. There are four basic aerodynamic flow quantities: pressure, density,
temperature and flow velocity.
Pressure is the normal force per unit of area exerted on a surface to the time
rate of change of momentum of the gas molecules impacting on that surface.
Its SI unit is N/m2.
Density is the mass of gas per unit of volume and in SI units is measured by
kg/m3.
Temperature is a measure of the average kinematic energy (KE) of the gas
particles. If KE is the mean molecular kinematic energy, then temperature
is given by KE =
3
2
kT , where k is the Boltzmann constant and T is the
air temperature. The SI unit for temperature is Kelvin(K). The value of the
Boltzmann constant, k, is 1.38× 10−23 J/K.
The velocity at any fixed point B in a flow gas is the velocity of an infinites-
imally small fluid element as it sweeps through B.
For a following gas the speed and direction of the gas may vary from point
to point in the flow. A moving fluid element traces out a path in space called
a stream line of the flow.
Figure 2.8: Flow velocity and streamlines over an airfoil. [2]
The pressure, temperature and density are atmospheric parameters that
depend on altitude, longitude and latitude, time of day, season of the year
and even on the solar sunspot activity. Therefore, a standard atmosphere
is defined in a table format and gives mean values of these parameters for
altitudes measured from mean sea level, with a tabulated difference of 100
meters in altitude (US standard atmosphere 1976).
As the UAV passes through the air an aerodynamic force and a pitching
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moment are created by the pressure and shear stress distributions over the
wing surface.
Figure 2.9: Pressure and shear-stress distributions. [2]
The shear stress is due to the frictional effect of the flow rubbing against
the wing.
The aerodynamic force can be decomposed into two forces, the drag and
the lift. Drag is always defined as the component of the aerodynamic force
parallel to the relative wind or, in other words, opposite to the UAV airspeed
vector, va. Lift is always defined as the component of the aerodynamic force
perpendicular to va.
In addition the pressure distribution on the top and on the bottom of the
airfoil surfaces gives rise to net forces F1 and F2 acting in different points of
the chord line
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Figure 2.10: The physical origin of moments on an airfoil. [2]
producing a moment which tends to rotate the wing.
Figure 2.11: Effect of pressure distribution can be modeled using a lift force,
a drag force and a moment. [4]
The aerodynamic forces and moment are applied at the aerodynamic cen-
ter that is located at the quarter-chord point and its magnitudes are com-
monly expressed as:
L =| Flift |= 1
2
ρv2aSCL
D =| Fdrag |= 1
2
ρv2aSCD
Mp =|Mp |= 1
2
ρv2aScCm
(2.61)
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where CL, CD and Cm are non-dimensional aerodynamic coefficients, S and
c are the planform area and the mean chord of the UAV wing respectively.
Figure 2.12: Airfoil nomenclature. The shape shown is an NACA 4415 airfoil.
[2]
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Figure 2.13: Examples of wing planform. [9]
These coefficients are heavily influenced by the angle of attack but also
depend on the pitch rate (the state q), on the sideslip angle β (in case of
wind), and on deflection of the control surfaces - elevator, aileron and rudder
- that are used to modify the aerodynamic forces and moments.
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Figure 2.14: Typical variations of lift coefficient CL, drag coefficient CD and
pitching moment coefficient Cm with angle of attack α. [7]
Figure 2.15: Control surfaces for a standard aircraft configuration. The
ailerons are used to control the roll angle φ. The elevators are used to control
the pitch angle θ. The rudder directly effects the heading angle ψ. [4]
At high α, the wing stalls limiting the lift coefficient to a maximum value.
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Figure 2.16: Stall formation. [9]
This approach for the wings is also applied to each of the aerodynamic
surfaces like fuselage and horizontal tale of the UAV. In order to define the
actions with respect to one unifying center it is used the parallel axis theorem
to transfer the elementary moments from all the lifting and control surfaces
to the UAV center of gravity.
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Figure 2.17: Tail assembly forms. [9]
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Figure 2.18: The vectors involved in the relation between moments of inertia
about parallel axis. [12]
It is common practice to project the total aerodynamic forces and mo-
ments to the longitudinal and lateral planes of the UAV. So the longitudinal
forces consist of lift, drag and pitching moment and have components along
ib and kb directions and the moment about the jb axis. The lateral side force
and moments include the force in the jb direction and the rolling and yaw-
ing moments about ib and kb axis respectively, caused by assymetric airflow
around UAV produced by side wind or intentional deflection of the rudder.
Specifically, we have 
L = QSCL(α, q, δe)
D = QSCD(α, q, δe)
Mp = QScCm(α, q, δe)
Flat = QSCy(β, p, r, δr, δa)
Lr = QSbCl(β, p, r, δr, δa)
Ny = QSbCn(β, p, r, δr, δa)
(2.62)
where b is the wing span, figure 2.11, and δa, δe and δr are, respectively, the
aileron, the elevator and the rudder deflections, figure 2.15.
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The dynamic pressure Q =
1
2
ρv2a depends on the air density and UAV air-
speed. So to maintain Q constant, the airspeed must increase as altitude
increases due to the air density variation.
The aerodynamic coefficients in (2.62) are modeled by a Taylor series ap-
proximation where only the first order partial derivatives in order to these
parameters are considered:
CX = CX0 +
∑
i
∂CX
∂pi
× pi (2.63)
where CX represents any of the aerodynamic coefficients for lift, drag and
lateral force or pitching, rolling and yawing moments, and pi represent the
parameters above considered. CX0 are quantities that depend on the specific
UAV and are determined experimentally through actual tests and/or wind
tunnel tests.
In order to have dimensionless partial derivatives in this linear approxima-
tion of the aerodynamic coefficients it is common to use the factor
c
2va
in the
partial derivatives in order to the state q and
b
2va
in the partial derivatives
in order to the states p and r.
LIFT COEFFICIENT
Following [1] the lift coefficient CL can be written as
CL = CL(α) +
∂CL
∂q
c
2va
q +
∂CL
∂δe
δe (2.64)
where
CL(α) = CL0 +
∂CL
∂α
α (2.65)
is a nonlinear function of α. For angles of attack that are beyond the onset of
stall conditions the wing acts like a flat plate and CL(α) can be approximated
by blending the linear function of α considered in (2.34) with lift coefficient
of a flat plate (Newtonian flow):
CL(α) = (1− σ(α))[CL0 + CLαα] + σ(α)[2sign(α) sin2 α cosα] (2.66)
where
σ(α) =
1 + e−M(α−α0) + eM(α+α0)
(1 + e−M(α−α0))(1 + eM(α+α0))
(2.67)
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is the blending function with cutoff at ±α0 and transition rate M .
Figure 2.19: The lift coefficient as a function of α (solid) can be an ap-
proximated by blending a linear function of alpha (dot-dashed), with the lift
coefficient of a flat plate (dashed). [1]
For a UAV,
CLα =
pi
b2
S
1 +
√
1 +
(
b2
2S
)2 (2.68)
where
b2
S
is the wing aspect ratio (AR).
DRAG COEFFICIENT
The resistance caused by the airflow friction in the opposite direction of
UAV motion falls into two categories: induced drag by the generation of
lift and parasite drag, a catch-all description for the remaining drag. The
wing is responsible for most of the induced drag, and its efficiency as lifting
surface is measured primarily by the amount of drag produced per unit of
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lift. Parasite drag is a residual effect due to the aerodynamic effect on the
UAV total area. This effect can be important in the case of supersonic shock
waves, not considered in this work.
In these conditions the drag coefficient can be written as
CD = [CD0 + kD/L(CL0 + CLαα)
2] +
∂CD
∂q
c
2va
q +
∂CD
∂δe
δe (2.69)
where kD/L(CL0 +CLαα)
2 is the induced drag of the wing. kD/L is a param-
eter that maximizes the lift-to-drag ratio, an important performance metric
for the UAV, that can be defined as
kD/L =
1
pie
b2
S
(2.70)
being e the Oswald efficiency factor which ranges between 0.8 and 1.0.
Figure 2.20: The drag coefficient as a function of angle of attack. Linear and
quadratic models are represented. [1]
All the other derivatives in the lift and drag coefficients as well as the
derivatives in the aerodynamic coefficients (2.63) for lateral forces, and pitch-
ing, rolling and yawing moments (2.62) are called stability derivatives. They
can be find, for instance, in [8], [10] or [18].
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The drag and the lift forces are the components of the aerodynamic force
that are opposed and normal to the direction of motion respectively. So the
aerodynamic force is easily defined in the wind frame:
Fa = −Diw − Lkw
In the body frame, the components of this force according to (2.4) areFaxbFayb
Fazb
 =
cosα cos β − cosα sin β − sinαsin β cos β 0
sinα cos β − sinα sin β cosα
−D0
−L


Faxb = −D cosα cos β + L sinα
Fayb = −D sin β
Fazb = −D sinα cos β − L cosα
(2.71)
where L and D are defined through (2.61), (2.64), (2.65), (2.66), (2.67),
(2.68), (2.69) and (2.70).
The lateral force and the pitching, rolling and yawing moments are ex-
pressed in the body frame:
Flat = Flatjb
Mp = Mpjb
Lr = Lrib
Ny = Nykb
Then the vector F = [Fxb, Fyb, Fzb] in (2.52) according to (2.58), (2.59) and
(2.62) is 
Fxb = −mg sin θ + T −D cosα cos β + L sinα
Fyb = mg cos θ sinφ−D sin β + 1
2
ρv2aSCy
Fzb = mg cos θ cosφ−D sinα cos β − L cosα
(2.72)
Atmospheric Disturbances
The vector x3 in (2.39) is the UAV center of mass inertial velocity while
in the expressions va is the airspeed, magnitude of the UAV velocity with
respect to the atmosphere.
Atmospheric Disturbances 50
As a component of the state vector, x3 = [vxb vyb vzb]
T is evaluated, as func-
tion of time, by the integration of the dynamic model.
The airspeed vector va, can be evaluated by (2.3). The wind vector can be
represented as:
vw = vws + vwg (2.73)
vws is the ambient steady wind. It is a meteorological data that in Portugal
is available from the IPMA (Instituto Portugueˆs do Mar e da Atmosfera:
https://www.ipma.pt/pt/tempo/obs.superficie/#Porto,P.) and is typically
expressed in the inertial frame:
vIws = (wsn, wse, wsd)
According to (2.2), its components in the body frame are:
vbws = R
T
bIv
I
ws (2.74)
vwg is the stochastic component of the wind that results from random gusts
and it is usually written on body frame as
vbwg = (wgxb, wgyb, wgzb) (2.75)
According to [1] a good model for the non-steady gust position of the wind
model is obtained by passing white noise, Noise = N (0, 1), by the Dryden
transfer functions:
Hu(s) = σu
√
2va
Lu
1
s+
va
Lu
Hv(s) = σv
√
3va
Lv
(
s+
va√
3Lv
)
(
s+
va
Lv
)2
Hw(s) = σw
√
3va
Lw
(
s+
va√
3Lw
)
(
s+
va
Lw
)2
(2.76)
And Dryden gust model parameters are:
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Figure 2.21: Dryden gust model parameters. [1]
Finally, (2.3) expressed in the body frame isvaxbvayb
vazb
 =
vxbvyb
vzb
−RTbI
wsnwse
wsd
−
wgxbwgyb
wgzb
 (2.77)

v2a = v
T
a va
α = arctan
vazb
vaxb
β = arcsin
vayb
va
(2.78)
Complex Model Summary
State variables:
x = [x1,x2,x3,x4]
T = [xA, yA, zA, φ, θ, ψ, vxb, vyb, vzb, p, q, r]
T
x˙1:x˙Ay˙A
z˙A
 =
cosψ cos θ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφsinψ cos θ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ cos θ sinφ cos θ cosφ
vxbvyb
vzb

x˙2: φ˙θ˙
ψ˙
 =
1 sinφ tan θ cosφ tan θ0 cosφ − sinφ
0
sinφ
cos θ
cosφ
cos θ

pq
r

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x˙3: v˙xbv˙yb
v˙zb
 = 1
m
FxbFyb
Fzb
+
rvyb − qvzbpvzb − rvxb
qvxb − pvyb


Fxb = −mg sin θ + T −D cosα cos β + L sinα
Fyb = mg cos θ sinφ−D sin β + 1
2
ρv2aSCy
Fzb = mg cos θ cosφ−D sinα cos β − L cosα
vaxbvayb
vazb
 =
vxbvyb
vzb
−RTbI
wsnwse
wsd
−
wgxbwgyb
wgzb


v2a = v
T
a va
α = arctan
vazb
vaxb
β = arcsin
vayb
va
L =
1
2
ρv2aSCL
D =
1
2
ρv2aSCD
CL = CL(α) +
∂CL
∂q
c
2va
q +
∂CL
∂δe
δe
CL(α) = (1− σ(α))[CL0 + CLαα] + σ(α)[2sign(α) sin2 α cosα]
σ(α) =
1 + e−M(α−α0) + eM(α+α0)
(1 + e−M(α−α0))(1 + eM(α+α0))
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CLα =
pi
b2
S
1 +
√
1 +
(
b2
2S
)2
CD = [CD0 + kD/L(CL0 + CLαα)
2] +
∂CD
∂q
c
2va
q +
∂CD
∂δe
δe
kD/L =
1
pie
b2
S
Cy = Cy0 +
∂Cy
∂β
β +
∂Cy
∂p
b
2va
p+
∂Cy
∂r
b
2va
r +
∂Cy
∂δr
δr +
∂Cy
∂δa
δa
x˙4:
p˙q˙
r˙
 =

Ixz(Ix − Iy + Iz)
τ
pq − Iz(Iz − Iy) + I
2
xz
τ
qr
Iz − Ix
Iy
pr − Ixz
Iy
(p2 − r2)
(Ix − Iy)Ix + I2xz
τ
pq − Ixz(Ix − Iy + Iz)
τ
qr
+

Iz
τ
Lr +
Ixz
τ
Ny
1
Iy
Mp
Ixz
τ
Lr +
Ix
τ
Ny

Mp =
1
2
ρv2aScCm
Cm = Cm0 +
∂Cm
∂α
α +
∂Cm
∂q
c
2va
q +
∂Cm
∂δe
δe
Lr =
1
2
ρv2aSbCl
Cl = Cl0 +
∂Cl
∂β
β +
∂Cl
∂p
b
2va
p+
∂Cl
∂r
b
2va
r +
∂Cl
∂δr
δr +
∂Cl
∂δa
δa
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Ny =
1
2
ρv2aSbCn
Cn = Cn0 +
∂Cn
∂β
β +
∂Cn
∂p
b
2va
p+
∂Cn
∂r
b
2va
r +
∂Cn
∂δr
δr +
∂Cn
∂δa
δa
Control inputs:
u = (δt, δe, δa, δr)
Chapter 3
Trimmed Solution
3.1 Introduction
In this Chapter we propose an algorithm for the calculation of the UAV trim
trajectories. The object of trimming is to bring the aerodynamic, propulsive
and gravitational forces and moments that are constantly acting on the UAV
into a state of equilibrium. The force balance can be expressed approximately
as the requirement for the lift to equal the weight and the thrust to equal the
drag. The roll, pitch and yaw moments about the UAV center of gravity must
be zero. In this situation, the vehicle doesn’t have longitudinal acceleration.
Once stabilized, the UAV stays in equilibrium until it is disturbed by control
inputs or external influences such as wind disturbances. These trajectories
are suitable for control, by linearizing the dynamic equations around the
trim conditions, and hence simplifying significantly the controller synthesis.
Another advantage related to trim trajectories consists in the understand-
ing of the range of model validity (e.g., prediction of the maximum lateral
acceleration). In order to compute trim trajectories, a set of conditions on
the UAV dynamic equations are imposed. As other aerial vehicles, UAVs
are under-actuated and their dynamics highly nonlinear, making control a
truly challenging problem. A classical approach consists on linearizing the
nonlinear dynamics around a steady-state or trim flight conditions, and using
control techniques to stabilize the system around these equilibrium points.
We also use a concatenation of trim trajectories in order to design a complex
UAV trajectory.
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3.2 Trimming Conditions
Forces and torques acting on a UAV are from a variety of sources, includ-
ing aerodynamic, gravity and thrust. They depend on the aircraft’s position
(xA,yA,zA) and attitude (φ,θ,ψ). In the UAV dynamics a relative equilib-
rium is defined as a steady-state trajectory along which the linear and an-
gular accelerations must zero and the control inputs are maintained fixed or
“trimmed” to some value. This trajectory will be such that the linear and
angular velocities in the body frame are constant.
In order to obtain trim trajectories we consider in this Section the trimming
conditions so that va = vg = v and the control surfaces deflections (δa, δe, δr)
are set to zero or a constant value. However, the elevator deflection δe will be
considered to trim the UAV complex model. Variations on these deflections
and wind effect can be treated as perturbations to the trim conditions and
are extensively discussed in [6].
Coordinated Flight Vehicle 2D Model
Here we use the (2.16) coordinated flight vehicle 2D model to calculate the
necessary conditions to compute trim trajectories. In to 2D, there are only
two possible trim trajectories: straight-line and circular constant. Also due
the simplicity of the model these conditions can be obtain in analytical form.
A. First case (Straight-line):
To obtain a straight-line trim trajectory we need a constant velocity and
no variation of the heading angle, so that:
v˙ = 0 ⇒ v = constant
ψ˙ = 0 ⇒ ψ = constant
With this two conditions, we compute the remaining state and input vari-
ables as follows:{
v˙ = 0
v˙ = u1
⇒ u1 = 0 (trimming condition 1)
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ψ˙ = 0⇒ 0 = g tanφ
v
⇔ tanφ = 0⇒ φ = 0 (trimming condition 2)
B. Second case (Circular constant):
To obtain a trim constant circular trajectory, besides to keep the velocity
constant we need a constant lateral acceleration in other the UAV to de-
scribe the trajectory at constant altitude, that is to say:
v˙ = 0 , v = constant
vψ˙ = constant =
v2
R¯
where R¯ is the radius of the circular trajectory. In the same way as be-
fore, with these two conditions, we compute the remaining state and input
variables:{
v˙ = 0
v˙ = u1
⇒ u1 = 0 (trimming condition 1)
vψ˙ =
v2
R¯
⇒ v
2
R¯
= g tanφ
⇔ tanφ = v
2
R¯g
⇒ φ = arctan v
2
R¯g
(trimming condition 2)
3D Vehicle Model
Here we use the (2.37) UAV 3D dynamic model to calculate the necessary
conditions to have trim trajectories. In aerodynamics literature, a fixed-
wing’s trim state is referred to as one of the following three motions: straight
level flight, constant-altitude turn and turn with a constant climb/descent
rate. Though an equilibrium state x˙ = 0 is generally called trim, trim states
of a fixed wing also include cases where some vehicles states are not constant.
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Since in this model the wind is not taken into account, va = vg = v.
A. First case (Straight level flight):
Figure 3.1: Trim state: level flight. [15]
A straight level flight at constant airspeed is just what the name implies:
a flight with constant heading, altitude and airspeed:
v˙ = 0 , v = constant
γ˙ = 0 , γ = 0
ψ˙ = 0 , ψ = constant
v˙ = 0⇒ 0 = u1 −D
m
− g sin γ
⇔ u1 = mg sin γ + 1
2
ρv2S(CD0 + kD/LC
2
L)
⇔ u1 = 1
2
ρv2S(CD0 + kD/LC
2
L) (3.1)
γ˙ = 0⇒ 0 = 1
v
(
L cosφ
m
− g cos γ
)
⇔ 1
2
ρv2SCL cosφ = mg (3.2)
ψ˙ = 0⇒ 0 = 1
v cos γ
(
L sinφ
m
)
⇔ 1
2
ρv2SCL sinφ = 0 (3.3)
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(3.3)
(3.2)
⇒ sinφ
cosφ
= 0⇒ tanφ = 0⇒ φ = 0 (trimming condition 1)
(3.2)⇒ 1
2
ρv2SCL = mg ⇒ CL = 2mg
ρv2S
(trimming condition 2)
(3.1)⇒ u1 = 1
2
ρv2S
[
CD0 + kD/L
(
2mg
ρv2S
)2]
(trimming condition 3)
B. Second case (Constant-altitude turn):
Figure 3.2: Trim state: Constant altitude turning. [15]
There are many ways to change heading flight. Here we concentrate on
the constant velocity coordinated turn, at constant altitude, which is a pure
rotation about a fixed vertical axis. There is no longitudinal acceleration and
lateral acceleration is constant, so that:
v˙ = 0 , v = constant
γ˙ = 0 , γ = 0
vψ˙ = constant =
v2
R¯
v˙ = 0⇒ 0 = u1 −D
m
− g sin γ
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⇔ u1 = mg sin γ + 1
2
ρv2S(CD0 + kD/LC
2
L)
⇔ u1 = 1
2
ρv2S(CD0 + kD/LC
2
L) (3.4)
γ˙ = 0⇒ 0 = 1
v
(
L cosφ
m
− g cos γ
)
⇔ 1
2
ρv2SCL cosφ = mg (3.5)
vψ˙ =
v2
R¯
⇒ v
2
R¯
=
L sinφ
m cos γ
⇔ v
2
R¯
=
L sinφ
m
⇔ mv
2
R¯
=
1
2
ρv2SCL sinφ (3.6)
(3.6)
(3.5)
⇒ tanφ = v
2
R¯g
⇒ φ = arctan
(
v2
R¯g
)
(trimming condition 1)
(3.5)⇒ 1
2
ρv2SCL cos
(
arctan
(
v2
R¯g
))
= mg ⇒ CL = 2mg
ρv2S cos
(
arctan
(
v2
R¯g
))
(trimming condition 2)
(3.4) ⇒ u1 = 1
2
ρv2S
CD0 + kD/L
 2mg
ρv2S cos
(
arctan
(
v2
R¯g
))

2 (trim-
ming condition 3)
C. Third case (Turn with a constant climb/descent rate):
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Figure 3.3: Trim state: Turning with a constant climb rate. [15]
In turning with a constant climb rate, the altitude and the heading angle
change at constant rates when a flight path angle γ, a turning radius R¯ and
a airspeed va are given, so that:
v˙ = 0 , v = constant
γ˙ = 0 , γ = constant = γ¯
vψ˙ = constant =
v2
R¯
v˙ = 0⇒ 0 = u1 −D
m
− g sin γ
⇔ u1 = 1
2
ρv2S(CD0 + kD/LC
2
L) +mg sin γ¯ (3.7)
γ˙ = 0⇒ 0 = 1
v
(
L cosφ
m
− g cos γ
)
⇔ 1
2
ρv2SCL cosφ = mg cos γ¯ (3.8)
vψ˙ =
v2
R¯
⇒ v
2
R¯
=
L sinφ
m cos γ
⇔ v
2
R¯
=
L sinφ
m cos γ¯
⇔ 1
2
ρv2SCL sinφ =
mv2 cos γ¯
R¯
(3.9)
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(3.9)
(3.8)
⇒ tanφ = v
2
R¯g
⇒ φ = arctan
(
v2
R¯g
)
(trimming condition 1)
(3.8)⇒ 1
2
ρv2SCL cos
(
arctan
(
v2
R¯g
))
= mg cos γ¯ ⇒ CL = 2mg cos γ¯
ρv2S cos
(
arctan
(
v2
R¯g
))
(trimming condition 2)
(3.7)⇒ u1 = 1
2
ρv2S
CD0 + kD/L
 2mg cos γ¯
ρv2S cos
(
arctan
(
v2
R¯g
))

2+mg sin γ¯
(trimming condition 3)
3.3 Numerical computations
In this section we compute the trim trajectories of the different models us-
ing MATLAB simulations. We use the dynamics of each model and we give
them the necessary conditions, obtained in the previous section, to get a trim
trajectory.
The simulations are based on the Zagi Flying Wing.
As it is possible to see the results were successful achieved.
Coordinated Flight Vehicle 2D Model, Trim Trajectories Simula-
tions
A. First case (Straight-line):
Data:
g = 9.81 (m/s2)
v = 20 (m/s)
ψ = pi/4 (rad) = 45 (degrees)
Initial position: (x0, y0) = (0, 100)
Time= 180 (s)
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Figure 3.4: UAV trajectory
Figure 3.5: UAV velocity
Coordinated Flight Vehicle 2D Model, Trim Trajectories Simulations 64
Figure 3.6: UAV heading angle
Figure 3.7: UAV roll angle
B. Second case (Circular constant):
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Data:
g = 9.81 (m/s2)
v = 20 (m/s)
R¯ = 100 (m)
ψ = pi/4 (rad) = 45 (degrees)
Initial position: (x0, y0) = (0, 100)
Time= 180 (s)
Figure 3.8: UAV trajectory
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Figure 3.9: UAV velocity
Figure 3.10: UAV heading angle
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Figure 3.11: UAV roll angle
3D Vehicle Model, Trim Trajectories Simulations
A. First case (Level flight):
Data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.225 (kg/m3)
CD0 = 0.01631
kD/L = 0.04525
v = 18 (m/s)
ψ = pi/4 (rad) = 45 (degrees)
Initial position: (x0, y0, z0) = (0, 100, 50)
Time= 180 (s)
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Figure 3.12: UAV trajectory
Figure 3.13: UAV trajectory on xy plane
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Figure 3.14: UAV altitude
Figure 3.15: UAV velocity
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Figure 3.16: UAV flight path angle
Figure 3.17: UAV heading angle
3D Vehicle Model, Trim Trajectories Simulations 71
Figure 3.18: UAV roll angle
B. Second case (Constant-altitude turn):
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.225 (kg/m3)
CD0 = 0.01631
kD/L = 0.04525
v = 18 (m/s)
R¯ = 100 (m)
ψ = pi/4 (rad) = 45 (degrees)
Initial position: (x0, y0, z0) = (0, 100, 50)
Time= 180 (s)
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Figure 3.19: UAV trajectory
Figure 3.20: UAV trajectory on xy plane
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Figure 3.21: UAV altitude
Figure 3.22: UAV velocity
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Figure 3.23: UAV flight path angle
Figure 3.24: UAV heading angle
3D Vehicle Model, Trim Trajectories Simulations 75
Figure 3.25: UAV roll angle
C. Third case (Turn with a constant climb rate):
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.225 (kg/m3)
CD0 = 0.01631
kD/L = 0.04525
v = 18 (m/s)
R¯ = 100 (m)
ψ = pi/6 (rad) = 30 (degrees)
γ = −3 (degrees)
Initial position: (x0, y0, z0) = (0, 100, 200)
Time= 180 (s)
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Figure 3.26: UAV trajectory
Figure 3.27: UAV trajectory on xy plane
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Figure 3.28: UAV altitude
Figure 3.29: UAV velocity
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Figure 3.30: UAV flight path angle
Figure 3.31: UAV heading angle
Complex Model, Trim Trajectories Simulations 79
Figure 3.32: UAV roll angle
Complex Model, Trim Trajectories Simulations
In this case the problem of trim trajectories is complex and can not be solved
analytically as for the 2D model and the simplified 3D model.
Let be x∗ = [x∗1,x
∗
2,x
∗
3,x
∗
4] and u the state vector and the control inputs
vector when the UAV is trimmed. So the vector x˙∗ that verifies (2.38) must
have its components with constant or zero values, so that the vehicle location
subvector x∗1 and the vehicle attitude subvector x
∗
2 have components that
grow linearly with time or are constants in time. The objective is to compute
trim states and inputs when the UAV simultaneously satisfies the following
three conditions:
• It is traveling at a constant airspeed v∗a;
• It is climbing/descending at a constant flight path angle of γ∗;
• It is in a constant orbit of radius R∗.
The most common scenarios where trim values are need are the wings-level
constant altitude flight, a constant altitude turn or a climb/descent trim ma-
neuver to describe straight lines or circular helices with a vertical axis as
seen from inertial frame. The three parameters v∗a, γ
∗ and R∗ are taken to be
the inputs for the trim computation. For a straight-line trajectory R∗ =∞.
Complex Model, Trim Trajectories Simulations 80
For a level flight γ∗ = 0, while for climb or descent trajectories γ∗ must be
positive or negative, respectively.
Trimmed flight is independent of position. In addiction, as can be easily
verified in the complex model summary, only x˙A and y˙A are dependent on ψ,
so trimmed flight is also independent of the heading ψ.
In a constant climb/descent orbit, the speed of the UAV is not changing,
which implies that v˙∗xb = v˙
∗
yb = v˙
∗
zb = 0. Similarly, since the roll and pitch
angles will be constant, we have that φ˙∗ = θ˙∗ = p˙∗ = q˙∗ = 0. The turn rate
is constant and is given by
ψ˙∗ =
v∗a
R∗
cos γ∗
which implies that the UAV angular acceleration along kb axis, r˙
∗ = 0.
Finally, the climb/descent rate is constant, and is given by
h˙∗ = v∗a sin γ
∗
Therefore, given the parameters v∗a, γ
∗ and R∗, it is possible to specify x˙∗, as
x˙∗ =

x˙∗A
y˙∗A
z˙∗A
φ˙∗
θ˙∗
ψ˙∗
v˙∗xb
v˙∗yb
v˙∗zb
p˙∗
q˙∗
r˙∗

=

[don’t care]
[don’t care]
−v∗a sin γ∗
0
0
v∗a
R∗
cos γ∗
0
0
0
0
0
0

(3.10)
The problem of finding x∗ (with the exception of x˙∗A, y˙
∗
A, z˙
∗
A and ψ˙
∗) and
u˙∗ such that x˙∗ = f(x∗,u∗), implies to solve the nonlinear algebraic system
of equations developed for the UAV complex model. There are numerous
numerical techniques for solving this system of equations. Most of them only
give good results if the Jacobian Matrix of f(x(t),u(t)) is provided. To avoid
this situation it can be shown, see [1], that the determination of α∗, β∗ and
φ∗ along with the input parameters v∗a, γ
∗ and R∗ fully define the trim states
and inputs. Next we describe the process used to write a dedicated trim
routine.
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1 - Give xA, yA, zA and ψ
2 - Input v∗a, γ
∗ and R∗, the desired trim values
3 - Evaluate x˙∗ according to (3.10)
4 - Give approximate values for α, β and φ: α0, β0, φ0
5 - Use the complex model expressions to evaluate:
Body frame velocities:v0xbv0yb
v0zb
 = v∗a
cosα0 cos β0sin β0
sinα0 cos β0

Pitch angle:
θ0 = α0 + γ∗
Angular rates:p0q0
r0
 =
1 0 − sin γ∗0 cosφ0 sinφ0 cos γ∗
0 − sinφ0 cosφ0 cos γ∗

 φ˙
0 = 0
γ˙0 = 0
ψ˙∗ =
v∗a
R∗
 = v∗a
R∗
 − sin γ∗sinφ0 cos γ∗
cosφ0 cos γ∗

Elevator δe:
δ0e =
Ixz(p∗2 − r∗2) + (Ix − Iz)p∗r∗1
2
ρ(v∗a)2cS
− Cm0 − Cmαα∗ − Cmq cq∗2v∗a
Cmδe
Throttle δt:
δ0t =
√√√√√2m(−r0v0yb + q0v0zb + g sin γ∗)− ρ(v∗a)2S
[
CX(α
0) + CXq(α
0)
cq0
2v∗a
+ CXδe (α
0)δ0e
]
ρSpropCpropk2motor
+
(v∗a)2
k2motor
x0 = [xA, yA, zA, φ
0, θ0, ψ, v0xb, v
0
yb, v
0
zb, p
0, q0, r0]
u0 = (δ0t , δ
0
e , 0, 0)
6 - J(α0, β0, φ0) = ‖x˙∗ − f(x0,u0)‖2
7 - Evaluate(α∗,β∗,φ∗) iteratively such that J(α∗, β∗, φ∗) = arg min‖x˙∗ −
f(x∗,u∗)‖2
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In order to compute (α∗, β∗, φ∗) we use the MATLAB function ”fminsearch”.
8 - Compute trimmed states:
v∗xb = v
∗
a cosα
∗ cos β∗
v∗yb = v
∗
a sin β
∗
v∗zb = v
∗
a sinα
∗ cos β∗
θ∗ = α∗ + γ∗
p∗ = − v
∗
a
R∗
sin γ∗
q∗ =
v∗a
R∗
sinφ∗ cos γ∗
r∗ =
v∗a
R∗
cosφ∗ cos γ∗

9 - Compute trimmed inputs:
δ∗e =
Ixz(p∗2 − r∗2) + (Ix − Iz)p∗r∗1
2
ρ(v∗a)2cS
− Cm0 − Cmαα∗ − Cmq cq∗2v∗a
Cmδe
δ∗t =
√√√√√2m(−r∗v∗yb + q∗v∗zb + g sin γ∗)− ρ(v∗a)2S
[
CX(α
∗) + CXq (α
∗)
cq∗
2v∗a
+ CXδe (α
∗)δ∗e
]
ρSpropCpropk2motor
+
(v∗a)
2
k2motor

A. First case (Level flight):
Data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.2682 (kg/m3)
Ix = 0.1147 (kg.m
2)
Iy = 0.0576 (kg.m
2)
Iz = 0.1712 (kg.m
2)
Ixz = 0.0015 (kg.m
2)
c = 0.3302 (m)
b = 1.4224 (m)
kmotor = 20
Sprop = 0.0314
Cprop = 1.0
M = 50
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e = 0.9
α0 = 0
β0 = 0
φ0 = 0
γ∗ = 0
Initial position: (x0, y0, z0) = (100, 100, 400)
ψ = 45 (degrees)
v = 18 (m/s)
Time= 300 (s)
R∗ =∞ = 100000 ∗ va
Figure 3.33: UAV trajectory
Complex Model, Trim Trajectories Simulations 84
Figure 3.34: UAV trajectory on xy plane
Figure 3.35: UAV altitude
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Figure 3.36: UAV Euler angles
Figure 3.37: UAV linear velocity
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Figure 3.38: UAV angular velocity
B. Second case (Constant-altitude turn):
Data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.2682 (kg/m3)
Ix = 0.1147 (kg.m
2)
Iy = 0.0576 (kg.m
2)
Iz = 0.1712 (kg.m
2)
Ixz = 0.0015 (kg.m
2)
c = 0.3302 (m)
b = 1.4224 (m)
kmotor = 20
Sprop = 0.0314
Cprop = 1.0
M = 50
e = 0.9
α0 = 0
β0 = 0
Complex Model, Trim Trajectories Simulations 87
φ0 = 5 (degrees)
Initial position: (x0, y0, z0) = (0, 100, 400)
v = 19 (m/s)
Time= 300 (s)
Figure 3.39: UAV trajectory
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Figure 3.40: UAV trajectory on xy plane
Figure 3.41: UAV altitude
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Figure 3.42: UAV Euler angles
Figure 3.43: UAV linear velocity
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Figure 3.44: UAV angular velocity
C. Third case (Turn with a constant climb rate):
Data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.2682 (kg/m3)
Ix = 0.1147 (kg.m
2)
Iy = 0.0576 (kg.m
2)
Iz = 0.1712 (kg.m
2)
Ixz = 0.0015 (kg.m
2)
c = 0.3302 (m)
b = 1.4224 (m)
kmotor = 20
Sprop = 0.0314
Cprop = 1.0
M = 50
e = 0.9
α0 = 10 (degrees)
β0 = 0
Complex Model, Trim Trajectories Simulations 91
φ0 = 5 (degrees)
Initial position: (x0, y0, z0) = (0, 100, 400)
v = 18 (m/s)
Time= 300 (s)
Figure 3.45: UAV trajectory
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Figure 3.46: UAV trajectory on xy plane
Figure 3.47: UAV altitude
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Figure 3.48: UAV Euler angles
Figure 3.49: UAV linear velocity
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Figure 3.50: UAV angular velocity
We observe small variations of the state variables in Figures 3.42, 3.43,
3.44, 3.48 and 3.49. These variations are very small and do not affect the
final result so they are insignificant and negligible. These minor errors are
related to the values of some parameters which are approximated values.
Complex UAV trajectory designed with a concatenation of trim
trajectories
Using the trim trajectories obtained for the UAV 3D complex model we com-
pute a UAV many-sided trajectory. In the conception of these trajectories
we keep in mind that usually an UAV flies from a waypoint to a waypoint.
By other hand, when it is necessary to change the heading angle in order to
reach a next waypoint a turn must be done in order to get the convenient
path to follow. In which concerns landing we adopt the concept that first
the UAV flies in the East-West direction, corresponding to headings of ±90
degrees, until its y coordinate equals the y coordinate of the landing point.
Then, after a turn of 90 degrees or 270 degrees it flies in the direction North-
South, corresponding to a heading of 0 degrees or 180 degrees. On cruise
route the maneuvers can be executed at a constant level or at climb/descent
constant rates. We use the same data as before (Zagi Flying Wing) and we
concatenate the three trim cases (conditions) in order to design this trajec-
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tory. The trajectory is composed by eight phases: take-off, straight level
flight, constant-altitude coordinated turn of 120 degrees, another straight
level flight. Next we simulate the return to the start point using the strategy
just described. During the different phases of flight we used different speed
values in order to verify that trim conditions are always well evaluated: 20
m/s to going up, 25 m/s during straight level flight, 20 m/s for constant-
altitude turns and 18 m/s to going down. In the turn maneuvers, the u3,
corresponding to an aileron deflection of 0.08 degrees was used.
Figure 3.51: UAV trajectory
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Figure 3.52: UAV trajectory on xy plane
Figure 3.53: UAV altitude
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Figure 3.54: UAV Euler angles
Figure 3.55: UAV linear velocity
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Figure 3.56: UAV angular velocity
Figure 3.57: UAV control inputs
Several trajectories were simulated in order to reach the landing point
from East or West, from North or South. The landing errors in North-
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South, East-West directions and in altitude were always evaluated and got
values between some decimeters to several meters. We highlight that the
simulation is performed in open-loop. For this reason we observe an error in
the final UAV position, mainly due to the error in the last turn to guide the
UAV with the same y coordinate as that of the landing point. As it is well
known, a small error in the heading angle at a point induces a growing error,
perpendicular to the path, as the distance from the point grows. In other
words, an error of ∆ψ in the heading angle induces an error ∆x = d tan ∆ψ,
where d is the distance traveled in the wrong direction and ∆x is the cross-
track error.
These errors shows that only guidance even under trimmed conditions but
without control is not sufficient to land the UAV with precision.
Chapter 4
Controller Design
4.1 Introduction
Control is the process of making a variable system adhere to a particular
value, called the reference value. A system designed to follow a changing
reference is called tracking control. In this chapter we are able to design a
controller for a safe landing of the UAV, by straight line tracking.
Most of the UAV’s applications such as mapping, search and rescue, pa-
trol, and surveillance require the UAV to autonomously follow a predefined
path at a prescribed height. The most commonly used paths are straight
lines and circular orbits as seen in Chapter 3. Path-following algorithms en-
sure that the UAV will follow a predefined path in three or two dimensions at
constant or not constant height. A basic requirement for these path-following
algorithms is that they must be accurate and robust to wind disturbances.
Control techniques, particularly nonlinear control techniques, are popular for
path-following applications. They provide a certain degree of robustness to
wind disturbances. A common approach used in path-following is based on
proportional-integral-derivative (PID) control but does not perform as well
as an linear quadratic regulator (LQR) optimal control.
4.2 Linearization
Control systems design starts with an accurate plant model. A plant in
control theory is the transfer function in the s domain (Laplace transform)
which relates the input and the output signals of a linear time invariant
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(LTI) system without feedback. The plant model of an UAV can be derived
analytically based on the equations of motion linearized about an equilibrium
point of interest. In the previous chapters we gave a state variable form to
the nonlinear differential equations that model the UAV motion:
x˙ = f(x,u) (4.1)
In order to design a suitable controller, we need to approximate the nonlin-
ear dynamics by its local linearization. For this purpose we first determine
equilibrium values x∗, u∗ already discussed in the previous Chapter. Then
we linearize our nonlinear system about the equilibrium point to obtain a
time-invariant linear system:
Let x = x∗ + δx and u = u∗ + δu so that
x˙∗ + δx˙∗ ∼= f(x∗,u∗) + Aδx +Bδu (4.2)
where A and B are constant matrices, given by
A =
[
∂f
∂x
]
x∗,u∗
and B =
[
∂f
∂x
]
x∗,u∗
(4.3)
Using (4.1), and around the equilibrium x∗ and u∗, (4.2) becomes
δx˙ = Aδx +Bδu (4.4)
which is a linear state-variable form approximating the dynamics of the mo-
tion about the equilibrium point. Normally, the δ notation in (4.4) is dropped
but it must be understood that x and u refer to the deviation from the equi-
librium:
x˙ = Ax +Bu (4.5)
4.3 PID Controller
A proportional-integral-derivative controller (PID controller) is a control
loop feedback mechanism (controller) commonly used in industrial control
systems. A PID controller continuously calculates an error value as the
difference between a desired setpoint and a measured process variable. The
controller attempts to minimize the over time by adjustment of a control
variable, such as the UAV speed or attitude angles, to a new value determined
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by a weighted sum:
u(t) = Kpe(t) +Ki
∫ t
0
e(τ)dτ +Kd
de(t)
dt
where Kp, Ki, and Kd, all non-negative, denote the coefficients for the pro-
portional, integral, and derivative terms, respectively (sometimes denoted P,
I, and D). In this model,
• P accounts for present values of the error. For example, if the error is
large and positive, the control output will also be large and positive.
• I accounts for past values of the error. For example, if the current
output is not sufficiently strong, error will accumulate over time, and the
controller will respond by applying a stronger action.
• D accounts for possible future values of the error, based on its current
rate of change.
As a PID controller relies only on the measured process variable, not on
knowledge of the underlying process, it is broadly applicable. By tuning the
three parameters of the model, a PID controller can deal with specific process
requirements. The response of the controller can be described in terms of
its responsiveness to an error, the degree to which the system overshoots a
setpoint, and the degree of any system oscillation. The use of the PID algo-
rithm does not guarantee optimal control of the system or even its stability.
Some applications may require using only one or two terms to provide the
appropriate system control. This is achieved by setting the other parameters
to zero. A PID controller will be called a PI, PD, P or I controller in the
absence of the respective control actions. PI controllers are fairly common,
since derivative action is sensitive to measurement noise, whereas the absence
of an integral term may prevent the system from reaching its target value.
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Figure 4.1: A block diagram of a PID controller in a feedback loop
The PID control scheme is named after its three correcting terms, whose
sum constitutes the manipulated variable (MV). The proportional, integral,
and derivative terms are summed to calculate the output of the PID con-
troller. Defining u(t) as the controller output, the final form of the PID
algorithm is:
u(t) = MV (t) = Kpe(t) +Ki
∫ t
0
e(τ)dτ +Kd
de(t)
dt
where
Kp: Proportional gain, a tuning parameter
Ki: Integral gain, a tuning parameter
Kd: Derivative gain, a tuning parameter
e: Error = SP − PV
SP : Set Point
PV : Process Variable
t: Time or instantaneous time (the present)
τ : Variable of integration; takes on values from time 0 to the time present t.
Equivalently, the transfer function in the Laplace domain of the PID con-
troller is
L(s) = Kp +Ki/s+Kds
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where
s: complex number frequency
4.3.1 PID velocity controller for the 3D model
Using MATLAB Simulink we designed a PID controller for the forward ve-
locity of the UAV. The 3D model (2.37) was linearized according to (4.3)
and (4.5). As the state to be controlled is the velocity, the output matrix C
is a 1× 7 zero row matrix where only the column corresponding to the state
v is 1. The direct transmission matrix ,D, is a 1× 3 zeros matrix.
Linearized the dynamics of the system, we designed the following controller:
Figure 4.2: PID controller for the UAV velocity
Then we used the following data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.225 (kg/m3)
CD0 = 0.01631
kD/L = 0.04525
v0 = 18 (m/s)
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vd = 14 (m/s)
where v0 is the initial velocity and vd the desired velocity.
φ = 0
γ = 0
ψ =
pi
4
(rad)
t = 180 (s)
We got this behavior:
Figure 4.3: UAV velocity
The PID controller was tuned by the “PID Tuner” tool of MATLAB.
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4.3.2 PID heading angle controller for the 3D model
Using MATLAB Simulink we design a PID controller for the UAV heading
angle. The A, B and D matrices were defined as in the previous controller
but now C has the non null element 1 at the column corresponding to the
heading angle.
Linearized the dynamics of the system, we design the following controller:
Figure 4.4: PID controller for the UAV heading angle
Then we used the following data:
g = 9.81 (m/s2)
m = 1.56 (kg)
S = 0.2589 (m2)
ρ = 1.225 (kg/m3)
CD0 = 0.01631
kD/L = 0.04525
v = 18 (m/s)
ψ0 =
pi
4
≈ 0.7854 (rad)
ψd = 0 (m/s)
where ψ0 is the initial heading angle and ψd the desired heading angle.
φ = 0
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γ = 0
t = 180 (s)
We observe the following behavior:
Figure 4.5: UAV heading angle
4.3.3 Limitations of PID control
PID controllers are widely applied in feedback control of industrial pro-
cesses because of their simple structure and principle. Although PID con-
trollers are easy to build, they have some limitations. The main problem
of PID control is that do not in general provide optimal control. The fun-
damental difficulty with PID control is that it is a feedback control system,
with constant parameters, and no direct knowledge of the process, and thus
overall performance is reactive and a compromise. PID method in many
cases such as parameters variations or disturbances is not appropriate.
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In order to overcome some problems faced by PID controller, other type
of control methods can be developed such as Linear Quadratic Regulator
(LQR) optimal control. LQR is a control scheme that gives the best pos-
sible performance with respect to some given measure of performance. The
performance measure is a quadratic function composed of state vector and
control input.
4.4 LQR Controller
Most of the UAV guidance laws use geometric methods to compute the com-
manded heading angle. In the LQR-based path-following algorithm, the
control effort is computed using optimal control theory. This framework al-
lows the vehicle to determine the minimal control effort required to minimize
the cross-track error and cross-track error rate. The great advantage of this
technique is that optimizes control effort. It also provides practical feedback
gains and it easy to implement.
4.4.1 Linear Quadratic Optimal Control
It is common to design state feedback controllers using eigenvalue (pole)
placement algorithms. For single input systems, given a set of desired eigen-
values, the feedback gain to achieve this is unique (as long as the system is
controllable). For multi-input systems, the feedback gain is not unique, so
there is additional design freedom. How does one utilize this freedom? A
more fundamental issue is that the choice of eigenvalues is not obvious. For
example, there are trade offs between robustness, performance, and control
effort. Linear quadratic (LQ) optimal control can be used to resolve some
of these issues, by not specifying exactly where the closed loop eigenvalues
should be directly, but instead by specifying some kind of performance ob-
jective function to be optimized.
Finite Time Horizon LQ Regulator
Consider m-input, n-state linear system with x ∈ <n, u ∈ <m:
x˙ = A(t)x+B(t)u(t); x(0) = x0 (4.6)
Find open loop control u(τ), τ ∈ [t0, tf ] such that the following objective
function is minimized:
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J(u, x0, t0, tf ) =
∫ tf
t0
[xT (t)Q(t)x(t) + uT (t)R(t)u(t)]dt+ x(tf )
TSx(tf )
(4.7)
where tf − t0 is the time horizon, Q(t) and S are symmetric positive semi-
definite n× n matrices, R(t) is a symmetric positive definite m×m matrix.
Notice that x0, t0 and tf are fixed and given data.
The control goal generally is to keep x(t) close to 0, especially, at the final
time tf , using little control effort u. Notice that in (4.7)
• xTQ(t)x(t) penalizes the transient state deviation
• x(tf )TSx(tf ) penalizes the finite state
• uT (t)R(t)u(t) penalizes control effort
One reasonable method to start the LQR design iteration is suggested by
Bryson’s rule (Bryson and Ho, 1969). In practice, an appropriate choice to
obtain acceptable values of x and u is to initially choose diagonal matrices
Q and R such that
• Qii = 1/maximum acceptable value or [x2i ]
• Rii = 1/maximum acceptable value or [u2i ]
The weighting matrices are then modified during subsequent iterations to
achieve an acceptable tradeoff between performance and control effort.
This formulation can accommodate regulating an output y(t) = C(t)x(t) ∈
<r at near 0. In this case, one choice for S and Q(t) are CT (t)W (t)C(t)
where W (t) ∈ <r×r is symmetric positive definite matrix.
In our problem, A and B are defined in (4.3) and (4.5), and x(t) and u(t)
are the state and the input controls deviations from the trimmed tracking
trajectory.
General finite, fixed horizon optimal control problem: For the system
with fixed initial condition,
x˙ = f(x, u); x(t0) = x0 given,
and a given time horizon [t0, tf ], find u(t), t ∈ [t0, tf ] such that the following
cost function is minimized:
J(u(·), x0) = φ(x(tf )) +
∫ tf
t0
L(x(t), u(t))dt
where the first term is the final cost and the second term is the running cost.
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Solution:
λ˙ = −Hx = −∂L
∂x
− λT ∂f
∂x
(4.8)
x˙ = f(x, u) (4.9)
Hu = −∂L
∂u
− λT ∂f
∂u
= 0 (4.10)
λT (tf ) =
∂φ
∂x
(x(tf )) (4.11)
x(t0) = x0 (4.12)
This is a set of 2n differential equations (in x and λ) with split boundary
conditions at t0 and tf : x(t0) = x0 and λ
T (tf ) = φx(x(tf )), and an equation
that would typically specify u(t) in terms of x(t) and/or λ(t).
Open loop solution:
Applying the general optimal control solution ((4.8), (4.9), (4.10), (4.11)
and (4.12)) to the LQ problem in equations (4.6) and (4.7), we have:
The optimal control is given by:
u0(t) = −R−1BT (t)λ(t) (4.13)
where λ(t) and x(t) satisfy the Hamilton-Jacobi equation:(
x˙
λ˙
)
=
(
A(t) −B(t)R−1BT (t)
−Q(T ) − AT (t)
)(
x
λ
)
(4.14)
with boundary conditions:
x(t0) = x0; λ(tf ) = Sx(tf ) (4.15)
• Boundary conditions are specified at both initial time t0 and final time tf
(two point boundary value problem). In general, these are difficult to solve
and require iterative methods such as shooting method.
• Optimal control in equation (4.13) is open loop. It is computed by first
computing λ(t) for all t ∈ [t0, tf ] and then applying u0(t) = −R−1BT (t)λ(t).
• Open loop control is not robust to disturbances or uncertainties.
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Feedback control solution:
Consider the matrix differential equation using the Hamiltonian matrix H(t),
where X1(t),X2(t) ∈ <n×n.(
X˙1(t)
X˙2(t)
)
=
(
A(t) −B(t)R−1BT (t)
−Q(T ) − AT (t)
)(
X1(t)
X2(t)
)
(4.16)
with boundary conditions X1(tf ) ∈ <n×n being any invertible matrix, and
X2(tf ) = SX1(tf )
X1(t) and X2(t) can be integrated backwards in time from tf → t0.
Let us assume (and it can be proven) that X1(t) is invertible. We propose
that the solution to the Hamilton-Jacobi equation (4.14)-(4.15) is given by:(
x(t)
λ(t)
)
=
(
X1(t)
X2(t)
)
v
for some constant vector v.
x(t) and λ(t) as proposed clearly satisfy (4.14), and the boundary condition
λ(tf ) = Sx(tf ). The initial condition x(t0) = x0 can be satisfied by choosing
v = X−11 (t0)x0.
If we define P (t) = X2(t)X
−1
1 (t), then λ(t) = P (t)x(t), so that the optimal
control in equation (4.13) can be implemented as a feedback as given in the
following theorem:
The cost function (4.7) is minimized using the control:
u∗(t) = −RT (t)BT (t)P (t)x(t) (4.17)
where P (t) ∈ <n×n is the solution to the following so called continuous time
Riccati Differential Equation (CTRDE):
−P˙ (t) = AT (t)P (t) + P (t)A(t)− P (t)B(t)R−1(t)BT (t)P (t) +Q(t); P (tf ) = S
(4.18)
Moreover, the minimum cost achieved using the above control is:
J∗(x0, t0, tf ) := minu(·)J(u, x0) = xT0 P (t0)x0
REMARKS
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1. P (t) is solved backwards in time from tf → t0 and should be stored in
memory before use.
2. The optimal control law is in the form of a time varying linear state
feedback u(t) = −K(t)x(t) with feedback gain K(t) := RT (t)BT (t)P (t). The
open loop optimal control can be obtained, if so desired, by integrating (4.6)
with the control (4.17). It is, however, much better to utilize feedback than
to use openloop.
3. The Riccati differential equation can be derived from P (t) = X2(t)X
−1
1 (t)
and (4.16).
4. By direct substitution, it is easy to see the solution λ(t) = P (t)x(t)
satisfies (4.14)-(4.15). Since the solution of CTRDE (4.18) does not rely on
solving for X1(t) or X2(t) explicitly, the assumption that X1(t) is invertible
is in fact not needed for the proof of this theorem. It can be thought of as a
useful device to guess the solution.
5. The control formulation works for time varying systems, e.g. nonlinear
systems linearized about a trajectory.
6. P (t) can be shown to be associated with the cost-to-go function. Using
this interpretation, it can easily be shown that P (t) must be at least positive
semi-definite.
Cost-to-go function
The matrix function P (t) is associated with the so-called cost-to-go func-
tion. By this it is meant that if at any time t1 ∈ [t0, tf ], and the state is
x(t1), then, the control policy (4.17) for the remaining time period [t1, tf ]
will result in a cost J(u, x(t1), t1, tf ) in (4.7) with t0 substituted by t1 and x0
substituted by x(t1) such that:
J0(x(t), t, tf ) := minuJ(u, x(t), t, tf ) = x
T (t)P (t)x(t)
Since the optimal control, u0(t) = −K(t)x(t) = −R−1(t)BT (t)P (t)x(t), the
closed loop system satisfies,
x˙ = [A(t)−B(t)K(t)]x(t)
so that x(t) = Φ(t, t0)x0 where Φ(t, t0) is the transition matrix for A(t) −
B(t)K(t). For this reason, the achieved minimal cost function must be of
the form (omitting final time tf to avoid clutter):
J0(x0, t0) = J(u
0, x0, t0, tf ) = x
T
0 P¯ (t0)x0
Finite Time Horizon LQ Regulator 113
for some positive semi-definite matrix P¯ (t0). Our task is to show that
P¯ (t0) = P (t0). To derive this result, we need the Dynamic Programming
(DP) Principle.
DYNAMIC PROGRAMMING PRINCIPLE
Consider the system:
x˙ = f(x(t), u(t)), x(t0) = x0
and the cost index over the interval [t0, tf ] is:
J(u(·), x0, t0) =
∫ tf
t0
L(x(t), u(t))dt+ φ(x(tf )) (4.19)
In the theorem below, tf is assumed to be fixed.
Suppose that u0(t), t ∈ [t0, tf ] minimizes (4.19) subject to x0(t0) = x0 and
x0(t) is the associated state trajectory. Let the (minimum) cost achieved using
u0(t) be:
J0(x0, t0) = argu(τ),τ∈[t0,tf ]minJ(u(·), x0, t0, tf )
Then, for any t1 s.t. t0 ≤ t1 ≤ tf , the restriction of the control u0(τ) to
τ ∈ [t1, tf ] minimizes
J(u(·), x0(t1), t1) =
∫ tf
t1
L(x(t), u(t))dt+ φ(x(tf ))
subject to the initial condition x(t1) = x
0(t1). i.e. u
0(τ) is optimal over the
sub-interval [t1, tf ].
Let t0 ≤ t1 ≤ tf . Consider the optimal control problem for the sub-interval
[t1, tf ]. If J
0(x0, t1) is the optimal cost and the optimal control is given by
u(t) = u0(x0) for t ∈ [t1, tf ]. Then, the optimal control for the larger interval
t ∈ [t0, tf ] with initial condition x(t0) = x0 is given by:
u(t) =
{
argminu(·)
∫ t1
t0
L(x, u)dt+ J0(x(t1), t1) t ∈ [t0, t1]
u0(x(t1)) t ∈ [t1, tf ]
(4.20)
where x(t1) is the state attained via the control u(t) above.
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Typical application of DP
A typical use of DP is in computing the optimal control policy utilizing
(4.20).
• Consider a time grid t0 < t1 < ... < tn < tf .
• Solve the optimal control problem for the sub-interval [tn, tf ] with ar-
bitrary initial states x(tn) = x. Let the optimal control be denoted by
u(t) = u0n(x) and let the optimal cost given initial state x(tn) = x be de-
noted by J0(x, tn). Here u
0
n(x) for t ∈ [tn, tf ] and arbitrary initial state
x is called the optimal control policy, and J0(x, tn) is called the cost-to-go
function at t = tn.
• We now consider an iteration starting with k = n. Suppose that the
optimal control for the initial time t = tk has been found and is given by:
u0k(x, t); and J
0(x, tk) is the cost-to-go function. Now consider initial time
tk−1.
1. For each initial state, x(tk− 1) = x, compute, according to equation
(4.20), the optimal control u0k−1(x, t) for the interval [tk−1, tf ]:
u0k−1(x) =
{
argminu(·)
∫ tk
tk−1
L(x, u)dt+ J0(x(tk), tk) t ∈ [tk−1, tk]
u0k(x(tk), t) t ∈ [tk, tf ]
(4.21)
where x(tk) is the state achieved at t = tk from the initial state x(tk−1) using
optimal control u0(x(tk−1), t0) over the interval [tk−1, tk].
2. Compute the optimal cost J0(x, tk−1) for each x.
3. Let k ← k − 1 and repeat from step 1 until k = 0.
• Notice that the optimal cost J0(x, tk) is the cost-to-go function at time
tk.
Relating P (t) to cost-to-go function for the LQ problem
Let us apply DP to the LQ case:
L(x, u) = xTQ(t)x+ uTR(t)u
φ(x(tf )) = x
T (tf )Sx(tf )
f(x, u) = A(t)x+B(t)u
J =
∫ tf
t0
L(x, u)dt+ φ(x(tf ))
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The cost-to-go function for any t ∈ [t0, tf ] is given by:
J0(x, t) = xT (t)P¯ (t)x(t)
where P¯ ≡ P (t) satisfies the Riccati difference equation (4.18) with boundary
condition P¯ (tf ) = S. P (t) is positive semi-definite for all t ≤ tf . The
optimal control policy is given by:
u0(t) = −R−1(t)BT (t)P¯ (t1)x(t)
Chapter 5
Simulations
5.1 Introduction
This chapter discusses a LQR controller applied to the 3D UAV model with
linear lift coefficient, CL. We run several simulations of different cases using
Zagi Flying Wing parameters. We start by compute simple trajectories like
the trim trajectories discussed in Chapter 3. Then we performed several sim-
ulations for UAV landing, with different trajectories, starting from different
points and landing on different points. As it will be seen, the results were
successful achieved and we could land the UAV with just very small errors
between the desired path and the real path.
To apply the LQR controller, a desired path is computed by the integra-
tion of system’s dynamics with trim conditions. The integration time for this
trajectory is related with the desired tracking time. The LQR will force the
UAV to approach the desired path by minimizing the distance, ∆x, between
the UAV real position and the desired position at any instant. The matrices
A and B are computed through the linearized dynamics about equilibrium
points. The controller for finite horizon regulation is obtained by solving
the linear quadratic control problem, as discussed in the previous section.
Specifically, we set K = R−1BTP , where P satisfies the Riccati equation
(4.18). It is worth noting that the Riccati equation is solved backward in
time with final condition P (tf ) = S, see (4.18). The terminal cost S is cho-
sen in a fashion to make it compatible with the linearized system dynamics.
For instance, let us suppose that x(tf ), u(tf ) is an equilibrium point and
f(x(tf ), u(tf )) = 0 with controllable linearization (A, B). S is chosen as the
stabilizing solution associated with the algebraic Riccati equation, i.e., it is
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obtained using the MATLAB command ”lqr”.
5.2 Straight Level Flight
In this section we address the problem of guiding the UAV from some point
in the space to a predefined straight line at the same altitude of the initial
point.
Figure 5.1: UAV trajectory
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Figure 5.2: UAV z-axis position
Figure 5.3: UAV y-axis position
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Figure 5.4: UAV x-axis position
Figure 5.5: UAV velocity
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Figure 5.6: UAV flight path angle
Figure 5.7: UAV heading angle
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Figure 5.8: UAV roll angle
Figure 5.9: UAV thrust
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Figure 5.10: UAV roll rate
Figure 5.11: UAV CL
As it is possible to see in figure 5.2 about z-axis position, figure 5.5
about UAV velocity, figure 5.6 about UAV flight path angle, figure 5.9 about
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UAV thrust and figure 5.11 about UAV lift coefficient, there are very small
variations in state variables and control inputs that should be constant. But
this very small variations have the size of 10−3 or 10−4 in all cases so they
can be consider insignificant and negligible.
5.3 Constant Altitude Turn
In this section the idea is to enforce the UAV to have a circular trajectory
motion with constant radius and constant altitude.
Figure 5.12: UAV trajectory
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Figure 5.13: UAV z-axis position
Figure 5.14: UAV y-axis position
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Figure 5.15: UAV x-axis position
Figure 5.16: UAV velocity
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Figure 5.17: UAV flight path angle
Figure 5.18: UAV heading angle
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Figure 5.19: UAV roll angle
Figure 5.20: UAV thrust
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Figure 5.21: UAV roll rate
Figure 5.22: UAV CL
As for the Straight Level Flight case, here also there are very small vari-
ations in state variables and control inputs that should be constant. These
5.4. Turn with a constant climb rate 129
small variations are even smaller, we have variations of 10−5, 10−6 and 10−7,
and therefore they can be considered insignificant and negligible.
5.4 Turn with a constant climb rate
In this section we use the LQR controller to compute a circular descent with
constant radius, constant speed and constant climb rate. The result was
successfully achieved as it possible to see bellow but there are still those
insignificant very small variations in state variables and control inputs that
should be constant. These first three experiences lead us to conclude that
the controller is working properly.
Figure 5.23: UAV trajectory
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Figure 5.24: UAV z-axis position
Figure 5.25: UAV y-axis position
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Figure 5.26: UAV x-axis position
Figure 5.27: UAV velocity
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Figure 5.28: UAV flight path angle
Figure 5.29: UAV heading angle
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Figure 5.30: UAV roll angle
Figure 5.31: UAV thrust
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Figure 5.32: UAV roll rate
Figure 5.33: UAV CL
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5.5 Landing
After testing the controller by computing the classical trim trajectories, we
perform a landing maneuver. The goal is to land the UAV on a net with
damping capacity. The UAV model that we are using (Zagi Flying Wing)
has a minimum velocity of 12 m/s. By this reason we choose this velocity to
land and we kept it constant during all the way. In this simulation the UAV
will start from the point (14000, 100, -250) and the target is to land on the
point (0, 0, -5).
We chose to land the UAV by straight line tracking. We compute the
reference line with a constant flight path angle of −1 degree. Given the
initial and final points, the integration time is obtained dividing the distance
between this two points. In other words, the integration time is the required
time for the distance between this two points be travelled at the given desired
trim velocity.
To ensure that the final point is our desired landing point, we start by
computing the trimmed desired straight line, starting at the landing point,
with integration time equal to the one mentioned in the previous paragraph.
As the flight path angle is negative the obtained line segment from the inte-
gration is in the opposite way of the desired one. Let Pf be the last point
of the obtained line segment. The initial point of our desired tracking line
stays in this direction but it is the symmetric of Pf relative to the landing
point.
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Figure 5.34: UAV trajectory
Figure 5.35: UAV z-axis position
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Figure 5.36: UAV y-axis position
Figure 5.37: UAV x-axis position
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Figure 5.38: UAV velocity
Figure 5.39: UAV flight path angle
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Figure 5.40: UAV heading angle
Figure 5.41: UAV roll angle
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Figure 5.42: UAV thrust
Figure 5.43: UAV roll rate
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Figure 5.44: UAV CL
The result shows that the goal was achieved with a final position error
vector (-0.0004935, -0.0000000, -0.0001243).
Chapter 6
Conclusions
In this thesis we studied the automatic landing problem for Unmanned
Aerial Vehicles (UAVs). In the first part of the thesis, we studied the problem
of modeling the UAV motion (kinematics and dynamics). First, we derived
the equation of motion of the 2D simplified model. Second, we introduced
a static map between the roll angle and the lateral acceleration. Third, we
extended the model to the 3D case with aerodynamic forces. Fourth, we
include angle-of-attack and side-slip angles. It is shown that a 3D point
mass model with six DoF, seven state variables, three control inputs and a
linear model for lift coefficient, CL, well describe the UAV motion.
Control systems are designed and evaluated with respect to the trim con-
ditions. The 6-DoF motion of an aerial vehicle can be decomposed into a
mean or a steady-state motion near an operating point (called “trim”) and
perturbation dynamics around the trim conditions. Such a decomposition al-
lows one to reduce the overall nonlinear fully coupled 6-DoF UAV dynamics
into a tractable form, suitable for control design and analysis. In aerodynam-
ics literature, a fixed-wing’s trim state is referred to as one of the following
three motions: straight flight (particular straight level flight), constant al-
titude turn and turn with a constant climb/descent rate. With these three
trim trajectories it is possible to compute a complex UAV trajectory by using
a concatenation of them. That was achieved in Chapter 3. Also in Chapter 3
all trimming conditions were defined for all the models presented on Chapter
2, and the three motions mentioned above were successful simulated. It is
also possible to write an algorithm for the calculation of the trim trajectories.
For some cases like the 3D nonlinear complex model, the problem of trim-
ming trajectories is complex and can not be solve easily analytically. In this
case it is required to write a dedicated trim routine. This task was also suc-
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cessful achieved and the three trim trajectories for the 3D nonlinear complex
model were simulated with just very small errors, most likely, introduced by
the parameters values.
UAVs must be able to autonomously follow a predefined path. Path-
following algorithms ensure that UAV will follow the predefined path in two
or three dimensions. A requirement for these path-following algorithms is
that they must be accurate and robust to wind disturbances. Control tech-
niques are popular for path-following applications. They provide the ro-
bustness to wind disturbances mention before. There are several control
techniques applicable in the UAV including linear control, nonlinear control,
intelligent control, hybrid control and robust control. Some of this techniques
are well-known such as linear quadratic regulator (LQR), sliding mode con-
trol, model predictive control, backstepping control, gain scheduling theory,
adaptive control and dynamic programming. From all of these types of con-
trol we chose two linear control techniques, proportional-integral-derivative
(PID) and linear quadratic regulator (LQR), due to their simplicity, robust-
ness and ease of implementation. The PID controller is probably the most
used feedback design for linear control. However it has some issues. The
main problem of PID control is that do not provide optimal control. Also, in
many cases such as parameters variations or disturbances is not appropriate.
Anyway it can be a solution for the UAV landing problem. In literature there
are some interesting works using PID control on UAVS like [26] and [27]. In
[22] a PID controller with feedforward capability was developed in order to
perform better. In this work we implemented a PID controller in the clas-
sical form to control some state variables of the 3D point mass model with
linear CL. We did a PID controller for the velocity and a PID controller for
the heading angle. Both performance good but with seven state variables we
should need four PID controllers (velocity, flight path angle, heading angle
and roll angle) of this type working in parallel to control the all system. And
we keep the problems of not having optimal control, issues everytime that a
parameter changes and we must hide all kinds of disturbances (for example,
wind) in order to get good results. To overcome these problems faced by
PID controller, we developed another type of linear control: linear quadratic
regulator (LQR) optimal control. The great advantage of this technique is
that optimizes control effort. LQR is a control scheme that gives the best
possible performance with respect to some given measure of performance.
The performance measure is a quadratic function composed of state vector
and control input. We designed a LQR controller and, with it, we performed
several different trajectories simulations in order to test the LQR efficiency.
After computing the three classical trim trajectories we simulated different
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landings. This landings started from different points and ended in different
points. We must attend that to be possible for UAV to land, x variation
between the initial point and the landing point must be a little bit superior
to
δh
tan γ
. In all of our simulations we always got magnitude errors bellow
0.4 meters about final position. These work lead us to the conclusion that a
possible approach for the UAV landing control can be based on PID control
but that does not perform so well as the LQR optimal control.
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