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Resumo
FACCIPIERI, Jorge Henrique, Separac¸a˜o e processamento de difrac¸o˜es em dados geof´ısicos
de reflexa˜o. Campinas, Faculdade de Engenharia Mecaˆnica, Universidade Estadual de
Campinas, 2012. 83p. Dissertac¸a˜o de Mestrado.
O me´todo de empilhamento Common Reflection Surface (CRS) permite obter sec¸o˜es
de afastamento nulo simuladas de maior qualidade e extrair um maior nu´mero de atri-
butos que caracterizam o meio geolo´gico que o tradicional me´todo de empilhamento
Common Midpoint (CMP). Para tanto, o me´todo CRS se utiliza de uma equac¸a˜o de
tempo de traˆnsito multiparame´trica que depende dos aˆngulos de emergeˆncia do raio nor-
mal e da curvatura de duas frentes de onda hipote´ticas, a onda NIP e a normal. No
entanto, estas te´cnicas visam o empilhamento coerente de eventos de reflexa˜o, os quais
na˜o sa˜o adequados para o correto imageamento de estruturas menores que o compri-
mento da onda s´ısmica empregado. Nesse caso, se faz necessa´rio um imageamento de
maior resoluc¸a˜o e a utilizac¸a˜o de difrac¸o˜es constitui uma alternativa. Neste trabalho,
e´ proposta uma modificac¸a˜o no tempo de traˆnsito multiparame´trico CRS, utilizando-se
das interpretac¸o˜es geof´ısicas de seus paraˆmetros que admitem um caso particular em
que as difrac¸o˜es sa˜o empilhadas coerentemente em detrimento dos eventos de reflexa˜o.
Resultados da aplicac¸a˜o do me´todo, com uma evidente separac¸a˜o de eventos, sa˜o apre-
sentados para dados sinte´ticos e reais.
Palavras-chave: Geof´ısica, Me´todo s´ısmico de reflexa˜o, Ondas s´ısmicas, Difrac¸a˜o.
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Abstract
FACCIPIERI, Jorge Henrique, Separation and processing of diffractions in geophysical
reflection data. Campinas, School of Mechanical Engineering, University of Campinas,
2012. 83p. Master’s degree dissertation.
The Common Reflection Surface (CRS) method is able to obtain simulated zero-offset
sections of higher quality and the extraction of a greater number of attributes which cha-
racterize the geological medium than the traditional Common Midpoint (CMP) method.
Thus, the CRS method uses a multiparametric traveltime equation that depends on the
angles of emergence of the normal ray and the radius of curvature of two wavefronts, the
normal wave and the NIP wave. However, these techniques aim for the coherent stacking
of reflection events, which are not suitable for proper imaging of structures smaller than
the employed seismic wavelength. In this case, a higher resolution imaging is necessary
and the use of diffraction provides an alternative. In this dissertation, we propose a mo-
dification in the CRS traveltime, using geophysical interpretations of its parameters that
admit a particular case where the diffractions are coherently stacked to the detriment of
reflection events. Results of applying the method with evident separation of events are
presented on synthetic and real data.
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1 Introduc¸a˜o
A s´ısmica de reflexa˜o tem como objetivo fornecer a melhor imagem poss´ıvel da subsu-
perf´ıcie e uma de suas principais aplicac¸o˜es e´ a explorac¸a˜o de hidrocarbonetos. Desde a
primeira descoberta de o´leo utilizando-se s´ısmica de reflexa˜o em 19271, diversas te´cnicas
foram desenvolvidas a fim de tornar seus resultados mais precisos, pois a` medida que
as reservas de regio˜es de fa´cil acesso ja´ foram exauridas ou ja´ esta˜o em processo de
explorac¸a˜o, as informac¸o˜es fornecidas pelos me´todos s´ısmicos tiveram um importante
papel na descoberta de novas reservas. Para localizar esses reservato´rios que se encon-
tram em regio˜es cada vez mais profundas e estruturalmente mais complexas se fazem
necessa´rias abordagens que consigam resgatar o ma´ximo de informac¸o˜es relativas a essas
caracter´ısticas do meio geolo´gico.
Em geral, as te´cnicas de processamento s´ısmico consistem em realc¸ar eventos de re-
flexa˜o, pore´m as informac¸o˜es contidas em ondas refletidas na˜o sa˜o adequadas para o
imageamento de objetos menores que o comprimento da onda s´ısmica empregada (Tro-
rey, 1970), tais como fraturas, pinch-outs etc. No entanto, parte significativa dessa
informac¸a˜o esta´ presente nas difrac¸o˜es (Fomel et al., 2007; Taner et al., 2006), que sa˜o
eventos muito teˆnues e frequentemente obscurecidos por reflexo˜es. Sendo assim, para
utilizar estas informac¸o˜es, se faz necessa´ria uma abordagem que realce as difrac¸o˜es e
va´rias te´cnicas foram desenvolvidas nesse sentido. Fomel (2002) propoˆs um filtro des-
truidor de ondas planas para separar difrac¸o˜es em sec¸o˜es empilhadas; Landa et al. (1987)
propuseram um tempo de traˆnsito, baseado no operador double-square-root, espec´ıfico
para atenuar reflexo˜es e realc¸ar difrac¸o˜es; Dell e Gajewski (2011) propo˜em um filtro
baseado na raza˜o entre dois atributos CRS (do ingleˆs, Common Reflection Surface), as
curvaturas das frentes de onda NIP (do ingleˆs, Normal Incidence Point) e normal, para
realc¸ar difrac¸o˜es.
Neste trabalho, propo˜e-se um me´todo para separar difrac¸o˜es em sec¸o˜es de afastamento
nulo simuladas obtidas utilizando o me´todo CRS, similar ao proposto por Asgedom
et al. (2011), que consiste em um operador de empilhamento multiparame´trico, o qual
admite interpretac¸o˜es geof´ısicas de seus paraˆmetros, a saber: 1) Aˆngulo de emergeˆncia




do raio normal; 2) A curvatura da onda NIP, que tem sua origem em uma fonte pontual,
localizada no ponto de incideˆncia do raio normal, ou NIP, que se propaga de forma
ascendente no meio geolo´gico ate´ ser registrada na superf´ıcie; 3) A curvatura da onda
normal que se inicia como um frente de onda coincidente com o refletor na vizinhanc¸a
do ponto NIP que se propaga de forma ascendente no meio geolo´gico ate´ ser registrada
na superf´ıcie. A partir destas interpretac¸o˜es e´ poss´ıvel restringir a equac¸a˜o de tempo
traˆnsito CRS para um caso particular, em que as curvaturas das ondas NIP e normal
sa˜o coincidentes, no qual as difrac¸o˜es sa˜o empilhadas coerentemente em detrimento dos
eventos de reflexa˜o s´ısmica. Tambe´m sera´ apresentada uma estrate´gia para estimar esses
paraˆmetros CRS (Mu¨ller et al., 1998; Mu¨ller, 1999) e ale´m disso, sera´ proposto um fator
de ajuste a ser estimado juntamente com um desses paraˆmetros CRS, o relativo a` onda
NIP, para realc¸ar estes eventos.
O me´todo proposto foi aplicado a um dado sinte´tico gerado a partir do programa
susynlv do pacote Seismic Un*x disponibilizado pelo CWP (Center for Wave Pheno-
mena), o qual forneceu resultados que demonstram a efica´cia do me´todo e que justificam
a introduc¸a˜o do fator de ajuste. Em seguida, aplicou-se o me´todo a dados de maior
complexidade, sendo um deles sinte´tico e o outro real, sa˜o eles: Sigsbee2b, dado sinte´tico
desenvolvido pela SMAART (Subsalt Multiples Attenuation And Reduction Technologies)
que apresenta um complexo corpo de sal repleto de difrac¸o˜es (Paffenholz et al., 2002);
Jequitinhonha, dado real adquirido na regia˜o de talude da Bacia do Jequitinhonha, for-
necido pela PETROBRAS. Em ambos os casos o me´todo forneceu bons resultados no
que diz respeito a` separac¸a˜o de eventos.
1.1 Resumo dos Cap´ıtulos
Ale´m desta introduc¸a˜o, sa˜o apresentados os seguintes cap´ıtulos:
Cap´ıtulo 2 - Me´todo CMP
No Cap´ıtulo 2, e´ feita uma revisa˜o do me´todo CMP (do ingleˆs, Common Midpoint),
na qual sa˜o apresentados conceitos ba´sicos envolvendo a geometria de uma aquisic¸a˜o
s´ısmica e ordenac¸a˜o de dados, bem como uma deduc¸a˜o do tempo de traˆnsito NMO
(do ingleˆs, Normal Moveout) a partir de um modelo simples. Tambe´m sa˜o discutidos
2
1. INTRODUC¸A˜O
conceitos relativos a` ana´lise de velocidades e por final, ao empilhamento CMP, o qual
fornece uma sec¸a˜o de afastamento nulo simulada do dado de multicobertura.
Cap´ıtulo 3 - Me´todo CRS
No Cap´ıtulo 3, e´ apresentado o me´todo CRS que, assim como o me´todo CMP, for-
nece uma sec¸a˜o de afastamento nulo simulada, pore´m esse o faz utilizando uma maior
quantidade de informac¸o˜es contidas no dado de multicobertura, informac¸o˜es essas ig-
noradas pelo me´todo CMP. A sec¸a˜o resultante, ale´m de possuir uma melhor relac¸a˜o
sinal/ru´ıdo, S/R, tambe´m fornece mais atributos do meio geolo´gico processado, a saber:
aˆngulos de emergeˆncia e curvaturas de duas frentes de onda hipote´ticas, a onda normal
e a onda NIP. Ainda nesse cap´ıtulo, sera´ apresentada a estrate´gia utilizada na estimac¸a˜o
dos paraˆmetros CRS.
Cap´ıtulo 4 - Me´todo CRS para difrac¸o˜es
No Cap´ıtulo 4, e´ proposta uma abordagem para a separac¸a˜o de eventos de reflexa˜o
e de difrac¸a˜o, em sec¸o˜es de afastamento nulo, baseada em atributos CRS. Esta explora
o fato de que esses atributos admitem um caso particular em que as difrac¸o˜es sa˜o empi-
lhadas coerentemente. Ale´m disso, sera´ introduzido um fator de ajuste, ε, ao paraˆmetro
relativo a` onda NIP da equac¸a˜o de tempo de traˆnsito CRS para difrac¸o˜es com o objetivo
de realc¸ar a separac¸a˜o de eventos.
Cap´ıtulo 5 - Resultados
No Cap´ıtulo 5, sera˜o apresentados resultados e observac¸o˜es feitos durante a aplicac¸a˜o
do me´todo desenvolvido no Cap´ıtulo 4 em dois modelos sinte´ticos e um real, a saber:
(a) Modelo S1: Trata-se de um u´nico difrator em um modelo de velocidade constante
com ru´ıdo branco gaussiano adicionado a` sec¸a˜o s´ısmica resultante; (b) Sigsbee2b: Modelo
sinte´tico, baseado em uma aquisic¸a˜o 2D realizada no Golfo do Me´xico, dotado de um
corpo de sal de estrutura complexa com difratores implantados em diferentes regio˜es do




Cap´ıtulo 6 - Concluso˜es
No Cap´ıtulo 6, sa˜o expostas concluso˜es e propostos futuros temas de pesquisa rela-
cionados a` separac¸a˜o de eventos.
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Tipicamente, uma aquisic¸a˜o s´ısmica e´ executada a partir de um conjunto composto
por uma fonte e va´rios receptores dispostos em configurac¸o˜es espec´ıficas, geralmente
em linhas (no caso 2D) ou malhas (no caso 3D), que visam registrar a resposta da
subsuperf´ıcie a` detonac¸a˜o da fonte em questa˜o. Esse procedimento e´ enta˜o repetido
diversas vezes, em uma regia˜o de interesse, modificando-se a posic¸a˜o do conjunto todo
ou apenas da fonte para cada detonac¸a˜o, ou tiro. Ao volume de dados adquiridos dessa
forma da´-se o nome de dado s´ısmico de multicobertura.
Para um u´nico tiro, devido a` geometria de aquisic¸a˜o, os dados registrados em cada
receptor, chamados trac¸os s´ısmicos, dependem do afastamento relativo entre a fonte e o
referido receptor. Cada um destes registra a resposta do meio em tempos diferentes, uma
vez que a onda s´ısmica gerada pela fonte percorre caminhos diferentes, como ilustrado
na Figura 2.1 (a), para alcanc¸ar cada receptor. Ale´m dessa dependeˆncia do afastamento
fonte-receptor, estes dados tendem a apresentar uma baixa relac¸a˜o sinal/ru´ıdo, S/R,
tornando a interpretac¸a˜o dos mesmos ainda mais dif´ıcil. Para contornar este problema,
pode-se utilizar uma te´cnica conhecida como empilhamento.
O empilhamento consiste em obter uma aproximac¸a˜o da sec¸a˜o de afastamento nulo,
ou seja, aquela em que a fonte e o receptor esta˜o na mesma posic¸a˜o1, com boa relac¸a˜o
S/R e que seja representativa da subsuperf´ıcie. Isso pode ser alcanc¸ado utilizando-se
uma te´cnica introduzida por Mayne (1962), o empilhamento CMP (do ingleˆs, Common
Midpoint), que possibilitou utilizar a redundaˆncia de informac¸a˜o contida nos dados de
multicobertura, facilitando seu processamento e interpretac¸a˜o. A te´cnica funciona da
seguinte forma: Primeiramente, reordenam-se os dados de multicobertura em famı´lias
de ponto me´dio comum, ou CMPs, em que trac¸os com a mesma posic¸a˜o de ponto me´dio
sa˜o agrupados, como visto em Figura 2.1 (b). Em seguida, essas famı´lias sa˜o somadas
coerentemente na posic¸a˜o do ponto me´dio, por isso o termo empilhar, ao longo de uma
curva de tempo de traˆnsito que corrige a influeˆncia do afastamento fonte-receptor, o
sobretempo normal, ou NMO (do ingleˆs, Normal Moveout), observado na sec¸a˜o s´ısmica.
Essas curvas de tempo de traˆnsito podem ser: 1) Monoparame´tricas, que dependem
1Tal configurac¸a˜o seria imposs´ıvel de ser obtida em uma aquisic¸a˜o real, dado que um receptor muito
pro´ximo a` fonte seria danificado pela mesma.
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de apenas um paraˆmetro, caso do empilhamento CMP; 2) Multiparame´tricas, que
dependem de dois ou mais paraˆmetros, caso do empilhamento CRS (do ingleˆs, Common
Reflection Surface) que sera´ tratado no Cap´ıtulo 3.
Figura 2.1: Configurac¸o˜es de sec¸o˜es s´ısmicas organizadas em: (a) Fonte comum; (b)
Ponto me´dio comum, ou famı´lia CMP.
2.1 Tempo de traˆnsito
Numa sec¸a˜o s´ısmica 2D, com meio de velocidade constante, organizada em pontos
me´dios comuns, ou CMPs, temos pares de fontes e receptores simetricamente dispostos
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em torno de um ponto me´dio comum, fixo. Na posic¸a˜o do CMP, pode-se definir o raio
de reflexa˜o normal, ou raio de reflexa˜o de afastamento nulo2 (ou ainda, raio de reflexa˜o
ZO (do ingleˆs, Zero-offset)) que representa um raio que parte da superf´ıcie num ponto
m, atinge um refletor na subsuperf´ıcie com um aˆngulo de 90◦ e volta para a superf´ıcie
no mesmo ponto m, ver Figura 2.2.
Figura 2.2: Raio de reflexa˜o normal, em vermelho, que parte da superf´ıcie no ponto m,
atinge perpendicularmente um refletor e volta a` superf´ıcie no mesmo ponto m para um
meio de velocidade constante.
O tempo de traˆnsito, de ida e volta, ao longo do raio normal e´ denotado por t0 e num
dado CMP considera-se esse tempo como refereˆncia. A partir dessa refereˆncia e levando
em conta que a posic¸a˜o de cada fonte e receptor em uma famı´lia CMP dista de h do
ponto me´dio, por uma simples aplicac¸a˜o do Teorema de Pita´goras, Figura 2.3, obte´m-se
a equac¸a˜o



















onde t e´ dado como a soma de dois tempos, a saber: tFN , o tempo de traˆnsito do raio
que parte da fonte e e´ refletido no ponto N e tNR, o tempo de traˆnsito do raio que parte
do refletor no ponto N e vai ate´ o receptor. Essa equac¸a˜o fornece




que representa o tempo de traˆnsito exato de um par fonte-receptor de afastamento 2h.
Essa abordagem pode ser generalizada para o caso de meios com va´rias camadas e
refletores com curvaturas arbitra´rias, ver equac¸a˜o 2.2. Nesses casos, supondo pequenos




















Figura 2.3: Par fonte-receptor de afastamento 2h, com ponto me´dio m, num meio de
velocidade constante v com um refletor plano horizontal.
afastamentos, ainda e´ poss´ıvel escrever a expressa˜o do tempo de traˆnsito na forma da
equac¸a˜o 2.1, pore´m, a velocidade associada a cada evento de reflexa˜o observado numa
sec¸a˜o CMP, a chamada velocidade NMO, vNMO, seria uma espe´cie de me´dia das veloci-
dades das camadas acima do referido refletor, ou seja, esta na˜o representa a velocidade
real de propagac¸a˜o da onda no trajeto.




Note que as equac¸o˜es 2.1 e 2.2 teˆm a forma de uma hipe´rbole e que ale´m de de-
penderem do tempo de traˆnsito do raio normal e do afastamento fonte-receptor, elas
dependem tambe´m da velocidade de propagac¸a˜o no meio. Portanto, para diferentes ve-
locidades esta hipe´rbole se modifica, pois sua ass´ıntota e´ alterada. Essa carater´ıstica sera´
explorada na sec¸a˜o a seguir para se determinar modelos representativos da velocidade
acima destes refletores, um processo conhecido como ana´lise de velocidades.
2.2 Ana´lise de velocidades
A partir da equac¸a˜o 2.2 de tempo de traˆnsito e de uma sec¸a˜o s´ısmica organizada em
CMPs, Figura 2.4, e´ poss´ıvel determinar as velocidades NMO que melhor se ajustam
a cada evento de reflexa˜o desta sec¸a˜o. Isso pode ser feito trac¸ando curvas de tempo
de traˆnsito para cada amostra de tempo, t0, centradas em um ponto me´dio, para di-
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Figura 2.4: Uma famı´lia CMP de um dado sinte´tico de 3 camadas com velocidades
constantes, a` esquerda, e o painel de semblance calculado para a mesma famı´lia CMP, a`
direita.
O ajuste dessas curvas sobre um evento de reflexa˜o e´ mensurado atrave´s de medidas
de coereˆncia, sendo que a mais comum delas e´ a semblance (Neidell e Taner, 1971),
que retorna valores pro´ximos a 1 quando houver um bom ajuste e valores pro´ximos a 0
caso contra´rio. Logo abaixo, na equac¸a˜o 2.3, encontra-se a func¸a˜o semblance, onde ui,t(i)
respresenta a amplitude da amostra de tempo t para o trac¸o i, N e´ o nu´mero de trac¸os e
2w + 1 o nu´mero de amostras de tempo consideradas numa janela em torno da amostra


















Dessa forma e´ constru´ıdo um painel, ou mapa de semblance, onde temos os valores
de semblance calculados para as diferentes velocidades testadas para cada amostra de
tempo, Figura 2.4. De posse desse painel, um inte´rprete pode selecionar pontos onde
houve uma maior coereˆncia, ou seja, um melhor ajuste entre as curvas e o dado e, a
partir destes pontos, construir uma func¸a˜o de velocidades para o empilhamento.
A princ´ıpio, seria poss´ıvel realizar essa ana´lise para todos os CMPs de um dado
s´ısmico, mas devido a` enorme quantidade de dados a serem analisados e selecionados por
um inte´rprete, apenas alguns CMPs passam por essa ana´lise e a func¸a˜o de velocidades
encontrada e´ interpolada entre os CMPs analisados, o que pode comprometer a qualidade
do resultado final.
2.3 Correc¸a˜o de NMO
Com a func¸a˜o de velocidades obtida na ana´lise anterior, aplica-se uma correc¸a˜o de
NMO, ou correc¸a˜o de sobretempo normal, em cada uma das famı´lias CMP. Se essa
ana´lise foi executada satisfatoriamente, o efeito do afastamento fonte-receptor e´ removido
dessa sec¸a˜o, assim temos que os eventos de reflexa˜o observados devem perder sua forma
hiperbo´lica e parecerem horizontalizados ao longo do eixo dos afastamentos.
Essa correc¸a˜o, apresentada na equac¸a˜o 2.4, e´ dada pela subtrac¸a˜o do tempo de
traˆnsito para cada meio afastamento h, t(h), pelo tempo de traˆnsito do raio normal,
t0. O efeito dessa correc¸a˜o pode ser observado na Figura 2.5.










Caso haja impreciso˜es na ana´lise de velocidades, os eventos de reflexa˜o na˜o sera˜o
horizontalizados e podem ser observados os seguintes efeitos: Subcorrec¸a˜o - quando a
velocidade NMO e´ maior que a velocidade do meio, observa-se que o evento e´ corrigido
menos do que necessa´rio, ver Figura 2.6 (a); Sobrecorrec¸a˜o - quando a velocidade NMO
utilizada e´ menor do que a velocidade do meio, observa-se que o evento e´ corrigido mais
do que o necessa´rio, ver Figura 2.6 (b).
A correc¸a˜o de NMO, mesmo que bem aplicada, tambe´m introduz um efeito inde-
seja´vel na sec¸a˜o corrigida, o chamado estiramento NMO ou NMO stretch, que aumenta
a largura do pulso registrado no trac¸o s´ısmico. Esse efeito e´ mais significativo em afas-
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tamentos longos e em tempos de traˆnsito curtos, ou seja, quanto maior o afastamento
e menor o tempo, maior o estiramento observado. Uma discussa˜o mais detalhada deste
fenoˆmeno e´ apresentada no Apeˆndice A.













Figura 2.6: Influeˆncia de erros na velocidade na correc¸a˜o de NMO: (a) Com veloci-





A partir dos dados organizados em pontos me´dios comuns corrigidos de NMO, pode-
se realizar o empilhamento CMP. Nesse processo, os trac¸os de cada famı´lia CMP, que
nesse momento possuem os eventos de reflexa˜o horizontalizados, sa˜o somados na posic¸a˜o
de seu ponto me´dio e, assim, obte´m-se uma sec¸a˜o de afastamento nulo simulada, ou seja,
aquela que na˜o depende do afastamento fonte-receptor, ver Figura 2.7.
Durante esse processo, os trac¸os comprometidos pelo estiramento NMO podem pre-
judicar o empilhamento, fazendo com que os pulsos fiquem largos, reduzindo a resoluc¸a˜o
da imagem final. No entanto, e´ poss´ıvel reduzir esse efeito fazendo-se um silenciamento,
ou muting, nos trac¸os e afastamentos afetados.
Figura 2.7: Empilhamento CMP: (a) Uma famı´lia CMP de ponto me´dio m; (b) A mesma
corrigida de NMO; (c) Empilhada no ponto me´dio m.
Na sec¸a˜o resultante, cada trac¸o representa a informac¸a˜o u´til contida em uma famı´lia
CMP do dado de multicobertura. Portanto, ale´m de eliminada a dependeˆncia do afasta-
mento fonte-receptor na imagem final, uma melhora significativa na relac¸a˜o S/R e´ obtida,
uma vez que a soma de informac¸a˜o na˜o-coerente contida nos trac¸os na˜o e´ construtiva.
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No Cap´ıtulo 2 foi apresentado o me´todo CMP, que utiliza a equac¸a˜o de tempo de
traˆnsito NMO, com o raio normal na posic¸a˜o do ponto me´dio como refereˆncia, entre um
par fonte-receptor para realizar o empilhamento. Pore´m, seria interessante utilizar pares
fonte-receptor que estejam em posic¸o˜es arbitra´rias em torno do raio normal, eliminando
a restric¸a˜o de usar apenas trac¸os com mesmo ponto me´dio.
Com o empilhamento CRS (do ingleˆs, Common Reflection Surface), introduzido por
Hubral et al. (1998), e´ poss´ıvel eliminar essa restric¸a˜o, obter uma sec¸a˜o empilhada de
melhor qualidade e tambe´m extrair mais atributos do meio geo´logico. Isso e´ feito por
meio de ana´lises de coereˆncia com maior utilizac¸a˜o da redundaˆncia de dados que o
me´todo CMP, pois o CRS utiliza-se de “superfamı´lias” de pares fonte-receptor dispostos
arbitrariamente em torno de um ponto central, posic¸a˜o essa em que sera´ constru´ıdo
o trac¸o empilhado. A equac¸a˜o de tempo de traˆnsito CRS pode ser obtida atrave´s de
uma expansa˜o em polinoˆmio de Taylor ate´ segunda ordem do tempo de traˆnsito relativo
a um dado refletor, considerando o meio afastamento, h, e o ponto me´dio deslocado,
mD = m−m0, que e´ a diferenc¸a entre o ponto me´dio de um par fonte-receptor, m, e do
ponto central, m0. A equac¸a˜o obtida nesse processo depende de mais paraˆmetros que
a equac¸a˜o apresentada no Cap´ıtulo 2, por isso o termo equac¸a˜o de tempo de traˆnsito
multiparame´trica. Nesse cap´ıtulo, assim como nos que se seguem, sera´ considerado
apenas o caso do CRS 2D por motivos dida´ticos. No entanto, a extensa˜o para o caso 3D
pode ser encontrada no Apeˆndice B e em mais detalhes em Mu¨ller (2003).
Uma vez que o empilhamento CRS utiliza uma maior quantidade de informac¸o˜es para
construir cada trac¸o da sec¸a˜o empilhada, o resultado final possui uma melhor relac¸a˜o
S/R. Ale´m disso, diferentemente do empilhamento CMP, com o qual se obte´m apenas
um atributo do meio geolo´gico, a velocidade NMO, no empilhamento CRS sa˜o obtidas
informac¸o˜es relativas a` velocidade NMO, ao aˆngulo de emergeˆncia do raio normal e
a` curvatura dos eventos presentes na mesma, o que garante um melhor conhecimento
do meio geolo´gico em questa˜o e que propicia processamentos posteriores mais refinados,
como a tomografia NIP (do ingleˆs, Normal Incidence Point) (Duveneck, 2004), ca´lculo de




3.1 Tempo de traˆnsito multiparame´trico CRS
Para se obter o tempo de traˆnsito multiparame´trico CRS sera´ utilizada uma ex-
pansa˜o em polinoˆmio de Taylor ate´ segunda ordem, que aproxima uma func¸a˜o numa
vizinhanc¸a de um ponto dado, desde que se tenha tambe´m as derivadas dessa func¸a˜o
neste mesmo ponto. Nesse caso, a func¸a˜o a ser aproximada e´ o tempo de traˆnsito de
um par fonte-receptor com ponto me´dio m na vizinhanc¸a do ponto central, m0. Para
isso sera´ necessa´rio conhecer seu tempo de afastamento nulo e suas derivadas no referido
ponto.
Considere um raio normal que parte do ponto central m0 na superf´ıcie que se propaga
ate´ incidir perpendicularmente num refletor e retorna a` superf´ıcie no mesmo ponto m0
(o ponto de incideˆncia do raio normal no refletor e´ conhecido como NIP). O tempo de
traˆnsito aproximado sera´ representado por um par fonte-receptor com ponto me´dio m
na vizinhanc¸a de m0, ver Figura 3.1, tambe´m conhecido como raio paraxial.
Figura 3.1: Geometria de aquisic¸a˜o com uma fonte em m − h, receptor em m + h e
ponto me´dio m. Em vermelho, o raio normal partindo de m0, refletindo no ponto NIP e
retornando a m0. A curva tracejada representa o raio paraxial.
A expansa˜o em polinoˆmio de Taylor ate´ segunda ordem do tempo de traˆnsito em
questa˜o resulta na equac¸a˜o
t(m,h) ≈ t(m0, 0)+X(m−m0)+T h+ 1
2
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Considerando apenas ondas PP1 e um meio homogeˆneo, esse tempo de traˆnsito deve
satisfazer o Princ´ıpio da Reciprocidade, de acordo com o qual fontes e receptores podem
ser trocados de posic¸a˜o sem que haja alterac¸a˜o no resultado. Para que isso ocorra, a
func¸a˜o obtida deve ser par com relac¸a˜o a` varia´vel h e isso implica em T = S = 0. Dessa
forma, a equac¸a˜o 3.1 se reduz a
t(m,h) ≈ t(m0, 0) +X(m−m0) + 1
2
[
Y (m−m0)2 + Z h2
]
, (3.2)
expressa˜o conhecida como tempo de traˆnsito parabo´lico. No entanto, para um meio
com camadas simples, as reflexo˜es sa˜o melhor aproximadas por tempos de traˆnsito hi-
perbo´licos (Ursin, 1982). Sendo assim, para obter o tempo de traˆnsito hiperbo´lico, basta
elevar ao quadrado ambos os membros da equac¸a˜o 3.2 e manter apenas os termos ate´
segunda ordem em (m−m0) e h, que resulta em
t2(m,h) ≈ [t(m0, 0) +X (m−m0)]2 + t(m0, 0)[ Y (m−m0)2 + Z h2] , (3.3)
que por convenieˆncia, sera´ reescrita como
t2CRS(m,h) =
[
t0 + A mD
]2
+B m2D + C h
2, (3.4)
onde
t0 = t(m0, 0), A = X, B = t0Y, C = t0Z e mD = m−m0. (3.5)













Esses coeficientes admitem interpretac¸o˜es geof´ısicas (Hubral, 1983), relativas a` duas
frentes de onda hipote´ticas emergindo na superf´ıcie de aquisic¸a˜o na posic¸a˜o m0. O coefi-
ciente A pode ser entendido como o dobro da vagarosidade do raio normal emergente em
m0, o qual esta´ relacionado ao seu aˆngulo de emergeˆncia β e a` velocidade na vizinhanc¸a
de m0, v0. O coeficiente C esta´ relacionado a` curvatura (KNIP = 1/RNIP ) de uma frente
1Ondas compressionais longitudinais na˜o convertidas na reflexa˜o, ou seja, tem-se uma onda P inci-




de onda emergindo em m0 proveniente de uma fonte pontual no ponto de incideˆncia do
raio normal, ou NIP, como se pode observar na Figura 3.2 (a). Por final, o coeficiente B
esta´ relacionado a` curvatura (KN = 1/RN) de uma outra frente de onda proveniente de
uma regia˜o, em torno do ponto NIP, propagada como um refletor explosivo (Loewenthal
et al., 1976) ate´ a superf´ıcie, ver Figura 3.2 (b).
Figura 3.2: (a) Onda NIP e raio de curvatura associado, RNIP . (b) Onda N e o raio de
curvatura associado, RN . Ambas, descritas para um meio na˜o homogeˆneo.
Observando a equac¸a˜o 3.4, percebe-se que esta depende de treˆs paraˆmetros, os coe-
ficientes A, B e C. No caso 3D, consultar Apeˆndice B, a equac¸a˜o de tempo de traˆnsito
multiparame´trica CRS depende de oito paraˆmetros, a saber: dois relativos ao coeficiente
A (vetor 2× 1) e seis relativos aos coeficientes B e C (matrizes sime´tricas 2× 2).
3.2 Estrate´gia para a estimac¸a˜o de paraˆmetros CRS
Assim como mostrado no me´todo CMP, na sec¸a˜o 2.1, os paraˆmetros CRS sa˜o esti-
mados atrave´s de ana´lise de coereˆncia, geralmente semblance, aplicada diretamente aos
dados s´ısmicos. Pore´m, tendo em vista que o CRS depende de um maior nu´mero de
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paraˆmetros e ainda utiliza uma maior quantidade de dados que os contidos em um u´nico
CMP, uma estimac¸a˜o global desses paraˆmetros pode se tornar computacionalmente dis-
pendiosa. A fim de contornar essa dificuldade podem-se considerar estrate´gias que visam
reduzir o custo computacional destas estimativas. Neste estudo, a estrate´gia utilizada,
proposta por Mu¨ller et al. (1998); Mu¨ller (1999), explora o fato de que para subconjuntos
particulares de dados s´ısmicos o nu´mero de paraˆmetros, assim como o espac¸o de busca,
ficam reduzidos.
Esta estrate´gia esta´ dividida em dois subconjuntos. O primeiro deles se limita ao
domı´nio CMP do dado de multicobertura e visa estimar apenas o coeficiente C, o qual
esta´ relacionado a` velocidade NMO. O outro subconjunto de busca se trata do domı´nio
ZO e visa estimar os coeficientes A e B, relacionados, respectivamente, aos aˆngulos de
emergeˆncia β e a` curvatura da onda normal medida em m0. Ale´m disso, mesmo num
desses domı´nios, as estimac¸o˜es na˜o sa˜o realizadas para todos os trac¸os dispon´ıveis, estas
sa˜o feitas em regio˜es, ou aberturas de busca, que visam garantir a confiabilidade da
aproximac¸a˜o do tempo de traˆnsito. No que se segue, a estrate´gia de estimac¸a˜o desses
treˆs paraˆmetros sera´ apresentada em detalhes.
3.2.1 Estimac¸a˜o de C
Para obter a estimativa do coeficiente C, o subconjunto de dados utilizado e´ uma
configurac¸a˜o CMP, ou seja, os dados esta˜o organizados por ponto me´dio comum. Como
discutido no Cap´ıtulo 2, esta e´ definida pela condic¸a˜o de que os pontos me´dios coincidam
com o ponto central, assim temos que m = m0, ver Figura 3.4. Portanto, para esse caso
o ponto me´dio deslocado e´ zero, mD = 0.
Aplicando essa condic¸a˜o a` equac¸a˜o 3.4, que representa o tempo de traˆnsito CRS,
obte´m-se
t2(m0, h) = t
2
0 + C h
2. (3.7)
Na equac¸a˜o 3.7, nota-se que o tempo de traˆnsito CRS reduziu-se a um tempo de
traˆnsito similar ao NMO, equac¸a˜o 2.2, dependendo unicamente do coeficiente C, que







A grande vantagem deste procedimento esta´ no fato de que a estimac¸a˜o do coeficiente
C foi reduzida a uma ana´lise convencional de velocidades. E´ importante ressaltar que
essa estimac¸a˜o pode ser realizada tanto por um inte´rprete, em CMPs selecionados e
interpolando o resultados entre estes (como discutido no Cap´ıtulo 2), ou feita em todas
amostras de tempo para todas as famı´lias CMP do dado, caso da implementac¸a˜o utiliza
nesse trabalho.
Outra diferenc¸a em relac¸a˜o ao me´todo CMP e´ a utilizac¸a˜o de aberturas de busca,
delimitando regio˜es dentro de uma famı´lia CMP onde a estimac¸a˜o de C e´ realizada. Essa
limitac¸a˜o e´ necessa´ria, pois a fo´rmula de tempo de traˆnsito na˜o aproxima bem o tempo de
traˆnsito real quando o afastamento e´ maior que a profundidade dos eventos analisados.
Nesse sentido, limitar essa ana´lise por uma abertura seria semelhante a uma operac¸a˜o de
silenciamento de trac¸os, ou muting, realizada no me´todo CMP2. Na Figura 3.3 temos um
exemplo de abertura no domı´nio CMP, note que esta pode ter seu tamanho aumentado
a` medida que se analisam amostras com tempo maiores3.
Figura 3.3: Exemplo de uma abertura de busca, em vermelho, do coeficiente C em uma
famı´lia CMP.
Nesse processo de busca, para cada amostra t0 de uma famı´lia CMP o valor de C e´
estimado atrave´s de uma ana´lise de coereˆncia e um volume com esses dados, C(m0, t0),
e´ criado elemento a elemento. Determinado o volume de C’s para cada par m0-t0, as
2Semelhantes, mas essencialmente diferentes. O silenciamento realizado no me´todo CMP tem como
objetivo reduzir os efeitos do estiramento NMO, enquanto que a abertura de busca do me´todo CRS tem
como objetivo garantir que a aproximac¸a˜o do tempo de traˆnsito e´ confia´vel naquele intervalo.




famı´lias CMP do dado de multicobertura sa˜o empilhadas ao longo das curvas de tempo
de traˆnsito descritos pela equac¸a˜o 3.7 com os valores de C(m0, t0), dando origem a
uma sec¸a˜o empilhada do dado de multicobertura, a qual sera´ utilizada nas estimac¸o˜es
subsequentes.
Figura 3.4: Dado de multicobertura com os subconjuntos de busca de paraˆmetros CRS
em destaque. Domı´nio CMP em azul e domı´nio ZO em laranja.
3.2.2 Estimac¸a˜o de A
A sec¸a˜o empilhada obtida ao final da estimac¸a˜o do coeficiente C e´ considerada uma
boa aproximac¸a˜o de uma sec¸a˜o de afastamento nulo, dado que a influeˆncia do afasta-
mento, h, foi eliminada. Essa sec¸a˜o constitui um novo domı´nio de busca, o domı´nio ZO,
onde supo˜e-se h = 0, ver Figura 3.4. Ao aplicar essa condic¸a˜o a` equac¸a˜o 3.4 obte´m-se
t2(m, 0) = [t0 + A mD]
2 +B m2D. (3.9)
Pore´m, diferente do que foi observado na equac¸a˜o 3.7, para o tempo de traˆnsito com
mD = 0, a equac¸a˜o 3.9 depende de dois paraˆmetros, a saber: A, que esta´ relacionado ao
aˆngulo de emergeˆncia β e B, que esta´ relacionado a` curvatura da onda normal em m0 (ver
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equac¸a˜o 3.6). Contudo, e´ poss´ıvel realizar uma estimac¸a˜o apenas de A supondo que B e´
muito pequeno e desprezando o termo correspondente da expressa˜o. Geometricamente,
isso significa considerar que a curvatura da frente de onda normal observada em m0 e´
localmente plana. Isso de fato acontece quando sa˜o tomadas aberturas de busca pequenas
no domı´nio ZO, ver Figura 3.5, de forma que esta pequena regia˜o em torno do ponto
NIP seja aproximadamente plana na sec¸a˜o empilhada.
Figura 3.5: Diferenc¸as na curvatura da onda normal observada na superf´ıcie de acordo
com o tamanho da abertura selecionada.
Substituindo B = 0 na equac¸a˜o 3.9, obte´m-se
t(m, 0) = t0 + A mD. (3.10)
Nesta situac¸a˜o, o que se tem e´ uma busca linear do coeficiente A, pelo qual procura-se
obter o melhor ajuste dos eventos de reflexa˜o da subsuperf´ıcie, por ana´lise de coereˆncia,
sobre um segmento de reta do tamanho da abertura escolhida para a estimac¸a˜o. Nova-
mente, e´ constru´ıdo um volume A(m0, t0) que posteriormente, atrave´s da equac¸a˜o 3.6,
pode ser convertido em aˆngulos de emergeˆncia para todas as amostras de tempo, t0, de
cada trac¸o, m0, da sec¸a˜o empilhada.
3.2.3 Estimac¸a˜o de B
Uma vez que o coeficiente A foi estimado, considerando-se B = 0 na estimac¸a˜o an-
terior, aplica-se este resultado a` equac¸a˜o 3.9 do tempo de traˆnsito ZO, na qual sera´
realizada uma nova busca, nesse caso uma busca hiperbo´lica sem impor nenhuma res-
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tric¸a˜o ao coeficiente B. Portanto, a abertura de busca a ser escolhida deve ser maior que
a anterior, de forma que a curvatura do evento de reflexa˜o na˜o seja desprez´ıvel. Assim,
a frente de onda normal compreendera´ uma maior regia˜o do refletor e propagara´ sua
curvatura ate´ a superf´ıcie, ver Figura 3.5.
Como resultado, um volume B(m0, t0) e´ constru´ıdo com os valores de B encontrados
por ana´lise de coereˆncia para todas as amostras de tempo, t0, de cada trac¸o m0 da sec¸a˜o
empilhada.
3.3 Empilhamento CRS
Uma vez obtidos os coeficientes A, B e C atrave´s das estimac¸o˜es descritas na sec¸a˜o
anterior, o dado de multicobertura pode ser somado ao longo da superf´ıcie definida pelos
treˆs paraˆmetros da equac¸a˜o 3.4 de tempo de traˆnsito CRS. O resultado e´ uma sec¸a˜o de
afastamento nulo simulada em que cada amostra de tempo de cada trac¸o representa a
informac¸a˜o contida em uma superf´ıcie de empilhamento.
Por empilhar os dados sobre uma superf´ıcie e na˜o sobre uma curva, esta sec¸a˜o em-
pilhada apresenta uma melhor relac¸a˜o S/R que sua contrapartida convencional, dada
pelo empilhamento CMP, e ainda fornece mais informac¸o˜es sobre o meio geolo´gico em
questa˜o, uma vez que ao final de todo o processamento sa˜o obtidos os seguintes volumes
de dados:
− Volume de A’s, relativo aos aˆngulos de emergeˆncia.
− Volume de B’s, relativo a`s curvaturas da frente de onda normal.
− Volume de C’s, relativo a`s curvaturas da frente de onda NIP.
− Volume de coereˆncia para a busca CMP.
− Volume de coereˆncia para a busca ZO linear.
− Volume de coereˆncia para a busca ZO hiperbo´lica.
− Volume de coereˆncia do empilhamento CRS.
− Sec¸a˜o empilhada CRS.
21
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O me´todo CRS, da forma como foi apresentado no cap´ıtulo anterior, visa realizar o
empilhamento de eventos de reflexa˜o s´ısmica. Pore´m, ondas refletidas na˜o sa˜o adequadas
para imageamento de estuturas menores que o comprimento de uma onda s´ısmica t´ıpica
(Trorey, 1970), como fraturas e pinch-outs, que cada vez mais constituem informac¸o˜es
de grande importaˆncia na determinac¸a˜o e gesta˜o de um reservato´rio de o´leo e/ou ga´s. A
fim de utilizar essas informac¸o˜es se faz necessa´rio um imageamento de maior resoluc¸a˜o
e as difrac¸o˜es constituem uma alternativa. Estas podem indicar a presenc¸a de falhas
(Krey, 1952; Kunz, 1960) e tambe´m fornecer informac¸o˜es relativas a` velocidade do meio
geolo´gico (Sava et al., 2005). No entanto, existe uma dificuldade, as difrac¸o˜es sa˜o eventos
de baixa amplitude, se comparados a` eventos de reflexa˜o. Portanto, para extrair o
ma´ximo de informac¸o˜es presentes nas difrac¸o˜es e´ necessa´rio separa´-las das reflexo˜es.
A partir do me´todo CRS e das interpretac¸o˜es geof´ısicas de seus atributos, discutidas
no Cap´ıtulo 3, existe um caso particular, quando a curvatura das frentes de onda NIP
e normal sa˜o coincidentes (RN = RNIP ), em que as difrac¸o˜es sa˜o empilhadas coerente-
mente e os eventos de reflexa˜o atenuados, resultando em uma sec¸a˜o predominantemente
de difrac¸o˜es. Neste cap´ıtulo sera´ explorada essa situac¸a˜o e, ale´m disso, tambe´m sera´
proposto um fator de ajuste associado ao coeficiente C a ser estimado juntamente com
o coeficiente A para realc¸ar essa separac¸a˜o.
4.1 Tempo de traˆnsito multiparame´trico CRS para
difrac¸o˜es
A equac¸a˜o de tempo de traˆnsito CRS desenvolvida na sec¸a˜o 3.1 tambe´m pode ser uti-
lizada para empilhar a resposta de um difrator. Isso e´ poss´ıvel considerando um difrator
como um refletor de curvatura infinita e de orientac¸a˜o indefinida (Mann, 2002), que ao
ser excitado pela fonte, atua como uma fonte secunda´ria, espalhando a energia recebida
em todas as direc¸o˜es, sendo que uma delas e´ o caminho do raio incidente ao difrator.
Sendo assim, utilizando-se da interpretac¸a˜o geof´ısica dos paraˆmetros CRS apresentada
na sec¸a˜o 3.1, pode-se considerar que a regia˜o no refletor em torno do ponto NIP, na
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qual a onda normal se origina, foi contra´ıda ate´ um ponto, o pro´prio ponto NIP, fazendo
com que a curvatura da onda normal observada no ponto m0, na superf´ıcie de aquisic¸a˜o,

















Figura 4.1: Regia˜o em torno de ponto NIP, destacada em preto no refletor, contraindo-se
ate´ o ponto NIP.
Supondo essa condic¸a˜o verdadeira, para um ponto sob ana´lise, temos que RN = RNIP






Substituindo esse resultado na equac¸a˜o de tempo de traˆnsito CRS, equac¸a˜o 3.4,
obte´m-se
t2(m,h) = [t0 + A mD]
2 + C (m2D + h
2). (4.1)
Como a equac¸a˜o 4.1 foi limitada a`s condic¸o˜es descritas acima, esta se ajustaria me-
lhor a poss´ıveis eventos de difrac¸a˜o que passam pelo ponto examinado, favorecendo o
empilhamento dos mesmos na ana´lise de coereˆncia. Tambe´m e´ poss´ıvel notar que esta
nova equac¸a˜o de tempo de traˆnsito dependente de apenas dois paraˆmetros, os coefici-
entes A e C, o que reduz o nu´mero de estimac¸o˜es necessa´rias para o empilhamento de
difrac¸o˜es. Sua contrapartida 3D, consultar Apeˆndice B, depende de cinco paraˆmetros,
a saber: dois relativos ao coeficiente A (vetor 2 × 1) e treˆs relativos ao coeficiente C
(matriz sime´trica 2× 2).
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4.2 Estrate´gia para estimac¸a˜o de paraˆmetros
Dado que os paraˆmetros de interesse nesse momento sa˜o os relacionados ao empilha-
mento de difrac¸o˜es, as estrate´gias de busca dos mesmos requerem algumas modificac¸o˜es.
Os subconjuntos envolvidos nesse processo ainda sera˜o divididos nos domı´nios CMP e
ZO. No caso do domı´nio CMP, na˜o havera´ alterac¸o˜es em relac¸a˜o ao processo apresen-
tado na sec¸a˜o 3.2.1, ja´ para o domı´nio ZO e´ introduzida uma modificac¸a˜o na equac¸a˜o
de tempo de traˆnsito e na forma como os paraˆmetros sa˜o estimados. No que se segue, a
estrate´gia de estimac¸a˜o de paraˆmetros nesses domı´nios sera´ explicada em detalhes.
4.2.1 Estimac¸a˜o de C
A estimac¸a˜o do coeficiente C para o caso das difrac¸o˜es na˜o difere da realizada no
me´todo CRS convencional. Apenas recapitulando, os dados sa˜o organizados em CMPs,
logo o ponto me´dio deslocado, mD, e´ zero. Aplicando essa condic¸a˜o a` equac¸a˜o 4.1 temos
t2(m0, h) = t
2
0 + C h
2,
que e´ ideˆntica a` equac¸a˜o 3.7, similar ao tempo de traˆnsito NMO e dependente apenas
do coeficiente C.
No processo de busca, um volume C(m0, t0) e´ constru´ıdo atrave´s de ana´lise de
coereˆncia. Ao final do mesmo, o dado de multicobertura e´ empilhado ao longo dessa
curva de tempo de traˆnsito, fornecendo uma sec¸a˜o ZO simulada que sera´ utilizada na
estimac¸a˜o subsequente.
4.2.2 Estimac¸a˜o de A
A sec¸a˜o empilhada obtida com a estimativa do coeficiente C constitui o novo domı´nio
de busca ZO. Como no me´todo CRS convencional, considera-se essa sec¸a˜o ZO uma boa
aproximac¸a˜o da sec¸a˜o de afastamento nulo e esse subconjunto de dados pode ser expresso
pela equac¸a˜o 4.1 do tempo de traˆnsito CRS para difrac¸o˜es com h = 0, obtendo-se
t2(m, 0) = [t0 + A mD]
2 + C m2D. (4.2)
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Nota-se que se trata de uma equac¸a˜o hiperbo´lica que depende dos coeficientes A e
C. Pore´m, existe uma clara diferenc¸a em relac¸a˜o a` estimac¸a˜o de A no me´todo CRS
convencional em que nessa etapa a equac¸a˜o de tempo de traˆnsito dependia de A e B, de
onde foram feitas suposic¸o˜es e restric¸o˜es nas aberturas a fim de eliminar a dependeˆncia
de B e realizar a estimativa de A, sec¸a˜o 3.2.2. No caso das difrac¸o˜es, temos B = C, com
C ja´ estimado.
Nesse momento, a estimac¸a˜o do coeficiente A poderia ser realizada ao longo dessa
curva de tempo de traˆnsito hiperbo´lica, pois os valores de C sa˜o conhecidos para todos os
pontos da sec¸a˜o empilhada e sem a necessidade de impor restric¸o˜es a` abertura de busca.
No entanto, a fim de melhorar os resultados finais do empilhamento, sera´ inserido na
equac¸a˜o 4.2 um fator de ajuste, ε, multiplicado ao coeficiente C, apresentado a seguir:
t2(m, 0) = [t0 + A mD]
2 + ε C m2D. (4.3)
O fator de ajuste ε varia num intervalo na vizinhanc¸a de 1 e tem como objetivo
permitir uma variac¸a˜o no coeficiente C. Assim como o coeficiente C pode ser relacionado
a` velocidade NMO no domı´nio CMP, no caso do domı´nio ZO o coeficiente B pode
ser relacionado a uma velocidade associada a sec¸a˜o de afastamento nulo, a velocidade
poststack, ou PST (ou ainda, velocidade po´s-empilhamento), ver equac¸a˜o 4.4, (Perroud
e Tygel, 2005). Dessa forma, a influeˆncia do fator de ajuste ε pode ser entendida como
uma forma de desacoplar a velocidade PST da velocidade NMO durante a estimac¸a˜o do
coeficiente A, permitindo que estas sejam ligeiramente diferentes. Portanto, ao perturbar
o coeficiente C na equac¸a˜o 4.3 (agora representando a velocidade PST), temos uma





Implementac¸a˜o da estimac¸a˜o do coeficiente A
A estimativa do coeficiente A, levando em considerac¸a˜o uma perturbac¸a˜o no coe-
ficiente C dada pelo fator de ajuste ε, sera´ feita da seguinte maneira: Primeiramente,
toma-se um intervalo discreto de valores de A e de ε, este u´ltimo em torno de 1. Para um
ponto (m0, t0) no dado empilhado, realiza-se uma estimac¸a˜o, por ana´lise de coereˆncia,
de A para cada valor de ε fixo.
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Figura 4.2: Curva descrita pela equac¸a˜o 4.2 para o ponto (m0, t0) com A = 0 e ε = 1
(em vermelho) com uma abertura de busca de 2Lm em pontos me´dios e uma janela de
tempo de 2Lt (em azul), utilizada na busca hiperbo´lica de A com o fator de ajuste ε.
Essa estimac¸a˜o e´ feita dentro de uma abertura, 2Lm, na direc¸a˜o dos pontos me´dios e
2Lt, na direc¸a˜o do tempo, ver Figura 4.2, em que curvas de tempo de traˆnsito descritas
na equac¸a˜o 4.3 sa˜o trac¸adas para um ε e um A fixos sobre o dado empilhado. As
amplitudes interceptadas por essas curvas sa˜o coletadas via interpolac¸a˜o e armazenadas
numa matriz dA−ε. O processo todo deve ser realizado em todos os pares A-ε do intervalo
de interesse, selecionados previamente. Quando isso e´ feito, para um dado ponto (m0, t0),
pode-se construir uma tabela, DA−ε, em que cada elemento e´ uma matriz dA−ε, obtida
para um determinado par de valores de A e de ε. Um exemplo da tabela DA−ε, baseado
na situac¸a˜o apresentada na Figura 4.2, pode ser visto na Figura 4.3.
Com a tabela DA−ε e´ poss´ıvel observar qual par de A e ε obteve um melhor ajuste
aos prova´veis eventos de difrac¸a˜o que passam pelo ponto (m0, t0), uma vez que, no caso
de melhor ajuste, os eventos se apresentam horizontalizados na matriz dA−ε, ou seja, isso
significa que a hipe´rbole testada se ajustou satisfatoriamente a um evento difrac¸a˜o que
passa pelo ponto (m0, t0)
1. Como exemplo, na Figura 4.3 nota-se que o melhor ajuste
seria com β = −35◦ e ε = 0.95.
1Note que na˜o e´ necessa´rio que o ponto (m0, t0) seja o a´pice da difrac¸a˜o. Se este ponto se encontra
em alguma das extremidades da difrac¸a˜o, o coeficiente A corrige a posic¸a˜o do a´pice da hipe´rbole de
forma que o evento e a curva trac¸ada coincidam. Caso haja necessidade de uma correc¸a˜o na velocidade,
o fator ε modifica as ass´ıntotas dessa hipe´rbole ate´ obter o melhor ajuste.
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Figura 4.3: Tabela DA−ε, onde constam todas as matrizes dA−ε obtidas para cada valor
de A (convertido em aˆngulos de emergeˆncia β) e de ε.
Figura 4.4: Tabela SA−ε, onde constam os valores de semblance encontrados para cada
matriz dA−ε.
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Assim como nos casos anteriores, esse ajuste pode ser mensurado atrave´s de uma
ana´lise de coereˆncia utilizando a func¸a˜o semblance. Para cada matriz dA−ε calcula-se
a semblance e seu valor e´ armazenado em outra tabela, similar a DA−ε, denotada por
SA−ε. Nesta nova tabela, ver Figura 4.4, constam os valores de semblance calculados
para cada par A-ε. Como esperado, no exemplo dado acima, o maior valor de semblance
se encontra com β = −35◦ e ε = 0.95. Sendo assim, tomando-se o valor ma´ximo da
tabela SA−ε encontra-se qual par de coeficientes A e ε testados obtiveram o melhor
ajuste e essa informac¸a˜o e´ armazenada em dois volumes, A(m0, t0) e ε(m0, t0), para cada
trac¸o, m0, e amostra de tempo, t0.
4.3 Empilhamento CRS para difrac¸o˜es
Uma vez obtidos os coeficientes A e C, assim como o fator de ajuste ε, os dados de
multicobertura podem ser somados ao longo da superf´ıcie definida pela equac¸a˜o 4.5 de
tempo de traˆnsito CRS para difrac¸o˜es. Novamente, o resultado e´ uma sec¸a˜o ZO simulada
em que cada amostra de tempo de cada trac¸o representa a informac¸a˜o contida em uma
superf´ıcie de empilhamento.
t2(m,h)CRSDif = [t0 + A mD]
2 + C (ε m2D + h
2). (4.5)
Por empilhar os dados sobre uma superf´ıcie adaptada a`s difrac¸o˜es, esta sec¸a˜o empi-
lhada apresenta difrac¸o˜es realc¸adas em relac¸a˜o aos eventos de reflexa˜o. Dessa forma, a
busca proposta nesse trabalho gera os seguintes volumes:
− Volume de A’s, relativo aos aˆngulos de emergeˆncia.
− Volume de C’s, relativo a`s curvaturas da frente de onda NIP.
− Volume de ε’s, relativo aos fatores de ajuste a serem aplicados ao coeficiente C.
− Volume de coereˆncia para a busca CMP.
− Volume de coereˆncia para a busca ZO hiperbo´lica para difrac¸o˜es.
− Volume de coereˆncia do empilhamento CRS para difrac¸o˜es
− Sec¸a˜o empilhada CRS para difrac¸o˜es.
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Por final, um esquema com o empilhamento CRS para difrac¸o˜es proposto pode ser
encontrado na Figura 4.5.
Figura 4.5: Esquema simplificado do empilhamento CRS para difrac¸o˜es.
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5 Resultados
Neste cap´ıtulo sera˜o apresentados resultados obtidos com a estimativa do coefici-
ente A e do fator de ajuste ε adaptada a`s difrac¸o˜es em dados sinte´ticos e reais para a
abordagem desenvolvida no Cap´ıtulo 4.
Treˆs modelos foram analisados: o dado sinte´tico simples gerado a partir do pacote
SU, o dado sinte´tico de grande complexidade Sigsbee2b e o dado real da Bacia do Jequiti-
nhonha. Para o modelo mais simples, denominado aqui de modelo S1, sera˜o apresentados
os resultados para duas situac¸o˜es diferentes: (1) Estimativa do coeficiente A para valores
constantes do fator de ajuste ε na vizinhanc¸a de 1, passando pelo caso “ideal”ε = 1; (2)
Estimativa do coeficiente A com fator de ajuste ε variando na vizinhanc¸a de 1. Para os
modelo Sigsbee2b e o dado real do Jequitinhonha sera˜o apresentados os resultados obti-
dos com a aplicac¸a˜o do me´todo CRS para difrac¸o˜es proposto, bem como sec¸o˜es migradas
das sec¸o˜es empilhadas CRS para difrac¸o˜es. Com intuito de facilitar o entendimento e a
visualizac¸a˜o destes resultados, o coeficiente A sera´ convertido em aˆngulos de emergeˆncia
β (consultar equac¸a˜o 3.6).
5.1 Dado sinte´tico: S1
O dado sinte´tico aqui apresentado foi obtido atrave´s do programa susynlv, do pacote
Seismic Un*x, fornecido pelo CWP (Center of Wave Phenomena). Neste, temos um
u´nico difrator, a 300 m de profundidade em um meio de velocidade constante de 2000 m/s,
ver Figura 5.1. Em sua aquisic¸a˜o, realizada com uma fonte de frequeˆncia dominante de
35 Hz, foram feitos 320 tiros em intervalos de 10 m e a resposta do meio foi gravada
por 201 receptores tambe´m em intervalos de 10 m a partir da fonte. Ru´ıdo branco
gaussiano com amplitude ma´xima igual a 10% da amplitude ma´xima presente no dado
foi adicionado.
O dado de multicobertura resultante foi organizado em CMPs e teve o coeficiente C
estimado utilizando uma abertura constante de 200 m com uma janela de semblance de
7 amostras. A sec¸a˜o empilhada obtida ao final deste processo foi utilizada na estimac¸a˜o












v = 2000 m/s
Figura 5.1: Dado S1: Difrator em um modelo de velocidade constante de 2000 m/s.
5.1.1 Estimac¸o˜es de A com paine´is constantes de ε
Nesta sec¸a˜o objetiva-se apresentar a influeˆncia do fator de ajuste ε na estimac¸a˜o do
coeficiente A. Para isso, utilizou-se uma abertura de busca de 81 trac¸os, equivalente a
405 m, para os seguintes valores constantes de ε: 0,8, 0,9, 0,95, 1,0, 1,05 e 1,1. Essa in-
flueˆncia e´ praticamente impercept´ıvel nos valores do coeficiente A encontrados para cada
ε fixado. No caso dos paine´is de semblance, estas sa˜o bem evidentes, como apresentado
na Figura 5.2.
Nota-se que o painel de semblance relativo a ε = 1, o caso “ideal” para as difrac¸o˜es
num meio homogeˆneo, descrito no Cap´ıtulo 4, resulta no maior valor de semblance para
o a´pice da difrac¸a˜o. Pore´m, o mesmo na˜o pode ser dito sobre as extremidades do evento.
Nas Figura 5.2 (a) e (e) observa-se que os maiores valores de semblance calculados
encontram-se justamente nas extremidades da difrac¸a˜o. A partir dessa observac¸a˜o e´
que se justifica a abordagem de se adicionar um fator de ajuste ε ao coeficiente C na
vizinhanc¸a de 1, uma vez que nesse caso, seria poss´ıvel obter os maiores valores poss´ıveis
de semblance ao longo de toda a difrac¸a˜o, permitindo assim, uma melhor separac¸a˜o de






























































































































Figura 5.2: Dado S1: Paine´is de semblance para (a) fator de ajuste ε = 0,8; (b) ε = 0,9;
(c) ε = 0,95; (d) ε = 1,0; (e) ε = 1,05 e (f) ε = 1,1.
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5.1.2 Estimac¸a˜o de A com ε ≈ 1
Na sec¸a˜o anterior, observou-se a influeˆncia do fator de ajuste ε na estimac¸a˜o do
coeficiente A para valores fixos de ε. Neste momento, sera´ permitido que ε varie num
intervalo na vizinhanc¸a de 1. Assim, para cada um dos valores do intervalo escolhido foi
calculada a func¸a˜o semblance dos pares A-ε e o par que rendeu o maior valor, para cada
amostra, foi salvo em dois volumes, um para os valores de A e outro para ε, ambos na
posic¸a˜o da amostra analisada. Para esta estimac¸a˜o, da mesmo forma que na anterior,
utilizou-se uma abertura de 81 trac¸os (405 m) e ε variando no intervalo |1 − ε| ≤ 0,2,
discretizado a cada 0,02. O painel de semblance obtido no processo pode ser visto na
Figura 5.4 (a). Em uma comparac¸a˜o com os resultados obtidos na sec¸a˜o 5.1.1 para o
caso “ideal” de ε = 1, observou-se que os valores de semblance encontrados ao longo da























Figura 5.3: Dado S1: Volume do fator de ajuste ε, variando no intervalo |1 − ε| ≤ 0,2,
obtido com uma abertura de 405 m.
Os valores encontrados para o coeficiente A, convertidos em aˆngulos de emergeˆncia,
podem ser observados na Figura 5.5 (a), os quais na˜o diferem dos valores encontrados
no caso de ε = 1 ou mesmo da busca linear, realizada pelo me´todo CRS convencional,
ver Figura 5.5 (b). Os valores do fator de ajuste ε obtidos, Figura 5.3, tambe´m foram
coerentes com o observado na sec¸a˜o 5.1.1. No a´pice da difrac¸a˜o predominaram valores













































Figura 5.4: Dado S1: (a) Painel de semblance para ε variando no intervalo |1− ε| ≤ 0,2;



















































Figura 5.5: Dado S1: Volume de A’s, convertidos em aˆngulos de emergeˆncia β para (a)
ε variando no intervalo |1− ε| ≤ 0,2 e a (b) diferenc¸a com os aˆngulos obtidos com ε = 1.
Ambos em graus e estimados com uma abertura de 405 m.
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5.2 Dado sinte´tico: Sigsbee2b
O dado sinte´tico Sigsbee2b, desenvolvido pela SMAART (Subsalt Multiples Attenua-
tion And Reduction Technologies)1, foi baseado em um dado real mar´ıtimo 2D adquirido
no Golfo do Me´xico (Paffenholz et al., 2002). Trata-se de um modelo em camadas de
velocidades isotro´picas e dotado de um corpo de sal em sua regia˜o central, Figura 5.6,
com difratores implantados no mesmo, tornando o modelo ainda mais interessante para
a abordagem aqui apresentada. Ru´ıdo branco gaussiano com amplitude ma´xima igual a


















1500 2000 2500 3000 3500 4000 4500
Velocidade (m/s)
Figura 5.6: Dado Sigsbee2b: Modelo de velocidades.
Sua geometria de aquisic¸a˜o foi originalmente tomada no Sistema Imperial de unida-
des, pore´m convertida para o Sistema Me´trico por convenieˆncia. O dado e´ composto de
496 tiros em intervalos de 45,72 m com frequeˆncia dominante de fonte de 20 Hz. Para
cada tiro, a resposta do meio foi gravada por 348 receptores em intervalos de 22,86 m, for-
necendo um total de 2044 pontos me´dios em intervalos de 11,43 m. Consultar Tabela 5.1
para mais detalhes.




A partir do dado de multicobertura, organizado em CMPs, realizou-se a estimac¸a˜o
do coeficiente C com uma abertura de 600 m e em seguida, este foi empilhado com os
paraˆmetros obtidos, ver Figura 5.7. Na sec¸a˜o de afastamento nulo simulada resultante,
e´ poss´ıvel observar difrac¸o˜es ao longo todo o assoalho oceaˆnico e tambe´m concentrac¸o˜es
destas em duas regio˜es, logo acima do corpo de sal. Essa sec¸a˜o constitui o dado de
entrada para separac¸a˜o de difrac¸o˜es proposta, realizada na estimac¸a˜o do coeficiente A e
do fator de ajuste ε.
Nu´mero de tiros 496
Intervalo de tiros 45,72 m
Nu´mero de receptores 348
Intervalo de receptores 22,86 m
Nu´mero de CMPs 2044
Fold ma´ximo 87
Intervalo entre CMPs 11,43 m
Afastamentos 0...7932,42 m
Frequeˆncia dominante 20 Hz
Tempo de gravac¸a˜o 11,992 s
Amostragem temporal 8 ms
Tabela 5.1: Dado Sigsbee2b: Paraˆmetros de aquisic¸a˜o do dado de multicobertura.
Essa pro´xima etapa se mostrou muito sens´ıvel a` abertura utilizada na estimac¸a˜o e ao
intervalo de ε, os quais foram determinados da seguinte maneira:
• Abertura de busca: Observou-se que os melhores resultados se deram quando a
abertura e´ aproximadamente do mesmo tamanho das difrac¸o˜es presentes na sec¸a˜o
empilhada. Dessa forma, ao analisar uma amostra que seria o a´pice de uma di-
frac¸a˜o, a abertura compreenderia todo o evento. Aberturas muito maiores que essa
apresentaram uma queda significativa nos valores de semblance obtidos ao longo
das difrac¸o˜es na estimac¸a˜o de A e ε, dificultando a identificac¸a˜o desses eventos.
Para aberturas menores, ocorre outro problema. Os eventos de reflexa˜o presentes
no dado, que seriam atenuados, comec¸am a apresentar valores de semblance mai-
ores, prejudicando assim a separac¸a˜o de eventos. Isso se deve ao fato de que, para




• Intervalo de ε: Para intervalos do fator de ajuste ε muito pequenos (|1− ε| ≤ 0,1
ou menores), observou-se que o ganho, valores de semblance na estimac¸a˜o, em
relac¸a˜o ao caso “ideal”(ε = 1) e´ muito pequeno. Fazendo com que a aplicac¸a˜o
do fator de ajuste ε na˜o se justifique. Para intervalos maiores (|1 − ε| ≤ 0,3 ou
maiores), observou-se que os eventos de reflexa˜o presentes no dado apresentaram
um significativo aumento em seus valores de semblance, prejudicando a separac¸a˜o
de eventos. Isso se deve ao fato de que, para intervalos que permitem valores
muito distantes de 1, a condic¸a˜o para difrac¸o˜es B ≈ C descrita na sec¸a˜o 4.1 na˜o e´
satisfeita.
Para o dado Sigsbee2b, a estimativa desses paraˆmetros foi realizada com uma abertura
de 2000 m e um intervalo de |1 − ε| ≤ 0,2, mais detalhes na Tabela 5.2. Na Figura 5.8
os resultados obtidos para A e ε sa˜o apresentados. Como observado no modelo S1, nas
difrac¸o˜es, os valores de ε estimados se distribu´ıram pelo intervalo utilizado, assumindo
valores pro´ximos de 1 nos a´pices e variando nas extremidades. No entanto, outro com-
portamento foi observado no modelo Sigsbee2b. Em algumas difrac¸o˜es, os valores de ε
encontrados foram constantes e diferentes de 1 ao longo de quase todo o evento (consul-
tar Figura 5.8 (b), nas difrac¸o˜es logo acima do corpo de sal). Investigando esses casos
mais detalhadamente, observa-se que esses eventos na verdade sa˜o sobreposic¸o˜es de di-
frac¸o˜es geradas por refletores de pequena extensa˜o. Portanto, cada extremidade desses
pequenos refletores gera uma difrac¸a˜o que, por estarem muito pro´ximas, aparentam ser
um u´nico evento. Essa diferenc¸a pode ser confirmada observando as extremidades desses
eventos, na qual e´ poss´ıvel distinguir os dois eventos separando-se. Diante dessa si-
tuac¸a˜o, o me´todo pode estimar um valor incorreto de ε. Provavelmente, uma abordagem
que utilize uma medida de coereˆncia de maior resoluc¸a˜o que a semblance (Barros et al.,
2012), assim como utilizar informac¸o˜es de afastamentos comuns podem solucionar essa
limitac¸a˜o (Asgedom et al., 2012).
No painel de semblance obtido, Figura 5.9, a presenc¸a de difrac¸o˜es fica evidente,
pois observa-se que grande parte dos refletores presentes no mesmo renderam valores de
semblance pro´ximos a zero, diferentemente das difrac¸o˜es localizados logo acima do corpo
de sal, que renderam valores altos. Para aquelas localizadas ao longo do assoalho oceaˆnico
percebe-se uma clara atenuac¸a˜o da forte reflexa˜o que as ofuscava, no entanto os valores
de semblance encontrados para essas difrac¸o˜es na˜o foram muito altos, mas suficientes
para identica´-las. A informac¸a˜o contida nesse painel sera´ utilizada mais adiante na
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construc¸a˜o da sec¸a˜o empilhada CRS para difrac¸o˜es final. A despeito dos bons resultados
obtidos, observou-se que os bow-ties2 presentes na sec¸a˜o foram considerados difratores
pelo me´todo, apresentando valores considera´veis de semblance, os quais se encontram
destacados em branco na Figura 5.9.
Abertura em afastamentos 600 m
Janela de semblance 5 amostras
Intervalo de velocidades 1,4...5,0 km/s
Abertura em pontos me´dios 2000 m
Janela de semblance 5 amostras
Intervalo de β 75◦...− 75◦
Discretizac¸a˜o de β 0,05◦
Intervalo de ε 0,8...1,2
Discretizac¸a˜o de ε 0,001
Tabela 5.2: Dado Sigsbee2b: Paraˆmetros utilizados na estimac¸a˜o do coeficiente C, acima,
e dos coeficiente A e ε, abaixo.
Uma vez que os coeficientes C, A e ε foram estimados, realizou-se o empilhamento
CRS para difrac¸o˜es, conforme a equac¸a˜o 4.5, com a mesma abertura utilizada durante a
estimativa de C (600 m), ver Figura 5.11. Pore´m, nota-se que alguns eventos de reflexa˜o
ainda se fazem presentes na sec¸a˜o resultante. Para atenua´-los, pode-se multiplicar a
sec¸a˜o empilhada final por um filtro, ou ma´scara, feito a partir do painel de semblance
obtido na estimativa de A (Perroud e Tygel, 2005), uma vez que neste a separac¸a˜o entre
eventos de reflexa˜o e difrac¸a˜o e´ mais evidente. Esse filtro seria constru´ıdo da seguinte
maneira: seleciona-se um valor de semblance, o qual sera´ usado como um limite. Sendo
assim, toda amostra de valor inferior a esse limite toma o valor 0 e acima deste, o valor
1. O resultado desse processo, que possui apenas valores 0 ou 1, e´ enta˜o multiplicado
elemento a elemento a sec¸a˜o empilhada CRS para difrac¸o˜es fazendo com que apenas as
amostras com o valor 1 sejam preservadas. No caso do dado Sigsbee2b, foi utilizado um
valor limite de semblance igual a 0,1 e o resultado pode ser encontrado na Figura 5.12,
que apresenta as difrac¸o˜es separadas e com reflexo˜es ainda mais atenuadas.
2Distorc¸a˜o observa´vel em sec¸o˜es s´ısmicas produzidas por refletores sinclinais ou anticlinais que atuam
focalizando a energia da onda s´ısmica em um ponto abaixo da superf´ıcie de aquisic¸a˜o. Esses eventos sa˜o














































































































Figura 5.8: Dado Sigsbee2b: (a) Volume do coeficiente A, convertido em aˆngulos de





























































































































































































































































































































































































































































Por final, foi realizada uma migrac¸a˜o Kirchhoff em tempo com um modelo de ve-
locidades constante e igual a` velocidade de uma onda P na a´gua3, 1500 m/s, na sec¸a˜o
empilhada com as difrac¸o˜es realc¸adas, Figura 5.12, na qual se pode observar que estas
foram colapsadas, ver Figura 5.13. Tambe´m e´ poss´ıvel observar que o topo do corpo de
sal foi parcialmente delineado e, ale´m disso, os bow-ties preservados nesse processo foram
parcialmente corrigidos, uma vez que a velocidade da a´gua na˜o e´ suficiente para tal.
5.3 Dado real: Jequitinhonha
Trata-se de dado real mar´ıtimo adquirido na regia˜o de talude da Bacia do Jequitinho-
nha, fornecido pela PETROBRAS4. Este e´ composto de 981 tiros em intervalos de 25 m.
Para cada tiro, a resposta do meio foi gravada por um cabo contendo 120 receptores em
intervalos de 25 m, fornecendo um total de 2079 pontos me´dios em intervalos de 12,5 m.
Para maiores informac¸o˜es relativas a esse dado, consultar Tabela 5.3.
Com o dado de multicobertura, organizado em CMPs, realizou-se a estimac¸a˜o do
coeficiente C com uma abertura de 800 m e, em seguida, este foi empilhado com o
paraˆmetros obtidos. Na sec¸a˜o de afastamento nulo simulada resultante e´ poss´ıvel obser-
var difrac¸o˜es em algumas regio˜es do assoalho oceaˆnico e tambe´m concentrac¸o˜es destas em
duas regio˜es, destacadas em amarelo na Figura 5.14. A partir dessa sec¸a˜o foi realizada a
estimac¸a˜o do coeficiente A e do fator de ajuste ε com uma abertura de 1600 m, determi-
nada com base no tamanho das difrac¸o˜es presentes no dado, e um intervalo de fator de
ajuste de |1−ε| ≤ 0,2, mais detalhes na Tabela 5.4. Na Figura 5.15 os resultados obtidos
para A e ε sa˜o apresentados. O comportamento dos valores de ε observado no modelo
Sigsbee2b tambe´m se fizeram presentes nesse caso, ou seja, onde houve sobreposic¸a˜o de
difrac¸o˜es, esses valores assumiram um u´nico valor ao longo de quase todo o evento.
Assim como observado anteriormente, no painel de semblance a presenc¸a de difrac¸o˜es
e´ evidenciada, ver Figura 5.16. Nesse processo, ale´m das difrac¸o˜es apresentadas na Figura
5.14, foram realc¸adas outras que mal podiam ser observadas na sec¸a˜o empilhada inicial,
estas se encontram principalmente na regia˜o central da imagem.
Com os coeficientes C, A e ε realizou-se o empilhamento CRS para difrac¸o˜es, con-
forme a equac¸a˜o 4.5, com a mesma abertura utilizada na estimativa de C (800 m), ver
3Uma vez que as difrac¸o˜es presentes no dado se encontram no assoalho oceaˆnico ou muito pro´ximas
deste, a velocidade da a´gua foi utilizada.
4Linha 214-2660 - azimute 50◦ N e adquirida no sentido NE.
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Figura 5.18. Novamente, nota-se que alguns eventos de reflexa˜o ainda se fazem presen-
tes na sec¸a˜o resultante. A fim de reduzi-los, utilizou-se o filtro baseado no painel de
semblance da estimativa de A e ε, descrito anteriormente, com um valor limite de 0,12
e o resultado pode ser visto na Figura 5.19. Nesta, a forte reflexa˜o gerada pelo assoalho
oceaˆnico foi praticamente removida da sec¸a˜o, dando lugar a difrac¸o˜es espac¸adas ao longo
de toda a sua extensa˜o.
Finalmente, foi realizada uma migrac¸a˜o Kirchhoff em tempo com um modelo de ve-
locidades constante e igual a` velocidade de uma onda P na a´gua, 1500 m/s, na sec¸a˜o
empilhada com as difrac¸o˜es realc¸adas, em que se pode observar que estas foram colap-
sadas, ver Figura 5.20.
Nu´mero de tiros 981
Intervalo de tiros 25 m
Nu´mero de receptores 120
Intervalo de receptores 25 m
Nu´mero de CMPs 2079
Fold ma´ximo 60
Intervalo entre CMPs 12,25 m
Afastamentos −150...−3125 m
Frequeˆncia dominante ≈ 25 Hz
Tempo de gravac¸a˜o 7 s
Amostragem temporal 4 ms
Tabela 5.3: Dado Jequitinhonha: Paraˆmetros de aquisic¸a˜o do dado de multicobertura.
Abertura em afastamentos 800 m
Janela de semblance 5 amostras
Intervalo de velocidades 1,4...4,5 km/s
Abertura em pontos me´dios 1600 m
Janela de semblance 5 amostras
Intervalo de β 75◦...− 75◦
Discretizac¸a˜o de β 0.05◦
Intervalo de ε 0,8...1,2
Discretizac¸a˜o de ε 0,001
Tabela 5.4: Dado Jequitinhonha: Paraˆmetros utilizados na estimac¸a˜o do coeficiente C,
















































































































































Figura 5.15: Dado Jequitinhonha: (a) Volume do coeficiente A, convertido em aˆngulos



























































































































































































































































































































































































































































Neste trabalho foram discutidos o me´todo CMP, que utiliza uma equac¸a˜o de tempo de
traˆnsito com apenas um paraˆmetro, a velocidade NMO, e o me´todo CRS, que utiliza uma
equac¸a˜o de tempo de traˆnsito multiparame´trica dependente do aˆngulo de emergeˆncia
do raio normal e da curvatura das frentes de onda hipote´ticas NIP e normal, ambos
para o caso 2D. A partir do me´todo CRS, foi proposta uma abordagem para separac¸a˜o
de difrac¸o˜es em sec¸o˜es de afastamento nulo simuladas explorando a situac¸a˜o em que
as curvaturas das frentes de onda NIP e normal sa˜o coincidentes e, para realc¸ar essa
separac¸a˜o, foi adicionado um fator de ajuste ao paraˆmetro relativo a` onda NIP. Este
u´ltimo, estimado juntamente com o coeficiente A na sec¸a˜o de afastamento nulo simulada
obtida ao empilhar o dado de multicobertura com o coeficiente C.
O me´todo foi implementado conforme o esquema apresentado na Figura 4.5 e aplicado
a treˆs casos: 1) Modelo S1, utilizado para demonstrar a influeˆncia do fator de ajuste e
justificar sua introduc¸a˜o na equac¸a˜o de tempo de traˆnsito CRS para difrac¸o˜es; 2) Modelo
Sigsbee2b, utilizado para demonstrar a eficieˆncia do me´todo em casos mais real´ısticos,
uma vez que se trata de um modelo de grande complexidade, com difrac¸o˜es bem evidentes
e outras sobrepostas por reflexo˜es; 3) Dado real da Bacia do Jequitinhonha, utilizado
como exemplo de aplicac¸a˜o do me´todo em dados reais, que apresenta difrac¸o˜es ao longo
do assoalho oceaˆnico. Nos casos 2 e 3 esses resultados foram comparados com os obtidos
pelo CRS convencional.
A aplicac¸a˜o do me´todo proposto produziu sec¸o˜es com uma evidente separac¸a˜o de
eventos, mesmo em situac¸o˜es em que fortes reflexo˜es obscureciam as difrac¸o˜es, sem que
os valores dos paraˆmetros A e C obtidos no processo sofressem qualquer alterac¸a˜o sig-
nificativa em relac¸a˜o aos obtidos de maneira convencional, pelo me´todo CRS. Esses
resultados mostraram-se sens´ıveis tanto a` abertura de busca quanto ao intervalo do fator
de ajuste utilizados, os quais foram determinados por meio de uma discussa˜o baseada
na teoria apresentada, em testes e em informac¸o˜es presentes na sec¸a˜o empilhada apenas
com o coeficiente C, como o tamanho das difrac¸o˜es. Posteriormente, as sec¸o˜es de di-
frac¸o˜es obtidas foram migradas em tempo, o que permitiu observar o colapsamento das
mesmas. Como limitac¸o˜es, o me´todo apresentou dificuldades ao lidar com bow-ties, na˜o
sendo capaz de diferencia´-los de difrac¸o˜es nos testes realizados.
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Dado que o me´todo proposto alcanc¸ou um promissor grau de separac¸a˜o de eventos,
vislumbra-se, como trabalhos futuros: 1) Utilizar medidas de coereˆncia de maior re-
soluc¸a˜o (Barros et al., 2012), bem como expandir a aplicac¸a˜o do me´todo para sec¸o˜es de
afastamento comum (Asgedom et al., 2012), na tentativa de solucionar a limitac¸a˜o obser-
vada em situac¸o˜es com sobreposic¸a˜o de difrac¸o˜es; 2) Implementar e realizar testes no caso
do tempo de traˆnsito CRS 3D para difrac¸o˜es; 3) Investigar formas de se utilizar as sec¸o˜es
de difrac¸o˜es obtidas, bem como as informac¸o˜es relativas a velocidade NMO e a veloci-
dade PST, na construc¸a˜o de modelos de velocidades refinados para migrac¸a˜o (Coimbra
et al., 2012; Dell e Gajewski, 2011); 4) Incorporar novas estrate´gias de estimac¸a˜o dos
paraˆmetros envolvidos, tanto para a estimac¸a˜o conjunta de A e ε como para uma poss´ıvel
estimac¸a˜o global de A, C e ε; 5) Incorporar novas equac¸o˜es de tempo de traˆnsito, como a
proposta por Fomel e Kazinnik (2012), exata para um refletor hiperbo´lico e que aumenta
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AEstiramento NMO
O estiramento NMO (ou NMO stretch) ocorre como consequeˆncia do processo de
horizontalizac¸a˜o dos eventos no sentido dos afastamentos a partir de uma func¸a˜o de
velocidades. No processamento convencional, esta func¸a˜o de velocidades e´ constru´ıda
levando em considerac¸a˜o apenas algumas amostras de tempo, ou pickings, e entre estas,
e´ realizada uma interpolac¸a˜o linear, ver Figura A.1, que faz com que a velocidade varie
em torno da amostra selecionada. Na Figura A.1, tambe´m e´ poss´ıvel observar que acima
da amostra selecionada, a func¸a˜o de velocidades obtida pela interpolac¸a˜o e´ geralmente
menor e abaixo desta, e´ maior. Ao realizar o empilhamento do dado de multicobertura
com essa func¸a˜o de velocidades, a variac¸a˜o nas ass´ıntotas das curvas de tempo de traˆnsito,
ao longo do pulso, Figura A.2, provoca o estiramento do mesmo quando este e´ deslocado
ate´ t0 no processo de horizontalizac¸a˜o. E´ importante notar que, mesmo que se utilize a
velocidade correta ao longo de todo o pulso, o estiramento NMO ainda ocorreria, pois
as curvas definidas por essa mesma velocidade seriam ligeiramente diferentes, uma vez











Figura A.1: Ana´lise de velocidades realizada com pickings em apenas algumas amostras




Como esta´ relacionado a`s ass´ıntotas da curva de tempo de traˆnsito, o estiramento
NMO e´ mais expressivo em eventos rasos e a longos afastamentos, pois e´ onde estas
variam mais. Este fenoˆmeno tambe´m pode ser entendido como uma mundanc¸a na







onde f e´ a frequeˆncia dominante, ∆f e´ a mudanc¸a nessa frequeˆncia e ∆tNMO, dado pela
equac¸a˜o 2.4 (Yilmaz, 2000).
O problema causado pelo estiramento NMO e´ refletido no resultado do empilhamento
e pode ser minimizado realizando um silenciamento, ou muting, nas regio˜es afetadas.
Dependendo da relac¸a˜o S/R do dado, podem-se silenciar mais trac¸os para preservar a
largura do sinal na sec¸a˜o empilhada, quando a relac¸a˜o S/R e´ boa, ou silenciar menos
do que o necessa´rio para garantir uma sec¸a˜o empilhada de melhor qualidade, quando a
relac¸a˜o S/R e´ ruim.
Figura A.2: Sec¸a˜o CMP com a curva de tempo de traˆnsito com velocidade correta, em
vermelho; Com velocidade menor que a correta, em azul; Com velocidade maior que a
correta, em amarelo.
O me´todo CRS, na implementac¸a˜o utilizada nesse trabalho, na˜o sofre estiramento
NMO, pois este realiza buscas de velocidade para todas as amostras de tempo e na˜o
horizontaliza a famı´lia CMP. Os dados sa˜o coletados ao longo da curva de tempo de
traˆnsito e posteriormente empilhados na posic¸a˜o de t0. Ale´m disso, na˜o existe o problema
de empilhar com a velocidade “incorreta” ao longo do evento, pois na˜o ha´ interpolac¸a˜o
entre amostras de tempo.
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BMe´todo CRS 3D
Assim como no Cap´ıtulo 3, sera´ utilizada uma expansa˜o em polinoˆmio de Taylor ate´
segunda ordem para obter o tempo de traˆnsito multiparame´trico CRS para o caso 3D.
Em seguida, sera´ apresentada sua versa˜o para o empilhamento coerente de difrac¸o˜es.
As estrate´gias de busca utilizadas nos Cap´ıtulos 3 e 4 tambe´m se aplicam ao caso 3D,
em que a equac¸a˜o de tempo de traˆnsito CRS pode ser decomposta em dois subconjuntos
de dados, um no domı´nio CMP e outro no domı´nio ZO, utilizados nas estimativas dos
coeficientes A, B e C.
B.1 Tempo de traˆnsito multiparame´trico CRS
Considerando as coordenadas do ponto me´dio, m = (mx,my)
T , e do meio afas-
tamento, h = (hx, hy)
T , para especificar os pares fonte-receptor em uma superf´ıcie de
aquisic¸a˜o plana e horizontal na vizinhanc¸a do ponto central, de coordenadas m0 e h = 0,
o tempo de traˆnsito a ser aproximado sera´ denotado por t(m,h).
A expansa˜o em polinoˆmio de Taylor ate´ segunda ordem fornece
t(m,h) ≈ t(m0,0) +XTmD + T Th + 1
2
[
mTDY mD + 2 m
T

































sa˜o os coeficientes dos termos quadra´ticos (matrizes 2× 2).
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B. ME´TODO CRS 3D
Novamente, sa˜o consideradas apenas ondas PP e um meio homogeˆneo. Dessa forma,
o tempo de traˆnsito obtido deve satisfazer o Princ´ıpio da Reciprocidade, de acordo com
o qual fontes e receptores podem ser trocados de posic¸a˜o sem que haja alterac¸a˜o no
resultado. Para que isso ocorra, a func¸a˜o obtida deve ser par com relac¸a˜o a` varia´vel h,
ou seja, t(m,h) = t(m,−h). Isso implica em T = S = 0.
Dessa forma, a equac¸a˜o B.1 se reduz a







expressa˜o conhecida como tempo de traˆnsito parabo´lico. Para obter o tempo de traˆnsito
hiperbo´lico, basta elevar ao quadrado ambos os membros da equac¸a˜o B.4 e manter apenas
os termos ate´ segunda ordem em mD e h, que resulta em
t(m,h)2 ≈ [t(m0,0) +XT mD]2 + t0
[




que por convenieˆncia, sera´ reescrita como
t(m,h)2CRS = [t0 +A
T mD]
2 + mTDBmD + h
TC h , (B.6)
onde
A = X , B = t0Y , C = t0Z e t0 = t(m0,0). (B.7)
As matrizes B e C sa˜o compostas por derivadas parciais do tempo de traˆnsito, logo,







para qualquer func¸a˜o com segunda derivada cont´ınua.
Observa-se que a equac¸a˜o B.6 depende de oito paraˆmetros, a saber: duas componentes
do coeficienteA (aˆngulos de emergeˆncia e azimute), treˆs componentes da matriz sime´trica
referentes ao coeficiente B e mais treˆs componentes da matriz sime´trica referentes ao
coeficiente C. Sua contrapartida 2D, equac¸a˜o 3.4, depende de apenas treˆs paraˆmetros,
os coeficientes A, B e C, todos escalares.
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B. ME´TODO CRS 3D
B.2 Tempo de traˆnsito multiparame´trico CRS para
difrac¸o˜es
Como no Cap´ıtulo 4, considera-se o caso em que a regia˜o no refletor em torno do
ponto NIP, na qual a onda normal se origina, foi contra´ıda ate´ um ponto, o pro´prio
ponto NIP. Dessa forma, a curvatura da frente de onda normal observada na superf´ıcie
converge para a curvatura da frente de onda NIP, ou seja, tem-se que B = C.
Supondo essa condic¸a˜o verdadeira e, ainda, introduzindo o fator de ajuste ε proposto,
obte´m-se
t(m,h)2CRSDif = [t0 +A
T mD]
2 + mTD εCmD + h
TC h . (B.9)
Comparando a equac¸a˜o obtida com a equac¸a˜o B.6, observa-se que esta depende
de apenas seis paraˆmetros, a saber: duas componentes do coeficiente A (aˆngulos de
emergeˆncia e azimute), treˆs componentes da matriz sime´trica relativa ao coeficiente C
e o fator de ajuste ε (escalar). Sua contrapartida 2D, equac¸a˜o 4.5, depende de apenas
treˆs paraˆmetros: o fator de ajuste ε e os coeficientes A e C, todos escalares.
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CSoftwares e Hardwares utilizados
Durante a elaborac¸a˜o dessa dissertac¸a˜o de mestrado, diferentes softwares foram uti-
lizados, desenvolvidos e adaptados com o objetivo de atender a`s necessidades envolvidas
em sua produc¸a˜o. No processamento dos dados aqui apresentados, tambe´m foram uti-
lizados diferentes hardwares. Nesse apeˆndice, essas informac¸o˜es sera˜o descritas detalha-
damente.
Softwares
Foram utilizadas ma´quinas com os seguintes sistemas operacionais: Ubuntu 10.04
LTS, CentOS 5.5 e Windows XP.
3DCRS: Programa desenvolvido por Alex Mu¨ller, da Universidade de Karlsruhe
(Alemanha), dentro do conso´rcio WIT (Wave Inversion Technology) (Mu¨ller, 2003).
Este programa tambe´m foi modificado para realizar o empilhamento CRS para difrac¸o˜es
proposto nesse trabalho.
OpenMPI: Pacote para paralelizac¸a˜o em sistemas de memo´ria distribu´ıdas, utilizado
na execuc¸a˜o do programa 3DCRS.
Seismic Un*x: O pacote SU, distribu´ıdo livremente pelo CWP (Center for Wave
Phenomena), foi utilizado principalmente na manipulac¸a˜o e visualizac¸a˜o de dados du-
rante o processamento dos mesmos. O SU tambe´m foi utilizado na gerac¸a˜o do modelo
S1, sec¸a˜o 5.1, atrave´s do programa susynlv. Maiores informac¸o˜es sobre o SU podem ser
encontradas em Stockwell (1999) e http://www.cwp.mines.edu/cwpcodes/.
Matlab: O programa Matlab, desenvolvido pela MathWorks, juntamente com o pa-
cote SeismicLab (http://seismic-lab.physics.ualberta.ca/) para trabalhar com
dados no formato SU e SEG-Y, foram utilizados como primeira plataforma de desenvol-
vimento e de testes dos me´todos aqui apresentados, bem como na gerac¸a˜o das imagens
de dados s´ısmicos.
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C. SOFTWARES E HARDWARES UTILIZADOS
Kile: Utilizando o processador de texto TEX de distribuic¸a˜o livre e o pacote macro
LATEX 2ε na elaborac¸a˜o da dissertac¸a˜o. A bibliografia foi gerada com BibTEX.
Adobe Flash: Utilizado na elaborac¸a˜o de ilustrac¸o˜es e esquemas.
Hardwares
Notebook Dell Inspiron (processador Intel R© i5TM M460 com 4 threads de 2.53 GHz
com 4 GB de RAM) e Workstation Dell (processador Intel R© CoreTM2 Quad com 4 cores
de 3.00 GHz com 8 GB de RAM) utilizados na elaborac¸a˜o da dissertac¸a˜o e desenvolvi-
mento dos primeiros testes no Matlab.
Cluster (16 no´s com 2 processadores Quad-Core AMD OpteronTM com 16 GB de
RAM cada, totalizando 128 cores de 2.3 GHz e 256 GB de RAM) utilizado no processa-
mento dos dados apresentados.
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