Two models are presented for quantitative charge imaging with an atomic-force microscope. The first is appropriate for noncontact mode and the second for intermittent contact ͑tapping͒ mode imaging. Different forms for the contact force are used to demonstrate that quantitative charge imaging is possible without precise knowledge of the contact interaction. From the models, estimates of the best charge sensitivity of an unbiased standard atomic-force microscope cantilever are found to be on the order of a few electrons.
I. INTRODUCTION
The ability to easily detect charge at the single electron level is becoming increasingly important as interest in charge storage at the few electron scale grows. The atomic-force microscope ͑AFM͒ ͑Ref. 1͒ is a useful tool to detect small numbers of charges 2 as well as to inject charge into a localized region. [3] [4] [5] [6] [7] [8] [9] However, quantitative measurement of electrostatic charge has never been straightforward because of the complex factors involved, such as tip shape, tip-sample distances, contamination or oxidation of tip and sample, and the exact nature of the tip-sample interaction. Models, varying in complexity from a parallel-plate capacitor to finiteelement calculations, are always needed to interpret results quantitatively.
The first uses of the AFM to detect electrostatic forces modeled the system as a parallel-plate capacitor 10 or considered the tip to be a point object. 11 Since then, several different methods have been proposed for calculating the electrostatic force, ranging from simple analytical calculations 12, 13 and perturbative approaches 14 to more complex numerical simulations. [15] [16] [17] [18] [19] [20] Much work has been done in modeling of the tip-sample interaction in atomic-force microscopy. [21] [22] [23] [24] [25] [26] [27] [28] [29] In this article, we combine both electrostatic and AFM modeling to interpret AFM images of charge. We describe two models for quantitative charge imaging, one appropriate for noncontact mode imaging, the second for intermittent contact ͑tapping͒ mode imaging.
II. EXPERIMENTS
The models described in the next sections have been applied to two experimental situations, details of which may be found elsewhere. Briefly, the noncontact mode experiments 8 involved Si nanocrystal samples consisting of 100 nm silicon dioxide layers ͑wet thermally grown on Si substrates͒ that were implanted at room temperature with 35 keV Si ϩ ions to a fluence of 4ϫ10 16 Si/cm 2 . The samples were annealed at 1100°C for 10 min in vacuum ͑base pressure Ͻ8ϫ10 Ϫ7 Torr͒ to allow the nucleation and growth of silicon nanocrystals ͑size ϳ2-6 nm͒. The AFM used was a Park Scientific ͑Thermomicroscopes͒ Autoprobe CP, operating in noncontact mode ͑driving frequency above resonance͒ using highly doped Si tips ͑spring constant kϳ3 N/m͒ on triangular cantilevers from commercial sources. 30 Charge was injected into the samples by applying a voltage to the AFM tip, disengaging the microscope feedback and lowering the tip toward the sample. After charge transfer the feedback was reengaged, the tip grounded, and noncontact mode images made.
The tapping mode experiments 9 involved samples of isolated Si nanocrystals made by an aerosol method and deposited on a 100 nm thermally grown SiO 2 layer on a Si substrate. In this case, the AFM tip was used to inject charge into isolated single nanoparticles that were subsequently imaged in the tapping mode. The microscope was a Digital Instruments Nanoscope III ͑driving frequency below resonance͒ and the tips were Cr-coated Si ͑spring constant k ϳ2 N/m, from DI͒ on rectangular cantilevers.
III. ELECTROSTATIC MODEL
The electrostatic force between the grounded tip and charged sample was calculated using the method of images. The tip ͑Cr-coated or made of highly doped Si͒ was approximated as a grounded, metallic sphere. This shape was chosen as it is an adequate approximation for our experiments ͑tip-sample distance dՇ10 nm͒ and is simpler than more realistic conical geometries. 15, 31 With tip doping Ͼ10 19 cm Ϫ3 and the resultant Debye length Ͻ5 Å, treating the Si tip as metallic is an excellent assumption for typical tip-sample spacing in the noncontact mode. The charge on the sample was assumed to be only on the surface and the charge distribution consisted of a disk or shell upon which was imposed a grid ͑typical grid spacing, 5 nm͒. The total charge was distributed uniformly over the grid points and any polarization effects and image charge in the substrate were ignored. These assumptions are justified for our particular samples, where a thick oxide separates the charge and the substrate and the charge is believed trapped on a circular area on the surface ͑ion implanted samples͒ or on the nanocrystal surface ͑single Si particle samples͒ as a result of the charge injection process. This is a first approximation-the model may be expanded to include arbitrary two-or three-dimensional charge distributions, materials effects, 13 and more realistic tip shapes. The electrostatic interaction between the tip and sample was found by taking each charged grid point and finding the resultant image charge induced in the grounded tip. 32 Once all the image charges ͑i.e., one for each grid point͒ were determined, the total Coulomb force was found by summing the interaction of each grid point charge with each image charge, i.e.,
where q s i is the ith grid point charge, q t j is the jth image charge, D i j the distance between them, and d i j a unit vector ͑see Fig. 1͒ .
IV. MODEL FOR NONCONTACT MODE IMAGING
Most ambient atomic-force microscopes produce topographic images by exciting the AFM cantilever close to its resonant frequency and by using a feedback signal to adjust the tip-sample spacing so that the cantilever's oscillation amplitude remains constant at a set-point value. In true noncontact mode, the oscillation amplitude of the cantilever is much smaller than the tip-sample spacing, and the AFM feedback may be said to maintain a constant force gradient between tip and sample. 21 For this statement to hold, the tip must never ''tap'' the surface ͑i.e., the interaction may only involve van der Waals ͑vdW͒ forces and no contact potentials͒ and the tip may sample only a small part of the force curve during a period of oscillation. It is also assumed in this case that the tip-surface interaction affects only the resonant frequency of the cantilever, and does not significantly influence the tip oscillation amplitude at resonance. Finally, k уF tϪs Ј is another condition required, where k is the spring constant of the cantilever, and F tϪs Ј is the force gradient between tip and sample, so that the force gradient is only a small perturbation to the harmonic motion of the cantilever. 33 In this case, the tip-sample force F tϪs can be expanded to first order, F tϪs (z)ϳF tϪs (zϭz L0 )ϩF tϪs Ј (zϭz L0 )(zϪz L0 ) (z L0 is the equilibrium position of the tip͒, and F tϪs Ј has the effect of changing the effective spring constant of the cantilever so that k eff ϭkϪF tϪs Ј , thus producing a shifted resonant frequency,
where m* is the effective mass of the cantilever.
A. Model "noncontact mode, nanoparticle ensemble…
To produce calculated images of charge for noncontact mode imaging, we chose to solve ͑using Newton's method͒ the following equation:
for z, the height of the tip above a flat plane ͑see Fig. 1͒ . Note that we consider only the z component of the force since in normal AFM operation only that component is sensed. We include only van der Waals and electrostatic forces and omit the negligible contribution from air damping. Here the ''constant'' represents the set-point force gradient which is related to the set-point amplitude in the following way. The tip amplitude as a function of frequency is 34 
A͑ ͒ϭ
with A, the measured oscillation amplitude; a d , driving amplitude; 0 , resonant frequency of the cantilever; m*, effective mass; Q, quality factor; k, spring constant; and F tϪs Ј , force gradient. Assuming a d , 0 , , m*, Q, and k are constants, maintaining a constant cantilever amplitude may be considered equivalent to maintaining a constant force gradient. The set-point force gradient may be found experimentally by measuring the resonant frequency and the resonant frequency shift and using the approximation ⌬/ 0 Ϸ 1 2 FЈ/k ͑where ⌬ϭ 0 Ϫ 0 ͒, found by the expanding expression ͑2͒ above.
The equation for the van der Waals force gradient was found by taking the derivative and z component of the following expression determined by integrating the LennardJones pair potential, assuming a spherical shape for the tip and a flat plane for the sample ͑valid for zӶR͒: 
͑5͒
The symbol H represents the Hamaker constant and was estimated from Hϭ4 2 Si SiO 2 6 ϳ3ϫ10 Ϫ19 J ͑symbols and values in Table I 35-37
͒, and R is the tip radius of curvature, measured from scanning electron micrographs (2 * R ϳ105 nm͒. The electrostatic contribution is found by taking the derivative and z component of Eq. ͑1͒. Figure 2 shows an experimental line scan ͑solid line͒ of a charged region of an etched SiO 2 film containing silicon nanocrystals 8 superimposed on a calculated AFM scan ͑dot-ted line͒, determined using the model described in Sec. IV A. The injected charge is imaged as a protrusion on the surface due to the extra electrostatic force interaction between the charged sample and the induced image charge in the tip. The calculated AFM scan was found by first assuming a charge distribution ͑i.e., total charge and charged disk radius͒, calculating a scan, comparing the result to the experimental data, then adjusting the charge distribution, and recalculating the result, and so on, until a best fit to the two parameters ͑charge and disk radius͒ was found. 8 From the model, the imaged charge in Fig. 2 was estimated to be ϳ350 electrons, over an area of radius 170 nm ͑ϳ60 nC/cm 2 ͒.
B. Model results

C. Charge sensitivity
When analyzing charge storage devices and imaging small number of charges, it is important to know the sensitivity of the technique being applied. For this reason, the model of Sec. IV A was used to estimate the AFM sensitivity to charge in noncontact mode. The error in the height measurement was estimated to be ϳ0.4 -0.7 nm by repeated measurement of a 4 nm particle under regular conditions. Figure 3 shows how the minimum detectable number of electrons varies with tip-sample spacing for three different types of charge distributions: a point charge ͑͒, charge spread out over a disk with radius 30 nm ͑᭹͒ and charge over an area with a 60 nm radius ͑᭡͒. The nonintuitive result is that the microscope is more sensitive to charge as the tip-sample spacing increases. This can be attributed to the fact that the van der Waals force falls off more quickly with distance than the electrostatic force-thus, as the tip moves away from the sample, the relative contribution of the electrostatic force gradient to the total force gradient increases with respect to the van der Waals contribution. This curve reaches a minimum when the minimum detectable change in force gradient ͓estimated to be ϳ10 Ϫ5 -10 Ϫ6 N/m ͑Ref. 33͔͒ due to electrostatic forces is reached at a height of ϳ50 nm. Figure 4 shows the variation of the minimum detectable number of electrons as a function of tip radius. This result shows that the greatest sensitivity is found when the charge distribution is of order the same physical size as the tip-for a point charge, the greatest sensitivity of an AFM operating in noncontact mode with typical parameters and cantilevers is on the order of a few electrons. Single electron resolution in normal AFM operation would require parameter optimization. FIG 
V. TAPPING MODE MODEL
When the tip oscillation amplitude is large compared to the tip-sample spacing, the tip now experience a wide range of force values during an oscillation cycle, including a repulsive contact force when it ''taps'' the surface. In this case the conditions stated in Sec. IV no longer hold and a simple ''noncontact'' model can no longer be used. The microscope feedback still maintains a constant tip oscillation amplitude during scanning, but now the amplitude as a function of driving frequency can no longer be approximated by an analytical equations such as Eq. ͑4͒, and the amplitude at a specific tip-sample distance must be found by other means. To investigate this situation we take the cantilever to be a point mass of effective mass m* at the end of a massless spring (m*ϭnm, where m is the mass of the cantilever, and n depends on the cantilever geometry 38 ͒. We have examined the equation for a forced harmonic oscillator:
where k is the cantilever spring constant, m* the effective mass, z L0 the equilibrium position of the cantilever, F 0 ϭka d with a d the driving amplitude, ␥ is the damping constant, is the angular driving frequency ͑chosen slightly below resonance, see Table II 38,39 for values used͒, and ͓F tϪs (z,t)͔ z is the z component of the tip-sample interaction force. This last term has three components: one due to the contact or tapping force interaction, one from the van der Waals force, and the third from the electrostatic force.
A. Model "tapping mode, single nanoparticle…
For this model, we considered a charged spherical particle ͑see Fig. 5͒ . The electrostatic force was calculated as described in Sec. III, by taking the tip at its mean height above the sample during an oscillation and finding the Coulomb interaction between the charge on a half or full shell grid on the particle surface and the induced image charge in the grounded tip. For the van der Waals force, the interaction ͑a͒ between two spheres ͑the tip and particle͒ and ͑b͒ a sphere and plane ͑the tip and substrate͒ were added, using the full equations of Hamaker:
͑7͒
where d and r are defined in Fig. 5 . The parameter 0 is determined by matching the value of F vdW with the contact force at contact. Here, contact is defined as the tip-sample position at which contact mechanics must be applied. Note that the dimensions d and z in Fig. 5 are measured with respect to the surface of the plane when the AFM tip is not in close proximity. For large energies of adhesion, however, the plane and tip may bulge toward each other, meaning contact may occur for dϾ0.
The question of what form the contact force should take is not a trivial one. 23, 41, 42 Some possibilities are the Hertz theory 43 ͑includes no adhesion͒, the Johnson-KendallRoberts ͑JKR͒ theory ͑good for soft samples͒, 44 DerjaguinMuller-Toporov ͑DMT͒ theory ͑best for rigid samples͒, 45 the JKR-DMT transition formalism ͑appropriate for all tipsample parameters͒, 46 Muller-Yushenko-Derjaguin/ Hughes-White ͑MYD/BHW͒ theory ͑a general theory͒, 47, 48 and the impact oscillator model ͑consisting of a harmonically driven harmonic oscillator undergoing impacts with an infinitely rigid object͒. 49, 50 In considering these theories we assume the tip and sample are elastic and ignore shear forces, 42 hydrodynamic damping ͑small compared to the other forces involved͒, 21 and other possible contributions to the total force such as capillary forces. Our goal here was not to perfectly model the tapping interaction, but rather to use an applicable model to interpret charge images. To this end we investigated briefly both the JKR and DMT theories.
The parameter first defined by Muller, Yushenko, and Derjaguin 47 may be used to delineate which of the JKR and DMT theories should be applied:
see Tables III and IV  51,52 for symbol definitions. Roughly speaking, for ӷ1, JKR is the better theory to choose ͑i.e., for soft samples, large energies of adhesion and large tip radii͒ and when Ӷ1, DMT is the appropriate theory ͑i.e., for rigid systems, low adhesion, and small radii of curvature͒. 53 In our experiments in tapping mode, we have used a Si tip coated with chromium on Si samples covered with a native or thermally grown oxide, 9 and hence, estimate a value of the adhesion energy W ͓WϭW 12 ϳ2ͱ␥ Tables III and IV͒ we get values of ϳ2 for the flat part of our samples and ϳ1 when imaging a 28 nm particle. While we are clearly in the JKR-DMT transition regime, we have chosen to look at the simpler JKR and DMT theories separately.
B. JKR theory
For the JKR theory, the relationship between the force (F JKR ) and penetration depth (d) is
where a is the radius of the contact region. Figure 6 shows a calculated force-distance curve. Equation ͑7͒ was used when the tip and sample were not in contact and Eq. ͑8͒ when in contact ͑taking the z component, see Tables III and IV for parameters͒. Figure 7 shows how the calculated tip amplitude varies with frequency when the mean tip-sample spacing is 150 nm ͑i.e., free, solid line͒ and when the mean tip-sample spacing is 20 nm ͑i.e., tapping, dotted line͒. These curves were generated by solving Eq. ͑6͒ using MATLAB/SIMULINK ͑ode45, based on an explicit Runge-Kutta ͑4,5͒ formula, the Dormand-Prince pair͒; different sets of initial conditions were chosen and the equation was allowed to evolve with time until it reached a steady state in each case. Figure 8 shows an example of the tip motion as it comes to its equilibrium amplitude. Note that in Fig. 7 , more than one amplitude at a specific frequency is possible in the curve generated at a tip-sample height less than the free amplitude ͑ࡗ͒-whether the system settled into one steady state or another depended on what initial conditions were chosen. This result for a tapping amplitude-frequency curve is qualitatively 24 -28,57-59 with its truncated, extended peak. However, differences include curvature to the ''flat'' part of the truncated peak, the width of the plateau, and the small region just below resonance where, in principle, three solutions are possible. Figure 9 shows a calculated amplitude-distance curve above a 28 nm particle ͑cantilever driven below resonance͒. The tip was brought in slowly from far away, and the tip motion was allowed to evolve for 1.2-3.6 ms at tip-sample spacing d, before moving to dϩ⌬d ͑⌬dϭ0.1 nm, typically͒. Far from the sample, the tip oscillation amplitude is constant, then is seen to increase slightly before decreasing linearly with tip-sample spacing. The initial increase in amplitude is due to the fact that the resonance frequency 0 is shifting down toward the cantilever driving frequency as the tip interacts with the attractive force of the sample. Occasionally in these amplitude-distance curves, discontinuous jumps to another solution were seen, especially when the tip-sample spacing was small, or when the amplitude-distance curve was generated above a particle ͑i.e., weaker tip-sample forces͒. The existence of the discontinuity also depended on ⌬d ͓see Fig. 9͑a͔͒ , suggesting more of a dependence on initial conditions 58 than on the strength or other property of the attractive force. 60 The features we find are similar to those seen by others experimentally and computationally, 57, 61 and are qualitatively similar to our experimental traces. Unlike Anczykowski, Krüger, and Fuchs, 61 we calculate a step-like discontinuity for a driving frequency less than the resonant frequency.
If instead of slowly lowering the tip and allowing its motion to evolve, various initial conditions ͑position and velocity͒ are chosen for the tip at each height d, we generate an amplitude-distance curve, as seen in Fig. 10 . Here, we have two tip-sample separations possible for one amplitude-the particular solution is again determined by which initial conditions are chosen. The solution dependence on the initial position of the tip (z i ) with initial velocity zero was briefly investigated. It was found that when the tip was ''plucked'' with large displacement ͑i.e., z i larger than the maximum z at steady-state amplitude͒, two solutions were possible, but when z steady state min Ͻz i Ͻz steady state max , in general, only one solution was found though occasionally two were seen ͑Fig. 11͒. Thus, there exist sets of initial conditions ͑or points in phase space͒ that lead to particular solutions. 58, 62 This phenomenon has been used to explain distortion in experimental images 57, 58, 62, 63 and the switch from one solution to the other has been attributed to a transition from a purely attractive to a partly repulsive interaction regime. 57, 61, 64 To produce a calculated tapping mode image and ensure we arrive at an appropriate solution, at each lateral position we produce an amplitude-distance curve ͑such as Fig. 9͒ and find the tip-plane separation for the set-point amplitude. It was found that the image of a 28 nm particle calculated in this way produced a particle height that was slightly depressed. The error increased with decreasing particle size and with increasing energy of adhesion (W)-the latter suggests structures of different materials of the same height may produce slightly different AFM results. This depression in height was attributed to the fact that both the van der Waals and contact forces between a tip and nanoscale particle are smaller than those between a tip and plane, due to the large difference in the radius of curvature (R 2 ) of the imaged object. To correct for this phenomenon, we used a slightly larger particle in the model to arrive at the correct measured particle height ͑e.g., R 2 ϭ14.99 nm instead of 14.03 nm͒. Height anomalies have been observed experimentally in tapping mode and have been attributed to differences in adhesion ͑capillary forces͒.
65 Figure 12͑a͒ shows an experimental data series of a 28 nm particle that has been injected with charge with a Crcoated Si AFM tip 8 -from the initial increase and following decrease in apparent height we conclude that charge is indeed being injected and is then dissipating. Figure 12͑b͒ shows the calculated fits to the data in ͑a͒, determined from FIG. 9. Amplitude-distance curves above a 28 nm particle. In ͑a͒ the amplitude was calculated at 1 nm intervals while lowering the tip toward the surface and in ͑b͒ the amplitude was calculated every 0.1 nm. Note the discontinuous jump in ͑a͒.
FIG. 10. Amplitude-distance curve showing the two possible solutions at each tip-sample distance. These curves were generated by choosing different initial conditions. FIG. 11. Tip oscillation amplitude as a function of initial displacement of tip about its equilibrium position ͑initial velocityϭ0͒. Note that, in general, both solutions are possible, except for a small range about the equilibrium value where the lower amplitude solution dominates. For some initial conditions, trapping by the sample ͑i.e., amplitude ϳ0͒ was also found.
FIG. 12.
͑a͒ Experimental data and ͑b͒ fits to this data using the tapping mode model. The data represent a 28 nm particle before being charged ͑bottom trace͒ then 45, 217, and 527 s after charging ͑from top to bottom͒. In ͑b͒, calculated profiles are shown for ͑from bottom͒ 0e, 44e, 49e, and 56e charges on the particle using the JKR theory for the contact interaction. the tapping mode model. From these fits we estimate that the initial amount of charge injected was on the order of 60 electrons.
C. DMT theory
Since the system is in the JKR-DMT transition regime, and since the adhesion energy W is a difficult parameter to measure and might well be lower than our estimate in Sec. V A, we have also briefly investigated tapping using the DMT theory. Here, the important equations are Figure 6 includes a force-distance curve for this theory. We have considered adhesion energies of Wϭ1 and 10 mJ/m 2 . For the smaller W, we found all particle heights were imaged correctly in the calculation. For the Wϭ10 mJ/m 2 case, a slightly larger particle height ͑R 2 ϭ14.49 nm͒ was again used to get the correct measured value. Finally, the situation Wϭ756 mJ/m 2 , with a DMT interaction between the tip and particle, and a JKR interaction between the tip and plane was considered. In all cases, fits to the data in Fig.  12͑a͒ were made and the results are summarized in Table V . The small spread in the results ͑ϳ13%͒ shows that the exact form of the contact force is unimportant for quantitative charge imaging. Closer to the detection limit, the different force types yield a similar variation ͑ϳ12%͒.
D. Charge sensitivity
Charge sensitivity was briefly investigated in tapping mode analogously to the noncontact mode case ͑Sec. IV C͒. Figures 13 and 14 are the corresponding graphs to Fig. 3 and 4, respectively. Similar trends are seen in both cases. In order to achieve greatest charge sensitivity, the appropriate tip size for the charge distribution should be chosen, and the tipsample distance or set point should be optimized.
E. Lateral resolution
Besides charge sensitivity, we used the models to estimate lateral charge resolution. To do this we assumed a charge distribution consisting of two point charges ͑50 electrons each͒ arranged symmetrically on either side of the origin on the y axis. We then successively reduced the distance between the two point charges and calculated an AFM scan in each case ͑R 1 ϭ50 nm͒. These results are found in Fig. 15 . From this we estimate that such point charge distributions are resolvable if they are ϳ40-50 nm apart ͑50 nm tip radius͒. FIG. 13 . Minimum detectable charge as a function of set-point amplitude, or equivalently, tip-sample spacing ͑tip radius R 1 ϳ50 nm, charge region radii srϭ0, 30, and 60 nm͒. Analogously to the noncontact case, sensitivity increases as tip-sample spacing increases. 
VI. CONCLUSIONS
We have presented two simple models for quantitative AFM charge imaging-one valid in noncontact mode, the other in tapping mode. Comparisons among different theories for the contact force show that the exact form of this force is unimportant for quantitative charge imaging. We have applied these models to two experimental situations, have found good fits to the data, and have made quantitative estimates of the imaged charge. Estimates of the sensitivity of AFM charge imaging suggest that the charge resolution is a few electrons for standard AFM cantilevers and imaging parameters. From the models we have determined that the charge sensitivity may be improved by increasing tipsample height and choosing an appropriate tip radius for the charge distribution imaged ͑see, also, Refs. 60-65͒.
