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Abstract
By exploring properties of Schur complements, this paper presents bounds on the exis-
tence of rank-revealing LU factorizations that are comparable with those of rank-revealing
QR factorizations. The new bounds provide substantial improvement over previously derived
bounds. This paper also proposes two algorithms using Gaussian elimination with a “block
pivoting” strategy to select a subset of columns from a given matrix which has a guaranteed
relatively large smallest singular value. Each of these two algorithms is faster than its or-
thogonal counterpart for dense matrices. If implemented appropriately, these algorithms are
faster than the corresponding rank-revealing QR methods, even when the orthogonal matrices
are not explicitly updated. Based on these two algorithms, an algorithm using only Gaussian
elimination for computing rank-revealing LU factorizations is introduced. © 2000 Elsevier
Science Inc. All rights reserved.
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1. Introduction
It is well known that in exact arithmetic, Gaussian elimination with complete
pivoting applied to a rank-deficient matrix will always reveal the rank of the matrix.
The zero pivots are driven to the end of the pivoting process so that the algorithm will
not break down until the lower-right corner of U becomes a zero block. In contrast,
Gaussian elimination with partial pivoting may not drive the zero pivots to the corner.
However, for a nearly singular matrix, i.e., a nonsingular matrix with one or several
relatively small singular values, even complete pivoting cannot guarantee that the
small pivots (which exhibit the near singularity of the given matrix) will occur at all.
This is evidenced by the following example given by Peters and Wilkinson [19]:
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There are no small pivots in W, yet it contains a small singular value when the size
of W is large enough (see Section 5).
A theoretically and practically important question is the following. Is there a piv-
oting strategy for LU factorization that can force the small entries, whose magnitudes
are comparable with those of the small singular values, to appear in the lower-right
corner of U, so that the near rank deficiency of the matrix is sufficiently revealed?
Chan [4] was the first to shed light on the existence of such a pivoting strategy.
He proved the existence of small pivots for matrices, like W, that have only one
relatively small singular value. Later, in a paper by Hwang et al. [16], the case of
more than one small singular value was dealt with for the first time in the literature.
But the results were not strong enough to warrant the existence of such rank-reveal-
ing LU factorizations. Their main results can be summarized in Theorem 1.1. Let
C.n; k/ D nW=.kW.n − k/W/ be the binomial coefficients.
Theorem 1.1 T16; Theorem 4:5U. Let A be an n  n matrix, and let 1 >    > k >
kC1 >    > n > 0 be the singular values of A. Then for any integer k, 1 6 k < n;
there exist permutations C and P such that
CTAP D

L11 0
L21 In−k
 
U11 U12
0 U22

; (1.2)
where L11 is the unit lower triangular and U11 is the upper triangular, with U22 
Ti;j U bounded by
ji;j j 6 C.n; k/

1 − C.n; k/kC1
k
−1
kC1 (1.3)
for i; j D 1; : : : ; n − k; provided that the quantity inside the bracket is positive.
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The bound (1.3) implies that if the coefficient of kC1,
f .n; k/  C.n; k/T1 − C.n; k/=tU−1
with t D k=kC1, is small enough, the size of each entry in U22 is comparable with
the size of kC1. However, the coefficient f .n; k/ must be reasonably small in order
to draw this conclusion.
It turns out that f .n; k/ could be very large for two reasons. First, the binomial
coefficients C.n; k/ can increase very rapidly as k and n increase (in the worst case,
when C.2k; k/ > 2k , it increases at a rate faster than exponential). Second, the de-
nominator of f .n; k/, T1 − C.n; k/=tU, may be close to zero even if it is positive.
To avoid a small denominator, C.n; k/=t should be close to zero, meaning that the
gap between the kth and .k C 1/th singular values of A, t D k=kC1, has to be much
larger than C.n; k/. To avoid a large numerator, k must be close to one or to n. That
is to say, bound (1.3) does not allow one to go far from the special cases, k D n − 1
and k D 1, which were initially solved by Chan [4].
Another limitation of Theorem 1.1 is that, at best, it only shows that the small
singular values of A can be indicated by a small U22 block. But a small U22 does
not guarantee that the numerical rank of A is k. A relatively large k needs to be
revealed as well. Theorem 1.1 is however a first attempt to extend Chan’s results for
the special case. 1
Our contributions can be summarized in the following theorem, the LU form of
the main result found in Theorem 3.8.
Theorem 1.2. Let A be any n  n matrix, k an integer .1 6 k < n/; and 1 >    >
k > kC1 >    > n > 0 be the singular values of A. Then there exist permuta-
tions C and P such that
CTAP D

L11 0
L21 In−k
  k n − k
U11 U12
0 U22

k
n − k; (1.4)
where L11 is the unit lower triangular, and U11 is the upper triangular,
k > min.L11U11/ >
1
k.n − k/ C 1k; (1.5)
and
kC1 6 kU22k2 6 .k.n − k/ C 1/ kC1: (1.6)
The two bounds (1.5) and (1.6) are strikingly similar to the bounds that established
the existence of rank-revealing QR factorizations in [5,11,13].
1 In a recent paper [15], some of the imperfections listed above are partially improved by using a lemma
in [13]. Yet in another paper Goreinov et al. [10] studied the same problem with a quite different approach.
The bounds are much tighter than those in [15], but their method is based on using SVD heavily.
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Theorem 1.3. For a matrix A 2 Rnn and an integer k .1 6 k < n/; there exists a
permutation matrix P 2 Rnn such that
AP D Q

R11 R12
0 R22

; (1.7)
where min.R11/ and kR22k2 are bounded by
k.A/ > min.R11/ >
1p
k.n − k/ C 1k.A/; (1.8)
and
kC1.A/ 6 kR22k2 6
p
k.n − k/ C 1 kC1.A/: (1.9)
The two results are unified using the so-called Schur complement factorizations
(defined in Section 2), instead of the generalized LU factorizations [16] to state the
main result as in Theorem 3.8.
For applications of such a rank-revealing LU factorization in various areas of
numerical linear algebra, the reader should refer to [4,10,15,16] for details.
Throughout this paper, unless indicated otherwise, the upper-left corner block of
a 2  2 block partitioned matrix is always assumed to have size k  k, and Ip is the
p  p identity matrix. To ease the notation, we assume that the given matrix A is
square in Sections 1–3, but this is not a necessary assumption.
The remainder of the paper is structured as follows. In Section 2, we introduce
Schur complement factorizations. From the viewpoint of Schur complement fac-
torization, we also examine the singular case (when A has exact rank deficiency)
mentioned in both [4,16]. We prove the first inequalities in (1.5) and (1.6). In Sec-
tion 3, we prove the rest of our main theorem. In Section 4, we propose two subset
selection algorithms using Gaussian elimination only. Based on these algorithms, we
introduce our main algorithm to compute rank-revealing LU factorizations without
any information from the SVD of A. Conclusions are given in Section 5.
2. Schur complement factorizations
First, we introduce a main tool used in this paper, a factorization that is often seen
in the context of proving the famous determinant property of the Schur complement
[6].
Definition 2.1. Let A 2 Rnn and k be an integer (1 6 k < n). If there exist
matrices Z and U22 such that
A 

A11 A12
A21 A22

D

Ik 0
Z In−k
 
A11 A12
0 U22

; (2.1)
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then we say that a (kth) Schur complement factorization or an SC(k) factorization of
A exists.
For the purpose of revealing an existing gap between k and kC1 of A, the de-
composition (2.1) plays a more essential role than the so-called generalized LU(k)
factorization of A [16].
Definition 2.2. Let A 2 Rnn and k be an integer (1 6 k < n). If there exist permu-
tations C D diag.C1; In−k/ and P D diag.P1; In−k/ such that
CTAP D

L11 0
L21 In−k
 
U11 U12
0 U22

; (2.2)
where L11 is the lower unit triangular and U11 is the upper triangular, then we say
that a generalized LU(k) factorization or a GLU(k) factorization of A exists.
Note that the permutations C and P here affect the first k rows and columns of A
only.
Lemma 2.3. A matrix A has an SC(k) factorization if and only if A has a GLU(k)
factorization.
This is true since for any k  k matrix A11, there always exist permutation matri-
ces C1 and P1 such that
CT1 A11P1 D L11U11:
Thus every theorem proved for one factorization can be trivially adapted to a the-
orem for the other factorization, except for those related to the uniqueness of the
factorization.
The uniqueness property distinguishes these two factorizations.
Theorem 2.4. If the leading k  k block of A is nonsingular, then the SC(k) of A
always exists and is unique. Moreover, U22 D 0 if and only if rank.A/ D k.
Note that when A11 is nonsingular, the GLU(k) factorization of A exists, but is
not unique in general. Note also that a matrix with a singular leading block may still
have a SC(k) (or a GLU(k)) factorization (not unique), e.g.,
0 0
0 1

D

1 0
1 1
 
0 0
0 1

D

1 0
0 1
 
0 0
0 1

:
Nevertheless, it is easy to show that there exists an SC(k) factorization of A if and
only if R.AT21/  R.AT11/.
Using Theorem 2.4 and Lemma 2.3 we obtain the following conclusions for the
singular case, when A is an exact rank k matrix, see [4,16].
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Theorem 2.5. Let A 2 Rnn be singular and rank.A/ D k. If permutations C and P
permute any nonsingular k  k submatrix of A to the leading block, then the resulting
matrix CTAP has a unique SC(k) factorization,
CTAP  NA D

Ik 0
Z In−k
  NA11 NA12
0 0

(2.3)
with Z D NA21 NA−111 .
Corollary 2.6 T14; 20U. Let A 2 Rnn be singular and rank.A/ D k. Then there exist
permutations C and P such that
CTAP D

L11 0
L21 In−k
 
U11 U12
0 0

; (2.4)
where L11 is the unit lower triangular and U11 is the nonsingular and upper
triangular.
In other words, when rank.A/ D k, the Schur complement of any rank k submatrix
of A is zero. Hence the rank of A is revealed by either of the factorizations above.
Now we return to the nearly singular case, when
1.A/ >    > k.A/  kC1.A/ >    > n.A/ > 0:
Theorem 2.7 shows that the blocks A11 and U22 in SC(k) still hold the key infor-
mation needed to estimate the gap between k.A/ and kC1.A/.
Theorem 2.7. Let A 2 Rnn and k be an integer .1 6 k < n/. If the SC(k) factor-
ization of A (2.1) exists, then we always have
kU22k2 > kC1.A/ (2.5)
and
min.A11/ 6 k.A/: (2.6)
Proof. Inequality (2.6) is obvious from the interlacing property of the singular val-
ues [9, p. 269]. For (2.5), we assume rank.A/ > k.
Let
D 

A11 A12
ZA11 ZA12

:
Then rank.D/ 6 k. Consequently [9, p. 19],
kU22k2 D kA − Dk2 > min
rank B6k
kA − Bk2 D kC1.A/: 
It is interesting to observe here that the same inequalities are true for a QR factor-
ization of A if we replace A11 by R11 in (2.6), and U22 by R22 in (2.5).
This result eventually leads us to prove the existence of rank-revealing LU fac-
torizations by judiciously choosing a particular k  k submatrix of A. This is done
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so that the gap between the smallest singular value of this submatrix and the 2-norm
of its Schur complement in A will be widened enough to reveal a large existing gap
between k.A/ and kC1.A/.
3. Rank-revealing SC and LU factorizations
In this section, we prove the existences of the two rank-revealing factorizations,
Theorems 3.8 and 1.2.
The concept of the local maximum volume is the backbone of the primary pivoting
strategy used in many recent rank-revealing decomposition algorithms [11,13,17,18].
We present the definitions first.
Definition 3.1. Let A 2 Rmn, and 1 > 2 >    > p > 0 .p D min.m; n// be
the singular values of A. The volume of A is defined as
vol.A/ D 1.A/2.A/    p.A/: (3.1)
Thus the volume of a square matrix is the absolute value of its determinant. Notice
that (3.1) differs from that of Ben-Israel [1] in that it is equal to zero when the matrix
is not of full rank.
Definition 3.2. Let A 2 Rmn and B be a submatrix of A formed by any k columns
(rows) of A. vol.B/. =D 0/ is said to be a local maximum volume in A, if
vol.B/ > vol.B 0/ (3.2)
for any B 0 that is obtained by replacing one column (row) of B by a column (row) of
A which is not in B.
To determine if a submatrix B has a local maximum volume, one only needs to
compare its volume with the volumes of k.n − k/ (k.m − k/) neighboring subma-
trices (they differ from B in exactly one column (row)). In [13,17,18], we found
that using the local maximum volume is sufficient for developing a pivoting strategy
for obtaining rank-revealing QR factorizations. We will see that this is the case for
rank-revealing LU factorizations as well.
In practice, (3.2) should be replaced by
 vol.B/ > vol.B 0/; (3.3)
where  > 1 is a user-controlled parameter to avoid an infinite loop caused by round-
ing error. For example, we may choose  D 1 C u, where u is the machine precision.
Furthermore, we can choose  even larger to relax the final bounds and speed up the
algorithm. See [2,3,17,18] for details. Note that if  > 1, vol.B/ is no longer the
maximum even in the “local” sense among all possible submatrices of A. Because
of the theoretical and practical importance of , we shall say that vol.B/ is a local
-maximum volume in A if (3.3) is satisfied.
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Lemma 3.3. Let
A D
 k
A1
A2

k
n − k
be an n  k matrix, with n > k. Then∥∥∥A2A−11
∥∥∥
2
6
p
k.n − k/  (3.4)
provided that vol.A1/ is a local -maximum in A.
Proof. Let M D A2A−11 so that
I
M

A1 D

A1
A2

: (3.5)
We show first that jMij j 6 . For Mi;j =D 0, we interchange the ith row of M with
the jth row of I in

I
M

and we denote the new matrix as

I 0
M 0

: According to (3.5),
if the submatrix A1 has a local -maximum volume in A, then so must the subma-
trix I in

I
M

. Thus, vol.I 0/ 6 vol.I/, which implies jMi;j j 6 : Finally, kMk2 6
kMkF 6 pk.n − k/: 
Consequently the following lemma [10,11] is true.
Lemma 3.4. Let
Q D
 k
Q1
Q2

k
n − k
be an n  k orthonormal matrix, with n > k: Then
min.Q1/ >
1p
k.n − k/2 C 1 (3.6)
provided that vol.Q1/ is a local -maximum in Q.
Lemma 3.5. Let
A D
 k
A1
A2

k
n − k
be an n  k matrix, with n > k. Then
min.A1/ >
1p
k.n − k/2 C 1k.A/; (3.7)
provided that vol.A1/ is a local -maximum in A.
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Proof. Assume the QR factorization of A
A1
A2

D

Q1
Q2

R; (3.8)
where

Q1
Q2

is n  k. Since vol.Q1/ vol.R/ D vol.A1/ and vol.A1/ is a local
-maximum in A, then vol.Q1/ must be a local -maximum in

Q1
Q2

. By Lemma
3.4, it follows that
min.A1/ > min.Q1/min.R/ >
1p
k.n − k/2 C 1k.A/: 
To prove our main result, we need the following two theorems. The first was
previously established on the existence of rank-revealing QR [5,11,13,17,18]. The
second is new to the author. It connects the rank-revealing LU with rank-revealing
QR.
Theorem 3.6. For a matrix A 2 Rnn and an integer k .1 6 k < n/; there exists a
permutation matrix P 2 Rnn such that
AP D Q

R11 R12
0 R22

; (3.9)
where min.R11/ and kR22k2 are bounded by
k.A/ > min.R11/ >
1p
k.n − k/2 C 1k.A/ (3.10)
and
kC1.A/ 6 kR22k2 6
q
k.n − k/2 C 1kC1.A/: (3.11)
Furthermore, the permutation P is obtained so that the volume of the first k columns
of AP is a local -maximum in A.
Bounds (3.10) and (3.11) can be obtained by Lemma 3.4 with an argument similar
to the one used in [13] to establish the existence of rank-revealing QR. The same
bounds are also proved in [11].
Theorem 3.7. For any orthogonal matrix Q 2 Rnn and an integer k .1 6 k < n/;
there exists a permutation matrix C 2 Rnn such that
CQ 

P11 P12
P21 P22

D

Ik 0
Z In−k

P11 P12
0 S

; (3.12)
with Z D P21P−111 and S D P22 − ZP12; where min.P11/ and kSk2 are bounded by
min.P11/ >
1p
k.n − k/2 C 1 (3.13)
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and
kSk2 6
q
k.n − k/2 C 1: (3.14)
Furthermore, the permutation C is obtained so that vol.P11/ is a local -maximum
in the first k columns of Q.
Proof. Let Q in (3.12) be partitioned in the same way as P. If C is obtained so that
C

Q11
Q21

D

P11
P21

; (3.15)
where vol.P11/ is a local -maximum in

P11
P21

, by Lemma 3.4 bound (3.13) is true.
For (3.14), first observe that S D P−T22 due to the orthogonality of P, which can be
verified as follows:
P22 − P21P−111 P12

P T22 D P22P T22 C P21P−111
(
P11P
T
21
 D In−k:
Then by the C–S decomposition theorem [9] for a partitioned orthogonal matrix,
min.P11/ D min.P22/ and thus (3.14) is a consequence of (3.13). 
Now we are ready to present our main theorem: the existence of rank-revealing
SC factorizations.
Theorem 3.8. For a matrix A 2 Rnn and any integer k .1 6 k < n/; there exist
permutation matrices C and P such that
CTAP 

B11 B12
B21 B22

D

Ik 0
Z In−k
 
B11 B12
0 U22

; (3.16)
where Z D B21B−111 ; U22 D B22 − ZB12 and
k.A/ > min.B11/ >
1
k.n − k/2 C 1k.A/; (3.17)
kC1.A/ 6 kU22k2 6

k.n − k/2 C 1

kC1.A/: (3.18)
Furthermore, the permutation P is obtained so that the volume of the first k columns
of AP is a local -maximum in A, and then the permutation C is obtained so that
the first k rows, vol.B11/; is a local -maximum in the first k columns of AP.
Proof. First, for a given matrix A 2 Rnn, by Theorem 3.6, there exists a per-
mutation matrix P such that the volume of the first k columns of AP is a local
-maximum in A. Hence, (3.9), (3.10) and (3.11) are true. Second, for the orthogonal
matrix Q in (3.9) there exists a permutation matrix C by Theorem 3.7 such that the
volume of P11 is a local -maximum in the first k columns of Q. Hence, (3.12),
(3.13) and (3.14) are true. Thus,
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CTAPD

Ik 0
Z In−k
 
P11 P12
0 S
 
R11 R12
0 R22



Ik 0
Z In−k
 
B11 B12
0 U22

:
Since min.P11R11/ > min.P11/min.R11/ and kSR22k2 6 kSk2kR22k2, the right-
hand sides of (3.17) and (3.18) are proved. The left-hand sides of (3.17) and (3.18)
are proved in Theorem 2.7. 
Now the existence of rank-revealing LU factorizations, Theorem 1.2, is a cor-
ollary of Theorem 3.8 by Lemma 2.3. Note as well that since the first k columns of
AP are

Q11
Q21

R11 (see (3.9)), one can select a submatrix having a local -maximum
volume from the first k columns of either AP or Q.
From now on, for a matrix A and an integer k .1 6 k < n/, we call (3.16) a rank-
revealing SC(k) factorization (or RRSC(k)) of A, provided that (3.17) and (3.18) are
true. We call (1.4) a rank-revealing LU(k) factorization (or RRLU(k)) of A, provided
that (1.5) and (1.6) are true. Note that in all the bounds we derived, the parameter
 > 1 can be freely chosen. (It is easy to incorporate a  factor into (1.5) and (1.6).)
4. Column selection via Gaussian elimination—RRLU algorithms
By the preceding theory, to find an RRSC(k) or RRLU(k) factorization of a matrix
A 2 Rnn with k .1 6 k < n/ is to find the two permutation matrices. One can first
select a subset of k columns that has a local -maximum volume in A, then select a
subset of k rows with a local -maximum volume in the selected k columns. Thus,
the problem is reduced to that of selecting a subset of k columns from a matrix
A 2 Rmn that has a local -maximum volume in A. By Lemma 3.5 the minimal
singular value of the selected submatrix is relatively large. This problem is known
as the subset selection problem [9] and has extensive applications in statistics and
economics [8]. At least two algorithms for this problem based on the RRQR method
have been proposed in the past [5,11,17,18]. In this section, we shall introduce two
new algorithms for the same purpose using instead Gaussian elimination: the first
one selects an m  m square submatrix of an m  n matrix with m < n; the second
one selects k columns from an m  n matrix with k < min.m; n/.
4.1. Square submatrix with a local -maximum volume
Let A 2 Rmn with m < n and rank.A/ D m. We introduce an algorithm that
selects an m  m submatrix having a local -maximum volume in A. It begins with
the LU factorization with the conventional column pivoting (Gaussian elimination)
CAP D LTU1; U2U; (4.1)
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Fig. 1. Permuting the 2nd column to the last in U1.
where P is a permutation matrix, L a unit lower triangular and U1 is a square upper
triangular. The permutation matrix C is initialized as an identity matrix. Since A has
full row rank, we may assume that jukkj > jukj j and jukkj > 0 for k < j 6 n and
k D 1; : : : ;m in (4.1).
The initial LU factorization with conventional column pivoting is followed by the
block pivoting phase. Every column of U1 is permuted to the mth (the last) column of
U1, and the permuted U1 is re-triangularized by Gaussian elimination. The updated
triangular matrix U1 shall satisfy the condition
jummj > kum;1Vnk1: (4.2)
When it fails, a column interchange between blocks U1 and U2 is necessary to re-
store condition (4.2). Whenever such a column interchange is invoked, the procedure
of permuting every column of U1 to the last column is repeated, until there is no
more invocation of inter-block column exchange and every column of U1 has been
permuted to the mth column of U1, i.e., a block pivoting is completed. It is easy
to see that at the end of the complete block pivoting, the product LU1 has a local
-maximum volume in CA. Equivalently, the square submatrix C−1LU1 of A has a
local -maximum volume in A.
The following two points clarify the implementation of the block pivoting phase.
1. Efficient successive column swapping: To reduce the computation cost of re-trian-
gularization, the permutation of each column to the last should be done through a
sequence of successive interchanges of neighboring columns so that the resulting
matrix is upper Heisenberg. For example, when the second column of U1 is to be
permuted to the last, we permute the columns of U1 in the fashion shown in Fig. 1.
2. Use of row pivoting in re-triangularization: To avoid zero or near zero pivots
in re-triangularization, we use row pivoting. The row permutation in TU1; U2U is
equivalent to a same row permutation in A, i.e.,
P.i; i C 1/CAP D P.i; i C 1/LP.i; i C 1/P .i; i C 1/TU1; U2U; (4.3)
where P.i; i C 1/ is the interchange matrix and (4.1) is the step before we ap-
ply the row permute. After the permutation, we must eliminate the subdiagonal
element and restore P.i; i C 1/LP.i; i C 1/ to unit lower triangular. To illustrate
this process, we focus on the .i; iC1/  .i; iC1/ blocks of matrices P.i; iC1/
LP.i; iC1/ and P.i; i C 1/TU1; U2U in (4.3):
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1 f
0 1
 
b 
a 

D

1 f
0 1
 
1=.1 C f t/ −f
t=.1 C f t/ 1



1 f
−t=.1 C f t/ 1=.1 C f t/

b 
a 

D

1 0
t=.1 C f t/ 1
 
b C f a 
0 

(4.4)
where t D a=b. Here the multiplication of 2  2 blocks should be understood
as the multiplication of the entire matrices these blocks belong to, and the two
inserted blocks in the second row of (4.4) are embedded in two identity matrices.
We summarize the algorithm as follows.
Algorithm 1. Given a full row rank m  n matrix A with m < n, this algorithm
finds an m  m submatrix of A that has a local -maximum volume in A by using
Gaussian elimination with block pivoting.
Phase 1. Initialization: CAP D LTU1; U2U  LU by Gaussian elimination with
column pivoting, where L is unit lower triangular, U1 the upper triangular, P a per-
mutation matrix and C is the identity matrix. Set j VD m − 1.
Phase 2. Block pivoting:
Step 1: If j D 0, exit algorithm.
Step 2: Permute the jth and mth columns of U1 as described in Fig. 1; restore the LU
factorization in the way described in (1) and (2); update the corresponding
matrices.
Step 3: Let
jum;l j D k.um;m; um;mC1; : : : ; um;n/k1
If jum;mj > jum;l j, set j VD j − 1.
Otherwise, interchange the mth and lth columns; update P; reset j VDm−1.
Step 4: Go back to Step 1.
The complexity of Algorithm 1 is as follows. A complete block pivoting, with no
interruption by a column interchange between U1 and U2, requires
m−1X
iD1
m−1X
jDi
.2.n − j/ C 2.m − j//  m2n − .1=3/m3
operations in the case that there is no row permutation invoked. In the other extreme
case that a row permutation is invoked at every step of re-triangularization, the cost
is
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m−1X
iD1
m−1X
jDi
.5.n − j/ C 5.m − j//  .5=2/m2n − .5=6/m3:
A practically better choice is to permute only when a 6 b  γ for some γ < 1. We
call it the controlled pivoting scheme. We found that the control ratio a=b D 0:01 re-
duces the number of row permutes so dramatically that one complete block pivoting
is as fast as without pivoting. Table 1 provides a comparison of the approximate
floating point operation counts between Algorithm 1 with controlled row pivoting
and its RRQR counterpart [17,18]. According to our MATLAB testing (on a Sun
SPARCstation 5/170), Algorithm 1 is roughly twice as fast as the corresponding QR
type algorithm (with an updated Q) depending on the number of row swaps during
row pivoting and the number of inter-block column exchanges that actually occur.
From the table we can see that this Gaussian elimination approach is even faster
than the orthogonal approach without an explicit Q in both Phase 1 and per complete
block pivoting.
4.2. Rectangular submatrix having a local -maximum volume
Let A 2 Rmn and rank.A/ > k .k < min.m; n//. We introduce an algorithm that
gives a submatrix of A with k columns and has a local -maximum volume in A.
Note that the submatrix is not a square one. The basic idea lies in the link to the
square matrix ATA. We use the LU(k) factorization of ATA to do “symmetric block
pivoting” such that the upper-left corner k  k block has a local -maximum volume
among all k  k principal submatrices of ATA.
The initial phase uses ordinary diagonal pivoting to get an uncompleted LU (or
LU(k)) factorization of ATA, i.e.,
PTATAP D LU 

L11 0
L21 In−k
  k n − k
U11 U12
0 U22

k
n − k; (4.5)
where L11 is unit lower triangular and U11 is upper triangular.
The second phase is called symmetric block pivoting. By symmetry we mean that
every time we apply a permutation on the right side of U, we apply its transpose on
Table 1
Operation counts of Algorithm 1 with controlled pivoting ratio D 0:1 and the RRQR method (m < n)
Phase 1 Phase 2, per complete block pivoting
U nm2 − m3=3 2.nm2=2 − m3=3/
L .2=3/m3 m3=3
Algorithm 1 nm2 C m3=3 nm2 − m3=3
R 2.nm2 − m3=3/ 3nm2 − 2m3
Q .4=3/m3 6.2=3/m3
QR 2.nm2 C m3=3/ 3nm2 C 2m3
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the left side of L, and vice versa. By “block pivoting” we mean that the pivoting is to
increase the volume of U11 until it cannot be increased further by interchanging any
column in the first k columns of U with any column in the last .n − k/ columns of U.
Then, by the definition of a local -maximum volume, at the termination of Phase
2, the subset of the first k columns of AP has a local -maximum volume in A.
The substeps of the second phase are similar to that of Algorithm 1. Every column
of U11 is permuted to its kth (last) column position, and then both L and U are re-tri-
angularized. After re-triangularization, we check if an inter-block column exchange
can increase the volume of U11. The details of the second phase are described in the
following.
1. Cyclic interchange scheme: We use the same swapping scheme illustrated in Fig. 1
to permute each column of U11 to its last column, and permute the corresponding
rows of L11. Every neighboring column and row interchange ((4.6) and (4.7)) is
followed immediately by a restoration procedure ((4.7) and (4.8)). Since both L
and U need to be re-triangularized, we suggest the interchange scheme illustrated
in Fig. 2.
Fig. 2. Cyclic row and column interchange of L11U11.
214 C.-T. Pan / Linear Algebra and its Applications 316 (2000) 199–222
2. The restoration proceeds as follows:
i=h 1
1 0
 
hi h2
j2 0

(4.10)
D

i=h 1
1 0
 
hi= 1
j2= −i=h
 
i=h 1
j2= −hi=

hi h2
j2 0

D

1 0
hi= 1

 hi
0 h2j2=

(4.11)
where  D i2 C j2. Note that in this case even if jhij < j2, a row interchange is
not necessary since the matrix LU is positive definite.
3. Inter-block column exchange procedure: This is done in four steps. Suppose that
the lth and kth columns of U (l > k) are to be interchanged.
(a) Interchange the lth and .k C 1/th columns of U if l > k C 1. That is,
P.k C 1; l/LUP.k C 1; l/
D .P .k C 1; l/LP.k C 1; l//.P .k C 1; l/UP.k C 1; l//  LU;
obviously, the resulting product LU is still an incompleted LU factorization.
(b) Interchange the kth and .k C 1/th columns of U and restore U. That is,
P.k; k C 1/LUP.k; k C 1/
D

P.k; k C 1/LE−1

.EUP.k; k C 1//  LU;
where E D In − eTk [9] is an elementary matrix that annihilates the unwanted
nonzero entries in the kth column of UP.k; k C 1/. It follows that the matrix
LE−1 is still unit lower triangular with its .2; 2/ block being an identity ma-
trix. Thus, the only place that needs to be restored in the final factorization
LU is the 2  2 submatrix in the kth and .k C 1/th rows and columns of
P.k; k C 1/LE−1 D L.
(c) Restore L. To repair the dashed box in Fig. 3, we use the following insertion:
f 1
1 0
  
0 

D

f 1
1 0
 
1=f 1
0 −f
 
f 1
0 −1=f
 
0 

:
However, after this insertion, the resulting lower triangular matrix will have
some fill-in in the first column of its lower-right identity matrix.
Fig. 3. L when k D 2.
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(d) Restore the lower-right corner block submatrix of L.
Let
 D .
kC1z }| {
0; : : : ; 0; lkC2;kC1; : : : ; ln;kC1/T:
If we insert the following identity matrix,(
In − eTkC1
 (
In C eTkC1

;
the fill-in in the .k C 1/th column will be cleared up.
4. Finally, we check to see if an inter-block column exchange can increase the vol-
ume of U11. Since this is mathematically equivalent to a column pivoting test in
ordinary QR factorization, or a diagonal pivoting test in RTR, all we need to do
is to compare the inner products: L.i; k V n/U.k V n; i/ for i D k; : : : ; n, where L
and U are obtained after each time a column of U11 is permuted to its kth column
as described in (1)–(3).
Algorithm 2. Given an n  n matrix A with rank.A/ > k (k < n), this algorithm
finds an n  k submatrix of A, that has a local -maximum volume in A, by using
Gaussian elimination with block pivoting.
Phase 1. Initialization: Form H  ATA and find the kth uncompleted LU fac-
torization of H, PTHP D LU, by Gaussian elimination with symmetric diagonal
pivoting (4.5). Set j VD k − 1.
Phase 2. Block pivoting:
Step 1: If j D 0, exit algorithm.
Step 2: Permute the jth and kth columns (rows) of U (L) and re-triangularized them
as described in Fig. 2 and the associated Steps (1)–(3); update the corre-
sponding matrices.
Step 3: Let si D L.i; k V n/U.k V n; i/ and
maxfsi j i D k; : : : ; ng D sl .
If 2sk > sl , set j VD j − 1.
Otherwise, interchange the kth and lth columns (rows) or U (L), and restore
the LU factorization according to the steps described in (4). Update the
corresponding matrices. Reset j VD k − 1.
Step 4: Go back to Step 1.
We implemented this algorithm in MATLAB, and the results are exactly the
same as those obtained with QR block pivoting A in [17,18]. Specifically, the same
set of columns is selected and the numbers of inter-block exchanges are the same
when a same  is used in both algorithms. However, it is slower than the RRQR
method.
In fact, the cost of Algorithm 2 can be reduced by half if we exploit the positive
definite property of ATA by using LDLT(k) instead of LU(k) factorizations. Table
2 provides comparison in operation counts between the LDLT(k) version and the
RRQR method. It is easy to see that for one complete block pivoting, the LDLT(k)
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Table 2
Complexity of Algorithm 2 (LDLT version) and the RRQR method (k < min.m; n/)
Phase 1 Phase 2, per complete block pivoting
Form ATA mn2
LU(k) n2k − nk2 C k3=3 .5=6/.3n − 2k/k2
Algorithm 2 mn2 C n2k − nk2 C k3=3 .5=6/.3n − 2k/k2
R(k) only 4.mnk − .m C n/k2=2 C k3=3/ .3n − 2k/k2
Q(k) 4.m2k C k3=3 − mk2/ 3nk2
QR(k) 4.m.m C n/k − .3m C n/k2=2 C 2k3=3/ .6n − 2k/k2
version of Algorithm 2 will be faster than using plane rotation, even when Q is not
explicitly updated.
To compare the operation counts of Phase 1 for these two methods, we first claim
the following.
Proposition 4.1. Let k;m; and n be positive integers such that k < min.m; n/; and
define
f .m; n; k/D4

mnk − .m C n/k2=2 C k3=3

−

mn2 C n2k − nk2 C k3=3

:
Then f .m; n; k/ > 0 if m > .t/k; where .t/ D .t2 C t − 1/=.t2 − 4t C 2/, t 2
.1; 2 C p2/ and n D tk.
Notice that .2/ D 2:5. It means that even when n D 2k, m > 2:5k or m > 1:25n
for a set of large enough m;n; and k, the cost of Phase 1 of Algorithm 2 is less
than that of the initial QR(k) of A with the conventional column pivoting but with-
out explicitly forming the product of the k Householder matrices. Note also that
.t/ < 2:5; t < 2. According to our MATLAB experiments, Algorithm 2 is faster
than its RRQR version for a reasonably large enough m when the number of columns
being selected is more than half the number of the available columns.
4.3. RRLU algorithms and a numerical example
We can combine the methods proposed in the previous section to design an LU
type algorithm to find RRSC(k) or RRLU(k) factorizations.
Algorithm 3. Given an n  n matrix A, and an integer k .1 6 k < n/, assuming
rank.A/ > k, this algorithm finds permutation matrices P and C such that (3.16)–
(3.18) are true.
1. Use Algorithm 2 to find a permutation matrix P such that vol..AP/V;1Vk/ is a
local -maximum in A.
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2. Use Algorithm 1 to find a permutation matrix C such that vol..CTAP/1Vk;1Vk/ is
a local -maximum in .AP/V;1Vk .
3a. Find the unique SC(k) factorization of CTAP, to obtain an RRSC(k) factoriza-
tion of A.
3b. Perform k steps of the usual Gaussian elimination algorithm on CTAP with the
necessary permutes within the first k rows and columns. The resulting LU(k)
factorization is an RRLU(k) factorization of A.
The algorithms are implemented in MATLAB and tested with the following prob-
lem. Assume a control parameter  D 1 C 1:0  10−6:
Example 4.2. Let A 2 R1010 be
A D H10RH10; (4.12)
where
H10 D I − 0:2eeT;
with
eT D .1; 1; : : : ; 1/
and
R D diagT100; 10; 8; 4; 1; 0:02; 0:01; 0:005; 0:001; 0:00001U:
For k D 1; : : : ; 9, we computed an RRLU(k) of A together with min.L.k/11 U.k/11 /
and kU.k/22 k. The experiments support the claims in (1.5) and (1.6) (Tables 3 and 4).
Note that  .n; k/ D k.n − k/2 C 1. We also computed an RRQR(k) of A together
with min.R.k/11 / and kR.k/22 k. The results are presented in Figs. 4 and 5 along with
those from LU(k). Note that the RRQR results (dashed lines) are tighter (closer to-
gether) than those from RRLU (solid lines) of A in general. But these margins are
both relatively small.
5. Final remarks
1. We have developed an existence theory for rank-revealing LU factorizations
which is parallel to that of rank-revealing QR factorizations developed in [5,11,13,
17,18]. By using the “local -maximum volume” concept, we have unified these two
theories.
2. Let the matrix A be nearly of rank k, i.e., there exists " > 0 and a matrix E such
that rank.A − E/ D k, and kEk2 < ".
What we have shown here is essentially the following: we can choose a k  k
submatrix of A, that has a “relatively” large volume such that its Schur complement
is nearly a zero matrix. This is useful in many applications, where the matrix A is
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Table 3
Inequality (1.5) in Example 4.2
k k.A/ min.L
.k/
11 U
.k/
11 k.A/= .n; k/
1 100.00000 64.92144 9.9999
2 10.00000 5.97340 0.58823
3 8.00000 2.48075 0.36363
4 4.00000 0.48550 0.15999
5 1.00000 0.20720 0.03846
6 0.02000 0.00718 0.00080
7 0.01000 0.00380 0.00045
8 0.00500 0.00147 0.00029
9 0.00100 0.00023 0.00010
Table 4
Inequality (1.6) in Example 4.2
k kC1.A/ kU.k/22 k  .n; k/ kC1.A/
1 10.00000 10.70160 100.00000
2 8.00000 9.00198 136.00013
3 4.00000 5.79589 88.00008
4 1.00000 3.40740 25.00002
5 0.02000 0.04986 0.52000
6 0.01000 0.01384 0.25000
7 0.00500 0.00974 0.01100
8 0.00100 0.00183 0.01700
9 0.00001 0.00006 0.00010
sparse or rich in structure [10]. Notice that RRSC preserves a large portion of A while
Partial SVD and RRQR do not,2
Ak D A − E D

A11 A12
A21 A21A
−1
11 A12

D

A11
A21

A−111
(
A11 A12

; (5.1)
where
kEk2 6 .k.n − k/ C 1/kC1.A/:
From this point of view, we now re-examine the matrix W of (1.1). Among its
n2 submatrices of size n − 1, the one having largest volume is the one obtained by
deleting the first column and last row of W,
2 The last decomposition in (5.1) is called a skeleton decomposition of a rank k matrix in [10]. However,
their results are based on a pseudo-skeleton component in which A−111 is replaced by a chosen k  k matrix
G of choice.
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Fig. 4. Data from Table 3 and from RRQR: .... k.A/; |  min.L.k/11 U.k/11 /; | k.A/= .n; k/;9999  min.R11/; 9999 k.A/=
p
 .n; k/).
Fig. 5. Data from Table 4 and from RRQR: .... kC1.A/; |  kUk/22k2; |  .n; k/kC1.A/;
9999  kR.k/22 k2; 9999
p
 .n; k/kC1.A/.
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V D
0
BBBB@
−1 −1    −1
1 −1    −1
0
.
.
.
.
.
.
:::
1 −1
1
CCCCA : (5.2)
It is easy to see that
vol.V / D 2n−2
and that the Schur complement of V is −.2/2−n. Therefore,
n.W/ < 22−n;
and
n−1.W/ > min.V / D
p
2:
Furthermore, if we redefine
W.n; 1/ D −.2/2−n;
we will have an n  n matrix with exact rank .n − 1/ that approximates the original
matrix W.
Finally, we summarize the three low-rank matrix approximation methods in
Table 5, where  .n; k/ D k.n − k/2 C 1.
Among the three methods, PSVD is the most expensive one (see [7, p. 133] and
[2,3] for detail). To get a RRQR(k), the orthogonal version of Algorithm 2 is suffi-
cient; to get RRSC(k) or RRLU(k), both Algorithms 1 and 2 are needed. Therefore,
according to the comparisons stated earlier, Algorithm 3 costs more than RRQR(k)
without an explicit Q. However, with an explicitly computed Q, which is needed
in obtaining an approximation matrix, RRQR(k) will cost much more than Algo-
rithm 1 for Phase 1 or for a complete block pivoting. Then, RRSC(k) is probably the
computationaly cheaper of the three methods.
3. Algorithm 2 without the beginning part, forming ATA, can be viewed as a
new reliable rank-revealing Cholesky factorization algorithm for positive definite
matrices with numerical rank k [12].
Table 5
Comparison of three low-rank matrix approximations
Ak kA − Akk2
PSVD
Pk
1 iuiv
T
i
D kC1.A/ min.Ak/ D k.A/
RRQR Q

R11 R12
0 0

6
p
 .n; k/kC1.A/ min.R11/ > 1p.n;k/ k.A/
RRSC

A11
A21

A−111
(
A11 A12

6  .n; k/kC1.A/ min.A11/ > 1.n;k/ k.A/
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4. Alternative implementations and modification of Algorithm 2 to exploit a spe-
cial structure such as a sparse structure of a matrix are under investigation. Since the
complexity and stability are directely associated with algorithm implementations,
the statements or comments made here on complexity and stability of the algorithms
are to be elaborated with implementation details.
Acknowledgements
The author would like to thank Tony Chan for his valuable comments and refer-
ences related to this work while he was visiting us in November 1995. The author
also wishes to thank the referees and Greg Ammar whose comments and suggestions
have stimulated the efforts to improve the quality of this paper.
References
[1] A. Ben-Israel, A volume associated with m  n matrices, Linear Algebra Appl. 167 (1992) 87–111.
[2] C.H. Bischof, G. Quintana-Orti, Codes for rank-revealing QR factorizations of dense matrice, ACM
Trans. Mathematical Software 24 (1998) 254–257.
[3] C.H. Bischof, G. Quintana-Orti, Computing rank-revealing QR factorizations of dense matrice,
ACM Trans. Mathematical Software 24 (1998) 226–253.
[4] T.F. Chan, On the existence and computation of LU-factorizations with small pivots, Math. Comp.
42 (1984) 535– 547.
[5] S. Chandrasekaran, I. Ipsen, On rank-revealing QR factorizations, SIAM J. Matrix Anal. Appl. 15
(1994) 592–622.
[6] R.W. Cottle, Manifestations of the Schur complement, Linear Algebra Appl. 8 (1974) 189–211.
[7] J.W. Demmel, Applied Numerical Linear Algebra, SIAM, Philadelphia, PA, 1997.
[8] G.H. Golub, V. Klema, G.W. Stewart, Rank degeneracy and least-squares problems, Technical
Report TR-456, Department of Computer Science, University of Maryland, MD, USA, 1976.
[9] G.H. Golub, C.F. VanLoan, Matrix Computations, second ed., Johns Hopkins University Press,
Baltimore, MD, USA, 1989.
[10] S.A. Goreinov, E.E. Tyrtyshnikov, N.L. Zamarashkin, A theory of pseudoskeleton approximations,
Linear Algebra Appl. 261 (1997) 1–22.
[11] M. Gu, S.C. Eisenstat, An efficient algorithm for computing a strong rank-revealing QR factoriza-
tion, SIAM J. Sci. Comput. 17 (1996) 848–869.
[12] N.J. Higham, Analysis of the Cholesky decomposition of a semi-definite matrix, in: M.G. Cox,
S.J. Hammarling (Eds.), Reliable Numerical Computation, Oxford University Press, Oxford, 1990,
pp. 161–185.
[13] Y.P. Hong, C.-T. Pan, Rank-revealing QR factorizations and the singular value decomposition, Math.
Comp. 58 (1992) 213–232.
[14] R.A. Horn, C.A. Johnson, Matrix Analysis, Cambridge University Press, New York, 1985.
[15] T.-M. Hwang, W.-W. Lin, D. Pierce, Improved bound for rank-revealing LU factorizations, Linear
Algebra Appl. 261 (1997) 173–186.
[16] T.-S. Hwang, W.-W. Lin, E.K. Yang, Rank revealing LU factorizations, Linear Algebra Appl. 175
(1992) 115–141.
[17] C.-T. Pan, P.T.P. Tang, Bounds on singular values revealed by QR factorizations, Technical
Report MCS-P332-1092, Argonne National Laboratory, Mathematics and Computer Science Di-
vision, 1992.
222 C.-T. Pan / Linear Algebra and its Applications 316 (2000) 199–222
[18] C.-T. Pan, P.T.P. Tang, Bounds on singular values revealed by QR factorizations, BIT 39 (1999)
740–756.
[19] G. Peters, J.H. Wilkinson, The least-squares problem and pseudo-inverses, Comput. J. 13 (1970)
309–316.
[20] G.W. Stewart, Matrix Algorithms – vol. I. Basic Decompositions, SIAM, Philadelphia, PA, 1998.
