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ABSTRACT
Molecular Dynamics simulations have been used to follow the rate of growth and
recession of the prismatic surface of a hexagonal ice-water interface. The fluctuating
charge, four-site transferable intermolecular potential model, TIP4P-FQ, was used at
temperatures between 265 K and 310 K in a series of isobaric isothermal (NPT)
Molecular Dynamics simulations. Using appropriate order parameters, an interface
response function that captures the speed of the moving interface as a function of
temperature was constructed that covers the melting and growth of hexagonal ice.
From the interface response function (Tv=0), the melting temperature was found to be
303 ± 8 K and the maximum crystallization velocity was estimated to be ~1 m/s at
260 K (14% undercooling; in line with the kinetics of other systems such as Si).
Changing the Lennard-Jones σparameter from 3.159Å to 3.173 Å, in line with a
previous parameterization by Rick, confirms results from Gibbs-Duhem integration
that predicted a reduction in the melting temperature to 276 K. While this value
corresponds well with experiments, given the relative simplicity of the model, it
comes at the expense of accurately predicting the properties of liquid water.
Crystallization from the prism interface involves at least two layers, as determined by
density and dipole analysis and is in line with results found from previous TIP6P
results.
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1Chapter 1
Introduction
The kinetics of crystallization at an interface is difficult to investigate experimentally.
The interface between solid and liquid is very thin, less than 10 Å wide, and maintains
a steady balance of adsorbing and desorbing molecules even at equilibrium conditions;
outside of those conditions it is either growing or melting. One of the best known
examples of crystallization is the transition of liquid water to solid ice.
Preventing or encouraging the crystallization of water has many applications.
It is crucial to prevent ice growth on airplane wings during flight [1]. Quick freezing
of foods prevents formation of ice crystals and maintains food quality and flavor [2].
Some insects and fish have anti-freeze proteins that inhibit ice growth, preventing cell
membrane rupture during cold seasons [3]. Gas hydrates, in which small molecules
such as methane or carbon dioxide are trapped in a crystalline clathrate cage of water
molecules, can be viewed as a hazard through unwanted crystallization in gas
transmission lines and an environmental threat through sudden melting with the
subsequent release of greenhouse gases [4]. Hydrates can also provide a potential
source of energy by the release of the entrapped natural gas or as a route to
sequestering carbon dioxide as a potential carbon sink. While water is one of the best
studied chemicals on the planet, basic characteristics of water, such as the hydrogen
bonding structure of its first coordination shell, are still uncertain [5–8]. More needs
to be known about the crystallization and interface characteristics of water to better
understand freezing processes.
2The existence of anisotropy in the crystal growth of ice at different interfaces
has only recently begun to be explored [9]. While the melting temperature of the
different faces of ice is the same, the rate at which crystallization happens is
dissimilar, as are the mechanisms of melting. These differences have not been fully
characterized.
Computer simulation techniques provide a better understanding of the solid-
liquid interface of water. Using Molecular Dynamics simulations to study the
movement of water molecules, time can be modeled on a femtosecond timescale,
allowing detailed information on structure and properties to be analyzed at the atomic
level. Simulations of significantly sub-cooled liquids or very fast reactions pose no
significant challenge. However, Molecular Dynamics simulations also have several
drawbacks. Computing power limits simulations to several thousand molecules for
times no longer than a few nanoseconds. Nevertheless, these simulations can yield
valuable information that experiments lack the delicacy to divulge.
1.1 Motivation
As one of the most ubiquitous chemicals on the planet, water has been simulated using
dozens of computer models [10] for hundreds of purposes in a variety of conditions,
from carbon nanotube interaction [11] to involvement in protein structure [12] to
supercritical hydrolysis of cellulose [13]. A model’s ability to calculate known
properties at different conditions for which it was not initially parameterized to predict
is a common measure of the effectiveness and robustness of a model. Despite the
plethora of models, none is clearly superior, leading to continued efforts to find better
models.
3The TIP4P-FQ model for water-water interaction [14] is relatively new. The
dipole moment of water is different in different phases [15–17], and the fluctuating
charge can effectively model this characteristic, making it a potential improvement
over other models for use in situations involving phase changes [14]. While several
properties of TIP4P-FQ water have been established [18], the melting temperature of
the common hexagonal ice polymorph has not yet been established. This thesis will
determine the melting temperature of this model to assist in the determination of the
usefulness of this model for low-temperature situations.
The kinetics of water crystallization are largely unknown. The difficulties of
maintaining a sub-cooled liquid make development of empirical results an ordeal. The
velocities of a solid-liquid interface for a range of temperatures, known as the
interface response function, can be determined using Molecular Dynamics [19]. The
first interface response function of water using Molecular Dynamics was completed
recently [9], and only for a small interval of temperatures. While the stable solid-
liquid interface has been well characterized using a variety of models [20–22], the
characteristics of a growing ice interface have received far less attention. Our
portrayal here of the interface response function and examination of the changes in
density and dipole moment in the interface will lead to a better understanding of the
freezing process of water.
1.2 Thesis Organization
This work determines the melting temperature and the kinetics of interface
crystallization for the prismatic interface of hexagonal ice and liquid for the TIP4P-FQ
model of water. Molecular Dynamics simulations are applied to solid-liquid-solid
4water system at different temperatures, and the interface response is measured and
characterized. Prior to this work, information relevant to the interface response
function of water has been only investigated in rudimentary fashion [9,23]. This
provided the motivation for a detailed study of the motion of a solid-liquid water
interface over a wide range of temperatures.
The next chapter presents the techniques used for the execution and analysis of
the computer simulations performed for this thesis. We provide a discussion of the
Molecular Dynamics method and include a brief history of water models. We
describe the geometric structure and the Lennard-Jones and Columbic interaction
potentials of the TIP4P-FQ model, including an explanation of Ewald sums and
fluctuating charges. The initial set-up of the simulation is constructed to restrict the
effects of the limitation to consider a physically small system in determining bulk
properties. We explain how to discern a liquid molecule from a solid molecule, which
is crucial to the derivations of the conclusions of this thesis, and provide the
classification procedure used in this thesis. Advances in our understanding of
interface growth in ice-water systems obtained from previous simulations and
experiments not only provide a foundation for this work, but also show the vast
uncharted area in understanding ice-water interfaces. We describe methods used to
determine the melting point of water and confirm the consistency of the methods. The
concept of an interface response function and the application of the Wilson-Frenkel
equation to establish the melting point and the maximum freezing velocity are
reviewed here.
The results of the interface response function for ice are presented in
Chapter 3. The suitability of the set-up is confirmed by comparison of self-
diffusivities to previous results. We use the movement of the ice-water interface to
5predict the melting point and the freezing kinetics of TIP4P-FQ water. The nature of
the solid-liquid interface is characterized together with a study of the solid and liquid
phases and the moving interface, which are illustrated in terms of density and dipole
profiles. The mechanism of prismatic growth is determined by the width of the
interface and changes in density and dipole profiles with a moving interface. The
melting temperature of a modified TIP4P-FQ model, as previously determined by
Gibbs-Duhem integration, is confirmed by results using the interface response
function.
The conclusions of this work are given in chapter 4. The melting temperatures
of various water models are compared to their temperatures of maximum densities,
and comparisons are made to silicon and germanium, whose crystal structures are also
tetrahedral in nature. Further recommendations for future work are given, particularly
in the field of natural gas hydrates.
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Simulation Details
This chapter describes the Molecular Dynamics method of computer simulation.
Basic principles are introduced and the evaluations of some thermodynamic properties
relevant to a study of the solid-liquid interface are described. The TIP4P-FQ model, a
4-site interaction water model with a fluctuating columbic charge, is selected from a
variety of popular water models because of its variable dipole moment. The initial
setup of water molecules is based on a Hayward and Reimers unit cell that results in
an ice-water-ice configuration with prismatic interfaces. The diffusivity constant of
the liquid phase is used to confirm the validity of this simulation in comparison to
previous studies. Determination of whether an individual water molecule is in a solid-
like or liquid-like environment is used to locate and characterize the ice-water
interface. The movement of the two interfaces as a function of time reveals the
interface velocity function, which can be used to determine the melting point of the
TIP4P-FQ model of water (the point at which the velocity of the growth front is zero),
and the temperature and speed of the maximum crystallization velocity.
2.1 Molecular Dynamics
Molecular Dynamics is a numerical simulation technique used to solve the equations
of motion for atoms by finite difference methods [24]. For a system of atoms with
Cartesian coordinates, ir
, and masses, im , their movements can be determined by the
forces, iF

, in Newton’s second law:
7iii rmF
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

 (2.1)
The forces that act on the particles originate from the interaction potential,, that
exists between the particles:
ijijF 

(2.2)
The configuration energy of the system, U, is the sum of all pairwise interaction
energies:
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Potential energy is assumed to be based on two-body interactions.
The most common method of solving the equations of motion is to use the
Verlet algorithm [25]. Employing Taylor expansions of equation 2.1, this algorithm
predicts in the next time step, t, a particle’s position in space, )( ttri 

, based on its
current and previous time step, )(tri
 and )( ttri 

, and its acceleration, )(tri

 :
)()()(2)( 2 trtttrtrttr iiii

   (2.4)
The velocity of the particle, and consequently its kinetic energy, can then be
calculated:
t
ttrttrri 

2
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
 (2.5)
8The Verlet algorithm is time–reversible, and has errors on the order of 4t ; the
velocity equation has errors on the order of 2t .
Different macroscopic constraints result in different ensembles of the system.
The constant pressure, constant temperature ensemble (NPT) is of particular interest
here, as it best represents common experimental settings.
The energy of the system can exchange energy with a large heat reservoir,
fixing the temperature of the system. The Nosé-Hoover algorithm [26] rescales the
velocities of the system particles with a heat reservoir parameter, s , and a thermal
inertia parameter, NHQ :
s
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Fr ii

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
 22  (2.6)
 
i
BiNH sTkfsrmsQ /)1(
2

 (2.7)
where f is the number of degrees of freedom, Bk is Boltzmann’s constant and T is the
fixed temperature. System temperature is calculated from the kinetic energy of the
particles, K :
BNk
K2 (2.8)
where N is number of particles in the system.
The pressure can be held constant by coupling the system to the volume of the
box, V. The Andersen algorithm [27] imitates the presence of a piston with mass, AQ ,
acting on the box. The positions and velocities of the particles are rescaled by a
pressure parameter, As
:
9Aii sVr
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where the equations of motion for s and V are:
V
VsmV
Fs iAi
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 3
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The force, iF

, and the instantaneous pressure, , are calculated from unscaled
coordinates and momenta. Pressure is the sum of kinetic and force contributions:



1
3
1 N
i
N
ij
ijijB rFV
k

 , (2.12)
where  is the number density.
Periodic boundaries of the simulation cell are applied to prevent the presence
of walls or vacuums [24]. For those dimensions where a periodic boundary is
simulated, particles near a dimension’s boundary interact with images of the particles
situated at the opposite side of the dimension. Simulation box dimensions are allowed
to fluctuate independently [28].
2.2 Water Models and the TIP4P-FQ Model
At least different 48 interaction potentials have been developed to simulate the water
molecule [10,29,30]. A model’s ability to determine known physical properties lends
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merit to its talent to predict unknown phenomena. For water, density and distribution
functions derived from x-ray scattering and neutron diffraction are typically used for
this sort of comparison. This large number of existing models suggests that no single
model is superior. Indeed, increases in accuracy typically require a larger
computational cost, more parameters, or a smaller applicable range of temperature and
pressure [29]. A model may be tailored for specific applications, but is likely to be
inaccurate in situations well outside the properties of environments in which its
parameters were fitted.
Water models of the SPC and TIPS families are among the most popular for
water simulation among researchers. The addition of elements such as Ewald sums
and fluctuating charges allows for a better definition of the interaction potential
between molecules. The TIP4P-FQ model replaces the static point charge of the
TIP4P model with a fluctuating charge that responds to the local electrostatic field.
This modification makes it more suited for heterogeneous environments, such as the
phase change from solid to liquid of interest here.
2.2.1 The Development of Water Models
Water has been investigated by numerical techniques more than any other liquid [10].
The first interaction potential model by Bernal and Fowler [31] actually predates the
Metropolis Monte Carlo technique [32] by twenty years. Water’s ubiquitous nature
has made an understanding of water crucial in research ranging from gas hydrates to
biological processes to industrial applications to meteorological processes. The
extreme range of environments in which water is present has led to the development of
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dozens of water models, each with their own unique traits. Most models, however,
fall within a few easily definable categories.
Basic semi-empirical water models consist of columbic and Lennard-Jones
interactions. The columbic potential is an electrostatic force proportional to the
magnitude of the charges involved and inversely proportional to the distance between
them:
r
r
qq ji
Cij ˆ4
1
2
0

  , (2.13)
where 0 is the permittivity of free space. The Lennard-Jones potential is a
mathematical model which describes an attractive van der Waals force at long
distances and a Pauli repulsion force at short distances that results from overlapping
orbitals:
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The well depth, , and the hard sphere radius, , can be parameterized either
empirically or analytically. While the Lennard-Jones potential is an approximate
model, its general ability to predict correct trends and its simplicity make it an
attractive choice.
Typically, the Lennard-Jones potential is centered on the oxygen atom. The
charge distribution on the water molecule varies depending on the geometry of the
model (Figure 2.1). For a three-site model (SPC, TIP3P) a negative charge is placed
on the oxygen site and equal positive charges are placed on the hydrogen sites. For a
four-site model (BF, TIP4P), the negative charge is placed on a fictitious M-site found
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along the bisector of the HOH angle. The five-site model (ST2, TIP5P) moves the
negative charge to a pair of L-sites; the LOL and HOH angles share the same bisector,
but the plane of the LOL angle is perpendicular to the HOH angle. Six-site models
(TIP6P) contain both L-sites and the M-site.
Figure 2.1. Three-, four-, five- and six- site model representations of a water
molecule.
Most potentials are semi-empirical. Charges are often chosen to reproduce the
dipole moment, and bond angles and lengths are modified to represent averages of the
water structure in different phases (TIP4P) or to encourage the stability of certain
crystal lattices (ST2).
Additional complexities can be added to the design of water models to better
capture the interaction in a system. These include Ewald sums, flexibility, and
polarizability. Ewald sums reduce the columbic interaction between an ion and all its
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periodic images to two gaussian charge distributions of equal magnitude and opposite
sign. This can have a dramatic effect on model properties. The application of Ewald
sums to the SPC/E potential raised the prediction of the melting point of hexagonal ice
from 190 K [33] to 279 K [34]. Reparameterization of the SPC model to include
Ewald sums results in a melting temperature of about 220 K [23,33,35]. Flexibility
and polarizability allow for a change in the water dipole by changing the geometry or
the magnitude of the charges, respectively. As phase changes include marked changes
in the dipole moment of water, models that include one of these characteristics are
favored in principle.
2.2.2 The TIP4P-FQ Model
The fluctuating charge reflects the movement of charge on the water atoms, which
changes significantly during thermodynamic state transitions. This makes the
TIP4P-FQ model particularly desirable for dynamic heterogeneous environments,
where mean field charge values cannot be applied with accuracy [14]. Charge is
distributed throughout the water molecule such that the electronegative values are
equal. When outside electrostatic potentials perturb the molecule, the charge is
redistributed. This is achieved by assigning the charges fictitious masses, velocities
and energies, then subjecting them to Newtonian mechanics. The model accurately
produces the temperature of the maximum density of real water, but gives high values
for solid densities and the heat of sublimation. It predicts the correct dipole moment
in a variety of phases, without the computational cost of polarizable models (the re-
evaluation of charge increases computation by only 10%).
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The TIP4P-FQ model has the same physical dimensions as the TIP4P model
(Figure 2.2, Table 2.1). Only the variable charge on the hydrogen sites and the M site
are different. The charges fluctuate in response to a change in the surrounding
electrostatic potential, whether due to its movement or the movement of other
molecules. Each molecule is constrained to be neutral, such that charge cannot be
transferred between molecules, but only from atom to atom within a molecule:
0
1


atomsN
Q

 (2.15)
The difference between electronegativities of atoms within the molecule causes
change in charge fluctuation, Q:



atomN
atom
Q N
QM
1
)~~(1

  (2.16)
where ~ is the Mulliken electronegativity and QM is a conjured charge mass, with
units of (energy time2)/charge2. A charge mass of 6.010-5 is sufficiently small to
allow for rapid adjustments in charge, yet large enough that a femtosecond timestep
adequately captures the solution of the equations of motion.
Figure 2.2. Structure of the TIP4P-FQ water model.
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Table 2.1. Parameters of the TIP4P-FQ water model.
The energy of a TIP4P-FQ molecule is the sum of the Lennard-Jones energy,
the intermolecular Coulomb energy, and an intramolecular self-energy. The Lennard-
Jones interaction is measured only between oxygen sites. Electrostatic interactions are
measured between the hydrogen sites and the M-sites, bisecting the H-O-H bond angle
0.15 Å from the oxygen sites. Ewald sums are applied to the columbic interaction.
The Lennard-Jones and electrostatic parameters have been adjusted to obtain the
correct gas-phase dipole moments, as well as to optimize the liquid phase energy,
pressure and pair correlation functions.
The TIP4P-FQ accurately models the temperature of maximum density, and
the dipole moments in the gas, liquid, and hexagonal ice phases. For these reasons,
the TIP4P-FQ model was chosen for use in this interfacial crystallization study.
2.3 Initial Simulation Setup
Hexagonal ice, also known as ice Ih, is a crystalline structure of the space group
P63/mmc, with four water molecules per unit cell. Oxygen atoms lie on two
intersecting hexagonal lattices, with a hydrogen atom between each pair of oxygen
atoms. Like nearly all other phases of ice, hexagonal ice obeys the ice rules: each
water molecule has four hydrogen-bonded nearest neighbors, with each two hydrogen
atoms near each oxygen atom, one on each oxygen-oxygen bond. The combination of
Parameter σ ε L1 L2 θ Ф
Value 3.15365 Å 0.6480 kJ/mol 0.9572 Å 0.15 Å 104.52° 52.26°
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two hydrogen atoms along four oxygen-oxygen bonds allows for 6 possible
orientations for a water molecule, and 24 unique orientations in the unit cell. In a
disordered lattice, the orientations of the hydrogen atoms are random, such that the net
electric multipole moments of the charge distribution are zero. In the simulation, the
number of molecules in the lattice is small enough that a simple random distribution
cannot ensure a null charge. Electric multipole moments in a unit cell must be kept to
a minimum to reduce long–range interactions [36].
The Hayward and Reimer method [37] for the representation of ice Ih periodic
lattices has zero net dipole moment and selects for a minimal quadrupole moment.
Each of the 24 possible unit cells orientations occur an equal number of times to
ensure zero dipole moment; these lattices are then screened for zero quadrupole
moment and relatively low octupole moment. Lattices of varying size can be created
using this method.
The initial configuration of the periodic simulation box was created with the 5
x 3 x 3 orthorhombic unit cell of ice from Hayward and Reimers, containing 360
molecules in a proton-disordered structure, with a zero net dipole and a zero net
quadrupole moment. This structure was equilibrated at 280 K and a pressure of 1 atm.
Three additional copies of this cell were then placed end-to-end against the prismatic
{10 10} face, creating an ice box consisting of 1440 water molecules and
approximately 80Å by 20Å by 20Å, its longest dimension perpendicular to the c axis.
The prismatic face was chosen for study because ice crystallization from this face
(known as S2 ice) is faster than that from the basal {0001} face (known as S1 ice)
[38]. Growth from the secondary prismatic {11 2 0} face is at least as fast as the
prismatic face, but previous simulation work with the TIP6P model of water suggests
that the secondary prismatic face grows into the primary prismatic face [9].
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The desired ice-liquid-ice system was created by fixing the positions of the
water molecules in the terminal 5 x 3 x 3 boxes, while the inner two were melted by
simulating a temperature of 400 K for 20 ps, followed by cooling for 40 ps to 298 K
by adjusting the temperature in intervals. Finally, the atoms in the ice portions of the
system were allowed to move and the whole system was simulated for 300 ps to 280
K, creating an ice-water-ice system shown in Figure 2.3. The reduction in the water
section from one-half the size of the simulation to about one-third in Figure 2.3
already suggests ice growth at 280 K.
Figure 2.3. Initial configuration of ice-water-ice system, basal view. Oxygen atoms
are black, hydrogen atoms are white. The c-axis (basal face) comes out of the page.
2.4 Self-Diffusivity in Molecular Dynamics
The self-diffusivity of TIP4P-FQ water over a range of temperatures has already been
established by Rick [18] using a periodic box with 256 water molecules. However,
calculation of the diffusion constant can be used as a confirmation that the model
remains valid in the larger simulation.
Self-diffusivity is the spontaneous movement of particles in an environment
where only those particles exist. The self-diffusivity of liquid water over a range of
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temperatures has been fitted empirically to the form  1/2/1  So TTTDD , where D
is the diffusion coefficient. For a three-dimensional system, the diffusion constant is
defined as
)0()(
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1
ii vtvdtD
  , (2.17)
where )(tv i

is the velocity of a molecule’s center of mass at time t. The
corresponding Einstein relation, which holds true for long t, is
2
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where )(tri
 is the position of a molecule’s center of mass at time t. The expression
2)0()( ii rtr
  is known as the mean square displacement. The mean square
displacement can be found by comparing the position of the water molecules at any
time after the start of a simulation. The crossing of periodic boundaries must be
included in position calculations, lest the dimensions of the simulation box limit the
mean square displacement.
2.5 Designation of Molecules as Liquid-like or Solid-like
The solid-liquid interface cannot be characterized without recognizing where the solid
phase ends and the liquid phase begins. Bulk properties cannot be applied, as the
interface is nanoscopically thin (typically around 10 Å). Individual molecules must be
defined as occupying liquid-like or solid-like environments. A molecule’s relationship
with its nearest neighboring molecules can provide methods to determine a molecule’s
identity, as belonging to the liquid or the solid phase.
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An established solid-liquid criterion is an angular order parameter developed
for silicon by Uttormark [39] and modified for water by Báez [40]. It involves both
the identification of the nearest neighbors and the angles of the oxygen-oxygen bonds
formed by the nearest neighbors with the molecule in question.
The first parameter necessary to use the Báez criterion is the maximum
distance at which two molecules can be considered nearest neighbors. A convenient
coordinate for the molecule-molecule separation distance is that of the oxygen atom.
The oxygen-oxygen radial distribution pattern for TIP4P-FQ liquid water has already
been found by Rick [14] and is shown in Figure 2.4. The first local minimum
represents the cutoff distance for the first nearest neighbor, which for TIP4P-FQ water
occurs at about 3.3 Å. Integration of the radial distribution function, gOO(r), over this
Figure 2.4. Oxygen-oxygen radial distribution function for the TIP4P-FQ water
potential. Source: [14]
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distance gives 4.4 nearest neighbors for liquid water, which agrees with experiments
using neutron diffraction [41]. Ice has four nearest neighbors and a cutoff distance of
about 3.5 Å. Because of the similarities in maximum number and cutoff distances for
nearest neighbors, identification of nearest neighbors alone is insufficient to
differentiate solid from liquid water. Using the tetrahedral structure of ice is a
common strategy.
Ice has a tetrahedral structure. For an ideal lattice, the angle formed between
the oxygen atom of a water molecule and the oxygen molecule of two of its nearest
neighbors should be 109.47°. The water molecule can expand its hydrogen-oxygen-
hydrogen bond angle from about 106° to accommodate this. While the HOH angle in
the TIP4P-FQ water molecule is fixed at 104.52°, it can still form a tetrahedral-like
structure. Therefore, an angular order parameter, wF , can measure the deviation from
perfect tetrahedral bonding of 109.47° as
 


N
i
iiwF
1
2
9
1)cos()cos(  , (2.19)
where i is the angle formed by the oxygen atom of the molecule with the oxygen
atoms of any two nearest neighbors, and N is the number of distinct angles that can be
formed with any pair of nearest neighbors. For a water molecule with a full
complement of nearest neighbors, N = 4C2 = 6. A molecule may have fewer neighbors
because it is adjacent to a vacancy or is located at a solid-liquid interface; N would be
3 and 1 for 3 and 2 nearest neighbors, respectively. wF is zero for an ideal lattice and
has positive values for all other configurations. A water molecule is considered ice-
like if wF is less 0.4.
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This method distinguishes solid from liquid with a high degree of accuracy.
However, the parameter cannot distinguish between many ice types, as cubic ice, ice-
seven, -eight, -ten, and -eleven all have oxygen-oxygen bond angles of 109.47, and
several other ices possess a range of angles with wF < 0.4.
2.6 Interfacial Growth
At temperatures above the melting point, the Gibbs free energy of liquid water is
lower than that of ice, and the solid-liquid interface recedes. The higher the
temperature, the greater the driving force and the kinetic energy of individual
molecules, and the interface recedes at a high velocity. At temperatures below the
melting point, the opposite occurs: the free energy of fusion increases, encouraging ice
growth. However, the kinetic energy of the molecule decreases as well, slowing the
assembly of ice crystal and overall crystal growth. At very low temperatures, the low
kinetic energy becomes the limiting factor, halting crystal growth along the interface
and forming a glass instead. At a certain temperature below the melting point, the
interface is growing at its maximum velocity; below this temperature kinetic energy is
rate-limiting, and above it the free energy of fusion is rate-limiting.
While the solid-liquid interfaces of all ice surfaces are stable at the melting
point, the rate of growth of the interfaces is different at the same temperature. Ice
grows slowly from the basal interface (S1 ice) and quickly along the prismatic
interface (S2 ice). Prismatic growth requires the positioning of only two water
molecules on the interface to complete a hexagonal ring, thereby reclassifying
themselves as solid molecules, while basal growth requires three water molecules,
causing the anisotropy.
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This study is concerned with the kinetics of ice crystallization and a
characterization of the prismatic ice-water interface. As seen in Figure 2.5, the prism
{10 10} faces are made up of parallel hydrogen bonds lying in the (0001) direction,
also known as the c-axis.
Figure 2.5. Prismatic surface of hexagonal ice, shown by vertical striped bonds.
Oxygen atoms are black, hydrogen atoms are white.
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Measurement of interfacial growth on the solid-liquid interface has been
difficult, in part due to the challenges involved in undercooling liquid water below its
freezing point. Hallett [42] measured growth on the prism interface of ice from water
supercooled by 1-20 K, and found an empirical relation for V, the velocity of ice
growth, and the undercooling, Ts:
)05.09.1()0001.00008.0(  sTV (2.20)
which results in a maximum speed of 1.2 m/s at 20 K of undercooling. The incredibly
small dimensions and fast movement of the solid-liquid interface makes
characterization by experiment a near impossibility, and can only be performed by
molecular simulation.
2.6.1 Interfacial Motion as a Measurement of Melting Point
Derivation of the melting point of a molecular model is typically performed by
calculation of the Gibbs free energy [43]. Thermodynamic integration [44] is used to
calculate the free energy difference between the model system and an ideal system
with known energy. This method has been used for several popular models, some of
which are shown in Table 2.2.
However, two other techniques can be used to directly calculate the melting
point temperature: two-phase coexistence and interface motion. Both examine the
interactions within a two-phase system.
The two-phase coexistence method involves the relaxation of a two-phase
system to equilibrium. The two phases are separately prepared. For a solid-liquid
system, the solid phase is typically equilibrated at a temperature below the suspected
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melting temperature using the isobaric-isothermal (NPT) ensemble. The liquid phase
is melted from a copy of the solid phase using the isochoric-isothermal (NVT)
ensemble, then cooled to a temperature above the suspected melting point. The two
phases are put into contact at a particular solid surface, and further relaxed in the NPT
ensemble to reduce interfacial contact stress. The system is then equilibrated in the
isobaric-isoenthalpic (NPH) ensemble, until the instantaneous kinetic temperatures of
both the solid and liquid phases are equal. This method has been applied both to
silicon [48] and to water [46].
Table 2.2. Melting temperatures (Tm) of common water models, as determined by
different methods.
Model Tm Method Reference
225 ± 7 K Free Energy [33]SPC/E 225 ± 5 K Interface Motion [23]
238 ± 6 K Free Energy [45]TIP4P 229.3 ± 1.0K 2 Phase Coexist [46]
245.5 K Free Energy [33]TIP4P-Ew 257.0 ± 1.1K 2 Phase Coexist [46]
268 ± 6 K Free Energy [47]TIP5P 272.2 ± 0.6 K 2 Phase Coexist [46]
271 ± 9 K Free Energy [29]TIP6P 280 – 285 K Interface Motion [9]
Interface motion is a nonequilibrium method that relies on the movement of
the solid-liquid interface to determine the melting point. It is performed in the NPT
ensemble. The interface is identified by changing the ratio of solid and liquid
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molecules along the length of the simulation box normal to the interface. A particular
ratio can be selected along the interface, and its position tracked at a given
temperature. Simulations are run at different temperatures, and the melting point is
found by eliminating those systems that exhibit definite interfacial movement.
The most common models were not parameterized to simulate an accurate
melting temperature, and no model has been specifically subjected to all three melting
point determination methods. However, there is a good comparison when two of the
methods are used, usually with different system sizes. (Table 2.2) This suggests that
while unconventional, interfacial movement can not only describe interface
characteristics and crystallization kinetics, but also supply a robust measure of the
melting point.
2.6.2 Previous Simulation Results
Most interface studies of water have focused on stability, as interfacial growth is long
relative to ordinary simulation time. Only recently has computational power allowed
an effective analysis of interfacial growth for water whereas the interfacial response
function is well known for silicon [49] and germanium [50].
The first simulation of the ice-water interface was performed by Karim and
Haymet [20]. Using the TIP4P model, a liquid-solid-liquid system of 1440 molecules
with basal interface was measured for average properties over a 52.8 ps interval at
240 K. They identified that liquid far from the interface retains the characteristics of
bulk liquid, and declared a broad interface of about 15 Å. The diffusion constant in
the interfacial region lies between those of the liquid and the solid.
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Anisotropic interface properties were quickly identified: the orientation of the
ice crystal and the ice molecules on the surface has a dramatic effect on the properties
of the interface. The basal interface is thinner than the prismatic interface, and the
prismatic interface is more geometrically “rough” and exerts a greater influence over
the translational order of molecules in the interface [21]. Higher index faces, such as
the secondary prism {2 11 0} and the pyramidal {2 0 12 } planes have even smoother
interfaces [22]. Surface melting studies on the different ice orientations reveal
different characteristics of the quasi-liquid layer that forms at temperatures near the
melting point of water. The prismatic surface has a much larger temperature interval
for the transitional state between a molecularly flat surface and active surface melting;
the basal surface has a larger quasi-liquid layer [51]. Self-diffusion and vibrational
motion is greater for the basal surface, due to the relative independence of the
dangling O-H bonds from the hydrogen bond network of the solid [52].
The growth kinetics of the solid-liquid interface of water were first approached
by Nada and Furukawa [53]. The growth mechanisms for the basal and prismatic
interfaces are very different. Basal growth occurs one layer at a time; each new layer
is nearly complete before construction of a new layer begins. This layer-by-layer
approach is consistent with the thin interface established by equilibrium simulations.
Prismatic growth from the thick, rough interface can be characterized by a collected
molecule process: water molecules in the region collectively form the ice crystal
structure. Each crystallized prism layer is far from complete when a new prism layer
begins formation. Translational order develops before orientational order in both
systems [54]. While the kinetics of growth differ, the melting point for both interfaces
is the same, though the basal surface displays greater stability [23].
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Nada and Furukawa also developed data for the velocity as a function of
temperature using the TIP6P model, collecting information that can be used to
construct part of the interface response function for water [9]. Seven velocities were
calculated for temperature interval between 268 K and 287 K (Figure 2.6). While this
data establishes a melting point in the range 280 K–285 K, the 17 K temperature
interval limits complete characterization of the growth kinetics for greater subcooling.
Figure 2.6. Interface motion for the TIP6P water model between 270K and 287K.
Source: [9]
2.6.3 Wilson-Frenkel Equation
The movement of an interface separating the crystalline and liquid phases can be
written in terms of rates of adsorption and desorption to an interface, as in the Wilson-
Frenkel equation:
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where λ is the jump distance, ωo is the vibration frequency, ΔGf is the free energy of
fusion, ΔGmL is the energy required to move from positions of minimum energy in the
liquid phase, and T is the temperature. The first exponential reflects the growth of the
interface due to adsorptive events, while the second exponential term captures
desorption events. Measuring the change in the separation distance between the two
defined interface points allows the average interface velocity to be determined.
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Chapter 3
Prismatic Growth and Melting
This chapter describes the movement of the solid-liquid interface of an ice-water
system followed for 500 to 750 picoseconds at a range of temperatures from 265 K to
310 K, which was expected to bridge the melting transition. Location of the interface
and the measurement of its movement are found by a determination of local order
within an interval, or “slice,” of the system. Interface growth and melting are
analyzed in terms of changes in local system ordering and from density and dipole
profiles. The concurrent growth development of two prismatic layers at the interface
suggests three-dimensional growth, as opposed to a layer-by-layer method, which
matches Nada and Furukawa’s findings using the TIP6P model [9]. The melting
temperature of TIP4P-FQ is found to be 303 ± 8 K, and the maximum interface
velocity is estimated to be about 1 m/s. We show that a Gibbs-Duhem integration for
a reparameterized TIP4P-FQ model predicts a melting point of 276 K; the interface
response of the ice-water-ice system using this modified model supports that
prediction.
3.1 Set-up
The initial configuration described in section 2.3 was simulated at several
temperatures to determine the interface response function introduced in section 2.6.
Simulations were performed using the isobaric-isothermal (NPT) ensemble by
coupling the system to a pressure bath and a Nosé-Hoover thermostat [24].
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Simulations were carried out at temperatures from 265 K to 310 K, at intervals of 5 K.
Each simulation was run for 0.5 ns; runs in the interval 285 K to 300 K were simulated
for 0.75 ns to better discern movement of the interface as a function of time. The
fluctuating charges were propagated using the extended Lagrangian technique and the
simulations used a 1 fs time step. The simulation was sampled every 50 ps for the first
100 ps, and 25 ps thereafter. The coordinates of the oxygen and hydrogen atoms were
recorded to determine order along the length of the simulation box. Atom location and
charges on the hydrogen and M-sites were averaged over the length of each time
interval to provide smoothed density and dipole profiles.
3.2 Self-Diffusivity
Comparison of the diffusion constant of the TIP4P-FQ model used here to that found
by Rick [18] confirms the quantitative accuracy of our application of the TIP4P-FQ
model, as well as allowing us to infer that the model is resilient to changes in the size
of the simulation box. The simulation used by Rick contained 256 water molecules,
while this simulation is over four times as large with a different geometry. This
simulation also contains hexagonal ice and, while only liquid diffusivity is being
investigated here, its robustness in a heterogeneous environment will also be tested.
The self-diffusivity should match that in the original simulation, and it is found that
the results here vary from the results in Rick [18] by no more than 15%.
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3.2.1 Sampling Method
As only the diffusion constant of the liquid phase is of interest, it is important to
isolate a section of the simulation box that remains liquid. At all temperatures
simulated, a 10 Å wide slice along the length of the box in the middle of the
simulation remains in the liquid phase, well away from the solid-liquid interface.
Measuring the diffusivity of water molecules whose trajectories begin and end only in
this slice assures that the water molecules measured remained in the liquid phase for
the duration of its trajectories. In the time intervals measured, it would be
extraordinarily rare for a water molecule to leave the observed slice, join and break
away from the interface, and return to the slice.
At all temperatures studied, sampling began 100 ps after the start of the
simulation. The location of the water molecules was based on the coordinates of their
oxygen atoms. Net distance traveled by the oxygen atoms was measured every 25 ps.
Diffusivity was measured using the Einstein relation (equation 2.18).
3.2.2 Coefficient Comparison
A comparison of the self-diffusivity calculated here compared to those found by Rick
finds the data to be nearly indistinguishable, as seen in Figure 3.1. The diffusivities
found by Rick lie well within the first standard deviation error bars, and typically
differ by less than 5% and no more than 15%.
When fitted to the empirical relation  1/2/1  So TTTDD , the parameters
are oD 0.199 A2/ps, ST 229 K, and  2.37, compared to Rick’s values of
oD 0.115 A2/ps, ST 250 K, and  1.42, and experimentally derived values of
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oD 0.087 A2/ps, ST 220 K, and  1.81. Parameter differences between these
results and Rick’s results can be attributed to the restriction in the lengthwise direction
by the slice used to select water trajectories, and to the sensitivity of the relation to
small changes. Overall, these results support the use of the TIP4P-FQ model for
further simulations.
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Figure 3.1. Self-Diffusivity of the TIP4P-FQ water model as determined by Rick [18]
(circles) and by this researcher (solid triangles), and compared to experiment [55,56]
(solid line).
3.3 Interface Response Function
The interface response function charts the movement of a solid-liquid interface by
crystallization and by melting. A positive velocity is associated with a crystallizing
interface, and a negative velocity is associated with a melting interface.
The interface response function in this simulation was measured here by
observation of the two solid-liquid interfaces existing in the ice-water-ice set-up.
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From that observation, the melting point and maximum crystallization velocity can be
determined. Interface velocity can also be used to compare the original TIP4P-FQ
model to a modified version.
3.3.1 Sampling Method
At each sampling, all the water molecules in the simulation box were determined to
have either solid-like or liquid-like characteristics based on the Báez angular criterion
described in Section 2.5. While this criterion can classify individual molecules, solid
and liquid phases are characterized by the overall qualities of large groups of
molecules. Bulk classification can be accomplished by a tray method that divides a
simulation into many slices. The slices are then characterized as liquid-like or solid-
like by an order parameter defined as the percentage of solid-like water molecules in
each slice. Solid-like phases typically have greater than 90% order, while liquid-like
phases have less than 10% order.
Figure 3.2 illustrates this method for the initial configuration of the simulation.
The bulk solid phases and the bulk liquid phase are clearly evident, but classifying the
interfacial region by eye is difficult. Thus to identify the interfacial region, we begin
by dividing the simulation box lengthwise into 3 Å wide slices. Each slice contains
about 30 to 60 water molecules, which we have found by experience to be an adequate
number to characterize the composition of each slice. The order of each slice is then
determined by the ratio of “solid-like” molecules to total molecules in the slice. A
complete tetrahedral structure has an order value of one, while a random distribution
of molecules would have an order value close to zero.
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The solid phases, solid-liquid interfaces, and liquid phases are evident in
Figure 3.2. The solid phase is not always a perfect, defect-free solid, and the liquid
phase shows some transient order. Existence of liquid-like molecules in the solid
phase and solid-like molecules in the liquid phase can be attributed to thermodynamic
fluctuations and short-term water clustering, respectively. We find that the interfaces
that separate the phases are about 5-6 Å wide. The order in these interfaces gradually
moves from solid-like to liquid-like.
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Figure 3.2. Order profile of initial ice-water-ice configuration as measured from the
left-hand side of the box. A perfectly tetrahedral structure has an order of one; liquid
has an order less than 0.1. The assigned distance between the interfaces is 36.24 Å.
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Interface movement can be determined by measuring the distance between the
two interfaces. During periods of crystallization, the two interfaces will move closer
together and the distance between them will decrease. When the simulation is
undergoing melting, the two interfaces move further away from each other, increasing
the distance. By arbitrarily locating the interface where the order is 0.6, the distance
between the interfaces can be consistently measured. This location is well within the
interface interval, and is clearly neither solid-like nor liquid-like. For the initial
configuration, the distance between the 60% order locations on the two interfaces is
36.24 Å. Note that that the speed of the moving interface could have been determined
by following any appropriate reference point in the interfacial region.
3.3.2 Interface Response Function and Melting Temperature
By measuring the change in distance between the two interfaces over a given time
interval, an average crystallization velocity can be found. By convention, the velocity
is positive for crystal growth, and negative for melting. When the velocity is zero at
non-zero temperatures, the interfaces have zero net movement and the system is at the
melting point: adsorption and desorption events along the interface occur at equal
rates.
Figure 3.3 shows the distance between interfaces over time for a few of the
temperatures simulated. At 310 K, the ice phase is clearly melting as the distance
between the two interfaces grows. At 295 K and 280 K, the distance between the
interfaces is shrinking as crystallization is occurring. Note how much faster interfacial
growth is at 280 K in comparison to 295 K; the kinetics of crystallization are faster at
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280 K than they are at 295 K. At 300 K the interface is relatively stable, and thus this
temperature should be very close to the melting temperature of the TIP4P-FQ model.
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Figure 3.3. Distance between the two interfaces during simulations at selected
temperatures. Decreasing distances correspond to ice growth and increasing distances
to melting.
The change in the interface distances over time is the combined velocity of the
two interfaces. Halving this velocity gives the average kinetics of crystallization for a
single solid-liquid interface. When organized according to temperature, the result is
the interface response function (Figure 3.4). Velocity is determined by least squares
regression. Error bars represent one standard deviation.
The melting temperature occurs at the temperature where the interface
response function is zero. Based on the 95% confidence interval using the standard
deviation of each velocity, the interface response at 300 K and 305 K cannot be
distinguished from zero velocity, whereas the interfaces at all other temperatures are
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definitely either melting or crystallizing. Therefore, the melting temperature of
TIP4P-FQ should lie within five degrees between 300 K and 305 K.
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Figure 3.4. Average velocity of ice-liquid interface at temperatures between 265 K
and 310 K.
Note also in Figure 3.4 how the interface response function steadily decreases
at temperatures above 280 K. At temperatures below 285 K, the velocities are erratic
and suggest a downward trend. The kinetic energy of liquid molecules is decreased
such that the rate of adsorption events slows relative to the rate of desorption events.
This behavior is expected: at lower temperatures, the liquid regions should eventually
become glass-like, effectively halting interface growth.
3.3.3 Wilson-Frenkel and Maximum Interface Velocity
The Wilson-Frenkel equation (section 2.6.3) can be applied to the interface response
function to better characterize the kinetics of crystallization. Known parameters from
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experimental data for water were used as initial parameters, and a non-linear
optimization program was used to modify the values to the interface response function
of the TIP4P-FQ water model.  Both ΔGmL and the entropy, used to determine the free
energy of fusion, were assumed to be constant over the temperature range. For the
least squares fit, ΔGmL=12.123 kJ/mol and ΔGf=7003.8 – 23.120 T(K) J/mol.
The Wilson-Frenkel equation is displayed with the known velocities in
Figure 3.5. The temperature at which the velocity is zero, namely the equilibrium
melting point, as determined using the Wilson-Frenkel equation is found to be 303 K.
This value lies between the two temperatures whose interfaces could not be discounted
as having zero velocity, 300 K and 305 K. Supported by the fact that the systems at
295 K and 310 K clearly freeze and melt, respectively, the melting temperature can
safely be described by the IRF-derived value of 303 ± 8 K.
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Figure 3.5. Interface response function for TIP4P-FQ ice Ih. Wilson-Frenkel curve
(Equation 2.21) fitted using a least squares fit (solid line).
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For increasing undercooling, the driving force provided by the free energy of
fusion increases, but the kinetic energy of the molecules decreases. Initially, the solid
will grow faster as the undercooling increases but, at some point, the interface growth
will decelerate as the water molecules move more slowly into position in the crystal
lattice of the ice, giving rise to a maximum interface velocity. The Wilson-Frenkel
equation fitted to our data suggests that a maximum interface growth of around 1 m/s
occurs at 260 K, an undercooling of around 40 K. This is about an order of magnitude
slower than silicon or germanium [49,50], and two orders of magnitude slower than
sodium [19]. The velocities fluctuate significantly from the Wilson-Frenkel equation
at temperatures lower than 285 K and, given the absence of simulation data at
temperatures below 265 K, it is unlikely that the quantitative accuracy of the
prediction of the maximum growth velocity can be adequately assessed.
3.3.4 Melting Point for a Modified TIP4P-FQ Model
A modified version of the TIP4P-FQ model has also been made by Rick [18] to
correct for an ice phase density that is too large using the original model. The σ
parameter of Lennard-Jones interaction was increased from 3.159 to 3.173 Å, leaving
all other parameters unchanged. This results in a solid density of 0.921 g/cm3,
compared to an experimental value of 0.917 g/cm3, as well as an improved heat of
sublimation compared to the original model.  ΔHsub changes from 13.39 to
12.56 kcal/mol, compared to an experimental value of 12.20 kcal/mol [57].
The melting temperature of the modified model has been calculated using a
Gibbs-Duhem integration method described by Kofke [58]. For small parameter
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changes, such as the one made for the modified TIP4P-FQ model, the modified
melting temperature can be estimated at the new value from
Tm (2)Tm (1)
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hα is the enthalpy of the αphase divided by N, the number of molecules in the
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which was evaluated for the solid and liquid phase by Sturgeon and Laird [59]. Using
this method, the melting temperature of the modified TIP4P-FQ model has been found
to be 276 K [60].
Confirmation of this estimate can be made by observing the movement of the
interfaces in the ice-water-ice simulation using the modified parameters. The same
initial configuration was used as in the original simulations. The system was
simulated at 276 K, to verify zero net movement of the interface, and also at 285 K, to
ensure that melting occurs at temperatures above the melting point. The simulation
lasted for 500 ps, and the interface positions were evaluated after the first 50 ps and
100 ps and every 25 ps thereafter.
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The different characteristics of the modified model can be exemplified by
comparison at analogous temperatures. (Figure 3.6) At 275 K, the original model
clearly shows crystal growth, while at 276 K, the modified model shows little interface
movement. The modified model also melts at 285 K; the original model has
demonstrated freezing at that temperature.
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Figure 3.6 Distance between the two interfaces during simulation for Lennard-Jones
parametersσ1=3.159Å (original parameter set [14]) andσ2=3.173Å (modified
parameter set [18]).
The interface movement of the modified model can be compared to that of the
original TIP4P-FQ model relative to their respective melting temperatures. (Table
3.1) At 276 K, the interface movement of the modified model is similar to that of the
original model at 300 K, and near to the original model’s melting point. The
fluctuations of these two simulations are also similar, as standard deviations of the
interface movement are within 14% of each other. The small movement at 276 K
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velocity; 276 K is thus an excellent estimate for the melting temperature of the
modified TIP4P-FQ model.
Table 3.1. Average velocity slopes of the ice-water interfaces, standard error of the
velocities, and the probability of zero average movement of the interface for Lennard-
Jones parametersσ1=3.159Å (original parameter set [14]) andσ2=3.173Å (modified
parameter set [18]).
Tm + ~10K ~Tm
Temperature (K),σ 310,σ1 285,σ2 300,σ1 276,σ2 275,σ1
Slope (m/s) -0.299 -0.527 -0.003 -0.004 0.369
SE(Slope) 0.099 0.135 0.074 0.065 0.123
P(|slope| not> 0) 0.0069 0.0011 0.972 0.995 0.0075
At temperatures greater than five and less than ten degrees above the
calculated melting point, the interfaces clearly melt. At 285 K, the equivalent of
Tm + 9 K, melting occurs faster for the modified model than for the original model at
310 K, the equivalent of Tm + 7 K. While the complete interface response function is
unknown for the modified TIP4P-FQ model, the relative speeds support the estimate
of 276 K as the melting temperature for the modified model.
3.4 Density Profile
Density is the ratio of mass to unit volume. The density of TIP4P-FQ in both the
liquid and solid phase has been investigated by Rick [18]. TIP4P-FQ has a
temperature of maximum density at 280 K, close to the experimental value of
277.13 K. The density of liquid TIP4P-FQ is well established between 260 K and
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310K, and the density of TIP4P-FQ ice is known at 273 K. While this is useful in
identification of bulk phases, examination of density along small length intervals can
describe interface characteristics and the crystalline growth mechanism.
3.4.1 Identification of Solid and Liquid Phases
To characterize the density along a stable solid-liquid interface, an interval of time
was chosen that showed zero net movement at a temperature near the established
melting temperature. The interface between 325 ps and 350 ps at 300 K falls within
these requirements (Figure 3.3). In this interval, the distance between the interfaces
decreases from 36.642 Å to 36.609 Å, a change of 0.09%. Local density was
calculated every 0.05 Å and averaged for the duration of the simulated time interval,
25 ps.
The density profile parallel to the prism interface with liquid water is seen in
Figure 3.7. The bimodal peaks on the left of 27 Å characterize the double molecular
layers typical of the prismatic face of ice, while the rough values hovering near
1 g/cm3 to the right of 33 Å is definitely liquid. Peak heights in greater proximity to
the interface have lower values than those peaks deeper in the ice bulk. The area
between 27 Å and 33 Å sees a gradual deconstruction of crystalline order to the
randomness of the liquid state. This 6 Å wide interface is in agreement with the
interface characterization made by order determination (Figure 3.2). It also shows that
the interface involves two prismatic layers: a solid-like layer between 27 Å and 30 Å,
and liquid-like layer between 30 Å and 33 Å.
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Figure 3.7. Density profile of a stable interface along the length of the model after
350 ps of simulation at 300K, averaged over the previous 25 ps.
3.4.2 Change in Density Profile with Growth
Observation of the density profile during interface growth over time suggests that
crystallization is a two-layer process. For example, very fast crystal growth occurred
at 280 K, and the time intervals averaged at 300 ps, 400 ps, and 500 ps display
complete growth of a prismatic layer (Figure 3.8).
Crystalline and interfacial growth can be observed using the density peaks
centered about 32 Å, 35 Å and 38 Å. At 300 ps, the 32 Å pair of peaks is clearly
solid-like (section A in Figure 3.8), but the disparity in peak height places it within the
interface. The 35 Å peak (section B) is not bimodal, and is the liquid-like layer in the
interface; no peak near 38 Å (section C) is discernable from natural density variations
in the liquid phase.
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At 400 ps, the peak heights of the bimodal layer in section A is now
characteristic of a solid phase ice layer near the interface; it has left the interface and
joined the solid phase. The section B peak in the interface has moved from liquid-like
to solid-like by evolving from a single peak to a bimodal one. Meanwhile, a definite
single peak is present in section C. Between 300 ps and 400 ps, the two ice-layer wide
interface has shifted over one layer.
The density profile at 500 ps illustrates a more defined interface. The left peak
of the section B layer has increased in height, signifying that it is becoming more ice-
like. The peak in section C has narrowed as it becomes less liquid-like. A local
maximum at 41 Å where one has never been in the previous two profiles suggest the
section B layer at 38 Å is developing a bimodal peak. Between 400 ps and 500 ps, the
interface has not moved over one complete ice layer as it did between 300 ps and
400 ps, but is rather solidifying development of the two layers involved in the
interface point towards a moving interface.
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Figure 3.8. Density profile of a growing interface along the length of the model after
300, 400 and 500 ps of simulation at 280 K, averaged over the previous 25 ps.
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3.5 Dipole Profile
The dipole moment occurs as the result of the uneven distribution of opposite charges.
It is the product of the charge magnitude and the distance between the two charges.
While the TIP4P-FQ water model has no net charge, the fluctuating negative charge at
the M-site and the positive charges at the hydrogen site produce a net dipole moment
bisecting the HOH angle in the direction of the oxygen atom. The average dipole
moment of TIP4P-FQ bulk phases at varying temperatures is known but, as with the
density, a profile of the average dipole moment is needed to characterize a multiphase
environment.
3.5.1 Identification of Solid and Liquid Phases
The same time and length slice intervals used for the density profile were also applied
to the dipole profile. Dipole moments were measured in 0.05 Å slice intervals along
the length of the simulation box, and results were time averaged for 25 ps. Dividing
the density of the slice through the dipole moment normalized the average dipole
moment in a given slice.
The same bimodal characteristic of the prismatic layering is seen in the dipole
profile (Figure 3.9). In this double molecular layer, the parallel dipole component
decreases to a local minimum while the perpendicular dipole component increases to a
local maximum, concurrent with the local minimum of the bimodal density peak. The
deconstruction of the solid-like characteristics is more difficult to chart. The solid
phase double molecular layer from 23 Å to 26 Å is marked by the absence of
molecules on the left and by a sharp drop in the parallel dipole moment on the right.
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Figure 3.9. Dipole profile parallel to length of simulation (×), and perpendicular to
length of simulation (+) of a stable interface along the length of the model after 350 ps
of simulation at 300K, averaged over the previous 25 ps.
The interfacial area lacks any lengths absent of water molecules or precipitous
changes in dipole moment when averaged over 25 ps. However, the solid-like
molecular layer adjacent to the solid phase shows the same peaking and dipping
behavior of the dipole moment components as the solid layer: the parallel component
reaches a maximum and the perpendicular component reaches a minimum at 28 Å.
The second, liquid-like layer in the interface lacks even the peaks and valleys of the
solid-like layer. The sudden readjustment of dipole component values, though,
suggests the termination of the interface at 34 Å. The perpendicular dipole moment is
larger than the parallel dipole by about a factor of 2 in the liquid phase because the
perpendicular dipole includes two perpendicular directions compared to one parallel
direction.
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3.5.2 Change in Dipole Profile with Growth
The same crystal growth at 280 K was observed at 300 ps, 400 ps, and 500 ps as used
in the density analysis. (Figure 3.10) The dipole profiles support the conjecture that
crystallization on the prismatic interface is a two-layer process.
Conversion of the solid-like layer in the interface, centered at section A, to the
solid phase can be observed from 300 ps to 500 ps by the development of a void in the
dipole moment at about 33 Å. The peaks and valleys of the dipole moment
components of the liquid-like layer of section B evolve from obscurity at 300 ps to
that of a solid-like interface layer by 500 ps. The molecular layer in section C seen at
the 500 ps in the density profile (Figure 3.8) is difficult to distinguish from natural
variations within the liquid phase. This lag in development from liquid layer to liquid-
like interface layer in comparison to the equivalent density profile suggests that
molecules entering the growing interface organize by translation (resulting in ordered
density peaks) before they organize by rotation (resulting in ordered dipole moments).
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Figure 3.10. Dipole profile parallel to length of simulation (×), and perpendicular to
length of simulation (+), of a growing interface along the length of the model after
300, 400 and 500 ps of simulation at 280 K, averaged over the previous 25 ps.
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Chapter 4
Conclusions
The crystallization of ice-liquid water interfaces can be investigated using the
procedures and analysis presented in this thesis. Simulation of the interface response
function revealed the melting temperature of the TIP4P-FQ model and the temperature
of maximum velocity. The temperature of the original TIP4P-FQ model [14] is
303 ± 8 K, and its maximum interface velocity is near 1 m/s. The reparameterized
TIP4P-FQ model [18] has a melting temperature of 276 K. Determination of the
liquid and solid molecules allowed for characterization and location of the prismatic
interface, which has a width of about 6Å. Measurement of the density and dipole
profiles reveal the multi-layer mechanism of interfacial growth, and that molecule
movement to the interface precedes orientation in the interface.
The interface response function for water requires long simulation times, often
well beyond 500 ps as the temperature decreases, to discern net movement from
natural interface fluctuation. The TIP4P-FQ model for water has been observed to
exhibit a glass for several nanoseconds at 220 K [18]; this provides a lower limit for
further interface response analysis. The anisotropic growth of ice suggests that the
interface response function of other faces of ice will be different, and probably slower
[9], than the results found here.
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4.1 Comparison to other Models
The polarizability of the TIP4P-FQ model stabilizes the solid phase above the true
melting temperature of water. Most other models predict melting temperatures below
273.15 K (Table 2.2). Comparing the properties of TIP4P-FQ discovered here to
previously established properties of other models can assist in deciding which model
is the appropriate choice for future simulations involving water.
4.1.1 Melting Temperature and Temperature of Maximum Density
The temperature of maximum density (TMD) for the original TIP4P-FQ model is
280 K [14]. While this result compares favorably with that of real water, its value
relative to the model’s melting temperature is inconsistent. Real water exhibits a
density maximum 4 K (1.4%) above the melting temperature, an unusual phenomenon
resulting from hydrogen bonding effects [61]. Unlike real water, the temperature of
maximum density of TIP4P-FQ lies below the predicted melting point (-8%), similar
to the results of the Broughton-Gilmer-modified SPC/E Ewald model (Tm= 279 ± 5 K,
TMD = 260 K, -7%) [62]. A value for TMD for the reparameterized TIP4P-FQ model
is around 255 K (–8%), though the density is relatively flat from 245-275 K making an
accurate prediction quite difficult [63]. It is interesting that the TMD for both the
TIP4P-FQ and modified TIP4P-FQ are about 20 K below their melting temperature,
while the TMD for the TIP4P model, 258 K [64], is at least 20 K above the melting
temperature. Most other water models predict TMD to be too high above the melting
point, including SPC/E (TMD = 235 K, 4%) [65], TIP4P (TMD = 250 K, 5%) [66],
and TIP5P (TMD = 277 K, 3%) [67]. Note that TIP5P was designed specifically to
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produce accurate density profiles of water for large temperature and pressure ranges.
The undesirable characteristic that TIP4P-FQ possesses a TMD below the melting
temperature should be noted for relevant situations.
The inclusion of polarizability, at least when using fluctuating charge models,
has been shown to lead to an accurate TMD [18,68]. The higher TMD for fluctuating
charge models comes about because the density is much more temperature dependent
and goes through the density maximum over a narrower range of temperatures. This
implies that the interactions for fluctuating charge models are stronger than for the
corresponding non-polarizable models. In fact, even though at 298 K the potential
energy of the various models is about the same (-10 kcal/mol), the polarizable models
have an increased effective interaction because a self-polarization term is added to the
energy [69]. The self-polarization term is fairly large for the TIP4P-FQ model
(5.7 kcal/mol) [14] making the interactions effectively much stronger. The strengths of
interactions are consistent with those of liquid water, as demonstrated by the TMD.
For the ice phase, the polarization energy is larger due to the larger dipole moment
(see [14] and Figure 3.9), and the interactions are accordingly enhanced more for the
ice phase than the liquid phase. The solid phase is stabilized more than the liquid by
the addition of polarizability, enough that the melting temperature exceeds the TMD.
4.1.2 Temperature of Maximum Velocity
Data that provides part of the interface response function has been explored, without
invoking the concept of the IRF, for one other water model: the TIP6P model. Nada
and Furukawa [9] calculated the velocities of seven temperatures between 269 K and
287 K (Figure 2.6). Their linear relation fitted to the data suggests zero interface
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velocity at a melting temperature of 283 K. Their fastest interfacial growth occurs at
the lowest temperature simulated, 269 K.
The lack of evidence of decreasing velocity within this interval makes the
fitting of the Wilson-Frenkel relation difficult. However, based on the melting
temperature, the matching interval for the TIP4P-FQ IRF, from 290 K to 310 K, yields
similar results (Figure 3.5). At about 15 K below the melting point, the velocity for
TIP6P is about 0.5 m/s, while the velocity for TIP4P-FQ is 0.45 m/s. The Wilson-
Frenkel fit for TIP4P-FQ predicts a velocity 0.54 m/s. Both interface response
functions could be interpreted as linear relationships in this interval. The excellent
similarity between TIP6P, a model specifically parameterized for temperatures near
water’s true melting point, and the polarizable TIP4P-FQ model, suggest that the IRF
of water models are somewhat resistant to dramatic changes in model geometry and
parameterization.
Experimental growth velocities are typically overestimated by molecular
simulation, but usually remain within an order of magnitude. The velocity predicted
by Hallett [42] at the lowest experiment undercooling, 20 K, is about 0.24 m/s, which
is no more than a factor of four smaller than the prediction from the Wilson-Frenkel
equation fitted to our simulation data. The fact that the Hallett relation is a positive
polynomial function (Equation 2.20) while the Wilson-Frenkel equation is a negative
exponential function (Equation 2.21) is insignificant; it can be attributed to the very
small interval of supercooled temperatures available using experimental methods.
The temperature at which the maximum growth velocity occurs relative to the
melting temperature, T(vmax)/Tm , is around 0.86 for the data produced here; this value
corresponds well to values of around 0.82 for silicon [70], a similarly tetrahedrally
coordinated open crystal structure.
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4.1.3 Prismatic Growth Mechanism
Nada and Furukawa also investigated the growth mechanism of the prism face of ice
[9]. An order parameter based on the ratio of fully coordinated liquid and solid water
molecules was created, and the simulation box divided such that each slice would
contain one prismatic layer if the entire system were ice. When growth occurred at the
layer adjacent to bulk ice, growth was also seen to a lesser extent in the next layer as
well. This concurs with the density and dipole profiles of the growing interface for
TIP4P-FQ, which suggest that as the first solid-like layer is orienting into a tetrahedral
coordination, the adjacent liquid-like layer is translating into place. Growth for the
basal face of TIP6P ice showed no such two-layer system, but instead grew layer-by-
layer [9]. Prismatic growth is faster than basal growth due to this difference in growth
mechanisms.
4.2 Future Applications: Natural Gas Hydrates
Methane hydrates consist of a crystalline arrangement in which individual methane
molecules are surrounded by water “cages.” The methane is not chemically bonded
with the water, but is stabilized by van der Waals forces [4]. Methane hydrates are
invariably found in the pores of rock and clay under permafrost and on the ocean
floor. The highest concentrations of hydrates are found near natural gas deposits and
at tectonic plate boundaries. It is estimated that a 1% recovery of American hydrate
deposits would double the current US natural gas supply [71]. Indeed, total world
energy reserves in hydrates are thought to be double that of total conventional fossil
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fuel energy reserves [72]. Conversely, hydrates can be a safety hazard by clogging
wet gas transmission lines and an environmental danger caused by freely releasing
methane to the atmosphere upon dissolution.
Control of this double-edged sword does not come easily.
Thermodynamically, the dissociation of a methane hydrate requires only 15% of the
energy recovered in methane gas [4], but current extraction methods (depressurization,
thermal stimulation, and inhibition) are slow or ineffective for this low concentration
resource. Injecting gas transmission lines with hydrate-inhibiting methanol is
expensive, and the effect of receding permafrost on the methane hydrate underneath is
not fully characterized. An increased understanding of the kinetics of hydrate
formation and dissociation is necessary if these processes are to be better appreciated.
While hydrate deposits exist on a geologic scale, modeling microscale characteristics
and determining molecular-scale properties will provide important information to
allow accurate macroscale predictions to be made [4]. Molecular scale computer
simulations of hydrate formation and dissociation are much easier to define and
control than experiments for which kinetic measurements are problematic [73-75].
Previous simulations of hydrate-liquid systems have included the use of hydrate seed
crystal in the bulk liquid to determine critical cluster size [40].
4.2.1 Hydrate Structure and Occupancy
Clathrate hydrates form from water and non-stoichiometric amounts of small, non-
polar molecules. Three hydrate structures are known: sI, sII, and sH. Only the first
two have been observed in nature, and sI, which has ice cages small enough to
stabilize methane, is by far the most common.
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The sI hydrate is of the space group Pm3m. The unit cell consists of 46 water
molecules and a maximum of 8 guest molecules. The water molecules are configured
into 8 cages, 2 of them dodecahedrons with 12 pentagonal faces (512), and 6 of them
tetrakaidecahedrons with 12 pentagonal faces and 2 hexagonal faces (51262) (Figure
4.1). The tetrakaidecahedrons share hexagonal faces, and their rotational symmetric
axes lie in three perpendicular directions. The dodecahedrons are located in the spaces
between the mesh of tetrakaidecahedrons (Figure 4.2).
The cages made by the sI structure allow guest molecules larger than 1.8 Å but
smaller than 2.2 Å. These guest molecules include not only methane, but also
nitrogen, oxygen, and argon. At an average 96% occupancy rate, a kilogram of sI
hydrate can contain 187 liters of methane gas at atmospheric pressure.
Figure 4.1. Structure of dodecahedron (512, left) and tetrakaidecahedrons (51262, right)
hydrate cages.
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Figure 4.2. Hydrate sI structure. Note the three directions of the tetrakaidecahedrons
rotational axes: horizontal along the page (2 rows, top and bottom of figure), vertical
along the page (1 column, center of figure) and perpendicular to the page (2 rows,
center of figure). (Source: [40])
4.2.2 Potential Simulation Scenarios
A simple extension of the ice-water-ice system for hydrates would involve a hydrate-
water/methane-hydrate system. Methane molecules are non-polar and have no charge.
They can be modeled as a single point with a Lennard-Jones interaction potential; this
model potential includes the van der Waals forces that stabilize hydrates. The
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dimensions of the box would be modified to accommodate hydrate structures with
zero net dipole. It has been recently determined that empty hydrates breakup much
faster than fully occupied hydrates, and that methane diffusion from the crystal is the
rate-limiting step to hydrate breakup [76]. Consequently, the methane/water ratio in
the system is equal to that of a fully occupied hydrate crystal: 8 to 46. The interface
response function should not only include temperature, but also pressure as a factor in
interfacial growth; hydrates typically form in nature at temperatures slightly above the
melting point of water and at moderate pressures (on the order of tens of atmospheres).
Formation of complete hydrate cages would verify the usefulness of the TIP4P-FQ
model for hydrate simulation.
Another potential opportunity is to remove some of the periodic boundaries of
the simulation box and control the box’s dimensions, mimicking the actual dimension
of a micropore. In small pores, the fluid-wall forces shift the thermodynamic
conditions for phase transitions, encourage adsorption, and create interesting transport
properties. Adsorption models specifically derived for micropores, such as the
Dubinin and Radushkevich model and Sing’s αs method, are empirical in nature and
poor for prediction [77]. Consequently, simulations using water models must
currently be used on a case-by-case basis. No molecular-scale studies exist regarding
the effect of pore size and surface characteristics on the kinetics of hydrate growth and
dissolution.
Unique surfaces can be applied to the boundary restrictions as well. Surfaces
can inhibit [74,75,78,79] or encourage hydrate growth depending on interactions of
the exposed atoms and the water molecules of the hydrate. For the clay Na-
montmorillonite, the methane guest can lie in a ring of oxygen atoms on the clay
surface and be surrounded by an “umbrella” clathrate-like structure of water molecules
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[80]. Hydrates are often found in the pore spaces of montmorillonites and other
silicates. Kinetic inhibitors, which are often discovered by chance in the laboratory,
can also be investigated by simulation and the method of halting the growth
mechanism can be determined.
The numerous ice forms and the interactions that water has with nearly every
aspect of this planet make countless opportunities available for simulation. Awareness
of the limitations and disparaging properties of the many water models is key in
choosing which models to use for a given simulation environment.
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