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Theyve done all things, often beautiful things in a context that was already
set out before them, which they had no inclination to disturb. Without
being aware of it, theyve remained prisoners of those invisible and despotic
circles which delimit the universe of a certain milieu in a given era. To
have broken these bounds they would have to rediscover in themselves
that capability which was their birthright, as it was mine: The capacity
to be alone.
- A. Grothendieck
Acknowledgments
I came into neuroscience severely overconfident in a physics background; it was Jon
Polimeni who first suggested to me that there was an entirely unfamiliar world of
mathematics that could come in useful when studying such a large and delicate prob-
lem as the brain. I could not have anticipated that these ideas would appear again
and again in attempting to grasp just exactly what the mind is. I believe that I have
settled on at least what I think is a reasonable approximation, and since it took such
a long time to arrive here, these acknowledgements will be on the long side as well.
Frank Guenther has given me an example of the fierce independence and refined
expertise necessary to be successful and original as a scientist. Forcing me to ground
my work in applications and models may have been a crucial bit of academic parent-
ing, but allowing me the freedom to pursue my interests even when they seemed too
far afield was a much rarer gift. I hope that this thesis fits what he had in mind when
he urged me to consider the big picture several years ago.
Jon Brumberg saw the potential value of this research direction early on; he was a
primary force encouraging me to pursue the topic to begin with, and he later helped
to hash out ideas that formed the backbone for the project. Mike Cohen checked
my desire to make audacious claims and taught me a great deal about how to think
mathematically; it was when he found a counterexample to a conjecture I had been
holding that this work began in earnest. I would also like to thank Mark Kramer,
Deniz Erdogmus, and Arash Yazdanbakhsh for being critical and extremely valuable
members of my committee.
This thesis would not even have been possible without the kind assistance and
advice of Jay Bohland, who invited me to take part in his and Elliot Saltzman’s graph
theory journal club when I first expressed interest in studying network structure.
Nancy Kopell and her group were kind enough to allow me to present some results
v
at a very early stage. Their comments, as well as those of Eric Schwartz, were
absolutely critical in this work’s development. From the Speech Lab, Jason Tourville,
Elisa Golfinopoulos, Emily Stephen, Sean Lorenz, and Byron Galbraith all helped me
with questions technical, existential, or both. Dan Bullock helped me to tie the theory
to some existing models early on; he also gave some vital eleventh-hour assistance
before my defense.
I’ve been remarkably lucky to have gone through the CNS program with such
brilliant and broad-minded friends and colleagues. Without them, I would never have
heard the term possibility space, would never have taken VALIS at all seriously, and
almost certainly would have failed topology. Himanshu Mhatre, Karthik Srinivasan,
Tim Barnes, Sohrob Kazerounian, and Matt Silver all shared late nights and great
ideas, and Yohan John, Jeff Doon, and Jesse Palma even gave me a place to stay
when the going got rough. Outside the department, Caitlin Waltzer helped me with
some inner demons when I was plagued with uncertainty in the middle of this project.
My bandmates Evan Cohick, Can Tan, and Oliver Hinds provided essentially the only
social life I’ve been capable of for the last two or three years; writing and playing
music with them pulled me through one dark spot after another.
To Angelina, though, I may never be able to express enough gratitude, and neither
would words suffice to acknowledge my parents, who have never flagged in their love
and support.
vi
STATES AND SEQUENCES OF PAIRED CONTRACTIVE
SUBSPACE IDEALS AND THEIR RELATIONSHIP TO PATTERNED
BRAIN FUNCTION
(Order No. )
ROBERT GEORGE LAW
Boston University, Graduate School of Arts and Sciences, 2014
Major Professor: Frank H. Guenther, PhD, Professor of Speech, Lan-
guage, and Hearing Sciences, Sargent College, Professor
of Biomedical Engineering, College of Engineering
ABSTRACT
It is found here that the state of a network of coupled ordinary differential equa-
tions is partially localizable through a pair of contractive ideal subspaces, chosen from
dual complete lattices related to the synchrony and synchronization of cells within
the network. The first lattice is comprised of polydiagonal subspaces, corresponding
to synchronous activity patterns that arise from functional equivalences of cell recep-
tive fields. This lattice is dual to a transdiagonal subspace lattice ordering subspaces
transverse to these network-compatible synchronies.
Combinatorial consideration of contracting polydiagonal and transdiagonal sub-
space pairs yields a rich array of dynamical possibilities for structured networks. After
proving that contraction commutes with the lattice ordering, it is shown that sub-
populations of cells are left at fixed potentials when pairs of contracting subspaces
span the cells’ local coordinates - a phenomenon named glyph formation here. Treat-
ment of mappings between paired states then leads to a theory of network-compatible
sequence generation.
The theory’s utility is illustrated with examples ranging from the construction of
vii
a minimal circuit for encoding a simple phoneme to a model of the primary visual
cortex including high-dimensional environmental inputs, laminar specificity, spiking
discontinuities, and time delays. In this model, glyph formation and dissolution pro-
vide one account for an unexplained anomaly in electroencephalographic recordings
under periodic flicker, where stimulus frequencies differing by as little as 1 Hz generate
responses varying by an order of magnitude in alpha-band spectral power.
Further links between coupled-cell systems and neural dynamics are drawn through
a review of synchronization in the brain and its relationship to aggregate observables,
focusing again on electroencephalography. Given previous theoretical work relating
the geometry of visual hallucinations to symmetries in visual cortex, periodic pertur-
bation of the visual system along a putative symmetry axis is hypothesized to lead to
a greater concentration of harmonic spectral energy than asymmetric perturbations;
preliminary experimental evidence affirms this hypothesis.
To conclude, connections drawn between dynamics, sensation, and behavior are
distilled to seven hypotheses, and the potential medical uses of the theory are illus-
trated with a lattice depiction of ketamine-xylazine anaesthesia and a reinterpretation
of hemifield neglect.
viii
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1Chapter 1
Introduction
1.1 The brain as a structurally constrained dynamical sys-
tem
1.1.1 Dynamical systems and endomorphisms
Dynamical systems have been the lingua franca of neural modeling since Hodgkin and
Huxley’s pioneering biophysical model of the active membrane (Hodgkin and Huxley,
1952). We borrow a modern slogan from (Leinster, 2007): a dynamical system is
an endomorphism, or a mapping from a mathematical object to itself. To suit our
context, we might model a nervous system using n coupled differential equations,
reduced to first-order and smooth in R. Then the dynamical system or flow T is
an endomorphism of the vector space Rn
T : Rn → Rn (1.1)
It may not even be necessary to mention that this tidy notation sweeps quite a bit
under the rug. Particular choices of T can lead to phenomenally complex dynamics;
the Hodgkin-Huxley equations in four dimensions themselves remain an object of
study some 60 years after they were introduced, and even a single neuron modeled in
this manner is only one of a conservatively estimated 30 billion in the human brain
2(reviewed in (Murre and Sturdy, 1995)). Even neglecting a substantial number of
cell-specific currents and dendritic quirks, we have already arrived at a system whose
dynamics exist in 1010 dimensions.
1.1.2 Synchrony as flow-invariance of subspaces
The aforementioned definition of dynamical system allows a compact description of
synchrony. To wit, a diagonal subspace 4(ij) describing the exact synchrony of
two cells xi(t) = xj(t) might be flow invariant under T . This essentially means that
T preserves the synchrony of the cells i and j; it sends the diagonal (and thereby all
points on the diagonal) to itself,
T (4(ij)) ⊆ 4(ij) (1.2)
Trajectories that would exist, for instance, on a plane become trajectories on a line
when this condition holds, reducing the effective dimensionality of the dynamics by
one. More generally, cells might be found in synchronous clusters (see e.g. (Golubitsky
and Stewart, 2006)): the polydiagonal subspace 4(123)(45) corresponding to x1 =
x2 = x3 6= x4 = x5, for instance, may be flow-invariant. Of course, finding flow-
invariant subspaces for any given system requires additional information regarding
the particular choice of T .
1.1.3 Synchrony as receptive field equivalence
A neuron in the central nervous system may target on the order of 10,000 others
(Murre and Sturdy, 1995), a fact that appears to make analysis even more difficult.
However, computing whether 30 billion cells can partially synchronize may be signif-
icantly easier than calculating the dynamical vagaries of any particular cell.
This is because, as much work has demonstrated, that flow-invariant subspaces
3often relate to network structure (Golubitsky and Stewart, 2006) in a manner that
mathematically captures the neurological notion of receptive field. Whenever two
cells share a common input, their activities may be synchronous in a manner that
is robust to the particularities of that input. However, to fully capture the relation-
ship between network structure and synchrony requires us to relax our idea of what
constitutes a common input. Two synchronous cells need not share one set of affer-
ents; their two sets of inputs may instead have originated from nonintersecting (or
partially intersecting) sets of cells that themselves have similar dynamics. This forms
an essentially recursive condition called a balanced equivalence relation on cells in a
network, which relates to equivalence of functional input trees (Aldis, 2008; Stewart,
2007; DeVille and Lerman, 2010) or equivalence of receptive fields1.
1.1.4 Synchronization and partial ordering of subspaces
Breaking receptive field equivalence by introducing a nonuniform external input to
some cells will not necessarily break the receptive field equivalence of all cells within
a network. In this sense, a network may have many balanced equivalences, and
therefore many flow-invariant subspaces. Stewart showed that these subspaces can
be organized into a partially ordered set known as a complete lattice (Stewart, 2007).
Much like equilibrium points may act as attractors, flow-invariant subspaces may
themselves attract. When a flow-invariant subspace is a polydiagonal subspace, this
is called synchronization. More specifically, synchronization to a polydiagonal sub-
space has been shown to correspond to contraction of its transverse subspace; this
was made explicit in (Pham and Slotine, 2007). Our results in Chapter 2 link con-
traction to the lattice ordering. We first show that Stewart’s polydiagonal lattice has
1Related notions of input tree have arisen independently in a variety of mathematical fields, but
its first appearance, according to (Boldi and Vigna, 2002), is found in Grothendieck’s foundational
work in algebraic geometry. The receptive field first described by Sherrington (recounted in (Alonso
and Chen, 2008)) precedes the mathematical description by some 50 years.
4a natural dual lattice of transverse subspaces. We show that contraction of either a
polydiagonal or a transverse subspace implies contraction of the subspaces below it
on the respective partial order, and that contraction of two subspaces on one of these
lattices implies contraction of their join. We then examine the contraction of pairs
of polydiagonal and transverse subspaces; such paired contraction often necessitates
that certain cells’ activities remain constant. This phenomenon is called glyph forma-
tion here, analogizing the notion of node formation in the study of partial differential
equations.
1.1.5 Synchrony reduces operating dimension and increases detectability
Synchrony and synchronization, then, offer a bridge between dynamics and structure.
Furthermore, synchrony carries with it at least two other desirable properties. The
first is in terms of system description, reflecting the fact that while a system may be of
enormous dimension, a given behavior of that system may exist on a submanifold with
a much lower “operating dimension”. In certain cases, the entire system’s dynamics
can be reduced to those of a single representative cell.
Secondly, when a group of cells acts synchronously, the waveform of the syn-
chronous group will be more highly represented in any recording that reflects ag-
gregate cell behavior, such as an electroencephalographic (EEG) signal. Chapter 4
reviews the literature relating cell synchrony to the EEG signal, beginning with ev-
idence for the existence of synchrony at the cell level, and concluding with a pilot
experiment probing the connection between network symmetry, stimulus geometry,
and EEG spectral power.
51.2 Main Contributions
1.2.1 Lattice of transverse subspaces and path category for lattice pairs
Section 2.5 constructs a lattice of transverse subspaces dual to the lattice of rigid
polydiagonal subspaces for a network. We show that global synchronization to a
balanced state corresponds to contraction of a principal ideal on this dual lattice. We
find that the polydiagonal subspaces may contract as well, and that their contraction
also respects the partial ordering. Contraction of certain pairs of polydiagonal and
transdiagonal subspaces are shown to lead to glyph formation.
1.2.2 Theory of subspace sequence generation
During a transdiagonal contraction, a trajectory initially in a relatively asynchronous
subspace will synchronize to a lower subspace on the polydiagonal lattice. We ex-
amine these synchronization patterns in Section 2.6.4, demonstrating that under a
nonmodular lattice structure, some subspaces must be visited in order, affording a
robust sequence generating mechanism.
1.2.3 Characterization of nervous system states in terms of subsystem
bases
Section 2.7.1 develops the notion of a subsystem base for a network, which allows
a localization of a subnetwork on the balanced equivalence lattice in terms of the
polydiagonal states resulting from synchronous perturbations to that subsystem. Si-
multaneous perturbations of multiple systems yield bases for higher order sensory
interaction patterns. We use this principle to construct a hypothetical sensory inter-
action lattice to the level of self-generated vocalizations.
61.2.4 Model of visual cortex and thalamus
Chapter 3 constructs a model of the primary visual cortex and lateral geniculate
nucleus of the thalamus for the sake of studying spatiotemporal steady-state flicker
geometries and their effect on the EEG signal. The model has an unparalleled level
of agreement with existing data, and suggests glyph formation as an explanation for
an anomaly in spectral power that has not been accounted for in other models.
1.2.5 Pilot investigation of electroencephalographic consequences of stim-
ulus geometry
Section 4.5 provides initial support of a hypothesis that a flicker stimulus conform-
ing to a putative symmetry in visual cortex should yield a stronger EEG signal at
harmonics of the flicker frequency than a related stimulus that does not conform to
such a symmetry. We also find that combinations of features in the EEG signal are
capable of indicating stimulus geometry well above chance.
1.2.6 Software
A graph-based nonlinear systems analysis toolbox was developed in Python and was
used for several computations in the dissertation. Source code is included as an
appendix. Its features include:
1. Handling of text-based ordinary differential equations (ODEs)
2. Incidence structures based on arbitrary directed graphs using the NetworkX
graph library (Hagberg et al., 2008)
3. Symbolic computation of Jacobian matrices for systems of ODEs (using the
SymPy symbolic manipulation package (SymPy Development Team, 2013))
4. Calculation of the minimum base for a graph (see Section 2.2.6)
75. Generation of contraction inequalities for a given base
6. Interface to numerical solver PyDSTool (Clewley, 2012)
1.3 Definitions related to synchrony and phase
The terms synchrony and phase-locking are used in a number of different contexts,
sometimes inconsistently. For the sake of clarity, these and related terms will be
defined as they will be used in the dissertation.
If no further qualification is given, synchrony will refer to exact polysynchrony
when referring to mathematical constructs and to approximate polysynchrony when
referring to data.
Exact synchrony will refer to cells that have precisely the same trajectory in the
dynamical sense; that is, two cells are exactly synchronous if their voltage waveforms
are indistinguishable: xi(t) = xj(t),∀t. Exact synchrony may be oscillatory, in
which case xi(t) = xj(t) = xi(t − τ) = xj(t − τ). We mention that exact synchrony
may also be asymptotic - for example, two cells may ramp up activity to a saturation
point or ramp down activity to zero. Finally, exact synchrony may be aperiodic or
chaotic.
Approximate synchrony or near synchrony is a relaxation of the exact syn-
chrony condition. The L∞-distortion is
dij =
1
T
Tˆ
0
sup(xi − xj)dt (1.3)
for some period T . We say that trajectories synchronize if dij → 0 as T →∞ , and
that they nearly or approximately synchronize if dij(t) → (t), (t) ≤ 0 holds
for some chosen 0. Note that although we use the ∞-norm in our definition, exact
synchronization is norm-invariant. Near-synchronization, however, depends on the
8chosen norm.
Transient (near-) synchrony refers to a state where cell activities are identical
(or have -bounded difference) for some t1 ≤ t ≤ t2.
Polysynchrony refers to a state where groups of cells in a network are syn-
chronous within the group, but asynchronous with other groups.
Phase-locked states refer to oscillatory states where xi(t) = xj(t− τ) but xi(t)
and xj(t) are not necessarily equal; exact oscillatory synchrony can be considered as
a special case of exact phase locking.
Spike-time coherence is a measure relating a pair of spike trains through their
normalized cross-correlations. Given two spike trains Xi, Xj whose time series are
partitioned into K time bins, where Xi(l), Xj(l) ∈ {0, 1}, the spike-time coherence is
(Wang and Buzsaki, 1996)
κij =
∑K
l=1Xi(l)Xj(l)√∑K
l=1Xi(l)
∑K
l=1Xj(l)
(1.4)
The population spike-time coherence is the mean of the pairwise spike-time
coherences, κ =
∑N
i
∑N
j κij/N .
Chapter 2
Network structure and the relative
dynamics of cells
This chapter develops algebraic and differential geometric methods by which to an-
alyze networks of coupled ordinary differential equations. A great deal of work has
made clear the connection between symmetry and synchrony, and a given network
may have many synchronous states related to symmetry in its structure. These states
may then be organized into a partial ordering known as a complete lattice. We de-
velop methods for examining and calculating synchronization on a related lattice,
and we show how sequences of internal states and motor actions can be construed as
lattice paths. We then demonstrate the use of this structure in terms of a general
organization of the multimodal perception of patterns.
Section 2.1 briefly covers some relevant computational studies. Synchrony and
synchronization are seen to be altered by two types of changes: connectivity and cell
parameterization. This loosely separates synchrony’s cause into finite graph (inci-
dence) and differential geometric (parametric) aspects.
The effect of symmetries in network structure on synchrony in smoothly varying
solutions of systems of ordinary differential equations (ODEs) is a central theme in
the theory of coupled cell networks ((Golubitsky and Stewart, 2006) is an excellent
review that we cite heavily). Section 2.2 develops this theory along with related
graph-theoretic ideas, with emphasis on the combinatorial notion of balanced col-
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oration. Balanced colorations relate synchrony subspaces to symmetries of the net-
work’s underlying graph. The “symmetry” here is an inherently local one, depending
on the fact that cells with indistinguishable trees of inputs can have indistinguishable
dynamics.
Continuum considerations come from differential geometry by way of control
engineering and are covered in Section 2.3.2. Contraction analysis, developed in
(Lohmiller and Slotine, 1998), dovetails with the graph-theoretic picture as a method
emphasizing relative convergence onto states, allowing one to compute synchroniza-
tion onto a given state or another as well as estimate the rate of convergence onto
synchrony. Synchronization has a simple mathematical description: the contraction
of the subspace transverse to a synchrony subspace (Pham and Slotine, 2007).
Further work has uncovered a compelling superstructure to the variety of syn-
chronous states, which we discuss in Section 2.4. Every graph carries a “most syn-
chronous” pattern it is capable of maintaining, independently of the equations that
govern its cells’ dynamics. Furthermore, there is a “least synchronous” pattern, with
every cell acting with a degree of independence from each other cell. With these
ideas in hand, Stewart fit these colored graphs into a larger framework, a partial
order called the balanced equivalence lattice (Stewart, 2007).
The balanced equivalence lattice is isomorphic to a second lattice of polydiagonal
subspaces (Stewart, 2007), and we construct a third lattice to characterize the trans-
verse subspaces and examine synchronization as it pertains to the lattice structure.
We also examine subsystems, localizing them on the lattice (Section 2.7.1), and we
use these ideas to develop a diagram of sensory systems and their interactions. We
hold that environmental inputs naturally break synchrony, but that in the absence
of input, dynamics contract toward some minimum lattice state. Contraction of a
system toward some lattice state also provides a simple and general mechanism for
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generating sequences, as we show in Section 2.6.4.
2.0.1 Note on generality
We remark here that the representation lattice (Ruan, 2012) dramatically broadens
the scope of the balanced equivalence lattice to include phase-related states on arbi-
trary networks. We will not discuss this lattice in detail, but we may refer to it to
illustrate potential applications.
2.1 Models relating network properties to synchrony
We next briefly discuss neural modeling studies pertaining to a network structure’s
relationship with synchrony and synchronization, focusing primarily on an investiga-
tion of directed random networks of inhibitory model neurons whose synchronization
properties are examined as mean connectivity, input strength, and cell parameters
were varied (Wang and Buzsaki, 1996).
Synchronization was found here to be highly dependent on network connectivity,
ranging from exact synchronization in the case of full connectivity to independent
firing when the network was disconnected. The population spike-time coherence κ
(used as a measure of synchrony; see Section 1.3) vs. mean number of inputs per cell
is shown in Figure 2·1. A later study found that random networks of excitatory and
inhibitory cells would approach a two-population polysynchronous state as a function
of the variance in the number of inputs to cells in the network (Borgers and Kopell,
2003). That is, the lower the variance in the number of inputs to each cell, the more
synchrony is observed.
In the Wang-Buszaki study, a change of a particular parameter, the reversal po-
tential, affects the existence and the rate of synchronization from random initial
conditions. Note that the system in Figure 2·2 shows strong phase-locking despite
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Figure 2·1: Spike-time coherence κ vs. number of synapses per cell M
for networks of population size N (from (Wang and Buzsaki, 1996)).
the loss of exact synchronization.
Related studies have examined differences in synchronization elicited by altering
time delays (Kopell et al., 2000), adding electrical synapses (Kopell and Ermentrout,
2004; Pfeuty et al., 2005), or adding noisy driving input to a network (Borgers and
Kopell, 2005). All suggest that network incidence structure, particularly in terms
of the number of inputs and the types of inputs a cell receives, plays a key role in
determining functional coupling. Even when synchrony is not present, phase-locking
often occurs, and altering cell-class parameters may cause the network to switch
rapidly from one such state to another.
2.2 Dynamics on directed graphs
2.2.1 Directed graphs and coupled cell systems
We first define directed graphs (henceforth graphs) which formally characterize
incidence relationships.
13
Figure 2·2: Spike raster for a fully connected network with altered
reversal potential (from (Wang and Buzsaki, 1996)).
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Definition 2.2.1. A directed graph is (Boldi and Vigna, 2002)
1. A set C of cells, or nodes
2. A finite set of arrows (or edges) A
3. A source function s : A → C indicating the cell of origin for each edge
4. A target function t : A → C referring an edge to its target cell
Golubitsky and Stewart then defined coupled cell networks (Golubitsky and Stew-
art, 2006) or coupled cell systems (henceforth networks or systems), which formalize
a network of dynamical cells. We will largely follow their definition:
Definition 2.2.2. A coupled cell network G is a directed graph with equivalence rela-
tions ∼C and ∼E for cell and edge types, respectively, with the condition that equiva-
lent arrows have equivalent tails and heads.
Each cell is equipped with a phase space Pc, a smooth manifold (for our purposes
this will always be Rk).
The cell phase space describes a particular cell’s activity in terms of its dynamical
cell variables. In a Fitzhugh-Nagumo model cell, for instance, the phase space is the
v, w plane or R2. Cells of the same type have equivalent phase spaces although their
dynamics on those spaces may be different.
The phase spaces of all the cells in the network considered together form the total
phase space defined as the cartesian product P =
∏
c∈C
Pc.
The input set of a cell c is the set of edges I(c) = {e ∈ E : H(e) = c}. The coupling
phase space PT (I(c)) for a cell is the product space of the inputs, i.e. PT (I(c)) =
∏
Pd
d∈T (I(c))
.
Each dimension of this space is one component of the total phase space.
A single cell’s behavior relies on only its own activity and that of its inputs,
implying a function mapping the product of the cell’s phase space and the coupling
phase space to the cell’s phase space: f(x) : Pc × PT (I(c)) → Pc.
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2.2.2 Symmetry groups and groupoids
A group may be defined as a pairwise operation · and a set X such that the following
hold:
1. The set is closed under the operation a, b ∈ X, a · b ∈ X
2. There exists an identity element e such that a · e = e · a = a for any a.
3. Every element has an inverse such that a · a−1 = a−1 · a = e.
4. Operations are composed associatively, i.e. (a · b) · c = a · (b · c)
A groupoid (see, for instance, (Weinstein, 1996; Ivan, 2003)) is much like a group,
but assumption 1 above may not hold and so the operation may not be defined
between every two elements.
We will be concerned with permutation groups and the pair groupoids that gen-
eralize them, as synchrony corresponds to coordinate permutations that leave cell
trajectories fixed. An equivalence relation on cells is a pattern of synchrony when
if xi ./ xj → xi = xj. We may use orbit notation to denote a synchrony pattern; if
cells 1, 2 synchronize in a three-cell network, we may denote this as (12)(3).
2.2.3 Symmetry and flow-invariance
Suppose we are given an autonomous two-cell system of ordinary differential equations
(ODEs) where coordinates are chosen :
x˙1 = f(x2) (2.1)
x˙2 = f(x1) (2.2)
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This system is homogeneous, i.e. f is identical for each ODE. We can see that cell
1’s activity x1 is a function of its input x2, and vice-versa. Changing our notation to
reflect this recursion, we have:
x1 = x1(x2(x1(x2(...)))) (2.3)
x2 = x2(x1(x2(x1(...)))) (2.4)
Notice that permuting the labels, or coordinates, x1 and x2 yields the same system
of equations, and if we were to set initial conditions x1(0) = x2(0), then it would be
completely impossible to tell x1 and x2 apart at any point in time. So the diagonal,
x1 = x2, is flow-invariant.
2.2.4 Balanced colorations and trees of inputs
We wish to generalize this notion of label permutation to larger networks. It may
not be feasible to write analogs to Equations 2.3 and 2.4 for arbitrary networks like
the one in Figure 2·3, as the input structures tend to branch indefinitely. A key
observation is that flow-invariance can be graphically tested by coloring the nodes in
the network according to a pattern of synchrony and checking to see whether that
coloration is balanced (Golubitsky et al., 2005; Golubitsky and Stewart, 2006). Any
two cells colored equivalently in a balanced coloration must have input sets that are
themselves equivalently colored.
Formally, we have: (Definition 7.1 in (Golubitsky and Stewart, 2006))
Definition 2.2.3.
An equivalence relation or coloration on cells is balanced if for every pair c, d ∈ C,
where c ./ d there exists an isomorphism of inputs β ∈ B(c, d) such that T (i) ./
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Figure 2·3: A three-cell network with a symmetry groupoid.
T (β(i)) for all i ∈ I(c)
Example 2.2.4. A balanced coloration on a three-cell network.
In Figure 2·4, each blue cell receives input from one red and one blue cell and each
red cell receives input from one blue cell; we see that (12)(3) is balanced.
Balance is a property independent of assumptions such as linearity, weak coupling,
etc. (Golubitsky and Stewart, 2006). Each network may have multiple balanced col-
orations (see, for instance Figure 2·7). The coloration where all cells have different
colors, for instance, is always balanced, and this is the unique “most colorful col-
oration”. It turns out that there is a least colorful coloration as well.
For any given node, there is a unique largest tree of which it is the root, called
the universal total graph (Boldi et al., 2006; DeVille and Lerman, 2010). We will also
refer to universal total graphs as input trees. Intuitively, in a homogeneous network
(one with a single cell type) with synchronous initial conditions xi(0) = x0,∀i, the
input tree shapes are the only information that can differentiate cell dynamics. Unless
the network is feedforward, these trees are infinite (Norris, 1995).
If a network is finite with n cells, though, it is known (Norris, 1995) that n − 1
levels are sufficient to establish isomorphism between any two cells’ input trees 1. This
1While this result was proven for “anonymous networks” without node identification, the result
holds for edge-labeled graphs (Norris, 1995). Colors assigned to nodes can instead be assigned to
their outward edges, and so the n− 1 level result carries to colored graphs.
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Figure 2·4: Representative input trees for the network in Figure 2·3.
input tree isomorphism establishes the maximally synchronous state that is generic
for the network structure (Boldi and Vigna, 2002; Stewart, 2007), corresponding to
a unique balanced coloration with the lowest number of colors.
Of the three cells in the network in Figure 2·3, two of them have isomorphic input
trees (Figure 2·4). The trees whose roots are the cells labeled 1 and 2 are isomorphic,
making this situation analogous to the isomorphism between Eqs. 2.3 and 2.4.
2.2.5 Quotients, bases, and fibrations
Once a balanced coloration has been established, one can simplify the representation
of the network by “collapsing” it so that all cells of any given color are represented
as a single cell. This reduced structure is called a quotient network in (Golubitsky
and Stewart, 2006) and a base graph in (Boldi and Vigna, 2002), and the mapping
between a graph and a base graph is called a fibration; it is defined by preservation
of the input sets of the original network (Figure 2·5). The definitions we use are taken
from (Boldi and Vigna, 2002).
Definition 2.2.5. A graph morphism h : G1 → G2 is a pair of functions hC : C1 → C2
taking nodes to nodes and hE : E1 → E2 taking edges to edges so that the incidence
relations are preserved
Definition 2.2.6. A fibration of graphs ϕ : G → B is a graph morphism such that
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Figure 2·5: Original network (left) and minimum base (right).
for edges and nodes eB and cG satisfying ϕ(cG) = H(eB) there exists a unique edge
ec in G (the lifting of eB at c) such that ϕ(e
c) = eB and H(ec) = cG.
There is a one-to-one correspondence between edges lifted to G with edges fibered
to B, making a fibration a local isomorphism of inputs. The graph B is the base,
while G is called the total graph. The set of nodes in G mapping to a cell cB is the
fibre ϕ−1(cB).
For any (locally finite) graph there exists a minimum base2, B0, whose nodes
cannot be fibred further. In other words, any two cells that fiber to the same cell in B0
have isomorphic universal total graphs, and no two cells within B0 have isomorphic
universal total graphs (recall Section 2.2.4). The cells that fiber to the same cell in
the minimum base form the minimal coloration of a graph discussed above in Section
2.2.4.
Figure 2·5 shows the network from above with its minimum base. This reduced
graph corresponds to the minimal balanced coloration discussed in the previous sec-
tion. The fibration is the mapping taking the larger graph to the smaller one.
Observe that the base depicts both a reduced operating dimensionality and alter-
ations in “self-excitation”, occurring when a loopless graph collapses to a graph with
self-loops.
2This definition is different from the one described in (Aguiar and Dias, 2006)
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We will be interested only in epimorphic fibrations; i.e. those where ϕ maps to all
nodes and edges of the base graph. Injective fibrations, which can characterize the
submersion of one dynamical system within another, are considered in (DeVille and
Lerman, 2013).
2.2.6 Computation
Given a graph with m nodes and n edges, the minimum base can be calculated
in O((n + m) log n) time by an algorithm due to Cordon and Crochemore (Cardon
and Crochemore, 1982; Boldi et al., 2006). This is substantially faster than the
O(n4 + m4) algorithm proposed in (Aldis, 2008), although the intermediate steps in
Aldis’s algorithm may be of use in further applications.
Finally, we note that a relationship exists between input trees and eigenvector
centrality, the latter having been applied to a variety of networks. In particular, if
two nodes in a homogeneous network have isomorphic input trees, they will also have
the same centrality (related to a node’s PageRank value (Page et al., 1999; Boldi
et al., 2006)). However, equivalent eigenvector centrality does not imply isomorphic
input trees. Proof of these two statements may be found in Appendix A. Tree algo-
rithms can provide substantially more information than centrality, but if the principal
eigenvector has already been computed or estimated, its flatness (i.e. its number of
identical elements) may indicate whether further analysis with the algorithms indi-
cated above might prove fruitful.
2.3 Synchronization
A synchronous state’s existence gives no indication of the stability of, or the proper-
ties of convergence to, that state. While existence of rigid polydiagonal subspaces is
ODE-independent up to cell type, convergence on a given state relies on an interplay
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between the network’s structure, the ODE(s) describing the cells, and parametric
variation. For this reason, we require methods to determine which states a network
of neurons will converge on, if any, especially when inputs are applied. Large-scale
neuromodulatory effects, for instance, will bias different patterns just as the mod-
ulation of reversal potential (Wang and Buzsaki, 1996) caused Wang and Buszaki’s
model network to switch from a fully synchronous state to a completely asynchronous
albeit noticably phase-locked state (Section 2.1). The contraction method recapitu-
lated in this section not only allows these computations, but allows an estimate of
the rate of synchronization as well.
2.3.1 Contraction of nonlinear systems
This section closely follows the treatment in Lohmiller and Slotine (Lohmiller and Slo-
tine, 1998). Given some dynamical system x˙ = f(x), we can consider the trajectories
x as well as virtually displaced trajectories δx. These are not time-localized pertur-
bations to a system (we discuss these in Section 2.7) but rather translocations into
neighboring trajectories. Assuming continuous differentiability, write the following
equations for the temporal evolution of trajectories:
δx˙ =
∂f
∂x
δx = Jδx (2.5)
δx˙T = δxT
∂f
∂x
T
(2.6)
J is the Jacobian matrix for the system. A quadratic form δxT δx quantifying the
distance between trajectories is defined, and taking its time-derivative yields:
d
dt
(δxT δx) = δxT δx˙ + δx˙T δx = δxTJδx + δxTJT δx (2.7)
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Collecting terms, we have:
d
dt
(δxT δx) = 2δxTJsδx (2.8)
where Js =
1
2
(J + JT ) is the symmetric part of the Jacobian matrix.
The maximum divergence between any two trajectories is quantified by a Lia-
punov exponent λmax, the largest eigenvalue of Js, and the following inequality holds
everywhere:
d
dt
(δxT δx) ≤ 2λmaxδxT δx (2.9)
If λmax(x) is negative for all x, any displaced trajectory converges uniformly onto
x.
2.3.2 Contraction to synchrony subspaces
Exact synchrony corresponds to dynamics confined to a polydiagonal subspace, also
called a synchrony subspace in (Pham and Slotine, 2007), and a synchrony basis
spanning the polydiagonal subspace can be ascribed to any given balanced coloration.
With each cluster of synchronous cells forming a vector, the synchrony subspace is
just the spanned subspace B.
Let N = ker(B) be B’s nullspace in V. We are particularly interested in additively
decomposing a solution x(t) to a system of differential equations x˙ = f(x, t) into
synchronous and asynchronous components:
x(t) = y(t) + z(t) (2.10)
where y ⊂ B and z ⊂ N. We desire decompositions where z is a constant function
(i.e. z˙ → 0)
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x(t) = y(t) + c (2.11)
so that all motion in the system exists in the subspace B. This scenario is a
particular case of partial contraction (Wang and Slotine, 2005).
Projecting onto N, the symmetric part of the Jacobian matrix becomes J⊥S =
NJSN
T. Then, if J⊥S (see Section 2.3.1) is uniformly negative definite, that is, if
eigenvalues of J⊥S are negative at all points, the transverse space contracts with ex-
ponential rate (see, for instance, (Gamelin and Greene, 1999)).
Contraction to a synchrony subspace, or synchronization, establishes an equiv-
alence relation ∼ so that v1 ∼ v2 and v2 ∼ v3 implies v1 ∼ v2 ∼ v3, a fact that
motivates our treatment of contraction on subspace lattices in Section 2.5. Not all
contractive equivalences must be balanced; a gap junction, for instance, may lead to
synchronization without strict equivalence of input trees (Pham and Slotine, 2007).
2.3.3 Computation
It may be impossible to calculate eigenvalues for the Jacobian of a nonlinear system
directly to assert negative definiteness. By changing norms, however, algebraic un-
solvability can be replaced by nonlinear optimization, in the sense that given some
set of parameters, one may be able to assure that the Jacobian is negative definite
for those parameters. In (Lohmiller and Slotine, 1998) (see also (Russo and Slotine,
2010)) it was shown that contraction can apply to several matrix measures, including
the L1-like measure µ1(A) = maxj(ajj +
∑
i 6=j |aij|) that we will use below.
Example 2.3.1.
Consider two identical bidirectionally coupled Fitzhugh-Nagumo model cells (Fitzhugh,
1961; Nagumo et al., 1962) with identical linear connection weights c:
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v˙i = vi − v
3
i
3
− ui + cvj (2.12)
u˙i = (vi − a− bui)ω (2.13)
for a, b, ω > 0. The Jacobian for the system is
J =

1− v21 ω
−1 −bω
c 0
0 0
c 0
0 0
1− v22 ω
−1 −bω
 (2.14)
The symmetric part is:
Js =

1− v21 12(ω − 1)
1
2
(ω − 1) −bω
c 0
0 0
c 0
0 0
1− v22 12(ω − 1)
1
2
(ω − 1) −bω
 (2.15)
Two outcomes are possible.
1. Synchronization is contraction to the polydiagonal subspace:
Bmin =

1 0
0 1
1 0
0 1

Its nullspace is:
B⊥ =

−1 0
0 −1
1 0
0 1

Changing basis into this space yields:
J⊥ =
(
−2.0c−1.0v20−1.0v21+2.0 1.0ω−1.0
1.0ω−1.0 −2.0bω
)
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leading to constraints
−2c+|ω−1|+2<0
−2bω+ω−1<0
2. Antisynchronization occurs when this system contracts to B⊥ (i.e. the poly-
diagonal contracts while the transverse subspace does not; see Section 2.5) re-
stricting motion in the system to v0 = −v1 and u0 = −u1. The parameter
constraints are:
2c+|ω−1|+2<0
−2bω+ω−1<0 (2.16)
We will return to this example in Section 2.6.7, deferring explicit calculation until
that point.
2.4 Combinatorial structure for synchrony and synchroniza-
tion
The minimum base of a graph provides a root for generating other, more refined
balanced colorations, where graph-compatible lifts from the base generate all bal-
anced synchrony patterns. The colorations were shown by Stewart (Stewart, 2007)
to form a complete lattice (Birkhoff, 1967) called the balanced equivalence lattice.
Because balanced colorations correspond to rigid polydiagonal subspaces, this lattice
is isomorphic to a lattice containing these subspaces as elements.
We first reorganize Stewart’s results, and we clarify synchronization by introducing
a third lattice characterizing the transverse subspaces that must contract in order for
synchronization to occur. This lattice reverses the ordering of the polydiagonal lattice,
and examining its structure may reduce the complexity of contraction calculations
necessary to determine the final state of a system. We also examine contractions of
the polydiagonal subspaces themselves. This surprisingly unexplored topic leads to a
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fruitful characterization of subpopulations of silent cells within a network.
2.4.1 Lattices
Lattice definitions are standard, and the reader may also refer to (Birkhoff, 1967).
Definition 2.4.1. A lattice is a partially ordered set (poset) with two monoidal op-
erations, join ∨ and meet ∧ satisfying the following:
1. Idempotence:
(a) a ∨ a = a,
(b) a ∧ a = a
2. Commutativity:
(a) a ∨ b = b ∨ a
(b) a ∧ b = b ∧ a
3. Associativity:
(a) a ∨ (b ∨ c) = (a ∨ b) ∨ c
(b) a ∧ (b ∧ c) = (a ∧ b) ∧ c
4. Absorption:
(a) a ∨ (a ∧ b) = a
(b) a ∧ (a ∨ b) = a
Definition 2.4.2. A bounded lattice is a lattice with identity elements 0 and 1 for
the join and meet operations, so that a ∨ 0 = a and a ∧ 1 = a
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Extending the meet and join operation to hold for arbitrary subsets of elements yields
the definition of a complete lattice. In a complete lattice, binary operations may be
replaced with n-ary operations
∨
A,
∧
A.
Definition 2.4.3. A complete lattice is a bounded lattice in which all subsets of
elements have a unique join and meet.
2.4.2 Hasse diagrams
The following standard definitions allow us to describe a lattice in terms of a minimal
diagram called the Hasse diagram (Wikipedia, 2013b). See, for instance, Figure 2·7
for an example.
Definition 2.4.4. A closed interval on a partially ordered set is the set of elements
c satisfying a ≤ c ≤ b, denoted [a, b].
Definition 2.4.5. b is said to cover a if [a, b] = {a, b}.
Definition 2.4.6. The Hasse diagram for a partially ordered set is the unique
fewest-edge directed graph for a poset whose edges are covers.
To illustrate, a cover between the top and bottom elements in the Hasse diagram
does not exist unless its corresponding poset has only two elements.
Because ≤ is a transitive relation, the remaining maps can be inferred. One may
find a Hasse diagram for an “overcomplete” poset through the method of transitive
reduction (see e.g. (Wikipedia, 2013d)3). We will be interested in the Hasse diagram
as it forms a minimal description of synchronizations to balanced states.
2.4.3 Principal ideals and filters
Two order-theoretic concepts that will prove useful in circumscribing a number of
synchronization-related concepts - as well as subsystems in a later section - are those
3The inverse process is known as transitive completion.
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of principal ideal (Birkhoff, 1967) and filter (e.g. (Wikipedia, 2013a)), which we use
to formalize the idea of certain properties holding for all elements below or above
some element p.
Definition 2.4.7. A principal ideal ↓ p with principal element p is a poset P (sub-
lattice in our case) such that x is in P whenever x ≤ p.
A principal filter ↑ p is the order-reversed concept.
2.4.4 The balanced equivalence lattice revisited
The balanced equivalence lattice Λ./, as originally constructed (Stewart, 2007), is
partially ordered by partition refinement. However, we find the order-reversed (cf.
(DeVille and Lerman, 2013)) construction in terms of base and total graphs to be more
intuitive as this ordering aligns with the dimension of the polydiagonal subspaces.
We note that as G ∨ B = B on Λ./ is an epimorphic fibration of a total graph G
over a base B, the inverse, B ∧ G = G is the corresponding graph-compatible lift,
corresponding to synchrony-breaking.
To address a combinatorial question raised in (Stewart, 2007, p. 179), the join of
two bases as the smallest total graph that epimorphically fibers to both. Similarly, as
graph-compatible liftings correspond to increasing functions on this lattice, the meet
of two total graphs is the largest base graph that lifts to both.
Without going into great detail, we must point out that the combinatorics of la-
beled and unlabeled objects are quite different (see (Bergeron et al., 1997)). The
distinction carries physical relevance; the statisical mechanics of distinguishable and
indistinguishable objects are completely different (see e.g. (Wikipedia, 2013c)). Un-
less indicated, our lattices will refer to unlabeled graphs. The lattices associated with
labeled graphs will generally be larger.
Example 2.4.8.
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Figure 2·6: Four-cell network C4. All connections are bidirectional.
The underlying graph C4 for the four-cell network in Figure 2·6 has five classes of
balanced colorations; the balanced equivalence lattice is shown in Figure 2·7. Because
the definition of balanced coloration does not distinguish between the completely
asynchronous and a quarter-phase-locked state, and so the balanced equivalence lat-
tice alone does not reveal the symmetry group of the square; exhaustive search yields
the pentagon lattice N5 as the balanced equivalence lattice for this network.
This example also demonstrates that the lattice of balanced equivalence relations
is not modular generically, as a theorem of Dedekind states that a lattice is modular
if and only if it does not contain N5 as a sublattice (Birkhoff, 1967). Specifically, we
may rule out modularity of any particular balanced equivalence lattice whenever the
graph is a tensor product of C4 and any other graph.
2.4.5 The balanced polydiagonal lattice
A second lattice, isomorphic4 to Λ./, may be formed from balanced polydiagonal
subspaces. This is the balanced polydiagonal lattice Λ4 (Stewart, 2007). Its
straightforward characterization in terms of synchrony subspaces, where the meet
and join are the intersection and union of balanced polydiagonals, respectively, is
written:
4Anti-isomorphic in Stewart’s formulation
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Figure 2·7: Hasse diagram for the balanced equivalence lattice for C4.
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Figure 2·8: Left: Balanced colorations of the fully connected, labeled
three cell network. Right: balanced polydiagonal lattice.
4i ∨4j = 4i ∪4j (2.17)
and
4i ∧4j = 4i ∩4j (2.18)
Example 2.4.9. Three-cell fully connected network
For the labeled, fully connected three-cell network, the balanced polydiagonal lat-
tice is shown along with its colorations in Figure 2·8.
The unlabeled case treats all two-cell synchronizations as equivalent, and so the
lattice would be a totally ordered set with three elements.
2.5 The transdiagonal lattice
Given a total space V and a polydiagonal subspace 4, define the transdiagonal sub-
space to be the subspace transverse to the polydiagonal: ∇ = V \ 4. Let Λ4 be the
balanced polydiagonal lattice for some graph G . Then the transdiagonal 5 to poly-
diagonals form a lattice, Λ∇ 3 ∇, which we call the transdiagonal subspace lattice.
5These are null spaces of 4, but we adopt the more general language here with the aim of
generalization from vector spaces to arbitrary manifolds (see again (DeVille and Lerman, 2013)).
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Theorem 2.5.1. Λ4 and Λ∇ are anti-isomorphic as lattices.
Proof. Using De Morgan’s laws and Equations 2.17 and 2.18, the transdiagonal lattice
has as join ∇i∨∇j = V \ (4i∪4j) = (V \4i)∩ (V \4j) = ∇i∩∇j and as meet the
union of transdiagonal subspaces ∇i ∧∇j = V \ (4i ∩4j) = (V \ 4i) ∪ (V \ 4j) =
∇i ∪∇j.
Through reduction of order for systems of ordinary differential equations, it is
always possible to treat cells as valued in R, and we will call the expanded graph
corresponding to such a coupled-cell system order-reduced. The least element of the
transdiagonal lattice in an order-reduced graph is then always a point, as the greatest
element of the polydiagonal lattice is always the entire ambient space.
A natural rank (c.f. (Kamei, 2009)), corresponding to the number of equivalence
classes (and to the degree of the monic term of the characteristic polynomial of the
base) can be assigned to each element of the balanced equivalence lattice. Letting m
be the dimension of the minimum base, for each polydiagonal 4 ∈ Λ4 of dimension
k there is a transdiagonal ∇ of dimension N − k such that ∇⊕4 ' RN . So we have(
N N − 1 . . . m + 1 m
0 1 . . . N −m − 1 N −m
)
mapping ranks in
( 4
∇
)
explicitly when
a system is order-reduced.
Example 2.5.1. Subspace lattices for two-factor cyclic networks
Any unidirectional cyclic network with pq elements, with p and q distinct primes,
will have an order-reduced balanced polydiagonal lattice of the form in Figure 2·9.
Example 2.5.2. Lattices for prime-power cyclic networks
A cyclic network with n = pm elements, with p prime, has two chains for polydi-
agonal and transdiagonal lattices, illustrated in Figure 2·10.
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4pq
4p
==
4q
aa
41
aa ==
∇0
$$yy
,∇pq−p
%%
∇pq−q
zz
∇pq−1
Figure 2·9: Balanced polydiagonal lattice (left) and transdiagonal
lattice (right) for a 2-factor cyclic network. The dimension of each
subspace is in the superscript.
4pm
4pm−1
OO
4p2
...
OO
4p
OO
41
OO
∇0

∇pm−pm−1
...

∇pm−p2

∇pm−p

∇pm−1
Figure 2·10: Balanced polydiagonal lattice (left) and transdiagonal
lattice (right) for a cyclic network with n = pm elements. Superscript
indicates subspace rank.
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2.5.1 Contraction on the transdiagonal and polydiagonal lattices
Contraction of subspaces implies contraction of lower-order spaces, corresponding to
principal ideals on a lattice and thereby principal elements for filters on the dual
lattice. We prove the next two theorems for the transdiagonal lattice; they also hold
for the polydiagonal lattice, mutatis mutandis.
The first theorem states that contraction of a lattice subspace implies contraction
of the lattice subspaces contained within it.
Theorem 2.5.2. If ∇i is a contractive transdiagonal. Then all ∇j ≤ ∇i are also
contractive.
Proof. ∇i = ∇i ∧∇j = ∇i ∪∇j, which spans ∇j.
Contraction of multiple lattice subspaces can also imply contraction of higher-
order spaces. The next theorem makes precise the idea that if two subpopulations of
cells both synchronize, and if those groups have members in common, then the entire
group must synchronize.
Theorem 2.5.3. If ∇i is a set of contractive transdiagonals, then all ∇k ≤
∧∇i are
also contractive
Proof. Let K index the least upper bound: ∇K =
⋃∇i, which is a union of contract-
ing subspaces and therefore also contracts. By the previous theorem, all ∇k ≤ ∇K
contract.
∇K is a principal ideal. A pair consisting of a principal transdiagonal contractive
ideal (which we may call the target pattern as it corresponds to a base on the
balanced lattice) and a principal polydiagonal contractive ideal will be called a paired
state ♦(∇i,4j). The polydiagonal ideal may be empty.
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Remark 2.5.3. Knowing that subspaces contract to some paired state ♦, it is suf-
ficient to compute partial contractions corresponding only to the Hasse diagrams for
the polydiagonal and transdiagonal lattices.
The argument for the next theorem will be used several times.
Theorem 2.5.4. Suppose ∇i and 4i are contractive. Then all trajectories converge
to a fixed point
Proof. ∇i ⊕4i spans the entire vector space.
Corollary 2.5.5. Given n elements on a polydiagonal lattice, pairing each element
with its dual yields an n-fold cover of the space V.
Theorem 2.5.6. Given a lattice state ♦(∇i,4j), if ∇i ≥ ∇j, all trajectories converge
to a fixed point.
Proof. Use Theorems 2.5.4 and 2.5.2.
The case where two arbitrary subspaces ∇i and 4j contract has important con-
sequences (see also Chapter 3). We will adopt cycle notation for cell groupings; that
is, a transdiagonal contractive ideal containing cell groups indexed by C = {c`}`L`=`1
is denoted by ∇(i1...iI)(j1...jJ )...(`1...`L) → {∗}. For example, ∇(12)(34) → {∗} would cor-
respond to synchronization of two pairs of cells c1 ∼ c2, c3 ∼ c4. We may further
condense this notation to ∇(i)(j)...(`) → {∗} and finally to ∇C → ∇•C. This notation
emphasizes that the contracted subspaces are pointed spaces.
We now examine subpopulations of cells within a network by projecting onto their
restricted phase spaces.
Definition 2.5.7. A population subspace Pi1,i2,...,iI ≡ P(i) is the product phase space
I∏`
=1
Pi`
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Denote the projection of the global phase space onto a population subspace P(i)
as pi(i).
Note that any polydiagonal subspace containing the cycle (i) is the diagonal sub-
space in the population subspace P(i); pi(i)(4D) = pi(i)(4(i) ×4(j)...×4(k)) = 4(i).
Theorem 2.5.8. Suppose 4(i) → {∗}. Then if all cells in the subpopulation (i)
synchronize globally, P(i) contracts to a fixed point.
Proof. (i) synchronizing globally in P(i) implies contraction of ∇(i). As ∇(i) ⊕ 4(i)
spans P(i), the entire subspace contracts.
Remark 2.5.9. Contraction of P(i) means x˙i → 0 for all i in (i).
Theorem 2.5.4. Suppose 4(i1)(i2)...(ij)...(iJ ) → {∗}. Then whenever any cell subpopu-
lation (ik) = (ij) synchronizes, P(ij) contracts to a fixed point.
Proof. Apply the previous argument to multiple subpopulations.
Since contraction of a transdiagonal lattice element describes the simultaneous
synchronization of many subpopulations, the contraction of polydiagonal and trans-
diagonal pairs lead to silencing of subpopulations (ij) in
∇∏(ik)×∏(ij) → {∗} (2.19)
4∏(i`)×∏(ij) → {∗} (2.20)
given (ik) 6= (i`).
We call these paired state patterns glyphs6.
Remark 2.5.10. Given that the combinatorics of paired-states relate to those of non-
decreasing lattice functions, a slight generalization of incidence algebras (Doubilet
et al., 1972) may pertain to this characterization.
6See Chapter 3 for an explicit example.
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Evidence of high-rank contractive ideals (corresponding to dynamics on a low-
dimensional subspace) in the population activity of hippocampal grid cells has re-
cently been reported (Yoon et al., 2013), supporting a general role for contraction
as a preventative mechanism against the effects of noise in a system (Bouvrie and
Slotine, 2011; Tabareau et al., 2010).
2.6 Lattice states and sequences
2.6.1 Category theory as an appropriate language for sequences
If p1 : a → b and p2 : b → c are movements in a space of end-effector configurations,
and if we are allowed to go from point a to point b and also from point b to point
c, then we should also be capable of going from a to b to c through a sequential
movement p1p2.
Associative compositionality, or the ability to group smaller operations p1 and p2
into larger pieces p1p2 (cf. “chunking”) and to perform those operations in series, is
perhaps the defining characteristic of a behavioral sequence.
Commutativity, on the other hand, cannot be a property of all sequences. Ro-
tations in three-dimensional space, for example, do not generally commute (rφrθ 6=
rθrφ), a fact necessary for computation of sequences defined in joint-angle space
7.
To describe sequences coherently, we require a mathematical structure with com-
position “built-in” but without assumptions on most other properties such as com-
mutativity. Such a level of abstraction is provided by a category.
7The existence of noncommutative computational mechanisms have been proposed in the brain,
based on the ability of the vestibulo-ocular system to precisely account for noncommuting sequences
of body rotations (Tweed et al., 1999).
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2.6.2 Categories
Definition 2.6.1. (Mac Lane, 1998) A category C is a set of objects obj(C) and
(homo-)morphisms or arrows hom(C) with a source and a target in obj(C) satisfying
the following properties:
• Identity: o 1o→ o for each o in obj(C)
• Morphisms compose associatively: for any f, g, h in hom(C), fgh = (fg)h =
f(gh)
In other words, a category is a directed graph with node identity and composition
along its edges.
Category-theoretic compositionality has been posed as an explanation for the
systematicity of cognition in (Phillips and Wilson, 2010), as the machinery allows
one to build complex “programs” or rules from simpler ones (see (Spivak and Kent,
2012) for examples of “plain English” categories). Functional signatures of such
compound rule representations were recently reported in prefrontal cortex (Reverberi
et al., 2012).
2.6.3 Path categories
A standard construction exists to construct categories representing composable paths8.
Definition 2.6.2. The path category on a directed graph (nCatLab, 2013) has as
objects the vertices of the graph and as morphisms lists of nodes and edges of the form
P (v, e) = (10, f0→1, 11, f1→2, ..., 1(m−1)→m, 1m) with composition as concatenation such
that P (v, e) ◦Q(v2, e2) identifies source node a0 with target node bn.
8Balanced equivalence can be constructed using this definition as a starting point.
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∇0
 ""||
∇a
 ""
∇b
""||
∇c
|| 
∇ab
""
∇ac

∇bc
||
∇abc
Figure 2·11: A transdiagonal lattice.
∇•0
 ""||
∇•a
 ""
∇b
""||
∇c
|| 
∇•ab
""
∇ac

∇bc
||
∇•abc
(2.21)
Figure 2·12: A sequence depicted on a transdiagonal lattice.
2.6.4 Sequencing by contraction rate
In a naive characterization of sequencing, contraction rates (Section 2.3.1) may give
an ordering to intermediate states. Consider contractions on the transdiagonal lattice
in Figure 2·11; suppose that the total contraction rate is 1, so that the entire system
contracts as fast or faster than e−t . Suppose also that ∇a contracts with rate a, ∇b
contracts with rate b < a, and ∇c contracts with rate c < b < a.
As a process, we have synchronization of the spaces occurring in the approximate
order a, ab, abc. The sequence is depicted in Figure 2·12.
The figure above is actually an abuse of notation since all transdiagonal subspaces
have contracted to a point if∇abc does. It is better described by the category where the
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∇•0
 ""||
∇•0
 %%yy∇a
 ""
∇b
""||
∇c
|| 
∇a → ∇•a ∇•a
 &&
∇b
%%xx
∇c
yy ∇ab
""
∇ac

∇bc
||
=⇒ ∇ab
&&
∇ac

∇bc
xx
∇abc ∇abc
⇓ ∇b → ∇•b
∇•0
 ""||
∇•0
 %%yy∇•a
 ""
∇•b
""||
∇•c
|| 
∇c → ∇•c ∇•a
 %%
∇•b
%%yy
∇c
yy 
∇•ab
""
∇•ac

∇•bc
||
⇐= ∇•ab
%%
∇ac

∇bc
yy
∇•abc ∇abc
Figure 2·13: Contraction sequence.
objects are themselves lattices with designated contractive ideals and the morphisms
are individual partial contractions. Figure 2·13 depicts a sequence in this category,
which is itself an object in the path category of all composable sequences.
2.6.5 Serial/parallel sequencing
The above notion of a dynamical ”sequence” may appear somewhat unsatisfying as
the contractions in such a lattice are “really” happening in parallel. Robustness to
modulation or initial conditions may be an issue here; the ordering of even near-
synchronization may be parametrically sensitive. While some actions, like reading
relatively common wrods in sentences, appear to be parallelized and somewaht order-
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independent processes [sic], see (Rawlinson, 1976), motor programs often must contain
strict, noncommuting, series components.
Subspace filtration is one method for “forcing” serial order; a polydiagonal lattice
may contain an independent chain (i.e. a nonbranching part of a lattice) of balanced
subspaces totally ordered by subspace containment: 4i ⊃ 4i+1 ⊃ · · · ⊃ 4n. In such
a configuration, two cells might synchronize, then three, then four. When downstream
cells depend on coherent input, as appears to be the case in the striatum (Graybiel,
1998), a sequence can be read out in a repeatable fashion9.
Series and parallel transitions can also be combined so that a system is capable
of walking and chewing gum at the same time.
Example 2.6.3. Serial/parallel contraction sequence on C4: minimal model for plo-
sive generation
We consider a network on the bidirectional 4-cycle graph C4, which can model
a plosive. Voicing is combined in parallel with tongue movement. We consider a
minimal circuit for a motor program. The two stage tongue preparation/release
process is /d → d/, triggered by synchronization. Its transdiagonal lattice is shown
in Figure 2·14. Note that a synchrony-sensitive downstream subnetwork, which we do
not construct here, is necessary to transduce outputs from this network into actual
motor commands.
The action of this motor program is a contraction from the completely asyn-
chronous initial state ∇0 to the fully synchronized final state ∇[/d/][/a]. Because
cells 1 and 2 must approximately synchronize before the pairs of cells 1,2 and 3,4 may
synchronize, associating a tongue movement with these synchronizations generates a
robust motor sequence.
9Relatedly, synchronous or phase-locked clusters can be used to generalize the notion of “gated
cortical zones” discussed in (Brown et al., 2004).
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∇(1)(2)(3)(4)

''
∇(1)(24)(3)

∇(12)(34)

∇(13)(24)
ww
∇(1234)
∇0

$$
∇/d

∇/a/

∇d/
zz
∇[/d/][/a/]
Figure 2·14: Left: transdiagonal lattice for graph C4. Right: corre-
sponding vocal token lattice.
2.6.6 Polydiagonal contraction
While the transdiagonal lattice characterizes synchronization to balanced polydiago-
nals, it is also of interest to examine what happens when the polydiagonal subspaces
themselves contract. We do not attempt to rigorously characterize any general prop-
erties leading to polydiagonal contraction, but the model in Chapter 3 suggests that
inhibition, time-delays, and the geometry of the environment may all play a role. We
continue with the previous example:
Example 2.6.4. Sequence of transdiagonal and polydiagonal contractions on C4
Figure 2·15 shows the least restrictive lattice state for the C4 system. The space
∇•(1)(2)(3)(4) is always a point.
The diagonal 4(1234) may contract, as in Figure 2·16.
The next configuration (Figure 2·17) involves the formation of a glyph:
Here, both the transdiagonal and the polydiagonal corresponding to the synchrony
subspace x2 = x4 contract so that cells 2 and 4 are silent. The contraction of 4(13)
constrains dynamics to the antisymmetric part.
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∇•(1)(2)(3)(4)

&&
4(1)(2)(3)(4)
∇(1)(24)(3)

4(1)(24)(3)
77
∇(12)(34)

4(12)(34)
OO
∇(13)(24)
ww
4(13)(24)
OO
∇(1234) 4(1234)
OO
gg
Figure 2·15: Left: C4 transdiagonal lattice with pointed element.
Right: polydiagonal lattice.
∇•(1)(2)(3)(4)

&&
4(1)(2)(3)(4)
∇(1)(24)(3)

4(1)(24)(3)
77
∇(12)(34)

4(12)(34)
OO
∇(13)(24)
xx
4(13)(24)
OO
∇(1234) 4•(1234)
OO
gg
Figure 2·16: Paired state on the C4 graph with nontrivial polydiago-
nal contraction.
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∇•(1)(2)(3)(4)

&&
4(1)(2)(3)(4)
∇•(1)(24)(3)

4(1)(24)(3)
88
∇(12)(34)

4(12)(34)
OO
∇(13)(24)
xx
4•(13)(24)
OO
∇(1234) 4•(1234)
OO
ff
Figure 2·17: Paired state on the C4 graph corresponding to silencing
of cells 2 and 4.
x1 = h(−x3), x3 = h−1(−x1)
x2, x4 → 0
Given the apparent temporal frequency sensitivity in Chapter 3’s model, and given
that silencing of subpopulations in auditory cortex often accompanies self-generated
vocalizations (Eliades and Wang, 2008)10, we raise the hypothesis that polydiagonal
contractions are involved in the representation of sensory feedback targets.
2.6.7 A simple sequence on a two-cell network
While synchronous sensory perturbations may take one polydiagonal state to a higher
state in a visually intuitive way, “internal” mechanisms may also alter synchronization
through their effects on coupling. Here, we examine the effect of a global modulatory
10n.b. Patterned cell activity from animals in captive or otherwise depressed states is likely to be
different from that of freely behaving animals in natural environments.
45
∇(u1)(u2)(v1)(v2)

4(u1)(u2)(v1)(v2)
∇(u1u2)(v1v2) 4(u1u2)(v1v2)
OO
Figure 2·18: Polydiagonal and transdiagonal lattices for the two-cell
Fitzhugh-Nagumo system.
influence capable of inducing synchronization or desynchronization in a simple system.
We will reuse Eqs. 2.12 and 2.13, supposing11 that ω = 1/13 and b = 8/10. Then
the second inequality in 2.16 holds everywhere and the first is sensitive only to c.
In particular, c < −29/20 guarantees antisynchronization and c > 29/20 guarantees
synchronization. Initial conditions were set to a random value from the uniform
distribution [−0.1, 0.1].
The polydiagonal and transdiagonal lattices have two elements (Figure 2·18). The
network’s two active states (synchrony and antisynchrony) are diagrammed in Figure
2·19.
Varying c over time generates a sequence on the network, alternating between
near-synchrony and near-antisynchrony (Figure 2·20).
The above example essentially describes a global weight change in the network,
and it is perhaps not surprising that as synaptic weights go from positive to neg-
ative the system’s behavior should change as well. Wang and Buszaki observed a
similar bifurcation as they altered the afterhyperpolarization potential in their net-
work of Hodgkin-Huxley neurons (see Section 2.1 and references). Note that this
sequence required no environmental asymmetry, merely a global parameter change.
11This choice of parameters taken from (Zillmer, n.d.)
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
4(u1)(u2)(v1)(v2)
∇•(u1u2)(v1v2) 4(u1u2)(v1v2)
OO
∇•(u1)(u2)(v1)(v2)

4(u1)(u2)(v1)(v2)
∇(u1u2)(v1v2) 4•(u1u2)(v1v2)
OO
Figure 2·19: Top: lattice state corresponding to synchrony. Bottom:
lattice state corresponding to antisynchrony.
Figure 2·20: Two-cell model system with voltages v0,v1 with varying
global weighting parameter c (recovery variable u not shown). Regions
marked A indicate the antisynchronization regime while regions marked
S mark the synchronization regime.
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This leads us to believe that the global state shifts enacted through the well-known
diffuse projecting neuromodulatory systems may have their effect through this type
of mechanism.
2.6.8 Inflation/contraction pairs
The fact that Figure 2·19 contains the only allowable configurations given the free
variable c tells us that we have not fully characterized all relevant mappings between
lattice states. Our formulation, up to this point, has no mechanism for subspace
inflation aside from synchronous perturbations of cells. Perturbations and transdi-
agonal contractions alone are insufficient for fully describing dynamics, though, as a
perturbed system will always return to its contraction target with exponential rate.
In the above example, an inflation of the two-cell synchrony space was paired
with a contraction of its dual space; this seems to indicate that we ought to consider
inflation of a lattice element paired with contraction of an element of the dual lattice.
It turns out that this is not an optional consideration.
Specifically, inflation of a subspace 4i, denoted 4•i →4x, does not yield another
synchrony subspace in any unique way; inflation of a subspace does not preclude
inflation of any higher-dimensional subspace that contains it. However, the choice of
a contraction ideal∇j → ∇•j satisfies to uniquely specify4x = 4j, setting a bound to
inflation by choosing a new contraction target in the dual space. The same argument
holds for transdiagonal inflation.
The general maps between lattice states, then, are pairs of maps between pairs of
nonoverlapping contractive ideals.
48
2.7 Perturbative inputs, subsystems, and sequences
Viewing the balanced equivalence lattice as a coarse map between a structure and its
potential patterned functions, we now design a first-order but dynamically informative
partition of a nervous system into subsystems based on synchronous inputs to the
sensory periphery.
Although networks are often partitioned according to non-dynamical distinctions,
imposing groups of cells with some a priori labeling (for example, striate cortex ), may
obscure potential dynamical information. Two cells in two different gross anatomical
regions may have isomorphic receptive fields, and although we must concede it unlikely
for a cell in primary visual cortex to be input-isomorphic to a cell in prefrontal cortex,
we must also accept that anatomically dispersed cells with equivalent receptive fields
are possible until more detailed information rules this out.
In the absence of a full connectome, we note that if a system is in or near a
balanced polydiagonal state to begin with, sets of external inputs can perturbatively
break symmetry and thereby synchrony on cells in the network. This generically
has the effect of moving a system to a higher state on the balanced equivalence
lattice12. Under most natural conditions, only cells comprising the sensory periphery
are susceptible to perturbation from the environment.
This suggests a practical way of examining the existence of certain system states
through the consequences of perturbations to sensory subsystems, which lead to inter-
action patterns. In such a scheme, choosing groups of cells establishes subnetworks,
and simultaneously perturbing those cells leads to a particular minimal pattern of
synchrony.
We hasten to mention that this is only a preliminary characterization, meant to
12The system state will be a transient one unless the contractive ideal shifts as well. Also, we
point out that perturbation can potentially send a system toward a lower lattice state, but this is
not generic.
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illustrate the intuitive relationship between subsystems and perturbations. It relies
only on polydiagonal states and does not take into account the richer combinatorics
afforded by paired states.
2.7.1 Perturbative bases for subsystems
Dividing a system into subsystems is, intuitively, just a labeling of the system’s un-
derlying graph. However, instead of treating subsystems as declarations that certain
groups of cells are equivalent, we view them as cell groups declared a priori to be
distinguishable from one another through a perturbation. Of course, within each sub-
system, cells may not be distinguishable. We find that edge-labelings give a simpler
characterization than node-labelings.
Definition 2.7.1. An even perturbation (alternately, even labeling or syn-
chronous perturbation) of a graph is a labeling of edges such that, for each cell,
all outgoing edges from that cell have the same label.
Even perturbations are equivalent to (not necessarily balanced) colorations of
nodes, as the edge color can be assigned to its source node. Every balanced coloration
of nodes, then, is equivalent to an even perturbation of edges. The converse, of course,
does not hold in general. However, a minimum base may be computed for an edge-
labeled graph (Boldi and Vigna, 2002), and so every even perturbation does map to
a particular base.
Definition 2.7.2. A subsystem base or evenly perturbed base Bg of a graph is
the minimum base of an evenly perturbed graph.
A subsystem base is a special case of the notion of principal element of a filter,
representing the most synchronous state that a system can undergo given cells de-
clared as a priori distinguishable. If the initial state is unknown, a perturbation may
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send the system to any state above the subsystem base. We can use subsystem bases
to localize a system with multiple classes of cells on the balanced equivalence lattice.
We briefly digress to the utility of even edge labeling in making the combinatorics
of balanced partitions explicit. Since node colors can be “pushed” onto outgoing
edges, relabelings of nodes can be assigned without resorting to pairs or tuples. Let
ny be the number of y-labeled nodes and mxy be the total number of edges from all
cells labeled x to all cells labeled y.
Lemma 2.7.3. If a node labeling is balanced, then mxy = nykxy for all target groups
y and for some natural number kxy.
Proof. This follows from the definition of balance; every cell in class y must receive
the same number of inputs from cells in class x.
Using the balance/evenness relationship, the number of x-labeled edges mapping
to y-labeled cells is
mxy = nykxy (2.22)
for some kxy, which counts the number of maps from cell group x to each cell in
group y.
Number-theoretically, even division is then always associated with exact syn-
chrony through the balance property.
Now letting Mx be the number of edges with source label x, evenness implies the
number of source labels x must equal the sum of all nodes labeled cx weighted by
number of outputs mi. The total number of source labels must equal the total number
of target labels, so we have:
Mx =
∑
s−1(x)=x
mi = mxx +mxy + ...+mxz (2.23)
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where s−1(c) = x assigns the outgoing edge label to any cell label. Based on the
above lemma we have:
Mx = nxmxx + nymxy + ...+ nzmxz (2.24)
In the spirit of the functional subnetwork approach to systems neuroscience, one
might view kxy as a “channel coherence index” between cell groups x and y.
2.7.2 Independent and interacting subsystems
Definition 2.7.4. Two subsystems g and h are independent if their bases are not
comparable on the lattice, i.e. Bg ‖ Bh whenever Bg  Bh and Bg  Bh.
Pairs of mutually path-disconnected source subsystems are always independent.
Two subsystems interact when perturbing either one can cause effects external to
both. Independence and interaction are not mutually exclusive; a feedforward network
contains many independent subsystems at low levels that interact at higher levels.
All interactions must be above the two subsystem bases in Λ./, which motivates the
definition:
Definition 2.7.5. The interaction sublattice for two subsystems g is the sublattice
bounded from below by the join of their bases: Λgh ≥ Bg ∧Bh
The base Bgh corresponding to that join is itself a subsystem base; it can be used
to describe multimodal interactions.
2.7.3 Diagrammatics for subsystems
We begin by presuming that a system occupies a nontrivial lattice state or sequence
of states during normal behavior. It may not be feasible to characterize the complete
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Figure 2·21: Sensory perturbation lattice with three subsystems.
polydiagonal lattice for a large system. However, given some incomplete knowledge
about the system, we may construct a partial lattice by perturbation.
In a first pass at constructing such lattices for the brain, we will rely on the large-
scale assumption that the subsystem bases are not either the maximal or minimal
elements for the entire lattice. Rather than considering a motor system in and of itself,
we consider it only in the sense that movement generates somatosensory feedback.
While a stimulus may have a one-to-many mapping with lattice states, the nature of
the motor system is many-to-one; many different internal configurations may generate
the same behavior. Section 2.6 contains a deeper discussion of motor control in terms
of sequences of lattice states.
Each of these systems are then assumed to have associated independent sublat-
tices, whose bases we denote by ♦
Sys
(with Sys the name of the subsystem). This
notation indicates we may expand the subsystem into its own lattice, which is it-
self an interaction sublattice of the systems below it on the lattice. We use ∵ and
∴ to indicate meet/join relationships of unknown uniqueness (but guaranteed exis-
tence). Unless we are restricting ourselves to a specific sublattice, the top and bottom
elements remain unspecified.
We will now construct a sensory perturbation lattice, beginning with three sub-
systems (Figure 2·21).
As the lattice is complete, we know that any subset of states has a unique meet
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Figure 2·22: Sensory perturbation lattice including multimodal inter-
actions.
and join. We can “zoom in” to specific states if our assumptions hold (Figure 2·22).
Figure 2·23 expands the lattice to include subsystems for sensory perturbations
related to vocalization perception and production.
Self-generated vocalizations correspond to a high-order base, with much symmetry
breaking due to multimodality. We note that the existence of a mirror system (ele-
ments corresponding to “unison vocalization” and “mirrored vocalization”) appears
as a simple consequence of a nontrivial interaction space for the sensory modalities.
In fact, a mirror system is virtually guaranteed in any system with feedback.
We also note that the more complex the stimulus/behavior, the more fine-grained
the synchrony pattern. One may be tempted toward the conclusion that such fine-
graining should lead to increased spatial specificity of patterns measurable via fMRI.
This appears to give some theoretical creedence to multivoxel pattern analysis meth-
ods.
Finally, Figure 2·24 examines the McGurk effect on a sublattice.
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Figure 2·23: Sensory perturbation lattice for self-generated vocaliza-
tion.
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Figure 2·24: Experimentally determined sensory perturbation lattice
for the McGurk effect.
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2.8 Summary
The dynamics of a given system can be significantly constrained through consideration
of its graph structure. The minimum base, or the maximally synchronous state,
partitions a network into equivalence classes by the shape of each cell’s input tree.
Once this base is known, other polysynchronies and/or rigid phase relationships can
be determined by breaking symmetries, lifting the graph from this base - the lattice
that is generated by these liftings is a state diagram of all rigid polysynchronies.
These liftings also correspond to synchronous perturbations of subsystems; we
used this construction to develop a method for partially characterizing functional
subsystems for large networks based on “sensory” perturbations and as an example
constructed a sensory interaction lattice for self-generated vocalizations.
Given some “target” state, synchronization can be computed through the Jaco-
bian matrix’s effect on a transdiagonal subspace; if that space contracts, the system
synchronizes. We characterized these synchronizations to balanced states through a
dual lattice of transverse subspaces, where the Hasse diagram for such a lattice forms
a minimal description of the partial synchronizations necessary to approach any par-
ticular balanced state. We also examined contractions of the polydiagonal subspaces
themselves, and found that when pairs of polydiagonal and transdiagonal subspaces
contract, networks are partially silenced. This forms an “impressed” pattern of silent
cells that we call a glyph.
We developed two novel and general mechanisms for sequences. The first is, in
general, independent of order aside from initial and terminal elements, but in the sec-
ond, synchronization may be totally ordered by subspace inclusion, and the sequence
order depends entirely on the network structure. We also examined another state
change mechanism: global modulation that rapidly sends a system from synchrony
to asynchrony. This is characterized by a paired mapping between paired states.
Chapter 3
Applications to a model of primary visual
cortex
The full-field steady-state visual evoked potential (SSVEP) has been effectively mod-
eled using networks that are implicitly assumed to operate as a single-column (Wilson
and Cowan, 1972) or two-column (Jansen and Rit, 1995; Spiegler et al., 2011) system.
The SSVEP stimulus is often presented as a large-scale pattern, with checkerboards
among the most common geometries. Two-column models cannot assess dependence
of the EEG output on arbitrary spatial characteristics such as these, but they do
hint at the algebraic properties of larger models. In particular, a two-column system
has Z2 symmetry, and it should be expected to have rigid in-phase and out-of-phase
patterns (Section 2.2.3). With additional columns, the balanced equivalence lattice
may become more complex (Section 3.1.4). Note also that because strong coupling
is permitted, simplified models such as Kuramoto’s (Kuramoto, 2003) (as applied to
cortical sheets in (Breakspear et al., 2010)) are insufficient.
The model presented here is intended to loosely describe the primary visual cortex
(V1) and the lateral geniculate nucleus of the thalamus (LGN). It adopts global
symmetries posited in a previous continuous model of V1 (see Section 3.1.4) as well
as a discrete layered structure postulated in a local network model of V1 and the
LGN (Section 3.1.3). It is designed to capture some of the global symmetries of
the continuous model without losing aspects of microcircuit structure that may be
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relevant to EEG signal generation.
The network is constructed of modified Fitzhugh-Nagumo model neurons, and
analysis focuses on the effect of various spatiotemporal inputs to the system. We
characterize spatial inputs as evenly perturbated bases (Section 2.7.1) on the balanced
equivalence lattice. Occipital resting alpha reflects the network’s minimum base,
whose corresponding transdiagonal is hypothesized to autonomously contract under
closed-eye conditions. Related theoretical work regarding the effect of inputs on
contraction in networks can be found in (Ge´rard and Slotine, 2006).
3.1 Model assumptions
3.1.1 Alpha reflects high-rank transdiagonal ideal
We assume that during the SSVEP, V1/LGN dynamics can be modeled as an inde-
pendent subsystem (section 2.7.1). The transdiagonal lattice is assumed to contract
to a high rank autonomously, and these dynamics are assumed to be reflected in high
energy content at alpha, as alpha is known to appear under fully symmetric input con-
ditions (closed-eye (Berger, 1933; Palva and Palva, 2007) and ganzfeld (Wackermann
et al., 2002)).
Transcranial magnetic stimulation, moreover, tends to evoke alpha in visual cortex
when the magnetic fields are transient (Rosanova et al., 2009) or rhythmic (Thut
et al., 2011). Large oriented fields such as these might be considered “synchronizing
events” - current induction by the magnetic field should make all cells in a given
orientation either tend toward firing or tend toward pausing at once. Soon after such
a synchronizing event, the system should act as though it were in or near its minimum
base.
Our suppositions regarding occipital alpha can be considered as a precise restate-
ment of an earlier hypothesis in (Sewards and Sewards, 1999), although we developed
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the notion independently 1. There, alpha is examined as reflecting binding, and
closed-eye alpha energy is explained as a measurable correlate of the binding of the
visual field into “one big object”. This is both closely related to our description and
based on similar intuition regarding perceptual objecthood.
3.1.2 Refractory Fitzhugh-Nagumo cells with exponential synapses
The Fitzhugh-Nagumo equations (Eqs. 2.12 and 2.13) are limited to behavior far
simpler than that of most real neurons, and unthresholded direct coupling means
that an inhibitory neuron is essentially identical to an excitatory one with a 180◦
out-of-phase response. In order to make the system slightly “wilder”, we introduce
delta function spiking (whose trains are denoted x(t)) above a threshold potential vth
with an absolute refractory period Tr between successive spikes.
The modified equations are:
v˙i = (vi − v3i − ui + I+ + Ibias + Iext)/τ+ + I−/τ− (3.1)
τuu˙i = vi − a− bui (3.2)
I˙+ = −I+/τ+ + w+
∑
x+ji (3.3)
I˙− = −I−/τ− + w−
∑
x−ji (3.4)
1Priority with regard to this hypothesis actually dates back to only five years after Berger’s first
EEG recordings. According to Sewards and Sewards, neural synchrony was first hypothesized as
the source of resting alpha by Adrian and Matthews in 1934, while in 1935 Adrian and Yamagiwa
concluded that opening the eyes desynchronized cell groups due to nonuniform input.
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xij(t) =

δ(t) vi(t) = vth, v˙(t) > 0
xij(t− Tr)δ(t) vi(t) > vth
0 otherwise
(3.5)
The currents I+, I−, correspond to endogeneous (within-network) excitatory and
inhibitory currents, Iext corresponds to exogenous inputs to the network, which exist
only in LGN cells, and Ibias is a global bias (Table 3.1). Although the δ-distributions
appear to violate continuous differentiability assumptions for the contraction methods
as treated in Section 2.3.1, uniformly positive or negative partial derivatives may still
be guaranteed to exist, and thus contraction may still occur reliably.
We do not compute contraction bounds explicitly for this network; we merely note
that the partial derivatives ∂Ii
∂xji
are always either w or 0, so that ∂I˙i
∂xji
are always −I/τ
or w − I/τ . Thus, network-level contraction will be strongly dependent on synaptic
time constants relative to synaptic weights for exponential synapses, as well as cell
refractory periods.
3.1.3 Intracolumn structure
We use a model cortical column adapted from (Yazdanbakhsh and Grossberg, 2004),
although our model does not account for interareal projections. It removes some
inhibitory elements, increasing the excitatory to inhibitory ratio to a more realistic
level, as modeled in (Izhikevich and Edelman, 2008). All cells have identical internal
ODEs; excitatory and inhibitory cells are distinguished by synaptic weights alone.
Both excitatory and inhibitory synapses connect to neighboring columns, with longer-
range excitatory projections and shorter-range inhibitory projections, as shown in
Figure 3·1.
Pyramidal cells in this model are separated into superficial (II and III) and deep
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Figure 3·1: Model column structure. Blue: excitatory cells; red:
inhibitory cells.
(V and VI) layers. The superficial pyramidal cells have long-range lateral connections
while the deep layers are responsible for feedback to the thalamus.
Gap junctions may have a synchronizing effect. They are known to exist in the
visual cortex of cats (Fukuda et al., 2006), and electrotonic coupling has also been
found among pyramidal cells in ferret and rat visual cortex (Wang et al., 2010).
However, it is unclear whether gap junctions play a role in primate visual cortex and
we do not include them in our model.
3.1.4 Intercolumn structure
The global structure for the model is modified from (Bressloff et al., 2001; Bressloff,
2011; Ermentrout and Cowan, 1979) where patterns on V1 were viewed in terms of
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Figure 3·2: Model network.
actions of the Euclidean group E(2). These continuous symmetries allow the exis-
tence of global spatial patterns of activity matching stereotyped visual hallucinatory
patterns induced by flickering inputs (see also Section 4.5).
Although a finite model cannot take the entire Euclidean group structure into
account, the Lie group described above includes both hexagonal and square tilings as
discrete subgroups. We adopt a 5-by-5 square grid of columns (Figure 3·3) as a finite
analog.
The entire network is shown in Figure 3·2. The symmetry group of the system is
then that of the square, the dihedral group D4. D4, which has 9 proper subgroups,
implying 10 potential rigid patterns of synchrony.
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3.1.5 Estimation of EEG waveforms
We assume contributions to the EEG signal come largely from the dipoles generated
by pyramidal cell dendritic currents2. In the model, pyramidal cells are located in
layers II/III and V/VI (see Sections 4.1.3 and 3.1.3). These are summed locally:
Vsource(t) ∝ I+II/III + I+V I + I−II/III (3.6)
While the location and curvature of the primary visual cortex will cause certain
locations in the visual field to be more heavily represented than others in the EEG
signal, we will also assume that a stimulus occupies enough of the visual field that the
curvature effects are effectively averaged (i.e. we assume the distance from sources
to electrode is constant). The signal is then approximated by the summation of the
field generated by these local dipole sheets over space:
Vscalp ∝
∑
Vsource (3.7)
3.1.6 Calibration and simulation
To find a preliminary set of model parameters, simulations were run with zero input
and a non-zero initial configuration for each cell (v = 0.3, u = −0.3). Parameters
were adjusted to generate model EEG oscillations at an alpha-like frequency.
An absolute refractory period of 3ms is in order of magnitude agreement with the
300-800 Hz intraburst interval observed in the alert macaque ((Friedman-Hill et al.,
2000); this observation was linked to a gamma-band envelope).
Descriptions and values of the model’s free parameters are listed in Table 3.1. We
did not use the listed parameters for all simulations; qualitative effects were generally
2Nontrivial corrections to the scalp potential can be made by separating these into distal and
basal components, as pointed out to the author by Stefan Berteau.
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Parameter description Value Sensitivity
Bias current Ibias 0.60 High
a 0.7 High
b 0.8 High
Excitatory dendritic time constant τ+ 0.005 High
Inhibitory dendritic/slow variable time constant τ− 0.010 High
Weight of excitatory connections 0.200 Low
Weight of inhibitory connections 0.200 Low
Refractory period 0.003 High
Firing threshold 0.050 High
Table 3.1: Free parameters and qualititative sensitivity for alpha-
synchronization in the 5-by-5 column network with discontinuous dy-
namics.
similar, but the frequencies at which some effects occurred were not. Intracolumn
delays appeared to have little effect on the system’s synchronization properties, but
large intercolumn time delays (10ms) tended to disallow synchronization to the min-
imum base given random initial conditions.
Full-field, square wave flicker was presented to the model with amplitude 400mV
at driving frequencies ranging from 1 to 100 Hz to model the SSVEP data from
(Herrmann, 2001). We then examined the effect of a number of geometric patterns.
3.2 Results
3.2.1 Symmetry group and balanced equivalences
Figure 3·3 shows the minimum coloration for this network, treated columnwise.
Figure 3·4 shows a partial balanced equivalence lattice for the network, computed
by random perturbation from the base. A missing pattern, which we will refer to as
pattern 9, corresponds to 90-degree rotational symmetry and further suggests that
na¨ıve random perturbation is inadequate for recovering all synchrony patterns (see
also 5.2).
More importantly, consider the fully-reduced graph. Each Fitzhugh-Nagumo cell
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Figure 3·3: Grid with D4 symmetry.
having two dimensions, a transdiagonal contraction including a ”fixed cell” may cor-
respond to either a fixed point or a cell with out-of-phase internal variables. The
full symmetry group of the network is therefore not the dihedral group but rather
the wreath product Z2 o D4. We refer the reader to (Wood, 2001; Dionne et al.,
1996), and note that any given subpopulation of cells that would be silenced if the
network were comprised of one-dimensional cells may instead be active when cells are
two-dimensional.
3.2.2 Simulations without intercolumn time-delays
All simulations were performed using the Brian spiking network simulator (Goodman
and Brette, 2009). Waveforms typically converged on their final behavior within 1
second of model time (Figure 3·5 shows an example), although behavior was generally
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Figure 3·4: Partial balanced equivalence lattice for the model.
nonstationary.
Without intercolumn time delays, the choice of parameters in Table 3.1 led to a
system that contracted to its minimum base, corresponding to alpha under random
initial conditions, shown in Figure 3·5. Spectra over the 1-2 second time period are
plotted against stimulus frequency in Figure 3·6
3.2.3 Simulations with intercolumn time-delays
Further results are presented using networks with a layer II/III-to-II/III intercolumn
time delay of 10ms, unless noted. Results in these cases contrasted in three notable
ways from non-time-delay cases. First, intercolumn time-delays seemed to sharpen the
higher harmonics of the stimulus frequency. Second, the appearance or disappearance
of stimulus-frequency dependent alpha energy peaks had different substrates in the
two conditions. With intercolumn delays, it appeared to be associated with silencing
of subpopulations (Figure 3·11). Without these delays, phase-cancellation appeared
to be the underlying mechanism (Figure 3·7). Third, harmonics of alpha appeared
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Figure 3·5: Left: Activity of layer II/III cells given random initial
conditions and without intercolumn time delays (see text). Right: To-
pographic cell traces (also from layer II/III) after synchronization.
Figure 3·6: Stimulus-response spectra for full-field flicker in the net-
work without intercolumn time delays. Stimulus frequency on y-axis;
response frequency on x -axis. Blue arrow corresponds to a total silenc-
ing of all cells in the network. Green arrow corresponds to spatial phase
cancellation (Figure 3·7).
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Figure 3·7: Activity of layer II/III cells given 48 Hz full-field stimu-
lation in a network with no intercolumn time delays (corresponding to
Figure 3·6, green arrow).
more strongly in non-time-delay cases.
We did not observe synchronization to the minimum base in simulation when
intercolumn time delays were added to the system; rigorous analysis of contraction
in time-delay systems is beyond the scope of this work.
Full field flicker
Experimental spectral responses to full-field flicker are shown in Figure 3·8, while
model responses are shown in Figure 3·9.
Qualitatively, the time-delay model captures several key features of the data. It
produces several harmonics of the flicker frequency, and energy peaks persist in the
alpha band at many stimulus frequencies. Also in accordance with that dataset, the
model shows high energy alpha activity when stimuli are presented at certain fre-
quencies (Figure 3·10), while frequencies neighboring these frequencies have roughly
half the spectral energy. Strong harmonics of the alpha frequency are also apparent,
although they occur more often in the model than empirically.
Such changes in energy content were often, although not always, associated with
silencing of certain columns (Figure 3·11). For instance, note the patterns of cell
silencing in Figure 3·11.
The synchrony patterns ∇ often corresponded to the environmental symmetry
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Figure 3·8: Data from (Herrmann, 2001). EEG spectral responses to
full-field flicker at 1-100 Hz. Four harmonics of the stimulus frequency
are indicated. Stimulation at 39 Hz leads to strong harmonics of alpha.
50 Hz is the German line frequency. Stimulus frequency on y-axis;
response frequency on x-axis.
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Figure 3·9: Model response (Equation 3.6). Axes are the same as
3·8. The model’s alpha band is seen at approximately 13 Hz, and
four harmonics of the stimulus frequency are present. Several stimulus
frequencies lead to strong responses at alpha’s harmonics, including one
at ∼ 42Hz.
Figure 3·10: “Resonances” in Herrmann (2001) data vs. model. Ex-
perimental traces (top row) show a marked increase in amplitude with
prominent alpha coherence at fstim = 80Hz, but not at 79 or 81Hz.
Model stimulus frequencies are 87, 88, and 91 Hz from left to right (89
and 90 Hz were similar to 88 Hz in the model).
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Figure 3·11: Representative (layer II/III) traces for 1.0 to 2.0 seconds
during full field flicker at 46 Hz (left) and 47 Hz (right).
directly. Figure 3·12 shows an example of a stimulus corresponding to lattice pattern
2.
3.2.4 Reversal checkerboards
Pattern-reversal stimuli are common in brain-computer interfaces and vision studies
alike. As with wedge patterns (e.g. Section 4.5), square checkerboards generally yield
second harmonics whose spectral power is larger than that of their fundamentals.
Figure 3·13 shows the model’s response to checkerboards, matching this experimental
observation.
3.2.5 Predicted shape dependence of response in alpha
The model predicts that stimulus shape and temporal frequency may combine to form
glyphs, leading to a loss in alpha power in a stimulus-dependent fashion 3. Response
spectra to an X-shaped pattern and a central square-shaped pattern are shown in
Figure 3·14.
3Credit is due to Jon Cannon for a critical observation on the locus of the effect
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Figure 3·12: Pattern of synchrony in layers II/III corresponding to
a stimulus with diagonal symmetry. Grey-shaded backgrounds corre-
spond to columns without external input.
Figure 3·13: Spectral response to wedge pattern-reversal stimulus.
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(a) X-shaped stimulus
(b) Square stimulus
Figure 3·14: Spectral responses of an X-shaped vs. a central square-
shaped stimulus (after retinocortical transformation).
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Figure 3·15: Pseudoglyph under full-field flicker, corresponding to the
glyph pattern in Figure 3·11.
Finally, we note a phenomenon that appears only in the time-delay case, where sets
of cells are not completely silenced but instead have their amplitudes substantially
reduced. We call these pseudoglyphs (Figure 3·15, as they putatively correspond
to glyphs in the non time-delay case. Time-delays appear to constrain activity to
exist within some subset containing the fixed point that exists in the system without
time-delays.
3.3 Discussion
Qualitative features of SSVEP data captured by the model include missing fundamen-
tals and dominant second harmonics in pattern-reversal stimuli, and sharply localized,
frequency-dependent variation in alpha spectral power during full field stimulation.
The variation in alpha and in overall spectral energy has one possible substrate in
silenced subnetworks with specific spatial patterning.
While we use identical cell parameters for thalamic and cortical cells in our model
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for simplicity, alpha-resonant thalamic cells (Vijayan and Kopell, 2012) may account
for similar alpha activity. We suggest an experiment to disambiguate whether alpha
is cell-driven or a general network property. In this model, alpha is a network-level
property and the stimulus exerts its effect through its spatiotemporal geometry. If
alpha is purely based on thalamic cell-level properties, then spatial alterations to a
stimulus that preserve the stimulated cortical area should have no effect on alpha4.
More strongly, although any component of an aggregate electrical signal might be
attributable to particular cell resonances or local effects of independent subnetworks
(e.g. excitatory-inhibitory networks), whenever the signal has both spatial and tem-
poral sensitivities to input patterns, the importance of the global structure must be
acknowledged.
4The stimulus frequencies in Section 4.5’s experiment were well below those for which the model
predicts noticeable effects.
Chapter 4
Neural synchrony: from exact to EEG
Because the relationship between the oscillatory signal measured by EEG and dy-
namics in cells is potentially one-to-many, much of this chapter is devoted to building
a case for the role of near-synchrony in cells in causing the aggregate response mea-
sured in electroencephalography. We then discuss some general phenomenology before
a more detailed discussion of the steady-state visual evoked potential, concluding with
some new experimental data.
4.1 Evidence for neural synchrony and input coherence
This section compiles some correlations among measurements at different scales, from
single cells to EEG, and argues for their causal direction. First, it will be shown
that near-synchrony of single cells exists as shown through simultaneous intracellular
recording. Second, it will be shown via biophysical arguments and pharmacological
evidence that the local field potential is generated by coherent input to cells. Finally,
the dipole sheet model of the EEG signal will be presented as an aggregation of local
field potentials.
Making inferences about internal generators of the EEG signal is difficult, as even
the locations of the sources map nonuniquely to the scalp electric field. This has been
somewhat alleviated by a combination of intracortical physiological experiment and
biophysical modeling of electric field generation in the brain, described in detail in
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(Nunez and Srinivasan, 2006) and elsewhere. We recreate and augment some of these
arguments in this section.
4.1.1 Existence of near-synchrony of single cells
Normally, one would not expect anything approaching synchrony in a “noisy” sig-
nal from multicell recordings in nervous system. However, near-synchronization does
occur, as shown via simultaneous intracellular recordings in centimeter-separated cor-
tical locations in cats under xylazine-ketamine anaesthesia (Volgushev et al., 2006)
(Figure 4·1). This highly correlated activity co-occurred with low-frequency local
field potential oscillations 1.
While thalamic EEG activity is often tightly correlated with cortical activity under
xylazine-ketamine anaesthesia, the relationship is not strictly causal, as indicated
by the starred segment in Figure 4·2. These data (from (Steriade et al., 1994))
suggest that recurrent rather than strictly feedforward activity is responsible for the
synchronization seen in Figure 4·1.
4.1.2 Coherent input to dendrites generates the local field potential
Electrical activity in the brain is largely a result of membrane processes that can be
classified into dendritic/synaptic and axonal components. While axonal processes are
a result of cell spiking, dendritic and synaptic activity occurs in the absence of cell
firing as well.
Synaptic activity is comprised of small current inputs to dendrites. To conserve
charge, these sources must be balanced by sinks elsewhere in the cell (Nicholson and
Freeman, 1975), a current that results in extracellular field potentials (local field
potentials or LFPs). If input to local dendritic trees are temporally incoherent, these
1Section 5.3.2 provides a simple explanation for the high prevalence of synchrony during anaes-
thesia.
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Figure 4·1: From (Volgushev et al., 2006).
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Figure 4·2: Ketamine-xylazine initial anaesthetic:simultaneous (from
top) Area 5 single-cell, area 5 electrocorticogram (ECoG), thalamic
ECoG, pedunculopontine ECoG (Figure from (Steriade et al., 1994)).
field potentials will be noisy; if inputs arrive with some periodicity, the LFPs will
fluctuate periodically as well.
Action potentials originating in the local region, on the other hand, are directly
responsible for only a small fraction of neural currents measured in those regions.
This property relates partly to the fact that a departing axon has significantly less
active surface area than the dendritic tree (compare (Sloper and Powell, 1979) and
e.g. (Fiala et al., 1999)), and it is reflected in LFPs being generated by sources on the
order of 250 microns from the electrode (Katzner et al., 2009) with multiunit activity
(“spikes” recorded from extracellular electrodes) being much more local in nature.
Indeed, (Rauch et al., 2008) showed that even after local pharmacological blockade
of spiking, local field potentials were largely unaffected.
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4.1.3 The EEG signal
While other cells are inconsistently oriented, pyramidal cells have large dendrites
consistently oriented normal to the cortical surface. These form a dipole layer that
is responsible for most of the EEG signal, a heuristic which has been supported
by detailed compartmental modeling of a number of cell types with experimentally
verified orientations (Murakami and Okada, 2006). A high degree of correlation exists
between the LFP and the surface EEG signal as was first noted in (Creutzfeldt et al.,
1966).
Because brain tissue has a nearly flat impedence spectrum and can be modeled as
a linear resistor at large lengths (Logothetis et al., 2007), the electric fields superpose
at the scalp. The measured voltage has undergone spatial filtering, although the
temporal frequency response to each source signal is largely flat in the portion of
the spectrum below 100 Hz (Nunez and Srinivasan, 2006). The expanse of a dipole
layer large enough to consistently generate a voltage detectable on the scalp - without
averaging over trials - has been estimated to be quite large, comprising over 6 cm2
of the cortical sheet and comprised of roughly 60,000,000 pyramidal cells (Nunez and
Srinivasan, 2006).
4.1.4 Effects of synchrony and phase-locking on EEG
Given that local surface oscillations are related to synchronous pyramidal cell inputs
(Nunez and Srinivasan, 2006), if patches of cortex receive coherent oscillatory inputs
at some frequency, the power in that EEG frequency band will increase with the
degree of coherence. Phase-locked but asynchronous inputs within a channel’s range,
however, will reduce the spectral power at that frequency. The existence of a scalp
EEG signal dominated by a particular frequency does not necessarily imply that the
LFPs exist at that frequency themselves.
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If local, phase-locked oscillations are comprised of more than one Fourier mode,
phase-locking will generate harmonic effects at the scalp. As time delays to a signal
can be described by a linear-phase all-pass filter, nonlinear phase-locking of two local
fields may result in a scalp potential where the signal is summed with its delayed
version.
4.2 EEG oscillations: classical frequency bands
Empirically, frequency bands of the EEG spectra are often mapped to a canon of
overall brain states (e.g. sleep, closed-eye awake, aroused), and cognitive disorders
are often associated with abnormalities in particular parts of the spectrum. We
briefly review these classical frequency bands and some of their known associations
with normal function and pathology.
Alpha The 8-13 Hz alpha rhythm is apparent to the naked eye, and it was noted
by Berger in 1924 in the first human electroencephalographic studies. These oscilla-
tions occur primarily during closed-eye relaxation (Berger, 1933), and they have been
measured throughout the cortex (Jasper and Penfield, 1949).
Further studies have distinguished at least two task-dependent types of alpha ac-
tivity. Reduction in “lower alpha” spectral power appears to be related to attention
while reduction in “upper alpha” power seems to related to semantic memory (re-
viewed in (Klimesch, 1999)), and a general increase in alpha energy between 9 and 12
Hz has been observed during a working memory task whose magnitude was depen-
dent on the test complexity (Jensen et al., 2002). However, spatially-related cognitive
activity reduces alpha power in visual cortex (Gevins et al., 1997). Alpha activity is
also apparent during open-eye, full-field “ganzfeld” states. Indeed, the ganzfeld EEG
spectrum is quite similar to that of the relaxed, closed eye waking state ((Wackermann
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Figure 4·3: Waking, resting alpha vs. full-field Ganzfeld alpha (figure
adapted from (Wackermann et al., 2002)).
et al., 2002), see Figure 4·3).
It is interesting to note (Feige et al., 2005) that occipital (but not thalamic) blood
oxygen level dependent response during resting alpha is inversely correlated with the
bandlimited strength of the 8-11 Hz EEG signal. This suggests that alpha-related
synchrony has low energy demands relative to the alert state and that the thalamus
is energetically active in both circumstances.
Mu The mu rhythm (see, for instance, (Hatsopoulos, 2009)) occupies roughly the
same frequency band as alpha (7-14 Hz), but because of its localization to central
parts of cortex and distinctive waveshape it is largely considered separately. Just
before motor action, the power in the mu band often decreases, a phenomenon known
as mu desynchronization (Pfurtscheller et al., 1996). This is often accompanied with
a change in the < 1Hz band.
Beta The beta band, concentrated between roughly 12 and 25 Hz, is prominent
on the scalp during normal or anxious waking states. In the motor cortex, beta
power tends to increase with isotonic movement and during suppression of movement
. In monkeys, beta oscillations recorded during a precision grip task were absent
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during movement but present during the steady-hold portion (Jackson et al., 2002).
A significant coherence between intracortical and electromyographic (EMG) data has
been shown in monkeys at roughly 20 Hz (Murthy and Fetz, 1992), and greater degrees
of synchrony are generally seen in motor neurons corresponding to coactive muscle
groups, while lower degrees are seen in antagonistically related neurons (Jackson et al.,
2003). A corresponding relationship holds between magnetoencephalographic and
EMG recordings in humans (Kilner et al., 1999; Salenius et al., 1997). Beta power is
dramatically increased under the influence of benzodiazepenes, which increase GABA
conductance (see, for instance, (Mandema et al., 2012)).
Delta The delta frequency band is usually defined as between 1 and 4 Hz. It is most
prominent during deep (so-called slow wave) sleep, and schizophrenia tends to be as-
sociated with decreased delta during sleep (Sekimoto et al., 2011). Ketamine-xylazine
anaesthesia induces a strong delta response (Chauvette et al., 2011; Volgushev et al.,
2006; Steriade et al., 1994) with comatose patients often exhibiting similar patterns.
This is often coupled with so-called “burst suppression” wherein silent periods are
interspersed with spindle-like bursts (Steriade et al., 1994).
Gamma The gamma frequency band lies above 30 Hz and has been ascribed a
large number of roles since its discovery. Gamma plays a somewhat contentious role in
attention. In a now classic experiment (Gray et al., 1989), cells representing disparate
positions in the visual field, but corresponding to a connected object, were found
with a high degree of oscillatory correlation at 40 Hz. These data were the first to
concretely support the perceptual “binding by synchrony” hypothesis. However, it has
been shown that gamma frequency may not even be consistent within a given visual
percept; in primary visual cortex, gamma was shown to have a contrast-dependent
frequency center within an individual connected presented object (Ray and Maunsell,
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2010).
4.3 EEG-based assistive communication and steady-state vi-
sual evoked potentials
We now turn to a discussion of brain-computer interfaces putatively reliant on syn-
chrony or asynchrony in the nervous system. Of these, we will see that the mathe-
matical description of synchrony in Chapter 2 is most germane to the steady-state
visual evoked potential based interfaces.
Devices that use the EEG signal for the purpose of communication may be divided,
roughly, into two classes. The first are those based on changes in the EEG signal prior
to natural movement or imagined movement, particularly the sensorimotor response
and the readiness potential. The second class of devices is based on responses to
attended objects in the visual or auditory field, with the P300 and steady-state vi-
sual evoked potential (SSVEP) as examples. The sensorimotor rhythm, slow cortical
potential, and P300 paradigms will be briefly discussed here, while the SSVEP will
be given a more extensive treatment in Section 4.4.
4.3.1 Sensorimotor, slow cortical, and P300-based devices
Sensorimotor rhythm The sensorimotor rhythm (e.g. (Wolpaw and McFarland,
2004)) relies on the modulation of mu and beta rhythms during imagined movement.
Users of these systems imagine directional arm movements while EEG is recorded
from both left and right central electrodes. After training, a cursor can be controlled
using the left and right mu and beta powers as parameters. The sensorimotor rhythm
has the advantage of simultaneous control of several kinematic variables. However,
these do not tend to map reliably to the EEG signal across subjects.
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Slow cortical potentials The slow cortical potential (also called the readiness
potential or bereitschaftspotential (Kornhuber and Deecke, 1965)) is an EEG wave-
form that is often associated with movement preparation. Its timecourse may extend
over seconds, and due to high-pass filtering, these waveforms may often be missed
when using standard EEG protocols. Through operant conditioning, a device user
can acquire voluntary control of these potentials (e.g. (Birbaumer, 1999)).
P300 The P300 is a response generated when a low-probability but expected event
occurs. It peaks at roughly 300 ms and extends several hundred milliseconds there-
after. Communication devices using the P300 typically ask the user to focus on one
of a grid of options, which are then flashed rapidly in random order (see, for instance
(Nijboer et al., 2008)). After cycling through all the options several times, a classifi-
cation is made by comparing the average waveforms of the evoked response for each
option.
4.4 Steady-state visual evoked potentials (SSVEP)
The steady-state visual evoked potential (SSVEP) ties many of the themes
of this chapter together. It is well-studied, but noninvasive experiment has yet to
disentangle its full scope. We discuss its phenomenology here.
4.4.1 General SSVEP phenomenology
The SSVEP is a highly reproducible entrainment response to visual stimuli flickering
at roughly 1 to 100 Hz; some of its frequency response properties have been delineated
in (Regan, 1977) and (Herrmann, 2001). In human occipital cortex, power in the
alpha band is visible in response to nearly all frequencies within this range. The
stimulation frequency and two to four of its harmonics also reliably appear in the
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spectrum (Figure 3·8).
When multiple objects are presented at different frequencies, attention to one
object leads to an increase in power at that frequency (Morgan et al., 1996), especially
in right temporal-occipital electrodes. Spectral power and phase have been found
to be dependent on the configuration of objects and distractors in the visual field
(Ding et al., 2006). The putative source of the EEG signal seems to depend on
both stimulus frequency and location, although simultaneous EEG and fMRI has
indicated that covert spatial attention and contrast detection effects appear in V1 at
least (Lauritzen et al., 2010).
4.4.2 SSVEP as a signal source for brain-computer interfaces
These localized frequency and attention dependencies make the SSVEP an excellent
signal source for communication devices. In the standard paradigm, multiple targets
are presented at differing frequencies. The attended source is classified using the
power spectral density and/or phase (Falzon et al., 2012) at the fundamental and one
to three harmonics of the stimulus frequencies (e.g. (Mu¨ller-Putz et al., 2005)). The
SSVEP paradigm requires very little training compared to event-related synchroniza-
tion or P300-based BCIs (Zhu et al., 2010), and communication with these methods
can occur at high bitrates (e.g. 58 bits/min in (Gao et al., 2003)) as well as high
accuracies (e.g. 99% in (Kluge and Hartmann, 2007)).
These results are by no means optimal, and the visual stimuli presented in the
SSVEP paradigm may provoke unexpected responses. Section 4.5 and Chapter 3
explore the effects of stimulus geometry and spectral content on V1’s dynamics for
this purpose. The next section outlines some previous work.
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4.4.3 Spatiotemporal effects of steady-state visual inputs
Both periodically flickering and drifting bar stimulation evoke interrelated, but in-
completely understood, spatial and temporal responses in V1.
Intracranial recordings using drifting bars (comparable to pattern reversals) in
monkeys (Nakayama and Mackeben, 1982) have distinguished roughly two modes
whose relative strengths are highly sensitive to both the temporal and spatial fre-
quency of the stimulus pattern. Low temporal frequencies paired with low spatial
frequencies produce high amplitude signals; high temporal frequencies paired with
high spatial frequencies produce high amplitude signals as well.
Earlier EEG studies in humans (Tyler et al., 1978; Regan, 1978) instead found an
inverse relationship when using pattern reversal stimuli. However, two independent
groups ((Strasburger et al., 1993; Parry et al., 1999)) found that when “on-off” stimuli
are presented, response curves are similar to those seen in the monkey intracranial
recordings. These on-off patterns are alternating sequences of contrast checkerboards
and no-contrast “blank” images.
We suspect that the reason monkey intracranial recordings have spatiotemporal
tuning curves that do not match those in human EEG is that contrast reversal stimuli
directly force the entire primary visual network, driving cells in each patch of cortex
to be out of phase with cells in neighboring patches. When the electric fields are
summed at the scalp the signals largely cancel. On-off stimuli, on the other hand,
force some patches but leave neighboring patches free. The resulting dynamics will
be partially induced (internally generated) rather than externally evoked, and may
be either in or out of phase with the stimulus depending on the spatial and temporal
frequencies.
It has also been shown that waves of electrical activity propagate through undriven
parts of visual cortex. Combining voltage sensitive dyes with optical surface recording,
88
both (Benucci et al., 2007) and (Xu et al., 2007) measured traveling waves on V1 that
resulted from the presentation of contrast-reversing stimuli. These waves propagated
outward from the cortical region corresponding to the stimulus location. Traveling
waves have also been inferred by multichannel EEG measurement in humans (Burkitt
et al., 2000), but the source localization problem allows only weak conclusions to be
drawn about the generative mechanisms.
Finally, despite the well-known logarithmic nature of the retinotopic map (Schwartz,
1977; Balasubramanian et al., 2002), previous SSVEP studies with checkerboard and
grating patterns have not presented them in transformed coordinates that can gen-
erate regular patterns on V1. When gratings are presented in untransformed coor-
dinates, they effectively cover a wide range of patch areas on the cortical surface. A
patch at the fovea will be “blown up” relative to a patch even 2.5 degrees from the
center. This distribution of patch sizes on cortex likely results in signal amplitude
distributions broadly tuned with regard to spatial and temporal frequencies.
4.5 Pilot study: effects of stimulus geometry on the steady-
state visual evoked potential
Symmetries in the primary visual cortex have long been suggested as organizing
principles for unifying structure and function (Ermentrout and Cowan, 1979; Bressloff
et al., 2001; Rule et al., 2011), as they capture a wide array of local anatomical and
physiological data while suggesting larger-scale roles for dynamically organized cell
assemblies.
This line of theoretical work was inspired by a populationwide consistency in vi-
sual hallucinations: the planforms first studied by Klu¨ver. These are locally stable
spatial patterns: spirals, sunbursts, concentric rings and the like, which are all com-
monly reported under hallucinogenic influence. Similar geometric “phosphenes” can
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be induced by full-field flicker, a phenomenon first noted by Purkinje, and many vari-
ations on this theme have been reported. For instance, a fixed biasing stimulus either
central to or surrounding a flicker field can induce perceived patterns “dual” to the
bias (Billock and Tsou, 2007). More recent studies have examined the relationship
between percept and stimulus frequency (Allefeld et al., 2011) as well as the electroen-
cephalographic signatures of induced percepts (Elliott et al., 2012). Thus, although
it was noted in (Butler et al., 2012) that the visual cortex should have safeguards to
prevent such hallucinations from occurring spontaneously, it appears that dynamics
of this type can still be driven by spatiotemporal patterns.
A primary aim of this pilot study is to complement this line of research by directly
evoking electroencephalographic signals with patterned stimuli. We compare scalp
electrical responses of stimuli matching a planform with related stimuli that do not.
Because the receptive field of any given cell forms a tree taking into account all
direct and indirect afferents, (See Section 2.3 and references therein), it is expected
that cells with similar receptive fields, based on network structure, retinotopy, and
environmental symmetry, should be more likely to have similar dynamics. If a pattern
from the retina partitions the V1 network into receptive field groups, then spatially
regular patterns on the cortical surface should generally lead to coarser binnings, or
greater synchrony, than irregular patterns. Thus, we hypothesize that EEG signals
will have more energy at the stimulus frequency and its harmonics when a planform
is spatially matched by the flickering stimulus.
4.5.1 Protocol
Two participants took part in the study, although one was excluded from analysis due
to the lack of visible peaks in the EEG spectra. Participants were seated 71 cm from
a monitor, and each visual stimulus was presented along with a central fixation cross
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Figure 4·4: Top: example of a wedge checkerboard stimulus. Bottom:
example of a rectangular checkerboard stimulus. Both patterns in this
example have 36 checks.
for 10 seconds, followed by a 5 second rest period during which the fixation cross was
also visible. Participants were asked to withhold from blinking or moving the eyes or
head until the beginning of the rest period.
Two stimulus shapes were presented: planform-matching wedge checkerboards
and nonmatching rectangular checkerboards (Figure 4·4). These were combined in a
block design with two contrast patterns - “on-off” and “pattern reversal” (Figure 4·5)
- and with 7 checker cardinalities (in the rectangular case these correspond roughly to
spatial frequencies) and 7 temporal frequencies. Each stimulus was presented once,
totalling 196 trials (see Table 4.1).
Stimuli were separated into 3 blocks of approximately 15 minutes each and were
presented in pseudorandom order, using the Unlock brumberg2012unlock stimulus
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Figure 4·5: Top: pattern-reversal flicker pattern. Bottom: on-off
flicker pattern.
Number of checks 36 144 324 576 900 1296 1764
Approximate spatial frequency
(cyc/deg) for rectangular stimuli
0.4 0.8 1.2 1.6 2.0 2.4 2.8
Temporal frequency (Hz) 4 8 12 16 20 24 28
Table 4.1: Checker cardinality (corresponding approximately to spa-
tial frequency in the rectangular case) and temporal frequencies of pre-
sented stimuli.
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presentation and data collection framework. Data were collected using a gTec Mobi-
Lab biosignal acquisition system (serial number MP-2010.09.06), which was referenced
to the left earlobe.
4.5.2 Data analysis
Visual inspection indicated that data from channel O2 contained the strongest spec-
tral peaks, and this channel was selected for further analysis. Power spectral densities
P (ω) in the steady-state epoch were computed using the multitaper method, and
confidence intervals were estimated by iterative reweighting of tapers and jackknifing
(Thomson, 2007) as implemented in the Nitime toolbox (Rokem et al., 2009). Spec-
trograms were also computed using the multitaper method with a 2-second window.
Wilcoxon signed-rank tests were used to test the hypothesis that flickering wedge
checkerboards generate greater EEG power near stimulus harmonics than rectangular
checkerboards, matched for number of checkers and stimulus frequency. Power was
calculated as a fraction of the total spectral power over the intervals fstim ± 0.25 Hz
and 2fstim ± 0.25 Hz. The sample size was not large enough to estimate whether the
distribution of energy differences was symmetric about the population median, and
so binomial tests were also computed as a conservative estimate.
To examine the ability of EEG features to correctly identify the stimulus, and
we took two approaches. First, an ad hoc feature set was constructed using the
multitaper spectral energy from four frequency bands: delta (< 3Hz), alpha (8 −
13Hz), fstim±0.25 Hz, and 2fstim±0.25 Hz. The first feature was chosen after visual
inspection of the response spectra indicated a highly variable and strongly peaked
low-frequency component.
In the second approach, we performed multinomial logistic regression of the nor-
malized EEG signal’s autoregressive coefficients on the stimulus categories. Number
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of checks, temporal frequency, shape (wedge vs. rectangle) and contrast pattern
(on-off vs. contrast-reversal) were encoded as discrete variables for regression.
4.5.3 Results
An example of a strongly-peaked spectrum is shown in Figure 4·6 with its correspond-
ing spectrogram2.
Comparison of energy of bandlimited EEG responses to wedge and rect-
angular stimuli
Wedge patterns led to greater spectral power than their rectangular counterparts near
the second harmonic (p < 0.001, Wilcoxon signed-rank test; p < 0.01, binomial test)
for pattern reversal stimuli and near the first harmonic (p < 0.005, Wilcoxon signed-
rank test; p < 0.05, binomial test) for on-off stimuli. Comparisons for individual
temporal frequencies are found in Table 4.2, and paired-difference histograms are
found in Figure 4·7.
Power in the band surrounding the stimulus frequency, fstim ± 0.25 Hz, showed
no systematic sensitivity to wedge or rectangular shapes in the pattern reversal case
(p > 0.5).
Mean effect sizes quantifying the advantage of wedge patterns over rectangular
patterns, as a percentage of the total normalized spectral power are 1.3% (On-off,
first harmonic) and 0.5% (Pattern-reversal, second harmonic), where each frequency
band occupies 0.4% of the frequency domain. The corresponding gains in signal to
noise are approximately 6dB and 3dB, respectively.
2All plots were generated in Python’s matplotlib plotting library (Hunter, 2007); descriptive
statistical measures were computed using Scipy (Jones et al., 01–); multinomial and autoregressive
statistical models were developed using statsmodels (Seabold and Perktold, 2010)
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Figure 4·6: EEG responses to 42×42 checker pattern reversal stimulus
at 12Hz Top: multitaper spectrum for the 10s flicker epoch Bottom:
multitaper spectrogram with 2s window. Grey line indicates flicker
onset. Bandwidth is 0.5 Hz in both graphs.
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Figure 4·7: Paired-difference histograms: Ewedge −Erectangle Top left:
on-off, fstim ± 0.25Hz. Top right: on-off, 2fstim ± 0.25Hz. Bottom
left: pattern reversal, fstim ± 0.25Hz. Bottom right: pattern reversal
2fstim± 0.25Hz. Red lines indicate zero difference; green lines indicate
sample mean.
Pattern prob(Pwedge > Prect)
4Hz 8Hz 12Hz 16Hz 20Hz 24Hz 28Hz All
stimulus
frequencies
On-off fstim 7/7* 6/7 4/7 1/7 6/7 5/7 4/7 33/49*
2fstim 4/7 4/7 6/7 5/7 4/7 5/7 4/7 32/49*
Reversal fstim 5/7 4/7 1/7 2/7 4/7 3/7 3/7 22/49
2fstim 5/7 4/7 5/7 5/7 7/7* 5/7 4/7 35/49**
21/28* 18/28 16/28 13/28 21/28* 18/28 15/28 122/196
Table 4.2: Fraction of wedge-square stimulus pairs with Pwedge > Prect,
where power is compared near either the first or second harmonic of the
stimulus frequency. Null-hypothesis rejection at p < 0.05 and p < 0.01
is indicated by * and ** respectively.
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On-off Contrast reversal
On-off 67 33
Contrast-reversal 31 65
Table 4.3: Confusion matrix for contrast pattern prediction with the
ad hoc feature set.
4Hz 8Hz 12Hz 16Hz 20Hz 24Hz 28Hz
4Hz 7 5 2 2 4 8 5
8Hz 4 8 1 5 4 3 2
12Hz 2 1 5 4 2 4 5
16Hz 2 4 4 10 4 5 4
20Hz 6 5 6 2 9 2 6
24Hz 6 1 7 2 2 1 4
28Hz 1 4 3 3 3 5 2
Table 4.4: Confusion matrix for stimulus temporal frequency predic-
tion using a feature set of the first 28 autoregressive coefficients.
Regression onto stimulus features
28 autoregressive coefficients for each signal were estimated by maximum likelihood
and used for multinomial logistic regression onto the four stimulus features, verified
through leave-one-out cross-validation. Tables 4.3 through 4.5 report confusion ma-
trices for above-chance relations; full-dataset regression details including individual
coefficient scores are found in Appendix B.
Stimulus frequency classification by the ad hoc feature set is confounded by stim-
ulus frequency information existing in the features themselves and we do not report
those results here. The energy at the first and second harmonic of the stimulus fre-
quency classify reversal pattern (p < 10−9 log-likelihood; see also Table 4.3), but not
stimulus shape or checker cardinality.
Autoregressive coefficients were classifiers of stimulus shape (p < 0.005; Table
4.5) and stimulus frequency, (p < 10−4; Table 4.4), but not for number of checks or
reversal pattern.
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Wedge Rectangle
Wedge 61 33
Rectangle 37 65
Table 4.5: Confusion matrix for stimulus shape (wedge vs. rectangle)
prediction using a feature set of the first 28 autoregressive coefficients.
4.5.4 Discussion
This pilot study provides initial evidence that wedge checkerboards evoke a coarser
receptive field partition than comparable rectangular checkerboards, in support of
models of the primary visual system that include square tiling subgroups on the
cortical surface. Regression of EEG features onto stimulus features provided further
encouraging results, with stimulus shape and number of checkers recoverable along
with temporal frequency in many cases.
We were unable to find any consistent spatial-temporal frequency relationships
among the strongly peaked responses. If such a relationship existed, stimulus size/fre-
quency pairs could be chosen specifically to evoke responses with higher signal-to-noise
ratios. The strongest spectral peaks in this pilot study were typically caused by stim-
uli with both high checker densities and high temporal frequencies; it may therefore
be the case that the ranges necessary to make a strong geometric argument are simply
above the tested ranges.
While a more comprehensive investigation on the scale of (Herrmann, 2001) is
desirable, 100 different stimulus frequencies were each presented for 30 seconds in
that study; the prospect of extending this to an array of pattern geometries is intim-
idating at best. At worst it is intractable; participants complained of boredom after
taking part in our study, and it would not be at all surprising if the stimuli were
no longer perturbative in the sense of Section 2.7. In terms of the theory developed
in previous chapters, a lowering of the rank of the contractive transdiagonal ideal so
that perturbations are contained within the corresponding polydiagonal would yield
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Figure 4·8: Chirp VEP averaged over 20 trials (8-56 Hz) Compare
resonance resulting from stimulation at alpha (12 Hz or 0.5s) to the
strong alpha-band response when stimulation is just under 40 Hz (3.8s)
(From (Tu et al., 2012)).
a network-scale habituation.
Geometric perturbations might instead be characterized to some degree by study-
ing the amplitude of single-flash visual evoked potentials. However, synchroniza-
tion need not occur at a perturbative timescale, and certain anomalies appear to be
frequency-dependent. “Chirps” or frequency-sweeping stimuli (Tu et al., 2012; Fe-
dotchev et al., 1990) may be an attractive middle ground here, allowing an entire
range of stimulus frequencies to be tested at once. The consistency between EEG
responses to steady-state flicker when compared to those in chirp flicker must first be
addressed, although there is at least some indication that anomalous features are pre-
served. Data from Tu’s study (Figure 4·8) indicate that full-field chirped flicker leads
to strong spectral peaks near the alpha band resulting from several stimulus frequen-
cies, including one near 40 Hz stimulation, consistent with Herrmann’s observation
of a strong 10-13Hz response at 39 Hz periodic stimulation (see Figure 3·8).
It may therefore be possible to use sweep stimuli to rapidly search for geometric
effects in visual evoked responses. This would allow us to not only search for consistent
spatiotemporal interactions, but also to test a second hypothesis arising from Chapter
3’s model relating alpha energy to stimulus geometry.
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4.6 Summary
4.6.1 Synchrony and its relationship to the EEG signal
While dynamical systems and intracellular recordings may share compatible defi-
nitions of synchrony, extracellular measures such as EEG cannot be said to map
uniquely to the dynamical definition. However, inferences regarding sources can be
made based on anatomical evidence and biophysical principles. Because pyramidal
cells are the only cell type in cortex consistently oriented normal to the pial surface,
it is these cells that are largely responsible for the scalp potential. If a local surface
potential has a large amount of spectral power at some frequency, it implies that
there is coherent input to local pyramidal dendrites at that frequency. If the inputs
to the pyramidal layer are coherent over the surface as well as in time, a large EEG
signal should be expected at the scalp at that frequency. However, phase-locked local
potentials may manifest either by harmonic distortion or by cancellation at the scalp.
4.6.2 EEG phenomenology
Several frequency bands in the EEG signal have been empirically determined to corre-
spond to particular “brain states”. The most apparent of these, the alpha band, arises
both during states of closed-eye relaxation and open-eye ganzfeld (see also Chapter
3). Motor control is linked largely with the beta and mu frequency bands (7-30 Hz),
and there is evidence of coherence between muscle and cortical oscillations in this
range. The gamma rhythm has been hypothesized to play a role in attention and fea-
ture binding, and delta rhythms are found during sleep and under certain anaesthetic
states.
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4.6.3 The SSVEP
The SSVEP has proven a valuable methodology for examining properties of the visual
system noninvasively. It is also particularly attractive among substrates for brain-
machine interfaces, as it requires little training and tends to be accurate with high
bitrates. As it depends on exogeneous factors, the SSVEP is furthermore conducive to
falsifiable modeling. Historically, studies have used full-field flicker or checkerboards
to examine steady-state responses of the visual system. We augment these studies
with wedge checkerboards matching network symmetries suggested by several authors
to exist in V1. Our preliminary results indicate an improvement in signal-to-noise
ratio under these symmetry-matching stimuli, which is parsimoniously explained by
the coarseness of receptive field partitions. Finally, autoregressive modeling provides
an indication that spatial information pertaining to a stimulus may be recovered from
strictly temporal EEG data.
Chapter 5
General discussion
5.1 Summary hypotheses
Our major lines of argument can be reduced to seven hypotheses, which we state in
as much generality as possible.
1. Rigid functional coupling in a nervous system, including synchrony and phase-
locking, is a primary generator of measurable aggregate observables (Chapter 4
and e.g. (Nunez and Srinivasan, 2006)).
2. Nervous system structure combinatorially restricts dynamics to preferred sub-
manifolds with reduced dimensionality, including synchronous and phase-locked
subspaces, and stable functional coupling is described by metric contraction of
transverse submanifolds (e.g. (Pham and Slotine, 2007; Golubitsky and Stew-
art, 2006; DeVille and Lerman, 2013; Ruan, 2012) and Chapter 2).
3. Nervous system states take a natural partial order, a lattice exemplified by
the balanced equivalence lattice that governs exact synchrony ((Stewart, 2007;
Ruan, 2012), and Section 2.4).
4. The state lattice for a nervous system is dual to a lattice of transverse subman-
ifolds 1. In both lattices, contraction of elements commutes up to a principal
1While we proved this for the case of linear subspaces, it remains to be shown whether it holds
arbitarily for manifolds.
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ideal (Section 2.5).
5. Perturbations from the environment act as an order-theoretic filter on the state
lattice, temporarily constraining the system to an upper set of states (Section
2.7.1); contraction to some transdiagonal ideal occurs after perturbation.
6. Contraction generates sequences in parallel and/or in series, with subspace fil-
tration robustly encoding series elements (e.g. Section 2.6)
7. When both a dual lattice element and a nonempty state lattice element contract,
the simultaneous contraction of pairs of cycles with their duals may form a
glyph, or a configuration of silent cells (Section 2.5).
5.2 Unresolved questions and two conjectures
It is anticipated that this work will prove useful in defining and in refining classes
of models for perception and motor control through a principled characterization of
patterning through structural constraints. Our characterization of patterned behav-
ior, of course, remains incomplete, not least in the sense that algorithms for lattice
computation are not well-developed. Further research in this arena could ease the
trial-and-error process of constructing systems capable of reproducing a particular set
of behavioral sequences.
A theoretical tool for constructing a lattice containing a desired set of potential
behaviors as well as a graph accomodating that lattice would be quite useful for
robotics applications. Of course, one must then assign differential equations, coupling
types, and other parameters that remain tight enough to reproduce behaviors while
loose enough to maintain useful levels of plasticity. We have approached neither of
these problems directly here.
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A more fundamental unsolved problem is the construction or even the approxi-
mation of the balanced equivalence lattice and its attendant subspace lattices for a
network with known connectivity. In some sense, these lattices are analogs to the
space of possibilities for a system, making their computation of paramount impor-
tance.
Every base graph B having a characteristic polynomial c(B) (see e.g. (Cvetkovic
et al., 1982)) we note that there exists a lattice of these polynomials Λc for any locally
finite graph. We will advance a conjecture in a weak and a strong form. The total
graph G will be assumed to have no self-loops and a maximum of one arrow between
each pair of nodes. The characteristic polynomial for the minimum base graph F will
be denoted c(F).
Conjecture 5.2.1. Λc determines G up to isomorphism.
Conjecture 5.2.2. c(G) and c(F) determine G up to isomorphism.
If the second conjecture holds, the graph isomorphism problem is in the compu-
tational complexity class P.
5.3 Further hypotheses
5.3.1 Geometric treatment of brain-computer interfaces and motor sys-
tems
At the author’s defense, the question arose as to the necessity of the use of categories
in the treatment. Categories should be considered at the very least as a subtext to the
dissertation, and the fully “categorified” version of the dynamical theory of networks
is significantly more powerful than that which we have discussed, taking into account
vector fields on arbitrary manifolds and establishing timescale decompositions as in-
jective fibrations (DeVille and Lerman, 2013). As something of a meta-commentary,
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if synapses between neurons are both of fundamental importance to dynamics, theo-
retical neuroscience would be well-served by putting mappings on equal footing with
objects.
Functors, which are precisely defined mappings between categories, are the workhorse
of much of category theory2. A functor F assigns objects to objects and morphisms to
morphisms in a way that preserves compositionality, so that F (g ◦h) = F (g) ◦F (h)3.
Work on this dissertation was born partly out of frustration with the limitations
of brain-computer interfaces and partly out of the desire to examine communication
through speech and music geometrically, and so the author would like to return briefly
to these topics. To construct a brain-computer interface, or more generally, a motor
system, is effectively to assign a functor from an appropriately chosen category of
recorded signals (which we hypothesize to be state lattices and perturbative/contrac-
tive mappings) to a second path category in a relevant target space.
Both categories must be constructed carefully so that composition makes sense.
As a target category, we might choose that of an n-formant vowels as objects and
vowel-to-vowel transitions as morphisms (see e.g. (Guenther et al., 2009)). This space
is constrained by an equivalence relation, (fi, fj) ∼ (fj, fi) indicating that switching
any two formants will lead to the same percept, making it quite closely related to a
geometry for musical chords developed in (Tymoczko, 2006; Callender et al., 2008).
In this geometry, musical objects (notes, intervals, chords, etc., where n is the number
of simultaneous voices) are considered as n-dimensional spaces modulo the action of
a finite group.
We propose that paired states may provide a direct link between multiunit dy-
namics and nonstationary time series in this fashion, with glyphs corresponding to
harmonic silencing and synchronization corresponding to merging harmonics of a fun-
2Again, observe the emphasis on mappings as being on equal footing with objects.
3This implies that object identity composes as well; we simply treat objects as self-arrows.
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damental.
5.3.2 Localization of brain states by frequency
It often appears that lower-frequency oscillations are correlated with passive states.
For instance, the so-called default-mode network (Raichle et al., 2001) is characterized
by highly correlated fluctuations detectable at fMRI timescales (< 0.1Hz) (Biswal
et al., 1995), and is perhaps the most individually consistent spatial pattern observable
in healthy humans. Approaching the other end of the scale, gamma often appears to
reflect highly local excitatory/inhibitory circuits, one may be led to a conclusion that
a general inverse relationship exists between spatial scale and temporal frequency.
(Whitman et al., 2013) caution against this logic, noting that, for instance, gamma
oscillations may couple at large distances (Gregoriou et al., 2009), and multiunit
activity is often “mediated” by oscillations in lower frequency bands (see e.g. (Canolty
et al., 2010)). A totally-ordered indexing of spatial scale, which relates to partition
coarseness, by aggregate frequency content therefore appears unwise. Yet it may may
be the case that the partial order afforded by state lattices may be used to organize
this information. If this is true, a lattice-based classification of brain state might
be based on frequency content alone. Of course, care must be taken to include the
possibility that spatially summed activity may not reflect the overall periodicity of
the system.
Combining such a classification with knowledge of pharmacological effects on net-
work parametrization may allow for pathologies to be treated in a systematic way,
by examining drug effects on contractive ideals parametrically. For instance, that
benzodiazapenes increase overall inhibition through increased GABA conductance
suggests that they should largely affect the polydiagonal ideal. The silent subpopula-
tions seen in a network model of benzodiazapene action (Jensen et al., 2005) support
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this conclusion; the strong beta oscillations seen here may be a signature of effect.
In any case, the minimum base for a large system like the brain should not be
contracted to under normal conditions; it would be characterized by unbroken sym-
metries in all sensory domains. Anaesthesia, at least that of the ketamine-xylazine
variety discussed in Section 4.1.1, appears to be associated with a very high degree
of synchrony, suggesting a high-rank contractive transdiagonal ideal and fitting with
the notion of sensation as perturbation. The degree of silence among cells, of course,
is difficult to ascertain from the literature.
5.3.3 Effect of lesions on synchrony
Section 2.7’s warning against overreliance on gross anatomical labeling holds espe-
cially true when systems have their connectivity altered chemically or physically, as
patterns may be altered in regions far from the locus of the lesion.
Lesions may cause either increased or decreased synchrony depending on at least
two properties of the region’s outputs. Firstly, the lesioned region may cause global
polarity changes in the target region (Section 2.6.7 and (Wang and Buzsaki, 1996)),
and secondly, any anatomical region that either projects unevenly to another sub-
system or is itself normally desynchronized can be seen as a means of preserving
asynchrony in the target subsystem.
It might be argued that synchrony should be limited in any subnetwork potentially
carrying mutable maps of distinguishable spatial locations. This is because synchro-
nization can cause cells or subnetworks that might represent distinct map locations
(or distinct perceptual objects) to be treated degenerately.
The hemispatial or hemifield neglect caused by damage to right posterior parietal
regions appears to preserve some level of abstract structural information in copied
drawings (Figure 5·1) even while location may not map completely or consistently.
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Figure 5·1: Left: pictogram Right: Copy of the pictogram drawn
by a patient with hemispatial neglect. A higher-resolution image of the
pictogram would indicate that the chimney is composed of 5×8+ 5×5
2
=
52.5 small squares. Figure from (Posner and Raichle, 1994).
Transcranial magnetic stimulation to the right posterior parietal cortex can induce
neglect both in the visual field (see e.g. (Halligan et al., 2003)) and in abstract spatial
representations (Go¨bel et al., 2006). Since strong magnetic fields should induce metric
contraction to synchrony (as discussed in Section 3.1.1), the effect should be to allow
“overfolding” of a representation both in the parietal cortex and in any region it
targets.
Such folding can be immediately seen in the drawing. Local actions of the di-
hedral (reflection/rotation) and alternating (presence/absence) groups will already
reconstruct the first-order features of the pictogram: note that neither window is
drawn completely but can be nearly reconstructed through local rotation, and that
instead of showing the nearly bilaterally-symmetric left side of the house, the artist
indicates it through a missing feature: absence of the chimney.
Where partial symmetries exist, the artist appears to rely on a reduced represen-
tation. This strongly suggests that neglect, a supposed unilateral deficit, is in fact a
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bilateral overcompression4.
4This raises the intriguing possibility that internal relational information from the artist’s drawing
renders the original pictogram completely reconstructable.
Appendix A
Remarks on eigenspaces of a graph’s
adjacency matrix
The adjacency matrix A is defined as follows: if i → j indicates that cell i connects
to cell j, then
Aij =

1 if i→ j
0 otherwise
A.1 Minimal circuit for quadrupedal gaits
An excellent example of symmetry-based modeling is found in (Buono and Golubitsky,
2001) and (Buono, 2001) and reviewed in (Golubitsky and Stewart, 2006). We will
recount this example and relate it to the eigenspaces of the adjacency matrix.
An 8-cell network (Figure A·1) was constructed to reproduce the relative phases
of five different quadrupedal gaits (Table A.1).
After determining the symmetry group of the minimal network to be Z2 × Z4,
the analysis uncovered a sixth phase pattern (the “jump” pattern) that had not been
previously recorded in the literature but was later observed in horses.
Taking the complex angle of left eigenvectors of the adjacency matrix of a Z2×Z4-
symmetric graph yielded the following (up to a constant phase shift) set of phase
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Figure A·1: Minimal 8-cell network for the production of quadrupedal
animal gaits (from (Golubitsky and Stewart, 2006)).
Table A.1: Phase relationships produced by the network in Figure
A·1 (from (Golubitsky and Stewart, 2006)).
patterns. The columns, from left to right (only the first four rows output to the
limbs), correspond to pronk, trot, jump, conjugate jump, walk, conjugate walk, pace,
and bound respectively.
∠VLT =

0 pi pi 0 pi/2 3pi/2 0 pi
0 0 pi 0 3pi/2 pi/2 pi pi
0 0 3pi/2 pi/2 pi pi 0 0
0 pi 3pi/2 pi/2 0 0 pi 0
0 pi 0 pi 3pi/2 pi/2 0 pi
0 0 0 pi pi/2 3pi/2 pi pi
0 0 pi/2 3pi/2 0 0 0 0
0 pi pi/2 3pi/2 pi pi pi 0

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A.2 The left Perron-Frobenius eigenvector and the minimum
base
It may be expected that because the adjacency matrix encodes all the information
about a graph, some operation on this matrix must determine the balanced col-
orations. An eigenvector sums its own elements to yield itself, which seems very
much akin to colored inputs yielding self-consistent balanced colored outputs. One
particular eigenvector, the left Perron-Frobenius eigenvector, is given special status
here as it relates to the minimum base of the network. It can easily be shown that two
cells with identical input trees are equal componentwise in this eigenvector. However,
one can construct graphs where this eigenvector has a set of equal elements and yet
the corresponding cells do not have equivalent input trees.
Informally, supposing that initially all cells broadcast the same label “1” and at
each step they relabel themselves according to the sums of their inputs, then this
is equivalent to repeated application of the adjacency matrix, i.e. 1An → vPF, a
set of sequences that must remain pairwise identical if the universal total graphs are
isomorphic. That is to say, an unnormalized power iteration does not diverge from
vPF.
Proposition A.2.1. Denoting equivalence of universal total graphs for cells i and j
as cig cj, suppose C 3ci, cj has a strongly connected adjacency matrix A, left Perron-
Frobenius eigenvector vPF, and weights in N. Then ci g cj ⇒ vPFi = vPFj .
Proof. By contrapositive: generate vPF recursively by an unnormalized power itera-
tion method with seed vector 1. The nth iterates are row vectors v(n) with components
vk(n) counting the total number of length-n walks from all cells to cell k. So, vk(n)
counts the number of nodes on level n of cell k’s universal total graph. If vPFi 6= vPFj ,
then the universal total graphs do not even have the same number of cells at some
112
Figure A·2: Graph counterexample to eigenvector-based input-tree
classification.
level N , and so ci g cj cannot hold.
The existence of counterexamples to the converse proposition was demonstrated
for Markov chains in (Boldi et al., 2006) and was inferred for graphs without self-
loops or multiple connections by M. Cohen during early discussion. Perhaps the such
smallest counterexample is shown in Figure A·2, with adjacency matrix:

0 1 1 0 0
1 0 0 0 0
1 1 0 1 1
0 0 1 0 0
0 0 1 0 0

The principal eigenvector of this matrix is
[
1 1 1 1
2
1
2
]
. Clearly this vector
cannot be used to classify input tree types, as there is only one cell in the graph with
four inputs.
However, principal eigenvector-based input tree classification does appear to hold
quite often, and the left eigenvectors may yield additional information about a net-
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work; indeed, the quadrupedal gait example shows that eigenspaces may suggest
potential phase patterns.
Appendix B
Multinomial logistic regression results
Results summarized in Section 4.5.3 are detailed here. All results were computed
using the statsmodels statistics package for Python.
B.0.1 Regression of ad hoc features onto stimulus features
In each of these fits, x1 corresponds to delta (< 3Hz), x2 corresponds to alpha
(9− 11Hz), x3 corresponds to fstim± 0.25Hz and x4 corresponds to 2fstim± 0.25Hz
MNLogit Regression Results
==============================================================================
Dep. Variable: y No. Observations: 196
Model: MNLogit Df Residuals: 172
Method: MLE Df Model: 18
Date: Sun, 04 Aug 2013 Pseudo R-squ.: 0.4665
Time: 19:53:05 Log-Likelihood: -203.49
converged: True LL-Null: -381.40
LLR p-value: 1.422e-64
==============================================================================
y=8 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 138.9972 313.880 0.443 0.658 -476.195 754.190
x2 -162.9140 432.985 -0.376 0.707 -1011.550 685.722
x3 84.4463 1064.828 0.079 0.937 -2002.578 2171.471
x4 -259.5602 1450.657 -0.179 0.858 -3102.796 2583.676
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------------------------------------------------------------------------------
y=12 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 980.4651 339.631 2.887 0.004 314.800 1646.130
x2 -92.5856 506.030 -0.183 0.855 -1084.387 899.216
x3 82.7822 1257.295 0.066 0.948 -2381.470 2547.034
x4 -5723.4298 1566.303 -3.654 0.000 -8793.327 -2653.533
------------------------------------------------------------------------------
y=16 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 2106.6702 789.429 2.669 0.008 559.417 3653.924
x2 3119.2831 1198.102 2.604 0.009 771.046 5467.520
x3 -3005.3572 3136.392 -0.958 0.338 -9152.572 3141.858
x4 -2.56e+04 3413.872 -7.500 0.000 -3.23e+04 -1.89e+04
------------------------------------------------------------------------------
y=20 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 2118.6765 494.858 4.281 0.000 1148.774 3088.580
x2 1093.8669 672.000 1.628 0.104 -223.230 2410.964
x3 -6266.1681 1972.072 -3.177 0.001 -1.01e+04 -2400.978
x4 -1.19e+04 2338.368 -5.090 0.000 -1.65e+04 -7318.248
------------------------------------------------------------------------------
y=24 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 1572.4445 475.937 3.304 0.001 639.625 2505.264
x2 1329.1858 677.641 1.961 0.050 1.034 2657.337
x3 -2323.6374 1849.127 -1.257 0.209 -5947.861 1300.586
x4 -1.338e+04 2376.469 -5.631 0.000 -1.8e+04 -8723.049
------------------------------------------------------------------------------
y=28 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 2459.0825 542.909 4.529 0.000 1395.001 3523.164
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x2 2168.1336 779.403 2.782 0.005 640.532 3695.735
x3 -8853.7810 2258.198 -3.921 0.000 -1.33e+04 -4427.795
x4 -1.661e+04 2622.688 -6.333 0.000 -2.18e+04 -1.15e+04
==============================================================================
Optimization terminated successfully.
Current function value: 112.696997
Iterations 6
MNLogit Regression Results (PATTERN REVERSAL)
==============================================================================
Dep. Variable: y No. Observations: 196
Model: MNLogit Df Residuals: 192
Method: MLE Df Model: 3
Date: Sun, 04 Aug 2013 Pseudo R-squ.: 0.1705
Time: 19:53:05 Log-Likelihood: -112.70
converged: True LL-Null: -135.86
LLR p-value: 4.850e-10
==============================================================================
y=1 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 212.9948 157.191 1.355 0.175 -95.093 521.083
x2 284.9576 249.031 1.144 0.253 -203.133 773.049
x3 -4295.3219 757.560 -5.670 0.000 -5780.113 -2810.531
x4 1828.0130 413.154 4.425 0.000 1018.245 2637.781
==============================================================================
Optimization terminated successfully.
Current function value: 133.413496
Iterations 5
MNLogit Regression Results (STIMULUS SHAPE)
==============================================================================
Dep. Variable: y No. Observations: 196
Model: MNLogit Df Residuals: 192
Method: MLE Df Model: 3
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Date: Sun, 04 Aug 2013 Pseudo R-squ.: 0.01798
Time: 19:53:05 Log-Likelihood: -133.41
converged: True LL-Null: -135.86
LLR p-value: 0.1803
==============================================================================
y=1 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 163.1893 138.454 1.179 0.239 -108.175 434.554
x2 -429.5483 223.655 -1.921 0.055 -867.904 8.808
x3 532.5095 560.755 0.950 0.342 -566.550 1631.569
x4 257.7686 338.472 0.762 0.446 -405.625 921.162
==============================================================================
Optimization terminated successfully.
Current function value: 377.425912
Iterations 5
MNLogit Regression Results (CHECKERS)
==============================================================================
Dep. Variable: y No. Observations: 196
Model: MNLogit Df Residuals: 172
Method: MLE Df Model: 18
Date: Sun, 04 Aug 2013 Pseudo R-squ.: 0.01042
Time: 19:53:05 Log-Likelihood: -377.43
converged: True LL-Null: -381.40
LLR p-value: 0.9794
==============================================================================
y=12 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -164.3685 261.665 -0.628 0.530 -677.223 348.486
x2 140.2751 416.881 0.336 0.737 -676.796 957.346
x3 274.8863 1052.552 0.261 0.794 -1788.078 2337.850
x4 184.8686 633.004 0.292 0.770 -1055.796 1425.533
------------------------------------------------------------------------------
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y=18 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 176.6742 253.267 0.698 0.485 -319.720 673.068
x2 -284.3240 409.205 -0.695 0.487 -1086.351 517.703
x3 53.7645 1043.017 0.052 0.959 -1990.510 2098.039
x4 22.6534 621.812 0.036 0.971 -1196.076 1241.383
------------------------------------------------------------------------------
y=24 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -153.3926 261.895 -0.586 0.558 -666.697 359.912
x2 3.7488 416.442 0.009 0.993 -812.463 819.961
x3 1020.2530 1048.994 0.973 0.331 -1035.738 3076.244
x4 -61.4424 623.835 -0.098 0.922 -1284.136 1161.252
------------------------------------------------------------------------------
y=30 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -15.8646 257.693 -0.062 0.951 -520.934 489.205
x2 -145.1030 412.879 -0.351 0.725 -954.331 664.125
x3 718.9638 1046.220 0.687 0.492 -1331.591 2769.518
x4 -1.1531 623.624 -0.002 0.999 -1223.433 1221.127
------------------------------------------------------------------------------
y=36 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 187.4673 254.362 0.737 0.461 -311.074 686.008
x2 -540.5248 411.444 -1.314 0.189 -1346.940 265.890
x3 1106.3247 1046.033 1.058 0.290 -943.863 3156.512
x4 -17.7168 622.540 -0.028 0.977 -1237.873 1202.439
------------------------------------------------------------------------------
y=42 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 77.4742 256.554 0.302 0.763 -425.363 580.311
x2 -426.8024 412.982 -1.033 0.301 -1236.231 382.627
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x3 1322.1319 1048.473 1.261 0.207 -732.838 3377.102
x4 -12.0853 625.245 -0.019 0.985 -1237.542 1213.371
==============================================================================
B.0.2 Regression of autoregressive coefficients onto stimulus features
MNLogit Regression Results (STIMULUS FREQUENCY)
==============================================================================
Dep. Variable: y No. Observations: 195
Model: MNLogit Df Residuals: 27
Method: MLE Df Model: 162
Date: Tue, 30 Jul 2013 Pseudo R-squ.: 0.3179
Time: 19:30:37 Log-Likelihood: -258.83
converged: True LL-Null: -379.44
LLR p-value: 5.377e-05
==============================================================================
y=8 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -14.7295 19.657 -0.749 0.454 -53.257 23.798
x2 1.9730 6.950 0.284 0.776 -11.649 15.595
x3 9.8777 14.929 0.662 0.508 -19.383 39.138
x4 -6.2988 16.003 -0.394 0.694 -37.663 25.066
x5 -22.7759 13.144 -1.733 0.083 -48.537 2.985
x6 -14.3335 17.127 -0.837 0.403 -47.902 19.235
x7 11.5786 19.116 0.606 0.545 -25.888 49.045
x8 8.1660 18.822 0.434 0.664 -28.724 45.056
x9 -0.7032 20.716 -0.034 0.973 -41.305 39.899
x10 -19.3697 18.884 -1.026 0.305 -56.382 17.643
x11 -3.0270 22.103 -0.137 0.891 -46.347 40.293
x12 9.8730 20.978 0.471 0.638 -31.242 50.988
x13 37.3277 20.238 1.844 0.065 -2.338 76.994
x14 3.1716 19.510 0.163 0.871 -35.068 41.411
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x15 36.6906 22.936 1.600 0.110 -8.262 81.643
x16 69.7887 23.475 2.973 0.003 23.778 115.800
x17 73.9848 22.964 3.222 0.001 28.975 118.994
x18 26.5081 18.889 1.403 0.160 -10.513 63.529
x19 -10.8347 21.439 -0.505 0.613 -52.854 31.184
x20 -4.3624 22.106 -0.197 0.844 -47.690 38.965
x21 20.9549 20.706 1.012 0.312 -19.629 61.539
x22 7.1496 21.390 0.334 0.738 -34.773 49.073
x23 -0.7075 22.430 -0.032 0.975 -44.670 43.255
x24 4.5208 20.148 0.224 0.822 -34.969 44.011
x25 8.9131 22.521 0.396 0.692 -35.228 53.054
x26 22.2195 18.663 1.191 0.234 -14.359 58.798
x27 16.9892 19.655 0.864 0.387 -21.533 55.512
x28 3.2213 20.355 0.158 0.874 -36.674 43.117
------------------------------------------------------------------------------
y=12 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 5.3633 18.778 0.286 0.775 -31.441 42.168
x2 -5.6980 6.956 -0.819 0.413 -19.331 7.935
x3 -8.9233 14.395 -0.620 0.535 -37.137 19.290
x4 -13.4437 16.047 -0.838 0.402 -44.895 18.008
x5 -12.7374 13.659 -0.932 0.351 -39.510 14.035
x6 20.3232 17.724 1.147 0.252 -14.415 55.061
x7 24.2273 19.105 1.268 0.205 -13.217 61.672
x8 16.7584 18.078 0.927 0.354 -18.674 52.191
x9 58.2525 20.288 2.871 0.004 18.488 98.017
x10 -0.2925 17.628 -0.017 0.987 -34.844 34.259
x11 -5.1909 21.248 -0.244 0.807 -46.837 36.455
x12 3.8585 20.895 0.185 0.853 -37.095 44.812
x13 24.9840 19.939 1.253 0.210 -14.096 64.064
x14 1.0022 20.777 0.048 0.962 -39.719 41.724
x15 -5.4742 21.861 -0.250 0.802 -48.321 37.373
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x16 21.6440 21.686 0.998 0.318 -20.860 64.148
x17 29.7888 22.445 1.327 0.184 -14.202 73.779
x18 6.1763 19.523 0.316 0.752 -32.089 44.441
x19 -27.4618 23.023 -1.193 0.233 -72.586 17.663
x20 -2.8231 22.557 -0.125 0.900 -47.034 41.387
x21 31.0969 21.859 1.423 0.155 -11.746 73.940
x22 75.0771 20.021 3.750 0.000 35.836 114.318
x23 53.0298 20.708 2.561 0.010 12.442 93.618
x24 30.4372 20.351 1.496 0.135 -9.451 70.325
x25 -2.8947 22.329 -0.130 0.897 -46.658 40.869
x26 -31.7460 20.106 -1.579 0.114 -71.154 7.662
x27 -43.8636 20.796 -2.109 0.035 -84.624 -3.104
x28 -12.8304 20.365 -0.630 0.529 -52.744 27.084
------------------------------------------------------------------------------
y=16 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -24.0777 18.898 -1.274 0.203 -61.116 12.961
x2 -16.8389 7.203 -2.338 0.019 -30.957 -2.721
x3 16.4652 13.931 1.182 0.237 -10.840 43.770
x4 -1.4422 16.436 -0.088 0.930 -33.656 30.772
x5 -5.3055 12.782 -0.415 0.678 -30.358 19.747
x6 12.2922 17.285 0.711 0.477 -21.587 46.171
x7 30.1133 18.300 1.646 0.100 -5.753 65.980
x8 35.2849 18.938 1.863 0.062 -1.832 72.402
x9 30.4577 20.480 1.487 0.137 -9.682 70.598
x10 -5.2038 19.583 -0.266 0.790 -43.586 33.178
x11 3.8853 21.937 0.177 0.859 -39.111 46.881
x12 29.4038 21.579 1.363 0.173 -12.891 71.698
x13 27.0921 20.493 1.322 0.186 -13.074 67.258
x14 -18.7647 20.037 -0.936 0.349 -58.037 20.508
x15 12.6552 21.902 0.578 0.563 -30.271 55.581
x16 24.0364 21.182 1.135 0.256 -17.480 65.553
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x17 93.4482 24.475 3.818 0.000 45.479 141.418
x18 38.4041 19.228 1.997 0.046 0.719 76.089
x19 -17.0673 21.719 -0.786 0.432 -59.635 25.500
x20 6.1122 21.659 0.282 0.778 -36.338 48.562
x21 25.0710 21.397 1.172 0.241 -16.866 67.008
x22 56.4837 20.291 2.784 0.005 16.713 96.254
x23 23.7729 21.221 1.120 0.263 -17.820 65.366
x24 36.1760 20.020 1.807 0.071 -3.063 75.415
x25 10.6179 21.502 0.494 0.621 -31.526 52.762
x26 32.3776 20.234 1.600 0.110 -7.281 72.036
x27 -23.9675 19.668 -1.219 0.223 -62.517 14.582
x28 -39.1455 21.546 -1.817 0.069 -81.374 3.083
------------------------------------------------------------------------------
y=20 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 30.4748 19.703 1.547 0.122 -8.143 69.092
x2 -4.0760 7.192 -0.567 0.571 -18.172 10.020
x3 -16.2453 15.952 -1.018 0.309 -47.511 15.020
x4 -29.3043 16.412 -1.786 0.074 -61.471 2.862
x5 2.0253 14.784 0.137 0.891 -26.950 31.001
x6 18.9859 17.615 1.078 0.281 -15.538 53.510
x7 42.6613 18.726 2.278 0.023 5.958 79.364
x8 31.6318 17.987 1.759 0.079 -3.622 66.886
x9 40.2938 19.991 2.016 0.044 1.113 79.475
x10 16.3871 18.949 0.865 0.387 -20.753 53.527
x11 -14.7665 20.702 -0.713 0.476 -55.341 25.808
x12 -7.3829 21.332 -0.346 0.729 -49.194 34.428
x13 8.6688 20.893 0.415 0.678 -32.281 49.618
x14 61.4013 22.477 2.732 0.006 17.348 105.455
x15 35.7413 22.363 1.598 0.110 -8.089 79.571
x16 12.5781 23.308 0.540 0.589 -33.104 58.260
x17 -9.7921 22.889 -0.428 0.669 -54.653 35.069
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x18 29.7342 19.823 1.500 0.134 -9.119 68.587
x19 17.0254 23.908 0.712 0.476 -29.833 63.884
x20 29.9480 24.391 1.228 0.220 -17.858 77.754
x21 35.5590 21.460 1.657 0.098 -6.502 77.620
x22 31.9695 20.390 1.568 0.117 -7.995 71.934
x23 33.3094 21.128 1.577 0.115 -8.100 74.719
x24 18.8588 19.662 0.959 0.337 -19.679 57.396
x25 3.1417 21.438 0.147 0.883 -38.877 45.160
x26 38.1412 19.696 1.936 0.053 -0.463 76.745
x27 39.0615 20.842 1.874 0.061 -1.789 79.912
x28 23.5805 23.764 0.992 0.321 -22.995 70.156
------------------------------------------------------------------------------
y=24 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -11.9000 16.487 -0.722 0.470 -44.214 20.415
x2 -5.3380 6.066 -0.880 0.379 -17.226 6.550
x3 9.6607 12.981 0.744 0.457 -15.782 35.103
x4 -3.1937 14.144 -0.226 0.821 -30.915 24.528
x5 -10.3237 12.329 -0.837 0.402 -34.489 13.841
x6 -1.9683 16.383 -0.120 0.904 -34.078 30.141
x7 29.9403 17.569 1.704 0.088 -4.494 64.374
x8 4.8701 16.334 0.298 0.766 -27.144 36.884
x9 10.2012 17.795 0.573 0.566 -24.676 45.079
x10 12.5320 16.698 0.751 0.453 -20.195 45.259
x11 11.9312 19.718 0.605 0.545 -26.715 50.577
x12 3.6901 18.691 0.197 0.843 -32.943 40.323
x13 24.0404 17.816 1.349 0.177 -10.878 58.958
x14 6.5703 17.910 0.367 0.714 -28.533 41.673
x15 -1.2457 19.209 -0.065 0.948 -38.895 36.404
x16 20.6830 19.964 1.036 0.300 -18.446 59.812
x17 29.6662 19.977 1.485 0.138 -9.488 68.820
x18 6.0794 17.069 0.356 0.722 -27.376 39.535
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x19 -5.5637 20.043 -0.278 0.781 -44.847 33.720
x20 -7.8368 20.367 -0.385 0.700 -47.755 32.081
x21 25.7925 18.863 1.367 0.172 -11.179 62.764
x22 46.1037 18.029 2.557 0.011 10.768 81.439
x23 33.3474 19.347 1.724 0.085 -4.572 71.267
x24 23.2962 17.843 1.306 0.192 -11.675 58.268
x25 1.3604 20.394 0.067 0.947 -38.611 41.331
x26 -1.2235 18.078 -0.068 0.946 -36.655 34.208
x27 -15.7965 17.382 -0.909 0.363 -49.864 18.271
x28 -15.6440 18.455 -0.848 0.397 -51.815 20.527
------------------------------------------------------------------------------
y=28 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -0.7931 17.093 -0.046 0.963 -34.295 32.708
x2 -14.7533 6.869 -2.148 0.032 -28.217 -1.290
x3 -1.0108 13.539 -0.075 0.940 -27.546 25.524
x4 2.8098 15.121 0.186 0.853 -26.826 32.446
x5 -9.8112 13.125 -0.748 0.455 -35.535 15.912
x6 11.9858 16.544 0.724 0.469 -20.440 44.411
x7 23.8225 17.346 1.373 0.170 -10.176 57.821
x8 33.3123 17.374 1.917 0.055 -0.739 67.364
x9 50.3546 18.653 2.700 0.007 13.795 86.914
x10 9.6759 17.433 0.555 0.579 -24.492 43.844
x11 -2.6604 20.160 -0.132 0.895 -42.173 36.852
x12 22.4843 20.543 1.094 0.274 -17.779 62.748
x13 38.2807 19.408 1.972 0.049 0.241 76.320
x14 -1.5348 19.271 -0.080 0.937 -39.305 36.236
x15 3.5301 20.149 0.175 0.861 -35.961 43.022
x16 5.3777 21.207 0.254 0.800 -36.188 46.944
x17 28.2601 21.050 1.343 0.179 -12.997 69.517
x18 21.8209 18.425 1.184 0.236 -14.292 57.934
x19 -7.4041 21.092 -0.351 0.726 -48.743 33.935
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x20 -22.2449 21.856 -1.018 0.309 -65.081 20.591
x21 38.1305 20.028 1.904 0.057 -1.124 77.385
x22 53.2688 19.309 2.759 0.006 15.424 91.114
x23 31.2173 19.535 1.598 0.110 -7.070 69.505
x24 6.3581 18.915 0.336 0.737 -30.715 43.431
x25 2.9713 21.110 0.141 0.888 -38.404 44.347
x26 29.7580 20.028 1.486 0.137 -9.496 69.012
x27 -9.7947 18.308 -0.535 0.593 -45.678 26.089
x28 4.2010 19.571 0.215 0.830 -34.158 42.560
==============================================================================
Optimization terminated successfully.
Current function value: 120.909410
Iterations 5
MNLogit Regression Results (PATTERN REVERSAL)
==============================================================================
Dep. Variable: y No. Observations: 195
Model: MNLogit Df Residuals: 167
Method: MLE Df Model: 27
Date: Tue, 30 Jul 2013 Pseudo R-squ.: 0.1054
Time: 19:30:40 Log-Likelihood: -120.91
converged: True LL-Null: -135.16
LLR p-value: 0.3854
==============================================================================
y=1 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -2.7260 8.487 -0.321 0.748 -19.361 13.909
x2 -4.4520 3.139 -1.418 0.156 -10.604 1.700
x3 -9.7482 6.096 -1.599 0.110 -21.696 2.200
x4 11.3638 7.281 1.561 0.119 -2.907 25.634
x5 -7.0464 6.045 -1.166 0.244 -18.894 4.802
x6 -2.1395 7.414 -0.289 0.773 -16.670 12.391
x7 -3.9740 7.783 -0.511 0.610 -19.228 11.280
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x8 5.9948 8.336 0.719 0.472 -10.343 22.332
x9 10.4522 8.371 1.249 0.212 -5.954 26.859
x10 -8.3976 8.336 -1.007 0.314 -24.737 7.941
x11 -1.9941 9.576 -0.208 0.835 -20.762 16.774
x12 1.1342 9.083 0.125 0.901 -16.668 18.937
x13 -14.8001 8.879 -1.667 0.096 -32.203 2.603
x14 -5.5357 9.129 -0.606 0.544 -23.428 12.357
x15 -5.0199 9.537 -0.526 0.599 -23.711 13.671
x16 -14.9510 9.489 -1.576 0.115 -33.549 3.647
x17 -5.4504 9.121 -0.598 0.550 -23.328 12.427
x18 1.3084 8.423 0.155 0.877 -15.201 17.818
x19 -10.3473 10.025 -1.032 0.302 -29.996 9.301
x20 -8.2062 10.252 -0.800 0.423 -28.300 11.888
x21 0.0337 9.511 0.004 0.997 -18.607 18.675
x22 4.4731 7.866 0.569 0.570 -10.945 19.891
x23 -16.7593 9.330 -1.796 0.072 -35.045 1.527
x24 -6.9355 9.103 -0.762 0.446 -24.777 10.906
x25 -14.9248 9.926 -1.504 0.133 -34.379 4.529
x26 3.9348 8.266 0.476 0.634 -12.266 20.135
x27 5.3306 8.307 0.642 0.521 -10.950 21.611
x28 -17.4368 9.148 -1.906 0.057 -35.366 0.492
==============================================================================
Optimization terminated successfully.
Current function value: 110.327540
Iterations 6
MNLogit Regression Results (STIMULUS SHAPE)
==============================================================================
Dep. Variable: y No. Observations: 195
Model: MNLogit Df Residuals: 167
Method: MLE Df Model: 27
Date: Tue, 30 Jul 2013 Pseudo R-squ.: 0.1837
Time: 19:30:41 Log-Likelihood: -110.33
127
converged: True LL-Null: -135.16
LLR p-value: 0.004971
==============================================================================
y=1 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 1.8189 9.534 0.191 0.849 -16.868 20.505
x2 9.4536 3.481 2.716 0.007 2.632 16.275
x3 16.9847 6.680 2.543 0.011 3.892 30.077
x4 5.7805 7.648 0.756 0.450 -9.209 20.770
x5 8.3532 6.419 1.301 0.193 -4.227 20.933
x6 11.5770 7.943 1.457 0.145 -3.991 27.145
x7 18.0472 8.595 2.100 0.036 1.201 34.894
x8 8.6986 8.942 0.973 0.331 -8.827 26.224
x9 -3.3888 8.702 -0.389 0.697 -20.445 13.668
x10 15.8967 9.227 1.723 0.085 -2.188 33.981
x11 19.8078 10.355 1.913 0.056 -0.488 40.104
x12 10.8082 9.749 1.109 0.268 -8.300 29.917
x13 -2.6723 9.457 -0.283 0.778 -21.208 15.863
x14 -20.1276 9.675 -2.080 0.037 -39.091 -1.164
x15 -12.0290 9.995 -1.204 0.229 -31.619 7.561
x16 18.4208 10.398 1.772 0.076 -1.958 38.800
x17 -0.1603 9.669 -0.017 0.987 -19.110 18.790
x18 -21.8734 9.472 -2.309 0.021 -40.438 -3.309
x19 -25.8676 11.379 -2.273 0.023 -48.169 -3.566
x20 -6.9333 10.726 -0.646 0.518 -27.955 14.089
x21 -35.6561 11.383 -3.132 0.002 -57.966 -13.346
x22 -29.7884 9.011 -3.306 0.001 -47.449 -12.128
x23 -19.9388 9.944 -2.005 0.045 -39.429 -0.449
x24 -12.4781 9.518 -1.311 0.190 -31.134 6.178
x25 -24.1904 10.619 -2.278 0.023 -45.003 -3.378
x26 -16.4833 9.017 -1.828 0.068 -34.157 1.190
x27 -2.8032 8.621 -0.325 0.745 -19.700 14.093
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x28 -17.9167 9.420 -1.902 0.057 -36.380 0.547
==============================================================================
Optimization terminated successfully.
Current function value: 267.262454
Iterations 7
MNLogit Regression Results (CHECKERS)
==============================================================================
Dep. Variable: y No. Observations: 195
Model: MNLogit Df Residuals: 27
Method: MLE Df Model: 162
Date: Tue, 30 Jul 2013 Pseudo R-squ.: 0.2956
Time: 19:30:41 Log-Likelihood: -267.26
converged: True LL-Null: -379.44
LLR p-value: 0.0008608
==============================================================================
y=12 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -31.4875 19.411 -1.622 0.105 -69.532 6.557
x2 7.3971 7.599 0.973 0.330 -7.496 22.291
x3 21.0008 15.199 1.382 0.167 -8.789 50.790
x4 -2.6818 17.151 -0.156 0.876 -36.297 30.933
x5 -58.2692 16.544 -3.522 0.000 -90.694 -25.844
x6 -14.4047 16.307 -0.883 0.377 -46.366 17.556
x7 12.9160 16.736 0.772 0.440 -19.886 45.718
x8 -7.8323 19.038 -0.411 0.681 -45.146 29.481
x9 -18.4702 19.194 -0.962 0.336 -56.091 19.150
x10 15.7262 18.954 0.830 0.407 -21.422 52.875
x11 -14.5081 21.074 -0.688 0.491 -55.812 26.796
x12 -21.0013 22.383 -0.938 0.348 -64.870 22.868
x13 2.1468 20.703 0.104 0.917 -38.430 42.724
x14 28.5321 21.434 1.331 0.183 -13.479 70.543
x15 -10.4077 22.219 -0.468 0.639 -53.956 33.141
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x16 22.3446 20.486 1.091 0.275 -17.808 62.497
x17 -20.5631 21.239 -0.968 0.333 -62.191 21.064
x18 32.1664 20.528 1.567 0.117 -8.068 72.400
x19 51.2956 21.962 2.336 0.020 8.250 94.341
x20 25.1573 23.360 1.077 0.282 -20.627 70.942
x21 2.8118 21.789 0.129 0.897 -39.894 45.517
x22 4.2549 18.056 0.236 0.814 -31.134 39.644
x23 -3.5213 20.148 -0.175 0.861 -43.011 35.969
x24 -40.8092 21.084 -1.936 0.053 -82.133 0.514
x25 -67.9294 23.869 -2.846 0.004 -114.712 -21.147
x26 -34.0738 19.572 -1.741 0.082 -72.434 4.287
x27 1.9265 19.400 0.099 0.921 -36.097 39.950
x28 54.7664 23.264 2.354 0.019 9.170 100.362
------------------------------------------------------------------------------
y=18 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -12.0615 21.164 -0.570 0.569 -53.542 29.419
x2 4.1589 7.519 0.553 0.580 -10.578 18.896
x3 31.4781 13.663 2.304 0.021 4.699 58.258
x4 15.9723 16.919 0.944 0.345 -17.189 49.133
x5 -39.5188 14.715 -2.686 0.007 -68.359 -10.679
x6 -9.4944 15.585 -0.609 0.542 -40.041 21.052
x7 19.8489 15.677 1.266 0.205 -10.877 50.575
x8 30.1741 20.143 1.498 0.134 -9.306 69.654
x9 -6.8424 17.973 -0.381 0.703 -42.069 28.384
x10 -20.6281 18.156 -1.136 0.256 -56.213 14.957
x11 -13.4181 21.372 -0.628 0.530 -55.307 28.471
x12 8.3109 19.939 0.417 0.677 -30.768 47.390
x13 12.8557 20.359 0.631 0.528 -27.046 52.758
x14 -17.8090 21.090 -0.844 0.398 -59.145 23.527
x15 -49.3837 22.561 -2.189 0.029 -93.602 -5.165
x16 18.9073 20.241 0.934 0.350 -20.764 58.578
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x17 25.7876 21.032 1.226 0.220 -15.435 67.010
x18 10.7007 19.142 0.559 0.576 -26.816 48.218
x19 -2.7757 20.088 -0.138 0.890 -42.148 36.596
x20 -2.8844 22.344 -0.129 0.897 -46.678 40.910
x21 11.4200 20.772 0.550 0.582 -29.292 52.132
x22 5.7222 18.335 0.312 0.755 -30.214 41.659
x23 -32.4204 19.977 -1.623 0.105 -71.574 6.733
x24 -34.0708 20.505 -1.662 0.097 -74.260 6.119
x25 -35.0611 22.524 -1.557 0.120 -79.208 9.085
x26 10.5529 18.717 0.564 0.573 -26.133 47.239
x27 -52.2893 18.945 -2.760 0.006 -89.421 -15.158
x28 -10.0221 22.751 -0.441 0.660 -54.613 34.569
------------------------------------------------------------------------------
y=24 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -40.3514 18.660 -2.162 0.031 -76.924 -3.779
x2 6.3302 7.187 0.881 0.378 -7.756 20.416
x3 32.2019 13.602 2.367 0.018 5.542 58.861
x4 -5.5967 15.803 -0.354 0.723 -36.569 25.376
x5 -49.2327 15.603 -3.155 0.002 -79.814 -18.652
x6 -28.7754 16.071 -1.791 0.073 -60.274 2.723
x7 -4.9145 16.187 -0.304 0.761 -36.640 26.811
x8 5.8708 18.382 0.319 0.749 -30.157 41.899
x9 -11.5727 18.408 -0.629 0.530 -47.651 24.505
x10 -20.1564 17.931 -1.124 0.261 -55.300 14.987
x11 -17.2118 19.988 -0.861 0.389 -56.387 21.963
x12 2.4895 19.896 0.125 0.900 -36.506 41.485
x13 19.0551 18.936 1.006 0.314 -18.059 56.169
x14 18.4684 19.393 0.952 0.341 -19.540 56.477
x15 -12.3293 21.302 -0.579 0.563 -54.081 29.423
x16 19.9881 19.074 1.048 0.295 -17.396 57.372
x17 -1.7604 19.284 -0.091 0.927 -39.556 36.035
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x18 4.1106 19.061 0.216 0.829 -33.248 41.469
x19 25.4344 20.979 1.212 0.225 -15.683 66.552
x20 16.3298 22.206 0.735 0.462 -27.193 59.852
x21 16.7358 20.126 0.832 0.406 -22.711 56.182
x22 16.0648 17.218 0.933 0.351 -17.681 49.811
x23 -17.9040 18.845 -0.950 0.342 -54.840 19.032
x24 -17.7425 20.028 -0.886 0.376 -56.996 21.511
x25 -43.3306 21.720 -1.995 0.046 -85.901 -0.760
x26 -23.4757 18.128 -1.295 0.195 -59.006 12.054
x27 -31.6905 17.369 -1.825 0.068 -65.733 2.352
x28 0.6694 20.516 0.033 0.974 -39.541 40.880
------------------------------------------------------------------------------
y=30 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -38.3756 20.085 -1.911 0.056 -77.742 0.991
x2 15.7025 7.501 2.093 0.036 1.000 30.405
x3 44.3429 14.434 3.072 0.002 16.053 72.633
x4 1.6048 16.761 0.096 0.924 -31.246 34.456
x5 -64.8059 16.485 -3.931 0.000 -97.116 -32.495
x6 -25.8520 16.929 -1.527 0.127 -59.033 7.329
x7 -2.1096 16.672 -0.127 0.899 -34.787 30.567
x8 -18.8231 19.407 -0.970 0.332 -56.860 19.214
x9 -14.8254 18.580 -0.798 0.425 -51.243 21.592
x10 3.0804 17.563 0.175 0.861 -31.342 37.503
x11 11.0508 20.974 0.527 0.598 -30.057 52.159
x12 17.8374 21.421 0.833 0.405 -24.146 59.821
x13 14.1614 20.145 0.703 0.482 -25.323 53.646
x14 29.4804 20.462 1.441 0.150 -10.624 69.585
x15 -20.4419 22.123 -0.924 0.355 -63.802 22.918
x16 42.1892 21.574 1.956 0.051 -0.095 84.473
x17 0.5633 20.848 0.027 0.978 -40.298 41.424
x18 4.5625 20.193 0.226 0.821 -35.016 44.141
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x19 49.9961 23.182 2.157 0.031 4.561 95.432
x20 38.0258 23.113 1.645 0.100 -7.275 83.327
x21 9.2828 21.672 0.428 0.668 -33.194 51.759
x22 10.8417 18.658 0.581 0.561 -25.727 47.411
x23 -33.1802 20.447 -1.623 0.105 -73.255 6.895
x24 -13.0405 20.358 -0.641 0.522 -52.941 26.860
x25 -42.4702 23.772 -1.787 0.074 -89.063 4.123
x26 -19.2205 20.125 -0.955 0.340 -58.665 20.224
x27 -22.0978 18.572 -1.190 0.234 -58.497 14.302
x28 45.0718 22.367 2.015 0.044 1.234 88.910
------------------------------------------------------------------------------
y=36 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -7.0959 22.309 -0.318 0.750 -50.820 36.629
x2 17.2092 7.899 2.179 0.029 1.727 32.691
x3 42.6410 15.012 2.840 0.005 13.218 72.064
x4 -13.8858 17.487 -0.794 0.427 -48.160 20.389
x5 -81.6069 17.246 -4.732 0.000 -115.409 -47.805
x6 -46.8819 17.934 -2.614 0.009 -82.033 -11.731
x7 -14.0811 18.501 -0.761 0.447 -50.343 22.181
x8 3.6894 20.334 0.181 0.856 -36.164 43.543
x9 -14.2242 19.647 -0.724 0.469 -52.731 24.283
x10 -10.3360 18.973 -0.545 0.586 -47.523 26.851
x11 -12.5824 21.660 -0.581 0.561 -55.035 29.870
x12 -29.4206 21.498 -1.369 0.171 -71.556 12.715
x13 -23.3284 21.459 -1.087 0.277 -65.387 18.730
x14 21.1969 21.311 0.995 0.320 -20.571 62.965
x15 -35.1267 23.649 -1.485 0.137 -81.477 11.224
x16 14.6367 21.396 0.684 0.494 -27.298 56.572
x17 -18.5396 20.371 -0.910 0.363 -58.466 21.387
x18 11.8957 20.143 0.591 0.555 -27.583 51.374
x19 40.1984 24.382 1.649 0.099 -7.590 87.986
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x20 63.0057 24.533 2.568 0.010 14.921 111.090
x21 38.4938 22.664 1.698 0.089 -5.927 82.915
x22 32.7137 17.815 1.836 0.066 -2.203 67.630
x23 -30.6134 20.921 -1.463 0.143 -71.619 10.392
x24 -40.1803 21.770 -1.846 0.065 -82.848 2.488
x25 -54.3948 23.649 -2.300 0.021 -100.746 -8.043
x26 -42.5680 18.715 -2.274 0.023 -79.250 -5.886
x27 -16.6292 18.995 -0.875 0.381 -53.859 20.601
x28 -4.4475 23.060 -0.193 0.847 -49.644 40.748
------------------------------------------------------------------------------
y=42 coef std err z P>|z| [95.0% Conf. Int.]
------------------------------------------------------------------------------
x1 -35.9686 21.346 -1.685 0.092 -77.805 5.868
x2 12.4764 7.975 1.565 0.118 -3.153 28.106
x3 19.6726 15.991 1.230 0.219 -11.669 51.014
x4 -35.3110 17.799 -1.984 0.047 -70.197 -0.425
x5 -57.8087 16.367 -3.532 0.000 -89.888 -25.729
x6 -71.2847 19.205 -3.712 0.000 -108.925 -33.644
x7 -15.1439 19.190 -0.789 0.430 -52.756 22.468
x8 -33.4831 21.439 -1.562 0.118 -75.503 8.536
x9 20.5367 19.764 1.039 0.299 -18.201 59.274
x10 8.1086 19.468 0.417 0.677 -30.048 46.266
x11 27.5253 23.144 1.189 0.234 -17.835 72.886
x12 -33.6318 21.936 -1.533 0.125 -76.625 9.361
x13 7.8772 20.834 0.378 0.705 -32.956 48.710
x14 23.4393 22.000 1.065 0.287 -19.680 66.558
x15 -47.0768 22.587 -2.084 0.037 -91.346 -2.807
x16 3.9569 22.702 0.174 0.862 -40.539 48.453
x17 -15.8199 22.068 -0.717 0.473 -59.072 27.432
x18 16.4041 20.989 0.782 0.434 -24.734 57.543
x19 53.0534 25.313 2.096 0.036 3.442 102.665
x20 -12.4766 26.075 -0.478 0.632 -63.583 38.630
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x21 -20.7374 24.868 -0.834 0.404 -69.477 28.002
x22 0.7833 19.090 0.041 0.967 -36.633 38.199
x23 -56.6870 23.312 -2.432 0.015 -102.378 -10.997
x24 -12.6948 21.572 -0.588 0.556 -54.976 29.586
x25 -81.0554 24.615 -3.293 0.001 -129.299 -32.812
x26 -38.8637 19.037 -2.041 0.041 -76.176 -1.552
x27 -7.8070 18.432 -0.424 0.672 -43.934 28.320
x28 37.8078 21.961 1.722 0.085 -5.235 80.850
==============================================================================
Appendix C
Source code
C.0.3 Coupled-cell network construction, computation, and simulation
This section contains source code for a Python-based tool for the construction of
coupled-cell networks and calculation of contraction conditions. It does not implement
spiking and thus was not used in the model in Chapter 3.
# −∗− coding : utf−8 −∗−
”””
Created on Sun May 06 00 : 24 : 45 2012
Based on methods from Lohmi l l e r and S l o t i n e ( ) , Pham and
S l o t i n e ( )
@author : Robert Law ( nosimpler@gmail . com)
”””
from c o l l e c t i o n s import d e f a u l t d i c t
import networkx as nx
from sympy import ∗
from numpy import ∗
from sympy . phys i c s . un i t s import ∗
from copy import deepcopy
import matp lo t l i b . pyplot as p l t
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import i t e r t o o l s
from badj import ∗
from pydot import ∗
from sympy . phys i c s . quantum import TensorProduct
from sympy . p r i n t i n g import p r i n t l a t e x
from sympy . mpmath import odefun
import PyDSTool as s o l v r
c l a s s Axon :
de f i n i t ( s e l f , var ) :# , l i n k s t o ) :
s e l f . var = var
#s e l f . l i n k s t o = l i n k s t o
c l a s s Dendrite :
#dendr i t e should b a s i c a l l y take a bunch o f inputs
de f i n i t ( s e l f , func=None , i np type s =[ ] , inputs=d i c t ( ) ) :
s e l f . inputs = inputs
s e l f . func = func
s e l f . i np type s = inp type s
de f expand funct ion ( s e l f , inp type ) :
p r i n t inp type
expanded funct ion = sympify ( s e l f . func ( s e l f . inputs [ s t r
( inp type ) ] ) )
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ex = expanded funct ion . subs ( inp type ,
expanded funct ion )
re turn ex
c l a s s Ce l l :
de f i n i t ( s e l f , ODE string , inputs =[ ’ I ’ ] , params = [ ’ a ’ , ’
b ’ , ’ c ’ ] , axon=Axon ( ’ v ’ ) , den=Dendrite ( ) ,name=None ) :
s e l f . eqn = ODE string
s e l f .LHS, s e l f .RHS = s e l f . convert ( ODE string , params ,
inputs )
s e l f . IC = 0
s e l f . vartypes = s e l f .LHS [ : ]
s e l f . RHStypes = deepcopy ( s e l f .RHS)
s e l f . i nput type s = inputs
s e l f . params = params
s e l f . axon = axon
s e l f . d endr i t e = den
s e l f . name = name
s e l f . dim = len ( s e l f .LHS)
de f convert ( s e l f , ODE string , params , inputs ) :
#convert from Brian format
ODE = ODE string . s p l i t l i n e s ( )
’ ’ ’ should add isempty methods here ’ ’ ’
d e l ODE[−1]
de l ODE[ 0 ]
RHS = [O. p a r t i t i o n ( ’ : ’ ) [ 0 ] f o r O in ODE]
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Units = [O. p a r t i t i o n ( ’ : ’ ) [ 2 ] f o r O in ODE]
Units = [U. s t r i p ( ) f o r U in Units ]
RHS = [R. p a r t i t i o n ( ’= ’) [ 2 ] f o r R in RHS]
LHS = [O. p a r t i t i o n ( ’ / ’ ) [ 0 ] f o r O in ODE]
LHS = [ L . p a r t i t i o n ( ’ d ’ ) [ 2 ] f o r L in LHS]
vrs = LHS
f o r v in vrs :
Symbol ( v )
f o r param in params :
Symbol ( param )
i f inputs != None :
f o r inp in inputs :
Symbol ( inp )
#f o r u in Units :
# pr in t u
# Symbol (u)
r = sympify (RHS)
l = sympify (LHS)
Units . append ( ’ms ’ )
s e l f . dim = len ( l )
f o r u in Units :
r = [ r [ i ] . subs (u , 1 ) f o r i in range ( l en ( r ) ) ]
r e turn l , r
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c l a s s Synapse : #should r e b u i l d as a d i c t i o n a r y
de f i n i t ( s e l f , name=’ l i n e x c ’ , v a r s a f f e c t e d =[ ’ g e ’ ] ) :
s e l f . name = name
s e l f . v a r s a f f e c t e d = v a r s a f f e c t e d
c l a s s NeuNet :
#i n i t i a l i z e : bu i ld graph us ing adjacency
de f i n i t ( s e l f ) :
s e l f . graph = nx . DiGraph ( )
s e l f . system = None
s e l f . c u r r e n t s t a t e = nx . DiGraph ( )
s e l f . param dict = {}
s e l f . j a cob ian = None
de f demo( s e l f ) :
eqn= ”””
dv/dt = v−v∗∗3/3−w+c∗ g e ∗∗2+0.4: 1
dw/dt = ( v+a−b∗w)∗omega∗g : 1
dc/dt = −Omega∗∗2∗ f : 1
df /dt = c : 1
dg/dt = 0 . 0 1 : 1
”””
#eqn=
#dv/dt = v−v∗∗3/3−w+(g e )∗omega e : 1
#dw/dt = ( v+a−b∗w)∗omega : 1
params = [ ’ a ’ , ’ b ’ , ’ omega ’ , ’ Omega ’ ]
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inputs = [ ’ g e ’ , ’ g i ’ ]
ax = Axon ( ’ v ’ )
den = Dendrite ( func=sum , inp type s =[ ’ g e ’ , ’ g i ’ ] )
#den = Dendrite ( func=sum , inp type s =[ ’ g e ’ , ’ g i ’ ] )
syn exc = Synapse ( )
syn inh = Synapse ( ’ l i n i n h ’ , [ ’ g i ’ ] )
c = Ce l l ( eqn , inputs , params , ax , den , name=’FNcell ’ )
c e l l i d x = range (4 )
s e l f . a d d c e l l s ( c e l l i d x , c )
ro ta ted = c e l l i d x [ 1 : ]
r o ta ted . append (0)
edges = z ip ( c e l l i d x , ro ta ted )
edges2 = z ip ( rotated , c e l l i d x )
p r i n t edges
s e l f . a d d p r o j e c t i o n s ( edges , syn exc , ax )
#s e l f . a d d p r o j e c t i o n s ( edges2 , syn exc , ax )
s e l f . param dict = d i c t ( z ip ( params
, [ 0 . 7 , 0 . 8 , 1 . 0 / 1 3 . 0 , 1 . 0 / 4 0 . 0 ] ) )
f o r n in c e l l i d x :
s e l f . s e t IC (n , [ random . random ( ) ∗0 .1 , random . random
( ) ∗0 . 1 , −2 . 0 , 0 . 1 , 1 . 0 ] )
#s e l f . a d d c e l l s ( [ 0 , 1 ] , c )
#s e l f . a d d p r o j e c t i o n s ( [ ( 0 , 1 ) , ( 1 , 0 ) ] , syn exc , ax )
s e l f . a s s i g n a l l ( )
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#bounds , ineq = s e l f . g e t c o n t r a c t i o n i n e q (b)
#pr in t l a t e x ( Matrix ( ineq ) )
v idx = [ ’ v ’+ s t r ( i ) f o r i in c e l l i d x ]
v idx . append ( ’ c 0 ’ )
t r a j = s e l f . s o lve sy s t em ( time = [ 0 , 4 0 0 ] )
p l t . f i g u r e ( )
subplot (211)
s e l f . p lot subsystem ( t r a j . sample ( ) , v idx )
subplot (212)
s e l f . p lot subsystem ( t r a j . sample ( ) , [ ’ g 0 ’ ] )
de f grid demo ( s e l f ) :
eqn= ”””
dv/dt = v−v∗∗3/3−w+(g e )∗omega e −g i ∗omega i : 1
dw/dt = ( v+a−b∗w)∗omega : 1
”””
params = [ ’ omega e ’ , ’ omega i ’ , ’ a ’ , ’ b ’ , ’ omega ’ ]
inputs = [ ’ g e ’ , ’ g i ’ ]
ax = Axon ( ’ v ’ )
den = Dendrite ( func=sum , inp type s =[ ’ g e ’ , ’ g i ’ ] )
#den = Dendrite ( func=sum , inp type s =[ ’ g e ’ , ’ g i ’ ] )
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I I = Ce l l ( eqn , inputs , params , ax , den , name=’Layer I I /
I I I ’ )
IVinh = Ce l l ( eqn , inputs , params , ax , den , name=’Layer IV
i n h i b i t o r y ’ )
IVexc = Ce l l ( eqn , inputs , params , ax , den , name=’Layer IV
exc i t a to ry ’ )
VI = Ce l l ( eqn , inputs , params , ax , den , name=’Layer VI ’ )
LGN = Ce l l ( eqn , inputs , params , ax , den , name=’LGN’ )
syn exc = Synapse ( )
syn inh = Synapse (name=’ l i n i n h ’ , v a r s a f f e c t e d =[ ’ g i
’ ] )
n=2
I I i d x = r [ 0 : n∗∗2 ]
IVinh idx = r [ n∗∗2:2∗n∗∗2 ]
IVexc idx = r [2∗n∗∗2:3∗n∗∗2 ]
VI idx = r [3∗n∗∗2:4∗n∗∗2 ]
LGN idx = r [4∗n∗∗2:5∗n∗∗2 ]
s e l f . a d d c e l l s ( I I i d x , I I )
s e l f . a d d c e l l s ( IVinh idx , IVinh )
s e l f . a d d c e l l s ( IVexc idx , IVexc )
s e l f . a d d c e l l s ( VI idx , VI )
s e l f . a d d c e l l s ( LGN idx ,LGN)
s e l f . one to one connec t ( LGN idx , VI idx , syn exc , ax )
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s e l f . one to one connec t ( LGN idx , IVexc idx , syn exc , ax )
s e l f . one to one connec t ( IVexc idx , IVinh idx , syn exc ,
ax )
s e l f . one to one connec t ( I I i d x , VI idx , syn exc , ax )
s e l f . one to one connec t ( IVexc idx , I I i d x , syn exc , ax )
s e l f . one to one connec t ( VI idx , LGN idx , syn exc , ax )
g r i d e x c = nx . DiGraph ( nx . from numpy matrix ( badj ( ’ d i s t
−n−gr id ’ , n , 1 ) ) )
g r i d i n h = nx . DiGraph ( nx . from numpy matrix ( badj ( ’ d i s t
−n−gr id ’ , n , 1 ) ) )
s e l f . matr ix connect ( I I i d x , I I i d x , g r id exc , syn exc , ax
)
s e l f . matr ix connect ( IVinh idx , I I i d x , g r id inh , syn inh
, ax )
s e l f . a s s i g n a l l ( )
s e l f . j a cob ian = s e l f . g e t j a c o b i a n ( )
p r i n t s e l f . j a cob ian
symm, skew = s e l f . skew sym ( s e l f . j a cob ian )
#pr in t skew
b = s e l f . g e t r o o t b a s i s ( )
p r i n t b
#sk = b∗skew∗b .T
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sy = b∗symm∗b .T
#pr in t l a t e x ( sk )
#pr in t l a t e x ( sk . e i g e n v a l s ( ) )
p r i n t l a t e x ( sy )
#pr in t l a t e x ( sy . e i g e n v a l s ( ) )
bounds , ineq = s e l f . g e t c o n t r a c t i o n i n e q (b)
#pr in t s e l f . s o l v e con t r a c t i on bounds ( bounds )
p r i n t l a t e x ( Matrix ( ineq ) )
#s e l f . l abe l m in ba s e ( )
#s e l f . c o l l a p s e ( )
#pr in t s e l f . c u r r e n t s t a t e
#s e l f . s t a t e g r a p h w r i t e ( )
de f pe r tu rbat i on ( ) :
pass
de f one to one connec t ( s e l f , g1 , g2 , syn , ax=None ) :
i f l en ( g1 ) == len ( g2 ) :
[ s e l f . add pro j e c t i on ( g1 [ i ] , g2 [ i ] , syn , ax ) f o r i in
range ( l en ( g1 ) ) ]
de f matr ix connect ( s e l f , n1 , n2 ,G, syn , ax=None ) :
[ s e l f . add pro j e c t i on ( n1 [ i ] , n2 [ j ] , syn , ax ) f o r i , j in G
. out edges ( ) ]
[ s e l f . add pro j e c t i on ( n1 [ i ] , n2 [ j ] , syn , ax ) f o r i , j in G
. i n e d g e s ( ) ]
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de f a d d c e l l ( s e l f , n , c e l l=None ) :
s e l f . graph . add node (n)
s e l f . graph . node [ n ] [ ’ c e l l ’ ] = deepcopy ( c e l l )
de f a d d c e l l s ( s e l f , i nd i c e s ,ODE=None ) :
[ s e l f . a d d c e l l (n , ODE) f o r n in i n d i c e s ]
de f add pro j e c t i on ( s e l f , source , target , syn , ax=None) :
s e l f . graph . add edge ( source , target , weight =1, synapse=
syn , axon=ax )
de f a d d p r o j e c t i o n s ( s e l f , edges , syn , ax = None ) :
s e l f . graph . add edges from ( edges , synapse=syn , axon=ax )
de f a s s i g n v a r i a b l e i n d e x ( s e l f , n ) :
LHS old = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . vartypes [ : ]
RHS old = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHStypes [ : ]
vtypes = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . vartypes [ : ]
eqns = range ( l en ( LHS old ) )
new v=[Symbol ( s t r ( vtypes [ va r idx ] ) +’ ’+ s t r (n) ) f o r
va r idx in eqns ]
v z i p = z ip ( vtypes , new v )
R = [ RHS old [ i ] . subs ( v z i p ) f o r i in range ( l en (
RHS old ) ) ] [ : ]
L = [ LHS old [ i ] . subs ( v z i p ) f o r i in range ( l en (
LHS old ) ) ] [ : ]
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re turn R, L
de f b u i l d d e n d r i t e ( s e l f , n ) :
#map synapse type to input type
inp idx = 0
i f s e l f . graph . node [ n ] [ ’ c e l l ’ ] . i nput type s != None :
f o r inp type in s e l f . graph . node [ n ] [ ’ c e l l ’ ] .
i nput type s :
inputs = l i s t ( )
f o r in edge in s e l f . graph . i n e d g e s (n) :
t a r g e t v r s = s e l f . graph [ in edge [ 0 ] ] [
i n edge [ 1 ] ] [ ’ synapse ’ ] . v a r s a f f e c t e d
sou r c e va r = Symbol ( s e l f . graph . node [
i n edge [ 0 ] ] [ ’ c e l l ’ ] . axon . var + ’ ’ +
s t r ( in edge [ 0 ] ) )
f o r v in t a r g e t v r s :
i f v == inp type :
inputs . append ( sou r c e va r )
e l s e :
inputs . append (0 )
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . d endr i t e .
inputs [ inp type ]= tup l e ( inputs )
de f c o l l e c t i n p u t s ( s e l f , n ) :
RHS old = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS [ : ]
eqns = range ( l en ( s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS) )
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I = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . i nput type s
i f I != None :
f o r inp type in I :
ex = s e l f . graph . node [ n ] [ ’ c e l l ’ ] . d endr i t e .
expand funct ion ( inp type )
RHS old = [ RHS old [ eq idx ] . subs (
inp type , ex ) f o r eq idx in eqns ]
r e turn RHS old
de f a s s i g n a l l ( s e l f ) :
f o r n in s e l f . graph . nodes ( ) :
R, L = s e l f . a s s i g n v a r i a b l e i n d e x (n)
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS [ : ] = R [ : ]
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . LHS [ : ] = L [ : ]
[ s e l f . b u i l d d e n d r i t e (n) f o r n in s e l f . graph . nodes ( ) ]
f o r n in s e l f . graph . nodes ( ) :
R = s e l f . c o l l e c t i n p u t s (n)
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS = R [ : ]
de f a s s i g n p a r t i a l s ( s e l f , edge ) :
s e l f . graph . a t t r mat r i x (G, e d g e a t t r =’ df /dx ’ ,
node at t r =’ df /dx ’ )
de f g e t j a c o b i a n ( s e l f ) :
bigRHS = Matrix (
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[ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS f o r n in s e l f .
graph . nodes ( ) ] ) .T. vec ( )
bigLHS = Matrix (
[ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . LHS f o r n in s e l f .
graph . nodes ( ) ] ) .T. vec ( )
re turn bigRHS . jacob ian ( bigLHS )
de f synch ba s i s ( c e l l e q c l a s s e s ) :
#pass d i c t o f c e l l c l a s s e s
matr =[ ]
f o r i in c e l l e q c l a s s e s . keys ( ) :
row = [ 0 ] ∗ n c e l l s
row [ c e l l e q c l a s s e s [ i ] ]=1
matr . append ( row )
matrix ( matr )
re turn matr
de f l i s t p a r a m s ( s e l f ) :
paraml i s t = [ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . params f o r n
in s e l f . graph . nodes ( ) ]
unpackedparams = i t e r t o o l s . chain (∗ paraml i s t )
p r i n t l i s t ( OrderedSet ( unpackedparams ) )
re turn l i s t ( OrderedSet ( unpackedparams ) )
#add synapse parameters
de f set params ( s e l f , n , params , f u n c t i o n s ) :
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f o r eq in s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS:
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS = eq . subs (
params , f u n c t i o n s )
de f j a c b n o r t h p r o j e c t ( s e l f , b a s i s ) :
b = Matrix ( b a s i s )
o r th = hstack ( b . nu l l s pa c e ( ) )
j a c , = s e l f . skew sym ( s e l f . j a cob ian )
p r o j = or th .T∗ j a c ∗ o r th
re turn p r o j
de f skew sym ( s e l f ,m) :
sym part = 0 .5∗ (m+m.T)
skew part = 0 .5∗ (m−m.T)
re turn sym part , skew part
de f g e t c o n t r a c t i o n i n e q ( s e l f , b a s i s=None , method=’column ’ )
:
i f b a s i s == None :
p=s e l f . j a cob ian
e l s e :
p = s e l f . j a c b n o r t h p r o j e c t ( b a s i s )
i f method==(’column ’ or 1) :
f o r i in range ( p . shape [ 0 ] ) :
f o r j in range ( p . shape [ 1 ] ) :
i f i==j :
break
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e l s e :
p [ i , j ] = abs ( p [ i , j ] )
U = Matrix ( ones ( p . shape [ 1 ] ) )
bound = l i s t ( U∗ p )
bound = [ bound [ i ] . powsimp ( combine = ’ a l l ’ ) f o r
i in range ( l en ( bound ) ) ]
ineq = [ Lt (b , 0 ) f o r b in bound ]
re turn bound , ineq
de f s o l v e con t r a c t i on bounds ( s e l f , bounds ) :
ineq = [ Lt (b , 0 ) f o r b in bounds ]
eq = [ Eq(b , 0 ) f o r b in bounds ]
params guess=ones ( ( 1 , l en ( s e l f . l i s t p a r a m s ( ) ) ) ) ∗0 .1
s o l = s o l v e ( eq , s e l f . l i s t p a r a m s ( ) )
re turn s o l
de f i s s y n c h b a s i s ( s e l f , b a s i s ) :
pass
de f s e t IC ( s e l f , n , ICs ) :
#should do a c on s i s t e ncy check
s e l f . graph . node [ n ] [ ’ c e l l ’ ] . IC = ICs
de f make var d ict ( s e l f ) :
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a = [ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . LHS f o r n in s e l f .
graph . nodes ( ) ]
b = [ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . RHS f o r n in s e l f .
graph . nodes ( ) ]
a = map( s t r , f l a t ( a ) )
b = map( s t r , f l a t (b) )
re turn d i c t ( z ip ( a , b) )
de f make IC dict ( s e l f ) :
a = [ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . LHS f o r n in s e l f .
graph . nodes ( ) ]
p r i n t a
b = [ s e l f . graph . node [ n ] [ ’ c e l l ’ ] . IC f o r n in s e l f .
graph . nodes ( ) ]
p r i n t b
a = map( s t r , f l a t ( a ) )
b = map( s t r , f l a t (b) )
re turn d i c t ( z ip ( a , b) )
de f so lve sy s t em ( s e l f , time =[0 ,5 ] , name=’system ’ , p l o t=False
) :
#us ing PyDSTool to i n t e g r a t e
DSargs = s o l v r . a rgs ( ) # c r e a t e an
empty ob j e c t i n s t anc e o f the args c l a s s , c a l l i t
DSargs
DSargs . name = name # name our model
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DSargs . i c s = s e l f . make IC dict ( ) #
a s s i g n the i c d i c t to the i c s a t t r i b u t e
DSargs . pars = s e l f . param dict # a s s i g n
the pa rd i c t to the pars a t t r i b u t e
DSargs . tdata = time # d e c l a r e how long we
expect to i n t e g r a t e f o r
DSargs . var spec s = s e l f . make var d ict ( ) #
a s s i g n the va r d i c t d i c t i o n a r y to the ’ varspecs ’
a t t r i b u t e o f DSargs
DS = s o l v r . Generator . Vode ODEsystem ( DSargs )
t r a j = DS. compute (name)
pts = t r a j . sample ( )
i f p l o t == True :
v = DSargs . var spec s . keys ( )
s e l f . p lot subsystem ( pts , v )
re turn t r a j
de f p lot subsystem ( s e l f , pts , v a r i a b l e s , l e g=False ) :
f o r i in v a r i a b l e s :
p l t . p l o t ( pts [ ’ t ’ ] , pts [ i ] , l a b e l=i )
i f l e g==True :
p l t . l egend ( )
de f g e t r o o t b a s i s ( s e l f ) :
c e l l e q c l a s s e s = s e l f . b o l d i v i g n a ( )
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reps = unique ( array ( c e l l e q c l a s s e s ) )
b a s i s = squeeze ( array ( [ c e l l e q c l a s s e s == reps [ i ] f o r
i in range ( l en ( reps ) ) ] , i n t ) )
r e turn s e l f . r e g u l a r s p l i t ( bas i s , 2 )
de f r e g u l a r s p l i t ( s e l f , bas i s , dims ) :
r e turn TensorProduct ( bas i s , eye ( dims ) ) #hack f o r now
de f g e t i n t r e e ( s e l f , n , l e v e l s ) :
p = s e l f . graph [ n ] . p r e d e c e s s o r s i t e r
f o r l in range ( l e v e l s ) :
t r e e = g e t i n t r e e ( )
de f t e x i f y ( s e l f , eqn ) :
pass
de f c on s i s t ency che ck ( s e l f ) :
pass
de f s t a t e g r a p h w r i t e ( s e l f , minimum=False ) :
p = ”C:\\ Users \\ r law \\Dropbox\\D i s s e r t a t i o n \\ Images\\
Model\\K7. gex f ”
nx . w r i t e g e x f ( s e l f . c u r r e n t s t a t e , p )
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de f b o l d i v i g n a ( s e l f ) : #should rename to cardon−
crochemore
g = s e l f . graph
c e l l s = s t ep s = range ( nx . number of nodes ( g ) )
e q u i v a l e n c e c l a s s e s = [ 0 ] ∗ l en ( c e l l s )
pre = tup l e ( [ g . p r e d e c e s s o r s (n) f o r n in g . nodes ( ) ] )
f o r s tep in s t ep s :
pq = [ tup l e ( [ e q u i v a l e n c e c l a s s e s [ k ] f o r k in pre [
n ] ] ) f o r n in g . nodes ( ) ]
e q c l a s s = l i s t ( s e t ( pq ) )
pre eq = d i c t ( z ip ( g . nodes ( ) , pq ) )
c l a s s e s = range ( l en ( e q c l a s s ) )
f o r c in c e l l s :
f o r e in c l a s s e s :
#pr in t pre eq [ c ] , e q c l a s s [ e ]
i f s o r t ed ( pre eq [ c ] ) == sor t ed ( e q c l a s s [ e
] ) :
e q u i v a l e n c e c l a s s e s [ c ] = e
#pr in t ’ eq ’ + s t r ( e q u i v a l e n c e c l a s s e s )
re turn e q u i v a l e n c e c l a s s e s
de f l abe l m in ba s e ( s e l f ) :
f o r n , e in enumerate ( s e l f . b o l d i v i g n a ( ) ) :
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s e l f . graph . node [ n ] [ ’ Min base c l a s s ’ ] = e
de f c o l l a p s e ( s e l f , base=’min ’ ) :
i f base == ’min ’ :
r e p r e s e n t a t i v e = l i s t ( )
c lass members = l i s t ( )
p r i n t s e l f . b o l d i v i g n a ( )
f o r i in s e t ( s e l f . b o l d i v i g n a ( ) ) :
i n d i c e s = s e l f . s ea rch nodes ({ ’Min base c l a s s
’ : i })
p r i n t i n d i c e s
r e p r e s e n t a t i v e . append ( i n d i c e s [ 0 ] )
c lass members . append ( i n d i c e s )
pre = [ s e l f . graph . p r e d e c e s s o r s ( r ) f o r r in
r e p r e s e n t a t i v e ]
p r i n t pre
p r e s e t = [ [ s e l f . graph . node [ n ] [ ’ Min base c l a s s ’ ]
f o r n in s u b l i s t ] f o r s u b l i s t in pre ]
p r i n t p r e s e t , r e p r e s e n t a t i v e
r e p c l a s s = [ s e l f . graph . node [ n ] [ ’ Min base c l a s s ’ ]
f o r n in r e p r e s e n t a t i v e ]
#i n p u t s e t s = d i c t ( )
i n p u t s e t s = d i c t ( [ [ r e p c l a s s [ i ] , counter ( s u b l i s t )
] f o r i , s u b l i s t in enumerate ( p r e s e t ) ] )
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s e l f . c u r r e n t s t a t e = nx . DiGraph ( )
s e l f . c u r r e n t s t a t e . add nodes from ( r e p c l a s s )
p r i n t s e l f . c u r r e n t s t a t e . nodes ( )
[ s e l f . c u r r e n t s t a t e . add weighted edges f rom ( z ip (
i n p u t s e t s [ n ] . keys ( ) , [ n ]∗ l en (
i n p u t s e t s [ n ] ) , i n p u t s e t s [ n ] . va lue s ( ) ) ) f o r n
in s e l f . c u r r e n t s t a t e . nodes ( ) ]
#pr in t s e l f . c u r r e n t s t a t e . n u m b e r o f s e l f l o o p s ( )
de f g r i d p l o t ( s e l f , n=2,columns=None , data = None ) :
#carve up sc r e en in to nˆ2 columns
#grey out some squares
#c y c l e through c e l l s
f i g , axes = p l t . subp lo t s (n , n , sharey=True , sharex=True ,
squeeze = True )
p l t . s u b p l o t s a d j u s t ( wspace =0.05 , hspace =0.05)
f o r idx , ax in enumerate ( axes ) :
dat = s e l f . graph . node [ s e l f . s ea rch nodes ({ column :
idx }) ] [ data ]
time = s e l f . graph . node [ s e l f . s ea rch nodes ({ column
: idx }) ] [ ’ time ’ ]
ax . p l o t ( )
f i g . show ( )
de f s ea rch nodes ( s e l f , kwargs ) :
nodes found = [ ]
f o r node data in s e l f . graph . nodes ( data=True ) :
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i f s e t ( kwargs . i t e r i t e m s ( ) ) . i s s u b s e t ( s e t (
node data [ 1 ] . i t e r i t e m s ( ) ) ) :
nodes found . append ( node data [ 0 ] )
r e turn nodes found
de f f l a t ( l ) :
r e turn [ item f o r s u b l i s t in l f o r item in s u b l i s t ]
de f counter ( l ) :
d = d e f a u l t d i c t ( i n t )
f o r i in l :
d [ i ] +=1
return d
import c o l l e c t i o n s
c l a s s OrderedSet ( c o l l e c t i o n s . MutableSet ) :
de f i n i t ( s e l f , i t e r a b l e=None ) :
s e l f . end = end = [ ]
end += [ None , end , end ] # s e n t i n e l node f o r
doubly l i nked l i s t
s e l f .map = {} # key −−> [ key , prev ,
next ]
i f i t e r a b l e i s not None :
s e l f |= i t e r a b l e
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de f l e n ( s e l f ) :
r e turn l en ( s e l f .map)
de f c o n t a i n s ( s e l f , key ) :
r e turn key in s e l f .map
de f add ( s e l f , key ) :
i f key not in s e l f .map :
end = s e l f . end
curr = end [ 1 ]
cur r [ 2 ] = end [ 1 ] = s e l f .map [ key ] = [ key , curr ,
end ]
de f d i s ca rd ( s e l f , key ) :
i f key in s e l f .map :
key , prev , next = s e l f .map . pop ( key )
prev [ 2 ] = next
next [ 1 ] = prev
de f i t e r ( s e l f ) :
end = s e l f . end
curr = end [ 2 ]
whi l e cur r i s not end :
y i e l d curr [ 0 ]
cur r = curr [ 2 ]
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de f r e v e r s e d ( s e l f ) :
end = s e l f . end
curr = end [ 1 ]
whi l e cur r i s not end :
y i e l d curr [ 0 ]
cur r = curr [ 1 ]
de f pop ( s e l f , l a s t=True ) :
i f not s e l f :
r a i s e KeyError ( ’ s e t i s empty ’ )
key = s e l f . end [ 1 ] [ 0 ] i f l a s t e l s e s e l f . end [ 2 ] [ 0 ]
s e l f . d i s ca rd ( key )
re turn key
de f r e p r ( s e l f ) :
i f not s e l f :
r e turn ’%s ( ) ’ % ( s e l f . c l a s s . name , )
re turn ’%s(%r ) ’ % ( s e l f . c l a s s . name , l i s t ( s e l f
) )
de f e q ( s e l f , o ther ) :
i f i s i n s t a n c e ( other , OrderedSet ) :
r e turn l en ( s e l f ) == len ( other ) and l i s t ( s e l f ) ==
l i s t ( other )
re turn s e t ( s e l f ) == s e t ( other )
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n = NeuNet ( )
#n = nx . DiGraph ( nx . complete graph (7 ) )
#nx . w r i t e g e x f (n , ”C:\\ Users \\ r law \\Dropbox\\D i s s e r t a t i o n \\
Images\\Model\\K7. gex f ”)
n . demo ( )
#pr in t b . shape
#bound = n . g e t c o n t r a c t i o n i n e q (b)
#pr in t bound
#pr in t n . s o l v e con t r a c t i on bounds ( bound )
#n . graph p lo t ( )
C.0.4 Adjacency matrix construction
A small library for constructing adjacency matrices is used both in the above package
and in constructing the model grid in Chapter 3. Its source code follows:
’ ’ ’
badj : Bui ld adjacency matr i ce s o f va r i ous types
Created on Jun 2 , 2011
@author : Robert Law ( nosimpler@gmail . com)
’ ’ ’
from numpy import ∗
from sc ipy import ∗
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import networkx as nx
de f badj ( g raph c l a s s , param1=1,param2=1) :
i f g r a p h c l a s s == ’ cyc l e ’ :
a = mat( z e r o s ( ( param1−1 ,1) ) )
b = mat( eye ( param1−1) )
c = mat ( [ 1 ] )
d = a .T
adj = bmat ( ’ a b ; c d ’ )
e l i f g r a p h c l a s s == ’ b i p a r t i t e ’ :
o1 = mat( z e r o s ( ( param1 , param1 ) ) )
o2 = mat( z e r o s ( ( param2 , param2 ) ) )
p = mat( ones ( ( param2 , param1 ) ) )
pt = p .T
adj = bmat ( ’ o2 pt ; p o1 ’ )
e l i f g r a p h c l a s s == ’ d i s t−n−chain ’ :
adj = eye ( param1 , param1 , param2 )+eye ( param1 , param1
,−1∗param2 )
e l i f g r a p h c l a s s == ’ d i s t−n−gr id ’ :
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adj = cartprod ( badj ( ’ d i s t−n−chain ’ , param1 , param2
) , badj ( ’ d i s t−n−chain ’ , param1 , param2 ) )
e l s e :
p r i n t ’No matching graph c l a s s ’
r e turn adj
de f cartprod (A,B) :
C = kron (A, eye (B. shape [ 1 ] ) )+kron ( eye (B. shape [ 1 ] ) ,A)
re turn C
c2 = badj ( ’ cyc l e ’ , 2)
c5 = badj ( ’ cyc l e ’ , 5 )
i c h a i n = cartprod ( c2 , c5 )
charpoly = poly ( i c h a i n )
p r i n t charpoly
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