Biometric identification is the task of recognizing an individual using biological or behavioral traits and, recently, electrocardiogram has emerged as a prominent trait. In addition, deep learning is a fast-paced research field where several models, training schemes and applications are being actively investigated. In this paper, an ECG-based biometric system using a deep autoencoder to learn a lower dimensional representation of heartbeat templates is proposed. A superior identification performance is achieved, validating the expressiveness of such representation. A transfer learning setting is also explored and results show practically no loss of performance, suggesting that these deep learning methods can be deployed in systems with offline training.
INTRODUCTION

Biometric Identification Systems
Biometric identification systems have been a topic of great research interest in the past 50 years (Jain et al., 2016) . These systems use biological and behavioral traits, as opposed to more traditional identification methods, such as those based on tokens or knowledge (e.g. passwords).
A typical biometric identification system is, as depicted in Figure 1 , comprised of two stages: enrollment and identification. In the former, features extracted from the pre-processed acquired signal, known as templates, are stored in a database along with the corresponding identification labels. In the latter, the biometric signal is processed in a similar fashion, apart from the labels that are unknown, and, as such, the system performs recognition by using the information available in the stored templates.
Recent advances in this area focus on adaptative systems, motivated by the interpretation of many bio- metric trait features as being generated from nonstationary stochastic processes. Naturally, the presence of the latter leads to performance degradation as the templates acquired during the enrollment stage can become poor representatives of the biometric traits to be recognized. Primers on this subject can be found in (Roli et al., 2008) and (Rattani et al., 2015) .
Biometric Traits and ECG
A significant body of work has been devoted to analyze the suitability of different traits for biometric recognition according to a number of criteria which include uniqueness, universality, performance and acceptability (Jain et al., 2016) .
Typical traits are fingerprint, face and iris. However, motivated by (Biel et al., 2001) , electrocardiogram (ECG) as a biometric trait has also gained traction within the research community. Indeed, in this seminal work, it is empirically shown that ECG (see Figure 2 ) can contain sufficient information as to allow person recognition. The ECG-based biometrics literature has been growing ever since: different acquisition experiments have been reported as well as different feature extraction and classification models. In-depth literature surveys can be found in (Odinaka et al., 2012) and, more recently, in (Fratini et al., 2015) . One field that has gained a tremendous amount of attention among machine learning researchers and practitioners alike is that of deep learning, or deep neural networks (LeCun et al., 2015) . In essence, these models are comprised of simple nonlinear transformation modules that are arranged in a network whose topology is often problem-specific and can be interpreted as the prior belief of the modeller on how the data should interact. These building blocks can, in turn, be stacked or used with other modules to build a network of many layers.
Despite the infancy of research exploring deep learning theoretical properties (for recent efforts, see (Eldan and Shamir, 2016) and (Cohen et al., 2016) ), the intuition is that these models can learn more abstract and thus expressive representations of the input data at each layer (Goodfellow et al., 2016) . This type of learning, also known as representation/feature/manifold learning, is indeed a useful property for deep learning methods to have, because traditional machine learning systems require extensive domain knowledge and careful feature engineering in order to find a suitable representation that can be fed to the next learning module, usually a classifier. And, although initially deployed in computer vision applications, deep learning techniques have also been applied to other domains such as natural language processing and time series, namely physiological data (Längkvist et al., 2014) . For instance, in (Martinez et al., 2013) , a Convolutional Neural Network (CNN) automates the feature extraction process in an affect detection model.
Another research topic that is gaining momentum within the deep learning community is that of transfer learning. It has been established that many models require a significant amount of training data, in addition to a training process that can itself be expensive. These causes justify the need to study how transferable the features learned by deep networks might be (Yosinski et al., 2014) . For instance, a potential scenario of transfer learning would be one in which the model is trained on a base dataset, different from the possibly smaller or constantly evolving target dataset. If the features to be learned are suitable to both datasets, it is asserted to work favorably, enabling the use of deeper networks without the risk of overfitting and bypassing the often costly full training procedure.
Autoencoders and Related Work
Autoencoder (AE), another type of neural network, has also found some applications. Summarily, this model is a self-supervised technique that is trained to attempt to copy its input to its output (Goodfellow et al., 2016) . AE has been used to learn lower dimensional representations of the original data and to pretrain other deep learning networks, e.g. CNNs. The greedy layer-wise pretraining process has, however, gradually been replaced in favor of better initialization weights, e.g. (Glorot and Bengio, 2010) , or different training schemes, e.g. (Srivastava et al., 2015) . Nevertheless, AE and its variants are still found in recent publications whose focus is on ECG.
In (Xiong et al., 2015) , a Denoising AE (DAE) is used for ECG signal enhancement and, in (Rahhal et al., 2016) , it is used to pretrain a Deep Neural Network (DNN) for active classification of ECG signals. In (Del Testa and Rossi, 2015) , ECGs are compressed via DAE. This lossy compression architecture is then compared against other popular algorithms according to compression ratio, reconstruction fidelity and computational complexity. The authors conclude that AE can achieve a high compression efficiency and a small reconstruction error. It is also stated that the energy consumption is low and thus suitable for deployment in wearable devices.
ECG-based recognition using neural networks is not a novel idea, e.g. (Shen et al., 2002) and (Wan and Yao, 2008) . The use of deep learning tools in a range of applications is, however, relatively recent. That said, to the best of these authors' knowledge, the only publication whose focus is simultaneously on ECGbased recognition and deep learning is that of (Page et al., 2015) . In this work, the authors explore a DNN architecture in an authentication setting using a public database. The latter consisting of roughly 300 1-lead ECG recording sessions obtained from 90 volunteers in a resting state. The authors report an Equal Error Rate (EER) of 0.0582%.
Contributions
In this paper, an ECG-based biometric identification system where a deep autoencoder is used for feature learning is proposed and tested in a similar setting than that of (Carreiras et al., 2016) , i.e. a single channel ECG bioemtric system is evaluated on data obtained from a local hospital and whose subjects are not necessarily in a resting state.
Additionally, it is shown the deep autoencoder successfully learns a projection into a lower dimensional space and that using such data representation leads to a superior identification performance. This also highlights the versatility of deep learning methods as compressed and possibly privacypreserving representations arise naturally; qualities that are paramount in a a number of applications, including those of mobile healthcare.
Another consideration is that of transfer learning. In ECG-based biometrics, it is not unusual to have a small target dataset. For instance, if users were to be enrolled in the system based on a 10-second frame, assuming a heart rate of 60 beats per minute, at most 10 good-quality heartbeat traces could be acquired. In a small-scale deployment, this would lead to a small training dataset which in turn would put constraints on the type of deep learning models that could be learned as to avoid overfitting. In addition, if the target dataset were to be constantly evolving due to the unenrollment of old and enrollment of new users, the training of the deep networks would need to be repeated in a naive implementation. One can however imagine how costly or even prohibitive it would be in practical environments, especially so in decentralized embedded applications. For these reasons, it is assessed the performance degradation that the system would incur if the feature extraction module (deep autoencoder) were to be trained on a different dataset, i.e. on traces belonging to subjects that would not be enrolled in the system.
METHODOLOGY 2.1 System Overview
The proposed model can be summarily described as a one-to-many template matching system whose templates are given by an encoded representation of the individual ECG heartbeats. The mapping function is, in turn, learned by the encoder submodule of the deep autoencoder and its hyperparameters, such as its topology, are selected by using a validation set.
Furthermore, to determine the effectiveness of this representation, the proposed model is compared with a similar system where the templates are not encoded, the latter of which is henceforth referred as baseline or, in short, as B.
From a practical standpoint, it is also assumed that a dataset with the following characteristics is avail-
, where x i ∈ R d is a (heartbeat) template, with d 1; and, y i ∈ C 0 ⊂ N is the corresponding label, i.e. subject identifier, with C 0 denoting the set of possible labels. Details on how this dataset might be built can be found in Section 3.1; its analysis is, however, beyond the scope of this paper. Similarly, the classifier is characterized in Section 3.2.
Deep Autoencoder
Before proceeding with the brief description of autoencoders, the reader is assumed to already be familiar with the basic concepts of neural networks and backpropagation. Additional details and clarifications can be found in (Goodfellow et al., 2016) . It should also be mentioned that the authors find difficult to identify the point at which an autoencoder is to be considered a deep autoencoder. That said, in this work, an autoencoder is said to be deep, if the number of hidden layers is greater than one.
An autoencoder is a special type of feedforward neural network whose purpose is to learn how to reconstruct the inputs belonging to a given dataset X :
T . It is generically comprised of two submodules: the encoder function, λ : X → Z,
T being the encoded inputs; and the decoder function, ψ : Z → X . In addition, an objective function (the reconstruction loss), L(X,λ,ψ), must be defined in order to update the function parameters, i.e. the weights and biases of the autoencoder network, via backpropagation. For instance, for real-valued inputs a squared error is typically employed: L(X,λ,ψ) = ||X −X|| 2 F , wherê
T denotes the reconstructed inputs.
Moreover, in order for the autoencoder to learn a useful representation of the input data and avoid the identity function, it might be necessary to perform regularization by adding constraints. This can be done explicitly by designing a network with a bottleneck, i.e a network whose hidden layers have less units than those at visible layers. In this case, the autoencoder is said to be undercomplete (see Figure 3) because it learns an undercomplete representation of the data. Alternatively, a more subtle approach can be adopted: regularization terms can be added to the loss function to promote sparsity; or other techniques, such as data corruption (Vincent et al., 2008) or dropout (Srivastava et al., 2014) , can be used. In this case, the autoencoder is also able to learn an overcomplete representation provided that the space of the encoded data Z is allowed to be higher dimensional than that of the original, X . In this work, only the former approach, i.e. a network with bottleneck, is explored and the hyperparameter space is described in Section 3.2.
Learning Schemes
In order to evaluate the proposed biometric system in the transfer learning setting mentioned in Section 1, there is the need to create the base and target datasets, both similar to one another.
The next subsection describes the procedure that generates subsets from D 0 , followed by the specification of the different deep autoencoder schemes whose performances, in addition to B, are to be compared in Section 3.3.
Data Generating Process
Let φ 1 :
First, φ 1 draws |C 0 |/2 samples without replacement from C 0 , generating C 1 and, subsequently, for each c ∈ C 1 , n different random templates and their corresponding labels are selected, ensuring that the resulting dataset D 1 has no class bias. Correspondingly, there exists a function φ 2 : Notice that D 1 is considered to be the target dataset. Therefore, M1 corresponds to the typical scenario in which the feature extraction module is trained on instances from the same dataset, whereas a different dataset is used in M2. Further, note that the comparison that follows in Section 3.3 is fair because both datasets are structurally equivalent, i. 
Each of these datasets is then split into train, validation and test,
D i = D train i , D val i , D test i , i ∈ {1,1 = {(z 1i , y i )} N 1 i=1 = Λ train 1 , Λ val 1 , Λ test 1 , with z 1i = λ 1 (x i ), ∀x i ∈ D 1 .
EXPERIMENTS
Dataset
The data, as in (Carreiras et al., 2016) , were collected from a local hospital using a Philips PageWriter Trim III device, a sampling rate of 500 Hz with 16 bit resolution and a 12-lead placement. A total of 960 10-second records, amounting to 709 different subjects, was hand labeled by an expert and classified as being normal, i.e. with no apparent pathologies. To ensure coherence, records acquired on days other than the first were discarded because these sessions were not taken at regular intervals and the number of subjects with more than one session was considered insufficient for this study to be carried. In order to remove the baseline wander and other possible noise sources, the same procedure reported in (Marques et al., 2015) was followed. The raw signals were filtered by a 150th-order bandpass Finite Impulse Response (FIR) filter with lower and higher cutoff frequencies of 5 and 20 Hz, respectively. Subsequently, the resulting signals were transformed into heartbeat templates by taking a fixed-length window [−200, 400] ms around the detected R peaks.
Abnormal templates were then removed using DMEAN, a method proposed by (Lourenço et al., 2013) , with parameters α = 0.5, β = 1.5 and Euclidean distance. Similarly, subjects whose mean distances to the respective mean wave template were over the upper fence, i.e. Q3 + 1.5 × (Q3 − Q1), where Q1 and Q3 are the first and third quartiles, were classified as outliers and discarded, giving rise to the dataset D 0 .
The dataset can be described as
, where x i ∈ R d with d = 300; y i ∈ C 0 ≡ {1, ...,U} with U = 660; and N = 4966. A x i template and the histogram of this dataset are shown in Figure 4 .
Parameters
In this section, the parameters of the experiments are described. These correspond to the parameter n in the data generating process (see Section 2.3.1), the classifier and the hyperparameters of the deep autoencoder. As shown in Figure 4 (b), the minimum number of templates per subject in D 0 is 5. Therefore, to take full advantage of D 0 , i.e. to take all subjects into consideration, in the data generating process, n = 5. Regarding the classifier, the same algorithm is used across all schemes, including B. The model is a k-Nearest Neighbor classifier with k = 3, cosine distance and a voting scheme that follows the majority rule with the (first, according to a given ordering) nearest neighbor being the tiebreaker.
In the autoencoder, a range of different hyperparameters are used and the system selects, each time, a potentially different set of hyperparameters based on identification performance, i.e. the design that leads to the least number of misclassified instances in the validation set. Four different topologies are considered and are the following: [300, 100, 50, 100, 300], [300, 150, 50, 150, 300] , [300, 150, 75, 50, 75, 150, 300] , [300, 150, 100, 50, 100, 150, 300] . Note that all of these can be interpreted as performing a lossy compression whose ratio is 6:1. The possible activation functions are tanh and ReLU, except in the last layer, whose function is only allowed to be tanh. In addition, tied weights are not considered and their initialization is the same as reported in (Glorot and Bengio, 2010) . Each deep autoencoder is optimized via Adam with default α, β 1 , β 2 , ε, (Kingma and Ba, 2015) , and shuffled minibatches of size 256. The objective function is the mean squared error without any regularization terms. Different training epochs are considered, ranging from 100 to 500 with steps of size 100. Finally, before being fed to the autoencoder, all templates are scaled to [-1, 1] . This step is min-max normalization with the minimum and the maximum being given by the minimum and maximum values in the training set and to whose values a 10% buffer is added.
The implementation is written in Python and, in addition to the SciPy stack (Jones et al., 2001 ), Theano (Theano Development Team, 2016 and Keras (Chollet, 2015) are used.
Results and Discussion
To evaluate the performance of B, M1, M2 and M3, a total of 1000 trials are conducted. In each trial, an instance from the data generating process is drawn and the resulting identification errors (one per scheme), i.e. the ratios of failed over total number of attempts, on the instantiated test set (330 subjects) are recorded. These experiments are conducted under the simplifying assumption of a closed world, i.e. all subjects are assumed to be enrolled in the system and, therefore, any identification attempt gives rise to a match. Note, however, that this does not compromise the main objective which is to evaluate the expressiveness of the representation learned by the deep autoencoder under different learning schemes. A boxplot summary is shown in Figure 5(a) .
In addition, statistical tests, proposed by (Demšar, 2006) , are performed to determine whether the differences among B, M1, M2 and M3 are significant. A Friedman rank sum test rejects the hypothesis that all methods have equivalent performance at α = 0.01 with p < 10 −20 . Pairwise comparisons are then carried with a Nemenyi test at a 99% confidence level. Results are summarized in Figure 5 (b) with the average rank across datasets of each scheme being shown. At this confidence level, schemes whose pairwise distances are greater than the critical distance are considered to have a performance difference that is significant. This is true for all pairs, except for (M1, M2).
Three major observations can be drawn from these results. First, the representations learned by the deep autoencoder under any scheme lead to a superior identification performance when compared to B. This difference is significant and suggests that ECG heartbeat data lie in a lower dimensional nonlinear embedding, a space where the classification task is made easier. For instance, intuitively, the information contained in the QRS complex alone is of great importance and its original representation is in a highly redundant form. Notice also that the representation is learned in an unsupervised fashion in that the autoencoder, by definition, is not given the task of learning a discriminant space. Learning such space might, however, further increase the identification performance and can be achieved by adding a classification layer and finetuning the network parameters, giving rise to a standard DNN.
Another observation is that the performance error distributions of M1 and M2 are almost identical, a fact that is underlined by the not statistically significant average rank difference. Thus, it is proved that the type of transfer learning under discussion is appropriate, i.e. it is possible to use a base dataset, different from the target, to train the deep learning model, provided that the ECG signals are acquired and preprocessed in a similar fashion. This, in turn, opens several possibilities as these models can be trained offline and deployed in a plethora of environments, ranging from small to large-scale deployments, including embedded applications.
Finally, M3 achieves the best performance among the four schemes. Such significant increase cannot, however, be attributed to the usage of samples from the target dataset during training and validation, since the previous observation dismisses this proposition. The increase is due to the availability of larger training and validation sets. In particular, whereas the training/validation sets in both M1 and M2 only have 990/330 samples, 2310/660 samples are available in M3. Naturally, performance can be improved by gathering additional samples, but this task might prove to be difficult, especially so for biomedical data. Data augmentation appears thus as a possible avenue. Data can be artificially generated by applying techniques that range from simple translations or scaling to more elaborate procedures. For instance, a state-space generative model capturing the ECG dynamics can be employed (McSharry et al., 2003) , (Sameni et al., 2007) . Alternatively, more general generative models can be learned, such as those based on variational autoencoders (Kingma and Ba, 2014) or on generative adversarial networks (Goodfellow et al., 2014) .
CONCLUSION AND FUTURE WORK
This paper proposed an ECG-based biometric system where lower dimensional nonlinear representations of heartbeat templates are learned via deep autoencoder. The expressiveness of these representations were assessed and results show that they lead to a superior identification performance. Additionally, a transfer learning setting was evaluated, i.e. a scheme where a base dataset, different from the target, is used to train the autoencoder. This learning scheme is shown to have a similar performance to that of a scheme where the same target dataset is used during training. A result that opens several possibilities for deep learning methods in ECG-based biometrics, including their deployment in wearable devices and other embedded applications.
On a side note, the authors would like to mention the importance of publicly available data in research, namely in ECG-based biometrics. The scarcity of large public ECG databases specifically designed for identification purposes and whose data are collected over multiple sessions is hindering the advancement of this research field. The authors are aware of the privacy and legal framework governing medical data. Nevertheless, joint endeavors should be made to address this problem.
For future work, and in addition to the suggestions stated in Section 3.3, a more exhaustive search in the hyperparameter space can be performed. This includes regularization techniques and different topologies. Interesting practical studies would be on identification performance with varying feature dimensionality, number of subjects and templates. Different preprocessing methods can also be investigated such as those based on denoising autoencoders or state-space signal processing using Bayesian filtering. Similarly, other types of classifiers can be employed. Finally, different deep learning approaches can be explored, using, for instance, spectrograms and CNNs.
