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Abstract
The multiplicative complexity c^(f) of a Boolean function f is the minimum number of
AND gates in a circuit representing f which employs only AND, XOR and NOT gates. A
constructive upper bound, c^(f) = 2(n=2)+1−n=2−2, for any Boolean function f on n variables
(n even) is given. A counting argument gives a lower bound of c^(f) = 2(n=2) − O(n). Thus
we have shown a separation, by an exponential factor, between worst-case Boolean complexity
(which is known to be (2nn−1)) and worst-case multiplicative complexity. A construction of
circuits for symmetric Boolean functions on n variables, requiring less than n+3
p
n AND gates,
is described. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
A fair amount of research in Boolean circuit complexity is devoted to the following
problem: Given a Boolean function and a supply of gates that perform certain basic
operations, construct a circuit which corresponds (in some way) to the function and
is optimal (in some sense). A well-studied example is constructing a circuit, with the
minimum number of binary AND (^), binary OR (_) and unary NOT (:) gates, which
corresponds to a Boolean function. In this case, a circuit corresponds to a function if
both produce the same output for every possible input.
We consider the following type of circuit:
Denition 1. An XOR-AND circuit is a Boolean circuit which contains only binary
XOR and AND gates, plus unary NOT gates.
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Our complexity measure is the number of AND gates, so we wish to construct
circuits which have the smallest possible number of AND gates, regardless of the
number of other gates. This problem has a cryptographic application: in [1], it is
shown that so called \discreet" proofs of knowledge of circuit satisability exist the
size of which (the proofs) is proportional to the number of AND gates in the circuit
and independent of the number of XORs.
First, we notice that such a problem is not trivial, for it is impossible to construct
an AND gate given only XOR and NOT gates. Second, additional XORs can be used
instead of NOTs since :x is equivalent to 1 x. We will assume that 1 is available as
an additional input, and it is not counted when we talk about the number of inputs to
a circuit. Clearly, the number of AND gates does not change if we use XORs instead
of NOTs.
Let us consider a particular example. The function MAJ3(x1; x2; x3), called the
\majority of 3" function, is equal to 1 if two or three of its inputs are 1s and to
0 otherwise. What is the minimum number of AND gates sucient to construct an
XOR-AND circuit corresponding to the \majority of 3" function? And what should
the circuit look like? Since (:;) is not a complete basis for Boolean logic and
x1 ^ x2 =MAJ3(x1; x2; 0) it is clear that such a circuit would require at least one AND
gate. A reasonable approach for nding a circuit to compute MAJ3 with few AND gates
is to rst nd a formula over (^;) (or, equivalently, over GF(2)) which computes
it and then use algebraic manipulation to try to reduce the number of multiplications.
Since MAJ3(x1; x2; x3) is symmetric (any permutation of the inputs does not change the
value), it seems reasonable to look for a solution among the symmetric expressions:
x1 x2 x3; (x1 ^ x2) (x1 ^ x3) (x2 ^ x3); x1 ^ x2 ^ x3, or their XORs. The second
expression does have the majority property, and the number of AND gates involved
can be easily decreased using the distributive law:
MAJ3(x1; x2; x3)= (x1 ^ x2) (x1 ^ x3) (x2 ^ x3)= x1 ^ (x2 x3) (x2 ^ x3):
Surprisingly, the number of AND gates can be decreased even further:
MAJ3(x1; x2; x3)= ((x1 x2)^ (x1 x3)) x1:
This example illuminates a few things about the task at hand. In particular, examining
Boolean formulas that represent Boolean functions may be a helpful tool in nding
optimal XOR-AND circuits. Also, the number of AND gates may be quite small in
comparison with the number of XOR gates involved. This suggests that there may be
an asymptotic separation between the number of AND gates required for certain classes
of Boolean circuits and the total number of gates.
2. Denitions and notation
We assume some familiarity with the theory of Boolean functions and their complex-
ity (the reader may wish to consult a standard text on the subject, for example [13]).
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We will refer to the eld of two elements as either GF(2) or Z2. A map f :Zn2!Z2
is called a Boolean function. Bn= ff :Zn2!Z2g is the set of Boolean functions on
n variables. A term w over the variables x1; : : : ; xn is a product xi1xi2 : : : xik of a sub-
set of those variables, or the value 1. A polynomial p(x1; : : : ; xn) over Zn2 is a sum
of distinct terms on the variables x1; : : : ; xn. We say that a polynomial p(x1; : : : ; xn) in
Z2[x1; x2; : : : ; xn] represents a Boolean function f(x1; : : : ; xn) if for all 0−1 assignments
of the variables x1; : : : ; xn, we have f(x1; : : : ; xn)= 0 if and only if p(x1; : : : ; xn)= 0.
We now switch to algebraic notation: Boolean variables will be considered as vari-
ables over GF(2), and the operations on GF(2) will be denoted by + and  (as is
common practice, we may simply use adjacency to denote multiplication). The set
of Boolean functions on n variables Bn= ff :Zn2 !Z2g together with the operations
(+; ) form a ring. This ring is isomorphic to the polynomial factor ring
Z2[x1; x2; : : : ; xn]=(x21 − x1; x22 − x2; : : : ; x2n − xn);
where Z2[x1; x2; : : : ; xn] is the ring of polynomials in the variables x1; x2; : : : ; xn and
(x21 − x1; x22 − x2; : : : ; x2n − xn) is the ideal in Z2[x1; x2; : : : ; xn] generated by the set of
polynomials x21 − x1; x22 − x2; : : : ; x2n − xn.
In fact,
Z2[x1; x2; : : : ; xn]=(x21 − x1; x22 − x2; : : : ; x2n − xn)
can be viewed as a ring of \square-free polynomials" over GF(2). Moreover, p maps
to f if and only if p represents f. The equivalence class xi+(x21− x1; x22− x2; : : : ; x2n−
xn)Bn is called a Boolean variable in Bn and is denoted by xi.
From now on we will be talking interchangeably about the polynomials in the factor
ring Z2[x1; x2; : : : ; xn]=(x21 − x1; x22 − x2; : : : ; x2n − xn) and the Boolean functions in Bn. In
this setup, formal variables xi of the factor ring will correspond to Boolean variables.
Let us x a set of functions f1; : : : ; fk 2Bn. The linear space f
Pk
i=1 aifi j ai 2f0; 1gg
is called the span of f1; : : : ; fk and is denoted by hf1; : : : ; fki.
We will denote the set of homogeneous n-ary Boolean functions of degree d by
Bn;d= hxi1    xid j 16i1<i2<   <id6ni. The degree of a Boolean function f=Pn
d=0 fd with fd 2Bn;d is the largest d such that fd 6=0.
Denition 2. The multiplicative complexity c^(f1; : : : ; fr) of a set of Boolean func-
tions f1; : : : ; fr 2Bn is the smallest integer t for which there exist Boolean functions
gi; hi; ki all in Bn (i=1; : : : ; t) such that
h1; k1 2 hx1; : : : ; xn; 1i; g1 = h1k1
and
hi; ki 2 hg1; : : : ; gi−1; x1; : : : ; xn; 1i; gi= hiki
for i=2; : : : ; t.
f1; : : : ; fr 2 hg1; : : : ; gt ; x1; : : : ; xn; 1i:
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This recursion describes an XOR-AND circuit that has x1; : : : ; xn as its inputs and
outputs f1; : : : ; fr . The value t is the minimum number of AND gates necessary.
In [5] it is proven that for any Boolean function f2Bn;2
c^(f)6bn=2c
and that there exist n-ary quadratic Boolean functions with multiplicative complexity
exactly bn=2c. Upper bounds on the multiplicative complexity of pairs of Boolean
functions in Bn;2 as well as sets of such functions are also given.
Denition 3. A function f(x1; x2; : : : ; xn) is called symmetric if for all permutations
f :Zn!Zng; f(x(1); x(2); : : : ; x(n))=f(x1; x2; : : : ; xn). The kth elementary symmetric
function on n variables x1; x2; : : : ; xn is
P
Sf1;:::; ng; jSj=k
Q
i2S
xi
and is denoted by nk (x1; x2; : : : ; xn) or by 
n
k when the set of inputs is evident.
A classical theorem about symmetric polynomials states that every symmetric poly-
nomial can be represented as a sum of elementary symmetric functions (see [12]).
Concluding the preliminary facts and denitions, we supply the denition of the
\Hamming weight" of a vector.
Denition 4. The Hamming weight of a 0−1 vector x=(x1; : : : ; xn); xi 2f0; 1g, is the
number of coordinates that are equal to 1.
3. Upper bounds
We start by bounding the multiplicative complexity of computing the set of all
minterms on n Boolean variables.
Denote by Mn the set of all \positive" minterms on n Boolean variables, i.e.
Mn= fxi0xi1 : : : xij j 16i0<i1<   <ij6ng:
Lemma 5. c^(Mn)62n − n− 1.
Proof. We construct the XOR-AND circuit that outputs all products of pairs, triples,
: : : ; (n − 1)-tuples, n-tuples of inputs level by level. The outputs at each level will
be used as outputs of the circuit and as inputs to the succeeding levels. The rst
level outputs the products of all pairs of the input variables using one AND gate per
product. The second level outputs the products of triples using the outputs of level
one, the inputs to the circuit, and one AND gate per triple. This is repeated until all
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the products are computed. This construction requires one AND gate per output. Thus,
c^(Mn)=
nP
i=2

n
i

=2n − n− 1:
We can now bound the multiplicative complexity of all Boolean functions:
Theorem 6. 8f2Bn c^(f)=O(2n=2).
More precisely;
c^(f)62(n=2)+1 − n=2− 2
for even n and
c^(f)6
3
2
p
2
2(n=2)+1 − n=2− 3=2
for odd n.
Proof. Since any Boolean function with n inputs can be expressed as a polynomial
f(x1; x2; : : : ; xn) over Z2, once all positive minterms are computed, there are no addi-
tional AND gates required to compute any set of functions on those n variables. This
can be expressed as
8m 8f1; f2; : : : ; fm 2Bn c^(Mn)= c^(Bn)6c^(f1; f2; : : : ; fm): (1)
Given a representation of f2Bn as a sum of products of the literals x1; : : : ; xn, we
can factor out x1. In other words,
8f2Bn 9f1; f2 2Bn−1: f(x1; : : : ; xn)= x1f1(x2; : : : ; xn) + f2(x2; : : : ; xn): (2)
We can apply this recursively (arguments are suppressed for brevity)
f= x1f1 + f2 = x1(x2f11 + f12) + (x2f21 + f22)=    ;
where f2Bn; f11; f12; f21; f22 2Bn−2.
Counting the number of multiplications on both sides we have
c^(f)6c^(f1; f2) + 16c^(f11; f12; f21; f22) + 36   6
k−1P
i=0
2i + c^(Bn−k):
Here we used (1) once and (2) k times. By (1) and Lemma 5, we have
c^(f)62k − 1 + c^(Bn−k)62k − 1 + 2n−k − (n− k)− 1:
For n even, set k = n=2 to obtain
c^(f)62
n
2 +1−n=2− 2:
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For n odd, set k =(n+ 1)=2 to obtain
c^(f)6 2(n+1)=2 + 2(n−1)=2 − (n− 1)=2− 2= 322(n+1)=2 − (n− 1)=2− 2
=
3
2
p
2
2
n
2 +1 − n=2− 3=2:
4. Construction of circuits for symmetric Boolean functions
The construction of the circuit is similar to the one given by Muller and Preparata for
the basis (^;_;:). The idea is to use the fact that every symmetric function depends
only on the Hamming weight of the input vector. The circuit consists of two parts.
The rst part outputs the binary presentation of the Hamming weight of the input. The
second part computes the function using the output of the rst part. Since the number
of inputs to the second part is logarithmic in the number of inputs to the whole circuit,
the second part is small.
4.1. Computing the Hamming weight
Let H^(n) be the multiplicative complexity of computing the binary representation
of the Hamming weight of a string of n bits.
Lemma 7. For k>1; we have H^(2k − 1)62k − (k + 1).
Proof. The case k = 1 is trivial. This provides a basis for a proof by induction
on k. Let n=2k−1 and k>2. We split the input into three parts ((x1; : : : ; x(n−1)=2);
(x(n+1)=2; : : : ; xn−1) and the last bit xn). Then the total Hamming weight of the input
is the sum of the Hamming weights of all three parts. This sum is computed by a
chain of full adders. A full adder is a circuit with three inputs a{c, and two outputs
(a+ b+ c) and MAJ3(a; b; c). Thus, a full adder requires one AND gate. Let h^(n) be
the multiplicative complexity of our construction. Thus H^(n)6h^(n).
We feed xn as an external carry-bit to the chain of adders. Then the multiplicative
complexity of our construction satises the following recurrence equation
h^(2k − 1)=2h^(2k−1) + (k − 1);
which solves to
h^(2k − 1)=2k − (k + 1):
We now consider the case of general n. We can show that H (n)6n− 1. We do not
know if there exists a constant  less than 1 such that H (n)6n asymptotically. We
leave that as an interesting open problem.
Theorem 8. H^(n)6n− 1.
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More precisely; let =(nmod 4); and let  be the Hamming weight of the binary
representation of n− . Then H^(n)6n− − d=2e.
Proof. We already know this to be true for n63. Therefore, assume n>4. Let n=
4m+ , where 0663. Using the binary representation of n we let
n= +
P
i=1
2ui = + +
P
i=1
(2ui − 1) with ui<ui+1 for 16i6− 1:
Notice that  is at least 1 and u1 is at least 2. Let the string of n bits be x=(x1; : : : ; xn).
Denote by c1 through c the last  variables in x. Our proof is constructive:
Construction 1.
1. Compute s0, the binary representation of the Hamming weight of the rst  bits
of x.
2. For i equal 1 through , compute si, the binary representation of the sum of the
variables in the ith term of
P
i=1 (2
ui − 1). 3 Notice that the bit-length of si is less
than the bit length of si+1, except possibly for i = 0 in which case the bit-length
of s0 may be equal to the bit-length of s1.
3. Let t= s0. For i equal 1 through  use ui binary adders to compute t= t + si + ci.
The algorithm clearly computes the Hamming weight of the x. The number of AND
gates used is
 d(− 1)=2e at step 1.
 Pi=1 (2ui − (ui + 1)) at step 2 (see Lemma 7).
 Pi=1 ui at step 3.
Thus the total number of AND gates is n− − d=2e.
We note that the construction of Theorem 8 is not optimal. For example, it is not
hard to construct a circuit for the Hamming weight of 39 variables which uses 32
AND gates. The construction of Theorem 8 yields a circuit with 35 AND gates.
Let Sn denote the set of all symmetric Boolean functions on n variables. By
Theorem 6, we have the following corollary:
Corollary 9.
8f2 Sn c^(f)<n+ 3
p
n:
We note that this establishes a separation between Boolean and multiplicative com-
plexity for symmetric functions. Paul [8] and Stockmeyer [10] have shown lower
bounds of the form 2:5n− O(1) for innite families of symmetric functions.
3 More precisely, the sum of the variables in the ith term of
P
i=1
(2ui − 1) is dened as
Pi−1
i−1
xi ,
where 0 =  + 1 and i = i−1 + 2ui − 1.
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We now show that the construction of Theorem 6 is not optimal. Consider the
threshold function Tnk (x), which is dened as 1 if and only if at least k out of the
n bits of x are 1. Note that T 32 is MAJ3. The polynomial representation of T
3
2 is
x1x2 + x1x3 + x2x3. The reader can verify that the construction of Theorem 6 yields a
circuit with 2 AND gates. On the other hand, we have already seen that x1x2 + x1x3 +
x2x3 = (x1 + x2)(x1 + x3) + x1, which can be implemented with a circuit with only 1
AND gate. This example shows that the structure of the polynomial representation of a
function plays a crucial and not well understood role in determining the multiplicative
complexity of a function. In the next section we show a relationship between the binary
representation of the Hamming weight of x and the elementary symmetric functions
over x. This in turns allows us to easily compute a polynomial representation of any
symmetric function over x. The polynomial is over only dlog(n + 1)e variables, and
therefore we could in principle use an exponential (in log n) time algorithm for nding
a circuit with lower multiplicative complexity than the one given by the construction
of Theorem 6. Research on this problem is in progress, but reporting on it is beyond
the scope of this paper.
4.2. Elementary symmetric functions and the Hamming weight
We start by establishing a combinatorial lemma.
Lemma 10. Let n and k be natural numbers and n>k. The binomial coecient
(n
k

is odd if and only if there are no borrows when subtracting k from n in binary.
Proof. Denote by (n), the highest power of 2 that divides n, by (n), the number of
1’s in the binary representation of n and by borrow(a − b), the number of borrows
when subtracting a binary number b from a binary number a. We will prove that
(
(n
k

)= borrow(n− k), which is a more general statement.
Using the identity
(n!)= n− (n)[4];
we can write


n
k

= (n!)− (k!)− ((n− k)!) = (n− (n))− (k − (k))
− ((n− k)− (n− k))
= (k) + (n− k)− (n): (3)
Using the identity
(a− b)= (a)− (b) + borrow(a− b);
we get
(n− k)− (n)= borrow(n− k)− (k):
Substitution of this into (3) yields the result.
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Now we show a relationship between the bits of the Hamming weight of x=
(x1; : : : ; xn) and elementary symmetric functions.
Lemma 11. The ith bit of the binary representation of the Hamming weight of x
evaluates to the 2i−1th elementary symmetric function n2i−1 (x1; : : : ; xn).
Proof. Suppose that the Hamming weight of the input of nk(x1; : : : ; xn) is w(06w6n).
Then
nk(x1; : : : ; xn)

w
k

mod 2:
In this case, exactly
(w
k

terms out of all
(n
k

terms of the nk will be equal to 1.
Since XOR is equivalent to addition mod 2 the result is 1 if and only if the number
of terms is odd.
We assume the bits in binary representations are numbered from the right (least
signicant) to the left (most signicant). The rightmost bit is the 0th, the second from
the right is the 1st, etc.
Now let k =2i−1. We have
n2i−1 (x1; : : : ; xn)

w
2i−1

mod 2
and, by Lemma 10 this is equal to 1 if only if the ith bit of the binary representation
of w is 1.
In order to be able to construct circuits for any symmetric Boolean function, we
might need elementary symmetric functions with subscript not a power of two. The
next lemma shows what to do in this case.
Lemma 12. Represent k 2N as a sum of powers of 2: k =2i0 + 2i1 +   + 2ij (here
+ is the usual plus and = is the usual equality in N). Each i is a position of a
non-zero bit in the binary representation of k. Then for any n; k 2N; n>k;
nk =
n
2i0
n
2i1 : : : 
n
2ij :
Proof. By induction on the number of non-zero bits in the binary representation of
k. The base case is trivial: k =2i ) nk =n2i . Now let k = k 0 + 2ij with k 0=2ij−1 +
2ij−2 +   + 2i0 and ij>ij−1. This implies that 2ij>k 0.
We can write nk0 =
n
2i0
n
2i2 : : : 
n
2ij−1
by the inductive assumption. It is enough to
prove that
nk =
n
k0
n
2ij :
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Both nk0 and 
n
2ij
are symmetric, hence so is their product. Thus, the product is a
sum of the elementary symmetric functions:
nk0
n
2ij = ak
n
k + ak−1
n
k−1 +   + a1n1 + a0;
where the al’s are in f0; 1g. This can be expressed as an equality in Z2[x1; : : : ; xn]=(x21−
x1; : : : ; x2n − xn)
nk0
n
2ij = (x1x2 : : : xk0 +   )(x1x2 : : : x2ij +   )
= ak(x1x2 : : : xk +   ) + ak−1(x1x2    xk−1 +   )
+   + a1(x1 +   + xn) + a0: (4)
To nd each al we will count Al, the number of ways x1x2    xl can be ob-
tained from the expansion of the product on the left-hand side of (4) and then use
alAl (mod 2): Ak is the number of 2ij -tuples xm1xm2 : : : xm2ij from the second sum on
the left of (4) such that fm1; m2; : : : ; m2ij g is a subset of f1; 2; : : : ; kg. This is due to
the fact that to form one particular term of the right-hand side we can pick a term
from the second sum arbitrarily in the above manner. Once this has been done, the
corresponding term in the rst sum of the right-hand side is determined unambiguously.
There are
( k
2ij

such choices. Since k = k 0+2ij and k 0<2ij , there are no borrows when
subtracting 2ij from k in binary. Therefore, Ak is odd and ak =1 by Lemma 10.
To complete the proof we need to show that alAl 0 (mod 2) for l= k−1;
k−2; : : : ; 0.
As above, let l denote the number of variables in each term. Let r be the number
of \intersections", i.e. the number of coinciding variables in terms of length k 0 and
2ij that after multiplying together yield a term of length l. Then l= k 0 + 2ij − r, and
therefore, r= k − l= k 0 + 2ij − l. Thus
Alx1x2    xl= x1    xk0  xk0−r+1    xl +   
Notice that if l<2ij , then Al= al=0 because there can not a term shorter than 2ij
when multiplying terms of lengths k 0<2ij and 2ij .
To count the number of ways each term of length l is obtained after expanding the
left-hand side of (4), we rst count the number of intersections, which is
(l
r

. Then we
count the number of ways to form the term once the intersection is xed. Similar to
the argument that we used when evaluating Ak , this number is
( l−r
2i−r

. Now summing
over all r from 1 to k 0 we get
Al=
k0P
r=1

l
r

l− r
2ij − r

=
k0P
r=1

l
r

l− r
l− 2ij

: (5)
On the last step we used the symmetry of binomial coecients.
Finally we can apply Lemma 10 to each of summands to show that they are all
even, and so are the Al’s for all remaining cases.
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Case 1: l=2ij Identity (5) can be rewritten as
Al=
k0P
r=1

2ij
r

2ij − r
0

:
Since r6k 0<2ij by Lemma 10 every binomial coecient
(2ij
r

will be even, and so
will be Al.
Case 2: l>2ij
borrow((l− r)− (l− 2ij))= borrow(2ij − r):
Since 2ij>k 0>r there will be a borrow. Thus by Lemma 10 each
( l−r
l−2ij

is even.
Therefore, by (5) all the Al’s are even. This concludes the proof of the lemma.
Let n denote the set of all elementary symmetric functions. The following corollary
follows from Theorem 8 and Lemmas 11 and 12.
Corollary 13. c^ (n)<2n− log(n) and therefore; c^(Sn)<2n− log(n).
The result c^(n)=O(n) was already obtained by Mihailjuk [7]. It is worth pointing
out that an asymptotic lower bound of n log n was obtained by Strassen [11] for c^(n)
over any innite eld.
4.3. Construction for symmetric functions
Now we can describe the complete procedure for constructing a circuit for any
symmetric Boolean function f(x1; : : : ; xn) given its truth table.
1. Using the construction of Theorem 8, compute the binary representation of the
Hamming weight of x=(x1; : : : ; xn). By Lemma 11, this computes the elementary
symmetric functions n1; 
n
2; 
n
4; : : : ; 
n
2dlog(n+1)e−1 .
2. Express f as a sum of elementary symmetric functions.
3. Write each elementary symmetric function as a product of those with the subscripts
of the form 2i.
4. The remaining part of the circuit is a circuit representing the function g(y1; : : : ;
ydlog(n+1)e) dened as follows:
g(n1; 
n
2; 
n
4; : : : ; 
n
2dlog(n+1)e−1 ) = f(x1; x2; : : : ; xn):
We will illustrate the construction with an example of the circuit for the function
E137 (x1; : : : ; x13) using 14 gates.
Denition 14. The function Enk (x1; x2; : : : ; xn) xi 2f0; 1g is dened according to the
following rule:
Enk (x1; x2; : : : ; xn)=

1 if x1 + x2 +   + xn= k
0 otherwise
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Step 1: Use Construction 1 to compute 132i for i=0 through 3.
Step 2:
E137 =
13
7 + 
13
8 + 
13
9 + 
13
10 + 
13
11 + 
13
12 + 
13
13:
Step 3:
E137 =
13
1 
13
2 
13
4 + 
13
8 + 
13
1 
13
8 + 
13
2 
13
8 + 
13
1 
13
2 
13
8
+134 
13
8 + 
13
1 
13
4 
13
8 :
Step 4: Let yi = 132i−1 for i = 1; : : : ; 4. Then,
g(y1; y2; y3; y4) = y1y2y3 + y4 + y1y4 + y2y4 + y1y2y4 + y3y4 + y1y3y4
= y1(y2y3 + y4 + y2y4 + y3y4) + y4 + y2y4 + y3y4
= y1(y2(y3 + y4) + y4 + y3y4) + y4 + y2y4 + y3y4:
Step 1 uses 10 AND gates. Step 4 uses AND gates.
5. Lower bounds
5.1. Lower bounds based on the degree of the representing polynomial
A simple lower bound for the multiplicative complexity of a Boolean function can
be obtained from its representing polynomial. Denote this polynomial by f(x) where
x contains n variables. We say this polynomial is in \reduced" form if it is square-free
and has no duplicate terms. Clearly, every polynomial can be converted to a reduced
form without changing the function it computes. Now we can argue as follows
(1) S = (XOR; AND; 1) is logically complete.
(2) each circuit over S computes a function which, after reduction (via x2 = x) and
cancelation (via x + x = 0), can be expressed as a reduced polynomial over n
variables.
(3) there are 22
n
such polynomials.
(4) there are 22
n
Boolean functions on n variables.
(5) therefore each function is computed by a unique reduced polynomial.
(6) reduction and cancelation in (2) can decrease the number of multiplications but
cannot increase it.
(7) therefore a lower bound for multiplicative complexity of a function is d− 1 where
d is the degree of its corresponding reduced polynomial.
From (7) one obtains the following lower bounds:
 a lower bound of n− 1 for Qni=1 xi.
 a lower bound of k − 1 for nk .
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 a lower bound of k − 1 for Tnk after observing that its polynomial has no terms of
degree less than k.
 a lower bound of k − 1 for Enk after observing that its polynomial has no terms of
degree less than k.
We also note the following symmetry relations:
 Tnk (x) = 1 + Tnn−k+1( x).
 Enk (x) = Enn−k( x)
which in turn imply the following lower bounds:
 a lower bound of Max(k − 1; n− k) for Tnk .
 a lower bound of Max(k − 1; n− k − 1) for Enk .
5.2. A tight general lower bound for multiplicative complexity
Using a counting argument similar to that which Shannon [9] uses to prove a lower
bound on the size of circuits for most functions in Bn, we can prove a lower bound
on the number of AND gates necessary in XOR-AND circuits.
Lemma 15. For all n>0; at most 2k
2+2k+2k n+n+1 functions in Bn can be computed
with an XOR-AND circuit using at most k AND gates.
Proof. Rather than directly considering XOR-AND circuits, we will consider circuits
which have the following type of gates:
 Binary AND gates.
 XOR gates with unbounded input. These gates may have as few as one input, in
which case the output is the same as the input.
These circuits will be restricted so that they have exactly k AND gates, each of which
has the output of two XOR gates as its inputs. The only XOR gates allowed are the
2k which produce the inputs for the AND gates, plus an extra one which produces
the output. In addition, the only inputs allowed to the XOR gates will be the inputs
to the circuit, the value 1, and the outputs of AND gates. The output gate will be an
exception to this in that the value 0 will also be allowed as its only input.
Any function which can be computed by an XOR-AND circuit with at most k AND
gates can be produced by one of these circuits. To see this, consider an XOR-AND
circuit with no more than k AND gates. If there are less than k AND gates, additional
ones can be added by taking the output of the circuit, sending it to two XOR gates
(each of which will only have that one input), sending their outputs to a new AND
gate, and repeating this process until there are k AND gates. Then, each NOT gate in
the circuit can be replaced by an XOR gate which has one input which is the same
as that to the NOT gate, plus a second input with the value 1. AND gates with an
input which is zero can be eliminated. If the output of the circuit is from an AND
gate, rather than an XOR gate, the output can be directed through a new XOR gate
with only one input. If there is an XOR gate which has its input from another XOR
gate, the two can be replaced by a single XOR gate with larger fan in. This can
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be repeated until no XOR gate has an input which is forbidden. The only problem
which could be left is that some inputs to AND gates might not come from XOR
gates. This can be xed by directing these inputs rst through XOR gates (unless
the input is zero, in which case the AND gate produces the value zero and can be
removed, possibly causing the removal of more AND gates, which can all be replaced
as described earlier). Clearly none of these operations changes the function which is
computed by the circuit.
Thus, an upper bound on the number of functions computed by an XOR-AND circuit
with at most k AND gates can be obtained by proving an upper bound on the number
of distinct circuits of this type. To count the number of circuits, we number the AND
gates from 1 to k to indicate their topographic order. Number the wires as follows:
the value 1 gets number 0, the input wires get the numbers 1 through n, the output of
AND gate i gets number n+i. AND gate number i gets its inputs from two XOR gates.
These two XOR gates get their inputs from wires with numbers less than n+ i. Thus,
each of them has 2n+i− 1 possible sets of inputs (zero inputs is not allowed). The
XOR gate which produces the nal output has 2n+k+1 possible sets of inputs (it can
have the input zero to compute the zero function). Thus, the total number of circuits
is bounded above by
2n+k+1
kQ
i=1
(2n+i)2 = 2n+k+122k n2
Pk
i=1 2i
= 2n+k+1+2k n+2k(k+1)=2
= 2k
2+2k+2k n+n+1:
Theorem 16. For all n>0 there exists a function f2Bn for which any XOR-AND
circuit which computes it has at least
p
2n + n2 + n− n− 1 AND gates.
Proof. By Lemma 15, an XOR-AND circuit with at most k AND gates can compute
at most 2k
2+2k+2k n+n+1 of the functions in Bn. There are 22
n
dierent functions in Bn.
If k <
p
2n + n2 + n− n− 1, then less than
2(
p
2n+n2+n−n−1)2+2(p2n+n2+n−n−1)+2(p2n+n2+n−n−1)n+n+1 = 22
n
functions in Bn can be computed, so there is at least one which cannot be
computed.
Theorem 17. For all n>0 at least jBnj(1− 2−(n2+n)) of the functions in Bn are such
that any XOR-AND function which computes them have at least 2n=2 − n− 1 AND
gates. Thus; almost all functions f2Bn require at least 2n=2 − n− 1 AND gates.
Proof. By Lemma 15, at most 22
n−n2−n functions in Bn can be computed by XOR-
AND circuits with at most 2n=2 − n− 1 AND gates.
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