Abstract. Let u ∈ End(C n ) be nilpotent. The variety of u-stable complete flags is called the Springer fiber over u. Its irreducible components are parameterized by a set of standard Young tableaux. The Richardson (resp. BalaCarter) components of Springer fibers correspond to the Richardson (resp. Bala-Carter) elements of the symmetric group, through Robinson-Schensted correspondence. Every Richardson component is isomorphic to a product of standard flag varieties. On the contrary, the Bala-Carter components are very susceptible to be singular. First, we characterize the singular Bala-Carter components in terms of two minimal forbidden configurations. Next, we introduce two new families of components, wider than the families of Bala-Carter components and Richardson components, and both in duality via the tableau transposition. The components in the first family are characterized by the fact that they have a dense orbit of special type under the action of the stabilizer of u, whereas all components in the second family are iterated fiber bundles over projective spaces.
Introduction
Let V be an n-dimensional C-vector space and let u : V → V be a nilpotent endomorphism. We denote by B the set of complete flags, that is, chains of vector subspaces F = (V 0 ⊂ V 1 ⊂ . . . ⊂ V n = V ) with dim V i = i for all i. Then, B is an algebraic projective variety. We define B u = {F = (V 0 , . . . , V n ) ∈ B : u(V i ) ⊂ V i for all i}, the subset of u-stable flags. Then B u is a closed subvariety of B (in general nonirreducible). The variety B u identifies with the fiber over u of the Springer resolution (cf. [14] , [15] ), it is called Springer fiber. Springer fibers arise in geometric representation theory, in relation with Springer Weyl group representations. The study of their geometry sets quite challenging problems. Among those, we study in this article the question of the singularity of their irreducible components.
The singularity of the components of B u has been studied by only few authors. First it was proved that, in some simple cases depending on the Jordan form of u, every component of B u is smooth. J.A. Vargas [17] proved this for u having only one non-trivial Jordan block (this is the so-called hook case). F. Fung [7] established the property for u having two blocks (the so-called two-row case), proving in addition that in this case every component is an iterated fiber bundle of base (P 1 , . . . , P 1 ). N. Spaltenstein [12] and J.A. Vargas [17] provided the first example of a singular component, in B u , for u having four blocks of lengths (2, 2, 1, 1). J. Pagnon and N. Ressayre [10] constructed a family of smooth components, adjacent to Richardson components.
The present article comes as a continuation of two recent joint works with A. Melnikov. In [4] , we complete the picture started by F. Fung and J.A. Vargas: we prove that every component of B u is smooth in exactly four cases depending on the Jordan form of u: 1) the hook case; 2) the two-row case; 3) if u has three Jordan blocks, two of arbitrary length and one which is trivial; 4) if u has three blocks of length 2.
In [5] , we provide characterizations of the singular components of a given Springer fiber B u , in the particular case u 2 = 0 (called two-column case). For this case, we prove also that the singular components are rationally singular. The study of the singularity of components of Springer fibers is the most fruitful in the two-column case. In their recent paper, N. Perrin and E. Smirnov [11] provide information on the type of the singularities, they prove that the two-column type components are normal and have rational singularities.
In the present article, we study the singularity of the components of B u for u general, but while concentrating on some particular families of components. This article contains two main results.
1) The so-called Bala-Carter components are in duality towards the Richardson components. Whereas Richardson components are always smooth (they are parabolic orbits), Bala-Carter components are in many cases singular. As a first result, we give a necessary and sufficient condition for a Bala-Carter component to be singular. It will follow from the criterion that, among components of Springer fibers, Bala-Carter components are the most susceptible to be singular, in the sense that whenever B u has a singular component, it admits one of Bala-Carter type.
2) We introduce a new family of components generalizing the Bala-Carter components, which is in duality towards a family of components generalizing the Richardson components. The generalized Bala-Carter components are those containing a dense orbit of a special type under the action of the stabilizer of u. Then we prove that every generalized Richardson component is an iterated fiber bundle over projective spaces. In the two-column case, every component is generalized Bala-Carter, whereas in the two-row case, every component is generalized Richardson. Then we retrieve in particular the result due to F. Fung.
Background and statement of main results
Before stating our results, which will be done in the subsections 2.2 and 2.3, we need to set up the basic background.
Components of Springer fibers.
The variety B u is an algebraic projective variety, which is connected but, in general, reducible. Following R. Steinberg [16] and N. Spaltenstein [13] , B u is equidimensional and its irreducible components are parameterized by a set of standard tableaux. In this subsection, first, we present Spaltenstein's construction. Then, we recall the definition of two special families of components of B u : the Richardson and Bala-Carter components.
The Jordan form λ(u) and the Young diagram Y (u)
. Let λ(u) = (λ 1 ≥ λ 2 ≥ . . . ≥ λ r ) be the sizes of the Jordan blocks of u. We have λ 1 + λ 2 + . . . + λ r = n, that is, the sequence λ(u) is a partition of n. Let Y (u) be the Young diagram of rows of lengths (λ 1 , . . . , λ r ), that is, Y (u) is an array of r left-adjusted rows with the i-th row containing λ i empty boxes.
Example: λ(u) = (3, 2, 2, 1) ⇒ Y (u) = .
The diagram Y (u) is a datum equivalent to the sequence λ(u), and to the Jordan form of u. Also, the particular Jordan forms invoked in section 1 may be interpreted in terms of the diagram Y (u). In a transparent way, in the hook case (i.e., u has only one non-trivial Jordan block) the diagram has only one row of length ≥ 2, in the two-row case (i.e., u has two blocks) the diagram has two rows, and respectively, in the two-column case (i.e., u 2 = 0) the diagram has two columns. Let λ * (u) = (λ * 1 ≥ . . . ≥ λ * s ) be the partition of n conjugate of λ(u), that is, λ * 1 , . . . , λ * s are the sizes of the columns of the diagram Y (u). The dimension of B u has the following expression in terms of λ * (u) (see [13, §II.5] ):
The irreducible components K
Recall that a standard Young tableau (in short, standard tableau) is a numbering of Y (u) with the entries 1, . . . , n, such that the entries increase from left to right along the rows and respectively from top to bottom along the columns. For instance, here is a standard tableau of shape Y (u), where Y (u) comes from the previous example: 
Bala-Carter and Richardson components.
A Bala-Carter component of B u is associated to a permutation of λ(u), that is, a sequence π = (π 1 , . . . , π r ) which coincides with λ(u) = (λ 1 , . . . , λ r ) up to ordering. A Richardson component is associated to a permutation of the conjugate partition λ * (u). We denote by Λ u the set of permutations of λ(u) and by Λ * u the set of permutations of λ * (u). Observe preliminarily that a flag F = (V 0 , . . . , V n ) ∈ B u induces a nilpotent endomorphism u |Vj/Vi ∈ End(V j /V i ) for any 0 ≤ i < j ≤ n. Moreover, the map F → rank u |Vj /Vi is lower semi-continuous (see [3, Lemma 2.2] ).
Let π = (π 1 , . . . , π r ) ∈ Λ u . For j ∈ {0, . . . , r}, set i j = π 1 + . . . + π j . We say that F ∈ B u is π-regular if u |Vi j /Vi j−1 is regular for all j = 1, . . . , r. The set
is then an open subset of B u . Let Z u = {g ∈ GL(V ) : gug −1 = u} be the stabilizer of u. In fact, the set U BC π is irreducible, since it is a Z u -orbit of B u (see also section 2.3.1). Hence, its closure in the Zariski topology, denoted by K BC π , is an irreducible component of B u , called a Bala-Carter component (see also [2, §5.10] ).
Let π = (π 1 , . . . , π s ) ∈ Λ * u and, for j ∈ {0, . . . , s}, set i j = π 1 + . . . + π j . We say that F ∈ B u is π-trivial if u |Vi j /Vi j−1 = 0 for all j = 1, . . . , s. The set
Denoting by B(W ) the variety of complete flags of a space W and letting B (m) = B(C m ), we obtain a natural isomorphism
(see [10, §7] Let π = (π 1 , . . . , π r ) ∈ Λ u , and let T π be the tableau obtained as follows: draw an array of r left-adjusted rows, with π i boxes in the i-th row filled in with the numbers π 1 + . . . + π i−1 + 1, . . . , π 1 + . . . + π i , and then push to the up the supernumerary boxes in each row, so to obtain a standard tableau of shape Y (u). For example:
Then, we can see that U BC π
⊂ B
Tπ u (see also section 2.3.1), so that K BC π = K Tπ . Similarly, for π = (π 1 , . . . , π s ) ∈ Λ * u , let T * π be the tableau obtained as follows: draw an array of s top-adjusted columns, with π i boxes in the i-th column filled in with the numbers π 1 + . . . + π i−1 + 1, . . . , π 1 + . . . + π i , and push to the left the supernumerary boxes in each column, to obtain a standard tableau of shape Y (u). Then, we have the inclusion B
π (see [10, §7] ). In fact, the tableau T * π is obtained through the Robinson insertion algorithm from a Richardson element w ∈ S n , whereas T π is obtained from a Bala-Carter element, i.e., of the form w 0 ww −1 0 , with w ∈ S n Richardson and w 0 : i → n − i + 1 (cf., [6] ).
To u, we may associate a nilpotent u * ∈ End(V ) such that u, u * have conjugate Jordan forms: λ(u * ) = λ * (u). We consider the corresponding Springer fiber B u * . For T a standard tableau of shape Y (u), denote by T * its transpose of shape Y (u * ), that is, the i-th column of T * coincides with the i-th row of T . Thus, to each component
From the description above, we infer the duality property:
2.2. Singularity criterion for Bala-Carter components. It follows from formula (2) that the Richardson components of B u are smooth and pairwise isomorphic. On the contrary, the Bala-Carter components of B u are not pairwise isomorphic in general, in addition there can be smooth and singular ones. Our first result is a characterization of the singular Bala-Carter components. We recall two examples of singular components of Springer fibers. The first example is K T ⊂ B u for u having the Jordan form λ(u) = (2, 2, 1, 1), the second example is K S ⊂ B u for u of Jordan type λ(u) = (3, 2, 2). These two singular components are associated to the tableaux (see [4] and [17] ). Notice that both components are Bala-Carter, associated to the following permutations of the Jordan block size sequences: (1, 2, 2, 1) and (2, 3, 2) .
If π = (π 1 , . . . , π r ) and ρ = (ρ 1 , . . . , ρ k ) are two sequences of integers, say π ≥ ρ if there are 1 ≤ i 1 < . . . < i k ≤ r such that π i l ≥ ρ l for every l ∈ {1, . . . , k} (in particular r ≥ k). Then, our result can be stated: We derive two corollaries from this characterization. First, as we know from [4] that B u admits a singular component provided that λ(u) ≥ (2, 2, 1, 1) or λ(u) ≥ (3, 2, 2), we see that in this case, we can always find π ∈ Λ u satisfying π ≥ (1, 2, 2, 1) or π ≥ (2, 3, 2). That is: Second, we easily infer from the theorem that in many cases, all the Bala-Carter components of B u are singular:
It is convenient to represent a sequence π = (π 1 , . . . , π r ) ∈ Λ u by a graph: each number π i is represented by a chain of π i − 1 arcs connecting two by two π i vertices arranged along a horizontal line, then the graph corresponding to π is obtained by juxtaposing the chains for π 1 , . . . , π r . For instance, (1, 2, 2, 1) and (2, 3, 2) are represented by the graphs
The relation π ≥ ρ is then translated in terms of an inclusion of graphs: the graph of ρ can be obtained from the one of π by repeating the procedure of deleting either a whole connected component or the extremal vertex of a connected component (together with the corresponding arc). Then, the Bala-Carter component K BC π ⊂ B u is singular if and only if the graph representing π contains one of both graphs of formula (3).
2.3.
Generalization of Bala-Carter and Richardson components. Let Z u = {g ∈ GL(V ) : gug −1 = u} be the stabilizer of u. This is a connected closed subgroup of GL(V ), and its natural action on flags leaves B u and every component of B u invariant. In this subsection, we define a notion of particular orbit of B u under the action of Z u , which we will call Jordan orbit. We point out that a component is Bala-Carter if and only if it contains a dense Jordan orbit of a particular type, called standard. Then we consider the components which contain a (not necessarily standard) Jordan orbit, they provide a generalization of Bala-Carter components. We state two results: the first one characterizes the generalized BalaCarter components, the second one says that, if K T is generalized Bala-Carter, then the component K T * is an iterated fiber bundle of base a sequence of projective spaces.
2.3.1. Jordan orbits. Recall that λ(u) = (λ 1 , . . . , λ r ) are the sizes of the Jordan blocks of u. We denote by Π u the set of partitions of {1, . . . , n} into r subsets of cardinal λ 1 , . . . , λ r . Hence, an element π ∈ Π u can be written π = (I 1 , . . . , I r ) such that I 1 ⊔ . . . ⊔ I r = {1, . . . , n} and |I k | = λ k for all k. We will write I 1 , . . . , I r ∈ π. A partition π ∈ Π u can be (and will be) identified to a map π : {1, . . . , n} → {1, . . . , n} ∪ {∅} such that
Indeed, assuming i ∈ I k , let π(i) = ∅ if i = min(I k ), and let π(i) be the predecessor of i in I k otherwise. Alternatively, we represent π by a pattern (also denoted by π) consisting of n points along a horizontal line which we label from left to right by 1, . . . , n, with arcs (j, i) for π(i) = j. For instance, π = ({1, 2, 5}, {3, 8}, {6, 7}, {4}) is represented by
For π ∈ Π u , a basis (e 1 , . . . , e n ) of V is said to be a π-basis if it satisfies u(e i ) = e π(i) if π(i) = ∅, u(e i ) = 0 otherwise (this is simply a Jordan basis, numbered according to π). We denote by Z π the set of flags which can be written F = ( e 1 , . . . , e i ) i=0,...,n for some π-basis (e 1 , . . . , e n ).
Clearly, Z π ⊂ B u . Notice that the set of π-bases is an orbit of V n under the action of Z u . Therefore, Z π is a Z u -orbit of B u . We call it a Jordan orbit.
To a partition π ∈ Π u , we associate a standard tableau T π in the following manner. For i ∈ {1, . . . , n}, let c π (i) be minimal such that π cπ(i) (i) = ∅. Then, let T π be the unique standard tableau of shape Y (u) which contains i in its c π (i)-th column for every i. For instance, for π like in the previous example, we have
For π ∈ Π u , it is easy to see that the orbit Z π lies in the set B Tπ u (cf. section 2.1.2) and therefore, in the component K Tπ .
Remark 1.
In general, any Z u -orbit of B u is not a Jordan orbit. Suppose for example λ(u) = (3, 1). Let (e, e ′ , e ′′ , f ) with u(e ′′ ) = e ′ , u(e ′ ) = e, u(e) = u(f ) = 0 be a Jordan basis. Then the flag F = (0 ⊂ e ⊂ e, e ′ + f ⊂ e, e ′ , f ⊂ V ) does not belong to any Z π . However, the Jordan orbits are all the Z u -orbits of B u in the two-column case (see [5, §2] ). Now, let us characterize a Bala-Carter component in terms of Jordan orbits. A partition π ∈ Π u is said to be standard if π(i) ∈ {∅, i−1} for all i (equivalently, π = (I 1 , . . . , I r ) where the I j 's are integer intervals). We denote by Π 0 u ⊂ Π u the subset of standard partitions. The orbit Z π associated to a standard partition π is called a standard Jordan orbit. Notice that there is a one-to-one correspondence between the set Λ u of permutations of the sequence λ(u) and the set Π 0 u of standard partitions: an element π = (π 1 , . . . , π r ) ∈ Λ u can be seen as a standard partition (I 1 , . . . , I r ) ∈ Π 0 u where for j = 1, . . . , r, we set I j = {π 1 + . . . + π j−1 + 1, . . . , π 1 + . . . + π j }. The definition of the tableau T π for π ∈ Λ u in the subsection 2.1.4 is compatible with the previous one given for π ∈ Π u in this subsection.
Let π = (π 1 , . . . , π r ) ∈ Λ u and let us come back to the definition of the Bala-
contains as a dense subset the set U BC π formed by the flags F = (V 0 , . . . , V n ) ∈ B u such that u |Vi j /Vi j−1 is regular for all j. For such a flag, we find x j ∈ V ij such that
Due to the Jordan form of u, we have V ij ⊂ V ij−1 + ker u πj for all j, hence we may choose x j ∈ ker u πj . For i j−1 < i ≤ i j , put e i = u ij −i (x j ). We necessarily have
Altogether, e 1 , . . . , e n form a basis of V which satisfies
. . , e i ∀i ∈ {0, . . . , n}, and u(e i ) = 0 if i = i j + 1 for some j ∈ {0, . . . , r − 1}, u(e i ) = e i−1 otherwise. Thus, this is a π-basis. Conversely, if (e 1 , . . . , e n ) is a π-basis, then the flag ( e 1 , . . . , e i ) i=0,...,n lies in U 
Generalized Bala-Carter components.
We consider the components which have the property to contain a dense Jordan orbit Z π (not necessarily standard). In particular, due to the above, Bala-Carter components hold this property. Our first purpose is to characterize these components.
Let π = (I 1 , . . . , I r ) ∈ Π u be a partition of {1, . . . , n}. We say that π has a crossing if there exist i, j ∈ {1, . . . , n} with ∅ < π(j) < π(i) < j < i (that is, there is a crossing of two arcs in the graph representing π). We say that I j < I k if
u as the subset of elements π ∈ Π u with no crossings, and satisfying
Note that in particular Π u . Notice that these graphs generalize the notion of cup diagrams (see [7] , [9] , [18] ).
We characterize the components with a dense Jordan orbit as follows. The proof is given in section 3. Let X, B 1 , . . . , B m be algebraic varieties. We recall from [7] the notion of iterated fiber bundle, defined in the following inductive manner. If m = 1, then we say that X is an iterated fiber bundle of base B 1 if there is an isomorphism X Remark 2. In the two-column case, every component contains a dense Jordan orbit (see [5, §2] ). Theorem 2 then implies that, in the two-row case, every component is an iterated fiber bundle of base (P 1 , . . . , P 1 ) (λ 2 terms). In this manner, we retrieve a property which had been shown directly by F. Fung [7] .
2.4.
Outline. The remainder of the paper comprises five parts. Section 3 is devoted to the proof of Proposition 2. Using counting arguments, we provide an inductive estimation of the dimension of a Jordan orbit Z π (formula (6)). By induction, we derive that Z π has the same dimension as B u if and only if π ∈ Π 1 u . Proposition 2 is obtained from this property.
The proof of Theorem 2 is given in section 7. It relies on the description of the standard tableaux associated to generalized Bala-Carter components that Proposition 2 provides.
Sections 4-6 are devoted to the proof of Theorem 1. In section 4, some preliminary results are provided, which are expressed as inductive criteria of singularity for Bala-Carter components (Corollaries 3-5). In section 5, we prove the implication (⇐) of Theorem 1, and to this end we construct two families of singular Bala-Carter components and invoke the inductive arguments of the previous section. In section 6, we prove the implication (⇒) of Theorem 1. To do this, again applying the preliminary results provided in section 4, we reduce the problem to check the smoothness of a single type of Bala-Carter components. The proof that this component is indeed smooth (Proposition 10) is done by computing.
Notation. We set some conventional notation. We denote by S n the group of permutations of {1, . . . , n}. Let P m be the projective space of dimension m (i.e., the variety of linear lines of C m+1 ). If V is a vector space, let End(V ) be the space of endomorphisms of V and let GL(V ) be the group of invertible endomorphisms. If A is a finite set, let |A| denote its cardinal. Moreover, if A is composed of integers, let min A (resp. max A) be its minimal (resp. maximal) element. If a, b are integers, let [a, b] = {a, . . . , b} be the integer interval between a, b, and let ]a, b[ = [a, b] \ {a, b}. If X is an algebraic variety and x ∈ X, let T x X denote the tangent space of X at the point x. If Y ⊂ X is a subset, we denote by Y its closure in the Zariski topology. Other pieces of notation will be introduced in what follows. The reader can find an index of the notation at the end of the article.
Components with a dense Jordan orbit
As in section 2, we fix a nilpotent element u ∈ End(V ). We denote by λ(u) = (λ 1 ≥ . . . ≥ λ r ) the sizes of the Jordan blocks of u, by Y (u) the Young diagram of rows of lengths λ 1 , . . . , λ r , and by λ
The purpose of this section is to show Proposition 2.
3.1. Maximal dimensional Jordan orbits. We consider an element π ∈ Π u . Thus π is a partition of {1, . . . , n} which can be written π = (I 1 ⊔ . . . ⊔ I r ), with |I j | = λ j for all j. Alternatively, π can be seen as the map π : {1, . . . , n} → {∅, 1, . . . , n} with π(i) = ∅ if i = min(I j ), and π(i) is the predecessor of i in I j if i ∈ I j , i = min(I j ).
We consider the Z u -orbit Z π ⊂ B u . In this subsection, we determine under which condition we have dim Z π = dim B u . More precisely, our purpose is to show:
We need some preliminary computations. As a first step, we give the dimension of the group Z u .
Proof. The group Z u is an open subset of the vector space Z u = {x ∈ End(V ) :
An element x ∈ Z u is characterized by the images x(e j ) for j = 1, . . . , r, and we necessarily have x(e j ) ∈ ker u λj . Conversely, given f j ∈ ker u λj for every j ∈ {1, . . . , r}, there is a unique x ∈ Z u such that x(e j ) = f j for all j. It follows:
This proves the lemma. Now, fix a π-basis (e 1 , . . . , e n ) and let F 0 = ( e 1 , . . . , e i ) i=0,...,n ∈ Z π be the corresponding adapted flag. Then Z π is the Z u -orbit of F 0 . Let Z F0 u = {g ∈ Z u : g(e i ) ∈ e 1 , . . . , e i ∀i = 1, . . . , n} be the subgroup of elements fixing F 0 . Then
u . In the next step we determine dim Z F0 u . Set by convention π(∅) = ∅ and ∅ < a for all a ∈ {1, . . . , n}. For j = 1, . . . , r, let k j = max(I j ). Define
Then:
u is determined by the images x(e kj ) for j = 1, . . . , r. In addition, we must have
) for all i ∈ {1, . . . , n}, l ≥ 0 (setting e ∅ = 0). Hence we must have x(e kj ) ∈ e i : π
The lemma is proved.
Next, we establish an inductive estimate of the cardinal of the set A(π). We suppose n ∈ I j0 and we may suppose that λ j0 = |I j0 | > |I j | for j > j 0 . Let I ′ j0 = I j0 \{n}, and let
and, in addition, it can be seen as a map π ′ : {1, . . . , n − 1} → {∅, 1, . . . , n − 1} which, in fact, is the restriction of π.
Let Y (u ′ ) be the Young diagram associated to λ(u ′ ), that is, the sizes of its rows are λ
s ) be the sizes of its columns. Setting l 0 = λ j0 , we then have λ ′ * l0 = j 0 − 1 and λ ′ * l = λ * l for l = l 0 . Therefore, using Lemma 1 and formula (1), we infer that
We may consider the set A(π ′ ) relative to π ′ .
where equality holds if and only if there are no
Proof. For j = 1, . . . , r, we write k 
′ is the restriction of π on {1, . . . , n − 1}, the property holds and we infer that (i, j) ∈ A(π).
Hence the property holds, and we get (i, j) ∈ A(π). Finally, we have obtained the desired inclusion A(π ′ ) ⊂ A(π). We have (n, j 0 ) ∈ A(π) \ A(π ′ ). Since k j < n for j = j 0 , by definition, there cannot be another element of the form (n, j) in A(π).
Let j ∈ {1, . . . , j 0 − 1}. We have
At this stage, we have obtained that |A(π)| ≥ |A(π ′ )| + j 0 , with equality if and only if there are no j > j 0 and i ∈ I j such that (i, j 0 ) ∈ A(π) \ A(π ′ ). It remains to show that this condition is equivalent to the condition in the statement of the lemma. Let us show this equivalence.
(⇐) Suppose that there are j > j 0 and i ∈ I j such that (i,
by the definition of π and because |I j | < |I j0 |, hence it also comes π l+1 (n) = π l+1 (i). Thus, we have found j > j 0 , i ∈ I j and l ≥ 0 such that π
As above, the minimality implies (i j , j 0 ) ∈ A(π). Thus, we have found j > j 0 and i j ∈ I j such that (i j , j 0 ) ∈ A(π) \ A(π ′ ). Now we are ready to prove Proposition 3.
Proof of Proposition 3. We reason by induction on n ≥ 1 with immediate initialization for n = 1. Suppose that the property holds for n − 1 ≥ 1 and prove it for n. Combining the relations (4) and (5) and Lemmas 2, 3, we obtain
with equality if and only if there are no j > j 0 , i ∈ I j and l ≥ 0 such that
Let us interpret the last relation whenever it holds for some j > j 0 , i ∈ I j , l ≥ 0. If π l+1 (i) > ∅, then it implies that π has a crossing. If π l+1 (i) = ∅, then π l (i) = min(I j ) and we have I j < I j0 though |I j | < |I j0 |. In both cases, the relation
u . Then, the equality holds in relation (6) . Let us show that
with π(i) < π(n) < i < n and π has a crossing. If I ′ j < I ′ j0 , then I j < I j0 and we derive |I
Conversely, suppose dim Z π = dim B u . Then, necessarily, the equality holds in relation (6), and we have dim
u ′ by induction hypothesis. Because π ′ has no crossing, a crossing of π, if it exists, is of the form ∅ < π(i) < π(n) < i < n. It follows from the equality condition in (6) that i ∈ I j with j < j 0 . There is l ≥ 1 with π l+1 (n) < π(i) < π l (n) < i. In the case π l+1 (n) = ∅, we get that π ′ has a crossing. In the case π l+1 (n) = ∅, we get I
In both cases, this contradicts the fact that π ′ ∈ Π 1 u ′ . Thus, we obtain that π has no crossing. Next, we show: I j < I l ⇒ |I j | ≥ |I l |. In the case j 0 / ∈ {j, l}, this follows from the fact that
Note that we have I j0 < I j for all j. Thus, it remains to suppose I j < I j0 and then to show that
In both cases, using the equality condition in (6), we infer that j < j 0 . Finally, we have shown π ∈ Π 1 u . The proof of the proposition is then complete.
Proof of Proposition 2.
The first part of Proposition 2 is provided by Proposition 3. It remains to show the second part, that is: the mapping π → K Tπ provides a one-to-one correspondence between elements π ∈ Π 1 u and components of B u which contain a dense Jordan orbit.
First, suppose π ∈ Π 1 u . From section 2.3.1, we know that Z π ⊂ K Tπ . Then, by Proposition 3, we have that Z π is indeed a dense Jordan orbit of K Tπ . Hence, the mapping is well defined.
Conversely, suppose that the component K T contains a dense Jordan orbit. Recall that dim K T = dim B u , hence this orbit has the same dimension as B u . By Proposition 3, it is of the form Z π with π ∈ Π 1 u . As Z π is dense in K Tπ , we get
Hence, the mapping is surjective.
Hence, the mapping is injective. The proof of Proposition 2 is then complete.
Inductive properties
Let π = (I 1 , . . . , I r ) ∈ Π u and let Z π be the corresponding Jordan orbit. Following section 2.3.1, the partition π can be seen as a map π : {1, . . . , n} → {∅, 1, . . . , n} such that for i ∈ I j we set π(i) = ∅ if i = min(I j ) and π(i) to be the predecessor of i in I j otherwise. Alternatively, π is represented by a graph with n vertices labeled by 1, . . . , n displayed along a horizontal line, and with an arc between i, j if i = π(j).
We suppose in addition π ∈ Π 1 u . That is: π has no crossing, and if
Due to Proposition 2, we know that the orbit Z π is dense in the component K Tπ . In this section, our purpose is to establish some inductive singularity criteria for K Tπ . We consider π ′ obtained from π either by removing an extremal vertex (1 or n) together with the corresponding arc, or by removing a whole connected component (from the point of view of the graph representation). In both cases we show that the singularity of the component K T π ′ associated to π ′ implies the singularity of K Tπ . We start by pointing out a symmetry property: if the graph ofπ is the mirror of the graph of π, then both components K Tπ , K Tπ are isomorphic.
4.1. Symmetry. For j = 1, . . . , r, we writeĨ j = {n − i + 1 : i ∈ I j }. Then |Ĩ j | = |I j | for all j, andπ := (Ĩ 1 , . . . ,Ĩ r ) ∈ Π u is another partition of {1, . . . , n}.
The graph representation ofπ is symmetric to the graph representation of π (that is, it is its mirror reflection). Example:
As we suppose π ∈ Π Proof. LetṼ be the vector space of linear forms φ : V → C, and letũ :Ṽ →Ṽ , φ → φ •ũ be the dual map of u. Thenũ is nilpotent and has the same Jordan form as u. Let Bũ be the variety ofũ-stable flags ofṼ . If W ⊂ V is a subspace, we set W ⊥ = {φ ∈Ṽ : φ(w) = 0 ∀w ∈ W }. Then, W is u-stable if and only if W ⊥ isũ-stable, and the map Φ :
is an isomorphism of algebraic varieties. In particular, Φ(K Tπ ) ⊂ Bũ is an irreducible component.
Let Zũ = {g ∈ GL(Ṽ ) : gũg −1 =ũ} be the stabilizer ofũ. We denote bỹ Zπ ⊂ Bũ the Jordan Zũ-orbit associated toπ, and byK Tπ ⊂ Bũ the irreducible component associated to the tableau Tπ, which is actually the closure ofZπ. It is easy to see that Φ(Z π ) =Zπ. Thus, Φ(K Tπ ) =Kπ so that Φ restricts to an isomorphism from K Tπ toK Tπ . We distinguish betweenK Tπ ⊂ Bũ, the component associated to the standard tableau Tπ in Bũ, and K Tπ , the component associated to the same tableau, but in B u . A component only depends up to isomorphism on the standard tableau it is associated to, hence these two components are actually isomorphic. We deduce that K Tπ and K Tπ are isomorphic.
Remark 3.
We can see that the tableau Tπ is in fact the image of the tableau T π by the classical Schützenberger involution.
4.2.
Removing an extremal point. There is j 0 ∈ {1, . . . , r} such that n ∈ I j0 . We may assume that λ j0 = |I j0 | > |I j | for all j > j 0 . As in section
At the level of the graph representation, the graph of π ′ is obtained from the graph of π by removing the last vertex together with the possible upcoming arc, for instance:
Proof. Notice that it follows from the definition of the tableaux T π , T π ′ in section 2.3.1 that T π ′ is obtained from T π simply by deleting the box n. Moreover, under the assumption |I j0 | = max{|I j | : 1 ≤ j ≤ r}, n lies in the last column of T π . Then the result follows from [4, Theorem 2.1], which says more generally that, if T is a standard tableau and T ′ is the subtableau obtained by deleting n, then the singularity of the component K We have just studied the situation where we remove from π the last number n, the situation where we remove the first number 1 is quite similar. Let j 1 ∈ {1, . . . , r} be such that 1 ∈ I j1 and we may suppose
′′ r ) belongs to Π u ′′ and it defines a Z u ′′ -orbit Z π ′′ ⊂ B u ′′ . At the level of graphs, the graph of π ′′ is obtained from the graph of π by removing the first vertex and the possible upcoming arc.
4.3.
Removing a connected component. We consider the situation of a partition obtained from π by removing a term in the partition. We suppose π = (I 1 , . . . , I r ) ∈ Π u with |I j | = λ j for all j. Fix ∈ {1, . . . , r} and fix a nilpotent endomorphismû ∈ End(C n−λ ) of Jordan form λ(û) = (λ 1 , . . . , λ −1 , λ +1 , . . . , λ r ). Write {1, . . . , n} \ I = {k 1 < . . . < k n−λ }. For j =, letÎ j = {i : k i ∈ I j }. Then π = (Î 1 , . . . ,Î −1 ,Î +1 , . . . ,Î r ) is an element of Πû. At the level of graphs, the graph ofπ is obtained from the graph of π by removing a connected component, the one which corresponds to the subset I. For example:
As we suppose π ∈ Π 1 u , it is clear thatπ ∈ Π 1 u . Thus, the partitionπ defines a component K Tπ ⊂ Bû which is the closure of the Jordan orbit Zπ. We show:
Proof. Suppose that K Tπ is smooth and let us show that K Tπ is smooth. Recall that π can be seen as a map π : {1, . . . , n} → {∅, 1, . . . , n}. We fix a π-basis (e 1 , . . . , e n ), that is u(e i ) = e π(i) for all i, with by convention e ∅ = 0. Then W j = e i : i ∈ I j (for j = 1, . . . , r) are the Jordan blocks of u. For t ∈ C * , we consider h t : V → V defined by (h t ) |Wj = id Wj for j = and (h t ) |W = t.id W . Then, H = {h t : t ∈ C * } is a subtorus of rank one of the group Z u . Therefore, it acts on B u and stabilizes its irreducible components, in particular it stabilizes K Tπ . As we suppose that K Tπ is smooth, we know that the fixed point set (K Tπ ) H = {F ∈ K Tπ : h t F = F ∀t ∈ C * } is a smooth subvariety (cf., [1] ). To prove the proposition, it is then sufficient to show that K Tπ is isomorphic to a connected component of (K Tπ ) H . This is what we do in the following. LetV = j = W j and writeû the restriction of u toV (this accords with the previous notationû). Let Bû be the variety ofû-stable complete flags ofV . We construct a map Φ : Bû → B u as follows. For i = 0, . . . , n, set a i = |{1, . . . , i} ∩ I|. Write I = {k 1 < . . . <k λ }, and for a ∈ {0, . . . , λ} set W ,a = ek 
. , n).
The map Φ is well defined and algebraic, and its image lies in the fixed point set (B u ) H for the action of H on B u . Notice that a flag
Then, the image of Φ can be characterized as follows: 
At the level of Bala-Carter components.
In the previous subsections, we have provided inductive criteria for the singularity of an irreducible component of the form K Tπ ⊂ B u with π ∈ Π 1 u , that is, more general than a component of BalaCarter type. In this subsection, we translate the previous criteria for a Bala-Carter component.
We consider an element π ∈ Λ u , that is, a sequence π = (π 1 , . . . , π r ) such that the numbers π 1 , . . . , π r coincide up to ordering with the Jordan block sizes λ 1 , . . . , λ r . This sequence defines the Bala-Carter component K Nota: a sequence of nonnegative integers defines a Bala-Carter component in the appropriate Springer fiber. In the following statements, we do not precise the underlying Springer fibers in which the components are imbedded. 
Singular Bala-Carter components
Let π ∈ Λ u , that is, a sequence π = (π 1 , . . . , π r ) which coincides up to ordering with the sequence λ(u) = (λ 1 ≥ . . . ≥ λ r ) of the Jordan block sizes of u. We associate to π the Bala-Carter component K BC π ⊂ B u . The purpose of this section is to show the implication (⇐) of Theorem 1, namely:
First, we construct two families of singular Bala-Carter components. Then, we derive the proposition by using the results in the previous section.
Singular components of the form K
BC π with π = (1, p, q, 1) . In [17] , J.A. Vargas gives an example of a singular component, which is K BC π for π = (1, 2, 2, 1) . Here, we provide a family of singular components which generalizes this example: Proof. Due to Corollary 3, we may assume p ≥ q. Moreover we may assume p > 2, otherwise π = (1, 2, 2, 1) and we already know that the component K We fix a Jordan basis (e 1 , . . . , e p+q+2 ) such that u acts on the basis according to the following picture
Note that, if q = 2, then the sequence (e p+3 , . . . , e p+q ) disappears from the second line, and the picture becomes
We consider the flag F 0 = ( e 1 , . . . , e i ) i=0,...,p+q+2 adapted to the basis, and the purpose is to show that F 0 is a singular point of the component K BC π . To do this, we first check that F 0 lies in K BC π and then we construct q + 6 linearly independent vectors of the tangent space of K BC π at the point F 0 . Consider B = {g ∈ GL(V ) : ge i ∈ e i , . . . , e p+q+2 } the subgroup of lower triangular matrices in the basis. Then the orbit Ω = BF 0 is an affine open neighborhood of F 0 in the variety of complete flags of C p+q+2 . Consider U ⊂ B the subgroup of unipotent matrices and n = {g − I : g ∈ U } its Lie algebra. The map ϕ : n → Ω, x → (I + x)F 0 is an isomorphism of affine varieties and we consider the subvariety
, let E l,k ∈ n be the canonical basic element E l,k (e k ) = e l and E l,k (e i ) = 0 for i = k. The elements E l,k , for 1 ≤ k < l ≤ p + q + 2, form a basis of n.
For t = (t 1 , . . . , t 7 ) ∈ C 7 , we consider the element x t ∈ n defined as follows:
x t (e 1 ) = t 1 (e 2 + t 2 (e p+1 + t 3 e p+2 )), x t (e 2 ) = t 2 (e p+1 + t 3 e p+2 ), x t (e i ) = 0 for i = 3, . . . , p − 1, x t (e p ) = t 2 t 4 (e p+1 + t 3 e p+2 ),
x t (e p+1 ) = t 3 (e p+2 + t 5 (e p+2 + t 6 (e p+q+1 − t 4 e p+3 ))) if q > 2, t 3 (e p+2 + t 5 (e p+2 + t 6 (e p+3 − t 4 e p+4 ))) if q = 2, x t (e p+2 ) = t 6 (e p+q+1 − t 4 e p+3 ) if q > 2, t 6 (e p+3 − t 4 e p+4 ) if q = 2, x t (e i ) = 0 for i = p + 3, . . . , p + q, x t (e p+q+1 ) = t 7 e p+q+2 and x t (e p+q+2 ) = 0.
The map C 7 → n, t → x t is well defined and algebraic. Let T π be the standard tableau associated to π in the sense of section 2.1.4, then the component K BC π is the closure of the subset B Tπ u for the Zariski topology. A straightforward computation shows that x t ∈ ϕ −1 (Ω ∩ B Tπ u ) whenever t 3 t 5 t 6 t 7 = 0 (if q > 2) or t 3 t 5 t 6 (t 4 + t 7 ) = 0
. . , t 7 ) with t i = t and t j = 0 for j = i. Then the curve {x t (i) : t ∈ C} lies in ϕ −1 (Ω ∩ K BC π ) and its tangent vector at t = 0 is an element of
Making i run over {1, . . . , 7}, we get:
The curves {x t : t = (0, t, 0, 1, 0, 0, 0), t ∈ C}, {x t : t = (0, 0, 0, 1, 0, t, 0), t ∈ C} and {x t : t = (0, 0, 1, 0, −1, t, 0), t ∈ C} also lie in ϕ −1 (Ω ∩ K BC π ) and pass through 0 for t = 0. Considering their tangent vectors at t = 0, we derive
(with l = p + 3 for q > 2 and l = p + 4 for q = 2). Altogether, we get 8 linearly independent tangent vectors. If q = 2, then we obtain
and we are done. If q > 2, then we construct some additional elements in the tangent space. Fix k ∈ {3, . . . , q}. For t ∈ C, there is a unique element g t ∈ Z u such that g t (e p+q+1 ) = e p+q+1 + te p+k+1 if k < q, e p+q+1 + te p+q+2 if k = q, g t (e i ) = e i for i ∈ {p + 1, p + 2, p + q + 2}.
for all t ∈ C. In fact we see that g t F 0 = ϕ(y t ) with y t ∈ n defined by
where δ i=j = 1 for i = j and δ i=j = 0 otherwise. We infer that
These tangent vectors are linearly independent of the previous ones we constructed. Altogether we have q + 6 tangent vectors. It results:
Therefore, F 0 is a singular point of the component K 
We fix a Jordan basis (e 1 , . . . , e p+4 ), on which u acts as follows:
We consider the adapted flag F 0 = ( e 1 , . . . , e i ) i=0,...,p+4 . Our purpose is to show that F 0 is a singular point of the component K BC π . To do this, as in the proof of Lemma 4, we show that F 0 lies in K BC π , and we construct more than 6 linearly independent vectors of the tangent space
As in the proof of Lemma 4, we consider the group B = {g ∈ GL(V ) : ge i ∈ e i , . . . , e p+4 ∀i} and the orbit Ω = BF 0 , which is an open affine neighborhood of F 0 in the variety of complete flags of C p+4 . We consider the subgroup U ⊂ B of unipotent matrices, and its Lie algebra n = {g − I : g ∈ U }. The map ϕ : n → Ω, x → (I + x)F 0 is an isomorphism of algebraic varieties. For 1 ≤ k < l ≤ p + 4, let E l,k (e k ) = e l and E l,k (e i ) = 0 for i = k, then the elements E l,k (for all 1 ≤ k < l ≤ p + 4) form the canonical basis of n.
For t = (t 1 , . . . , t 6 ) ∈ C 6 , we consider x t ∈ n defined as follows:
x t (e 1 ) = t 1 (e 2 + t 2 e 3 ), x t (e 2 ) = t 2 e 3 + t 3 (e 3 + t 4 t 5 (e 4 + t 1 (e p+2 + t 2 e p+3 ))), x t (e 3 ) = t 4 t 5 (e 4 + t 1 (e p+2 + t 2 e p+3 )), x t (e i ) = 0 for i = 4, . . . , p, x t (e p+1 ) = t 4 (e p+2 + t 2 e p+3 ), x t (e p+2 ) = t 2 e p+3 + t 6 (e p+3 − t 1 t 5 e p+4 ), x t (e p+3 ) = −t 1 t 5 e p+4 , x t (e p+4 ) = 0.
The map C 6 → n, t → x t is well defined and algebraic. The component K BC π is the closure of the subset B Tπ u , where T π is the standard tableau associated to the sequence π (see section 2.1.4). It is straightforward to see that x t ∈ ϕ −1 (Ω ∩ B Tπ u ) whenever t 1 t 3 t 4 t 5 t 6 = 0. Hence
For i ∈ {1, . . . , 6} and t ∈ C, let t (i) = (t 1 , . . . , t 6 ) with t i = t and t j = 0 for j = i. The curves {x t (i) : t ∈ C} (for i = 1, . . . , 6) lie in ϕ −1 (Ω ∩ K BC π ), and their tangent vectors at t = 0 provide elements
. The curves {x t : t = (t, −1, 1, 0, 0, 1), t ∈ C}, {x t = (0, −1, 1, t, 0, 1), t ∈ C} and {x t : t = (t, 0, 0, 0, 1, 0), t ∈ C} also pass through 0 at t = 0. Considering their tangent vectors at t = 0, we get:
. Altogether, we obtain that 7 linearly independent elements lie in the tangent space 
Similarly as above, we setπ = (π i1 , π i2 , π i3 ) and π ′ = (2, π i2 , 2). By Lemma 5, the component K 
Smooth Bala-Carter components
As in the previous section, we consider a sequence π = (π 1 , . . . , π r ) ∈ Λ u , and its corresponding Bala-Carter component K BC π ⊂ B u . Our purpose is now to establish the implication (⇒) of Theorem 1, namely:
We prove the contraposal: suppose π ≥ (1, 2, 2, 1) and π ≥ (2, 3, 2), and let us show that K BC π is smooth. Of course, if π is of the form π = (π 1 ) (one term in the sequence), we know that the component is smooth (it is a point). More generally, if π is of the form π = (1, . . . , 1, p, 1, . . . , 1) (the component is of hook type) or π = (p, q) (the component is of two-row type), then we know that it is smooth (cf. [7] , [17] ). Taking also into account Corollary 3, the situations which remain to be analyzed are the following two ones: = (p, 1, . . . , 1, 2, 1, . . . , 1, q), and b) π = (1, . . . , 1, p, 1, . . . , 1, q) .
In both situations, p, q ≥ 2 are arbitrary, the number of 1's is arbitrary (can be zero). Consider situation a), and let us show that the component is smooth in this case. is smooth, for π = (1, p, p) . The proof of Proposition 10 we give here will follow the same pattern.
In the remainder of the section, we consider V = C 2p+2m and u ∈ End(V ) nilpotent, of Jordan form λ(u) = (p, p, 1, . . . , 1) (with p ≥ 2, m ≥ 1). Let π = (1, . . . , 1, p, 1, . . . , 1, p) be as in the statement of Proposition 10, and let K BC π ⊂ B u be the corresponding Bala-Carter component. In general, the irreducible components of B u are parameterized by standard tableaux and we denote by K T the component associated to the tableau T (cf. section 2.1.2). In particular, the component K BC π coincides with K Tπ , where T π is the following standard tableau 6.2. Special flags F d . In this subsection, the purpose is to produce a set of special elements F d ∈ B u with the property that it will be sufficient to check the smoothness of the component K BC π at these particular points. We fix a basis (e 1 , . . . , e 2p+2m ) of V , on which u acts as follows: e 1 , . . . , e 2m+2 ∈ ker u, u(e 2m+3 ) = e 1 , u(e 2m+4 ) = e 2 and u(e 2m+i ) = e 2m+i−2 ∀i ∈ {5, . . . , 2p}.
We can also describe the action of u on the basis with the following tableau τ 0 :
.
We have u(e i ) = 0 if i lies in the first column of τ 0 , and u(e i ) = e j , where j is the number on the left of i in τ 0 , otherwise. We consider tableaux which are obtained by permuting the entries of τ 0 . For a permutation σ ∈ S 2p+2m , we denote by σ(τ 0 ) the tableau obtained from τ 0 after replacing each entry i by σ i . The tableau σ(τ 0 ) is said to be row-increasing if its entries increase from left to right along the rows. Let S u = {σ ∈ S 2p+2m :
For σ ∈ S 2p+2m we consider the flag F σ = ( e σ1 , . . . , e σi ) i=0,...,n . It is easy to see that F σ ∈ B u if and only if σ ∈ S u . We have (cf. According to this lemma, to determine if a component is smooth, it is sufficient to study the smoothness of the special points of the form F σ . In the case of the component K BC π which we are concerned with, the set of special points to consider can be reduced.
Let D denote the set of uples d = (d 1 < . . . < d m+1 ) with d i ∈ {m+2, . . . , m+p+ i} for all i, and such that |{p+m, . . . , p+2m+1}∩{d 1 , . . . , d m+1 }| ≥ m. For d ∈ D, we define a flag F d ∈ B u as follows. Write {m + 2, . . . , 2p + 2m} \ {d 1 , . . . , d m+1 } = {i 3 , . . . , i 2p } with i 3 < . . . < i 2p . Let τ d be the following tableau:
The tableau τ d is row-increasing, hence it can be written 
Proof. The implication (⇒) is immediate. To prove the second implication, we rely on Lemma 6. Recall that Z u = {g ∈ GL(V ) : gug −1 = u} is the stabilizer of u.
are such that F ′ ∈ Z u F is a smooth point of K BC π , then F is also a smooth point of K BC π . Then, to complete our proof, it is sufficient to show that the closure of the Z u -orbit of every flag of the form F σ (with σ ∈ S u ) lying in K BC π contains a flag of the form F d (with d ∈ D) . Let g t ∈ GL(V ) (t ∈ C) be defined by g t (e 2 ) = e 2 + te 1 , g t (e i ) = e i + te i−1 for i ∈ {2m + 4, . . . , 2m + 2p} even, and g t (e l ) = e l otherwise. We have g t ∈ Z u . Notice that lim t→∞ g t F σ = F σ ′ where σ ′ ∈ S u is such that
i+1 } for all i ∈ {1, 2m + 3, . . . , 2m + 2p − 1} odd, and
Let g ′ t ∈ GL(V ) (t ∈ C) be defined by g ′ t (e 2m+3 ) = e 2m+3 +te 2 , g ′ t (e i ) = e i +te i−1 for i ∈ {2m + 5, . . . , 2m + 2p − 1} odd, and g ′ t (e l ) = e l otherwise. Likewise, g ′ t ∈ Z u and lim t→∞ g
for all i ∈ {2m + 4, . . . , 2m + 2p − 2} even, and
for i ∈ {1, 3, . . . , 2m + 2, 2m + 2p}.
For 1 ≤ i < j ≤ 2m + 2 such that (i, j) = (1, 2), let h (i,j) t = h t ∈ GL(V ) (t ∈ C) be defined by h t (e j ) = e j + te i and h t (e l ) = e l for l = j. Then h t ∈ Z u , and lim t→∞ h t F σ = F σ ′ with σ ′ ∈ S u such that
j }, and σ
We assume
which will complete the proof.
for i ∈ {m + 2, . . . , 2m + 2}, and i j = σ ′−1 2m+j for j ∈ {3, . . . , 2p}. The tableau σ ′−1 (τ 0 ) is as follows:
Moreover, we have c 1 < . . . < c m+1 < d 1 < . . . < d m+1 and c 2 < i 3 < . . . < i 2p . Following section 2.3.1, the sequence π = (π 1 , . . . , π r ) induces a standard partition of {1, . . . , n}, which we also denote by π, and the component K 
By lower semi-continuity of the map F → rank u |Vj /Vi , these three properties are satisfied more generally for all
Similarly, for all i ∈ {1, . . . , m + 1} we get Our purpose is then to establish Proposition 11. To do this, we employ the same technique as in the proof of [4, Proposition 4.3] . Let us outline our proof.
, where the basis (e 1 , . . . , e 2p+2m ) and the permutation σ d ∈ S 2p+2m have been introduced in section 6.2. We consider the Borel subgroup (7) η
for some φ i,j ∈ C. The maps F → φ i,j are algebraic and the product map F → (φ i,j ) 1≤i<j≤2p+2m is an isomorphism from Ω d to the affine space C (p+m)(2p+2m−1) .
Then, we construct a closed immersion Φ d : C 
. . , e 2p+2m ∀i ∈ {3, . . . , p + 1},
−i+2 e 2m+i+1 ∈ e 2m+i+2 , . . . , e 2p+2m ∀i ∈ {p + 2, . . . , 2p − 1}. (e) If t = (0, . . . , 0), then v i = e 2m+i for all i ∈ {3, . . . , 2p}.
Proof. We consider the subspace generated by the basis vectors e 1 , e 2 , e 2m+3 , . . . , e 2m+2p . The action of u on these vectors is represented by the following picture:
0 ← e 1 ← e 2m+3 ← · · · ← e 2m+2p−1 0 ← e 2 ← e 2m+4 ← · · · ← e 2m+2p .
In particular, note that u restricts to an isomorphism from the subspace E 1 := e 2m+3 , . . . , e 2m+2p onto E 2 := e 1 , e 2 , e 2m+3 , . . . , e 2m+2p−2 . Letǔ : E 2 → E 1 be its inverse, that isǔ(e i ) = e 2m+i+2 for i ∈ {1, 2} andǔ(e i ) = e i+2 for i ∈ {3, . . . , 2p−2}. We then put v 1 = e 1 , v 2 = e 2 , and by induction v i =ǔ(v i−2 +t i v i−1 ) for all i ∈ {3, . . . , p + 1}.
For i ∈ {p + 1, . . . , 2p}, we define vectors (v We are ready to prove Proposition 11.
Proof of Proposition 11.
The constructions will rely on the Jordan basis (e 1 , . . . , e 2p+2m ) introduced in section 6.2. We also consider the subspaces E = e 1 , e 2 , F = e 3 , . . . , e m+1 and G = e m+2 , . . . , e 2m+2 . Let n F ⊂ End(F ) be the subspace of strictly lower triangular maps, i.e., X ∈ End(F ) such that Xe i ∈ e i+1 , . . . , e m+1 for all i = 3, . . . , m+1. Let n G ⊂ End(G) be the subspace of strictly lower triangular maps. Let L(E, F ), L(F, G) be the spaces of linear maps from E to F and F to G respectively. a certain basis (η 1 , . . . , η 2p+2m ) of V satisfying relation (7), such that the map Φ d : t → ( η 1 , . . . , η i ) i=0,...,2m+2p will fulfill the properties (A) and (B) above. We distinguish two situations:
We describe the uple of variables in each case. In case (1), the uple of variables t is taken of the form
In case (2), the uple t is taken of the form t = (X, Y, H, K, s 1 , t 3 , . . . , t d1−m+1 , t d1−m+3 , . . . , t p+2 , y 1 , y ′ 1 , . . . , y m+1 , y ′ m+1 ), where X, Y, H, K are as above, s 1 , t l , y j , y ′ j ∈ C. In fact, in all cases:
and it is straightforward to check that the space
In case (2), we set in addition t d1−m+2 = −y 1 y ′ 1 . In both cases, we consider the vectors v 1 , . . . , v 2p associated to the uple (t 3 , . . . , t p+1 ) in the sense of Lemma 8. We put f i = e i + Xe i + Ke i for i ∈ {3, . . . , m + 1} and f dj = e m+1+j + Y e m+1+j for j ∈ {1, . . . , m + 1}. We also put f 1 = e 1 + s 1 e 2 + (I + X + K)He 1 and f 2 = e 2 + (I + X + K)He 2 , where I is the identity endomorphism of V . In both cases, put η i = f i for all i ∈ {3, . . . , m + 1}.
We will define in each case the remaining vectors η 1 , η 2 , η m+2 , . . . , η 2p+2m . It will follow from the definition that η i − e σ d (i) ∈ e σ d (i+1) , . . . , e σ d (2p+2m) for all i, and the so-obtained map
..,2p+2m will be algebraic. In addition, we will verify the following four properties:
Tπ u whenever all numbers t l , y j , y The indices are organized as follows:
For l ∈ {1, . . . , p}, j ∈ {1, . . . , m + 1}, we define a number x l,j by setting x p,j = y j and by induction x l,j = −t l+2 x l+1,j for l = 2, . . . , p − 1, and x 1,j = −(t 3 − s 1 )x 2,j . We put
x l,j f dj ∀l ∈ {3, . . . , p},
η dj = f dj ∀j ∈ {k + 1, . . . , m + 1}, and η i l = v l ∀l ∈ {p + 2, . . . , 2p}.
Let us show properties a) -d). a) Note that for i ∈ {1, . . . , m + 1, d k+1 , . . . , d m+1 }, we have η i ∈ ker u, which implies u(η i ) ∈ η 1 , . . . , η i . Using Lemma 8 (c) and the definition of x l,j , we have:
hence u(η i3 ) = u(v 3 ) ∈ η 1 , . . . , η m+1 . Similarly, for l ∈ {4, . . . , p + 1}:
b) We show that Φ d is a closed immersion, and to do this, we show that the algebra morphism Φ *
The functions φ i,j are those involved in the expression of the basis η 1 , . . . , η 2p+2m according to formula (7) . Then, we see that the coefficients of the matrices H, X, K, Y are recovered by considering φ i,j for i ∈ {1, 2}, j ∈ {3, . . . , m + 1}, or i, j ∈ {3, . . . , m + 1}, or i ∈ {3, . . . , m + 1}, j ∈ {d 1 , . . . , d m+1 }, or i, j ∈ {d 1 , . . . , d m+1 }, respectively. Therefore, they belong to Im Φ * d . We have
for all l ∈ {3, . . . , p + 1}. Considering φ ip,dj , we see that y j ∈ Im Φ * d for all j. We have y ′ j = φ dj ,ip+1 ∈ Im Φ * d for j ≤ k, and moreover considering φ ip+1,dj we see that y ′ j ∈ Im Φ * d for all j > k. Finally, we obtain that Φ * d is surjective. c) Suppose that all numbers t 3 , . . . , t p+1 , y ′ 1 are nonzero, and let us show that Φ d (t) ∈ B Tπ u . Let u i denote the restriction of u to the subspace η 1 , . . . , η i , and let λ(u i ) be the sequence of its Jordan block sizes. First, notice that η 1 , . . . , η m+1 ∈ ker u, hence for all i ∈ {1, . . . , m + 1}, λ(u i ) = (1, . . . , 1). Next, we have either
It follows λ(u m+p ) = (p, 1, . . . , 1) and necessarily λ(u i ) = (i−m, 1, . . . , 1) for all i ∈ {m+2, . . . , m+p}. Also, as f d1 , . . . , f dm+1 ∈ ker u, we have λ(u i ) = (p, 1, . . . , . . . , 1) for all i ∈ {m + p + 1, . . . , 2m + p + 1}. Finally, as λ(u 2m+2p ) = λ(u) = (p, p, 1, . . . , 1), we derive λ(u i ) = (p, i − 2m − p, 1, . . . , 1) for all i ∈ {2m + p + 2, . . . , 2m + 2p}. For all i, the sequence λ(u i ) indeed coincides with the lengths of the rows of the subtableau of T π of entries 1, . . . , i. 
. . , 2p}. The indices are then organized as follows:
For l ∈ {1, . . . , c}, we define a number x l by setting x c = y 1 , and by induction x l = −t l+2 x l+1 for l ∈ {2, . . . , c − 1}, and x 1 = −(t 3 − s 1 )x 2 . Then, we put:
We show properties a) -d). a) Let us check that u(η i ) ∈ η 1 , . . . , η i for all i. First, notice that η 1 , . . . , η m+1 ∈ ker u. Similarly as in case (1), using Lemma 8 (c), we have:
and for l ∈ {4, . . . , c + 1}:
Using that x c = y 1 and t c+2 = t d1−m+2 = −y 1 y ′ 1 , we get:
for l ∈ {c + 3, . . . , p + 1}. Then, using in addition that u(f dj ) = 0 for all j, we get: u(η i ) ∈ η 1 , . . . , η i for all i ∈ {d 1 , . . . , d m+1 , i 3 , . . . , i p+1 }. Observe that v 1 , . . . , v p+1 ∈ η 1 , . . . , η ip+2−1 . Applying Lemma 8 (b), we derive that u(η i ) ∈ η 1 , . . . , η i also for i ∈ {i p+2 , . . . , i 2p }, which completes the proof of property a). b) To show that the map Φ d is a closed immersion, as in case (1), we show that its associated algebra morphism Φ * d is surjective. Exactly as in case (1), we obtain that the coefficients of the matrices X, Y, H, K lie in the image of Φ * d . We have Similarly, we have t ′ p+1 = φ ip+1,ip+2 and t ′ p + t p+2 = φ ip,ip+1 . Then, in view of the definition of the numbers t ′ l , we infer that t l ∈ Im Φ * d for all l ∈ {3, . . . , p + 2}. We see that x l ∈ Im Φ * d for all l ∈ {1, . . . , c}, by considering φ 1,d1 , φ 2,d1 and φ i l ,d1 for l ≥ 3. Thus in particular
We have y j = φ dj ,ip ∈ Im Φ * d for all j ∈ {2, . . . , h + 1}, while for j > h + 1 we see that y j ∈ Im Φ * d by considering φ ip,dj . Similarly, for j ∈ {2, . . . , m + 1}, we get that y ′ j ∈ Im Φ * d by considering either φ dj ,ip+1 (if j ≤ k) or φ ip+1,dj (for j > k). Finally, we have shown that Φ * d is surjective. c) Suppose that all numbers t 3 , . . . , t p+2 , y 1 , y ′ 1 , y ′ 2 are nonzero, and let us show that Φ(t) ∈ B Tπ u . As in case (1), we denote by u i the restriction of u to the subspace η 1 , . . . , η i , and by λ(u i ) its Jordan form. As in case (1), since η 1 , . . . , η m+1 ∈ ker u, we have λ(u i ) = (1, . . . , 1) for all i ∈ {1, . . . , m + 1}. We have u p−1 (v p+1 ) = 0 by Lemma 8 (c), which implies u p−1 (η m+p ) = 0, therefore λ(u i ) = (i − m, 1, . . . , 1) for all i ∈ {m + 2, . . . , m + p}. Notice that ker u ⊂ η 1 , . . . , η 2m+p+1 , and since dim ker u = 2m + 2, we have necessarily λ(u 2m+p+1 ) = (p, 1, . . . , . . . , 1) (with 2m + 1 terms 1) and consequently λ(u i ) is of the form (p, 1, . . . , 1) for all i ∈ {m + 2, . . . , 2m + p + 1}. Finally, as in case (1), since λ(u 2p+2m ) = λ(u) = (p, p, 1, . . . , 1), we derive that λ(u i ) = (p, i − 2m − p, 1, . . . , 1) for all i ∈ {2m + p + 2, . . . , 2p + 2m}. For all i, the sequence λ(u i ) coincides with the lengths of the rows of the subtableau of T π of entries 1, . . . , i. The proof of Proposition 11 is then complete.
Components as iterated fiber bundles over projective spaces
Recall that, for T a standard tableau, we denote by T * its transpose (that is, the rows of T * coincide with the columns of T ). To the tableaux T and T * , we associate the components K T and K T * , imbedded in the appropriate Springer fibers B u and B u * . In this section, we consider the situation where K T contains a dense Jordan orbit, and try to derive properties for K T * . The purpose of the section is to show Theorem 2, which states that in this situation, K T * is an iterated fiber bundle of base a sequence of projective spaces. The proof is done by induction, and uses the combinatorial description of components with a dense Jordan orbit, provided by Proposition 2.
7.1. Concatenation of standard tableaux. In this subsection, we show a preliminary result, saying that if the standard tableau T is obtained as the concatenation (which we will call the sum) of two standard tableaux T 1 , T 2 , then the component K T is isomorphic to the product of the components K T1 , K T2 . We start with the definition of the sum of two standard tableaux.
Let Y 1 , Y 2 be two Young diagrams with n 1 and n 2 boxes, respectively. We define the sum Y = Y 1 + Y 2 as the Young diagram with n 1 + n 2 boxes such that for all j, the length of the j-th row of Y is the sum of the lengths of the j-th rows of Y 1 and Y 2 . Now, let T 1 , T 2 be two standard tableaux of shape Y 1 and Y 2 respectively. We define the sum T = T 1 + T 2 as the standard tableau of shape Y such that for all j, the j-th row of T contains the entries of the j-th row of T 1 , and the entries of the j-th row of T 2 increased by n 1 . For instance:
If Denote by W 1 the unique element of A.
For l ∈ {1, 2} and j ∈ {1, . . . , n l }, let Y T l j be the shape of the subtableau of T l of entries 1, . . . , j. Alternatively, for 0 ≤ i < j ≤ n 1 + n 2 , let Y T j/i be the shape of the rectification by jeu de taquin of the skew subtableau of T of entries i + 1, . . . , j (we refer to [6] for the definition of jeu de taquin). By [8, Theorem 3.3 Let u 1 = u |W1 and u 2 = u |V /W1 be the nilpotent maps induced by u. Let B 1 (resp. B 2 ) be the variety of complete flags of W 1 (resp. of V /W 1 ), and let B u1 ⊂ B 1 (resp. B u2 ⊂ B 2 ) be the subvariety of u 1 -stable (resp. u 2 -stable) flags. Thus the components K T1 , K T2 are imbedded in B u1 and B u2 respectively. The map Φ : {F ∈ B u : V n1 = W 1 } → B u1 ×B u2 , (V 0 , . . . , V n1+n2 ) → ((V j ) 
