The aim of this work is to analyze general infinite sums containing modified Bessel functions of the second kind. In particular we present a method for the construction of a proper asymptotic expansion for such series valid when one of the parameters in the argument of the modified Bessel function of the second kind is small compared to the others. We apply the results obtained for the asymptotic expansion to specific problems that arise in the ambit of quantum field theory.
I. INTRODUCTION
In quantum field theory the one-loop effective action is expressed in terms of the functional determinant of the (elliptic and self-adjoint) operator of small disturbances [5, 8] . Since the real eigenvalues of an elliptic self-adjoint operator L grow without bound, a naïve computation of its functional determinant would give, as a result, a meaningless infinite quantity. A regularized expression for the functional determinant of the operator L can be obtained by using the spectral zeta function [5, 10, 16, 20, 25] . By denoting with λ n , n ∈ N, the real spectrum of L, which acts on suitable functions defined on a smooth compact Riemannian manifold M, the spectral zeta function is defined as the following sum
where s ∈ C. The above series is well defined in the half-plane ℜ(s) > D/2, where D represents the dimension of the manifold M, and can be analytically continued in the entire complex plane to a meromorphic function possessing only simple poles [23] . The zeta regularized functional determinant of the operator L is then expressed in terms of the derivative at s = 0 of the associated (analytically continued) spectral zeta function.
Different types of methods have been developed with the purpose of finding the analytic continuation of the spectral zeta function (see e.g. [11, 20] ). The choice of which specific technique to use, however, depends heavily on whether or not the spectrum of the operator under consideration is explicitly known. The analytically continued expression of a certain class of spectral zeta functions constructed from explicitly known spectra often contains either single or double infinite series whose terms include modified Bessel functions of the second kind K ν (z) [10, 11] . where |n| = (n 2 1 + · · · + n 2 d ) 1/2 and the prime indicates the omission of the origin of Z d . We would like to point out that infinite series of the form displayed above do not arise only in the analytically continued expressions of spectral zeta functions but they can also be found, for instance, in problems leading to lattice sums [27] .
From the expressions (1.2)-(1.4) it is not very difficult to realize that the series converge quickly when β ≫ 1 by virtue of the following asymptotic behavior of the modified Bessel function of the second kind 5) for z → ∞ with ν fixed [15] . This implies that f (s, β, B), h(s, β, B), and g(s, β) become very useful for numerical evaluations when β is large. For β ≪ 1, instead, the expressions (1.2)-(1.4) lose their accuracy. This is quite undesirable since it is often of particular interest to obtain an asymptotic expansion of the series (1.2)-(1.4) valid when the parameter β is small . For instance, in the study of finite temperature effects in quantum field theory on manifolds, the parameter β is proportional to the inverse of the temperature T [7, 9] .
Therefore, the small β expansion describes the high temperature behavior of the system under consideration [11] . In addition, series of the form (1.2) are obtained when studying the zeta regularized one-loop effective action of fields propagating on Kaluza-Klein manifolds of the type M × S 1 [10] . In this case the parameter β is related to the radius of the compactified dimension.
Due to its importance, the small-β expansion of series of the form (1.2)-(1.4) has been analyzed by several authors. Unfortunately, however, this expansion has not always been performed correctly. In fact, in many occasions the small-β expansion of (1.2)-(1.4) has been obtained first by substituting the small argument expansion of the modified Bessel functions of the second kind in the series (1.2)-(1.4) and then by erroneously regularizing the ensuing divergent expression with a suitable zeta function. The problem with this approach lies in the fact that the argument of the modified Bessel functions of the second kind that appears in the series (1.2)-(1.4) cannot be assumed to be small for all n. In fact, from the expressions (1.2)-(1.4) it is easy to realize that the argument of the modified Bessel functions of the second kind has the general form a n β where a n , n ∈ N + , is an increasing sequence of positive real numbers. Now, for any small β there always exists an integer m ∈ N + such that a n β > 1 for any n > m. This implies that the argument of the modified Bessel function fails to be small uniformly in n. This fact seems to have been overlooked also in the study of problems leading to spectral zeta functions of the form 6) where c ∈ R + and a n denotes, for instance, the eigenvalues of an elliptic self-adjoint differential operator. In this framework the small-β expansion of (1.6) has been obtained by erroneously assuming that the product a 2 n β is small for all values of n. It is important to mention, at this point, that even though the small-β expansion of series of the form (1.2)-(1.4) has been often a source of confusion, examples of properly performed expansions can be found, for instance, in [2, 3, 10, 19, 28] .
The aim of this work is to present a method for obtaining the correct small-β expansion of series of the form (1.2)-(1.4) which is valid for arbitrary values of B and s. Although, as mentioned above, correct small-β expansions of (1.2)-(1.4) have already been obtained, they are scattered in the literature and, most importantly, they have been found mostly for special cases. With this work we want to provide a quite general method for the small-β expansion which can be used to find expansions performed for special cases and can serve as a useful tool for future research in this area.
The outline of the paper is as follows. In the next two sections we utilize a complex integral representation of the modified Bessel function of the second kind to obtain, through Cauchy's residue theorem, the small-β expansion of the series (1.2)-(1.4). In section IV we apply our general results to special cases that are of wide interest in physical applications. In the last section we summarize and discuss the main results of this work.
II. SMALL PARAMETER EXPANSION OF THE DOUBLE BESSEL SERIES
In this section we develop the small-β expansion of the double Bessel series (1.2). Due to the exponential decay of the modified Bessel function of the second kind, the double-series (1.2) converges for all values of s and, hence, defines an entire function in the finite complex s-plane. Clearly, the same remark also applies to the series (1.3) and (1.4) which allows us to conclude that also (1.3) and (1.4) are entire functions in the finite complex s-plane. In order to obtain an expression for (1.2) that is suitable for a small-β expansion we use the following complex integral representation
with c > max{0, ℜ(s)} [15] , in the function f (s, β, B) to obtain
By assuming that the increasing sequence of positive real numbers {α n } n∈N + represents the eigenvalues of a Laplace-type operator on a manifold M of dimension D, we define the associated spectral zeta function as follows 
For B = 0 we have, instead, the following expression
The integral representations (2.5) and (2.6) are particularly suitable for performing an expansion as β → 0.
This expansion is obtained by closing the integration contour to the left and by computing the resulting integral by using Cauchy's residue theorem. For the case B 0 the terms in the integrand of (2.5) have poles at the points
with k = {0, . . . , D − 1} and l ∈ N 0 . From (2.7) it is clear that depending on the value of s, the integrand of (2.5) might have either simple or double poles. In fact, it is not difficult to realize that for s k, with k ∈ Z, and for s ±(2n + 1)/2, n ∈ N 0 , none of the points in (2.7) coincide and, therefore, the integrand in (2.5) possesses only simple poles. When either s = k or s = ±(2n + 1)/2 the integrand in (2.5) will develop, in addition to simple poles, also double poles.
For s k and s ±(2n + 1)/2, we close the contour of integration in (2.5) to the left as to include the simple poles of the integrand. From the poles at t = −s + (D − k)/2 we obtain the following contribution
.
(2.8)
Since the residues of the spectral zeta function are proportional to the coefficients A M n/2 of the asymptotic expansion of the trace of the heat kernel associated with the Laplace-type operator on M as follows [26] 
and
the expression in (2.8) becomes
(2.11)
From the poles at t = −s − (2l + 1)/(2) we have the following contribution 12) which has been obtained by using the relation (2.10).
The residues associated with the poles located at t = −s − l contribute
. (2.13)
By using the relation [26] 14) in (2.13) we obtain
Finally, from the poles at t = −l we have
(2.16)
By noticing that for n ∈ N 0 the polylogarithmic function satisfies the following relations [14] Li n e 2πix + Li n e
with B n (x) denoting the Bernoulli polynomials, and for 18) we can conclude that the sum of polylogarithmic functions in (2.16) vanishes identically except when l = 0.
The last remarks allow us to write that
At this point, by adding the results obtained in (2.11), (2.12), (2.15), and (2.19) we have
where, here and in the rest of this paper, we use ∼ to represent the small-β asymptotic expansion.
When either s = k, k ∈ Z, or s = ±(2n + 1)/2, n ∈ N 0 , the integrand in (2.5) will develop both simple and double poles. The contributions coming from the double poles can be easily computed by using the following argument. The integrand appearing in the integral representations utilized in this work can be
viewed as a product of three functions, I(t) = p(t)q(t)r(t). One of the functions, which we assume to be r(t),
is analytic while p(t) and q(t) possess N, finitely or infinitely many, coinciding simple poles at t = c i . The residue of each resulting double pole at t = c i can then be computed to be
We start by analyzing the case s = n, with n ∈ N + , and an even-dimensional manifold M, namely D = 2d. Under this assumption the integrand in (2.5) has simple poles for t = −n − (2m + 1)/2, m ∈ N 0 , and
, and double poles for t = −q, where q ∈ N + such that q ≥ n. 
where Θ(x) is the unit step-function, γ is the Euler-Mascheroni constant, Ψ(x) represents the logarithmic derivative of the gamma function, and Li
For s = n, with n ∈ N + , and D = 2d + 1, the integrand in (2.5) presents simple poles for t = −n − (2m + 1)/2, m ∈ N 0 , and
. . , d}, and double poles for t = −q, where q ∈ N + with q ≥ n. In addition, if 0 < n ≤ d, 
When s = −n with n ∈ N 0 for both even and odd-dimensional manifolds M, the integrand in (2.5) contains simple poles at t = n + (D − k)/2, with k = {0 . . . , D − 1}, at t = n − (2m + 1)/2, m ∈ N 0 , and at t = q with q = {1, . . . , n}. Double poles appear, instead, at the points t = −q with q ∈ N 0 . Taking into account the above poles, the integral in (2.5) leads to the result
We consider next the values s = (2n + 1)/2, n ∈ N 0 , and D = 2d. In this case the integrand in (2.5) has simple poles at t = −n − (2m + 1)/2, with m ∈ N 0 , at t = −n + d − j − 1/2, with j = {0, . . . , d − 1}, and double poles at t = −q, where q ∈ N + with q ≥ n + 1. In addition, if 0
is a simple pole. By computing (2.5) in this case we obtain
For s = (2n + 1)/2, n ∈ N 0 , and D = 2d + 1 one finds simple poles at t = −n − (2m + 1)/2, with m ∈ N 0 ,
, and double poles at t = −q, where q ∈ N + with q ≥ n + 1.
with q = {0, . . . , n − d − 1}, is a simple pole. In this case the integral in (2.5) gives
Lastly, for s = −(2n + 1)/2, n ∈ N 0 , and for both even and odd-dimensional manifolds M, the integrand in (2.5) has simple poles at t = n
and at t = −q, with q = {1, . . . , n}. Double poles appear, instead, for t = −q with q ∈ N 0 . In this case (2.5)
Li 2n−2m+1 e 2πiB + Li 2n−2m+1 e −2πiB
(2.27)
Let us now assume that B = 0. In this case the relevant integral is f (s, β, 0) in (2.6). Once again, when s k, with k ∈ Z, and when s ±(2n + 1)/2, n ∈ N 0 it is not difficult to verify that the integrand in (2.6) contains only simple poles which are located at the points given in (2.7) and at the point t = 1/2. The integral f (s, β, 0) is then evaluated by closing the contour to the left and by using Cauchy's residue theorem.
From the poles positioned at t = −s + (D − k)/2 we obtain the following contribution
From the poles at t = −s − (2l + 1)/2 we get
while from the ones at t = −s − l we have
Since ζ R (−2k) = 0 for k ∈ N + , the only contribution coming from the poles at t = −l can be found to be
Lastly, from the pole at t = 1/2 we obtain
By adding the terms obtained in (2.28) through (2.32) we obtain the result
Similarly to the previous case, when either s = k, k ∈ Z, or s = ±(2n + 1)/2, n ∈ N 0 , the integrand in (2.6) will have simple as well as double poles. We start by considering the values s = n, with n ∈ N + , and D = 2d. The simple and double poles of the integrand in (2.6) coincide with the ones listed just before (2.22) . In addition to those poles, we have that the point t = 1/2 is a simple pole when n ≥ d and a double pole when 1 ≤ n ≤ d − 1. By closing the contour of integration to the left, the integral in (2.6) can be computed by using Cauchy's residue theorem to obtain
For s = n, n ∈ N + , and D = 2d + 1, the simple and double poles of the integrand in (2.6) are the same as the ones given before the expression (2.23). Moreover, t = 1/2 is a simple pole for n ≥ d + 1 and a double pole for 1 ≤ n ≤ d. In this case we obtain
When s = −n, with n ∈ N 0 , and M is either an even or odd-dimensional manifold, the poles of the integrand of (2.6) are located at the points indicated before equation (2.24) with the addition of a double pole at t = 1/2. In this case the integral (2.6) gives
We next focus on the values s = (2n + 1)/2, n ∈ N 0 , and D = 2d. In this case, the integrand in (2.6) has poles at the points listed before (2.25). In addition, t = 1/2 is a simple pole if n ≥ d and a double pole if
Taking into account the above poles, the integral in (2.6) leads to the result
where H n denotes the n-th harmonic number. For s = (2n + 1)/2, n ∈ N 0 , and D = 2d + 1, the integrand in (2.6) develops poles at the points indicated above (2.26). Furthermore, the point t = 1/2 becomes a simple pole when n ≥ d + 1 and a double pole when 0 ≤ n ≤ d. In this case the integral (2.6) gives
Finally, when s = −(2n + 1)/2, with n ∈ N 0 , and M is either an even or odd-dimensional manifold, the integrand in (2.6) has poles located at the points indicated before equation (2.27) and a double pole at t = 1/2. In this case the integral (2.6) gives the result
(2.39)
III. SMALL PARAMETER EXPANSION OF THE BESSEL SERIES
Let us now turn our attention to the series ( 
with c > max{0, −ℜ(s)}. The integrand can be shown to have only simple poles when s k, with k ∈ Z, positioned at the points t = −s − n and t = −n where n ∈ N 0 . For s = k, instead, the integrand develops both simple and double poles. By assuming that s k we close the integration contour to the left in (3.1) and apply Cauchy's residue theorem to obtain the following contribution
from the poles at t = −s − n. From the poles at t = −n we have, instead,
By adding the results in (3.2) and (3.3) we have
When s = n, with n ∈ N + , the integrand in (3.1) has poles at t = − j, j ∈ N 0 , which are simple when j = {0, . . . , n − 1} and double when j ≥ n. In this case the integral (3.1) gives
For s = −n, with n ∈ N 0 , the integrand in (3.1) has simple poles at t = j, with j = {1, . . . , n}, and double poles for t = − j, with j ≥ 0. The integral (3.1) then provides the result
. (3.6)
The integral representation (2.1) allows us to rewrite (3.7) as follows
where c > max{1/2, −ℜ(s)}. The integrand in (3.8) develops poles at the points t = −s − n, t = −n, and at t = 1/2 with n ∈ N 0 . These poles are simple for values of s k, with k ∈ Z, and s −(2n + 1)/2, with n ∈ N 0 . For all s ∈ C except for the integers and negative half-integers we close the contour of integration to the left and we obtain, from the first set of poles, the contribution
From the poles at t = −n we have that h 2 (s, β, 0) = h 2 (s, β, B), while the pole at t = 1/2 leads to the result
By adding the contributions from all the poles we obtain the expansion
Now, for s = m, m ∈ N + , the integrand in (3.8) has simple poles for t = − j, negative integers, with j = {0, . . . , n − 1} and at t = 1/2. Double poles are present, instead, for t = − j where j ≥ n. In this case the integral (3.8) becomes
For s = −m with m ∈ N 0 , the integrand in (3.8) has simple poles for t = j, j = {1, . . . , n} and t = 1/2, and double poles for t = − j with j ∈ N 0 . The integral (3.8) then gives
Lastly, when s = −(2n + 1)/2, the integrand in (3.8) has simple poles for t = −m, with m ∈ N 0 , and t = −m + n + 1/2 with m n. In addition, a double pole develops at t = 1/2. In this case we have
14)
The last Bessel series considered in this work is g(s, β) defined in (1.4) . By making use of the integral representation (2.1) we write the series (1.4) as
where c > max{0, d/2 − ℜ(s)} and ζ E (u) denotes the Epstein zeta function [12, 13] 16) which is valid for ℜ(u) > d/2. The following reflection formula for the Epstein zeta function (3.16)
provides the analytic continuation of ζ E (s) to the entire complex plane with a single simple pole at the point [12, 13] . When s k, k ∈ Z, and s (2n + 1)/2, with the latter holding only for the case of odd d, the integrand in (3.15) possesses simple poles at the points t = −s − n, t = −n, and t = d/2 − s where n ∈ N 0 . Under the above assumptions, by closing the integration contour to the left we obtain from the first set of poles
Since one can prove from (3.17) that ζ E (−p) = 0 for p ∈ N and ζ E (0) = −1, we can write (3.18) as
From the poles at t = −n we obtain the contribution 20) and from the ones at t = d/2 − s we have
which can be proved by noticing that
Adding the above results allows us to obtain
To compute the small-β expansion of g(s, β) when s is an integer or a positive half-integer, it is convenient to distinguish between even and odd values of d.
We consider, first, the case of even d, namely d = 2l with l ∈ N + . For s = n, n ∈ N 0 , and the integrand in (3.15) has simple poles for t = − j, j = {0, . . . , n − 1} with j n − l, and double poles at t = − j, with j ≥ n.
In addition, t = l − n is a simple pole when l ≥ n + 1, while it becomes a double pole when l = {1, . . . , n}.
In this case the integral (3.15) gives
For s = −n, with n ∈ N + , the integrand in (3.15) has simple poles at t = j, with j = {1, . . . , n} and at t = l+n.
Double poles, instead, are present at the points t = − j, j ∈ N 0 . The integral (3.15) then becomes
We now analyze the case d = 2l + 1, with l ∈ N 0 . For s = n, n ∈ N 0 , the integrand in (3.15) has simple poles at t = − j, with j = {0, . . . , n − 1}, and at t = l − n + 1/2. Double poles appear at the points t = − j, with j ≥ n. In this case we obtain
When s = −n, with n ∈ N + , the integrand in (3.15) develops simple poles at t = j, with j = {1, . . . , n}, and at t = l + n + 1/2, and double poles at t = − j, where j ∈ N 0 . The integral (3.15) can then be computed to
give
For s = (2n + 1)/2 with n ∈ N 0 , the integrand in (3.15) has simple poles at t = − j, j ∈ N 0 with j n − l, and at t = −m − n − 1/2, for m ∈ N 0 . Moreover, t = −n + l is a simple pole for l ≥ n + 1, while it is a double pole for l = {0, . . . , n}. The integral in (3.15) then gives In the appropriate coordinate system the eigenvalue equation Lϕ = λ 2 ϕ can be separated and one can prove that the spectrum has the general form
where α 2 are the eigenvalues of the Laplacian on N, γ 2 are the ones associated with the Laplacian on I and k 2 i represents the continuous spectrum resulting from the Laplacian on R d . In this work we will restrict our attention to the class of boundary conditions at the endpoints of I that produce eigenvalues of the form
with β > 0 and B −m. Depending on the specific boundary conditions chosen we can have either m ∈ Z or m ∈ N 0 . We will continue our discussion under the assumption that m ∈ Z. This is not restrictive since the spectral zeta function associated with a problem for which m ∈ N 0 can be obtained from the one with m ∈ Z. The eigenvalues (4.1) with the definition (4.2) define the following spectral zeta function density
By using the integral [15] 
with r > 0, we can perform the integral over the variables k in (4.3) and obtain 
, we first interchange the sums and the integral and then perform the sum over m by using the Poisson resummation formula [17] m∈Z
to finally arrive at the expression
The first term in (4.8) is the Mellin transform of the trace of the heat kernel associated with the Laplacian on N and, hence, is proportional to the spectral zeta function 9) while the second term can be written in terms of modified Bessel functions of the second kind by virtue of the following integral representation [15] 
The last remarks allow us to write the expression
which represents the analytic continuation of ζ(s) to a meromorphic function in the entire complex plane.
Due to the exponential decay of the modified Bessel function of the second kind, the meromorphic structure of ζ(s) is entirely encoded in the first term of (4.11). Spectral zeta functions of the form (4.11) appear frequently in the literature, especially in the ambit of Kaluza-Klein theories, Casimir energy, and in the study of finite temperature effects in quantum field theory [4, 9, 10, 21] . By utilizing the result obtained in (2.20) we find the following expression for the small-β expansion of the spectral zeta function in (4.11) 12) valid for all values of s. The expression (4.12) can be used to study the small-β behavior of quantities of interest. For instance, the derivative at s = 0 of (4.12) with µ = iB would provide the high temperature expansion of the finite temperature one-loop effective action associated with a quantum field propagating on U with chemical potential µ (see e.g. [10] ).
As a further example we consider the following spectral zeta function
we have use the method outlined in this section to perform the analytic continuation of (4.13) to obtain
By using the result (4.12) with B = 1/2 and the fact that 17) one finds the following expansion of ζ(s, β) valid for s ∈ C when the size β of the first chamber of the piston is small
By setting s = ε − 1/2 in (4.18) we obtain an expression for the small-β expansion of the Casimir energy associated with the first chamber of the piston
which, as ǫ → 0, is divergent as expected. By adding the Casimir energy contribution coming from the second chamber, namely the expression (4.19) with the replacemet β → L − β, L being the total length of the piston, and by then differentiating the resulting expression with respect to β [6] we obtain the following Casimir force on the piston
which is the correct expansion valid when the size β of the first chamber is small.
We would like to consider, as an additional example, the following Bessel series 
V. CONCLUDING REMARKS
In this work we have analyzed the asymptotic expansion of Bessel series valid when a given parameter, which we have denoted by β, is small. Explicit and very general asymptotic expansions have been obtained for both Bessel and double-Bessel series. The method used to obtain such general expansions is based on the representation of the modified Bessel function of the second kind in terms of a contour integral. After closing the contour of integration to the left, the integral is computed by using Cauchy's residue theorem.
This method allowed us to find in a fairly straightforward way the desired small-β expansion of the Bessel series under consideration valid for all values of s.
In this paper we have focused our attention to the small-β expansion of Bessel series of the form (1.2), (1.3), and (1.4). It is important to mention, however, that the method outlined in the previous sections can easily be adapted to other types of Bessel series. For instance, if in the series (1.4) we replace |n| with n · r, with r ∈ R d + , and then sum over the lattice n ∈ N d + , we obtain a new Bessel series whose small-β expansion can be found by following the method described in Section II for g(s, β). In this situation, however, the relevant zeta function appearing in the final small-β expansion would be the Barnes zeta function instead of the Epstein zeta function that is found in (3.23).
The type of Bessel series considered in the previous sections appear frequently in the literature and their expansions with respect to a small parameter prove to be of fundamental importance for obtaining very useful information about special limiting cases. Unfortunately, however, such expansions are not always performed correctly since the validity of the methods used is often dubious. The purpose of this paper is then to serve as a guide for properly performing the small parameter expansion of infinite series (including double series) containing modified Bessel functions of the second kind.
