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8ABSTRACT
We demonstrate the feasibility of enhancing the scanning rate for MEMS and diffraction
based beam steering employing Digital Micromirror Device (DMD) by one to two orders
of magnitude, which is configured as a programmable blazed grating. The tilt movement
of micromirrors synchronizes with multiple pulses from multiple laser sources that sequen-
tially redirect the pulses to multiple diffraction orders within µs. The approach opens up a
pathway to achieve a LIDAR system with a scanning rate over 1M samples/s while lever-
aging a state of the art DMD and a moderate number of laser sources.
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INTRODUCTION
Laser beam steering technology is essential for Light Detection and Ranging (LIDAR)
systems. For this reason, beam steering technologies have been actively researched. Along
with mechanical and completely non-mechanical beam steering, Micro-Electro-Mechanical-
Systems (MEMS) is an emerging beam steering field that is especially suitable for LIDAR
systems. Mechanical scanning including gimbals, fast-steering mirrors, Risley prisms, ro-
tating polygon mirrors and gratings have been used for wide wavelength ranges [2]. Al-
though mechanical beam scanning modalities are widely adopted, having fewer or no mov-
ing parts and smaller component inertia is more desirable for fast and compact beam steer-
ing devices so that size, weight, cost, and power consumption can be reduced [3, 4]. These
qualities are especially required for autonomous vehicle and robotics applications. In con-
trast, completely non-mechanical scanning such as programmable spatial light modulators,
modulo 2pi optical phased arrays, solid state phase arrays, and liquid crystal electro-optic
scanners are emerging, and are now actively researched [3, 5, 6, 7, 8].
In terms of reducing small component weight and inertia to fast beam steering, Micro-
Electro-Mechanical Systems (MEMS) are promising due to their small size and weight,
low production cost, high energy efficiency, and applicability to wide wavelength ranges.
These MEMS devices include single resonant mirrors and shifting lenslet arrays [3, 9, 10].
However, in LIDAR applications for autonomous vehicles, a large steering angle as well
as large beam size are needed to cover a large angle of scanning and minimize beam di-
vergence due to diffraction. Unfortunately, resonant mirrors and shifting lenslet arrays are
limited in angular range and maximum accommodated beam size. Current high-end res-
onant mirror MEMS scanning systems have moderate fields of view at 36◦ and scan rates
of 21 kHz [3, 11]. However, a resonant mirrorFLs maximum beam diameter is only in-
10
creased at the expense of decreasing the maximum scan rate [10]. An optical amplification
of the steering angle by an inverse telescope design has been reported; however, this design
requires a reduced beam diameter to conserve the Lagrange invariant, which would limit
the effective delivery of light over large distances due to beam spreading by diffraction
[12, 13].
As our group previously demonstrated, beam steering by Digital Micromirror Device
(DMD) with a short pulsed laser is not only possible, but can be implemented in highly ac-
curate scanning LIDAR systems[1]. This beam steering technique has a high beam steering
efficiency (close to 100% in theory), a larger beam size (same as DMD area), a wide field
of view (48◦), and a high scan rate (tens of kHz) while minimizing the number of moving
parts. The limitation of this approach, however, is that the maximum number of scanning
points is limited to about 5 to 9 points for a wavelength range of 0.5 to 1µm with a com-
mercially available DMD, with specifications further outlined in Sec. 5.1. We now propose
and demonstrate increasing the angular resolution of the LIDAR system by implementing
multiple laser diodes.
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CHAPTER 2
MULTI-BEAM AND MULTI-PULSE BEAM STEERING BY
DMD
2.1 Theory
2.1.1 Beam Steering
In Fig. 2.1(a), the DMD is schematically depicted. This beam steering setup utilizes a
608x684 (horizontal by vertical) DMD chip (DLP3000, Texas Instruments). The micromir-
rors are positioned in a diamond configuration with a corner-to-corner period of 10.8µm
as shown in Fig. 2.1(a). On this DMD, an array of micromirrors flip between an ”on” and
”off” state, shown in Fig. 2.1(b)-(d), by rotating±12◦ about an axis defined by the diagonal
of the mirror. The typical transitional time is several µs [14].
(a) (b) (c) (d)
FIGURE 2.1. Representation of the (a) DMD diamond pixel layout (Top View); (b) a
mirror in the ”on” position at +12◦ (c) a mirror in the ”parked” position at 0◦ when the
DMD is powered down; (d) a mirror in the ”off” position at -12◦ (Side View).[1]
Originally the DMD was developed for intensity spatial light modulation by turning
pixels ”on” and ”off”. Here, the unexplored transitional state between the ”on” and ”off”
states is utilized with a ns short-pulsed laser illuminating the transitional state of the mir-
ror. Under the circumstances, by precisely synchronizing the laser pulse and DMD mirror
movement, the micromirror movement is effectively frozen at an angle between the sta-
tionary on and off states, to form a programmable and highly efficient blazed diffraction
grating to discretely steer the laser beam [1].
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The number of scanning points N is given by 2m+1 where m is the maximum allowable
diffraction orders for a blazed diffraction that satisfies:
sin(θi)+ sin(θr) =
mλ
a
(2.1)
θi+θr = 2γ (2.2)
where θi and θr are angle of incidence and diffraction measured from normal of blazed
grating surface, λ is a wavelength, a is the pitch of the blazed grating and γ is the slope
of the grating facet. For example, at 905nm, with a pitch the same as the DLP3000, the
maximum number of scanning points N is limited up to 5 [1]. In Fig. 2.2 a timing diagram
for DMD and multiple ns laser pulse control is depicted. A trigger signal from a microcon-
troller initiates flipping mirrors and launch laser pulse. The timing of emitting ns pulses
is precisely synchronized and tuned to mirror movement while taking into account overall
delay time of DLP3000 with respect to the trigger signal, 218 µs. Note that in the timing
diagram, two consecutive pulses shown, and are synchronized to the mirror movement so
that each of the pulses hits mirror at a timing corresponding to two consecutive diffraction
orders. Thus, the scheme of multiple pulses per mirror rotation increases the beam scan
rate by factor of N.
FIGURE 2.2. Diagram of system control timing with respect to controller triggering for
this experiment’s multi-pulse configuration.
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2.1.2 Diffraction Efficiency
To estimate the efficiency of the DMD as a blazed grating, the diffraction efficiency was
calculated by modeling each mirror as a series of point sources. Each had an associated
phase and optical path length (OPL) induced by the tilt of mirror while taking into account
the angle of incidence of the incoming beam. The field was calculated through space with
the resulting diffraction efficiencies plotted in Fig 2.3.
14
Angle of Incidence
FIGURE 2.3. Calculated diffraction efficiency of DMD with one laser diode and three
laser diodes incident on system.
2.2 Experimental Demonstration
2.2.1 Diffraction Efficiency
The diffraction efficiency was then measured at each steered beam angle with a 905nm
source. The transmitted power was measured by aiming a steered beam onto a single pixel
15
APD detector (Hamamatsu C12702). The laser beam’s cross-sectional area was smaller
than the area of the DMD and the measurement was conducted with respect to the source’s
incident power on the detector. The results are plotted as discrete measurements in Fig. 2.4.
Since the beams pass through a cover glass, both incoming and outgoing, the measurements
were effectively the throughput efficiency, as the glass reflected a significant amount of light
to the 0th order and did not diffract a large amount of light as a result. However, even at
outer orders, the system is still able to steer a large amount of light from its source.
FIGURE 2.4. Throughput efficiency of DMD.
2.2.2 Multi-Pulse and Discrete Beam Steering
In Fig. 2.5a, we employed externally triggered lasers (LS9-220-8-S10-00, Laser Compo-
nents, Germany) having a kHz rep rate to create two consecutive pulses equivalent to a
single laser operating at MHz repetition rate. The trigger signals were sent to the first and
second laser diode, (Laser A and B) with a set delay of 62.5ns. After the collimating lens
(ThorLabs, model 230A), a beam splitter combines two pulses that illuminates DMD at
the angle of incidence of 30◦ via fold mirror. A collection lens and APD module (Hama-
matsu C12702) module placed at the opposite side of the fold mirror to the DMD is used
to validate the multi-pulse operation for lidar, described in Section 3.
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Figure 2.5b shows the pulse sequence as detected by the APD along with trigger signal
to laser diode. The multi-pulse operation is confirmed as two APD outputs (blue in color)
appears within the set interval. Figure 2.5b shows the beam steering results. 2 out of
total 5 scanning spots are simultaneously created by redirecting two ns pulses having an
approximately 560ns interval. From top to bottom, simultaneous scanning to -2 and -1,
-1 and 0, and so on are depicted. Each tile of the photo corresponds to a single DMD
transition where two pulses are transmitted in a single cycle. At the bottom of the picture,
a long exposure to show all 5 scanning spots in their sequence is depicted.
(a) (b)
FIGURE 2.5. a) Multi-pulse per frame beam steering setup. b) 2 out of total 5 spots are
simultaneously created by redirecting two ns pulses with 80ns interval, in inset trigger to
laser A and B (yellow in color) and APD signal (Blue in color). (Visualization 1).
2.2.3 Multi-Beam and Discrete Beam Steering
An experimental setup similar to the multi-pulse beam steering setup was used for the
multi-beam demonstration. Figure 2.6a depicts 3 laser modules (LS9-220-8-S10-00, Laser
Components, Germany), collimated by an NA 0.4 objective lens (Model, Rolyn)[1] are
arranged having angle of incidence to DMD, 33.3, 30.0, and 26.7 degrees, respectively.
Figure 2.6b shows a screen capture of the 15 beam spots produced from a 3 laser diode
beam steering setup. A screen was placed at a distance of 50cm from the DMD, and the
scanned spots were captured as a movie. At the bottom of the picture, a long exposure of
17
all 15 scanning spots is depicted.
(a) (b)
FIGURE 2.6. a) Setup utilizing 3 laser diodes at offset angles. b) Total of 5 scanning spots
from top to bottom, scanning point -7 to +7. Each photo corresponds to a single DMD
transition where two pulses are transmitted in a single cycle. At the bottom of the picture,
a long exposure depicts all 15 scanning spots in their sequence. (Visualization 2)
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CHAPTER 3
SINGLE-CHIP LIDAR IMPLEMENTATION
3.1 Circuitry
The block diagram of multi-pulse, multi-beam single-chip DMD LIDAR circuitry is de-
picted in Fig. 3.1. The tilt timing of the DMD mirror is synchronized to the laser pulse by
an Arduino microcontroller (Arduino Uno, Arduino) with a DS1023 delay IC chip (Dallas
Semiconductor). In addition to the Arduino microcontroller, sef veral timing elements are
utilized to control the beam steering system. Texas Instruments’ TDC 7200 Time to Dig-
ital Converter is used to measure the time of flight of the laser pulses. It has the option to
capture multiple times of flight in one cycle, a feature is used for multi-pulse lidar system.
An array of AND gates is used to select and control specific laser diodes when controlling
the multi-beam configuration, allowing single orders to be activated. Signal retuning from
an object (while cardboard) is captured by APD (Hamamatsu C12702).
FIGURE 3.1. System layout of Multi-Beam Single-Chip DMD LIDAR circuitry.
Figure 3.2a and b shows range finding demonstrations of single-chip multi-pulse and
multi-beam lidar respectively. As a moving object, a cube suspended by wire is placed
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in front of the lidar. The multi-pulse lidar measures 5 angles over 48 degrees with scan
rate of 6.68KHz, which is two times faster than frame rate of the DMD. Separately, the
multi-beam configuration measures 15 angles over 48 degrees with 3.34KHz scan rate.
(a)
(b)
FIGURE 3.2. Range finding demo of single-chip a) multi-pulse lidar and b) multi-beam
lidar (Visualizations 3 and 4).
3.2 Receiver
To make time of flight measurements possible, a detector system is required. In the case of
this system, a single pixel APD (Hamamatsu C12702) is used. To capture the light coming
from the relatively large reflection area of the DMD, light collection optics are needed. In
this setup, an afocal telescope setup is used in combination with an integrating rod to funnel
the light received from the object to the detector, shown in Fig. 3.3. This is necessary since
20
the detector is only 3mm in diameter and capturing as much light as possible is key to
extending the range of the system.
FIGURE 3.3. Schematic of detection system for LiDAR application. A band-pass filter
(ThorLabs FL905-10) is placed in front of detection system to filter out all but 905nm light.
3.3 Multi-Pulse Rangefinding
Figure 3.4 depicts the distance measurement accuracy of the multi-pulse and multi-beam
setups. Figure 3.4 reports the results of certain diffraciton orders as a line plot of the
measured distance by the systems. An RMS error between reported and actual distance is
evaluated for each of the measurement spots seen in Fig. 2.5. A piece of cardboard aligned
in each of the diffraction orders was used as a target. The distance was measured at an
increment of 2cm and 5 cm for multi-pulse and multi-beam configuration up to 12 and
30 cm, respectively. Overall, < 1.5cm measurement accuracy has been achieved both for
multi-pulse and multi-beam configurations.
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(a)
(b)
(c)
FIGURE 3.4. a) Measured distance vs. actual distance, b) RMS measurement error, and
c) STD sample error of the multi-pulse configuration over 12cm in 2cm increments. 10
samples taken per measurement.
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3.4 Rangefinding with Retroreflective Target
To demonstrate the system’s scalability in multiple configurations, a distance measurement
experiment was conducted using a retroreflective target—a corner cube array. The goal is
to demonstrate that even with a smaller lab table setup, the system is able to accurately
measure the distance to an object at longer distances, even though a retroreflective target is
not realistic. This, however, will set a precedent for the system’s performance.
3.4.1 Single-Pulse Baseline Rangefinding
A set of baseline data was captured utilizing a corner cube array to compare the system’s
accuracy in a multi-pulse configuration to that of a single-pulse. Additionally, the absolute
maximum measurable distance with this configuration was tested at the 0th order. It was
found to be 2 meters. The results are shown in Figure 3.5. The single pulse configuration
produces a slightly lower overall standard deviation than the multi-pulse configuration, but
has a higher RMS error for the central order.
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(a)
(b)
FIGURE 3.5. a) RMS error of distance measurements in 10cm increments. b) Standard
deviation of 10 points of target at minimum measured distance and maximum measured
distance. Line graph represents maximum measured distance at each point. Single-pulse
configuration used with cardboard target.
3.4.2 Multi-Pulse Rangefinding
A test was performed with a corner cube array to return most of the transmitted photons to
the detector since the laser power is reduced by the beam splitter for this lab setup. This
would also provide an opportunity to test the accuracy of the system at longer distances. It
can be seen in this setup that the system could accurately measure distances over 1m for all
orders.
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(a)
(b)
FIGURE 3.6. a) RMS error of distance measurements in 10cm increments. b) Standard
deviation of 100 points of target at minimum measured distance and maximum measured
distance. Line graph represents maximum measured distance at each point. +1, 0, and
-1 orders measured twice, once as first pulse in sequence and once as second pulse in
sequence. Multi-pulse configuration used with corner cube array as target.
3.5 Multi-Beam Rangefinding
A similar setup was used for the multi-beam demonstration. Figure 3.7(a) depicts 3 laser
modules. Laser A, B and C are arranged having an angle of incidence to DMD, 33.3, 30.0,
and 29.3 degrees, respectively. Figure 3.7(b) shows a screen capture of the 15 beam spots
produced from the 3 lasers captured on a screen placed at a distance of 50cm from the
DMD.
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(a)
(b)
(c)
FIGURE 3.7. a) Measured distance vs. actual distance, b) RMS measurement error, and
c) STD sample error of the multi-beam configuration in 5cm increments. 10 samples taken
per measurement
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CHAPTER 4
DISCUSSION
Two new beam steering schemes, multi-pulse per mirror transition and multi-beam oper-
ation for DMD-based beam steering, increase the scan speed and the number of scanning
points simultaneously. With minimal modification of the optical and electrical architec-
ture, the range finding accuracy < 1.75cm RMS is achieved. Combining those techniques
potentially satisfies the scan rate requirement of 2MHz for front facing LIDAR for self-
driving cars having a field of view of 100(H) x 25(V) degree with 0.2◦ resolution at 40Hz
frame rate[15]. For example, the DLP7000 operating at 23kHz frames rate at a wavelength
of 905nm can support 9 diffraction orders. With 11 laser sources, an overall scan rate of
2MHz is achievable. In this scenario, the lasers do NOT need to operate in a burst mode
with MHz repetition rate, but it only needs to launch 9 pulses with a several ns interval,
since the pulse train is launched with about a 40µs interval to be matched to 23kHz DMD
refresh rate. With FET switching, it is possible to pulse the laser for range finding applica-
tions several times with a short duration, i.e., double 1.5ns pulses with 5ns separation[15].
For other applications that do not require as high of pulse energy as lidar applications,
MHz and external triggered ns pulsed lasers are commercially available which assures the
multi-pulse concept is applicable.
The scan rate itself indeed satisfies the requirement, but the number of scanning points
still is limited by the number of diffraction orders and lasers. This indicates that further
research on optical architecture to distribute laser pulses to a thousand or more points is
inevitable. Also, an experimental demonstration of a FET driven ns laser source with a
10ns pulse interval, along with slowing down the transition of mircromirrors, is expected
to fully utilize the potential performance of the proposed multi-beam multi-pulse beam
steering by DMD.
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4.1 Distance Reporting Error
A test of the distance resolution was performed to determine the accuracy of the system’s
measurement. A diffusive target and retroreflector was tested, with a corner cube array
chosen to test the system over a longer distance. Though the corner cube array provided a
longer distance measurement, it caused issues with noise in the system. The corner cube ar-
ray causes noise and measurement inconsistency due to numerous features of the returning
beam to the system. For one, the light is close to being collimated, which causes the light to
have slightly different optical path differences throughout the receiving optics. Secondly,
the light reflected back to the system can be shifted in numerous directions depending on
which corner cube in the array reflects most of the light. Both of these factors can cause the
system to read false distances momentarily, causing noise in the pulse train at a particular
distance. This increases the noise and subsequently the standard deviation of measurements
in some diffraction orders for the multi-pulse distance test. This problem can be prevented,
however, by using a faster-pulsed laser to prevent the need for a beam splitter reducing
the power supply to the system and thus preventing the need for a retroreflective target to
measure longer distances.
Figure 4.1 displays scatter plots of digital number distances reported by the timing chip
of specific distances. It can be seen that for static targets, there is a variance in the distances
reported, with a slightly greater variance for the outer order. This shows evidence of noise
in the system. In a set of 20 points taken at once, occasionally values that vary greatly from
the actual value are present that alter the standard deviation. However, the data remains
very linear in its reporting, which corresponds to the lower RMS error of the measured
distances. The error corresponds to about 2-3cm. This amount of error specification of the
TDC chip due to jitter and other timing inconsistencies.
28
FIGURE 4.1. Scatter plot of distances reported from system for central and outer order.
Raw digital number from timing chip displayed.
There are methods available to mitigate error in time of flight measurements, such as
using a higher-resolution chip to measure the time of flight of the circuit and a constant
fraction discriminator (CFD). A CFD utilizes an array of comparators to remove ambiguity
in a received pulse’s threshold. In a LiDAR system without a CFD, each received pulse has
a rise time and is measured at a particular threshold. If an object is farther away, the pulse
can have a weaker signal, which, if the threshold crossing is at a higher point in the pulse’s
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rise, will have a signal ”walk” that is significant enough to correspond to a considerable
distance error. The CFD takes an inverted and attenuated pulse, adds it to a delayed non-
inverted signal, and looks for the resultant’s zero crossing, as depicted in Fig. 4.3. This
removes the ambiguity in the time of flight signal thresholding.
FIGURE 4.2. CFD circuit schematic.
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FIGURE 4.3. CFD signal processing steps.
4.2 DMD Transitional Time
The single-chip configuration employs DMD for both transmitter and receiver. In this
configuration, mirror position between transmitting and receiving timing has to be small
enough so that a higher receiving diffraction efficiency is assured. According to the diffrac-
tion efficiency curve (Fig. 4.4) as a function of time delay, 80% diffraction efficiency, rela-
tive to peak diffraction efficiency is achievable within a∼ 250ns interval. As the micromir-
rors move, the diffraction efficiency decreases. The time interval limits the maximum mea-
surable distance, 55m with current DLP3000. Slowing down the DMD is needed to extend
the distance range. Figure 4.5 illustrates the flipping pattern as time goes on, illustrating
why the diffraction efficiency changes over time at a specific angle.
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FIGURE 4.4. Throughput efficiency as a function of time.
FIGURE 4.5. DMD flipping sequence with respect to light path in multi-pulse mode.
4.3 Specular Reflection of Cover Glass
At central orders, the cover glass of the DMD reflects a portion of the light sent from the
laser source to the 0th order. If some of the light reflected outwards by the DMD is incident
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on the object, it can interfere with the beam sent by the order measuring the object. This has
been seen in previous experiments with this system [1]. It is especially problematic with
retroreflective targets. This could be mitigated by replacing the cover glass of the DMD or
using an anti reflective coating so that infrared light is not reflected. Thus, multiple object
points are plotted for one single object located close to the DMD in the 0th order. The
reflectivity of the Corning Eagle XG DMD cover glass was measured to be approximately
20% for 905nm light at a 30◦ angle of incidence. The mechanism causing the artifact
is confirmed by the fact that the DMD cover glass has a high specular reflectivity. The
fraction of power reflected by the cover glass plus the trace amount diffracted by the DMD
is depicted in Fig. 4.6.
FIGURE 4.6. Specular reflection by cover glass and residual diffracted power to 0th order.
4.4 Dynamic Interferometry
Since the DMD is a key component to the beam steering concept, questions arise to the
surface’s flatness and any aberrations produced as a result. Dynamic interferometry was
performed in a Mach Zehnder interferometer configuration to test the surface’s flatness at
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each diffraction order. In Fig. 4.7, schematic of the MZ interferometer is depicted. There,
DMD (DLP3000) is mounted on a rotation stage. The center of rotation is aligned to the
mirror surface. The timing of transition of mirror is synchronized to 532nm, 10 ns laser
pulse (Model of DPSS laser). The beam was steered to each diffraction order using a
combination of a pulsed laser source and the DMD beam steering in the test arm of the
interferometer and measured at each position. The fringe is captured by a CMOS camera
(ThorLabs DCC1645C) with imaging lens.
FIGURE 4.7. Dynamic interferometry with Mach Zehnder interferometer configuration
and 532nm pulsed source.
The resulting fringes from the DMD are shown in Fig. 4.8. For each configuration, it
can be seen that no more than one fringe of concentric optical path difference exists for
0∼−3 diffraction orders at wavelength of 532nm. This corresponds to approximately 1/3.5
waves of RMS error. Further defocusing would eliminate the residual symmetrical wave
aberration. For +1 ∼ +3 orders, about 1 wave of astigmatism is observed that would be
corrected by inserting cylindrical lens that cancels astigmatism. The residual 1 waves of
wave aberration in peak to valley at 532nm corresponds to about a half wave at wavelength
905nm. At worst performance in the +3 order the wavefront RMS error is approximately
1/3.5 waves, which corresponds to the following peak-to-valley error:
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At best performance in the -3 order the wavefront RMS error the wavefront RMS error
is approximately 1/6 waves, which corresponds to the following peak-to-valley error:
1
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λ (4.2)
With a 905nm source, the RMS error calculation is approximately diffraction limited.
The primary aberrations that exist are astigmatism and defocus. In both situations, the
aberrations can be mitigated by lenses. However, in the current beam steering setup the
aberrations should not affect the outgoing or incoming beams, or the distance measurement
results significantly due to the multi mode operation of laser beam which is a non diffraction
limited one.
FIGURE 4.8. Fringe patterns produced by Mach Zehnder Interferometer measuring com-
bination of DMD surface and cover glass by diffraction order with 532nm pulsed source.
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CHAPTER 5
SYSTEM SCALING
5.1 DMD
The number of scan points is limited not only to a certain number of diffraction orders
generated per laser diode, but also to the number of laser diodes used. With the current
DMD (DLP3000), five diffraction orders are available when using a single 905 nm laser
at a 30◦ incidence angle. The number of scanning angles can be increased by employing
a larger DMD micromirror pitch and/or a shorter wavelength[1]. The limitations of two
commercially available DMDs under ideal conditions for certain wavelengths of light are
shown in Table 5.1. However, it is evident that we can accurately measure distance over
175m with a higher scanning rate of up to (256 lines/s) x 90 (points/line) = 23k points/sec
and a field of view over 60◦ with 0.65◦ angular resolution.
TABLE 5.1. Performance summary for two DMD types and two wavelengths of light in
single-pulse and multi-beam mode[1].
DMD Model Wavelength Range NLD Nord
Total
Number of
Scan Angles
FOV Resolution
Scan
Rate
(lines/s)
DLP3000 905nm 55m 5 5 25 49◦ 1.9◦ 160
DLP3000 1550nm 55m 8 3 24 50◦ 2.1◦ 167
DLP9500 905nm 175m 11 7 77 48◦ 0.62◦ 299
DLP9500 1550nm 175m 18 5 90 60◦ 0.65◦ 256
When using the system in multi-pulse mode, the point production rate increases dra-
matically. In single-pulse mode, the system can only produce one point per ”line” rate.
However, in multi-pulse mode, the system produces a much faster pulse rate than in single-
pulse mode. Table 5.2 shows the resolution of a single-beam multi-pulse configuration,
with the DLP 3000 at 905nm configuration being used for the multi-pulse experiments of
this paper.
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TABLE 5.2. Performance summary for two DMD types and two wavelengths of light in
multi-pulse mode.
DMD
Model
Wavelength Range Nord FOV Resolution
Multi-Pulse
Scan Rate
(lines/s) (points/s)
DLP3000 905nm 55m 5 49◦ 9.8◦ 160 800
DLP3000 1550nm 55m 3 50◦ 16.7◦ 167 501
DLP9500 905nm 175m 7 48◦ 6.85◦ 299 2095
DLP9500 1550nm 175m 5 60◦ 12◦ 256 1280
5.2 High Speed Laser Pulsing
In the multi-pulse LiDAR system as described in Sec. 2.1.1, and shown in Fig. 2.5a, two
laser diodes are combined to a single optical path with a beam splitter to produce the pulse
repetition rate necessary to accomplish multiple pulses per DMD transition. However, laser
drivers are available to produce the necessary pulse repetition rate to accomplish this [16].
Having pulse rates ∼ MHz, the laser would be able to pulse at a short enough interval to
include all diffraction orders in the DMD’s field of view in one transition period. This
allows for an efficient high speed scanning process.
5.3 2D Scanning
5.3.1 Multiple Laser Diodes
A method for expanding the system’s multi-beam scanning further is by scanning in the ver-
tical direction in addition to the horizontal direction. Multiple laser diodes can be stacked
in the vertical direction, or a laser diode stack can be used, to scan in the vertical direc-
tion as well as the horizontal. Adding a second dimension to the system’s scanning would
drastically transform the possibilities of the Multi-Beam Single-Chip LIDAR.
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FIGURE 5.1. Example setup of 2D Multi-Beam Single-Chip LIDAR. Laser diodes stacked
in vertical direction are steered in the horizontal direction by DMD.
5.3.2 Spatial Light Modulation
Another possible method of expanding the Multi-Beam Single-Chip LIDAR device is
through the inclusion of another device to steer the beam between the “coarse” angular
steering. Fig. 5.2 shows a proposed configuration of an optical setup involving multiple
MEMS devices. Spatial light modulation, such as through a second MEMS device, would
provide a means for scanning between the angular spacing of the system; drastically in-
creasing the resolution of the system. Because of the DMD’s relatively large area, a beam
of light incident on any portion of its area would be steered in the same manner. Addition-
ally, some MEMS devices can scan in two dimensions, which would drastically expand the
capability of the system’s beam steering.
FIGURE 5.2. Setup of Multi-Beam Single-Chip LIDAR with multiple MEMS devices.
The first MEMS device provides fine scanning while the DMD provides coarse scanning.
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CHAPTER 6
FUTURE RESEARCH
6.1 Mirror Speed
A possible method for allowing for greater beam steering and LiDAR measurement accu-
racy is by slowing down the DMD being used. In doing so, the micromirrors’ transition
time is longer, where return pulses from distant objects would have a higher diffraction
efficiency while being reflected back to the DMD since the micromirrors would not have
moved much by the time the pulse returns to the system. One method is by placing the
DMD in a pressure controlled chamber. The micromirrors’ transition is induced by an
electromagnetic field with the speed being controlled by a dense gas. The gas is held by the
cover glass of the DMD. By changing the air pressure in the chamber, the micromirrors’
speed can be controlled even further when the cover glass is removed.
6.2 Bragg-Selective Retroreflective Paint
It can be seen that having a high-reflectivity target helps in their detection by LiDAR de-
vices. In an automotive application, this is not always the case. However, cars with paint
that is near-retroreflective at near-infrared wavelengths would be seen better. A possible
method would be Bragg-selective and retroreflective microbeads mixed with car paint that
reflect 905nm light back to a LiDAR system. This would allow the LiDAR system to see
the vehicle from a much further distance. Having the paint be Bragg-selective would mean
that it would only be retroreflective for specific wavelengths, preventing safety hazards
with sunlight. Materials have been studied that control the reflectance of light at specific
wavelengths and at steep angles of incidence, particularly for the application of beam split-
ters [17]. Similar concepts can be applied to a particular paint or coating for vehicles to be
highly reflective at 905nm.
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CHAPTER 7
CONCLUSION
Multi-Beam Multi-Pulse Single-Chip DMD LIDAR provides a unique pathway to long
distance range finding by leveraging the commercially available Digital Micromirror De-
vice. Since the introduction of the legacy Single-Chip LiDAR system, methods have been
effectively implemented to the system to expand its speed and angular resolution. As a
proof of concept, 15 points of range finding is demonstrated by using three 905nm pulsed
laser diode modules. Multiple-pulse scanning is also demonstrated as a pathway to maxi-
mize the speed of the system. With a chip-mounted array of laser diodes and state of the
art detectors, the system provides a solution for long range, high speed, and high angular
resolution distance measurement without bulky scanning/receiving optics. Additionally,
new concepts such as dynamic interferometry, have resulted from this research, proving
the flexibility of the DMD as a beam steering device.
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APPENDIX B
CODE
B.1 Multi-Pulse LiDAR
#include "arduino2.h" // include the fast I/O 2 functions
#include "SPI.h" // Serial Peripheral Interface
int LD = 0; //Number of laser diodes
int Num_ave = 1; // number of averages to perform for each position
long TOF_sum1 = 0;
long TOF_sum2 = 0;
float TOF_ave_value1 = 0;
float TOF_ave_value2 = 0;
long TDC_mask = 0x7FFFFF; // mask to remove unwanted bits from read
long TOF1 = 0; // Output from TDC
long TOF2 = 0; // Output from TDC
long byte1 = 0; // 3 bytes for output from TDC
long byte2 = 0;
long byte3 = 0;
float Time1 = 0; //TOF time measurements
float Time2 = 0; //TOF time measurements
float Distance; // to hold distance measurements for each frame
const GPIO_pin_t CS_DL = DP10; // Chip select pin for Delay Line (active
high)
const GPIO_pin_t Enable = DP4; // Chip enable pin for TDC (Active high)
const GPIO_pin_t CS_TDC = DP5; // Chip select for TDC (active low)
const GPIO_pin_t LaserOut_1 = DP14;//Pin output to select laser diode 1
const GPIO_pin_t LaserOut_2 = DP15;// Pin output to select laser diode 2
const GPIO_pin_t LaserOut = DP9; // Initialize LaserOut pin
const GPIO_pin_t DMDPin = DP2; // Pin used to flip the DMD
int mirror_flip_pin = 7; // Switch used to flip mirrors
int continue_pin = 6; // Switch used to continue after mirror flip
int LaserOut_select = 0;
int Init_mirror = false;
int Init_continue = false;
int mirror_state = false;
int Delay1023 = 0; // 0 to 255
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int DelayNOP = 0; // 0 to 32
int DelayUS = 0; // Around 220us
int Diff1023 = 0;
int DiffDelayNOP = 0;
int n = 0;
//Calibration
long Calibration_1 = 0;
long Calibration_2 = 0;
float CalCount = 0;
float normLSB = 0;
// Subroutine Definitions
void MirrorInit();
void InitializePins();
void InitalizeTDC();
#define NOP __asm__ __volatile__ ("nop\n\t")
void setup() {
Serial.begin(115200);
SPI.begin();
SPI.beginTransaction(SPISettings(100000, MSBFIRST, SPI_MODE0));
// data transfer rate
// MSB sent first
// SPI Mode1: Data output on clock rising edge
// Set DS1023 delay chip to 0 delay
digitalWrite2f(CS_DL, HIGH);
SPI.transfer(B00000000);
digitalWrite2f(CS_DL, LOW);
InitializePins();
MirrorInit();
InitializeTDC();
//noInterrupts();
}// End setup--------------------------------------------------------------
// DMD must be set to white/black image to start off with
// Delay on DS1023 must be set the correct amount to give 8ns pulse to LD
void loop() {
digitalWrite2f(LaserOut_1, HIGH);
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digitalWrite2f(LaserOut_2, HIGH);
Serial.print("\n");
// Spot +2
Delay1023 = 0; //0 to 255
DelayNOP = 30; //0 to 32
DelayUS = 218;
LD = 0;
Get_Distance();
// Spot +1
Delay1023 = 0; //0 to 255
DelayNOP = 20; //0 to 32
DelayUS = 218;
LD = 0;
Get_Distance();
// Spot 0
Delay1023 = 0; //0 to 255
DelayNOP = 11; //0 to 32
DelayUS = 218;
LD = 0;
Get_Distance();
// Spot -1
Delay1023 = 0; //0 to 255
DelayNOP = 3; //0 to 32
DelayUS = 218;
LD = 0;
Get_Distance();
// Spot -2
Delay1023 = 0; //0 to 255
DelayNOP = 10; //0 to 32
DelayUS = 217;
LD = 0;
Get_Distance();
}// End Main Loop---------------------------------------------------------
void InitializePins() {
pinMode2f(DP9, OUTPUT);
digitalWrite2f(DP9, LOW);
pinMode2f(DP11, OUTPUT);
digitalWrite2f(DP11, LOW);
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pinMode2f(DP12, OUTPUT);
digitalWrite2f(DP12, LOW);
pinMode2f(LaserOut_1, OUTPUT);
digitalWrite2f(LaserOut_1, LOW);
pinMode2f(LaserOut_2, OUTPUT);
digitalWrite2f(LaserOut_2, LOW);
pinMode2f(CS_DL, OUTPUT);
digitalWrite2f(CS_DL, LOW);
pinMode2f(CS_TDC, OUTPUT);
digitalWrite2f(CS_TDC, HIGH);
pinMode(mirror_flip_pin, INPUT);
pinMode(continue_pin, INPUT);
pinMode2f(Enable, OUTPUT);
digitalWrite2f(Enable, LOW);
}//End InitializePins----------------------------------------------------
void MirrorInit() {
// for (int n = 0; n < LD; n++) {
Init_continue = digitalRead(continue_pin);
Init_mirror = digitalRead(mirror_flip_pin);
while (digitalRead(continue_pin) == Init_continue) {
mirror_state = digitalRead(mirror_flip_pin);
if (mirror_state != Init_mirror) {
// Flip the mirrors once
Init_mirror = mirror_state;
digitalWrite2f(DMDPin, HIGH);
delayMicroseconds(400);
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(400);
} // End If statement
// Send pulse to laser
digitalWrite2f(LaserOut, HIGH);
NOP;
digitalWrite2f(LaserOut, LOW);
delay(1);
//Disable interrupts
noInterrupts();
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// } //End for loop
} // End while loop
} // End MirrorInit----------------------------------------------------
void InitializeTDC() {
delay(3); // Delay for TDC chip to start-up
digitalWrite2f(Enable, HIGH);
delay(3);
// Initialize delay chip to constant delay
SPI.beginTransaction(SPISettings(20000000, MSBFIRST, SPI_MODE0)); //
SPI_MODE0 for TDC
// Setup TDC7200 chip
digitalWrite2f(CS_TDC, LOW); // Config 2
SPI.transfer(0b01000001); // Address + write
//SPI.transfer(0b00000000); //..calibration2_periods=2
SPI.transfer(0b01000001); // Calibration2_periods = 10
// Perform 1 measurement cycle (No multi cycle averaging mode)
// Singe Stop mode
digitalWrite2f(CS_TDC, HIGH);
// set stop mask to 1 clock cycle
digitalWrite2f(CS_TDC, LOW); // Counter stop mask high
SPI.transfer(0b01001000); // Address + write
SPI.transfer(0); // Write
digitalWrite2f(CS_TDC, HIGH);
digitalWrite2f(CS_TDC, LOW); // Counter stop mask low
SPI.transfer(0b01001001); // Address + write
SPI.transfer(0); // Write
digitalWrite2f(CS_TDC, HIGH);
SPI.endTransaction();
} // End TDC Init----------------------------------------------------
void Get_Distance() {
noInterrupts();
digitalWrite2f(LaserOut_1, HIGH);
digitalWrite2f(LaserOut_2, HIGH);
TOF_sum1 = 0;
TOF_sum2 = 0;
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for (int Avg_index = 0; Avg_index < Num_ave; Avg_index++) {
// Set delay on optional 2nd delay line to fine tune mirror position
digitalWrite2f(CS_DL, HIGH);
SPI.transfer(Delay1023);
digitalWrite2f(CS_DL, LOW);
// Calibration sequence
digitalWrite2f(CS_TDC, LOW); // Calibration 1
SPI.transfer(0x1B); // Address for calibration 1
register
byte3 = SPI.transfer(0); // upper
byte2 = SPI.transfer(0); // middle
byte1 = SPI.transfer(0); // lower
digitalWrite2f(CS_TDC, HIGH);
Calibration_1 = (byte3 << 16) + (byte2 << 8) + byte1;
Calibration_1 = Calibration_1 & TDC_mask;
digitalWrite2f(CS_TDC, LOW); // Calibration 2
SPI.transfer(0x1C); // Address for calibration 2
register
byte3 = SPI.transfer(0); // upper
byte2 = SPI.transfer(0); // middle
byte1 = SPI.transfer(0); // lower
digitalWrite2f(CS_TDC, HIGH);
Calibration_2 = (byte3 << 16) + (byte2 << 8) + byte1;
Calibration_2 = Calibration_2 & TDC_mask;
digitalWrite2f(CS_TDC, LOW); // Config 1 - initiate measurement
//SPI.transfer(0b01000000); // Address + write
//SPI.transfer(0b10000001); // Write (perform calibration every
interrupt - 0b10000000). Middle 1 bit is 1/0 falling/rising edge
SPI.transfer16(0x4081); // Equivalent to the two lines above
digitalWrite2f(CS_TDC, HIGH);
// Send high signal to DMD to flip
digitalWrite2f(DMDPin, HIGH);
// Wait a critical time (adding the optional delay line time)
delayMicroseconds(DelayUS); //16 NOP’s per 1 us delay
switch (DelayNOP) { //switch statement delays at increments of 62.5ns
case (0):
break;
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case (1):
NOP;
break;
case (2):
NOP; NOP;
break;
case (3):
NOP; NOP; NOP;
break;
case (4):
NOP; NOP; NOP; NOP;
break;
case (5):
NOP; NOP; NOP; NOP; NOP;
break;
case (6):
NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (7):
NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (8):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (9):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (10):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (11):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (12):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (13):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (14):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
;
break;
case (15):
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NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP;
break;
case (16):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP;
break;
case (17):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP;
break;
case (18):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP;
break;
case (19):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP;
break;
case (20):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (21):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (22):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (23):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (24):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (25):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (26):
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NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (27):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP;
break;
case (28):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP;
break;
case (29):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP;
break;
case (30):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP;
break;
case (31):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP; NOP;
break;
case (32):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP; NOP; NOP;
break;
} //END SWITCH-CASE STATEMENT
digitalWrite2f(LaserOut_1, LOW);
digitalWrite2f(LaserOut, HIGH);
NOP;
digitalWrite2f(LaserOut, LOW);
digitalWrite2f(LaserOut_1, HIGH);
digitalWrite2f(LaserOut_2, LOW);
digitalWrite2f(LaserOut, HIGH);
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NOP;
digitalWrite2f(LaserOut, LOW);
digitalWrite2f(LaserOut_2, HIGH);
interrupts();
// Read Time 1
digitalWrite2f(CS_TDC, LOW); // Read signal
SPI.transfer(0x10); // TIME1 register address
byte3 = SPI.transfer(0x00); // read 8 upper bits
byte2 = SPI.transfer(0x00); // read 8 middle bits
byte1 = SPI.transfer(0x00); // read 8 lower bits
digitalWrite2f(CS_TDC, HIGH);
TOF1 = (byte3 << 16) + (byte2 << 8) + byte1;
TOF1 = TOF1 & TDC_mask;
TOF_sum1 = TOF_sum1 + TOF1;
// Calculate Time
CalCount = ((float)Calibration_2 - (float)Calibration_1) / (10 - 1); //
/(N_Periods - 1) (See setup for N_periods)
// CalCount = (float)Calibration_2-(float)Calibration_1;
normLSB = (122 / CalCount); // period of clock in ns (8.1965MHz = 122
ns)
// Time1 = (float)TOF1 * normLSB * 10.0; // time in ns
Time1 = (float)TOF_sum1/(float)Num_ave;
// Time = 0;
// TOF = 0;
Serial.print(Time1);
Serial.print(" ");
// Read Time 2
digitalWrite2f(CS_TDC, LOW); // Read signal
SPI.transfer(0x12); // TIME2 register address
byte3 = SPI.transfer(0x00); // read 8 upper bits
byte2 = SPI.transfer(0x00); // read 8 middle bits
byte1 = SPI.transfer(0x00); // read 8 lower bits
digitalWrite2f(CS_TDC, HIGH);
TOF2 = (byte3 << 16) + (byte2 << 8) + byte1;
TOF2 = TOF2 & TDC_mask;
TOF_sum2 = TOF_sum2 + TOF2;
// Time2 = (float)TOF2 * normLSB * 10.0; // time in ns
Time2 = (float)TOF_sum2/(float)Num_ave;
Serial.print(Time2);
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Serial.print(" ");
// Send pulse to DMD with appropriate pauses to reset mirrors
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(300);
digitalWrite2f(DMDPin, HIGH);
delayMicroseconds(300);
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(300);
} // End of averaging For Loop
} // End Get_Distance-------------------------------------------------
B.2 Multi-Beam LiDAR
#include "arduino2.h" // include the fast I/O 2 functions
#include "SPI.h" // Serial Peripheral Interface
int LD = 3; //Number of laser diodes
int Num_ave = 10; // number of averages to perform for each position
long TOF_sum = 0;
float TOF_ave_value = 0;
long TDC_mask = 0x7FFFFF; // mask to remove unwanted bits from read
long TOF = 0; // Output from TDC
long byte1 = 0; // 3 bytes for output from TDC
long byte2 = 0;
long byte3 = 0;
const GPIO_pin_t CS_DL = DP10; // Chip select pin for Delay Line (active
high)
const GPIO_pin_t Enable = DP4; // Chip enable pin for TDC (Active high)
const GPIO_pin_t CS_TDC = DP5; // Chip select for TDC (active low)
const GPIO_pin_t LaserOut_1 = DP14;//Pin output to select laser diode 1
const GPIO_pin_t LaserOut_2 = DP15;// Pin output to select laser diode 2
const GPIO_pin_t LaserOut_3 = DP16;//Pin output to select laser diode 3
const GPIO_pin_t LaserOut = DP9; // Initialize LaserOut pin
const GPIO_pin_t DMDPin = DP8; // Pin used to flip the DMD
int mirror_flip_pin = 7; // Switch used to flip mirrors
int continue_pin = 6; // Switch used to continue after mirror flip
int LaserOut_select = 0;
int Init_mirror = false;
int Init_continue = false;
int mirror_state = false;
int Delay1023 = 0; // 0 to 255
int DelayNOP = 0; // 0 to 32
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int DelayUS = 0; // Around 220us
int n = 0;
// Subroutine Definitions
void MirrorInit();
void InitializePins();
void InitalizeTDC();
#define NOP __asm__ __volatile__ ("nop\n\t")
void setup() {
Serial.begin(115200);
SPI.begin();
SPI.beginTransaction(SPISettings(100000, MSBFIRST, SPI_MODE0));
// data transfer rate
// MSB sent first
// SPI Mode1: Data output on clock rising edge
// Set DS1023 delay chip to 0 delay
digitalWrite2f(CS_DL, HIGH);
SPI.transfer(B00000000);
digitalWrite2f(CS_DL, LOW);
InitializePins();
MirrorInit();
InitializeTDC();
noInterrupts();
}// End setup--------------------------------------------------------------
// DMD must be set to white/black image to start off with
// Delay on DS1023 must be set the correct amount to give 8ns pulse to LD
void loop() {
Serial.print("\n");
digitalWrite2f(LaserOut_1, HIGH);
digitalWrite2f(LaserOut_2, HIGH);
digitalWrite2f(LaserOut_3, HIGH);
// Send high signal to DMD to flip
digitalWrite2f(DMDPin, HIGH);
// Wait a critical time (adding the optional delay line time)
delayMicroseconds(DelayUS); //16 NOP’s per 1 us delay
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// Spot -1
Delay1023 = 128; //0 to 255
DelayNOP = 6; //0 to 32
DelayUS = 218;
digitalWrite2f(LaserOut_1, LOW);
Get_Distance();
digitalWrite2f(LaserOut_1, HIGH);
// Spot 0
Delay1023 = 0; //0 to 255
DelayNOP = 7; //0 to 32
DelayUS = 0;
digitalWrite2f(LaserOut_2, LOW);
Get_Distance();
digitalWrite2f(LaserOut_2, HIGH);
// Spot +1
Delay1023 = 0; //0 to 255
DelayNOP = 9; //0 to 32
DelayUS = 0;
digitalWrite2f(LaserOut_3, LOW);
Get_Distance();
digitalWrite2f(LaserOut_3, HIGH);
// Send pulse to DMD with appropriate pauses to reset mirrors
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(400);
digitalWrite2f(DMDPin, HIGH);
delayMicroseconds(400);
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(400);
}// End Main Loop---------------------------------------------------------
void InitializePins() {
pinMode2f(DP9, OUTPUT);
digitalWrite2f(DP9, LOW);
pinMode2f(DP11, OUTPUT);
digitalWrite2f(DP11, LOW);
pinMode2f(DP12, OUTPUT);
digitalWrite2f(DP12, LOW);
pinMode2f(LaserOut_1, OUTPUT);
digitalWrite2f(LaserOut_1, LOW);
pinMode2f(LaserOut_2, OUTPUT);
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digitalWrite2f(LaserOut_2, LOW);
pinMode2f(LaserOut_3, OUTPUT);
digitalWrite2f(LaserOut_3, LOW);
pinMode2f(CS_DL, OUTPUT);
digitalWrite2f(CS_DL, LOW);
pinMode2f(CS_TDC, OUTPUT);
digitalWrite2f(CS_TDC, HIGH);
pinMode(mirror_flip_pin, INPUT);
pinMode(continue_pin, INPUT);
pinMode2f(Enable, OUTPUT);
digitalWrite2f(Enable, LOW);
}//End InitializePins----------------------------------------------------
void MirrorInit() {
// for (int n = 0; n < LD; n++) {
Init_continue = digitalRead(continue_pin);
Init_mirror = digitalRead(mirror_flip_pin);
while (digitalRead(continue_pin) == Init_continue) {
mirror_state = digitalRead(mirror_flip_pin);
if (mirror_state != Init_mirror) {
// Flip the mirrors once
Init_mirror = mirror_state;
digitalWrite2f(DMDPin, HIGH);
delayMicroseconds(400);
digitalWrite2f(DMDPin, LOW);
delayMicroseconds(400);
} // End If statement
// Send pulse to laser
digitalWrite2f(LaserOut, HIGH);
NOP;
digitalWrite2f(LaserOut, LOW);
delay(1);
//Disable interrupts
noInterrupts();
// } //End for loop
} // End while loop
} // End MirrorInit----------------------------------------------------
void InitializeTDC() {
delay(3); // Delay for TDC chip to start-up
digitalWrite2f(Enable, HIGH);
delay(3);
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// Initialize delay chip to constant delay
SPI.beginTransaction(SPISettings(20000000, MSBFIRST, SPI_MODE0)); //
SPI_MODE0 for TDC
// Setup TDC7200 chip
digitalWrite2f(CS_TDC, LOW); // Config 2
SPI.transfer(0b01000001); // Address + write
//SPI.transfer(0b00000000); //..calibration2_periods=2
SPI.transfer(0b01000000); // Calibration2_periods = 10
// Perform 1 measurement cycle (No multi cycle averaging mode)
// Singe Stop mode
digitalWrite2f(CS_TDC, HIGH);
// set stop mask to 1 clock cycle
digitalWrite2f(CS_TDC, LOW); // Counter stop mask high
SPI.transfer(0b01001000); // Address + write
SPI.transfer(0); // Write
digitalWrite2f(CS_TDC, HIGH);
digitalWrite2f(CS_TDC, LOW); // Counter stop mask low
SPI.transfer(0b01001001); // Address + write
SPI.transfer(0); // Write
digitalWrite2f(CS_TDC, HIGH);
SPI.endTransaction();
} // End TDC Init----------------------------------------------------
void Get_Distance() {
TOF_sum = 0;
for (int Avg_index = 0; Avg_index < Num_ave; Avg_index++) {
// Set delay on optional 2nd delay line to fine tune mirror position
digitalWrite2f(CS_DL, HIGH);
SPI.transfer(Delay1023);
digitalWrite2f(CS_DL, LOW);
// Calibration sequence for TDC7200
SPI.beginTransaction(SPISettings(20000000, MSBFIRST, SPI_MODE0));
digitalWrite2f(CS_TDC, LOW); // Calibration 1
SPI.transfer(0x1B); // Address for calibration 1
register
byte3 = SPI.transfer(0); // upper
byte2 = SPI.transfer(0); // middle
byte1 = SPI.transfer(0); // lower
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digitalWrite2f(CS_TDC, HIGH);
digitalWrite2f(CS_TDC, LOW); // Calibration 2
SPI.transfer(0x1C); // Address for calibration 2
register
byte3 = SPI.transfer(0); // upper
byte2 = SPI.transfer(0); // middle
byte1 = SPI.transfer(0); // lower
digitalWrite2f(CS_TDC, HIGH);
digitalWrite2f(CS_TDC, LOW); // Config 1 - initiate measurement
//SPI.transfer(0b01000000); // Address + write
//SPI.transfer(0b10000001); // Write (perform calibration every
interrupt - 0b10000000)
SPI.transfer16(0x4081);
digitalWrite2f(CS_TDC, HIGH);
switch (DelayNOP) { //switch statement delays at increments of 62.5ns
case (0):
break;
case (1):
NOP;
break;
case (2):
NOP; NOP;
break;
case (3):
NOP; NOP; NOP;
break;
case (4):
NOP; NOP; NOP; NOP;
break;
case (5):
NOP; NOP; NOP; NOP; NOP;
break;
case (6):
NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (7):
NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (8):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
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case (9):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (10):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (11):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (12):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (13):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (14):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
;
break;
case (15):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP;
break;
case (16):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP;
break;
case (17):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP;
break;
case (18):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP;
break;
case (19):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP;
break;
case (20):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (21):
59
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (22):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (23):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (24):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (25):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (26):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
break;
case (27):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP;
break;
case (28):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP;
break;
case (29):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP;
break;
case (30):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP;
break;
case (31):
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NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP; NOP;
break;
case (32):
NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP
; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP; NOP;
NOP; NOP; NOP; NOP; NOP; NOP;
break;
} //END SWITCH-CASE STATEMENT
digitalWrite2f(LaserOut, HIGH);
NOP;
digitalWrite2f(LaserOut, LOW);
//delay(1);
// Stop signal should hit APD and stop TDC7200 if object present
// Read output from TDC7200
digitalWrite2f(CS_TDC, LOW); // Read signal
SPI.transfer(0x10); // TIME1 register address
byte3 = SPI.transfer(0x00); // read 8 upper bits
byte2 = SPI.transfer(0x00); // read 8 middle bits
byte1 = SPI.transfer(0x00); // read 8 lower bits
digitalWrite2f(CS_TDC, HIGH);
TOF = (byte3 << 16) + (byte2 << 8) + byte1;
TOF = TOF & TDC_mask;
TOF_sum = TOF_sum + TOF;
// Wait for mirror to stop flipping
//delayMicroseconds(300);
delayMicroseconds(400);
} // End of averaging For Loop
// Calculate averaged TOF
TOF_ave_value = (float)TOF_sum / (float)Num_ave;
// Display output
Serial.print(TOF_ave_value);
Serial.print(" ");
// } //End of LD for loop
} // End Get_Distance-------------------------------------------------
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