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where ci are the firm "dummies," zj are the time "dummies," and Xr are the "covariates." One common argument that is made against the use of the dummy variable technique is that it eliminates a major portion of the variation among both the explained and explanatory variables if the between firm and between timeperiod variation is large. In some cases there is also a loss in a substantial number of degrees of freedom. Added to these is the basic problem that rarely is it possible to give a meaningful interpretation to the dummy variables.
As a general approach to these problems, economists have now shifted their attention to models which treat the Lci (and J) as random-in which case we estimate, instead of the Na's, only two parameters, the mean and variance of the distribution of the Lc's (and similarly for the time effects).2 As far as the estimation of the slope parameters fl's is concerned, this procedure amounts to extracting some information on the fl's from the between firm and between time-period variation of the dependent and independent variables. We can also rationalize this procedure of treating the ci and j as random by arguing that the dummy variables do in effect represent some ignorance-just like the residuals ui. There is no reason to believe that this type of ignorance, which we might call "specific ignorance," should be treated differently than the "general ignorance" ui,.
An earlier paper by Wallace and Hussain [4] analyzes this type of model and compares it with ordinary least squares and least squares with dummy variables.
Wallace and Hussain do not, however, consider the case of lagged dependent variables-a case that Nerlove is worried about [1,2,3]. The present paper investigates some aspects of the analysis of variance components models that arise from the use of likelihood methods and the presence of lagged dependent variables as covariates. In particular the applicability and inapplicability of the usual analysis of covariance techniques will also be discussed.
The plan of the paper is as follows: Section 1 presents the model and the properties of the generalized least squares (GLS) estimates for a model with only firm effects. In Section 2 we study the behavior of the likelihood function and in Section 3 the applicability of the usual analysis of covariance techniques in the presence and absence of lagged dependent variables. In Section 4 an example is given to illustrate the nature of the biases discussed in Section 3. Section 5 presents an extension to the case of random firm and time effects. Section 6 presents an extension of the techniques to simultaneous equations methods. The final section presents the conclusions of the paper.
THE MODEL AND THE GLS ESTIMATE
Suppose we have observations on N individuals over T periods of time. The model we consider is y = XfB + u where y is an NT x 1 vector, X is an NT x k matrix on k variables which may be exogenous or lagged dependent, ,B is a k x 1 vector, u an NT x 1 vector.
We can write the residuals as For the purpose of using least squares methods and analysis of covariance techniques we do not need the assumption of normality; nevertheless we will make it since we need it for ML methods. Also, for ease of exposition, we will omit the time effects. In essence 0 measures the weight given to the between group variation. In the LSDV procedure, this source of variation is completely ignored. The OLS procedure corresponds to 0 = 1. Table I illustrates how 0 varies with p for T = 10 and T = 20. As the table indicates, in the lower range of p, errors in the estimation of p will produce large changes in 0 and hence result in substantial errors in the estimation of /B, if the between group variation is large. The between group variation is large, however, only when p is large, and in this range errors in the estimation of p do not produce any substantial changes in 0. 
ANALYSIS OF COVARIANCE ESTIMATES
In the case where all the x's are exogenous, we can easily show that both the between group estimate BA-XJ,Bx and the within group estimate WA-' Wxy are unbiased estimates of f,. One could perform an analysis of covariance as shown in Table II There is no guarantee that the estimate of U2 will be positive. In fact this is the familiar problem of negative variance components. One suggestion, common in analysis of variance literature, is to put a2 = 0 if BMS < WMS, which amounts to using the OLS estimate of ,B in this case. The other possibility is to say that the WMS is high because it "captures" variation due to other omitted effects (e.g., the time effects, if they are not already included), in which case the proper solution is to go back and examine the model and correct it for the omitted variables.
In any case, as was pointed out earlier, the ,t obtained by pooling the between group estimate and the within group estimate using the variables estimated from the analysis of covariance does not give the ML estimate. The estimate we will be using is Since the between group regression and the within group regression are both biased (and the biases run in opposite directions), we should be able to do better by taking a linear combination of these two regressions. Now it is also clear that if the between group mean square is biased downwards, giving these two regression estimates weights inversely proportional to their variances will give unduly heavy weight to the between group regression. Hence we cannot rely on any estimates obtained from the analysis of covariance similar to that mentioned in Table II. In the case of ML too, noting that the between group covariance matrix will be close to singularity in the presence of lagged dependent variables, the condition (2.4) will also be satisfied more often. Hence the ML method will also give boundary solutions more often in this case than in the case of purely exogenous variables.
In view of these results, Nerlove has suggested an alternative procedure. His suggestion is to use the within group mean square as an estimate of a 2 [3] is that it is strongly biased upwards. As for a" too, it is no longer an unbiased estimate of a' in the presence of lagged dependent variables.
AN ILLUSTRATIVE EXAMPLE
The following artificial example illustrates the results presented in the previous sections. In view of the fact that Nerlove has done extensive Monte Carlo studies [ Table III for selected values of p. There is a local maximum 
ANALYSIS OF THE MODEL WITH RANDOM TIME EFFECTS
The analysis contained in the previous sections can be very easily extended to the case where there are random time effects in addition to random firm effects. The rationalization for treating the time dummies as random is precisely the same as that for treating the firm dummies as random.
The In any case these conclusions are not very useful because there is no way of deciding a priori whether or not these boundary solutions correspond to global maxima of the likelihood function.
SIMULTANEOUS EQUATIONS MODELS ESTIMATED ON A TIME SERIES OF CROSS SECTIONS
The results in the previous sections can be easily extended to simultaneous equations models. Since the algebraic manipulations are similar, only the final results will be stated here.
If one is interested in estimating only the reduced form equations, since the residuals of the reduced form equations have the same structure as the residuals of the structural equations, we obtain three estimates for the reduced form parameters: one from the between firm variation, one from the between time-period variation, and one from the The problem we run into, however, is that the covariance matrices of these three estimates (in addition to involving the unknown variance components) are the asymptotic covariance matrices, and if we resort to asymptotic arguments, we again encounter the old problem that the variance component estimator and the usual estimator with dummy variables are equivalent. In any case if one is faced with the problem of estimating a simultaneous equations model on the basis of data consisting of a time series of cross sections, it is advisable to compute in practice the 2SLS estimates (or any other estimates being used) from each of the above mentioned sources of variation in addition to the total. Often, it might happen that there would not be enough degrees of freedom available in the B matrix or the C matrix. If this is so, this matrix should be pooled with the W matrix.
Alternatively one could obtain the 2SLS estimates from the covariance matrix (W + 01B + 02C) where 01 and 02 lie between 0 and 1. One could compute these estimates for different values of 01 and 02 (say at intervals of 0.1) and choose that set of estimates for which the generalized variance of the estimated covariance matrix is minimum. These techniques will be illustrated with an example in a subsequent paper.
CONCLUSIONS
The paper argues that variance components models are very useful in pooling cross section and time series data because they enable us to extract some information about the regression parameters from the between group and between timeperiod variation-a source that is often completely eliminated in the commonly used dummy variable techniques. We can also rationalize this procedure of treating the firm effects and time effects as random by arguing that these effects too, like the over-all residual, measure our ignorance and there is no reason to treat one source of ignorance as random and the other as fixed. The paper studies the applicability and usefulness of the maximum likelihood method and analysis of covariance techniques in the analysis of this type of model-particularly when one of the covariates used is a lagged dependent variable. The paper first analyzes a model with only random firm effects and then extends the analysis to one with random firm and time effects. Since the conclusions are similar, we shall summarize the conclusions for a model with only firm effects. There are four conclusions.
(1) When we write the likelihood function in its concentrated form, it consists of two components, one a steadily increasing function of the parameter p, and the other a steadily decreasing function. The likelihood function cannot attain a maximum at the boundary value p = 1 (corresponding to LSDV). But it can attain a boundary solution at p = 0 (corresponding to OLS) if the range of p is confined to 0 < p < 1. The condition for the occurrence of such a boundary solution has been derived. It shows that the boundary solution can occur even when the covariates are exogenous, though the boundary solution could occur more often if the covariates contain lagged dependent variables since the between group covariance matrix may then be close to singularity. This boundary solution, however, can correspond to just a local maximum rather than a global maximum as illustrated by the example in Section 4.
(2) As for the usefulness of covariance techniques, when only exogenous variables are present, both the between group and within group regressions give unbiased estimates of the slope coefficients. In general we could combine these two estimates by weighting th-em in inverse proportion to their variances, as obtained from the usual analysis of covariance. This does not amount to using the ML method. Pooling on the basis of estimated variances and pooling with the use of the likelihood function are not the same.
(3) In the case where there are lagged dependent variables, neither the between group nor the within group regression gives unbiased estimates of the slope coefficients. The between group regresson estimates are badly biased-the coefficient of the lagged dependent variable is biased towzards one and the coefficient of the exogenous variable towards zero. Also, the between group mean square is biased downwards. Hence analysis of covariance techniques cannot be relied on to give optimal estimates. The method of ML, too, has its drawbacks since it often gives boundary solutions. The solution offered by Nerlove does not get us into this problem, and as shown by his Monte Carlo studies, it gives better estimates than the method of ML or the LSDV method. However, as our analysis indicates, it is expected to be biased towards the LSDV method.
(4) Those working with problems of pooling cross section and time series data usually present either the OLS or the LSDV estimates. It is, however, advisable to present, in addition, the estimates obtained from the between group and between time-period variation.
Since the analysis in this paper can be easily extended to simultaneous equations models based on time series of cross sections, these conclusions hold good for such models too. One important assumption, however, that is needed for the validity of the analysis in this paper is that the "specific ignorance" be assumed to be independent of the regressors-an assumption that may not always be valid and that is not needed for the consistency of the least squares with dummy variable techniques.
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