Mutual synchronization by exchange of chemicals is a mechanism for the emergence of collective dynamics in cellular populations. General theories exist on the transition to coherence, but no quantitative, experimental demonstration has been given. Here, we present a modeling and experimental analysis of cell-density-dependent glycolytic oscillations in yeast. We study the disappearance of oscillations at low cell density and show that this phenomenon occurs synchronously in all cells and not by desynchronization, as previously expected. This study identifies a general scenario for the emergence of collective cellular oscillations and suggests a quorum-sensing mechanism by which the cell density information is encoded in the intracellular dynamical state.
O scillatory behavior characterizes many cellular processes (1) (2) (3) (4) . When cellular oscillators interact, the mutual entrainment of their rhythms produces an emergent dynamics at the population level (5, 6) . In cases for which this interaction takes the form of an exchange of signaling molecules through a homogeneous extracellular medium (2, (6) (7) (8) (9) , the coupling is global and its strength depends on the cell density (10, 11) . In this way, cell density is expected to modulate the emergent dynamics. Collective glycolytic oscillations in yeast cells are a well established example of such a system (5, 10) . These oscillations are detected by recording the time trace of the NAD(P)H autofluorescence in starved, anaerobic yeast cell suspensions (see Materials and Methods) (12) (13) (14) (15) . As expected, the collective oscillations disappear at cell densities below a threshold value (16) , but the nature of this transition at the cellular level has remained an open question for 30 years (2, 5, 10, 16, 17) .
Synchronization theory provides one possible answer in the form of the so-called Kuramoto transition to incoherence (6, 18) , where collective oscillations are lost via desynchronization of the individual oscillators (Fig. 1a) . Another possibility is that the intracellular dynamics depends on population density in such a way that oscillations are lost within each cell (Fig. 1b) . At low cell densities, these alternatives are equivalent with respect to population-level observations but have very different biological implications. Density variations have marginal effects on the intracellular oscillations in the Kuramoto transition to incoherence, whereas in the second case they cause a qualitative change in the cellular dynamics. We test the validity of the two different scenarios by combining theoretical results from synchronization theory with experiments in an open-flow reactor, with which a steady regime can be kept indefinitely (15) . Cell density is our control parameter. The collective oscillations are characterized by the amplitude and frequency of the asymptotic dynamics. At low cell densities, when no spontaneous oscillation is detected, we analyze the transient dynamics after resonant forcing rather than instantaneous pulse responses, so as to limit spurious effects due to the excitation of fast modes (19) .
Results
Density-Dependent Dynamics. We observe that the collective dynamics is progressively damped and slowed down as cell density is reduced. The amplitude of sustained collective oscillations decreases and vanishes at the critical cell density of 6.3 mg of dry weight per milliliter, ϳ7 ϫ 10 8 cells per milliliter (Fig. 2) . For densities below this value, the damping takes the form of an increased attractiveness of the steady state, as quantified by the amplitude decay exponent [see SI Fig. 12 in supporting information (SI) Appendix 1] . The slowing of the dynamics with decreasing cell density is shown in Fig. 3 . The damping is in accordance with ref. 16 , but the slowing was an unexpected finding.
Scenarios for Loss of Oscillations. Yeast cell suspensions are modeled as a population of oscillators coupled by the exchange of metabolites with a homogeneous extracellular medium (Eq. 1 in Mathematical Model). Theoretical studies reveal that the two aforementioned alternative scenarios have distinct hallmarks, which can be compared with the experimental data. The desynchronization scenario (Fig. 1a) involves the transition to an incoherent regime, where the cellular oscillations have no fixed phase relation with each other (18) . Averaged over a large number of cells (Ϸ10 9 in our reactor), this results in a macroscopic stationary state. The incoherent regime is characterized by nonexponential relaxation modes at the macroscopic level (20) . If a population is initially in phase, desynchronization is reached by a progressive phase drift (due to noise or frequency differences) of the cells, giving rise to an algebraic (i.e., nonexponential) decay of the oscillation amplitude. At low cell densities, we have used external forcing to set the same initial phase in all cells. When the forcing is stopped, we see no indication of a nonexponential decay trend (see SI Fig. 11 in SI Appendix 1). Theory also predicts that collective oscillations are separated from incoherence by a region of complex (quasiperiodic and chaotic) collective dynamics (21) . In our experiments, no significant deviation from the purely sinusoidal oscillations has been detected while approaching the critical cell density (in particular, no subharmonics were observed in the Fourier spectrum).
The second scenario is a synchronous transition to a steady state (Fig. 1b); i.e., the steady state is attained both microscopically and at the population level. This happens when the coupling is sufficiently strong to keep the cells entrained to the medium at all cell densities so that the dynamics is affected by the balance between the intracellular and the extracellular component. The effect of density changes on the synchronous regime can be assessed by simplifying the population model of Eq. 1 through the following assumptions: (i) the intracellular oscillators are identical and confined to a plane in concentration space, and (ii) the time scale of the diffusive coupling through the cell membrane is very fast compared with those of the intracellular oscillatory dynamics. We can thus obtain a reduced equation for the overall dynamics (Eq. 2 in Mathematical Model) and scaling laws for the experimentally observed variables (Eqs. 3-5 in Mathematical Model). As discussed in Mathematical Model, numerical simulations show that these laws also remain valid if the aforementioned assumptions are relaxed.
The observed intracellular oscillations are attributed to the nonlinearities of the glycolytic module and have the properties of planar Hopf oscillators (1, 15, 22) . The coupling is mediated by the exchange of acetaldehyde (Aca), a small molecule that diffuses passively through the cell membrane (19, 23, 24) . Aca is weakly connected to the core metabolic oscillator by affecting the NAD ϩ /NADH balance (25, 26) . It is not a merely slaved variable, but it has a small component in the oscillation plane. As a consequence, changes in the extracellular Aca concentration can affect the intracellular biochemical dynamics. The diffusion rate of Aca is much faster than the time scale of the intracellular dynamics (see SI Appendix 1) so that its concentration inside the cell and in the extracellular medium will equilibrate almost instantaneously. We thus expect the experimental data to scale as predicted by the reduced equation (see Mathematical Model). The measured amplitudes and frequencies of the oscillations satisfy the scaling laws (Figs. 2 Inset and 3 Inset) and confirm that the synchronous transition scenario explains the experimental observations. In such a scenario, cell density affects the intracellular dynamics even if the average chemical concentrations are unchanged. This conclusion is also supported by a recent experiment (24) , which indicates that a single, noninteracting yeast cell (corresponding to our limiting case of infinite dilution) does not show spontaneous glycolytic oscillations under conditions in which dense populations do.
Quantitative Description of Density-Dependent Dynamics. By fitting the scaling laws of Eqs. 3-5 to the data, we perform a quantitative parameterization of the model (see SI Appendix 1 for details). The parameters quantify the dynamical features of the glycolytic module and of the reactor. We have estimated the natural frequency of the intracellular oscillator 0 ϭ 0.17 s
Ϫ1
(corresponding to a period T 0 ϭ 37 s). This quantity is not directly measurable, because 0 is the frequency limit for an infinitely dense suspension. This frequency is rapidly attained as the cell density is increased from zero. This fact, surprising at first, is explained by the dependence of the collective dynamics on an effective cell density (see Mathematical Model) rather than on the real one. The sensitivity to density changes is controlled by the rescaling factor c Ϸ 800. This value of c indicates that the coupling direction is almost orthogonal to the oscillation plane, in line with the previous finding that the synchronizing metabolite, Aca, is only weakly coupled to the core oscillator (25, 26) . If all substances were allowed to diffuse instantaneously (or, equivalently, if there were no cell membranes), c would be equal to one and the frequency increase with cell density would be less steep. According to Eq. 3, the oscillation frequency of suspensions of intact cells (c ϭ 800) is Ϸ40ϫ that of extracts (c ϭ 1) for intermediate cell densities (␣ ϭ 0.025). The coupling via a metabolite weakly linked to the core oscillator can thus explain the observation that intact yeast cells oscillate at higher frequencies than extracts of comparable dilutions (10) . A further consequence of rescaling, potentially interesting in an evolutionary perspective, is that cell-density sensitivity can be modulated by changing the identity of substances that cross the membrane, rather than by a change in the biochemical core of the cellular oscillator. The other parameters of the reduced model, the relaxation time constant ϭ 9.9 min Ϫ1 and the linear stability of the steady state 0 ϭ 0.015 s Ϫ1 , are in good agreement with independent biochemical estimates (see SI Appendix 1).
Simulations of a population of oscillators (Eq. 1) with the experimentally determined parameters reproduce the experimental measurements of the transient and asymptotic collective dynamics (see Fig. 5 and Mathematical Model). They also show that the synchronous scenario is robust to the presence of a distribution of natural frequencies, representing the natural variability among the individual oscillators.
Conclusions
The experimental results are consistent with the scenario where the intracellular metabolism does not oscillate below a threshold cell density. The intracellular dynamics are damped by the extracellular medium, and the oscillations are progressively lost as the extracellular volume increases (Eq. 2). The cell-density information is coded into the collective behavior and conveyed to the cell by fast exchange of the diffusing metabolite Aca. This mechanism can be seen as a dynamic analog to bacterial quorum sensing (27) , where population density is reflected by the dynamical state of the cell, rather than by the concentration of a signaling molecule.
Besides the prediction and quantification of density-dependent dynamics in yeast, our general model shows that such density dependence can occur in any population of oscillators coupled to an extracellular medium by diffusion, provided that this diffusion is fast compared with the oscillators' amplitude and phase dynamics. This family potentially includes quorum-sensing bacteria with oscillating genetic circuits (11, 28) , cAMP-secreting amoebae (29) , as well as chemical systems that mimic cellular populations (30, 31) .
An important practical implication of our findings is that, whenever substances are exchanged with an extracellular medium, intrinsic oscillatory dynamics are at risk of being damped to a stable steady state if the experiments are carried out at low cell densities. Current experimental designs, in particular microscope-assisted single-cell studies, might thus be inadequate for the observation of dynamical processes involving cell-cell and cell-environment interactions.
Mathematical Model
We consider a population of cellular oscillators coupled by diffusion to a homogeneous extracellular medium. The homogeneity of the suspension in a stirred reactor introduces a global coupling among the cells. The time evolution of the system is described by a set of ordinary differential equations for the vectors x j (indexed by j ϭ 1 . . . N, with N being the total population size) and X, representing the chemical concentrations in the intracellular and extracellular compartments, respectively (22):
[1]
The rate equation for the jth cell is composed of the term F(x j ,p j ) defining the intracellular dynamics and of a second term accounting for the diffusion across the membrane. This exchange of metabolites is assumed diffusive and linear. The corresponding first-order rate constants appear as elements of the diagonal matrix D. We will focus on the case where D has only one positive element (for the case of yeast, Aca), chosen large compared with the typical time scales of the intracellular oscillations (see SI Appendix 1). The equations for the concentrations X in the medium are composed of a transport term (␣/N)⌺ j D(x j Ϫ X), balancing the fluxes to and from the cells, and of a relaxation term ϪJX. The latter accounts for the inflow and outflow of the reactor and can incorporate chemical reactions taking place in the extracellular medium. The cell density parameter ␣ ϭ V cyt /V x is the ratio between the total cytosolic and the extracellular volume.
Reduced Equation and Scaling Laws. If cells are identical and synchronized, the equations for the population reduce to one oscillator coupled to an external medium. If, in addition, diffusion is infinitely fast, the concentration of the diffusing species is the same inside the cell and in the medium. The synchronous regime of Eq. 1 then follows the reduced equation (see SI Appendix 1):
where z is a variable in the oscillation plane, the functional form of f(z) describes the intracellular dynamics in the plane of oscillations, and the parameter measures the half-life of an external perturbation to the steady state. The parameter c introduces a rescaling of the density. The value of c depends on the nature of the diffusing metabolite and on its interaction with the core oscillator. A high value of c indicates weak interactions. The reduced system Eq. 2 provides an approximate description of the dynamics of Eq. 1. Its validity also holds in cases when the simplifying assumptions of separated time scales and identical oscillators are relaxed, as checked by numerical simulations. The overall dynamics, described by Eq. 2, results from the competition between the intracellular oscillatory dynamics and the extracellular relaxation dynamics, the relative weights of which are controlled by the rescaled volume ratio ␣c. By choosing the functional form of a Hopf limit-cycle oscillator (1, 15, 22) for the intracellular dynamics, we obtain three simple scaling laws for the density dependence of the dynamic observables. The frequency of the selfsustained or damped oscillations obeys
The exponent of the amplitude damping is
The amplitude A of the collective oscillations scales as
These scaling laws are compared with the experimental measures ( Figs Numerical Simulations. We use the experimentally determined parameters along with estimates of the time scale of fast intracellular relaxation dynamics and Aca transport kinetics to simulate Eq. 1 for a population of n ϭ 100 cells. We describe the intracellular dynamics with the Hopf normal form (Eq. S4 in SI Appendix 1) in a plane and with a fast, stable mode perpendicular to this plane (see Fig. 4 ). We test the validity of Eq. 2 when the limiting assumptions used to derive it are relaxed. That is, we introduce a mismatch in the frequencies of the intracellular oscillators and an incomplete time scale separation between slow and fast modes, and we consider large but finite diffusion rules. Specifically, we have used the simulations to check (i) the reproducibility of the experimental measurements by a population of identical individuals, in particular the fact that the synchronous solution is stable; (ii) the fact that the reduced system Eq. 2 describes the macroscopic bifurcation scenario of the population; and (iii) the robustness of these results with respect to frequency dispersal among the oscillators. Fig. 5 shows the comparison of the experimental data with the bifurcation diagram for the population of identical oscillators, for the reduced system, and for the population of oscillators with frequency distribution. In the simulations of both populations, the transitions to stationarity at low cell densities correspond to synchronous Hopf bifurcations. In other words, the oscillatory behavior is suppressed simultaneously at the population level and for each individual oscillator. With narrow frequency distributions, the reduced system captures the behavior of the full system both qualitatively and quantitatively. When the frequency distribution is wider, a larger critical cell density is observed, whereas the cell density dependence of the frequency is almost unchanged.
Another experimentally observed phenomenon, which is reproduced by the population simulations, is the small modulations of the amplitude of the collective oscillations (visible in SI Fig. 8 in SI Appendix 1), corresponding to a weak deviation from perfectly sinusoidal shape of the time trace.
Materials and Methods
Measurements of Cellular Dynamics. The yeast cells (Saccharomyces cerevisiae X2180) were harvested at the diauxic shift, washed, starved, and kept cold (2-4°C) in a phosphate buffer at pH 6.8 as previously described (32) . The glycolytic dynamics was studied by means of NAD(P)H autofluorescence in a continuous-flow stirred tank reactor at 25°C as previously described (15) . The specific flow rate (k 0 ϭ 0.062 min Ϫ1 ) and the mixed flow concentrations of glucose ([Glc] 0 ϭ 60 mM) and cyanide ([CN Ϫ ] 0 ϭ 5.9 mM) were kept constant throughout the experiments. This maintained glucose concentration sufficiently high for the glucose transporter to be saturated (15, 33) . Hence, the cellular dynamics was unaffected by the changes in extracellular glucose concentrations. An additional flow of Aca was used for resonant forcing at low cell densities (mixed flow forcing amplitude of 8 M), where the cell suspensions do not display autonomous oscillations. The average mixed flow Aca concentration ([Aca] 0 ϭ 0.75 mM) is constant throughout all experiments. To obtain a smooth oscillatory signal with defined amplitude and phase, the NAD(P)H fluorescence time series are processed as described in SI Appendix 1.
Additional Methods. Information about cell density determination, data processing, and the estimation of model parameters can be found in SI Appendix 1. 
SI Appendix 1 1. Additional Methods
Measures of cell density. The cell density is determined in two independent ways by measurement of the optical density at 620 nm (OD) and the dry weight (dw) of the cells. Fig. 6 illustrates the linear relation between OD and the total dry weight dw T which is the sum of the dry weight of the cells, dw, and the dry weight of the buffer. The volume ratio α = V cyt /V x is proportional, in the range of α values we consider, to OD and dw according to α = 0.0014 OD = 0.0022 ml per mg of dw (ref. 1 
and our wet weight measurements).
Data analysis and determination of dynamical properties. The properties of the collective dynamics (amplitude and frequency of the oscillations, rate of decay to the equilibrium) are determined by processing the NAD(P)H fluorescence time series in order to obtain a smooth oscillatory signal with defined amplitude and phase. Autonomous oscillations. For the cell densities at which spontaneous oscillations occur, the fluorescense signal is processed according to the following steps:
1. The baseline (Fig. 7) is computed by using a running average with a time window corresponding to two periods of oscillations.
2. An initial transient is discarded. It appears as an exponential decay of the baseline to a steady state, and its duration is of the order of one hour.
3. To compare signals from measurements at different cell densities, the signal is normalized by subtracting the baseline and dividing by the baseline value. By using the Hilbert Transform (2) on trains of ten to fifty periods we obtain for each datapoint the instantaneous amplitude ( Fig. 8) and phase (Fig. 9 ) of the corresponding regular oscillator generating the observed signal.
4. Amplitude A is obtained by averaging the instantaneous, normalised amplitudes within each train. The angular frequency ω is calculated as the mean slope of the phase time series (Fig. 9) . The Macroscopic steady state. When the signal is not oscillating, the dynamical properties of the system cannot be determined without perturbation experiments. In this study, we force the solution with a periodic inflow of Aca with a period of 39 seconds, close to that of the damped oscillations of the unforced system. For half of the period, the Aca inflow is set to twice its unforced rate, for the other half period it is stopped, thus maintaining the same average inflow over a period as in the unforced system. This results in an approximately saw-tooth shaped variation of the mixed flow Aca concentration, which forces the system to oscillate at a fixed amplitude (Fig. 10, grey dots) . After such a forcing is stopped, the collective dynamics decays back to the steady state (Fig. 10, black dots) . The signal is processed as NAD(P)H fluorescence signal before, during and after forcing of a non spontaneously oscillating suspension (dw=4.1 mg/ml, below the critical density). In the absence of external forcing (black points) the average fluorescence of the steady state is constant up to the experimental precision (0.5%). When forced with a period of 39 s (grey dots) the cells respond immediately and synchronize with the external signal. When forcing is terminated, the fluorescence displays a damped decay. The black line shows the baseline used for data cleaning and processing. The average Aca inflow is the same throughout the experiment.
for points 1 -3 of the spontaneous oscillating case. However, the frequency ω is computed only on the decaying regime and after the baseline has recovered from the small drift of the operating point (due to the local change of Aca). The exponential fit of the amplitude decay (Fig. 11, Inset) yields λ. Fig. 11 . Experimental data shown in Fig. 10 after subtraction of the baseline and normalisation (black dots) and the relative amplitude computed from the Hilbert transform (grey dots). The dashed line represents an exponential decay towards the origin with exponent λ and is displayed in a semilog plot in the inset. The amplitude has a first abrupt decay (similar for all the experimental conditions we have explored) that we explain as a displacement of the limit cycle, due to the forcing, out of the plane of natural oscillations. This is followed by an exponential decay up to the point where noise levels the signal off. Time t = 0 s corresponds to the interruption of the forcing.
These two quantities correspond to the imaginary part ω (Fig. 2, filled circles) and real part λ (Fig. 12) of the complex Hopf eigenvalues of the Jacobian matrix for the collective dynamics in the stable steady state. Figs. 2 and 12 display the average value of about five repetitions of the perturbation protocol. The error bars correspond to the maximum and minimum observed values. For very dilute suspensions, the measurement of these exponents is hampered by the increasingly fast damping as the cell density decreases. This reduces the time interval over which statistics can be performed. We did not consider density values for which the signal had less than five clearly distinguishable damped oscillations.
Data fit and parameter estimation. The parameters of the reduced equation (Eq. 2) are determined by sequential fitting of Eqs. 3 -5 to the experimental data (Figs. 2 -3 and 12) . First, the density is expressed in terms of α as described in the Measures of the cell density. A fit of Eq. 3 to the frequency data (Fig. 2 ) determines c and ω 0 (c = 850, ω 0 = 0.17 s −1 ). These parameter values can be inserted in Eq. 4, and the remaining parameters of this equation (τ and λ 0 ) are determined by fitting to the linear stability data (Fig. 12) .
This yields τ = 0.16 s −1 , λ 0 = 0.015 s −1 and a critical cell density of dw * = 5.6 mg/ml. We are now left with only one free parameter, the nonlinearity coefficient g. Eq. 5 can, in turn, be used to fit the amplitude data (Fig. 3) . By substituting the previously fitted parameters, we can obtain two independent values for the nonlinearity parameter g (g = −3.6 s −1 or g = −4.0 s −1 , within 12% from each other). Alternatively, if we only introduce λ 0 in Eq. 5, we get an independent estimate of the critical cell density dw * = 6.3 mg/ml, which is within 13% from the value obtained by fitting the first two equations. The closeness of these estimates confirms the self-consistency of the model in explaining the experimental data. Besides the parameters obtained by means of the reduced equation, the full system Eq. 1 depends on additional parameters that cannot be directly inferred from the scaling relations. These parameters have to be specified in the comparison of the experimental data with the numerical simulations, where the intracellular oscillator is embedded into a three-dimensional chemical space (see Mathematical Model).
The angle θ = 87 • between the oscillation plane and the direction of the diffusing species has a complex relation with the parameters of the reduced system. We choose its value so that the rescaling parameter c of the simulations matches that of the reduced system.
The rate of decay to the oscillations plane and the diffusion constant are chosen large but finite, consitent with our hypothesis of large time scale separation of the oscillatory modes and of fast diffusion. The values we use in the numerical simulations are: −λ fast = 500 s −1 and d aca = 300 s −1 (cf. Section 2). The larger their values, the better the reduced system approximates Eq. 1.
For simulations of populations of non-identical oscillators, we also need to choose the features of the frequency distribution. We assign the frequencies ω j of each of the oscillators according to a Gaussian distribution centred in ω 0 . The relative standard deviation of this distribution is 15%; this is a larger range of frequency variation than we observe experimentally in the bulk oscillations.
Estimate of Acetaldehyde Transport Kinetics
Acetaldehyde (Aca) is a small uncharged molecule that diffuses freely across the cell membrane. It is believed to be the mediator of the diffusive coupling among the yeast cells (3) . The strength of the coupling is hence proportional to the first-order rate constant d aca , which quantifies the kinetics of the Aca transport reaction.
In order to enter the yeast cell, an Aca molecule has to cross first an unstirred boundary layer surrounding the cell, and then the cell membrane. Based on diffusion equations (4), we can give an estimate of d aca .
We take the yeast cell as a sphere of radius r 1 , and the boundary layer as a spherical shell of inner radius r 1 and outer radius r 2 . In doing this, we consider that the cell membrane (of the order of 10 nm) has a negligible thickness compared to the boundary layer. The diffusion flux is most readily estimated under the assumption of a quasi-stationary concentration profile. With this assumption, the amount of diffusing substance passing the cell membrane per unit time is given by ref. 4 (p. 84):
where J is the flux of particles (molecules per unit area per time), D is the diffusion coefficient (unit area per unit time) and c i is the concentration at r = r i . Expressed in terms of intracellular concentration, this is equivalent to:
where V 1 designates the volume of a sphere of radius r = r 1 . In order to estimate d aca we take r 1 = 3 µm, which is the radius of a sphere with the same volume as a typical yeast cell. We also take r 2 = 6.5 µm which is the largest geometrically possible boundary layer which can be accomodated at the typical cell density of 10% wet weight. Finally, we take D = 5 · 10 −6 cm 2 /s which is a typical small-molecule diffusion coefficient. With these values one obtains
The validity of the assumption of quasi stationarity of the concentration profile can be assesed by means of the time-dependent diffusion equation. From ref. 4 (p. 95) we get the smallest relaxation rate
Both numbers are large compared to the timescales of the oscillatory intracellular dynamics, whose period is about 37 s and eigenvalue corresponding to the linear instability typically 0.015 s −1 . Based on this result, we assume that the equilibration of Aca concentrations inside and outside the cell is almost instantaneous.
The Mathematical Model
Eq. 1 in the main text describes a population of oscillators diffusively coupled to a homogeneous external medium. Depending on parameter values, this system can display a number of dynamical regimes, which can be studied both at the individual and at the population level. Our interest for modelling at the population level comes from practical difficulties of measuring the state of the individual cells in a stirred reactor. As pointed out in the main text, our experiments do not provide any indications in favour of an incoherent regime, and in particular they do not satisfy some of the hallmarks of the universal transition to coherence described by Kuramoto (5) . We focus on the other scenario (i.e. synchronous collective motion), which is consistent with the available experimental data on oscillating suspensions. Within this framework, and based on the assumption of a separation of time scales, we formulate a reduced equation describing the overall reactor dynamics, and from that we obtain scaling laws for the macroscopic observables. These equations allow us to parameterise the model by fitting it to the experimental data. Eventually, we will check the robustness of the quantitative model after relaxing the assumptions introduced for deriving the reduced equation. In particular, we will show the self-consistency of the synchrony hypothesis.
Reduced equation for the synchronous dynamics. With the aim of deriving a simple reduced equation accounting for the macrosopic bifurcation, we assume now that all cells are identical and that the diffusion through the membrane is much faster than the time scale of the intracellular dynamics. In the synchronous regime, the population described by Eq. 1 behaves as one single oscillator coupled to an external medium:
The dynamics of the overall concentrations is obtained by a sum of the two equations in Eq. S1, weighted by the relative volumes occupied by the cytoplasms V cyt and by the medium V x :
From the definition of α = V cyt /V x , and if all substances cross the membrane very fast (so that we can set x ∼ X), we get:
This equation already contains in a nutshell the qualitative effects of a cell density change on the synchronous dynamics of a population. In the limit of infinite α (tightly packed cells), the macroscopic dynamics is identical to the intracellular dynamics F(x). If α is small, that is for very dilute suspensions, the extracellular relaxation dynamics −Jx prevails and x = 0 is a stable solution. The transition from high to low cell densities takes place by a progressive slowing (due to the coefficient of the first term multiplying the intracellular dynamics) and damping of the dynamics. Geometrical arguments suggest to apply Eq. S3 also to cases where not all the species diffuse, through a rescaling of alpha. Such rescaling provides an effective cytosolic volume larger than the real one and thus reduces the effect of the extracellular medium. Specifically, numerical simulations show that a rescaled version of Eq. S3 describes the overall reactor dynamics for the case of yeast, where planar oscillators are coupled by a fast diffusing species. The rescaling factor c depends on the geometrical relationships between the plane of oscillations and the direction along which the diffusive coupling takes place. The validity of the rescaling is confirmed, as discussed below, also if there is no complete separation of the time scales and for nonidentical oscillators.
Model of the intracellular oscillator. In accordance with experimental observations (6,7), we describe the dynamics of the individual yeast cell oscillator as a limit-cycle close to the onset of oscillations. Thus, the intracellular dynamics is modelled as a Hopf oscillator confined to a plane in concentration space, which is tangential to the unstable manifold of the stationary state. For the sake of simplicity, we assume that the average concentration of intracellular species is not affected by cell density, and center the limit cycle at the origin. In the plane of oscillations, the intracellular dynamics is described by a Hopf normal form (8) :
where z is a complex variable, and λ 0 ±iω 0 are the eigenvalues associated with the eigenvectors spanning the plane of oscillations. In the most general formulation, the nonlinearity parameter g is complex, and its imaginary part makes the frequency of the free-running oscillator depend on the amplitude. Previous estimates of this parameter (7) have evidenced the small relative value of the imaginary part of g ( |Im(g)| |Re(g)| = 0.2) and we have observed no frequency shift in transients after forcing. Therefore, we here assume that g is real-valued. The plane of oscillations is embedded in a high-dimensional concentration space. Close to the onset of oscillations, however, the dynamics is essentially confined to this plane. This corresponds to a sharp time scale separation between the oscillations and the fast transverse modes. The coupling acts along the direction(s) of the diffusing species, and these directions do generally not coincide with the plane of oscillations. This is the cause of the density rescaling introduced above.
In the case of yeast, Aca is known to diffuse extremely fast. When the description of the yeast glycolytic oscillations, Eq. S4, is substituted into Eq. 2, this takes the form: dz dt = αc αc + 1 λ 0 + iω 0 + g |z| 2 z − 1 αc + 1 τ z.
Separation of the radial and angular parts of this equation (z = Re iφ ) yields:
From these equations, we obtain the scaling laws Eqs. 3 -5. These scaling laws allow us to parameterise the reduced system by fitting the parameters ω 0 , λ 0 , c, τ and g to the experimental data, as described in Section 1.
Comparison of Fitted Parameters with Independent Estimates
Estimate of the linear stability of the intracellular steady state λ 0 . We have previously determined the linear stability of the steady state by fitting the Hopf normal form with an additional stable mode to quenching experiments where the glycolytic oscillations are perturbed by addition of a single pulse of either Aca or glucose (7) . This analysis indicates that λ = 0.014 s −1 at a cell density of dw =16 mg/ml. This is in good agreement with the value of λ 0 = 0.015 s −1 determined here.
Estimate of the relaxation time τ . An independent estimate of the first-order rate constant for extracellular removal of Aca can be obtained from biochemical data in the literature and the flow parameters of the reactor. The estimate is based on the observation that the balance of the chemical species present in the extracellular medium is due to three factors: (i) the flow through the reactor, entirely determined by its volume and by the rate at which chemicals are introduced, (ii) the reaction among different chemical species present in the reactor, (iii) the cell-dependent contribution to the concentration of such species. Thus, the changes in the Aca concentration is given by
where k 0 is the specific flow rate of the reactor, [Aca] 0 is the mixed flow Aca concentration, k is the second-order rate constant describing the kinetics of the reaction between cyanide and Aca, and v cells is the cellular Aca production rate. The relaxation parameter τ in the model corresponds to the rate of extracellular Aca removal, τ = k 0 + k [CN − ]. All these parameters can be estimated separately, with the exception of k, which we determine from the steady-state Aca concentration [Aca] ss in the presence of oscillating yeast cells. In doing this, we approximate the concentrations to the steady state around which they oscillate. This is not expected to significantly affect the result, since the amplitude of the oscillations is small compared to their average. For the steady state we get:
