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French(1992,1993)[FF92, FF93] による 3 ファクターモデルがある。Fama-French の 3




















いない。伝統的には、弱度の効率的市場仮説 (Efficient Market Hypothsis;EMH[Fam70])
により、過去のデータを分析することで将来の株価を予測することはできないと言われて
いる。しかしながら、次章でレビューするように過去の株価等のデータを用いて、将来の








































測った割安度 (バリュー)に基づいて銘柄群を 3、5または 10分割し、最も割安な分位を買
い、最も割高な分位を売るポートフォリオを構築することで投資を行う。
この方法論により、EMH の反論として 1980 年代以降に様々なファクターが主に米国
株式市場において提案、検証されてきた。Basu (1977)[Bas77] は PBR の低いバリュー
株ほどリターンが高いという低 PBR 効果を検出し、Banz (1981)[Ban81] は時価総額の
小さい小型株ほどリターンが高いという小型株効果 (サイズ)を検出した。さらに、Basu
(1983)[Bas83] は株価収益率 (PER) が低いほうが、Bhandari (1988)[Bha88] は資産負債
比率 (レバレッジ比率) が高いほうがリターンが高いことをそれぞれ検証した。これらの




ター、バリューファクターの 3つのファクターで記述する Fama-Frenchの 3ファクターモ
デルを提案し、米国株式市場において実証的にモデルの有効性を確認した。Fama-French
の 3 ファクターモデルが発表された後も更なる新しいファクターが次々と提案された。
代表的なファクターとして、Jegadeesh and Titman(1993,2001)[JT93, JT01] によって
発見されたモメンタムファクターがある。モメンタムファクターは非常にシンプルな




ムファクターは Fama-French の 3 ファクターモデルでは説明されないため、モメンタ
ムファクターを Fama-French の 3 ファクターモデルに追加した 4 ファクターモデルが
Carhart (1997)[Car97] によって提案され、株式の投資信託のパフォーマンスの持続性


















また、2015 年には Fama と French 自身の手により Fama-French の 3 ファクターモデ
ルに加え、企業の営業利益に対するファクター、すなわち収益性を示す RMW (Robust
Minus Weak) と前年の企業の総資産変化率に対するファクターすなわち投資を示す CMA








検証した。Fama and French(2017)[FF17] は、5 ファクターモデルが [FF12] と同様の北
















象に様々なファクターを深層学習を用いて組み合わせ、予測を行った Abe and Nakayama










表 2.1 Summary of representative factors
ファクター 米国市場 グローバル市場 その他資産
バリュー Basu(1977)、Fama(1992) Fama(2012) Asness(2013)
サイズ Banz(1981)、Fama(1992) Fama(2012) -
モメンタム Jegadeesh(1993) Fama(2012) Asness(2013)
低リスク Ang(2006) Ang(2009) Frazzini(2014)
配当利回り Fama(1988) Koijen(2018) Koijen(2018)
収益性 Fama(2015) Fama(2017) -





なす。この確率変数列のことを確率過程 (Stochastic Process) もしくはデータ生成過程






がある。定常性には、弱定常性 (Weak Stationarity)と強定常性 (Strong Stationarity)の
2 つがある。弱定常性とは、過程の期待値と自己共分散が時間を通じて常に一定である
ことを意味し、強定常性は、任意の時点間において、過程が常に同一の同時分布をもつ
ことを意味する [Ham94, 沖本 10]。一般的な時系列モデルでは弱定常性を仮定すること
が多い。このような時系列解析のモデルとしては、条件付き平均モデル、条件付き分散
モデルがある。条件付き平均モデルの代表例として自己回帰 (Autoregressive;AR) モデ





る。ARMA モデルは AR とMA を組み合わせたモデルである [BJRL15]。これらは、時








bjεt−i + εt (2.1)
ここで、εt は、独立同一分布に従う確率変数であり、平均 0 の正規分布に従う。パラ
メータの推定には、誤差項を最小化する最小二乗法を使う。ここで、Lを Lixt = xt−i と
定義されるラグ演算子として、xt の d階の階差 (1− L)dxt が ARMA(p, q)モデルとして
表現するとき、これを自己回帰和分移動平均 (ARIMA)モデルと呼び、ARIMA(p, d, q)モ






















とを実証した。日本株式市場においても同様に佐藤 [佐藤 17] は、移動平均乖離率という
テクニカル指標を使用したペアトレードを提案し、実証分析の結果、分析対象期間である
2002 年 1 月から 2016 年 6 月までで、Gatev et,al(2006)[GGR06] が示した方法によるペ
アトレードや配当込 TOPIX Core30指数を上回る優れた収益率を確認した。
一方で、条件付き分散モデルとして分散不均一 (Autoregressive Conditional Het-
eroscedasticity;ARCH) モデル [Eng82] や、ARCH モデルを拡張した一般化分散不均
一 (Genelarized Autoregressive Conditional Heteroscedasticity;GARCH)モデル [Bol86]
が提案されている。GARCH モデルは、条件付き平均モデルを µt としたときに xt =
µt + ut = µt + σtεt と書けるとすると、次のように書ける。



























Hsu et,al(2009)[HHCH09]は、自己組織化マップ (Self-Organizing Map;SOM)とサポー





























































と 6 種類の感情因子 (Calm, Alert, Sure, Vital, Kind, and Happy) に関する時系列デー
タを作成する。そして、ダウ平均株価指数を対象に、過去 3日間の株価に加え、この時系






































































































































































































































































































































































































































においても、ベンチマークとして DTW と k-NN 法は使用されている。また、Bagnall
et,al(2017)[BLB+17] らは、実際に UCR のデータセットを用い、様々なアルゴリズムと
比較した結果、DTW+k-NN を超える精度を出すアルゴリズムは少ないことを報告して
いる。






















































ここからは具体的に DTW 法のアルゴリズムを概観する。DTW 法は、Algorithm1
によって時系列 x と y の類似度を計測する。長さが N,M の 2 つの時系列データ x =
(x[1], x[2], ..., x[i], ..., x[N ])と y = (y[1], y[2],…, y[j], ..., y[M ])に対して、2つの点 x[i], y[j]
間の距離 d(x[i], y[j]) を (i, j) 要素の値としてもつ N × M の距離行列を作成する。距離
d(xi, yj)は通常、ユークリッド距離またはマンハッタン距離 (絶対値距離)を用いるが、非
負であればどんな関数でもよい。本論文では、外れ値に対する耐性を考慮して、ユーク
リッド距離ではなく絶対値距離 d(x[i], y[j]) = |x[i]− y[j]|を用いる。
次にワーピングパス W = (w[1], w[2], ..., w[k], ..., w[K]) を求める。ここで K は、





• 境界条件: w[1] = (1, 1), w[K] = (N,M) これは、ワーピングパスを行列の左下の要
素から開始し、右上で終了させることを意味する。
• 連続性: w[k] = (a, b), w[k − 1] = (c, d)とすると、a− c ≤ 1かつ b− d ≤ 1 これに
より、ワーピングパスの移動先が隣接する要素に制限される。






存在する。あるワーピングパスW のワーピングコスト C(W )とはワーピングパスの要素













ると式 (3.1)は累積コスト γ(i, j)によって以下のように計算することができる。ただし、
γ(0, 0) = 0, γ(i, 0) = γ(0, j) = ∞とする。
γ(i, j) = d(x[i], y[j]) + min

γ(i− 1, j)
γ(i, j − 1)
γ(i− 1, j − 1)
(3.3)
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Algorithm 1 DTW distance
1: procedure DTW(x, y)
▷ Initialize matrix D
2: Var D[N + 1,M + 1]
3: D[1, 1] = 0
4: for i = 2 to N + 1 do
5: for j = 2 to M + 1 do
6: D[i, j] = ∞
7: end for
8: end for
▷ Calculate DTW distance
9: for i = 2 to N + 1 do
10: for j = 2 to M + 1 do
11: D[i, j] = d(x[i− 1], y[j − 1])
+min(D[i, j − 1], D[i− 1, j], D[i− 1, j − 1])
12: end for
13: end for
14: return D[N + 1,M + 1]
15: end procedure
以上を踏まえ、最終的なアルゴリズムは Algorithm 1の通りである。
ここで、次の 2つの系列 aと bを用いて、Algorithm 1に基づき類似度を計算する。
a = {0, 59, 95, 95, 59, 0,−59,−95,−95,−59} (3.4)





|a[i]− b[i]| = 380 (3.6)
となる。次に Algorithm 1 に基づき DTW による類似度を計算する。DTW の計算に必





図 3.3 Example of DTW similarity.
10 ∞ 734 770 806 662 367 131 95 95 59 118
9 ∞ 616 652 688 544 308 131 59 59 95 190
8 ∞ 462 498 534 390 213 95 59 59 95 190
7 ∞ 308 344 344 236 118 59 95 131 131 190
6 ∞ 190 190 190 118 59 118 213 308 367 367
5 ∞ 131 95 95 59 118 236 390 544 662 721
4 ∞ 131 59 59 95 190 344 534 688 806 865
3 ∞ 95 59 59 95 190 344 498 652 770 770
2 ∞ 59 95 131 131 190 308 462 616 675 675
1 ∞ 59 154 249 308 308 367 462 557 616 616
系列a 0 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
系列b 1 2 3 4 5 6 7 8 9 10
図 3.4 Cost matrix of DTW.
例えば、2行 2列目の要素 D[2, 2]は、
d(a[1]− b[1]) + min(D[2, 1], D[1, 2], D[1, 1]) = |0− 59|+min(∞,∞, 0) = 59 (3.7)




Algorithm 2 DDTW distance
1: procedure DDTW(x, y)
▷ Initialize vectors
2: Var Dx,Dy
3: for i = 2 to N − 1 do
4: Dx[i] = (x[i]−x[i−1])+((x[i+1]−x[i−1])/2)2
5: end for
6: for j = 2 to M − 1 do
7: Dy[j] = (y[j]−y[j−1])+((y[j+1]−y[j−1])/2)2
8: end for
▷ Apply DTW
9: return DTW (Dx,Dy)
10: end procedure
度を計算しているといえる。











対して DTWを適用する Derivative DTW(DDTW)を提案した。Algorithm2は DDTW
の概要を示す。ここで、Dx と Dy は元の時系列データの変分ないし微分である。
図 3.5は、ある時点間の TOPIX指数に対して DDTWを適用した場合の結果を示して
いる。DDTW は DTW に比べ形状を意識した類似度を計測できるという利点があるが、
株価のような金融時系列に対しては、より適切な基準化の方法が考えられる。
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図 3.5 Conversion of DDTW for TOPIX data.















Algorithm 3 IDTW distance
1: procedure IDTW(x, y)
▷ Scaling data
2: Var Ix, Iy ▷ Initialize Ix,Iy
3: Ix[1] = 1, Iy[1] = 1
4: for i = 2 to N do
5: Ix[i] = Ix[i− 1] x[i]x[i−1]
6: end for
7: for j = 2 to M do
8: Iy[j] = Iy[j − 1] y[j]y[j−1]
9: end for
▷ Apply DTW














前月末の値を基準に指数化を施す。ここで、Ix および Iy は元の時系列データの指数化し
た値である。
図 3.6 は、ある時点間の TOPIX 指数に対して IDTW を適用した場合の結果を示して
いる。
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も似ているデータを探し、それに基づいて判断する。まず、n個のデータ x1, ..., xn ∈ Rd
とそれらに対応するラベル y1, .., yn ∈ R とする回帰問題を考える。新しいデータ x0 に
対して、そのラベルを予想するため、x0 に最も類似したデータを n 個のうちから k 個
見つけ、これら k 個の平均あるいは重み付け平均 (分類問題の場合には多数決) を取る
[CH+67]。その値が x0 に対する予測値となる (Algorithm 4[BC94])。x0 と類似したデー
タを探すためには一般には各データ間のユークリッド距離を用いられることが多い。
di = ||xi − x0|| (3.8)
このように k-NNアルゴリズムは記憶に基づく方法であり、学習するモデルを必要とせ
ず、そのため怠惰学習と呼ばれる。k = 1とした場合の k-NNアルゴリズムは特に最近傍
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Algorithm 4 k-NN
1: procedure k-NN(d, y, k)
▷ Sort the labels y by distance d
2: Sort y by the distances d in ascending order
















こで、Anava and Levy(2016)[AL16] による k∗-NN アルゴリズムを概観する。先ほどの
k-NN アルゴリズムと同様に、n 個のデータ x1, ..., xn ∈ Rd とそれらに対応するラベル
y1, .., yn ∈ Rを所与とする。そして、任意の i ∈ {1, ..., n} = [n]について、yi = f(xi)+ ϵi
が成立し、f(·)および ϵi は以下の条件を満たすと仮定する。
(1) f(·)はリプシッツ連続である。すなわち任意の x, y ∈ Rdに対して、|f(x)−f(y)| ≤
L × d(x, y) が成立する。ここで、d(·, ·) は適当な非負関数で、本研究では DTW、
DDTW または IDTW である。また、L ∈ R はリプシッツ定数と呼ばれる実数で
ある。
(2) ϵi のノイズは有界である。すなわち、任意の i ∈ [n]に対して、E[ϵi|xi] = 0であり、
ある定数 b > 0で |ϵi| ≤ bとすることができる。加えて、任意のデータ xi とノイズ
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項 ϵi は独立であると仮定する。











αiyi − f(x0)| (P1)
最小化は単体 ∆n = {α ∈ Rn|αi > 0,
∑n


























ϵi ∈ [Ui, Li] であり、
∑n
















一般性を失うことなく、データ xn が x0 からの距離に従って昇順に、すなわち
d(x1, x0) < d(x2, x0) < ... < d(xn, x0) と並べられているとする。また β ∈ Rn は
βi = Ld(xi, x0)/C のベクトルである。以上の条件のもと Karush-Kuhn-Tucker(KKT)条
件によれば、(P2)の最適解 α∗ は次のように求めることができる。
α∗i =
(λ− βi)× 1{βi < λ}∑n
i=0(λ− βi)× 1{βi < λ}
*1 証明は Hoeffdingの不等式において、εに C を代入することで得られる。
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Algorithm 5 k∗-NN
1: procedure k∗-NN(β, y, L/C)
▷ Initialize λ and k
2: Var λ[N ]
3: k = 0, λ[0] = 0
4: β = L/C × β
5: while λ[k] > β[k + 1] And k ≤ N − 1 do
6: k = k + 1












▷ Calculate weight parameter α
9: Var α[N ]
10: for i = 1 to N do







ここで、1{A} は指示関数であり、A が真の場合に 1、偽の場合に 0 をとる関数であ
る。また λ は Algorithm 5 で定義される数である。Anava and Levy(2016)[AL16] は、
Algorithm 5が (P2)の解を求めることに対応することを証明した。また、k∗-NNアルゴ
リズムでは、k近傍以外の α∗ はゼロであり、逆に非ゼロの α∗ の個数が k近傍である。こ
こで、最適な重みは、単一のパラメータ L/C、Lipschitz連続性の定数対雑音比に依存す
る。ノイズが低下する、すなわち L/C が増加すると、必要な近傍数 k∗ は減少する。逆に
ノイズが多い場合、すなわち L/C が低下すると、必要な近傍数 k∗ は増えるという直感に
合った結果となっている。




なることを Bergmeir and Benitez(2012)[BB12] は示している。また、直感的には過去の
時系列データを予測するために将来の時系列データを使用すべきでない。以上の観点から
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表 3.1 Statistics of each indices in all periods
CAC DAX FTSE SPX TPX
年率リターン [%] 6.39 10.12 6.41 9.09 0.87
年率リスク [%] 21.71 22.43 17.36 17.47 21.12
年率シャープレシオ 0.29 0.45 0.37 0.52 0.04
歪度 0.06 -0.08 -0.01 -0.09 -0.01
尖度 7.85 8.56 9.09 12.09 8.96
Jarque-Beta統計量 7,125.47 9,349.49 11,197.89 24,925.44 10,444.31
p値 0.000 0.000 0.000 0.000 0.000




提案手法である IDTW によって計測した過去の株価変動パターンを用いた k∗-NN に
よる予測の有効性を示すため、DTW、DDTW、IDTW を k-NN と k∗-NN を組み合わ
せた 6 つの手法の比較を行う。それぞれ DTW+kNN、DDTW+kNN、IDTW+kNN、
DTW+k∗NN、DDTW+k∗NNおよび IDTW+k∗NNと表記する。DTW+kNNは金融市
場において先行研究である Coelho(2012)[Coe12]で検証されている。
予 測 対 象 は TOPIX(TPX)、S&P500(SPX)、FTSE100(FTSE)、DAX30(DAX)、
CAC40(CAC)の月次の騰落とする。これらは日、米、独、英、仏それぞれの国における代
表的な株価指数であり、多くの投資家に利用されている。価格データは金融情報端末であ





データ期間のうち、1989年 1月から 2005年 12月までのデータを k-NNおよび k∗-NN
*2 Bloombergのティッカーコードはそれぞれ TPX、SPX 、UKX、DAX、CAC Index。
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の参照期間として利用し、リーマンショックを含めた過去 10年間の長期間を検証するた








Step 1. 類似度ベクトル β を DTW、DDTW、IDTWそれぞれを用いて計測する。β は
当月 tと当月以前の過去すべての月間の価格変動との類似度を昇順に並べたもので
ある (図 3.7上段)。例えば、t月が 2005年 12月とすると、2005年 12月の日々の
株価と 2005年 12月以前の全ての月内の日々の株価との間の類似度を計算する。
Step 2. Step 1で計算した類似度と、各月の翌月のリターン (各月のその翌月の株価/各
月の株価-1)をラベル y として、k-NNと k∗-NNによって翌月 t + 1の騰落を予測
する (図 3.7中段)。ここでハイパーパラメータである k と L/C の範囲は先行研究
である Anavaら [AL16]と同じ範囲で、過去 36ヶ月で最も正答率の高いパラメー
タを選択し、使用する。
Step 3. 翌月の予測リターンが正の場合は、月末の価格で各指数を 1単位を買う。負の場
合は、1単位売り、翌月の収益を計算する (図 3.7下段)。なお、ポジションは持ち
越さずに翌月末時点で解消する。
Step 4. 月を進めて t = t+ 1とし、Step 1.に戻る。
*3 パラメータ k は 1 から 10 までの範囲で、パラメータ L/C は {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10}
の範囲とした。これらは先行研究である Anavaら [AL16]と同じ設定である。また 36ヵ月という期間は分




1 𝑡 − 1
Calculate each distance




































in order of closeness
+1.5% +1.9% −0.5% +5.1% −2.7%
+2.6
6 120 t－2 45 54




予測精度は平均絶対誤差 (Mean Absolute Error;MAE)、平均平方二乗誤差 (Root Mean
Square Error;RMSE)、正答率の 3つの指標で計測する。
























の報告と同程度である。蔵元ら (2013)[藏本 13] は日経新聞などのテキスト情報が追加で
必要となるものの、提案方法は株価情報のみで予測できる点が重要な差異である。
各手法について個別にみていくと、各株式指数についてはばらつきがあるものの、全






表 3.2 The average MAEs of all years for each method. The out-of-sample period
is from January 2006 to August 2017. The rightmost column is the total mean
for each method. The bold values are the most accurate measurements of the six
methods.
CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
DTW k-NN 9.014 8.975 5.574 7.705 8.873 8.028
k∗-NN 5.220 5.636 3.824 3.646 5.123 4.690
DDTW k-NN 11.008 10.729 7.649 8.731 10.058 9.635
k∗-NN 4.501 5.068 3.570 3.252 4.694 4.217
IDTW k-NN 8.204 12.822 7.183 9.296 10.761 9.653
k∗-NN 3.727 4.005 2.905 2.948 4.036 3.524
表 3.3 The average RMSEs of all years for each method. The out-of-sample period
is from January 2006 to August 2017. The rightmost column is the total mean for
each method. The bold values are the most accurate measurements of the six
methods.
CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
DTW k-NN 11.810 11.735 7.242 10.028 11.472 10.458
k∗-NN 6.697 7.273 5.057 4.807 6.554 6.078
DDTW k-NN 14.049 13.740 10.105 11.078 12.245 12.243
k∗-NN 5.942 6.811 4.703 4.552 6.049 5.611
IDTW k-NN 11.265 16.313 9.681 11.725 14.240 12.645









図 3.8 から 3.12 は、6 つの手法を用いた各インデックスの予測に基づく投資の累積リ
ターンの推移を示している。青線は各指数をそのまま買い続けるという単純な戦略の累積
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表 3.4 The average accuracy of all years for each method. The out-of-sample
period is from January 2006 to August 2017. The rightmost column is the total
mean for each method. The bold values are the most accurate measurements of
the six methods.
CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
DTW k-NN 46.76% 51.80% 46.04% 52.52% 52.52% 49.93%
k∗-NN 52.52% 53.96% 50.36% 47.48% 50.36% 50.96%
DDTW k-NN 51.80% 53.24% 51.80% 60.43% 51.08% 53.67%
k∗-NN 50.36% 56.12% 54.68% 58.99% 55.40% 55.11%
IDTW k-NN 49.64% 53.24% 55.40% 61.87% 55.40% 55.11%
k∗-NN 57.55% 59.71% 57.55% 66.91% 60.43% 60.43%
表 3.5 The total returns of each method. The out-of-sample period is from January
2006 to August 2017. The rightmost column is the total mean for each method.
The bold values are the highest cumulative returns of the six methods.
CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
DTW k-NN 0.98% 146.03% 34.32% 148.15% 146.79% 95.25%
k∗-NN 122.22% 164.03% 66.98% 97.12% 152.67% 120.60%
DDTW k-NN 157.14% 74.38% 98.21% 185.76% 142.32% 131.56%
k∗-NN 93.53% 154.90% 114.29% 139.60% 156.98% 131.86%
IDTW k-NN 126.59% 124.26% 142.10% 212.87% 174.20% 156.00%






月のリターンの正負でポジションを変える 1Mom と直近 1 ヵ月を除く、過去 11 ヵ月の
リターンでポジションの正負を変える 12-1Momの両方を使用する。いずれも直近 1ヵ月
または過去 11ヵ月のリターンが正ならば、指数を 1単位買い、負ならば指数を 1単位売
りという戦略を毎月繰り返す。この戦略の結果が表 3.6である。表 3.6から、モメンタム
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表 3.6 The total returns of each method. The out-of-sample period is from January
2006 to August 2017. The rightmost column is the total mean for each method.
The bold values are the highest cumulative returns of the three methods.
Method CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
IDTW+k∗-NN 222.24% 212.91% 140.74% 235.29% 234.53% 209.14%
1Mom 129.70% 120.53% 33.52% 135.23% 186.36% 121.07%
12-1Mom 110.58% 127.34% 135.90% 201.64% 124.96% 140.08%
表 3.7 The correlations between IDTW+k∗-NN and momentum strategy. The
rightmost column is the total mean for each method.
Method CAC40 DAX30 FTSE100 S&P500 TOPIX Avg.
1Mom 0.09 0.02 -0.01 0.07 -0.02 0.03
12-1Mom 0.05 -0.15 0.06 -0.14 0.07 -0.02
戦略は 1Momと 12-1Momともに全ての指数において正の収益が獲得できているものの、
IDTW+k∗-NNの方が全ての指数においてモメンタム戦略よりも多くの収益を獲得してい















• IDTWは、予測精度と収益性の両面で DTWと DDTWよりも優れている。
• 同様に、k∗-NNは予測精度と収益性の両面で k-NNよりも優れている。
• 提案手法である IDTW-k∗-NNは 6つの手法の中で予測精度と収益性ともに最良の
結果であった。





(2018)[今村 18b] によると、株式、為替予測において、1 ヶ月の予測には 1 ヶ月の参照期
間、2ヵ月の予測には 2ヵ月の参照期間が最も予測精度が良いという直感的に合致した結





















































図 3.8 Change in cumulative returns of CAC index and for the six methods. The















































図 3.9 Change in cumulative returns of DAX index and for the six methods. The















































図 3.10 Change in cumulative returns of FTSE index and for the six methods.















































図 3.11 Change in cumulative returns of SPX index and for the six methods. The















































図 3.12 Change in cumulative returns of TPX index and for the six methods. The

























































































































































































図 3.13 Change in cumulative returns of CAC index and for the
IDTW+k∗NN,1Mom and 12-1Mom. The out-of-sample period is from Jan-
























































































































































































図 3.14 Change in cumulative returns of DAX index and for the
IDTW+k∗NN,1Mom and 12-1Mom. The out-of-sample period is from Jan-




























































































































































































図 3.15 Change in cumulative returns of FTSE index and for the
IDTW+k∗NN,1Mom and 12-1Mom. The out-of-sample period is from January
























































































































































































図 3.16 Change in cumulative returns of SPX index and for the
IDTW+k∗NN,1Mom and 12-1Mom. The out-of-sample period is from Jan-


























































































































































































図 3.17 Change in cumulative returns of TPX index and for the
IDTW+k∗NN,1Mom and 12-1Mom. The out-of-sample period is from Jan-





























∵ |f(y)− f(x)| < L× d(x, y) (3.13)







αiεi| ≤ C||α||2 (3.15)







αi = 1 (3.17)

















αi) = 0 (3.21)
λ ∈ R (3.22)
θi ≥ 0 (3.23)
n∑
i=1
θiαi = 0 (3.24)




= λ− βi + θi (3.26)




= λ− βi (3.27)








































































リング手法は、ただ 1つのデータを含む N 個のクラスタから、クラスタ間の非類似度関
数に基づいて、最も距離の近い 2 つのクラスタ同士を逐次的に合併していく。この合併
を、全てのデータが 1つのクラスタに合併されるまで繰り返すことで階層的な構造を獲得
する。2 つのクラスタ間 (C1 および C2) の非類似度関数 D(C1, C2) の違いによって次の
ような手法がある [神蔦 03]。
• 最短距離法:D(C1, C2) = minx1∈C1,x2∈C2 d(x1, x2)
• 最長距離法:D(C1, C2) = maxx1∈C1,x2∈C2 d(x1, x2)























Algorithm 6 k-means clustering
1: procedure k-means clustering({x1,…, xN}, k)
2: Randomize m1,…,mk
3: while stopping criterion has not been met do ▷ Cluster Assignment
4: for i = 1 to N do
5: ci := arg min
j
d(xi,mj)
6: c = c ∪ ci
7: end for ▷ Update Centroids
8: for j = 1 to k do
9: mj := mean(x|c = j)
10: end for
11: end while
▷ Return the medoids
12: return m1,…,mk
13: end procedure
に k 個のクラスタを分割する。具体的なアルゴリズムは次の通り (Algorithm 6)、クラス
タへの割り当てと代表点の再計算を交互に繰り返して行う。はじめに 2行目で k個のクラ
スターの初期値 m1, ...,mk を割り当てる。次に、各データ xi がどのクラスタに属するか
の判定（5行目）と、それをリストとして保持 (6行目)する。そして、クラスタm1, ...,mk
を、各 cj に該当するデータ xの平均に更新 (9行目)する。









た。n個の部分時系列 [t, t+w−1], [t+1, t+(w−1)+1]...[t+n, t+(w−1)+n]を 1本の
全体の時系列から取り出す。これらの部分時系列を長さ w のベクトルと見なしてクラス
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タリングすることを部分時系列クラスタリング (Subsequence Time-Series clustering;STS



































浜 (2011)[白浜 11] や Aghabozorgi et,al.(2014)[AT14] がある。白浜 (2011)[白浜 11] と
Aghabozorgi et,al(2014)[AT14]では、本章と同様に DTWを類似度として株価のクラス
タリングを行っている。しかし、白浜 (2011)[白浜 11]は階層的クラスタリング手法を用い








具体的なアルゴリズムは以下の通り (Algorithm 7)。x1,…, xN はそれぞれ長さの異な
る時系列データ、k はクラスタ数である。停止条件 (stopping criterion) はクラスタの割
り当てが変化しなかった場合、または繰返し回数が上限 (100回)に達した場合である。は
じめに 2行目で k個のクラスタの初期値m1, ...,mk を割り当てる。次に、各データ xi が、
IDTWを用いてどのクラスタに属するかの判定（5行目）と、それをリストとして保持 (6
行目)する。そして、クラスタ j に含まれるデータ xを Dj と定義 (9行目)し、クラスタ
mj を、各 Dj に含まれるデータ点 xi のうち、その点以外のクラスター内の点 xl までの
IDTWで計測した類似度の総和が最小になる点に更新 (10行目)する。
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Algorithm 7 k-medoids clustering with IDTW
1: procedure k-medoids clustering with IDTW({x1,…, xN}, k)
2: Randomize m1,…,mk
3: while stopping criterion has not been met do ▷ Cluster Assignment
4: for i = 1 to N do
5: ci := arg min
j
IDTW (xi,mj)
6: c = c ∪ ci
7: end for ▷ Update Medoids
8: for j = 1 to k do
9: Dj := {x|c = j}
10: mj := arg min
xi∈Dj
∑
xl∈Dj IDTW (xi, xl)
11: end for
12: end while










ルによる予測 (AR)、2.先行研究であるNiennattrakul and Ratanamahatana(2007)[NR07]
を参考に時系列データのクラスタリングのベンチマークとしてふさわしいとされる k-
medoids clustering with DTW(DTW)、3.IDTWと k-NNの改善手法である Anava and
Levy(2016)[AL16]の k∗-NNを組み合わせた前章の IDTW＋ k∗-NN(k∗-NN) および、4.
提案手法の k-medoids clustering with IDTW(IDTW)をそれぞれ比較する。
なお、本手法のような非階層のクラスタリングの際にはクラスタ数 k を決める必要があ
60





ては 10 までの最適なラグを AIC 基準で毎月選択した。k∗-NN については先行研究であ
る Anava and Levy(2016)[AL16]と同様の条件で予測を行った。
データ期間は 1989年 1月から 2017年 3月までとし、検証期間は 2007年 1月から 2017
年 3月までの 10年間とした。
Step1















































































図 4.1 Stock price prediction framework.
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表 4.1 The average accuracy of all years and total retrun for DTW and IDTW
with k-medoids clusturing. The out-of-sample period is from January 2007 to
March 2017. The bold values are the best measurements of each column.
Total Return[%] Accuracy[%]
IDTW DTW IDTW DTW
k = 2 113 23 58.87 53.23
k = 3 98 -17 57.26 51.61
k = 4 148 66 61.29 53.23
k = 5 162 64 63.71 54.03
k = 6 151 50 64.52 54.03
k = 7 131 5 61.29 51.61
k = 8 132 6 62.1 53.23
k = 9 147 45 62.9 54.84
k = 10 114 41 58.06 55.65
k = 11 104 79 58.87 59.68
k = 12 90 56 59.68 58.06
表 4.2 The average accuracy of all years and total retrun for each method. The
out-of-sample period is from January 2007 to March 2017.The bold values are the
best measurements of each row.
AR k∗-NN DTW(k = 11) IDTW(k = 5)
Accuracy[%] 56.45 58.87 59.68 64.52
Total Return[%] 65 101 79 162
手法と同程度の予測力である。一方で DTW によるクラスタリングでは、k = 11, 12, 13
辺りに収益率と正答率のピークがあり、IDTWと比べ、クラスタ数が増加していることが
確認できる。
表 4.2は、ベンチマークである AR、k∗-NNと最も精度の良かった k = 11の DTWと
k = 5の IDTWの正答率と収益率を比較した。表から、IDTWによるクラスタリングは、
ARや k∗-NNを正答率、収益率の両方で上回ったことが確認できる。





次に抽出された各クラスタの解釈をおこなう。図 4.3から 4.7は、2017年 3月の分析手























動に対して DTW距離を計測する IDTWを用いた非類似度行列に対して k-medoidsクラ





• 収益率、正答率ともに k-medoids clustering with IDTWが TOPIX指数、ベンチ
マーク手法の両者を上回り、高い予測精度となった。





















































図 4.2 Cumulative return for each prediction method.
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図 4.3 IDTW Based k-medoids clustering as of 2017/3
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図 4.4 IDTW Based k-medoids clustering as of 2017/3
68










図 4.5 IDTW Based k-medoids clustering as of 2017/3
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図 4.6 IDTW Based k-medoids clustering as of 2017/3
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追加する基準としては、ある閾値 θ でサンプルを分割したときの評価関数 H で判断する。
この評価関数 H は情報利得とも呼ばれ、直感的にはデータ分割の前後を比較してどれだ
け綺麗にデータが分割できたかを表す。
ここで、データセット D は、n 個の説明変数 {xi, i = 1, ..., n} を含み、各サンプル xi
はそれぞれm個の属性 {aj , j = 1, ...,m}とクラスラベルまたは目的変数 {yi, i = 1, ..., n}
を持つとする。
ここで、最も情報利得の高い属性で葉ノードを分割することを考える。データセットD
をある属性の特定の閾値 θ未満であるデータ L(aj , θ) = {(y, x)|ek(aj) < θ}と以上である
データ R(aj , θ) = {(y, x)|ek(aj) ≥ θ} に分割する。そして、次の情報利得 H(L,R, θ) を
計算する。



















回帰問題であれば標準偏差 I(D) = 1|D|
∑










1: procedure Split({x1, ..., xn}, {y1, ..., yn})
2: for each samples ek do
3: for each attribute aj do
4: L(aj , θ) = {(y, x)|ek(aj) < θ}
5: R(aj , θ) = {(y, x)|ek(aj) ≥ θ}
6: end for
7: end for
8: θ∗ = arg min
θ
H(L,R, θ)








先ほどの決定木と同様にデータセット D は、n 個の説明変数 {xi, i = 1, ..., n} を含
み、各サンプル xi はそれぞれ m 個の属性 {aj , j = 1, ...,m} とクラスラベルまたは目的
変数 {yi, i = 1, ..., n} を持つ。ただし各サンプルの属性 aj は、それぞれ時間順に値を並
べた時系列データである。ここで exi(aj) はデータセットの中の一つのサンプルであり、
基準例と呼ぶ。基準例分割テストは、各サンプル xi の属性 aj に関する時系列データを
xi(aj) で表すと、データセット全体を、DTW (x(aj), exi(aj)) < θi を満たすデータセッ
トから構成される集合 L(x, aj , θi) = {(y, x)|DTW (x(aj), ei(aj)) < θi}とそれ以外の集合
R(x, aj , θi) = {(y, x)|DTW (x(aj), ei(aj)) ≥ θi}に分割する。ここで DTW (x, y)は、動
的時間伸縮法 (DTW)に基づいた類似度を表す。
基準例分割テストは、すべてのサンプルを基準例 ei(aj)と DTWで計測して、ある閾値




1: procedure Standard Example Split({x1, ..., xn}, {y1, ..., yn})
2: for each samples ek do
3: for each attribute aj do
4: for each samples xi do
5: L(aj , θ) = {(y, x)|DTW (xi(aj), ek(aj)) < θ}




10: θ∗ = arg min
θ
H(L,R, θ)













トし、情報利得H と閾値 θを計算する。次に、時系列属性 (a3)は各日付ごとに、例えば、
1985/1の時系列属性データを基準例 e1(a3)として選択し、1985/2以降の全ての時系列属






表 5.1 The sample dateset of the time-series decision tree with cross-section data.
日付 ラベル 属性 1 属性 2
1985/1 Up 0.23 0.30
1985/2 Down 0.73 0.53
1985/3 Up 0.58 0.85
1985/4 Up 0.38 0.91
1985/5 Down 0.86 0.40















5.3 提案手法 - 時系列勾配ブースティング木
ブースティングはアンサンブル学習と呼ばれる手法の一つである。アンサンブル学習と











先ほどまでと同様に説明変数としてX = {xi}Ni=1、目的変数として Y = {yi}Ni=1 を与え
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Algorithm 10 StandardExSplit with Cross-Sectional Data
1: procedure Standard Example Split with Cross-Sectional
Data({x1, ..., xn}, {y1, ..., yn})
2: for each samples ek do
3: for each attribute aj do
4: if attribute aj is time-series then
5: for each samples xi do
6: L(aj , θ) = {(y, x)|DTW (xi(aj), ek(aj)) < θ}
7: R(aj , θ) = {(y, x)|DTW (xi(aj), ek(aj)) ≥ θ}
8: end for
9: else
10: L(aj , θ) = {(y, x)|ek(aj) < θ}




15: θ∗ = arg min
θ
H(L,R, θ)
16: return best split θ∗ and aj
17: end procedure
たとき、勾配ブースティングは、真の関数 F (xi) に対する損失関数 L(·)を最小にする F ∗
を学習する。




L(yi, F (xi)) (5.3)
ここでブースティングにより、パラメータ αi を持つ弱学習器 fi(X;αi)の重み付き和を
用いて真の関数 F (xi)を近似する。
























s.t. Fm(xi) = Fm−1(xi) + βmf(xi;αm) (5.6)
勾配ブースティングでは、任意の損失関数 L(·)に対して、以下の 2段階で近似的に最小
化する。
• 擬似残差と呼ばれる ŷi = [∂L(yi,F (xi))∂F (xi) ]F (x)=Fm−1(x) を教師データとして、弱学習器
f(X;αm)のパラメータ αm を推定する。
• 求めた弱学習器を用いて、重み βi の最適化を arg min
β
∑
i L(yi, Fm(xi)) として実
行する。
任意の損失関数 L(·)について、勾配ブースティングアルゴリズムを導出することができ
るが、特に損失関数を二乗誤差関数とした場合、すなわち L(yi, F (xi)) = 12 (yi − F (xi))
2
の場合は、疑似残差は ŷi = yi − Fm−1(xi)となり、m− 1番目までの弱学習器の予測と、
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Algorithm 11 Gradient Boosting Tree
1: procedure Gradient Boosting Tree(y, x)
▷ Initialize F0 with a time-series decision tree
2: F0(x) = FitTimeSeriesTree(y, x)
3: for m = 1 to M do
4: rim = −[∂L(yi,F (xi))∂F (xi) ]F (x)=Fm−1(x)
▷ Fit a time-series decision tree to predict targets rim
5: f(x) =FitTimeSeriesTree(rim, x)
6: βm = arg min
β
∑N
i=1 L(yi, Fm−1(x) + βf(xi))
7: Fm(x) = Fm−1(x) + βmf(x)
8: end for

















毎日の株価で構成された毎月の株価変動パターン間の IDTW で計測する。TSDT + CS
および TSGBT + CS で使用する時系列データ以外のクロスセクションデータは、表
5.2 の通りである。これらのデータは、実務および様々な研究においてよく使用される
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𝐷1 = {𝑋, 𝑌}
Time-Series Tree





𝐷𝑚 = {𝑋, 𝑌 − 𝑓1:𝑚−1(𝑋)}
Time-Series Tree
𝑓𝑚(𝑋)
𝐹 𝑋 = 𝛽1𝑓1 𝑋 + 𝛽2𝑓2 𝑋 +⋯+ 𝛽𝑚𝑓𝑚(𝑋)
train train train
…
図 5.2 The illustration of the time-series gradient boosting decision tree with cross-
section data.
表 5.2 Cross-section data used in TSDT+CS and TSGBT+CS.
Data Description
PER Net Income / Market Value
PBR Net Assets / Market Value
MOM Stock returns over the past 12 months except for past month
DIV Dividends paid in a year / Market Value
ROE Net income/Net Assets
[VFH12]。
価格データや表 5.2 のデータはすべて Bloomberg*1より取得した。各指数のデー
タ期間はデータの取得可能な時点が異なるため、1993/8(TOPIX)、1990/2(SP500)、
2001/7(DAX)、2001/6(CAC) および 2000/1(FTSE) から全指数共通で 2018/6 ま
でである。最初の学習に過去 10 年分 (120 サンプル) を使用する。テスト期間は、
2003/8(TOPIX)、2000/2(SP500)、2011/7(DAX)、2011/6(CAC)および 2010/1(FTSE)
から、全指数共通で 2018/6までである。Rの gbm([RR04])と rpart([TAR10])パッケージ






t − 1 月までのデータを使いて、各モデルの学習を行う。例えば、t 月が 2003 年 7





指数の 2003年 7月のデータで、2003年 8月の株価変動を予測する。つまり、2003
年 7 月の日々の株価を時系列属性として持ち、通常の属性として、2003 年 7 月末
時点の表 5.2の属性を持つデータを用いて予測する。最初のノードでは、2003年 7
月と 1999年 1月の時系列データ (日々の株価)間の類似性に基づいて、分岐を進め
る。2003年 7月の時系列がノードの 1999年 1月の株価変動と類似していないとす










表 5.3と表 5.4はそれぞれ MAEと RMSEを表す。右端が各手法の指数毎の平均値を
示している。各テーブル内の太字は 4つの手法のうち最も精度の良いものを示している。
表 5.3と表 5.4の両方から、全ての指数の平均では TSGBT + CSが 4つの手法の中で
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表 5.3 The average MAEs of all years for each method. The out-of-sample period
is to June 2018. The rightmost column is the total mean for each method. The
bold values are the most accurate measurements of the four methods.
MAE TOPIX SP500 DAX CAC FTSE avg
TSDT 5.038 3.695 4.852 4.960 3.754 4.460
TSDT+CS 4.399 3.522 4.129 3.300 2.872 3.644
TSGBT 3.752 3.056 3.673 3.360 2.650 3.298
TSGBT+CS 3.495 2.861 3.098 2.766 2.188 2.882
表 5.4 The average RMSEs of all years for each method. The out-of-sample period
is to June 2018. The rightmost column is the total mean for each method. The
bold values are the most accurate measurements of the four methods.
RMSE TOPIX SP500 DAX CAC FTSE avg
TSDT 6.195 4.899 6.417 5.921 4.666 5.619
TSDT+CS 5.554 4.474 5.243 4.085 3.677 4.607
TSGBT 4.955 4.146 4.819 4.202 3.324 4.289
TSGBT+CS 4.961 4.036 4.304 3.524 2.974 3.960
















表 5.5 The average Accuracys of all years for each method. The out-of-sample
period is to June 2018. The rightmost column is the total mean for each method.
The bold values are the most accurate measurements of the four methods.
ACC TOPIX SP500 DAX CAC FTSE avg
TSDT 50.00% 47.73% 51.81% 45.24% 53.47% 49.65%
TSDT+CS 64.04% 61.82% 56.63% 63.10% 61.39% 61.39%
TSGBT 57.87% 61.36% 59.04% 54.76% 57.43% 58.09%
TSGBT+CS 69.10% 65.91% 62.65% 64.29% 66.34% 65.66%
表 5.6 The total returns[%] for each method. The out-of-sample period is to June
2018. The rightmost column is the total mean for each method. The bold values
are the most accurate measurements of the four methods.
Total Return TOPIX SP500 DAX CAC FTSE avg
TSDT 34.99 10.86 -6.16 0.15 35.68 15.11
TSDT+CS 255.84 198.36 69.20 117.28 67.45 141.62
TSGBT 111.51 88.14 112.78 86.72 75.21 94.87
TSGBT+CS 229.79 224.30 100.93 140.42 120.73 163.23
にどれだけ gainを与えたのかという指標が IRである。IRとは、ある変数 xi が平均的に
どれぐらい評価基準を改善しているのかの全分岐点についての平均であり、これによって
変数の重要性を評価する指標である。IRは、合計が 100%になるように標準化している。











表 5.7 Feature and importance rate (IR) of TSGBT+CS on 2018/5.
TOPIX SP500 DAX CAC FTSE
Feature IR Feature IR Feature IR Feature IR Feature IR
MOM 6.96 DIV 6.50 PBR 11.58 MOM 7.84 2008/12 9.91
DIV 4.99 1998/10 5.29 2001/08 8.95 2008/09 7.66 PER 7.96
1998/02 4.20 ROE 5.25 2002/08 7.14 PBR 6.49 2010/09 5.21
2005/03 3.65 MOM 5.12 PER 5.88 2008/06 4.79 DIV 5.09
PBR 3.09 PER 4.73 2009/02 4.85 2009/01 4.64 2004/03 3.95
2004/02 3.09 2000/02 4.37 2006/09 4.36 DIV 4.63 2003/11 3.64
1995/01 2.91 1997/11 3.59 2007/06 3.57 2010/04 4.06 2009/01 2.55
2003/04 2.81 2002/06 3.56 2010/05 2.46 2006/07 2.68 MOM 2.15
2002/03 2.76 2003/01 3.09 2007/10 2.23 2009/03 2.66 2006/02 2.12
2000/01 2.52 1992/06 2.55 2005/10 2.21 2006/09 2.43 2008/08 1.99
1996/01 2.48 1994/11 2.33 2002/02 2.19 2003/05 2.37 2007/11 1.99
1997/10 2.43 1997/10 2.18 2003/03 2.19 2008/11 2.05 2009/06 1.97
1994/07 2.23 1999/08 2.13 MOM 2.13 2004/09 2.02 2008/05 1.97
2006/01 2.01 1999/07 2.12 2002/06 2.11 2001/12 2.00 2009/10 1.96
1996/02 1.80 1991/01 2.00 2002/10 1.85 2010/02 1.85 2008/06 1.88
1993/08 1.77 2000/07 1.84 2003/09 1.83 PER 1.84 2008/10 1.84
1997/02 1.76 1999/10 1.76 2003/11 1.73 2011/09 1.81 2011/03 1.71
1997/05 1.67 1999/04 1.74 DIV 1.69 2007/09 1.80 2003/03 1.70
1995/08 1.48 2000/03 1.71 2008/01 1.65 2003/09 1.61 ROE 1.61


















































































1. 第 3 章の方法を個別銘柄に適用し、過去と最も類似した局面からの予測リターン
を、単純なモメンタム戦略と同様にクロスセクションで有効なファクターであるか
どうか検証すること。
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