For many imaging tasks, it is necessary to locate a small number of point sources with high precision from their noisy low frequency Fourier coefficients. When the point sources are located on a fine grid, this problem is equivalent to recovering a N -dimensional S-sparse complex vector from noisy observations of its first M discrete Fourier coefficients, where N ≫ M and the noise level is bounded by δ. We show that when M and N are sufficiently large, the min-max error is exactly δ C(S)(N/M ) 2S−1 / √ M , where C(S) is some constant depending only on S. This result is an immediate consequence of sharp lower and upper bounds on the smallest singular value of certain restricted Fourier matrices. We prove the lower bound using a duality characterization together with an interpolation argument involving the construction of a new family of trigonometric polynomials with small norms, which we call the sparse Lagrange polynomials. The upper bound can be interpreted as an extremal case of the discrete uncertainty principle.
Introduction

Motivation
In imaging and signal processing, resolution has always been, and still is, an important problem. The resolution of a classical lens is limited by the ratio between the wavelength of light and the lens aperture; the resolution of optical sensors depends mostly on the size of the detecting devices. In order to characterize the resolution of a standard imaging system, Rayleigh defined the Rayleigh length to be the minimum separation between two point sources that the imaging system can resolve. Super-resolution methods that can enhance the resolution of standard imaging systems have been of great interest to scientists and practitioners, as they allow one to observe many detailed objects below the Rayleigh length. Therefore, many interests in imaging center on inventing super-resolution methods and understanding the resolution limit of these methods.
We consider a simple model where the object of interest contains a small number of point sources located on a fine grid in a finite interval, and the measurements are the low frequency Fourier coefficients of the object. The goal is recover the location of all point sources from the measurements. This model fits in many interesting applications in imaging and signal processing, such line spectral estimation [33] , source localization in remote sensing [20] , and direction of arrival estimation [25] .
Recently, many papers have provided performance guarantees for this model. Many of these works were initially inspired by the shortcomings of compressive sensing [8, 14] in handling discretization error. In imaging, point sources are represented by Dirac delta functions on a continuous domain and they are usually not sparse in any discrete basis. In the process of discretizing continuous problems, a discretization error or basis mismatch arises, manifesting the gap between the continuous world and the discrete world [18, 19, 9] . When a continuous problem is discretized on a grid with spacing equal to the Rayleigh length, the discretization error is large, creating an unfavorable Signal-to-Noise-Ratio. On the other hand, if one refines the grid to reduce the discretization error, then the sensing matrix becomes underdetermined and highly coherent causing many compressive sensing algorithms to fail.
Under this motivation, many works addressed this imaging problem with discretization on a fine grid whose spacing is far below the Rayleigh length, or without discretization at all. Progress has been made using greedy algorithms [15, 19] , total variation minimization [7, 10, 35, 6, 21, 1, 16, 34, 26] , LASSO [17] , and subspace methods [27, 28] , where performance guarantees are mostly established when the objects are located on a continuous domain but separated by the order of Rayleigh length. These papers can be viewed as methods to mitigate discretization errors in imaging, but they did not address the super-resolution regime where the point sources can be tightly clustered. When the separation between point sources is below the Rayleigh length, recent works by Morgenshtern and Candès [29] and Denoyelle, Duval and Peyré [12] showed that certain convex optimization has superresolution effect when all amplitudes are real and positive.
The goal of this paper is to establish a sharp bound on the min-max error for the recovery of sparse objects with complex amplitudes. This min-max bound can be used to evaluate the effectiveness of any algorithm, as the optimal method should be comparable to the min-max error. The question of estimating this quantity was addressed by Donoho [13] and Demanet and Nguyen [11] , where they studied the super-resolution limit for the recovery of point sources located on a fine grid in R from its continuous Fourier transform at low frequencies. A sharp bound on the min-max error for the recovery of sparse objects on a fine grid was established in [11] . However, in practice, measurements are taken using discrete sensors and samples are taken at discrete points. For this reason, determining the super-resolution limit with discrete measurements is of great interest to both scientists and practitioners. In this paper, we prove a sharp bound on the min-max error for the recovery of a small number of point sources on a fine grid in a finite interval from its low frequency discrete Fourier coefficients. The techniques we used in the proof are different from the ones in [13, 11] , and all the conditions and constants are explicitly given in our results.
Mathematical model
Let N be a positive integer and consider the discrete measure µ = N −1 n=0 x n δ n/N , where δ n/N is the Dirac measure at n/N . We assume that x belongs to C N S , the set of S-sparse vectors of length N . Suppose we are given the measurement vector y ∈ C M with y m = µ(m) + η m for m = 0, 1, . . . , M − 1, where µ is the (unitary) Fourier transform of µ and η ∈ C M is some unknown addictive noise that satisfies η 2 ≤ δ. We can write the measurement vector y as the linear system:
where Φ ∈ C M ×N is the first M rows of the un-normalized N ×N discrete Fourier transform (DFT) matrix: Φ m,n = e −2πimn/N . In this model, point sources are located on a grid with spacing 1/N , where N ≫ M . In many applications, there are only a few point sources for which we need to recover at a high precision. For this reason, we can assume that the vector x is S-sparse where S is much smaller than N . The noisy measurements are taken up to frequency M , so the Rayleigh length is 1/M . The super-resolution factor is N/M , which is the number of grid points in one Rayleigh length. The challenge of recovering x increases as the super-resolution factor grows.
Problem statement
We are primarily interested in determining the smallest possible error for the recovery of Ssparse vectors, among all possible recovery methods, in the regime that the super-resolution factor is large: N ≫ M . The min-max error quantifies this approximation quality.
Definition 1 (S-min-max error). Fix positive integers M, N, S such that S ≤ M ≤ N and let δ > 0. The S-min-max error is
Here, x(y, M, N, S, δ) means that the infimum is taken over all x ∈ C N that only depends on the known information M, N, S, δ and the given data y = Φx + η. In particular, x is selected independent of the unknown x and η.
The min-max error is a strong way of quantifying the error because the supremum is taken over all possible S-sparse vectors and noise bounded by δ. On the other hand, this quantity does not assume that x is chosen according to a specific recovery method; instead it characterizes the error given by the best recovery method, because the infimum is taken among all possible methods. To study this quantity, we exploit its connection with the smallest singular value of certain restricted Fourier matrices. Definition 2 (Lower restricted isometry constant). Fix positive integers M, N, S such that S ≤ M ≤ N . The lower restricted isometry constant of order S is the quantity
where Φ T is the restriction of Φ to columns indexed by the set T ⊆ {0, 1, . . . , N − 1} and σ min (Φ T ) is the smallest singular value of Φ T .
The lower restricted isometry constant is related to the restricted isometry constant from compressive sensing [5] , but with a major difference. The recovery guarantees from standard compressive sensing theory require Φ T to be well-conditioned for all support sets T , whereas in our situation, the submatrices Φ T can be highly ill-conditioned.
Proposition 1 (Relationship between the min-max error and lower restricted isometry constant). Fix positive integers M, N, S such that 2S ≤ M ≤ N , and let δ > 0. Then, N, 2S ) .
Main results
Our main theorem provides lower and upper bounds on the lower restricted isometry constant, which hold for sufficiently large M and N and are sharp up to constants depending only on S.
Theorem 1. Fix a positive integer S. There exist constants A(S), B(S), C(S) such that the following statements hold.
The constants appearing in the theorem are defined in equations (2.7) and (3.10). We have suppressed their explicit form because when N ≫ M , the (M/N ) S−1 term is the dominant factor in both the lower and upper bounds. Admittedly, the quotient B(S)/A(S) grows quickly in S, so a topic of future research would be to tighten the estimates, or even better, to determine the exact dependence on S. Remark 1. We have several comments about the numerology of the bounds.
The
√ M factor appears because the columns of Φ have norm √ M . Had we had consider the normalized Fourier matrix Φ/ √ M instead, this factor in both the lower and upper bounds would disappear.
2. In view of the connection between Θ(M, N, S) and super-resolution in imaging, it makes sense from a physical point of view that this quantity only depends on the super-resolution factor N/M , and not on M or N individually.
3. The singular values of Φ T and Φ T are identical whenever T = T + a mod N and a ∈ Z, so without loss of generality, we can assume that 0 ∈ T . Hence, even though the minimization in Θ(M, N, S) is taken over all subsets T with cardinality S, one of the elements in T is already fixed.
The lower (respectively, upper) bound for Θ(M, N, S) implies an upper (respectively, lower) bound for the min-max error. Combining Theorem 1 and Proposition 1 gives rise to the following estimate on the S-min-max error.
Corollary 1. Fix a positive integer S. There exist constants A(S), B(S), C(S) such that the following statements hold.
Corollary 1 shows that super-resolution is possible as long as the noise level δ is smaller than (M/N ) S−1 . The exponential dependence on S exhibits the difficulty of super-resolution for large S.
Even though Corollary 1 does not tell us which recovery method is the best, the estimates on smallest singular values in Theorem 1 do have implications to some methods with superresolution phenomenon, such as MUSIC [32] and ESPRIT [31] , but these implications are beyond the scope of this paper.
Related work
1.5.1 Super-resolution limit on a lattice of R with continuous measurements Among existing works, [13] and [11] are most closely related to this paper. Donoho, Demanet and Nguyen studied the following signal recovery problem on a lattice of R with continuous measurements. Given the bandwidth M > 0, lattice parameter N > 0, and the noise level δ > 0, the problem is to recover the support set and amplitudes of an unknown discrete measure µ = n∈T x n δ n/N from the noisy measurements
where η is supported in [−M/2, M/2] and η L 2 ≤ δ. Donoho [13] further assumed that µ has "sparse clumps", and proved lower and upper bounds for the min-max error under this assumption. We say a set T ⊆ R, satisfying the signal model, has Rayleigh index of R if for any interval I of length R · 4/M the intersection T ∩ I has cardinality at most R. If G(M, N, R, δ) denotes the min-max error of estimating measures whose support has Rayleigh index no more than R, then Donoho proved that for sufficiently large N depending on M ,
Demanet and Nguyen [11] studied the same problem, but for the recovery of measures supported in a set of cardinality at most S and on a lattice of width 1/N as opposed to Donoho's sparse clumps model. If F(M, N, S, δ) denotes the min-max error of estimating S-sparse measures, then Demanet and Nguyen proved that when M/N is sufficiently small,
In comparison with Donoho's result, Demanet and Nguyen studied a simpler signal model, since any S-sparse measure has Rayleigh index no more than S, but obtained the optimal bound for the min-max error, up to constants depending on S. In particular, both the dependence on M and the power of the super-resolution factor in inequalities (1.3) are optimal. Our work is motivated by applications where discrete Fourier coefficients are taken and the measure is supported in a grid with spacing 1/N on a finite interval, as opposed to the real line. Similar to Demanet and Nguyen, we assume that our measure is Ssparse. Corollary 1 presents an optimal bound for the min-max error of estimating S-sparse vectors with discrete Fourier coefficients. Our method for proving Corollary 1 is significantly different from Donoho [13] and Demanet and Nguyen [11] . Our approach also allows us to establish explicit form of the constants depending on S, as well as explicit size assumptions on M and N .
Recovery of well-separated point sources
For the purpose of handling discretization errors, some greedy algorithms have been proposed to locate well-separated point sources on a fine grid [19, 15] . The greedy algorithms in [19] are based on techniques of band exclusion and local optimization proposed according to the coherence pattern of the sensing matrix when the problem is discretized on a fine grid. An approximate support recovery within 1/M is guaranteed for recovering objects separated by 3/M , independently of the grid spacing.
Several recent papers have addressed the problem of recovering a discrete measure on the unit interval, whose support does not necessarily lie on a lattice, from its low frequency Fourier coefficients. In [7] , Candès and Fernandez-Granda showed that, given 2M + 1 consecutive Fourier coefficients with M ≥ 128, if the Dirac masses are separated by at least 2/M , then total variation minimization can recover the measure exactly. Since the publication of that paper, Fernandez-Granda [22] obtained sharper theoretical results for this approach. An analogous result, but for random low-frequency samples, was considered by Tang et al. [35] . They showed that given O(S log S log M ) random samples from the set {0, 1, . . . , M − 1}, atomic norm minimization can recover a measure consisting of S Dirac masses separated by at least 4/M . Under similar separation hypotheses, there have been numerous papers that use optimization approaches to address the case when the given spectral data is corrupted by additive noise [21, 6, 16, 1, 34, 26] .
In literature Prony [30] was the first to address the inverse problem of recovering spikelike objects from its Fourier coefficients, but the original Prony's method is numerically unstable. In the signal processing community, many algorithms [25, 33] with superior numerical performance have been proposed, such as MUSIC [32] , ESPRIT [31] , and the matrix pencil method [24] . In the noiseless case, MUSIC guarantees exact recovery provided that there are at least twice as many measurements as objects, M ≥ 2S. Stability of the MUSIC algorithm was proved by the second named author and Fannjiang when the underlying objects are separated by 2/M [27] . In [28] , Moitra proved an upper bound for the reconstruction error of the matrix pencil algorithm, and showed that the matrix pencil algorithm is stable to noise when the underlying objects are separated by 2/M as well.
Lack of separation and super-resolution
The super-resolution of real vectors was addressed in some recent works where the underlying objects are not assumed to be separated by the order of Rayleigh length. In [29] Morgenshtern and Candès proved that, if all amplitudes are positive and the support set has Rayleigh index no more than R, solving a convex feasibility problem yields an ℓ 1 reconstruction error at most C(N/M ) 2R ·noise. In [12] Denoyelle, Duval and Peyré used BLASSO to recover objects with positive amplitudes, and showed that the amplitudes and positions of the recovered objects converge to the exact ones when the noise and the regularization parameter drops to zero faster than ∆ 2S−1 where S is the number of objects and ∆ is the minimum separation between two objects. By connecting the TV-min problem with Beurling's theory of minimal extrapolation [3, 4] , Benedetto and the first named author [2] showed that if the sign of the complex measure satisfies certain properties, then it is a solution to TV-min. In particular, this result applies to the recovery of discrete measures without separation conditions, and in higher dimensions, to the recovery of singular continuous measures.
Conditioning of rectangular Vandermonde matrices with nodes on the unit circle
A key quantity is this paper, and in many other works, such as [27, 28, 12] , is the minimum singular value of rectangular Vandermonde matrices Φ T whose nodes are on the unit circle. In [23] , Gautschi gave an exact form of the inverse of a square Vandermonde matrix, but the Vandermonde matrices to be analyzed for super-resolution are rectangular. When the elements in T are separated by 1/M , the singular values of Φ T are studied in [27] through the discrete Ingham inequality and in [28] with tools in analytic number theory. The bounds in [28] are tighter than the ones in [27] due to the use of extremal functions. Theorem 1 in this paper provides a sharp estimate on the minimum singular value of rectangular Vandermonde matrices with nodes on a fine grid of the unit circle without posing a separation condition between two nodes.
Organization
This paper is organized as follows. The lower bound in Theorem 1 is proved in Section 2.
The main ingredients of the proof are duality and interpolation. The latter step requires the construction of special interpolating functions called the sparse Lagrange polynomials.
The upper bound in Theorem 1 primarily serves to demonstrate that the lower bound is optimal. We prove the lower bound in Section 3 by using an almost identical argument given by Donoho in [13, Section 7.4 ]. An analogue of Proposition 1 for a related super-resolution problem on R was proved by Demanet and Nguyen [11, Theorem 1] . Their argument carries over to our setting with slight modifications, and we include the proof in Appendix A.
Notation
The symbols M, N, S, T, Φ, η, δ, x, y, x always refer to the objects introduced in the introduction. Generic constants are typically written as C, C 1 , C 2 , and if a constant depends on particular quantities, then the dependences are usually made explicit. For other generic objects, we use µ for measures, f, g, h for functions, t for a real variable, u, v for vectors, P, R for integers, and j, k, m, n for indices. The one-dimensional torus group is denoted T = R/Z. For a non-negative real number a and positive integer N , let |a| N be its distance to the closest multiple of N . Let |a| T be the distance between a and the closest integer, and let ⌊a⌋ be the largest integer less than or equal to a.
Let M (T) be the set of bounded Radon measures on T. Let δ a to denote the Dirac measure supported at a ∈ T. For integers m and n, the quantity δ m,n is defined to be 1 if m = n and be to 0 if m = n. Let L p (T) for 0 < p ≤ ∞ be the usual Lebesgue spaces with norm · L p (T) . The (unitary) Fourier transform of µ ∈ M (T) and f ∈ L 1 (T) are denoted µ and f , respectively. Let C N be the space of N -dimensional complex vectors and C N S be the subset of vectors that have at most S non-zero components. For a vector u ∈ C N , let u 0 be the number of non-zero entries in u, u 2 be its Euclidean norm, and supp(u) be the subset of {0, 1, . . . , N − 1} for which u is non-zero on. For a complex matrix X, its Hermitian transpose is denoted X * and its Moore-Penrose psuedoinverse is denoted X † .
The lower bound: duality and interpolation
A duality principle
We prove a powerful characterization of σ min (Φ T ), which can be viewed as a duality relationship between the smallest singular value of Φ T and an interpolation of measures supported on T by trigonometric polynomials. 
Proof. Fix a unit norm vector v ∈ C N supported in T . The set of all trigonometric polynomials f with Fourier transform supported in {0, 1, . . . , M − 1} can be written in the form
Let u ∈ C M be the vector with u m = f (m) and note that u 2 = f L 2 (T) . This establishes a bijection between each such f and a vector u ∈ C M . Thus, there exists a bijection between the set P (M, v) and the set of vectors u ∈ C M such that
This condition is equivalent to the existence of a solution u ∈ C M to the under-determined system of equations (Φ T ) * u = v T , where v T ∈ C S denotes the restriction of v to T . Thus, we have inf
The minimum Euclidean norm solution to an under-determined system is given by the Moore-Penrose psuedoinverse, so
To complete the proof, we note that
Remark 2. We will not actually make full use of the power of Proposition 2. In order to prove the lower bound for Θ, we actually only need the inequality,
Although we do not use the reverse inequality, the equality in the referenced proposition explains why this duality approach to estimating σ min (Φ T ) is able to achieve the optimal bound. We can prove inequality (2.1) using a more intuitive argument that better illustrates the role of the polynomial interpolation space. Fix a support set T as in the proposition. For any non-zero vector v ∈ C N supported in T , we associated it with the discrete measure µ = N −1 n=0 v n δ n/N , and note that µ(m) = (Φv) m . For any f ∈ P(M, v), we have
Rearranging this inequality shows that
which completes the proof of (2.1).
Interpolating polynomials
In view of Proposition 2, in order to obtain a lower bound on Θ, it suffices to construct, for each unit norm v ∈ C N S , a particular interpolating polynomial f (v) ∈ P(M, v) and then
A natural first attempt is to use the Lagrange interpolating polynomial (see Definition 4) to carry out the interpolation. However, we shall see in Section 2.2.1 that Lagrange polynomials yield a suboptimal bound. In some ways, this is not surprising as the Lagrange polynomials are known to exhibit poor behavior when the nodes consist of closely spaced points.
Lagrange polynomials and sub-optimal estimates
We define the Lagrange polynomials and demonstrate why they are not well-suited for this task.
Definition 4 (Lagrange polynomials).
Fix positive integers S, N such that S ≤ N . For any support set T ⊆ {0, 1, . . . , N − 1} with cardinality S, the Lagrange polynomials adapted to T is the set {L n } n∈T , where
k∈T \{n} e 2πit − e 2πik/N e 2πin/N − e 2πik/N .
For any vector
the Lagrange interpolating polynomial of v.
Lemma 1. For all a, b ∈ T, we have |e 2πia − e 2πib | ≥ 4|a − b| T .
Proposition 3 (Lagrange interpolating polynomial is sub-optimal). Fix positive integers
Proof. Let T = supp(v) and {L n } be the Lagrange polynomials adapted to T . By triangle inequality and Cauchy-Schwarz, we have
By Lemma 1, for distinct n, k ∈ T , we have
Then, for all t ∈ T and n ∈ T ,
In particular, this implies
Combining inequalities (2.2) and (2.3) completes the proof.
Observe that in the proof of this proposition, since v is arbitrary, we cannot expect to do significantly better than (2.2), and consequently, L n L 2 (T) is the crucial quantity to estimate. The next proposition shows that, without additional assumptions on the support set T , our estimate (2.3) is optimal up to constants depending only on S. This suggests that it is impossible to obtain the optimal lower bound for σ min (Φ T ) using the Lagrange polynomials. 
This implies, for all t ∈ T and n ∈ T ,
If t ∈ T is far away from T , say
Taking M and N sufficiently large depending on h and C(S) completes the proof.
Sparse Lagrange polynomials and optimal estimates
Our optimal estimates result from the following interpolating polynomials that have small norms. As seen in Proposition 4, the challenging case is when the support set T contains a substantial number of points that are close to each other. The main observation that we make in the following construction is that the Lagrange polynomials have Fourier transform supported in {0, 1, . . . , S − 1}, whereas we have available the much larger spectral set {0, 1, . . . , M − 1} to construct better behaved interpolating polynomials.
Proposition 5 (Existence of interpolating polynomials). Fix positive integers M, N, S such that M ≥ 2S(S + 1) and N ≥ 2M 2 /S 2 . For any support set T ⊆ {0, 1, . . . , N − 1} with cardinality S, there exists a set of trigonometric polynomials {H n } n∈T such that H n (k/N ) = δ n,k for all n, k ∈ T , supp( H n ) ⊆ {0, 1, . . . , M − 1}, and
Proof. We will need some auxiliary integers for the proof. Let P = ⌊ M S ⌋ and R = ⌊ P S ⌋. Using the inequalities for M and N , we readily check that
Fix a support set T with cardinality S. We first construct generalized Lagrange polynomials adapted to T . For each n ∈ T , define the subsets
and the interpolating trigonometric function g n (t) = k∈Un e 2πiP t − e 2πiP k/N e 2πiP n/N − e 2πiP k/N k∈Vn e 2πit − e 2πik/N e 2πin/N − e 2πik/N .
We justify why g n is well-defined. If k ∈ V n , the denominators in the product over V n are clearly non-zero. If k ∈ U n , then
where we used the assumption that N ≥ 2M 2 /S 2 . This implies that |P n − P k| N < 1/2, so the denominators in the product over U n are non-zero. By construction, we have g n (k/N ) = δ k,n for all n, k ∈ T . Next, we proceed to estimate g n L 2 (T) . The point of this construction is that, if k ∈ V n , then |n − k| N ≥ M/S by definition, but if k ∈ U n , we have
Using Lemma 1, we see that
In particular, this implies that
While g n satisfies the properties for interpolation, its norm is still too large as a factor of 1/ √ M is missing. We can get interpolating polynomials with smaller norms by an appropriate averaging. The basic idea is that each g n is supported in a set of cardinality at most S 2 and this set has a simple arithmetic structure. By modulating g n we can obtain a family of R interpolating functions that are pairwise orthogonal. Averaging over all of these yields one with a smaller norm.
By construction, g n is a product of complex exponentials, |U n | of them having frequency P and |V n | of them having unit frequency. We see that supp( g n ) ⊆ S−1 s=0 {0, P, . . . , P (S − 1)} + s .
(2.6)
For r = 0, 1, . . . , R − 1, define the function g n,r (t) = e −2πirSn/N e 2πirSt g n (t).
Observe that g n,r (k/N ) = δ n,k for all n, k ∈ T and 0 ≤ r ≤ R − 1. Each g n,r is a modulation of g n , so using the inclusion (2.6), we have supp( g n,r ) ⊆ S−1 s=0 {0, P, . . . , P (S − 1)} + s + rS .
Hence, the Fourier transforms of g n,r and g n,r ′ are supported in disjoint sets whenever r = r ′ , and thus, are L 2 (T) orthogonal. Finally, for each n ∈ T , we define the function
By construction, we have H n (k/N ) = δ n,k for all n, k ∈ T and we readily check that H n is supported in {0, 1, . . . , M − 1} since its largest frequency is
By orthogonality, the observation that |g n,r | = |g n |, and inequality (2.5), we have
Definition 5 (Sparse Lagrange polynomials). Let M, N, S, T be the objects satisfying the assumptions in Proposition 5. We call {H n } n∈T the sparse Lagrange polynomials adapted to T . For any v ∈ C N supported in T , we call
the sparse Lagrange interpolating polynomial of v.
We call the function H n "sparse" because for any M points on the torus, it is possible to construct a trigonometric polynomial of degree M − 1 that interpolates values at these points; in contrast, the sparse Lagrange polynomials have degree M − 1 and interpolate values at S points, where S is much smaller than M . Of course, the main advantage of the sparse Lagrange polynomials is that they have significantly smaller norms compared to Lagrange polynomials, as seen in Theorem 2 and 
Proof. By the triangle inequality, Cauchy-Schwarz, and the upper bound for H n L 2 (T) , we have
Proof of the lower bound in Theorem 1
The proof of the lower bound is an immediate consequence of the duality principle and sparse Lagrange interpolation.
Proof of the lower bound in Theorem 1. Fix a support set T with cardinality S. For any unit vector v ∈ C N supported in T , let H(v) ∈ P(M, v) be the interpolating function in Theorem 2. By Proposition 2, we have
This inequality holds for all support sets T with cardinality S, which completes the proof of the lower bound with
3 The upper bound: uncertainty principles
An upper bound on Θ(M, N, S) can be interpreted as an extremal case of the discrete uncertainty principle. Indeed, we have
The question then becomes, how small, in the ℓ 2 sense, can M consecutive discrete Fourier coefficients of a S-sparse N dimensional complex vector be? To obtain an upper bound on Θ, it suffices to consider a specific u.
Proof of the upper bound in Theorem 1. Let T = {0, 1, . . . , S − 1} and u ∈ C N where u n = (−1) n S−1 n for n ∈ T and u n = 0 otherwise. Using equation (3.1), we see that
To obtain an upper bound for Φu 2 , we identify u with the discrete measure µ N = N −1 n=0 u n δ n/N . We have
where
The right hand side is the (S − 1)-th order backwards finite difference of f . It is well-known that for each t ∈ T, we have 5) where the remainder term |R S−1 (f )| is point-wise O(1/N ) as N → ∞. In order to determine how large we require N to be, we calculate the remainder term explicitly. By a Taylor expansion of f , for each t ∈ T and 0 ≤ n ≤ S − 1, there exists t n ∈ (t − n N , t) such that
Using this equation on the right hand in (3.4), we have
We bound this term in the L 2 (T) norm. We have
For all integers k ≥ 1, we have
and similarly,
Combining (3.5), (3.6), (3.7), and (3.8) we deduce A Min-max error and restricted isometry constant Corollary 1 is an immediate consequence of Theorem 1 and Proposition 1. In order to keep this paper self-contained, we include the proof of the latter result.
Proof of Proposition 1. We prove the upper bound first. Fix x ∈ C N S , η ∈ C M with η 2 ≤ δ, and suppose we are given y = Φx + η. Let x ∈ C N be the sparest vector such that Φ x − y 2 ≤ δ, and this choice of x is independent of x and η. The vector x exists because x also satisfies this inequality constraint. By definition, we have We combine inequalities (A.7) and (A.8), and recall the definition of E to complete the proof of the lower bound.
