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ABSTRACT
In this paper we present a general framework for object detection
and segmentation. Using a bottom-up unsupervised merging algo-
rithm, a region-based hierarchy that represents the image at different
resolution levels is created. Next, top-down, object class knowledge
is used to select and combine regions from the hierarchy, in order
to deﬁne the exact object shape. We illustrate the usefulness of the
approach with four different object classes: sky, caption text, trafﬁc
signs and faces.
Index Terms— Object detection, Image segmentation, Image
representations, Image region analysis.
1. INTRODUCTION
The most common approaches to object detection are block-based:
the image is scanned at multiple scales with a sliding window of
ﬁxed size and shape -typically rectangular-, and the contents of the
window are input to a classiﬁer.
One limitation of these approaches, due to the large amount of
candidates to evaluate, is their computational cost. Different speed
up strategies have been proposed, like the use of heuristics, cascades
of classiﬁers [1] or branch and bound schemes [2].
But the most important limitation is that the output of these sys-
tems is typically a bounding box surrounding the object. This is un-
satisfactory as a ﬁnal result because a bounding box does not capture
the true shape of the object. The box may contain many non-object
pixels, or may lack some object parts. The accurate segmentation of
the object requires a post-processing stage.
In the last years, alternative methods have been proposed that in-
corporate unsupervised image segmentation into an object detection
and segmentation framework, assuming that objects are deﬁned by
one or several regions in a segmentation of the image.
Regions are appealing for several reasons. One is that they sim-
plify the problem, since the image is represented with a number of
elements (the regions) much lower than the number of blocks. Also,
the computation of region features is not affected by clutter from
outside the region. Finally, regions may provide an accurate repre-
sentation of the object shape.
Ideally, region boundaries should correspond to object bound-
aries. However, segmenting semantic objects is a very challenging
problem. It is extremely difﬁcult to partition an image into seman-
tically meaningful elements, not just blobs of similar color or tex-
ture. Objects may be over-segmented (formed by several regions)
or under-segmented (a region may include pixels from multiple ob-
jects). Moreover, regions in a partition may be produced by illumi-
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nation discontinuities or may be artifacts introduced by the segmen-
tation algorithm.
To overcome these limitations, some recent works use multiple
segmentations of the same image (varying parameters or even the
segmentation algorithm), assuming that the object to detect is cor-
rectly segmented in at least one of them [3], or integrate the infor-
mation from multiple segmentations by classifying each region (in
each partition) and combining the results into an object mask [4].
In this paper we present a general framework for object detec-
tion and segmentation. To address the weaknesses in image seg-
mentation, instead of working with a single partition we build a hi-
erarchy that represents the image at different resolution levels, the
Binary Partition Tree (BPT) [5]. This representation is created using
a bottom-up unsupervised merging algorithm. The goal is that nodes
in the tree represent objects in the scene (or a very good approxi-
mation of these objects). Next, top-down, object class knowledge
is used to select and combine regions from the hierarchy, in order
to deﬁne the exact object shape. This way, the problem of selecting
the right scale and location is reduced: the search is performed only
at the scales (region size) and locations (region position) deﬁned by
the tree nodes. This framework is assessed on four different object
detection scenarios: sky, caption text, trafﬁc signs and faces.
After this introduction, Section 2 describes the system, while
Section 3 illustrates the usefulness of our approach for different se-
mantic objects. Some conclusions are presented in Section 4.
2. SYSTEM OVERVIEW
Figure 1 shows a general scheme of the system. Each input image
is represented with a Binary Partition Tree (image model), and tree
nodes are described by a set of simple geometric, color and texture
features. These features are computed for all the nodes when creat-
ing the BPT and stored to be used later, in the detection of different
classes of objects.
In the training mode, object models that characterize the differ-
ent classes in terms of several region-based descriptors are learned.
An object model may be formed by different kinds of descriptors;
we arrange them in three groups according to their use in the sys-
tem: generic descriptors, a shape descriptor and speciﬁc descriptors.
Their use in the detection mode is described below.
In the detection mode, for a particular object model, the tree is
analyzed. Initially, some nodes are rejected (Simpliﬁcation) based
on the information provided by the generic descriptors (that were
already computed when creating the BPT). For the remaining nodes,
a second set of descriptors (speciﬁc descriptors) is computed for the
ﬁnal Classiﬁcation and Decision. Between these two steps, there is
an optional Shape Fitting stage. This step is useful for somewhat
rigid objects with a known shape. It modiﬁes the area of support of
the node to conform to a reference object shape (shape descriptor).
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Fig. 1: General detection system
2.1. The image model
The Binary Partition Tree (BPT) [5] proposes a hierarchy of regions
created by a merging algorithm. Starting from a given partition (with
any number of regions; we may even assume that each pixel or ﬂat
zone is a region), the algorithm proceeds iteratively by (1) comput-
ing a similarity measure for all pair of neighbor regions, (2) selecting
the most similar pair of regions and merging them into a new region
and (3) updating the neighborhood and the similarity measures. The
algorithm iterates steps (2) and (3) until all regions are merged into a
single region. The BPT stores the whole merging sequence from an
initial partition to the one-single region representation. The leaves
in the tree are the regions in the initial partition. A merging is repre-
sented by creating a parent node (the new region resulting from the
merging) and linking it to its two children nodes (the pair of regions
that are merged).
The BPT represents a set of regions at different scales of reso-
lution. At lower scales (close to the initial partition) we ﬁnd a large
number of small regions, while at higher scales, regions are larger
and possibly more meaningful.
For object detection, we would like the nodes to represent com-
plete or nearly complete objects. As shown in [6] this is possible for
many kinds of objects (compact or fairly homogeneous) if the ini-
tial partition is ﬁne enough and a similarity measure that takes into
account both color similarity and contour complexity is used for the
mergings. While chrominance is useful to deﬁne homogeneous re-
gions, contour information favors the merging of regions with partial
or total inclusions (unless they are very different in color), leading
to regions with simple contours. Details on the construction of the
tree can be found in [6]. An example of BPT illustrating its ability
to represent objects is shown in Figure 2.
2.2. The object model
The goal is to ﬁnd a description of each object class that has tolerance
to intra-class variations and to a certain degree of illumination or
viewpoint changes.
Each class is described at two levels. First, at a very general
level, with a set of low-level features (which we call generic de-
scriptors) associated with very simple classiﬁers, each based on one
single feature. Second, at a more speciﬁc level, using more complex
features and classiﬁers (speciﬁc descriptors). The ﬁrst description
is used to simplify the search, eliminating many of the candidate
nodes, while the second, more costly, is applied only to the remain-
ing nodes.
Generic descriptors: They are associated with low-level visual
attributes which are common to any object. They are simple and
relatively easy to measure, and they are pre-computed for all the
nodes when creating the tree. We associate each descriptor with a
simple threshold classiﬁer which is trained on sample data. In order
to cover the four scenarios proposed in this paper we work with the
following descriptors. Note, however, that the list can be expanded
(a) (b)
(c)
Fig. 2: Example of BPT: (a) Original image, (b) Initial partition where each
region has been ﬁlled with its mean color, (c) Binary Partition Tree and ex-
amples of nodes representing objects in the scene.
with new descriptors to deal with other objects.
• Position: the mass center of the region.
• Size: the number of pixels that form the region.
• Orientation: computed using the region central moments.
• Color mean: the mean value of the pixels within the region in
each color component in the Y CbCr color space.
• Aspect Ratio and Oriented Aspect Ratio: of the bounding box
and the oriented bounding box of the region, respectively.
• Compactness: the quotient between the region size and the
size of its bounding box.
• Circularity: the quotient between squared perimeter and re-
gion size.
• Homogeneity: measured as the power of the coefﬁcients
within the region in the Haar wavelet transform (LH, HL and
HH subbands, 2 levels).
Speciﬁc descriptors: They are more complex and costly than
generic descriptors, but they are computed on a few regions. Each
speciﬁc descriptor is associated with a classiﬁer that outputs a real
value which is an estimate of a distance or a resemblance between
the region and the object class. We work with the following set (that
can be enlarged to model new object classes):
• Dominant Colors: the N dominant colors of a region R are:
Dc(R) = {{(ci, pi)}i=1,...,N} (with N = 8). Each domi-
nant color is a vector ci in the YCbCr space, pi is the fraction
of pixels in the region with color ci, and
∑
i pi = 1.
• Histogram: in the YCbCr color space.
• Symmetry: the reﬂectional symmetry of a region is measured
with respect to an axis with the orientation of the region and
passing through its center of mass.
• Hausdorff distance: a reference shape model is compared to
the shape of the region. The comparison relies on the mod-
iﬁed Hausdorff distance between the contour points of both
shapes.
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Fig. 3: Different object detection problems: Sky (ﬁrst row), Caption text (second row), Warning trafﬁc signs (third row) and Faces (fourth row)
• PCA coefﬁcients: the region is projected on the subspace
spanned by the ﬁrst M eigenvectors of the PCA (computed
on a training set of object samples).
• Haar coefﬁcients: the coefﬁcients of the Haar wavelet trans-
form of the region, N = 3 levels.
The classiﬁers are trained with different techniques. Hausdorff
distance and Symmetry descriptors already output a distance and a
likelihood, respectively, and the χ2 distance is used for the color
Histogram. For the other descriptors, a density method (Gaussian
distribution) is used for the dominant colors, reconstruction error
and Support Vector Data Description [7] for PCA projections, and
Real-Adaboost for Haar coefﬁcients.
Note that different object classes may be described by different
attributes. For example, shape is a key attribute to detect warning
trafﬁc signs, but is useless to describe sky. For each object class, we
have to select the set of descriptors that best describes that class.
2.3. Simpliﬁcation
The goal of this stage is to discard as many nodes as possible by a
fast analysis of the regions associated with them. Each node passes
through a cascade of very simple classiﬁers. Each classiﬁer is trained
on one of the generic descriptors and its output is binary. If a node is
rejected by one classiﬁer it is not analyzed by the next classiﬁers in
the cascade. This is a very useful stage since, on average, between
85 and 95 percent of the nodes are rejected.
2.4. Shape ﬁtting
This is an optional step that can be used to improve the represen-
tation given by the tree nodes. It is useful when the object has
a known, rather rigid shape, to solve possible segmentation errors,
such as leakages in the regions created in the segmentation.
A model of the object shape is ﬁtted to each active node, and the
area of support of the node is modiﬁed by adding or removing small
regions from the initial set of regions that form the node. The ﬁt-
ting is performed with a shape matching technique based on distance
transforms, by ﬁnding the parameters of the transformation (transla-
tion, scale and rotation) that minimize a similarity measure between
the transformed reference shape and the node. The usefulness of this
stage was demonstrated in [6].
2.5. Classiﬁcation and decision
After the simpliﬁcation and shape ﬁtting stage, a small number of
nodes are still active. For each active node we compute the speciﬁc
descriptors and classify the node.
When several classiﬁers are used, their (continuous valued) out-
puts are combined into a global likelihood using logistic regression.
Once likelihoods are estimated, a last stage is performed to se-
lect the best representation of the object in the image taking into
account both likelihoods and the inclusion and neighborhood infor-
mation encoded in the BPT structure.
3. OBJECT DETECTION AND SEGMENTATION
In this section we illustrate the usefulness of our approach for the
detection and segmentation of different objects. For each class, we
brieﬂy explain the interest in the detection task, analyze the attributes
describing the class and list the descriptors used to train the object
model. Results are presented in Subsec. 3.5.
3.1. Sky detection
Sky detection can contribute to image understanding by indoor /out-
door classiﬁcation. Moreover, accurate sky segmentation can be
used for content-based manipulation, like picture quality improve-
ment by color enhancement, or background detection for 3D depth-
map generation.
Attributes: Sky can have different appearances: clear, cloudy
or overcast, and colors may cover a broad range from saturated blue
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to gray. Sky may appear as one or several connected components
which are more likely to be found on the top of the image, and to
present a smooth texture.
Object model: Given the previous attributes, the class ”sky” is
represented using the generic descriptors Position, Size, Color mean
and Homogeneity and the speciﬁc descriptor Dominant colors. Note
that, in this case, the shape ﬁtting step is not applied.
Typically, after classiﬁcation there are several nodes, classiﬁed
as sky, which represent different parts of the sky (some regions may
overlap). A last stage analyzes the tree structure to select the set of
largest connected components classiﬁed as sky (the top sky nodes in
a subtree). All these components form the ﬁnal sky area.
3.2. Caption text detection
The next application we address is the detection of caption text in key
frames of a video sequence. Caption text is text artiﬁcially superim-
posed on the video at the time of editing and it usually underscores
or summarizes the video content. It is, therefore, particularly useful
for semantic video indexing.
Attributes: Caption text can be broadly described as text typed
inside a rectangular box, horizontally aligned, highly contrasted with
respect to the background and with a characteristic textured aspect.
Object model: The previous attributes can be translated into
constraints on the following generic descriptors: Aspect ratio, Com-
pactness and Homogeneity [8]. Selected regions are extended by
ﬁtting their shape to a rectangle, and classiﬁed using Haar coefﬁ-
cients. Finally, the tree structure is analyzed to obtain disjoint rep-
resentations of the text lines (see Fig.3). This is a necessary step to
correctly binarize the region and input the result to an OCR system.
3.3. Trafﬁc sign detection
Trafﬁc sign detection is a key point on the development of automat-
ically driven vehicles and safety systems in human-driven vehicles.
Attributes: In this work, we focus on the detection of warn-
ing trafﬁc signals. Such signals are characterized by their triangular
shape and the color distribution: a white triangle (containing some
black structures) surrounded by a red frame.
Object model: Given the previous attributes, the class of warn-
ing trafﬁc signals is represented using the generic descriptors As-
pect ratio, Compactness and Homogeneity and Size. In this case,
the shape descriptor is a triangle whereas the following speciﬁc de-
scriptors are used: Color histogram and Hausdorff distance. Be-
fore computing the Hausdorff distance, the reference shape model
is transformed using the parameters found in the shape ﬁtting stage.
This way, we can detect signs with different orientations (see Fig. 3).
3.4. Face detection
Human face detection is an initial step in any face recognition secu-
rity system. Furthermore, face detection is useful for content-based
image retrieval and indexing, selective video coding, crowd surveil-
lance, security, and intelligent human- computer interfaces.
Attributes: We focus on frontal or nearly frontal views of hu-
man faces, which can be described in terms of skin-like color areas
with an elliptical shape. Moreover, faces present a speciﬁc texture
pattern given by the relative positions of eyes, nose and mouth.
Object model: The generic descriptors used in this case are
Color mean, Size, Aspect ratio, Compactness, Circularity and Ho-
mogeneity. Region ﬁtting is carried out using an elliptical shape
model. Finally, the following speciﬁc descriptors are used: Dom-
inant Colors, Hausdorff distance, Symmetry, PCA coefﬁcients and
Haar coefﬁcients (only one strong classiﬁer with 200 features).
3.5. Results
We work with the following datasets: COREL for sky, TV news
key frames for text, [9] for trafﬁc signs and XM2VTS, Banca and
MPEG7 for faces. Fig. 3 illustrates the type of results obtained us-
ing this approach. Objects are detected and accurately segmented in
spite of their variability in color and shape (see ﬁrst row), their pres-
ence in clutter background (see second and third rows) or their low
contrast with the background (see mainly fourth row).
Table 1 summarizes the results in terms of recall, precision
and segmentation accuracy. The segmentation accuracy between a
ground truth region RGT and a detected region RD measures the
area of overlap: Acc = |RGT∩RD||RGT∪RD| . The Acc is averaged over all
segmented objects for which there is a ground truth region.
SKY TEXT SIGN FACE
Objects for training 50 100 30 2000
Img. with+without obj. 300 + 100 100 + 50 70 + 20 550 + 50
Objects for detection 300 249 70 558
Recall 0.97 0.86 0.94 0.97
Precision 0.93 0.89 0.99 0.95
Obj. with ground truth 200 130 60 158
Segmentation Accuracy 0.92 0.89 0.98 0.88
Table 1: For each class: number of training objects, number of images with
and without objects, number of objects in the images with objects, recall, pre-
cision, number of objects for which the ground truth segmentation is available
and average segmentation accuracy.
4. CONCLUSIONS
We have presented a general framework for object detection and seg-
mentation which relies on a hierarchical representation of the image
and has a ﬂexible structure. New object models can be easily learned
by selecting a suitable set of descriptors and classiﬁers. The perfor-
mance is very good in the four object classes considered.
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