Abstract
Introduction
The recent availability of gene and protein sequence data banks in machine-readable form has stimulated a great deal of interest in the comparison of sequences and methods for the detection of homology (common ancestry) between different sequences. The most widely used and accepted method for sequence comparison is dynamic-programming, first described for biological sequences in 1970 by Needleman and Wunsch. Since then, many variations of the original algorithm have been suggested, as well as algorithms based on methods other than dynamicprogramming (Sankoff and Kruskal, 1983; Waterman, 1984) . The model that is used by dynamic-programming methods to represent compared sequences is two strings of characters that differ from one another by mismatches or by the insertion or deletion of other characters. This is an appropriate model for gene and protein sequences because they change during evolution by single base mutation and by the insertion or deletion of genetic material. This allows the problem of identifying homology to be viewed as a string-edit problem. Dynamicprogramming methods find the minimum distance or maximum similarity between two sequences given values for the cost of a mismatch and insertion or deletion (indel). Each comparison results in a score that represents the distance between the two sequences and is used as a measure of their relatedness. The success of the method can be attributed to its mathematical rigor, the generation of an easily understood score and the fact that it is successful at identifying distant evolutionary relationships.
A different model for the evolution of a sequence that we have used for sequence comparison, results in an alternate strategy for identifying homology that is also successful at identifying distant evolutionary relationships. In this model, indels define the boundaries of a 'homology domain' as illustrated in Figure 1 . At the time of gene duplication, the two resulting sequences are identical and can be aligned such that each nucleotide is opposite the homologous nucleotide in other sequences. The sequences then drift by single-base mutations and indel events to form the boundaries of the homology domain. When the two sequences are aligned such that homologous positions within the homology domain are opposed, the frequency of matches within the domain is greater than that expected by chance, while outside of the domain the frequency of matches will equal that expected by chance, given the base composition of the sequences. When sequences are modeled in this manner, the problem of identifying homology becomes the accurate localization of the boundaries of all authentic homology domains.
Recently Altschul and Erickson (1986b) have described a et al., 1978a; Altschul, 1987) .
method that we have found to be successful for the identification of the boundaries of homology domains as defined above.
In this paper we demonstrate the sensitivity of this method and provide several examples of its use in analyzing possible sequence homology.
System and methods
This work was performed on a Sun Microsystems, Inc. 3/50 diskless workstation networked to a 3/160 file server running the UNIX 4.2bsd operating system. Graphic output was displayed using the Suntools Tektool window that emulates a Tektronix 4014 terminal and printed using a screendump of the window to a laser printer.
All software was written in the C language (Kernighan and Richie, 1978) . Programs described in this paper are a part of a package of software tools for sequence analysis distributed by the Molecular Biology Information Service, Department of Cell Biology, Baylor College of Medicine.
Algorithm

Similarity Junctions
The method for identifying homology domains takes advantage of two innovations described by Altschul and Erickson (1986b,c) . The first is the use of a non-linear similarity function to evaluate the relative significance of sequence subalignments having no gaps. A useful similarity function for identifying homology domains yields a value related to the probability of finding a given subalignment by chance. In this paper we use a modification of the similarity function:
where c is the cost of a subalignment of length / and T is the expected value of the cost at any position in the subalignment [equation (1) is equation (9) in Altschul and Erickson (1986c) ]. The modification to (1) that we employ is:
where v is the cost variance. The value of $3 is the number of standard deviations that the cost of a subalignment is below the expected cost. We have also found that a normalized similarity measure [equation (10) in reference Altschul and Erickson (1986c) ] is useful for reporting the relative significance of subalignments. The second innovation is the use of the DD algorithm (Altschul and Erickson, 1986b) to find all locally optimal subalignments of two sequences using a reasonable similarity function to assess their relative significance. In this paper we have employed a variation of the DD algorithm (Lawrence et al., 1986 ) using the similarity function described above.
Cost matrices
The cost c of a subalignment is the sum of the cost of each pair of sequence elements in the subalignment. The simplest cost matrix assigns a cost of 0 for identical sequence elements and a cost of 1 for non-identical elements. Other cost matrices are possible. For example, we have used a cost matrix for protein sequence comparison based on the log odds matrix of Dayhoff (Dayhoff et al., 1978a; Altschul, 1987) that scales costs to integer values between 0 and 6 (Figure 2), and a cost matrix based on the genetic distance between amino acids. In the latter example, either the metric distance matrix described by Erickson and Sellers (1983) can be used or a non-metric variation in which mutation costs involving a silent mutation are assigned a cost of 3. The expected cost / of a pair of sequence elements at any position in a subalignment is calculated by the formula:
where J{i) and flj) are the frequencies of sequence elements (nucleotides or amino acids) i and j and c(ij) is the cost of replacing i withy in a sequence. The variance v is given by:
For protein sequences the amino acid frequency reported by Dayhoff (Dayhoff et al., 1978a) are used and for nucleotide sequences a frequency of 0.25 for each nucleotide is assumed. A summary of the expected cost and variances for the different matrices used is compiled in Table I .
Detection of homology domains
Homology domains are identified by using the DD algorithm to find locally optimal subalignments whose similarity score exceeds a specified threshold score or 'acceptance threshold'. The acceptance threshold is the minimum similarity score that a human is willing to accept as indicating potential evolutionary ancestry. For this paper, acceptance thresholds have been chosen by evaluating the similarity scores that result from a search of a set of unrelated sequences with a randomized sequence. For protein sequences, one member each of 397 different superfamilies was compared with a random 500 residue sequence of average amino acid composition (Dayhoff et al., 1978b) using three different cost matrices; for nucleotide sequences one member of each of the mRNA sequence for 93 different superfamilies was compared with a random 500 base nucleotide sequence. The mean and standard deviation of the best similarity scores found in each pairwise comparison were 100 200 Region Length Fig. 3 . Isosimilarity curves are displayed for nucleotide (A) and amino acid sequences (B). The percent identity and region lengths at a given similarity score were calculated using the 0-1 cost matrix. calculated and are summarized in Table II . The acceptance threshold is set to eliminate most scores expected to occur by chance when comparing a large number of sequences and to include most scores resulting from true homology. The acceptance thresholds listed in Table II are 3.0 standard deviations above the mean of the best scores resulting from the comparison of the superfamily sequences with a randomized sequence. Other investigators have discussed alternative methods of evaluating the significance of sequence similarity scores (Smith et al, 1985; Arratia et al, 1986; Altschul, 1987) . These methods could be applied to evaluating homology domain scores instead of the approach we have adopted.
A key component of the method is the use of the non-linear similarity score to evaluate the relative significance of potential homology domains. Because the score is a function of both the length of the region and its percent identity (as reflected in the calculated cost), the similarity score of a long region that has a relatively low percent identity may be equivalent to a short region with a higher percent identity. This is illustrated in Figure  3 which shows isosimilarity curves for regions plotted as a function of the length of the region and the level of identical matches. To test the ability of the DD algorithm to find the boundaries of homology domains, we constructed pairs of sequences having simulated homology domains of different length and identical sequence embedded in regions of non-homology. One member of the pair was then partially shuffled to simulate the introduction of point mutations while maintaining base composition. The DD algorithm using the similarity score s 3 (l,c) and the 0-1 cost matrix was employed to find mutated homology domains whose scores were equal to or greater than the acceptance threshold. The results are tabulated in Table III . The mean and standard deviation of the left and right boundaries of significant domains indicates that domain boundaries are identified to within a few bases of the initial boundaries until the percent identity in the domain falls below -60% for nucleotide sequences or ~50% for protein sequences. As the percent identity decreases, the boundaries are found with less precision because of local heterogeneities in the distribution of the simulated point mutations. That is, when the local frequency of identical matches in the region of the domain adjacent to a boundary approaches that expected by chance, that portion of the original domain is excluded from the domain identified by the DD algorithm. Figure 4 illustrates the detection of the boundaries of a 100 amino acid residue homology domain after introducing point mutations to produce -70% (panels A and B) or 32% (panels C and D) sequence identity within the selected domains. At both 70 and 32% identity the boundaries are accurately found. However, at 32 % identity local heterogeneity in the distribution of mutations results in the identification of boundaries of a significant fraction of domains at a distance from the original boundaries. This is not an unreasonable property of the method as it indicates that portions of a domain that have been mutated to a level of sequence identity indistinguishable from that expected by chance will not be included within the detected domain boundaries.
Implementation
Reporting and display of homology domains
The boundaries of homology domains define ungapped, aligned regions of two sequences. These regions are conveniently reported as a list such as that in Table IV from a comparison of the human and chicken /3-globin genes. Only the first three domains in the list have a score that exceeds the acceptance threshold. These three domains define the boundaries of the three globin exons to within a few bases of the exon borders (Table V) .
A convenient way to display regions of similarity between sequences is the 'graph matrix' plot (Maizel and Lenk, 1981) . Homology domains can also be displayed in this manner by Table IV . (A). All domains with a similarity score a 5.7 (B) Domains within similarity score > acceptance threshold (6.28).
plotting the positions of sequence identities that occur only in homology domains whose score exceeds a specified threshold. In Figure 5A the homology domains listed in Table IV are plotted; and in Figure 5B only the three significant domains are displayed. By plotting graphic matrices in this way, only regions of significant similarity are displayed without the background observed using other methods.
Detection of modules in genes and proteins
One theme that has emerged from the analysis of gene and protein sequences is that many genes have been assembled from modules that are shared by other genes. Structural domains of glycolytic enzymes have boundaries defined by the intron-exon structure of their genes, reflecting their origin in separate ancestral genetic components (Gilbert et al., 1986) . The LDL receptor is a mosaic of modules that appear in proteins having different functions Siidhof et al., 1985a) . These modular genetic components can be thought of as homology domains as we have defined here. To illustrate the detection of homology domains that represent genetic modules we have compared the human LDL receptor sequence to human complement factor C9 and mouse epidermal growth factor precursor using the Dayhoff cost matrix. Table VI summarizes the homology domains found whose similarity score exceeds the acceptance threshold and a graphic matrix representation of the homology domains is presented in Figure 6 . The only significant domains found in the comparison between the LDL receptor and complement factor C9 are the seven 30-37 residue domains previously noted to be homologous to C9 (Siidhof et al., 1985a) (Table VIA and Figure 6A ). Several significant domains are observed in the comparison of LDL receptor to the EGF precursor (Table VIB and Figure 6B ). When the threshold for display by graphic matrix analysis is raised to a similarity score of 8.0 or greater, the major homology domains identified by Siidhof et al. (1985a,b) are evident ( Figure 6C ). Inspection of Figure 6B reveals a number of homology domains having significant similarity scores that lie on diagonals -40 residues apart. Such a pattern is the hallmark of repeated sequence elements whose length is the relative offset of the diagonals (in this case ~ 40 residues). Repeats like this are best visualized by graphic matrix analysis of a sequence with itself. Figure 6D shows a comparison of human EGF precursor with itself using the Dayhoff cost matrix revealing a repeated sequence in regions between residues 54 and 205 and 493 and 698. These correspond approximately to the homologous regions designated x and y by Doolittle and co-workers (1984) . Closer inspection of these regions reveals the presence of a series of 42-and 43-residue elements not previously noted by other investigators (D.Goldman and C. Lawrence, unpublished) . We believe our ability to detect these elements is due to the use of the Dayhoff cost matrix, as they were not evident when the 0-1 cost matrix was used.
Using aggregate similarity scores for sequence comparison
When comparing two sequences it is useful to generate a score that takes into account all significant homology domains found, in order to reflect the total amount of similarity. We use a simple method to obtain an aggregate score from several homology domains.
(i) Sort all domains having a similarity score equal to or greater than the acceptance threshold.
(ii) Mark all domains that lie on diagonals within a certain distance of the diagonal containing the domain having the highest score.
(iii) Obtain the total cost and length of all marked domains and calculate an aggregate similarity score using equation 2. This is equivalent to considering all aligned elements to be a part of a single homology domain without penalties for gaps. Aggregate scores are useful in searches of the sequence data banks when it is important that similarity scores reflect the total similarity between two sequences. Table VII lists some of the significant aggregate scores found in a search of the protein sequence data bank using Escherichia coli RNaseH as a query. RNaseH has previously been noted to be related to retrovirus pol protein (Johnson et al., 1986) . Comparison of RNaseH with the HIV and MLV pol proteins gave significant scores as expected. The high scores observed with ribulose bisphosphate carboxylase and aspartate aminotransferases were surprising and indicated possible homology with RNaseH. To test more rigorously the significance of the similarity, the regions of interest were subjected to a type of Monte Carlo simulation suggested by Barker and Dayhoff (1972) in which one sequence is compared to several jumbled (to randomize) versions of the other sequence. To evaluate the significance, the number of standard deviations that the similarity score of the original comparison differs from the mean of the comparison with the randomized sequences is determined. A dynamic-programming method (Altschul and Erickson, 1986a ) was used to generate similarity scores for this analysis. The comparison of RNaseH with the pol proteins yielded scores of 9.2 and 9.8 indicating that they share a common ancestor. The comparison with aspartate aminotransferase resulted in a score of 2.3, a score not high enough to prove common ancestry. However, the score of 5.9 obtained in the comparison with ribulose biphosphate carboxylase is high enough to propose that the protein shares a common ancestor with RNaseH. Whether or not the possible evolutionary relationship noted above is confirmed in subsequent studies, these results illustrate that scores obtained from aggregated homology domains can be used to detect possible distant relationships between sequences.
Searches of the sequence data banks
The identification of homology domains can be used effectively to search the sequence data banks for sequences having potential homology to a probe sequence. However, a complete search using the DD algorithm is too inefficient to make such searches practical. We have recently described an implementation that combines the pre-processing strategy of Wilbur and Lipman (1983) and Lipman and Pearson (1985) with the DD algorithm to provide efficient and sensitive searches of the sequence data banks (Lawrence et al., 1986) . We are presently investigating other preprocessing strategies.
Discussion
We have found the detection of homology domains using a nonlinear similarity score and the DD algorithm to be a useful approach for identifying similarity between sequences and evaluating potential homology. There are several reasons for the success of the method.
(i) Homology domains are identified by a rigorous method that guarantees they will be locally optimal.
(ii) The relative significance of different homology domains can be directly compared using the non-linear similarity score.
(iii) Different cost matrices can be used in the calculation of the similarity score.
(iv) Relatively long sequences can be compared in a single pass as storage requirements are proportional to the shorter of the two sequences being compared.
(v) The method has proven to be very sensitive in practice.
(vi) The information required to define a homology domain (its location, size, similarity score, etc.) can be stored in a compact data structure, facilitating the sharing of homology domain data among different software tools.
These properties make the identification of homology domains for studying sequence similarity a useful companion to other accepted methods, such as dynamic-programming based analyses.
