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Abstract
The basic concepts of non-commutative probability theory are reviewed and applied
to the large N limit of matrix models. We argue that this is the appropriate framework
for constructing the master eld in terms of which large N theories can be written. We
explicitly construct the master eld in a number of cases including QCD
2
. There we
both give an explicit construction of the master gauge eld and construct master loop
operators as well. Most important we extend these techniques to deal with the general
matrix model, in which the matrices do not have independent distributions and are
coupled. We can thus construct the master eld for any matrix model, in a well dened
Hilbert space, generated by a collection of creation and annihilation operators|one
for each matrix variable|satisfying the Cuntz algebra. We also discuss the equations
of motion obeyed by the master eld.







Theories invariant under U(N) (or O(N))
x
, in which the basic dynamical variables are N
2
dimensional matrices in the adjoint representation of the group, simplify greatly in the limit
of large N . In some cases the simplication is so great that the N = 1 theory is solvable.
Large N matrix models are of great interest for many reasons [1]. First, QCD is such a
theory, if we regard the number of colors as a free parameter. There is much evidence that
the large N expansion of QCD correctly captures the essence of connement and asymptotic
freedom and that 1=3
2
is a good expansion parameter. Second, matrix models have proved
useful as devices for constructing string theories. Thus the control of the large N expansion
of simple matrix models led some years ago to the non-perturbative solution of toy string
models in dimensions less than or equal to two [2]. In fact, QCD itself might be such an
example, the large N expansion of QCD might be described by a string theory, a goal which
has been realized in two dimensions [3]. Therefore it is important to explore and develop all
available methods for controlling large N matrix models.
One of the most appealing ideas to emerge in the study of the large N is that of the
master eld [4]. The idea is that there exists a particular classical matrix eld such that
the large N limit of all U(N) invariant Green's functions are given by their values at the
master eld. Thus the master eld is analogous to the classical eld, in terms of which all
correlation functions are determined in the classical, h ! 0, limit; 1=N
2
playing the role
of h. The argument for the existence of such a master eld is simple. Consider a general
matrix model. By this we mean a theory in which the dynamical variables are N  N
dimensional Hermitian matricesM
i
with an action S[M
i







. Consider the correlation functions of U(N) invariant
observables. If we have a denumerable set of variables then the most general invariant is a













so as to have a nite limit as N !1.) For a eld theory with continuum elds, such as QCD,
x
In the large N limit there is no dierence between SU (N )(or SO(N )) and U (N ) (or O(N )).
1
we also consider continuous products of the matrix elds, such as Wilson loops. Denote the
































]). The important property of the large N limit is that the












This can be proved in perturbation theory by the analysis of the Feynman graphs. In lattice
QCD it can also be proved order by order in the strong coupling expansion. Consequently,
the variance of any invariant observable vanishes in the large N limit, namely the probability











This must mean that the path integral measure is localized on a particular set of matrices|
the master eld|up to a U(N) transformation; just as in the classical limit the path integral
measure is localized, innitely sharply as h! 0, on the classical solution of the eld equation.




, all the correlation functions
of the invariant observables are then calculable as















where no functional integral need be done, we simply evaluate the trace of the product of
master elds.
In a gauge theory, in addition to the global U(N) symmetry that we used above we
have a local U(N) gauge symmetry. In that case, when considering gauge invariant Green's
functions, we can only conclude that the path integral is localized as N ! 1 on a single




(x) is the master gauge eld then an















Given the master eld for a pure gauge theory, say QCD in four dimensions, one could
then calculate the meson spectrum very directly. Since in the large N limit the quarks play no
dynamical role, quark loops being suppressed by 1=N , the quarks are spectators and can be
















































(x), we could calculate the meson spectrum for
N = 1. In a gauge theory we can argue further that the master eld can be chosen, by
a choice of gauge, to be independent of space and time! This is reasonable if we think of
the master eld as the eld conguration that yields the large N saddlepoint of the path
integral. Since the action and measure are translationally invariant we might expect that









































(x), with U(x) = exp(iP x),



































? What does an \11" matrix mean? What is U(1)?
To make these questions sharper let us consider a solvable example of a largeN matrix model,




















) is an arbitrary polynomial function of M
i
.
The case of n = 1 is the one-matrix-model, which is easily solved for N = 1 . The
invariant observables are class functions ofM , determined by the eigenvaluesm
i
, i = 1 : : : N ,
which for N = 1 yield a continuous function m(x = i=N). The matrix integral can be
reduced to an integral overm
i






; : : : ;m
n
)),











 is the invariant Haar measure







































Thus, in the one matrix model we can say that the master matrix is an 11 matrix
with eigenvalues m
i
, where the m
i
are determined by (x), the solution of ( 1.9). If we now
return to the n-matrix model, since the matrices are independent the eigenvalues of each are




























are undetermined unitary matrices. These master matrices are perfectly adequate
to calculate decoupled observables such as htrM
p
i
i, in which the 

i
's do not appear. However






















: : :] (1.12)
Here the product does depend on the 

i








with Haar measure then we get the right result, however this would not be a master eld
description.
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There is a direct, but rather ugly, way of dealing with this problem. Consider the case
n = 2, with two independent matrices. Write each N N dimensional master matrix as a


























































































; j = 1 : : :K are specic M  M unitary matrices chosen at random from the








: : : ;m
(i)
M









will now be correctly given by the trace of these master matrices when







































































are a set of unitary matrices chosen at random from U(N). In the limit





















































































































































; i = 1; 2, given by (1.13), will





construction can be generalized to the case of an arbitrary number of independent matrices,
at the price of imbedding the diagonal matricesm
(i)
in larger and larger block matrices. This
5
is a very awkward construction. It indicates however the nature of the \11" matrices
that will be required to represent the master eld.
Recently I. Singer [7] has presented an abstract existence proof for the master eld for
QCD
2
and pointed out the relationship to the work of Voiculescu on non-commutative prob-
ability theory[8]. Indeed, Voiculescu's methods yield a much more satisfactory framework
for representing the master eld for independent matrix models [9]. More important we have
been able to generalize these methods to deal with the most general matrix model, including
QCD in any dimension, thus yielding an explicit representation of the master eld for any
and all matrix models. We do not mean that all matrix models are solvable, but rather
that we can dene a well dened Hilbert space and a well dened trace operation in which
the master eld of any matrix model can be explicitly constructed, if one possesses enough
information about the solution of the theory. Although this construction can be viewed as
repackaging it seems that the language that we shall review and develop is very appropriate
to the N = 1 theory and might lead to new methods for constructing the master eld, or
equivalently for solving the N =1 theory.
In Section 2 we discuss the general framework of non-commutative probability theory
developed by Voiculescu, dene the notion of free random variables and the construction of
an appropriate Hilbert space in which the master elds of models of independent matrices
can be constructed. We explore this construction for the most general such independent
matrix model. We note that the generating functional introduced by Voiculescu in his
construction of the representation of a free random variable has the interpretation of the
generating functional of planar connected Green's functions. We also show that the master
eld can be regarded as the solution of a certain master eld equation of motion.
In Section 3 we consider the explicit construction of the master eld for some particular
solvable gauge theories. We rst nd an alternative, manifestly Hermitian form of the matrix
eld for independent Hermitian matrix models. We reformulate the master equations of
motion in a form that is more useful. We then discuss the simplest gauge theory, the one-
plaquette model, which undergoes a large-N phase transition as a function of coupling. Here
6
we will nd two master elds, one for each region of coupling.
In Section 4 we turn from theories of independent matrices to the general case of coupled
matrices. Based on our interpretation of the generating functional introduced by Voiculescu
in his construction of the representation of a free random variable we give a graphical proof
of the construction of the master eld for independent matrices. This argument can then be
extended to deal with more general matrix models. We show that the master eld for any
number of coupled matrices can be formulated within the same Hilbert space as before and
give its explicit construction. That is,
If we can solve a matrix model then we can write an explicit expression for
the master eld as an operator in a well dened Hilbert space, whose structure
only depends on the number of matrix variables.
Section 5 is devoted to the construction of the master eld for QCD
2
. Here we shall give
an explicit construction of the master eld and show that we can choose a gauge in which it
is spacetime independent.
In Section 6 we discuss an alternate description of QCD
2
in terms of loops. We con-
struct master loop operators based on the observation that simple loops corresponded to
free random variables and that any loop could be decomposed into words built out of simple
loops. The simple structure of QCD
2
is then a consequence of the fact that these form a
multiplicative free family. We use these master loop elds to recover the master gauge eld.
Finally, in the last section we shall discuss some of the many directions of research that
are suggested by this construction.
2 Non-Commutative Probability Theory
Voiculescu has introduced the concept of free random variables for non-commutative proba-
bility theory, which seems to be the appropriate mathematical framework for constructing the
master eld. We shall start by reviewing this framework, with no pretense at mathematical
7
rigor. For more details we refer the reader to [8] .
2.1 Free Random Variables
For ordinary commuting random variables the notion of independence is simple, namely





































































For non-commuting random variables this denition is much too strong. There is a weaker
denition, that of free random variables which is conceptually analogous to independence,
though completely non-commutative.
A non-commutative probability space is called free if
The expectation value of products of functions of the non-commuting variables
M
i






























k=1, : : : , n
:
(2.2)
Note that in the above product the neighboring functions must be of dierent random vari-
ables.
This is a much weaker condition than the previous denition where, because of factor-
ization, the expectation value vanishes if any of the individual expectation values vanish.
Nonetheless, it is a powerful restriction on the non-commutative probability space, that is
sucient to express all expectation values of products of dierent variables in terms of the































)i]i = 0: (2.3)
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Expanding this product one can express the expectation value of a product of n functions
in terms of expectation values of n  1, n  2 : : : functions. Iterating this procedure one can
express the expectation value in terms of individual expectation values.
The expectation values of free random variables are obviously not symmetric under the
interchange of dierent non-commuting variables. However, it is a remarkable fact that if the
variables are free, i.e., (2.2) is satised, then the expectation value is cyclically symmetric.
This can be proved using the same strategy we just employed, namely (2.2) can be used to
inductively show that if the expectation value of 2; 3; : : : n variables is cyclic then it follows
that the same is true for the expectation value of n+ 1 variables. For details see [8].
The advantage of this denition is that independent matrix models in the limit of N =




































where the expectation value is taken with the measure given by (1.8). Assume that the
individual f
i





)] = 0; k = 1; : : : ; n and consider
the Feynman diagrams that contribute to the product in perturbation theory. A given
matrix M
i
must be contracted, when we use Wick's theorem, with the same M
i
appearing
in another, non-neighboring, term. Contracting two M
i
's will split the trace into a product
of lower order traces that, when N = 1 , factorize. Thus one can prove the above claim
inductively. Of course in this case tr is manifestly cyclic, as it must be for free random
variables.
We can use the fact that independent matrix models describe free random variables to
























































































which agrees with (1.16). Therefore we see that the notion of free random variables auto-
9
matically captures the content of Haar measure for independent matrix variables in the limit
of N =1 .
2.2 The Hilbert Space Representation of Free Random Variables
Given a collection of free random variables, fM
i











: : :i are linear functionals on the free algebra generated by the M
i
's. There
exists a very general mathematical construction that associates elements of a C

algebra
(with a positive linear functional  dened on it), with operators on a Hilbert space with
a distinguished unit vector j
i.
{
In the case of matrix models of Hermitian or unitary
matrices there is a natural involution operation|the adjoint, so that we wish to consider
cases in which the above free algebra is actually a C

























's are the operators that represent the M
i
's. The inner product on this Hilbert































In the case of matrix models where our linear functionals are expectation values with









)], together with the trace, we recognize that the
above apparatus is the appropriate framework for constructing the master matrix operators.
We see from the GNS construction that the required Hilbert space is huge|a Fock-like space
consisting of states labeled by arbitrary words in the M
i
's. This is in agreement with our
discussion of the master eld above where we argued that the Hilbert space would have to
be very large.
{
This is the Gelfand-Naimark-Segal(GNS) construction. See [10]
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For a one-matrix model-involving the matrix M the space is actually quite simple and



















However, for a matrix model with n independent matrices M
i
the Fock space of words is
isomorphic to the an arbitrary ordered tensor product of one matrix Hilbert spaces. Note























An ordinary Fock space of totally symmetric or anti-symmetric states is generated by
commuting or anti-commuting creation operators acting on the vacuum. We might try to






, acting on the vacuum j
i. However, since the words are all distinguishable we would













. This is indeed the case. As shown in [8] the above Hilbert space is identical










can be represented in terms of a^
y
i
and its adjoint a^
i
. Specically






































































This algebra of the a^
i
's and the a^
y
i
's is called the Cuntz algebra. It can also be regarded
as a deformation of the ordinary algebra of creation and annihilation operators. Indeed it is















an algebra that interpolates between bosons (for q = 1) and fermions (q =  1). The
above space can be regarded as the Fock space we would use to describe the states of
distinguishable particles, i.e., those satisfying Boltzmann statistics.
k
Working in such as
space is very dierent from working in ordinary bosonic Fock spaces. In some sense it is
much more dicult, since we must remember the order in which the state was constructed.
Thus simple operators in ordinary Fock space can become quite complicated here. For




















and obeys the usual commutation relations with a and with a
y
. The reason that even such
a simple operator is of innite order in a^ and a^
y
is that it must measure the presence of each







a state has a particle in the k
th
position. In the general case, for any n, the corresponding


























Clearly we need to develop methods for working in such strange spaces.




It remains to show that we can construct an operatorM
i






the moments of the matrixM
i
. Thus, suppressing the indices i, we wish to nd an operator
M(a^; a^
y























Such an operator is clearly not unique, since we can always make a similarity transformation
M ! S
 1








Greenberg has discussed such particles with \innite statistics" [11]
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with an appropriate choice of the coecientsM
n
. To determine the coecients we note that














































; : : : ;M
p 1
): (2.17)




; : : : ;M
p
in terms of tr [M ], tr [M
2
]; : : : ; tr [M
p
].
To construct the explicit form of these coecients we establish the following lemma.
Lemma Given an operator of the form
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where C is a contour in the complex z plane around the origin.























































































































































It is sucient to establish this formula for the case where f(z) and g(z) are monomials, then

































































































We now apply this formula to determine the form of the operator
^
M that reproduces the
moments of the matrix M . Assuming that we have found such an operator, so that (2.15)





























































. Now changing variables in the integral, M(z) = ; z =
M
 1
















Therefore we nd thatM(z) is the inverse, with respect to composition, of the resolvent, i.e.,
R(M(z)) =M(R(z)) = z.
This allows us to construct the master eld for the one-matrix model explicitly, since the
resolvent can be constructed algebraically in terms of the potential V (M). In the simplest

























M = a^+ a^
y
: (2.25)
This form for the Gaussian master eld can be made explicitly Hermitian by a simi-




















2.4 Connected Green's Functions











innite number of non-vanishing M
n







simple interpretation. Let us recall the relation between the generating functional, G(j), of































As shown by Brezin et.al. [12] the usual relation that  = log[G] does not hold for planar
graphs. Rather the full Green's functions can be obtained in terms of the connected ones by
replacing the source j in  (j) by the solution of the implicit equation
z(j) = j (z(j)): (2.28)
Consequently, if one solves (2.28) for z(j) then
G(j) =  (z(j)) =
1
j







Therefore the the function  (z)=z is the inverse, with respect to convolution, of the resolvent
R(z). But we established above that M(z) is the inverse of R(z). Consequently
The master eld function M(z) is such that zM(z) is the generating functional
of connected Green's functions.
This explains why in the Gaussian case zM(z) = 1 + z
2
, since the only non-vanishing
n-point function is the 2-point function, and why M(z) will be an innite series in z for
non-Gaussian distributions. Since the resolvent is a solution of an algebraic equation of
nite order, for a polynomial potential, [12] it follows that M(z) is a solution of an algebraic
equation as well. This interpretation suggests a direct graphical derivation of the form of
the master eld that we shall present in Section 6 and that will prove to be the basis for
generalizing this construction to the case of dependent matrices.
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2.5 Equations of Motion
There are many ways in which independent matrix models can be solved. Saddle point equa-
tions, orthogonal polynomials or Schwinger-Dyson equations of motion. The later approach
is particularly simple and leads to equations of motion for our master elds. The Schwinger










g = 0; (2.30)













































These equations yield recursion relations for the moments of M that can be used to solve
for the resolvent.

















i = 0; (2.33)
for arbitrary f(
^
M ). In this equation we must dene what we mean by the derivative with
















































With this denition (2.33) is equivalent to (2.32). Below we shall recast these equations in
a form that might prove more useful.
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2.6 The Hopf equation
The Hopf equation appears often in the treatment of large N matrix models. It arises in
the collective eld theory description of QCD
2
[19, 9], where it determines the evolution of
eigenvalue densities. It is also the equation of motion of the c = 1 matrix model [15] and
governs the behavior of the Itzykson-Zuber integral [14]. We shall see that it arises very
naturally in the context of non-commutative probability theory for families of free random
variables.








































, will be called an additive free family. In ordinary probabilty theory the
distribution of the sum of two random variables is given by the convolution of the two in-
dividual distributions. However the Fourier transform is additive, i.e., we add the Fourier
transforms of the individual distributions to get the fourier transform of the sum. The
non-commutative analog of the Fourier transform isthe R-transform that we have already





































are two free ran-






















It immediately follows that for an additive free family, R(z) must be linear in t. Thus,

This also enables one to establish a central limit theorem for free random variables [8].
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where '(z) need not be linear in z.













with respect to the
^
M 's which are Gaussian, but otherwise has some arbitrary distribution.





(z) + tz: (2.41)
























(z) + tz (2.43)
then,






































This explains the ubiquitous appearence of the Hopf equation in large N theories. In par-
ticular we canunderstand the origin of the Hopf equation in the c = 1 matrix model [9]. It
is easy to see from this argument that if instead of being Gaussian
^
M (t) were some other








These are the collective eld theory equations for these general families.
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We will show in section 6.4 that the Hopf equation also arises in the case of multiplicative
free families.This will explain why it appears in QCD
2
, where the Gaussian nature of the
master eld will be responsible for its occurence (though it will not be the resolvent that
will obey the equation.)
3 The One-Plaquette Model
The master eld representation that we have constructed for independent Hermitian ma-
trices is not manifestly Hermitian. However, as we remarked, there are many equivalent
representations of the master eld. In this section we shall derive a manifestly Hermitian
representation of the master eld for independent Hermitian matrices and then apply this
construction of the simplest model of unitary matrices, the one-plaquette model that exhibits
a large-N phase transition [16].
3.1 Hermitian Representation










) that reproduces the moments of the one-matrix model of Hermitian
matrices. The idea is to express
^
M as a function of the Hermitian operator x^  a+ a
y
. But
x^ represents the master eld for a Gaussian matrix model. Thus writing
^
M in terms of x^
is equivalent to expressing a matrix with an arbitrary distribution in terms of one with a
Gaussian distribution. This can be done directly by a change of variables in the probability
measure of M .



























M = (a + a
y









In the case of many independent matrices M
i
















), with each 
i
being determined separately from the
distribution of eigenvalues of M
i
.
The master elds in this representation also obey the master equations of motion dis-
cussed above. It is amusing, and perhaps instructive for more complicated models, to refor-
mulate these in a way that allows for the construction of the master eld directly using the













 will be dened to be the conjugate operator to
^











Note that on the right hand side of the commutator we have the vacuum projection operator
and not the identity. Since
^
M is Hermitian we can choose  to be anti-Hermitian . Thus
in the case of the Gaussian potential, where
^
M = x^, we have
^
















































But, since the states f(M(x^))j
i span the Fock space as we let f run over all functions of









i = 0: (3.53)
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This equation can be use to solve for the master eld, ie., given the potential V (M) solve
(3.53) for a Hermitian operator
^
M in the Fock space where
^
 is conjugate to
^
M . The rst
step, given an ansatz for
^
M =M(x^) is to derive an explicit representation of
^
. To do this

















and order the operators so that all the x^
l
's are to the left of all the x^
r
's.













In this expression, when the operators are ordered, p^ appears to the right of all the x^
l
's and
to the left of all the x^
r
's.
To illustrate how this goes consider the Gaussian case where V
0

































































3.2 The One-Plaquette Model











We shall derive a master eld for U in the manifestly unitary form
^
U = exp[iH(x^)], where

























































dx and H(x^) = (x^). It immediately follows from (3.59) that for
weak coupling the master unitary eld is given by
^
U = exp[2i sin
 1
q
x^=8]; for   2: (3.60)
The phase transition is visible in the master eld, since x^=8 is a Gaussian variable, whose
means square value exceeds one for   2, at which point
^
U ceases to be unitary. In the







































4 The General Matrix Model








) and there is no coupling between the various M
i
's. We found that the master














. Now let us consider the most general matrix model with coupled matrices, for
example QCD in four dimensions. One might think that it would be necessary to enlarge
the Hilbert space in which the matrices are represented, or to modify its structure. This is
not the case. We show below that we can construct the master eld in the same space as





's. The only new
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feature will be that M
i





's, not just those with
j = i.
Let us go back to the construction of the master eld for independent matrices and give

















(z) =  
i







is the generating functional of connected Green's func-
tions of the matrix M
i











, yields the correct Green's functions.

















The most general contribution to such a Green's function can be drawn, as in Fig. 1, in terms



















]i, where the solid circles represent the connected Green's
































]i. The solid circles represent
connected Green's functions.
23
What is special about these graphs is that none of the lines cross, i.e. the points around
the circle corresponding to the matricesM
i
, in the order determined by the above word, are
joined by lines that do not intersect. In that case the double index graph can be drawn on
the plane and contains the maximum number of powers of N .



































given by (4.63). Writing out the
expression for this vacuum expectation value we nd a contribution that exactly corresponds
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, so it can annihilate
the line 1, with coecient  
2
1













must annihilate the line 2,
with coecient  
2
2
, as in Fig.1. Clearly there is no way we can get graphs with lines 1 and
2 crossed, the Cuntz algebra ensures that this cannot happen. So on around the circle.
This argument is a graphical proof that the master elds is given by (4.63), with  
i
(z)
being the generator of connected Green's functions of theM
i
's. However, this argument does















where S will in general contain interactions between dierent matrices. The general graph
that contributes to the Green's function has a similar decomposition in terms of connected











































]i. The solid circles represent
connected Green's functions.
The only dierence is that the solid circles, representing the connected Green's functions,
now can involve matrices with dierent indices. We can construct a master eld for each
M
i






































































's will correctly reproduce the N =








symmetric in the indices.
This argument shows that the master eld exists as an operator in a Boltzmannian Fock
space constructed with the use of a creation operator for each independent matrix eld and
gives an explicit expression for the master elds in terms of the solution of the theory. It
25
is not, of course, an explicit expression for the master elds{to do so would be to solve the
theory.
One new approach to solving large N theories might be to explore the equations of
motion for the master eld operators. In the case of coupled matrices the Schwinger-Dyson
































































































i = 0: (4.70)
It might be fruitful to explore this equation as a way of solving large N theories.
5 Two Dimensional QCD
We now turn to discuss the master eld for the simplest gauge theory, two-dimensional QCD.





, that would be used directly to reproduce the expectation values of the
Wilson loops for N =1 . We shall discuss this approach in the following section. The other




(x). This is simple for QCD
2
,
since in an appropriate gauge the theory is Gaussian and corresponds to an independent
matrix model, albeit one with continuum labels.
Consider two-dimensional Yang-Mills theory in at space. We can work either in Eu-
clidean space, R
2
, or in Minkowski space M
2












. We choose for convenience the gauge A
1
























The eld strength F is therefore an independent Gaussian matrix at each point in spacetime



























In this space we can write
^
F (x) = a^(x) + a^
y
(x): (5.73)













































We can now make a gauge transformation to a gauge in which the master gauge eld will
be independent of x





























; : : : ; p
n
i: (5.75)






































)    a^(p
1
): (5.76)
Thus when the k
th
term in the sum acts on an n particle state, for k  n, it removes k
particles from the state, measures the momentum of the k
th
particle and then puts the k
particles back in the original order. The momentum operator has the standard commutation







































P x) and, as discussed in the introduction, we can










































































































in which the second term we recognize as a sum of master elds for a continuum of Gaussian




. One has to be careful in using this eld to introduce an infrared regulator for small
p
1
. This can be done by cutting out a small hole in momentum space or by a principle value
prescription for the propagator. As explained in [17, 18] gauge invariant observables do not
depend on the regularization.










(x). In the original


















i = 0; (5.81)


























These equations of motion can be used to show that the Wilson loop, which can be


























satises the Migdal-Makeenko equations [6]. Note that in the rst integral, written in terms







(t) do not commute for dierent t's.
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6 Master Loop Fields
6.1 Wilson loops
One can alternatively describe the master eld for QCD in terms of Wilson loops. These are
manifestly gauge invariant and contain, in principle, all information about gauge invariant
quantities. They are also the natural variables for a string theory formulation of QCD .
One would therefore like to have master loop operators to describe the large N limit of these
loops.
From the point of view of the master eld of QCD, the loop approach is, in general, quite
unwieldy.The space of loops is too large and overcomplete. There is a lot of redundancy in
dening master loop operators for every possible loop. The space of loops is much bigger
than the space of points. It is hard to see what a `basis' might be in this space. Moreover, to
extract information about, say, the spectrum of meson bound states seems extremely dicult





, the loop space and loop variables have many nice and simplifying
features (mainly due to the area preserving dieomorphism symmetry of the theory). These
features of the loop variables are not immediately apparent from the master connection that
we constructed above. More importantly, they enable one to explicitly construct master loop
operators that reproduce an arbitrary loop average fairly easily. Starting from these loops we
can, by considering innitesimal loops, recover the master eld of Section 4. Alternatively,
it will also be possible to start from the master eld and derive the master loops without
too much eort.
6.2 Free Random Variables in the Loop Space of QCD
2
The main tool in trying to solve for Wilson loop averages are the Makeenko-Migdal loop
equations [6]. In 2 dimensions, they are especially tractable and Kazakov and Kostov have
shown how the average of an arbitrary Wilson loop can be calculated for N =1using these
equations. We shall approach the calculation of loop averages in a somewhat dierent and
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suggestive manner. We shall start by decomposing an arbitrary loop into a word built of
simple loops, all originating at some common base point but with otherwise non-overlapping
interiors. (By a simple loop we shall henceforth mean a non-self intersecting loop on the
plane.) We shall argue that these simple loops form a family of free random variables. This








's are the free random variables for simple loops C
i
. Simple loops will thus form a basis
in loop space, though they still contain too much information and are overcomplete.
Let's rst show that a set of simple loops, based at one point and non-overlapping,












Fig. 3  Three Simple Loops

















Note that the U
i
's are U(N) matrices. We claim that
the U
i
have independent distributions and hence are free random variables in the large N

































where the sum runs over all reresentations of U(N), 
R
is the character of the representation
and C
2
(R) its second Casimir operator. We can choose a triangulation of the plane such
that the given contours,C
i
, are the borders of some of the triangles. The self similar nature
of the heat kernel always allows us to choose such a triangulation. Then, when we come to
use this measure to calculate averages of products of the C
i
's, we can integrate out all the











], where the product runs over all the simple loops, U
i
. Therefore the
resulting integrals over the U
i
are over independent distributions.
Naturally, this can also be seen directly from the loop equations. We shall give a rough
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Here the L.H.S. refers to a variation of the area of the loop by 

at x = x( ). The





two loops into which C breaks up at that point. (The 6
R
refers to the exclusion of  = 








) and, as shown by [21],
because of the area preserving symmetry of QCD
2


































are the areas that meet at the point P of self intersection, at which the loop




. (the R.H.S. of Fig.4). The equations (6.87) form a closed set of
equations that determine the loop average for a loop with n self intersections in terms of
ones with a lesser number of self intersections. They can be solved recursively in terms of the
loop average for a simple loop. The latter can be computed either from perturbation theory
or by imposing appropriate boundary conditions on loops with a large number of turns. It
31




, where A is the area of the loop.
If we now consider two simple loops, as before, based at some point and with holonomies












] > using the loop equations.
They give a recursion relation for such a word of length 2k in terms of shorter words. We


























































































































] >< tr [V
m
k
] > : (6.88)
This recursion relation can be obtained by combining the loop equations at the vertices
where the loop on the L.H.S. breaks up into the loops represented by the various terms on
the R.H.S. This relation is easily seen to be equivalent to a uniform (Haar) distribution (at
large N) for the relative angular integrals between U and V . Thus it implies that U and V
are free random variables. Conversely, if we were to assume that the holonomies of simple
loops are free random variables we could derive this relation from the dening property of
such variables, as we discussed previously.
The above recursion relation is a very useful expression that will enable us to calculate







] >=< tr [U
n
1




and for k = 2,








+ < tr [U
2
] >< trV >
2
(6.90)
which tallies with (2.5). If we have more than two such simple loops then these relations





The loop equations (6.87) can also be used to compute < tr [U
n
] > for a simple loop with
holonomy U . Later we will obtain the same answer by other means as well. The answer can






] >=< tr [U
 n






























where A is the area of the loop and we have exhibited the integral representation for the
Laguerre polynomials. The rst few terms are displayed below.




; < tr [U
2
] >= (1  A)e
 A
; < tr [U
3










6.3 Decomposing a Loop Into a Word
Having seen that simple, non overlapping loops, based at a point are free random variables,
we now proceed to show how an arbitrary loop can be written as a word built out of such
simple loops. In fact, for a loop with n self intersections, there are (n + 1) windows (i.e.




s; i = 1; 2 : : : n+ 1; which will be
associated with these windows. In the interests of clarity and to avoid notational clutter, we










Fig. 5     The Figure 8 Loop
The simplest self intersect-
ing loop is the gure of eight




are simple loops and hence U
and V are free random vari-
ables. Therfore the loop average is simply
















Fig. 6a  Overlapping Loops     Fig. 6b Simple Loop Decomposition
The rst, non-trivial example is the loop in Fig.6a. We shall introduce a notation for
loops in terms of line
segments. Thus (13)
denotes a and (31), b.
The bar is to distin-





segment to (13) and
similarly (13) for b
 1
.
Then, together with (12)=c and (21) = d, the loop itself can be written as
C = (13)(31)(12)(21) = (13)(31)(12)(21)(12)(21)(12)(21) (6.94)
Where we have inserted (21)(12)=1 and (12)(21) = 1 (two back tracking loops enclosing
zero area). This is geometrically equivalent to the loop in Fig.6b. As a word we see that it
is UV
2
where U corresponds to the loop (13)(31)(12)(21) and V to the loop (12)(21). These
are simple loops and therefore, their holonomies U and V respectively, have independent
distributions. Therefore,
W (C) =< tr [UV
2


































 Fig. 7  A Loop and its Decomposition Into Simple Loops











































where we have again introduced backtracking loops so as to peel o successively, the loops
corresponding to the dierent windows. Note that all these loops are based at the common
point 1, because of the introduction of backtracking or `thin' loops. Therefore the U
i
's are
free random variables and



















































This can be compared with the loop average computed by usual means, once we express the
moments of U
i









U3 =       A3
1
A4    = U4
Fig. 8 A Non-Planar Graph Decomposed into Simple Loops
Finally, consider a case which is `non-planar' in the terminology of [21], i.e., the loop
















































Once again, the U
i
's are free random variables and therefore the loop average in this case is

























































































which once again reproduces the usual answer.
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By now the general procedure must be apparent { we decompose the loop starting with
the segments bordering the outside and form loops from each of the windows giving a co-
herent orientation. It is posssible to characterise these words algorithmically in terms of the
graphical structure, but that is not pertinent to our present purpose. We also see that this
process of associating a word with a loop and then using the recursion relations (6.88) makes
the computation of complicated loop averages rather simple, in fact, mechanical.
6.4 The master loop operators
We have decomposed an arbitrary loop with holonomy U
 























































We shall now construct the loop operators
^













can be determined from the < tr [U
n




































] > : (6.105)
We shall demonstrate this directly below. We can also represent
^
U in an explicitly uni-
tary manner, as in the one plaquette model. However, the manifestly unitary form is not






Fig. 9   An Infinitesimal Loop
Consider an innitesimal rectangular loop (as in Fig.9)
of area A = xt. The master loop operator associ-
ated with it is (6.103) for A ! 0.Thus to lowest order
in A, we have
^






where a^ refers to the annihilation operator at the point x, a^(x). We can equivalently represent


















This is the explicitly unitary form for
^
U for the innitesimal loop. Note that if we naively















A +   ,




U would not reproduce the correct leading
behaviour in A in < tr [U
n
] >.
But we also know that the holonomy U around such a loop is, in say, axial gauge
U = (1  iA
0
(x; t)t)(1 + iA
0


















This is equivalent to the master eld of Section 4. Indeed, if we discretise the theory. i.e.,



















are Gaussian free random variables, represented by (a^ + a^
y
), the
result we obtained from the loop operator. Of course, this should come as no real surprise.
It is somewhat less trivial to start from the master gauge eld and to calculate the master
loop operators explicitly for nite loops. In QCD
2
, we can do this rather easily since the
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^U 's have the special property of not just being free random variables but of also being a
multiplicative free family. This is a concept analogous to the additive free family that we
discussed in Sec.2.5. We shall briey explain this concept.




is again a free







. A one parameter family of

























, if we redene the parameter t! s = log t.)
We claim that
^
U(A) are a multiplicative free family with the area A playing the role































there are many ways to see this. One is from the fact that the heat kernel action is self





Fig. 10   A Simple Relationship Between Loops































). This is evi-
dent from Fig. 10, where we
see that since
^
















is a simple loop of area equal to the sum of the two areas.
This fact alone, actually enables us to construct the
^
U solely from the knowledge of the
master gauge eld, i.e. from the knowledge of an innitesimal loop. To do so we need a
non-commutative analog of the Mellin Transform in ordinary probability theory, which is
multiplicative for the product of two random variables. It turns out that one can dene
























(dropping the 's.) S(z) is therefore exponential in s in this case.
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U 's are multiplicative, we can use the S-transform of an innitesimal loop
to obtain the exact S-transform for one of nite area, knowing that it must necessarily
exponentiate. For the innitesimal rectangular loop in Fig.9. we saw, in axial gauge, that










































































(1 + A(1 + 2z)): (6.117)
Therefore S
A





, is equal to (1 + A(1 + 2z)) for an innitesimal


















We can now use the S
A
(z), which we obtained from the master gauge eld, to give an
















































































We can now see why the Hopf equation arises in the QCD
2
. In fact it, or its generalization
(2.45), will appear for any multiplicatively free family of random variables. Dene the

















) + 1)) R(
1
(z)
; A) = (z)(z + 1): (6.124)
Now exp[i] = 1=(z) = (1 + z)=z exp[ A=2(1 + 2z)], from which it follows that

















= (z)) + 1) = e
 i




; A) = 1 + z: (6.126)
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We can also employ S
A
(z) to explicitly compute
^













































(1 + z(y)): (6.133)
This is essentially the result we need. We have obtained U(y), albeit thus far in an implicit
form. To obtain the coecients !
k
, we must examine the relation (6.132) more carefully.
We have



































This is what determines the coecients !
k


























All the area dependence is gone and the c
k
are just some numbers determined recursively by

































But we can actually, rather simply argue that !
k
have to take this form. That is, it is simply
the highest power of A term that appears in < trU
k
>. This follows since < trU
k
> is,
a polynomial with highest power of A being A
k 1






























= k and thus are always of lower
order). Therefore !
k










In this paper we have reviewed the basic concepts of non-commutative probability theory
and applied them to the large N limit of matrix models. We discussed at length the work
of Voiculescu on the properties and representation of free random variables. Since indepen-
dent matrix models at N =1 are free random variables this appears to be the appropriate
framework for constructing the master eld. We discussed some of these models, including
the one-plaquette model where we explicitly constructed the master eld. We also discussed,
at length, QCD
2
. In an axial gauge this theory can be regarded as a theory of independent
matrices and thus we could give an explicit construction of the master gauge eld. We also
showed that there exists a gauge in which the master gauge eld is spacetime independent.
We also constructed master loop operators based on the observation that simple loops cor-
responded to free random variables and that any loop could be decomposed into words built
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out of simple loops. The simple structure of QCD
2
is then a consequence of fact that these
form a multiplicative free family.
The most suprising and exciting of our results, however, is the extension of these tech-
niques to deal with the general matrix model, in which the matrices do not have independent
distributions and are coupled. Based on our observation that the generating function, intro-
duced by Voiculescu to construct the representation of an independent random variable, can
be identied as the generating function of connected planar Green's functions, we were able
to construct the master eld for any and all matrix models. Remarkably the Hilbert space
in which the master elds are represented is unchanged|it is the Fock space generated by a
collection of creation and annihilation operators satisfying the Cuntz algebra|one for each
matrix variable.
From some points of view our construction is somewhat dissapointing. First, although
we have an explicit construction of the master eld for any matrix model in a well dened
Hilbert space, to actually write the master eld explicitly would require a knowledge of all
the connected Green's functions, which is tantamount to solving the theory. Thus from
this point of view all we have done is to repackage the unknown solution. Second, we have
almost as many degrees of freedom as before. The Hilbert space in which the master eld is
represented is almost as big as the full Hilbert space of the quantum eld theory{i.e., there
is an independent creation operator for each independent eld variable. The only reduction
is by a factor of N
2
, since the large N limit has been taken,
However, we believe that this reformulation is valuable. Clearly this is the appropriate
framework for formulating the N = 1 theory. It also suggests new approaches towards
solving the theory by constructing the master eld|now a well dened operator in a well
dened space. For example, one approach might be to explore the operator equations of
motion for the master eld, as we have discussed above. Do these, for example, follow from
some kind of variational principle that could be the basis for an approximation scheme? Can
one develop similar techniques for the Hamiltonian formulation of large N theories?
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