Keywords: Probability of informed trading PIN-return relationship Quality of PIN estimates a b s t r a c t This paper provides new evidence concerning the probability of informed trading (PIN) and the PIN-return relationship. We take measures to overcome known estimation biases and improve the quality of quarterly PIN estimates. We use the average of a firm's PIN estimates in four consecutive quarters to smooth out the effect of seasonal variation in trading activities. We find that when high-quality PIN estimates are used, the Fama-MacBeth cross-sectional regressions show stronger evidence for the positive PIN-return relationship than documented in the prior literature. This finding is robust to controls for the January, liquidity, and momentum effects.
Introduction
A vibrant finance and accounting literature attempts to understand whether and how information asymmetry between investors influences asset prices in financial markets. In an influential paper, Easley et al. (2002) use the probability of informed trading (PIN) measure to quantify the degree of information asymmetry and document a significant positive relationship between the PIN measure and stock returns between 1983 and 1998. The positive PINreturn relationship has been widely cited in many studies. 2 However, some researchers doubt the existence of a significant cross-sectional PIN-return relationship for several reasons. First, the relationship is ambiguous in theory. Easley and O'Hara (2004) demonstrate that, in a finite economy, uninformed investors demand a risk premium for holding stocks of greater information asymmetry because they cannot diversify the risk of trading against informed investors. On the other hand, Hughes et al. (2007) show that, if taking a large economy limit and holding the total information constant, greater information asymmetry in the aggregate information environment leads to higher market cost of capital, but firm-specific information characteristics do not affect individual firm expected return after controlling for systematic factors.
Second, the PIN measure must be estimated via a maximum likelihood approach using the daily number of buyer-initiated and seller-initiated trades. A few studies point out potential biases that arise in the estimation of PIN. Boehmer et al. (2007) find that misclassification of buyer-initiated and seller-initiated trades leads to a downward bias in PIN estimates. Lin and Ke (2011) prove that the mathematical transformation used by Easley et al. (2002 Easley et al. ( , 2010 to simplify the joint likelihood function generates a bias because of computer floating-point exception. Yan and Zhang (2012) show that boundary solutions can be another source of bias. Duarte and Young (2009) argue that the microstructure model used by Easley et al. (2002) to describe the trading process does not distinguish information asymmetry from illiquidity. 3 Third, several studies find that empirical evidence on the PIN-return relationship is not robust. Mohanram and Rajgopal (2009) report that the PIN-return relationship is significantly positive only in the period [1984] [1985] [1986] [1987] [1988] . It is insignificant in two periods, 1989-1993 and 1994-1998 , and is negative in the period 1999 -2002 . Kang (2011 stock returns are negatively related in January, but positively related in other months.
This paper provides new evidence on the PIN-return relationship using high-quality PIN estimates for over 170,000 stock-quarter pairs in the 22 years between 1983 and 2004. 4 We apply several methods that are developed to overcome known estimation biases in order to improve the quality of quarterly PIN estimates. We implement the Fama and MacBeth (1973) regression methodology over the period of 276 months between April 1983 and March 2005. It is evident that the PIN-return relationship is significantly positive over the whole period. Moreover, we examine the same four sub-periods, consistent with Mohanram and Rajgopal (2009 ): 1984 -1988 , 1989 , 1994 -1998 , and 1999 -2002 . Contrary to their observation that the coefficient of PIN is only significant in the earliest sub-period 1984-1988, we find that it is significantly positive in both 1984-1988 and 1994-1998 , and its magnitude is larger than that found by Mohanram and Rajgopal (2009) . This finding is robust after we adjust for time-varying precision in monthly regression estimates with the Litzenberger and Ramaswamy (1979) weighted least-square method, exclude January observations from the analysis, and control for the liquidity and momentum effects in the cross-sectional regressions. We contribute to the literature in three ways in addition to documenting new evidence on the PIN-return relationship. First, the Lee and Ready (1991) classification algorithm with a five-second time adjustment has been commonly applied to estimate PIN in previous studies (see, e.g., Easley et al., 2002 Easley et al., , 2010 Duarte and Young, 2009; Brown et al., 2004; Yan and Zhang, 2012) . This paper is the first to document empirical evidence that the five-second time adjustment causes a systematic bias in PIN estimates for a substantial number of actively traded stocks in the years after 2000.
Second, Boehmer et al. (2007) show that trade misclassification can result in a downward bias in PIN estimates. They study a microstructure model in which the arrival rates of buy and sell trades are assumed to be the same. Previous studies often use another model that allows the two arrival rates to be different (see, e.g., Easley et al., 2002 Easley et al., , 2010 Duarte et al., 2008; Brown et al., 2004; Yan and Zhang, 2012 ). Our simulations demonstrate that trade misclassification may result in an upward bias under both models.
At last, we observe a distinct seasonal pattern, that is, the PIN estimates on average tend to decrease in the first quarter of a year relative to the previous quarter. Our preliminary analysis suggests that this seasonal pattern is related to tax-loss selling activities at year end. This finding prompts us to use the average of a firm's PIN estimates in four consecutive quarters to smooth out the effect of seasonal variation in trading activities.
The remainder of this paper is organized as follows. Section 2 reviews the estimation of PIN and trade classification. Section 3 compares the two sets of quarterly PIN estimates that are obtained with two different trade classification methods, reports our findings from a simulation study, and presents a preliminary analysis of seasonal variation in the probability of informed trading. Section 4 reports empirical evidence on the PIN-return relationship and its robustness. Section 5 concludes the paper.
Trade classification and the estimation of PIN

The estimation of PIN
The PIN measure of information asymmetry is derived from the market microstructure model proposed in Easley and O'Hara (1992) and Easley et al. (1997) . Mathematically, the model specifies that on any day i, the likelihood of observing the number of buy trades B i and the number of sell trades S i is represented by 
where h = (a, d, l, e b , e s ) represents five structural parameters that describe the trading process in each day. Specifically, a denotes the probability that an information event occurs. If an information event occurs, it can be bad news with the probability d or good news with the probability 1 À d, and informed traders who know the quality of new information submit orders at the daily arrival rate l. Informed traders would buy at the rate l if it is good news, and sell at the same rate l if it is bad news. No matter whether an information event occurs or not, uninformed traders submit buy orders at the daily arrival rate e b and sell orders at the daily arrival rate e s . Assuming independence between days, the joint likelihood of observing a series of daily buys and sells over trading days i = 1, . . ., I is the product of the daily likelihoods,
where M = ((B 1 , S 1 ), . . ., (B I , S I )) represents the data set. The PIN measure of information asymmetry is defined as
Intuitively, PIN equals the fraction of trades in a day that arise from informed trading. Maximizing the joint likelihood in Eq. (2) over the parameters in h produces the maximum likelihood estimates of these structural parameters. There is no closed form solution to this maximization problem. A numerical maximization technique must be used to obtain a solution. Easley et al. (2010) use the following factorization of the joint likelihood function to facilitate numerical maximization
. Here, min(B i , S i ) represents the smaller of B i and S i , and max(B i , S i ) represents the larger one. Lin and Ke (2011) point out that when the above factorized likelihood function is used, floating-point exception in computer software narrows the set of feasible solutions, which causes a downward bias in the estimate of PIN. In order to avoid the influence of floating-point exception, they recommend the following factorization of the joint likelihood function
4 We do not extend the estimates beyond 2004 for two reasons. First, the implementation of Regulation NMS in 2005 had substantial impact on trading activities, which increases the difficulty in reliably classifying buyer-initiated and seller-initiated trades. Second, it is financially costly for us to gain access to the intraday trade and quote data and to use a powerful computing platform. Our PIN estimates are available upon request. where e 1i = Àl À S i ln(1 + l/e s ), e 2i = Àl À B i ln(1 + l/e b ), e 3i = ÀB i ln(1 + l/e b ) À S i ln(1 + l/e s ), and e maxi = max(e 1i ,e 2i ,e 3i ).
Numerical methods such as the modified Newton-Raphson method are used to find the maximizing parameters of the factorized likelihood function in both Eqs. (4) and (5). Yan and Zhang (2012) argue that numerical solutions may erroneously fall on the boundary of the parameter space, which causes a bias in PIN estimate. In order to avoid boundary solutions, they use the method of moment to choose 125 sets of initial values that can be used to explore the parameter space efficiently. More specifically, the initial values for the five parameters in Eq. (1) are given by
where the three variables a i , d j , and c k take values from the five fractions (0.1, 0.3, 0.5, 0.7, 0.9), one at a time. The combinations of a i , d j , and c k yield 125 sets of initial values. The combinations that have a negative value for e 0 s are eliminated.
Trade classification
The estimation of PIN requires both the number of buyer-initiated trades and the number of seller-initiated trades in each day. However, the majority of publicly accessible trade and quote databases do not identify whether a reported trade is initiated by a buyer or a seller. Researchers must classify trades with certain rules.
The tick rule classifies a trade as a buy (sell) if the trade price is higher (lower) than the previous trade. If the current and previous trade prices are the same, the trade is classified by the next previous trade. The quote rule classifies a trade as a buy (sell) if the trade price is closer to the prevailing ask (bid) quote. This rule is unable to classify trades at the midpoint between bid and ask quotes. Lee and Ready (1991) propose an algorithm that combines the tick and quote rules: the tick rule is applied to trades that occur at the midpoint of the prevailing bid and ask quotes, while the quote rule is applied to classify any trade that takes place above (below) the quote midpoint as a buy (sell). Ellis, Michaely, and O'Hara (EMO, 2000) propose another algorithm that outperforms the LR algorithm in their study of Nasdaq stocks. According to their algorithm, all trades executed at the ask quote are categorized as buys, all trades executed at the bid quote are categorized as sells, and all the other trades are categorized by the tick rule. Peterson and Sirri (2003) examine the accuracy of these two algorithms for NYSE/AMEX stocks and find that the EMO algorithm, combined with using contemporaneous quotes, provides the least amount of bias in execution cost measurement.
The reported time of trades and quotes in the publicly available database has a significant impact on the accuracy of trade classification. Lee and Ready (1991) suggest that because of the time delay in reporting trades, the reported trade time should be reduced by 5 s in order to find the prevailing quotes. EMO (2000) find that it works fine not to adjust the reported trade time for Nasdaq stocks. Peterson and Sirri (2003) present evidence in favor of not adjusting the reported trade time for NYSE stocks. Bessembinder (2003) shows that making no allowance for trade reporting delay is optimal when assessing whether trades are buyer and seller initiated, for both Nasdaq and NYSE stocks. Henker and Wang (2006) also suggest that for NYSE stocks, the prevailing quotes should be the ones immediately before the trades in the TAQ database. However, it has been a common practice in the PIN literature that the Lee and Ready classification algorithm with five-second adjustment is used to classify trades (see, e.g., Easley et al. (2002 Easley et al. ( , 2010 , Young (2009), Brown et al. (2004) , Yan and Zhang (2012) ). In this paper, we report evidence on whether and how the five-second adjustment for delay in reported trade time influences PIN estimates.
3. The empirical properties of our PIN estimates 3.1. The differences between two sets of estimates We estimate PIN for the NYSE/AMEX stocks that have data in the ISSM and TAQ databases between January 1, 1983 and December 31, 2004. Stocks in the ISSM and TAQ databases are matched with those in the CRSP database by the historical eight-digit CUSIP. We keep only stocks with the CRSP share code 10 or 11, which means that the closed-end funds, real estate investment trusts, American depository receipts, and foreign stocks are excluded. We estimate PIN for each stock on a quarterly basis and require that the stock has trades and quotes for at least 20 trading days in one quarter.
We use the Lin and Ke (2011) factorized joint likelihood function in Eq. (5). We also apply the Yan and Zhang (2012) algorithm to construct 125 sets of initial values and choose the non-boundary numerical solution that maximizes the likelihood function. Thus, our estimates are free from the biases caused by floating-point exception and boundary solutions.
The estimation of PIN requires both the number of buyer-initiated trades (i.e., buy trades) and the number of seller-initiated trades (i.e., sell trades) in each day. We classify trades as buyeror seller-initiated using two methods: the Lee and Ready (LR, 1991) algorithm with a five-second time adjustment and the EMO (2000) algorithm without time adjustment. Thus, we obtain two sets of PIN estimates: the LR estimates and the EMO estimates. Fig. 1 presents a notable pattern concerning the difference between the two sets of PIN estimates. In every quarter prior to 1999Q1, the median difference between the two estimates (i.e., the EMO estimate minus the LR estimate of the same stock) is significantly positive at the 1% level. The quarterly median difference ranges from 0.003 to 0.012. However, from 2001Q1 onward, the quarterly median difference is significantly negative at the 1% level in every quarter, ranging from À0.011 to À0.003.
Next, we divide stocks into three groups based on the average daily number of trades for each stock in a quarter. Stocks in the top group are actively traded, whereas stocks in the bottom group are inactively traded. The number of stocks in each group in a quarter ranges from 580 to 773. Fig. 2 plots the cross-sectional median of the daily number of trades in each quarter for the three groups. There is a dramatic increasing trend in the daily number of trades, particularly for the actively traded stocks. At the beginning of our sample period (i.e., 1983Q1), the average daily number of trades is 5.6 for the median inactively traded stock, 16.5 for the median stock in the middle group, and 66.3 for the median actively traded stock. By 2004Q4, the average daily number of trades is 39.3 for the median inactively traded stock, 463.4 for the median stock in the middle group, and 1983.2 for the median actively traded stock. Fig. 3 plots the cross-sectional average of the EMO estimates and the LR estimates in each quarter for actively and inactively traded stocks. The top panel is for actively traded stocks and the bottom panel for inactively traded stock. The top panel shows that, for actively traded stock, the EMO estimates are, on average, greater than the LR estimates in the quarters prior to 2001, but are smaller in the quarters starting from 2001 onwards. There is no such pattern in the bottom panel for inactively traded stock. Fig. 3 also illuminates statistical significance of the difference between the two sets of PIN estimates. 6 The shaded bars in Fig. 3 represent a significant difference at the 1% level, whereas the white bars indicate that the difference is not significant at the 1% level. It is evident that, since 2001, the EMO estimates are significantly smaller than the LR estimates for actively traded stock, whereas there is no significant difference between these two sets of estimates for inactively traded stock. The evidence in Fig. 3 suggests that the five-second time adjustment results in an upward bias in the LR estimates for actively traded stock. In the following section, we conduct simulations to investigate whether trade misclassification can result in an overestimation of the PIN measure.
Simulations
We conduct simulations to examine the impact of trade misclassification on the estimation of PIN. 7 We randomly generate buy and sell trades for 60 days from the Easley et al. (2002) 
Calendar quarters between 1983 and 2004 We sort stocks in our sample by the average daily number of trades in each quarter into three equal-size groups. Actively traded stocks are in the top group, inactively traded stocks are in the bottom group, and the remaining stocks are in the medium group. This figure plots the cross-sectional median of the average daily number of trades for stocks in the three groups in each calendar quarter.
presented in Eq.
(1). On any day, trade misclassification will result in one and only one of two consequences: it either reduces or increases the daily imbalance between buy and sell trades. For example, on a particular day, the number of buy trades is 100, the number of sell trades is 50, and thus the buy-sell imbalance is 50. Suppose that 10% of these trades are misclassified. If the number of misclassified buy trades is 10 and the number of misclassified sell trades is five, misclassification causes the number of buy trades and the number of sell trades to be 95 and 55, respectively, and hence reduces the buy-sell imbalance to 40. However, if the number of misclassified buy trades is five and the number of misclassified sell trades is 10, misclassification results in buy trades and sell trades that number 105 and 45, respectively, and hence increases the buy-sell imbalance to 60. The dichotomous effect of misclassification also occurs when there are more sell trades than buy trades. Our simulations consider three misclassification schemes under which a fixed proportion of trades are misclassified. Under the Misclassification I scheme, misclassification occurs randomly. This implies that the proportion of misclassified trades (i.e., the misclassification rate) may vary between days, that is, misclassification may reduce the daily buy-sell imbalance on some days but enlarge it on others. Under the Misclassification II scheme, the (1). We consider three misclassification schemes under which a fixed proportion of trades (i.e., the misclassification rate) are misclassified. Under the Misclassification I scheme, misclassification occurs randomly. Under the Misclassification II scheme, misclassification occurs such that the daily imbalance between buy and sell trades decreases. Under the Misclassification III scheme, misclassification occurs such that the daily imbalance between buy and sell trades increases. Panels A to D correspond to four sets of true parameter values. We repeat simulations for two misclassification rates: 10% and 15%. We estimate the parameters from the misclassified trades for 60 days using the Lin and Ke (2011) factorization function in Eq. (5) and the Yan and Zhang (2012) algorithm to control for boundary solutions. We run 1000 simulations under each simulation setting and calculate two statistics across the 1000 simulations. The bias represents the average difference between the 1000 simulated PIN estimates and the true PIN value, and the root mean squared error (RMSE) is the square root of the average of the squared differences.
misclassification rate is the same each day and misclassification occurs such that the daily buy-sell imbalance is reduced. Under the Misclassification III scheme, the misclassification rate is the same each day and misclassification increases the daily buy-sell imbalance. We run simulations with four different sets of true values for the five parameters in Eq. (1). The first set includes true parameters h = (a, d, l, e b , e s ) = (0. 28, 0.33, 31, 22, 24) , and the true PIN value is 0.15874. We choose these values from the cross-sectional means that are reported in Table 2 of Easley et al. (2002) . The second set includes true parameters h = (a, d, l, e b , e s ) = (0. 28, 0.33, 31, 12, 34) , and the true PIN value is 0.15874. The second set is modified from the first set such that there is a large difference between the daily arrival rate of buy trades e b and the daily arrival rate of sell trades e s . The third set includes true parameters h = (a, d, l, e b , e s ) = (0.28, 0.31, 21, 11, 13), and the true PIN value is 0.19679.
We choose these values from the cross-sectional medians that are shown in Table 2 of Easley et al. (2002) . Again, we modified the third set to obtain the fourth set, which includes the true parameters h = (a, d, l, e b , e s ) = (0. 28, 0.31, 21, 6, 18) , and the true PIN value is 0.19679. For the first and third sets of parameters, the arrival rates of buy and sell trades are close, resembling the microstructure model used in Boehmer et al. (2007) . For the second and fourth sets of parameters, the arrival rates of buy and sell trades are wide apart, resembling the model used in Easley et al. (2002 Easley et al. ( , 2010 , Duarte et al. (2008) , and Brown et al. (2004) .
We repeat simulations for two misclassification rates 10% and 15%. We estimate the parameters from the misclassified trades for 60 days using the Lin and Ke (2011) factorization function in Eq. (5) and the Yan and Zhang (2012) algorithm to control for boundary solutions. We run 1000 simulations under each simulation setting and calculate two summary statistics across the 1000 This table reports the mean and median quarterly changes of the probability of informed trading (PIN), the probability of an information event (a), and the ratio of the daily arrival rate of uninformed trades to the daily arrival rate of informed trades ((e b + e s )/l). The quarterly change of a variable V is DV t = (V t À V tÀ1 ), where V t is the variable in quarter t. We study the changes in the four calendar quarters, separately. The mean and median are calculated after removing the extreme 1% observations at both tails. 1983Q1  1984Q1  1985Q1  1986Q1  1987Q1  1988Q1  1989Q1  1990Q1  1991Q1  1992Q1  1993Q1  1994Q1  1995Q1  1996Q1  1997Q1  1998Q1  1999Q1  2000Q1  2001Q1  2002Q1 . We sort stocks in our sample by the average daily number of trades in each quarter into three equal-size groups and the stocks in the top group are actively traded. The number of actively traded stocks in a quarter ranges from 580 to 773. On each trading day, for each actively traded stock, we calculate the buy-sell imbalance as the absolute difference between the number of buy trades and the number of sell trades divided by the sum of buy and sell trades. We then calculate the difference in the buy-sell imbalance between the EMO without-time-adjustment classification and the Lee-Ready with-five-second-adjustment classification. For each stock, we calculate the average of the daily differences in the buy-sell imbalance over all days in the same calendar quarter. This figure plots the median, the first and third quartiles, and the 5th and 95th percentiles of the distribution of the average difference across all actively traded stocks in each quarter.
simulations. The bias is the difference between the average of the 1000 simulated PIN estimates and the true PIN value, and the root mean squared error (RMSE) is the square root of the average of the squared differences. Table 1 reports the bias and RMSE under each simulation setting. A few patterns are evident in Table 1 . First, the bias is negative under both Misclassification I and II; however, it is positive under Misclassification III. A negative bias implies that the estimated value is smaller than the true value, whereas a positive bias implies that the estimated value is greater than the true value. Hence, the simulations tell us that there is an underestimation bias when misclassification occurs randomly or when misclassification shrinks the buy-sell imbalance, but there is an overestimation bias when misclassification increases the buy-sell imbalance. This is true for all four sets of parameter settings in Panels A to D.
Second, the magnitude of underestimation is similar under both Misclassification I and II, but the magnitude of overestimation under Misclassification III is significantly larger than the magnitude of underestimation under Misclassification I and II. For example, in Panel A of Table 1 , for the misclassification rate 10% and the true PIN 0.15874, the bias under both Misclassification I and II is close to À0.02, but the bias under Misclassification III is almost 0.13. arrival rate ratio
Fig. 5. Quarterly changes in PIN, alpha, and the ratio of the uninformed arrival rate to the informed arrival rate. This table shows evidence of the relationship between year-end tax-loss selling and quarterly change in PIN. We classify a stock as a winner of the year if its cumulative return from February to November in the year is greater than 10% and as a loser if the return is less than À10%. We study the quarterly percentage changes of six variables: the probability of informed trading (PIN), the probability of an information event (a), the daily arrival rate of informed trades (l), the daily arrival rates of uninformed buy trades (e b ), the daily arrival rates of uninformed sell trades (e s ), and the ratio of the uninformed trades to the informed trades ((e b + e s )/l). The quarterly percentage change of a variable V is defined as DV t = (V t À V tÀ1 )/V tÀ1 , where V t is the variable's value in quarter t. We calculate the mean and median quarterly changes of the six variables for winners and losers separately in the fourth quarter and the subsequent first quarter. The mean and median are calculated after removing the extreme 1% observations at both tails. The two-sample t-test and the Wilcoxon rank sum test are used to test the significance of the mean and median difference between losers and winners in the column ''L minus W''.
Moreover, the magnitude of both underestimation and overestimation increases with the misclassification rate. The bias and the RMSE under Misclassification III are significantly smaller in Panels B and D than their counterparts in Panels A and C. This implies that the overestimation problem is less severe when the arrival rates of buy and sell trades are wide apart than when the two arrival rates are close. Boehmer et al. (2007) report an underestimation bias in their simulations when misclassification occurs randomly. We confirm their finding under Misclassification I. We extend their work by considering two additional misclassification schemes and find that when misclassification increases the buy-sell imbalance, an overestimation bias exists.
A relevant question is whether misclassification increases the buy-sell imbalance in real data. Finucane (2000) and Odders-White (2000) provide evidence that trades in actively traded stocks tend to be more frequently misclassified, but there is no evidence in the literature on whether and how misclassification affects buys and sells differently. Fig. 3 shows that the EMO estimates for actively traded stocks are, on average, greater than the LR estimates in the quarters before 2001, but are significantly smaller in the first few quarters since 2001. There is no such pattern for inactively traded stocks. This motivates us to examine actively traded stocks to determine the impact of misclassification on the buy-sell imbalance. We sort stocks in our sample by the average daily number of trades in each quarter into three equally sized groups, and the actively traded stocks are in the top group. The number of actively traded stocks in a quarter ranges from 580 to 773.
On each trading day, for each actively traded stock, we compute the buy-sell imbalance as the absolute difference between the number of buy trades and the number of sell trades divided by the sum of buy and sell trades. We then calculate the difference in the buy-sell imbalance between the EMO without-time-adjustment classification and the Lee-Ready with-five-second-adjustment classification. For each stock, we take the average of the daily differences in the buy-sell imbalance over all days in the same calendar quarter. Fig. 4 plots the cross-sectional median, the first and third quartiles, and the 5th and 95th percentiles of the average difference in the buy-sell imbalance across all actively traded stocks in each quarter. It is evident that in the first few quarters since 2001, the median difference in the buy-sell imbalance is significantly below zero. Therefore, over half of the actively (2000) algorithm without time adjustment. The variable Return is the monthly excess return. The variable BETA is the portfolio beta calculated from the full period using 100 portfolios. The variable LBM is the logarithm of the ratio of book value of common equity to market value of equity at the end of June each year. The variable LSIZE is the logarithm of the year-end market value of equity in million dollars. Panel A contains the time-series averages of the cross-sectional mean, median, standard deviation (SD), the 5th, 25th, 75th, and 95th percentiles of these variables. Panel B shows correlation coefficients; the Pearson correlation coefficients are in the upper-right triangle, whereas the Spearman rank correlation coefficients are in the lower-left triangle.
traded stocks show a buy-sell imbalance associated with the LeeReady with-five-second-adjustment classification significantly larger than the buy-sell imbalance associated with the EMO withouttime-adjustment classification. This means that misclassification can increase the buy-sell imbalance for actively traded stocks.
To minimize the impact of the trade misclassification bias, our empirical analysis in the following sections uses the Lee and Ready (1991) method with a five-second time adjustment for the years 1983-1998, and the EMO (2000) method without time adjustment for the years 1999-2004. We choose the break point as 1998/1999 because the differences between the two sets of estimates exhibit a clear paradigm shift from 1998 to 1999 in Fig. 3. 
Quarterly change in PIN
We now examine the change in a firm's PIN from one quarter to the next. Fig. 5 plots the median quarterly change in PIN across firms in every quarter from 1983Q2 to 2004Q4. We observe substantial variation in the PIN measure from one quarter to the next. Additionally, there is a distinct seasonal pattern in the probability of informed trading, that is, the PIN estimates tend to decrease in the first quarter of a year compared with the previous quarter. This is consistent with the findings of Yan and Zhang (2012) during a shorter period 1993-2004. To further analyze the quarterly change in PIN, we separately examine two key components of PIN. The following transformation of Eq. (3) shows that PIN is positively related to the probability of an information event (i.e., a) and negatively related to the ratio of the daily arrival rate of uninformed trades to the daily arrival rate of informed trades (i.e., (e b + e s )/l): The mean and median are calculated after removing the extreme 1% observations at both tails. Both the mean and the median quarterly change in PIN are significantly negative in the first quarter. Both Fig. 5 and Table 2 indicate that the probability of informed trading declines in the first quarter of a year. In an attempt to explain this phenomenon, we hypothesize that the seasonal pattern may be related to tax-loss selling activities at year end. 8 We calculate the cumulative 10-month return from February to November in a year and classify a stock as a winner in the year if its cumulative return is greater than 10% and a loser in the year if the return is less than À10%. We study the quarterly changes of PIN and other parameters in the fourth quarter and the first quarter of the following year. Table 3 shows separately the mean and median of these quarterly changes for winners and losers. The mean and median are calculated after removing the extreme 1% observations at both tails. We observe significant differences between winners and losers in the fourth quarter and the subsequent first quarter. Specifically, 1984-1988, 1989-1993, 1994-1998, and 1999-2002 . The variable QTRPIN is the average of a firm's quarterly PIN estimates in the past four quarters prior to the month in which the cross-sectional return regression is run. The quarterly PIN estimates in the years between 1983 and 1998 are based on the Lee and Ready (1991) algorithm with a five-second time adjustment, whereas the quarterly estimates in the years between 1999 and 2004 are based on the EMO (2000) algorithm without time adjustment. The dependent variable Return is the monthly excess return. The variable BETA is the portfolio beta calculated from the full period using 100 portfolios. The variable LSIZE is the logarithm of the year-end market value of equity in million dollars. The variable LBM is the logarithm of the ratio of book value of common equity to market value of equity at the end of June each year. * Indicate significance at 10%. ** Indicate significance at 5%. *** Indicate significance at 1%.
in the fourth quarter, losers experience a significantly greater increase in both informed and uninformed trading than winners. This is consistent with the year-end tax-loss selling hypothesis, which suggests that losers attract a lot more trading than winners at year end. In the subsequent first quarter, the majority of winners experience a substantial increase in both informed and uninformed trading, whereas more than half of losers experience no increase in trading. This implies that, in the first quarter, investors ignore the previous year's losers and focus on winners instead. As a result, the decrease in the winners' PIN in the first quarter is, on average, substantially greater than that in the losers' PIN. The above analysis is only a preliminary step toward understanding the forces that drive the inter-temporal change in a firm's information environment captured by the PIN measure. The results in Table 3 suggest that a comprehensive study would be fruitful in this line of inquiry. We intend to pursue such a comprehensive study in the future. We turn to the empirical PIN-return relationship in the next section. Easley et al. (2002) find that monthly returns are significantly and positively related to the PIN measure of information asymmetry in the Fama-MacBeth cross-sectional regressions during the period 1984-1998. Mohanram and Rajgopal (2009) study the PIN-return relationship using Hvidkjaer's PIN estimates for four sub-periods: 1984-1988, 1989-1993, 1994-1998, and 1999-2002 , and find that it is significant only in the first sub-period 1984-1988. In the following, we use our PIN estimates to reexamine the PIN-return relationship over a longer period from April 1983 to March 2005.
Evidence on the PIN-return relationship
Monthly returns and Hvidkjaer's PIN estimates
We compare the average of our quarterly estimates in the same year with the annual estimates from 1983 to 2001 that Soeren Hvidkjaer provided.
9 By averaging quarterly estimates in the same year, we smooth out the seasonal variation documented in Section 3.3. Table 4 reports the cross-sectional mean, median, and standard deviation for each year between 1983 and 2001. Our estimates are, on average, significantly lower than Hvidkjaer's estimates for most years. Note that our PIN estimates are free of the biases associated with trade misclassification (Boehmer et al., 2007) , floating-point exception (Lin and Ke, 2011) , and boundary solutions (Yan and Zhang, 2012) . We first run the Fama-MacBeth regressions with Hvidkjaer's estimates to provide a benchmark for assessing the Fama-MacBeth regression results based on our own estimates. Because Hvidkjaer's PIN estimates (HPIN) are available at the end of each year from 1983 to 2001, we run the cross-sectional regression for each month between January 1984 and December 2002, inclusively. We use a firm's HPIN at the end of year t À 1 for the 12 months in year t.
We follow Easley et al. (2002) and Mohanram and Rajgopal (2009) to control for beta, firm size, and book-to-market-equity ratio in the monthly cross-sectional regressions. We calculate betas 1984-1988, 1989-1993, 1994-1998, and 1999-2002 . The variable QTRPIN is the average of a firm's quarterly PIN estimates in the past four quarters prior to the month in which the cross-sectional return regression is run. The quarterly PIN estimates in the years between 1983 and 1998 are based on the Lee and Ready (1991) algorithm with a five-second adjustment, whereas the quarterly estimates in the years between 1999 and 2004 are based on the EMO (2000) algorithm without time adjustment. The dependent variable Return is the monthly excess return. The variable BETA is the portfolio beta calculated from the full period using 100 portfolios. The variable LSIZE is the logarithm of the year-end market value of equity in million dollars. The variable LBM is the logarithm of the ratio of book value of common equity to market value of equity at the end of June each year. * Indicate significance at 10%. ** Indicate significance at 5%. *** Indicate significance at 1%. 1984-1988, 1989-1993, 1994-1998, and 1999-2002 . The variable QTRPIN is the average of a firm's quarterly PIN estimates in the past four quarters prior to the month in which the cross-sectional return regression is run. The quarterly PIN estimates in the years between 1983 and 1998 are based on the Lee and Ready (1991) algorithm with a five-second time adjustment, whereas the quarterly estimates in the years between 1999 and 2004 are based on the EMO (2000) algorithm without time adjustment. The dependent variable Return is the monthly excess return. The variable BETA is the portfolio beta calculated from the full period using 100 portfolios. The variable LSIZE is the logarithm of the year-end market value of equity in million dollars. The variable LBM is the logarithm of the ratio of book value of common equity to market value of equity at the end of June each year. The variable RET1 represents the return in month t À 1 and RET2to13 represents the return over the previous two to thirteen months. The variable ILLIQ is the logarithm of Amihud's liquidity measure. The adjusted t-statistic based on the Litzenberger and Ramaswamy (1979) weighted least square method is in parentheses. * Indicate significance at 10%. ** Indicate significance at 5%. *** Indicate significance at 1%.
according to Fama and French (1992) . Pre-ranking portfolio betas are estimated for individual stocks using monthly returns in at least two to five years. We regress these stock returns on the contemporaneous and lagged value-weighted CRSP NYSE/AMEX index to obtain two coefficients. Pre-ranking portfolio beta is the sum of the two coefficients used to adjust for nonsynchronous trading. We then sort the stocks into 100 portfolios based on these betas at the end of each year and calculate monthly equal-weighted portfolio returns. Post-ranking portfolio betas are estimated using the full period. Portfolio returns are regressed on the contemporaneous and lagged value-weighted CRSP index returns, and again the portfolio beta is the sum of the two coefficients. The variable BETA of any given stock in the 12 months in year t is equal to the beta of the portfolio to which it belongs at the end of year t À 1. We follow Daniel and Titman (2006) to calculate the book value of equity from the annual COMPUSTAT data set. The observations with negative book value are removed. We measure the book-tomarket-equity ratio in June of year t as the last fiscal year's book value divided by the market capitalization at the end of June and use it for the 12 months from July of year t until June of year t + 1. The variable LBM is the natural logarithm of the book-to-market-equity ratio. We measure firm size using the market capitalization in millions of US dollars at the end of year t À 1 and use it for the 12 months in year t. The variable LSIZE is the natural logarithm of firm size. We winsorize each independent variable at the first and 99th percentiles in each month.
We run the Fama-MacBeth regressions in five time periods: the whole period 1984-2002 and the four sub-periods 1984-1988, 1989-1993, 1994-1998, and 1999-2002. 10 For the whole period 1984-2002, the coefficient of HPIN is positive and significant, which is consistent with the original finding of Easley et al. (2002) . The sign and magnitude of the other variable coefficients are also similar to those of Easley et al. (2002) . Moreover, we confirm Mohanram and Rajgopal (2009) 's finding that the PIN-return relationship is significant only in the first sub-period 1984-1988.
Monthly returns and our PIN estimates
Next, we re-examine the PIN-return relationship with our quarterly PIN estimates. To control for the misclassification bias documented in Section 3.1, we obtain the quarterly estimates between 1983 and 1998 based on the Lee and Ready (1991) algorithm with a five-second time adjustment and the quarterly estimates between 1999 and 2004 based on the EMO (2000) algorithm without time adjustment. To smooth out the seasonal variation observed in Table 2 , we use the average of quarterly PIN estimates for the four quarters prior to the month in which the cross-sectional return regression is run.
We calculate, in each month, the cross-sectional mean, median, standard deviation, the 5th, 25th, 75th, and 95th percentiles of each variable, and the correlation coefficients between these variables. Panels A and B of Table 5 report the time-series average of these descriptive statistics. The variable QTRPIN represents the average of quarterly PIN estimates. We observe that QTRPIN has a significant positive correlation with the variables BETA and LBM, but a substantially negative correlation with the variable LSIZE. The variable LSIZE has a substantially negative correlation with the variables BETA and LBM. Table 6 reports the results of the Fama-MacBeth regressions in five time periods: the whole period from April 1983 to March 2005 and the four sub-periods 1984 -1988 , 1989 , 1994 -1998 , and 1999 -2002 . Easley et al. (2002 find a stronger PIN-return relationship using the Litzenberger and Ramaswamy (1979) weighted least square method to adjust for time-varying precision in monthly regression estimates. Panel A of Table 6 shows the results using the conventional t-statistic, whereas Panel B reports the results of the Fama-MacBeth regressions with the Litzenberger and Ramaswamy (1979) adjustment.
For the whole period from April 1983 to March 2005, the coefficient of the variable QTRPIN is significantly positive, whereas the coefficients of the other independent variables are similar to those of Easley et al. (2002) . Notably, Table 6 finds that QTRPIN is significantly positive for the sub-period 1984-1988 and the sub-period 1994-1998 . This is in contrast to Mohanram and Rajgopal (2009) who find that the PIN-return relationship is significant only in the first sub-period 1984-1988. Although PIN is insignificant for the sub-period 1999-2002, it is noteworthy that none of the independent variables, including firm size and book-to-market-equity ratio, is significant in this sub-period.
The robustness of the PIN-return relationship
Kang (2011) finds a January effect in the PIN-return relationship. He presents evidence that stock returns decrease with PIN in January, but increase with PIN in other months. Table 7 shows the results from the Fama-MacBeth regression analysis after excluding January observations. The results in Panel B are adjusted for time-varying precision in monthly regression estimates according to Litzenberger and Ramaswamy (1979) . We make two observations in Table 7 . First, consistent with that in Table 6 , the variable QTRPIN has a significantly positive coefficient for not only the whole period but also the two sub-periods 1984-1988 and 1994-1998 . This provides additional evidence in support of the positive PIN-return relationship. Second, the positive coefficient of the variable QTRPIN is larger in Table 7 than that in Table 6 . This is consistent with Kang (2011)'s finding that PIN and returns are negatively related in January, but positively related in other months.
The empirical asset pricing literature has discovered several variables commonly used to explain asset returns. They include beta, size, book-to-market-equity ratio (Fama and French, 1993) , momentum (Jegadeesh and Titman, 1993; Carhart, 1997; Grundy and Martin, 2001) , and liquidity (Amihud, 2002) . We use the past one-month return (RET1) and the cumulative return over the previous two to thirteen months (RET2to13) to capture short-term return reversals (Jegadeesh, 1990 ) and intermediate-term momentum (Jegadeesh and Titman, 1993) . We follow Amihud (2002) to calculate the illiquidity measure. Table 8 reports the results from the cross-sectional regressions with these control variables; Panel A is for all months including January and Panel B is for non-January months. The results in both panels are adjusted for time-varying precision in monthly regression estimates according to Litzenberger and Ramaswamy (1979) .
We find that the variable QTRPIN continues to have a positive and significant coefficient after we include these control variables. The sub-period results in both Panels A and B show that the coefficient of QTRPIN is significant in the two sub-periods, 1984-1988 and 1994-1998 . Moreover, after January observations are excluded, the coefficient of QTRPIN in Panel B is also significant at the 10% level for one additional sub-period 1999-2002.
Summary and conclusion
Several recent studies point out that the estimates of the PIN measure of information asymmetry may contain certain biases, because of computer floating-point exception, boundary solutions, and trade misclassification. Such biases may have an impact on the positive relationship between PIN and stock returns discovered by Easley et al. (2002) . We apply several methods to overcome these estimation biases and improve the quality of PIN estimates. Specifically, we use the Lin and Ke (2011) factorization method to reduce the impact of floating-point exception, and the Yan and Zhang (2012) algorithm to avoid boundary solutions. We evaluate two trade classification methods: the Lee and Ready (1991) algorithm with a five-second adjustment for the delay in reported trade time and the EMO (2000) algorithm without time adjustment. Our empirical and simulation results suggest that we use the first method for the period 1983-1998 and the second method for the period 1999-2004.
We estimate PIN for more than 170,000 stock-quarters and reexamine the PIN-return relationship with the Fama-MacBeth regression methodology over 276 months between April 1983 and March 2005, inclusively. We find stronger evidence for a positive PIN-return relationship than documented by the prior literature. This finding is robust after we control for the January, liquidity, and momentum effects and use the Litzenberger and Ramaswamy (1979) method to adjust for time-varying precision in monthly regression estimates.
The number of studies that use PIN as a measure of information asymmetry is increasing. This study demonstrates that the quality of PIN estimates has an influence on the observed evidence of the PIN-return relationship. In conclusion, we recommend that researchers apply the methods used in this study to obtain highquality estimates of PIN, which would make their empirical evidence more convincing.
