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Abstract 
In this thesis we have analysed the Norwegian housing market. On the basis of our 
examination of possible factors affecting the housing market, we have estimated a model to 
explain the Norwegian housing prices. Especially, we wanted to test if the state of the 
economy, categorized by the different phases in a business cycle, had a significant effect on 
the housing prices We have estimated a short-term dynamic and a long-term solution, where 
we show the different factors’ affect on housing prices.  
 
We start by presenting the development in the Norwegian economy, and the peculiarities of 
the housing market. To create a basic understanding of housing models and previous 
research, we present the two main models for housing prices conducted in Norway the last 
15 years. We then presented the variables we believed to affect the housing prices and the 
statistical methods used. The final model was estimated and tested, and proved to be good at 
both explaining and predicting the housing prices in the period from 1986 to 2011. 
 
In our final model, we could not find any significant effects from the different states in the 
business cycle. We found that the short-term dynamic in the housing market are affected by 
the change in housing prices in earlier periods, and the long-term solution is affected by the 
development in households’ real disposable income, housing stock and real interest rate. We 
also tested the models ability to predict housing prices. In general the predictions were fairly 
decent, which indicates that the variables have a consistent economic grounding throughout 
the period. There will although be problems with using the model to predict future housing 
prices, since the development in the variables are uncertain and often subject of revising in 
retrospect.  
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1. Introduction 
The growth in Norwegian housing prices has been tremendous for the last 20 years. The 
development in housing prices affects many Norwegians, especially young people entering 
the market. High prices, equity regulations and stricter lending policies, have made it very 
difficult for first time buyers. Since 80% of all Norwegian households live in dwellings that 
they own, the housing prices are essential in terms of personal wealth and personal economy. 
The Norwegian housing prices decreased as a result of the financial crisis in 2008, along 
with most countries in the world. The Norwegian market’s quick rebound and pro-longed 
incline in the post-crisis period is quite a unique case. Economists and experts are debating 
whether or not the increased prices is caused by changes in fundamental values or a bubble 
taking shape in the housing market.  
In this thesis we will focus on the determinants in the housing market in the period from 
1986 to 2011. Presented determinants will be based on economic theory, previous research 
and our own statistical analysis. First we will look closer at the economic development in 
Norway and the Norwegian housing market in the given period, while creating expectations 
of possible determinants. We will categorize every quarter as one of the four states in a 
business cycle. Especially, we want to test if the state of the economy, categorized by the 
different phases in a business cycle, had a significant effect on the housing prices. As far as 
we know, this has not been conducted with Norwegian data before. 
We will then construct an Error Correction Model explaining the Norwegian housing market 
with both short-term and long-term effects. We will use the statistical software STATA in all 
of our econometric estimations.  
The major limitations in our thesis have been the short period of time for writing the thesis, 
and the availability of data. We needed to do several changes due to missing data, and the 
data gathering process was more demanding than we had anticipated. To start with, our 
knowledge of advanced econometrics and use of statistical software was rather limited. This 
resulted in much time spent acquiring the required knowledge to conduct the analysis. 
In the thesis, we start with presenting the development in the Norwegian economy in chapter 
2 and business cycle theory in chapter 3.  We then present the peculiarities of the housing 
market in chapter 4, before we look closer at previous research and housing models in 
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chapter 5. We then start evaluating the possible factors affecting the Norwegian housing 
market in chapter 6, and present the statistical methods we have used in chapter 7. In chapter 
8 we start building our housing prices model, and then we estimate the final model in chapter 
9.  In chapter 10, we comment on the validity of our model in chapter 10, before we make 
our conclusions in chapter 11. 
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2. The Norwegian economy 
2.1 The period 1990-2012 – a short summary 
When entering the 1990s, the Norwegian economy was in the strongest recession since the 
Second World War. The Norwegian recession in the late 1980’s was accompanied by an 
international economic upturn and strong growth in the traditional exports, which indicates 
that the recession can be related to domestic conditions. The previous period with increasing 
debt level among households, the substantial increase in the real interest rate, increasing 
unemployment and decreasing housing prices resulted in reduced household consumption. 
The lending boom was followed by big losses and crisis in the banking industry 
(Benedictow, 2006). An international recession prolonged the already strong Norwegian 
recession to the end of 1992. 
Earlier, from 1978 until 1990, the Norwegian exchange rate was held fixed to a currency 
basket, which represented the composition of Norwegian foreign trade.  In 1990 the krone 
was tied up to ECU, the precursor to the euro. With increased movement of capital during 
the 1990s, it became harder to keep the exchange rate fixed. A small difference in the 
interest rate would result in great movement of capital and an increased pressure on the 
Norwegian currency.  Since the Norwegian economy normally developed desynchronized 
with the foreign countries, the monetary policy would often have a procyclical effect 
(Benedictow, 2006). This implies that the monetary policy enhances economic upturns and 
downturns, instead of having a dampening effect. Therefore, the Norwegian economy 
experienced a conflict of interest between the monetary policy and the currency target with a 
fixed exchange rate. 
After the turmoil in the financial markets in 1992, many European countries were forced to 
depreciate their currency and investors expected Norway to follow. This resulted in capital 
flight from the krone and the Norwegian central bank was forced to raise the key policy rate 
to make it more attractive to invest in the krone, even though the Norwegian economy was in 
a downturn. This made Norway leave their fixed rate, but kept the goal of obtaining stable 
exchange rates with the European currencies.  
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By the start of 1993, the Norwegian economy entered a long lasting upturn, supported by 
reduced interest rates, increased public consumption and an international economic 
turnaround. The household economy was strengthened after years with mortgage down 
payments (Eika, 2007). The years of recession in Norway contributed to a lower inflation 
than the nation’s trading partners. Norway’s increased competitiveness boosted the 
internationally exposed industries. Along with growth in earnings and increased capacity 
utilization, the employment increased by 230 000 jobs in the period from 1993 to 1998. The 
unemployment rate was halved from 5% to 2,5%. (Benedictow, 2006). The growth in 
Norwegian economy declined in 1998 as a result of the turmoil in the international capital 
markets related to the so-called Asian financial crisis in 1997. The strong decline was caused 
by a fall in oil prices and the doubled interest rate, but the downturn did not affect Norway’s 
most important trading partners to large extent, and the upturn continued in the US and 
Europe. 
With the increasing revenues from the oil industry, it became harder to restrict the 
government spending. The increased economic activity created expectations of a future raise 
in the interest rate, leading to an appreciated krone. Towards the end of the 1990s, the 
monetary policy was aiming for a low and stable inflation. By targeting the inflation through 
the monetary policy, the government believed that this change of policy would better suit the 
level of activity in the Norwegian economy.  
In March 2001, the inflation targeting was formally introduced along with the “budgetary 
rule” concerning the use of revenues from the oil industry.  The rule states that the revenues 
should be phased gradually into the economy. By only using the annually expected return 
(4%) of the “Government Pension Fund”, where the revenues are deposited, future 
generations could also benefit from the fund. The rule is flexible, which means that the 
government spending can be adjusted depending on the current situation in the economy. 
The Norwegian central bank got the main responsibility of targeting the inflation at 2,5%. 
An inflation target results in a countercyclical monetary policy, and aims to reduce 
fluctuations in the economy.  
At the end of the 1990s, a stock bubble was building in the Norwegian and international 
stock markets. The bubble was caused by high expectations of the return on investments in 
the information and communication technologies. Eventually it became clear that these 
expectations were not real and investors wanted to sell their shares. This resulted in a strong 
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decline in prices and other sectors in the economy were affected as well. The American 
economy went into a recession in 2001 and the rest of the OECD countries followed.  
After a long period with economic growth, a pressure was building in parts of the Norwegian 
economy in 2000, resulting in a higher income growth in Norway compared to the country’s 
trading partners (Benedictow, 2006).  Analysis performed by the Norwegian central bank in 
spring 2002 revealed an increasing risk of inflation in the Norwegian economy. At the same 
time there was a recession and declining interest rates internationally.  A relatively high 
Norwegian interest rate resulted in an appreciated krone, and by 2003 the krone had 
appreciated 20% since 2000. The reduced competitiveness along with the recession abroad, 
made the Norwegian industry suffer and many workers lost their jobs. The Norwegian 
economy entered a recession in 2002. The unemployment rate had increased continuously 
for 4 years and reached a peak at 4,7% in 2003(Eika, 2007). The strong krone, low inflation 
abroad, high oil prices and the increased import from low-cost countries such as China, 
contributed to a very low inflation in Norway. As a result, the Norwegian central bank 
lowered the key policy rate from 5,25% in December 2002 to 1,75% in March 2004. This 
stimulated household consumption and the internationally exposed industries improved their 
cost competitiveness through a depreciated krone. The strong decline in interest rates made 
the recession short and moderate and the economy reached the cyclical trough in early 2003.  
The following economic upturn in Norway and internationally, together with the weaker 
krone, turned around the negative development in the industry during 2004. The previous 
recession indicated that the Norwegian interest rates could not deviate significantly from the 
interest rates abroad, without making an impact on the currency and the industry. In 
retrospect, the Norwegian interest rates have only deviated to a small extent from the euro-
countries (Benedictow, 2006).  
The annual investments in the oil industry increased significantly in 2003, and in the period 
from 2002 to 2006 the annually investments increased by 60% (Eika, 2007). The oil price 
doubled from 2003 to 2006 and the oil fund tripled in value from 2003 to the end of 2006. At 
the same time, the world economy improved and traditional Norwegian exports picked up. 
The growth was especially high in China and India, and their demand after industrial 
commodities increased. This benefitted the Norwegian export of industrial commodities. The 
trade-off gain from cheap imports and increased exports laid the foundation for the 
significant increase in real wages. In the period from 2003 to 2006, the real wages increased 
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by a total of 9%. Because the turnaround in 2003 and the following growth were driven by a 
number of factors, it had an impact in most sectors in the Norwegian economy. From 2003 
to 2007, there was an increase in household consumption by 22%, an annual growth of 5,5%, 
and investments in fixed capital increased by 14% per year. In the same period, the 
employment increased by 215 000 people, but the number of unemployed only fell by 51 
000 (SSB, 2012:3). The change in the work force’s age composition along with immigration 
played a major role.  
The key policy rate remained at a low level, but the Norwegian central bank started raising it 
gradually from the summer of 2005. The economic upturn concerned the bank because they 
expected the inflation to increase over time. It became clearer that the capacity utilization 
was very high, and as a result the key policy rate was raised more frequently from the fall of 
2006. In September 2007 the key policy rate had raised to 5% (Eika, 2007). 
Alarming numbers from the American housing market was reported in 2006 and 2007. The 
default on sub prime loans dragged the financial sector into a crisis and asset prices 
decreased sharply, affecting the entire economy. When Lehman Brothers declared 
bankruptcy in august 2008, the financial crisis was a fact. Norway reacted with an 
expansionary fiscal policy and established financial rescue packages for the banking 
industry.   
During the financial crisis, both the interest rate and currency development contributed with 
an expansionary effect in the Norwegian economy. The Norwegian central bank’s low key 
policy rate was however offset by the financial turmoil in the international markets. The 
turmoil resulted in abnormally high premiums in the money market interest rate (Ministry of 
Labour, 2012). The premiums were especially high at the end of 2008, but it also increased 
through the fall of 2011. Household consumption growth was considerably lower in 2008 
and 2009 compared to the previous years. The turmoil in the international markets has 
probably had a dampening effect on consumption and has kept the savings rate relatively 
high. The consumption level also affected imports, which showed low growth compared to 
pre-crisis figures (Ministry of Labour, 2012). There was no growth in fixed capital 
investments in 2008, and in 2009 and 2010 the investment level decreased. In 2011, the 
growth was positive, due to the strong house market and considerable investments in the 
energy industry.  
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The import-weighted exchange rate experienced a strong depreciation during the fall of 
2008, but the majority of the depreciation was reversed during 2009. For the last years, the 
krone has appreciated and it is viewed as a secure investment due to the financially solid and 
stable development of the Norwegian economy. Norway was mildly affected by the financial 
crisis compared to other countries, but the GDP decreased towards the end of 2008. The 
financial crisis caused GDP mainland to fall for four consecutive quarters, and the annual 
growth in GDP mainland turned negative for the first time since 1988. The total decrease in 
volume these four quarters was about 3%1. The decline flattened during the summer of 2009, 
and since then the mainland GDP has shown an annual growth of 2,5% (Ministry of Labour, 
2012). The GDP level before the financial crisis was obtained at the end of 2010, but there 
was still a big difference in development among industries.  If we deduct the gross product 
of government investments from GDP, the pre-crisis level was not obtained until summer 
2011. The household’s real income growth has been stable around 3,5-4% in the period 
2008-2012.  
The Norwegian exports are still struggling after the international downturn and the industry 
is still experiencing negative growth. Some industries such as fishery products contribute 
positively to the overall export. Despite the active expansionary fiscal policy, the number of 
employed fell by a total of 16 000 in 2009 and 2010 (SSB, 2012:3). At the end of 2010 the 
situation improved and the employment increased and the growth continued through 2011 
(Ministry of Labour, 2012). 
2.2 Economic outlook  
The economic upturn we are experiencing now, is expected to continue for at least four more 
years (SSB, 2012:2). High growth in demand from the oil industry together with low interest 
rates are the main forces in the market development. The activity growth in the economy is 
however likely to be more moderate than earlier upturns.  
Weak growth prospects internationally affect the development in Norway negatively. The 
international economy is still struggling after the financial crisis and the fiscal crisis many 
countries are still experiencing. It is expected to be less private investments in the mainland 
                                                
1 The GDP is seasonally adjusted basic values measured as fixed prices. 
 16 
economy during this upturn than in previous upturns. Weakened Norwegian cost 
competitiveness and low international growth will result in modest growth in Norwegian 
exports, except for petroleum. The development is expected to improve with time, and the 
pre-crisis export level is predicted to be obtained in 2015 (SSB, 2012:2). 
The strong krone has contributed to a low interest rate level, and it is expected to remain at 
this level towards the summer of 2013. The money market interest rate is expected to reach 
4,3% at the end of 2015, which implies mortgage rates over 5%.  
Low profitability in the competitive industry is assumed to entail a lower income growth the 
following year, compared to the current 4,2%. When the growth eventually accelerates 
internationally, it will result in a higher income growth and a higher inflation. The growth in 
real income will probably remain at a high level the years ahead. High growth in real wages, 
employment and social benefits has contributed to an increase in the households’ real 
disposable income. The mortgage interest rates are expected to decrease next year due to low 
international interest rate level, a strong krone and low inflation. This will probably result in 
growth in both income and consumption. The key policy rate is expected to increase 
gradually from late 2013. An increasing interest rate is assumed to have a dampening effect 
on the growth. The predictions is based on the assumption that the uncertainty regarding the 
development in both the Norwegian –and international economy will be reduced (SSB, 
2012:2). 
The investment level in the oil industry is expected to remain high the next years, but with a 
lower growth than last year’s level of 13%. SSB (2012:2) has based the prediction for the 
forthcoming years on an increased growth in public demand and a continued high growth in 
social benefits. Therefore, we can characterize the fiscal policy as moderate expansionary.  
The employment has increased by about 100 000 workers from 2010 to 2012 (SSB, 2012:2), 
and the economic upturn will probably result in continued growth. The unemployment rate is 
predicted to be 3,1% in 2012.  
In this chapter, we have seen that the Norwegian economy has been through a several 
upturns and downturns the last three decades. We will now take a closer look at the different 
phases of the business cycles. 
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3. Business cycles 
Burns & Mitchell (1946, referred in Klovland, Helliesen and Kvåle, 2012) states, “the 
business cycles are a type of fluctuations found in the aggregate economic activity of nations 
that organize their work mainly in business enterprises.”  These business cycles can be seen 
as either classical cycles, or growth cycles. Classical cycles have turning points when the 
trend cyclical curve’s derivative is 0. Growth cycles on the other hand, has turning points 
when the cyclical curve’s derived is the same as the trends derived.  
3.1 Different phases and economic indicators 
A business cycle can be divided into different stages. There are multiple indicators and 
methods we can use. In SSB’s description of the business cycles, the GDP mainland in fixed 
prices is preferred (Eika, 2008). The development in employment is also an indicator that 
can be easily associated with business cycles. The description of the cycle can be divided 
into two factors, activity level and development. When the activity level is high, we can 
identify this as an “economic boom”. This state coincides with a low level of unemployment. 
The opposite, when the activity level is low, and the unemployment is relatively high, we 
identify as a recession. The two different states can be associated with the economy being in 
a good or bad condition. When there is positive growth in the economy, we can identify this 
as an economic upturn. In this state, the unemployment will normally fall. When the growth 
is negative, we can identify as an economic downturn and the unemployment is likely to 
increase.  
The different states in the economy can be used to determine whether the economic situation 
is improving or deteriorating. Based on the GDP mainland we can identify the development 
by comparing it to the trend. The trend is representing the underlying long-term development 
in the economy. When the GDP mainland is above or below the trend, the economy is in a 
boom or recession, respectively. The transition point between an economic downturn and 
upturn, or the opposite, can be identified as the cyclical trough or peak, respectively. There is 
a downturn when the business cycle is moving from peak to trough, and an upturn when it 
moves from trough to peak. The GDP numbers should be seasonally adjusted, so that the 
classification is not affected by random fluctuations. Based on the above, the economy can at 
any time be identified in one of four states: 
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 -­‐ Economic	  upturn,	  but	  recession	  –	  “Recovery”	  -­‐ Economic	  upturn,	  boom	  –	  “Overheating”	  -­‐ Economic	  downturn,	  but	  boom	  –	  “Cooling”	  -­‐ Economic	  downturn,	  but	  recession	  –	  “Setback”	  
 
The different phases can be summarized in the figure 1. The black line represents the gross 
domestic product and the red line represents the trend.  
3.2 GDP – not an indicator without problems 
GDP is often used as an indicator of the development, wealth and activity level in the 
economy. When using GDP as a volume indicator, we face methodological problems, since a 
development in value must be able to be decomposed in volume and price (Eika, 2008). 
GDP has several weaknesses as a wealth indicator in the economy. It says nothing about the 
distribution of income in the society, because GDP is mainly based on market transactions 
and will not capture the value created at home. This is very important to emphasize in 
periods when women’s labor force participation is increasing. Also, the value of leisure is 
not included, so an increase in holiday entitlement, with no change in productivity, will 
result in a corresponding decrease in GDP.  
Figure	  1.	  Phases	  in	  a	  business	  cycle 
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Furthermore, consumption of natural resources is not considered as a cost. Pollution is a 
good example. We are not living off GDP, but consumption and good health. GDP can be 
interpreted as the income generated domestically and as what is available for consumption 
and saving (consumption in the future).  
GDP can also be problematic when used as an activity indicator. In certain industries, the 
employment can be very low compared to the industry’s production value. The development 
in volume will therefore be of little significance concerning the development in activity. The 
petroleum industry is an example of such an industry. In this thesis we have solved this 
problem by focusing on the GDP mainland (GDP which excludes petroleum production and 
international shipping) when analyzing business cycles.  
According to Thorbjørn Eika (2008), the best way to describe the development in GDP is to 
look at both value and volume. It is the development in volume that determines the labor 
development. On the other hand, it is the created values we use for consumption purposes. 
How much we can consume depends on the price ratio between the goods we sell and the 
goods we buy. The development in volume is the most important. The development in value 
is not that interesting as long as the prices grow at an equal pace.  Another problem we have 
to keep in mind when working with GDP data is the risk of revision of data at a later point in 
time.  
 
In this chapter we have taken a closer look at the different phases of the business cycle, 
which we will use later in the thesis to categorize the last 30 years. We will then use this data 
to test if it might have any impact on the development in the housing market, which we will 
look further into in the next chapter. 
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4. The Norwegian housing market 
There has been a substantial development in the Norwegian housing market since the Second 
World War. We will though emphasize the last three decades, since these are the periods 
used in the analysis later in the thesis. In this chapter we will also introduce the peculiarities 
of the housing market, focusing on the Norwegian market.  
4.1 Market development 
The Norwegian housing market has experienced major alterations and different regulations 
since the 1940s. From 1940 until 1969, the Norwegian housing market was affected by strict 
regulations, for example price freezing. 
 
The regulations were so strict that in the period from 1940 to 1954, the nominal prices only 
increased by 15%, while the consumer price index increased with as much as 90% in the 
same period. However, this was not the general case in all cities. Prices in Kristiansand 
increased more than in other cities, and the prices in Oslo were very volatile during the 
Second World War (the small number of observations made in Oslo during this period may 
have caused this). When the price freeze regulations were revoked, the prices made a 
positive jump in the years 1954-55. However, the market was still regulated until 1969, but 
the regulations were gradually revoked and the nominal prices experienced a significant 
increase from 1954-1969 (Eitrheim and Erlandsen, 2004).  
 
Figure 2, Regulations in the Norwegian housing market 
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Norwegian housing prices have had a tremendous growth since 1970. In general, the 
nominal prices increased by 1300% from 1970 to 2003. The growth in house prices equaled 
the growth in the consumer price index in the 1970s, leaving the real prices practically 
unchanged (Eitrheim and Erlandsen, 2004). Real housing prices increased strongly during 
the liberalization of the credit markets in the 1980s. The decade was characterized by a 
credit-financed boom. The economy experienced an excessive supply of liquidity from the 
Norwegian bank, which resulted in a doubling of the money stock (Hodne & Grytten, 2002). 
The combination of a politically controlled low interest rate and the liberalization of the 
credit markets caused a rise in demand for consumer goods and dwellings.  
This economic boom peaked in 1987 and the Norwegian economy entered a recession 
lasting until 1993. The recession was reinforced by the banking crisis in the beginning of the 
1990s. The recession had a negative effect on the housing market, both in nominal and real 
terms. The real housing prices decreased by as much as 40% until the market rebounded in 
late 1992 (Jansen, 2011). Since 1993, the housing prices in Norway have risen unlike any 
other consuming good. SSB reports that since they started developing their housing price 
index in 1992, the increase in prices has been 340%. During the same period the consumer –
and building price index only increased by 47% and 89%, respectively (SSB, 2012:1). If we 
base our calculation on numbers from Norwegian Association of Real Estate Agents (NEF), 
the nominal prices have risen by 434% in total over the same period.  
The financial turmoil in the world economy during the crisis in 2008 resulted in decreasing 
house prices in most countries, but the Norwegian prices have continued to increase, apart 
from the decrease of 8% in real housing prices in 2008 (Sættem, 2012). The fall in housing 
prices that many people thought would be a correction on the high price level was already 
obtained in 2010. In 2010 and 2011 the growth in prices was 8.3% and 8.0% respectively 
(SSB, 2012:1). This development can largely be explained by income growth, supply of new 
housing and the banks’ interest rates. The sharp increase in prices the last two decades has 
made many market analysts and economists speculate whether this development is based on 
structural and fundamental changes or if the growth in prices is due to a bubble taking shape. 
Although, in the last couple of months there has been indications that the market is slowing 
down and that the prices are stagnating (Becker, 2012).  
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4.2 Outlooks in the housing market  
The Norwegian housing prices were 23% higher in the second quarter 2012 than before the 
financial crisis. According to SSB (2012:4), the last year’s growth in prices is mainly due to 
strong population and income growth along with low interest rates. The increasing prices 
have contributed to a sharp increase in initiated dwellings. The prospects of low interest rates 
and high income growth entail a continued and unaffected growth in prices and housing 
investments. SSB (2012:4), expects that the growth probably will decline when the interest 
rate level and building costs increases in the future.  
4.3 Government regulations and policies in the Norwegian 
housing market 
When building new houses and apartments in Norway, there are several different regulations 
to consider. To build new dwellings you need available land. We would think that this is the 
smallest problem in Norway, but in the cities this is a very big issue. Most people want to 
live in urban areas, but there exists several regulations to secure recreational and agricultural 
areas. This means that developers have trouble finding suitable land for new profitable 
projects (De Rosa & Horjen, 2012). One possible solution is upgrading the ways of 
transportation in and out of the biggest cities, especially the Oslo area. In Norway, each 
municipality decides which areas are regulated. There are few standard procedures, and each 
case is treated individually. The long process time slows down the development of new 
housing areas.   
Figure	  3.	  
Development	  in	  
nominal	  
prices.1985-­‐2012	  
(NEF.no) 
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In 2010 there was a change in regulations of technical requirements for new houses and 
apartments in Norway (Byggteknisk forskrift, 2010) called TEK10. These regulations were 
made to help facilitating wheelchair users, but requirements regarding inside storage room, 
free floor space (no furniture) and bathrooms were also included. The regulations are very 
strict and entail increased costs of planning and building (Byggteknisk forskrift, 2010).    
 
There is a substantial amount of immigration into the Oslo area and the nearby areas. One 
problem is that a lot of the households in this area consist of people living alone. This results 
in an extraordinary need of many small apartments. At the same time, a government policy 
states that 50% of the apartments being build in the Oslo area needs to be over 80 m2 (DNB 
Eiendom Nybygg, 2012). These apartments are very expensive, and many people end up 
renting a home or living in shared housing. This increases the demand and price of smaller 
apartments further.  
In addition, requirements of better isolation have raised the costs for the developers (Wold, 
2009). Together with the requirements mentioned above, this has contributed in raising the 
costs of building new houses and apartments significantly. These costs have raised the prices 
of new properties for the consumers correspondingly. Some of the requirements can benefit 
the consumers in the long run, e.g. better isolation resulting in lower electricity costs, but the 
problem is that the raised prices of new apartments also will contribute to raise the prices of 
used apartments. The used dwellings are not faced with the same new requirements, and the 
price increases without any costs. 
Figure	  4.	  Examples	  of	  
bathrooms	  that	  meets	  
the	  space	  requirements	  
for	  turning	  a	  wheelchair	  
(Bolig-­‐abc,	  2012).	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4.4 The economic differences between renting and owning 
in Norway 
To illustrate the effects of taxes and regulations in Norway, we will show a numeric example 
concerning the differences of owning and renting an apartment. 
In Bergen, we can buy a nice 3-room apartment for approximately 2,5 million NOK (finn.no, 
2012:1). A normal rent for such an apartment is approximately 12 000 NOK per month 
(finn.no, 2012:2), which would be the same as we would pay if we rented the apartment. To 
simplify and include a small margin of safety let us say that the effective interest rate is 5%. 
We simplify things buy assuming 100% debt financing, to avoid the requirement stating that 
we need 15% in equity to get a house loan in Norway. Let us assume we earn enough to get 
the full tax deductibles from the interest rate payments. Since the taxable value of our 
primary residence should not exceed 30% of market value in Norway, while the taxable 
value of our liabilities are 100% of real values, wealth tax is avoided. Since the apartment in 
our example is located in Bergen, we do not pay any property tax. Every municipality 
decides if, and how much, property tax they want to apply. The property tax in Norway must 
be between 2-7‰, which is 5000-17500 NOK per year for the apartment in the example. 
Let us further more assume that there will be 1500 NOK per month in shared costs for the 
joint ownership and public costs. These are costs that do not occur when we rent instead of 
owning. For the ease of this example, we will assume that the growth in housing prices will 
equal the maintenance costs over time even though this has not been the case in the 
Norwegian housing market the last 25 years (SSB, 2012:3). 
This gives us the following calculations to compare owning and buying in an easy way.  
Figure	  5.	  
Price	  
example	  	  
owning	  
vs.	  
renting 
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As we can see, we have a benefit on 3000 per month when buying instead of renting. The 
benefit will depend on the rental price, interest rate and other factors in each individual case. 
The Norwegian mentality is very pro owning compared to the neighbour countries and most 
Norwegians want to own their own house in order to get a real “home-feeling”. This is also 
shown in the statistics, where about 80% of Norwegian households owned their own home, 
while about 60% did the same in the rest of Scandinavia in 2009 (Eurostat, 2012). In 
addition to the tax benefits mentioned above, you can rent out a part of your dwelling that 
you live in yourself, tax free, as long as the rent is less than half of the dwelling’s full rental 
value. Any possible surplus occurring when selling your house is also tax-free, as long as 
you have lived in the house for at least one of the last two years.   
To truly compare the costs of renting with the costs of buying, we should include the risk of 
owning and the opportunity cost for the investment. The need for housing exists no matter 
which of the two possibilities are chosen. Often, the decision is whether or not to enter the 
market. Most Norwegians want to own their own house at some point in their life, and the 
biggest risk is the market timing. When entering the market for a short period of time, we 
have to mind the significant transaction costs, but in the long run these costs are negligible. 
The opportunity costs are important, at least the equity part of the investment. Although it is 
not very likely that you will get the same favourable financing terms when financing 
alternative investments, as when investing in the housing market. 
4.5 How to measure housing prices 
There are two main problems with measuring prices in the housing market. First, the housing 
stock is heterogeneous. There are several factors that are important when determining the 
value of a property. Even two identical apartments will vary in value according to location, 
so it is very difficult to find the best way of measuring the general development in the 
housing market. Housing prices also vary largely due to e.g. size, type of house, standard etc. 
Second, each property is traded very rarely and it is therefore difficult to follow the 
individual properties’ development in prices since the last trade. The owners may have done 
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significant improvements increasing the quality and hence the price. The dwelling can also 
be subject of depreciation if not maintained, causing the price to decrease. 
When taking these problems into account, there are three usual ways of constructing indices 
for housing prices (Klovland, Helliesen and Kvåle, 2012). Using these different methods, we 
need to be aware of problems connected to each method and its underlying assumptions.  
One method tries to follow specific properties through repeated sales, as mentioned above. 
This is called the “repeat-sales-method”. The point is to use the available price information 
on a specific property at different times. This way you have a pair of transactions including 
data from the two sales, price p1 and p2, at time t1 and t2. Indices will then be calculated by 
using a regression where the change in prices in the transaction pairs are estimated as a 
function of time dummies.  The problem with this method is that it requires a lot of data over 
a long period of time. It is also difficult to identify any improvements or depreciations in the 
time between sales.  
The second method is making “hedonic housing price indices.” You estimate the price as a 
function of different attributes in relation to the property, like location, standard, etc. Then 
you calculate the price development for a standard house with constant quality by adjusting 
for changes in attributes. The problem with this model is to identify and include all attributes 
that affect the price.   
The third method is the “average price” for all house transactions. This is often made as a 
price per square meter index. The most common housing price index in Norway, “ECON – 
Eiendomsmeglerbransjens boligprisstatistikk”, is made this way. The main index can be 
divided into different sub indices for different types of houses, locations, etc., but these 
classifications might be very general. The range of houses sold might also vary over time, 
and could complicate the construction of the index. The main problem is the lack of 
consideration of the heterogeneity in the housing market.  
When calculating housing price indices, it is also important to notice possible national 
peculiarities. In Norway, seasonal adjustments are important to see the real development in 
the housing market in the short-term. As an example amongst other seasonal effects 
occurring through the year, the housing prices almost always increase from December to 
January (Bakken, 2010). It is also important to consider inflation in order to see the real 
development in prices over a long period of time. When looking at the development in the 
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Norwegian housing market, we need to remember that the index is made as an average price 
for all house transactions. We also need to know whether or not the index is seasonally 
adjusted, and if it is specified in real or nominal prices.  
4.6 Supply and demand in the housing market – 
macroeconomic theory 
There are different theories and opinions about the future development in prices in the 
housing market. We will now look further into which factors are affecting the housing 
prices. The price of any product is determined by supply and demand of the given product. A 
market for a specific product consists of buyers and sellers of the particular product. The 
demand curve tells us what quantity of the product the consumers are willing to buy at the 
given price. The curve is downward sloping, which means that when the price of the product 
is falling, the quantity demanded by the consumers increase, with the exception of Giffen 
goods2. More customers are the willing to buy the product. The supply curve describes the 
quantity the suppliers are willing to supply at the given price. The curve is upward sloping, 
meaning that the suppliers want to produce more when the price increases. The opportunity 
cost of not producing more of the product is increasing when the price increases.  
The Norwegian housing market can be described as less homogeneous, since rather few 
dwellings are identical. Especially if we compare the housing market with markets for 
standardized consuming goods.  When the market is subject to a boom in demand, the supply 
curve will react differently in the housing market rather than in a market for ordinary 
consumer goods. In ordinary markets, manufactures can quickly adjust their supply when 
unexpected turns in demand occur. This is not the case in the housing market, where the 
manufacture process is considerably longer than in markets for standardized consumer 
goods. The supply of houses will therefore be inelastic in short term, as a result of the 
limited capacity in the construction industry. The newly built houses will represent a 
relatively low share of the total housing stock, also due to the low capacity. Consequently, it 
will take time before the total supply of housing is adjusted to the increased demand. The 
housing market could therefore end up in a situation where the short-term increase in prices 
                                                
2 A Giffen good is a good which people consume more of as the price rises. This is caused by the income effect 
dominating the substitution effect. 
 28 
can be larger than the long-term increase. A long-term model describing the housing market 
should therefore include determinants that describe the development in housing stock as well 
as the development in building costs and land prices (Jacobsen and Naug,, 2004:2). The 
housing demand consists of two components: the households’ demand for housing for living 
purposes and demand for housing for pure investment purposes. It is reasonable to assume 
the first component represents the bigger share of the total demand.  
 
Initially, the market equilibrium is in the intersection (q1, p1). The boom in demand causes 
the demand curve to shift from E1 to E2. The sudden increase in demand causes the short-
term price to rise from p1 to p2. The short-term equilibrium is in the intersection between the 
new demand curve and the short-term supply curve (q2 (ST), p2(ST)), where the housing 
prices has increased significantly while the housing stock has  only increased  to a small 
extent. Due to the limited capacity in the construction industry we can see that the short-term 
supply curve is steeper than the long-term curve. The increase in prices causes more housing 
starts as a result of improved profitability. This is illustrated in the figure by a gradual shift 
from the short-term equilibrium to the long-term equilibrium. The housing stock will 
continue to increase as long as the housing prices are higher than the long-term equilibrium 
(q2 (LT), p2 (LT)). The short-term effect on prices is larger than the long-term effect. 
 
Figure	  6.	  Price	  
dynamics	  in	  the	  
housing	  market	  
(Klovland,	  2012). 
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We have now presented the housing market, and tried to explain the main peculiarities in the 
Norwegian market. In the next chapter, we will take a closer look at previous research of the 
Norwegian housing market and their resulting econometric housing price models. 
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5. Previous research and econometric housing 
price models 
5.1 MODAG / KVARTS – model 
MODAG is a model for the entire economy developed by SSB. This model consists of many 
sub-models, from which one of them relates to the development in housing prices. Modag is 
used by the Ministry of Finance in relation to the national accounts and in other cases when 
estimating and analyzing annual macro economic figures and forecasts, in both short –and 
long-term aspects. The model has been revised several times through the years. We will 
focus on the latest version published in late 2008 by Pål Boug and Yngvar Dyvi.  
The housing prices in the second hand market in the MODAG-model are modeled from the 
market demand, while the changes in housing stock are modeled from the market supply. 
They base the determination of the market price on a given quantity of real capital. The price 
on second hand housing is the price that clears the market. We will only focus on the 
housing prices in the second hand market, hence the market demand. The demand of housing 
(KE) is determined by the household’s disposable real income (Y) and the user price of the 
housing, which is the cost of holding one unit of housing in one period. The user price is 
affected by the real interest rate after tax(r) and the housing price (PK) 
The aggregated demand for housing can therefore be expressed as:  𝑲 = 𝑲𝑬(𝑷𝑲,𝒀, 𝒓)                                                                    (1) 
Increased housing prices and/or increased real interest rates after tax will result in a decrease 
in demand for a given Y. An increase in disposable real income will result in a rise in 
demand for a given level of PK and r. 
In short-term we assume the housing capital as given. Equation (1) can therefore be inverted, 
expressing the housing price that clears the market. In other words the price that makes the 
demand for housing equal to the given supply of housing.  𝑷𝑲 = 𝑷𝑲(𝑲,𝒀, 𝒓)         (2) 
 
 31 
For a given amount of housing capital, the price will increase with higher income and 
decrease with an increase in the interest rate. The price will fall if the housing capital 
increases. This short-term relationship is also explained graphically in figure 6 in the chapter 
regarding the price determination. 
The long-term equilibrium price is determined in the intersection between the aggregated 
supply curve and the aggregated demand curve. This is graphically illustrated in figure 6, in 
the chapter regarding the price determination. The theoretical housing model in equation 2 
forms the basis for the modeling of housing prices in MODAG. The empirical modeling 
assumes that the relations can be approximated by log-linear models. The variables with 
lower case are on a logarithmic scale. 𝒑𝒃𝒔− 𝒑𝒄 = 𝜷𝑷 + 𝜷𝑷,𝒀 𝒓𝒄− 𝒑𝒄 + 𝜷𝑷,𝒓 ∗ 𝑹𝑹𝑻+ 𝜷𝑷,𝑲𝒌𝟖𝟑   (3) 
Where: 
PBS = price index second hand freehold housing 
RC = Households real disposable 
RRT = real after tax interest rate 
K83 = housing stock in fixed prices 
PC = Private consumption deflator 
The real after tax interest rate is defined as:  
𝑹𝑹𝑻 = (𝟏!𝑹𝑬𝑵𝑷𝑭𝟑𝟎𝟎 𝟏!𝑻𝑹𝑻𝑴𝑵𝑾 )𝑲𝑷𝑰𝑲𝑷𝑰!𝟏 − 𝟏                       (4) 
Where: 
RENPF300 = Household’s average interest on loans from private finance institutions  
TRTMNW = average marginal tax on capital income (0,28 after the tax reform of 1992) 
KPI = consumer price index 
House price in the second hand market 
The real housing price long-term sensitivity to changes in real income, real after tax interest 
rate and housing capital are given by the βP parameters. The parameters used for (rc − pc), 
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and (pbs − pc) are interpreted as long-term elasticities, while the parameter used for RRT is 
interpreted as long-term semi elasticity.  
The long-term solution for the implemented equation for the housing price in the second 
hand market:  𝒑𝒃𝒔− 𝒑𝒄 = 𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕− 𝟏,𝟔𝟐 ∗ 𝒓𝒄− 𝒑𝒄 − 𝟏𝟏,𝟓𝟗 ∗ 𝑹𝑹𝑻− 𝟎,𝟔𝟐 ∗ 𝒌𝟖𝟑         (5)  
We can see that the real housing price in the second hand market increases with 1% if both 
the housing capital and the real income increase with 1% each. 
Further, we see that the real interest rate has a considerable amount of effect on the housing 
price. An increase of the real interest rate by 1% reduces the real housing price by over 11%, 
in a long-term perspective.  
5.2 Jacobsen and Naug  
In 2004, Jacobsen and Naug (Jacobsen and Naug, 2004:2) published an article which 
presented an empirical model for predicting housing prices in the Norwegian housing 
market. The article was presented in The Norwegian Banks journal “Penger & Kreditt” and 
was named “What drives house prices?”.  The authors limited their analysis by describing 
the housing prices for a given housing stock. The analysis is based on the following 
aggregated demand function: 
 
  (1) 
Where 
HD = demand after housing 
V = total housing costs for a typical owner 
P = price index on goods and services other than housing 
HL = total housing costs for a typical tenant (rent) 
Y = household’s real disposable income 
X = a vector of other fundamental factors affecting housing demand 
Fi = the derived function F (*) with respect to argument i 
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Equation 1, tells us that demand for owner occupied dwellings increases with higher 
household income, and decreases if the owner costs increases in relation to the costs of a 
tenant or prices of other goods and services other than housing. The vector X contains 
observable variables, which capture effects of demographic conditions, banks’ lending 
policies and household expectations concerning future income and housing costs. 
Expectations concerning future income and housing costs are important because (a) housing 
is a consumer durable (b) the purchase of a dwelling is the most substantial purchase for 
most households during their lifetime and (c) most households debt-finance a substantial 
portion of the purchase when buying their first home or when trading up in the housing 
market.  The housing cost for an owner-occupier measures the value of goods, which the 
owner-occupier relinquishes by owning and occupying a dwelling for a period. The real 
housing costs for owners may be defined as:  
 
    (2) 
Where 
BK   = housing cost per real krone (NOK) invested in a dwelling 
PH   = price for an average dwelling (in NOK) 
i        = nominal interest rate 
τ       = marginal tax rate on capital income and expenses 
Eπ    = expected inflation (expected rise in P and HL, measured as a rate) 
EπPH = expected rise in PH (measured as a rate) 
The expression [i(1 – τ) – Eπ] is the real after-tax interest rate. The expression [EπPH – Eπ] 
is the expected real rise in house prices. Expected housing wealth increases if [EπPH – Eπ] 
increases. This means that the real housing costs for owners fall. Thus, it becomes relatively 
more advantageous to own a dwelling than to rent, and demand for owner-occupied 
dwellings rises. The two equations 1 and 2 sums up the demand for owner occupied housing.  
 
 
The authors tested for effects of the following variables: 
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-­‐ Households’	  total	  (nominal)	  wage	  income	  -­‐ Indices	  for	  house	  rent	  paid	  and	  total	  house	  rent	  in	  the	  consumer	  price	  index	  (CPI)	  -­‐ Other	  parts	  of	  the	  CPI	  adjusted	  for	  tax	  changes	  and	  excluding	  energy	  products	  (CPI-­‐ATE)	  -­‐ Various	  measures	  of	  the	  real	  after-­‐tax	  interest	  rate	  -­‐ The	  housing	  stock	  (as	  measured	  in	  the	  national	  accounts)	  -­‐ The	  unemployment	  rate	  (registered	  unemployment)	  	  -­‐ Backdated	  rise	  in	  house	  prices	  -­‐ Household	  debt	  -­‐ The	  total	  population	  -­‐ The	  shares	  of	  the	  population	  aged	  20-­‐24	  and	  25-­‐39	  	  -­‐ Various	  measures	  of	  relocation/centralisation	  -­‐ TNS	  Gallup’s	  indicator	  of	  households’	  expectations	  concerning	  their	  own	  financial	  situation	  and	  the	  Norwegian	  economy	  (the	  consumer	  confidence	  indicator)	  
 
This is the following empirical model Jacobsen and Naug concluded with in the article using 
the least square method with an estimation period from 1990Q2 to 2004Q1. It was not 
feasible to include all the explanatory factors in one house price equation with a meaningful 
result. ∆𝒉𝒐𝒖𝒔𝒆  𝒑𝒓𝒊𝒄𝒆𝒕                   =              𝟎,𝟏𝟐∆𝒊𝒏𝒄𝒐𝒎𝒆𝒕 − 𝟑,𝟏𝟔∆(𝑰𝑵𝑻𝑬𝑹𝑬𝑺𝑻(𝟏− 𝝉))𝒕 − 𝟏,𝟒𝟕∆(𝑰𝑵𝑻𝑬𝑹𝑬𝑺𝑻(𝟏− 𝝉))𝒕!𝟏 +𝟎,𝟎𝟒𝑬𝑿𝑷𝑬𝑪𝒕 − 𝟎,𝟏𝟐[(𝒉𝒐𝒖𝒔𝒆  𝒑𝒓𝒊𝒄𝒆𝒕!𝟏 +𝟒,𝟒𝟕 𝑰𝑵𝑻𝑬𝑹𝑬𝑺𝑻(𝟏− 𝝉))𝒕!𝟏 + 𝟎,𝟒𝟓𝒖𝒏𝒆𝒎𝒑𝒍𝒐𝒚𝒎𝒆𝒏𝒕             − 𝟏,𝟔𝟔 𝒊𝒏𝒄𝒐𝒎𝒆−𝒉𝒐𝒖𝒔𝒊𝒏𝒈𝒔𝒕𝒐𝒄𝒌 𝒕!𝟏 + 𝟎,𝟓𝟔+ 𝟎,𝟎𝟒𝑺𝟏 + 𝟎,𝟎𝟐𝑺𝟐 + 𝟎,𝟎𝟑𝑺𝟑      
R2 = 0.8773, 𝜎= 0.014166, DW = 2.57. 
Where: 
houseprice = Price index for resale homes 
INTEREST = Banks’ average lending rate 
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τ = Marginal tax rate on capital income and expenses (0.28 since 1992)  
EXPEC = (E–F) + 100 (E–F)3 
E = Indicator of household expectations concerning their own financial situation and the 
Norwegian economy. Measured as rate, total over two quarters. Source: TNS Gallup 
F = Value of E that may be explained by developments in the interest rate and 
unemployment. Calculated from an estimated model of TNS Gallup’s consumer confidence 
indicator  
unemployment =Unemployment rate  
income = Total wage income in the economy 
housingstock = Housing stock at constant prices 
Si = Variable which is equal to 1 in quarter i, otherwise zero. 
The variables with small letters are measured on a logarithmic scale. 
 
We now have a basis for further analysis and modelling of the housing market. We will now 
combine our own believes with previous research, and present factors which we think affect 
the housing prices. 
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6. Development in possible factors affecting the 
Norwegian housing market 
On the basis of previous works and the previous discussed housing models, we have studied 
and examined the development in Norwegian households income, debt level and 
expectations, along with the real interest rate, unemployment rate, population growth, 
building costs and number of traded and initiated dwellings. 
6.1 Norwegian households’ disposable income 
The households’ real disposable income has increased considerably since 1970. This factor 
represents the households’ possession of purchasing power. With higher demand for houses, 
the buyers will push the prices from their willingness to pay towards their ability to pay. This 
behaviour may contribute to abnormally high prices. We have collected data from the 
households’ income after tax and public benefits, as well as the average annual salary, 
independent of industry. The average annual salary is calculated by dividing total amount of 
salary in all industries by the total amount of full-time equivalents in Norway. The salaries 
reported in the national accounts are defined as salary costs, less employers' social security 
contributions and pension premiums. This should include regular salaries incurred during the 
production process, bonus payments related to working conditions, and benefit advantages of 
free car, free telephone, newspapers etc. It also includes overtime and wages paid to 
employees during periods of sickness. Social security payments are not considered as salary 
in the national accounts. 
We divided the housing prices with the household’s disposable income and the average 
salary. The ratio is illustrated in the figure 7. This ratio illustrates the development in 
housing prices compared to income. This ratio is considered as an indication of fundamental 
value, and a potential deviation will be corrected over time (IMF, 2004). As we can see from 
the figure 7, today’s ratio (average salary) is approximately at the same level as before the 
de-regulation of the credit market in the mid-1980s, but still under the price-top in 1987. The 
fall in prices during the banking crisis caused the ratio to halve, but the increase in housing 
prices after 1993 has been stronger than the increase in income, so the ratio is almost 
restored at 1987 level.  
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After the financial crisis and the resulting turmoil in international markets, the housing prices 
have recovered quickly. If we look at the years from 2007 to 2011 as a whole, the 
development in income has been stronger than the development in housing prices, resulting 
in a lower ratio in 2011 than in 2007. 
6.2 Household’s mortgage  
Most Norwegian households live in mortgage financed homes. The majority of the 
Norwegian people live in freehold residential or cooperatives (Eurostat, 2012). The value of 
the dwelling represents the majority of the household’s gross wealth. At the same time, most 
of the households’ debt is mortgage with the dwelling used as collateral.  
In reality, debt and housing prices can affect each other in different ways. If we assume that 
a household finance their home investment with credit, we can also assume that the 
aggregated credit among households increase correspondingly in the first time sale of a 
dwelling, since the seller will normally not be another household. An increase in the price of 
new houses will therefore lead to a higher aggregated credit (Jacobsen and Naug, 2004:2). 
Another way the debt and housing prices affect each other is by first-time purchases and last-
time sales. When a new household enters the market, another household will necessarily exit 
the market. This household frees up capital, which can be used for mortgage down 
payments. If the down payment is less than the first-time buyer’s loan, the aggregated credit 
will increase. The opposite if the down payment is larger. An increase in prices of used 
Figure	  7.	  
House	  prices	  
divided	  by	  
income.	  
1986=1 
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houses will therefore lead to a higher aggregated credit among households. This is because 
the first-time buyer needs more credit to finance the purchase, and the seller’s remaining 
mortgage will probably be smaller than the first-time buyers loan (Jacobsen and Naug, 
2004:2). Another situation is when used houses are traded between households where no one 
enters or exits the market.  If we assume the prices are constant and one household buys a 
more expensive house, and the other household buys a correspondingly cheaper house, the 
aggregated credit will remain unchanged if the freed capital is used for mortgage down 
payment, and if the household which is buying the more expensive house, is credit financing 
the difference (Jacobsen and Naug, 2004:2). An increase in prices in this example will result 
in the acquiring household needing more credit to finance the price difference. The 
aggregated credit among households will therefore increase (Jacobsen and Naug, 2004:2).  
Increased housing prices can lead to a long period with high debt growth. Some houses will 
be traded during this period, and the aggregated credit increases. Gradually, the prices will 
stabilize, but for a long time houses will be traded for higher price than the last time the 
house was traded. In theory, the increase in prices will contribute to credit growth until the 
entire housing stock is traded at the new price level. 
If we take a closer look at the ratio between the households’ gross debt and the total value of 
the housing stock, illustrated in figure 8, the ratio was decreasing towards the abandoning of 
the regulation. After many years with regulation, the government stopped controlling the 
banks lending to households. The total outstanding debt increased more than the total value 
of the housing stock. During the banking crisis and the drop in housing prices towards 1993, 
the ratio increased to the double of the ratio level from 1982. Since 1993, the total value of 
the housing stock has increased much more than the household’s debt. In the years after 
 
Figure	  8.	  Households’	  
total	  gross	  debt	  divided	  
by	  total	  housing	  stock	  
value.	  1970-­‐2010.	  
2007=1.	  (Jansen,	  2011) 
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2000, the ratio has remained relatively stable, implying that the debt has increased along 
with the housing prices. Although, today’s ratio is significantly lower than during the 
banking crisis. The increase in housing prices has also had a reinforcing effect on the 
aggregated credit among households. The households can put a greater property value as 
collateral for their mortgage, which gives incentives for increased borrowing. Especially 
since the banks have small losses related to mortgages (Gjedrem, 2010). The credit growth 
flattened during 2011 (SSB, 2012:1) and it was especially the development in other types of 
debt that mostly contributed to the decline. According to the Norwegian central bank’s 
lending survey from the 4th quarter 2011, it was the banks’ tightening of lending policy in the 
beginning of 2011 that led to the decline. On the other hand, the credit growth in mortgages 
with the property as collateral is still increasing (SSB, 2012:1).  
Another interesting ratio to examine is the debt as a share of the household’s disposable 
income. This ratio has increased over time, especially in the last decade. The total gross debt 
represented more than 200% of households’ total disposable income in 2010 (Jansen, 2011). 
In other words, the households have twice the amount in debt as in disposable income on 
average. This is furthermore illustrated in figure 9, where we can see that the share of 
households with debt/income ratios over 200% has more than doubled since 1990. 
 
 
 
 
 
 
 
 
The increased housing prices may have given the households more collateral when 
refinancing their homes and many households have experienced very good return on their 
home investment. 
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Figure	  9.	  Percentage	  of	  households	  by	  debt/income	  raco	  
Share	  of	  households	  with	  debt/income	  rago	  200-­‐300%	  
Share	  of	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  with	  debt/Income	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Anundsen and Jansen’s paper from 2011 (Anundsen and Jansen, 2011) clearly indicate that 
the relationship between housing prices and credit is mutually self-reinforcing. First, a higher 
income leads to increased property valuations, which raises the value of the collateral. This 
spills over to an increased credit supply, stimulating housing prices further and so on. 
Anundsen and Jansen (2011) show that an increase in housing prices by 1% results in an 
increase in household debt by 0,76%. It also concludes that the housing prices and the 
households’ debt have a relationship with an elasticity of 0,98. Correspondingly, it shows 
that an exogenous shock in the credit aggregate by 1% results in an immediate change in 
housing price growth rate by 0,86%.   
6.3 The real interest rate 
 A change in the interest rate changes the capital cost of owning and hence the cost of living. 
Lower cost of owning allows households to afford more expensive dwellings. A low interest 
rate can therefore contribute to an increase in the housing prices. The low interest level 
before and after the financial crisis has probably stimulated the housing demand and 
consequently the prices (Grytten, 2009) (SSB, 2012:1). 
The current low interest level has resulted in low interest costs among households. However, 
the interest cost among many Norwegian households will increase sharply if the interest 
level rises. The high debt level among Norwegian households has increased their 
vulnerability to a decrease in income, unemployment and increasing interest rates. Since the 
debt is unevenly distributed among households, estimates show that a large share of the 
households will get an interest burden of more than 30% of disposable income if the interest 
rates are normalized (The Financial Supervisory Authority of Norway, 2011). The growth in 
debt among households has been higher than the growth in income for many years. 
Aggregated debt was in 2011 twice the amount of total disposable income. Since the largest 
share of mortgages has a floating interest rate, an increase in interest will immediately affect 
household consumption. Calculations performed by “Statistics Norway” and “The financial 
supervisory authority of Norway” shows that 20% of Norwegian households will have an 
interest burden considered as high if the interest rates are normalized (The Financial 
Supervisory Authority of Norway, 2011). 
The banks’ lending policy depends on the bank’s profitability on lending, government 
regulations and the customers’ expected solvency and collateral. The real interest rate is also 
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dependent on interest deductibility determined by the government. Before 1992 there was 
full interest deductibility, but the tax reform implemented in 1992 reduced the deductibility 
from the taxpayer’s marginal tax rate to 28% flat. One would probably think such a change 
would have a negative impact on the housing prices, but the housing market turned around at 
the time the reform was implemented. Studies conducted on the outcome of the reform could 
not conclude that it had a significant effect on housing prices (Sommervoll, 2007). The 
explanatory factors for the strong increase in prices were the already low price level, low 
inflation and low interest rates, rather than the tax reform.  
The real interest rate is calculated by adjusting the banks’ average interest rates on loans to 
households, tax savings and inflation. The average interest on banks’ lending was gathered 
from SSB and the Norwegian Bank. The statistics are weighted average interests, included 
provisions on credit loans secured with the loaner’s house. The banks’ average interest rate 
is calculated with the following formula: (𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡  𝐿𝑜𝑎𝑛  1 ∗ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐿𝑜𝑎𝑛  1+ 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡  𝐿𝑜𝑎𝑛  2 ∗ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐿𝑜𝑎𝑛  2)(𝐴𝑚𝑜𝑢𝑛𝑡  𝐿𝑜𝑎𝑛  1+ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐿𝑜𝑎𝑛  2)  
Then the average among banks is calculated with the following formula: (𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡  𝐵𝑎𝑛𝑘  1 ∗ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐵𝑎𝑛𝑘  1+ 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡  𝐵𝑎𝑛𝑘  2 ∗ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐵𝑎𝑛𝑘  2)(𝐴𝑚𝑜𝑢𝑛𝑡  𝐵𝑎𝑛𝑘  1+ 𝐴𝑚𝑜𝑢𝑛𝑡  𝐵𝑎𝑛𝑘  2)  
 
The Norwegian tax system favours a housing investment in several ways.  -­‐ There	  is	  a	  very	  low	  property	  tax,	  and	  the	  property	  tax	  varies	  between	  0,2	  and	  0,7%	  of	  property’s	  market	  value	  -­‐ Income	  from	  renting	  out	  a	  part	  of	  your	  own	  house	  is	  exempted	  from	  tax3	  -­‐ Interest	  costs	  associated	  with	  debt	  are	  tax	  deductible	  by	  28%	  -­‐ Taxable	  value	  of	  primary	  housing	  is	  maximum	  30%	  of	  market	  value,	  while	  liabilities	  are	  100%	  of	  market	  value	  	  
 
                                                
3 The owner is required to live in the house, and the rental price must not exceed 50% of the property’s total 
rental value. 
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The inflation in the economy can be calculated in several ways. The most familiar ones are 
the “consumer price index” (CPI), the “gross domestic product –deflator” (GDP deflator) 
and the “private consumption deflator in the national accounts (PC). The CPI measures the 
inflation in prices on products and services purchased by households. The percentage change 
in the CPI is often used as a measure on the total inflation in the economy. The CPI is used 
in wage negotiations, adjustments of private rental contracts, business agreements and as a 
deflator in the national accounts when calculating fixed prices for comparisons. The 
estimation of the CPI is performed monthly by SSB in Norway. The different prices are 
weighted by the results of the consumer survey, which maps the household’s consumption. 
Every month prices are gathered from 1 700 businesses and the data material includes 40-45 
000 observations from a selection of 800 products and services.  
In economics, the GDP deflator is a measure of the level of prices of all new, domestically 
produced, final goods and services in an economy. Unlike the CPI, which reflects the prices 
of a representative basket of goods and services purchased by the consumers, the GDP 
deflator measures the inflation in the entire domestic economy and compares the price of 
currently produced goods relative to price of goods in the base year. Therefore, changes in 
the price of imported goods affect the CPI, but not the GDP deflator. Also, changes in the 
price of domestically produced capital goods affect the GDP deflator, but not the CPI. 
Changes in the price of domestically produced consumer goods are likely to affect the CPI 
more than the GDP deflator because it is likely that those goods make up a larger part of 
consumer budgets than of the GDP. Price changes may cause consumers to switch from 
buying one good to another. Whereas the fixed-basket CPI does not account for altered 
spending habits caused by price changes, the PC deflator's ability to account for such 
substitutions makes it a much used measure of inflation as well.  
The GDP deflator has increased by 4,8% on average every year since 2001. At the same 
time, the CPI has only increased by 1,8% on average per year (SSB, 2012:3). This is not 
common if we look at a historical perspective. The scenario was the opposite just a decade 
ago, when the CPI increased more than the prices of domestically produced goods and 
services. The main reason for this has been the increased access to cheap Asian goods as 
well as the export prices, especially oil and gas, has exploded (Bjørnland, 2012). In addition, 
this will help strengthen the Krone, which makes it even cheaper to import consumer goods. 
It will drive consumer prices further down and at the same time help keeping the Norwegian 
central bank’s key policy rate at bay 
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(Bjørnland, 2012). The interest rate deflated by CPI has been more stable and at a higher 
level, with some exceptions, than the GDP deflated interest rate. This can be interpreted as 
Norway getting paid more and more for the goods they produce and export, while they pay 
less and less for the goods they import. We have calculated the real interest rate after tax 
based on CPI  using the following equation (Ministry of Justice and Public Security, 1994): 
                                        𝑅𝐼𝑅𝐴𝑇 = 𝑁𝑜𝑚𝑖𝑛𝑎𝑙  𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 ∗ 1−𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙  𝑡𝑎𝑥  𝑟𝑎𝑡𝑒 − 𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛(1+ 𝑖𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛)  
 
This is illustrated in figure 10:  
 
6.4 Consumer expectations 
One factor that could help explain the development in the housing market is the consumer 
expectations. This is because psychology is important to make assumptions of the 
households’ economic behaviour. If people expect good outlooks for the economy, both in 
general and for their personal economy, they can become more willing to borrow and spend 
money. Many expectations can also be self-fulfilling. An easy example is expectations for 
rising house prices, making the demand for houses higher (people want to buy now instead 
of later at higher prices). Therefore, the expectations may contribute to higher prices.  
The Norwegian Trend Indicator (Norsk Trendindikator) made by TNS Gallup is a good 
measurement for consumer expectations in Norway. This indicator measures expected future 
Figure	  10.	  Real	  
interest	  rates	  after	  
tax	  deflated	  by	  CPI	  
and	  real	  housing	  
prices	  (SSB) 
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demand from consumers. Evaluation of consumer confidence has been examined together 
with the following demand the last 60 years by the University of Michigan in the US, and is 
found to be relevant. The Norwegian Trend Indicator has three main elements (TNS Gallup, 
2012): -­‐ The	  respondents	  perception	  of	  personal	  economy	  -­‐ The	  respondents	  perception	  of	  the	  nation’s	  economic	  outlook	  -­‐ The	   respondents	   evaluation	   of	  whether	   or	   not	   now	   (today)	   is	   a	   good	   time	   to	  make	  larger	  personal	  investments	  
 
The survey has been performed four times a year since the third quarter in 1992 (FNO, 
2012). The calculation of the indicator summarizes the differences between optimistic and 
pessimistic answers, and calculates the average response. These are the published indicator 
values. The main indicator equals the difference between the percentage of positive and 
negative answers for each question, divided by five. The main indicator is also adjusted for 
trend and seasonal effects, to clarify the development in consumer expectations. This means 
that the indicator will be negative when the consumers have negative expectations for the 
economy in the close future, around zero if they believe it is going to be status quo, and 
positive when the respondents have positive expectations for the economy.  
 
Figure 11, illustrates the adjusted Norwegian Trend Indicator and non-adjusted trend 
indicator, compared with the average house prices per square meter in Norway. The Trend 
Indicator is decreasing in the beginning of the chart, caused by the recession in the years 
before 1993. We can see from the chart that the confidence is at a positive level except in the 
Figure	  11.	  Norwegian	  
trend	  indicator	  and	  
housing	  prices,	  (SSB:3)	  
(TNS	  Gallup). 
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periods of the three major crises mentioned earlier in the thesis. It is more difficult to see the 
impacts on the housing prices, but you can see minor falls or stagnations in all the crises 
mentioned above. It does not mean that the consumer confidence is the main reason for the 
fluctuations in the housing prices, but we can see some coincidental movements.  
6.5 The number of initiated dwellings  
One way to examine the development in the housing market is to look at the number of 
initiated houses and apartments. When the market cannot supply enough dwellings to clear 
the market, the prices will rise in the short run. This will again increase the number of 
initiated dwellings, since contractors will find it more profitable to start new projects. A high 
number of initiated dwellings will therefore imply an excess demand in the market. In the 
long run, initiated dwellings will increase the supply and might have a dampening affect on 
prices. 
Similarly, the housing turnover might indicate something about the state in the housing 
market. A higher turnover will probably increase the pressure on prices. Many people 
changing houses or wanting to get into the market will increase the demand, and hence the 
prices will increase. Theoretically this will lead to increased building of new houses as well.  
Of course there are situations where a higher turnover could be the result of a lot of 
bankruptcies and payment problems, which will lead to forced sales of houses, and hence a 
higher turnover can imply decreasing prices. This would be a very rare situation, at least in 
Norway. Most people may like to keep their houses and keep living in the same dwelling 
when prices fall instead of selling with a loss, and rather sell when the market turns.  
 
Figure	  12.	  Number	  of	  
initiated	  dwellings	  and	  
population	  growth	  
(SSB:3) 
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We have shown the number of initiated dwellings and the population growth in the figure 
12. The population growth in numbers is calculated as the number of new-borns minus the 
number of dead, plus net immigration (immigrants minus emigrants).   
Because of the increasing population growth, the building of new houses has mainly 
increased since 1992. But as we can see, the level of initiated dwellings is lower than before 
the financial crisis in 2008. Since we know that the housing prices have continued to grow 
after the crisis, it shows that the initiated dwellings are affected by other factors than just the 
housing prices. This is natural when we know that this industry is highly cyclical. We can 
see that the numbers of new dwellings are increasing at approximately the same rate as the 
population growth until 2005. After 2005, and during the financial crisis in 2008 there seem 
to be a mismatch between the two, which could be a part of the explanation for the 
increasing housing prices. Norway did fairly well through the crisis, and the immigration 
remained high because of the high level of employment. The contractors were affected by 
the turmoil in the international markets, and experienced difficulties making large 
investments in new projects. This might have created the gap shown in figure 12, and may 
have contributed to increasing demand in the Norwegian housing market. 
 
6.6 Building costs  
There are two main factors affecting the costs of building new dwellings: building costs and 
the price of land. The price of land is hard to measure, and is mostly reflected in the price 
development for housing in general. For the building costs we refer to the building cost 
index, which has been developed since 1972 by Statistics Norway.  
The index measures the price development in building materials, machinery, transportation 
and other factors included in house construction. The index accounts for changes in the price 
of input factors, as well as their relative shares of total costs. All goods and services used in 
the production of houses are included in the index, and the prices are measured each month. 
The relative weights are measured every 10 years (SSB, 2010). An important element to 
remember is that this index does not include any changes in productivity or the profit 
margins of the entrepreneurs and contractors.  
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As we can see from figure 13, the house prices have increased significantly compared to the 
building costs since 1992. Since the figure is illustrating index values, the only information 
we observe is that the house prices has increased a lot more than the building costs since 
1992. 
6.7 Unemployment 
The development in the labour market is important for households’ perception of future 
income and solvency. In Norway, a relatively large share of the population is employed, 
compared to other countries. One of the reasons is the large share of employed women. Low 
unemployment levels can contribute to a better and more secure economic outlook and 
income growth. We can assume that a low unemployment rate can lower the threshold for 
credit financing of consumer goods, dwellings as well. The level of employment is closely 
related to the income level in the economy, since the wages in the economy are mainly 
negotiated by the employers’ organizations and workers’ unions. The respective bargaining 
power of the unions depends on the current situation in the labour market. In the situation 
where the unemployment rate is low, the real wages will increase due to the high demand for 
labour. High demand will result in workers having more employment options. 
Figure	  13.	  House	  
price	  index	  and	  
building	  cost	  index.	  
2000=100	  (SSB:3) 
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An increase in real wages will result in the employers demanding less labour. Low wages 
and high unemployment can contribute to a decline in borrowings and consumption among 
households.  
 
As we can see from figure 14, the unemployment rate in Norway increased as a result of the 
financial crisis. Since 2010 the unemployment rate has decreased. Some industries are still 
struggling after the financial crisis and are experiencing lower employment than the pre-
crisis level. 
We now have a better understanding of the development of the different factors and their 
influence on the housing prices.  Before we start analysing these factors statistically, we will 
present the statistical theory and methods we have used in our thesis. 
Figure	  14.	  
Seasonally	  
adjusted	  
unemployment	  
rate	  (SSB) 
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7. Statistical theory and methods 
In this chapter we will present the different methodology and models we will be using in our 
thesis.  First, we will explain the basic regression and the least square method. We will also 
present several important elements and tests related to the work with time series data, and the 
consequences each of them may imply. Then we will explain the HP-filter and how we will 
later use it for estimating trends.  
7.1 Multiple regression analysis 
Regression analysis is a statistical method to evaluate the relationship between independent 
variables and a dependent variable. We use multiple regression analysis to test whether it 
exists statistical relationships between the independent variables and the dependent variable. 
It is important to remember that we can reveal statistical relationships that do not comply 
with economic reasoning and theory.  When two variables have no direct causal connection, 
but we wrongly infer that they do, it is called spurious regression. More specifically, 
regression analysis helps one understand how the typical value of the dependent variable 
changes when any one of the independent variables is varied, while the other independent 
variables are held fixed. The choice of independent variables should be theoretically 
grounded. For example, a variable can prove to be significant in affecting the housing prices, 
but it does not prove that this affect the housing prices in reality. We can never be certain 
about the underlying causal mechanism. There exist several statistical assumptions regarding 
the multiple regression analysis: 1. The	  error	  term	  is	  a	  random	  variable	  with	  a	  mean	  of	  zero,	  𝐸 𝑢! = 0	  2. The	  error	  term	  is	  normally	  distributed,  	  	  𝑢!~𝑁(𝜇,𝜎!)	  3. The	  errors	  are	  linearly	  independent	  of	  each	  other	  𝑐𝑜𝑣(𝑢! ,𝑢!) = 0	  4. The	  variance	  of	  the	  errors	  is	  constant	  and	  finite	  over	  all	  values	  of	  𝑥! , 𝑣𝑎𝑟 𝑢! =𝜎!	  It	  is	  customary	  to	  divide	  this	  assumption	  into	  two	  parts:	  	  
• Homoscedasticity	  –	  the	  error	  term	  has	  the	  same	  variance	  in	  each	  observation	  
• Non-­‐autocorrelation	  –	  the	  errors	  are	  uncorrelated	  between	  observations	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5. The	  independent	  variables	  are	  not	  correlated	  with	  the	  error	  term,	  𝑐𝑜𝑣(𝑥! ,𝑢!) =0	  6. A	  linear	  relationship	  between	  the	  dependent	  variable,	  independent	  variables	  and	  the	  error	  term	  𝑦! =   𝛽! +    𝛽!𝑥!,!!!!! + 𝑢!	  
7.2 Least square method 
To find the equation that best fits the observations, we use the least squares method. This 
method is mathematical and estimates the relationships that minimize the total squared 
deviations between the actual and predicted values. The method easily generalizes to finding 
the best fit of the form 𝑦 = 𝑎!f! 𝑥 +⋯+ 𝑎!𝑓!(𝑥) 
It is not necessary for the functions fk to be linear in x – all that is needed is that y is to be a 
linear in parameters. The equation below is with just one variable for easy intuition. We 
minimize the sum of squared errors (SSE): 
𝑆𝑆𝐸 = 𝑌! − 𝑌 !!!!! = 𝑌! − 𝑏! + 𝑏1𝑋𝑖 !!!!!  
 
The solution is:                𝑏! = !!!!)(!!!!)!!!! !!!! !!!!! = !"# !,!!"# !     and 𝑏! = 𝑌 − 𝑏!𝑋 
7.3 Analysis of time series 
When analysing time series, there are several important considerations to be made in order to 
get unbiased and consistent estimates. Many of the tests presented are complicated and rarely 
calculated manually, but we will try to explain them intuitively. In this section we will 
explain which matters to consider. 
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7.3.1 Adjusting for seasonality 
Seasonality refers to particular time frames when time series are subjected to, and influenced 
by, recurring tendencies that produce patterns that are apparent in the analysis of the data. By 
adjusting for seasonality, we can analyse the fluctuations in the series, independently of the 
recurring tendencies. The fluctuations in the adjusted series will therefore be explained by 
other factors than seasonality.  
We will assume that the series consist by the components long-term trend (L), cycle (C), 
seasonal effects (S) and noise (I) with a multiplicative relationship (Klovland, Helliesen and 
Kvåle, 2012). That gives us the following equation: 𝑌! = 𝐿!  ×  𝐶!  ×  𝑆!  ×  𝐼!. We then want to 
remove the seasonal component, and isolate 𝑌!!"# = 𝐿  ×  𝐶  ×  𝐼.  
To adjust for seasons in quarterly data, we go through five steps: 1. Isolate	  variation	  from	  trend	  and	  cycle	  𝐿  ×  𝐶	  a. We	  define	  𝑌!!" = !! (𝑌!!! +   𝑌!!! + 𝑌! + 𝑌!!!)	  so	  we	  have	  a	  rolling	  average	  for	  years	  of	  data.	  b. We	   then	   assume	   that	   variation	   from	   seasonal	   effects	   and	   noise	   are	  mainly	  smoothed	  out,	  so	  that	  𝑌!!" = 𝐿  ×  𝐶.	  2. Isolate	  variation	  from	  seasonal	  effects	  and	  noise	  𝑆  ×  𝐼	  a. We	  can	  now	  define	  𝑌!!" = !!!!!" = !  ×  !  ×  !  ×  !!  ×  ! = 𝑆  ×𝐼	  b. 𝑌!!" 	  will	  then	  be	  an	  estimate	  on	  variation	  from	  seasonal	  effects	  and	  noise.	  3. Isolate	  the	  variation	  from	  seasonal	  effects	  𝑆	  a. We	  want	  to	  isolate	  the	  seasonal	  component	  in	  𝑌!!" .	  b. We	  then	  define	  𝑆! = !!! 𝑌!,!!" + 𝑌!,!!" +⋯+ 𝑌!!,!!" ;	  where	  𝑁! 	  is	  the	  number	  of	  years	  with	  quarterly	  (q)	  observations.	  	  i. We	   are	   smoothing	   out	   noise	   by	   taking	   the	   average	   of	   every	  quarterly	  observation	  of	  𝑌!!" 	  ii. 𝑆! 	  will	  then	  be	  an	  estimate	  on	  the	  quarterly	  effect,	  constant	  over	  years.	  4. Normalize	  the	  variation	  from	  seasonal	  effects	  𝑆∗	  a. We	  want	  to	  find	  a	  normalized	  index	  𝑆!∗ =   𝑆! !!!!!!!!!!!! 	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b. The	  way	  𝑆!∗	  is	  constructed	   𝑆!∗!! 	  will	  always	  be	  4.	  	  5. Isolate	  the	  variation	  from	  trend,	  cycle	  and	  noise	  𝐿  ×  𝐶  ×  𝐼	  a. We	  have	  normalized	  a	  seasonal	  index	  𝑆!∗.	  	  b. Define	  𝑌!!"# = !!!!∗;	  which	  means	  that	  all	  observations	  will	  be	  divided	  with	  corresponding	  normalized	  seasonal	  index	  c. 𝑌!!"# 	  will	  then	  be	  our	  estimate	  on	  variation	  from	  trend,	  cycle	  and	  noise.	  
This method could easily be adjusted to account for monthly data. It is also possible to use 
dummy variables, to try extracting the seasonal effects. 
 
7.3.2 Stationary data 
A time series is weakly stationary if the series’ mean, autocorrelation and variance are 
constant over time. Most business and economic time series are far from stationary when 
expressed in their original units of measurement, and even after deflation or seasonal 
adjustment they will typically still exhibit trends, cycles, random-walking, and other non-
stationary behaviour (Duke Education, 2005). Economic time series often have a long-run 
trend, seasonality and inflation affecting the data. For a stationary series, ‘shocks’ will 
gradually fade away. The opposite will happen with non-stationary data, where the 
persistence of shocks will sustain. So that for a non-stationary series, the effect of a shock 
during time t will not have a smaller effect in time t+1, and in time t+2 etc. (Brooks, 2008). 
If the time series tend to revert to the trend line after a disturbance, it is possible to 
stationarize it by de-trending, logging and deflation of the time series (if I(0)).  
The trend is in most cases stochastic or deterministic. A time series with a deterministic 
trend has a mean that grows around a fixed trend, which is constant and independent of time. 
A time series with a stochastic trend is a non mean-reverting process that can move away 
from the mean either in a positive or negative direction. It follows a pattern, which is 
affected by past-observed values (t-1).  
We can transform the time series with a deterministic trend to be stationary, by estimating 
the trend and subtracting it before we use the data for modelling. If the time series has a 
stochastic trend, we can make it stationary by differencing the data (subtracting yt-1 from yt). 
However, this will not work if the variable is integrated by a higher order than 1(this is 
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explained on the next page). Sometimes the non-stationary series may consist of a stochastic 
and deterministic trend at the same time.  
 
 
Testing the time series for non-stationarity 
To test whether a variable is stationary or not, we can use graphical analysis. Studying 
graphical illustrations of the data can give us an indication of what we can expect from the 
data, but it cannot replace statistical tests. We have used a test called the augmented Dickey-
Fuller test.  
Dickey-Fuller test  
We can test if a variable is stationary by using the Dickey-Fuller test. This is a unit root test. 
If we have a non-stationary variable, we want to find out which order it is integrated by.  If a 
non-stationary series, Yt must be differenced d times before it becomes stationary, then it is 
said to be integrated of order d. This would be written Yt   I(d) (Brooks, 2008). A non-
stationary variable that becomes stationary after one differencing is denoted by I(1) -  
integrated by first order. The first step is to difference the variable by one period. We have 
three different types of non-stationary processes: 1. Test	  for	  unit	  root	  (“Random	  walk”)	  	  𝑋!−𝑋!!! = 𝜌 − 1 𝑋!!! + 𝜀! = 𝛿𝑋!!! + 𝜀!	  2. Test	  for	  unit	  root	  with	  drift	  𝑋!−𝑋!!! = 𝜇 + 𝜌 − 1 𝑋!!! + 𝜀! = 𝜇 + 𝛿𝑋!!! + 𝜀!	  3. Test	  for	  unit	  root	  with	  drift	  and	  a	  deterministic	  trend	  𝑋!−𝑋!!! = 𝜇 + 𝜌 − 1 𝑋!!! + 𝜆𝑇 + 𝜀! = 𝜇 + 𝛿𝑋!!! + 𝜆𝑇 + 𝜀!	  
 
Let us say that the variable in question is a non-stationary variable characterized by “random 
walk with drift and a deterministic trend 
                    𝑋! = 𝜇 + 𝜌𝑋!!! + 𝜆𝑇 + 𝜀! 𝑋!−𝑋!!! = 𝜇 + 𝜌 − 1 𝑋!!! + 𝜆𝑇 + 𝜀! = 𝜇 + 𝛿𝑋!!! + 𝜆𝑇 + 𝜀! 
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Where 𝜇 is the drift, T is the deterministic trend and 𝜀 is the error term.  
The null hypothesis in this model is will be H0: 𝛿 = 0, implying non-stationarity. Our 
alternative hypothesis is that 𝛿 <  0. If the null hypothesis is rejected the variable is 
stationary, I(0). If we cannot reject the null hypothesis, we have to perform a new test where 
H0 says that the variable is integrated by second order, I(2), and the alternative hypothesis 
says that the variable is integrated by first order I(1). Thus, testing H0: ∆𝑋!   I(1) is 
equivalent to H0: of 𝑋!  I(2). The rejection regions for the null-hypothesis are to find in 
special Dickey-Fuller tables.  All the three tests have different rejection regions, depending 
on the model used and the number of observations. A weakness in the model is that it has 
difficulty distinguishing between 𝛿 =  0 and when 𝛿 is close to zero. Note that testing with 
zero intercept/drift is extremely restrictive, so much so that it is hard to imagine ever using it 
with economic time series (Davidson and MacKinnon (1993), referred in Elder and Kennedy 
(2001)).  
The Dickey-Fuller test assumes that the error term is white noise. White noise implies that 
the error term is uncorrelated with the error term in other periods in the time series. If this is 
not the case, we can perform an extended Dickey-Fuller test, called the augmented Dickey-
Fuller test (ADF). The ADF-test adds lagged variables of ∆𝑋!, in order to transform the error 
term into white noise. The model captures the correlation between the dependent variable 
and previous time periods in a better way. The test can be expressed as: ∆𝑋! = 𝜇 + 𝛿𝑋!!! + 𝜆𝑇 + 𝛾!∆𝑋!!! + 𝛾!∆𝑋!!!…+ 𝛾!∆𝑋!!! + 𝜀! 
Now a new problem arises, how many lags are optimal? Two simple rules of thumb are 
suggested by Brooks (2008). First, the frequency of the data can be used to decide. If the 
data are quarterly, as in our case, we can use 4 lags. Second, an information criterion can be 
used to decide. We then choose the number of lags that minimises the value of an 
information criterion.  The information criteria consists of two factors, the residual sum of 
squares and the penalty resulting in the loss of degrees of freedom when adding an 
independent variable. If we include many lags, the model would probably fit better, but a 
model with few lags are a lot simpler to use and understand. So, when adding a new 
independent variable we will experience two competing effects on the information criteria: 
the residual sum of squares will fall, but the value of the penalty term will increase. The 
univariate criteria could be applied separately to each equation, but it is usually preferable to 
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require the number of lags to be the same for each equation. This requires the use of 
multivariate versions of the information criteria, which can be defined as (Brooks, 2008): 
𝑀𝐴𝐼𝐶 = log Σ + 2𝑘′𝑇  
𝑀𝑆𝐵𝐼𝐶 = log Σ + 𝑘′𝑇 log(𝑇) 
𝑀𝐻𝑄𝐼𝐶 = log Σ + 2𝑘!𝑇 log(𝑙𝑜𝑔 (𝑇)) 
Where  𝛴 is the variance-covariance matrix of residuals, T is the number of observations and 
k′is the total number of independent variables in all equations, which will be equal to p2k + p 
for p equations in the VAR system4, each with k lags of the p variables, plus a constant term 
in each equation. The values of the information criteria are estimated for 0, 1, ..., k‘ lags. The 
chosen number of lags is that number minimizing the value of the given information 
criterion (Brooks, 2008). 
In most cases, the conclusion will not be qualitatively altered by small changes in the 
number of lags, but sometimes it will. Including too few lags will not remove all of the 
autocorrelation, but it will bias the results. While using too many will increase the standard 
errors in the coefficient. The last mentioned effect arises since an increase in the number of 
parameters reduces degrees of freedom. Therefore, the absolute values of the test statistics 
will be reduced. This will result in a reduction in the power of the test, implying that for a 
stationary process the null hypothesis of a unit root will be rejected less frequently than 
would otherwise have been the case (Brooks, 2008). 
 
7.3.3 Autocorrelation  
Autocorrelation, also called series correlation, is one of the major problems in time series 
econometrics. Autocorrelation means that the error term is correlated between different time 
                                                
4“A Vector Autoregressive model (VAR) is simply an autoregressive process for a vector of variables.” 
(Beckert, 2011). 
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periods in the time series. This results in the estimated coefficients no longer being efficient 
when using least squares method, and we will necessarily not find the model that minimizes 
the deviation.  
When the deviation is not correct, we can end up taking the wrong decision regarding the 
relevance of a variable. For example, the least squares method predicts too small deviation 
under the presence of positive autocorrelation, which can result in an incorrect rejection of 
the null-hypothesis.  
We can test the presence of autocorrelation in the model by examine graphical residual plots 
or perform statistical test.  
Graphical tests 
We can say our model contains autocorrelation if the residual plot shows a clear pattern. In 
order to test for autocorrelation, it is necessary to investigate whether any relationships exist 
between the current value of 𝑢, 𝑢!, and any of its previous values 𝑢!!!,𝑢!!! etc. Positive 
autocorrelation will result in a cyclical residual plot over time. 
 
On average if the residual at time t− 1 is positive, the residual at time t is likely to be also 
positive. Similarly, if the residual at t− 1 is negative, the residual at t is also likely to be 
negative. Figure 15, shows that a positively autocorrelated series of residuals will not cross 
the time axis very frequently. 
Negative autocorrelation will result in an fluctuating pattern in the residuals. On average if 
the residual at time t− 1 is positive, the residual at time t is likely to be negative. Similarly, if 
the residual at t− 1 is negative, the residual at t is likely to be positive. Figure 16, shows that a 
negatively autocorrelated series of residuals will cross the time-axis more frequently than if 
Figure	  15.	  
Positive	  auto-­‐
correlation 
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they were distributed randomly. 
 
Finally, we have the example where we find no pattern, which points out evidence of 
autocorrelation. The points are randomly spread and the residuals in figure 17 does not cross 
the x-axis either too frequently or too little  
(Brooks, 2008).  
 
 
 
 
 
Statistical tests for autocorrelation  
To examine and interpret graphical plots of variables can be difficult. We should therefore 
perform statistical tests in addition to the graphical tests. The two tests we will present are 
the Ljung-Box test and the Breusch-Godfrey lagrange multiplier test for serial correlation.  
 
Ljung-Box test 
A test we can use for testing possible autocorrelation is the Ljung-Box Q statistic. This is a 
combined test, which also tests for higher orders of autocorrelation. The null hypothesis 
states that there is no evidence of autocorrelation. The Q statistic is chi-squared distributed 
with m degrees of freedom. 
Figure	  16.	  
Negative	  
auto-­‐
correlation 
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𝑄 = 𝑇(𝑇 + 2) 𝑟!!𝑇 − 𝑘!!!!  
T indicates the sample size, m is the maximal lag length and 𝑟! is the value of the estimated 
autocorrelation coefficient for a given number of lags, k.  
The Ljung-Box test is a variant of the Box-Pierce with better small sample properties. For 𝑇→ ∞, the two methods are equivalent. 
 
Breusch–Godfrey serial correlation Lagrange multiplier test 
This test allows examination of the relationship between 𝑢!, and several of its lagged values 
at the same time. The test is a more general test for autocorrelation up to the rth order. The 
model for the errors under this test: 𝑢! = 𝑝!𝑢!!! + 𝑝!𝑢!!!+. . .+𝑝!𝑢!!! + 𝑣!,                  𝑣~𝑁(0,𝜎!!)  
The null hypothesis is that the current error is not related to any of its r previous values. 𝐻!:  𝑝! = 0,𝑝! = 0…𝑝! = 0  𝐻!:  𝑝! ≠ 0,𝑝! = 0…𝑝! ≠ 0 
First, the test obtains the residuals from the least squares method used to estimate the 
underlying regression. Then the test regresses 𝑢! on all the independent variables from the 
previous regression plus the t-r lagged residuals. 𝑢! = 𝛽! + 𝛽!𝑥! + 𝛽!𝑥! + 𝑝!𝑢!!! + 𝑝!𝑢!!!+. . .+𝑝!𝑢!!! + 𝑣!,                  𝑣~𝑁(0,𝜎!!) 
This regression’s R2 is used in the following test statistic: T− r 𝑅!  ~  𝜒! 
If the test statistic exceeds the critical value from the Chi-squared statistical tables, we reject 
the null hypothesis of no autocorrelation. One potential difficulty with the Breusch-Godfrey 
test is the determination of the lag length, r. There is no obvious answer to this, so it is 
typical to experiment with a range of values, and also to use the frequency of the data to 
decide. If the data is quarterly, set r equal to 4. If the model is statistically valid, no evidence 
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of autocorrelation should be found in the residuals whatever value of r is chosen (Brooks, 
2008). 
 
7.3.4 Normality 
We need to test if the normality assumption (ut ∼ N(0, σ2)) is violated in order to 
conduct single or joint hypothesis tests of the model parameters. 
One of the most commonly used tests for normality is the Jarque-Bera test. The test checks 
for both skewness and kurtosis in the residuals. Skewness measures how asymmetrical the 
residuals are about its mean value and kurtosis measures how fat the tails of the distribution 
are. A normal distribution is characterized by no skewness and a kurtosis coefficient of 
3(mesokurtic) (Brooks, 2008). The Jarque-bera test checks whether the coefficients for 
skewness and excess kurtosis are jointly zero, which can be described respectively as: 
𝑏! = ![!!](!!)!!                  𝑏! = ![!!](!!)! 𝐸 𝑢  is the estimate for the central movement and 𝜎! is the variance. Since the kurtosis of a 
normal distribution is three, the excess kurtosis is given by (b2-3). The test statistic is written 
as:  
𝑊 = 𝑇[!!! + (!!!!)!!" ] 
Where T is the sample size. The test asymptotically follows a 𝜒! 2 . The null hypothesis is 
that the data series is both symmetric and mesokurtic.  
 
7.3.5 Heteroscedasticity 
The assumption of the classic linear regression that the variance of the errors is constant is 
known as homoscedasticity. If the variance of the errors is not constant, it is called 
heteroscedasticity. If the errors are heteroscedastic, the estimated standard errors could be 
wrong.  
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White’s test 
To test for heteroscedasticity, we use White’s test (1980, referred in Brooks (2008)). The test 
is based on obtaining the residuals from the regression in question. Then we estimate an 
auxiliary regression with the squared residuals as the dependent variable, and a constant, the 
original explanatory variables, the squared explanatory variables and their cross products as 
the independent variables.  
𝑢!! = 𝛼! + 𝛼!𝑥!! + 𝛼!𝑥!! + 𝛼!𝑥!!! + 𝛼!𝑥!!! + 𝛼!𝑥!!𝑥!! + 𝑣! 
It is desirable to investigate whether the variance of the residuals varies systematically with 
any of the independent variables. The regression should include a constant term, even if the 
original regression did not. This is as a result of the fact that 𝑢!! will always have a non-zero 
mean, even if 𝑢! has a zero mean (1980, referred in Brooks (2008)). R2 is obtained and used 
in the test statistic, T*R2, which is distributed as a 𝜒! 𝑚 . T is the number of observations 
and M is the number of independent variables in the auxiliary regression except for the 
constant. If the χ2-test statistic is greater than the critical value, we reject the null hypothesis 
that the errors are homoscedastic. 
 
ARCH-test (Engle’s lagrange multiplier test) 
The variance of the errors is unlikely to be constant over time in economic time series. 
Therefore, it makes sense to consider a model that does not assume the variance is constant, 
and which describes how the variance of the errors evolves. The volatility in economic time 
series often tends to cluster. In other words, large changes often follow large changes and 
small changes follow small changes. The current level of volatility tends to be positively 
correlated with its level during the immediately preceding periods (Brooks, 2008). This 
behaviour can be modelled using an ARCH model.  
A test for determining whether ‘ARCH-effects’ are present in the residuals of an 
estimated model starts by saving the residuals from the regressed model. The 
residuals are then squared and regressed on q own lags to test for ARCH-effects of 
order q. 
𝑢! = 𝛽! + 𝑝!𝑢!!! + 𝑝!𝑢!!!+. . .+𝑝!𝑢!!! + 𝑣!,                   
 61 
From this regression we obtain the R2 and define the test statistic as T*R2, which is 
distributed as a 𝜒! 𝑞 . T is the number of observations and R2 is the coefficient of multiple 
correlation from the regression.  The null –and alternative hypotheses are: 𝐻!:  𝑝! = 0,𝑝! = 0…𝑝! = 0 𝐻!:  𝑝! ≠ 0,𝑝! = 0…𝑝! ≠ 0 
Potential difficulties with this test are the determination of the lag length and the possible 
violation of non-negative constraints.  
 
7.3.6 Ramsey’s reset test for misspecification  
An assumption in the classic linear regression model is that the appropriate function form is 
linear. This means that the model is linear in the parameters. We can test whether this is 
upheld or not with the Ramsey’s-reset test. The test uses higher order terms of the fitted 
values in an auxiliary regression. The regression can be written as:  
𝑦! = 𝛼! + 𝛼!𝑦!! + 𝛼!𝑦!!+. . .+𝛼!𝑦!! + 𝛽!𝑥!" + 𝑣! 
The regression contains the powers of the fitted values together with the explanatory 
variables. The higher orders can capture non-linear relationships, since they contain higher 
orders and cross products of the explanatory variables.   
We obtain the R2 for the test statistic, which is given by T*R2. The test statistic is 
asymptotically distributed as 𝜒! 𝑝 − 1 . If the value of the test statistic is greater than the χ2 
critical value, we reject the null hypothesis that the functional form was correct (Brooks, 
2008).  
7.4 Cointegration  
Cointegration exists if two time series, which are characterized as I(1), can be combined as a 
stationary, I(0), linear expression. Many time series are non-stationary, but move together 
over time. The time series is connected to each other in a long-term perspective. If so, it 
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exists a long-term equilibrium between the two time series. The time series can deviate from 
each other in the short run, but they will return in the long run. If the linear combination is 
non-stationary, the deviation from the long-run equilibrium will not be adjusted, and the 
deviation will be a permanent shock that deviates from equilibrium. The linear expression is 
called the cointegration vector. We can either estimate this vector or we can define it based 
on economic theory.  A model with more than two variables can have several cointegration 
vectors.  
If we want to analyse the relationship between two non-stationary time series, we can 
perform a regression with the first differenced variables. The result will be valid, but only in 
the short run. To find the long-term relationship, we have to see if the time series are 
cointegrated (Brooks, 2008). If the variables are non-stationary and not cointegrated, the 
statistical results may not hold and we can experience spurious results.  
7.5 Error correction models (ECM)  
A static model allows only variables from the same, period. In other words, changes in the 
independent variables at time t will immediately affect the dependent variable. An example 
of a static model: 𝑌! = 𝛽! + 𝛽!𝑋! + 𝛽!𝑍! + 𝜀! 
A dynamic model will on the other hand take into account lags. A change in an independent 
variable today will not necessarily affect the dependent variable to a large extent today, but 
rather next period (t+1). In that case, we should include lagged values of the independent 
variable and possibly the dependent variable.  
Models which include lags of both dependent –and independent variables, are called 
“Autoregressive distributed lag” models: 𝑌! = 𝛽! + 𝛽!𝑋! + 𝛽!𝑍! + 𝛾!𝑌!!! + 𝛾!𝑋!!! + 𝛾!𝑍!!! + 𝜀! 
If we subtract 𝑌!!!on both sides, as well as add and subtract 𝛽!𝑋!!!  and  𝛽!𝑍!!! (the total 
effect will only be minus 𝑌!!! on both sides), the total effect will result in the model 
expressed as below: 
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∆𝑌! = 𝛽! + 𝛽!∆𝑋! + 𝛽!∆𝑍! + (𝛾! − 1)𝑌!!! + (𝛽!+𝛾!)𝑋!!! + (𝛽!+𝛾!)𝑍!!! + 𝜀! 
We can rewrite this to the following: 
∆𝑌! = 𝛽! + 𝛽!∆𝑋! + 𝛽!∆𝑍! − (1− 𝛾!) 𝑌!!! − (𝛽!+𝛾!)(1− 𝛾!)𝑋!!! − (𝛽!+𝛾!)(1− 𝛾!)   𝛾!𝑍!!! + 𝜀! 
This model is called an error correction model. When transforming a static model to a 
dynamic model, possible autocorrelation will be reduced or disappear, as long as the 
autocorrelation is not caused by specification error.  
An error correction model is a dynamic model, which studies the long-term equilibrium and 
how quickly deviations from equilibrium are corrected. The model contains both long-run -
and short-run elements.  An advantage with the error correction models is that the standard 
regression techniques are valid if cointegration exists, since the variables are stationary. 
There are several methods when estimating an error correction model. In this thesis we have 
used the Johansen test to estimate the error correction model. We will also present the much-
used Engle-Granger two step method, because this is easier and more intuitive. 
7.5.1 The two-step Engle-Granger method 
Step 1 – the error correction term 
We have to make sure the independent variables are integrated by first order, I(1). Then, we 
use the least squares method to estimate the cointegrating regression. The result may look 
like: 𝑌! = 𝛾𝑋! + 𝜀! 
From the cointegrating regression, we save the residuals, 𝜀! = 𝑌!−𝛾𝑋!. We can now test if 
the residuals are stationary by performing an augmented Dickey-Fuller test of the residuals. 
If the residuals are stationary, the variables are cointegrated with the cointegration vector 1,−𝛾 , with 𝛾 being the cointegrating coefficient, and we can proceed to step 2. If the 
residuals are not stationary, there is no long-term equilibrium and we have to settle with a 
model only expressing the short-term relationships (Brooks, 2008). 
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Step 2 – Error correction model 
In step 2, estimate an error correction model to find the equilibrium process. Use the 
residuals estimated in step 1 as one variable in the error correction model: ∆𝑌! = 𝛽!∆𝑋! + 𝛽! 𝑌!!!−𝜂𝑋!!! + 𝑢! = 𝛽!∆𝑋! + 𝛽! 𝜀!!! + 𝑢! 
Where the term in the brackets are the lagged residuals estimated in step 1, which are known 
as the error correction term (Brooks, 2008). In this case, the cointegrated vector is 1,−𝜂 , 
but this is just a linear transformation of the earlier cointegration vector. The interpretation 
of the model is that Y changes in the period between t and t-1 caused by the changes in X. In 
addition, the model corrects any deviations from equilibrium in the previous period, t-1. At 
this stage, we can perform inferences based on the second stage regression concerning the 
parameters 𝛽!  and  𝛽!, since all the variables are now stationary. 𝜂 defines the long-run 
relationship between X and Y, while β1 describes the short-run relationship between changes 
in X and changes in Y. β2 describes the speed of adjustment back to equilibrium, and its strict 
definition is that it measures the proportion of last period’s equilibrium error that is corrected 
for (Brooks, 2008). Β2 will always have the value between 0 and -1. If the value is -1, we will 
experience an immediate return to equilibrium. If the value is 0, we will never return to 
equilibrium.  
The Engle-Grangers method has several weaknesses. One of the problems is that the unit 
root –and cointegration tests lack power. Another problem is that the choice of dependent 
and independent variable, could affect the outcome through “simultaneous equations bias”. 
This can occur if the causality between the variables runs both ways. We are forced to treat 
the variables asymmetrically by specifying one of the variables as the dependent and the 
other(s) as independent. In addition, the model can give skew estimates with few 
observations, but this problem disappears asymptotically. The final problem is the absence 
of the possibility to perform any hypothesis testing of the actual cointegrating relationship in 
step 1. This can result in misspecifications in the long-term equation in step 1 not being 
discovered and carried through to the cointegration test in step 2.  
Despite the problems listed above, the model is popular in use. The easy use, the super 
consistency and the valid inference testing in step 2, are big advantages when using this 
model. Super consistency means that the estimated regression based on the cointegrated I(1) 
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variables will reach the true value faster than stationary variables, when the residuals are 
stationary and the sample size increases.  
7.5.2 Johansen test 
The Johansen test is a procedure for testing cointegration of several I(1) time series. The test 
allows more than one cointegrating relationship, so it is more applicable than the two-step 
test. With g number of variables, up to g-1 number of cointegration relationships can exists. 
Johansen test can be used to test for the number of cointegrating relationships using vector 
error correction models. Suppose that a set of g variables are under consideration of being 
I(1) and which are thought may be cointegrated. A VAR with k lags containing these 
variables can be written as: 𝑦! = 𝛽!𝑦!!! + 𝛽!𝑦!!!+. . .+𝛽!𝑦!!! + 𝑢! 
In order to use the Johansen test, we need to turn the VAR into an error correction model of 
the form: ∆𝑦! = Π𝑦!!! + Γ!∆𝑦!!! + Γ!∆𝑦!!!. . .+Γ!!!∆𝑦!!!!! + 𝑢! 
Where Π = ( 𝛽!)   − 𝐼!!!!! and Γ = ( 𝛽!)   − 𝐼!!!!! .  
This VAR contains g variables in first differenced form on the left hand side, and 
k − 1 lags of the dependent variables (differences) on the RHS, each with a Γ coefficient 
matrix attached to it. The Johansen test centres on an examination of the Π matrix. Π can be 
interpreted as a long-run coefficient matrix, since in equilibrium, all the ∆𝑦!!! will be zero, 
and setting the error terms, 𝑢!, to their expected value of zero will leave ∆𝑦!!! = 0 
(Johansen, 1988). 
The test for cointegration between the y’s is calculated by looking at the rank of the Π matrix 
via its “eigenvalues”. There are two test statistics for cointegration under the Johansen 
approach, which are formulated as: 
𝜆!"#$% 𝑟 = −𝑇 ln  (1− 𝜆!)!!!!!!  
and                                                                               𝜆!"# 𝑟, 𝑟 + 1 = −𝑇 ∗ ln  (1− 𝜆!!!) 
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Where r is the number of cointegrating vectors under the null hypothesis and λi is the 
estimated value for the ith ordered eigenvalue from the Π matrix. Intuitively, the larger is λi, 
the more large and negative will ln(1− λi) be and hence the larger will be the test statistic. 
We reject the null hypothesis of there being r cointegrating vectors, if the test statistic is 
greater than the critical value. The alternative hypothesis is that there r+1 cointegrating 
vectors.  
The first test has a null hypothesis of no cointegrating vectors, which is characterized by Π 
having zero rank. If this null is not rejected, it would be concluded that there are no 
cointegrating vectors and the testing would be completed. However, if H0 : r = 0 is rejected, 
the null that there is one cointegrating vector (i.e. H0 : r = 1) would be tested and so on. Thus 
the value of r is continually increased until the null is no longer rejected. Π cannot be of full 
rank (g) since this would correspond to the original yt being stationary. If Π has zero rank, 
then by analogy to the univariate case, yt depends only on ∆𝑦!!! and not on yt−1, so that there 
is no long-run relationship between the elements of yt−1. Hence there is no cointegration. For 
1 < rank(Π) < g, there are r cointegrating vectors. Π is then defined as the product of two 
matrices, α and β′, of dimension (g × r ) and (r × g) (Johansen, 1988).  
For example, if we have one cointegrating vector(the β matrix), four variables(the y matrix) 
and the amount of each cointegrating vector entering the vector error correction model(𝛼 
matrix, also known as adjustment parameters), matrix would be written as:  
 
and rewritten as  
 
We can now write out the respective equations for each variable ∆𝑦!. We first normalize the 
cointegration vector on the chosen dependent variable, resulting in the coefficient of that 
variable in the cointegrating vector is 1. Normalized on ∆𝑦!:  
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7.6 Hodrick-Prescott filter 
 The Hodrick-Precott filter (HP-filter) is a univariate mathematical model. An univariate 
model refers to a model of only one variable. The HP-filter uses only data from the actual 
time series to estimate the trend. The HP-filter can be expressed as  𝑌! = 𝜏! + 𝑐!. The time 
series Yt consist of two components, the trend component denoted by 𝜏, and the cycle 
component denoted by c. In this thesis we will only use this method to estimate the trend in 
GDP. We will therefore explain the method based on GDP to make it more intuitive. The 
method is based on finding the level of potential GDP, which minimizes the deviation 
between actual -and potential GDP. The model takes into consideration that the growth in 
potential GDP has a limited ability to fluctuate significantly. The HP-filter can be expressed 
as: 
 
In this equation, y is the actual GDP and 𝜏 is the potential GDP. The first term in the 
equation is the squared deviation between actual –and potential GDP, which expresses the 
deviation from trend. The second term in the equation is the squared deviation of the growth 
in the trend component, which expresses the deviation in the trend. The HP-filter allows the 
trend to change over time, at the same time as it minimizes the deviation in the trend and the 
deviation between actual –and potential GDP. The multiplier 𝜆 represents the factor, which 
expresses how much we allow the potential growth to change. The value of 𝜆 can vary, the 
larger the value, the higher the penalty.  
If the value of 𝜆 is very high, the first term in the equation becomes insignificant compared 
to second term. If chosen, we want to emphasize the minimization of the growth in the trend 
component. The trend will therefore be linear with a constant growth. This case is not very 
realistic, since we ignore possible shocks in the economy. On the other hand, if we set 𝜆=0 
the second term in the equation equals 0. If chosen, we only minimize the deviation between 
the potential –and actual GDP. This means that   𝑌! = 𝜏! and the trend coincides with the 
actual values and the output gap will always be 0. This is also unrealistic, since we ignore 
the existence of business cycles.  
Which value we chose to use depends on what kind of data used and the interval of time 
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between the measurements. Yearly –and quarterly data for the same data series have 
different optimal values of 𝜆. There are several advantages and disadvantages with the HP-
filter (Klovland, Helliesen and Kvåle, 2012). The model is easily applicable and intuitive, as 
well as we only need one time series for estimation. The disadvantages with the model are 
the sensitivity of the chosen value for 𝜆, which can make the results differ significantly. The 
larger the value of 𝜆, the bigger the end-point problem (Bjørnland, Brubakk and Jore, 2004). 
There are several suggestions of the value of 𝜆. Kydland and Prescott (1990) suggested to 
use 𝜆=1600 on quarterly data from USA. This resulted in a trend that was reasonable taking 
other observations into account, which has led to that 𝜆=1600 is the most commonly used in 
literature for quarterly data. Statistics of Norway has estimated that a 𝜆-value of 40000 is 
more descriptive for Norwegian GDP data (Johansen and Eika, 2000).  
Another problem is that the data in the start –and the beginning of the series are much more 
affected by the actual data than the rest of the series. This is because the model uses data 
from both the most recent period (yt+1-yt) after, and before (yt-yt-1), period t. In the end-
points, the model can just use one of the above. This results in the first –and last trend 
estimate to be unreliable.  
The length of the business cycles will limit how well the HP-filter estimates the trend. The 
model weights positive and negative deviations equally, which implies that economic 
upturns and downturns are equally long on average. This does not necessarily correspond 
with empirical studies (Romer, 1999). 
It is also important to remember that the HP-filter is a pure mechanical method to estimate 
trend and it is not based on economic theory.  
We will now start our statistical analysis of the Norwegian housing market, based on the 
statistical methods presented in this chapter. 
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8. Building a model for the development in 
Norwegian housing prices 
We want to create a new model that could help explaining the development in the 
Norwegian housing market. We have used economic theory, evidence from previous studies 
and previous arguments in the thesis when choosing the components in the model.  
When performing statistical analysis of economic time series, we always have to ensure that 
the parameters correspond to economic theory. Our general knowledge and perception of 
market forces and how different variables affect each other, is very important in order to 
generate a reliable and applicable model. Sometimes it might be correct to include variables 
that are statistically negligible because they are supported by economic theory. 
8.1 Presentation -and expectations of the variables  
We have emphasized economic theory when including and discarding variables in our thesis. 
Therefore, it is important to identify the economic theory and our own expectations 
regarding the variables before we start modelling. When mapping our expectations regarding 
the variables’ stationarity, we will ask ourselves the following question: “How will the 
variable develop in the long term when a exogenous shock occurs?”.  
We believe the real interest rate after taxes, unemployment rate and housing stock are 
variables affecting the housing prices negatively. These variables create uncertainty 
concerning future disposable income and living expenses.  On the other hand, we believe 
that the variables income and consumers expectations will have a positive effect on housing 
prices. 
We will include the following variables in the further testing and modelling:  1. The	  real	  housing	  prices.	  These	  are	  based	  on	  a	  hedonic	  housing	  price	  index	  measuring	  average	  housing	  prices	  in	  Norway.	  The	  index	  is	  calculated	  on	  the	  basis	  of	  sales	  data	  in	  the	  second	  hand	  market.	  Statistics	  Norway	  officially	  started	  publishing	  housing	  price	  data	  in	  1992.	  Prior	  to	  1992	  an	  unofficial	  index,	  based	  on	  similar	  sources	  and	  compiled	  at	  Statistics	  Norway,	  is	  used.	  A	  shock	  in	  the	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housing	  prices	  can	  occur	  if	  there	  are	  changes	  in	  tax-­‐policies	  or	  regulations	  affecting	  the	  housing	  market.	  If	  these	  changes	  are	  permanent	  and	  affecting	  the	  prices	  negatively,	  we	  believe	  that	  the	  prices	  will	  stabilize	  at	  a	  lower	  level	  than	  before	  the	  change.	  Therefore,	  we	  expect	  the	  housing	  prices	  to	  be	  a	  non-­‐stationary	  variable.	  	  2. The	   households’	   total	   disposable	   income	   adjusted	   for	   capital	   income.	   We	   have	  chosen	   to	  subtract	   capital	   income,	   since	   this	   can	  be	  affected	  by	  changes	   in	   tax	  policies.	   An	   example	   of	   this	   is	   the	   tax	   reform	   of	   2006,	   which	   resulted	   in	   an	  abnormal	  capital	  income	  among	  households	  in	  2005.	  The	   data	   is	   gathered	   from	   Statistics	   Norway.	   Higher	   income	   will	   result	   in	  increased	  purchasing	  power	  and	  borrowing	  capacity	  among	  households,	  which	  increases	   the	   amount	   of	  money	   disposable	   to	   spend	   on	   consuming	   goods	   and	  investments.	   If	   the	   nominal	   wage-­‐growth	   is	   higher	   than	   expected,	   it	   can	   be	  regarded	  as	  a	  shock	  in	  income.	  We	  find	  it	  hard	  to	  believe	  that	  the	  wage-­‐growth	  will	  fall,	  but	  rather	  that	  the	  workers	  expectations	  for	  future	  wages	  will	  adapt	  to	  the	   new	  wage-­‐level.	   Since	   the	   effect	   of	   a	   shock	   in	   income	  will	   not	   die	   out,	  we	  believe	  this	  variable	  to	  be	  non-­‐stationary.	  	  3. The	   households’	   total	   amount	   of	   outstanding	   gross	   debt.	   The	   data	   is	   gathered	  from	  Statistics	  Norway.	  When	  discussing	  how	  the	  households’	  gross	  debt	  affects	  the	   housing	   prices,	   we	   are	   not	   completely	   certain.	   We	   believe	   that	   increased	  housing	  prices	  could	  result	   in	  higher	  gross	  debt	  among	  households,	  since	   they	  can	  borrow	  more	  with	  the	  dwelling	  as	  collateral.	  On	  the	  other	  hand,	  we	  do	  not	  find	  it	  likely	  that	  the	  housing	  prices	  increase	  due	  to	  an	  increase	  in	  gross	  debt.	  If	  the	   gross	   debt	   changes,	  we	   suggest	   four	   possible	   causes:	   a	   change	   in	   income,	  housing	  prices,	   bank’s	   lending	  policies	   or	   interest	   rate.	  We	   see	   the	   changes	   in	  debt	   more	   as	   a	   result	   of	   changes	   in	   other	   variables,	   than	   debt	   being	   an	  independently	  exogenous	  variable	  affecting	  the	  housing	  prices	  directly.	  If	  this	  is	  the	  case,	   the	  model	  can	  experience	  simultaneous	   inference.	  This	  can	  cause	   the	  residuals	  to	  be	  correlated	  with	  one	  or	  more	  of	  the	   independent	  variables.	  This	  violates	  one	  of	  the	  standard	  assumptions	  for	  OLS.	  Three	  of	  the	  four	  causes	  are	  individual	   variables	   already	   discussed.	   To	   see	   if	   the	   fourth	   option,	   banks’	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lending	  policies,	  have	  impact	  on	  the	  housing	  prices,	  we	  need	  to	  see	  if	  the	  credit	  supply	   is	  affected	  by	  the	  banks’	  profit	  or	  government	  regulations.	   If	  we	  do	  not	  find	  households’	   gross	  debt	   to	  be	  a	   significant	  variable	  explaining	   the	  housing	  prices,	  it	  will	  support	  the	  theory	  that	  the	  lending	  was	  not	  limited	  by	  the	  banks’	  profit	  or	  government	  regulations	  during	  our	  estimation	  period.	  The	  households’	  debt	   is	   included	   as	   a	   significant	   variable	   with	   positive	   effect	   in	   Norwegian	  housing	  models	  from	  the	  1980s	  –and	  90s	  (Eitrheim	  (1993),	  referred	  in	  Jacobsen	  and	   Naug	   (2004:2))(Boug	   and	   Dyvi,	   2002).	   Anundsen	   and	   Jansen	   (2011)	   find	  evidence	  that	  it	  exists	  a	  self-­‐reinforcing	  relationship	  between	  debt	  and	  housing	  prices.	  	  The	  results	  establish	  a	  two-­‐way	  interaction	  in	  the	  long	  run,	  meaning	  that	  higher	  housing	  prices	  lead	  to	  a	  credit	  expansion,	  which	  in	  turn	  puts	  an	  upward	  pressure	  on	  prices.	  We	   choose	   to	   include	   the	  debt	   variable	   in	   further	   analysis	  and	  modelling,	  but	  we	  are	  not	  certain	  of	  its	  effect	  on	  housing	  prices.	  We	  expect	  the	  variable	  to	  be	  non-­‐stationary,	  because	  we	  do	  not	  find	  it	  likely	  that	  the	  debt	  will	  decrease	  after	  a	  positive	  shock.	  For	  example,	  a	  positive	  shock	  can	  be	  caused	  by	  changes	  of	  government	  –and	  banks’	  lending	  policies.	  	  	  4. Real	   housing	   stock	   measured	   in	   fixed	   prices.	   This	   measures	   the	   total	   stock	   of	  housing	   in	   Norway	   and	   it	   is	   calculated	   according	   to	   the	   perpetual	   inventory	  method5.	   The	   data	   is	   gathered	   from	   Statistics	   Norway.	   We	   believe	   the	  development	   in	   initiated	   dwellings	   and	   building	   costs	   are	   integrated	   in	   the	  development	  of	   the	   total	  housing	  stock.	  We	  will	   therefore	  not	   include	   these	   in	  the	   further	   analysis,	   but	   rather	   use	   housing	   stock	   only.	   An	   increased	   housing	  stock	   will	   increase	   the	   supply	   of	   housing	   and	   therefore	   reduce	   the	   price	  pressure	  in	  the	  market.	  We	  believe	  that	  the	  housing	  stock	  will	  not	  have	  a	  short-­‐term	  effect	  on	  the	  housing	  prices.	  This	  is	  because	  economic	  theory	  suggests	  that	  the	   short-­‐term	   housing	   supply	   is	   fixed	   due	   to	   limited	   capacity	   in	   the	  construction	   industry.	   A	   shock	   in	   the	   housing	   stock	   can	   be	   caused	   by	   drastic	  changes	  in	  climate	  and	  housing	  requirements,	  making	  dwellings	  uninhabitable.	  The	  change	  in	  housing	  stock	  will	  be	  permanent,	  but	  it	  is	  likely	  to	  believe	  that	  the	  
                                                
5 System of inventory control in which the number of units are continuously recorded to provide a running 
balance. 
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negative	   shock	   will	   be	   followed	   by	   a	   positive	   shock	   due	   to	   new	   initiated	  dwellings.	   Since	   the	   shocks	   accumulate	   over	   time	   and	   results	   in	   continuously	  growth	  in	  housing	  stock,	  we	  believe	  the	  variable	  is	  non-­‐stationary.	  	  5. Real	   interest	   rate	   after	   tax	   calculated	   by	   adjusting	   for	   inflation	   based	   on	   the	  
consumer	  price	   index.	  The	  nominal	   interest	  rate	  used	  is	  an	  average	  of	  the	  rates	  paid	   by	   households	   on	   loans	   in	   private	   financial	   institutions.	   The	   nominal	  interest	  rate	  is	  adjusted	  by	  the	  marginal	  tax	  rate	  and	  deflated	  by	  CPI.	  The	  data	  is	  gathered	   from	   Statistics	   Norway.	   We	   chose	   to	   use	   CPI	   as	   our	   deflator.	   We	  calculated	   the	   real	   interest	   rate	   based	   on	   all	   three	   deflators.	   The	   real	   interest	  rate	  deflated	  by	  CPI	  did	  not	  fluctuate	  as	  much	  as	  the	  others	  and	  we	  believe	  this	  one	  is	  better	  to	  use	  further	  in	  the	  analysis.	  This	  is	  also	  the	  deflator	  used	  by	  the	  Norwegian	   central	   bank.	  A	   shock	   in	   the	   interest	   rate	  will	   probably	  have	   great	  impact	  on	  the	  economy.	  The	  key	  policy	  rate	  is	  a	  powerful	  tool	  that	  central	  banks	  use	   to	   affect	   the	   interest	   rates	   in	   the	   market,	   and	   hereby	   correct	   unwanted	  market	   development	   such	   as	   inflation	   and	   overheating	   in	   the	   economy.	  When	  the	   economy	   returns	   to	   normal	   circumstances,	   the	   interest	   rate	   level	   will	  eventually	  return	  to	  the	  “normal	  level”.	  On	  this	  basis,	  we	  expect	  the	  real	  interest	  rate	  to	  be	  stationary.	  We	  have	  to	  keep	  in	  mind	  that	  we	  are	  examining	  a	  limited	  time	  period,	   and	   the	   time	   series	   can	  be	  non-­‐stationary	   even	   though	   economic	  theory	  indicates	  such	  variables	  to	  be	  stationary.	  	  6. The	  seasonally	  adjusted	  unemployment	  rate.	  The	  data	  is	  gathered	  from	  Statistics	  Norway.	  Changes	  in	  regulations	  can	  result	  in	  a	  shock	  in	  the	  labour	  market.	  The	  theory	  of	  hysteresis	  suggests	  that	  an	  abnormal	  high	  or	  low	  unemployment	  rate	  can	  settle,	  and	  not	  automatically	  return	  to	  pre-­‐shock	  level	  (Ministry	  of	  Finance,	  2000).	  This	  may	  be	   caused	  by	   the	   increased	  difficultness	   of	   finding	   a	  new	   job	  after	  being	  unemployed	  for	  a	  long	  period	  of	  time.	  Long-­‐term	  unemployment	  can	  result	   in	  changes	   in	  personal	  productivity,	  motivation	  and	  abilities.	  A	  study	  by	  Røed	   (1996)	   finds	   evidence	   of	   the	   theory	   of	   hysteresis	   in	   most	   European	  countries,	   including	   Norway,	   when	   analysing	   the	   stationarity	   of	   the	  unemployment.	  However,	  these	  tests	  do	  not	  consider	  any	  exogenous	  effects	  that	  can	   result	   in	   a	   permanent	   change	   in	   labour	   market	   equilibrium,	   such	   as	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structural	  reforms.	  Taking	  this	  theory	  into	  account,	  we	  believe	  that	  shocks	  in	  the	  labour	  market	  can	  have	  long-­‐term	  effects	  on	  the	  unemployment	  rate.	  Therefore,	  we	  expect	  the	  variable	  to	  be	  non-­‐stationary.	  
 7. The	  households’	  expectations	  and	  economic	  confidence.	  The	  expectations	  variable	  is	   constructed	   by	   TNS	   Gallup,	   and	   can	   be	   seen	   as	   a	   consumer	   confidence	  indicator.	  It	  is	  based	  on	  a	  survey,	  where	  average	  score	  can	  range	  between	  −100	  and	  100.	  The	  indicator	  measures	  households’	  expectations	  concerning	  the	  state	  of	   the	   economy	   and	   the	   development	   in	   their	   personal	   economy.	   People’s	  expectations	   towards	   personal	   –and	   the	   nation’s	   economy	   fluctuate	   with	   the	  business	   cycles.	   If	   the	  economy	   is	   in	  a	  boom	  and	   then	   suddenly	  experiences	  a	  shock,	   for	  example	   terrorist	  attacks	  or	  natural	  disasters,	  people’s	  expectations	  can	   suffer	   a	   drastic	   fall.	  We	  believe	   that	  with	   a	   longer	   time	  perspective,	   these	  negative	  expectations	  will	  not	   sustain.	  People	  are	  often	  optimistic	   and	   tend	   to	  forget	  negative	  episodes	  quickly.	  Therefore,	  we	  expect	  the	  expectations	  variable	  to	  be	  stationary.	  
 
Regarding the development in gross domestic product, we have decided not to include this as 
an independent variable. This is because of the many problems regarding the use of GDP 
mentioned earlier in the thesis, and the possible weakened strength and validity of our final 
model. Although, we will use GDP later in the thesis, when analysing the business cycles’ 
effect on housing prices.   
 
8.2 Stationarity analysis 
In the development of a new model, we need to see how the housing prices develops and try 
to find reasonable arguments for the influence of different variables. We want to find out 
whether we can assume the data to be stationary or not. By plotting the data, it might be 
possible to reveal possible trends, seasonality or other peculiarities.  
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8.2.1 Housing prices 
If we start by looking at the housing prices, we have already talked about the huge increase 
the last 20 years. When we want to explain the development by the impact of other variables, 
it might also be valuable to take a look at the housing prices once more. In figure 18 the 
price index from SSB (2012:3) is plotted from 1986-2011. We see that the growth has been 
substantial in this period, but it does not seem to be linearly. This makes sense, since the 
housing prices are affected by several factors in the market. We cannot assume a stable 
absolute growth in a variable affected by so many relations and factors as the housing prices. 
Over a long period of time, we might assume a more stable development, due to inflation 
and long-term changes in wealth. We would not assume the price to increase with the exact 
same value every year, but rather with the same average percentage, like the 2,5% inflation 
target set by the Norwegian central bank. This would suggest an exponential growth in the 
housing prices, which might also seem reasonable when evaluating figure 18 graphically. 
The variable plotted on a logarithmic scale in more linear. We chose to use this in further 
modelling and analysis.  
 
We also have to test whether or not the variables seem stationary. As mentioned earlier, a 
variable is weakly stationary if the mean, variance and autocorrelation are constant. All test 
results can be found in the appendix. 
 
Figure	  18.	  LHS	  Norwegian	  house	  price	  index.	  RHS	  Norwegian	  house	  price	  index,	  
logarithmic	  and	  differenced	  (SSB) 
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In figure 18, we can see the plot of the housing prices together with the plot of the first 
differenced housing prices. When using the ADF-test we can choose to include both trend 
and constant, only constant or neither. We also need to specify the number of lagged 
differences we want to include in the test. We can see that housing prices seems to have a 
pretty clear trend, and a constant.  The number of lags might be decided in several ways, but 
we have used the Schwarz Bayesian Information Criterion (SBIC) to decide the optimal lag 
length. When testing with lags, we have to make sure that the last lagged difference has a 
coefficient that is significantly different from zero. If not, this extra variable results in less 
degrees of freedom, which decreases the power of the test. We follow the testing strategy 
suggested by Elder and Kennedy (2001) while using a 5% significant level.  SBIC suggested 
an optimal lag length of 5 lags. We expected this variable to be non-stationary, and the test 
confirms our intuition by failing to reject the null hypothesis of the variable being non-
stationary.  
The next step is to difference the variable, and test whether the variable is I(1). We tested 
with a constant, but no trend since this seemed reasonable according to figure 19. The 
constant turned out to be insignificant, so we tested with neither trend nor constant and 
found the first differenced of the housing prices to be stationary. We therefore conclude with 
housing prices being an I(1)-variable. 
 
8.2.2 Interest rates 
Examining figure 19, the interest rates seem to be stationary, but there might be a small 
declining trend and a possible drift. Since we are using quarterly data, the real interest rate 
might fluctuate more than annual data.  
Figure	  19.	  Real	  
quarterly	  
interest	  rates	  
after	  taxes	  
(SSB). 
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SBIC suggested 1 lag. We expected this variable to be stationary, and the test confirms our 
intuition by rejecting the null hypothesis. We therefore conclude that the real interest rate 
seems to be an I(0)-variable. 
 
8.2.3 Unemployment 
It seems like the unemployment is showing a declining trend according to figure 20, so we 
include a trend and constant when running the ADF test.  
 
SBIC suggested 1 lag. We expected this variable to be non-stationary, and the test confirms 
our intuition by failing to reject the null hypothesis. 
We then need to test the differenced value, to see if the variable is I(1). In figure 21, we have 
plotted the differenced variable. It looks stationary with no trend and a possible drift. We ran 
the ADF test with 0 lags and we could reject the null hypothesis. We therefore conclude that 
the unemployment seems to be an I(1) variable.  
 
 
Figure 20. LHS Seasonally adjusted unemployment rate (SSB). RHS Differenced 
seasonally adjusted unemployment rate 
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8.2.4 Trend indicator 
From the plot in figure 21, we can see that the variable seem to have no trend and a possible 
drift, so we include a constant in the ADF test with 0 lags as suggested by SBIC. We 
expected this variable to be stationary, and the test confirms our intuition by rejecting the 
null hypothesis. 
We therefore conclude that the trend indicator seems to be an I(0) variable. 
8.2.5 Income  
We can see from figure 22 that the households’ disposable income has increased steadily, 
and somewhat exponentially, especially since 2000.  
 
Figure	  21.	  
Norwegian	  trend	  
indicator.	  1993-­‐
2011.	  TNS	  Gallup 
Figure	  22.	  LHS	  Household’s	  total	  disposable	  income	  (SSB).	  RHS	  Household’s	  total	  disposable	  
income,	  logarithmic	  and	  differenced	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From the series plotted on a logarithmic scale we can see that the variable expressed in a 
logarithmic term gives a better fit to a straight line and will therefore be used in further 
analysis and modelling. The series clearly shows a deterministic trend and we chose to run 
the ADF test with both constant and trend, with 4 lags.  We expected this variable to be non-
stationary, and the test confirms our intuition by failing to reject the null hypothesis. 
We then need to test the differenced values. With 5 lags, we rejected the null hypothesis. We 
conclude that the households’ disposable income seems to be an I(1) variable.  
 
8.2.6 Household’s gross debt 
We can see by the plot in figure 23 that the Norwegian households’ gross debt has had a 
somewhat exponential growth since the 1990s.  
 
We can see that the debt expressed in a logarithmic term gives a better fit to a straight line 
and will therefore be used in further analysis and modelling. The series shows a clear 
deterministic trend and possible drift, so the ADF test is run with a constant, trend and 5 
lags. We expected this variable to be non-stationary, and the test confirms our intuition by 
failing to reject the null hypothesis. 
We then need to test the differenced values. With a constant and 4 lags, we rejected the null 
hypothesis and conclude that the variable seems to be an I(1) variable.  
Figure	  23.	  LHS	  Household’s	  total	  gross	  debt.	  RHS	  Household’s	  total	  gross	  debt,	  
logarithmic	  and	  differenced	  (SSB) 
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8.2.7 Housing stock 
The housing stock in fixed prices has been increasing steadily throughout the period. There 
are indications of an exponential growth from 1990.  
 
By looking at the series plotted on a logarithmic scale, we can see that this fits a straight line 
better than the non-log series. Therefore, we choose to use this variable on a logarithmic 
scale in the further analysis. When looking at the logarithmic plot, we identify a clear trend. 
We run the ADF test with trend, constant and 4 lags. We expected this variable to be non-
stationary, and the test confirms our intuition by failing to reject the null hypothesis. 
We then need to test the differenced values. When testing with no trend or constant, and 4 
lags, we could reject the null hypothesis. We conclude that the housing stock seems to be an 
I(1)-variable.  
8.3 Determining the phases of the business cycle  
By decomposing GDP into trend and cyclical values, we will try to use the business cycles in 
a model explaining the housing prices. We will start with determining the different states in 
the business cycles over the last 35 years. The period is chosen on the basis of the quarterly 
data available from Statistics Norway. We wanted a bigger dataset than just the estimation 
Figure	  24.	  LHS	  Housing	  stock	  in	  constant	  prices	  (SSB).	  RHS	  Housing	  stock	  in	  constant	  prices,	  
logarithmic	  and	  differenced 
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period from 1986-2011, since this will provide us with more observations when estimating 
the trend. 
 
We started with collecting the quarterly GDP mainland data for Norway from Statistics 
Norway in fixed prices. The quarterly data available was in the period from 1978 until the 
second quarter of 2012. We then used the software Stata, to seasonally adjust the data. This 
is necessary to describe the trend without the seasonal fluctuations. We used the 
methoddescribed earlier in the thesis, which gave us the seasonal weights in figure 25. 
 
The seasonal weights represent the quarterly 
adjustment factor. We divide the real quarterly GDP 
by the adjustment factor to seasonally adjust the data. 
As we can see, GDP is usually lower in the first six 
months, so we increase the first two quarterly data 
slightly while we reduce the last two. This resulted in a 
smoother estimate of the development in GDP. 
 
We assume that the trend in GDP is deterministic. If we then de-trend the series, we can 
more easily see the deviation from trend. To do this we need to estimate the trend. This can 
be done in many ways, like linear - or exponential regression, but we have chosen to use the 
Hodrick-Prescott filter. This is one of the most common ways of de-trending when working 
with business cycles. The problem is to know which value of Lambda to apply. We therefore 
tried four commonly used values of Lambda to de-trend the logarithmic values of quarterly 
seasonally adjusted GDP-data. We used historic numbers from other papers and articles to 
try to determine which of the trends was the most accurate describing the Norwegian 
business cycles. Next, we calculated the trend development for the different values of 
Lambda, and estimated the percentage deviation from the seasonally adjusted real values of 
GDP. The business cycles were then estimated as the deviation from the trend. The different 
results where plotted in figure 26 to try spotting differences. It is important to keep in mind 
Quarter Seasonal weight 
1 0,975320 
2 0,983816 
3 1,004159 
4 1,036695 
Total 4 
Figure	  25.	  Seasonal	  weights	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that there is a lot of uncertainty connected to the method, and we have to be critical when 
interpreting the results. 
The option with using lambda value of 40 000 fitted the data best, which is also concluded in 
earlier works (Johansen and Eika, 2000). For example, in the economic downturn at the 
beginning of the 1990s the common opinion is that the trough in the business cycles was 
early in 1992. The negative gap in production calculated with 𝜆=1600 reaches the trough 
already in 1989 while the gap in production calculated with λ=40000 reaches the trough in 
1991/92.   
 
40 000 as the value of Lambda matches our knowledge and views of the Norwegian business 
cycles the best, also on the other well known troughs and peaks. Therefore we decided to 
apply this parameter value.  
There are still a lot of fluctuations in the series, and it might be difficult to see the changes in 
development and determine peaks and troughs in the cycles. To smooth the development and 
make it easier to work with, we calculated a moving average of ±2 quarters for every quarter 
Figure	  26.	  GDP	  deviation	  from	  trend	  with	  different	  HP	  values.	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in the seasonally adjusted data. We then calculated the percentage deviation from the trend 
using the HP-filter with Lambda = 40 000. This is illustrated in figure 27.  
 
In the table beneath, we have tried to classify the business cycles in the period from 1978 to 
2012q2. 
 
Figure	  28.	  The	  quarters	  categorized	  by	  the	  different	  phases	  within	  a	  business	  cycle 
Figure	  27.	  GDP	  
deviation	  from	  trend,	  
HP=40000 
 83 
We have evaluated the data as a growth cycle. This means that when there is a peak in figure 
27, there is a peak in a business cycle seen as a growth cycle. This is characterized as the 
point when the cycle is deviating the most from the trend, which is the same as when the 
derived of the cycle is equal to the derived of the trend. These dates match pretty well with 
our historical presentation in the beginning of the thesis. 
We have now classified the last 35 years in different phases of a business cycle. In the next 
section, we will use this information further, when building a model describing the 
Norwegian housing market. 
 
8.4 Cointegrated variables 
The general rule when using ordinary least squares method is to only apply stationary 
variables. This is because using non-stationary variables might lead to spurious results. The 
exception is if any of the I(1)-variables are cointegrated. Two cointegrated variables have a 
common stochastic trend, and will never diverge too much from each other. We use the 
Johansen test in Stata to find the possible number of cointegrated equations between the 
variables in question (Johansen (1988), referred in Brooks (2008)). The tests shows that the 
following I(1)-variables could be cointegrated: -­‐ Housing prices -­‐ Housing stock -­‐ Income -­‐ Debt 
Figure	  29.	  
Development	  in	  
the	  variables	  on	  
a	  logarithmic	  
scale 
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These four variables are illustrated in the logarithmic plot in figure 29. 
When testing the cointegrating relationships, we use the Johansen test. To decide the 
appropriate number of lags and whether or not to include a constant term, we use 
information criterions and economic theory. If a constant is included in the cointegration 
vector, it assumes a drift in the relationship between the variables. This is because the 
constant is included in explaining the differenced dependent variable. The change from one 
period to the next will therefore always include a constant term. We have noticed that neither 
of the two housing price models presented earlier in the thesis has included any constants in 
their cointegrating relationships. This subject is not well covered in the literature and 
empirical research, but we will try to use economic reasoning to evaluate our cointegrating 
variables (Ahking, 2001). 
It is important that the cointegrating variables have a plausible relationship. We will 
therefore take a closer look at the most interesting combinations.   
Housing prices and debt are one of those relationships. Most houses in Norway are debt 
financed, and a large share of the households’ total debt is mortgages. With increasing 
housing prices, the possibility of refinancing the debt has also increased. In this way, the 
mortgage can be increased to purchase other consumable goods. The government is trying to 
regulate the credit market to avoid the debt increasing along with the housing prices. The 
15% equity rule is a good example. Still we find it reasonable to believe that these two 
variables will have a pretty stable relationship, and that they might be used as cointegrating 
variables.  
We find it reasonable to believe that the housing prices and debt affect each other in a two-
way relationship. If the housing prices increase, the demand for debt will also increase. But 
if the price on debt, the interest rate, or the availability of debt changes, it might also change 
the housing prices. It is difficult to know whether or not to include a constant in the 
cointegrating relationship. We have decided not to, since we are uncertain of the 
development between the debt and the housing prices, and cannot claim that there is a fixed 
element in their development. The information criteria suggest 5 lags when we test without 
including a constant. When 𝑔 lags are included in the VAR (Vector Autoregressive model), 
this gives 𝑔 − 1 differenced lags in the VECM (Vector Error Correction Model), and it 
seems natural with 5 lags initially since we are operating with quarterly data.  
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The relationship between housing prices and income has been closely evaluated in previous 
articles, and is included in both models presented earlier in this thesis. Higher income will 
increase the amount of money available for housing services, and probably increase prices. 
Likewise, if income is reduced the demand for housing services will probably decrease, and 
the prices fall. Hence, it seems reasonable that these two variables might be cointegrated. 
When looking at the development between the housing prices and income graphically in 
figure 29, it seems difficult to say something certain about the relationship. We believe they 
are cointegrated due to economic reasons, but we will not include a constant in the 
cointegrating equation since we do not have any clear economic reasons to do so.  We also 
assume that housing prices will depend on income and not the other way around. The 
information criteria suggest 5 lags.   
Income and housing stock seems to have a pretty stable relationship according to figure 29. 
The time horizon is important because of the characteristics of the housing stock, since it is 
seen as given in the short-run. The income is also difficult to affect in the short-run, because 
of unions and wage negotiations. In the long run they are both more dynamic. It is still 
reasonable to assume a stable relationship between the two variables, since income logically 
will have a major impact on the housing stock. We do not see a clear economic reason to 
include a constant in the relationship between income and housing stock, so we will 
therefore not include one. We will estimate the housing stock as a function of the income, 
because this is the most reasonable relationship. The information criteria suggest 5 lags.  
We use the Johansen test to find the cointegration vector. It also shows the speed of 
adjustment, the coefficient estimate of the error correction equation, and tests if this factor is 
significantly different from zero. The test output can be found in the appendix. All factors 
proved to be significant, and we found the following equations: -­‐ 𝑐𝑒_𝑝ℎ_𝑑 = 𝑝ℎ + 0,0932852𝑑	  -­‐ 𝑐𝑒_𝑝ℎ_𝑦𝑑 = 𝑝ℎ + 0,1483129𝑦𝑑  	  -­‐ 𝑐𝑒_ℎ_𝑦𝑑 = ℎ − 1,206192𝑦𝑑	  
where  – 𝑐𝑒_𝑥!_𝑥! =	  Correction	  error	  equation	  for	  integrated	  variables	  𝑥!and	  𝑥!	  – 𝑝ℎ	  =	  ln	  housing	  prices	  deflated	  by	  the	  consumption	  deflator	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– 𝑑 =	  ln	  households	  gross	  debt	  deflated	  by	  the	  consumption	  deflator	  – ℎ  =	  ln	  Housing	  stock	  in	  constant	  prices	  
 
We see that the cointegration equation including housing prices and income seems to 
contradict economic reasoning. No matter the sign of the coefficient in front of the vector, 
equal signs of ph and yd means that increasing income will contribute to decreasing housing 
prices. We have seen that this relationship has been set to "1− 1”, or "ph− yd" in the 
MODAG model for housing prices presented earlier in the thesis. By doing so, they assume 
homogeneity between the variables and restricts the effect of income to positive. We will 
although wait until we have the total affect from the cointegrating equations before we make 
any decisions of whether to drop this equation or not in our model. The income is also 
included in a cointegrating relationship with the housing stock, and the opposite effect on the 
housing prices from these two follows economic reasoning. The housing prices and the debt 
in the first cointegration should also have opposite signs to follow economic reasoning. 
Housing prices are although included in two different cointegrations, so the total effect is 
still unclear and dependent of the coefficients in the final model. When we have more than 
one cointegrating equation including the same variables, the total effect from the variables 
might be different from what it seems like in one of the cointegrating equations alone. We 
will therefore use these equations in our model as a part of the initial error correction model, 
and then test the total affects before deciding on including them or not. 
 
In this chapter we have analysed and processed the data, in order to make sure the variables 
are suited for further modelling.  
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9. Estimating a model for the housing market 
We now have the explanatory variables we want to use and the error correction equations. 
The stationarity tests indicates which other variables we can include, and on which form. 
Since the dependent variable housing prices is an I(1)-variable, it must be on differenced 
form. The regression will indicate the effects of several variables on the change in the 
housing prices. We must always remember that the coefficients are estimated by 
mathematical models and not economic reasoning. We therefore have to be careful when 
interpreting the results, and make sure the relationships are theoretically grounded. The 
easiest way to spot if the numbers are reasonable is to check if the sign of the coefficients 
match our expectations. 
An important decision is whether or not to include a constant in the regression. A constant in 
the equation of a differenced variable will mean that we believe the variable has a constant 
drift. If all explanatory variables remain unchanged, the housing prices will still change due 
to the constant. Looking at the housing prices in our data, it might seem like we have a 
positive trend. The prices have risen more than the variables in this period, but it is difficult 
to find out if it would grow without any change in the other variables. There could also exist 
variables that we are not including, or effects our variables do not pick up, making the 
housing prices grow even if the included variables remain unchanged. We will include 
quarterly dummy variables to account for seasonal fluctuations. If we exclude a constant 
while including seasonal dummies, the dummies might end up including non-seasonal 
effects.  We will therefore include a constant in our model.  
When building a model like this, there will always be tradeoffs between simplicity and 
explanatory power. This is especially important when deciding how many lags of the 
variables we want to include. Too many explanatory variables might also tend to weaken the 
power of one another.   
The differenced housing prices can be expressed as ∆𝑝ℎ! = 𝑝ℎ! − 𝑝ℎ!!!. We believe that it 
exists inertia in the housing market. This means the prices uses some time to adapt to 
changes in the factors affecting the market. This is the reason why we use the error 
correction model to include the deviations from earlier periods. Since the dependent variable 
is dependent of the previous period, we use the variables on lagged form.  We will also 
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include more lags of the explanatory variable. Dummy variables are included to try to 
capture the effects of seasonal variations.  The constant will include the affect of the fourth 
quarter, and we will maximum need three quarterly dummies. We will also include a dummy 
variable indicating if the GDP is over the trend or not, stating if there is a boom or a 
recession.  
If we were to start with a balanced model, which means including the same number of lags 
of every variable in the short run dynamic, the model would be over-parameterized. We 
therefore have to base our modeling strategy on reducing the balanced model to a more 
specific model with reasonable economic and econometric qualities (Jacobsen and Naug, 
2004:2). When choosing how many variables to include, it is a tradeoff between inaccurate 
and skewed estimates. If we include many variables and lags we will most likely end up with 
a model that is not too exposed for skewness, which means the probability of omitted 
variables is reduced. On the other hand, including many variables will increase degrees of 
freedom, which might create inaccurate estimates. 
 
∆𝑝ℎ! =    𝛽!,!∆𝑝ℎ!!!!!!! +    𝛽!,!∆ℎ!!!!!!! + 𝛽!,!∆𝑑!!!!!!! + 𝛽!,!∆𝑦𝑑!!!!!!! +   𝛽!𝑐𝑒!!_!",!!!+   𝛽!𝑐𝑒!_!",!!! + 𝛽!𝑅𝑅𝑇!!! +   𝛽!𝑆𝑒𝑎𝑠! +   𝛽!𝑆𝑒𝑎𝑠!!! +   𝛽!"𝑆𝑒𝑎𝑠!!!+   𝛽!"𝐷𝑢𝑚𝑚𝑦𝐺𝐷𝑃 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡       
 
If we start with a model including all variables with the appropriate number of lags and then 
remove variables that are insignificant6 or in conflict with economic theory, the order in 
which we remove variables might have a substantial impact on the outcome. The same 
problem will occur if we start with a few variables that we know we want to include, and 
then add more variables as we go.  To ensure that we do not wrongly omit any variables or 
end up with spurious results (Freedman, 1983), we have estimated several different models 
including only a few of the variables. In the evaluation of each model, we emphasize 
                                                
6 Coefficient significantly different from zero, hereby p-value < 0.05, are significant and can be used in the 
model  
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economic theory and simplicity, rather than just looking at predictability and significance. 
Then, we simplified these models by restrictions. Some of the restrictions applied were not 
rejected and eased the interpretation of the dynamic between the variables. By analyzing the 
dynamics between the variables in this way, we could enhance our certainty when reducing 
the number of variables. 
The Norwegian trend indicator was supposed to capture the influence from the consumers’ 
expectations of the housing prices. The variable turned out to be significant, but often with a 
coefficient that was negative or extremely close to zero. A negative coefficient would imply 
that positive expectations would decrease the housing prices, which does not seem correct 
according to economic theory. The coefficient close to zero would not have made any impact 
no matter what, so we excluded this variable. 
The differenced debt never turned out to be significant, nor did the coefficient for the 
cointegrated vector including the debt. This can be the result of the theory that the lending 
was not limited by the banks’ profit or government regulations during our estimation period. 
The results from Jacobsen and Naug (2004:2) did also support this theory when testing their 
whole estimation period 1990-2004 and even when specifically testing the period during the 
banking crisis.  The sign of the coefficient was inconsistent in the different models. We did 
not see any clear pattern whether the debt had a negative or positive impact on the housing 
prices. With no consistency, there is hard to find any economic reasoning for the different 
outcomes. This might be because the debt is very correlated with both the income and the 
housing stock (see covariance matrix in appendix). As we have discussed earlier, there is 
also a question whether the debt really affects the housing prices directly. We will therefore 
exclude all variables that include the debt.  
The differenced unemployment did not comply with economic reasoning since the 
coefficient turned out to be positive in some models. It is not intuitive that an increasing 
unemployment will increase the housing prices. In other models, the coefficient was far from 
significant. We will therefore exclude the unemployment as a variable.  
The differenced income variable became significant with a positive coefficient only when it 
was lagged two times. Economic theory indicates that the coefficient must be positive, since 
a decrease in disposable income will not cause an increase in housing prices. We cannot see 
any clear economic reasons for why the second lag should be different from the other lags. 
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In addition, including the significant second lag also affected other parameters, and turned 
some of these insignificant. This can be caused by high correlation with other variables. 
Because we want to be certain of the economic reasoning behind our model, we choose not 
to include the income in the short-term dynamics, as we also have argued that income might 
only be relevant in the long run. The cointegrating relationship between the income and the 
housing prices was significant in almost every model. As we have discussed earlier, we need 
to include all the cointegrating equations in a long-term solution to see the total impact from 
these variables, before we can make any conclusions regarding their economic reasoning. 
It seems that the relationship between the housing stock and the income might have given 
some unintuitive results in the short-term dynamic. The coefficients should have opposite 
signs with the housing stock being negative. The problem is that this mainly applies in the 
long run, not in the short run. This is because the housing stock, and partly income as well, 
are considered as given in the short run. The insignificant and positive coefficients for 
housing stock could therefore be a result of the variable being estimated in a short term 
dynamic. The cointegration vector including income and housing stock proved to be 
significant and with economic intuitive signs. Since income is included in two cointegrated 
variables, we will check the total effect of the cointegrating equations after calculating the 
long-term solution.   
We include the first and fourth lag of the differenced housing prices. These two were 
significant in almost every model they were included in, and it makes sense in economic 
theory. The first lag implies that the change in housing prices last period has an effect on the 
change in housing prices this period. The fourth lag includes an effect from the change in the 
same quarter previous year, which makes sense if the housing prices have more seasonal 
variations than the other variables. This way it might catch some of the seasonal adjustment 
the dummy variables do not pick up.  
Both real and nominal interest rates are significant in many of the models. Some lagged 
variants gave a positive coefficient, which would not be consistent with economic theory. 
The coefficient of the real interest rate lagged one period turned out to be negative and 
significant in most models. This complies with economic theory and therefore we choose to 
include the real interest rate with one lag.  
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The dummy variables for development in GDP did not become significant in any of our 
models. The coefficient is positive in most of the models, which is expected as the dummy 
was set to 1 in the periods with booms, but neither of the coefficients in the different models 
was even close to being significant. The coefficients were also very close to zero. It does not 
mean we can reject all hypotheses of GDP or business cycles affecting the housing prices, 
but the dummy variable describing whether there is a boom or recession in the economy was 
not found significant describing the housing prices.  
The outcome regarding the seasonal dummies was inconsistent. The first quarter was always 
significant, the second quarter was significant in about half the models and the third one was 
very rarely significant. We therefore excluded the seasonal dummy for the third quarter. 
When we found the model we wanted to apply, we tested the first two quarters, and included 
both when they turned out to be significant. We also calculated the long-term solution for the 
different models, to check that it matches economic reasoning. This is shown for our final 
model later in the thesis. 
 
When we plotted the differenced data for housing prices in figure 30, we discovered an 
outlier in the observation from 2008q4. Often these extreme observations are due to 
measurement errors, but this is when the financial crisis hit Norway the hardest. A fall of 
approximately 9% in the housing prices is way beyond the normal. We will therefore include 
a dummy variable for this quarter to avoid this extreme value from making too much impact 
on the model.  
As a result of the discussion and estimations above, we ended up with the following model:  
Figure	  30.	  Plot	  of	  
the	  differenced	  
housing	  prices,	  with	  
2008q4	  highlighted 
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The output from figure 31, can be written as: ∆𝑝ℎ =   𝛽!∆𝑝ℎ!!! +   𝛽!∆𝑝ℎ!!! +   𝛽!𝑐𝑒!!_!",!!! +   𝛽!𝑐𝑒!_!",!!! + 𝛽!𝑅𝑅𝑇!!! +   𝛽!𝑆𝑒𝑎𝑠!+   𝛽!𝑆𝑒𝑎𝑠!!! +   𝛽!𝑞4!" + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡       
All the coefficients, except for ∆𝑝ℎ!!!, are significant at 1% level. From the short term 
dynamic we can see that if the housing prices increased by 1% in the previous quarter (𝑞!!!) 
or the same quarter last year (𝑞!!!), our model suggests todays housing prices will increase 
by 0,213% or 0,184% respectively. The interest rate seems to have a great negative impact, 
which makes sense. The constant and seasonal dummies are positive, and imply a positive 
drift in the housing prices, where the impact of the drift is seasonally dependent.  
If we plot our fitted value together with the actual figures, illustrated in figure 32, we see that 
the model explains the development in housing prices pretty well. About 70% of the 
fluctuations in the dependent variable can be explained by the explanatory variables. It could 
of course be possible to make a better fit, but we want to have economic reasoning for all our 
parameters.  
Figure	  31.	  Regression	  results	  of	  housing	  price	  model 
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In a long-term equilibrium, the variables in the short-term dynamics are equal to zero. This 
means all the differenced variables will be set as zero, and we will remove the constant and 
dummies since they do not have any impact on the equilibrium housing prices. The interest 
rate and the two cointegrated equations are then the variables left. The regression has 
estimated the coefficients, and we can use these to see how the housing prices are affected in 
the long run.  The long-term solution can be expressed as: 
 0 = −0,0560789 𝑝ℎ + 0,1483129𝑦𝑑 − 0,1714007(ℎ − 1,206192𝑦𝑑)   − 0,7203277𝑅𝑅𝑇 
 
The coefficient -0,0560789 in front of the cointegration vector normalized on ph is called the 
speed of adjustment. It describes the speed of adjustment back to equilibrium and measures 
the proportion of last period’s equilibrium error that is corrected for (Brooks, 2008). The 
inverse of the speed of adjustment how many time periods it will take after a shock to get 
back to equilibrium. In our model that will be !!,!"# ≈ 18  quarters, or 4,5 years. The speed of 
adjustment can be interpreted as when the housing price is above its estimated long-term 
equilibrium in quarter t-1, it will fall by 0,0560789% in period t, if everything else stays the 
same. The opposite if the price is below long-term equilibrium. 
If we solve the equation and put 𝑝ℎ  alone on the left hand side we have the long-term 
solution: 
Figure	  32.	  The	  
development	  in	  
real	  housing	  
prices	  vs.	  
predication	  from	  
model 
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 𝑝ℎ = 3,538317065𝑦𝑑 − 3,056420508ℎ − 12,8448971𝑅𝑅𝑇 
We see that the model generates economically reasonable relationships for the long term, 
since an increasing income will increase the housing prices, while increasing housing stock 
or interest rates will decrease the housing prices. As we can see, the expected total income 
effect was not altered by the cointegrating vector ce_ph_yd, which we discussed earlier in 
the cointegration part. The second cointegrating equation also containing income reversed 
the effect. The results of our model will therefore indicate the relationships between the 
housing prices, disposable income, housing stock and interest rate in the long run. When the 
variables are on logarithmic form, the coefficient will be the approximate elasticity of the 
variable relative to housing prices for small changes in the variable. The changes in percent 
multiplied with the coefficient will give the percentage change in housing prices. Changes in 
the real interest rate after taxes will directly affect the housing prices with the coefficients 
value for every percentage point the RRT changes. The following examples illustrate the 
effects: -­‐ The	   total	   disposable	   income	   increases	  with	   one	   percent,	   e.g.	   from	   100	   billion	  NOK	  to	  101.	  That	  gives	  an	  increase	  of	  approximately	  1% ∗ 3,54 = 3,54%	  on	  the	  housing	  prices	  in	  the	  long	  run.	  -­‐ An	   increase	   from	  150BNOK	   to	   155BNOK	   in	   the	   housing	   stock	   is	   a	   percentage	  increase	   of	   3,33%.	  With	   all	   other	   variables	   kept	   still,	   that	  would	   decrease	   the	  housing	  prices	  with	  approximately	  3,33% ∗   3,06 = 10,19%	  in	  the	  long	  run.	  -­‐ If	  the	  real	  interest	  rate	  decreases	  by	  0,5	  percentage	  points	  (e.g.	  from	  5	  to	  4,5%	  or	   3	   to	   2,5%),	   the	   housing	   prices	   would	   increase	   with	   approximately	  0,5% ∗12,84=6,42%	  in	  the	  long	  run.	  
 
These numbers gives us an understanding of how the factors affect the housing prices in the 
short-run and in the long run. In the next chapter we will test whether our model is 
“approved” in terms of statistical validity.  
 
 
 95 
10. The statistical validity of the model 
10.1 Statistical and graphical tests 
Stata gives access to a large number of diagnostic tests, which we used to check the 
statistical analysis and the validity of our model. We use both graphical and statistical 
methods. All the tests we use are explained earlier in the thesis.  
 
When estimating an error correction model, a lot of factors are sensitive to the violation of 
standard assumptions about the disturbances and to the exclusion of relevant independent 
variables. This includes the properties of the OLS estimators, parameters and standard errors, 
together with any associated test procedures. Therefore, we have to remember that the 
usefulness and validity of such tests cannot be taken for granted when the dependent variable 
and some of the independent variables are non-stationary (Gerrard and Godfrey, 1998). We 
test several aspects to make sure the standard assumptions are not being violated. All test 
statistics can be found in the appendix. 
By looking at the residual plot in figure 33, we can see that the residuals show no clear signs 
of autocorrelation. There is no clear pattern in the residuals over time, the points are 
randomly spread and the residuals do not seem to cross the x-axis either too frequently or too 
little. 
Figure	  33.	  LHS	  Residuals	  over	  time.	  RHS	  Residuals	  vs.	  lagged	  residuals	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The graphical tests are satisfying, but we need to support the results with statistical tests. The 
p-value for the Breusch-Godfrey serial correlation Lagrange multiplier test with four lags is 
estimated to 0, 8581, so we cannot reject the null hypothesis of no autocorrelation. This is 
also supported by the Ljung-box test, where we could not reject the null hypothesis of no 
autocorrelation of the first and fourth order. 
 
 Figure 34 shows that the residuals seem to be normally distributed. The residuals are quite 
symmetrical, though with minor tendencies of skewness. The tail of the distribution is 
seemingly not fat and can be characterized as mesokurtic. If the hypothesized distribution 
describes the data sufficiently, the plotted points will approximately be a straight line. If the 
plotted points deviate significantly from the straight line, especially at the ends, then the 
hypothesized distribution is not appropriate. This is not the case, and the graphical results 
seem to conclude that the residuals are normally distributed. To support the evidence of 
normality, we test the residuals with the Jarque-Bera test for normality. The test statistic’s p-
value is 0,5545, and we cannot reject the null hypothesis, which says that the residuals are 
both symmetric and mesokurtic.  
To test whether the residuals are heteroscedastic, graphical tests cannot be used. Therefore, 
we use the two tests presented earlier in the thesis, White’s test and the ARCH test. The p-
value from White’s test was 0,4594. We choose to include 4 lags in the ARCH test, since we 
have quarterly data. The p-value from the test varies between 0,4732 and 0,6927, depending 
on chosen number of lags. Therefore, we cannot reject any of the null hypotheses in either of 
the two tests, which say that the residuals are homoscedastic.  
Figure	  34.	  LHS	  Histogram	  of	  residual	  density.	  RHS	  Standard	  p-­‐plot 
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Finally, we will test if we have chosen the best-suited functional form. An assumption in the 
classic linear regression model is that the appropriate function form is linear. We test this by 
using Ramsey’s RESET test. The p-value of the test is 0,3553, and we cannot reject the null 
hypothesis that the functional form was correct and there are no omitted values.  
 
Based on the tests performed above, we believe that our model describing the development 
in the Norwegian housing prices, do not violate any of the standard assumptions in the 
statistical methods described in this thesis. 
 
10.2 Prediction and consistency in variables 
We have estimated a model that explains the housing prices. We want to be certain of our 
choice of variables and to check whether our economic reasoning behind the model is 
consistent through the estimation period. To do this, we estimated the model with the same 
variables only for a part of the data series. In our data series, we decided to divide the data 
series approximately in half. In other words, we estimated new coefficients on the basis of 
the data from 1986-1998(the regression output can be found in the appendix). To validate 
our choice of variables, we predicted the second half of the data series based on the new 
coefficients, and compared the prediction to the development in housing prices. If the 
prediction described the development well, it may be an indication of that our choice is 
consistent through the time series.  
Figure 35 illustrates the fit between the predicted housing prices and the housing prices, 
when the period from 1999 to 2011 is the predicted part. 
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We can see that the predicted values fit the prices quite well. The adjusted R-squared is 0,63 
for the entire time period. This may be a good indication that our model is robust and our 
variables economically grounded through the estimation period.  
10.3 Criticism and deficiencies in the analysis 
When working with time series and statistical analysis, we have to stay critical to any 
findings and results. Although our time series have all been gathered from valid and reliable 
sources, several of the data series have been subject of revising during the period. This can 
cause data in the same series to be non-comparable and the validity of the statistical analysis 
can be compromised.  
Some of the variables are expected to be non-stationary or stationary in the analysis. These 
assumptions are essential for the econometric model’s predictability. The tests used to 
determine whether the variables are stationary or not, are very sensitive to the option 
whether or not to include a deterministic trend and/or constant. This problem also arises 
when estimating the cointegrating equation. The issue is little discussed in textbooks and 
research papers. We have read many papers on the subject, but none has justified their 
choice with economic or statistical reasoning. Therefore, we have to account for any errors 
in our economic reasoning regarding the choice of deterministic trends and constants. To site 
Ahking (2001): “In sum, we believe that the treatment of the deterministic components in a 
co-integration model has not been addressed adequately in the empirical literature. The 
Figure	  35.	  
Predited	  values	  
from	  1999	  to	  
2011	  vs.	  housing	  
prices 
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consequences of mis-specifying the deterministic components in actual applications are 
largely unknown.” 
Our data set contains quarterly data from 1986 to 2011, which are 104 observations. The use 
of lags and differenced variables made the numbers of observations even less. It is difficult 
to say whether there are enough observations to draw statistical conclusions, so we have to 
stay critical to the effects estimated by the model. We should probably have based the model 
on a bigger sample size to be able to draw clearer conclusions. On the other hand, the two 
housing models presented earlier in the thesis had both a smaller data set than us. A larger 
sample could also cause problems with structural changes in the markets and in the 
variables. Therefore, it can be difficult to decide what the optimal sample size should be. The 
optimal sample size would most likely depend on what kind of analysis to be conducted.  
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11. Conclusion 
 
The housing prices have increased by over 300% since 1986. Except for the downturn during 
the banking crises and the financial crisis, there has been a continuously growth. In this 
thesis we have analysed the factors behind the growth in prices on the basis of an 
econometric model and empirical analysis. 
 
We created an Error Correction model, which estimates the short –and long-term effects in 
the Norwegian housing prices. Our main findings are that the real housing prices are affected 
by previous housing prices, the real disposable income, the housing stock and the real 
interest rate after taxes. 
 Prices in the short term are affected by previous housing prices: the last quarter and the 
same quarter the previous year.  
In the long-term, the housing prices are affected by the housing stock, real disposable 
income and the real interest rate. The housing prices will increase by approximately 3,54% 
for each percentage increase in disposable income, decrease by 3,06% for each percentage 
increase in housing stock and decrease by 12,84% for each percentage point increase in real 
interest rates after taxes. 
We have also estimated the different phases in the business cycles in the period, but these 
dummy-variables did not turn out to be significant. 
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Appendix 
Variable summary 
 
Stationarity test 
We used the Augmented Dickey-Fuller Test to check the variables for stationarity.  To find 
the appropriate number of lags, we used the Bayesian Information Criterion. This number of 
lags was used in the ADF test for stationarity, with the different options. The housing prices, 
debt and income are adjusted by the private consumption deflator. ∆  in front of a variable 
means that it has been differenced. The results are illustrated in the following table:  
Variable	  
characteristics	  and	  
correlation	  matrix 
Results	  from	  
ADF	  test 
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We have used a 5% significance level in our analysis. Values that are seen as stationary with 
a 5% significance level is therefore marked by one star (*), while those who are significant 
at 1% significance level are marked with two stars (**). Empty cells in the table means there 
was no point in testing with these properties according to economic theory and significance 
in the tests.   
Cointegration 
 
Finding	  the	  number	  
of	  possible	  
cointegrating	  
relationships 
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Finding	  the	  
optimal	  
number	  of	  lags	  
in	  the	  
cointegrating	  
relationships	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Cointegrating	  
vector	  between	  
housing	  prices	  
and	  debt 
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Cointegrating	  
vector	  between	  
housing	  prices	  
and	  income 
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Cointegrating	  
vector	  between	  
housing	  capital	  
and	  income 
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Tests for Heterescedasticity  
 
 
Test for autocorrelation 
 
White’s	  test	   
Ljung-­‐Box	  test 
Breusch-­‐
Godfrey	  test 
ARCH-­‐test 
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Test for normality 
 
 
Test for functional form 
 
 
 
 
 
 
 
 
Ramsey’s	  
RESET	  test 
Jarque-­‐Bera	  
test 
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Prediction and consistency in variables 
 
 
 
Regression	  
results	  of	  
housing	  
price	  model	  
with	  data	  
from	  1986-­‐
1998	   
