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2 Visualisierungen in der Korpuslinguistik
Diagrammatische Operationen zur Gegenstandkonstitution,
-analyse und Ergebnispräsentation
Abstract: Visualisierungen sind auch in der Korpuslinguistik wichtig, um
Strukturen in großen Korpora überhaupt analysierbar zu machen. Daher sind
Methoden der „Visual Analytics“ nicht einfach der letzte Schritt einer Korpus-
analyse, sondern beeinflussen bereits die Datenaufbereitung. Aus Sicht der Dia-
grammatik, der Lehre des Diagramms, lässt sich gut herleiten, warum Visua-
lisierungen eigentliche „Denkzeuge“ sind: Mit Diagrammen kann operiert
werden und im besten Fall können aus bestehendem Wissen neue Erkenntnisse
gewonnen werden. Für den korpuslinguistischen Zugang sind einige sog. dia-
grammatische Grundfiguren, also grundlegende Typen von Diagrammen,
entscheidende Mittel, um den Untersuchungsgegenstand Sprache zu konsti-
tuieren, so z. B. die Liste, der Vektor und der Graph. Der Beitrag konzipiert
diagrammatische Operationen als Grundbedingung der Korpuslinguistik und
skizziert fünf diagrammatische Grundfiguren. Zusätzlich wird an einem Bei-
spiel, der Analyse von sog. Geokollokationen, gezeigt, worin der Wert explora-
tiver visueller Korpusanalysen besteht.
Keywords: datengeleitete Korpuslinguistik, Datenvisualisierung, Diagrammatik,
Visual Analytics
1 Visualisierung als Diagramm
Die klassische Keyword in Context-Liste (KWiC) oder Konkordanz ist in der
modernen Korpuslinguistik häufig nicht mal mehr der Startpunkt einer Analyse,
sondern wird oft gleich in eine Tabelle oder ein Diagramm übersetzt, das die
Anmerkung: Der Text entstand im Rahmen des vom Schweizer Nationalfonds geförderten Projek-
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Verteilung eines Phänomens beschreibt. Trotzdem ist die KWiC-Liste nach wie
vor ein Ikon für den korpuslinguistischen Zugang – und ich möchte im Folgen-
den argumentieren, dass sie weit mehr ist als das. Es handelt sich bei der Kom-
pilation einer KWiC-Liste um eine der grundlegendsten diagrammatischen
Operationen, die den korpuslinguistischen Zugang zu Sprachdaten von ande-
ren Zugängen der Lektüre oder Analyse unterscheidet. Die KWiC-Liste ist eine
Form eines Indexes oder Registers, mit dem die Einheit des Textes aufgebro-
chen wird. Dies ist einerseits ein Verlust, da die ursprüngliche Komplexität der
Textgestalt nicht mehr (oder nur ansatzweise) sichtbar ist. Andererseits ist dies
jedoch ein enormer Gewinn, weil damit eine neue Sicht auf Texte und auf die
Serialität von bestimmten Phänomenen in den Texten gewonnen wird.
Es ist ein Gemeinplatz in der Korpuslinguistik, dass diese neue Perspektive
auf Textkorpora gewinnbringend ist, um die Musterhaftigkeit von sprachlichen
Phänomenen zu entdecken (Perkuhn & Belica 2006; Perkuhn, Keibel & Kupietz
2012). Da ich im vorliegenden Beitrag jedoch den Zusammenhang von Visua-
lisierungen und Korpuslinguistik beleuchte, möchte ich mit einer diagramma-
tischen Sicht auf korpuslinguistische Analyseformen beginnen.
1.1 Die diagrammatische Operation als Grundbedingung
der Korpuslinguistik
Die Theoriebildung zur Diagrammatik (Bauer & Ernst 2010; Krämer 2016; Stet-
ter 2005; Bredekamp 2008) geht insbesondere auf Arbeiten von Charles San-
ders Peirce zurück, der mit der Trias von Index, Ikon und Symbol das Erschei-
nungsspektrum von Zeichen beschrieben hat. Das prototypische Diagramm,
beispielsweise die geometrische Zeichnung eines Dreiecks oder Datenpunkte
in einem Koordinatensystem, steht zwar in einem ikonischen Ähnlichkeitsver-
hältnis zum Denotat, abstrahiert davon jedoch, so dass es als „Verwirklichung
eines abstrakten Modells“ (Eco 1977: 55) wahrgenommen werden kann. Auch
wenn das Dreieck nicht genau wie ein Dreieck aussieht (etwa, weil es von Hand
skizziert worden ist), wird es in bestimmten Kontexten als abstraktes Modell
des Dreiecks wahrgenommen. Wenn es so wahrgenommen wird, wird es als
Diagramm – und nicht etwa als Skizze, Gemälde o. ä. wahrgenommen, wo die
Strichdicke, Farbe, Strichqualität etc. als bedeutungstragend aufgefasst würde.1
1 Natürlich können die genannten Merkmale auch bei einem Diagramm bedeutungstragend
sein, etwa um verschiedene Typen von Dreiecken zu unterscheiden. Aber auch dann wird
beispielsweise die Farbe Rot nicht als „rot“ wahrgenommen, sondern in ihrer diagramma-
tischen Funktion im Diagramm.
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Mit Peirce gesprochen würden solche Merkmale nicht als „Qualizeichen“, son-
dern als „Sinzeichen“ aufgefasst (Peirce 1994: 2244).
Das Dreieck als Diagramm ist also schematisch und damit „auf Reprodu-
zierbarkeit hin angelegt“ (Krämer 2016: 76). Es wird in Form einer grafischen
Umsetzung instantiiert und nur in dieser Instanz sichtbar.
Alles, was schematisch ist, kann wiederholt und in dieser Wiederholung – absichtsvoll
oder versehentlich – zugleich variiert werden. Dies ist ein Grundzug aller diagramma-
tischer Artefakte. (Krämer 2016: 77)
Zum Schematismus kommen jedoch einige weitere diagrammtypische Eigen-
schaften hinzu (Sybille Krämer nennt deren zwölf, Krämer 2016: 60 ff.), darun-
ter insbesondere solche, die mit der Ausbreitung von Informationen auf einer
Fläche, auf der „operiert“ werden kann, zu tun haben. Diagramme benutzen
interagierende grafische Ausdrucksformen (Punkt, Linie, Fläche, Text etc.), die
auf einer gerichteten Fläche „unterschiedliche Gesichtspunkte und Ansichten“
(Krämer 2016: 74) simultan darstellen. Diese Mittel ermöglichen es, „Relationen
mit Hilfe von Relationen“ (Krämer 2016: 70) darzustellen, etwa beim Dreieck,
indem die Positionen der Katheten zueinander und in Relation zur Hypotenuse
sichtbar werden. Denkt man an ein Punktdiagramm, wird dabei noch deutli-
cher, dass damit eine Verräumlichung einhergeht, in der nichträumliche Daten
(Zahlenwerte) auf einer gerichteten Fläche in Relation zueinander grafisch dar-
gestellt werden. Also: „Räumliche Relationen artikulieren – zumeist – nicht-
räumliche Relationen“ (Krämer 2016: 71), wobei Karten, Grundrisszeichnungen
etc. Ausnahmen bilden. Gerade in der Korpuslinguistik haben wir es aber bei
Diagrammen sehr häufig mit einer verräumlichten Darstellung zu tun – oder
zumindest mit einer anders räumlich organisierten Darstellung, indem etwa
die Sequenzialität von Texten aufgebrochen und vom syntaktischen in einen
anders modellierten Raum überführt wird. Wenn Kollokationen beispielsweise
als Netzgraph dargestellt werden, orientiert sich die Ordnung der Kollokatoren
im Raum am statistischen Distributionsverhalten der Kollokationen im Korpus.
Die diagrammatisch vielleicht unscheinbare KWiC-Liste zeigt die erwähn-
ten Eigenschaften eines Diagramms jedoch deutlich: Textfundstellen werden
als Liste, damit also in Form von Zeilen ausgegeben, die in Relation zueinan-
der, auf einer gerichteten Fläche (von oben nach unten zu lesen) stehen. Die
Zeilen bilden damit einen Raum. Durch eine bestimmte Sortierung (nach Fund-
stellen, alphabetisch nach Kontext o. ä.) kann die Relationierung der Zeilen
zueinander verändert werden. Die instantiierte KWiC-Liste verweist auf ein
abstraktes, immaterielles Schema „Liste“, mit dem, bei entsprechendem Wis-
sen oder entsprechender Anleitung, die Liste interpretiert wird. Und in ihrer
Form, der verräumlichten Darstellung, stellt die Liste eine Synopse dar, mit
30 Noah Bubenhofer
der die an völlig unterschiedlichen Stellen auftretenden Belege simultan unter-
einander erscheinen.2
Entscheidend für die linguistische Interpretation der so dargestellten
Daten ist dabei, dass mit dieser Liste – mit Sybille Krämer gesprochen – „ope-
riert“ werden kann:
Gleich einer Karte, welche Bewegungen in einem unvertrauten Terrain eröffnet, ermög-
lichen Diagramme, dass wir praktisch oder theoretisch etwas tun, was ohne Diagramm
schwer oder überhaupt nicht auszuführen ist. Diagramme sind graphische Denkzeuge;
sie eröffnen kognitive Bewegungsmöglichkeiten, insofern ihrem Gebrauch ein transfigura-
tives Potenzial innewohnt, kraft dessen graphische Konstellationen und deren handgreif-
liche Manipulation als intellektuelle Tätigkeiten interpretierbar werden. (Krämer 2016: 83)
Die Transfiguration der KWiC-Liste, also die räumliche, gerichtete Anordnung
von Textbelegen, ermöglicht beispielsweise (bei geeigneter Datenlage) den
interpretativen Schritt, daraus den Wortgebrauch und damit die Semantik
eines Lexems, eine grammatische Regularität etc. abzuleiten. Das Diagramm
alleine ist dafür nicht ausreichend, es benötigt auch einen theoretischen
Standpunkt, von dem aus sich diese Interpretation motivieren lässt, es benötigt
eine Möglichkeit, die Liste zu erstellen, aber das Schema der Liste als Dia-
gramm ist die conditio sine qua non, um überhaupt eine korpuslinguistische
Analyse zu ermöglichen.
Um die interpretativen Schritte zu ermöglichen, muss mit der KWiC-Liste
„operiert“ werden. Dies ist möglich, indem einerseits dank ihrer Diagrammhaf-
tigkeit, in der die Fundstellen in Relation zueinander stehen und synoptisch
auf einer gerichteten Fläche dargestellt werden, diese Relationen gelesen, ge-
deutet und manipuliert werden können. Es ist möglich, die Sortierung nach
zahlreichen Kriterien zu ändern, Gruppen zu bilden und dergleichen. Anderer-
seits stellt das Diagramm etwas dar, weist also eine Referenzialität zu etwas
Gemeintem, einem diagrammexternen Sachverhalt her, überführt aber die Re-
lationen dieses Sachverhalts in das System des Diagramms, das im Fall der
KWiC-Liste dem Schema der Index-Liste gehorcht. Die Annahme, dass eine Be-
obachtung im Diagramm eine Parallelität zum Sachverhalt aufweist, macht die
Arbeit mit dem Diagramm ja überhaupt erst sinnvoll. Man würde eine Land-
karte oder einen Stadtplan nicht benutzen wollen, wenn man nicht der Über-
zeugung wäre, dass die Karte bzw. der Plan die wirkliche Landschaft oder Stadt
2 Die Homophonie von „KWiC“ zum englischen „quick“ verleitete den Namensgeber des Termi-
nus, Luhn (1960) (Manning & Schütze 2002: 35), wahrscheinlich auch zu diesem Akronym und
verweist genau auf die Funktion der Synopsis, mit der ein schneller Überblick versprochen wird.
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in einer Art und Weise abbildet, so dass man sich dank des Plans darin orien-
tieren kann. Dies macht aber deutlich, dass Diagramme „graphische Denk-
zeuge“ (Krämer 2016: 83) sind – nicht nur im Fall der Korpuslinguistik an ent-
scheidender Stelle einer ganzen Methodologie.
Die KWiC-Liste ist zwar ein bedeutendes Element korpuslinguistischer
Analyse, jedoch nicht das einzige. Im Gebrauch ist eine Vielzahl von weiteren
Diagrammtypen, die auf wichtige diagrammatische Grundfiguren, wie ich sie
nennen möchte, zurückgehen. Visualisierungen in der Korpuslinguistik zu
thematisieren, bedeutet vor dem Hintergrund der Diagrammatik also anzu-
erkennen, dass diese nicht einfach schönes Ornat für wissenschaftliche Publi-
kationen sind, auch mehr als Analysewerkzeuge, wenn man die Perspektive
der Visual Analytics hinzuzieht, sondern in ihren diagrammatischen Grund-
figuren entscheidende Schritte der Gegenstands- und Methodenkonstitution,
ohne die die Korpuslinguistik nicht wäre, was sie ist.
Im Folgenden möchte ich deshalb kurz auf typische Formen der Visuali-
sierung in der Korpuslinguistik eingehen und vorschlagen, auf welche dia-
grammatischen Grundfiguren sie zurückzuführen sind. Dann ist es möglich
herauszuarbeiten, wie diese Grundfiguren die Gegenstände und Analyse-
methoden konstituieren, was im vorliegenden Beitrag jedoch nur angedeutet
werden kann.3 Dieser Abschnitt gibt mir auch die Gelegenheit, auf einige wich-
tige Arbeiten am Institut für Deutsche Sprache (IDS) im Bereich der Daten-
visualisierung aufmerksam zu machen.
Anschließend werde ich zwei Beispiele explorativer Visualisierungen zeigen.
Beenden möchte ich den Beitrag mit einem Plädoyer für mehr diagramma-
tische Experimentierfreude.
1.2 Figuren der Visualisierung in der Korpuslinguistik
In der Linguistik generell, insbesondere aber auch in der Korpuslinguistik, sind
m. E. folgende diagrammatischen Grundfiguren besonders relevant: Die Liste
(mit allen Sonderformen wie z. B. der Tabelle), die Karte, die Vektoren, der
Graph und die Partitur (vgl. Abb. 2.1). Die Typen Karte, Vektoren (z. B. in Form
von Achsendiagrammen) und Graph werden in vielen Diagrammklassifizierun-
gen genannt (so etwa im Wikipediaeintrag zu „Diagramm“), die Liste und die
Partitur werden normalerweise jedoch nicht dazu gezählt. Zudem geht es mir
weniger um eine formale Unterscheidung der Typen, sondern um die Frage,
3 Ich verweise stattdessen auf Bubenhofer (2018c); Bubenhofer et al. (2017); Bubenhofer &
Rothenhäusler (2016).
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Abb. 2.1: Fünf für die Linguistik bedeutende diagrammatische Grundfiguren: Liste, Karte,
Partitur, Vektoren, Graph.
wie diese Diagrammtypen sozusagen als Denkfigur in der Linguistik gegen-
standskonstituierend wirken.
Im Abschnitt 1.1 habe ich die Bedeutung der KWiC-Liste in der Korpus-
linguistik bereits betont. Generell ist die Liste eine diagrammatische Grund-
figur, die für viele Wissensbereiche von großer Bedeutung ist (Echterhölter 2015;
Jullien 2004; Pigeot 2004; Eco 2009). Als Index-Liste, die Fundstellen aus ver-
schiedenen Textstellen vereint und auf die entsprechenden Quellen verweist,
ist sie die Grundfigur korpuslinguistischen Arbeitens. Der Theologe und Lin-
guist Roberto Busa war einer der Ersten, der die rechnergestützte Indexerstel-
lung mittels IBM Lochkartenrechnern verwendete, um seinen Index Thomesticus
zu erstellen (Busa 1951; Bonfanti 2012). Die Grundfigur erwies sich aber lange
vor den ersten Computern als hilfreich, etwa für die Erstellung von Enzyklopä-
dien (Placcius 1689; Siegel 2009).
Listen können sehr unterschiedliche Formen annehmen. Ein interessantes
Beispiel ist das Kollokationsprofil, eine Liste von Lexemen, die statistisch signi-
fikante Kollokatoren zu einem Basislexem sind. Besonders erwähnenswert ist
die von Cyril Belica entwickelte Kookkurrenzberechnung (vgl. Abb. 2.2), die
zwar nach dem Vorbild der Kollokationsanalyse vorgeht, jedoch weitere vielfäl-
tige Informationen in der Liste der Kollokatoren vereint: weitere sekundäre und
tertiäre Kollokatoren, typische syntagmatische Muster mit Angaben zu deren
Verbreitung etc. (Belica 2001 ff.).
Karten genießen in wissenschaftlichen Visualisierungen generell einen
hohen Stellenwert und in der Linguistik sind sie z. B. in der Dialektologie
bereits lange gebräuchlich, wo sie sowohl „Dokumentations-“ als auch
„Forschungsmittel“ (Naumann 1982) sind. Sie dienen also sowohl der Präsen-
tation als auch der Exploration der Daten (siehe dazu Abschnitt 1.3). Mit einer
Korpusgrundlage lassen sich Karten, sofern Georeferenzen vorhanden sind,
problemlos automatisch erstellen (siehe dazu auch Abschnitt 2.1). Damit wer-
den sie für diatopische Fragestellungen zu einem wichtigen Mittel der Daten-
exploration, wie z. B. das Projekt „Gesprochenes Deutsch“ am Institut für
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Abb. 2.2: Kookkurrenzprofil von „Ausländer“ (Ausschnitt), Kookkurrenzdatenbank CCDB
(Belica 2001 ff.).
Deutsche Sprache zeigt (vgl. Abb. 2.3; Kleiner 2011 ff.). Die Kartendarstellung
als diagrammatische Grundfigur fügt zu sprachlichen Äußerungen eine weitere
Dimension, nämlich eine geografische, hinzu.
Die diagrammatische Grundfigur der Partitur entstand in Ansätzen bereits
im neunten Jahrhundert, um die Polyphonie von Musik sichtbar zu machen
(Sachs & Röder 1989), also die Gleichzeitigkeit von Stimmen. Offensichtlich hat
diese Idee der Notation in den 1970er Jahren Eingang in die Gesprächsanalyse
gefunden (Sacks, Schegloff & Jefferson 1974; Redder 2001), wo sie ein wichtiges
Element war, um gesprochene Sprache überhaupt unter einer neuen Perspekti-
ve, die den Turn in den Fokus nimmt, zu konstituieren (vgl. für weitere Ausfüh-
rungen dazu Bubenhofer 2018c). In der Korpuslinguistik ist diese Grundidee
jedoch viel unscheinbarer auch in Annotationssystemen enthalten: Eine Aus-
zeichungssprache wie XML fügt genauso Ebenen oder „Stimmen“ zu einem
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Abb. 2.3: Realisierung des auslautenden Konsonanten <ig> im abgeleiteten
Abdjektivabstraktum Notwendigkeit, http://prowiki.ids-mannheim.de/bin/view/AADG/IgKeit
(letzter Zugriff: 6. 11. 2017), (Kleiner 2011 ff.).
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Primärtext hinzu, wie das die Partitur macht.4 Auch die Darstellung von Kor-
pora als „vertikalisierter“ Text, indem pro Zeile ein Token und durch Tabulator
oder ein anderes Trennzeichen separiert weitere Informationen zum Token
(Wortart, Grundform etc.) als „Spalten“ hinzugefügt werden, nimmt auf die
Grundfigur der Partitur Bezug. Die diagrammatische Grundfigur der Partitur
erlaubt es also, Text zwar als sequenziell, jedoch als komplexes Mehr-Ebenen-
Phänomen darzustellen und fügt zu dem Text weitere Dimensionen hinzu.
Die Grundfigur der Vektoren ist in der Korpuslinguistik besonders rele-
vant: Um die gängigen Formen der Darstellung von Linien-, Balken-, Punkt-
diagrammen etc. zu ermöglichen, ist vorher die Transformation von Sprache
in einen Vektorraum notwendig. Ausgehend von einer Index-Liste von Belegen,
werden diese in eine Tabelle von Vektoren überführt, wo beispielsweise
Frequenzen nach Jahren geordnet werden, um ein Liniendiagramm zur dia-
chronen Entwicklung eines Phänomens zu erstellen (vgl. dazu etwa die Arbei-
ten des Lexik-Projekts „Empirische Methoden“ am IDS, z. B. zu diachronem
Korpuswandel, Koplenig 2017). Eine Erweiterung ist die Idee, komplexere Vek-
toren zu erstellen, etwa Kollokationsprofile: Diese werden als Vektor repräsen-
tiert, der die Frequenzen des Kovorkommens des Basislemmas mit den Kollo-
katoren enthält. Dadurch wird die Semantik (wenn man einem Begriff der
distributionellen Semantik folgt) als Vektor codiert und damit mit anderen Vek-
toren verrechenbar: Es lassen sich Abstände, Homologien etc. berechnen, wie
dies etwa bei Verfahren des Word Embeddings geschieht (Mikolov et al. 2013).5
In gleicher Weise, aber auf Ebene von Texten, wird beim Topic Modelling ver-
fahren (Graham, Weingart & Milligan 2012). Die diagrammatische Grundfigur
der Transformation sprachlicher Daten in Vektoren ist der eigentliche Schritt
der „Verdatung“ von Sprache, um sie mathematischen Operationen zugänglich
zu machen (Bubenhofer & Rothenhäusler 2016: 63) und damit am Beispiel der
distributionellen Semantik eine Wortbedeutung zu modellieren, die eine „fiktive,
mathematisch aus Beobachtungsdaten erzeugte Entität“ (Bender & Marrinan
2014: 197) darstellt.
Graphen in gerichteter oder ungerichteter Form gehören ebenfalls zu sehr
alten Formen von Diagrammen, die etwa in Form von Stammbäumen bereits
vor über 2000 Jahren gezeichnet wurden (Kruja et al. 2002; Lima 2014). In der
4 XML leistet darüber hinaus aber natürlich noch mehr, indem beispielsweise auch eine
Hierarchisierung der Ebenen zueinander abbildbar ist. Vgl. aber Bański (2010) gerade für die
Probleme von XML zur Annotation von Text.
5 Vgl. für eine Kombination von Word Embeddings und diachronem Vergleich die Anwendung
„DiaViz“ von Peter Fankhauser und Marc Kupietz (IDS): http://corpora.ids-mannheim.de/
diaviz/dereko.html (letzter Zugriff: 6. 11. 2017)
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Korpuslinguistik werden Graphen insbesondere für die Visualisierung von
Kollokationen verwendet (Bubenhofer 2018b; Brezina, McEnery & Wattam
2015), so auch in der CCDB des IDS (Belica 2001 ff.) oder im Rahmen des Pro-
jekts „Usuelle Wortverbindungen“ (Steyer 2013). Aus diagrammatischer Sicht
zeichnet sich die Graphdarstellung dadurch aus, dass die strukturelle Informa-
tion darüber, welche Knoten Verbindungen zueinander aufweisen, von der dar-
stellerischen entkoppelt ist: Die Definition der Knoten-Kanten-Beziehungen
muss für die Darstellung als Netzwerkgraph in ein Layout überführt werden,
also meist ein algorithmisch definierbares Prinzip, nachdem die Knoten ange-
ordnet werden. Im Kontext der Netzwerkanalysen werden oft „force-directed“-
Layoutmodi verwendet, die die Knoten nach den physikalischen Prinzipien der
Anziehung und Abstoßung in einem energetischen Optimum platzieren.
Knoten, die viele Verbindungen untereinander haben, tendieren dann dazu,
nahe beieinander zu stehen. Ein solches Bild ist semantisch (bei Kolloka-
tionen), hermeneutisch (z. B. bei typischen Wortverbindungen in Geschichten
o. ä.) etc. interpretierbar.
1.3 Präsentation vs. Exploration
Eine wichtige Unterscheidung von Visualisierungstypen generell, die quer zu
den oben beschriebenen Typen steht, ist jene von Präsentations- und Explora-
tionsgrafiken (Chen, Härdle & Unwin 2008: 4–5; Schumann & Müller 1999: 5).
Erstere dienen dazu, der Forscherin oder dem Forscher bereits bekannte
Erkenntnisse in einem Diagramm darzustellen, etwa um sie besser lesbar zu
machen. Explorative Visualisierungsmethoden hingegen werden im Analyse-
prozess eingesetzt, um die Daten überhaupt interpretierbar zu machen. Das
Paradigma der „Visual Analytics“ (Keim et al. 2010; Chen, Härdle & Unwin
2008) nutzt solche Techniken und verbindet so quantitativ-maschinelle mit
qualitativ-interpretierenden Analysemethoden:
Visualisation becomes the medium of a semi-automated analytical process, where humans
and machines cooperate using their respective, distinct capabilities for the most effective
results (Keim et al. 2010: 14).
Im Anschluss an die diagrammatischen Überlegungen in Abschnitt 1.1 lässt
sich sagen, dass explorative Visualisierungen Diagramme mit ausgeprägter
Operationalität sind: Im besten Fall nutzen explorative Visualisierungen ein
Diagrammschema, mit dem die Daten so dargestellt werden, dass dank der
Darstellung neue Erkenntnisse gewonnen werden können. Dies ist beispiels-
weise der Fall, wenn Kollokationen als Netz dargestellt werden, wie in Ab-
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schnitt 1.2 zur diagrammatischen Grundfigur Graph bereits ausgeführt wor-
den ist (Pfeffer 2010; Kruja et al. 2002; Chen, Härdle & Unwin 2008: 109;
Bubenhofer 2018b).
Die in einem Netzwerkgraph sichtbar gewordenen Cluster von Knoten sind
nun eine Erkenntnis, die aufgrund der Listen alleine wohl nicht hätte gewon-
nen werden können (vor allem bei großen Datenmengen). Das Beispiel macht
jedoch auch deutlich, dass nicht nur die grafische Umsetzung alleine den
Mehrwert für die Analyse ermöglichte, sondern Darstellungsprinzipien gene-
rellerer Natur: das Netz, die physikalischen Prinzipien, die statistische Berech-
nung etc.
Mit einem weiten Diagramm-Begriff könnte man argumentieren, dass diese
generellen Darstellungs- und Ordnungsprinzipien (wie Listen, Matrizen, Vektor-
räume etc.) zum grafischen Diagramm dazu gehören und Operationalität im
umfassenden Sinn ermöglichen. Es ist ein Spezifikum von Digitalität, dass die
verschiedenen Formen der Materialisierung von Daten (als Bildschirmbild,
Ausdruck etc.) mit den immateriellen Repräsentationen und Manipulationen
von Daten einhergehen und darauf aufbauen (Bubenhofer 2018c). Diagramma-
tische Operationen umfassen deshalb mehr als Interaktivität in einem Dia-
gramm; dazu gehören auch die Operationen der immateriellen Repräsentation
und Manipulation von Daten.
Bei einem engen Diagramm-Begriff würde man die digitalen Operationen
nicht als diagrammhaft verstehen, sondern erst die grafische Repräsentation
des Diagramms. Doch auch dann ist augenfällig, dass insbesondere beim digi-
talen Diagramm die Verbindung zu den Daten so eng ist, dass eine scharfe
Trennung zwischen Diagramm und Nicht-Diagramm schwierig ist.
Präsentationsgrafiken sind oft weniger offensichtlich operational. Ein Rest
an Operationalität ist aber auch da vorhanden, da sie genauso als „Denkzeuge“
(Krämer 2016: 83) fungieren. Die Darstellung eines Ausschnitts aus einer KWiC-
Liste in einer Publikation legt eine bestimmte (von der Erstellerin erwünschte)
Interpretation nahe, verhindert aber nicht, dass der Rezipient damit noch an-
dere Erkenntnisse gewinnt (auch wenn sie unvollständig sein mögen), die der
Erstellerin entgangen sind oder nicht im Fokus standen.
2 Explorative Visualisierungen:
Anwendungsbeispiele
Die bisherigen Ausführungen waren theoretischer Natur. Im Folgenden möchte
ich in aller Kürze von zwei Experimenten berichten, bei denen wir visuelle
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Analysemethoden einsetzten, um Korpusdaten besser zu verstehen. Im vorlie-
genden Beitrag geht es mir um die diagrammatischen Komponenten und die
damit zusammenhängenden Reflexionen.
2.1 Geokollokationen
Die Berechnung und Darstellung von „Geokollokationen“ zielt darauf ab,
diskursiv geprägte Konstruktionen von Welt zu beschreiben (Bubenhofer 2014;
Bubenhofer et al. 2017). In Diskursen entstehen bestimmte Assoziationen zu
Orten und Regionen: Schweiz – Banken, Schokolade, Steuerhinterziehung;
Griechenland – Finanzkrise, Urlaub, Flüchtlingskrise etc. Das Ziel des Experi-
ments ist es, datengeleitet aus Korpora solche Assoziationen abzuleiten.
Als Datenbasis dienten uns verschiedene Quellen (Presse, Bundestag-
debatten, Webdiskussionsforen etc.). Die im Folgenden präsentierten Daten be-
ruhen auf einem Korpus von Artikeln des Magazins Der Spiegel und der Wo-
chenzeitung Die Zeit von 1946 bis 2016 (611 Mio. Tokens). Die Daten wurden mit
dem TreeTagger (Schmid 1994, 1995) und der Standardbibliothek für Deutsch
lemmatisiert und mit Wortarten nach dem Stuttgart-Tübingen-Tagset (Schiller,
Teufel & Thielen 1995) annotiert. Zusätzlich wurde der Stanford Named Entity
Recognizer (NER) (Finkel, Grenager & Manning 2005) in einer fürs Deutsche
adaptierten Version (Faruqui & Padó 2010) auf die Daten angewandt.
Ausgehend von den vom NER-Tagger als Toponyme erkannten Lexeme
wurden die zu dieser Basis statistisch auffälligen Kollokatoren im gleichen Satz
mittels Log Likelihood Signifikanztest (Evert 2009) berechnet. Die daraus
resultierenden Listen sind lang und umfassen Toponyme und damit kollokie-
rende Lexeme. Abbildung 2.4 zeigt einen Ausschnitt aus einer solchen Liste,
die jedoch bereits mit weiteren Informationen, darunter Georeferenzen ange-
reichert ist.
Um die Unübersichtlichkeit der Liste zu beheben, ist es naheliegend, die
Daten auf eine Karte zu projizieren. Dafür ist die Georeferenzierung – also die
Anreicherung der Toponyme mit Geokoordinaten – notwendig, der wiederum
oft eine Disambiguierung vorausgehen muss. Für die Disambiguierung verwen-
den wir den „Cartographic Location and Vicinity Indexer“ (CLAVIN),6 der Orts-
kandidaten nach Populationsgröße ordnet (Berlin in Deutschland vor Berlin in
den USA) und danach den Textkontext berücksichtigt und Orte bevorzugt, die
nahe beieinander liegen.
6 Vgl. https://github.com/Berico-Technologies/CLAVIN/ (letzter Zugriff: 6. 11. 2017).
Visualisierungen in der Korpuslinguistik 39
Abb. 2.4: Ausschnitt aus einer Liste von Geokollokationen: In der ersten Spalte
das Toponym, in den letzten beiden Spalten der Kollokator mit Wortartklasse.
Nun ist es möglich, die Daten auf einer Karte darzustellen. Dafür verwenden
wir Javascript und insbesondere die Bibliothek „D3“ (Bostock, Ogievetsky &
Heer 2011). Abbildung 2.5 zeigt einen Ausschnitt aus der Kartendarstellung:
Grundsätzlich werden Orte, an denen Kollokatoren vorhanden sind, als Punkte
dargestellt, wobei die Punktgröße die Anzahl der Kollokatoren repräsentiert.
Je nach Einstellung im Kontrollfeld der Karte werden anstelle der Punkte im-
mer (oder nur bei genügend vorhandenem Platz) die Kollokatoren direkt als
Text angezeigt.
Die Geokollokationen-Visualisierung ist ein exploratives Werkzeug und
umfasst deshalb auch ein Kontrollfeld mit verschiedenen Einstellmöglich-
keiten, um die Daten zu filtern: Auswahl des Datensatzes (des Korpus), Setzen
von Schwellwerten, Restriktion auf bestimmte Wortartklassen und eine Ein-
schränkung auf Kollokatoren, die auf einen regulären Ausdruck passen. So
zeigt Abbildung 2.6 Orte und Staaten, die im Zusammenhang mit Flucht,
Flüchtling oder Migration genannt werden.7
7 Gesucht wurde nach Kollokatoren, die auf den regulären Ausdruck .*([Ff]l[uü]cht|
[Mm]igra).* passen.
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Abb. 2.5: Ausschnitt aus der Kartendarstellung der Geokollokationen: Anzeige von Orten
mit Kollokatoren als Punkte und mit Text bei genügend Platz.
Abb. 2.6: Ausschnitt aus der Kartendarstellung der Geokollokationen: Restriktion
auf Kollokatoren, die die Zeichenkette flucht/flücht oder migra enthalten, also
zu den Themen Flüchtlinge und Migration – Punktgröße repräsentiert die Anzahl
der Kollokatoren.
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Abb. 2.7: Ausschnitt aus der Kartendarstellung der Geokollokationen: Restriktion auf
Kollokatoren, die die Zeichenkette flucht/flücht oder migra enthalten, also zu den Themen
Flüchtlinge und Migration – Korpus Zeit/Spiegel 2010–2016, Anzeige der Kollokatoren.
Die Kartendarstellung erlaubt es nun in der Folge, geografische Zusammen-
hänge zwischen den Toponymen und ihren Assoziationen zu entdecken. So wird
sichtbar, dass bestimmte Kollokatoren sehr global verwendet werden, z. B.:
Stadt, Land oder Jahr. Andere hingegen sind spezifisch für bestimmte Regionen,
die eine Gemeinsamkeit aufweisen, wie beispielsweise Menschenrecht oder
Flüchtling. Andere sind sehr ortsspezifisch wie z. B. chinesisch oder Obama.
Schränkt man die Anzeige der Kollokatoren ein, um einen thematisch defi-
nierten Diskurs zu untersuchen, lassen sich die Nuancen der Berichterstattung
dazu und die damit konstruierten geografischen Assoziationen entdecken. In
Abbildung 2.7 sind die relevanten Kollokatoren im Bereich Flucht/Migration
mit der selben Einschränkung wie in Abbildung 2.6 im Raum Deutschland,
Balkan, Türkei, Naher Osten sichtbar. Auffallend sind die vielen Derivationen
(hauptsächlich Nominalkomposita) von den Lexemen Flüchtling, Flucht und
Migration wie etwa Flüchtlingslager, Zuflucht, Bootsflüchtling, Flüchtlingswelle,
Flüchtlingszahl etc. Allerdings werden diese Derivationen hauptsächlich im
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Zusammenhang mit Deutschland und Europa (gemeint ist dabei meist die
Europäische Union) genannt, nicht mit den Ursprungsländern der Flucht. Dort
gibt es generell weniger Derivationen. Dies deutet darauf hin, dass im Diskurs
Migration primär als innenpolitisches Thema konstruiert wird – in der deut-
schen Presse als deutsches und EU-Problem – und nicht als Problem der Ur-
sprungsländer oder der Länder, die außerhalb Deutschlands als Transitländer
davon betroffen sind.
Dank der Korpusdaten von Der Spiegel und Die Zeit, die die ganze Nach-
kriegszeit abdecken, können auch diachrone Veränderungen analysiert wer-
den. Wechselt man etwa bei der gleichen Einschränkung der Kollokatoren auf
den Migrationsdiskurs die Datengrundlage und wählt anstelle des Zeitraums
2010 bis 2016 die Nachkriegsjahre, werden die Unterschiede alleine anhand
der damit assoziierten Regionen sichtbar. Anstelle Afrikas wird der ganze ame-
rikanische Kontinent damit verknüpft, was natürlich daran liegt, dass aus
deutscher Perspektive Migration in der Nachkriegszeit auch ein Emigrations-
thema war.8
Die Darstellung der Geokollokationen auf einer Karte ist naheliegend und
unterstützt eine Denkfigur, die in unseren Köpfen wahrscheinlich automatisch
anspringt, wenn wir Toponyme lesen: die geografische Verortung. Diese Denk-
figur ist geprägt von den uns bekannten Kartenbildern. Karten sind jedoch im-
mer zweidimensionale Projektionen der kugelartigen Welt, die immer verzerrt
ist und beispielsweise bei der uns vertrauten Mercator-Projektion die Länder
am Äquator im Vergleich zu den davon entfernten Ländern viel kleiner darstellt
(Glasze 2009; Smith 1992). Zudem stellt sich das Problem, dass die Größe der
abgebildeten Länder geografisch vorbestimmt ist und nicht zwingend auch
die diskursive Bedeutung widerspiegelt. Daher ist es gerade interessant, unter-
schiedliche Visualisierungslösungen auszuprobieren – und damit mit dem
Diagramm ein anderes System der Relationen zu konstruieren.
Dafür implementierten wir eine sog. Dorling-Ansicht (Dorling 1993), bei der
die geografischen Entitäten (z. B. Staaten) als Punkte dargestellt werden, deren
Größe eine Datenvariable repräsentiert. Die Positionierung der Punkte folgt
zwar einer geografischen Ordnung, geht aber zwangsweise Kompromisse ein,
um Überlappungen zu vermeiden. Die Größe der Punkte repräsentiert in unse-
rem Fall die Anzahl signifikanter Kollokatoren zum jeweiligen Staat.
Diese Darstellung kombinierten wir mit einem Sankey-Diagramm (Sankey
1896), das Flüsse zwischen Entitäten in Form von unterschiedlich breiten
Linien darstellt. In unserem Fall nutzten wir diese Darstellung, um eine (von
der Benutzerin/dem Benutzer) ausgewählte Zahl von Kollokatoren unterhalb
8 Siehe für weiterführende Ausführungen dazu auch Bubenhofer et al. (2017).
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Abb. 2.8: Kombinierte Darstellung der Karte als Dorling- und Sankey-Diagramm. Ausgewählt
ist der Kollokator Frühling, der auf die Länder, die mit dem Arabischen Frühling assoziiert
werden, verweist.
der Karte darzustellen und anzuzeigen, mit welchen Ländern diese kollokieren.
Abbildung 2.8 zeigt diese Ansicht.
Dieser Versuch, von der geografischen Darstellung zu abstrahieren, kommt
einer Darstellung der diskursiv geprägten Weltsicht näher als die konventionelle
Karte. Sie greift die Diskussionen der kritischen Kartographie (Glasze 2009) auf
und deutet an, dass es immer eine Vielzahl von Möglichkeiten gibt, das iko-
nische Ähnlichkeitsverhältnis zwischen Denotat und Diagramm zu konstru-
ieren.
2.2 Narrative
Im Fall der Geokollokationen (in Abschnitt 2.1) ist die Darstellung der Daten
auf einer Karte eine naheliegende Lösung, die dabei hilft, Bezüge zwischen
den Datenpunkten sichtbar zu machen. Beim zweiten Beispiel für explorative
Visualisierung geht es darum, überhaupt erst adäquate Formen der Visualisie-
rung zu finden, um die Daten analysierbar zu machen. Es geht darum, typische
narrative Muster in seriellen Alltagserzählungen (Ehlich 1980; Gülich 1980;
Quasthoff 1980) zu finden. So gibt es beispielsweise Webdiskussionsforen, in
denen Frauen die Geburt ihrer Kinder erzählen. Für solche Erzählungen wird
meist ein formaler Rahmen innerhalb allgemeiner Foren zu Elternschaft bereit-
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Tab. 2.1: Korpus „Geburtsberichte“.








gestellt, meist ein Unterforum mit dem Titel „Geburtsberichte“ o. ä. Dort
schreiben die Mütter dann in Form von Postings ihre Erlebnisse und andere
Leserinnen9 kommentieren diese Initialpostings. Auffallend ist eine deutliche
Serialität der Erzählungen: Obwohl das Geburtserlebnis individuell einmalig
ist, sind es Geburten überhaupt nicht. Und auch die Erzählungen darüber fol-
gen offensichtlich bestimmten Folien, die soziokulturell verankert sind.
Ich werde an dieser Stelle nur kurz die Eckdaten der Studie skizzieren und
hauptsächlich die diagrammatischen Aspekte problematisieren. Im Detail wird
die Studie in Bubenhofer (2018a) vorgestellt.10
Ziel der Studie ist es, solche „narrativen Muster“ der Geburtserzählung (in
den erwähnten Foren) datengeleitet zu berechnen. Dafür stellte ich ein Korpus
von über 14.000 Geburtsberichten (12 Mio. Tokens) aus sechs Foren im deutsch-
sprachigen Raum zusammen (vgl. Tab. 2.1).
Die Korpusdaten wurden mit Hilfe des TreeTaggers (Schmid 1994) lemmati-
siert und mit dem Stuttgart-Tübingen-Tagset (Schiller, Teufel & Thielen 1995)
mit Wortartklassen annotiert. Um typische Formulierungsmuster in den Berich-
ten zu finden, verwendeten wir den bereits an verschiedenen Daten erprobten
Ansatz, typische n-Gramme zu extrahieren (Bubenhofer 2017). Dazu benutzten
wir ein Referenzkorpus von Presseartikeln aus Die Zeit und Der Spiegel – das
gleiche Korpus wie in Abschnitt 2.1 angegeben, allerdings nur den Zeitraum
von 2010 bis 2016 – und berechneten in jedem Korpus alle auftretenden Wort-
n-Gramme mit n > 5. Für die Berechnung berücksichtigten wir jedoch jeweils
die Grundformen (Lemmata) anstelle der Wortformen. Zudem durfte sich ein
n-Gramm nicht über einen Satz hinaus erstrecken. Anschließend verglichen
9 Es scheint sich fast immer um Frauen zu handeln.
10 Vgl. für eine breite Einführung in die Erzählforschung zu Geburtsberichten Colloseus (2016)
und für eine kleinere linguistische Studie dazu Barbieri et al. (2012).
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wir die Frequenzen der n-Gramme in den beiden Korpora und führten einen
Log Likelihood-Signifikanztest durch, um die n-Gramme, die typisch für die
Geburtsberichte sind, zu extrahieren (inkl. jener, die nur im Geburtsberichte-
Korpus vorkommen).
Soweit verfolgt die Methode einen sog. „Bag of Words“-Ansatz, bei dem
zwar nicht Einzellexeme, sondern n-Gramme, jedoch ohne Rücksicht auf ihre
Abfolgen und Positionen in den Geschichten, erfasst werden. Um narrative
Muster aufdecken zu können, ist es jedoch notwendig, typische Sequenzen von
n-Grammen zu finden. Daher nutzten wir folgende zwei Strategien:
– Zu jedem n-Gramm-Token wurde die relative Position in der Geschichte
(zwischen 0 – Anfang – und 1 – Ende der Geschichte) erfasst, so dass pro
n-Gramm-Type der Mittelwert und die Standardabweichung der Positionen
berechnet werden kann.
– Weiter berechneten wir für jeden n-Gramm-Type die damit links und rechts
kollokierenden n-Gramm-Types, in Anlehnung an den in Bubenhofer, Mül-
ler & Scharloth (2013) beschriebenen Ansatz.11
Abbildung 2.9 zeigt im Überblick die für die Geburtsberichte signifikanten n-
Gramme und ihre relativen Positionen in den Geschichten in Korrelation zur
Standardabweichung der Positionen. Dabei ist eine deutliche Korrelation zwi-
schen Position und Variation ersichtlich: Die n-Gramme am Anfang und am
Ende der Geschichten sind in ihren Positionen relativ stabil, während in der
Mitte der Geschichten mehr Variation in der Position zu beobachten ist. Das
sehr häufige n-Gramm das Licht der Welt erblickt kommt zwar im Mittel tatsäch-
lich auch etwa in der Mitte der Geschichte vor, die Standardabweichung ist
jedoch relativ hoch, da es oft auch eher am Anfang oder Ende der Geschichten
auftritt. Ein n-Gramm wie der eigentliche ET war der12 steht jedoch in fast allen
Geschichten jeweils am Anfang.
Es gibt nun verschiedene Kriterien, nach denen die n-Gramme angeord-
net werden können. Die relative Position in der Geschichte ist dabei das wich-
tigste Kriterium. Frequenz, Standardabweichung der Position aber auch Ähn-
lichkeit der n-Gramme zueinander sind aber weitere wichtige Kriterien. Um
eine flexible Exploration der Daten zu ermöglichen, experimentierten wir mit
interaktiven, dreidimensionalen Darstellungen (vgl. das Bildschirmfoto in
Abb. 2.10). Dreidimensionale Diagramme bedürfen der Interaktion und können
11 Die genaue Implementierung ist in Affolter (2016) beschrieben.
12 „ET“ steht für „errechneter Termin“.
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Abb. 2.9: Positionen der vorhandenen n-Gramme in den Geburtsberichten in Korrelation zur
Standardabweichung der Position (Abb. aus Bubenhofer 2018a).
auf Papier nur unzureichend dargestellt werden, weswegen ich auf die Online-
Version verweise.13
Der Vorteil von interaktiven, dreidimensionalen Darstellungen ist, dass je
nach Bedarf verschiedene Perspektiven auf die Daten möglich sind. Bei der
Vorderansicht (x-Achse von links nach rechts, y-Achse von unten nach oben)
wie in Abbildung 2.10 wird die Korrelation von Position und Frequenz fokus-
siert, eine Draufsicht (z statt y-Achse) zeigt die verschiedenen Varianten ähn-
licher n-Gramme. Mit den zahlreichen „Zwischenperspektiven“ können die
Ordnungskriterien beliebig gewichtet werden.
13 Vgl. https://www.bubenhofer.com/sprechtakel/2017/02/19/die-serielle-singularitaet-
vierzehntausend-geburtsgeschichten/ (letzter Zugriff: 6. 11. 2017).
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Abb. 2.10: Dreidimensionale Darstellung der Gebuchtsberichte-n-Gramme – x-Achse: Relative
Position; y-Achse: Frequenz; z-Achse: Ähnlichkeit (Abb. aus Bubenhofer 2018a).
In den Darstellungen in Abbildung 2.9 und Abbildung 2.10 sind die Kolloka-
tionsinformationen, also die Angaben darüber, welche n-Gramm-Sequenzen
typischerweise vorkommen, nicht dargestellt. Um diese Informationen darstell-
bar zu machen, entwickelten wir das Visual-Analytics-Tool „NarrViz“ (imple-
mentiert von Katrin Affolter, vgl. Affolter 2016). Abbildung 2.11 zeigt die Ober-
fläche mit dem geladenen Datensatz der Geburtsberichte. Es handelt sich um
eine in Javascript realisierte Webbrowser-Anwendung.14
Auch in NarrViz repräsentieren die Knoten die für die Geburtsberichte signi-
fikanten n-Gramme. Sie sind in Spalten von links nach rechts angeordnet, jede
Spalte (mit Farbcodierung) entspricht ein relativer Positionsbereich in den Ge-
schichten. Knoten links stehen also am Anfang der Geschichten, jene rechts am
Ende. Die Größe der Knoten steht für die Frequenz des n-Gramms. Signifikante
Assoziationen zwischen den n-Grammen sind durch die Kanten dargestellt.
Die Visualisierung ist interaktiv: Bei Berührung eines Knotens werden ver-
schiedene Informationen zum n-Gramm angezeigt. Abbildung 2.12 zeigt den
ausgewählten Knoten zum n-Gramm (in lemmatisierter Form) ich haben die
Gefühl, mit der Angabe der häufigsten Exemplare des abstrakten n-Gramms
(Ich hatte das Gefühl, als häufigste Form). Ebenso angegeben sind statistische
14 Die Anwendung kann unter https://pub.cl.uzh.ch/projects/visuallinguistics/NarrViz/ (letz-
ter Zugriff: 6. 11. 2017) ausprobiert werden.
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Abb. 2.11: Visual-Analytics-Tool „NarrViz“, Oberfläche mit Datensatz Geburtsberichte.
Abb. 2.12: Visual-Analytics-Tool „NarrViz“,
Informationen zu einem n-Gramm.
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Maße zum Knoten: Frequenz, Signifikanzniveau des n-Gramms (im Vergleich
zum Referenzkorpus) und die Gradzentralität, also die Anzahl eintreffender
(in-degree, δ−) und ausgehender (out-degree, δ+) Verbindungen. Darunter ist
die Verteilung des n-Gramms über die Positionen in den Geschichten als Box-
plot dargestellt: Bei der Annahme von zehn Teilen befindet sich das n-Gramm
im Mittel im sechsten Teil, wobei die Hälfte der Menge zwischen dem vierten
und siebten Teil streut. Ausreißer gibt es aber in allen Teilen, außer dem ersten.
Unterhalb des Boxplots zur Verteilung ist der wahrscheinlichste Pfad, also
die wahrscheinlichste Sequenz aufgeführt, in der das n-Gramm vorkommt: auf
den Weg machen, → so stark, dass ich → Ich hatte das Gefühl, → Für mich war
es eine.15
Ist einer der Knoten ausgewählt, wird dieser Knoten zusammen mit seinen
Verbindungen zu den anderen Knoten in der Netzwerkvisualisierung entspre-
chend hervorgehoben. Daneben gibt es umfangreiche Möglichkeiten, die Daten
zu filtern und die Darstellung zu beeinflussen. Dies ist notwendig, da die sich
ergebenden Graphen je nach Datengrundlage unterschiedlich komplex werden
und bei sehr komplexen Daten gefiltert werden muss, um vernünftig arbeiten
zu können.16
Nicht alle n-Gramme sind bezüglich ihrer Position stabil. Die Darstellung
als Knoten an einer bestimmten Position ist für solche n-Gramme deshalb irre-
führend. Daher gibt es in NarrViz die Möglichkeit, Knoten ab einem festlegba-
ren Schwellwert der Standardabweichung von der mittleren Position als Bal-
ken darzustellen, deren Länge das obere und untere Quartil des Streubereichs
und deren Höhe die Frequenz darstellt (vgl. Abb. 2.13). Damit ergibt sich im
Überblick das Bild von n-Grammen, die sozusagen die Basis der Geschichten
darstellen und an verschiedenen Positionen auftauchen. Davon heben sich
dann die positionsspezifischen n-Gramme ab.
Für die linguistische Interpretation bietet es sich an, linguistische Erzähl-
theorien heranzuziehen, etwa jene von Labov & Waletzky (1973). Die gefunde-
nen n-Gramme lassen sich relativ gut den dort vorgeschlagenen Erzählfunk-
tionen zuordnen:
– Orientierung: der (eigentliche) ET war der; gegen 22:30 Uhr sind wir; rief
ich meinen Mann an etc.
15 Der besseren Lesbarkeit wegen werden neben der lemmatisierten, abstrakteren Form (für
die die Angaben gelten) auch noch jeweils die häufigsten Wortform-Varianten angegeben.
16 Dies widerspricht natürlich dem Paradigma der Visual Analytics, auch komplexe Daten
visualisieren zu können. Die Visualisierungslösung ist deswegen auch nicht perfekt und taugt
nur für Daten bis zu einem gewissen Komplexitätsgrad. Dazu kommen auch Performance-
Probleme, die durch Optimierung der Implementierung behoben werden müssten.
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Abb. 2.13: Visual-Analytics-Tool „NarrViz“, Darstellung von stabilen (Punkte, oben) und variab-
len (Balken mit Punkten, unten) n-Grammen.
– Komplikation: wurde ich ans CTG angeschlossen; nach langem hin und her;
eine Wehe nach der anderen; wurden die Wehen immer stärker; Dann kam
die Ärztin und etc.
– Evaluation: ich war fix und fertig; fühlte sich an, als; ich fing an zu weinen;
ich zitterte am ganzen Körper; ich hatte in der ganzen Zeit [das Gefühl] etc.
– Resolution: und dann ging es los; ging alles sehr schnell; Um 15.00 Uhr war
dann; um 16:02 Uhr das Licht; auf den Bauch gelegt; mir auf die Brust gelegt
etc.
– Coda: ich bin so froh, dass; alles in allem war es; Geburt noch vor sich ha-
ben; der schönste Moment in meinem etc.
Gleichzeitig lassen sich aus den Daten aber diese Kategorien auch anreichern
mit auffallenden Topoi und Erzählfiguren. So ist für die Geschichten ein Moment
der „Akzeleration“ typisch, das als Beginn der Resolution angesehen kann: Am
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Punkt der größten Krise kurz vor der eigentlichen Austreibung ist meist ein
Moment narrativer Reflexion beobachtbar (typisch für die „Evaluation“ nach
Labov & Waletzky 1973), bei dem das Umfeld verschwindet und das Ich der
Erzählerin und ihre Gefühle im Vordergrund stehen. Dieser Stillstand wird
dann aber mit n-Grammen wie dann ging alles ganz schnell; dann ging alles
sehr schnell in der Erzählung aufgehoben und die Narration akzeleriert. Damit
ist narrativ die Geburt mehr oder weniger bewältigt, was in der Realität natür-
lich nicht zwingend so ist. Die Nachgeburt oder die Wundversorgung im An-
schluss sind in den Berichten aber folgerichtig auch oft kein (großes) Thema
mehr. Zusammen mit der Beobachtung, dass die Geschichten meist auch gleich
nach der Austreibung des Kindes mit n-Grammen wie um 15.00 Uhr war dann;
wurde am 29. 5. 2010 um 02.23 Uhr; um 2.24 uhr auf die welt sozusagen die for-
melle Geburtsanzeige simulieren, macht die Divergenz zwischen Erlebnis und
Narration deutlich: Der genaue Zeitpunkt der Geburt spielte bei der tatsächli-
chen Geburt wahrscheinlich für die Mutter keine Rolle, wird hinterher jedoch
als wichtiger Dreh- und Angelpunkt der Geschichte konstruiert.
2.3 Transformationen und Operationen
Ich kann an dieser Stelle nicht weiter auf die inhaltliche Analyse eingehen17
und möchte stattdessen einige diagrammatische Überlegungen anstellen. Bei
beiden Fallbeispielen (Geokollokationen und Narrative) sind die Visualisierun-
gen eine wichtige Hilfe für die Datenexploration. Sie hängen mit grundsätz-
lichen Transformationen zusammen, mit denen der Untersuchungsgegen-
stand erzeugt wurde. Mir scheinen insbesondere vier Grundtransformationen
relevant zu sein: Rekontextualisierung, Desequenzialisierung, Dimensions-
anreicherung und Rematerialisierung. Was ist damit gemeint?
Jeglicher quantitativer Korpusanalyse eigen ist eine Rekontextualisierung
von sprachlichen Einheiten: Eine KWiC-Liste ist ein Ensemble von Einzel-
belegen, die aus ihren ursprünglichen Kontexten extrahiert und zu einer Liste
rekontextualisiert worden sind, die den Untersuchungsgegenstand darstellt.
Die Fundstellen werden nicht mehr als Funde innerhalb eines Textes gelesen,
sondern als Ensemble aller Fundstellen. Die Einheit des Textes wurde zerstört,
um eine Perspektive zu ermöglichen, die nach der Musterhaftigkeit der Ver-
wendung dieser Funde fragt. Bei den Geburtsberichten erzeugten wir durch die
datengeleitete Berechnung von typischen n-Grammen den Untersuchungs-
gegenstand, mit dem die n-Gramme als musterhafte n-Gramme rekontextuali-
17 Vgl. dazu Bubenhofer (2018a).
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siert werden: Sie sind ihren ursprünglichen Kontexten entrissen, zeigen dafür
die Musterhaftigkeit ihrer Verwendung – erstens weil es sich um Wortsequen-
zen handelt, die in den Daten gehäuft in diesen Gruppen auftreten, und zwei-
tens weil sie bezüglich ihrer Frequenz auffällig oft in den Geburtsberichten
vorkommen. Bei den Geokollokationen hingegen ist das Kollokationsprofil zu
jedem Toponym eine Rekontextualisierung von Lexemen im Umfeld des jewei-
ligen Toponyms, wobei das Kollokationsprofil die Verwendungsweisen kom-
pakt zusammenfasst.
Mit der Rekontextualisierung gehen Desequenzialisierungen einher: Bei
den Kollokationsprofilen der Geokollokationen sind überhaupt keine Infor-
mationen über die syntagmatische Einbettung in den Kontext verfügbar. Die
Kombination aus Rekontextualisierung und Desequenzialisierung ist unter
korpuslinguistisch-diskursanalytischer Perspektive ein erwünschter Effekt:
Die dekontextualisierte Darstellung erlaubt es den Forschenden, frei vom ,hermeneu-
tischen Reflex‘, der die Lektüre von Texten und Textpassagen bestimmt, kreativ Ideen zu
möglichen diskursiven Zusammenhängen einzelner Korpusteile zu entwickeln, die bei
einer subjektiven Lektüre möglicherweise verdeckt blieben. (Scholz & Mattissek 2014: 87)
Es ist also einerseits gerade notwendig, vom Einzeltext zu extrahieren (was das
Ziel aller quantitativen Analysen ist), andererseits aber auch von der sequen-
ziellen Einbettung der Belege.18
Bei den Narrativen ist die Desequenzialisierung kritisch, weil die Abfolge
der n-Gramme im Verlauf der Geschichte von großem Interesse ist. Allerdings
interessiert uns nicht die einzelne Geschichte, sondern die generalisierte, der
musterhafte Ablauf. Daher ist es wichtig, die entsprechenden Daten der ty-
pischen Sequenzen zu erheben und die Visualisierung an der Grundfigur der
Sequenz auszurichten.
Die dritte relevante Grundfigur ist die Dimensionsanreicherung: Bei den
Geokollokationen wird durch die Georeferenzierung eine weitere Dimension
hinzugefügt mit dem Ziel, eine Visualisierung zu ermöglichen, die die Daten
unter einer neuen Perspektive interpretierbar macht. Ich habe auch problema-
tisiert, dass die Kartendarstellung kritisch ist, da es sich um eine kanonische
Form der Dimensionsanreicherung handelt, die oft vorschnell als einzig rele-
vante gewählt wird. Daher ist es wichtig, mit unterschiedlichen Anreicherun-
gen zu arbeiten, was wir in Form des Dorling-Diagramms versucht haben.
18 Ein Rest an (musterhafter) syntagmatischer Einbettung ist durch die Berechnung der Kollo-
kation natürlich noch vorhanden. Vgl. für eine weiterführende Diskussion auch Bubenhofer
(2018c, b).
Visualisierungen in der Korpuslinguistik 53
Bei den Narrativen stellt die Berechnung der typischen Positionen der
n-Gramme in den Geschichten die wichtige Dimensionsanreicherung dar, mit
der es möglich wird, die typischen narrativen Sequenzen zu finden. Sieht man
diese Positionierung der n-Gramme aber auch nur als eine von vielen mög-
lichen Anreicherungen, wird klar, dass auch nach Alternativen gesucht werden
muss. Schließlich erzeugen die diagrammatischen Transformationen eine Form
von Rematerialisierung. Darunter verstehe ich die eigentliche Konstitution des
Untersuchungsgegenstands auf einer emergenten Ebene: Ein Kollokations-
profil ist beispielsweise eine statistische Zusammenfassung des Distributions-
verhaltens eines Ausdrucks, das durch diagrammatische Transformationen
entstanden ist. Bei der Analyse behandeln wir das Profil als Analysematerial,
das semantische Lesarten des Lexems darstellt. Ähnlich die sprachlichen
Einheiten, die georeferenziert und auf einer Karte dargestellt werden: Sie erge-
ben einen Gegenstand von Sprache „in situ“. Wir können die diagrammatisch
manipulierten Daten auf einer emergenten Ebene als einen neuen Gegenstand
lesen und interpretieren.
Das Beispiel der Geokollokationen zeigt eine Rematerialisierung als diskur-
sives Bedeutungsgewebe zur Konstruktion von Welt. Dieses Bedeutungsgewebe
bewegt sich dabei zwischen stark und weniger stark geografisch verankerten
Formen: Bei der Rückbindung auf die Kartenprojektion sind die Abweichungen
zwischen diskursivem Weltbild und geografischem besonders deutlich sicht-
bar. Die Dorling-Visualisierung hingegen spiegelt eher das diskursive Weltbild.
Bei den Narrativen wird durch die Visualisierung die Musterhaftigkeit der
typischen Verkettungen gezeigt, also eine Abstrahierung auf zwei Ebenen:
Einerseits sind die statistisch auffälligen Sequenzen sichtbar, andererseits aber
wiederum eine Abstrahierung der einzelnen auffälligen Sequenzen auf wenige
narrative Muster. Diese narrativen Muster erzählen eine Geschichte, wie sie
genau so nicht in den Daten zu finden ist, jedoch trotzdem eine passende Typi-
sierung darstellt. Sie lautet z. B. so:
An diesem Tag hatte ich … → …, dass es endlich losgeht → ich hatte das Gefühl, dass …
→ Mein Mann und ich waren … → war mich sicher, dass … → auf den Weg in die … → Ich
sagte ihr, dass … → so heftig, dass ich … → fühlte sich an, als → war ich fix und fertig →
Ich hatte das Gefühl, → dass es nicht mehr lange … → ich dachte, ich muss … → , aber es
ging nicht → , was das Zeug hielt → dann ging alles ganz schnell → Ich weiß nur noch …
→ um 16:38 war es → das Licht der Welt erblickte → ich konnte es nicht glauben → ich
war so froh … → , dass es vorbei war → ich hätte nie gedacht, → und ich muss sagen, →
Für mich war es eine … → noch vor sich haben …
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3 Plädoyer für mehr Experimentierfreude
Auch die Sozial- und Kulturwissenschaften tendieren dazu, Standardmethoden
zu entwickeln, um bestimmte Analysen valide und reliabel durchführen zu
können. Das führt z. B. zu Best Practice-Empfehlungen für die Datenanalyse
und Datenvisualisierung, die Eingang in korpuslinguistische Literatur finden.
Dies ist wichtig. Trotzdem: Die grundlegenden Überlegungen zu diagramma-
tischen Operationen und Grundfiguren, die etwa die Korpuslinguistik beherr-
schen, machen deutlich, wie grundlegend bestimmte methodische Zugriffe bei
der Gegenstandskonstitution sind. Methoden der Visualisierung, egal ob für
explorative Zwecke oder für die Präsentation, sind nicht einfach ein zusätz-
liches Element der Analyse, sondern prägen ganz grundsätzlich unsere Per-
spektive auf die Daten. Dies wurde in wissenschaftstheoretischen Arbeiten,
insbesondere zu den Naturwissenschaften, verschiedentlich aufgezeigt (Knorr
Cetina 2001; Böhm 2001; Rheinberger 1994; Bredekamp, Schneider & Dünkel
2008; Zittel 2011; Burri 2016). In der Linguistik sind die Reflexionen darüber,
wie die im Fach herrschenden Diagrammkulturen die Gegenstandskonstitution
„Sprache“ prägen, noch wenig erforscht. Gerade die Korpuslinguistik muss mit
ihrem datengeleiteten Zugriff eine Vorreiterrolle übernehmen, um nicht vor-
eilig Standards der Visualisierung zu formulieren, sondern mit verschiedenen
Formen zu experimentieren und diese auch wissenschaftstheoretisch zu reflek-
tieren. Mit Lauersdorf (2018) kann man fordern: „Use all the data! View all the
data! View all the combinations! View all the angles! Use all the techniques!“
Dies kann beispielsweise auch in Domänen geschehen, die auf den ersten
Blick vielleicht wenig Berührungspunkte zur Korpuslinguistik haben. Ein Bei-
spiel ist die Gesprächslinguistik oder interaktionale Linguistik. Das Gesprächs-
transkript spielt hier die entscheidende Rolle, um gesprochene Sprache über-
haupt zu Daten zu machen, die analysiert werden können (z. B. nach GAT;
Selting et al. 1998). Gespräche können jedoch auch ganz anders visualisiert
werden, wie der Versuch zeigt, Gespräche mit der Figur der Jahresringe zu vi-
sualisieren (vgl. Abb. 2.14). Die grafische Figur sieht vor, die Aktanten eines
Gesprächs als Positionen auf einem Kreis zu sehen. Parallel zum Ablauf des
Gesprächs (die Aufnahme wird abgespielt), produziert jeder Turn an der Stelle
des Aktanten einen Kreis, wobei die Länge des Turns die Größe bestimmt. Kon-
zentrisch dazu werden die weiteren Turns des Aktanten gezeichnet, wobei die
Kreise unmittelbar bei turn-Äußerung farbig gefüllt sind, mit der Zeit jedoch
verblassen, aber nicht unsichtbar werden. Zusätzlich wird der Text des jewei-
ligen Turns kurz angezeigt.
Nach einiger Zeit wird eine Geschichte und Dynamik des Gesprächs sicht-
bar, wobei Abbildung 2.14 die Unterschiede dreier Gespräche augenfällig
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Abb. 2.14: Visualisierung der Gesprächsdynamik mit „Jahresringen“ – Gespräche 1–3.
macht: Das erste Gespräch (in Abb. 14 links) vollzieht sich hauptsächlich
zwischen zwei Personen, die beide viele, relativ kurze Turns geäußert haben,
daneben aber auch längere in ähnlicher Zahl. Man würde sagen, es handelt
sich um eine ausgeglichene Dialogform. Beim zweiten Gespräch (in Abb. 14 in
der Mitte) nehmen drei Personen am Gespräch teil, wobei der eine (links oben)
das Gespräch mit sehr vielen, eher kurzen turns dominiert. In der dritten Kon-
stellation (in Abb. 14 rechts) agieren viele Personen miteinander, wobei die
eine ebenfalls das Gespräch deutlich dominiert, gefolgt von drei, vier weiteren
Personen, die auch substanziell zum Gespräch beitragen.
Neue Formen der Datenvisualisierung sind nötig, da die theoretischen
Überlegungen zur interaktionalen Linguistik weiter zu sein scheinen als die
gängigen Formen der Gesprächstranskription. So sieht Deppermann (2014:
323) „vier Bestimmungsstücke des sprachlichen Handelns [die] unser Ver-
ständnis von ‚Pragmatik‘ prägen müssen: Leiblichkeit […], Zeitlichkeit […],
Sozialität […], Epistemizität“. Zeitlichkeit meint dabei, dass sprachliches Han-
deln „sequenziell organisiert und simultan mit anderen Ressourcen des Han-
delns verknüpft“ ist und deshalb „Retrospektion und Projektion […] konstitutive
Dimensionen der situierten Sinnkonstitution“ sind. Anhand eines klassischen
Gesprächstranskripts ist es sehr schwer, Retrospektion und Projektion abzu-
leiten. Der „Jahresringe“-Darstellung in Abbildung 2.14 ist aber immerhin ein
Element der Retrospektion eingeschrieben: Eine Geschichte des Gesprächs er-
gibt sich in grafischer Form. Auch der Aspekt der Sozialität – „[s]prachliches
Handeln findet in interpersonellen (Mehrpersonen-)Konstellationen statt“
(Deppermann 2014: 323) – ist in der Darstellung sichtbar.
Die „Jahresringe“-Darstellung ist nur eine erste Skizze für eine die klas-
sischen Transkriptionsformen ergänzende Datenvisualisierung, die stark aus-
gebaut werden müsste, um brauchbar zu sein. Ich wollte damit aber zeigen,
dass neue Wege der Datenanalyse theoriegeleitet vorgehen und dabei auch
neue diagrammatische Grundfiguren finden müssen, um neue Perspektiven
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auf die Daten zu ermöglichen. Dabei ist auch klar, dass eine neue Visualisie-
rung nicht den Zweck hat, die alten Fragen besser zu beantworten, sondern
neue Fragen überhaupt erst ermöglicht. Der hier skizzierte „Jahresringe“-
Vorschlag ist dabei zugegebenermaßen von einem deutlich korpuslinguis-
tischen Blick auf gesprochene Sprache geprägt.
Neben methodischen Standards der Datenaufbereitung und Analyse ist es
aber gerade auch in der Korpuslinguistik ein Desiderat, Experimente der
Datenvisualisierung einzugehen und dabei von einer weitreichenden Defini-
tion von Diagramm auszugehen. Die Visualisierung beginnt nicht erst mit der
Analyse (oder gar der Präsentation der Analyseergebnisse). Diagrammatische
Überlegungen gehen bereits mit dem theoretischen Zugriff auf die Daten einher
und sind ein wichtiges Element der Gegenstandskonstitution.
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