This paper introduces some new characterizations of COM-Poisson random variable. First, it extends Moran-Chatterji characterization, and generalizes Rao-Rubin characterization of Poisson distribution to COM-Poisson distribution. Then, it defines the COM-type discrete r.v. X ν of the discrete random variable X. The probability mass function of X ν has a link to the Rényi entropy and Tsallis entropy of order ν of X. And then we can get the characterization of Stam inequality for COM-type discrete version Fisher information. By using the recurrence formula, the property that COM-Poisson random variables (ν = 1) is not closed under addition are obtained. Finally, under the property of "not closed under addition" of COM-Poisson random variables, a new characterization of Poisson distribution is found.
Introduction
Recently, it is surprising that the Poisson distribution-along with COM-Poisson distribution-plays a significant role in the development of discrete distribution of fitting count data. The COM-Poisson distribution is a two-parameter extension of the Poisson distribution which contains a wide range of overdispersion and underdispersion properties. However, the Poisson distribution has some strong ideal assumptions, such as one-parameter and equidispersion. The COM-Poisson distribution was briefly introduced by Conway and Maxwell (1962) as a model for steady state queuing systems with state-dependent arrival or service rates (in other words, birth-death process with Poisson arrival rate and exponential service rate), see the Appendix. Shmueli et al. (2005) rediscovered this distribution and gave a detailed study of probability and statistics, and the application of COM-Poisson distribution. The term "Conway-Maxwell-Poisson" was also proposed by Shmueli et al. (2005) . The probability mass function (p.m.f.) is given by
, (k = 0, 1, 2, . . . ),
where λ, ν > 0 and Z(λ, ν) =
ν . We denote (1) as X ∼ CMP(λ, ν). Meanwhile, some other theoretical properties of Conway-Maxwell-Poisson distribution are also springing up in recent years. Kokonendji et al. (2008) showed that COM-Poisson distribution was overdispersed when ν ∈ [0, 1) and underdispersed when ν ∈ (1, +∞). Assumed ν to be an integer, Nadarajah (2009) 
derived
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explicit expressions for its moments and the cumulative distribution function. Shmueli et al. (2005) produced an approximation for normalization constant Z(λ, ν) for integer values, they conjectured that it was also valid for non-integers. Gillispie and Green (2015) proved the conjecture to be true. The approximation is Z(λ, ν) = exp(νλ 1/ν )
for all fixed ν > 0 as λ → ∞ (equivalently, λ 1/ν → ∞). Borges et al. (2014) gave conditions that COM-binomial random variable (r.v.) converges in distribution to a COM-Poisson r.v. (see Definition 2.1 or Example 3.2 below). Brown and Xia (2001) considered a very large class of approximation distribution which is the equilibrium distribution of a birth-death process with arrival rate α i and service rate β i , and got the Stein's identities (the functional operator characterizations for this "very large class of distribution"). By applying the Stein's identities from Brown and Xia (2001) , Daly and Gaunt (2016) gave an explicit bound in total variation distance between the COM-binomial distribution and the corresponding COM-Poisson limit. Pogány (2016) found an integral expression for the COM-Poisson normalizing constant Z(λ, ν).
The aim of this work is to illustrate some theoretical properties of COM-Poisson distribution, especially the characterizations of COM-Poisson distribution. Except density function and generation function, it is an interesting topic to find other "iff" condition of certain distribution. Some monographs and sections of monographs on many characterizations of discrete distribution have been published on it, see Kagan et al. (1973) , Patil et al. (1975) . Interestingly, there are much researches about the Poisson distribution and its related distribution, see Johnson et al. (2005) , Haight (1967) and the reference therein.
Characterization by COM-binomial distribution
In this section, we will deduce the conditional distribution of the COM-Poisson distribution which is useful in following section. Consider the sum of two independent COM-Poisson r.v.'s with parameters (λ 1 , ν) and (λ 2 , ν): S = X + Y , then we have
Rewrite the above expression as a binomial-like summation:
The conditional distribution P (X = k |S = s ) is
(4) It is easy to define the p.m.f. of COM-binomal distribution with parameters ν, m and p, see Shmueli et al. (2005) , Borges et al. (2014) : Definition 2.1. The COM-binomial distribution (CMB) is a distribution with p.m.f.:
where ν ∈ R + , m ∈ N =: {0, 1, 2, . . . }, p ∈ (0, 1), and N (m, p, ν) =:
as X ∼ CMB(m, p, ν).
Then if X and Y are independent random variables, we have X |X + Y ∼ CMB(m, λ1 λ1+λ2 , ν) for X ∼ CMP(λ 1 , ν) and Y ∼ CMP(λ 1 , ν). Moran (1952) and Chatterji (1963) proved that if X, Y are independent discrete r.v.'s, and p is a constant, then
holds iff X and Y each has Poisson distribution with parameters in the ratio p : p − 1.
Motivating by Patil and Seshadri (1964) 's general results for conditional distribution characterization Poisson distribution, we have a theorem for characterizing COM-Poisson distribution, see also Kagan et al. (1973) . The method of the proof is the same as Chatterji (1963) . 
where f (0) and g(0) are the corresponding normalizer for f (x) and g(y) respectively, which are the p.m.f..
Theorem 2.1. Let X and Y be independent discrete r.v.'s with p.m.f. f (x) > 0 and g(y) > 0, respectively. If P (X = x |X + Y = x + y ) is the COM-binomial distribution with parameter (x + y,
Then we have h(x) = 1 x! ν . In view of (6),
c(y,y) = θ y , let λ = e a and compared with the expression (1), hence
The following Rao-Rubin characterization for Poisson law is based on a interesting model where an original observation from a discrete distribution is subject to damage according to a binomial distribution. Let X, Y be two discrete r.v.'s, Rao and Rubin (1964) proved that if
iff X is Poisson distributed, the simple proof can be found in Wang (1975) . Based on the above-mentioned COM-binomial distribution and an extension of Rao and Rubin (1964) 's characterization which was constructed by Shanbhag (1977) , we obtain the Rao-Rubin characterization for COM-Poisson distribution.
Lemma 2.2. Let X, Y be the non-negative r.v.'s such that P (X = z) = P z with P 0 < 1, P z > 0, z ∈ N, and
where
Next, we will give the following COM-Poisson extension of Rao-Rubin characterization. The result of Shanbhag (1977) will be useful to get a proof immediately.
Theorem 2.2. Let X, Y be the discrete r.v.'s such that P (X = z) = P z with P 0 < 1, P z > 0, z ∈ N, and
Proof. From the normalizer in (5), we have
ν . And summing z over z = 0, 1, . . ., we have
The last expression has X ∼ CMP(θ, ν) for some θ > 0.
COM-type distribution and discrete version Fisher information

COM-type distribution
In this section, COM-Poisson can be characterized by the equality sign in a discrete version of the Stam inequality (Stam (1959) ) for the COM-type Fisher information based on Kagan's characterization (Kagan (2001) ) of Poisson distribution.
For any discrete distribution (or r.v.), we first define its COM-type distribution (or r.v.).
Definition 3.1. Let P X (x) = P (X = x) be the p.m.f. of a discrete r.v. X, a discrete r.v.X ν is said to have a COM-type of order ν of the distribution (if exists, namely
. By the structure of COM-type distribution, we call it "ν-power distribution" with generating p.m.f.. Next, we illustrate some examples of COM-type distributions.
Example 3.1. For the COM-type Poisson distribution connected to (1), the p.m.f. is given by
where λ, ν > 0.
Example 3.2. The p.m.f. of COM-type binomial distribution linked to (5) is given by
where ν ∈ R + , n ∈ N, p ∈ (0, 1).
Example 3.3. A r.v. X is said to follow COM-negative binomial distribution (CMNB(r, ν, p)) with three parameters (r, ν, p) (see Zhang et al. (2018) ), if the p.m.f. is given by
where r, v ∈ (0, ∞) and p ∈ (0, 1). We denote (10) as X ∼ CMNB(r, ν, p). Then we have
Example 3.4. As we know, the geometric distribution is P X (x) = p(1 − p) x , and the COM-type is
so it is easy to see that the COM-type of COM-geometric distribution maintains a geometric distribution.
Example 3.5. The Riemann zeta distribution (see Lin and Hu (2008) ) with p.m.f.
then the COM-type Riemann zeta distribution:
is also a Riemann zeta distribution if ν ≥ 1.
Example 3.6. Consider a member of the Lerch-type distributions with probability generating function (p.g.f.) :
v is Lerchs transcendent function. See Johnson et al. (2005) , page 526. Let (X ν , Θ) be such a bivariate r.v. that their joint distribution is
where C is a normalisation constant. Gómez-Déniz and Calderín-Ojeda (2014) have found that the marginal distribution of X is the COM-type of a Lerch-type distribution (12) (2007)) with p.m.f.
Remark 1. Chakraborty and Imoto (2016) considered the extended COM-Poisson distribution (ECOMP(r, θ, α, β)):
where the parameter space is (r ≥ 0, θ > 0, α > β) ∪ (r > 0, 0 < θ < 1, α = β). COM-negative binomial distribution is a special case of ECOMP(r, θ, α, β) when α = 1, β = ν. Another generation of COM-type distribution was obtained by Imoto (2014) (see also Chakraborty and Imoto (2016) ):
which includes the negative binomial distribution, but not a COM-Poisson type distribution of negative binomial distribution by Definition 3.1.
Remark 2. Recall the Rényi entropy (see Rényi (1961) ) in the information theory, which generalizes the Shannon entropy. The Rényi entropy of order α of a discrete r.v. X:
Then the normalization constant C Xα in (9) has Rényi entropy representation C Xα = e
In physics, another generalization of Shannon entropy is the Tsallis entropy, Tsallis entropy of order α of a discrete r.v. X is defined by
This entropy was introduced by Tsallis (1988) as a basis for generalizing the Boltzmann-Gibbs statistics.
Hence the normalization constant C Xα has Tsallis entropy representation
The next result shows that the COM-type of order 1 ν distribution related to X ν is X. Hence, the COM-type distribution has one-to-one correspondence between X ν and X.
Lemma 3.1.
Proof. In fact,
Let E ν X be the expectation of its COM-type r.v., that is
then we have
The following lemma is an immediate consequence of Lemma 3.1.
Kagan's characterization
Based on the two lemmas, it would facilitate discussing COM-type discrete Fisher information. For a discrete r.v. X with values in N, Kagan (2001) defined
X which is a discrete version of the Fisher information. Now, we consider the COM version of Fisher information, which allow us to apply Kagan's characterization of Poisson distribution. Let
Then COM-type discrete Fisher information can be defined by
(15) We say that X ∈ RSP (right side positive), i.e. if P X (x) > 0 then we have P X (x + 1) > 0. Lemma 2 in Kagan (2001) showed that if X, Y ∈ RSP are independent r.v.'s., it is trivial to see that X + Y ∈ RSP . Lemma 3.3. (Kagan (2001) ) If I X , I Y < ∞ and X, Y ∈ RSP , then
with the equality sign holding iff X, Y, Z have Poisson distributions (possibly shifted), i.e.
for some integer z 0 and λ > 0, with the same expression for P X (x), P Y (y).
However, for the COM-Poisson distribution of order ν, the convolution of two independent COM-Poisson r.v.s. X and Y may not be the COM-Poisson r.v.'s of order ν (except ν = 1). In view of (3), if X ∼ CMP(λ 1 , ν) and Y ∼ CMP(λ 2 , ν) where
In order to verify whether (17) is COM-Poisson distributed, we need recurrence relation characterization of COM-Poisson distribution. The following lemma is a property of proportion to characterize COM-Poisson distribution, see also Ahmad (2007) as a special case of COM-Hyper-Poisson distribution.
Lemma 3.4. If P (X = n) is the p.m.f. of any discrete r.v. X, then X is COM-Poisson distribution iff
Proof. It can be derived by the p.m.f. of COM-Poisson distribution (1), since
Let F ν be the family COM-Poison distribution of order ν. It is closed under addition (X, Y ∈ F ν ⇒ X + Y ∈ F ν ) except when ν = 1.
Proof. Apply Lemma 3.4 to (17), and let λ 1 = λ ν x , λ 2 = λ ν y , we have 
8 for n = 1, 2, . . . .
We observe that the expression (19) is slightly different from the (18).
Compared (18) with (19), if X + Y ∼ CMP(λ 1 + λ 2 , ν), we must have a n (λ x , λ y , ν) = a n−1 (λ x , λ y , ν) for n = 1, 2, . . . . So a n (λ x , λ y , ν) ≡ a 0 (λ x , λ y , ν) = 1 for n = 1, 2, . . . and ν ∈ R + \{1}. On the other hand, for ν > 1 and n = 1, 2, . . . , we have
< a n (λ x , λ y , 1) = 1; for ν < 1 and n = 1, 2, . . . , we have
The above inequality contradicts that a n (λ x , λ y , ν) ≡ 1 for n = 1, 2, . . . and ν ∈ R + \{1}.
Now, we present the main theorem.
The equality sign in (20) holds iff X has COM-Poisson distribution (possibly shifted):
for some integer z 0 and µ > 0 as well as Y . Instead of that the condition distribution characterizations is related to COM-binomial distribution, Borges et al. (2014) showed that the COM-Poisson distribution is the limit distribution of the COM-binomial distribution as m tends to infinity. 
Proof. Notice that (X
, Shmueli et al. (2005) pointed out that COM-binomial distribution could be seen as a sum of equicorrelated Bernoulli r.v.'s Z i (i = 1, . . . , m) with joint distribution (see also Borges et al. (2014) )
Approximate to COM-Poisson distribution
Apart from the fact that COM-binomial approximates to COM-Poisson, the next theorem illustrates that COM-negative binomial distribution is suitable since its limiting distribution is the COM-Poisson. We show that COM-negative binomial r.v. X ∼ CMNB(r, ν, p r ) converges to the COM-Poisson r.v. X ∼ CMP(λ, ν) with λ = lim r→∞ r ν pr 1−pr .
Theorem 3.3. Let X be a r.v. with COM-negative binomial distribution with parameters (r, ν, p r ) in (10), denote the p.m.f. as P (X = k), and let λ = lim r→∞ r ν pr 1−pr . Then we get
, (k = 0, 1, 2, . . . ).
Proof. Notice that for large r, p r ≈ λ r ν +λ , substitute it into p.m.f. (10), then we can obtain
.
And notice that lim
Hence,
holds.
Other properties and functional operator characterization
Other properties
A discrete r.v. X obeys the discrete pseudo compound Poisson (DPCP) distribution if its p.g.f. has the form:
with parameters (
The explicit expression for the p.m.f. of the DPCP distribution is given by
For more theoretical properties of DPCP distribution, see Zhang et al. (2014) , Zhang et al. (2017) and references therein. If all the α k are non-negative, (21) is the p.g.f. of discrete compound Poisson (DCP) distribution. Let N be Poisson distributed with parameter λ and Y i (i = 0, 1, . . . ) be i.i.d. discrete r.v.'s with P {Y 1 = k} = α k , assure that Y i and N are independent, then DCP distributed r.v. X can be decomposed as
We refer the interested reader to the survey by section 9.3 of Johnson et al. (2005) for references on DCP distribution and many other issues can be found in Zhang et al. (2014) and Zhang and Li (2016) .
Let F be a family of DCP distribution, the model must close under addition since the sum of DCP distributed r.v.'s maintains the characterization of DCP distribution. More precisely, Jánossy et al. (1950) showed that:
Let F µ be a family of non-negative integer-valued r.v. X which can be parameterized by their mean µ. The member of F µ is closed under addition (if X ∈ F µ1 , Y ∈ F µ2 ⇒ X + Y ∈ F µ1+µ2 ), where µ runs over all non-negative real numbers.
Then under the conditions above, iff X µ is discrete compound Poisson distributed with finite expectation condition.
Moreover, given a parametric model, we say that it is "partially closed under addition" if for each r.v. X belonging to this model, the sum of any number of independent copies of X also belongs to this parametric model. Given a biparametric count model (mean µ = EX and dispersion index d = VarX/EX) which satisfies the regularity conditions:
1. Admit a change of variables so that they can be parameterized by their mean µ, and dispersion index d.
2. The domain of the parameter µ is R + . 3. Admit a p.g.f. continuous in µ. In order to be partially closed under addition, a necessary and sufficient condition is that its p.g.f. can be expressed as a discrete compound Poisson distribution, see Puig and Valero (2006) .
With the condition of finite expectation, we can verify a distribution which is not discrete compound Poisson, if we can show that the sum of independent r.v. is not closed under addition. The mean of COM-Poisson r.v. EX can be closely approximated by the following (see Shmueli et al. (2005) ),
EX can run over all non-negative real numbers since λ ∈ (0, ∞). Fix the ν (ν > 0), let F ν be the family of COM-Poison r.v. of order ν. If ν is given, then λ is determined by EX, thus F ν is parameterized by the λ. When ν = 1, the well-known family of Poisson r.v.'s with mean λ which is closed under addition. The question emerges as to whether the COM-Poisson r.v. has the same property. The answer to this question is not true except ν = 1.
Proof. Compared (18) with (19), if X + Y ∈ F ν , we must have an (λx,λy,ν) an−1(λx,λy,ν) = f (λ x , λ y ) > 0. So a n (λ x , λ y , ν) = f (λ x , λ y ) (n−1) for n = 1, 2, . . . . Assume f (λ x , λ y ) = 1, by using p.m.f. of COM-binomial distribution, we have 0 = lim n→∞ a n (λ x , λ y , ν) = lim For X ∼ CMP(λ, ν), is there a zero point of
It is not sure. But we can add some other conditions to guarantee that Z(λz, ν) has no zeros. Proof. First, we need to show that G(z) = Z(λz,ν) Z(λ,ν) has no zeros in 0 < |z| < 1. Since
. . , then we have
In addition, z = ±1 is not a zero point since G(1) = 1, G(−1) = P 0 − P 1 + P 2 − P 3 + · · · > 0.
For λ ≤ 1, rewrite the p.g.f. of COM-Poisson distribution as the expression (21). Use the recurrence relation (Lévy-Adelson-Panjer recursion) of p.m.f. of DPCP distribution, see Buchmann (2003) and Remark 1 in Zhang et al. (2014) , we have
In this case, the recurrence relation of COM-Poisson distribution has the alternative form with infinite terms. Notice that
, then the parameters of DPCP distribution of COMPoisson distribution are determined by the following system of equations:
whereλ(λ, ν) = ln P 0 . A limit case as ν → +∞, Z(λ, ν) → 1 + λ, hence COM-Poisson distribution tends to a Bernoulli distribution with P (X = 0) =
Functional operator characterization
The recurrence relation (18) helps us consider the following functional operator characterization, which is well-known in the Stein-Chen method literature, or from the work of Brown and Xia (2001) who studied the functional operator characterizations (we call it Stein identity) a very large class of the equilibrium distribution of a birth-death process. Here we want to give an alternative proof, see Appendix for the proof.
Lemma 4.3. Let g : N → R be a bounded function, suppose there exists a bounded solution f :
By using the Stein identity lemma above and the Stein-Chen method, Daly and Gaunt (2016) have shown some convergence results and approximations, including a bound on the total variation distance between a COM-binomial r.v. and the corresponding COM-Poisson r.v..
Conclusion
The results in this works contain some theoretical properties of the COM-Poison distribution, with potentially researches in the probability theory. For example, the COM-type distribution as a "ν-power distribution" could be extended to continuous distributions, and more probability properties could be explored. In statistics, goodness-of-fit tests of COM-Poisson distribution based on the new characterizations (Stein identity, conditional distribution) shed light on more powerful tests than some omnibus goodness-fit tests like Kolmogorov-Smirnov or Chi-squared test.
Acknowledgments
This work was partially supported by the National Natural Science Foundation of China (No.11201165). The authors thank Arash Sioofy Khoojine for careful reading and insightful comments, which markedly improve the quality of this paper.
Appendix
Queuing systems characterization
The COM-Poisson distribution can be generated as a queueing system with Poisson arrival rate λ 0 and exponential service rate µ n = µn ν (which depends on the size of the queue n). Let P n (t) be the size of n in the queue at time t , and it also satisfies the system of differential difference equations (due to Conway and Maxwell (1962) ): P 0 (t + ∆t) = (1 − λ 0 ∆t)P 0 (t) + µ · 1 ν ∆tP 1 (t) (22) P 0 (t + ∆t) = λ 0 ∆tP n−1 (t) + (1 − λ 0 ∆t − µn ν ∆t)P n (t) + µ(n + 1) ν ∆tP n+1 (t), (n = 1, 2, ...) (23)
From (22) , we have P ′ 0 (t) = −λ 0 P 0 (t) + µP 1 (t). Suppose that the queue reaches a steady state as t → ∞, then lim t→∞ P ′ n (t) = 0. Set P n = lim t→∞ P n (t), we obtain P 1 = λ0 µ P 0 . Using the approach above again, (23) becomes 0 = −(λ 0 + µn ν )P n + λ 0 P n−1 + µ(n + 1) ν P n+1 (t), (n = 1, 2, ...)
which implies P n+1 = ( Let n = 1, we have
Let n = 2, we have
In general, applying (24) ,we can get the follow formula by induction: Hence, λP (W = x − 1) = x ν P (W = x).
So W has the COM-Poisson distribution from Lemma 3.4, i.e., the recurrence relation characterization.
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