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We present a fast N logN time algorithm for computing quadratic-phase integrals. This three-parameter
class of integrals models propagation in free space in the Fresnel approximation, passage through thin
lenses, and propagation in quadratic graded-index media as well as any combination of any number of these
and is therefore of importance in optics. By carefully managing the sampling rate, one need not choose N
much larger than the space–bandwidth product of the signals, despite the highly oscillatory integral kernel.
The only deviation from exactness arises from the approximation of a continuous Fourier transform with the
discrete Fourier transform. Thus the algorithm computes quadratic-phase integrals with a performance
similar to that of the fast-Fourier-transform algorithm in computing the Fourier transform, in terms of both
speed and accuracy. © 2006 Optical Society of America
OCIS codes: 070.2580, 350.6980, 070.2590.A quadratic-phase system is a unitary system whose
output gu is related to its input fu through a
quadratic-phase integral:
gu =  exp− i/4

−

expiu2 − 2uu + u2fudu,
1
where , , and  are real parameters. This relation-
ship is also known by other names, including “linear
canonical transforms.”1–4
This input–output relation can model a broad class
of optical systems, including thin lenses, sections of
free space in the Fresnel approximation, sections of
quadratic graded-index media, and arbitrary concat-
enations of any number of these.2,3
Computation of the Fresnel diffraction integral,
which is a special case of Eq. (1) with ==, has re-
ceived the greatest attention because it describes the
propagation of light in free space (see Refs. 5 and 6
and the references therein). As the input–output re-
lationship represented by the Fresnel integral is
space invariant and takes the form of a convolution,
one can compute it by taking the Fourier transform
(FT) of the input, multiplying by the transfer func-
tion of free space, and inverse transforming, with
overall time N log N. Here we present an algorithm
with which to compute Eq. (1) in N log N time, de-
spite the fact that the relationship represented by the
more general Eq. (1) is not space invariant and is not
a convolution. It is important to underline that here
N is chosen close to the space–bandwidth product of
the set of input signals, which is usually the smallest
possible value of N that can be chosen in terms of
information-theoretic considerations. Therefore the
algorithm is highly efficient and, although we do not
present a formal proof of this, is quite possibly nearly
0146-9592/06/010035-3/$0.00 © 2the most efficient that is possible. Indeed, the distin-
guishing feature of the present approach is the care
with which sampling and space–bandwidth product
issues are handled. Straightforward use of conven-
tional numerical methods can result in inefficiencies
either because their complexity is larger than
N log N or because the highly oscillatory quadratic-
phase kernel in Eq. (1) forces N to be chosen much
larger than the space–bandwidth product of the sig-
nals.
In the method presented here, the samples of the
output are computed in terms of the samples of the
input, in the same sense that the fast-Fourier-
transform (FFT) implementation of the discrete Fou-
rier transform (DFT) computes the samples of the
continuous FT of a function. Special care is taken to
ensure that the output samples represent the con-
tinuous transform in the Nyquist–Shannon sense, so
the continuous transform can be fully recovered from
the samples. The only source of deviation from exact-
ness arises from the fundamental fact that a signal
and its transform cannot both be of finite extent. This
is the same source of deviation encountered when the
DFT–FFT is used to compute the continuous FT. In-
deed, this deviation enters the present algorithm
only in the step involving a DFT; all the other steps
are fully exact. Therefore the algorithm provides a
degree of approximation similar to that of the DFT–
FFT and is, in all aspects, to quadratic-phase trans-
forms what the DFT–FFT is to the ordinary FT.
Before presenting the algorithm we discuss the
Wigner distribution (WD) and the fractional Fourier
transform (FRT). The WD, Wfu ,, is a phase-space
distribution that gives the distribution of signal en-
ergy as a function of space and frequency; its defini-
tion in terms of fu may be found elsewhere.2,7 The
WD of gu can be simply related to the WD of fu by
a geometrical transformation: Wgu ,=WfDu−B ,
−Cu+A, where A= /, B=1/, C=−+ /, and
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quadratic-phase transforms2 with ==cota /2, 
=csca /2, and an additional factor expia /4 in
front of the integral in Eq. (1), for −2a2. F1 is the
ordinary Fourier operator and F0 is the identity op-
erator. The FRT operator is additive in index:
Fa1Fa2=Fa1+a2. We obtain Wfau , by rotating
Wfu , by a /2.
A function and its FT cannot both be of finite ex-
tent. In practice, however, we always work with finite
spatial and frequency intervals. We assume that a
large percentage of the signal energy, as represented
by the WD, is confined to an ellipse with diameters
	S (in meters) in the space dimension and 	B (in in-
verse meters) in the frequency dimension. For a
given set of functions we can ensure that this is so by
choosing 	S and 	B sufficiently large. This implies
that the space-domain representation of our signal
is approximately confined to the interval
−	S /2 ,	S /2 and that its frequency-domain repre-
sentation is confined to −	B /2 ,	B /2. We then de-
fine the space–bandwidth product 	S	B, which is al-
ways 
1, because of the uncertainty relation. Let us
now introduce scaling parameter s (in meters) and
scaled coordinates, such that the space- and
frequency-domain representations are confined to in-
tervals of length 	S /s and 	Bs. Let s=	S /	B so
the lengths of both intervals are equal to the dimen-
sionless quantity 	B	S, which we denote by 	u,
and the ellipse becomes a circle with diameter 	u. In
the new coordinates, our signal can be represented in
both domains with 	u2 samples spaced 	u−1 apart.
We assume that this dimensional normalization has
been performed and that the coordinates are dimen-
sionless.
Our method is based on the decomposition of Eq.
(1) into elementary operations. Numerous such de-
compositions are possible,2 but they are not equally
suited for numerical purposes. For instance, the di-
rect application of the naïve decomposition of chirp
multiplication, Fourier transformation, scaling (mag-
nification), and again chirp multiplication that sug-
Fig. 1. Decomposition of an arbitrary quadratic-phase sys-
tem: (a) region to which the signal energy is initially con-
fined, (b) energy distribution after rotation, (c) after scal-
ing, (d) final distribution of signal energy after shearing.gests itself on inspection of Eq. (1) will in generallead to high sampling rates. Our method relies on de-
composition into a FRT, magnification, and chirp
multiplication. These operations geometrically corre-
spond to rotation, scaling, and shearing in the space-
frequency plane (Fig. 1). This decomposition was in-
spired by the optical interpretation in Ref. 8 and is
also a special case of the Iwasawa decomposition.
Mathematically,
gu = exp− ia/4exp− iqu2fscu, 2
fscu = 1/Mfau/M, 3
where fau is the FRT of fu and
a = 2/arccot , 4
M = 1 + 2/  
 0− 1 + 2/   0	 , 5
q = 2/1 + 2 − . 6
The ranges of the square root and the arccotangent
both lie in − /2 , /2. The first operation in this de-
composition is the FRT, whose fast computation in
N log N time is presented in Ref. 9. In the research
reported in Ref. 9, the FRT was efficiently computed
by being decomposed into a chirp multiplication fol-
lowed by a chirp convolution followed by a final chirp
multiplication. The algorithm computed the samples
of the continuous FRT in terms of the samples of the
original signal. Just as in the present research, care
was taken to ensure that the output samples repre-
sented the continuous FRT in the Nyquist–Shannon
sense. Our algorithm calls the algorithm in Ref. 9 as
a subroutine. The only approximation in this subrou-
tine comes from the step involving chirp convolution
in which a DFT–FFT is used to approximate the
samples of the continuous FT. No other approxima-
tion is made, either in this subroutine or in any of the
other operations that we employ in our method. Thus
the only source of approximation can be traced to the
evaluation of a continuous FT by use of a DFT (imple-
mented with a FFT), which is a consequence of the
fundamental fact that the signal energy cannot be
confined to finite intervals in both domains. The sec-Fig. 2. rms errors versus N. Inset, rms error percentages.
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is actually not a real operation but involves only a re-
interpretation of the same samples with a scaled
sampling interval. The final operation is chirp multi-
plication, which takes N time, leading to an overall
complexity of N log N. However, there is one final
subtlety that must be taken into consideration. Be-
cause quadratic-phase systems distort the original
region, as shown in Fig. 1, both the space and the fre-
quency extent of the signal as well as its space–
bandwidth product may increase, despite the fact
that the area of the region remains the same. There-
fore, unless some sophisticated basis is used, a
greater number of samples than 	u2 may be needed
to represent gu.
Delaying confrontation of the necessity to deal with
this greater number of samples until the very last
step is another advantage of our method. Because the
FRT corresponds to rotation and scaling only to rein-
terpretation of the samples, these steps do not re-
quire us to increase the number of samples. At the
last chirp multiplication step, if we multiply the
samples of the intermediate result by the samples of
the chirp, the samples obtained will be good approxi-
mations of the true samples of gu at that sampling
interval. If these samples are sufficient for our pur-
poses, nothing further need be done. However, in gen-
eral these samples will be below the Nyquist rate for
gu and will not be sufficient for full recovery of the
continuous function. To obtain a sufficient number of
samples that will permit full recovery, we must inter-
polate the intermediate result by at least a factor of
k, corresponding to the increase in space–bandwidth
product:
k = 1 + 
 − 1 + 2/2
. 7
Although this formula is sufficient for the approach
here, where by careful design the necessity for in-
creasing the number of samples has been postponed
to the final step, we note that a systematic approach
to determining the increase in the number of samples
for arbitrary operations has been presented in Ref.
10, which also brings a number of different perspec-
tives to the same problem.
Consider the chirped pulse function (F1) (Fig. 2)
exp−u2− iu2 and the trapezoidal function (F2)
1.5 triu /3−0.5 triu, whose transforms have been
computed both by the fast method presented here
and by a highly inefficient brute-force numerical ap-
proach that is taken here as a reference triu
=rectu*rectu. Because these functions are well
confined to a circle with diameter 	u=8 we take N
=82. We also consider the binary sequence (F3)
01101010 occupying −8,8, with each bit two units
in length, such that N=162. Also consider two trans-
forms, the first (T1) with parameters  , ,= −3,
−2,−1 (leading to k=1.5) and the second (T2) with
parameters −4/5,1,2 (leading to k=7). The resultsare tabulated in the inset of Fig. 2. We note that the
errors are in line with the errors in approximating
the FT with the DFT. Figure 2 shows the error versus
the number of sample points; the error decreases to-
ward the space–bandwidth product but saturates af-
terward, demonstrating that we can choose the num-
ber of points to be comparable to the space–
bandwidth product.
In conclusion, we have presented a fast, N log N
algorithm for computing any quadratic-phase inte-
gral. Our approach is based on concepts from signal
analysis and processing rather than on conventional
numerical analysis. With careful consideration of
sampling issues, N can be chosen close to the space–
bandwidth product of the signals. The only source of
error is that which arises from the approximation of
a FT with the DFT. Thus the algorithm can compute
quadratic-phase integrals with a performance similar
to that of the FFT algorithm in computing the FT, in
terms of both speed and accuracy. This approach not
only handles a much more general family of integrals
but also effectively addresses certain difficulties,
limitations, or trade-offs that arise in other ap-
proaches to computing the Fresnel integral (see Ref.
10 for a systematic comparison of several ap-
proaches). The presented algorithm can also be used
for efficient realization of filtering in linear canonical
transform domains.11
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