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a b s t r a c t
Total variation minimisation is a well-established method for digital image restoration. Its
implicit preservation of edges permits the derivation of anisotropicmodels for a qualitative
improvement at corners. This paper is a synopsis of anisotropic models with state-of-the-
art insights into thenumerics of isotropicmodels.Wegeneralise two representativemodels
from both branches of research. This formulation leads to a general convergent algorithm
and a general highly efficient algorithm which apply for both cases. A transfer of the
discretisation from the anisotropicmodel to the isotropic setting results in an improvement
of rotational invariance.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
There are several ways to estimate how much a function varies overall. A popular approach in image restoration due
to Rudin, Osher and Fatemi is the definition of a certain total variation as part of a penalty function for a minimisation
problem; see [1]. We will refer to models based on this idea as ROF models. Including the total variation leads to a non-
smooth objective function. This can be encountered by regularisation or dual treatment. We will refer to this as the theory
of themodel. There are several efficient algorithms for the solution of a dual formulation of the non-smooth problem; see [2].
We concentrate on algorithmic approaches based on an idea from [3] and another given in [4].With regard to the algorithmic
treatment of ROF models, special attention has to be paid to the discretisation.
Here, a discretisation of the gradient operator is sufficient. This linear operator is approximated with a matrix–vector
product, if a digital image is regarded as a vector coming from a column-wise reshaped ν by ν square matrix. In terms of
a gradient operator G ∈ R2n×n, with differences along image rows in the first n = ν2 operator rows and differences along
image columns in the second n operator rows for n-pixel images, u ∈ Rn, the total variation defined in [1], is the function
u →
n−
i=1

(Gu)2i + (Gu)2i+n.
In [1], the minimisation of this function is equipped with additional constraints, including a given data vector d ∈ Rn. The
data vector is assumed to be composed of the sum of a ground truth and a noise component with normally distributed pixel
intensities. One goal of image restoration is the approximation u of an unknown ground truth by means of d and certain
parameters given. We assume that the main features of the ground truth are encoded in the edges. Minimising the total
variation proves to preserve edges quitewell, i.e. they are not blurry in theminimiser. This gain of quality is computationally
expensive without further sophistication. Still, the discretisation can be realised with an upwind scheme, which leads to a
good rotational invariance of the whole method.
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This denoising scheme can be accelerated with slight simplifications. In [3], the constraints are included as a data term
in the penalty function to be minimised,
min

‖u− d‖2 + λ
n−
i=1

(Gu)2i + (Gu)2i+n

,
with a parameter λ > 0 and ‖ · ‖ the Euclidean norm. We will refer to this model as an isotropic model (ISO), as it penalises
the discrete gradient for each pixel with the isotropic Euclidean norm, independent of its orientation. Formulating themodel
like this leads to a farther-reaching theory. This theory shows that it can be applied to similar models such as higher-order
regularisation functions; see [5]. Still, there is an obvious lack of performance using ISO where the edges of images form
corners; see Fig. 3(a). Another disadvantage of this model is that the discretisation has to be fixed. The state of the art is
fixing it to a forward-difference scheme without attention to rotational invariance.
With focus on avoiding blur at corners, it is advantageous to use an anisotropic norm in place of the pixel-wise Euclidean
norm; see [6]. Given this, the resulting model can be formulated as
min

‖u− d‖2 +
m−
i=1
|(Au)i|

,
where thematrix A ∈ Rm×n can be chosen as a gradient operator with an adapted coordinate system for each pixel. We refer
to this model as anisotropic (ANISO), because the gradient length is penalised dependent on its orientation. Although this
already is a simplification of a previous model in [7], it still requires additional parameters and either an algorithm based
on regularisation with fixed discretisation or the use of the closed-source software package MOSEK.
Both ANISO and ISO are special cases of the model
min

1
2
‖u− d‖2 +
m−
i=1
|(J(u))i|

,
with a lower semi-continuous, proper J : Rn → Rm, which is positively one-homogenous; see [5]. However, the treatment
of this model incorporates a strong background in convex analysis, which makes it hard to establish theoretically. Thus we
propose a special case which allows for an elementary and brief theory and still comprises ISO, ANISO and higher-order
regularisation. Our general model (GEN) is the minimisation problem
min

1
2
‖u− d‖2 +
p−
i=1
‖PiAu‖

,
with a problemmatrix A ∈ Rm×n and orthogonal projectors Pi ∈ Rm×m (i = 1, . . . , p)which form a decomposition of unity∑p
i=1 Pi = Im with PiPj = 0 (i ≠ j). Note that this implies that P2i = Pi and that Pi is symmetric for all i.
First, the degrees of freedom in GEN are discussed in Section 2. In Section 3, we present a new Duality Theorem for
GEN. We study three special cases of GEN in Section 4. Five artificial test images serve as data for numerical experiments
in Section 5. We present figures that illustrate the performance qualitatively and quantitatively. This is the basis of our
discussion about the benefit of this unifying approach in Section 6.
2. Degrees of freedom
Before an efficient numerical treatment of GEN is addressed, the modelling of special cases is studied. The projectors
Pi must be chosen with respect to the discretisation matrix A. All components of Au can be selectively associated by the
projectors Pi. The Euclidean norms of associated components build terms of the penaliser. The important examples so far
are diagonalmatrices Pi, where every diagonal entry is equal to 1 at exactly one Pi and vanishes in all others. Thatmeans that
the penaliser is the sum of Euclidean norms of a decomposition into subsets of components of Au. Obviously, the case of total
variation is obtained with the Euclidean norm of the vertical and the horizontal finite difference associated by projection.
The Frobenius norm of the Hessian can be modelled by the Euclidean norm of second finite differences; see [5]. For the
introduction of anisotropy, the 1-norm of a subset of components is modelled by projectors on only one component, such
that their absolute value is penalised.
Fortunately, the efficient numerical treatment suggested below allows for more. The following examples show that the
models in use are extended non-trivially. Let n = 1. Form = 1, the only non-zero projector is (1) ∈ R1×1. There is already a
non-trivial example form = 2. First, for p = 1, the only projector is the identity matrix I2. For p = 2, we know that Pi = PiT
and P1 + P2 = I2, so
P1 =

a b
b c

, P2 =

1− a −b
−b 1− c

.
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Solving the system P1P2 = 0 leads to
P1 =

1
2
+

1
4
− b2 b
b
1
2
−

1
4
− b2

and
P2 =

1
2
−

1
4
− b2 −b
−b 1
2
+

1
4
− b2

with 0 ≤ b ≤ 12 . The extremal cases are
P1 =

1 0
0 0

, P2 =

0 0
0 1

and
P1 = 12

1 1
1 1

, P2 = 12

1 −1
−1 1

.
Higher-dimensional projectors can be found directly by solving an associated nonlinear system of equations or by means of
the following Structure Lemma.
Structure Lemma. Let P1, . . . , Pp and Q1, . . . ,Qp be projectors for GEN with m = m1 and m = m2, respectively. Note that zero
matrices are also admissible. Let Π be a permutation matrix of dimension m1. Then the row–column permuted matrices
{ΠTPiΠ : i = 1, . . . , p}
are projectors for GEN with m = m1, the block-diagonal matrices
{diag(Pi,Qi) : i = 1, . . . , p}
are projectors for GEN with m = m1 +m2, and the Kronecker-product matrices
{Pi ⊗ Qj : i, j = 1, . . . , p}
are projectors for GEN with m = m1m2.
A meaningful model withm = 3n and p = 2n exemplifies the consequences. Let
Fi =

x1 x2
x2 x3

be a symmetric matrix feature for the pixel i, such as a consistently discretised Hessian, generated by A as
(Au)i,i+n,i+2n =
x1/√2x2
x3/
√
2
 .
Then the penaliser term of GEN ‖PiAu‖ + ‖QiAu‖with
Pi = 12
 1 0 −1
0 2 0
−1 0 1

⊗ eieiT
and
Qi = 12
1 0 1
0 0 0
1 0 1

⊗ eieiT
is the spectral radius of Fi, where ei is the canonical unit vector in Rn.
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3. Duality and algorithmic approaches
In the setting established above, there is a general Duality Theorem. It is a generalisation of the argument in [3] and a
special case of the argument in [5]. The proof is inspired by [4].
Duality Theorem. Let d ∈ Rn. Let A ∈ Rm×n be a non-zeromatrix. Let Pi ∈ Rm×m be orthogonal projectors onto linear subspaces
which decompose the identity on Rm, i.e.,
I =
p−
i=1
Pi
with PiPj = 0 (i ≠ j).
Then, for each optimal solution x∗ ∈ Rm of
(Q ) min
1
2
‖ATx− d‖2, s.t. ‖Pix‖ ≤ 1, i = 1, . . . , p,
the vector u∗ = d − ATx∗ is an optimal solution of
(P) min

1
2
‖u− d‖2 +
p−
i=1
‖PiAu‖

.
Proof. The non-differentiable part of the objective function of (P) is a so-called support function
p−
i=1
‖Piy‖ = max‖Pix‖≤1 x
Ty,
as it is an upper bound of xTy such that ‖Pix‖ ≤ 1 for all i because
xTy =
p−
i=1
xTPiy ≤
p−
i=1
‖Pix‖‖Piy‖ ≤
p−
i=1
‖Piy‖,
and
x :=
−
j=1,...,p: ‖Pjy‖>0
Pjy
‖Pjy‖
is a corresponding maximiser. Indeed, on the one hand,
‖Pix‖ =
Pi
−
‖Pjy‖>0
Pjy
‖Pjy‖
 =

1 if ‖Piy‖ > 0
0 otherwise,
and thus
‖Pix‖ ≤ 1
for all i = 1, . . . , p, and on the other hand,
xTy = yT
−
‖Pjy‖>0
Pjy
‖Pjy‖ =
−
‖Pjy‖>0
‖Pjy‖ =
p−
j=1
‖Pjy‖.
Consequently, we can reformulate Problem (P) as a minimax problem:
min
u∈Rn

1
2
‖u− d‖2 +
p−
i=1
‖PiAu‖

= min
u∈Rn
max
‖Pix‖≤1

1
2
‖u− d‖2 + xTAu

  
=:l(u,x)
.
Theorem 4.3.1 in Chapter VII of [8] provides the existence of saddle points of the objective function l. This implies that the
order of minimisation and maximisation does not matter. We have to check four conditions in order to apply the theorem.
H1: Rn is a closed, convex set.
H2: l(u, x) is convex in u and concave in x.
H3: For x in the range of A, with x = Av, the objective function l(λv, x) tends with λ to infinity.
H4: The set of all admissible x is bounded.
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Since H1–H4 are fulfilled, there exists a non-empty set of saddle points of l. Problem (P) can be reformulated as
max
‖Pix‖≤1
min
u∈Rn

1
2
‖u− d‖2 + xTAu

.
There is an explicit solution to the inner problem. The objective function is strictly convex in u, and thus a vanishing gradient
is necessary and sufficient for a minimiser, i.e.,
u− d + ATx = 0.
Hence, the variable u can be replaced by d − ATx. As a result, the objective simplifies to
max
‖Pix‖≤1

1
2
xTAATx+ xTA(d − ATx)

= − min‖Pix‖≤1

1
2
xTAATx− xTAd

= − min‖Pix‖≤1

1
2
‖ATx− d‖2 − 1
2
‖d‖2

.
Both the constant 12‖d‖2 and the sign of the objective value do not interfere with the minimiser. Thus a solution x∗ of (Q )
can be extended to a saddle point (d− ATx∗, x∗) of l, of which the first component u∗ = d− ATx∗ is a minimiser of (P). 
With the Duality Theorem in mind, we can derive a straightforward algorithm, which we will refer to as SISD. Suppose
that A = ΛB with a parameter matrix Λ = ∑pi=1 λiPi and λi > 0 for all i. Note that Λ−1 = ∑pi=1 λ−1i Pi. The factorisation
of A is helpful to improve the convergence of SISD, because the maximal step size of the iteration must be not greater than
one over the squared spectral norm of B; see [3,5]. We can rewrite Problem (Q ) as
(R) min ‖BTy − d‖2, s.t. ‖Piy‖ ≤ λi,
of which we recover the optimal x asΛ−1y. The Lagrangian of (R)with squared constraint inequalities is
L(y, α) = ‖BTy − d‖2 +
p−
i=1
αi(‖Piy‖2 − λ2i ).
The weak Slater assumption is fulfilled because 0 = ‖Pi0‖ < λi for all i. Thus, the Karush–Kuhn–Tucker conditions are
necessary and sufficient for optimality. We get the existence of some αi ≥ 0 such that
αi(‖Piy‖2 − λ2i ) = 0 (i = 1, . . . , p) (1)
and, at the optimal y, the gradient vanishes:
2B(BTy − d)+
p−
i=1
2αiPiy = ∇yL(y, α) = 0. (2)
A distinction of two cases shows that
αi = ‖Piz‖
λi
(3)
with z = B(BTy− d). Indeed, if αi > 0, we can conclude that ‖Piy‖ = λi from (1). Furthermore, after multiplication with Pi,
(Eq. (2)) results in
Piz = −αiPiy,
and thus
‖Piz‖ = αi‖Piy‖ = αiλi.
If, alternatively, αi = 0, we get Piz = 0 from (2). Thus, in this case,
αi = 0 = ‖Piz‖
λi
,
too. Hence we propose the semi-implicit steepest descent Algorithm 1 (SISD) in line with [3].
The semi-implicitness is in the descent direction−∇yL(y, α(y)), which in the kth step partly depends on the (k + 1)th
step. This results in thematrix inversion at the y update,which concerns only a regular diagonalmatrix in the cases discussed
below. All Lagrange multipliers αi are chosen as a function of y using (3).
The algorithm SISD can be proven to converge, but its performance is inferior to that of current algorithms for total
variation denoising. Thus we transfer the model GEN into a more efficient algorithm (PDHG), which however lacks a
convergence result in this formulation. Following the lines of [4], the algorithm is applied to the minimax problem
min
u∈Rn
max
‖Pix‖≤1
l(u, x)
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Algorithm 1 Semi-implicit steepest descent algorithm for GEN (SISD)
Input: Data vector d ∈ Rn, problem matrix A = ΛB, parameter matrix Λ = ∑pi=1 λiPi, fidelity parameters λi > 0,
discretisation matrix B ∈ Rm×n, step size τ > 0, step count N ∈ N.
y0 ← 0 ∈ Rm.
for k = 0, . . . ,N − 1 do
zk ← B(BTyk − d).
yk+1 ←

Im + τ
p−
i=1
‖Pizk‖
λi
Pi
−1
(yk − τzk).
end for
Output: simplified data vector u := d − BTyN ∈ Rn.
for
l(u, x) = 1
2
‖u− d‖2 + xTAu.
A dual step for the inner maximisation is switched with a primal step for the outer minimisation. In every dual step, the
constraints are enforced by projection of the iterate onto the feasible set. The steps themselves are explicit gradient ascent
for the primal and gradient descent for the dual optimisation. The primal step can also be regarded as a weighted average
of the current primal iterate uk and the primal counterpart of the current dual iterate xk. Briefly this can be formulated as
Algorithm 2.
Algorithm 2 Primal–Dual Hybrid Gradient Algorithm for GEN (PDHG)
Input: Data vector d ∈ Rn, problem matrix A, step count N ∈ N, series (τ k)nk=1, (θk)Nk=1 of dual and primal step sizes.
x0 ← 0 ∈ Rm.
u0 ← d.
for k = 0, . . . ,N − 1 do
yk+1 ← xk + τ kAuk
xk+1 ←
p−
i=1
1
max{1, ‖Piyk+1‖}Piy
k+1
uk+1 ← (1− θ k)uk + θ k d − ATxk+1
end for
Output: simplified data vector uN .
A key ingredient for this to work is the series of step sizes. A fixed choice of this series allows for sufficient experimental
results.
4. Application to isotropic and anisotropic models
Both the Duality Theorem and the algorithms comprise several models. We denote by ei ∈ Rm the canonical unit vector,
which is 1 in the ith component and zero otherwise. The symbol⊗ is used for the Kronecker product. In order to specialise
the matrices Pi and Awe need a handle for finite difference discretisations. First, we define a high-pass filter H ∈ Rν×ν and
a low-pass filter L ∈ Rν×ν with ν = √n the number of rows of the degraded digital image as follows:
H := 1√
2

−1 1
−1 1
. . .
. . .
−1 1
0
 , L := 1√2

1 1
1 1
. . .
. . .
1 1√
2
 .
Second, we construct gradient operators G and G∗ and a cross-filter X from H, L and the identity I:
G := √2

H ⊗ I
I ⊗ H

, G∗ :=

H ⊗ L
L⊗ H

, X := H ⊗ H.
The gradient operator G is discretised with forward differences with spatial step width 1, as proposed in [3]. As suggested
in [6], the gradient operator G∗ is used together with the cross-filter X . This would deliver the Haar wavelet coefficients of
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the finest scale, if every second row was omitted. With these building blocks, the well-known models ISO and ANISO can
be formulated as special cases of GEN. Furthermore, we can formulate a novel model ISOR, from which we claim to yield
edge-preserving restorations with better rotational invariance. This is beneficial for tasks in which the quality of corners in
images is less important. For the sake of simplicity, we omit the higher-order regularisation models formulated in [5] here.
In short,
ISO:
m = 2n, p = n,
Pi = eieiT + ei+nei+nT (i = 1, . . . , n),
A = λG,
ISOR:
m = 3n, p = 2n,
Pi = eieiT + ei+nei+nT (i = 1, . . . , n),
Pi = ei+nei+nT (i = n+ 1, . . . , 2n),
A =

λG∗
κX

.
ANISO:
m = 3n, p = 3n,
Pi = eieiT (i = 1, . . . , 3n),
A =

λRG∗
κX

.
The numbers λ > 0 and κ > 0 are fidelity parameters to be chosen by the user. Abandoning the block κX of ISOR and
ANISO would evoke checkerboard artifacts in the solution. In the definition of the matrix R ∈ R2n×2n for ANISO,we follow
the lines of [6]:
R :=

C S
−S C

with C := diag cosβ∗i ni=1 and S := diag sinβ∗i ni=1. We choose for β∗ the vector of angles between estimated
rectangular shapes and the abscissa. For a first guess, these angles can be estimated with the gradient of a σ -Gaussian
smoothed version dσ of the data vector d, i.e., of the discrete convolution of the data with a two-dimensional Gaussian
function with standard deviation σ :
βi :=

arccos
(Gdσ )i
(Gdσ )2i + (Gdσ )2i+n
if (Gdσ )i+n ≥ 0,
2π − arccos (Gdσ )i
(Gdσ )2i + (Gdσ )2i+n
if (Gdσ )i+n < 0;,
see Fig. 2(a). This first guess becomes a local orientation feature by smoothing it invariant to rotations of 90, 180 and 270
degrees. The idea is the amplification of gradient information that indicates the presence of a right-angled corner in a
neighbourhood within the data. The raw feature is represented by
c := (cos (4βi))ni=1 , s := (sin (4βi))ni=1 .
Without multiplication by 4, the change of gradient at a corner would cause a cancellation of indications for this prominent
structural entity. A diagonal matrixM ∈ Rn×n is defined with the gradient magnitude
M := diag

(Gdσ )2i + (Gdσ )2i+n
n
i=1

.
For a regularisation of the raw feature, a linear system of equations is solved for c∗ and s∗:
MTM + µGTG c∗ = MTMc,
MTM + µGTG s∗ = MTMs.
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The parameter µ > 0 determines the smoothness of the feature. Finally, the components of β∗ are recovered as
β∗i :=
1
4

arccos
c∗i
(c∗i )2 + (s∗i )2
if s∗i ≥ 0
2π − arccos c
∗
i
(c∗i )2 + (s∗i )2
if s∗i < 0.
Fig. 2(b) gives an example of the feature for the image Fig. 1(d).
The advantage of ANISO over ISO and ISOR lies in the restoration of corners with high quality. This is discussed in detail
in [7], where it was proposed with reference to [9], and in [6], where it was simplified to the above formulation. Our
presentation here is suitable for rectangular corners, which can be extended to arbitrary angles by means of a shear to be
estimated from the data vector in advance. A discussion of this can be found in [6], too. A drawback of ANISO is the additional
parametersµ and σ , which can cause corner artifacts unless properly adapted. This can be taken as amotivation to use ISOR
for data without prominent corners. The proposed discretisation that it is based on requires one additional parameter, κ .
A ‘‘too-big’’ choice of κ causes blur, whereas a ‘‘too-small’’ choice does not diminish random checkerboard patterns in the
noise component of the data. To understand this, an index notation of the discretised total variation for ISOR is helpful. The
contribution of a four-pixel square for its top-left pixel i is in the summand−
j∈{i,i+n,i+2n}
‖PjAu‖ = λ2

(ui+ν+1 − ui+1 + ui+ν − ui)2 + (ui+ν+1 + ui+1 − ui+ν − ui)2 + κ2 |ui+ν+1 − ui+1 − ui+ν + ui|
of the penaliser. If κ is zero, this term vanishes for
ui+ν+1 = ui = u¯+ c, (4)
ui+1 = ui+ν = u¯− c, (5)
for some u¯ with c ∈ R and 255 − |c| > u¯ > |c|. This represents a checkerboard pattern in the computational grid. As
this is not penalized, this discretisation of total variation is insensitive for checkerboard patterns. In a noise model with
normally distributed additive pixel brightness error, these checkerboard patterns happen to exist, and they will remain at
the minimiser if κ is 0. The cross-filter term with parameter κ > 0 is used to penalise this artifact, as it results in a value of
|ui+ν+1 − ui+1 − ui+ν + ui| = 4|c|
for the ideal checkerboard pattern described by (4) and (5). The optimal choice of κ might be an interesting topic but we
resort here to providing satisfactory parameter choices for the given numerical examples.
5. Numerical experiments
The three models ANISO, ISO and ISOR were applied in numerical experiments. We used two artificial binary images,
Fig. 1(a) and (c), so that edge and corner preservation have an apparent effect. We degraded the images by adding a noise
componentwith normal distribution and converted the result to 255 gray values; see Fig. 1(b) and (d). The standard deviation
at this scale was 100. This was only approximately achieved, because of the generation of pseudo-random numbers by
MATLAB and the cutting of gray values below 0 and above 255. We used the degraded images with ISO, ISOR and with
ANISO within different computational approaches. Downsampling of the image in Fig. 1(d) simulated different resolutions.
A disadvantage of themodel formulations we used is a loss of contrast in the restored image compared to the original. As the
originals are known to be binary, we used affine rescaling of the restored images before computing the peak signal-to-noise
ratio (PSNR). The latter is defined by
20 log10

255
√
n
‖b− u∗‖

with ground truth b ∈ Rn and restoration u∗ ∈ Rn.
All experiments were executed on a PC with Intel Core Quad CPU Q9400 with 2.66 GHz and with 3.49 GB RAM. As
an operating system, Microsoft Windows XP Professional, Version 2002, Service Pack 3, was used with a swap file size of
2046MB. The algorithmswere implemented and tested viaMATLAB 2008b. As a state-of-the-art competitor for performance
tests we used the software package MOSEK 2007b for MATLAB.
An experiment about the quality improvement by suitablemodels was carried out with a noisy image that shows awhite
squarewith a spherical hole on black background; see Fig. 1(b). So the shape contains corners and straight and curved edges.
Fig. 3 shows the result. One can observe the anti-diagonal blur in the ISO minimiser, which is not visible in the ISOR min-
imiser. In Fig. 3(c), the difference image of the minimisers highlights locations with a great deviation between the solutions
with false colouring. Our transfer of the gradient discretisation from ANISO reduces the different penalisation of diagonal
and anti-diagonal edges. However, these balanced edge orientations are still treated differently from axis-parallel edges. To
this end, the disadvantageous effects of the gradient discretisation are reduced further beyond the level of perception at 50%
additional computational cost. Fig. 3(d) shows the minimiser of ANISO. The corners appear to be sharper, which only results
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Fig. 1. Test images for numerical experiments. (d) was used in different resolutions.
in a less than one decibel greater PSNR. Still, this might be crucial at applications wherein corners are low-level features
evaluated for higher-level features. The difference between the minimisers of ANISO and ISOR is illustrated in Fig. 3(e). So,
for this example, the transfer of discretisation results in a greater gain compared to the change from isotropic to anisotropic
penalisers.
The performance of the proposed algorithms SISD and PDHG for GENwas studied for the image shown in Fig. 1(c).We are
aware that this experiment depends on the implementation and do not claim that it is optimal in any aspect. However, the
experiments exemplify qualitative information about the proposed models. The algorithms PDHG and SISD are compared
to the software package MOSEK. MOSEK can be assumed to be more efficiently implemented than its competitors, although
it is not specialised to this application in the same manner. At the runtime experiments conducted, the MOSEK approach
was outperformed by PDHG in that it took longer to reach a PSNR which does not allow for further perceptible gain; see
Fig. 4(a). SISD was faster for an intermediate gain of quality, but greater quality takes disproportionately more runtime.
Fig. 4(b) illustrates the time complexity of the three algorithmic approaches. All are linear in problem size: SISD andMOSEK
indicate a similar and PDHG a better constant. SISD neededmore iterations for greater problem size to reach the same PSNR
as the competitors. The number of iterations was adapted by hand so that the PSNR was in a tolerance interval of 0.5.
Concerning the runtime, a key ingredient is a proper step size. For SISD, it is bounded by 0.25 for convergence. MOSEK
uses an internal step-width adaption. For PDHG, the implementation is based on a recommendation of a step-size strategy
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Fig. 2. Anisotropy angles 4βwith σ = 1.5 in (a) and local orientation feature 4β∗ withµ = 105 in (b). The image data are shown in Fig. 1(d). (c) illustrates
the colour coding. All four angles with the abscissa that correspond to one corner orientation βi are shown with identically coloured lines through the
centre.
proposed in [4]. For the kth iteration, the primal and dual step sizes were
τk = 15 +
2
25
k
and
θk = 1
τk

1
2
− 5
15+ k

,
with data internally rescaled from range [0, 255] to [0, 1] for the iteration.
6. Conclusions
In this paper, a general formulation for duality-based total variation minimisation models is presented. We formulate
the Duality Theorem with few technical requirements. Its form permits the extension to a simple anisotropic model and
an isotropic model with special discretisation. The discretisation results in an improved rotational invariance for edge-
preserving image-restoration problems. Recently, a similar approach has been published in [10]. This is also comprised by
GEN, but a comparison of performance of the different approaches to discretisation and optimisation is pending. Finally,
2512 H. Birkholz / Journal of Computational and Applied Mathematics 235 (2011) 2502–2514
Fig. 3. Comparison of ISO, ISOR and ANISO all solved with SISD. The noisy image in Fig. 1(b) was used as data. The parameter settings were λ = 200,N =
1000, τ = 0.25, for ISOR κ = 20 and for ANISO σ = 1, µ = 105 . (a) shows the result of ISO. (b) shows the result of ISOR. The difference of both images is
illustrated in (c) with false colours. (d) shows the result of ANISO and (e) shows the difference between the results of ANISO and ISOR with false colors. The
first difference image indicates a great improvement at diagonal edges with ISOR. The second difference image illustrates a slight qualitative improvement
at corners.
a manageable amount of numerical examples shows that fast explicit algorithms can be used for all models comprised by
GEN, especially the anisotropic one. A primal–dual hybrid gradient approach suggested in [4] is shown to outperform the
software package MOSEK for reasonable quality constraints.
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Fig. 4. Comparison of cost and accuracy of computational approaches via MOSEK, SISD and PDHG for the model ANISO. The parameter settings were
µ = 103, σ = 1.5, λ = 244, κ = 15. In (a), an increasing number of iterations defines the nodes of the graphs of PSNR versus runtime. For (b), the PSNR
is kept constant in the methods, whereas it naturally decreases with resolution due to the discretisation error.
In the Duality Theorem, the projectors and the discretisation matrix are degrees of freedom for modelling a regulariser.
In general, the rows of the discretisation matrix can model any feature given by linear filtering in its rows. In addition to the
given examples of finite differences, quadrature filters or wavelets are accessible. The corresponding features can then be
associated by the Euclidean of projections. The duality result might be useful for applications other than image processing.
Our general model simplifies the presentation of total variation basedmethods in that it reduces the duality treatment to
a common theorem. The numerical approach published in [4] is too specialised to apply to the anisotropic models published
in [6], which are objects of ongoing research; see [11]. Furthermore, we address a loss of quality in duality-based total
variation schemes concerning rotational invariance since [3].
The performance results are limited in that they display only the outcome of an ad hoc implementation in MATLAB. The
value lies in a qualitative overview, which can be assumed to be preserved with high-performance implementations.
The model ISOR has advantages over ISO for tasks with requirements on rotational invariance. For implementations,
PDHGcanbe recommendednot only for ISObut all problems treatablewithGEN.However, the unresolved convergence issue
restricts applications to suboptimal parameters. So far, the algorithmic approach is only validated by numerical experiments.
The SISD approach is a safe alternative with granted convergence.
We highlight the aspect of discretisation in the discussion about duality-based total variationminimisation. The unifying
approach shows that in total variation minimisation one does not need to accept the introduction of artifacts. Anisotropic
models are a step towards greater quality, and they need further investigation. This paper should provide an introduction
for novices to the topic that can be implemented in practice with little additional investigation. Open questions about the
convergence of PDHG and unused degrees of freedom in GEN are an invitation for further research.
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