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Abstrak 
 
Saat ini ITS sudah memiliki Sistem Repositori Peneliti 
(resits.its.ac.id) selanjutnya disebut resits. Resits merupakan 
sistem informasi yang secara khusus menyediakan informasi 
kepada masyarakat seputar dunia penelitian yang ada di ITS. Pada 
resits terdapat graf kerjasama peneliti ITS yang hubungan antar 
graf nya merupakan pengolahan kemiripan topik antar peneliti. 
Graf kerjasama peneliti yang dimiliki resits dapat di 
terapkan metode clustering, untuk mendapatkan fokus topik 
penelitian per cluster. Metode clustering yang digunakan adalah 
K-Means berbasis graf. Langkah pertama dari K-Means berbasis 
graf adalah membentuk minimum spanning tree dari graf 
kerjasama peneliti ITS, setelah itu tree yang terbentuk diterapkan 
threshold untuk mendapatkan initial centroid dari cluster. 
Selanjutnya initial centroid yang terbentuk digunakan untuk 
mengelompokkan peneliti yang belum memiliki cluster dengan 
melakukan traverse tree ke initial centroid terdekat. Disamping itu, 
sebagai pembanding metode cluster kerjsama dengan K-Means 
berbasis graf. Pada tugas akhir ini juga dikembangkan 
pembentukan graph kerja sama dengan ekspansi sinonim kata. 
Sinonim tersebut nantinya akan digunakan dalam membentuk 
graph kerja sama peneliti ITS. 
Metode K-Means berbasis graf memiliki nilai Dunn Index 
yang lebih baik dibandingkan K-Means berbasis graf ekspansi 
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sinonim kata. Hal ini disebabkan ekspansi sinonim kata pada judul 
penelitian menyebabkan keunikan pada judul penelitian semakin 
berkurang. Sehingga pembentukan graf kerjasama ekspansi 
sinonim kata tidak menghasilkan cluster graf yang lebih baik 
daripada graf cluster kerjasama peneliti tanpa ekspansi sinonim 
kata. 
 
Kata kunci: Sistem Repositori Peneliti, Sinonim, Graph, Kerja 
sama, Teks Processing. 
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IMPLEMENTATION OF GRAPH BASED K-MEANS 
CLASSIFICATION FOR ITS RESEARCH REPOSITORY 
SYSTEMS 
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Student’s ID : 5113100091 
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First Advisor : Diana Purwitasari, S.Kom., M.Sc. 




Currently ITS already have Research Repository System 
(resits.its.ac.id) and referred as resits. Resits is an information 
system that specifically provide information to the public about 
research in ITS. In resits there is  researchers ITS cooperation 
graph, the relations between vertex(researchers) is  topic similarity 
between researchers. 
Researcher cooperation graf can be applied to clustering 
methods, the purpose is to get the focus topics per cluster. 
Clustering method used in this final project is graph based K-
Means. The first step of the graph based K-Means is forming a 
minimum spanning tree from ITS research cooperation graph, then 
the tree that formed applied threshold value to obtain initial 
centroid of the cluster. Initial centroid subsequently formed is used 
to classify researchers who do not have cluster by traversing the 
tree to the nearest centroid. In addition, as a comparison method 
of forming the cooperation of researchers graph described above. 
In this final project also developed the establishment graph of 
cooperation with expand synonym of a word. The synonyms will be 
used in the form of ITS research cooperation graph. 
Graph based K-Means method have better Dunn Index 
values than graph based K-Means expand synonim. this is due to 
the expansion synonym for the title of research led to reduces the 
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uniqueness of the research title. So that graph based K-Means 
expand synonim method not produce better graph cluster than 
graph based K-Means without expand synonim. 
 
Keywords : Research Repository System, Synonym, Graph, 
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BAB I  
PENDAHULUAN 
1.1 Latar Belakang 
Pemerintah memberikan perhatian penuh terutama kepada 
para kalangan akademisi untuk melakukan penelitian, seperti 
dukungan dana serta lomba-lomba keilmiahan. Kegiatan 
ekstrakurikuler keilmiahan juga dikembangkan mulai pendidikan 
tingkat menengah hingga perguruan tinggi. Sebagai salah satu 
perguruan tinggi di Indonesia, Institut Teknologi Sepuluh 
Nopember (ITS) Surabaya dengan para peneliti yang ada di 
dalamnya aktif memberikan kontribusi terhadap dunia penelitian 
Indonesia melalui publikasi jurnal dan seminar penelitian secara 
rutin setiap tahunnya [2]. Para peneliti dalam kapasitasnya sebagai 
penyedia iptek harus turut serta berperan dalam inovasi nasional. 
Kegiatan penelitian/riset selama ini sering terjadi antara satu 
dengan lain tidak ada keterkaitan. Perlu diusahakan agar kegiatan 
penelitian dapat dilakukan secara holistik, lebih fokus, lebih 
kontekstual dan ada kerja sama antar-peneliti dalam penentuan 
topik penelitian [1]. Penelitian yang dilakukan oleh banyak periset 
Indonesia sering bersifat sektoral dan tidak memiliki keterkaitan 
interdisipliner dengan penelitian di bidang lain. Padahal, penelitian 
yang saling mendukung satu dengan lainnya sangatlah penting. 
Penelitian interdisipliner dapat membantu mengembangkan 
kebijakan yang tepat sasaran dan efisien. Atas dasar itulah sangat 
penting untuk mengetahui kerja sama antar peneliti di ITS. 
Saat ini ITS sudah memiliki Sistem Repositori Peneliti 
(resits.its.ac.id) yang selanjutnya disebut resits. Resits merupakan 
sistem informasi yang secara khusus memberikan informasi 
kepada masyarakat seputar dunia penelitian yang ada di ITS. 
Beberapa fitur yang terdapat dalam sistem tersebut yaitu pengguna 
dapat melakukan pencarian peneliti dengan kriteria tertentu, 
melihat daftar publikasi jurnal penelitian terakhir, serta fitur lainya. 
Pada sistem informasi tersebut pengguna dapat melakukan 





(fakultas). Pada sistem informasi tersebut juga sudah memiliki 
visualisasi data kerja sama peneliti dalam bentuk graf yang 
menarik dan mudah dipahami. Namun representasi model graf 
yang ditampilkan merupakan hasil pengolahan data melalui 
thresholding saja tanpa dilakukan proses pengelompokan atau 
clustering kerja sama antar peneliti. Sehingga data yang 
ditampilkan belum di lakukan pengelompokan kerja sama antar 
peneliti melalui metode clustering. 
Oleh karena itu dalam tugas akhir ini akan dibuat sebuah 
modul yang akan menjadi bagian dari fitur Sistem Informasi 
Repositori Peneliti. Modul yang akan dibuat ini akan berfokus pada 
clustering peta kerja sama antar peneliti berdasarkan topik. Dengan 
dilakukannya clustering pada peta kerja sama berdasarkan topik, 
data yang akan didapatkan tentunya akan lebih akurat dari 
sebelumnya. Hal ini dikarenakan data diambil dari hasil penelitian 
yang pernah dibuat oleh setiap peneliti. Kemudian data yang sudah 
didapatkan akan divisualisasikan. Dalam tugas akhir ini akan 
dipilih bentuk visualisasi data peta kerja sama antar peneliti 
menggunakan pemodelan graf. Setelah itu data tersebut akan 
dilakukan proses clustering untuk pengelompokan kerja sama yang 
dilakukan peneliti menggunakan metode K-Means berbasis graf. 
Dengan visualisasi pemodelan graf yang telah diblaster, peta kerja 
sama antar peneliti akan terlihat lebih informatif dan akurat. 
Misalnya saja untuk melihat pengelompokan peneliti berdasarkan 
topiknya, bisa dilihat melalui koloni-koloni yang terbentuk dari 
kumpulan node/vertex (titik) yang merepresentasikan setiap 
peneliti. Kemudian bisa juga dilihat hubungan kerja sama antar 
peneliti melalui jarak yang direpresentasikan menggunakan edge 
(garis) yang menghubungkan antar vertex peneliti, semakin sering 
antar peneliti bekerja sama maka jarak vertexnya pun akan semakin 
dekat serta sebaliknya. 
Harapan yang ingin dicapai dalam tugas akhir ini, para 
peneliti, mahasiswa ataupun masyarakat umum dapat mengetahui 
peta kerja sama antar peneliti berdasarkan topik penelitian yang 





1.2 Rumusan Masalah 
Tugas akhir ini mengangkat beberapa rumusan masalah 
sebagai berikut: 
1. Bagaimana mengetahui peneliti yang memiliki kesamaan 
berdasarkan topik dari penelitian yang pernah dibuat? 
2. Bagaimana memodelkan peneliti-peneliti yang mirip 
berdasarkan topik menggunakan visualisasi pemodelan 
graf berbasis web? 
3. Bagaimana mengelompokkan peneliti-peneliti 
berdasarkan nilai kerja sama pada graf kerja sama antar 
peneliti? 
1.3 Batasan Permasalahan 
Permasalahan yang dibahas pada tugas akhir ini memiliki 
batasan sebagai berikut: 
1. Menggunakan kamus data resmi Pangkalan Data 
Perguruan Tinggi ITS. 
2. Visualisasi hasil pengelompokan berbasis web. 
3. Bahasa pemrograman yang digunakan adalah PHP dengan 
kakas kerja Laravel, Python. 
4. Menggunakan basis data SQL Server 2008. 
5. Data yang digunakan yaitu berasal dari data sekunder (data 
replika dari data asli) yang sudah disesuaikan dengan 
standar data primer (data asli) yang diambil dari Lembaga 
Pengembangan Teknologi dan Sistem Informasi (LPTSI) 
ITS. 
1.4 Tujuan dan Manfaat 
1. Tujuan 
Tujuan dari tugas akhir ini adalah sebagai berikut: 
a. Merancang dan membangun sebuah Modul yang akan 
menjadi bagian dari fitur Sistem Repositori Peneliti. 
Modul tersebut berupa visualisasi peta kerja sama 





menggunakan pemodelan graf clustering dengan 
metode K-Means Clustering. 
b. Mengimplementasikan metode K-Means Clustering 
pada pengelompokan data kerja sama peneliti di ITS. 
c. Mengimplementasikan expand K-Means Clustering 
dengan memperhatikan sinonim kata pada data 
peneliti ITS. 
d. Membentuk tesaurus sinonim bahasa Indonesia 




Memudahkan para peneliti, mahasiswa dan masyarakat 
umum mengetahui peta kerja sama peneliti yang ada di ITS 
berdasarkan kemiripan topik penelitian dan sudah 
dilakukan pengelompokan kerja sama peneliti dengan 
metode yang ada pada tugas akhir ini. 
1.5 Metodologi 
Pembuatan tugas akhir ini dilakukan dengan menggunakan 
metodologi sebagai berikut: 
 
A. Penyusunan Proposal 
Proposal tugas akhir ini berisi rencana tugas akhir yang 
akan dikerjakan sebagai syarat untuk menyelesaikan studi dan 
meraih gelar Strata-1 Teknik Informatika. Terdapat penjelasan 
mengenai latar belakang pengambilan tema, rumusan masalah, 
batasan masalah, tujuan, dan manfaat dari rencana tugas akhir ini. 
Selain itu juga dijelaskan mengenai metode apa saja yang 
digunakan serta penjelasannya. Agar lebih mudah dipahami, 
penjelasan disertai dengan diagram alir. 
 
 





Pada tahap ini dilakukan untuk mencari informasi dan 
studi literatur apa saja yang dapat dijadikan referensi untuk 
membantu pengerjaan Tugas Akhir ini. Informasi didapatkan dari 
buku dan literatur yang berhubungan dengan metode yang 
digunakan. Informasi yang dicari adalah K-Means Clustering 
berbasis graph, Indexing kata-kata standart Information Retrieval, 
dan metode-metode preprocessing Text Mining seperti Stemming, 
Punctuation Removal, Tokenization, Stopword Removal dan 
penyusunan thesaurus menggunakan database kateglo. Tugas 
akhir ini juga mengacu pada literatur jurnal karya Laurent 
Galluccio , Olivier Michel, Pierre Comon, dan Alfred O. Hero 
dengan judul “Graph Based K-Means Clustering” yang diterbitkan 
pada tahun 2012. 
 
C. Implementasi Sistem 
Implementasi merupakan tahap untuk membangun 
metode-metode yang sudah diajukan pada proposal Tugas Akhir. 
Untuk membangun algoritma yang telah dirancang sebelumnya, 
maka dilakukan implementasi dengan menggunakan suatu 
perangkat lunak yaitu PyCharm dan PHPStorm sebagai IDE, 
Navicat sebagai Database Client, dan basis data SQLServer 2008. 
 
D. Pengujian dan Evaluasi 
Pada tahap ini algoritma yang telah disusun diuji coba 
dengan menggunakan data uji coba yang ada. Data uji coba 
tersebut diuji coba dengan menggunakan suatu perangkat lunak 
dengan tujuan mengetahui kemampuan metode yang digunakan 
dan mengevaluasi hasil tugas akhir dengan jurnal pendukung yang 
ada. Hasil evaluasi juga mencakup pengelompokan data peneliti 
ITS.  
 





Pada tahap ini disusun buku sebagai dokumentasi dari 
pelaksanaan tugas akhir yang mencangkup seluruh konsep, teori, 
implementasi, serta hasil yang telah dikerjakan. 
 
1.6  Sistematika Penulisan Laporan  
Buku tugas akhir ini disusun dengan tujuan untuk 
memberikan gambaran tentang pengerjaan tugas akhir yang telah 
dilakukan. Buku tugas akhir ini terbagi menjadi enam bab, yaitu: 
 
A. Bab I. Pendahuluan 
Bab ini berisikan penjelasan mengenai latar belakang, 
rumusan masalah, batasan masalah, tujuan, manfaat, metodologi, 
dan sistematika penulisan dari pembuatan tugas akhir.  
 
B. Bab II. Tinjauan Pustaka 
Bab ini berisi kajian teori dari metode dan algoritma yang 
digunakan dalam penyusunan Tugas Akhir ini. Secara garis besar, 
bab ini berisi tentang referensi pemrosesan teks yang akan dipakai 
dalam pembentukan graph peneliti dan metode K-Means berbasis 
graph serta pembentukan thesaurus. 
 
C. Bab III. Perancangan dan Analisis Sistem 
Bab ini berisi pembahasan mengenai perancangan dari 
metode K-Means berbasis graph dan penambahan thesaurus 
sinonim pada K-Means berbasis graph yang digunakan untuk 
pengelompokan data peneliti di ITS. 
D. Bab IV. Implementasi 
Bab ini menjelaskan implementasi yang berbentuk 






E. Bab V. Hasil Uji Coba dan Evaluasi 
Bab ini berisikan skenario uji coba, hasil uji coba, analisis, 
dan evaluasi dari pengelompokan data peneliti ITS menggunakan 
Graph Based K-Means. Uji coba dilakukan dengan menggunakan 
dataset peneliti pada Sistem Repositori Peneliti ITS.  
 
F. Bab VI. Kesimpulan dan Saran 
Bab ini merupakan bab yang menyampaikan kesimpulan 
dari hasil uji coba yang dilakukan, masalah-masalah yang dialami 
pada proses pengerjaan Tugas Akhir, dan saran untuk 
pengembangan solusi ke depannya. 
 
G. Daftar Pustaka 

















BAB 2BAB II 
TINJAUAN PUSTAKA 
 Bab ini berisi pembahasan mengenai teori-teori 
dasar yang digunakan dalam tugas akhir. Teori-teori tersebut 
diantaranya adalah exhaustive search, autocorrelation,  dan 
beberapa teori lain yang mendukung pembuatan tugas akhir. 
2.1 Praproses Data 
Algoritma pemrosesan teks digunakan untuk melakukan 
ekstraksi kata pada kumpulan dokumen dan pembentukan sinonim 




Tokenisasi adalah proses untuk membagi teks yang dapat 
berupa kalimat, paragraf atau dokumen, menjadi token-
token/bagian-bagian tertentu [3]. Sebagai contoh, tokenisasi dari 
kalimat "Sistem sensor pengukuran minyak berdasarkan pada 
pengukuran kapasitansi dan panjang berkas pembiasan cahaya" 
menghasilkan tiga belas token, yakni: "Sistem”, “sensor”, 
“pengukuran”, “minyak”, “berdasarkan”, “pada”, “pengukuran”, 
“kapasitansi”, “dan”, “panjang”, “berkas”, “pembiasan”, “cahaya". 
Biasanya, yang menjadi acuan pemisah antar token adalah spasi 
dan tanda baca. Tokenisasi sering kali dipakai dalam ilmu 
linguistik dan hasil tokenisasi berguna untuk analisis teks lebih 
lanjut. Contoh program tokenisasi yang dapat diakses via Online 
adalah MorphAdorner dan NLTK Tokenizer [4]. 
 
B. Penghapusan Stop word 
Stop words adalah kata umum (common words) yang 
biasanya muncul dalam jumlah besar dan dianggap tidak memiliki 





harus dihapus dalam susunan token untuk meningkat kualitas dari 
perhitungan selanjutnya. Contoh kata-kata yang termasuk kedalam 
stop word adalah : ada, adalah, adanya, adapun, agak, agaknya, dst 
[5]. Sehingga token seperti contoh diatas akan berubah menjadi 
"Sistem”, “sensor”, “pengukuran”, “minyak”, “berdasarkan”, 
“pengukuran”, “kapasitansi”, “panjang”, “berkas”, “pembiasan”, 
“cahaya" karena kata “pada”,  “dan” merupakan stop word dan 
sudah dihilangkan dari susunan kata dalam token [4]. 
 
C. Penghapusan Tanda Baca 
Removing punctuation adalah salah satu metode preproses 
pengolahan teks dengan menghapus semua tanda baca dalam kata. 
Sehingga kata yang akan diproses hanya akan berisi karakter 
alphabet tanpa tanda baca. Contoh token “selesai.”, “sekarang!” 
akan berubah menjadi “selesai”, “sekarang” [4]. 
 
D. Proses Stemming 
Stemming merupakan suatu proses untuk menemukan kata 
dasar dari sebuah kata. Proses stemming dilakukan dengan 
menghilangkan semua imbuhan (afiks) baik yang terdiri dari 
awalan (prefiks) sisipan (infiks) maupun akhiran (sufiks) dan 
kombinasi dari awalan dan akhiran (konfiks) [4]. 
Contoh term “menahan” akan menghasilkan tahan dan 
term “berbalas-balasan” akan berubah menjadi “balas”. Pustaka 
online yang bisa dipakai saat ini untuk bahasa indonesia adalah 
sastrawi. 
 
E. Penghitungan Term Frequency (TF) 
Tf menyatakan jumlah berapa banyak keberadaan suatu 
term dalam satu dokumen dan kemudian dilogaritmikan agar 
mengurangi besarnya bilangan, dimana logaritmik suatu bilangan 





hanya menghasilkan angka tiga [4]. Rumus Tf sebagai mana 
ditunjukkan pada Persamaan 2.1: 
 
𝑇𝐹𝑡,𝑑 = {
1 + 𝑙𝑜𝑔10 𝑓𝑡,𝑑  
0,
𝑖𝑓 𝑓𝑡,𝑑 > 0




 𝑡  = term 
 𝑑  = dokumen 
 𝑓𝑡,𝑑  = frekuensi term t pada dokumen d 
 𝑇𝐹𝑡,𝑑 = nilai TF dari term t pada dokumen d 
 
Persamaan 2.1 Rumus penghitungan TF 
 
Jadi jika suatu term terdapat dalam suatu dokumen 
sebanyak 5 kali maka diperoleh bobot = 1 + log (5) =1.699. Tetapi 
jika term tidak terdapat dalam dokumen tersebut, bobotnya adalah 
nol. 
Contoh kalimat 1 “Sistem sensor pengukuran minyak 
berdasarkan pada panjang berkas pembiasan cahaya” dan kalimat 
2 “Sistem pengukuran kedalaman laut dengan pergerakan ubur-
ubur” dianggap sebagai dokumen dan setiap kata adalah term maka 
didapat perhitungan sesuai dengan Tabel 2.1: 
 
Tabel 2.1. Contoh Menghitung TF 
Term Fd1 TFd1 Fd2 TFd2 
Sistem 1 1 1 1 
Sensor 1 1 0 0 
Pengukuran 2 1.3010299 1 1 
Minyak 2 1.3010299 0 0 
Berdasarkan 1 1 0 0 
Berkas 2 1.3010299 0 0 
Panjang 1 1 0 0 





Cahaya 1 1 0 0 
Kedalaman 0 0 1 1 
Laut 0 0 1 1 
Pergerakan 0 0 1 1 
Ubur-ubur 0 0 1 1 
 
F. Penghitungan Invers Document Frequncy (IDF) 
Terkadang suatu term muncul di hampir sebagian besar 
dokumen mengakibatkan proses pencarian term unik terganggu. 
Idf berfungsi mengurangi bobot suatu term jika kemunculannya 
banyak tersebar di seluruh koleksi dokumen kita [4]. Rumusnya 
adalah dengan inverse document frequency. Document frequency 
adalah seberapa banyak suatu term muncul di seluruh document 
yang diselidiki. Rumus penghitungan IDF terdapat pada 
Persamaan 2.2. 
 






 𝑡  = term 
 𝑁  = total dokumen 
𝑑𝑓𝑡  = frekuensi kemunculan term t pada seluruh 
dokumen 
 𝑖𝑑𝑓𝑡 = nilai IDF dari term t 
 
Persamaan 2.2. Rumus penghitungan IDF 
 
Sehingga bobot akhir suatu term adalah dengan 
mengalikan keduanya yaitu tf x idf. Berikut ini kita mengambil 
contoh suatu kasus. Misalnya kita memiliki kalimat 1 “Sistem 
sensor pengukuran minyak berdasarkan pada panjang berkas 





laut dengan pergerakan ubur-ubur” dianggap sebagai dokumen dan 
setiap kata adalah term maka didapat sesuai dengan Tabel 2.1: 
Tabel 2.2. Contoh Menghitung IDF 
Term DF IDF 
Sistem 2 0.17609 
Sensor 1 0.47712 
Pengukuran 2 0.17609 
Minyak 1 0.47712 
Berdasarkan 1 0.47712 
Berkas 1 0.47712 
Panjang 1 0.47712 
Pembiasan 1 0.47712 
Cahaya 1 0.47712 
Kedalaman 1 0.47712 
Laut 1 0.47712 
Pergerakan 1 0.47712 
Ubur-ubur 1 0.47712 
 
G. Penghitungan TF x IDF 
Untuk mendapatkan bobot akhir dari suatu term maka 
dilakukan pengalian antara TF dan IDF [4]. Contoh penghitungan 
TF x IDF menggunakan nilai dari TF dan IDF pada Tabel 2.1 dan 
Tabel 2.2 terdapat pada Tabel 2.3. Berikut Persamaan 2.1 untuk 
menghitung nilai TF IDF: 
 
𝑤𝑑𝑡 = 𝑇𝐹𝑑𝑡 𝑥 𝐼𝐷𝐹𝑡 
 
dimana : 
 𝑡  = term 
 d = dokumen 
 𝑇𝐹𝑡,𝑑    = nilai TF dari term 𝑡 pada dokumen 𝑑 
𝑖𝑑𝑓𝑡 = nilai IDF dari term t 
 





Tabel 2.3. Contoh Menghitung TF x IDF 
Term TFd1 TFd2 IDF Wd1 Wd2 
Sistem 1 1 0.17609 0.17609 0.17609 
Sensor 1 0 0.47712 0.47712 0 
Pengukuran 1.3010299 1 0.17609 0.22909 0.17609 
Minyak 1.3010299 0 0.47712 0.62456 0 
Berdasarkan 1 0 0.47712 0.47712 0 
Berkas 1.3010299 0 0.47712 0.62456 0 
Panjang 1 0 0.47712 0.47712 0 
Pembiasan 1 0 0.47712 0.47712 0 
Cahaya 1 0 0.47712 0.47712 0 
Kedalaman 0 1 0.47712 0 0.47712 
Laut 0 1 0.47712 0 0.47712 
Pergerakan 0 1 0.47712 0 0.47712 
Ubur-ubur 0 1 0.47712 0 0.47712 
 
2.2 K-Means berbasis graph 
Pada dasarnya tujuan melakukan clustering adalah untuk 
mendapat seuatu informasi dari sebuah kumpulan data hingga 
mendapat suatu kelompok-kelompok data atau cluster. Gambar 2.1 
merupakan graf yang belum diterapkan metode clustering. 
Kebanyakan metode clustering diterapkan pada data yang memiliki 
dimensi atau nilai pada bidang koordinat, beda halnya dengan data 
graph, clustering tidak dapat dilakukan pada data graph karena data 
yang dipakai berupa data dengan fitur berupa informasi sebuah 
edge. Nilai edge terdiri dari 3 komponen utama yaitu vertex asal, 
vertex tujuan dan nilai dari edge itu sendiri. Oleh karena itu pada 
kasus clustering graph perlu dilakukan modifikasi pada metode 
clustering pada umumnya.  
K-Means adalah sebuah metode clustering yang memiliki 
dua fase yaitu fase inisialisasi centroid awal dan menghitung nilai 
kedekatan suatu titik dengan centroid initial terdekat hingga cluster 





berbasis graph ini memiliki kesamaan dengan K-Means pada 
umumnya namun metode didalamnya memiliki sedikit modifikasi. 
Pada K-Means berbasis graph untuk menentukan initial centroid 
dilakukan dengan melakukan metode pembentukan minimum 
spanning tree, lalu dari mst yang terbentuk dilakukan thresholding 
untuk mendapatkan nilai K, selanjutnya untuk menghitung 
kedekatan antar vertex ke cluster initial maka dilakukan graph 
traversal pada masing-masing mst yang terbentuk hingga semua 
vertex memiliki cluster. berikut penjelasan lebih lengkap mengenai 
K-Means clustering berbasis graph [6]. 
 
 
Gambar 2.1 Contoh gambar graph yang belum diterapkan 






A. Proses Pembentukan Minimum Spanning Tree 
Minimum Spanning Tree pada tugas akhir ini digunakan 
untuk mendapatkan bentuk undirected acyclic graph yang 
sebelumnya undirected cyclic graph. undirected acyclic graph 
merupakan sebuah graph yang tidak memiliki arah dan tidak terjadi 
loop pada suatu subgraphnya. Sehingga hasil dari Minimum 
Spanning Tree adalah sebuah tree dari dataset diatas sesuai dengan 
Gambar 2.2. Minimum Spanning Tree pada dasarnya menerapkan 
metode umum graph cutting yang akan menghapus edge yang 
memiliki nilai tidak optimal dalam pembentukan tree seperti pada 
Gambar 2.3. Pseudocode pembentukan minimum spanning tree 
terdapat pada Pseudocode 2.1. 
Input   : graph G dengan vertex V dan edge E 
Output  : graph MST yang merupakan minimum 
spanning tree 
Pseudocode  : 
 
Pseudocode 2.1 Pseudocode pembentukan MST 
 
1. Inisiasi graph MST yang akan menjadi minimum 
spanning tree pada akhir proses dengan memilih 
acak salah satu V sebagai initial tree (Vi). 
2. Inisiasi sebuah priority queue Q dengan semua 
E yang dimiliki Vi pada langkah 1. 
3. Ulang hingga Q kosong 
4. Jika ada salah satu dari kedua vertex pada 
Q.front() yang belum dikunjungi 
5. MST.append(Q.front) 
6. Untuk setiap tmpE yang dimiliki vertex 
pada Q.front() 
7. Jika ada salah satu dari kedua 
vertex pada tmpE yang belum 
dikunjungi 
8. Tandai kedua vertex pada Q.front() sudah 
di kunjungi 
9. Keluarkan Q.front() dari priority queue 
Q.pop() 














Gambar 2.3. Contoh pembentukan mst dengan algoritma prim 
 
B. Penerapan Prim Trajectory pada Minimum 
Spanning Tree 
Pada tahap ini merupakan tahap penyempurnaan dari 
Minimum Spanning Tree. Karena metode Minimum Spanning 





Prim Trajectory mengolah skema Minimum Spanning Tree untuk 
menghasilkan kandidat subset dari vertex yang merupakan 
representasi mode dari kerapatan graph. Sehinggga vertex-vertex 
yang terpisah dari yang lain (outlier) akan dihapus dari Minimum 
Spanning Tree. Pada Prim Trajectory ini juga dilakukan 
Thresholding. Thresholding merupakan metode untuk menentukan 
suatu properti dari atribut dengan membandingkan nilai pada suatu 
konstanta. Thresholding disini digunakan untuk menentukan 
penghapusan vertex pada Minimum Spanning Tree dalam proses 
Prim Trajectory [6]. Untuk penentuan nilai dari threshold akan 
menggunakan threshold hasil percobaan dari Sistem Repositori 
Peneliti ITS. Gambar 2.4 merupkaan gambar hasil penerapan prim 
trajectory untuk mendapatkan cluster awal, cluster awal tersebut 
akan menjadi cikal bakal masing-masing cluster. Pseudocode 
untuk metode prim trajectory sesuai dengan Pseudocode 2.2: 
 
Input  : Graph minimum spanning tree MST dengan 
vertex V dan edge E, konstanta M untuk 
threshold nilai edge dan konstanta N untuk 
mendapatkan jumlah N pada proses 
selanjutnya 
Output   : initial cluster Ci (innercluster) 
Pseudocode  : 
 
Pseudocode 2.2 Pseudocode penerapan prim trajectory pada 
minimum spanning tree 
 
1. E = E < M 
2. Sort(E) urutan menaik 
3. Ulang untuk semua E 
4. tmpE = E 
5. Jika ada salah satu dari kedua vertex 
pada tmpE yang belum dikunjungi 
6. Tandai kedua vertex sudah dikunjungi 
7. neighborE = E yang terhubung dengan 
tmpE dengan nilai < M 
 







Gambar 2.4. Contoh graph yang telah dilakukan Prim Trajectory 
 
C. Penghitungan Jarak Cluster ke Vertex Terdekat 
Pada Proses Clustering K-Means vertex yang dihapus dari 
hasil praproses data Prim  Trajectory akan dikelompokkan kedalam 
kelas yang paling dekat. Sedangkan data hasil Prim Trajectory / 
subset yang terbentuk akan digunakan dan dianggap sebagai 
sebuah centroid awal pada proses Clustering K-Means. 
Selanjutnya sisa data yang belum tergabung ke dalam subset akan 
dihitung jarak terdekat ke sebuah subset dengan menggunakan 
rumus dan dimasukkan kedalam subset terdekat sesuai dengan 
Pseudocode 2.3 [6] dan menghasilkan Gambar 2.5. 
 
Input  : initial cluster (Ci) , Peneliti yang belum 
memiliki kelas (outer), minimum spanning 
tree yang dihasilkan pada proses awal MST. 
Output   : graph X akhir yang telah dicluster 










Gambar 2.5. Hasil Clustering 
 
1. Ulang untuk semua outer O 
2. indeksV = vertex Ci yang memiliki jarak 
terpendek dengan O 







2.3 Kamus Bahasa Kateglo Dataset 
Kateglo merupakan website yang menyediakan kamus, 
tesaurus dan glosarium bahasa Indonesia online. Website tersebut 
berisikan kamus, tesaurus, dan glosarium (daftar istilah) untuk 
kata-kata dalam bahasa Indonesia. Saat ini sudah ada sekitar 
192.000 entri glosarium dan lebih dari 70.000 entri kamus. Selain 
itu, kateglo juga menyediakan informasi tentang peribahasa 
(proverb) yang sampai saat ini memiliki koleksi lebih dari 2000 
peribahasa, dan juga menyediakan daftar akronim dan singkatan 
yang sudah terinput sekitar 3400 entri. Namun sayang belum ada 
keterangan berapa entri untuk daftar tesaurusnya. 
Dalam menyusun thesaurus dalam tugas akhir ini 
memanfaatkan dataset yang disediakan kateglo. Gambar 2.6 dan 
Tabel 2.4 merupakan PDM dataset kateglo yang digunakan dalam 
tugas akhir ini : 
 
 






Tabel 2.4. Tabel Detail Database Kateglo 




Record merupakan definisi dari lemma. 1 
lemma bisa memiliki lebih dari 1 definisi 
100.066 
2 Lemma 
Record merupakan lemma atau kata 
dalam bahasa indonesia 
225.720 
3 Lexical 
Record merupakan tipe dari setiap definisi 




Record merupakan tipe dari lemma (kata 
dasar, imbuhan, kata turunan, peribahasa) 
4 
5 Lemma_type 
Record merupakan hasil pivot dari tabel 
lemma dan tabel type 
72.427 
 
Setiap kata yang terdapat pada Kateglo memiliki leksikal, 
yaitu kelas kata yang digunakan untuk penggolongan kata dalam 
satuan bahasa berdasarkan kategori bentuk, fungsi, dan makna 
dalam sistem gramatikal. Contoh dari kata dan leksikal kata 
dijelaskan sebagai berikut: 
 
A. Adjektiva 
Adjektiva (kata sifat) adalah kata yang digunakan untuk 




Adverbia (kata keterangan) adalah kata yang digunakan 
untuk memberikan informasi lebih banyak tentang kata kerja, kata 







Nomina (kata benda) adalah kata atau kelompok kata yang 
menyatakan suatu nama.  
 
D. Numeralia 
Numeralia adalah kata atau frasa yang menunjukkan 
bilangan atau kuantitas.  
 
E. Pronomina 
Pronomina (kata ganti) adalah kata yang digunakan 
sebagai kata benda atau frase kata benda.  
 
F. Verba 
Verba (kata kerja) adalah kata yang digunakan untuk 
menyatakan suatu perbuatan, kejadian, peristiwa, eksistensi, 
pengalaman, keadaan antara dua benda. Tabel 2.5 merupakan 
contoh kata berdasarkan leksikal kata 
 
Tabel 2.5 Tabel Contoh Kata Berdasarkan Tipe Leksikal 
No Tipe leksikal Contoh kata 
1 Adjektiva keras, jauh, dan kaya. 
2 Adverbia cuman, amat, sangat dan konon. 
3 
Nomina mesin, mikrofon, minyak dan 
minuman. 
4 
Numeralia berenam, bertiga, delapan dan 
miliar. 
5 Pronomina kau, kaulah, kamu dan saya. 
6 Verba antre, alur, gagal dan goreng. 
2.4 Cluster Analisis (Dunn Index) 
Dunn index (DI) (diperkenalkan oleh J. C. Dunn pada 





cluster. Tujuan dari Dunn Index ini adalah untuk mendapat nilai 
kedekatan suatu cluster dengan variance antar anggota cluster yang 
kecil. Semakin besar nilai dari Dunn Index semakin bagus hasil 
dari metode clustering yang dipakai [8]. Dunn Index akan dipakai 
untuk menentukan nilai K yang paling optimal yang dihasilkan 
pada K-Means clustering berbasis graph. Berikut cara menghitung 
Dunn Index sesuai dengan Persamaan 2.4 dan Persamaan 2.5 : 
 








  i  = iterasi cluster, 0 < i ≤ jumlah cluster 
  𝐶𝑖  = Cluster dengan index i 
𝛿(𝐶𝑖)  = Intercluster Distance pada 𝐶𝑖 
  𝑁𝐶𝑖 = Jumlah edge pada 𝐶𝑖 
  𝑥𝑖,𝑗 = nilai edge dari 𝐶𝑖 dengan indeks j 
 
Persamaan 2.4. Rumus Perhitungan Intercluster Distance dari 
suatu graph 
 








m  = jumlah cluster 
i  = iterasi cluster, 0 < i ≤ m 
  DI = Dunn Index  
  edge = nilai edge dari seluruh graph 
 






2.5 Betweenness Centrality 
Betweenness centrality atau disebut juga nilai tengah 
adalah sebuah indikator sentralitas sebuah vertex dalam jaringan 
graph.  Betweenness centrality sama dengan angka dari jalur 
terpendek  dari semua vertex ke semua vertex yang melewati vertex 
tersebut. Sebuah vertex dengan nilai betweeness centrality yang 
tinggi  mempunyai pengaruh yang besar dalam suatu graph , 
dengan asumsi  bahwa  jalur yang dilewati adalah jalur terpendek. 
Dalam tugas akhir ini metode betweenness centrality 
digunakan untuk mencari vertex peneliti mana memiliki nilai 
betweenness centrality tertinggi sehingga memiliki pengaruh dalah 
riset yang ada di ITS. Berikut rumus perhitungan betweenness 
centrality sesuai dengan Persamaan 2.6 [9]. 
 





 Dimana : 
v = vertex dalam graph 
𝑔(𝑣) = nilai betweenness centrality dari vertex 
s = vertex asal 
  t = vertex tujuan 
𝜎𝑠𝑡  = jumlah banyaknya jarak terpendek dari 
vertex s ke vertex t  
𝜎𝑠𝑡(𝑣) = jumlah banyaknya jarak terpendek dari 
vertex s ke vertex t yang melewati vertex 
v 







BAB 3BAB III 
ANALISIS DAN PERANCANGAN SISTEM 
 
Bab ini membahas mengenai perancangan dan analisis tugas 
akhir. Tugas akhir ini akan memproses clustering peneliti 
berdasarkan topik peneliti menggunakan k-means berbasis graph 
dan expand k-means berbasis graph dengan thesaurus yang 
dibentuk dari database kateglo.  
3.1 Analisis 
Analisis sistem terbagi menjadi dua bagian, yaitu analisis 
permasalahan yang diangkat pada tugas akhir dan gambaran umum 
sistem yang dibangun. 
 
3.1.1 Analisis Permasalahan 
 
Permasalahan yang diangkat dari tugas akhir ini adalah 
bagaimana mengetahui kelompok-kelompok fokus penelitian yang 
ada di ITS. Pengelompokan dapat dilakukan secara manual dengan 
melakukan pengecekan pada database Pusat Data ITS namun 
membutuhkan waktu yang lama untuk mendapatkan informasi 
tersebut. Saat ini visualisasi kerjasama peneliti ITS dalam bentuk 
sudah tersedia namun masih belum dapat ditarik informasi 
mengenai kelompok-kelompok penelitian yang terbentuk dari 
fokus topik penelitian yang ada di ITS. 
Permasalahan diatas dapat di selesaikan dengan 
menerapkan metode graph clustering pada graph kerjasama 
peneliti ITS. Dari cluster yang didapat kita mendapatkan fokus 
topik tiap cluster. Metode clustering yang dipakai dalam tugas 
akhir ini adalah K-Means berbasis graph. 
Untuk menambah akurasi dalam clustering pada tugas 
akhir ini juga dikembangkan pembentukan graph kerjasama 
peneliti ITS dengan memperhatikan sinonim topik antar peneliti. 
Diharapkan penghitungan bobot topik antar peneliti dengan 





penghitungan bobot nantinya akan beberapa rumus dan algoritma 
yang di modifikasi khususnya saat pembentukan graph peneliti. 
 
3.1.2 Deskripsi Umum Sistem 
 
Sistem yang dibangun pada tugas akhir ini akan dibagi 
menjadi 3 proses utama, yaitu clusterisasi data kerjasama peneliti 
ITS dengan metode K-Means berbasis graph, pembentukan 
sinonim kata dengan menggunakan database kateglo, expand K-
Means berbasis graph dengan sinonim kata. Berikut alur sistem 
pada tugas akhir ini. 
 
3.2 Perancangan 
Perancangan tugas akhir ini dibagi menjadi empat bagian 
bahasan yaitu bahasa pemrograman python yang akan digunakan 
sebagai bahasa pemrograman yang utama dalam tugas akhir ini, 
Clustering K-means berbasis graf, pembentukan sinonim thesaurus 
dari database kateglo, dan Ekspansi pembentukan graph kerjasama 
peneliti ITS dengan sinonim thesaurus yang terbentuk dari proses 
sebelumnya. Gambaran umum alur sistem pada tugas akhir ini 
dapat dilihat pada Gambar 3.1. 
 
3.2.1 Bahasa Pemrograman Python 
 
Python adalah bahasa pemrograman interpretatif 
multiguna dengan filosofi perancangan yang berfokus pada tingkat 
keterbacaan kode. Python diklaim sebagai bahasa yang 
menggabungkan kapabilitas, kemampuan, dengan sintaksis kode 
yang sangat jelas, dan dilengkapi dengan fungsionalitas pustaka 
standar yang besar serta komprehensif. Dalam pengerjaan tugas 











A. NLTK Tokenizer 
Natural Language Processing (NLP) merupakan salah satu 
cabang ilmu yang berfokus pada pengolahan bahasa alami manusia 
(bahasa inggris, jerman, Indonesia dan lain-lain) yang secara 
umum digunakan oleh manusia dalam berkomunikasi satu sama 
lain. Dalam Natural Language Processing (NLP) banyak bahasa 
pemrograman dan tools yang bisa digunakan. NLTK merupakan 
modul dalam bahasa python yang dapat digunakan untuk 
melakukan tokenisasi kalimat pada saat tahap praproses data.  
 
B. Sastrawi 
Pustaka sastrawi dalam python adalah satu-satunya 
stemmer bahasa indonesia yang tersedia dalam python. Pada awal 
pembentukan pustaka sastrawi dataset yang digunakan juga berasal 
dari kateglo.  
 
C. PYMSSQL 
Pymssql adalah suatu pustaka dalam bahasa python untuk 
melakukan koneksi dengan database Microsoft SQL Server. Pada 
tugas akhir ini pymssql digunakan untuk melakukan koneksi ke 
database repositori peneliti Institut Teknologi Sepuluh Nopember. 
 
D. MYSQL Connector 
MYSQL Connector merupakan pustaka dalam bahasa 
pemrograman python untuk melakukan koneksi ke database mysql. 
Pada tugas akhir ini pustaka MYSQL Connector digunakan untuk 








3.2.2 Pembentukan Cluster Kerjasama Peneliti 
 
Dalam melakukan clustering pada data kerjasama peneliti 
ITS ada beberapa metode yang harus disesuaikan dari algoritma k-
means berbasis graph seperti pada penjelasan bab sebelumnya 
terhadap data yang dimiliki oleh Sistem Repositori Peneliti ITS. 
Alur dari pembentukan cluster kerjama peneliti bisa dilihat pada 
Gambar 3.2.  
Rancangan clustering data peneliti menggunakan k-means 
berbasis graph dimulai dengan mengubah bentuk graph data 
peneliti ITS dari nilai kerjasama kedalam nilai edge. Karena 
semakin besar nilai kerjasama berarti semakin besar kedekatan 
antar dua peneliti yang bertolak belakang dengan konsep nilai edge 
yaitu semakin kecil nilai edge maka semakin dekat jarak antar 
vertexnya. Setelah itu nilai edge dan vertex yang berupa undirected 
graph diproses dengan algoritma prim membentuk minimum 
spanning tree dari graph kerjasama peneliti ITS. Graph minimum 
spanning tree yang terbentuk lalu dilakukan Thresholding untuk 
mendapatkan subset graph yang nantinya akan menjadi initial 
cluster dari K-means. Tahap akhir dari metode ini adalah 
pengelompokan vertex yang belum memiliki cluster kedalam 
initial cluster yang terbentuk. 
 
A. Inisiasi Edge Value 
Pada data repositori peneliti ITS besarnya nilai kerjasama 
berbanding lurus dengan kedekatan topik kerjasama sedangkan 
prinsip nilai edge yang dipakai dalam metode k-means berbasis 
graph adalah semakin kecil nilai edge maka semakin besar 
kedekatan antar vertex. Oleh karena itu perlu untuk dilakukan 
pengolahan data terlebih dahulu dengan rumus : 
𝐸𝑑𝑔𝑒 𝑖=1
𝑁 = (max(𝑘) +  0.00001) − 𝑘𝑖 
 
dimana : 





k = nilai kerjasama antar peneliti 
𝑘𝑖 = nilai kerjasama ke i 
max(𝑘) = nilai maksimal dari k 
 
 







Setelah menerapkan rumus diatas maka nilai edge sudah 
sesuai dengan k-means berbasis graph. Misalkan terdapat nilai 
bobot kerjsama peneliti seperti tabel Tabel 3.1. 
 
Tabel 3.1 Data Kerjasama Peneliti ITS 
id kode_peneliti1 kode_peneliti2 bobot_kerjasama 
1 569 542 0.36 
2 654 236 0.65 
3 236 245 0.99 
… … … … 
67 365 458 1.36 
… … … … 
N 125 156 0.12 
 
Langkah-langkah yang dilakukan untuk mendapatkan nilai 
jarak edge dari data kerjasama peneliti ITS adalah sebagai berikut: 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Pencarian data dengan query ke basis data semua nilai 
bobot kerjasama dosen peneliti ITS. 
c) Pencarian data dengan query ke basis data 
mendapatkan nilai bobot kerjasama maksimal dari 
semua nilai bobot kerjasama. 
d) Ulangi untuk semua data bobot kerjasama dosen 
peneliti ITS dan perbarui nilai bobot dengan rumus 
yang tercantum diatas yaitu,  nilai maksimal edge + 
0.00001 – nilai bobot. 
e) Simpan semua data edge ke dalam basis data hasil 
pengolahan nilai bobot kerjasama ke dalam nilai jarak 
edge. 
 
Sehingga apabila Tabel 3.2-1 di proses dengan langkah-
langkah diatas, dan dimisalkan data dengan id sama dengan 67 
mempunyai nilai bobot kerjasama maksimal maka akan didapat 






Tabel 3.2 Data Kerjasama Peneliti ITS dalam bentuk nilai jarak 
edge 
id kode_peneliti1 kode_peneliti2 Nilai jarak edge 
1 569 542 1.00001 
2 654 236 0.71001 
3 236 245 0.37001 
… … …. … 
67 365 458 0.00001 
… … … … 
N 125 156 1.24001 
 
 
B. Pembentukan Minimum Spanning Tree 
Ada beberapa macam algoritma untuk membentuk 
minimum spanning tree seperti prim, kruskal, dan lain lain. Pada 
tugas akhir ini algoritma yang dipakai untuk membentuk minimum 
spanning tree adalah algoritma prim. Algoritma memiliki sifat 
brute force (mencoba semua kemungkinan) pada edge hingga 
semua vertex diproses dan memiliki nilai edge minimal. Berikut 
algortima dari prim minimum spanning tree : 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi variabel flag array dengan indeks kode peniliti 
dengan nilai boolean 1 atau 0 untuk menyimpan 
penanda apakah peneliti sudah pernah dikunjungi atau 
belum dalam membuat tree. 
c) Inisiasi array variabel mst untuk menampung 
minimum spaning tree yang akan terbentuk dengan 
nilai terdiri dari tiga nilai struct yaitu (vertex asal, 
vertex tujuan, nilai edge). 
d) Query vertex pada basis data secara acak untuk 





e) Query semua edge yang terhubung dengan vertex 
initial, urutkan hasil query berdasarkan nilai edge dari 
terkecil ke terbesar lalu simpan semua hasil query 
dalam sebuah variabel berstruktur queue. 
f) Tandai peneliti initial vertex pada varibel flag telah 
dikunjungi 
g) Lakukan perulangan hingga queue kosong: 
h) Inisiasi variabel dengan tipe struct tmpVertex = nilai 
queue dengan index 0 atau bisa disebut dengan 
queue.front() 
i) Jika flag vertex asal dan vertex tujuan dari tmpVertex 
salah satunya ada yang belum dikunjungi, maka query 
ke basis data semua edge yang memiliki hubungan 
dengan vertex asal atau vertex tujuan yang belum 
dikunjungi dan tambahkan hasil query ke dalam queue 
j) Tandai vertex asal dan vertex tujuan pada tmpVertex 
sudah dikunjungi. 
k) Urutkan kembali queue dengan urutan menaik sesuai 
dengan nilai dari edge 
l) Keluarkan queue dengan index 0 dari queue atau biasa 
disebut dengan fungsi queue.pop() 
m) Cek kondisi pada langkah (g) jika masih terpenuhi 
maka kembali ke langkah (g), jika sudah tidak 
memenuhi maka mst sudah terbentuk. 
 
Setelah semua langkah diatas diterapkan maka akan 
didapat minimum spanning tree dari data kerjasama peneliti. 
Seperti contoh berikut data sebelum (Gambar 3.3) dan sesudah 
(Gambar 3.4) diterapkan metode prim untuk mendapatkan 







Gambar 3.3 Graph kerjasama peneliti pada Fakultas Teknologi 
Informasi ITS sebelum di terapkan metode mst 
 
C. Penerapan Prim Trajectory 
Prim Trajectory merupakan suatu metode mendapatkan 





cluster untuk digunakan pada langkah selanjutnya. Prim Trajectory 
memproses minimum spanning tree yang dihasilkan pada langkah 
sebelumnya untuk menjadi initial cluster. Prim trajectory 
menggunakan konstanta Threshold sebagai indikator sebuah subset 
graph dapat dikatakan sebagai initial cluster atau bukan. Subset 
graph yang memenuhi nilai Threshold akan dijadikan initial 
cluster. Berikut algoritma dari prim trajectory : 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi variabel flag array dengan indeks kode peniliti 
dengan nilai boolean 1 atau 0 untuk menyimpan 
penanda apakah peneliti sudah pernah dikunjungi atau 
belum dalam membuat mst. 
c) Inisiasi array variabel adjacency matriks mst dan isi 
variabel mst dengan graph mst yang terbentuk pada 
proses sebelumnya dengan nilai edge kurang dari 
konstanta C. 
d) Inisiasi array variabel adjacency matriks initial cluster 
dengan tipe struct sebagai berikut (vertex asal, vertex 
tujuan, nilai edge, kelas). 
e) Ulangi untuk semua mst dengan iterator variabel v: 
f) Jika flag peneliti pada vertex asal v belum dikunjungi 
maka traverse graph variabel mst dan hitung semua 
vertex yang dimiliki oleh subgraph yang terbentuk dari 
traverse graph tersebut. 
g) Jika jumlah vertex hasil traverse lebih besar dari nilai 
konstanta N maka tambahkan semua edge hasil 
traverse graph ke dalam initial cluster dan tandai flag 
semua vertex hasil traverse menjadi telah dikunjungi. 
h) Jika perulangan pada langkah (e) selesai maka initial 







Gambar 3.4 Minimum Spanning Tree yang terbentuk dari data 








Nilai C dan N dapat ditentukan sesuai kebutuhan saat 
ujicoba pada data yang akan diproses. Nilai N dan C akan sangat 
berpengaruh pada jumlah initial cluster yang akan dihasilkan.  
Traverse graph merupakan sebuah metode menjelajah 
graph yang masih terhubung. Penelusuran ini perlu dilakukan 
karena hasil thresholding dari konstanta C akan membuat mst 
terpecah-pecah menjadi subgraph. Subgraph inilah yang akan 
menjadi calon initial cluster, namun thresholding selanjutnya 
dengan konstanta N maka akan mendapat batas minimal jumlah 
minimal vertex suatu subgraph bisa dimasukkan kedalam kriteria 
initial cluster sesuai dengan Gambar 3.5. 
 
D. Penghitungan Cluster pada Vertex yang Belum 
Memiliki Cluster 
Setelah mendapatkan initial cluster dari langkah prim 
trajectory ada node yang masih belum memiliki kelas. Pada 
langkah ini node-node tersebut akan di masukkan ke dalam initial 
cluster yang terbentuk.  
Algoritma pada langkah ini cukup sederhana yaitu dengan 
mencari node terdekat pada minimum spanning tree yang telah 
tergabung ke dalam initial cluster. 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array variabel adjacency matriks incluster dan 
query dari basis data semua edge yang terdapat pada 
initial cluster hasil dari pengolahan prim trajectory 
diatas 
c) Inisiasi array variabel adjacency matriks outcluster 
dan isi dengan query dari basis data semua edge yang 







Gambar 3.5 Initial cluster yang terbentuk dari hasil penglohan 





d) Inisiasi array variabel adjacency matriks initial cluster 
dengan tipe struct sebagai berikut (vertex asal, vertex 
tujuan, nilai edge, kelas). 
e) Inisiasi variabel flag array dengan indeks kode peneliti 
dan set flag sudah dikunjungi untuk semua vertex yang 
terdapat pada array incluster. 
f) Inisiasi variabel queue dan isi dengan semua edge 
yang terhubung dengan graph initial cluster. Sehingga 
queue berisi semua edge tepi dari initial cluster. Edge 
tepi adalah edge yang hanya memilki 1 tetangga edge 
saja dari 2 vertex yang dimiliki. 
g) Urutkan queue dengan urutan menaik berdasarkan 
nilai dari edge. 
h) Lakukan perulangan hingga queue kosong: 
i) Inisiasi variabel dengan tipe struct tmpVertex = nilai 
queue dengan index 0 atau bisa disebut dengan 
queue.front() 
j) Jika flag vertex asal dan vertex tujuan dari tmpVertex 
salah satunya ada yang belum dikunjungi, maka query 
ke basis data semua edge yang memiliki hubungan 
dengan vertex asal atau vertex tujuan yang belum 
dikunjungi dan tambahkan hasil query ke dalam queue 
k) Tandai vertex asal dan vertex tujuan pada tmpVertex 
sudah dikunjungi. 
l) Urutkan kembali queue dengan urutan menaik sesuai 
dengan nilai dari edge 
m) Keluarkan queue dengan index 0 dari queue atau biasa 
disebut dengan fungsi queue.pop() 
n) Cek kondisi pada langkah (h) jika masih terpenuhi 
maka kembali ke langkah (h), jika sudah tidak 
memenuhi maka proses sudah selesai. 
 
Dengan algoritma diatas semua node yang belum memiliki 
kelas akan dimasukkan kedalam kelas terdekat sesuai 






Gambar 3.6 Graph Kerjasama Setelah Diterapkan Metode K-






3.2.3 Pembentukan Sinonim Thesaurus Kateglo 
Dalam pembentukan sinonim thesaurus banyak metode 
yang bisa dipakai untuk mendapatkan hubungan keterkaitan antar-
kata. Pada umumnya kata yang bersinonim memiliki pengertian 
atau definisi yang memiliki kemiripan tinggi, sehingga dengan 
memiliki arti dari setiap kata kita dapat mendapatkan sinonim dari 
kata dengan mencari kemiripan antar kata. Definisi kata dapat kita 
dapatkan dari database kateglo. Kateglo merupakan glosarium 
bahasa indonesia online. Dengan algoritma pemrosesan teks akan 
didapat kemiripan definisi antar kata. Gambar 3.8 merupakan alur 
pembentukan sinonim thesaurus dari database kateglo.  
A. Filter kata yang mempunyai sifat kata kerja dan 
kata benda 
Tentunya dalam pembentukan thesaurus ini dibutuhkan 
efisiensi waktu eksekusi sehingga perlu membuat database kateglo 
menjadi lebih simpel dan menghilangkan fitur-fitur yang tidak 
dipakai. seperti contoh kata yang dibutuhkan hanya berupa kata 
dasar, karena kata yang diolah nanti akan dilakukan stemming yang 
merupakan mengubah kata menjadi kata dasar. Gambar 3.7 dan 
Tabel 3.3 merupakan struktur tabel yang akan digunakan untuk 
pembentukan thesaurus dari database kateglo. 
 
 







Gambar 3.8 Alur pembentukan sinonim dari database kateglo 






Tabel 3.3. Keterangan database pembentukan thesaurus 
Kolom Tabel Keterangan 
id proc_definition Primary key dari tabel 
proc_definition 
lemma proc_definition Berisi kata dalam bahasa 
indonesia 
lexical_id proc_definition Foreign_key dari tabel lexical 
definition proc_definition Definisi dari kolom lemma 
lexical_id lexical Primary key dari tabel lexical 
lexical_name lexical Tipe dari suatu kata (noun, 
verb, adverd, dll) 
  
Pada proses selanjutnya setiap record dari tabel 
proc_definition akan dianggap sebagai dokumen dan kata adalah 
berasal dari kolom definition. 
Contoh kasus yang akan dibahas dalam bab ini adalah 
lemma “warta” dengan definisi “berita; kabar” dan lemma 
“informasi” dengan definisi “pemberitahuan; kabar atau berita 
tentang sesuatu”. 
 
B. Tokenisasi  
Proses tokenisasi dilakukan pada setiap definisi dari setiap 
kata yang ada. Tokenisasi adalah suatu proses untuk membagi 
suatu teks berupa kalimat atau paragraf menjadi unit-unit kecil 
berupa kumpulan kata atau token [4]. 
Sebelum melakukan tokenisasi, kalimat definisi setiap 
lemma disimpan pada suatu variabel. Tokenisasi dilakukan dengan 
menggunakan fungsi pustaka pada bahasa pemrograman python , 
yaitu word_tokenize() pada pustaka nltk. Fungsi word_tokenize() 
digunakan untuk memisahkan kata pada suatu kalimat berdasarkan 
spasi. Sehingga lemma “warta” dengan definisi “berita; kabar” dan 





berita tentang sesuatu” apabila diterapkan metode tokenisasi 



























Kata-kata yang dihasilkan dari proses tokenisasi disimpan 
dalam variabel berbentuk array yang selanjutnya akan digunakan 
pada proses penghapusan tanda baca. 
 
C. Penghapusan Tanda Baca Kalimat 
Proses penghapusan tanda baca ini dilakukan pada data 
definisi yang telah di lakukan tokenisasi. Penghapusan tanda baca 
dilakukan karena terkadang hasil dari tokenisasi masih menyisakan 
tanda baca dalam token kata yang terbentuk. Berikut contoh hasil 
































Penghapusan tanda baca pada tugas akhir ini 
menggunakan bahasa pemrograman python dengan pustaka string 
dan fungsi string.punctuation. setelah semua token sudah 
dihilangkan semua tanda bacanya maka setiap token siap untuk 
dicek termasuk kedalam stop word atau tidak. 
 
D. Penghapusan Stop Word 
Proses selanjutnya adalah melakukan penghapusan 
stopword yang terdapat pada kumpulan kata-kata hasil tokenisasi 
dan penghapusan tanda baca. Terdapat suatu berkas kumpulan 
stopword yang sering muncul pada suatu artikel atau dokumen. 
Berkas kumpulan stopword didapatkan dari penyedia list stopword 
bahasa Indonesia.  
Kemudian, yang dilakukan pada isi dari berkas kumpulan 
stopword tersebut adalah membandingkannya dengan variabel 
array yang menyimpan hasil tokenisasi. Jika kata yang tersimpan 
pada variabel array terdapat pada berkas kumpulan stopword, kata 
tersebut dihapus dari variabel array sehingga pada proses 
pembentukan sinonim penghitungan bobot kata, kata tersebut tidak 
akan menjadi kata terdaftar. Sebagai contoh dalam kedua token 
kata diatas kata-kata yang masuk kedalam list stop word ada 3 yaitu 













Tujuan dari proses ini adalah agar kata yang digunakan 
pada proses stemming dan pembentukan sinonim penghitungan 
bobot kata merupakan kata-kata yang memiliki informasi penting, 







E. Stemming Kata 
Stemming adalah proses untuk mengembalikan bentuk dari 
suatu kata pada bentuk dasar kata tersebut [4]. Setelah stopword 
dihapus dari variabel array, dilakukan proses stemming terhadap 
kata-kata yang masih tersimpan di dalamnya. Sehingga apabila 













Proses stemming dilakukan dengan memanfaatkan pustaka 
Sastrawi.Stemmer.StemmerFactory.create_stemmer dengan 
fungsi stem(). Pustaka sastrawi merupakan pustaka stemmer 
bahasa indonesia dalam bahasa python. Setelah seluruh kata pada 
varibel array melalui proses stemming, simpan kata-kata tersebut 
ke dalam basis data untuk digunakan pada proses penghitungan TF 
x IDF. 
 
F. Penghitungan TF x IDF 
Setiap token yang sudah dibersihkan list stop wordnya dan 
sudah dilakukan stemming lalu dihitung TF nya terlebih dahulu. 
Berikut merupakan algoritma untuk menghitung TF : 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array lemma dengan index lemma dan isi 
dengan semua token yang telah di stemming. 
c) Ulangi untuk semua item dalam variabel lemma: 





e) Fitem,token ++ 
f) Jika semua token pada perulangan (d) sudah diiterasi 
lanjutkan ke (g) jika tidak kembali ke (d) 
g) Ulangi untuk semua nilai yang terdapat pada variabel 
F: 
h) TFitem,token = 1 + 𝑙𝑜𝑔10 Fitem,token 
i) Jika semua nilai F pada perulangan (g) sudah diiterasi 
lanjutkan ke (j) jika tidak kembali ke (g) 
j) Jika semua item pada perulangan (c) sudah diiterasi 
lanjutkan ke (k) jika tidak kembali ke (c) 
k) Simpan hasil TF ke dalam basis data. 
 
Setelah langkah-langkah diatas diterapkan pada token 














Setelah itu dilakukan penghitungan IDF dengan algoritma 
sebagai berikut : 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array term dengan index term dan isi dengan 
nilai query ke basis data banyaknya term muncul 
dalam semua dokumen. 
c) Ulangi untuk semua item dalam variabel lemma: 
d) IDFitem = 𝑙𝑜𝑔10 ( Jumlah dokumen + 1 ) / lemma[item] 
e) Jika semua item pada perulangan (c) sudah diiterasi 
lanjutkan ke (f) jika tidak kembali ke (c) 






Setelah langkah-langkah penghitungan IDF diatas selesai 









Tahap akhir dari tahapan ini adalah dengan mengalikan 
hasil tiap TF x IDF dengan langkah-langkah sebagai berikut : 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array idf dengan index term kata dan isi dengan 
query dari basis data dengan nilai idf dari masing-
masing term. 
c) Inisiasi array lemma dengan index lemma dan isi 
dengan query dari basis data mendapatkan seluruh 
token yang dimiliki dan nilai TF dari token tersebut 
terhadap lemma tersebut.  
d) Ulangi untuk semua item dalam variabel lemma: 
e) Ulangi untuk semua token yang terdapat pada item: 
f) TFIDFitem,token = TFitem,token *  IDFitem 
g) Jika semua token pada perulangan (e) sudah diiterasi 
lanjutkan ke (h) jika tidak kembali ke (e) 
h) Jika semua item pada perulangan (d) sudah diiterasi 
lanjutkan ke (i) jika tidak kembali ke (d) 
i) Simpan hasil TFIDF ke dalam basis data. 
 

















G. Penghitungan Cosine Similarity antar Kata 
Cosine similarity adalah metode untuk menghitung tingkat 
kemiripan dari dokumen. Cosine similarity memiliki rumu sebagai 
berikut : 
 
𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑑1, 𝑑2) =
𝑑𝑜𝑡𝑃𝑟𝑜𝑑𝑢𝑐𝑡(𝑑1, 𝑑2)
‖𝑑1‖ ∗  ‖𝑑2‖
 
 
dimana d adalah dokumen. Kita perlu menerapkan 
perhitungan cosine similarity ke semua dokumen secara iteratif. 
Algoritma untuk menghitung cosine similarity sebagai berikut : 
 
Input  : semua dokumen D yang telah dilakukan 
tokenisasi, remove puctuation, remove stop 
word, stemming. 
Output   : nilai kemiripan antar dokumen 
Pseudocode  : 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array lemma dengan isi query mendapatkan 
semua lemma 
c) Inisiasi array tfidf dengan index term kata dan isi 
dengan query dari basis data mendapatkan seluruh 
token yang dimiliki dan nilai TFIDF dari token 
tersebut terhadap lemma tersebut.  
d) Ulangi untuk semua item1 dalam variabel lemma: 
e) Ulangi untuk semua item2 dalam variabel lemma: 
f) Cosine(item1,item2) = dotproduct(item1,item2) / 
‖item1‖ ∗ ‖item2‖ 
g) Jika semua token pada perulangan (e) sudah diiterasi 





h) Jika semua item pada perulangan (d) sudah diiterasi 
lanjutkan ke (i) jika tidak kembali ke (d) 
a. Simpan hasil Cosine ke dalam basis data. 
 
dari algoritma diatas kita sudah mendapatkan nilai 
kemiripan antar dokumen yang mencerminkan semakin tinggi nilai 
kemiripan maka dapat dibilang kemungkinan antar dokumen 
menjadi sinonim semakin besar. Untuk contoh kasus diatas didapat 









0.1769 ∗ 0.1769 +  0.1769 ∗ 0.1769 + 0 ∗ 0.47712
√0.17692 + 0.17692 ∗  √0.17692 + 0.17692 + 0.477122 
 
 








𝐶𝑜𝑠𝑖𝑛𝑒(𝑤𝑎𝑟𝑡𝑎, 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑠𝑖) =  0.4603 
 
H. Filter Kandidat Sinonim Kata 
Untuk menentukan kandidat sinonim dari suatu kata kita 
dapat menerapkan Thresholding pada hasil perhitungan cosine 
similarity diatas. Namun dengan adanya Thresholding ini akan ada 
kemungkinan muncul sebuah kata yang tidak memiliki sinonim 
dikarenakan semua nilai kemiripan dengan dokumen lain kurang 
dari nilai konstanta Threshold. Berikut algoritma untuk 
menerapkan Thresholding: 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array sinonim dengan isi query mendapatkan 
semua hasil cosine similarity 





d) Jika nilai cosine dari item < threshold hapus item dari 
array sinonim. 
e) Jika semua item pada perulangan (c) sudah diiterasi 
lanjutkan ke (f) jika tidak kembali ke (c) 
f) Simpan hasil filtering ke dalam basis data. 
 
3.2.4 Ekspansi Pembentukan Graph Kerjasama dengan 
Thesaurus 
 
Dalam pembentukan nilai kerjasama antar peneliti di ITS 
sebelumnya tidak memperhatikan sinonim kata yang berkaitan. 
Penghitungan topik antar peneliti dicocokkan secara umum tanpa 
melihat apakah antar kata yang dicocokkan merupakan sinonim 
satu sama lain. Misalkan dua kata yang diproses adalah kata 
“mutlak” dan “absolut” sebelumnya dua kata tersebut dianggap 
berbeda dalam perhitungan TF IDF. Padahal dalam praktisnya 
mutlak dan absolut merupakan sinonim kata, sehingga mutlak dan 
absolut perlu dianggap sebagai kata yang sama dalam perhitungan 
TF IDF agar mendapat perhitungan yang optimal. 
 
A. Desain Umum 
Untuk mendapatkan graph kerjasama peneliti dengan 
memperhatikan sinonim kata dalam pembentukannya maka perlu 
mengubah penghitungan pembentukan graph penelitinya 
sedangkan algoritma k-means berbasis graphnya tidak ada yang 
perlu di modifikasi karena pengolahan kata hanya ada dalam 
pembentukan graph kerjasama peneliti ITS. Sehingga pada subbab 
ini hanya akan dijelaskan bagian yang perlu dirubah untuk 
menyesuaikan nilai kerjasama dengan sinonim kata tersebut. 
Bagian proses perlu di modifikasi tersebut berupa perhitungan TF 
topik, perhitungan IDF topik, perhitungan pembentukan graph 
kerjasama (cosine similarity) karena bagian tersebut merupakan 





Dikarenakan secara keseluruhan proses dan alur 
pembentukan cluster kerjasama peneliti dengan perhitungan 
sinonim mirip dengan metode sebelumnya dan hanya beberapa 
proses saja yang diubah untuk menyesuaikan proses. Maka dalam 
subbab ini hanya proses yang dimodifikasi (dalam Gambar 3.9. 
Pembentukan cluster kerjasama peneliti dengan perhitungan 
sinonimProses yang berwarna biru) saja yang dijelaskan. 
Selebihnya mengacu pada bab sebelumnya. 
B. Data Peneliti dan Judul Publikasi Peneliti 
Pada pembentukan graph kerjasama peneliti ITS data yang 
digunakan adalah data peneliti dan judul publikasi peneliti. Data 
peneliti nantinya akan menjadi identifier dengan dokumen nya 
adalah semua judul publikasi yang dimiliki oleh peneliti tersebut. 
Data peneliti dan publikasi peneliti merupakan data salinan dari 
basis data Pusat Data Terintegrasi LPTSI ITS. Sehingga sebelum 
melakukan praproses data atau pembobotan perlu dilakukan 
penyesuaian dengan data sehingga semua judul penelitian seorang 
peneliti berada dalam satu baris data. Misalkan kita memiliki data 
seperti pada Tabel 3.4: 
 
Tabel 3.4 Tabel publikasi peneliti dosen ITS 
id Kode_peneliti Judul_publikasi 
1 P1 JP1 
2 P2 JP2 
3 P1 JP3 
4 P3 JP4 
5 P1 JP5 
6 P2 JP6 















Dalam pembentukan graph kerjasama peneliti ITS perlu 
dilakukan penyesuaian data publikasi seperti Tabel 3.2-4 dengan 
melakukan mengelompokkan judul penelitian sesuai dengan kode 
peneliti sehingga didapat table untuk dihitung bobotnya seperti 
pada Tabel 3.5: 
 
Tabel 3.5 Tabel distinct publikasi peneliti dosen ITS 
id Kode_peneliti Judul_publikasi 
1 P1 JP1, JP3, JP5 
2 P2 JP2, JP6 
3 P3 JP3 
.. … …. 
 
Dengan bentuk data seperti diatas maka judul publikasi per 
peneliti siap untuk dilakukan pengolah teks dan penghitungan 
bobot kerjasama. 
 
C. Modifikasi penghitungan TF 
Pada umumnya nilai TF dihitung tanpa memperhatikan 
sinonim dari dua kata, misalkan dua kata yang diproses adalah kata 
“mutlak” dan “absolut” sebelumnya dua kata tersebut dianggap 
berbeda dalam perhitungan TF. Padahal dalam praktisnya mutlak 
dan absolut merupakan sinonim kata, sehingga mutlak dan absolut 
perlu dianggap sebagai kata yang sama dalam perhitungan TF agar 
mendapat perhitungan yang optimal.  
 Sehingga apabila kita mempunyai sebuah mempunyai 
dokumen publikasi peneliti yang telah dilakukan tahap praproses 








































Dalam penghitungan TF suatu kata dalam dokumen perlu 
dicek apakah didalam dokumen tersebut juga ada sinonim dari kata 
tersebut. Jika kata tersebut dianggap dalam satu dokumen maka TF 
kata tersebut ditambahkan dengan TF dari TF kata sinonimnya. 
Seperti kata mesin, motor dan kompresor adalah sinonim satu 
salam lain. Berikut langkah-langkah yang dilakukan untuk 
modifikasi penghitungan nilai TF: 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array lemma dengan index lemma dan isi 
dengan semua token yang telah di stemming. 
c) Inisiasi array sinonim yang berisi kata dan sinonimnya 
d) Ulangi untuk semua item dalam variabel lemma: 
e) Ulangi untuk semua token yang terdapat pada item: 
f) Fitem,token ++ 
g) Jika Fitem,token terdapat pada variable sinonim maka 





h) Jika semua token pada perulangan (e) sudah diiterasi 
lanjutkan ke (i) jika tidak kembali ke (e) 
i) Ulangi untuk semua nilai yang terdapat pada variabel 
F: 
j) TFitem,token = 1 + 𝑙𝑜𝑔10 Fitem,token 
k) Jika semua nilai F pada perulangan (i) sudah diiterasi 
lanjutkan ke (l) jika tidak kembali ke (i) 
l) Jika semua item pada perulangan (d) sudah diiterasi 
lanjutkan ke (m) jika tidak kembali ke (d) 
m) Simpan hasil TF ke dalam basis data. 
 
 Sehingga untuk modifikasi penghitungan TF 















































































Begitu juga dengan nilai IDF perlu dilakukan penghitungan ulang 
yang dimodifikasi dengan memperhatikan sinonim antar kata 
seperti disampaikan diatas. Sehingga apabila kita mempunyai 
sebuah mempunyai dokumen publikasi peneliti yang telah 





























Sama dengan penghitungan TF diatas modifikasi 
penghitungan IDF juga harus menambahkan nilai IDF dari kata 
yang merupakan sinonim dari kata tersebut hingga nilai DF tidak 
melebihi total dokumen peneliti yang ada. Berikut langkah-
langkah yang harus di lakukan untuk menghitung IDF yang telah 
dimodifikasi dengan penghitungan sinonim kata: 
 
a) Impor pustaka python untuk menghubungkan python 
dengan basis data SQLServer, pymssql. 
b) Inisiasi array term dengan index term dan isi dengan 
nilai query ke basis data banyaknya term muncul 
dalam semua dokumen. 
c) Inisiasi array sinonim yang berisi kata dan sinonimnya 
d) Ulangi untuk semua item dalam variabel lemma: 
e) Jika item terdapat pada variable sinonim maka 
lemma[item] += lemma[sinonim[item]] 





g) Jika semua item pada perulangan (d) sudah diiterasi 
lanjutkan ke (h) jika tidak kembali ke (d) 
h) Simpan hasil IDF ke dalam basis data. 
 
Sehingga penghitungan modifikasi IDF akan menhasilkan 






































































Tahapan selanjutnya adalah pembobotan kerjasama 
peneliti di ITS. Tahapan ini sama dengan metode sebelumnya pada 
Subbab 3.2.3. dan pembentukan graph kerjasama antar peneliti 






BAB 4BAB IV 
IMPLEMENTASI 
 
Bab ini membahas proses implementasi yang dilakukan 
berdasarkan hasil perancangan pada Bab III. Penjelasan proses 
implementasi terbagi menjadi enam bagian, yaitu lingkungan 
implementasi, implementasi basis data, implementasi K-Means 
berbasis graph, implementasi pembentukan sinonim thesaurus 
kateglo, expand pemnbentukan graph kerjasama dengan sinonim 
thesaurus, dan penggunaan kerangka kerja dalam visualisasi hasil 
clustering.  
4.1 Lingkungan Implementasi 
Lingkungan Implementasi adalah lingkungan di mana 
sistem tugas akhir ini dibangun. Lingkungan implementasi dibagi 
dua yaitu perangkat keras dan perangkat lunak. 
 
4.1.1 Perangkat Keras 
 
Lingkungan implementasi perangkat keras dari tugas akhir 
ini adalah sebagai berikut: 
 Tipe  : PC Gygabyte Technology 
 Prosesor : Inter® Core(TM) i5-3330 CPU (4 CPUs) 
@ 3.2GHz 
 Memori (RAM) : 8192MB RAM 
 
4.1.2 Perangkat Lunak 
 
Lingkungan implementasi perangkat lunak dari tugas akhir 
ini adalah sebagai berikut: 
 Sistem operasi  : Windows 10 Enterprise 64-bit 
 Bahasa Pemrograman : PHP 5.6.3, Python 2.7.11 






 Kerangka Kerja  : Laravel 5.2 
 Web Server  : Apache 2.4.4 
 Basis Data  : MySQL 5.5.32, SQL Server 
2008 
 Kakas Bantu Basis Data : Navicat Premium 11.1.7 (64-bit) 
4.2 Implementasi Basis data 
Dalam penyusunan tugas akhir ini data diambil dari 
beberapa sumber basis data. Seperti daftar kata stop word pada 
tugas akhir ini menggunakan 2 sumber stop word, data kerjasama 
peneliti di its, dan basis data kateglo untuk pembentukan sinonim 
kata. 
4.2.1 Daftar Stop Word 
Pada pengerjaan tugas akhir ini terdapat dua proses yang 
menggunakan daftar stop word yaitu penghapusan stop word dari 
dokumen definisi kata pada basis data kateglo dan penghapusan 
stop word dari dokumen judul penelitian. Pada dokumen definisi 
kata kateglo bisa dikatakan seluruh kata yang menyusun adalah 
kata umum yang sering digunakan sehingga tidak perlu stop word 
khusus dalam praproses datanya, sedangkan untuk kata-kata dalam 
dokumen judul penelitian kebanyakan mengandung kata ilmiah 
yang sama, padahal kata ilmiah tersebut tidak termasuk dalam 
daftar stop word bahasa Indonesia. Keterangan stopword tersebut 
dapat dilihat dalam Tabel 4.1. 
Tabel 4.1 Tabel keterangan stopword 
Keterangan 
Stop Word Dokumen 
Definisi Kata Kateglo 
Stop Word Dokumen 
Judul Publikasi Peneliti 
Sumber 
Computer Science Dept. 
Universitas Brawijaya 
[5] 
Stop word Sistem 
Informasi Repositori 
Peneliti ITS 
Jumlah  357 kata 2441 kata 
Bahasa Bahasa Indonesia  






Stop word dokumen judul publikasi peneliti membutuhkan 
stop word dua bahasa karena judul penelitian juga ada yang 
berbahasa inggris. Pada stop word dokumen definisi kata kateglo 
merupakan standard stop word bahasa indonesia yang biasa 
digunakan dalam pengolahan teks seperti lalu, selama, nasih, 
maupun, manakala, entah, dst. Stop word dokumen judul publikasi 
peneliti memiliki kandungan kata yang lebih kompleks. Kata-kata 
pada stop word tersebut memiliki kata yang umum dalam 
penelitian di ITS seperti kata institut, daya, solar, aspek, 
mahasiswa, ilmiah, jurusan, arsitektur, conference, international, 
dll. Untuk data lengkap stop word yang digunakan dalam tugas 
akhir ini terdapat pada tabel stop word di Lampiran. 
 
4.2.2 Basis Data Repositori Peneliti ITS 
 
Sistem informasi repositori peneliti ITS merupakan sebuah 
sistem informasi untuk menampilkan publikasi dan penelitian yang 
dimiliki oleh ITS. Basis data sistem informasi repositori peneliti 
menggunakan SQL Server 2008 dan implementasi koneksi ke 
database SQL Server menggunakan Navicat dan pustaka pymssql 
dalam bahasa pemrograman python. Graph kerjasama peneliti ITS 
juga terdapat pada sistem informasi repositori peneliti ITS. Berikut 
tabel pada basis data repositori peneliti di ITS yang digunakan 
dalam tugas akhir ini. Gambar 4.1 – Gambar 4.3 dan Tabel 4.2 












Gambar 4.2 Tabel tran_publikasi_dosen_tetap 
 
 










Tabel tran_publikasi_dosen_tetap merupakan 
tabel yang menyimpan informasi tentang 
publikasi yang dimiliki peneliti(dosen) di ITS 






Tabel tran_temp_dosen merupakan tabel yang 
menyimpan informasi tentang peneliti (dosen) 
di ITS 






Tabel tran_bobot_dosen_peneliti merupakan 
tabel yang menyimpan informasi tentang bobot 
kerjasama antar peneliti(dosen) di ITS. Tabel 
inilah yang menyimpan graph kerjasama antar 
peneliti 






Pada basis data kateglo terdapat beberapa tipe kata atau 





tidak semua data lemma diproses, lemma yang diproses hanya 
lemma yang mempunyai leksikal nomina(kata benda) dan 
verba(kata kerja) dan yang memiliki tipe kata dasar. Filter kata 
dasar diperlukan karena pembobotan kata pada Ekspansi 
Pembentukan Graph Kerjasama dengan Thesaurus kata yang 
dibobot sudah diterapkan dalam kata dasar melalui metode 
stemming. Sehingga implementasi basis data pada basis data 
kateglo sebagai berikut. Gambar 4.4, Gambar 4.5 dan Tabel 4.3 
merupakan struktur dan informasi tabel yang dimiliki oleh kateglo. 
 
 
Gambar 4.4 Tabel proc_definition 
 
 
Gambar 4.5 Tabel lexical 
 






Tabel proc_defintion menyimpan lemma, 
definisi dan tipe lexicalnya 
33.189 
lexical Tabel lexical menyimpan tipe sebuah kata 2 
 
4.3 Implementasi K-Means Berbasis Graph  





 yang telah dilakukan pada Bab III. Seluruh tahapan 
implementasi K-Means berbasis graph sesuai dengan perancangan 
pada Bab III menggunakan bahasa pemrograman python. 
 
4.3.1 Inisiasi Edge Value 
Implementasi inisiasi nilai edge dilakukan dengan dengan 
menggunakan bahasa pemrograman python dan pustaka pymssql 
untuk melakukan query ke basis data. Berikut potongan kode 
pengubahan nilai bobot kerjasama ke dalam nilai jarak edge. 
 
 
Kode Sumber 4.1 Proses pengubahan nilai bobot kerjasama ke 
nilai edge 
 
Pada Kode Sumber 4.1 terdapat kode pengubahan nilai 
bobot kerjasama ke dalam nilai jarak edge. Pertama kali yang 
dilakukan dalam kode tersebut membuka koneksi ke database. 
Selanjutnya mendapatkan nilai maksimal dari nilai edge. Setelah 
itu query ke database untuk mendapatkan semua edge untuk 
dihitung kembali nilai edgenya. Setelah mendapat nilai dalam 
variabel value dilakukan pemanggilan fungsi update untuk 
mengupdate ke dalam basis data nilai edge. 
 
import pymssql 
from decimal import * 
... 
source_cursor.execute('SELECT MAX(value) FROM 
edge') 
all_data = source_cursor.fetchall() 
max = all_data[0][0] 
 
source_cursor.execute('SELECT * FROM edge') 
all_data = source_cursor.fetchall() 
for data in all_data: 
    value = float(max-data[1]) 
    source_cursor.execute("UPDATE edge SET value = 







4.3.2 Minimum Spanning Tree 
Implementasi pembentukan minimum spanning tree dari 
data kerjasama peneliti menggunakan bahasa pemrograman python 
dan pustaka pymssql untuk melakukan sambungan data ke basis 
data. Kode Sumber 4.2 merupakan potongan kode untuk 






mst = [] 
 
source_cursor.execute('SELECT TOP 1 kode_peneliti1 
FROM edge') 
init_node = source_cursor.fetchone() 
 
query = "SELECT * FROM edge WHERE kode_peneliti1 = 
'{}' OR kode_peneliti2 = 
'{}'".format(init_node[0],init_node[0]) 
source_cursor.execute(query) 
edges = source_cursor.fetchall() 
edges = sorted(edges,key=lambda edge: edge[1]) 
peneliti[init_node[0]] = 1 
 
while len(edges) > 0: 
    if peneliti[edges[0][2]] == 0 or 
peneliti[edges[0][3]] == 0: 
        mst.append((edges[0][0],edges[0][1], 
edges[0][2],edges[0][3]))  
        tmp_edges = [] 
        if peneliti[edges[0][2]] == 0: 
            query = "SELECT * FROM edge WHERE 
kode_peneliti1 = '{}' OR kode_peneliti2 = 
'{}'".format(edges[0][2],edges[0][2]) 
            source_cursor.execute(query) 
            tmp_edges = source_cursor.fetchall() 
        if peneliti[edges[0][3]] == 0: 
            query = "SELECT * FROM edge WHERE 
kode_peneliti1 = '{}' OR kode_peneliti2 = 
'{}'".format(edges[0][3],edges[0][3]) 
            source_cursor.execute(query) 








Kode Sumber 4.2 Proses Pembentukan Minimum Spanning Tree 
 
Variabel init_node merupakan variabel yang digunakan 
untuk menyimpan vertex initial dari tabel edge. Lalu dilakukan 
pengambilan semua edge yang dimiliki oleh vertex init_node 
tersebut yang disimpan dalam queue dan hasilnya disorting secara 
menaik. Lalu langkah sebelumnya diulangi hingga semua edges 
diproses. Dari kode sumber diatas dan data kerjasama peneliti di 
ITS didapatkan 958 edge dan 959 vertex peneliti. 
 
4.3.3 Penerapan Prim Trajectory 
Implementasi penerapan prim trajectory dari data 
kerjasama peneliti yang telah diterapkan minimum spanning tree 
menggunakan bahasa pemrograman python dan pustaka pymssql 
untuk melakukan sambungan data ke basis data. Berikut potongan 
kode untuk penerapan prim trajectory. Kode Sumber 4.3 
merupakan potongan kode penerapan prim trajectory. Tabel 4.4 
merupakan tabel hasil penerapan prim trajectory dan mendapatkan 
beberapa nilai K. 
        peneliti[edges[0][2]] = 1 
        peneliti[edges[0][3]] = 1 
        for tmp in tmp_edges: 
            if peneliti[tmp[2]] == 0 or 
peneliti[tmp[3]] == 0: 
                edges.append(tmp) 
        edges = sorted(edges, key=lambda edge: 
edge[1]) 
    edges.pop(0) 
 
source_cursor.execute("DELETE FROM step_mst") 
source_cursor.executemany("INSERT INTO 
step_mst(id,value,kode_peneliti1,kode_peneliti2) 










         
import pymssql 
... 
peneliti = [] 
queue = [] 
flag = [] 
trajectory = [] 
 
query = "SELECT * FROM step_mst WHERE value < ".C 
source_cursor.execute(query) 
edges = source_cursor.fetchall() 
edges = sorted(edges,key=lambda edge: edge[1]) 
cluster = 1 
 
for edge in edges: 
    if flag[peneliti.index(edge[2])] == 0: 
        queue.append(edge[2]) 
        count = 0 
        tmp_trajectory = [] 
        tmp_trajectory.append((edge[0],edge[1], 
edge[2],edge[3],cluster)) 
        while len(queue) > 0: 
            count+=1 
            tmp_peneliti = queue[0] 
            flag[peneliti.index(tmp_peneliti)] = 1; 
            queue.pop(0) 
            query = "SELECT * FROM step_mst WHERE 
value < “.C.” AND (kode_peneliti1 = '{}' OR 
kode_peneliti2 = 
'{}')".format(tmp_peneliti,tmp_peneliti) 
            source_cursor.execute(query) 
            tmp_edges = source_cursor.fetchall() 
            for iterator in tmp_edges : 
                if tmp_peneliti == iterator[2] and 
flag[peneliti.index(iterator[3])] == 0: 
                    queue.append(iterator[3]) 
                if tmp_peneliti == iterator[3] and 
flag[peneliti.index(iterator[2])] == 0: 
                    queue.append(iterator[2]) 
                if (iterator[0], iterator[1], 








Kode Sumber 4.3 Proses Penerapan Prim Trajectory 
 
Variabel peneliti berisi semua kode_peneliti dari tabel 
step_mst. Dan variabel trajectcory adalah variabel untuk 
menyimpan hasil dari kode tersebut. Yang perlu diperhatikan 
adalah variabel C dan N yang berdampak sekali pada hasil cluster 
awal apabila dilakukan perubahan. Nilai C dalam tugas akhir ini 
ditentukan dengan melakukan pengecekan ke dalam baris yang 
terambil pada tabel edge sehingga jumlah baris yang dikembalikan 
kurang dari setengah jumlah bari dari basis data, sehingga 
didapatkan nilai 0.84 sebagai nilai dari C dengan jumlah baris edge 
yang didapatkan adalah 384 data edge. Nilai N merupakan jumlah 
vertex minimal yang terbentuk untuk suatu sub cluster dimasukkan 
kedalam suatu class. Berikut tabel hasil pengubahan nilai C dan K. 
 
Tabel 4.4 Tabel Pengubahan Nilai Konstanta C dan K 
Nilai C Nilai K 
Cluster awal yang 
terbentuk 
0.84 15 7 
0.84 10 10 
0.84 5 16 
 
 tmp_trajectory.append((iterator[0], 
iterator[1], iterator[2], iterator[3], cluster)) 
        if count > K: 
            trajectory += tmp_trajectory 
            cluster += 1  
 
source_cursor.execute("DELETE FROM step_prim") 
source_cursor.executemany("INSERT INTO 
step_prim(id,value,kode_peneliti1,kode_peneliti2,cl








4.3.4 Penghitungan Cluster pada Vertex yang Belum 
Memiliki Cluster 
Implementasi perhitungan cluster pada vertex yang belum 
memiliki cluster menggunakan bahasa pemrograman python dan 
pustaka pymssql untuk melakukan sambungan data ke basis data. 
Kode Sumber 4.4 merupakan potongan kode untuk perhitungan 





incluster = [] 
outcluster = [] 
peneliti = [] 
queue = [] 
flag = []  
 
for outer in incluster: 
    for inner in outer: 
        flag[peneliti.index(inner)] = 1 
 
for i,outer in enumerate(incluster): 
    for inner in outer: 
        query = "SELECT * FROM step_mst WHERE 
kode_peneliti1 = '{}' OR kode_peneliti2 = 
'{}'".format(inner, inner) 
        source_cursor.execute(query) 
        tmp_edges = source_cursor.fetchall() 
        for iterator in tmp_edges: 
            if inner == iterator[2] and 
flag[peneliti.index(iterator[3])] == 0: 
                queue.append(iterator) 
            if inner == iterator[3] and 
flag[peneliti.index(iterator[2])] == 0: 
                queue.append(iterator) 
queue = sorted(queue,key=lambda edge: edge[1]) 
hasil = [] 
while len(queue) > 0: 
    if flag[peneliti.index(queue[0][2])] == 0 or 







Kode Sumber 4.4 Proses Penghitungan Cluster pada Vertex yang 
Belum Memiliki Cluster 
 
Setelah kode diatas dijalankan maka seluruh vertex yang 
belum memiliki cluster akan dikelompokkan sesuai dengan cluster 
terdekat. Variabel incluster menyimpan semua vertex yang telah 
berada dalam suatu kelas sedangkan variabel outcluster 
menyimpan vertex yang belum memiliki kelas. Variabel peneliti 
menyimpan semua kode_peneliti dalam tabel step_mst. 
  
        if flag[peneliti.index(queue[0][3])] == 0: 
            query = "SELECT * FROM step_mst WHERE 
kode_peneliti1 = '{}' OR kode_peneliti2 = 
'{}'".format(queue[0][3], queue[0][3]) 
            source_cursor.execute(query) 
            tmp_edges = source_cursor.fetchall() 
            for iterator in tmp_edges: 
                queue.append(iterator) 
        if flag[peneliti.index(queue[0][2])] == 0: 
            query = "SELECT * FROM step_mst WHERE 
kode_peneliti1 = '{}' OR kode_peneliti2 = 
'{}'".format(queue[0][2], queue[0][2]) 
            source_cursor.execute(query) 
            tmp_edges = source_cursor.fetchall() 
            for iterator in tmp_edges: 
                queue.append(iterator) 
        flag[peneliti.index(queue[0][2])] = 1 
        flag[peneliti.index(queue[0][3])] = 1 
        hasil.append(queue[0]) 
    queue.pop(0) 
    queue = sorted(queue, key=lambda edge: edge[1]) 
 
hasil = sorted(hasil,key=lambda edge: edge[4]) 
source_cursor.execute("DELETE FROM step_final_K16") 
source_cursor.executemany("INSERT INTO 
step_final_K16(id,value,kode_peneliti1,kode_penelit








4.4 Implementasi Pembentukan Sinonim Thesaurus 
Kateglo 
Tahapan implementasi dari hasil proses perancangan  
Pembentukan Sinonim Thesaurus Kateglo yang telah dilakukan 
pada Bab III. Seluruh tahapan implementasi Pembentukan Sinonim 
Thesaurus Kateglo sesuai dengan perancangan pada Bab III 
menggunakan bahasa pemrograman python. 
 
4.4.1 Praproses Data 
 
Implementasi praproses data menggunakan bahasa 
pemrograman python dan pustaka sesuai dengan perancangan pada 
Bab III. Praproses data yang dilakukan pada data definisi lemma 
adalah tokenisasi, penghapusan tanda baca kalimat, penghapusan 
stop word, dan stemming kata. Koneksi ke basis data menggunakan 
pustaka mysql.connector karena basis data kateglo menggunakan 





Kode Sumber 4.5 Implementasi Tokenisasi 
 
Tokenisasi diimplementasikan pada awal setiap kali 
pembacaan data dokumen definisi lemma. Implementasi tokenisasi 
menggunakan pustaka python dari nltk yaitu word_tokenize. 
Setelah dilakukan tokenisasi pada kata variabel definition maka 
hasil dari tokenisasi disimpan dalam variabel  token untuk diproses 
pada proses selanjutnya. Kode Sumber 4.5 merupakan potongan 
kode untuk implementasi tokensasi pada dokumen.  
import mysql.connector 
from nltk.tokenize import word_tokenize 
... 







B. Penghapusan Tanda Baca Kalimat 
 
Kode Sumber 4.6 Implementasi Penghapusan Tanda Baca 
Kalimat 
Penghapusan tanda baca kalimat pada python perlu 
dilakukan dalam dua proses yaitu mengubah format teks dari 
unicode ke dalam tipe string lalu melakukan pengecekan ke setiap 
karakter dalam string tersebut. Implementasi penghapusan tanda 
baca ini menggunakan pustaka string dalam bahasa pemrograman 
python. Kode Sumber 4.6 merupakan potongan kode untuk 
penghapusan tanda baca kalimat. 
 
C. Penghapusan Stop Word 
 
Kode Sumber 4.7 Implementasi Penghapusan Stop Word 
 
Pada Kode Sumber 4.7 terdapat kode untuk melakukan 
proses membaca isi berkas stop.txt yang berisi stop word dan 
memasukkannya ke dalam variabel stop_words. Lalu variabel 




 unicode_token = [s.encode('ascii') for s 
in token] 






stop_words = set() 
with open("stop.txt", "r") as ins: 
    for line in ins: 
        stop_words.add(line.rstrip('\n')) 








penghapusan tanda baca. Setelah selesai dilakukan stop word pada 
kesuluruhan kata maka hasil penghapusan stop word di simpan 
dalam variabel stopped. 
 
D. Stemming Kata 
 
Kode Sumber 4.8 Implementasi Stemming Kata 
Implementasi stemming kata menggunakan pustaka 
python Sastrawi. Sastrawi merupakan pustaka pengolahan bahasa 
indonesia yang ada dalam bahasa python. Kata yang diolah dalam 
tahap stemming adalah kata yang sudah dihilangkan stop wordnya. 
Hasil dari implementasi kata langsung diolah untuk mendapatkan 
nilai TF dari masing-masing kata terhadap definisi kata. Kode 
Sumber 4.8 merupakan potongan kode untuk stemming kata. 
 
4.4.2 Pembobotan Kata 
A. Penghitungan Term Frequency 
 
import mysql.connector 




factory = StemmerFactory() 
stemmer = factory.create_stemmer() 




    for (id, lemma, lexical_id, definition) in 
data:  
... 
        for s in cleaned_text: 
            if s not in index: 
                index.append(s) 
            value[index.index(s)] += 1 
        for s in index: 
            res = float(float( value[ 
index.index(s)]) / len(cleaned_text)) 
            if res >= 0.1 : 







Kode Sumber 4.9 Penghitungan Term Frequency 
Implementasi penghitungan TF dari setiap kata 
menggunakan bahasa python dan hasilnya disimpan dalam basis 
data dalam bentuk baris record untuk masing-masing kata definisi 
dalam lemma. Kode Sumber 4.9 merupakan potongan kode untuk 
menghitung nilai TF. 
 
B. Penghitungan Inverse Document Frequency 
 
 
Kode Sumber 4.10 Penghitungan Inverse Document 
Frequency 
Implementasi IDF pada tugas akhir ini menggunakan 
bahasa python dan pustaka math untuk mendapatkan nilai log suatu 
angka. Variabel data berisi senua data dalam bentuk struct 
(lemma,count_item). Variabel count_item merupakan hasil query 
dalam basis data yang mengembalikan jumlah data yang muncul 
dalam semua dokumen. Variabel count merupakan hasil query 
dalam basis data yang mengembalikan seluruh jumlah dokumen 
yang diproses. Setelah mendapatkan nilai idf seluruh data 
dimasukkan ke dalam basis data. Kode Sumber 4.10 merupakan 
potongan kode untuk penghitungan IDF.  







    data = [] 
    data_insert = [] 
    iter = 0 
    for (term,count_item) in data:  
        iter += 1 
        idf = math.log10(float(count)/ count_item) 
        data_insert.append((term, count_item,idf)) 
    cursor.close() 






C. Penghitungan Bobot Kata TF IDF 
 
Kode Sumber 4.11 Fungsi Mendapatkan Nilai IDF 
 
Kode Sumber 4.12 Fungsi Menghitung nilai TFIDF 
 
Implementasi penghitungan TFIDF menggunakan bahasa 
python. Fungsi get_idf() merupakan fungsi untuk mendapatkan 
semua nilai idf dari proses penghitungan sebelumnya. Variabel 
data merupakan variabel yang berisi semua hasil perhitungan TF 
pada proses sebelumnya. Sehingga perulangan data pada funsgi 
calculate() merupakan perulangan untuk semua nilai TF dan pada 
setiap perulangan dilakukan perulangan pada setiap nilai TF * IDF 
dari term tersebut. Kode Sumber 4.11 dan Kode Sumber 4.12 
merupakan kode implementasi dari penghitungan untuk 








    for (id,term, doc_term , result) in cursor: 
        idf[str(term)] = result 
    cursor.close() 
    cnx.close() 
    return idf 
def calculate(): 
... 
    idf = get_idf() 
    data = [] 
    data_insert = [] 
    iter = offset+1 
    for (term, id_proc_definition, result) in data: 
        iter += 1 






D. Penghitungan Cosine Similarity Antar Lemma 
 






    tfidf = {} 
    for (id, term, id_proc_definition , result) in 
cursor: 
        if str(id_proc_definition) not in tfidf: 
            tfidf[str(id_proc_definition)] = {} 
        tfidf[str(id_proc_definition)][str(term)] = 
result 
    return tfidf 
 
def cosine(tfidf): 
    data = [] 
    id = [] 
    lemma = {} 
    for item in data: 
        id.append(item[0]) 
        lemma[item[0]] = str(item[1]) 
    for idx1 in range(0,len(id)-1): 
        for idx2 in range(idx1+1,len(id)): 
            dotproduct = 0.0 
            if id[idx1] != id[idx2] and 
lemma[id[idx1]] != lemma[id[idx2]]: 
                if str(id[idx1]) in tfidf: 
                    tfidf1 = tfidf[str(id[idx1])] 
                else: 
                    tfidf1 = {} 
                if str(id[idx2]) in tfidf: 
                    tfidf2 = tfidf[str(id[idx2])] 
                else: 
                    tfidf2 = {} 
                for iter1 in tfidf1: 
                    if iter1 in tfidf2: 
                        dotproduct += tfidf1[iter1] 
* tfidf2[iter1] 






Kode Sumber 4.14 Penghitungan Cosine Similarity 
Implementasi penghitungan cosine similarity antar lemma 
menggunakan bahasa pemrograman python dan pustaka math 
untuk menghitung nilai kuadrat dan akar dari suatu angka. Fungsi 
get_tfidf() merupakan suatu fungsi yang mengembalikan nilai tfidf 
dari term hasil penghitungan sebelumnya. Pada fungsi cosine 
terdapat variabel data yang berisi id dari lemma dan lemma 
sehingga iterasi yang dilakukan adalah dilakukan setiap id dari 
lemma tersebut. Lalu hasil dari penghitungan cosine similarity 
tersebut akan diterapkan metode thresholding pada basis data 
dengan penghapusan kandidat sinonim dengan nilai threshold 0,7. 
Sehingga dihasilkan 67.544 sinonim pasang kata. Berikut beberapa 
data hasil pengolahan sinonim. Kode Sumber 4.13 dan Kode 
Sumber 4.14 merupakan potongan kode untuk penghitungan 
Cosine Similarity antar kata. 
 
"lelaki": ["pameget", "mahram", "lanang", "doi", 
"bapak"],  
"jihat": ["kanan", "belah", "kiri"],  
"gabung": ["gebung", "bondot", "belembang", "barkas", 
"pocong"], 
"maklumat": ["berita", "takrif", "pariwara"], 
"plagiator": ["plagiat", "sistemisasi", sinopsis", 
"nazam", "koral", "tinjau"], 
                    length1 = 0.0 
                    for iter1 in tfidf1: 
                        length1 += 
math.pow(tfidf1[iter1],2) 
                    length1 = math.sqrt(length1) 
                    length2 = 0.0 
                    for iter2 in tfidf2: 
                        length2 += 
math.pow(tfidf2[iter2], 2) 
                    length2 = math.sqrt(length2) 
                    div = length1 * length2 






"mikroorganisme": ["nyawa", "nematoda", "naluri", 
"fisiologi", "enzim", "banzai", "organisme", 
"semangat", "urip"],  
"digit": ["eksponen", "angka", "jus", "anggota", 
"statistik"],  
"jempol": ["jemari", "wulu cumbu", "telunjuk"],  
"dagang": ["firma", "bilateralisme", "niagawan", 
"handelar", "saudagar"],  
“korosif": ["kikis"],  
"musim": ["titimangsa", "tempo", "sekarang", "kala"],  
4.5 Ekspansi Pembentukan Graph Kerjasama dengan 
Sinonim Thesaurus. 
Tahapan implementasi dari hasil proses perancangan  
Ekspansi Pembentukan Graph Kerjasama dengan Thesaurus yang 
telah dilakukan pada Bab III. Seluruh tahapan implementasi 
Ekspansi Pembentukan Graph Kerjasama dengan Thesaurus sesuai 
dengan perancangan pada Bab III menggunakan bahasa 
pemrograman python dan basis data SQL Server.  
4.5.1 Data Peneliti dan Judul Publikasi 
 




all_data = [] 
id_peneliti = [] 
judul = [] 
 
for item in id_peneliti: 
    source_cursor.execute('SELECT judul FROM 
tran_publikasi_dosen_tetap WHERE kode_pegawai = {} 
ORDER BY tahun DESC, bulan DESC'.format(item)) 
    all_data = source_cursor.fetchall() 
    title = "" 
    for jud in all_data: 
        if jud[0] is not None: 
            title += " "+jud[0].encode('utf-8') 
    if title != "": 






Kode Sumber 4.15 diatas merupakan kode implementasi 
dari pemrosesan awal judul peneliti untuk dikelompokkan per 
peneliti di ITS. Setelah dilakukan pengelompokan maka data judul 
penelitian disimpan ke dalam basis data untuk diterapkan praproses 
data dengan kode sumber yang sama dengan Tokenisasi, 
Penghapusan Tanda Baca Kalimat, Penghapusan Stop Word, 
Stemming Kata pada Bab IV  Subbab Implementasi Pembentukan 
Sinonim Thesaurus Kateglo. 
4.5.2 Modifikasi TF x IDF 
E. Penghitungan Modifikasi TF 
 
Kode Sumber 4.16 Mengambil Data Sinonim Dari File Json 
 
Kode Sumber 4.17 Penghitungan Modifikasi Nilai TF 
 
Implementasi penghitungan modifikasi TF dilakukan 
pertama kali adalah mengambil data sinonim kata pada file json 
sinonim yang telah digenerate pada Sub bab Implementasi 
Pembentukan Sinonim Thesaurus Kateglo. Variable judul 
with open("sinonim.json", "r") as ins: 
    for line in ins: 
        lala = line 
sinonim = json.loads(lala.decode("utf-8")) 
 
... 
c = {} 
for item in judul: 
    if item not in c.keys(): 
        c[item] = 0 
    c[item] += 1 
for item in c.keys(): 
    if item in sinonim: 
        for sin in c.keys(): 
            if sin != item and sin in 
sinonim[item]: 
                c[item] += c[sin] 






merupakan variable hasil pengolahan judul penelitian setelah 
dilakukan stemming kata. Pada perulangan pertama dilakukan 
penghitungan TF seperti algoritma TF biasa. Di perulangan yang 
kedua dilakukan pengecekan pada masing-masing hasil TF apakah 
dalam satu peneliti tersebut antar token term judul penelitiannya 
memiliki sinonim antar katanya. Setelah mendapatan nilai TF dari 
sinonimnya maka tinggal dilakukan normalisasi nilai TF yang telah 
dimodifikasi. Setelah mendapatkan nilai TF yang telah 
dinormalisasi maka selanjutnya hasil TF dimasukkan ke basis data. 
Kode Sumber 4.16 dan Kode Sumber 4.17 merupakan potongan 
kode untuk implementasi penghitungan modifikasi TF. 
 
F. Penghitungan Modifikasi IDF 
 
Kode Sumber 4.18 Penghitungan Modifikasi Nilai IDF 
 
Implementasi penghitungan modifikasi IDF dilakukan 
pertama kali adalah mengambil data sinonim kata pada file json 
sinonim yang telah digenerate pada Sub bab Implementasi 
Pembentukan Sinonim Thesaurus Kateglo sama dengan pada 
penghitungan modifikasi nilai TF. Variable all_data merupakan 
variable hasil query pada basis data yang berisi struct(term,jumlah 
term muncul pada dokumen judul peneliti). Pada perulangan 
pertama dilakukan penghitungan IDF seperti algoritma IDF biasa. 
Di perulangan yang kedua dilakukan pengecekan pada masing-
... 
c = {} 
for data in all_data:  
    c[str(data[0])] = data[1] 
for item in c.keys(): 
    if item in sinonim: 
        for sin in sinonim[item]: 
            if sin in c.keys(): 
                c[item] += c[sin] 






masing hasil IDF apakah dalam term  memiliki sinonim dalam term 
judul penelitian. Setelah mendapatan nilai IDF dari sinonimnya 
maka tinggal dilakukan normalisasi nilai IDF yang telah 
dimodifikasi. Setelah mendapatkan nilai IDF yang telah 
dinormalisasi maka selanjutnya hasil IDF dimasukkan ke basis 
data. Setelah mendapatkan nilai IDF maka langkah selanjutnya 





Penghitungan Bobot Kata TF IDF, 
 
 
Gambar 4.6 Hasil Expand Pembentukan Graph Kerjasama 
dengan Sinonim Thesaurus 
 
Penghitungan Cosine Similarity antar Judul Peneliti, Inisiasi Edge 
Value, Minimum Spanning Tree, Penerapan Prim Trajectory, dan 
Penghitungan Cluster pada Vertex yang Belum Memiliki Cluster. 
Setelah menyelesaikan semua maka didapat graph kerjasama 
peneliti dengan memperhatikan sinonim kata pada judul penelitian 





merupakan potongan kode untuk penghitungan modifikasi IDF.
 
Gambar 4.7 Hasil Minimum Spanning Tree dari Expand 







Gambar 4.8 Hasil Clustering Expand Pembentukan Graph 












BAB 5BAB V 
HASIL UJI COBA DAN EVALUASI 
 
Bab ini berisi penjelasan mengenai skenario uji coba dan 
evaluasi pada tugas akhir. Tugas akhir ini akan memproses 
clustering peneliti berdasarkan topik peneliti menggunakan k-
means berbasis graph dan expand k-means berbasis graph dengan 
thesaurus yang dibentuk dari database kateglo. 
5.1 Deskripsi Uji Coba 
Deskripsi uji coba menjelaskan lingkungan uji coba dan 
data uji coba yang digunakan untuk melakukan pengujian terhadap 
cluster kerjasama peneliti yang dibangun. Lingkungan uji coba 
meliputi perangkat keras dan perangkat lunak yang digunakan, 
sedangkan data uji coba meliputi penjelasan tentang data yang 
digunakan pada uji coba. 
 
5.1.1 Lingkungan Uji Coba 
A. Perangkat Keras 
Lingkungan implementasi perangkat keras dari tugas akhir 
ini adalah sebagai berikut: 
 Tipe  : PC Gygabyte Technology 
 Prosesor : Inter® Core(TM) i5-3330 CPU (4 CPUs) 
@ 3.2GHz 
 Memori (RAM) : 8192MB RAM 
 
B. Perangkat Lunak 
Lingkungan implementasi perangkat lunak dari tugas akhir 
ini adalah sebagai berikut: 
 Sistem operasi  : Windows 10 Enterprise 64-bit 
 Web Server  : Apache 2.4.4 






5.1.2 Data Uji Coba 
 
Data yang digunakan untuk membangun dan melakukan 
uji coba pada tugas akhir ini adalah data judul penelitian dan data 
kerjasama antar peneliti di ITS. Data tersebut merupakan salinan 
dari data yang dimiliki oleh Pusat Data Terdistribusi ITS. Data 
kerjasama peneliti ITS memiliki 983 peneliti dan 25.261 data 
kerjasama keterkaitan antar dosen yang diambil dari basis data 
resits. Sedangkan untuk data judul penelitian terdapat 460.361 
data. 
 
5.1.3 Kuesioner Uji Coba 
 
Kuesioner ujicoba perlu diterapkan pada tugas akhir ini 
karena graf kerjasama peneliti ITS tidak memilki data tentang 
cluster kerjasama antar dosen, data cluster kerjasama diperlukan 
untuk menentukan ground truth dari pengujian kebenaran nilai 
cluster dari tugas akhir ini. Berikut target responden dan skenario 
pengisian kuesioner pada tugas akhir ini. 
  
A. Target Responden 
Target responden dari kuesioner ini adalah mahasiswa 
teknik informatika angkatan 2013 yang aktif dalam riset di ITS. 
Keaktifan mahasiswa dalam riset di ITS dapat diketahui melalui 
beberapa cara yaitu mahasiswa tersebut pernah terlibat atau 
tergabung dalam riset yang dimiliki oleh dosen, selanjutnya kriteria 
lainnya adalah mahasiswa tersebut aktif dalam laboratorium di 
Teknik Informatika sebagai administrator lab atau asisten 
laboratorium.  
 
B. Skenario Pengisian Kuesioner 






a) Kuesioner tahap pertama memiliki tujuan 
mendapatkan nilai K terbaik dari hasil implementasi 
K-Means berbasis graf pada data Graf kerjasama 
peneliti di ITS yaitu K sama dengan 7 dapat dilihat 
pada Gambar 8.1 sampai Gambar 8.37, K sama dengan 
10 dapat dilihat pada Gambar 8.38 sampai Gambar 
8.70 dan K sama dengan 16 dapat dilihat pada Gambar 
8.71 sampai Gambar 8.103. Setelah mendapatkan nilai 
K yang terbaik dan terburuk menurut responden, 
responden diminta untuk memberikan opini tentang 
apakah graf kerjasama yang telah diterapkan metode 
clustering lebih informatif dibandingkan sebelum 
diterapkan metode clustering. Hasil dari kuesioner 
tahap pertama akan digunakan untuk nilai K yang akan 
digunakan pada graf kerjasama peneliti Its yang telah 
di ekspansi dengan sinonim. Responden juga diminta 
untuk menentukan dosen atau peneliti mana yang 
memiliki betweenness centrality tertinggi menurut 
responden. 
b) Kuesioner tahap kedua memiliki tujuan untuk 
mendapatkan graf mana yang lebih baik antara cluster 
graph kerjasama peneliti sebelum diekspansi dengan 
sinonim atau sesudah dengan nilai K yang sama. 
responden akan diminta opini untuk memilih graf 
mana yang menurut responden memiliki nilai 
kebenaran terbaik. 
5.2 Uji Coba 1 
5.2.1 Skenario Uji Coba 1 
Skenario uji coba 1 bertujuan mendapatkan nilai K terbaik 
dari cluster yang terbentuk pada hasil Implementasi K-Means 
Berbasis Graph, dan mendapatkan 3 nilai K yaitu K 7, K 10, dan K 
16 dari pengubahan nilai threshold C = 0.84 dan N = 15,10,7 pada 





menggunakan metode pada pembahasan Cluster Analisis (Dunn 
Index).  
 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil penghitungan Cluster Analisis (Dunn Index) 
pada cluster kerjasama peneliti dari skenario uji coba 1 adalah 
sebagai berikut: 
1. Tahap pertama yang dilakukan adalah memilih nilai K 
yang akan diproses terlebih dahulu yaitu data cluster 
peneliti dengan K sama dengan 7. 
2. Tahap selanjutnya adalah melakukan penghitungan 
penghitungan Cluster Analisis (Dunn Index) pada data 
cluster kerjasama peneliti yang dipilih. 
3. Selanjutnya catat semua hasil perhitungan yang 
didapan dari perhitungan diatas. 
4. Setelah selesai kembali ke tahap 1 dan ganti data yang 
diproses dengan data cluster kerjasama peneliti dengan 
K dama dengan 10 dan selanjutnya 16. 
 
5.2.2 Hasil Uji Coba 1 
Tabel 5.1 Tabel Penghitungan Nilai Dunn Index dari Masing-




 𝑁𝐶𝑖 𝛿(𝐶𝑖) 
7 
1 94.19571964 115 0.819093 
2 73.06938701 89 0.821004 
3 257.3729192 305 0.843846 
4 113.6315878 135 0.841715 
5 101.7524974 120 0.847937 
6 82.44423636 98 0.841268 











(𝛿(𝐶𝑖)) / max(𝑒𝑑𝑔𝑒) 0.85751 
10 
1 94.19571964 115 0.819093 
2 52.78290502 64 0.824733 
3 19.41330513 24 0.808888 
4 118.037739 141 0.837147 
5 113.6315878 135 0.841715 
6 120.6892079 141 0.855952 
7 16.92784925 21 0.806088 
8 101.7524974 120 0.847937 
9 82.44423636 98 0.841268 







(𝛿(𝐶𝑖)) / max(𝑒𝑑𝑔𝑒) 0.843895 
16 
1 75.81419332 93 0.815206 
2 52.78290502 64 0.824733 
3 19.41330513 24 0.808888 
4 99.5994835 118 0.844063 
5 10.68256348 13 0.821736 
6 17.58474599 22 0.799307 
7 83.33648427 99 0.841783 
8 29.43631941 35 0.841038 
9 6.186676225 8 0.773335 
10 120.6892079 141 0.855952 
11 16.92784925 21 0.806088 
12 101.7524974 120 0.847937 





14 63.85350744 75 0.85138 
15 18.81412926 23 0.818006 






 𝐷𝐼 = min
1≤𝑖≤𝑚
(𝛿(𝐶𝑖)) / max(𝑒𝑑𝑔𝑒) 0.809605 
 
Sesuai dengan Tabel 5.1 diatas didapatkan nilai Dunn 
Index dari Cluster Kerjasama Peneliti Tertinggi terdapat pada nilai 
K sama dengan 7 dasn nilai Dunn Index terendah terdapat pada 
cluster kerjasama peneliti dengan nilai K sama dengan 16. 
 
5.2.3 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 1 didapatkan bahwa nilai K 
paling optimal adalah cluster kerjasama dengan K sama dengan 7 
karena memiliki nilai Dunn Index paling kecil. Beberapa hal yang 
dapat diambil dari hasil uji coba di atas selain itu adalah sebagai 
berikut: 
1. Pada perhitungan dunn index sebuah graph akan 
memiliki nilai dunn index terbaik apabila nilai dari 
rata-rata antar cluster dalam graf memiliki nilai yang 
mirip/mendekati satu sama lain, karena rata-rata 
minimum nilainya tidak akan jauh beda dengan rata-
rata maksimum. 
2. Semakin banyak cluster yang terdapat pada suatu 
graph kemungkinan suatu graph memilki nilai dunn 
index yang buruk semakin besar. Karena setiap data 
tersebar ke semua cluster dan nilai dunn index sangat 
tergantung pada keragaman rata-rata nilai edge per 





terbentuk, kemungkinan nilai dunn index semakin 
bagus pula. 
3. Pada beberapa cluster terdapat tree yang terpisah 
meskipun masih dalam satu cluster, sebagai contoh 
Gambar 8.137 dan Gambar 8.139. dikarenakan 
tampilan graf filternya hanya menampilkan dosen 
FTIF maka vertex dosen non FTIF akan dihapus dari 
graf, oleh karena itu tree menjadi terpisah meskipun 
dalam satu cluster sebagai bukti terdapat pada Gambar 
8.138 dan Gambar 8.140. 
5.3 Uji Coba 2 
5.3.1 Skenario Uji Coba 2 
Skenario uji coba 2 bertujuan mendapatkan nilai K terbaik 
dari cluster yang terbentuk pada hasil Implementasi K-Means 
Berbasis Graph, dan mendapatkan 3 nilai K yaitu K 7, K 10, dan K 
16 dari pengubahan nilai threshold pada langkah Penerapan Prim 
Trajectory. Nilai K terbaik ditentukan menggunakan metode 
kuesioner ke beberapa mahasiswa Teknik Informatika ITS. Uji 
coba dilakukan dengan menyebarkan kuesioner tahap 1 sepeerti 
pembahasan pada subbab 5.1.3. Data clustering kerjasama yang 
ditampilkan kepada responden adalah data kerjasama dosen 
peneliti ITS Fakultas Teknologi Informasi (FTIF) saja. Responden 
diminta untuk mengurutkan nilai K yang menurut responden paling 
mirip dengan kondisi actual penelitian di Fakultas Teknologi 
Informasi. Responden juga diminta memberikan pernyataan 
tentang alasan urutan jawaban terhadap kuesioner. 
 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan nilai K terbaik dengan menyebar kuesioner kepada 
mahasiswa Teknik Informatika angkatan 2013 adalah sebagai 
berikut: 






2. Berikan penjelasan secara singkat tentang bagaimana 
graph kerjasama terbentuk dan metode clustering yang 
dipakai. 
3. Minta responden untuk menjawab pertanyaan nomor 1 
yaitu mengurutkan cluster graph kerjasama dengan 
nilai K yang telah dihasilkan yang menurut responden 
memiliki nilai kebenaran paling mendekati dengan 
realitas penelitian di FTIF. 
4. Minta responden untuk menjawab pertanyaan nomor 2 
dan 3 tentang apakah cluster graph kerjasama yang 
dihasilkan lebih informatif daripada graph kerjasama 
yang belum diterapkan metode clustering. 
5. Minta responden untuk menyebutkan alasan mengapa 
memilih jawaban tersebut. 
 
5.3.2 Hasil Uji Coba 2 
Tabel 5.2 Tabel Hasil Uji Coba 2 
No Item Informasi 
1 
Nilai K yang menghasilkan cluster 
graf kerjasama terbaik 
K7 = 1,  
K10 = 16,  
K16 = 15 
2 
Nilai K yang menghasilkan cluster 
graf kerjasama terjelek 
K7 = 25,  
K10 = 0, 
K16 = 7 
3 
Nilai K terbaik lebih informatif dari 
graph kerjasama peneliti sebelum 
diterapkan metode clustering  
Ya = 32,  
Tidak = 0 
4 
Nilai K terjelek lebih informatif 
dari graph kerjasama peneliti 
sebelum diterapkan metode 
clustering 
Ya = 28,  
Tidak = 4 
5 Total jumlah responden 32 
6 
Jumlah responden yang aktif dalam 







Sesuai dengan tabel 5.2 didapatkan bahwa cluster dengan 
nilai K terbaik adalah cluster kerjasama peneliti dengan nilai K 
sama dengan 10.  
 
5.3.3 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 2 bahwa cluster dengan nilai 
K terbaik adalah cluster kerjasama peneliti dengan nilai K sama 
dengan 10.  Beberapa hal yang dapat diambil dari hasil uji coba di 
atas selain informasi tersebut adalah sebagai berikut: 
1. Graph yang telah dicluster / atau diterapkan metode K-
Means berbasis graf lebih informatif daripada graf 
kerjasama peneliti yang belum diterapkan metode 
clustering. Karena setiap cluster graph yang terbentuk 
memiliki informasi terkait edge dengan topik 
keterkaitan antar peneliti dan memilki informasi lain 
berupa kelompok – kelompok yang merupakan 
representasi dari fokus penelitian. 
2. Sebagian besar beralasan bahwa nilai K sama dengan 
10 adalah yang terbaik karena graph dengan K sama 
dengan 7 terlalu besar dalam mengelompokkan 
peneliti di FTIF dan K sama dengan 16 terlalu kecil 
memetakan kerjasama antar penelitinya hingga ada 
cluster yang terbentuk dari 2 vertex saja. 
3. Pada Gambar 8.141 merupakan jurusan yang ada di 
ITS dan sebagian besar topik penelitian berfokus pada 
teknologi informasi. Garis penghubung antar jurusan 
pada gambar tersebut merepresentasikan jumlah 
cluster yang sama dalam satu jurusan. Cluster yang 
sama dalam satu jurusan, mengindikasi bahwa antar 






5.4 Uji Coba 3 
5.4.1 Skenario Uji Coba 3 
Skenario uji coba 3 bertujuan membandingkan nilai dunn 
index dari Nilai K terbaik hasil dari Uji Coba 1 yaitu K = 16 dan 
graf Ekspansi Pembentukan Graph Kerjasama dengan Sinonim 
Thesaurus. Nilai K yang dipakai pada  graph kerjasama dengan 
ekspansi sinonim kata disamakan dengan nilai K sama dengan 16 
untuk mendapatkan hasil yang seimbang antar cluster. Uji coba 
dilakukan sebanyak dua kali dengan menggunakan graf cluster 
kerjasama peneliti dengan K 16, dan graf kerjasama dengan 
ekspansi sinonim kata dengan K sama dengan 16.  
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil graph mana yang lebih baik dari skenario uji 
coba 3 adalah sebagai berikut: 
1. Tahap pertama yang dilakukan adalah memilih nilai K 
yang akan diproses terlebih dahulu yaitu data cluster 
peneliti dengan K sama dengan 16. 
2. Tahap selanjutnya adalah melakukan penghitungan 
penghitungan Cluster Analisis (Dunn Index) pada data 
cluster kerjasama peneliti yang dipilih. 
3. Selanjutnya catat semua hasil perhitungan yang 
didapan dari perhitungan diatas. 
4. Setelah selesai kembali ke tahap 1 dan ganti data yang 
diproses dengan data graf cluster kerjasama peneliti 
ekspansi sinonim kata dengan K sama dengan 16. 
 
5.4.2 Hasil Uji Coba 3 


























1 75.81419332 93 0.815206 
2 52.78290502 64 0.824733 





4 99.5994835 118 0.844063 
5 10.68256348 13 0.821736 
6 17.58474599 22 0.799307 
7 83.33648427 99 0.841783 
8 29.43631941 35 0.841038 
9 6.186676225 8 0.773335 
10 120.6892079 141 0.855952 
11 16.92784925 21 0.806088 
12 101.7524974 120 0.847937 
13 17.51984217 21 0.834278 
14 63.85350744 75 0.85138 
15 18.81412926 23 0.818006 





































1 287.5447078 709 0.405564 
2 3.478356391 9 0.386484 
3 1.395183295 4 0.348796 
4 2.299767137 7 0.328538 
5 20.0357576 48 0.417412 
6 2.95237726 8 0.369047 
7 3.121999413 8 0.39025 
8 0.649460465 2 0.32473 
9 3.120188504 9 0.346688 
10 0.982168436 3 0.327389 
11 10.27012792 24 0.427922 
12 7.600701541 18 0.422261 





14 4.722211331 12 0.393518 
15 4.748349398 12 0.395696 







Sesuai dengan tabel 5.3 diatas didapatkan nilai Dunn Index 
dari cluster kerjasama peneliti ekspansi sinonim kata lebih buruk 
daripada cluster kerjasama peneliti tanpa ekspansi sinonim kata. 
Karena semakin besar nilai Dunn Index suatu cluster graf maka 
semakin bagus pula nilai Dunn Index dari suatu graf tersebut. 
 
5.4.3 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 3 didapatkan nilai Dunn Index 
dari cluster kerjasama peneliti expansi sinonim kata lebih buruk 
daripada cluster kerjasama peneliti tanpa ekspansi sinonim kata. 
Beberapa hal yang dapat diambil dari hasil uji coba di atas selain 
hal tersebut adalah sebagai berikut: 
1. Graf cluster kerjasama peneliti ekspansi sinonim kata 
memiliki rentang nilai antara 0 - 0.497719 dan Cluster 
graf kerjasama peneliti memiliki rentang nilai edge 0 - 
0.9552, dikarenakan nilai edge yang dihasilkan lebih 
homogen antar kata setelah diterapkan sinonim kata. 
Nilai yang homogen pada uji cluster graph kerjasama 
peneliti ekspansi sinonim kata memiliki dikarenakan 
keunikan judul antar peneliti berkurang. Hal tersebut 
berdampak pada terbentuknya super cluster dengan 
index 1 dengan anggota cluster 709 peneliti. 
2. Dalam perspektif nilai dunn index cluster graph 





sama dengan 16 memiliki nilai yang buruk yaitu 
0.652436 karena dalam hal persebaran peneliti nilai K 
sama dengan 16 sangat buruk, karena jumlah anggota 
cluster yang tidak seimbang. Hal ini disebabkan 
karena nilai pada graf cluster kerjasama peneliti 
ekspansi sinonim kata memiliki nilai yang homogen 
sesuai dengan penjelasan pada poin 1. 
 
5.5 Uji Coba 4 
5.5.1 Skenario Uji Coba 4 
Skenario uji coba 4 adalah skenario uji coba dengan 
membandingkan hasil dari Uji Coba 2 yaitu K = 10 dan graf 
Ekspansi Pembentukan Graph Kerjasama dengan Sinonim 
Thesaurus. Nilai K yang dipakai pada  graph kerjasama dengan 
ekspansi sinonim kata disamakan dengan nilai K sama dengan 10. 
Cluster graph yang lebih baik ditentukan menggunakan metode 
kuesioner sesuai dengan subbab 5.1.3. Uji coba dilakukan dengan 
menyebarkan kuesioner terhadap mahasiswa Teknik informatika 
ITS angkatan 2013. Data clustering kerjasama yang ditampilkan 
kepada responden adalah data kerjasama dosen peneliti ITS 
Fakultas Teknologi Informasi (FTIF) saja. Responden diminta 
untuk memilih antara cluster graph kerjasama peneliti dan cluster 
graph kerjasama peneliti expand sinonim kata yang paling mirip 
dengan kondisi aktual penelitian di Fakultas Teknologi Informasi. 
Responden juga diminta memberikan pernyataan tentang alasan 
urutan jawaban terhadap kuesioner. 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil penghitungan waktu proses dari skenario uji 
coba 1 adalah sebagai berikut: 
1. Tampilkan semua graph yang akan diuji coba kepada 
responden 
2. Berikan penjelasan secara singkat tentang bagaimana 
graph kerjasama terbentuk dan metode clustering yang 





3. Minta responden untuk menjawab pertanyaan nomor 1 
yaitu memilih antara cluster graph kerjasama peneliti 
dan cluster graph kerjasama peneliti expand sinonim 
kata yang paling mirip dengan kondisi aktual 
penelitian di Fakultas Teknologi Informasi.. 
4. Minta responden untuk menyebutkan alasan mengapa 
memilih jawaban tersebut. 
 
5.5.2 Hasil Uji Coba  4 
Tabel 5.4 Tabel Hasil Ujicoba 4 
No Item Informasi 
1 Hasil cluster yang lebih baik 
Graf cluster 
kerjasama peneliti 




sinonim kata = 0 
 
2 
Graf cluster kerjasama peneliti 
ekspansi sinonim kata lebih 
informatif dari graf kerjasama 
peneliti ITS sebelum diterapkan 
metode clustering 
Ya = 18,  
Tidak = 3 
3 Total jumlah responden 21 
4 
Jumlah responden yang aktif dalam 
penelitian di ITS 
20 
 
Tabel 5.4 menunjukkan hasil bahwa graf cluster kerjasama 
peneliti tanpa ekspansi sinonim kata lebih baik daripada graf 
cluster kerjasama peneliti ekspansi sinonim kata menurut seluruh 
responden. 
 






Pada hasil skenario uji coba 4 didapatkan hasil Clustering 
graph kerjasama peneliti ITS dipilih oleh seluruh responder lebih 
sesuai dengan realita daripada cluster kerjasama peneliti expand 
sinonim kata.. Beberapa hal yang dapat diambil dari hasil uji coba 
di atas selain informasi tersebut adalah sebagai berikut: 
1. Penggunaan sinonim dalam penghitungan TF IDF 
nampaknya semakin membuat karakteristik kata 
penelitian semakin hilang, sehingga graph yang 
dihasilkan tidak sesuai dengan kerjasama peneliti pada 
kondisi nyata menurut responder. 
2. Sinonim yang dihasilkan dari pengolahan definisi 
kamus kata kateglo tidak begitu optimal, karena 
definsi antar kata yang memiliki sinonim terkadang 
tidak sama sehingga bobot kemiripan kata menjadi 
rendah. Seperti contoh sinonim yang dihasilkan 
dibawah ini: 
"bengku": ["fotogravur", "energi", 
"disinfektan", "cocok tanam", "cekok", 
"cangkul", "bujet", "biotron", "belacan", 
"barometer"],  
"hegemoni": ["dominion", "warga negara", 
"upeti", "tanah", "reekspor", "persona 
nongrata", "misi", "konsul", "konkordat", 
"ekstradisi"],  
"koma": ["kemukus"],  
"cecunguk": ["kecoak"],  
"wacana": ["istitaah", "daya", "kinerja"], 
"desil": ["kuartil", "kuintil", 
"presentil"],  
3. Secara garis besar ekspansi sinonim kata pada 
pembentukan basis data kateglo tidak begitu 
berdampak pada letak vertex dalam suatu graf. 
Sebagai bukti pada Tabel 8.1 dan Tabel 8.2 terdapat 
daftar dosen yang memiliki sinonim kata paling sedikit 
dalam termnya. Daftar dosen yang tercantum dalam 
daftar tersebut juga tidak konsisten nilai betweenness 
nya karena ada satu dosen yang memiliki betweenness 





5.6 Uji Coba 5 
5.6.1 Skenario Uji Coba 5 
Dalam social network analysis terdapat suatu vertex yang 
dianggap sebagai pusat suatu cluster atau graf karena tepat berada 
ditengah suatu graf. Pada skenario uji coba 2 graf kerjasama 
peneliti ITS FTIF terdapat kelas terbesar. Dari cluster tersebut 
dicari vertex yang paling central posisinya menggunakan metode 
betweenness pada bagian 2.5 Betweenness Centrality.  
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil central vertex dari skenario uji coba 5 adalah 
sebagai berikut: 
1. Load semua data yang dimiliki cluster tersebut. 
2. Hitung nilai betweenness vertex pada cluster tersebut. 
3. Setelah selesai kembali ke langkah 2 dan hitung nilai 
betweenness dari semua vertex graph tersebut 
 
Dari Gambar 5.1 Rangking Nilai Betweenness Peneliti 
pada cluster terbesar FTIF peneliti dengan nilai betweenness 
adalah ibu Henning Titi Ciptaningtyas dengan nilai 1631. Pada 
Gambar 5.2 Visualisasi Node Peneliti berdasarkan nilai 
Betweenness peneliti yang memiliki warna hijau bisa 
dikategorikan sebagai vertex yang berada di tepi graph. Terdapat 6 
peneliti yang memiliki nilai betweenness tinggi. 
 
5.6.2 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 5 didapatkan hasil peneliti 
dengan nilai betweenness adalah ibu Henning Titi Ciptaningtyas 
dengan nilai 1631. Beberapa hal yang dapat diambil dari hasil uji 
coba di atas selain informasi tersebut adalah sebagai berikut: 
1. Terdapat 6 peneliti yang memiliki nilai betweenness 
tinggi yaitu Hening Titi Ciptaningtyas, Bambang 
Setiawan, Hanim Maria Astuti, Mahendrawathi ER, 






5.6.3 Hasil Uji Coba 5 
 
 














2. Topik yang dimiliki oleh vertex tertinggi dari cluster 
terbesar dalam graf kerjasama peneliti FTIF ITS 
adalah development, high, main, result, optimal, 
performance, gas, algorithm, integrated, level, 
number, algoritma, network, multi, systems, problems, 
rate, motor, transportasi, penilaian, jaringan, approach, 
case, quality, sensor, increase, application, oil, 
software, production, java, increasing, citra, optimasi, 
average, pengendalian, error, jarak, point, generator, 
penanggulangan, vehicle, addition, developed, road, 
experimental, volume, implemented, monitoring, 
game, improve, controller, series, activities, fuel, 
conditions, processing, kendaraan, strategis, real, 
standar, response, years, graph, route, neural, 
technique, respon, current, reduce, basis, safety, cycle, 
learning, caused, lunak, fluid, mobile, batas, web, 
modul, medium, source, change, dirancang, fluida, 
stations, provide, digital, service, angle, dinamis, 
keamanan, arah, highest, existing, people, pariwisata, 
open, bali, position, kualitatif, accuracy, pelatihan, 
fitur, perkotaan, experiment, event, testing, performa, 
artificial, generated, beda, purpose, prediction, objek, 
detection, aims, akurasi, types, productivity, peta, 
tracking, adaptive, general, developing, kelas, 
suitable, spasial, terminal, center, applications, 
morphology, framework, automatic, video, 
infrastructure, critical, operating, prediksi, 
mikrokontroler. 
3. Topik yang dimiliki oleh vertex yang memiliki nilai 
betweenness tertinggi bisa menjadi representasi topik 
suatu cluster karena vertex tersebut berada tepat 
ditengah suatu cluster yang bobot antar edge dilakukan 
penghitungan dari topik penelitian. Pada Tabel 8.3 







5.7 Uji Coba 6 
5.7.1 Skenario Uji Coba 6 
Dalam social network analysis terdapat suatu vertex yang 
dianggap sebagai pusat sautu cluster atau graph karena tepat berada 
ditengah suatu graph. Pada skenario uji coba 2 dari graph 
kerjasama peneliti FTIF ITS terdapat kelas terbesar. Dari cluster 
tersebut dicari vertex yang paling central posisinya menggunakan 
kuesioner ke beberapa mahasiswa Teknik Informatika ITS. Uji 
coba dilakukan dengan menyebarkan kuesioner terhadap 
mahasiswa Teknik informatika ITS angkatan 2013. Pengambilan 
data kuesioner dilakukan bersamaan dengan pengambilan pada Uji 
Coba . 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil central vertex dari skenario uji coba 6 adalah 
sebagai berikut: 
1. Tampilkan data cluster kerjasama khususnya cluster 
terbesar yang ada pada cluster kerjasama peneliti FTIF 
ITS. 
2. Jelaskan kepada responden tentang cara menghitung 
dan pengertian dari nilai betweenness centrality. 
3. Minta responden untuk memillih 1 peneliti dari data 
tersebut yang menurut responden memiliki nilai 
betweenness tertinggi. 
4. Ulangi langkah 1 – 3 kepada beberapa mahasiswa 
Teknik Informatika ITS. 
 
5.7.2 Hasil Uji Coba 6 
Tabel 5.5 Tabel Hasil Uji Coba 6 
No Peneliti Jumlah pilihan 
1 Hening Titi Ciptaningtyas 20 
2 Hudan Studiawan 9 





4 Hanim Maria Astuti 1 
5 Total jumlah responden 32 
6 
Jumlah responden yang aktif dalam 
penelitian di ITS 
29 
 
Pada hasil penarikan data melalui kuesioner pada Tabel 5.5 
didapatkan bahwa ibu Hening Titi Ciptaningtyas menjadi peneliti 
dengan nilai betweenness tertinggi menurut para responden. 
Keaktifan responden dalam penelitian di ITS dinilai dari beberapa 
hal yaitu pernah mengikuti riset yang dilakukan oleh dosen, pernah 
tergabung ke dalam project yang ditangani dosen, atau menjadi 
admin salah satu lab di Teknik Informatika. 
 
5.7.3 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 6 didapatkan hasil berupa 
dosen yang memiliki nilai betweenness tertinggi adalah ibu Hening 
Titi Ciptaningtyas. Beberapa hal yang dapat diambil dari hasil uji 
coba di atas selain informasi tersebut adalah sebagai berikut: 
1. Responder yang memilih ibu Henning Titi 
Ciptaningtyas dan ibu Chastine Fatichah sebagai 
peneliti dengan nilai betweenness tertinggi karena 
peneliti tersebut tepat berada di tengah cluster tersebut.  
2. Berbeda dengan responder yang memilih Bapak 
Hudan Studiawan sebagai vertex dengan nilai 
betweenness tertinggi, responder memiliki alasan 
apabila peneliti tersebut dihapus dari cluster graf 
tersebut, responder beranggapan graf tersebut tidak 
akan memiliki informasi yang sesuai lagi seperti 
semula. Hal ini disebabkan bapak Hudan Studiawan 
memilki cukup banyak edge yang terhubung dengan 
banyak vertex lain meskipun lokasinya tidak tepat 
berada ditengah cluster. 
3. Selain itu ada beberapa responder yang menentukan 





betweenness tertinggi dengan alasan edge yang 
dimiliki ibu Hanim memiliki nilai edge terkecil dari 
grapg tersebut. Responden beranggapan bahwa waktu 
pembentukan minimum spanning tree bu hanim 
terpilih sebagai initial vertex karena memilki edge 
terkecil. 
 
5.8 Uji Coba 7 
5.8.1 Skenarioa Uji Coba 7 
Pada graph kerjasama peneliti ITS dengan nilai N sama 
dengan 7, 10 atau 16 selalu menciptakan cluster besar yang 
dominan dalam hasil clusteringnya. Skenario uji coba 7 bertujuan 
untuk mendapatkan nilai variabel pada Penerapan Prim Trajectory 
agar cluster besar tersebut terbagi menjadi beberapa cluster. Nilai 
variabel C dan N (C,N) pada penerapan prim trajectory yang 
digunakan uji coba kali ini adalah (0.55,1), (0.55,2), (0.6,1), 
(0.6,2), (0.7,1), (0.7,2). 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil penghitungan waktu proses dari skenario uji 
coba 7 adalah sebagai berikut: 
1. Ubah nilai C dan N pada implementasi prim trajectory 
dengan nilai (0.55,1).. 
2. Jalangkan kembali implementasi Penghitungan 
Cluster pada Vertex yang Belum Memiliki Cluster. 
3. Periksa apakah cluster besar tersebut sudah terpecah 
atau belum. 
4. Ulangi langkah 1 sampai 3 dengan nilai C dan N sama 
dengan nilai (0.55,2), (0.6,1), (0.6,2), (0.7,1), (0.7,2). 
 
5.8.2 Hasil Uji Coba 7 
Tabel 5.6 Tabel Hasil Uji Coba 7 
Nilai C Nilai K 
Terjadi perubahan 





0.55 1 Tidak 
0.55 2 Tidak 
0.6 1 Ya 
0.6 2 Tidak 
0.7 1 Tidak 
0.7 2 Tidak 
 
5.8.3 Analisis dan Evaluasi 
 
Pada hasil skenario uji coba 7 pada Tabel 5.6 didapatkan 
hasil bahwa nilai C dan N yang menghasilkan graph kerjasama 
yang berbeda pada peneliti di FTIF adalah dengan nilai (0.6,1). 
Beberapa hal yang dapat diambil dari hasil uji coba di atas selain 
informasi tersebut adalah sebagai berikut: 
1. Untuk mendapatkan nilai C yang optimal perlu 
memperhitungkan jumlah data yang didapat dari hasil 
thresholding pada nilai edge, semakin besar data yang 
dikembalikan dari hasil thresholding maka semakin 
banyak nilai N yang dapat dikombinasikan agar cluster 
graph kerjasama dapat tercipta, dan sebaliknya. Misal 
diberikan nilai C dan N sama dengan (0.5,5) cluster 
graph kerjasama tidak akan terbentuk karena jumlah 
edge yang nilai jaraknya kurang dari 0.5 hanya 10 
buah edge, dan setelah dilakukan filtering sub cluster 
dengan nilai N sangat kecil kemungkinan sub cluster 
tersebut lolos dari threshold nilai N. 
2. Nilai N yang optimal adalah dengan memperhitungkan 
dari jumlah data edge yang didapat hasil thresholding 
dengan nilai C. Apabila jumlah edge yang dihasilkan 
kurang dari sepertiga jumlah edge, maka nilai N yang 
dianjurkan untuk kasus graph kerjasama peneliti ITS 













Gambar 5.4 Hasil Pemecahan Cluster Besar pada Graph 





5.9 Uji Coba 8 
5.9.1 Skenario Uji Coba 8 
Skenario uji coba 8 adalah skenario penghitungan waktu 
eksekusi program yang dibutuhkan untuk membangun cluster 
graph kerjasama antar peneliti di ITS. Skenario ini bertujuan untuk 
mengetahui jumlah waktu yang dibutuhkan untuk membangun 
clustering graph kerjasama peneliti ITS berdasarkan data uji coba. 
Uji coba dilakukan dan dicatat selama pembentukan 
clustering graph kerjasama peneliti ITS. Proses yang dimaksud 
adalah semua proses yang terdapat pada  
 
Tahapan-tahapan uji coba yang dilakukan untuk 
mendapatkan hasil penghitungan waktu proses dari skenario uji 
coba 8 adalah sebagai berikut: 
1. Jalankan setiap langkah program dan catat waktu 
mulai dari program. 
2. Ketika program selesai berjalan, catat waktu ketika 
ketika program berjalan. 
 
5.9.2 Hasil Uji Coba 8 
 
Tabel 5.7 Tabel Waktu Eksekusi  








a. Inisiasi Edge Value 9 
b. Pembentukan Minimum 
Spanning Tree 
14 
c. Penerapan Prim Trajectory 4 
d. Penghitungan Cluster pada 





a. Praproses Data 12 








c. Penghitungan Cosine 
Similarity antar Kata 
5632 








a. Praproses Data 12 
b. Modifikasi penghitungan TF 8 
c. Modifikasi penghitungan IDF 6 
d. Penghitungan TF x IDF 12 
e. Inisiasi Edge Value 8 
f. Pembentukan Minimum 
Spanning Tree 
11 
g. Penerapan Prim Trajectory 5 
h. Penghitungan Cluster pada 




Pembentukan cluster graf dengan metode K-Means 
berbasis graph pada Tabel 5.7 dan Tabel 5.8 memiliki rata-rata 
waktu eksekusi kurang dari 10 menit. Sedangkan untuk 
pembentukan thesaurus sinonim membutuhkan hampir 4 hari pada 
bagian penghitungan cosine similarity. Untuk rata-rata waktu 
pembentukan graph kerjasama dengan thesaurus sinonim juga 
memiliki rata-rata eksekusi kurang dari 10 menit. 
 
Tabel 5.8 Tabel Jumlah Data yang Dihasilkan 










b. Pembentukan Minimum 
Spanning Tree 
958 edge 
c. Penerapan Prim Trajectory 958 edge 
d. Penghitungan Cluster pada 




















c. Penghitungan Cosine 















a. Praproses Data 
25.261 judul 
penelitian 


















f. Pembentukan Minimum 
Spanning Tree 
958 edge 
g. Penerapan Prim Trajectory 958 edge 
h. Penghitungan Cluster pada 










Pada hasil skenario uji coba 8 didapatkan hasil waktu yang 
linear atau berbanding lurus, yaitu semakin banyak data yang 
diproses, maka semakin lama pula waktu yang dibutuhkan untuk 
menjalankan program. Beberapa hal yang dapat diambil dari hasil 
uji coba di atas selain waktu yang dibutuhkan adalah sebagai 
berikut: 
1. Rata-rata waktu eksekusi untuk metode K-Means 
berbasis graph memiliki waktu kurang dari 10 menit. 
Rata-rata waktu eksekusi untuk pembentukan sinonim 
adalah 1476.5 menit atau kurang lebih sama dengan 24 
jam. Rata-rata waktu eksekusi Ekspansi Pembentukan 
Graph Kerjasama dengan Thesaurus sinonim memiliki 
waktu kurang dari 10 menit. 
2. Proses yang memiliki waktu paling lama adalah 
Penghitungan Cosine Similarity antar Kata pada 
pembentukan thesaurus sinonim dari kamus kata 
kateglo. Proses tersebut memiliki waktu yang sangat 
lama karena memiliki kompleksitas algoritma n2. 
Setiap lemma harus dipasangkan dengan lemma yang 
lain untuk mendapatkan bobot kedekatan antar lemma. 
Jumlah masukan data pada proses ini adalah 33.189 
data dokumen lemma dan memiliki keluaran data 
sebanyak 14.082.888 data bobot sinonim antar lemma. 
Data yang dihasilkan pada proses perhitungan cosine 
similarity antar kata pada pembentukan thesaurus 
sinonim dari kamus kata kateglo tidak semua lemma 
memiliki pasangan kepada setiap lemma. Karena 
apabila nilai cosine yang menghasilkan nilai 0 tidak di 
teruskan prosesnya. 
3. Proses yang memiliki waktu paling singkat adalah 
Penerapan Prim Trajectory yaitu 4 menit dikarenakan 
dalam proses ini yang dilakukan adalah thresholding 
data dan data yang diolah hanya data edge hasil dari 
proses pembentukan minimum spanning tree yang 









BAB 6BAB VI 
KESIMPULAN DAN SARAN 
Bab ini berisikan kesimpulan yang dapat diambil dari hasil 
uji coba yang telah dilakukan. Selain kesimpulan, terdapat juga 
saran yang ditujukan untuk pengembangan perangkat lunak 
nantinya. 
6.1 Kesimpulan 
Kesimpulan yang didapatkan berdasarkan hasil uji coba 
pembentukan cluster kerjasama peneliti ITS menggunakan metode 
K-Means berbasis graph adalah sebagai berikut: 
 
1. Nilai K terbaik menurut penghitungan dunn index terhadap 
cluster kerjasama peneliti adalah K sama dengan 16. 
Semakin banyak cluster yang terdapat pada suatu graph 
kemungkinan suatu graph memilki nilai dunn index yang 
baik semakin besar. Karena setiap data tersebar ke semua 
cluster dan nilai dunn index sangat tergantung pada rata-
rata nilai edge per cluster. Sehingga semakin banyak 
cluster kemungkinan nilai dunn index semakin bagus pula. 
2. Berdasarkan hasil ujicoba 3, graph yang telah dicluster 
lebih informatif daripada graph yang belum dicluster. 
Karena clusterisasi pada graph peneliti ITS memunculkan 
informasi topik-topik yang dominan dalam suatu cluster. 
3. Penerapan ekspansi sinonim kata pada penghitungan TF 
dan IDF memiliki dampak pada nilai kemiripan antar topik 
peneliti, nilai yang dihasilkan memiliki simpangan nilai 
yang lebih kecil daripada pembentukan graph kerjasama 
yang menggunakan penghitungan TF dan IDF biasa. 
4. Sinonim kata yang dihasilkan dari pembentukan sinonim 
kata dari kamus data kateglo masih belum optimal karena 
definisi kata dari basis data kateglo masih belum 
menberminkan bahwa kata yang bersinonim memiliki 






Saran yang diberikan terkait pengembangan pada Tugas 
Akhir ini adalah: 
1. Pembentukan sinonim kata menggunakan kamus data 
kateglo tidak begitu optimal karena definisi antar kata yang 
masih belum akurat. Oleh karena itu beberapa website juga 
menyediakan pencarian sinonim kata seperti 
sinonimkata.com, untuk meningkatkan kualitas definisi 
kata bisa menggunakan penggabungan definisi kata dari 
kateglo dan sinonimkata.com. 
2. Menggunakan lingkungan ujicoba yang lebih baik lagi 
dalan segi hardware computer dan menggunkan multi 
threading saat pembentukan sinonim kata menggunakan 
kamus kata kateglo, karena proses eksekusi yang lama 
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8.1 Lampiran Gambar 
 
Gambar 8.1 Gambar graf kerjasama peneliti FTIF ITS sebelum 




















Gambar 8.4 Gambar minimum spanning tree yang terbentuk dari 





8.1.1 Gambar Graf Cluster Kerjasama Peneliti dengan Nilai 
K sama dengan 7 
 







Gambar 8.6 Gambar graf cluster peneliti FMIPA ITS dengan K 






















Gambar 8.9 Gambar graf cluster peneliti FTK ITS dengan nilai 






Gambar 8.10 Gambar graf cluster peneliti FTIF ITS dengan nilai 






Gambar 8.11 Gambar graf cluster peneliti jurusan Fisika ITS 






Gambar 8.12 Gambar graf cluster peneliti jurusan Matematika 






Gambar 8.13Gambar graf cluster peneliti jurusan Statistika ITS 






Gambar 8.14 Gambar graf clsuter peneliti jurusan Kimia ITS 






Gambar 8.15 Gambar graf cluster peneliti jurusan Biologi ITS 






Gambar 8.16 Gambar graf cluster peneliti jurusan Teknik Mesin 






Gambar 8.17 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.18 Gambar graf cluster peneliti jurusan Teknik Kimia 






Gambar 8.19 Gambar graf cluster peneliti jurusan Teknik Fisika 






Gambar 8.20 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.21 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.22 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.23 Gambar graf cluster peneliti jurusan Managemen 






Gambar 8.24 Gambar graf cluster peneliti jurusan Teknik Sipil 






Gambar 8.25 Gambar graf cluster peneliti jurusan Arsitektur ITS 






Gambar 8.26 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.27 Gambar graf cluster peneliti jurusan Desain Produk 






Gambar 8.28 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.29 Gambar graf cluster peneliti jurusan Perencanaan 






Gambar 8.30 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.31 Gambar graf cluster peneliti jurusan Desain 






Gambar 8.32 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.33Gambar graf cluster peneliti jurusan Sistem 






Gambar 8.34 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.35 Gambar graf cluster peneliti jurusan Transportasi 






Gambar 8.36 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.37 Gambar graf cluster peneliti jurusan Sistem 






8.1.2 Gambar Graf Cluster Kerjasama Peneliti dengan Nilai 
K sama dengan 10 
 







Gambar 8.39 Gambar graf cluster peneliti FMIPA ITS dengan K 







Gambar 8.40 Gambar graf cluster peneliti FTI ITS dengan K 













Gambar 8.42 Gambar graf cluster peneliti FTK ITS dengan nilai 






Gambar 8.43 Gambar graf cluster peneliti FTIF ITS dengan nilai 






Gambar 8.44 Gambar graf cluster peneliti jurusan Fisika ITS 






Gambar 8.45 Gambar graf cluster peneliti jurusan Matematika 






Gambar 8.46Gambar graf cluster peneliti jurusan Statistika ITS 






Gambar 8.47 Gambar graf clsuter peneliti jurusan Kimia ITS 






Gambar 8.48 Gambar graf cluster peneliti jurusan Biologi ITS 






Gambar 8.49 Gambar graf cluster peneliti jurusan Teknik Mesin 






Gambar 8.50 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.51 Gambar graf cluster peneliti jurusan Teknik Kimia 






Gambar 8.52 Gambar graf cluster peneliti jurusan Teknik Fisika 






Gambar 8.53 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.54 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.55 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.56 Gambar graf cluster peneliti jurusan Managemen 






Gambar 8.57 Gambar graf cluster peneliti jurusan Teknik Sipil 






Gambar 8.58 Gambar graf cluster peneliti jurusan Arsitektur ITS 






Gambar 8.59 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.60 Gambar graf cluster peneliti jurusan Desain Produk 






Gambar 8.61 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.62 Gambar graf cluster peneliti jurusan Perencanaan 






Gambar 8.63 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.64 Gambar graf cluster peneliti jurusan Desain 






Gambar 8.65 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.66Gambar graf cluster peneliti jurusan Sistem 






Gambar 8.67 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.68 Gambar graf cluster peneliti jurusan Transportasi 






Gambar 8.69 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.70 Gambar graf cluster peneliti jurusan Sistem 






8.1.3 Gambar Graf Cluster Kerjasama Peneliti dengan Nilai 
K sama dengan 16 
 







Gambar 8.72 Gambar graf cluster peneliti FMIPA ITS dengan K 






Gambar 8.73 Gambar graf cluster peneliti FTI ITS dengan K 













Gambar 8.75 Gambar graf cluster peneliti FTK ITS dengan nilai 






Gambar 8.76 Gambar graf cluster peneliti FTIF ITS dengan nilai 






Gambar 8.77 Gambar graf cluster peneliti jurusan Fisika ITS 






Gambar 8.78 Gambar graf cluster peneliti jurusan Matematika 






Gambar 8.79Gambar graf cluster peneliti jurusan Statistika ITS 






Gambar 8.80 Gambar graf clsuter peneliti jurusan Kimia ITS 






Gambar 8.81 Gambar graf cluster peneliti jurusan Biologi ITS 






Gambar 8.82 Gambar graf cluster peneliti jurusan Teknik Mesin 






Gambar 8.83 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.84 Gambar graf cluster peneliti jurusan Teknik Kimia 






Gambar 8.85 Gambar graf cluster peneliti jurusan Teknik Fisika 






Gambar 8.86 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.87 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.88 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.89 Gambar graf cluster peneliti jurusan Managemen 






Gambar 8.90 Gambar graf cluster peneliti jurusan Teknik Sipil 






Gambar 8.91 Gambar graf cluster peneliti jurusan Arsitektur ITS 






Gambar 8.92 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.93 Gambar graf cluster peneliti jurusan Desain Produk 






Gambar 8.94 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.95 Gambar graf cluster peneliti jurusan Perencanaan 






Gambar 8.96 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.97 Gambar graf cluster peneliti jurusan Desain 






Gambar 8.98 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.99Gambar graf cluster peneliti jurusan Sistem 






Gambar 8.100 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.101 Gambar graf cluster peneliti jurusan Transportasi 






Gambar 8.102 Gambar graf cluster peneliti jurusan Teknik 






Gambar 8.103 Gambar graf cluster peneliti jurusan Sistem 







8.1.4 Gambar Graf Cluster Kerjasama Peneliti Ekspansi 
Sinonim Kata dengan Nilai K sama dengan 10 
 
Gambar 8.104 Gambar graf cluster peneliti ITS ekspansi sinonim 






Gambar 8.105 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.106 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.107 Gambar graf peneliti ekspansi sinonim kata FTSP 






Gambar 8.108 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.109 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.110 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.111 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.112Gambar graf cluster peneliti ekspansi sinonim kata 






Gambar 8.113 Gambar graf clsuter peneliti ekspansi sinonim 






Gambar 8.114 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.115 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.116 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.117 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.118 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.119 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.120 Gambar graf cluster peneliti ekspansi sinonim 
kata jurusan Teknik Material dan Metalurgi ITS dengan nilai K 






Gambar 8.121 Gambar graf cluster peneliti ekspansi sinonim 
kata jurusan Teknik Multimedia dan Jaringan ITS dengan nilai K 






Gambar 8.122 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.123 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.124 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.125 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.126 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.127 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.128 Gambar graf cluster peneliti ekspansi sinonim 
kata jurusan Perencanaan Wilayah dan Kota ITS dengan nilai K 






Gambar 8.129 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.130 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.131 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.132Gambar graf cluster peneliti ekspansi sinonim kata 






Gambar 8.133 Gambar graf cluster peneliti ekspansi sinonim 






Gambar 8.134 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.135 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.136 Gambar graf cluster peneliti ekspansi sinonim 







Gambar 8.137 Gambar cluster kerjasama yang terpecah dalam 








Gambar 8.138 Gambar cluster kerjasama keseluruhan dalam graf 






Gambar 8.139 Gambar cluster kerjasama yang terpecah dalam 






Gambar 8.140 Gambar cluster kerjasama keseluruhan dalam graf 






Gambar 8.141 Keterkaitan antar jurusan yang memiliki 






Tabel 8.1 Tabel daftar 10 peneliti tertinggi yang memeliki term 
penelitian tidak termasuk dalam sinonim kata 









1 Dimas Anton Asfani                                                                                   22 166 0
2 Imam Arifin                                                                                          22 138 0
3 Murni Rachmawati                                                                                     32 132 0
4 Nanik Suciati                                                                                        51 127 0
5 Soedibyo                                                                                             22 122 6031 
6 Siti Nurkhamidah                                                                                     23 115 0
7 
Indah Trisnawati Dwi 
Tjahjaningrum                                                                   
15 114 0 
8 Eko Nurmianto                                                                                        25 113 0
9 Yudha Prasetyawan                                                                                    25 111 0 
10 Muhammad Taufik                                                                                      35 111 0
 
Tabel 8.2 Tabel daftar 90 term tertinggi berdasarkan nilai IDF 
dari judul penelitian yang tidak terdapat pada kamus kata kateglo 
No Term IDF 
1 years 2.671173 
2 blimbing 2.671173 
3 ddos 2.671173 
4 ekf-ui-wdf 2.671173 
5 toksik 2.671173 
6 activation 2.671173 





8 bo 2.671173 
9 identities 2.671173 
10 soca 2.671173 
11 x-carbon 2.671173 
12 ebu 2.671173 
13 missile 2.671173 
14 s-2 2.671173 
15 steganography 2.671173 
16 icici 2.671173 
17 uniquac 2.671173 
18 konsentris 2.671173 
19 sphere 2.671173 
20 implication 2.671173 
21 equilibrium 2.671173 
22 recast 2.671173 
23 javascript 2.671173 
24 webometrics 2.671173 
25 fillers 2.671173 
26 springer 2.671173 
27 realtime 2.671173 
28 flue 2.671173 
29 finance 2.671173 
30 suitability 2.671173 
31 impulse 2.671173 
32 mengoptimasi 2.671173 
33 implant 2.671173 
34 samarinda 2.671173 
35 tambaksari 2.671173 
36 piezoelectric 2.671173 





38 icaf 2.671173 
39 aromatik 2.671173 
40 nutrient 2.671173 
41 multimodal 2.671173 
42 millimeter-wave 2.671173 
43 equipped 2.671173 
44 glomerata 2.671173 
45 perisa 2.671173 
46 maintainability 2.671173 
47 trees 2.671173 
48 catamarans 2.671173 
49 segmented 2.671173 
50 validation 2.671173 
51 sketchup 2.671173 
52 grossus 2.671173 
53 pool 2.671173 
54 requirements 2.671173 
55 stmik 2.671173 
56 amobilisasi 2.671173 
57 fun 2.671173 
58 senvar 2.671173 
59 seamless 2.671173 
60 daylighting 2.671173 
61 pan hcl fe3o4 2.671173 
62 maneuverability 2.671173 
63 computasional 2.671173 
64 initiatives 2.671173 
65 sub-and 2.671173 
66 quarter 2.671173 





68 pex 2.671173 
69 bumiputera 2.671173 
70 wikibudaya 2.671173 
71 webqual 2.671173 
72 ystem 2.671173 
73 trayektori 2.671173 
74 multifunction 2.671173 
75 hypogea 2.671173 
76 selotapak 2.671173 
77 firms 2.671173 
78 categorical 2.671173 
79 payangan-gianyar 2.671173 
80 rul 2.671173 
81 langka 2.671173 
82 brondong 2.671173 
83 pneumatic 2.671173 
84 ligand 2.671173 
85 autocad 2.671173 
86 hydrocracking 2.671173 
87 replacement 2.671173 
88 transshipment 2.671173 
89 sublasi 2.671173 









Tabel 8.3 Tabel term topik terbaik yang mewakili dosen FTIF 




grow-able, healtcare, holobis, gamification, 
intelijensia, ohis, xml-rpc, suite, 
comparation, healthcare, visitors 
2 Fajar Baskoro 
non-textual, question answering, answer, 
predictor 
3 Ahmad Muklason pengmbangan, alpha 
4 Febriliyan Samopa 
kantuk, bendahara, tire, away3d, nopem, 
emban, syamrabu, jadid, rato, histograms, 
viewer, perobe, syarifah, php, kustomisasi, 
ambami, jenderal, interaktif, cuti, mysql, 
brain-computer, eksterior, ebu, 
menggunaka, cortical, mandibular, unreal, 




25030, dharma, v3, itil, si ti, pmi, ieom, 
darah 
6 Isye Arieshanti 
ovarian, kernel, cancer, neighbors, edema, 
integrative, homology, macular, fundus, 
buluh, disulfide, worlds, feeds, twitter, 
surgery, k-medoids, fucntion, seldi-tof-ms, 
news, brings, one-pass, recognizing, kd-
tree, protein, trending, ciri, bangkrut, 
completed, retina, melanoma, case-study, 
sequence 
7 Faizal Mahananto 
heart, variability, breathing, reflect, 
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