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ABSTRACT
Human action recognition with color and depth sensors has received increasing attention in image processing and
computer vision. This paper target is to develop a novel deep model for recognizing human action from the fusion
of RGB-D videos based on a Convolutional Neural Network. This work is proposed a novel 3D Convolutional
Neural Network architecture that implicitly captures motion information between adjacent frames, which are rep-
resented in two main steps: As a First, the optical flow is used to extract motion information from spatio-temporal
domains of the different RGB-D video actions. This information is used to compute the features vector values from
deep 3D CNN model. Secondly, train and evaluate a 3D CNN from three channels of the input video sequences
(i.e. RGB, depth and combining information from both channels (RGB-D)) to obtain a feature representation for
a 3D CNN model. For evaluating the accuracy results, a Convolutional Neural Network based on different data
channels are trained and additionally the possibilities of feature extraction from 3D Convolutional Neural Net-
work and the features are examined by support vector machine to improve and recognize human actions. From
this methods, we demonstrate that the test results from RGB-D channels better than the results from each channel
trained separately by baseline Convolutional Neural Network and outperform the state of the art on the same public
datasets.
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Action Recognition, RGBD videos, Optical Flow, 3D Convolutional Neural Network, Support Vector Machine.
1 INTRODUCTION
The human action recognition from videos is challeng-
ing field in real-world actions and has advanced rapidly
over the last few years. Due to the large intra-class vari-
ations, high dimension of video data, varying motion
speed, partial occlusion and clutter background, pre-
cise action recognition is still a big challenging task.
And the efficient solutions to this challenging and dif-
ficult problem can facilitate several useful applications
such as visual surveillance, human-robot cooperation,
and medical monitoring systems [JBCS13]. A recent
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development of range sensors had an incontrovertible
influence on research and applications of machine and
computer vision field. Sensor devices provide depth in-
formation of the scene view and objects, that helps in
solving problems which are looked hard for RGB im-
ages or videos [HSXS13].
Classical action recognition tasks mainly depend on
hand-crafted features which can be divided into lo-
cal and global approaches. Local feature extraction
methods which consist of two steps: detection and
description, such as the spatio-temporal interest point
detection (STIP) [Lap05], improved dense trajectories
(IDT) [WS13] and histogram of optical flow (HOF)
[LSR08] are widely used as a local feature for human
action recognition task. Local feature extraction ap-
proaches are much more efficient and robust in real
scenes applications. While the global feature extraction
approaches represent the video sequence as a whole
which is capturing the general appearance and motion
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information from each frame in video sequences. In
spite of the global approaches are very sensitive to oc-
clusion, cluttering and shift but it is still using and
commonly existing for human action recognition tasks
[SLY16]. Regrettably, the hand-crafted features-based
encoding methods such as fisher vector [PD07] and
bag-of-words (BoW) [VVV16, CDF+04], which are
represented as universal visual that does not consider
much about temporal information for video-based ac-
tion recognition [YCXL17].
In recent years the use of neural networks and deep
learning algorithms has shown significant progress in
several fundamental problems in computer vision, in-
cluding action and activity recognition and also the
Convolutional Neural Network (CNN) is utilized to
solve different image processing tasks such as object
and action recognition, and also the classification done
from not only static images but also from dynamic se-
quence of images. And besides that, the recent devel-
opment of depth camera sensors that enabled us to cap-
ture effective 3D structures of the scenes and objects
[HSXS13]. This helps the vision to move from 2D to-
wards the 3D vision, like 3D scene understanding, 3D
object recognition, and 3D action recognition.
The focus of this work is improving the human action
recognition from RGB and depth information by using
the big public datasets. The contribution of this paper is
represented in two folds: First) we used a 3D Convolu-
tional Neural Network (3D CNN) model for recogniz-
ing action based on optical flow information. The CNN
is used for learning high-level descriptors from low-
level motion features (optical flow) by using different
input video channels, such as RGB and depth informa-
tion which are represented by OF-RGB-CNN and OF-
Depth-CNN models; Second) we are examined the pos-
sibilities of feature extraction from 3D CNN and classi-
fied by multi-class support vector machine (SVM). This
approach is improved that the combination of these two
previous models with SVM which outperform the re-
sults of each model separately.
The rest of this paper is organized as follows. Section
2 explores the previous work related to this area. Sec-
tion 3 introduces the proposed approach of the system
model. Section Section 4 provides our experimental
and results, and section Section 5 concludes the paper.
2 LITERATURE REVIEW
Human action recognition is one of the most interesting
topics of computer vision, and it has many use cases
within the academy, surveillance, robotics, games, and
entertainment multimedia; because of this, the quan-
tity and variety of works is impressive and impossible
to cover in a single work. This section is focused on
reviewing the works which consider being relevant to
this particular problem and to our approach. There are
different works which applied deep neural networks to
multi-modal learning. Yosinski et. al. [YCBL14] ex-
plained a method of how the transferability of features
from each layer of a neural network, and exposes their
generality or specificity. Further, they evaluated and ex-
amined while a layer is general or specific to the train-
ing data, and how got good features from these layers
transfer to be better than other tasks. For this purpose,
several CNN is trained and the weights from different
layers are transferred to other networks. Then these
networks are trained again, respectively fine-tuned, us-
ing different transfer learning strategies such as freez-
ing the weights of certain layers. Simonyan and Zis-
serman [SZ14] proposed a two-stream CNN architec-
ture using multiple optical flow images computed from
RGB video frames for action recognition. A temporal
CNN is trained on optical flow volumes, and storing
the horizontal and vertical displacement vectors from
consecutive action frames, which is finally combined
with a spatial CNN trained on RGB frames, to include
individual scene and object features. Razavian et. al.
[RASC14] improved the possibilities of feature extrac-
tion from CNN using the OverFeat network. They ex-
tracted feature vectors, respectively the network acti-
vations from a fully connected layer, and finally, they
have used a support vector machine for the classifica-
tion task. In addition, they selected datasets and tasks
which were different from the OverFeat networks origi-
nal task, e.g. classification of birds and flowers or image
instance retrieval for buildings. Despite these differ-
ences, their method has achieved superior performance
compared to state of the art methods and proven that
pre-trained deep CNN is suitable for generic feature
extraction. Athiwaratkun and Kang [Ath15] also im-
proved the possibilities of utilizing features extracted
from a pre-trained network and by depending on these
features values, they evaluate the quality and perfor-
mance of these vectors gained form different network
layers. These feature vectors are used to train SVM
[AEV17] and Random Forest classifiers which even
outperform their baseline CNN.
In recent year because of the development of depth sen-
sor, there are different works by using RGB and depth
data as input to the CNN. Xinhang et. al. [SHJ17]
improved the scene recognition by transmitting pre-
trained RGB-CNN models and fine-tuning from RGB
to the target of the RGB-D dataset. For RGB-D scene
recognition, they combined RGB and depth features by
projecting them in a common space and further lean-
ing a multilayer classifier, which is jointly optimized
in an end-to-end network. In the other research, A 3-
CNN channels are based on rotated 3D points generated
from depth maps which are introduced by Wang et. al.
[PW14], and they are used the weighted hierarchical
depth motion maps to store temporal motion informa-
tion from different views: top, side and front views, for
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generating synthesized data, respectively rotation and
temporal scaling. The three views are formed to be an
input to distinct CNN. Another groups [Wan14] have
demonstrated the model of 3D activity recognition from
RGB-D data with reconfigurable Convolutional Neural
Networks which is handled realistic challenges in 3D
data, and it is enabled to perform recognition from it
acts directly on the raw inputs (grayscale-depth data) to
conduct recognition rather than relying on hand-crafted
features. Our deep structured 3D model can be viewed
as an extension of these existing approaches, in which
make the network could be reconfigurable during learn-
ing and inference.
3 PROPOSED APPROACH
The proposed methodology comprises of the major
states as shown in Figure 1. The 3D convolution oper-
ation is applied to extract spatio and temporal features
from video data for action recognition. These 3D
feature extractors operate in both the spatio-temporal
domains, thus capturing motion information from
video streams as illustrated at the next steps:
• The first CNN model has utilized an optical flow
representation from RGB videos based on multi-
frame dense optical flow (OF-RGB-CNN). This op-
tical flow is computed to hold temporal motion in-
formation from temporal domains that fed directly
to the CNN (RGB-CNN) to compute the feature vec-
tor values which are trained and evaluate directly in-
side CNN and also these feature vectors are testing
with multi-class SVM.
• The second CNN model has used the depth data
from corresponding actions of the same RGB video.
In contrast to the OF-RGB-CNN approach, the
depth-CNN is trained and evaluated in a similar
manner.
• Finally, this 3D CNN architecture generates mul-
tiple channels of information from adjacent video
frames of OF-RGB and OF-depth dimensions and
performs sub-sampling and convolution separately
in each channel. The final feature representation is
obtained by combining information from all chan-
nels of both CNN models (OF-RGB-Depth). To
explore the possibilities of feature extraction and
evaluation with another classifier. The multi-class
support vector machine (SVM) classifier is used for
this testing evaluation. For this purpose, each CNN
serves as a fixed feature extractor. The evaluation
of this classification method is then done separately
for each CNN model and when combined these two
previous models with SVM classifier.
The general structure steps of our human action recog-
nition system are explained at the next subsections in
details.
3.1 Preprocessing
3.1.1 RGB Video Preprocessing
The original RGB datasets come in sets of "avi" videos
format and have a resolution of 1920 x 1080 pixels. As
a first, the video is converted to a sequence of frames
and each frame is cut to quadratic size since the sub-
jects appear mostly around the image center. Then each
frame is resized to 360 x 360 pixels and for lower com-
putation complexity each frame is converted to a gray-
scale image.
3.1.2 Depth Video Preprocessing
The original masked depth datasets are coming as the
sets of individual frames in "png" format and have the
resolution of 512 x 424 pixels. The individual image
values are given in millimeters. The masked depth data
is already preprocessed and extract foreground data
from it. However, the masked depth data still involves
challenges. Strong noise can be found in the ground
area in all samples and can not easily be removed be-
cause of occlusion with feet and legs. This noise could
be caused by lighting conditions or camera parameters.
Each sample comes in a folder associated with sample
number, action ID, camera setup and so on. To keep
track of the sample order a shell script is used to sort
the samples by their action ID. The frames are first cut
to resolution 400 x 400 to further reduce unnecessary
image space, also the quadratic shape can be beneficial
for the matrix. The image values are then converted
from millimeters to the range [0,255], additionally, his-
togram spreading is applied for better visualization. To
reduce memory consumption and training time the im-
ages are finally resized to 64 x 64 pixels. The example
of this process is shown in Figure 2.
3.2 Feature Extraction
3.2.1 Dense Optical Flow
Optical flow displacement data is generated to capture
temporal motion information as in [SZ14, RF16] from
RGB and depth data to trained a CNN. Each video se-
quence is divided into the pairs of consecutive gray-
scale frames. Then the dense optical flow is computed
between each pair of consecutive frames t and (t + 1).
For the optical flow computation, the Farneb"ack opti-
cal flow [Far03] method is applied. The output is two
channels image storing the horizontal dx and vertical
dy displacement of each pixel location (u,v). Maxi-
mum and Minimum values over all frames are used for
image normalization. Figure 3 shows a sample opti-
cal flow volume and corresponding RGB frames. In
this work, the two channel images are further resized to
64x64 pixels and then split into a vertical and a hori-
zontal component. Then, these components are stored
in a sequence of image vectors and finally used as input
to the CNN.
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Figure 1: General convolutional Neural networks structure for human action recognition form RGB and Depth
video action
3.2.2 Convolutional Neural Networks
The Convolutional Neural Networks (CNN) are repre-
senting a hierarchical architecture that can be trained
to perform various detection, classification and recog-
nition tasks. A standard CNN consists of two essen-
tial components: a feature extractor and a classifier.
The feature extractor is used to filter input images into
feature maps which are represented a set of features
from the images. These features are represented a low-
dimensional vector and include corners, lines, edges,
etc., which are relatively invariant to position shifting
or distortions [CS17]. Then the output from the fea-
ture extractor is fed into the classifier, which is usually
based on traditional artificial neural networks. In this
work, the 3D CNN task involves not only tracking the
temporal movement information but also extraction of
spatial features. Feature Extraction from 3D CNN de-
scribes the process of utilizing the network weights and
architecture to fit a new problem. For this purpose, data
similarity and data size has to be taken into account.
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Figure 2: Sample frames of action drinking, from left to right: original depth map, depth map rescaled to range
[0,255], rescaled depth map after histogram spreading, final depth map resized to 64x64 pixels.
Figure 3: From top: optical flow displacement dx, dy, original gray-scale frame, these frames are extracted in the
middle of optical flow volume and corresponding RGB frames, action eating (top) and drinking (bottom)
This CNN system can be trained directly for the task of
motion prediction in terms of optical flow for the task of
human action recognition. The OF-CNN model which
represented in Figure 4, that consists of 4 convolution
layers each followed by a max-pooling layer and relu
activation. Two fully-connected layers and softmax ac-
tivation generated the prediction output. In this task,
the input takes the optical flow vectors of a single opti-
cal flow image volume and treats the individual frames
as image channels, and the size of convolution filters is
adjusted from 5 to 3. This CNN system can be trained
in two different fold, either evaluated directly OF-CNN
or by depending on the feature extracted from OF-CNN
which are evaluated by using multi-class SVM classi-
fier.
4 EXPERIMENT AND RESULTS
To improve our method and because of CNN require
large datasets for training and testing purposes, the
Nanyang Technological University’s Red Blue Green
and Depth information (NTU RGB+D) datasets
[SLNW16] is used in order to provide reliable results
and the accuracy of the system. The NTU RGB+D
is one of the largest scale benchmark dataset for 3D
action recognition. It provided 56880 RGB+D video
samples of 60 distinct actions. The 60 action classes
in NTU RGB+D dataset are presented as: "drinking,
eating, brushing teeth, brushing hair, dropping, picking
up, throwing, sitting down, standing up, clapping,
reading, writing, tearing up paper, wearing jacket,
taking off jacket, wearing a shoe, taking off a shoe,
wearing on glasses, taking off glasses, putting on
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MaxPool
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MaxPool
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8x8x256
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MaxPool
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32x32x128
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16x16x256
Conv4
8x8x256
Fully
Connected
4096
Figure 4: OF-CNN architecture, transformation of input volume, convolutional, pooling and relu layer and softmax
output
a hat/cap, taking off a hat/cap, cheering up, hand
waving, kicking something, reaching into self pocket,
hopping, jumping up, making/answering a phone call,
playing with phone, typing, pointing to something,
taking selfie, checking time on watch, rubbing two
hands together, bowing, shaking head, wiping face,
saluting, putting palms together, crossing hands in
front, sneezing/coughing, staggering, falling down,
headache, touching chest, touching back, touching
neck, vomiting, fanning self, punching/slapping other
person, kicking other person, pushing other person,
patting other’s back, pointing to the other person,
hugging, giving something to other person, touching
other person’s pocket, handshaking, walking towards
each other, and walking apart from each other". All
tested results are done on an Intel Pentium G4600 at
3.6GHz and 8GB RAM, for training a single class of
NTU60 model takes 1650s on average, respectively
44 hours (without data loading). See Figure 5 which
is showed different action from RGB channel. In this
work, only RGB data (136 GB) and masked depth maps
(83 GB) are considered. Two different train-test splits
for the NTU dataset are proposed. A cross subject split
divides the dataset into two groups each containing 20
distinct subjects with 40,320 training and 16,560 test
samples, respectively 71% and 29%. The cross view
split utilizes the different camera views for each action.
The training set contains 37,920 samples (66,6%) with
front and side views of the action and the test set holds
18,960 samples (33,3%) with a 45-degree view. Due
to time constraints the OF-RGB-depth-CNN, the cross
subject split is used in our experimentation results. Our
case study of this system is illustrated in the next three
steps:
• Optical flow is computed from RGB video data, by
reducing a single video sequence to 10 optical flow
images (OF-volume), this resulting in 20 channel as
an input from each video sequence from vertical and
horizontal components (dx, dy), the image width and
height is reduced to 64 pixels. These optical flow
volumes are expected to hold temporal motion infor-
mation suitable for the action recognition task, and
they are fed to CNN model for feature extraction and
training.
• Optical flow is computed by using depth data from
corresponding actions of the same RGB dataset is
trained for comparison. In contrast to the OF-RGB-
CNN approach, a depth data volume utilizes 10
frames with equal distance which are extracted from
the full sequence of depth images. Further, the
OF-depth-CNN is trained and evaluated in a similar
manner of previous RGB-CNN.
• Both CNN models (OF-RGB-Depth-CNN) are used
to explore the possibilities of feature extraction in
combination with support vector machine classifica-
tion. For this purpose, each CNN serves as a fixed
feature extractor. The evaluation of this classifica-
tion method is then done separately for each CNN as
well as for a fused model combining feature vectors
of both CNN. To explore another common method
which can yield further accuracy improvement, the
SVM is trained combining feature vectors extracted
from the OF-RGB-CNN and OF-depth-CNN mod-
els. The larger feature vectors are expected to de-
liver improved performance. For this purpose the
feature vectors are joined by concatenation, to form
a single feature vector of dimension 3072 from each
video frames. Feature vectors are not further pro-
cessed, e.g. normalized and rescaled. The multi-
class SVM with RBF Kernel is used and setup for
training and test procedure [AaP18].
The comparison results are presented in Table 1, which
is compared the previous case study results based on
three different models from different input channels
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Figure 5: NTU dataset images example [SNGW18]
(RGB, depth, RGBD). From this results, we demon-
strate that a CNN with low prediction accuracy can give
feature values that yield better classification results with
SVM.
Table 2, shows the comparison results with the other
state-of-the-art methods using the same datasets.
Model Modality Accuracy
OF-RGB-CNN RGB 40,6%
OF-RGB-CNN-SVM RGB 44%
OF-Depth-CNN Depth 46,9%
OF-Depth-CNN-SVM Depth 50,2%
OF-RGB-Depth-CNN-
SVM
RGB+Depth 65%
Table 1: accuracy comparison of all CNN and SVM
approaches
Method Modality Accuracy
HOG2 [SNGW18] Depth 32.24%
Super Normal Vector
[SNGW18]
Depth 31.82%
HON4D [SNGW18] Depth 30.56%
LSTM Encoder-Decoder
[Luo17]
RGB 56%
OF-RGBD-CNN- SVM
(our)
RGB+Depth 65%
Table 2: Comparison with the state-of-the-art methods
on NTU-RGBD cross subject split dataset
5 CONCLUSION
This paper has presented a deep 3D convolutional neu-
ral network based model for classifying and recogniz-
ing human actions based on RGB-D data. These mod-
els extract features from both spatio and temporal di-
mensions by performing 3D CNN. The experimental
results on NTU RGB+D datasets demonstrate that fu-
sion of different modalities can give better performance
than using each modality individually, which mean that
the incorporation of RGB and depth modalities to com-
pute 3D CNN feature vectors and supervised learning
for the evaluation that yields better prediction accu-
racy compared to the original CNN. In this work, a
support vector machine classifier is used and the ac-
curacy results values outperform the results from base-
line CNN in the individual modalities. Training a 3D
CNN which provides reliable results and requires not
only large datasets but also time, hardware and knowl-
edge. Especially the impact of dataset size is crucial
to CNN applications. For Future, We will explore the
unsupervised training of 3D CNN models.
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