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ABSTRACT 
 
In compound channels, turbulence effects of bed friction and large shear layer at the interaction 
region between the slow moving flow in the flood plain and fast moving flow in the main channel 
results in a complex three dimensional flow structure. This structure implies the necessity of 3D 
numerical models. In the present investigation, shear stress distribution at boundaries of compound 
channels was calculated using a 3-D shallow water numerical model. To develop the model, a 
multilayer scheme was implemented. Since one of the important features of flow in such channels is 
the effect of turbulence on flow behavior, a Prandtle mixing length model, a Nezu-Rodi zero 
equation model, and a two-equation standard k −ε model were applied in the present research and 
their results were compared. To verify flow behavior for these turbulence models in different 
relative depths two sets of experimental data were utilized. Results showed that the model was able 
to show correctly the trend of shear stress distribution in such a complex flow especially at higher 
relative depths and could be used in practical engineering calculations. All three turbulence models 
showed similar results with slightly better results found from the k −ε model. 
 
1. INTRODUCTION 
 
Most of natural streams have a compound shape and consist of a main channel and flood plains. One 
of the important characteristics of compound channels is shear stress distribution at their boundaries. 
Calculation of shear stress distribution in channels is important in sediment transport and scour 
studies.  
To study the three-dimensional nature of flow in compound channels, a lot of experimental 
and numerical researches were carried out during the past years. Among those, considerable 
experimental researches were conducted to reveal different aspects of flow behavior in compound 
channels and to obtain reliable methods to calculate the hydraulic characteristics of these channels. 
Investigations showed that velocity gradient at the interaction region between the slow moving flow 
in floodplains and the fast moving flow in the main channel generates a strong shear layer and 
momentum transfer between main channel and flood plains. Strength of this shear layer increases as 
the relative depth of the flow i.e. ratio of flow depth in the flood plain to flow depth in the main 
channel decreases (Tominaga and Nezu, 1991). The large shear layer between the two subsections 
of compound channels leads to generation of strong secondary currents similar to what happens in 
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closed conduit flows. These secondary currents in addition to the effects of shear layer at the 
interaction region results in strong momentum transfer and affect the flow behavior (Knight and 
Shiono, 1990). 
Turbulence effects of bed friction and large shear layer at the interaction region results in a 
complex three-dimensional flow structure in compound channels. This structure implies the 
necessity of 3D numerical models. 
Many researchers developed numerical models to simulate flow in compound channels. Most 
of these numerical models are based on solving the momentum equations in three directions of the 
coordinate systems together with the continuity equation. Another complexity of three-dimensional 
modeling is the calculation of water surface level, which needs solving of an additional equation. To 
avoid this problem many of existing models have used rigid-lid assumption for the water surface 
position. Moreover, as it was mentioned above, the presence of secondary currents implies the 
necessity of using a sophisticated turbulence model. To cope with complex nature of flow in 
compound channels, Krishnapan & lau (1986) and Naot et al. (1993) used an algebraic stress model, 
Rameshwaran, & Naden (2003) and Shiono et al. (2003) used a standard ε−k model, Pezzinga 
(1994), Sofialidis & Prinos (1998) and Kimura et al. (2002) used a nonlinear ε−k model, Cokljat 
and Yonis (1995) used Reynolds stress model and Thomas & Williams (1995) used large eddy 
simulation.  
In the present investigation, considering the complex nature of the compound channel flow, a 
three dimensional numerical model was developed. For calculating Reynolds stresses, two simple 
zero equation models and a two-equation standard k −ε model were employed and their performance 
in simulating bed shear stress distribution was compared in two different relative depths. 
 
 
2. GOVERNING EQUATIONS 
 
Using order of magnitude analysis in Navier-Stocks equations, it can be shown that if horizontal 
length scales of a flow are much larger than its depth, momentum equation in depth wise direction 
changes to simple hydrostatic pressure distribution (Vreugdenhil 1994.) To solve the simplified 
Navier-Stocks equations and also the continuity equation, flow depth was divided into a number of 
layers and the governing equations were integrated over the layers (Fig.1). In this way a three 
dimensional problem was changed to a number of two-dimensional models in the layers. 
Considering Boussinesq’s concept to simulate turbulence stresses, and integrating 3-D shallow 
water equations in a layer the following equations were obtained (Zarrati and Jin, 2004): 
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where, kh  is the layer thickness; ξ is water surface elevation, iU  is layer integrated velocity 
component in ix direction ( )2,1, =ji , and Sr  is momentum fluxes between layers. Since flow depth 
is included in the above equations, it can be calculated with an appropriate algorithm without having 
any further assumption or solving any additional equation. 
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After calculation of velocity field from this model, friction velocities of bed could be obtained 
by using wall function of Launder & Spalding, (1974). In the next step, shear stress at each point 
could be calculated as follows:  
 
2
*uρτ =  (4) 
 
in which, τ denotes shear stress, ρ  is water density and *u stands for friction velocity. 
 
 
3. TURBULENCE MODEL 
 
The main purpose of the present study was to compare the accuracy of three more popular 
turbulence models in such a complex flow. These models were 1) Prandtle mixing length model 
(Schlichting, 1968): 
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in which, κ is Von-Karman constant, z is the distance from the bed and U is the longitudinal 
velocity component.; 2) Nezu-Rodi zero equation model (Nezu and Rodi, 1986) with the following 
equation: 
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where, *u is the friction velocity and h is the flow depth; and 3) two equation standard ε−k model 
where k and ε are found from the following equations:  
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where iU  denotes velocity components related to each coordinate direction (layer integrated 
velocity components in the present model); k  is the kinetic energy in the unit of mass; ε  denotes 
energy dissipation; σ  is Schmidt number which is used to define eddy diffusivity. Constant 
coefficients are as follows: 
 
Table 1 Constant coefficients of standard ε−k  model 
 
μC  ε1C  ε2C  kσ  εσ  
0.09 1.44 1.92 1.0 1.3 
 
  4 
 
 
 
 
Figure 1 Division of the depth into several layers 
 
 
4. NUMERICAL SCHEME 
 
Continuity and momentum equations were discretized using finite volume method in each horizontal 
layer. Similar procedure was also followed for k and ε equations. k and ε equations were not 
integrated in layers and were solved in their full 3-D form.  For discretizing convection terms in all 
equations, hybrid scheme was used and to avoid so-called checkerboard, non-physical, pressure 
oscillation and excessive interpolations, staggered grid was employed. After solving equations of 
momentum and turbulence, using the continuity equation, a depth correction method similar to 
SIMPLEC was used to calculate flow depth (Zarrati and Jin, 2004).  
Due to elliptic nature of governing equations, boundary conditions must be specified at all of 
the flow boundaries. Since sub-critical flows are studied here, flow depth was specified at the outlet. 
No boundary condition is needed for U velocity at outlet (Patankar, 1980) and 0/ =∂∂ xV  was 
assumed. At the inlet, 0/ =∂∂ xζ  and a logarithmic velocity distribution was assumed in depth. At 
the sidewalls and channel bed, velocities normal to the wall were set to zero. No slip condition was 
assumed for the rigid walls and the wall function (Launder & Spalding, 1974) was employed to link 
the velocities at the first grid point or in the bottom layer to the bed shear stress.  Depth correction at 
all boundaries was set to zero. Empirical equations were used for the distribution of k and ε at the 
inlet (Nezu and Nakagawa, 1993). At the outlet section gradient of turbulence variables were set to 
zero. At the free surface, symmetric plane condition was assumed, and therefore the gradient of flow 
field variables perpendicular to the free surface was set to zero.  
Depth of flow in the floodplain and the main channel were divided into number of layers 
depending on depth in each sub section. 
 
 
5. FLOW SIMULATION 
 
To verify the model and test the accuracy of the turbulence models, 2 sets of experimental data from 
Rjaratnam and Ahmadi (1981), experiments No.4 and No.5 were utilized with relative depths (h/H) 
of 0.325 and 0.462, respectively. Characteristics of experimental channel are shown in Fig.2 and 
Table 2. These two sets were selected so that the effect of relative depth on results can also be 
studied. In these two sets, discharge is 0.044 m3/s and 0.055 m3/s, and H is 14.45 cm and 18.14 cm, 
respectively. The experimental model is of 18.3 meters length, however, a 30-meter-long reach was 
considered in the numerical runs to ensure fully developed flow condition regardless of the 
approximate inlet boundary condition.  
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In both cases, computational grid consists of 100 longitudinal and 15 depth wise cells. However, in 
transversal direction, the number of cells differs in main channel and floodplain levels, namely 
number of computational cells differs according to the width of each section of the channel. In 
addition, number of layers is dependent on the depth of flow in each subsection. Therefore, in these 
two cases, 10 and 5 layers for exp.4 and 8 and 7 layers for exp.5 have been considered for the main 
channel and flood plain, respectively.  
 
 
 Figure 2 Characteristics of compound channel used by Rajaranam & Ahmadi (values in cm) 
 
Table 2 Geometrical and hydraulic characteristics of chosen Rajaratnam & Ahmadi’s experiments 
 
Exp. No. Q (m3/s) H (cm) h (cm) h/H 
Exp. No. 4 0.044 14.45 4.7 0.325 
Exp. No. 5 0.055 18.14 8.39 0.462 
 
Results of the model for bed shear stresses distribution along the channels width are shown in 
“Figure 2” As can be seen in this figure, model has predicted the trend of shear stress distribution 
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Figure 2 Bed shear stress distributions according to Rjaratnam & Ahmadi’s experiments (1981) 
Exp No.5 
Relative Depth =0.462 
Exp No.4 
Relative Depth =0.325 
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satisfactorily. In this figure, the average amount of shear stress in each subsection aτ is used to 
create non-dimensional shear stress distribution. In Exp. No.5 with relative depth of 0.462, 
maximum difference of ε−k  model with experimental measurements away from the interaction 
region is about 6% while close to this region it increases to 18%. Increase in differences close to the 
interaction region is due to strong secondary currents in this region. With the other two much 
simpler turbulence models differences are similar and about 10% and 20% away and near the 
interaction region respectively. 
In Exp No.4 with lower relative depth of 0.325, difference with experimental data is higher. 
This is due to stronger secondary flows in lower relative depths. With ε−k  model and away from 
the interaction region the maximum difference with experiment is about 18%. While the other two 
models show a similar difference of about 20%. All three models show a difference of 30% with 
experiments at the interaction region.  
 
Table 3 Error percentages for different experiments of various relative depths  
 
Error Percentage Error Percentage 
Exp. No. Turbulence Model Close to 
Interaction region 
Away from 
Interaction region 
Relative Depth 
ε−k  30 18 
Nezu - Rodi 30 20 Exp. No. 4 
Mixing Length 30 20 
0.325 
ε−k  18 6 
Nezu - Rodi 20 10 Exp. No. 5 
Mixing Length 20 10 
0.462 
 
Despite the differences observed, models with all three turbulence formulations were able to 
show correctly the trends of shear stress distribution in such a complex flow and could be used for 
practical engineering calculations. To model the effects of secondary currents more accurate, 
sophisticated turbulence models are required. 
 
 
6. CONCLUSION 
 
The most important feature in compound channel flows is the generation of shear layer between the 
main channel and floodplains. This shear layer changes the nature of flow and generates secondary 
currents in the interaction region. In the present work, performance of three different turbulence 
models in simulating such flow behavior and the effect of relative depth on results were investigated 
using a 3-D shallow water model. Generally speaking, secondary currents’ generation is due to 
anisotropic normal Reynolds stresses. For considering anisotropic normal Reynolds stress 
components in numerical models, a sophisticated turbulence model such as a non-linear two-
equation turbulence model is required. However, using these models is costly in term of computer 
time and programming. Base on this fact, use of simpler turbulence models for engineering purposes 
should be considered. 
In the present work three more popular and simpler turbulence models that is a Prandtle 
mixing length, a Nezu-Rodi zero equation, and a two-equation standard k −ε model were applied 
and their results were compared in two different relative depths. It was concluded that these models 
were able to show correctly the trends of shear stress distribution in such a complex flow. However, 
because of the effect of secondary currents, there were some discrepancies between numerical and 
experimental data. These discrepancies increased in lower relative depth. All three turbulence 
models showed similar results with slightly better results found from the k −ε model. 
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