Abstract. We consider a stochastic optimal control problem in a market model with temporary and permanent price impact, which is related to an expected utility maximization problem under finite fuel constraint. We establish the initial condition fulfilled by the corresponding value function and show its first regularity property. Moreover, we can prove the existence and uniqueness of optimal strategies under rather mild model assumptions. On the one hand, this result is of independent interest. On the other hand, it will then allow us to derive further regularity properties of the corresponding value function, in particular its continuity and partial differentiability. As a consequence of the continuity of the value function, we will prove the dynamic programming principle without appealing to the classical measurable selection arguments.
Introduction
The purpose of this paper is to investigate optimal control problems originating from a classical portfolio liquidation problem for more general utility functions than exponential ones. Our particular focus will be on utility functions with bounded Arrow-Pratt coefficient of absolute risk aversion. We show the existence and uniqueness of the corresponding optimal strategy, which is no longer deterministic in this general setting. This result then helps us to derive regularity properties of the associated value function.
A dynamic execution strategy that minimizes expected cost was first derived in Bertsimas and Lo (1998) . However, as illustrated, for instance, by the 2008 Société Générale trading loss, we have to add to execution costs the volatility risk incurred when trading. This extension and the corresponding mean-variance maximization problem was treated in Almgren and Chriss (2001) , in a discrete-time framework, where the execution costs are assumed to be linear and are split into a temporary and a permanent price impact component. Nevertheless, linear execution costs do not seem to be a realistic assumption in practice, as argued in Almgren (2003) , and it may be reasonable to consider a nonlinear temporary impact function. As opposed to the temporary impact, the permanent impact has to be linear in order to avoid quasi-arbitrage opportunities, as shown in Huberman and Stanzl (2004) . The mean-variance approach can also be regarded as an expected-utility maximization problem for an investor with constant absolute risk aversion, which was in part solved by Schied et al. (2010) , where the existence and uniqueness of an optimal trading strategy, which is moreover deterministic, is proved. The latter one can be computed by solving a nonlinear Hamilton equation. Furthermore, the corresponding value function is the unique classical solution of a nonlinear degenerated Hamilton-Jacobi-Bellman equation with singular initial condition.
In this paper, we generalize this framework by considering utility functions that lie between two exponential utility functions (also called CARA utility functions). This case was already studied for infinite-time horizons in a one-dimensional framework with linear temporary impact without drift; see Schied and Schöneborn (2009) , as well as Schöneborn (2008) , where the optimal trading strategy is characterized as the unique bounded solution of a classical fully nonlinear parabolic equation. It was shown that the optimal liquidation strategy is Markovian and a feedback form was given. Moreover, the optimal strategy is deterministic if and only if the utility function is an exponential function. The derivation of the above results is due to the fact that, when considering infinite time horizon, the (transformed) optimal strategy solves a classical parabolic PDE, because the time parameter does not appear in the equation. In this article, we address the question of deriving the optimal liquidation strategy for the finite-time horizon. Here we face the difficulty that commonly used change of measure techniques, involving the Doléans-Dade exponential, simply go out the window. Due to this failure, we have to think differently and to extend our consideration to solutions that are no longer classical ones.
Our first main result deals with the existence and uniqueness of the optimal strategy. The proof of this result is mainly an analytical one and only requires the boundedness of the Arrow-Pratt coefficient of risk aversion of the utility function. As a direct consequence of this theorem, we can show that the associated value function is continuously differentiable in its revenues parameter (and even twice continuously differentiable if the utility function is supposed to have a convex and decreasing derivative; this condition is fulfilled if, e.g., the utility function is a convex combination of exponential utility functions).
After setting up our framework in Section 2.1 and making clearer our definition of utility functions with exponential growth, we prove the concavity property and the initial condition fulfilled by the value function (Section 2.2). Our main results on the existence and uniqueness of the optimal strategy is given in Theorem 2.4. The derivation of both results is split into several technical steps (see Section 2.3 and Section 2.4, respectively). With this at hand, we can derive the differentiability property of the value function in the revenues parameter (Theorem 3.4). The relatively involved proof of the continuity property (stated in Theorem 3.12) will also follow from Theorem 2.4. Using the continuity property of the value function, we conclude by establishing the underlying Bellman principle (Theorem 3.13). In its proof we face measurability issues, and we have to restrict ourselves to considering the Wiener space to make matters clearer. This will be carried out without referring to measurable selection arguments, typically used in proofs of the dynamic programming principle where no a priori regularity of the value function is known to hold; see, e.g., Meyer (1966) or Wagner (1980) , Rieder (1978) . Note that in most of the literature where the Bellman principle is related to stochastic control problems, its (rigorous) proof is simply omitted, or the reader is referred to the above literature. When the value function is supposed to be continuous, an easier version of its proof can be found in Krylov (2009) or Bertsekas and Shreve (1978) : this is however not directly applicable in our context, since we have to deal, among others, with a finite fuel constraint.
Main results
2.1. Modeling framework. Let (Ω, F , P) be a probability space with a filtration (F t ) 0≤t≤T satisfying the usual conditions. Taking X 0 ∈ R d , we consider a stochastic process X t = (X 1 t , . . . , X d t ) starting in X 0 at time t = 0 that has to fulfill the boundary condition X T = 0. For example, we can think of a basket of shares in d risky assets an investor can choose to liquidate a large market order, where we describe by X i t the number of shares of the i-th asset held at time t. Following the notation in Schied and Schöneborn (2008) , we denote by
the revenues over the time interval [0, T ] associated to the process X. Here R 0 ∈ R, B is a standard mdimensional Brownian motion starting in 0 with drift b ∈ R d and volatility matrix σ = (σ ij ) ∈ R d×m , and the nonnegative, strictly convex function f has superlinear growth and satisfies the two conditions
Further, we assume that the drift vector b is orthogonal to the kernel of the covariance matrix Σ = σσ ⊤ , which guarantees that there are no arbitrage opportunities for a 'small investor' whose trades do not move asset prices. The revenues processes can be interpreted economically: R 0 can be viewed as the face value of the portfolio (which can include a permanent price impact component), the stochastic integral models the accumulated volatility risk, whereas the second integral represents the linear drift applied to our state process. The last term stands for the cumulative cost of the temporary price impact. Further, by
we denote the set of the deterministic processes whose speed liquidation processesẊ t are defined λ-a.e., where λ is the Lebesgue-measure on [0, T ]. Analogously, by
we denote the set of the P ⊗ λ-a.e. bounded stochastic processes whose speed liquidation processesẊ t can be defined P ⊗ λ-a.e., due to absolute continuity.
Remark 2.1. From a hedging point of view, the absolute continuity of X seems to be very restrictive, since this does not englobe the Black-Scholes Delta hedging, for example. However, from a mathematical point of view, this serves as a reasonable starting point for developing a theory of optimal control problems for functions with bounded variation. ♦ It will be convenient to parametrize elements in X (T, X 0 ) as in Schied and Schöneborn (2008) . Toward this end, for ξ progressively measurable and ξ t with values in R d , for t ≤ T , let us denote bẏ
the set of control processes or speed processes of a given process X. From now on we will write R ξ for the revenues process associated to a given ξ ∈Ẋ 0 (T, X 0 ), to insist on the dependence on ξ. The pair (X ξ , R ξ ) is then the solution of the following controlled stochastic differential equation:
We denote byẊ (T, X 0 ) the subset of all control processes ξ ∈Ẋ 0 (T, X 0 ) that satisfy the additional requirement
For convenience, we enlarge the preceding setẊ (T, X 0 ) by introducing the notationẊ 1 (T, X 0 ) for the set of the liquidation strategies whose paths satisfy (2.3), but are not necessarily uniformly bounded:
which is clearly a subset ofẊ (T, X 0 ). The maximization problem can thus be written in the form (2.4) sup
In this paper, we will consider a special class of utility functions. These functions will have a bounded Arrow-Pratt coefficient of absolute risk aversion, i.e., we will suppose that there exist two positive constants
This inequality implies that we can assume w.l.o.g. that 0 < A 1 < 1 < A 2 , which gives us the following estimates
and (2.7)
From Schied et al. (2010) we know that for exponential utility functions (that is, utility functions of the form a − b exp(−cx), where a ∈ R and b, c > 0) there exists a unique deterministic and continuous strategy solving the maximization problem (2.4). Moreover, the corresponding value function, i.e., the value function generated by the exponential expected-utility maximization problem, is the unique continuously differentiable solution of a Hamilton-Jacobi-Bellman equation. We will use this strong result to establish the existence of an optimal control under the condition (2.7). Here, we will study the regularity properties of the following value function:
where the utility function u satisfies (2.7). Note that the corresponding estimates yield the following bounds for our value function (2.9) sup
where V i , i = 1, 2, denote the corresponding exponential value functions and ξ * i , i = 1, 2, are the corresponding optimal strategies. 2.2. Concavity property and initial condition satisfied by the value function. The aim of this subsection is to prove that the map
is concave, for fixed T ∈ [0, ∞[, and to derive the initial condition satisfied by V , where V is the value function of the optimization problem as defined in (2.8). These are fundamental properties of the value function of the considered maximization problem. We start by proving the following proposition which establishes the first regularity property of the value function: the concavity of the value function in the revenues parameter, with T, X 0 ∈ ]0, ∞[×R d being fixed. This will enable us later to prove the differentiability of the value function in the revenues parameter, other parameters being fixed, with the help of the existence of an optimal strategy.
is a concave function.
Proof. Toward this end, let X, X ∈ R d , R, R ∈ R and λ ∈ ]0, 1[. Further, consider the strategies ξ ∈Ẋ 1 (T, X) and ξ ∈Ẋ 1 (T, X). Note that λξ
We then have for fixed ξ, ξ:
, where the first inequality is due to the definition of the value function V at (λX + (1 − λ)X, λR + (1 − λ)R), and the second one follows from the fact that ξ → R ξ T is concave and u is increasing. Finally, the third one is due the concavity of u. Taking now the supremum over ξ (ξ being fixed), we obtain
Taking the supremum over ξ in the preceding equation, we obtain
which yields the assertion.
Further, we establish the initial condition fulfilled by the value function.
Proposition 2.3. Let V be the value function of the maximization problem (2.8). Then V fulfills the following initial condition
Proof. We first note that if X = 0, then
because V is supposed to lie between two CARA value functions which tend to −∞ as T goes to zero, if X = 0 (see Schied et al. (2010) ). Suppose now that X = 0. We want to show that
by choosing the strategy ξ t = 0 for all t ∈ [0, T ], T > 0. Since V is increasing in T , for fixed X, R, the limit lim T →0 V (T, X, R) exists, which implies that
We now prove the reverse inequality (2.12) lim
Let ξ be a round trip starting from 0 (i.e: ξ ∈Ẋ 1 (T, 0)). Applying Jensen's inequality to the concave utility function u, we get
We have to show now (2.13) lim sup
To this end we use the integration by parts formula to infer
Hence, we have
where f * designates the Fenchel-legendre transformation of the convex function f . Note that f * is a finite convex function, due to the assumptions on f (see Theorem 12.2 in Rockafellar (1997) ), and in particular continuous, so that
which proves (2.13). Finally, using that u is continuous and nondecreasing, we get
2.3. Existence and uniqueness of an optimal strategy. In this section we aim at investigating the existence and uniqueness of an optimal strategy for the maximization problem
where u is strictly concave, increasing and satisfies (2.7). The quantity R ξ T denotes the revenues associated with the liquidation strategy ξ over the time interval [0, T ]. The next theorem establishes the main result of the current section.
there exists a unique optimal strategy ξ * ∈Ẋ 1 (T, X 0 ) for the maximization problem (2.8), which satisfies (2.14)
The main idea of the proof is to show that a sequence of strategies (ξ n ) such that the corresponding expected utilities converge from below to the supremum, i.e.,
lies in a weakly sequentially compact subset ofẊ 1 (T, X 0 ), due to the fact that the function u satisfies the inequalities (2.7). Then we can choose a subsequence that converges weakly to the strategy ξ * . The uniqueness of the optimal strategy will follow from the strict concavity of the map ξ −→ E[u(R ξ T )]. Remark 2.5. Note that due to inequality (2.10), we can w.l.o.g suppose that the above sequence verifies
, for all n ∈ N, where V 2 denotes the following CARA value function:
We will split the proof into several steps. First, we will prove a weak compactness property of certain subsets ofẊ 1 (T, X 0 ). Let us start by recalling some fundamental functional analysis results. The first one is a classical characterization of convex closed sets (see, e.g., Föllmer and Schied (2011) , Theorem A.60).
Theorem 2.6. Suppose that E is a locally convex space and that C is a convex subset of E. Then C is weakly closed if and only if C is closed with respect to the original topology of E.
Corollary 2.7. Let ϕ : E →] − ∞; ∞] be a lower semi-continuous convex function with respect to the original topology of E. Then ϕ is lower semi-continuous with respect to the weak topology σ(E ′ , E), where E ′ denotes the dual space of E. In particular, if (x n ) converges weakly to x, then
Proof. See, e.g., Brezis (2011) .
Corollary 2.8. Let (S, S, µ) be a measurable space, F : R d → R a convex function bounded from below, and
Suppose that (x n ) converges to x, weakly. Then
Further, if we suppose that F : R d → R is concave and bounded from above, we have an analogous conclusion, i.e.,
Proof. We only show the first assertion. Using the preceding corollary, it is sufficient to prove that the convex map
is lower semi-continuous with respect to the strong topology of
Taking a subsequence, if necessary, we can suppose that (x n ) converges to x µ-a.e. Applying then Fatou's Lemma, we infer
which concludes the proof.
With this at hand, we can show the following lemma, which will be useful for us to prove the continuity of the value function.
and take a constant c > 0 such that
Suppose that (ζ n ) converges to ζ with respect to the weak topology in
Then ζ ∈Ẋ 1 (T, X 0 ) and
Proof. First note that we have the canonical inclusionẊ
. Now, we wish to prove that
Suppose by way of contradiction that
Thus, we can assume without loss of generality that d = 1 and work toward a contradiction. Under this assumption, there exists a measurable set A with P(A) > 0, such that
Without loss of generality, we can assume that (2.19)
If T = T the result is proved, because the expectation on the right-hand side has to be negative, due to the assumption (2.19); this is a contradiction. Suppose now that T > T . It is sufficient to show that ζ = 0 on [T, T ]. To this end, set
Analogously, we get
Using Corollary 2.8 we infer
We can now prove a weak compactness property of a certain family of subsets ofẊ 1 (T, X 0 ).
Proposition 2.10. For c > 0, let
Then K c is a weakly sequentially compact subset of
Proof. We first prove that K c is a closed convex set with respect to the strong topology of L 1 . The convexity of K c is a direct consequence of the convexity of the map
To show that K c is closed, let ξ n be a sequence in K c that converges strongly to ξ. Then, in particular, ξ n converges to ξ weakly and we are in the setting of Lemma 2.9, which proves that ξ ∈ K c . Thus, K c is convex and closed in L 1 . Hence, it is also closed with respect to the weak topology, as argued in Theorem 2.6. To prove that K c is weakly sequentially compact, it remains to show that K c is uniformly integrable, by the Dunford-Pettis theorem (Dunford and Schwartz (1988) , Corollary IV.8.11).
To this end, take ε > 0 and ξ ∈ K c . There exists a constant α > 0 such that
for ξ t > α, due to the superlinear growth property of f . Because f (x) = 0 if and only if x = 0, the quantity 1/f (−ξ t ) is well-defined on {|ξ t | > α} and we obtain
which proves the uniform integrability of K c .
In the next lemma, we give a lower and an upper bound for the non-stochastic integral terms that appear in the revenue process.
Lemma 2.11. Suppose that b = 0, and let ξ ∈Ẋ 1 (T, X 0 ) and t 1 , t 2 ∈ [0, T ]. Then there exists a constant C > 0, depending on f, b and T , such that
Consider now the set A t := {|ξ t | ≤ C}. Then we have using integration by parts:
using the above estimates. This proves the lower inequality. To prove the upper inequality, it is sufficient to follow step by step the preceding arguments and to give an upper bound of the corresponding terms, instead of a lower bound.
The subsequent lemma shows that a sequence of strategies inẊ 1 (T, X 0 ) such that the corresponding expected utilities converge to the supremum in (2.14) can be chosen in a way that it belongs to some K m , for m large enough. This will be crucial for proving the existence of an optimal strategy. Here, we will use the fundamental property (2.15) satisfied by the sequence (ξ n ).
Lemma 2.12. Let (ξ n ) be a sequence of strategies such that
Then there exists a constant m > 0 such that
. We first note that, due to (2.15), we have
We want to show that
To prove (2.21), we use the fact that e x ≥ 1 + x, for all x ∈ R, as well as the martingale
which is satisfied, due to (2.3)), whence we infer
and therefore (2.21) is true. Using now Lemma 2.11 we obtain (when setting N := |b|CT 2 ):
Remark 2.13. Due to the preceding lemma, we can w.l.o.g assume that the supremum in (2.14) can be taken over strategies that belong to the set K m , for suitable m. More precisely, (2.14) becomes
where m has to be chosen such that
♦
In the following, we will prove a fundamental property of the map ξ −→ E u R ξ T
, which we will also use to prove the continuity of the value function for the underlying maximization problem.
Proposition 2.14. The map ξ −→ E u R ξ T is upper semi-continuous onẊ 1 (T, X 0 ) with respect to the weak topology in L 1 .
Proof. Since the map ξ −→ E u R ξ T is concave, it is sufficient to show that the preceding map is upper semi-continuous with respect to the strong topology of L 1 , due to Corollary 2.7. Toward this end, let ( ξ n ) be a sequence inẊ 1 (T, X 0 ) that converges to ξ ∈Ẋ 1 (T, X 0 ), strongly in L 1 . Since we are dealing with a metric space, we can use the following characterization of upper semi-continuity at ξ:
But we also have that ξ n converges weakly to ξ and hence we can directly apply Corollary 2.8 to obtain (2.24). Now we are ready for the proof of the existence and uniqueness of the optimal strategy.
Proof of Theorem 2.4. Let (ξ n ) n∈N be such that
Lemma 2.12 implies that there exists a subsequence (ξ n k ) of (ξ n ) and some
1 . Due to Proposition 2.14, we get
which proves that ξ * is an optimal strategy for the maximization problem (2.8). The uniqueness of the optimal strategy is a direct consequence of the convexity ofẊ 1 (T, X 0 ) and (strict) concavity of
It is established in Schied et al. (2010) that the optimal strategies for CARA value functions are such that the corresponding revenues have finite exponential moments, i.e., E exp − λR ξ * ,i T < ∞, for all λ > 0, where ξ * ,i are the optimal strategies for the value functions with respective CARA coefficients A 1 and A 2 . This is due to the fact that the optimal strategies are deterministic, and hence
moments. However, for the optimal strategy in (2.14), we only have E exp − λR
it is not clear whether or not the analogue holds. Thus, in order to avoid integrability issues, we will have to make the following assumptions.
Assumption 2.15. We suppose that the moment generating function of the revenues of the optimal strategy, denoted by M R ξ * T , is defined for 2A 2 , where we set
Thus, we will restrict ourselves to the following set of strategies:
Proposition 2.16. The setẊ 1 2A2 (T, X 0 ) is a closed convex set with respect to the strong topology in L 1 (and hence with respect to the weak topology).
Proof. Due to the convexity of the map ξ → E[exp(−A(R ξ T )], the preceding set is convex. To show that it is closed in L 1 , we take a sequence (ζ n ) inẊ
Since ζ n in particular converges weakly to ζ, we can use Corollary 2.8 to obtain
which completes the proof. Remark 2.17. As argued before, if M R ξ * T (2A2) < ∞, then we also have
Note that if we suppose that u is a convex combination of CARA utility functions, then
to be well-defined, since we will have to apply the Cauchy-Schwarz inequality to prove the continuity of the value function.
3. Regularity properties of the value function and the dynamic programming principle 3.1. Partial Differentiability of the value function. In this section, we will establish that the value function V is continuously differentiable with respect to the parameter R ∈ R, for fixed (T,
. Surprisingly, we just need the existence and uniqueness of the optimal strategy to prove it. Compared to the proof of the continuity of the value function in its parameters, this one is essentially easier, due to fact that, for fixed T, X 0 , the value function is concave as showed in Proposition 2.2.
Further, we need to prove the following result.
is twice differentiable on R with first and second derivative given by E u ′ R ξ T and E u ′′ R ξ T , respectively. Before beginning with the proof, we need to prove the following lemma. Then lim sup x→∞ g(x) ≥ 0.
Proof. Suppose that there exists ε > 0 such that lim sup x→∞ g(x) < −2ε. Then there exists x 0 > 0 such that g(x) ≤ −ε for all x ≥ x 0 , whence we get
which is in contradiction with (3.1).
Proof of Proposition 3.1. By translating u horizontally if necessary, we can assume without loss of generality that R 0 = 0. Thus, we have to prove that the map r → E u R ξ T + r is differentiable at r = 0 with derivative
Since u is concave, increasing, and lies in C 1 (R), u ′ is decreasing and positive, hence it is sufficient to prove
Hence, by translating u vertically if necessary, the conditions of Lemma 3.2 apply with g(
. Therefore, we can find a constant C > 0 such that
Thus,
< ∞, due to the assumption on ξ. This shows the assertion for the first derivative. For the second one, we take 0 < η < 1 and r ∈ ] − η, η[. We wish to prove that
To this end, we use inequality (2.5) to obtain
In our case, the optimal strategy depends on the parameter R without, a priori, any known control of this dependence. Since the concavity property of the value function will be the key to establishing the desired regularity properties, we consider now a family of concave C 1 -functions f α : R −→ R and define
Note that the supremum is not necessarily concave. However, if f is concave in a neighborhood of a point t, then the following proposition gives us a sufficient condition under which f is differentiable at this point.
Lemma 3.3. Consider a family (f α ) α∈A of concave C 1 (R)-functions that are uniformly bounded from above. Define
Suppose further that there exist t ∈ R and η > 0 such that f is concave on ]t − η, t + η[ and α * t ∈ A such that f (t) = f α * t (t). Then, f is differentiable at t with derivative
If we suppose moreover that α * t is uniquely determined, then f ′ is continuous at t.
Proof. By translating the function f if necessary, we can suppose without loss of generality that t = 0. Because f is concave in a neighborhood of t = 0, we only have to prove that f
is concave and differentiable at 0, for every ε > 0 there exists δ > 0 such that for all 0 < h ≤ δ, we have
Thus we get
by the definition of f . Sending h to zero we infer f
0) − ε for every ε > 0, and hence f is differentiable.
Assume now that α * t is uniquely determined, and suppose to the contrary that f ′ is not continuous at t. Since f is concave on ]t − η, t + η[ and hence f ′ is nonincreasing on ]t − η, t + η[, the left-and right-hand limits at t exist, and we infer f
where α * t − , α * t + ∈ A. Using the continuity of f
at t, we must have, on the one hand, α * t − = α * t + . However, we must equally have, on the other hand,
as a direct consequence of the definition of α * t and the continuity of f . Therefore, the uniqueness of α * t implies α * t = α * t − = α * t + , which is clearly a contradiction. We can now state and show the main result of this subsection.
Theorem 3.4. The value function is continuously partially differentiable in R, and we have the formula
where ξ * is the optimal strategy associated to V (T, X, R).
Proof. The proof is a direct consequence of Lemma 3.3, when applied to the family of concave functions
(T,X0) . Indeed, this is a family of concave C 1 -functions (due to Proposition 3.1). The existence and uniqueness of an optimal strategy (Theorem 2.4) and the concavity of the map R → V (T, X, R), for fixed T, X (Lemma 2.2), yield that the remaining conditions of the preceding lemma are satifsfied.
Corollary 3.5. Suppose that u ′ is convex and decreasing. Then, the value function is twice differentiable with second partial derivative
, where ξ * is the optimal strategy associated to V (T, X, R).
Proof. The proof is similar to the one of Theorem 3.4 and is obtained by applying Lemma 3.3 to u ′ and Proposition 3.1.
Remark 3.6. We are in the setting of the preceding corollary if, e.g., u is a convex combination of exponential utility functions or, more generally, if (−u) is a complete monotone function, i.e., if ∀n ∈ N * : (−1) n (−u) (n) ≥ 0. According to the Hausdorff-Bernstein-Widder's theorem (cf. Widder (1941) or Donoghue (1974) , Chapter 21), this is equivalent to the existence of a Borel measure µ on [0, ∞[ such that
Continuity of the value function. The proof of the continuity of our value function will be split in two propositions. We will first prove its upper semi-continuity and then its lower semi-continuity. To prove the upper semi-continuity we will use the same techniques as are used to prove the existence of the optimal strategy for the maximization problem (2.8). The main idea to prove the lower semi-continuity is to use a convex combination of the optimal strategy for (2.8) and the optimal strategy of the corresponding exponential value function at a certain well-chosen point. Here, we have to distinguish between two cases; the case where the value function is approximated from above, and the case where the value function is approximated from below in time. In the sequel, for ξ ∈Ẋ 1 (T, X 0 ) we will automatically set ξ t = 0 for t ≥ T .
Proposition 3.7. The value function is upper semi-continuous on
be a sequence that converges to T, X 0 , R 0 . We have to show that
and V i (T n , X n 0 , R n 0 ) are bounded, it follows that lim sup n V (T n , X n 0 , R n 0 ) < ∞, in conjunction with (2.10). Taking a subsequence if necessary, we can suppose that (V (T n , X n 0 , R n 0 )) converges to lim sup n V (T n , X n 0 , R n 0 ). Let ξ n be the optimal strategy associated to V (T n , X n 0 , R n 0 ), which exists for every n ∈ N, due to Theorem 2.4. In the sequel we prove, as in Lemma 2.12, that the sequence ξ n lies in a weakly sequentially compact set. Note that this proposition can be proved without using Assumption 2.15. First step: We set T := sup n T n . We will show that, for every n ∈ N, we have ξ n ∈ K m , provided that m is large enough, where
and where C(Ẋ 1 (T n , X n 0 )) n denotes the closed convex hull of the sequence of sets (Ẋ 1 (T n , X n 0 )) n . To this end, we use Remark 2.13, noting that we can choose ξ n ∈ K mn , where m n has to be chosen such that
and N depends only on f, b and T . Take now m ∈ R such that m ≥ sup n m n . Note that such m exists, because (X n 0 , R n 0 ) is bounded and V 2 is continuous. Then it follows that
Taking now the convex hull of the sequence of sets (Ẋ 1 (T n , X n 0 )) n , we conclude that ξ n ∈ K m for all n ∈ N . Second step: We will prove that K m is weakly sequentially compact. To this end, we will first prove that it is a closed convex set in L 1 . The set K m is convex, because the map ξ −→ E T 0 f (−ξ t ) dt is convex (due to the convexity of f ) and defined on the convex set C Ẋ 1 (T n , X n 0 ) n . We will show that it is closed with respect to the L 1 -norm. Denote by C(X n 0 ) n the closed convex hull of the sequence (X n 0 ) n , which is bounded in R d . We show that for ξ ∈ K m there exists X in C(X n 0 ) n such that ξ ∈Ẋ 1 ( T , X). To this end, we write ξ as a convex combination of
By expressing then the constraint on ξ ni , we get
Take now a sequence ( ξ q ) q of K m that converges in the L 1 -norm to a liquidation strategy ξ. We prove that ξ ∈Ẋ 1 ( T , X) for X ∈ C(X n 0 ) n . As previously remarked, there exists a sequence (
Replacing ( X q ) q by a subsequence if necessary, we can suppose that it converges to some X, because this sequence is bounded. Moreover, X lies in C(X n 0 ) n . Since ( ξ q ) q converges weakly to ξ, we are now in the setting of Lemma 2.9, which ensures that ξ ∈Ẋ 1 ( T , X), as well as E[
Hence, this proves that K m is a closed subset of L 1 . Since K m is convex, it is also closed with respect to the weak topology of L 1 . Thus, it is sufficient to prove that K m is uniformly integrable. To this end, take ε > 0 and ξ ∈ K m . There exists α > 0 such that
for ξ t > α, due to the superlinear growth property of f . Because f (x) = 0 if and only if x = 0, the term 1/f (−ξ t ) is well-defined on {|ξ t | > α}, hence
which proves the uniform integrability of K m . Last step: We have proved that (ξ n ) n is a sequence in the weakly sequentially compact set K m . Thus, there exist a subsequence ξ n k of ξ n and some ξ ∈ K m such that ξ n k converges to ξ, weakly in L 1 . We are here again in the settings of Lemma 2.9, which allows us us to deduce that ξ ∈Ẋ 1 (T, X 0 ). Finally, because ξ −→ E[u(R ξ T )] is upper semi-continuous with respect to the weak topology of L 1 , due to Proposition 2.14, we get
where the last inequality is due to the definition of V at (T, X 0 , R 0 ) and the fact that ξ ∈Ẋ 1 (T, X 0 ). This concludes the proof of the upper semi-continuity of V .
In the following, we will prove the lower semi-continuity of the value function V . Contrarily to the proof of the upper semi-continuity of V , we will have to consider two cases; when the sequence of time converges from above and from bellow to a fixed time T . For the latter case, we will first need to derive a certain lower semi-continuity property of the value function within time, for fixed X 0 , R 0 . The difficult part of the proof of the lower semi-continuity is due to the fact that accelerating the strategy when we approximate the time from below cannot be useful to prove the result, since we are then facing measurability issues. Therefore we will have to use other techniques. We first need to prove the following lemma, which gives a sufficient condition to ensure that the expected utilities
Proof. We need to prove that (u(R
The next lemma is a direct consequence of the integration by parts formula for the stochastic integral.
Now we are ready to state and prove the following proposition.
Proposition 3.10. Let (T, X 0 , R 0 ) ∈ ]0, ∞[×R d × R and T n be a sequence of positive real numbers that converges from below to T , i.e., T n ↑ T . Then we have
Proof. In the following, we will need Assumption 2.15.
Note that the map ϕ ξ is constant on [T, ∞[. We show that ϕ ξ is continuous at T . To this end, it is sufficient to take a sequence (T n ) such that T n ↑ T and to prove that
or, equivalently,
Because u is continuous, we then obtain
Now, we have to prove the boundedness of the sequence (E[exp(−2AR
ξ T n )]) n . For this matter, we write
is obtained using Hölder's inequality, and where the finiteness of the last term follows with ξ ∈Ẋ 1 2A2 (T, X 0 ). Thus, the sequence (u(R ξ T n ) is uniformly bounded in L 2 , whence using Vitali's convergence theorem we infer
which proves (3.7). Hence, ϕ ξ is continuous at T , and sup ξ∈Ẋ 1 2A 2
(T,X0) ϕ ξ is lower semi-continuous at T , because it is the supremum of a family of (lower semi-) continuous functions. Since
this proves in particular that for every sequence of time T n that converges from below to T , we have
which proves (3.6).
We can now derive the lower semi-continuity of the value function V .
Proposition 3.11. The value function is lower semi-
) n be a sequence that converges to (T, X 0 , R 0 ). We have to show that
We split the proof of (3.11) in two parts; first we will assume that T n ↓ T , second we will assume that T n ↑ T (for this latter case, we will use Proposition 3.10). First case: Suppose that T n ↓ T . We set (3.12)
and consider the sequence of strategies ξ n t := (1 − λ n )ξ * t + λ n ξ n t , where ξ * is the optimal strategy associated to V (T, X 0 , R 0 ), and ξ n is the optimal strategy associated to
. Note that, due to the choice of λ n , the vector X n 0 is bounded: indeed, we have
which is bounded, due to the boundedness of X n 0 and the definition of λ n . Hence, V 2 (T n , X n 0 , R n 0 ) is bounded in n, which implies that
Since f has superlinear growth and is positive, the integral
where the last equality follows with T n ≥ T and the fact that ξ * t = 0 for t ≥ T . Moreover, ξ n verifies (2.3), due to the convexity of f and the boundedness of ξ n , whence
by individually consedering each term, starting from the left. Because
Therefore, Lemma 3.9 yields
, we can express the second integral in (3.13) as follows:
t dt is uniformly bounded and λ n is a null sequence.
We now prove that (3.14)
Due to the continuity of f , we have
Because f is convex, we further get
dt is uniformly bounded in n, the dominated convergence theorem of Lebesgue implies (3.14). Therefore, (3.13) is established, whence again
is convex and T n ≥ T , in conjunction with Assumption 2.15. Therefore, applying Lemma 3.8 gives
Finally, we can write
which proves (3.11) when T n ↓ T . Second case: Suppose now that T n ↑ T . We let λ n and X n 0 ∈ R d as in (3.12) and consider the following sequence of strategies ξ n t := (1 − λ n )ξ * ,n t + λ n ξ n t , where ξ * ,n is the optimal strategy associated to V (T n , X 0 , R 0 ) and ξ n is the optimal strategy associated to
Here, we have used the concavity of ξ → E[u(R ξ T )] for the second inequality, inequality (2.10) for the third one, and Proposition 3.10, in conjunction with the fact that V 2 (T n , X n 0 , R n 0 ) is bounded and λ n is a null sequence, for the last one. This proves (3.11) when T n ↑ T .
As a consequence of Proposition 3.7 and Proposition 3.11, we obtain the following fundamental result. 3.3. The Bellman principle and the construction of ε-maximizers. In this section we prove the Bellman principle of optimality underlying our maximization problem (2.8). To this end, we use ε-maximizers constructed on a bounded region. Their existence is proved by using an approximating sequence of strategies. Thus, we avoid here the use of a measurable selection theorem, which appears typically in optimal control theory. The dynamic programming principle is a key result to prove both a verification theorem and a theorem stating that the value function is a solution, in the viscosity sense, of a Hamilton-Jacobi-Bellman equation. From now on, for a fixed time T ∈ ]0, ∞[, we will consider the time-reversed value function: t → V (T − t, X 0 , R 0 ), and we will assume that (Ω, F , P) is the canonical Wiener Space.
for every stopping time τ taking values in [0, T [. Remark 3.14. Note that Bouchard and Touzi (2011) developed a weak formulation of the dynamic principle, which can be used to derive the viscosity property of the corresponding value function, in some optimal control problems. However, this requires the following concatenation property ( Assumption A) of the strategies: for ξ, η ∈Ẋ 1 (T, X 0 ) and a stopping time τ ∈ [0, T [, we must have that ξ½ [0,τ ] + η½ ]τ,T ] ∈Ẋ 1 (T, X 0 ), which is however not the case in general, and therefore is not usable in our work. In Bouchard and Nutz (2012) , another weak formulation of the dynamic principle with generalized state constraints is formulated. Here again, a concatenation property ( Assumption B) in the following form is required: for ξ, η ∈Ẋ 1 (T, X 0 ) and a time
η u du, for t ≤ s, which is again not the case in general, and thus cannot be directly applied here. ♦
The proof of Theorem 3.13 is split in two parts. For ease of reference, let us first make the following assumption on f .
Assumption 3.15. From now on, we suppose that f has at most a polynomial growth of degree p, i.e., there exists C > 0 such that
Further, in order to avoid measurability issues, we need to suppose that for T ∈ ]0, ∞[, (Ω, F , (F t ) t∈[0,T ] , P ) is the canonical Wiener space. Taking this perspective, let us start with proving some measurability results. Here also, we will restrict our attention to strategies that lie inẊ 1 2A2 (T, X 0 , R 0 ), as mentioned in Assumption 2.15.
Lemma 3.16. For ω ∈ Ω, define the map φ ω : Ω → Ω by
where τ is as in (3.16). Moreover, for ξ ∈Ẋ 1 (T, X 0 ) we define
where R ξ t,T denotes the revenues generated by the strategy ξ ω during the time period [t, T ], i.e:
To prove the preceding Lemma, we have to use the three following lemmas. The proof of the first one can be found in, e.g., Revuz and Yor (1999) (as a consequence of Levy's characterization of Brownian motion) or Hunt and Kennedy (2004) .
Lemma 3.17. Let τ be a bounded stopping time and (B t ) t∈[0,∞[ a Brownian motion. Then B t := B t+τ − B τ is a Brownian motion independent of F τ .
The next lemma uses the Dynkin's π-λ theorem. See, e.g., Williams (1991) for more details.
Lemma 3.18. Let F : R 2 −→ [0, ∞[ be a measurable function, X independent of a sigma-algebra A and Y A-measurable. Then,
Proof. Let us first consider A = (A 1 × A 2 ), A i ∈ B(R), i = 1, 2, and set
Using the fact that Y is A-measurable as well as the independence of X we write
Consider now
Due to the stability of the set C under intersection, it follows that D ⊃ σ(C) = B(R 2 ). Using the monotone convergence theorem, (3.18) follows for an arbitrary F .
The next lemma is a consequence of both preceding results. 
We can now prove Lemma 3.16
Proof of Lemma 3.16. First, note that
for P -a.e. ω ∈ Ω. Due to the fact that u is bounded from above, we can apply the preceding Lemma to H := −u(R ξ T ) (by translating u vertically if necessary), and we finally get (when dropping the minus sign in front of u)
,T , which proves the lemma.
The following lemma yields an upper bound for an exponential value function at some stopping time with values in [0, T [. It uses the notations of Lemma 3.16. For d = 1, an analogous result can be found in Schied and Schöneborn (2008) . 
for every ζ ∈Ẋ 1 (T, X 0 ).
Proof. Let τ ≤ T be a stopping time, ζ ∈Ẋ 1 (T, X 0 ), and denote by
the revenues generated by ζ over the time interval [s, T ]. In Schied et al. (2010) , there is another convenient formulation of V : for every ω ∈ Ω,
Let us next set
We then have for every ζ ∈Ẋ 1 (T, X 0 ) and almost every ω ∈ Ω:
Here, we have used (3.20) for the first equality and the monotonicity property of the conditional expectation for the inequality. It remains to show that
Indeed, this will prove the result, because we also have that
, by using (3.17). To prove (3.21), let us define the following process
, which is a true martingale, due to Girsanov's theorem (X ζ fulfills (2.3), due to the assumption on ζ). Therefore, we have
τ , which proves (3.21) and hence also our lemma.
We wish now to prove the following fundamental proposition: 
τ . This proposition will follow from the subsequent lemma and the theorem on the existence of ε-maximizers on a bounded region. The latter one will be proved without the use of a measurable selection argument, by simply using the continuity of the value function and the existence of an optimal strategy for the maximization problem (2.8). The next lemma allows us to restrict our problem to a region where the parameters T, X 0 and R 0 are bounded. Indeed, outside this region (with the bound of the parameters having to be taken large enough), the following result proves that the right-hand side term of (3.22) can be chosen smaller than ε.
Lemma 3.22. Let ξ ∈Ẋ 1 2A2 (T, X 0 ). Under the assumptions and notations of Proposition 3.21, there exists
Proof. We first prove that
where we have
. This is a direct consequence of Lemma 3.20. Indeed, we can write
Here, the first inequality is due to (3.19), and the last one follows from the fact that ξ ∈Ẋ 1 2A2 (T, X 0 ). Thus (3.24) follows, and hence, there exists N ∈ N such that
which is due to (2.10), we infer (3.23).
We can now state and prove the following fundamental theorem of this subsection.
Theorem 3.23 (Existence of the ε-maximizers on a bounded region). With the notations of Proposition 3.21, Lemma 3.16 and Lemma 3.22, there exists a progressively measurable process ξ
Proof. The proof of this result is split in several steps. Let us first consider a simple process ξ which is allowed to take only countably many values and a discrete stopping time τ . The existence of the ε-maximizers is easier to prove in this case, because we are not facing any measurability problems.
In the second step, we consider an arbitrary process ξ ∈Ẋ 1 2A2 (T, X 0 ) and a stopping time τ taking values in [0, T [. The process ξ can then be approximated by simple processes as in the first step, with respect to the topology of the L p -norm, where p has to be chosen such that f (x) ≤ C(1 + |x| p ) (see Assumption 3.15). In the third step, we show by compactness arguments that the corresponding sequence of ε-maximizers (as obtained in the first step) converges weakly to a process ξ τ,ε .
In the last step, we show that ξ τ,ε is the ε-maximizer we were looking for. As observed in Remark 2.13, we will use the fact that a process ξ ∈Ẋ 1 2A2 (T, X 0 ) lies, in particular, in the set K m (T, X 0 ) for a constant m > 0, with
First step: Let ε > 0. For L ∈ N and i ∈ {0, . . . , 2 L }, define
where ξ i takes values in the set
Moreover, let τ be a stopping time taking values in the set {t 0 , t 1 , ..., t 2 L }, and set Ω i,pi := {ξ i = z i,pi }, Γ j := {τ = t j }. Note that Γ j and Ω i,pi can be empty. For every t ∈ [0, T ], we have
where k is such that t ∈ [t k , t k+1 [. We can therefore write for every ω ∈
Because V and u are continuous (see Theorem 3.12), V is uniformly continuous on . Therefore, we can find δ N such that for every t i , x i , r i , i = 1, 2, we have
Further, take L ∈ N such that N 2 L < δ N , and introduce
we can now define the following grid:
Note that γ N is F τ -measurable. Let us denote by ξ * ,γN (ω) the optimal strategy associated to V (γ N (ω)) (which exists, due to Theorem (2.4)). Then, the process ξ * ,γN (ω) is well-defined for every ω ∈ X ξ τ ∧ R ξ τ ≤ N . Moreover, it belongs to the setẊ
). (Note that if τ (ω) = T and x g = 0, then γ N (ω) = (0, 0, r l ), for some r l , which implies that V (γ N (ω)) = u(r l ), and therefore ξ * ,γN (ω) = 0 is well-defined in this case, too.) Furthermore, we have by construction
hence we obtain on X ξ τ ∧ R ξ τ ≤ N :
due to the uniform continuity of V and of u. Thus, we have found a process ξ * ,γN
, where m ε has to be chosen as in (2.23).
Second step: Let ξ and τ be arbitrary. We can find a sequence of processes ξ k as in the first step such that ξ k converges to ξ in L p , i.e., Due to Lemma 3.9, we have that
We have moreover, as a direct consequence of the L p convergence of ξ k to ξ, Third step: We can find a sequence of stopping times (τ k ) (with values in [0, T [) as in the first step such that τ k ↓ τ P-a.s. As can be seen in the first step above, for each k ∈ N, we can find ξ .,τ k ,ε ∈ K m ε (T − τ k (.), X
Moreover, we have that ξ .,τ k ,ε ∈ K m ε , with
where C(Ẋ 1 2A2 (T −τ k (.), X ξ τ k (.))) k denotes the closed convex hull of the sequence of sets Ẋ 1 2A2 (T −τ k (.), X ξ τ k (.)) k . Recall that we set here ζ t = 0 for t ∈ [τ (.), τ k (.)] when ζ ∈Ẋ 1 2A2 (T − τ k (.), X ξ τ k (.)), since τ (.) ≤ τ k (.), P-a.s. Because K m ε is weakly sequentially compact, as proved in Proposition 3.7, there exists ξ τ,ε ∈ K m ε such that by passing to a subsequence if necessary, ξ k,τ k ,ε converges to ξ τ,ε weakly in L 1 . Using now Lemma 2.9, we have that ξ τ,ε ∈ K m ε P-a.s. on {|X
Last step: Notice first that we have because we only have a weak convergence of ξ ω,τ k ,ε to ξ τ,ε .) Going back to (3.31) and passing to the limit superior on both sides of the inequality, we finally get for P-a.e. ω ∈ {|X 
where the first equality is due to the continuity of V in its arguments. This shows (3.25).
We can now turn to proving Proposition 3.21
Proof of Proposition 3.21. Lemma 3.22 and Theorem 3.23 imply for ξ ∈Ẋ In Proposition 3.21 we have proved the inequality " ≥ " of equation (3.16). Now it remains to prove the reverse inequality. To this end, we need the following proposition, which uses the notion of the essential supremum of a set Φ of random variables, denoted by ess sup Φ . Letting ε go to 0 gives us the required inequality.
We can now prove Theorem 3.13.
Proof of Theorem 3.13. Thanks to Proposition 3.21, it remains to show only the inequality " ≤ " in (3.16). Let ξ ∈Ẋ Taking the supremum over ξ and then sending ε to zero (which implies sending N to infinity), shows the assertion.
