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Abstract 
Neutron based technologies are widely used in the field of bulk material analysis. These methods employ characteristic prompt 
gamma rays induced by a neutron probe for classification of the interrogated object using the elemental parameters extracted 
from the spectral data. Automatic data analysis and material classification algorithms are required for applications where access 
to nuclear spectroscopy expertise is limited and/or the autonomous robotic operation is necessary. Data obtained with neutron 
based systems differ from elemental composition evaluations based on chemical formulae due to statistical nature of nuclear 
reactions, presence of shielding and cladding, and other environmental conditions. Experimental data that are produced by the 
spectral decomposition can be expressed graphically as sets of overlapping classes in a multidimensional space of measured 
elemental intensities. To discriminate between classes of various materials, decision-tree and pattern recognition algorithms were 
studied. Results of application of these methods to data sets obtained for a pulsed 14-MeV neutron generator based active 
interrogation system are discussed.  
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1. Introduction 
Neutron based techniques allow for the rapid determination of the elemental content of bulk samples in a 
nondestructive and nonintrusive manner. These methods are suitable for the in situ analysis of samples that are 
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problematic to approach and/or unsafe to handle. Neutron systems are utilized in industry for examination of coal 
(Sowerby, 2009), cement (Womble et al., 2005), metal alloys (James and Fuerst, 2000), soil (Wielopolski et al., 
2008) and in oil well logging applications (Frankle and Dale, 2013). Neutron methods are also used for the detection 
of toxic chemicals and explosives in cargo and vehicles (Koltick et al., 2007; Gozani, 2004), for humanitarian 
demining, for in situ astrochemical analysis of planetary samples (Bodnarik et al., 2013) and for in vivo cancer 
detection (Bender et al., 2007).  
A neutron source is used in these analytical methods to irradiate a sample. Nuclear reactions, such as inelastic 
scattering (n,ncJ), thermal neutron capture (n,J), and neutron activation (n,DJ) and (n,pJ) are induced on isotopes 
within the sample. As the products of these nuclear reactions, the prompt and time-delayed photons are emitted with 
energies that are characteristic for a particular isotope. A spectroscopic analysis determines the elemental intensities 
and enables the identification of the chemical composition of the sample.  
Neutron sources based on the deuterium - tritium (D-T) fusion are utilized in these analytical systems due to the 
high penetrability of 14-MeV neutrons, having a typical range of several feet in materials commonly utilized in 
industry and commerce. Neutron-induced gamma rays are also highly penetrating. For example, the energy of 
photons produced in de-excitation of carbon, oxygen, and nitrogen isotopes is 4.4 MeV, 6.1 MeV and 10.8 MeV, 
respectively (see Table 1). The 14-MeV neutrons overcome the (n,ncJ) energy threshold and could excite isotopes of 
oxygen and carbon. The electronic control of neutron emission including the time profile of the neutron flux is 
typical for commercial neutron generators. Neutrons are produced only when the accelerator is powered, thus 
reducing the shielding requirements. 
     Table 1. Prompt gamma rays induced by neutrons.  
 Isotope Reaction Gamma ray energy (keV) 
12C (n,ncJ) 4400.0 
 16O (n,ncJ) 6129.3 
1H (n,J) 2223.3 
14N (n,ncJ) 729.6, 2312.8 
14N (n,J) 5269.2, 10829.2 
 32S (n,ncJ) 1273.0, 2230.2 
 35Cl (n,J) 1950.9, 6110.9, 7631.1 
 
Neutron based technologies generally require a skilled analyst to interpret the measured gamma-ray spectra and to 
classify the sample using the elemental parameters evaluated from the spectral data. Spectral analysis and material 
classification algorithms are essential for industrial applications where the access to nuclear spectroscopy expertise 
is limited, and/or autonomous system operation is necessary. This paper discusses material classification using 
prompt photon spectra induced by 14-MeV neutrons.  
2. 14-MeV neutron material analysis system  
A typical neutron based system for material analysis consists of a D-T neutron source, a gamma-ray detector (or a 
number of detectors), radiation shielding, and associated electronics and computer software. The scheme of the 
system is shown in Fig. 1.  Operation of the neutron source in a pulsed mode enables simultaneous detection of 
prompt photons emitted as a result of (n,ncJ) and (n,J) reactions, and time-delayed (n,DJ) and (n,pJ) neutron 
activation photons. For example, a source operating at 10-kHz frequency with a duty factor of 10% emits fast 
neutrons during the 10-Ps pulses, enabling the 90-Ps-long “no-emission” period between the pulses. The logic 
“high” signal is provided by the neutron generator when the neutrons are produced during the pulse. Prompt (n,ncJ) 
and (n,J) photons are measured with a photon detector in coincidence and in anti-coincidence with this logic signal, 
respectively. Hence, prompt photon spectra are recorded separately for both nuclear reactions. If required, the time-
delayed activation gamma rays can be recorded as well after turning the neutron generator off.  
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Fig. 1. Scheme of neutron analysis system.  
Representative interrogation time of such pulsed fast / thermal neutron analysis (Vourvopoulos and Womble, 
2001) varies from one to twenty minutes. The measured gamma ray spectra are analyzed for the presence of specific 
peaks representing isotopes of chemical elements. To extract the sample’s elemental information from the spectrum, 
the intensities of the characteristic gamma ray peaks are evaluated. Intensities of these specific gamma rays provide 
information about the number of atoms in the material of the sample. Methods of spectral decomposition based on 
the linear superposition of single element’s detector responses proved to be rapid and effective, including cases of 
low-resolution spectra with overlapping peaks. Experimentally measured responses preserve spectral features of the 
photon detector. As the outcome of such decompositions, the intensities of peaks of elements used in the fit 
procedure are determined in units of counts per second. These “nuclear” elemental data are used in the next step of 
material classification.  
3. Material classification  
Elemental data obtained with neutron based systems differ from elemental composition evaluations based on 
chemical formulae due to a statistical nature of nuclear reactions, the presence of shielding, cladding, and other 
environmental conditions. These data can be expressed graphically as sets of overlapping classes in 
multidimensional space of measured parameters (the elemental intensities). Therefore, a chemical compound 
measured in various conditions is represented not by a single “point”, but rather by a distribution, where each point 
corresponds to a single measurement event.  
These data create specific patterns for classes of different materials: ANFO NH4NO3, urea (NH2)2CO, TNT 
C7H5N3O6, and wool C2H5NO2. These materials contain isotopes of carbon, nitrogen, oxygen and hydrogen. Fig. 2a 
shows a two-dimensional slice of the elemental space. It represents two isotopes, oxygen and nitrogen. In many 
cases, the patterns for threats and innocuous materials are overlapped in the multidimensional space of parameters 
making the differentiation task challenging for classical decision-tree algorithms. The decision tree decision-making 
algorithm for the identification of the ANFO amongst four classes of materials in Fig. 2b can be described as the 
following: if detected oxygen signal lies between lower and higher thresholds, then nitrogen signal is checked. If 
nitrogen signal lies between lower and higher thresholds, then substance can be identified as ANFO. The best low 
and high thresholds can be selected by variation of parameters of the decision making tree aimed to determine the 
receiver operating characteristic (ROC) with the minimal decision vector length. The ROC curve is a plot of true 
positive rate (the sensitivity) versus false positive rate for a binary classifier system as its discrimination threshold is 
varied (Fawcett, 2006).  
A true positive rate of classification between ANFO and urea materials is 75% using the decision-tree approach, 
which is unacceptable for a field deployable system. It is clear that the decision-tree approach does not satisfactory 
identify substances when classes are overlapping.  
 Alexander Barzilov and Ivan Novikov /  Physics Procedia  66 ( 2015 )  396 – 402 399
 
Fig. 2. (a) Elemental data shown in the two-dimensional space of parameters; (b) a decision-tree algorithm.  
 
Since the experimental data can be described using Gaussian distributions (Eq.1), to improve performance of the 
classification algorithm, we consider using of the Bayes classifier for Gaussian classes. Review of various classifiers 
can be found elsewhere (see, for example, in John and Langley, 1995).  
In this approach, the classification decision between two classes is based on the likelihood ratio Ln: 
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We assume that a probability that the measured sample belongs to the i-class can be described in terms of the 
normal distribution (Eq.2), where x1 and x2 are experimentally measured elemental counts:  
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Using standard assumption about the statistical error of the measurement,  
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the likelihood function Ln can be presented as 
     )2(2)1(222)2(
2
)1(
2
)2(
2
)1(
2)2(
1
)1(
1
2
1)2(
1
)1(
1
)2(
1
)1(
1
)1(
2
)1(
1
)2(
2
)2(
1
21 22
ln, PPPP
PPPPPP
PP
VV
VV ¸¸¹
·
¨¨©
§ xxxxLn . (4) 
Hence, the expression for the boundary between two classes can be expressed as the following equation of x1 and 
x2: 
Ln x1,x2  W .  
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In other words, if Ln > W, then it belongs to the class 1. If Ln < W, then it belongs to the class 2. The parameter W 
is the threshold (the cost of misclassification). Assuming that the covariance is arbitrary, the boundary equation is 
quadratic and can be expressed as  
     WFxCxA ,,,,,, )2(2)1(2)2(1)1(122)2(2)1(221)2(1)1(1 PPPPPPPP    (5) 
In a case when W = 0, the boundary curve can be simplified as:  
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Generally, the parameters of the boundary curve must be determined for each pair of classes. When a new class of 
materials is introduced or a system is used in new environmental conditions, the system classification algorithm must 
be retrained. Moreover, changing the mass of the sample, the distance from the system to the irradiated object or 
even the time of measurement would put that object in a new class. In other words, identical chemical composition 
does not guaranty that object belong to the same class.  
In order to avoid unnecessary retraining, a simple assumption about physical processes that led to experimentally 
measured counts can be used. For example, the number of measured counts, P, depends on the distance between the 
neutron interrogation system and the irradiated sample, r, as 
2
1~
r
P
. 
In this case, the parameters of the boundary curve depend on these experimental parameters as 
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where t is a time of measurement. The second-degree curve can be also characterized by eccentricity and foci:  
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The eccentricity of the boundary e does not depend on the values of t and distance rand the mass of the sample as 
well. The dependency of the foci on time and distance is the following:  
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To illustrate this approach, the neutron analysis of three materials was simulated using the MCNP code: TNT, 
paracetamol C8H9NO2 and DNOC C7H9N3O5. The calculated optimal boundaries between classes of materials are 
shown in Fig. 3 and Fig. 4.  
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Fig. 3. Simulated elemental data shown in the two-dimensional space carbon vs nitrogen.  
 
Fig. 4. Simulated lemental data shown in the two-dimensional space carbon vs oxygen. 
Performance of the new algorithm was compared to the conventional decision-tree method. When classes of 
materials are overlapping, the Bayesian classifier enables better material classification. In the cases of TNT, urea 
and ANFO, 97% of correct identification of the sample was achieved using the Bayesian classifier versus 75% 
provided by the decision tree algorithm.  
4. Conclusion  
Automated spectral analysis and material classification methods are required for field applications and industrial 
settings. Spectral decomposition as a linear combination of the elemental responses enables evaluating the elemental 
intensities. The data interpretation is important to improve the material classification. The methodology to study 
optimal classifiers for the identification of materials using neutron interrogation technique was investigated. The 
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case study was conducted for four substances and the performance of the classifiers was compared. The study shows 
that conventional decision-tree does not provide adequate classification when classes of materials are overlapping. 
The material classification algorithm based on the Bayesian classifier performs significantly better than the 
conventional decision tree (97% of correct identification vs. 75%). Moreover, using the simple assumption that the 
number of measured counts is inversely proportional to the square of the distance, boundary parameters obtained 
using the Bayesian classifier can be determined for an object with the same chemical composition, but different 
mass, or in a case when the object was placed at different distance from the neutron interrogation system. The same 
approach can be used when the time of measurement was varied while an object from the same class was 
interrogated.  
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