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ABSTRACT
In this paper, we investigate the problem of computing a
multiway join in one round of MapReduce when the data
may be skewed. We optimize on communication cost, i.e.,
the amount of data that is transferred from the mappers to
the reducers. We identify join attributes values that ap-
pear very frequently, Heavy Hitters (HH). We distribute
HH valued records to reducers avoiding skew by using an
adaptation of the Shares [3] algorithm to achieve minimum
communication cost. Our algorithm is implemented for ex-
perimentation and is offered as open source software. Fur-
thermore, we investigate a class of multiway joins for which
a simpler variant of the algorithm can handle skew. We offer
closed forms for computing the parameters of the algorithm
for chain and symmetric joins.
1. INTRODUCTION
We study data skew that occurs when we want to compute
a multiway join in a single MapReduce round. When the
map phase produces key-value pairs, some keys may receive
a significant overload because many tuples having the same
value on a specific attribute (heavy hitter) may be present
in the data. On the other hand, it is well recognized that in
MapReduce, the shuffle phase may add significant overhead
if we are not careful with how we distribute the inputs even
in the case when we see that all keys receive almost the same
amount of inputs [1, 4, 23]. The overhead of the shuffle phase
depends on the communication cost which is the amount of
data transferred from the mappers to the reducers. In this
paper we develop an algorithm which handles skew in a way
that minimizes the communication cost.
The algorithm assumes a preliminary round that identifies
the heavy hitters (HH). Then it decomposes the given join
in a set of residual joins, each of which is the original join
with two differences:
• It is applied on a different piece of the data (essentially
the tuples that contain the HH values that identify the
residual join).
• The map function is different (to minimize the commu-
nication cost under the (different) constraints on sizes
of (parts of) relations involved in the residual join).
For each residual join, we use the Shares algorithm ([3]) to
compute and minimize the communication cost.
The paper is structured as follows: In the rest of this section
we explain SharesSkew algorithm on 2-way join and, in the
end of the section, we explain our formal setting. In Section
2, related work can be found. In Section 3, an overview of
the Shares algorithm from [3] is presented. In Section 4,
we give an overview of SharesSkew algorithm and we relate
the reducer size (which is a parameter that sets a bound on
the number of inputs a reducer can receive and controls the
degree of parallelization in the algorithm) and the number
of reducers. In Section 5, we present the algorithm Sha-
resSkew and in Section 6 we give an extended example of
how to apply this algorithm. Section 7 explains how effi-
ciency of SharesSkew is a consequence of the efficiency of
Shares algorithm. Then, in Section 8, we give closed forms
for shares (see Section 2 for their definition) and commu-
nication cost for chain joins and symmetric joins. Finally,
Section 9 contains the experiments which verify our analysis
about the performance of SharesSkew algorithm.
1.1 Algorithm SharesSkew on 2-way Join
Suppose we have the join R(A,B) ./ S(B,C). Systems such
as Pig or Hive that implement SQL or relational algebra over
MapReduce have mechanisms to deal with joins where there
is significant skew (see, e.g., [22, 18, 8]). These systems use
a two-round algorithm, where the first round identifies the
heavy hitters. In the second round, tuples that do not have
a heavy-hitter for the join attribute(s) are handled normally.
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That is, there is one reducer1 for each key, which is associ-
ated with a value of the join attribute. Since the key is not
a heavy hitter, this reducer handles only a small fraction
of the tuples, and thus will not cause a problem of skew.
For tuples with heavy hitters, new keys are created that are
handled along with the other keys (normal or those for other
heavy hitters) in a single MapReduce job. The new keys in
these systems are created with a simple technique as in the
following example:
Example 1. We have to compute the joinR(A,B) ./ S(B,C)
using a given number, k, of reducers. Suppose value b for
attribute B is identified as a heavy hitter. Suppose there are
r tuples of R with B = b and there are s tuples of S with
B = b. Suppose also for convenience that r > s. The distri-
bution to k buckets/reducers is done in earlier approaches
by partitioning the data of one of the relations in k buck-
ets (one bucket for each reducer) and sending the data of
the other relation to all reducers. Of course since r > s, it
makes sense to choose relation R to partition. Thus values
of attribute A are hashed to k buckets, using a hash function
h, and each tuple of relation R with B = b is sent to one
reducer – the one that corresponds to the bucket to which
the value of the first argument of the tuple was hashed. The
tuples of S are sent to all the k reducers. Thus the number
of tuples transferred from mappers to reducers is r + ks.
The approach described above appears not only in Pig and
Hive, but dates back to [24]. The latter work, which looked
at a conventional parallel implementation of join, rather
than a MapReduce implementation, uses the same (non-
optimal) strategy of choosing one side to partition and the
other side to replicate.
In Example 2 we show how we can do significantly better
than the standard technique of Example 1 and, thus, illus-
trating our technique.
Example 2. We take again the join R(A,B) ./ S(B,C).
We partition the tuples of R with B = b into x groups and
we also partition the tuples of S with B = b into y groups,
where xy = k. We use one of the k reducers for each pair
(i, j) for a group i from R and for a group j from S. Now
we are going to partition tuples from R and S, and we use
hash functions hr and hs to do the partitioning. We send
each tuple (a, b) of R to all reducers of the form (i, q), where
i = hr(a) is the group in which tuple (a, b) belongs, and q
ranges over all y groups. Similarly, we send each tuple (b, a)
of R to all reducers of the form (q, i), where i = hs(a) is
the group in which tuple (b, a) belongs, and q ranges over
all x groups. Thus each tuple with B = b from R is sent to
y reducers, and each tuple with B = b from S is sent to x
reducers. Hence the communication cost is ry+ sx. We can
show that by minimizing ry+sx under the constraint xy = k
we achieve communication cost equal to 2
√
krs, which is
always less than what we found in Example 1, which was
r + ks.
1In this paper, we use the term reducer to denote the ap-
plication of the Reduce function to a key and its associated
list of values. It should not be confused with a Reduce task,
which typically executes the Reduce function on many keys
and their associated values.
1.2 Our Setting
We saw how to compute the 2-way join in Example 2 for the
tuples that have one HH (heavy hitter). For this join, we
took two sets of keys:
1. The set of keys as presented in Example 2, which send
tuples with HH to a number of reducers in order to
compute the join of tuples with HH.
2. The set of keys that send tuples without HH to a num-
ber of reducers in order to compute the join of tuples
without HH. This second set of keys is formed as in a
hash join.
It is convenient to see these two sets of keys as corresponding
to two joins which we call residual joins, and which actually
differ only on the subset of the data they are applied. One
applies the original join on the data with HH and the other
applies the original join on the data without HH.
In our setting, we assume a constraint that sets an upper
bound q on the size of the reducers. We use the Shares algo-
rithm to compute the shares for each attribute as a function
of the total number of reducers, k. After that we bound
the number of inputs that are sent to each reducer by q and
we compute how many reducers we must use for each resid-
ual join. As the communication cost is increasing with the
number of reducers, this is the best strategy compared to
distributing all tuples for all residual joins to all reducers.
In the rest of the paper we will focus on minimizing the
communication cost as a function of the number of reduc-
ers, which we will denote k through the paper. Since the
Shares algorithm distributes tuples evenly to the reducers
(the hash function we use sees to that), it is straightfor-
ward to enforce the constraint that puts an upper bound on
the size of each reducer, and thus compute the appropriate
number of reducers needed.
2. RELATED WORK
The only other work that investigates skew when comput-
ing multiway joins in MapReduce is [5, 7]. In [5], lower and
upper bounds are given on the communication cost for algo-
rithms that compute multiway joins in one round in share
nothing architectures (it includes MapReduce but certain re-
sults therein capture more general models as well). For the
upper bound, the Shares algorithm is shown to either meet
the lower bound (when there is no skew) or offer a good
upper bound in the presence of skew. In both cases, the pa-
rameters of the map function (i.e., the shares – see Section 3
for details) are computed by a linear program which gives
a solution to fractional edge packing of the hypergraph of
the join. The main similarity of the algorithm we present in
the present paper and the algorithm presented in [5] to han-
dle skewed data is that, in both algorithms, the join to be
computed is decomposed in a number of joins, called resid-
ual joins. Each residual join is defined by a combination
of heavy hitters and is applied on a different subset of the
data. The combination of heavy hitters and the definition
of a heavy hitter differ in the two papers, however. [7] is a
great paper which combines various known techniques (in-
cluding those in [5]) to investigate how various queries over
datasets (including Twitter and Freebase datasets) can be
efficiently computed.
In the rest of this section, we review work either on 2-way
joins with skew considerations or on multiway joins with-
out skew considerations. We also review work on the Shares
algorithm and recent developments on optimal serial algo-
rithms for computing multiway joins.
A theoretical basis for a family of techniques (including the
Shares algorithm) to cope with skew by relating them to ge-
ometry is described in [16]. In [4] it is proven that with high
probability the Shares algorithm2 distributes tuples evenly
on uniform databases (these are defined precisely in [4] to
be databases which resemble the case of random data). This
class of databases include databases where all relations have
the same size and there is no skew.
It was only a few years ago that an optimal serial algorithm
to compute multiway joins was discovered [15]. Previous se-
rial algorithms could be significantly suboptimal when there
was significant skew and/or there were many dangling tu-
ples (tuples that do not contribute to the result). In [14] a
new algorithm is described that is able to satisfy stronger
runtime guarantees than previous join algorithms for data
in indexed search trees.
Handling skew in MapReduce joins is considered also in the
following papers. In [13, 12], Skewtune is introduced as a
system to mitigate skewness in real applications on Hadoop.
In [10] and [21], multi-round MapReduce algorithms are con-
sidered with careful load balancing techniques. A Compari-
son of Join Algorithms for Log Processing in MapReduce is
provided in [6], where skew is also discussed.
In [9], the authors significantly improve cluster resource uti-
lization and runtime performance of Hive by developing a
highly optimized query planner and a highly efficient query
execution engine that handles skew as well. Work in [9]
is done to facilitate users (as was Hive’s original goal) to
pose SQL queries on distributed computation frameworks
by hiding from them the details of query execution. This is
different from the goal of our paper or the work in [5, 7].
Multiway join in MapReduce without skew consid-
erations Multiway join in MapReduce without skew con-
siderations is examined in [25], where a query optimization
scheme is presented for MapReduce computational environ-
ments. The query optimizer which is designed to generate
an efficient query plan is based on multiway join algorithms.
Another system implemented in MapReduce and based on
multiway joins is presented in [11].
There are a few papers on theta-join in MapReduce (some
addressing skew), including [17] and [26] which focus on
optimal distribution of data to the reducers for any theta
function. Efficient multi-round MapReduce algorithms for
acyclic multiway joins are also developed recently [2, 20]. In
[19], a comprehensive survey is provided for large scale data
processing mechanisms based on MapReduce.
3. SHARES ALGORITHM
The algorithm is based on a schema according to which we
distribute the data to a given number of k reducers. Each
2called HyperCube algorithm in this paper
reducer is defined by a vector, where each component of the
vector corresponds to an attribute. The algorithm uses a
number of independently chosen random hash functions hi
one for each attribute Xi. Each tuple is sent to a num-
ber of reducers depending on the value of hi for the spe-
cific attribute Xi in this tuple. If Xi is not present in
the tuple, then the tuple is sent to all reducers for all hi
values. For an example, suppose we have the 3-way join
R1(X1, X2) ./ R2(X2, X3) ./ R3(X3, X1). In this example
each reducer is defined by a vector (x, y, z). A tuple (a, b)
of R1 is sent to a number of reducers and specifically to re-
ducers (h1(a), h2(b), i) for all i. I.e., this tuple needs to be
replicated a number of times, and specifically in as many
reducers as is the number of buckets into which h3 hashes
the values of attribute X3.
When the hash function hi hashes the values of attribute
Xi to xi buckets, we say that the share of Xi is xi. The
communication cost is calculated to be, for each relation, the
size of the relation times the replication that is needed for
each tuple of this relation. This replication can be calculated
to be the product of the shares of all the attributes that do
not appear in the relation. In order to keep the number of
reducers equal to k, we need to calculate the shares so that
their product is equal to k.
Thus, in our example, the communication cost is r1x3 +
r2x1 + r3x2 and we must have x1x2x3 = k. (We denote the
size of a relation Ri by ri.) Using the Lagrangean method
([3]), we find the values that minimize the cost expression:
x1 = (kr1r3/r
2
2)
1
3 , x2 = (kr1r2/r
2
3)
1
3 and x3 = (kr2r3/r
2
1)
1
3 ,
and thus the minimum communication is 3(kr1r2r3)
1
3 . We
give a more detailed example of the Lagrangean method in
Section 3.1.
3.1 Dominance Relation
An attribute A is dominated by an attribute B in the join
if B appears in all relations where A appears. It is shown
in [3] that if an attribute is dominated, then it does not get
a share, or, in other words, its share is equal to 1. Now we
give an example to illustrate the original Shares algoritm
and the dominance relation.
Example 3. We repeat from [3] the example about a 3-way
join. So, let R(A,B), S(B,C) and T (C,D) be three binary
relations whose join we want to compute, and let r, s and t
be their sizes respectively. First we observe that attribute A
is dominated by B and D is dominated by C, hence we do
not include them in the communication cost expression since
each gets share equal to 1. Thus, the communication cost
expression that we want to minimize is ry+ s+ tx, where x
is the number of shares for attribute B and y is the number
of shares for attribute C.
We use the method of Lagrangean multipliers to solve and
find the x and y that minimize the cost expression ry+s+tx
under the constraint xy = k. We begin with the equation
ry+s+tx−λ(xy−k), take partial derivatives with respect to
the two variables x and y, and set the results equal to zero.
We thus get that: (1) r = λx, which implies ry = λxy = λk,
and (2) t = λy, which implies tx = λxy = λk.
If we multiply (1) and (2) we get rtxy = rtk = λ2k2, which
implies λ =
√
rt/k. From (1) we get x =
√
kr/t and from
(2) we get y =
√
kt/r. Thus the communication cost, which
is ry+ tx, is equal to
√
2krt when we substitute for x and y.
Hence, we proved that
√
2krt is the optimal communication
cost.
Now how do we hash values to the reducers? We were given k
reducers. A tuple t = (u, v) of relation S is sent only to one
reducer, the reducer (hB(u), hC(v)) where hB and hC are
the hash functions that partition the values of attribute B
into x buckets and the values of attribute C into y buckets
respectively. Now, a tuple t = (u, v) of relation R is sent
to y reducers, i.e., to all reducers with first component of
their vector equal to hB(v). Similarly a tuple t = (u, v) of
relation T is sent to x reducers, i.e., to all reducers with
second component of their vector equal to hC(u).
4. OVERVIEW OF SHARESSKEW ALGO-
RITHM
The Shares algorithm fixes the number of reducers and op-
timizes under this constraint. In this paper, we do not fix
the budget of reducers and try to apportion them among
what could be an exponential number of different joins as
in the Shares algorithm. Instead we fix the reducer size q
(i.e., the number of input allowed in each reducer) and find
how many reducers we should use for each residual join un-
der this constraint. Thus, q will determine the dimensions
of the k-dimensional rectangle of reducers that we use for
any special case involving HHs (make the dimensions big
enough that the tuples from each relation are distributed so
no reducer gets more than q tuples in total).
4.1 Partitioning Relations
So after identifying HHs for each attribute that is not domi-
nated, we partition each relation into a possibly exponential
(in the number of attributes) number of pieces, depending
on whether a tuple has no HH or which particular HH it
has in each of its nondominated attributes (thus we have
the types that are explained in detail in Section 5.1). Then,
we consider in turn each combination of choices for all those
nondominated attributes i.e., for each attribute we have a
type which is either a non-HH or a particular HH. Each
combination defines one residual join.
Consider the example R(A,B) ./ S(B,E,C) ./ T (C,D).
Suppose B has HHs b1 and b2, while C has HHs c1, c2, and
c3. Then there are 12 combinations, depending on whether
B is b1, b2, or something else, and on whether C is c1, c2,
c3, or something else. R is partitioned into three pieces,
depending on whether B is b1, b2, or something else. T is
partitioned into 4 pieces, and S is partitioned into 12 pieces,
one for each of the 12 cases mentioned above (see some more
details in Example 5).
So for each combination of choices, we will join the parts
of each relation that agree with that choice. How we do
this partitioning and how we distribute tuples to reducers
accordingly is described in detail Section 5.2.
4.2 Number of Reducers
For each combination of choices, solving by Lagrangean mul-
tipliers, we get optimal shares as a function of k, the total
number of reducers for this combination of choices. But we
want to pick k so no reducer gets more than q tuples. We
compute the number of tuples that are expected to wind up
at a reducer by dividing the communication cost (given as
a function of the number of reducers, k) by the number of
reducers k. This way, we get k for each combination and get
the shares for each attribute accordingly.
Once we do this for each combination of choices (i.e., residual
join), and we get the proper k as a function of q for each,
we can add those k’s for each residual join to get the total
number of reducers we need, as a function of q.
5. SHARESSKEW ALGORITHM
This section contains the detailed description of our algo-
rithm after we formally define residual joins. In the end of
the section we have two simple examples of running the al-
gorithm, while, in next section, we give a more elaborate
and complete example.
5.1 Definition of Residual Joins
For each attribute X we define a set LX of types:
1. If X has no heavy hitter values, then LX comprises of
only one type, T−, called the ordinary type.3
2. If X has p values that are heavy hitters, then LX com-
prises of 1 + p types: one type Tb for each heavy hitter,
b, of X, and one ordinary type T−.
• A combination of types, CT , is an element of the Carte-
sian product of the sets LXi , over all attributes Xi, i =
1, 2, . . ., and defines a residual join.
We say that a tuple of relation R is relevant to combination
CT if it satisfies the constraints of CT . Given a combination
of types CT , another combination C
′
T is a subsumed combi-
nation of CT if whenever CT and C
′
T disagree on a position
(say that corresponds to attribute B), then the type of B
in CT in ordinary, the type of B in C
′
T is non-ordinary and,
for each relation R, the share b of B is less than r/bh where
r is the relevant size of relation R and bh is the number of
tuples in R where the specific HH of B appears. We define
the set of combinations that are considered by the algorithm
to be the maximal set such that no combination in the set
is subsumed by another combination in the set. For lack of
space we do not include in the pseudocode how we find this
set.
E.g., for the query in Example 2, we consider two residual
joins, one for type combination CT = {A : T−, B : T−, C :
T−} (without HH) and one for type combination CT = {A :
T−, B : Tb, C : T−} (with HH). The other combinations are
subsumed.
Each CT defines a residual join which is the join computed
only on a subset of the data. Specifically, if an attribute X
has ordinary type in the current CT we exclude the tuples
3Ordinary type represents all other values of attribute X,
the ones that are not heavy hitters.
for which X = HH. If attribute X is of type Tb then we
exclude (from all relations) the tuples with value X 6= b.
5.2 Description of the SharesSkew Algorithm
We defined residual joins. Now we need to define how to
hash on k reducers the relevant tuples for each residual join.
As in the original Shares algorithm, we write the commu-
nication cost expression in terms of the shares variables for
the attributes and then we minimize this expression under
the constraint that the product of the shares is equal to
k. However, for each residual join we have a different cost
expression, as we will explain in stage 3 below.
The SharesSkew Algorithm consists of the following four
stages:
Stage 1 We form residual joins.
Stage 2 For each residual join, we form a set of keys by
computing shares that minimize the cost expression for
this residual join.
Stage 3 The cost expression for each residual join is the
generic cost expression of the original join where we
have omitted the share variables for attributes with HH
– in other words each such share is equal to 1. More-
over the size of each relation in the cost expression is
now equal to the number of tuples that satisfy the con-
straints of the specific residual join.
Stage 4 We distribute tuples according to the set KJ of
keys we constructed for each residual join J , specifically:
A tuple i is hashed according to the set of keys KJ if i
contains as values of HH attributes of J the value that
defines J .
Below, we present the pseudocode for the SharesSkew algo-
rithm. Stages 1-3 are implemented in PreMap and stage 4
in the main Map step.
Map Phase: PreMap Step
input : Relations schemas, HH[] : HeavyHitters , J :
Join
output: shares[]: Shares for the Combinations of HHs
1 cost← ConstructGenericJoinCostExpression();
2 foreach combination c of HHs do
3 foreach HH do
4 costc ← costc[HHshare = 1] ;
5 end
6 applyDominanceRule(costc) ;
7 shares[costc] ← solveLagrangean(costc) ;
8 end
The premap step is executed before the main Map step on
each mapper. In the input, HH[] is a list of sets, where each
set contains all of HHs of the i-th attribute. In line 1, the
generic cost expression is constructed from the Join query
and the relation schemas. Then for each possible combina-
tion of HHs, i.e. for each residual join, the share variable of
each HH in the cost expression is set equal to 1 (lines 3-5)
and, in turn, the dominance rule is applied to the residual
cost expression (line 6). Finally, we solve for the shares that
minimize that cost using the Lagrangean technique (line 7).
Map Phase: Map Step
input : t : tuple, HHs list, attribute shares for each
residual join, J : Join, joinkey
output: key-value pairs
1 for attribute Value v of t[i] in tuple t do
2 for Heavy Hitter hhj in i position of HHs list do
3 if v == hhj then Ct[i] = hhj
4 end
5 end
6 for all HH combinations C that C[i] == Ct[i] do
7 for attribute in joinkey do
8 if t[attribute] exists then
9 if joinkey[attribute] exists then
10 match[attribute] ← h ;
11 else
12 match[attribute] ← 1 ;
13 end
14 end
15 else if t[attribute] doesn’t exist then
16 if joinkey[attribute] exists then
17 match[attribute] ← r ;
18 end
19 end
20 end
21 for i in match[] do
22 if match[i] == h then
23 base key[i] ← hash(t[i]) ;
24 end
25 end
26 key list = recursiveKeys(base key, n:number of
attributes) ;
27 foreach key in key list do
28 emit(< key; value >) ;
29 end
30 end
Function: recursive keys(): Recursive Keys Construction
input : base key, n: number of attributes, share sizes
output: A list of keys
1 recursive keys(base key, n): ;
2 if n == −1 then
3 return key ;
4 end
5 if base key[n] == r then
6 for i← 0 to share do
7 key ← base key ;
8 key[n] = i ;
9 recursive keys(key, n− 1) ;
10 end
11 end
12 else
13 recursive keys(key, n− 1) ;
14 end
• In the main map step, we first identify which residual
joins are compatible with the input tuple in hand (lines
1-5). The joinkey is implied by the shares, i.e. if an
attribute has a share of 1 then it is not included in the
joinkey, otherwise it is.
• Then, for all residual joins (or HH combinations), we
mark with h the attributes that are both present in
the tuple and the joinkey (line 10) and we mark them
with 1 if they are not present in either the tuple or
the joinkey (line 12).
• Attributes that appear in the joinkey but not in the
current tuple are to be replicated across reducers, thus
marked with r (line 17).
• We then construct a base key by hashing the values
coming from attributes marked by h (lines 21-25). In
line 26, we recursively construct (using the function
recursive keys()) the set of keys which will determine
the distribution of the current tuple to the reducers
(lines 27-29).
• Thus, line 28 emits the set of key-value pairs for the
particular residual join of the loop that started in line
6; this is what we denoted as KJ in stage 4 above.
recursive keys() builds each key in the key-set in a
bottom-up fashion, by generating keys when it encoun-
ters attributes marked with r (i.e. replicate - lines 5-
10).
Observe that since the HH attributes do not get shares, the
following is true:
• Each tuple is hashed to reducers according to the val-
ues of the non-HH attributes in this tuple.
• If all attributes in the tuple are HHs then, this means
that, in the current residual join, there is only this tu-
ple that participates (i.e., is relevant) from its relation,
and it is hashed to all reducers.
5.3 SharesSkew Algorithm for 2-way Join
Essentially what we suggested in Example 2 can be sum-
marized as follows. We decompose the 2-way join into two
residual joins. They both compute the same query but on
different data:
1. The first residual join computes the join on all tuples
that do not contain the HH value. The Shares algo-
rithm for this join is trivial, we do not have replication
of the tuples; hence the communication cost is equal
to the sum of sizes of the two relations (counting only
the tuples without HH).
2. The second residual join computes the join on only the
tuples that contain the HH value of B.
Let us see how the SharesSkew algorithm applies to 2-way
join. We first assume that all three attributes of the join are
hashed according to their values. Then we write the generic
communication cost expression which is ryz + sxz. For the
second residual, we put the share variable for attribute B
(here this is z) equal to 1. Hence we need to minimize ry+sx
under the constraint that xy = k. This is what we did
intuitively in Example 2.
5.4 Example: Combining Heavy Hitters in Sha-
resSkew Algorithm
The two examples here explain what we do if an attribute
has more than one heavy hitter or when there are several
attributes with heavy hitters.
Example 4. Suppose in the 2-way join J = R(A,B) ./
S(B,C) we have two heavy hitters for attribute B (say b1
and b2). Then we have three residual joins: one without
HH, one with only the tuples with B = b1 and a third one
with only the tuples with B = b2.
Now an example when we have several attributes with pos-
sibly more than one HH each.
Example 5. We take as our running example the 3-way
join: J = R(A,B) ./ S(B,E,C) ./ T (C,D). Suppose
attribute B has two HHs, B = b1 and B = b2 and attribute
C has one HH, and C = c1. Now we have six residual joins:
1) no HH in all attributes, 2) C with HH but no HH in
attribute B, 3) B with HH B = b1 and no HH in C, 4) B
with HH B = b2 and no HH in C, 5) B with HH B = b1
and HH in C, 6) B with HH B = b2 and HH in C.
6. APPLYING THE SHARESSKEW ALGO-
RITHM ON AN EXAMPLE
In this section we include an elaborate and detailed example
for SharesSkew.
Example 6. We take again Example 5. We repeat here.
We want to compute the 3-way join: J = R(A,B) ./
S(B,E,C) ./ T (C,D). Suppose attribute B has two HHs,
B = b1 and B = b2 and attribute C has one HH, and C = c1.
Thus attribute B has three types, T−, Tb1 and Tb2 , attribute
C has two types, T− and Tc1 and the rest of the attributes
have a single type, T−. Thus we have 3×2 = 6 residual joins,
one for each combination. By r, s, t we denote the sizes of
the relations that are relevant in each residual join, i.e., the
number of tuples from each relation that contribute in the
particular residual join. We list the residual joins:
1. All attributes of type T−. Here r is the number of only
those tuples of relation R for which B 6= b1 and B 6= b2,
s is the number of only those tuples of relation S for
which B 6= b1 and B 6= b2 and C 6= c1, and t is the
number of those tuples in relation T for which C 6= c1.
2. All attributes of type T−, except B of type Tb1 . In this
case r is the number of only those tuples in relation R
for which B = b1, s is the number of only those tuples
in relation S for which B = b1 and C 6= c1, and t is the
number of those tuples in relation T for which C 6= c1.
3. All attributes of type T−, except B of type Tb2 . The
analysis almost same as the case above with the only
difference that we have a different HH for B, hence dif-
ferent sizes for relations R and S.
4. All attributes of type T−, except C of type Tc1 . The
treatment is similar as in (2) above for B.
5. All attributes a of type T−, except B of type Tb1 and C
of type Tc1 . In this case r is the number of only those
tuples of relation R for which B = b1, s is the number
of only those tuples of relation S for which B = b1 and
C = c1, and t is the number of those tuples in relation
T for which C = c1.
6. All attributes of type T−, except B of type Tb2 and C
of type Tc1 . The analysis is analogous to the case (5)
above.
Each residual join is treated by the Shares algorithm as a
separate join and a set of keys is defined that will be used to
hash each tuple as follows: A tuple t of relation Rj is sent
to reducers of combination CT only if the values of the tuple
satisfy the constraints of CT as concerns values of HH. We
give an example:
Example 7. We continue from Example 6. Each tuple is
sent to a number of reducers according to the keys created
for each residual join. E.g., a tuple t from relation R is sent
to reducers as follows:
1. If t has B = b1 then it is sent to reducers created in
items (2) and (5) in Example 6.
2. If t has B 6= b1 and B 6= b2 then it is sent to reducers
created in items (1) and (4) in Example 6.
3. If t has B = b2 then it is sent to reducers created in
items (3) and (6) in Example 6.
In Example 6 we showed how to construct the residual joins
and in Example 7 we showed how to distribute tuples. Now
we are going to show how to write the cost expression for
each residual join and compute the shares.
Example 8. We continue from Example 6 for the same
HH as there. Remember by a, b, c, d, e we denote the shares
for each attribute A,B,C,D,E respectively and by r, s, t
we denote the sizes of the relations that are relevant in each
residual join, i.e., the number of tuples from each relation
that contribute in the particular residual join. We always
start with the generic cost expression for the original join,
rcde + sad + tabe, and then simplify accordingly. We list
the cost expression for every residual join (and in the same
order as) in Example 6:
1. Here all attributes are ordinary, so we simplifly the re-
lation by observing that A is dominated by B and D
is dominated by C, hence a = 1 and d = 1 and the
expression is: rc+ s+ tb.
2. Here only B is a non-ordinary attribute, hence b = 1
and then, from the remaining attributes D and E are
dominated by C, hence d = 1and e = 1, and the ex-
pression is: rc+ sa+ ta
3. All attributes are of type T−, except attribute B which
is of type Tb2 . The analysis almost same as the case
above with the only difference that we have a different
HH for B, hence different sizes for relevant relations.
Thus, the expression is rc+sa+ ta, i.e., same as above,
only the sizes of the relations will be different.
4. All attributes are of type T−, except attribute C which
is of type Tc1 . Hence c = 1. From the rest of the
attributes, A and E are dominated by B. Thus, the
expression is rd+ sd+ tb.
5. Here we set both b = 1 and c = 1 and this gives us
rde+ sad+ tae.
6. The expression is rde + sad + tae, i.e., same as above,
only the sizes of the relations will be different.
7. EFFICIENCY OF SHARESSKEW
In this section, we will explain why the SharesSkew algo-
rithm is expected to work efficiently. In SharesSkew, we
designated arbitrarily no shares to the HH attributes (i.e.,
their share =1). In this section we will show that this can
be seen as an algorithm that runs on random data (instead
of data with HH), and thus it has the good properties of
the Shares algorithm. We first begin with 2-way join and
then we explain for any multiway join. In the end we give
a lower bound for the 2-way join which shows that, in this
case, SharesSkew is optimal.
7.1 2-way join
To see that the method we presented in Example 2 is actu-
ally based on the Shares algorithm (and to be able to extend
it for more than one HH), we think as follows: We replace
each tuple of relation R with a tuple where B has distinct
fresh values b1, b2, . . . and the same for the tuples of relation
S with B having values b′1, b
′
2, . . .. Now we can apply the
Shares algorithm to find the shares and distribute the tu-
ples to reducers normally. The only problem with this plan
is that the output will be empty because we have chosen the
bis and b
′
is to be all distinct. This problem however has an
easy solution, because, we can keep this replacement at the
conceptual level, in order to create a HH-free join and be
able to apply the Shares algorithm and compute the shares
optimally. When we transfer the tuples to the reducers, how-
ever, we transfer the original tuples and thus, we produce
the desired output. We formalize this thought for 2-way join
in the next paragraph ( Section 7 extends for any multiway
join).
First we introduce two auxiliary attributes BR and BS and
an auxiliary relation Raux(BR, BS).
4 Suppose we have the
join R(A,BR) ./ Raux(BR, BS) ./ S(BS , C) to compute on
three relations, where relation R(A,BR) contains all tuples
of relation R(A,B) with B being the HH but we have re-
placed the HH value with a fresh value, different for each
tuple (say set B1 consists of all these values). Similarly, for
each tuple of relation S(B,C) with B being the HH we have
replaced the HH value with a fresh value, different for each
tuple (say set B2 consists of all these values – B1 and B2
are disjoint). Also let relation Raux consist of the Carte-
sian product of B1 and B2. The 3-way join on this data is
computed in an almost isomorphic way as the 2-way on the
tuples with HH, i.e., same number of pairs of tuples from
R and S joining and same size of result. However, the 3-
way join is a join without skew, so we can use the original
Shares algorithm. Then the communication cost expression
is rcbs + rauxac+ sabr (where c, bs, a and br are the shares
4The auxiliary attributes and relation are only used in the
conceptual level, as we will discuss in more detail in Sec-
tion 7.
for attributes C,BS , A and BR respectively). Here the aux-
iliary relation is not actually transferred; hence we can drop
from the cost expression the middle term. Since we dropped
this term, it is as if we have a cost expression for the join
R(A,BR) ./ S(BS , C).
Now, considering the dominance relation in the joinR(A,BR) ./
S(BS , C), we have a choice: either to choose that A domi-
nates BR or BR dominates A. We choose the former, hence
br = 1. Similarly we take bs = 1. Hence the cost expression
now is rc+ sa. Thus we have arrived at the same algorithm
to compute 2-way join with skew as the one we developed
intuitively in Example 2 and with the same communication
cost. Of course the values without skew are brought together
with a different set of keys, since the shares have values 6= 1
in different attributes. However, if there are, say four HH
on attribute B, then we can compute all four as a single
multiway join as we will explain in Section 7.
7.2 Any Multiway Join
The structure we use in this section is conceptual of course.
In practice, we do not materialize any of the auxiliary rela-
tions or attributes.
The conceptual structure in the general case is as follows:
For each combination of types, CT , we define a HH-free
residual join (it is HH-free by construction):
1. If attribute X has non-ordinary type in CT then:
–We introduce a number of auxiliary attributes, one
auxiliary attribute for each relation Rj where attribute
X appears. We denote the auxiliary attribute for rela-
tion Rj by XRj .
–In the schema of each relation Rj where X appears,
we replace X with attribute XRj .
2. We form the residual join J ′ for CT by adding to original
join new relations as follows: one relation, RXaux, for
each attribute X which is not of ordinary type. The
schema of that relation consists of the attributes XRj
for each j such that X is an attribute of Rj .
Now we apply this modified join J ′ on the following database
D′ that is constructed from the given database D as fol-
lows:
1. For each HH (in the current residual join) in a tuple i
of relation S we do: Suppose value a is a heavy hitter,
then we replace a with a.i.S in tuple i. We denote the
set of all a.i.S’s by AS .
5
2. We form each auxiliary relation by populating it with
the cartesian product of sets AS , one set for each rela-
tion where a is a HH in the current residual join.
• Observation 1: Database D′ now has no heavy hitters.
Example 9. Thus if, in the database D, relation R is
{(1, 2), (3, 2), (4, 2)} and S is {(2, 5), (2, 6)} then, in the database
D′ we have (assuming B = 2 qualifies for HH):
R(A,BR) is {(1, 2.1.R), (3, 2.3.R), (4, 2.4.R)}.
5Of course, we do not include any more tuples in S.
S(BS , C) is {(2.5.S, 5), (2.6.S, 6)}.
(I.e., we conveniently identify the tuple of R with the value
of its first argument and the tuple of S with the value of its
second argument.)
The auxiliary relation Raux(BR, BS) is :
{(2.1.R, 2.5.S), (2.3.R, 2.5.S), (2.4.R, 2.5.S),
(2.1.R, 2.6.S), (2.3.R, 2.6.S), (2.4.R, 2.6.S)}
• Observation 2: There is a tuple i = (a1, a2, . . . , d1, d2, . . .)
in relation S in D with d1, d2, . . . being the HH iff there
is a corresponding tuple i = (a1, a2, . . . , d1.i.S, d2.i.S, . . .)
in D′. Hence, in the presence of the auixialiry relations
too, a number of tuples form join J in D iff the corre-
sponding tuples form join J in D′.
Simplifying the Cost Expression Finally, in this subsec-
tion, we show that the cost expression for each residual join
for the SharesSkew algorithm is indeed the one that com-
putes the number of tuples transferred from the mappers to
the reducers according to the schema that distributes the
tuples. Hence by minimizing this expression we find the
optimal solution as regards communication cost.
First we observe that the property of the dominance relation
allows us to write the cost expression for each residual join
in a simple manner. We use the theorem:
Theorem 1. The share of each auxiliary attribute is equal
to 1 in the optimum solution.
Thus we established that:
• Each tuple is hashed to reducers according to the values
of the non-HH attributes in this tuple.
7.3 Lower Bound for 2-way Join
Here we prove that the solution in Example 2 is optimal
because it meets the lower bound that we compute in this
section.
Suppose rq and rs is the number of tuples in each reducer
from relations R and S respectively. Suppose rq = ξsq. Let
communication cost be denoted by c. Then c = k(rq +sq) =
ksq(1 + ξ). The total output is rs and the output from all
reducers is krqsq = kξs
2
q. Thus we have the inequality:
rs ≤ kξs2q
Hence
√
rs/(kξ) ≤ sq Thus from the first equation above
about the cost we have:
c ≥ k(1 + ξ)√rs/(kξ) or c ≥ (1 + ξ)√krs/ξ
But for all ξ we have (1 + ξ)/
√
ξ > 2 Hence
c ≥ 2
√
krs
8. CHAIN JOINS AND SYMMETRIC JOINS
In this section we provide closed forms for attribute shares
and communication cost for chain joins for the SharesSkew
algorithm. Then we argue that there are classes of multi-
way joins (the symmetric joins) where Shares behaves well
enough on heavy skew. We give closed forms for computing
shares and communication cost for symmetric joins.
There is already formal (probabilistic) evidence [4] that the
Shares algorithm behaves almost optimally for certain joins
even in the presence of skew. It is natural, therefore, to
try to identify multiway joins for which Shares itself can
handle skew. We provide such a family of joins here, the
symmetric joins. Moreover, we compare the performance
of Shares algorithm on chain joins as well to illustrate the
reason of the difference. For chain joins, the communication
cost of the Shares algorithm is high and it increases with the
number of relations added to the join. For symmetric joins,
however, the communication cost of the Shares algorithm
decreases with the number of relations in the join. More-
over, for symmetric joins, SharesSkew does not significantly
improve performance compared to Shares – since Shares al-
ready achieves close to optimal communication cost as we
will show here.
8.1 Chain Joins: all relations equal size
We begin with chain joins which are joins of the form:
R1(A0, A1) ./ R2(A1, A2) ./ . . . ./ Rn(An−1, An)
When some attributes are HH in a specific residual join, then
the cost expression as analyzed in [3] changes because (as we
already explained) the HH attributes take share equal to 1.
However, we make an observation here that leads to a trick
that allows us to get closed forms for the shares even for this
different cost expression.
So, here we make the observation that each attribute in the
chain that is a HH may be seen as dividing the chain in two
parts (if there is only one HH) because in the cost expression
the shares of the HH is equal to 1, so the expression can be
viewed as the sum of two expressions each for one subchain.
We can, thus, use the formula from [3] that gives the shares
that maximize each subexpression, given that it uses ki, i =
1, 2 reducers. Now we need to minimize taking into account
that k1k2 = k.
In the general case, where we assume we have m subchains
(because we have m − 1 HH) the constraint is Πm1 ki = k.
Each subexpression has communication cost (derived from
[3]):
rnik
(ni−2)/ni
i
where r is the size of each relation and ni is the number of
relations in the i-th (sub)join. We want to minimize the:∑
rnik
(ni−2)/ni
i
By taking the Lagrangean, we find that
(n1 − 2)k(n1−2)/n11 = (ni − 2)k(ni−2)/nii
Hence,
ki = (
n1 − 2
ni − 2 )
ni/(ni−2)kni(n1−2)/n1(ni−2)1
Hence, by multiplying all, and since k1k2 . . . km = k, we can
get the k1 and from it all the ki’s.
Finally, the shares for each attribute that belongs in the
subchain i and is not in odd position within the subchain is
k
1/ni
i otherwise it is =1 (as we mentioned, these calculated
in [3]).
These calculations hold when all subchains have even length.
For odd length, the case is similar but a little more tedious.
8.2 Chain Joins: Arbitrary relation sizes
First we compute the optimal communication cost for chain
joins without HH (it is not included in [3]). In this case,
the cost expression from [3] is shown to be a sum of terms
where each term τi is: τ1 = r1k/a1, τn = rnk/an−1 and τi =
rik/ai−1ai, where ai is the share for attribute Ai. Solving
the Lagrangean obtains that all odd terms are equal to each
other and the same for all even terms. In particular, the
equalities for the even-n case have the form
r1
a1
= r3
a2a3
= r5
a4a5
= · · · = rn−1
an−2an−1
r2
a1a2
= r4
a3a4
= · · · = rn−2
an−3an−2 =
rn
an−1
Thus, setting τi = rik/ai−1ai = λ1 for odd terms and τi =
rik/ai−1ai = λ2 for even terms, and multiplying all odd
terms to get get λ
n/2
1 and all even terms to get λ
n/2
2 we
observe that: the denominator of the left hand side (after
this multiplication) is the product of all ai’s, hence it is equal
to k. Thus we get that
λ1 = k
1−2/n(r1r3r5 . . .)
2/n
λ2 = k
1−2/n(r2r4r6 . . .)
2/n
Thus the communication cost is:
cost = n/2(λ1 + λ2) =
n/2× k(n−2)/n((r1r3r5 . . .)2/n + (r2r4r6 . . .)2/n)
Now, for finding the optimal shares for chains with HH,
exactly the same calculations as in Subsection 8.2 apply;
i.e., instead of multiplying the k(ni−2)/ni by ni in the cost
expression of each subjoin i we multiply it by
n/2× ((r1r3r5 . . .)2/n + (r2r4r6 . . .)2/n)
8.3 Symmetric Joins
We define symmetric joins to be the joins whose associated
hypergraph has adjacency matrix which a) is r-diagonal in
the sense that in the i-th row contains 1 in i through i + d
(for a given d for this join) entry and 0 otherwise, where i+d
is mod-m where m is the length of a row and b) contains
m+ d rows where m is the number of columns.
Thus properties of symmetric joins include:
• All relations have the same arity.
• Each attribute appears in exactly d relations.
• Each subset of attributes of size d appears in exactly
one relation.
Our goal is to give a closed-form expression for communica-
tion cost for symmetric joins.
We shall first analyze the case where all relations are of
equal size. That case involves considerably simpler algebraic
expressions, yet serves to introduce the calculations used
in the general case, without obscuring the idea behind the
algebra.
With techniques very similar to chain joins as in [3] it is easy
to get the Lagrangean equations for this case:
τd+1 + τd+2 + · · ·+ τn = λk
τ1 + τd+2 + · · ·+ τn = λk
τ1 + τ2 + τd+3 + · · ·+ τn = λk
τ1 + τ2 + τ3 + τd+4 + · · ·+ τn = λk
. . .
These equations imply the following d groups of equalities:
τ1 = τd+1 = τ2d+1 = · · ·
τ2 = τd+2 = τ2d+2 = · · ·
τ3 = τd+3 = τ2d+3 = · · ·
. . .
τd = τ2d = τ3d = · · ·
We shall henceforth look only for values of the share vari-
ables (and give closed form solution to the communication
cost) that satisfy the d groups of equalities. After we do the
math we get the theorem:
Theorem 2. For each join in the class of symmetric joins
with n relations and d attributes in each relation, the Shares
algorithm has communication cost equal to
ndk
1− d
n
∑
all S
(
Πi∈Sri
)1/nd
where nd is the smallest integer such that n divides dnd, and
each S is the subset of relations {Rj , Rj+d, Rj+2d, . . . , Rj+dnd},
j = 1, 2, . . ..
After the analysis in this section, we make a very important
observation: There is a large class of symmetric joins with
very low communication cost without having to take into
account HH. Just observe the communication cost which is
proportional to k1−
d
n . In this case if d is close to n then
this cost is almost optimal, e.g., for d = n − 3 this cost
is proportional to k
3
n . In contrast, chain joins have high
communication cost since it is proportional to k
n−2
n .
Finally, it remains to explain how to find the share for each
attribute. We observe that τi/τi+1 is equal to ai−1/aa+d−1.
Since we have calculated the τ ’s, we can derive, thus, a sim-
ple linear system of equations which we can solve to find the
a’s.
8.4 Multi Rounds of MapReduce
After the above analysis, it does not come as a surprise that
two rounds (or more) of MapReduce can have significantly
lower communication cost than one round. Imagine the fol-
lowing scenario: There are two parts in the join (loosely
joined with one another): a) a part with HH and symmetric
which falls in the subclass of previous section with resiliency
to skew and b) a part such as a chain join without HH. Now,
the communication cost of the chain join is high compared
to the some of the costs we showed in previous section. If
we use one round, then we will have to distribute for each
residual join the same tuples that are input to the schema of
the first part of our join. However, if we join the two parts
separately we will have the following benefits: a) the first
part will run with low communication cost, b) the final join
of the outputs of the two parts can be done with minimum
communication, thus c) the important overhead to the com-
munication cost will come only from the second part of the
join (the chain subjoin), which we could not avoid it anyway.
9. EXPERIMENTS
In this Section we provide two sets of experiments to show-
case the advantages of using SharesSkew algorithm as com-
pared to Shares algorithm in the presence of skew in the
data.
9.1 2-way join
For this comparison we consider the 2-way join R(A,B) ./
S(B,C). The numbers of tuples populating R and S are 106
and 105, accordingly, and they contain a single HH which
appears in 10% of the tuples. Each tuple’s size varies from
a few bytes to 5KBytes.
This experiments bundle was set up as follows. We used an
Amazon Web Services EC2 cluster consisted of 16 c3.2xlarge
instances running Ubuntu Linux 14.04 LTS. Each instance
had 8 vCPUs with 15GB of memory and 80GB of SSD storage
each, amounting to a total of 64 vCPUs.
In Figure 1(a), we show the shuffle time for the naive al-
gorithm (as in Example 1) and the SharesSkew algorithm
(as in Example 2). In Figure 1(b) we show the total time
of these algorithms and we have included the shuffle time
again to compare what the percentage of shuffle vs. total
time is. As expected from our analysis, the shuffle time
of the naive algorithm is considerably larger than the Sha-
resSkew algorithm. Moreover, the shuffle time is a large
enough percentage of the total time which will affect perfor-
mance especially if the size of the data is of the order of TB
or larger and we have use a number of reducers in the or-
der of thousands. Finally, we have included Figure 2 which
shows the number of tuples transferred from the mappers to
the reducers. This is proportional to the shuffle time, but we
use it here to compare with our theoretical finding, which
says that the number of tuples transferred for SharesSkew
is proportional to the square root of the number of reducers
– this is the dotted line that we have drawn there to show
that it is followed in the experiments too.
9.2 3-way join
In this second part, we consider the 3-way join R(A,B) ./
S(B,E,C) ./ T (C,D). Each relation in the join has 105
tuples, and, in this case, attribute B has two HH values, b1
and b2, and attribute C has one, C = c1, as in example 5.
These HHs accounted for 10% of the total input.
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For this experiment we used a Hadoop 2.6.0 cluster, con-
sisting of 312 vCores with a a total of 2.2TB RAM spread
across 40 nodes.
In Figure 2, we show the reduce times for the SharesSkew
algorithm in the presence of skew compared to the Shares
reduce time for input without skew. We also show the shuffle
time for the SharesSkew algorithm. The shuffle time for
SharesSkew is considerably larger than the shuffle time of
Shares (which is so small that is out of scale) because Shares
sends the HH tuples to the same reducer. Observe that
this is not the case with the naive algorithm in Section 9.1
which distributes HH tuples to reducers but does not do so
optimally, whereas SharesSkew distributes them (in order
to actually create a Cartesian product). On the other hand,
the reduce time of Shares on skewed data is very large and
out of scale here. We also run Shares on data without skew
to demonstrate that SharesSkew achieves performance on
skewed data close to the performance that Shares achieves
on non-skewed data.
9.3 Discussion
As shown by the theoretical analysis and verified by the ex-
periments, the SharesSkew algorithm retains the good prop-
erties of Shares algorithm on skewed data, i.e.:
• It distributes the tuples evenly to the reducers. Hence
its performance scales with the number of reducers.
• Its performance does not depend on how much skew
we have in the data. E.g., in Section 9.1, we have 100
percent skew (we only include tuples with one HH).
• It is particularly useful when we have large tuples (e.g.,
that may contain images) where the shuffle time in-
creases considerably. In our experiments the tuples
were not very large.
10. CONCLUSIONS
We presented a MapReduce algorithm (SharesSkew) for mul-
tiway joins. The algorithm minimizes communication cost
and is tested with experiments which testify that the wall-
clock time is significantly affected by the communication
cost. In our experiments, we also compared the performance
of SharesSkew to the performance of Shares algorithm to
show that SharesSkew has the good properties of Shares.
We also investigated the performance of SharesSkew algo-
rithm in more detail as concerns how it performs in special
classes of multiway joins. We have shown that a) there ex-
ist multiway joins that Shares does almost as well as Sha-
resSkew does even in the presence of skew and b) there exists
a class of multiway joins where, Shares has very high com-
munication cost even for random data. This leads to open
problems that should consider multi-rounds of MapReduce
for certain classes of joins.
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