Purpose of review-An exciting advance in the field of neuroimaging is the acquisition and processing of very large data sets (so called 'big data'), permitting large-scale inferences that foster a greater understanding of brain function in health and disease. Yet what we are clearly lacking are quantitative integrative tools to translate this understanding to the individual level to lay the basis for personalized medicine.
INTRODUCTION
Clinical observations of patients with brain disease reveal a highly variable relationship between the nature of the lesion and the consequent functional deficit [1,2]. There currently exists no coherent framework for linking brain injury to functional deficit that sufficiently explains the observed variation or predicts recovery. We do know, however, that focal damage to the brain results in disruption of a distributed network of connections initiated in the damaged region(s), suggesting that some of the variations noted above may be understood as a network response [3] [4] [5] .
Network analyses are thus useful in studying the widespread effect of brain injury. However, such methods have not yet achieved a personalized data-driven approach to treatment (i.e. precision medicine [6] , wherein individual patient data, encompassing the gamut from genomics to demographics, are modeled and used for treatment decisions on a case-by-case basis). Because of this multidimensionality, using these data for personalized treatments will depend first on building computational models that integrate information from the clinic and from basic research to develop a mechanistic understanding of the disease process [6, 7] . In other words, an essential characteristic of these models is that they need to encompass multiple scales of biological organization, from the molecular and cellular to the tissue, organ, and entire organism levels [7,8▪] . This type of multiscale approach can be especially challenging in clinical neurology as the variability among patients is high [9] [10] [11] .
The current trajectory toward personalized medicine in neurology has been enabled by two components: the collection of 'big data' (data sets with large amounts of multimodal imaging data in a high number of patients [12] ), and neurocomputational analyses able to process and interpret such large data sets. Although there has been a recent push to collect large data sets, as evidenced by such initiatives as the Human Connectome Project [13] , CONNECT [14] , Brain Connectome [15] , the NIH Pediatric Database, and the Alzheimer's Disease Neuroimaging Initiative, it is far less clear how to make useful diagnostic and therapeutic inferences from them.
NEUROCOMPUTATIONAL MODELING LINKS BRAIN NETWORK FUNCTION TO BEHAVIOR
Although big data provide the necessary empirical foundation to build a more complete picture of individual patients, interpreting such large volumes of data requires the use of extensive neuroinformatics processes involving connectionist methods linked to brain function and ultimately to behavior [16, 17] . The current theoretical framework behind such processes is that a greater understanding of individual variability in brain disease can be achieved by integrating brain anatomy with function in a distributed network context [18, 19] . This integration has proven difficult as it is not clear how static anatomical connections can generate fluctuating brain physiology and behavior [20] . That is, there is not a one-to-one relationship between structure and function. This discrepancy has been addressed with formal computational approaches applied at different scales of inquiry [21, 22] , from those with a focus on single neuron behavior (e.g. Hodgkin-and-HuxleyModel) to macroscopic models reflecting distributed networks [23▪▪] . Interestingly, many large-scale models include a large number of neurons (e.g. model of spiking activity of cortical columns; Human Brain Project [24] ) rather than a large number of brain areas. However, in neurology and psychiatry, whole brain models suggest that some of the observed variability in clinical phenotype can be associated to network disruption [25,26▪▪] . Although highly informative, these modeling approaches have limited predictive value at the individual patient level as they lack a biological interpretation [27] .
More recently, the development of multiscale brain network models is leading to a novel and increasingly popular approach [28-30,31▪] that produces biologically relevant interpretations. This new generation of brain models are high-dimensional systems that define the links between macroscale and microscale architectures in the brain as they include significant numbers of structural and biophysical parameters governing brain dynamics [32▪] . Crucially, these computational models operate via simulation of brain activity as a means to understand its properties [33] . In summary, the formal and mathematical link between different observational levels requires numerical simulations resulting from the integration of local and global dynamics [34] .
The Virtual Brain (TVB) falls into this category as a novel neuroinformatics platform that simulates individualized brain activity using empirical structural data [35, 36] . Specifically, TVB creates virtual representations of an individual's brain by generating person-specific functional data based on his/her empirically determined anatomical connectivity. The simulated functional data results from integrating global (between regions) and local (within regions) brain dynamics. The TVB platform offers a variety of local models containing biophysical parameters that produce different empirical brain states [37] and can be applied to different conditions. The biophysical parameters at the local level describe the properties and dynamics of small populations of neurons, and at the global level, they represent mechanisms governing dynamics between brain regions. The overall simulation integrates these two levels to express dynamics from the macroscopic to the microscopic levels. Thus, modeling in TVB involves a multiscale approach to brain dynamics allowing for the inference of internal states and processes.
THE VIRTUAL BRAIN CAPTURES BIOLOGICALLY REALISTIC LARGE-SCALE BRAIN DYNAMICS
Large-scale dynamic network models including TVB have three critical components: anatomical connectivity, neural mass models, and in brain disease, lesions. First, TVB uses T1w-MRI data to create a custom brain surface, and uses diffusion-weighted MRI data to infer the anatomical connections among brain areas. Current procedures to reconstruct connectivity from DTI data reliably extract structural network connectivity with high anatomical precision, and efforts are on the way to developing more advanced methods reproducible at the subject level [38] . Thus, there is hope that patient-specific connectomes may soon enter into routine clinical use. Second, neural mass models describing the network nodes (brain regions) are used to determine the dynamic nature of the interactions and it is in this dynamical sense that they are biologically realistic. Because TVB's neuroinformatics architecture incorporates a library of models, which catalogues biophysical parameters not measurable by brain imaging devices, TVB behaves as a computational microscope. Finally, acquisition of functional data, whether from MRI (rsfMRI) or electroencephalography (EEG), permits testing the accuracy of the simulated signals generated by the model.
THE VIRTUAL BRAIN-DERIVED MODELS ARE SENSITIVE TO DISRUPTION OF BRAIN DYNAMICS ASSOCIATED WITH DISEASE
The software platform for TVB has already been established and applied to normative data [39] for learning and plasticity [40] and we have begun assessments in epilepsy and stroke as described later.
Epilepsy
Objective-Despite the heavy sequelae from medically refractory epilepsy, there is a potentially curative procedure -surgical resection of the epileptogenic zone -that depends on the accurate identification of epileptogenic zone and its separation from the propagation zone comprised by areas recruited during seizure evolution. A comprehensive presur-gical evaluation is necessary to pinpoint the epileptogenic zone along with the identification of the risks of postoperative neurologic morbidity. Based on structural anomalies as identified by MRI and the assessment of functional data such as EEG, estimation of TVB parameters (epileptogenicity, anomalies) are set in the network model to predict the propagation pattern of seizures in order to explore brain intervention strategies [41] .
TVB modeling (Fig. 1) -We used the Epileptor, which is a neural mass model derived from mathematical reasoning in which five state variables provide a complete taxonomy of epileptic seizures including onset, offset, and features of seizure evolution. The network model is composed of two neuronal populations, characterized by fast excitatory bursting neurons and regular spiking inhibitory neurons, embedded in a common extracellular environment represented by a slow variable. By systematically analyzing the parameter landscape via the simulation, it is possible to reproduce typical sequences of neural activity observed during status epilepticus [41, 42] .
Our results suggest a temporal shift of typical spike waves with fast discharges as synaptic strengths are varied. In particular, gap junction coupling plays the dominant role in synchronizing both neuronal types, whereas the slow variable aids in organizing the seizure progression. The model also confirms that large amplitude spike-wave components of interictal and ictal spikes arises from synchronized discharges of inhibitory interneurons (Fig. 2) .
Our approach does not rule out other physiological organizations giving rise to the same dynamics. They nevertheless can give insight about experimental paradigms via simulations and analyses bridging the gap between neuronal spiking, network and abstract seizure evolution across large temporal scales. 
Stroke
Objective-Although there are multiple therapeutic approaches to foster recovery after stroke [43] , there is no cure. In our previous work using TVB modeling in stroke patients [44] , we found consistent parameter changes associated with poor long-term motor recovery. These included local hyper-excitability, lower conduction velocities in cortico-cortical connectivity, and an imbalance between local and global dynamics. Here we hypothesize that the normalization of parameter values to those found in healthy controls will result in the reestablishment of healthier brain dynamics even in the presence of a damaged brain. That is, we are proposing a virtual therapy using TVB to determine the potential therapeutic value of restoring the affected biophysical parameters.
TVB modeling (Fig. 3) -In stroke, local dynamics are modeled via the Stefanescu Jirsa 3D model, a neural mass model based on the Hindmarsh-Rose model [45] , developed at the single neuronal level but expanded to populations of neurons with different membrane excitability [46] . Hence, the model's parameters determine interactions between neuronal groups including coupling between excitatory and inhibitory populations. This model was chosen because it enables the characterization of the association between neural mass responses and rsfMRI [47, 48] , and because it does not rely heavily on synaptic delays, making it particularly suitable for simulating fMRI signals, which have notoriously poor temporal resolution [49] .
In contrast to epilepsy, a focal lesion in stroke is easily identified and can be considered in the modeling process through its direct physical effect on the anatomical connectome. Because of this dependency, our modeling approach started by determining the impact of the damage on the structural connectivity in regions affected by the stroke. We performed a regression analysis, with percentage of damage in brain regions as the independent variable and the number of tracts associated with each of them as the dependent variable. This latter variable is referred to as 'degree centrality' in graph theoretic analysis [18] . Here we provide two examples from damage to the precentral gyrus and putamen, common sites of injury in our patients with upper limb impairments. In both regions there was a linear relationship between percentage of damage and degree centrality, where more damage results in fewer detectable tracts (precentral gyrus: t = -4.35; P = 0.01; putamen: t = -6.6; P = 0.003). This linear relationship had more variability in the precentral gyrus where half of the cases had a disproportionate loss of tracts in the presence of limited damage to the region. Because these patients had large cortical strokes (i.e. heavily affecting adjacent regions), this apparent discrepancy may reflect transneuronal degeneration [50, 51] .
The Virtual Therapy (TVT)-To test the effects of restored parameter values on brain dynamics, the following steps were performed:
1.
Baseline (C bl ) identification: C bl was defined as the Pearson's correlation between the average empirical functional connectivity matrix from controls and the individual simulated functional matrices of each patient.
2.
Virtual therapy: Parameters that changed after stroke [44] were adjusted for each patient to match the average control value (global coupling, conduction velocity, coupling between inhibitory and excitatory populations).
3.
Resimulation: Brain signals (rsfMRI) were resimulated with the modified parameter values and the consequent functional connectivity matrices were generated.
4.
Correlation post-virtual therapy (C vt ): C vt was defined as the Pearson's correlation between the average empirical functional connectome from controls with the individual functional connectomes derived post-virtual therapy.
5.
Therapeutic effect (TE) of TVT: TE was calculated by subtracting the baseline correlation from that obtained after TVT (TE = C vt − C bl ). We then calculated the percentage final gain (G) from baseline using the following algorithm:
After normalizing the parameters to control levels (Fig. 4) , 17 of 20 patients showed an increased gain as dynamics got closer to those in healthy controls. The percentage gain ranged from 5 to 85.7% and the parameters that produced the largest improvement in brain dynamics included global coupling and local excitatory on inhibitory coupling. In other words, the change in these parameters produced normalization of the balance between global and local dynamics and excessive excitation. Notably, these two parameters were those that correlated with long-term motor recovery in our previous work [44] .
From the three patients that showed no change in correlation with healthy controls postvirtual therapy, two had baseline global coupling values equal to the control averages, thus it was not manipulated for TVT. The third individual had a large, widespread lesion including both cortical and subcortical regions.
Although the global coupling parameter has a sizable effect on brain dynamics after TVT, its biological significance warrants exploration. Our previous work using graph analysis [52] has shown that it is negatively correlated with global efficiency, or a network's capacity for communication [18] . Because this still does not provide a clear biological interpretation, our current efforts are focusing on possible biophysical factors to provide better grounding to this parameter. Current proposals are that it is associated with an overall change in connection strengths [53] , and/or with the regulation of local feedback inhibition [54] .
GENERAL SUMMARY
TVB provides a number of unique features for contributing to the development of precision neurology, as illustrated here. First, using TVB, complex brain dynamics are generated by a data-constrained mechanistic model utilizing physiological parameters (multiscale integration). Specific model parameters may then be identified to specific disease states (e.g. epilepsy, stroke), with the TVB model thus acting as a compact generator of dynamics-based biomarkers. In epilepsy, the structural network alteration is not obvious (location of the epileptogenic zone), but the functional network dynamics are accessible; in stroke, the structural network alteration is evident, but its functional consequences are not. For both cases, TVB offers a good framework due to the network context where both diseases may be framed. The modeling of network dynamics may provide novel biomarkers that otherwise would not be accessible.
Second, because these models are individualized, TVB can be used to test the validity and utility of candidate biomarkers by modeling brain dynamics in response to interventions that target specific parameters correlated with disease. Therefore, an important clinical application of TVB is that the model of an individual patient's brain can act as an indicator of pathogenic processes and responses to therapeutic intervention [55] . The integration of this modeling to new technological advances in biomedical imaging can yield unprecedented information on brain structure and function, providing a promising application of data that are currently severely under-utilized for clinical decision support.
CONCLUSION
We therefore believe the results presented here hold promise for providing the basis for a more deliberate integration of computational neuroscience into clinical approaches for diagnosis and treatment of brain disorders. The potential for secondary prevention is obvious, where computational models based on a patient's own data can help constrain diagnoses and the choices of individualized therapeutic interventions. There is, however, an even more exciting potential application in primary, and perhaps tertiary prevention, whereby the combination of informatics approaches on big data and computational models of early detection can help an individual monitor his or her own brain health and introduce effective mitigation strategies in the case of elevated risk of disease.
KEY POINTS
• The Virtual Brain (TVB) is a novel multiscale neuroinformatics modeling platform linking brain dynamics to biophysical parameters.
• TVB modeling is individualized as it is based on individualized anatomical connectomes.
• The virtual epileptic patient model can assist in surgical planning for intractable epilepsy.
• The virtual stroke patient model can be used to test individualized therapies.
• TVB modeling can be applied to any disease state, providing avenues for individualized interventions of various neurologic diseases. healthy controls. Changing the parameter values in the stroke patients to mimic those in controls resulted in healthier brain dynamics even when the damage did not change.
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