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ABSTRACT 
This project touches on the subject of neural network as a decision support tool in 
making investment decisions in the stock market. Neural network is an intelligent 
system that possesses cognitive power by stimulating the human decision process. As 
an emerging computer methodology which is reported to be superior to the traditional 
approaches, neural network is now beginning to be successful and receive increasing 
attention in the business world in general and the investment field in particular. While 
the traditional approaches have limits in their ability to predict price movements, 
development in neural network technology in the application area of securities 
investment have shown considerable improvements. The use of neural network to 
detect the mysteries of price movements in the stock market therefore attracts a strong 
interest of many researchers. 
Factors affecting the volatility on a Hong Kong stock are examined. HSBC Holdings 
PLC ("HSBC Holdings") that is regarded as the most representative stock in the Hong 
Kong stock market is selected as the stock for study. The result indicates that the 
behaviour of the market index has conceivably major effect on the volatility of the 
stock price. All other factors under scrutiny had little impact on price volatility except 
for the relative strength index of the stock. 
A major finding in undertaking the project is the lack of explicit rules resulting from a 
neural network application. It is found that neural network possesses the learning 
iii. 
capability to generalise from past data and result to formulate a solution model that 
can be employed as a decision tool. However, the system behaves more or less- as a 
black box without indicating how a certain result is derived. 
The project is exploratory in nature through literature review. The first part 
concentrates on the academic background to develop an understanding and knowledge 
of the subject such as the constitution of a neural network and its distinctive 
algorithm. To put theory into practice, a model is built using the software 
NeuralWorks Explorer to study stock price volatility. Publication from practitioners 
have been reviewed to explore how such technology can best be customised and put 
into effective application in the subject matter. 
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The development in neural networks, a system that is modelled on the human brain, 
has arouse the most excitement and heated discussion. The objective of this study 
focus on the application of neural computing on reviewing the volatility of a Hong 
Kong stock. The Hong Kong stock market is still regarded as a respectable emerging 
market rather than qualified as a mature market like New York, London and Tokyo. 
The Hong Kong stock market is criticised as being far less sophisticated than its 
counterparts and Is plagued by excessive fluctuations. Behaviour of the Hong Kong 
stock market is often described as random and irrational. The market disruption 
encountered by the Hong Kong stock market during the recent financial turmoil was a 
common symptom found also in many other emerging markets in Asia as well as the 
Latin America. Similar to other emerging market, the liquidity and volatility in Hong 
Kong become the major factors that quench foreign investors' interest in the market, 
perhaps with the exception of the most actively traded stocks such as the leading 
members of the Hang Seng Index (HSI) constituent stocks including HSBC Holdings, 
the subject of this study. 
A good deal of research had been done in the past on price volatility of securities in 
1 3 . 
foreign markets. Following principally the framework in the work of Gately，this 
project attempted to identify the cause of, which could possible lead to control on the 
risk of, fluctuation in the price of a local stock. By identifying the influence of each 
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factor in shaping the volatility of the stock, due emphasis might be placed on the most 
relevant determinants. Various factors were selected for study in line with the work 
done by Lintner . 
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SECTION II 
INTRODUCTION 
The principal investment risk 
Volatility of a stock, the subject of this project study, refers to the fluctuation in price 
level. In evaluating the performance of a trading strategy in securities, two major 
criteria are considered, namely profitability (return) and consistency (risk). 
Profitability refers to the return generated from the investing activities which can be 
measured in a number of ways, for example : 
- average rate of profit or loss per profitable and unprofitable trade 
- total rate of return over a period 
- if transaction cost is a major consideration, total number of trades over a 
period to account for commission, tax and other expenses 
and many other similar methods. 
On the other hand, consistency criteria comprises the 
- standard deviation of the rate of profit or loss per profitable and unprofitable 
trade 
- the Sharpe ratio, the average rate of return divided by the standard deviation 
and others. 
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As mentioned in the first paragraph, risk relates to the degree of consistency in 
investment return. Standard deviation on the price level, which measures the 
fluctuation in price and therefore return on investment, is the universal way to assess 
the riskiness of an investment. As a measure of variation, a standard deviation can be 
treated as a range to indicate how close the sample data cluster around their average. 
In the case of stock volatility, fluctuation refers to how much the price level may 
move up or down. Owing to its variation, the value of a stock or a market index may 
not be at the level expected at a specific point of time. This necessitate the assessment 
of principal risk, i.e. the possibility that some of money invested — the principal — 
may be lost. 
Effect of risk on investment 
Volatility in the stock market has become a fact of life. In-depth knowledge is needed 
regarding the economies, political and corporate regimes for analysing market 
volatility and the resulting risks, and reacting to market uncertainties. Generally, high 
risk is accompanied by high return, whereas a low return is expected from a low-risk 
investment item. The smaller the standard deviation, the closer a return will be to its 
average value. In other words, the less volatile and risky the investment is. 
Investment with a higher degree of principal risk therefore tend to yield greater returns 
over time than investments with lower principal risk because this greater return 
includes an element known as the risk premium which is demanded by the stock 
market. For aggressive investors able to withstand day-to-day volatility and employ 
special techniques in managing price fluctuation, this risk premium creates extra 
profitability. As volatility means price can go up as well as go down, they welcome a 
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wildly fluctuating market which means that irrationally low prices will periodically be 
attached to solid businesses. They would not hesitate to turn to penny stocks which 
are generally more volatile than the large-cap shares. That's where professional 
investment management proves its worth. 
Diversification is one of the best ways of containing investment risk to a tolerable 
level. A diversified portfolio of investment vehicles will reduce overall investment 
risk because an asset may perform differently from others so that downswings in one 
investment may be offset by upswings in another. Investment funds are therefore 
allocated among different class of assets that exhibits different performance 
characteristics. Asset allocation is supposed to reduce the volatility of a portfolio as 
well as protect an investor from poor investment on a single asset class. Nevertheless, 
the offsetting mechanism often results in a lower rate of return which is regarded as an 
insurance premium to protect against unwanted volatility. The virtue of asset 
allocation strategy to avoid or mitigate investment loss is another illustration of a 
lower yield in return for an investment carrying a lower degree of risk. 
Knowing the standard deviation can give investor a feel for how close each year's 
returns are likely to come to the expected return. Investor may look for price stability 
rather than return and prefer investment offering more uniform performance. As a 
general rule, no matter what preference or what range of risk is tolerable, investors of 
all kind would search for investment that provides the greatest expected return for a 
given amount of risk, or conversely investment which incurs the least level of risk for 
a given expected return. It is therefore imperative for the computation of the price 
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level volatility of a security in order to manage investment risks relative to the 
acceptable level of return. 
Investors' concern for investment risk 
The success of index based investments, program trading, new arbitrage tactics and 
hedge fund maneuvering have combined to make the stock market increasingly 
volatile, resulting in sharper market peaks and bottoms. For example, program trading 
is often characterised by high trading volume as well as the engagement in derivative 
trading. Arbitrage and hedge fund tactics involve the purchase or sale of a basket of 
stocks in conjunction with the sale or purchase of a derivative product such as stock-
index futures, so as to profit from the price differential between the basket and the 
derivative product. These activities often deepen the market disruptions as the closing 
out of huge outstanding positions in their trading strategies often lead to artificial- bias 
in the trading direction of the securities concerned. 
Volatility is of particular relevance in margin trading. Stock price may fluctuate to 
such an extent that necessitate topping up of margin (usually required at a level of 
50% to 70% of the prevailing market value of the security) that would cause 
substantial disruption to the transactions of the margin traders. Other market 
practitioners that would be interested in studying market volatility are :-
- general investors to access whether the stock is still engaging in "range" 
trading or instead heading for the formulation of a trend or pattern, in order to 
deploy different trading strategies 
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- likewise, the hedge fund managers who make money out of the market 
disequilibrium and volatility would strive to detect (ir)regularities in security 
price movements to identify hedging opportunities 
- securities brokers who implement new rules to limit trading in volatile stocks 
in a bid to protect investors and themselves 
- investment bankers for the determination of implied volatility to fix the price 
of a new issue of warrant 
- option/future traders for option and future premium pricing as these 
instruments tend to do very well in a market of volatility 
Risk Management has therefore become the most crucial topic in the investment 
profession. If risks are not properly understood, managed and controlled, the extent of 
resulting losses can threaten the very existence of even the largest institutional 
investor (such as the bankruptcy case of Barings Brothers which was ruined by 
irrecoverable loss from unauthorised tradings in index futures). Regulators likewise 
would take a cautious view to create a regulatory environment on risk management by 
institutional investors in order to maintain a fair and orderly market. For instance, the 
Securities and Futures Commission of Hong Kong may request a listed company to 
suspend trading of its shares if it detects extreme volatility on the share price and 
believes such volatility is a caused by a highly manipulated market with a surge in 
demand but a relatively small number of shares outstanding. A minimum circulation 
of shares is statutorily required to be made available to the investing public. In USA, 
new rules were instituted after the stock market crash in October 1987 to restrict 
trading when the market is extremely volatile. Circuit breaker rules are triggered 
when the Dow Jones Industrial Average ("DJIA") experiences a severe, one-day 
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decline. Such rules include, among others, the temporary suspension of trading on the 
New York Stock Exchange for an hour if the DJIA falls 10%. If the DJIA falls 20%, 
trading is halted on the New York Stock Exchange for 2 hours, if the DJIA falls 30%, 
trading is halted on the New York Stock Exchange for the rest of the trading session. 
These regulations are intended to keep panic trading under control and give the market 
a chance to cool off, so that excessive volatility in the market can be avoided. 
As a result, different group of participants in the stock market would be concerned 
about the volatility of the stock price for different reasons. 
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SECTION III 
THE INPUT PARAMETERS 
Much research has been done on the volatility of the stock market Kan studied the 
effect of introducing the index fixtures on May 6, 1986 on the volatility of the 
underlying stock market in Hong Kong. His paper tested the hypothesis that index 
futures trading increases the volatility of its underlying assets using daily return 
variances of shares. The volatility of the individual constituent stocks in HSI before 
and after the HSI futures trading was monitored. HSI is the representative index of 
the Hong Kong stock market. It is a market-value-weighted index that consists of 
thirty-three constituent stocks which are all blue-chip companies actively trading in 
the stock market and are most reflective of the performance in the Hong Kong stock 
market. Kan's finding is that there is no significant increase in the volatility of the 
HSI constituent stocks in both the short-run and the long-run after the HSI futures 
existed. 
Other studies pointed out the relationship between stock return volatility and stock 
trading volume. It is generally believed that volatility is correlated to trading volume 
because the latter is a proxy of the rate of information flow in the market leading to 
trading transactions. Tang3 conducted his research on return volatility of stock index 
which supported that volatility is higher when there is trading in overseas market. 
Trading of Hong Kong stocks in the London market induces additional volatility in 
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Hong Kong because the overseas trading information will be reflected in the morning 
opening prices of next trading day in the local market Tang however pointed out 
further that trading in the local exchange was more important in explaining volatility 
than that on the overseas exchange. 
Instead of examining the impact of the single events on the one-off introduction of 
index future or the one-off listing in an overseas market, Lintner1 studied the effect of 
the daily performance of a stock, focusing principally on the behaviour of the closing 
price level. This project follows the same line and attempts to study the following 
factors : 
A) Market volatility 
As a member of the stock market, a company's share price performance will 
be affected by the overall market. A stock would be influenced by those 
factors that have market-wide effect, such as a decrease in interest rate which 
is conducive to boost the performance of the market as well as individual 
stocks. Some stocks tend to track closely the general market, while other may 
prone to under react. In fact, the beta factor of a stock which relates 
movements in its price to movement in the market as a whole is an important 
variable in stock investment and portfolio management. Variations in HSI is 
tracked as an input parameter to study the effect of market volatility on the 
price fluctuation of an individual stock. 
B) Relative strength index 
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Relative strength index is a momentum index which measures an equity's 
price relative to its past performance. The index is calculated by determining 
a moving average of the upticks versus a moving average of the downticks. 
Generally, it is calculated over a relatively short period like 21 days. Its value 
is determined by the following formula 
100 * RS / (1 + RS)，where RS = Uavg / Davg 
Uavg is the moving average of the closing prices 
for the up days 
Davg is the moving average of the closing prices 
for the down days 
Days on which there is no change in the closing price over its previous day 
value are neglected. The index takes a value from 0 to 100 and it is generally 
agreed that the index indicates overbought and oversold readings at 70 and 30. 
Since the index is not employed to provide overbought or oversold signal in 
this study, there is no need to ascertain the reason for adopting these threshold 
levels. Incorporating this index as an input variable to the model helps to 
study the impact of an overbought or oversold position on the price volatility 
of a stock. 
C) Relative price performance 
Performance of stock is often gauged by reference to their historical high and 
low, typically the 52-week high and 52-week low which are closely monitored 
by investors and are readily quoted on the newspaper. Instead of taking two 
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different quotients of a stock price divided by its historical high and historical 
low respectively, a relative index is computed by normalising the 52-week low 
and high to a range of 0 - 100. The closing stock price is then transformed 
between a linear scale of 0 and 100. Such relative price performance helps to 
examine the behaviour of stock while approaching or is attempting to break its 
historical record high or low. 
D) Spread between moving averages 
Moving average is the average price at a specific point in time, with the 
average taken over a time period ending on that specific point in time. 
Performance of stock is often affected by short-term irregularities that are 
considered noise to a market trend. The purpose of the moving average is to 
smooth out these irregularities and indicate the underlying trend. The 
directional movement of a stock price would be reflected from the difference 
between moving averages of a different time span. For instance, a shorter-
term moving average being larger in value than its longer-term counterpart 
suggests that the stock is riding on an upside trend, and the opposite holds 
when the stock is suffering from a decline in price. 
The most common time periods of the moving average are 10 days, 30 days, 
50 days, 100 days and 200 days. The shorter the time span, the more sensitive 
to price change and the more fluctuation a moving average has. The longer the 
time span, the less sensitive or the more smoothed the moving average will be. 
The time span has to be selected by an investor to suit his individual needs. It 
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is chosen as a compromise between being too long that makes it too late to 
catch the move after a change in trend, and getting too short that is over-
sensitive to short term changes in price and become too whipsawed. A time 
frame of 50 trading days, representing approximately two and a half months, is 
selected for the longer-term average, whereas a 10-day moving average is 
adopted as the shorter-term average. The spread between the 50-day and 10-
day moving average, as divided by the closing price, serves to measure the 
impact of trend on the price volatility of a stock. Closing prices are used since 
they are very significant as they represent positions that investors are willing to 
carry overnight, and closing price quotations are readily available on record for 
later reference. 
E) Historical price fluctuation. 
Although the closing prices are closely watched by investors, Fama4 pointed 
out that the opening price served also as an indicator of the possible price 
movement of the stock, In particular, a gap in stock price often indicated 
significant volatility in the near term future. A gap is a substantial price 
movement of a stock between two consecutive trading sessions such that there 
is no overlap in the trading ranges for the two days. In other words, the 
opening price on the second day is outside the first day's trading range, is 
either higher than the first day's highest stock price, or lower than the first 
day's lowest price. 
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Apart from following the work of Fama, the opening price is selected as an 
important parameter owing to its important value. The opening price has its 
unique significance of setting a yardstick, since it is the very first price that 
investor can buy or sell the stock, and it reflects the fair value priced by the 
market after digesting all the news prevailing from the close of the previous 
trading session to the opening of the current session. 
Two parameters are incorporated in the study. The first one is the difference 
between i) the opening price of the second day and ii) the closing price of the 
first day; the second parameter being the difference between i) the opening 
price of the second day and ii) the mean of the open, high, low and close price 
of the first day. By taking into account the entire open-high-low-close trading 
range for the first day, the second parameter is suspected to possess a better 
predictive power than the first one. Both differences are then divided by the 
closing price of the stock. The two parameters expressed in mathematical 
terms are listed as follow : 
Ct-i - Ot [Q-i + H h + Lt_! + C M ] / 4 - O t 
and — 
Ct Ct 
where Ct, Ht，Lt and Ot represent the closing, high, low and opening price of a 
stock at day t 
A neural network model is to be established to examine the effect of the factors 
aforementioned. 
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SECTION IV 
LITERATURE REV正W 
What is an artificial neural network? 
According to Freeman14 an artificial neural network is a network of interacting simple 
units，or nodes, together with a rule to adjust the strength of the connections between 
these units in response to externally supplied data. There are 3 main ingredients in a 
neural network, namely :-
i. the node known as neuron, the links between them, the connection strength of 
these links (known as the weights) and the disposition of the nodes; 
ii. an algorithm for the first mode of operation of the network, the 'training, 
phase for establishing an optimal network to solve a given problem; and 
iii. a method of interpreting the network's response during its second mode of 
operation, the ‘recall, phase. 
Neural network is an application of artificial intelligence theory to simulate the way 
how the brain works. The field of artificial intelligence has been developed for 
decades and has made great progress towards computerising human analytical power. 
Nevertheless, the application of artificial intelligence has been restricted by the limited 
representation of knowledge and logic and the sequential processing algorithm of a 
conventional system. A different approach to intelligent systems involves computer 
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architecture and processing capabilities that mimic the characteristics of the human 
brain. This results in a neural network system that processes information and stores 
knowledge based on massive parallel processing; and the ability to recognise patterns 
according to experience. A neural network possesses the ability of learning 
knowledge using training examples and deducing information to derived certain rules 
for accomplishing a given task. The useful properties of the network usually involve 
non-linearities, which reinforce the stability and robustness of the network, but also 
make it difficult to treat analytically. 
What is a neuron? 
Neuron is the processing element in a neural network. Biological neurons are nerve 
cells that are the structural constituents of the brain. It can 
_ learn by adapting its synaptic weights (also known as connection strength) to 
changes in the surrounding environment; 
- handle imprecise and noisy information; and 
- generalize from known tasks or examples to unknown ones. 
An artificial neural network is a complicated network of computer units (the artificial 
neurons) that attempt to mimic some, or all，of these characteristics. Its power is 
derived from the way in which these neurons are connected, and the methodology 
employed by such neurons to pass and process information through the network to get 
the desired result. 
Biological versus artificial neuron 
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A biological neuron has electrical impulses propagating along the axon (action 
potentials) to activate the synaptic junctions (the interface between 2 neighbouring 
neurons). These, in turn, produce further excitations (post synaptic potentials) to 
traverse the signal to next neuron by travelling along the dendrites of the recipient 
neuron. 
An artificial neuron has inputs that are analogous to dendrites in a biological neuron. 
Like their biological counterparts, individual neurons in an artificial neural network 
generally have many inputs but only one output. The output can be fanned out to 
many other neurons. Interconnection of the neurons in the computer network is much 
more limited than neurons in the human brain. 
Operation of a neural network 
The operation of a neural network involve the processing of the relevant information. 
T h e major elements participating in the processing are inputs, outputs and weights. 
Inputs: Each input corresponds to a single attribute that is considered in solving a 
specific problem. For example, if a neural network is used for stock price prediction, 
the previous opening, high, low and closing price as well as the volume traded are 
attributes that the system needs to consider. The value of an attribute is the input to 
the network. Real numbers suffice to simulate in an artificial neural network the 
strength of electrical signals sent from one biological neuron to the other. Since input 
data to a computer system must be numerically valued, some kind of transformation 
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into numbers is necessary to represent qualitative data, such as 1 for "yes" and 0 for 
"no". 
Outputs: The output of the neural network is the solution to a problem. The purpose 
of the network is to compute the value of the output. For example, the predicted 
fUture price of a stock is the output result required from a stock price prediction neural 
network. Other applications may result in an answer of "yes" or "no" and the network 
would assign numeric values in its output such as 1 for "yes" and 0 for "no". 
Weights: The weights express the relative strength of the initial data or the various 
connections that transfer data from neuron to neuron. In other words, weights 
represent the relative importance of each input to a neuron. The junctions (or 
previously referred to as connections) between neurons are equivalent to synapses in 
biological neurons. In passing signals across synapses from one neuron to another, the 
efficiency with which the synapse transfers the signal differs from synapse to synapse. 
In artificial neural networks, this difference manifests itself as a multiplicative factor 
that modifies the incoming signal. This factor is the weight or connecting strength as 
previously mentioned, with a positive sign for an excitatory connection, and negative 
otherwise. 
The weights associated with each connection constitute the key elements in a neural 
network. These weight values contain the information that let the network 
successfully process its data. Neural network models can learn the required weight 
values. When an artificial neural network is learning, the weights of the connections 
between the artificial neurons are altered in response to the training data. A neural 
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network is said to be properly established upon the development (learning) of a set of 
weights which is capable of delivering the solution within the expected level of 
accuracy. Further discussion is held in a later section of "The learning process". 
Transfer ftinction: The relationship between the internal activation level and the 
output are expressed by a transfer (transformation) function. This governs the "firing" 
rate of the neuron in response to the aggregate incoming signal. 
In an artificial neural network, the neuron is modelled by a combination (usually by 
summation) of the signals received from every connection. The summation function 
finds the weighted average of all the input elements to each neuron. A summation 
function multiplies the input value (¾) by the weights (Wi) and totals them together 
for a weighted sum. This summation computes the activation level of the neuron. 
The activation level is the threshold that must be surpassed for a neuron to take action. 
Biological neurons only Tire' if the activity level within the cell reaches a threshold 
value. This is analogous to the bias term on the action of the transfer function in an 
artificial neuron, which modifies the activation level for output. 
Neural network consists of a non-linear system of neurons interconnected to achieve 
adaptive computation. Non-linearity is handled through non-linear transfer functions. 
Such capability also applies to the filter of noise and distortions. Neurons have a 
finite dynamic range from nil response to the full firing rate, so the transfer function is 
generally non-linear, levelling off at 0 and 1. One well-known function is called the 
sigmoid function. There are several other variations on the transfer function, such as 
the all-or-nothing (i:e. binary 0 or 1) response where the non-linear function 
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mentioned earlier is replaced by a step function acting as a threshold detector. 
Another variation may simply be a linear function for linear response. In 
mathematical terms, the transfer function that regulates the response of a neuron to 
input signals can be described as Y = F(JXkWk), where F is the transfer function, Xk 
and Wk denote the inputs tb the neuron and the weights as defined earlier on, and Y 
symbolises the output from the neuron. The value of Y represents the strength of the 
output signal of the neuron. 
Kimoto pointed out that transfer functions in the form of arc tangent function, the 
sigmoid function, portion of a sine function and ftmction made up of straight line 
segments have been found in many neural network applications. The selection of the 
transfer function determines the network's operation and is therefore specific to the 
circumstances such as the requirement to handle linear or nonlinear relationship 
between the input and output. 
Neural network paradigm 
A neural network paradigm is a combination of a network topology, the transfer 
function that governs propagation over neurons, and the connection weight. There is 
no single paradigm that is best suited for all problems. The choice of a neural network 
has to be made in the context of the problem nature. All in all, the architecture of a 
neural network is greatly different from that of a conventional computer system. 
The original motivation for the development of neural network is provided by the 
observation that the biological system (the brain) is able to execute perceptive tasks 
- 2 0 - ‘ 
order of magnitude faster than the most powerful computers. These tasks are all basic 
instincts of human beings that take place automatically without the need for conscious 
intervention. It therefore makes sense to attempt to perform these tasks also 
automatically, learn them through practice and without involving explicit high-level 
symbolic instructions. 
A neuron is a much slower mechanism than the digital electronic devices in a 
conventional computer. Even so, the brain is capable of solving difficult pattern-
recognition problems in a very short time while even simple pattern-recognition tasks 
are beyond the capabilities of conventional computers. Since these tasks involve a 
large amount of computation, it follows that something fundamentally different 
happens in the brain. 
The brain's massive parallel structure is the pre-requisite for an intelligent system. 
The human cortex is viewed as a two-dimensional structure. The brain achieves its 
processing speed and power by linking the tremendous numbers of inherently slow 
neurons into an immensely complex network that allows many individual neurons to 
fimction simultaneously. A substantial amount of information processing is known to 
occur across the width of the cortex, involving a network that appears to be shallow 
and broad. This has been shown to be the most efficient configuration also for 
artificial networks. The volume of computation is achieved by resorting to vast 
numbers of neurons acting in parallel, or known as parallel distributed processing. 
Many different forms of architecture for parallel processing, the simultaneous 
computation by the neurons, are adopted in neural networks. Neural networks can be 
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organised in several different topologies, i.e. the neurons can be interconnected in 
different ways, resulting in neural networks of different shapes. Neurons may be fully 
connected, i.e. each one linked to every other one including itself (i.e. serving as 
feedback loops) in what is known as a recursive network. Appearing in another form, 
neurons may be arranged in neat layers but only nodes in adjacent layers are 
connected, with information proceeding from one layer to the next to make a 
feedforward network. The former case will involve a relaxation period, during which 
the signals flow around the network until the network settles into a stable state. The 
latter constitutes an array of non-linear filters. Data have one pass only, travelling 
from the input layer and filter through the intermediate layers to produce the desirable 
answer at the output layer. 
Neural networks are also categorised in terms of the training method. Some networks 
have to be supervised that required a tutor to train them, while others work entirely by 
themselves. Although these different networks have different properties, they all have 
distributed associative memories. The process of presenting example data, and 
training a neural network is to load up the network, effectively generalising the rules 
or relations within the example data. 
Feedforward as the most suitable form of neural network 
Various literature including Gately13 reported that feedforward is the most popular 
neural network architecture and, more importantly, most suitable for time-series 
forecasting making use of the back-propagation algorithm. The layers in a 
feedforward network are differentiated. The first one has its excitation level set by 
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externally imposed input signals. The intermediate layer which links the input and the 
output variables is responsible for processing the data. The function of the network is 
to produce certain target output at the last layer. By specifying the input data, the 
desired result will be obtained as the output of the network. 
Capability of neural network 
Neural network technology mimics the problem solving process of a human brain. 
Neural computing solutions recognise the relationship, trend and pattern underlying 
the raw data, giving them the ability to deal with real-world problems directly and 
with minimum guidance and programming. Just as human applies knowledge gained 
from past experience to new problems or situations as a demonstration of his learning 
power, a neural network takes previous solved examples to build a system that is 
capable of undertaking intelligent tasks such as making new decisions, classifications 
and forecasting when presented with fresh data. 
The functions of a neural network usually consist of classification and prediction.‘ 
i. Classification 
Computers outperform human in the domain of numerical computation and 
related data manipulation. On the contrary, human can effortlessly solve 
complex perceptual problem at a much higher speed than computer. However, 
neural network can catch up in the arena which represents a point of weakness 
in conventional computing. 
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Neural networks, with their ability to generalise and learn by example, make 
good pattern classification systems. Generalisation refers to the ability to 
select an appropriate combination of internal features that represents the 
problem. This serves to classify a specific circumstance of input factors as one 
of the possible outcomes, with corresponding solutions attached to each of 
these outcomes. By extending the recognised features to match the data in a 
new problem situation, a neural network is more capable in a classification 
problem than the conventional algorithm which rely on more rigid rules for 
problem solving. In addition, the ability to learn and adapt to new data give 
neural networks an edge over expert systems for many tasks. Neural network 
is particularly effective at recognising patterns from incomplete data of often 
poor quality and is therefore suited to categorisation and diagnosis tasks. 
ii. Prediction 
The identification and understanding of the relationship or correleations in 
data is an important functionality of neural networks. A neural network trains 
itself to search for anomalies or hidden relationship, and is able to establish the 
trend, if any, underlying the data. Neural network is renowned for its 
capability to unlock previously unknown information from huge database, 
extracting relationships that conventional database management systems fails 
to notice. This helps to explore the huge amount of information to pin point 
how prediction of future value can be made with the highest probability of 
success. For example, a neural network is able to recognise and analyse 
hidden patterns and trend in vast quantities of data. By feeding the historical 
pricing and volume data from stock market, a neural network can learn to 
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make well informed decisions about the state of the market, predict the future 
price of the securities and indicate the level of risks. 
Application of neural networks therefore falls into two general categories : 
classification and prediction. Diagnosis, categorization or decision making is usually 
classification. Any type of forecasting is usually prediction. In classification, the 
network's job is to decide in which of the several discrete categorises a data pattern 
should be placed. This is a relatively easier job since the network has been well 
trained to grasp the underlying relationship of the data and be able to recognise from 
among a defined set of states the situation representative of the data. In prediction, the 
network's job is to decide the possible value of the result that is obviously more 
demanding and requires a greater degree of precision. Some problems can be 
formulated either way, such as engaging a neural network in rainfall prediction. The 
network may be employed to formulate a prediction, i.e. the amount of rain which will 
fall； or to make a categorization as to whether it will rain or will not. Unless ample 
training data and experimentation with the structure of the neural network is 
conducted, it would be more reliable for a neural network to handle a classification 
problem that produce outputs which are based on probabilities of the input pattern 
belonging to each of the several defined categories. 
The learning process 
Neural network is based on the principle on how the human brain teaches itself 
through experience to draw educated conclusions to a problem. Similar to a human 
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being, an artificial neural network learns from its mistakes. The learning or training 
process usually involves 3 tasks : 
1. compute output 
2. compare output with desired answer 
3. adjust the weights and repeat the process 
Resembling the transfer of knowledge in teaching a human being, training of a neural 
network is an iterative process where the programme cycles through a set of training 
data (i.e. the training set) many times as it learns to understand the data. The training 
set comprises the collection of historical or sample observations to induce the network 
to produce output that closely resemble the known answers of these historical data 
sets. Every time the network looks at a training pattern, the network exercises its 
learning ability by capturing the underlying relationships in the training data, 
exploiting non-linearities and interaction efforts within the data, and optimising itself 
to derive the best possible answers. The network remembers what it did to reach its 
conclusion, further refines its 'thought process' and stores the knowledge acquired by 
modifying its weights. Given enough training material, the neural network would be 
able to learn the underlying principles which it can then apply to tackle similar 
problems. The end result is a model that will provide the desired answers for.new 
input data, or that would be able to repeat the result if the same set of training data is 
given to the network. 
Feeding the training set into the network is the most common form of supervised 
learning for the model to duplicate behaviour specified by the training set. The time 
taken to learn depends on how many cycles are needed for the network to learn, and 
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also on how long each cycle takes. The ability to learn from examples is a 
fundamental trait of intelligence that distinguishes it from other more common 
algorithmic models. 
An important consideration in neural network development is the appropriate use of 
algorithm for learning, Different neural networks may have different ways of learning 
and more than a hundred of them are known. A taxonomy of these algorithms has 
been proposed by Lippman . Each of these can be further divided into 2 basic 
categories : supervised learning and unsupervised learning. According to Gately13，the 
most popular neural network learning algorithm for time-series forecasting is back-
propagation. This algorithm performs simple gradient descent as its optimisation 
method, altering the value of each weight in the direction for which the change in 
those parameters moves the output closer to the target. 
To solve new problem situations represented by new data previously unseen by the 
system, a neural network's performance depends on its capability to generalise the 
relationship between the input and the desirable output of these new data in order that 
similar results will be reproduced when given a set of similar inputs. Since a neural 
network learns from its experience when identifying the relationship underlying the 
data in the training set, it is important that when the network is provided with the 
training data, the network will learn (generalise well) but not memorise (generalise 
poorly) what it is shown. 
The belief that a model which fits some representative set of data more precisely will 
also provide more accurate predictions is a fallacy of thinking. The accuracy of a 
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model in explaining a restricted set of data is inversely proportional to its usefulness 
in explaining future states. The neural network is designed to generalise to solve new 
problem situations by interpolating between previously seen samples in the training 
set. Overtraining will force a network to memorise the relationship of the data in the 
training set. Memorisation renders the network to deal solely with the training data 
but fail to generalise or give good answers when presented with fresh, out-of-sample 
test data. This limits the generalising power of the network and results in poor 
response to new or novel situations. 
The most important issue is therefore to ensure that overtraining is avoided. If 
training is continued beyond the point where improvement has stopped, then the 
network begins to memorise (instead of learn) the training data and error begins to 
increase. Such an overtrained network performs poorly when tested. The symptom of 
over-training is therefore the case when the network is performing well on the training 
data, but poorly on independent test data. The objective is therefore to stop training at 
the point where memorisation begins. Training will be stopped if upon testing no 
better results can be achieved. 
Apart from overtraining, the learning algorithm suffers from two other problems :-
1. The learning process sometimes gets trapped in local minima of the error 
surface where training halts. The network cannot produce the optimal solution 
or even the required accuracy. This problem can be partially solved by 
arbitrarily adding a random value to the network's weights to attempt to jump 
out of the pitfalls. 
- 2 8 - ‘ 
2. The choice of an optimum network structure has remained an art. For a given 
problem, one usually has no a priori information about the number of hidden 
units needed, so the structure of the neural network must be determined by 
trial and error. 
Testing the network 
After the training has been performed, it is necessary to test the network. The testing 
phase examines the ability of the network to process the test data correctly. Black-box 
testing to compare the test result with actual historical result is the basic approach to 
verify that appropriate outputs are produced based on the input given. Besides, the 
weights can be analysed to look for unusually large values that indicate overtraining or 
unusually small weights that indicate unnecessary neurons or input factors, which can 
then be eliminated. 
In many cases, the network cannot be expected to delivery perfect solution. Only a 
certain level of quality is expected. Usually, the neural network application is an 
alternative to another method that can be used as yardstick of the required standard of 
performance. For example, a statistical technique or other computer program may be 
known to classify inputs correctly 70% of the time. A neural network that can pass 
the test of improving such percentage is found to be useful. 
Neural network computing 
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Neural network is a unique analytical tool that blends well with the use of computer. 
The neural network approach is a manifestation of the artificial intelligence 
technology through computers. It is only because of the advance in computer 
technology in terms of the speed of computation, memory capacity and the capability 
of the operating systems, that allows neural network to be technically feasible as well 
as commercially viable when putting into practical application to solve real-world 
problems. In particular, advance in computer technology makes it possible to develop 
specialised hardware and/or software to handle parallel processing that a neural 
network implementation requires. 
Neural network versus conventional computer 
Conventional digital computers can perform accurate arithmetical calculations very 
quickly and accurately but, unlike the human mind, cannot deal with incomplete data. 
Most software is programmed to perform certain fixed tasks (e.g. an inventory control 
programme cannot perform other tasks as simple as a petty cash register). Someone 
has to work out a step-by-step solution to the specific problem, then code these steps 
(the algorithm) in a computer language to become an executable programme. 
Nevertheless, there are tasks which human can perform well but are difficult to 
programme a computer to perform. Even if this is possible, human must think in a 
serial fashion in developing the programme because most computers execute 
instructions one after the other. As the worst scenario, a fundamental problem exist in 
case human actually do not know the sequence of steps necessary to tell the computer 
how to do it. 
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Neural network is not programmed, it is trained to solve the problem. A neural 
network does what it is trained to do. By taking on the responsibility for working out 
the solution, a neural network effectively programmes itself. From a computational 
viewpoint, the learning power of neural network offers one great attraction； A 
programme that learns from training and experience might be able to perform more 
difficult tasks than could a programme based solely upon a list of eventualities that 
had to be explicitly foreseen and analysed by human programmers. 
Neural network employs the computational paradigm of parallelism as in human 
brain. Using this paradigm computer can mimic those functions that humans do easily 
but for which sequential algorithms either do not exist or are impractical. Parallel 
processing is a niche in human brain cognition that outperforms the sequential 
processing in a conventional computer. It is best applied to problem environments 
that are highly unstructured which may involve incomplete or corrupted data. 
Nevertheless, neural network has great difficulty in giving exact solution. Because the 
neural network process is intuitive, it will get the exact answer only rarely. If a well-
defined mathematical solution exists for a problem, then applying a neural network to 
that problem is inappropriate. Tasks requiring accuracy of computational results or 
intensive calculations are best left to conventional computer applications. 
All in all, neural network is designed to solve problems of a different nature and 
complements existing computer systems. The combined system can not only process 
numbers and data rapidly but also has the ability to make useful decisions. Perhaps a 
neural network complemented with a computer programme in traditional analysis 
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methodology that is well equipped with conventional mathematical power is the best 
combination for a forecasting system in the stock market. 
Neural network versus a knowledge based system 
Traditional knowledge-based system such as the expert system has already developed 
a long history as a decision support tool. It depends on the representation of the 
expert's knowledge as a series of rules known as the knowledge base. There are 
however a number of drawbacks on expert system applications which include 
- the difficulty in programming and maintaining the system 
- the enormous time and effort required to extract the knowledge base from 
human experts 
- the time to translate the expert knowledge into rules upon which the system is 
based , 
- the inability of many expert systems to use inductive learning and inference to 
adapt the knowledge (rule) base to changing situation 
- once the expert system is functional, making changes to the knowledge base 
can be extremely complex and time consuming owing to the intricate relations 
between the rules forming the knowledge base 
and perhaps the most significant drawback is the lack of clarity on what an expert's 
knowledge base included and what reasoning logic must be used. This makes the 
modelling of an expert system in place of human expertise practically unachievable in 
certain application areas. 
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Neural computer is not merely a natural extension to knowledge based systems. 
While knowledge-based systems encapsulate the expertise of a human expert and can 
perform tasks normally considered ‘intelligent，，they still need someone to work out 
the rules describing the problem. In cases where this is not possible it may be easier 
just to train a neural network to solve the problem. The neural network discovers the 
relationships between inputs which lead to the desired outputs by observing the 
examples and progressively refining an internal matrix of weights governing the 
relationships between the neurons. The neural network learns by adaptation on its 
own to the changing environment. This is the major difference between a neural 
network and an expert system application. Expert systems are based on inference 
from accurate representation of the problem environment. They generally have little 
or no learning capability. 
Expert systems are most appropriately applied to problems where there is a consensus 
of expertise and where there is value of retaining such expertise in a system. When 
the same approach is applied to securities investment, it turns out that there is no 
consensus as to what are accepted rules for trading，or even on how to measure 
performance and risk, or what constitutes optimal portfolio management. Different 
importance is often attached to a particular parameter by different investors. As a 
result, neural network technologies are applied in machine learning to let the computer 
itself extract pattern from the vast quantity of financial data and to formulate rules or 
methodology to deliver the required results without seeking the assistance of expert 
knowledge. 
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A neural network can be transformed into an automated trading system in a financial 
market. The relationships and rules in neural networks are implicitly generated and no 
longer suffer from the limitations of conventional artificial intelligence techniques that 
are based on the use of explicit reasoning. To summarise, when the rationale and the 
facts necessary for performing an analytical task are unambiguous and reliable, an 
expert system solution is an ideal choice. When clearly defined rules and precise data 
are absent, the neural network approach has a better chance of producing plausible 
results. 
Strength of neural network 
Neural networks are effective devices for performing inductive inference. The 
novelty about neural network lies in its ability to model non-linear processes with few 
a priori assumptions about the nature of the inference process. This is particularly 
usefiil in investment management and in other financial areas where much is assumed, 
and little is known. 
A predominant advantage of neural network lies on its processing, learning and 
generalisation power without the requirement of the formulation of an explicit 
algorithm. A neural network is able to self-organise and to function without a pre-
programmed knowledge base so that changes in the problem do not require 
reprogramming work on a neural network. It is merely necessary to retrain the 
network based on the new information, and let the network adapt to the new problem 
nature by refine its own knowledge based on the new inputs and outputs to which it is 
exposed. During this adjustment process, the neural network is self-maintaining and 
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responds automatically to changes without much human attention required, thereby 
avoiding the cumbersome in the expensive and time consuming process of having to 
re-write the software. In this manner, a dynamic system capable of adapting to new 
information and that is flexible and easy to maintain is obtained. 
Another major benefit of neural network is its capability to handle non-linearity. Most 
real-world problems are not linear but are complex that cannot be described by 
mathematical relations. One way to solve non-linear problems is to map significant 
states of the system into some classified representation so that subsequent occurrences 
of these states can be recognised. This is the approach used in teaching by example in 
a neural network. 
Other benefits available from neural network include :-
1. Ease to build a neural network as it removes the need to search for appropriate 
parameters or rules before model building can begin; 
2. Solutions can be implemented rapidly because the neural network can learn by 
example and does not need to be explicitly programmed. In addition, the 
network examines all of the information available about a problem in one shot 
under a system of parallel processing. This makes its processing time much 
faster than that of conventional systems, results in shorter development cycles, 
and makes the technology easier to implement; and 
Weaknesses of neural network 
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A major drawback in neural networks is its lack of explanatory capability. 
Justifications for results are difficult to obtain because the connection weights do not 
usually have obvious interpretations. It is very difficult or perhaps impossible to 
explain the logic behind a specific decision made by a neural network. It appears that 
there is no golden rule or the right way, but building a neural network involves just to 
chose whatever way that acts the best. Facing the difficulty in explaining the rationale 
in which the output is derived, a neural network is often associated with the term 
'black box' as a sign of mystery. This also imposes difficulties on maintenance work 
since it is not possible to check intermediate computation or to debug a neural 
network system in the traditional sense as in the case of conventional computer 
programming. 
Another confusing characteristic of neural network is that it may identify certain input 
factors as important for decision-making which appear to be irrelevant or even factors 
that conflict with traditional knowledge in the domain. Since the scope of training can 
to a certain extent be limited by effort or time available, network that contradicts 
accepted theory run the risk of lacking generality, as users may consider that the 
network is good only for the cases whose data is in similar structure to that of the 
training set. In other words, users would not have confidence on the system as a 
solution applicable universally for all situations that will be encountered in the task 
being handled. 
Other drawbacks are identified as follows 
1 • There is no guarantee that an optimal neural network paradigm can be reached. 
Much effort has been spent to experiment with the numerous combination on 
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the choice of neural network model and the underlying structures on a trial and 
error basis, without knowing whether a best model can be achieved, or a model 
that would provide a completely certain solution or even repeatable solution 
with the same input data. There is simply no way to know which solution is 
the optimal; 
2. The data that are used must be representative of the problem to be solved, and 
there must be sufficient information for the network to learn; and 
3. Strict control is required to avoid the risk of overtraining. 
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SECTION V 
NEURAL NETWORK AS A TOOL FOR INVESTMENT ANALYSIS 
Managerial decisions fall in a continuum from highly structured to highly unstructured 
one. In structured decisions, the procedures for obtaining the solution is known in 
advance and well defined. Managers can call on predefined models in the decision 
process. In unstructured problems, however，intuition plays a larger role in decision-
making. The manager may need to draw oil his experience and the final decision 
generally involves ad hoc analysis and a substantial subjective element. 
Many highly structured, routine tasks can be handled effectively by basic computer 
systems, readily available commercial software and lower-level management. On the 
contrary, most decisions faced by top-level financial managers are highly unstructured 
in nature and not easily adapted to conventional methods of computer analysis. In 
such cases, the manager may have to draw on incomplete, ambiguous or even 
irrelevant information for analysis in a highly subjective and unsystematic manner. 
This is a general phenomenon in the business world including the financial terrain. 
Neural network in financial applications 
Hawley, Johnson and Raina7 pointed out that expert system is inferior to neural 
network in financial- applications. An expert system cannot deal with inconsistent or 
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incomplete knowledge because it relies on explicit rules that represent extracted 
knowledge of the domain, but not on implied rules generated from reasoning from 
basic principles. A fairly complete understanding of the human expert's knowledge is 
a prerequisite to creating the knowledge base for the expert system, and all aspects of 
the knowledge including all the input factors to be considered, the nature of the rules, 
all possible processing and manipulation of data must be known in advance when 
building an expert system. The system is not able to make educated guesses or 
employ common sense as a human expert would when presented with a problem that 
does not have a clear solution path. It is also imable to perform effectively when the 
input information is incomplete and ambiguous (noisy). 
The characteristics of a neural network make it outperform expert system in the arena. 
A neural network can accommodate variations in inputs by filtering out noise and 
isolating useful input information. This mimics the capability of human being, as a 
human reader can often make sense of a text that is largely illegible or incorrect In 
real world situation, financial decision making has often to be made when presented 
with imprecise, noisy or even inaccurate information. Neural networks can work with 
noisy and incomplete inputs and produce the necessary output by making use of 
context and generalising to fill in the gaps in incomplete information. This capability 
makes a neural network good at making educated guess, inferring as much as possible 
from previous inputs and experience, a power that likewise is highly ranked in 
investment decision makings. 
Consequently, a neural network serves to replace or supplement those traditional 
modelling techniques, such as statistical techniques, in financial applications. The 
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neural network approach often results in superior performance in terms of 
profitability, attributable to its unique features and performance advantages over other 
types of system. Neural networks offer an exciting new technology with a wide scope 
of potential financial applications, ranging from more defined problems such as 
routine credit assessment operation, to the complex systems in the driving of large-
scale portfolio management strategies. 
The financial industry has been a prime area of application of neural network 
technology. According to Burrell8, financial organisations are second only to defence 
as sponsors of research in neural network applications. Many of the financial 
applications of neural networks have been successfully undertaken. This in turn has 
prompted many financial researchers to carry out further studies. However, early 
applications of neural network forecasting to the stock market were reported as 
unsuccessful. Only recent research has been increasingly positive in accessing the 
potential for successful financial forecasting. Successful commercial applications are 
those that directly assist finance professionals in specific aspect such as the 
implementation of a particular strategy, or that provide improved results relative to 
statistical or other conventional forms of analysis when used for more routine 
operations such as credit risk appraisal - assessing the risk mortgage loans and rating 
the quality of corporate bonds9. 
In the field of investment management, neural network prediction systems have been 
designed specifically for investors to handle a wide range of complex tasks such as 
discovering trends, generating buy and sell signals, predicting prices, price changes 
and volatility into the future, building complex technical indicators, etc. For example, 
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prediction of stock price performance is very difficult and complex and involves the 
interaction of many variables making, but the capability of neural network to self-
manage the learning process and exploit the data makes it an excellent instrument for 
investment prediction. 
Trading in the stock market 
Apart from the inability to break the decision task of an investor into a step-by-step 
process that renders conventional computer technology inappropriate as a decision 
support tool in investment management, the application of neural network in the stock 
market is also regarded as a perfect choice based on the resemblance observed in the 
way of 'thinking' by a trader and a neural network. 
Neural networks are quickly recognised as useftil in financial decision makings. 
Apart from their proven capability in pattern recognition, association and 
classification activities, the novelty of neural networks lies in their ability to solve a 
problem despite the scarcity of a priori assumptions about the computation. This is 
particularly useM in many financial applications where much is assumed and little is 
known about the mechanism determining asset price, e.g. a dealer learns through 
experience the subtle indications of when to buy or sell a stock. He may be influenced 
by a large number of factors, some of which he may not even be aware of, but his 
decision is based on similar stock movements/parameters that he has seen before. 
This makes knowledge representation, which is essential in conventional computing 
or expert systems, difficult or even impossible. Even the technical and fundamental 
analysis, the two main schools of thought in investment analysis, fall into the trap of 
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simplifying the assumptions or reducing the parameters to make their computation 
model less complex in order to be manageable, but whether the entire spectrum of 
factors involved in the investment decision have been covered is another question. 
The intuitive approach of neural network embracing all available information would 
be more appropriate in forecasting the stock market. 
Risk assessment is another area of prime importance in the stock market. The area is 
lacking a well defined model or theory, thus it can be difficult to apply either 
conventional mathematical techniques, or standard knowledge-based approaches. In 
this regards, a neural network can be a useful tool in the domain of risk assessment as 
it does not require a domain knowledge field. For most conceivable financial 
applications, ample training example should be readily available so that relatively 
little time or effort would be involved in data collection. Furthermore, the time and 
effort required to train a neural network would be much less than that required to 
extract and translate an expert's domain knowledge for a knowledge based system. 
All these point to the good potential on the successful implementation of neural 
network technologies in the stock market. 
A neural network is also effective in reading charts of stock prices. Bergerson and 
Wunsch10 pointed out that traditional rule-based approaches are lacking in the 
flexibility to deal with the recognition of those poorly defined patterns appearing in 
the charting of stock prices, and unaided neural networks are better at pattern 
recognition in a theoretical sense. In fact, an artificial neural network can potentially 
exceed the ability of human experts. A well-trained neural network may be able to 
- 4 2 - ‘ 
discern patterns that human experts would miss and to recognise patterns with a 
higher degree of consistency. 
Why neural network could outperform in the stock market? 
Most stock trading decision processes primarily involves weighing evidence gained 
from various observations of the market and its environment. For example, a price 
trend prediction could be made by weighing evidence obtained through analysis of 
monetary, political, and economic fundamentals, technical indicators, psychological 
factors，current events and so on. However, making trading decisions based solely on 
the weighing of a large number of factors by human is difficult Well-trained 
investment analysts cannot easily predict the impending market movement from all 
information available for one stock, not to mention the hundreds or even thousands of 
different stocks listed in the stock market. Therefore, if a neural network model could 
be trained to simulate the experience-based intuition of a successful trader, it could 
substantially increase the number of stocks that could be analysed in real time. With 
the aid of neural network, trading decisions can be derived from much more 
information than the human mind can handle. In this respect, decisions derived from 
those neural trading systems may be superior to the judgement of human analysts. 
Many portfolio managers have developed systems for selecting stocks that they 
believe will outperform the market. However, all of these techniques rely on patterns 
or rules that were first discovered by humans and then embedded into the stock 
selection system. As a result, the capability of the system would never exceed that of 
the human from whom expertise is extracted in building the system. On the contrary, 
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the neural network is an autonomous system. There is no need to define the expert-
type rules or embedded knowledge or logic. Its decision is based entirely on patterns 
the system discovers by itself, as inferred directly from the data. A neural network 
trains itself to search for anomalies or hidden relationships within the data. It 
recognises and analyses hidden patterns and trends in vast quantities of data. This not 
only gives neural network the ability to deal with real-world problems directly and 
with minimum guidance or programming, but more importantly offers the potential of 
exceeding the knowledge domain of the network developer giving rise to a 
theoretically unlimited scope of capability. 
The ability of a neural network to learn by itself provides the flexibility for it to adapt 
to change in market conditions by re-training. Facing the dynamic investment world 
nowadays, a neural network may in fact need to be re-trained fairly often, perhaps 
even with new input parameters, in order to be useful far into the future. 
Another compelling reason for studying the financial market using neural network is 
its capability to deal with non-linearities. The stock market is a non-linear system as 
indicated by the fact that when the different input variables are applied with linear 
regression techniques, the resulting linear models had little predictive ability. Stock 
market is therefore not an ordered system that can be explained by simple linear rules. 
Neither is it a totally random system for which no predictions are possible. The 
market is a complex system, in which portions of the system's behaviour could be 
predicted by a set of complex relationships between many inputs. Since it is difficult 
to believe that the stock market behaviour is so rational that can be described by 
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mathematical relations, neural network is regarded as an alternative tool to simulate 
and predict the market with better results. 
It has been emphasized by Burrell8 who concluded that neural networks do have the 
capability to forecast financial markets and, if properly trained, the individual investor 
could benefit from the use of this forecasting tool. 
Applications of neural network 
Neural networks are employed to build systems to improve upon the judgement of 
traders, to derive automated trading strategies and to optimise portfolio management. 
Advanced Investment Technology Inc11 uses a neural network to manage its 
investment fund. The investment management company, which manages a family of 
mutual fund investing in US securities, turns to neural network as an improved tool to 
predict the market. The network makes buy and sell decisions concerning 1000 stocks 
each week. The company believes that it is possible for a neural network to trade 
financial markets more intelligently, to account for a wider range of information, more 
patterns, and even differences in mental models of market participants. 
In addition, neural networks have found many real-world applications as diverse as 
image processing, robotics, signal processing, speech recognition, optics，medial 
diagnostics, manufacturing systems, credit scoring and financial forecasting. Gately13 
further pointed out a number of areas which have found extensive applications. They 
are reclassified into two broad areas as follow: 
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Investment Business 
Stock market prediction Analysis of corporate financial health 
Stock selection Cash flow forecasting 
Security risk profiling Sales forecast 
Bond grading Sales prospect selection 
Mortgage applications Predicting changes in market trend 
Option pricing Cost analysis 
Currency price prediction Inventory analysis 
Crop forecasting Tax planning analysis 
Commodity trading Forecasting personnel requirements 
Mutual fund selection Real estate investment appraisal 
Arbitrage pricing Bankruptcy prediction 
Capital market analysis Bank failure prediction 
Economic indicator forecast Forecasting labour hours required 
Forecasting machine tool loading 
Credit card fraud 
Credit card applications assessment 
Credit scoring 
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SECTION VI 
BUILDING THE NEURAL NETWORK MODEL 
A neural network to predict the volatility of the stock price was built to determine 
what factors exercise significant influence leading the fluctuation in price level. In 
building an artificial neural network, development tool-kits are available 
commercially that are equipped with comprehensive development utilities and 
customizing facilities for interaction with other software such as spreadsheet data. 
The neural network software offers all sorts of options for construction, training and 
testing the neural networks. One example of such tool which was selected for 
developing the model in this project was known as NeuralWorks Explorer. The 
software was capable of running on personal computers with little capacity 
requirement. Only 3 Mbytes of RAM memory is required to run NeuralWorks 
Explorer on a Pentium or higher model IBM compatible. In addition, the software can 
run on a variety of platforms including mini-computers. 
NeuralWorks Explorer was a blank neural network where there was nothing stored in 
it nor programmed for a specific task. The user's job was to prepare data for input to 
the neural network for its training, after that, the network was ready to do the desired 
task. This software required user to possess knowledge of neural computing, e.g. on 
the design of network for the application or the selection of an appropriate model, 
network architecture, transfer functions, etc. NeuralWorks Explorer was an extensive 
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tool incorporating many standard features as well as allowing users to run a wide 
variety of network paradigms as listed below :-
1. Adaptive Resonance Theory 
2. Back Propagation 
3. Cascade Learning 
4. Logicon Proj ection Network™ 
5. General Regression Neural Network 
6. Learning Vector Quantization 
7. Modular Neural Network 
8. Probabilistic Neural Network 
9. Radial Basis Function Network 
10. Reinforcement Networks 
11. Self-Organizing Map 
12. Historical Networks (e.g. Adaline, Boltzmann, Hopfield, etc.) 
Although only one of the above paradigms has been explored, a full listing of the 
algorithms indicated the capability of this software for sophisticated users to develop 
all sorts of neural network that was most appropriate to the particular situation. 
Implementation Process 
A eight-step methodology described the process for developing the neural network 
model for studying price volatility of the shares of HSBC Holdings: 
1. Defining the forecast target 
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2. Data collection 
3. Data analysis and transformation 
4. Training data set extraction 
5. Model development and optimisation - selection of network architecture 
6. Model development and optimisation - selection of training algorithm 
7. Training the network 
8. Model deployment 
The process was not a single-pass procedure but an iterative one. At any time, it 
might be necessary to re-examine the prior step(s). 
Step 1 — Problem specification : Defining the forecast target 
Since the project studied the effect of various factors on the stock price volatility, a 
suitable company had to be identified as the research subject. HSBC Holdings PLC 
("HSBC Holdings") was selected as a typical stock in the Hong Kong stock market. 
Incorporated and originally listed in Hong Kong, the Hongkong and Shanghai 
Banking Corporation ("Hongkong Bank") was restructured in 1992 to form a new 
holding company known as HSBC Holdings. This new holding company has its 
headquarter in London and replaces the listing status of Hongkong Bank. HSBC 
Holdings has now a dual primary listing in London and Hong Kong. Its liquidity and 
market capitalisation had qualified itself as one of the Financial Times Stock 
Exchange 100 (FTSE100) Index constituent stock. 
HSBC Holdings was among the most actively traded stocks in Hong Kong. Its huge 
market capitalisation and active trading created a liquid and orderly market that make 
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it a most ideal stock for modelling. In fact, after the delisting of Cable & Wireless 
Corporation from the Hong Kong stock market, HSBC Holdings now remains as the 
only company which had acquired a status of dual primary listing in both the Hong 
Kong and London stock exchanges and had its stock denominated in both Hong Kong 
Dollar and Pound Sterling. HSBC Holdings is often regarded as the proxy for the 
Hong Kong stock market. 
Having fixed HSBC Holdings as the target stock, the appropriate yardstick to measure 
volatility then needs to be selected. Volatility refers to fluctuation in price and is 
therefore measured by standard deviation. The question rested on the selection of an 
appropriate sample size for the standard deviation. 
In choosing an appropriate time span generating the required sample size for the 
standard deviation, it might be necessary to try several different input factors and 
output variables to see which yield the best forecast in terms of accuracy. Different 
treatments might be made on the data, e.g. to study weekly price volatility it may be 
possible to predict the figure using weekly data, or predict five (trading) days in 
advance using daily data. In selecting an appropriate standard deviation, the trade off 
between accuracy and noise also needed to be taken into account. The large amount 
of noise inherent in the stock market makes most short-term predictions unreliable. 
On the other hand, better tolerance for error is available for longer-term prediction but 
is suitable only for longer-term trading strategies such as buy and hold, but is not 
appropriate for shorter-term investments. This is because the dynamic nature of the 
stock market that is caused by the constantly changing economic and sentiment 
factors, coupled with the probability of uncontrollable external events, make long-
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term predictions not too useful. Consequently, the forecast time frame generally 
delivers poor result for both very short and very long periods. 
A balance has been struck between tolerance (long-term) and sensitivity (short-term) 
for selecting a suitable predictive period. For system of this complexity, there is no 
true optimum. The best predictive period will be determined by all the factors above, 
as well as the investor's risk tolerance, i.e. the amount of error that would be 
acceptable. It may be necessary to build a number of networks, optimise them, train 
them, and compare their results. Such optimisation problem can itself be a full-blown 
research subject. As the objective of this project is to acquire first-hand experience in 
the application of neural network to support the financial decision rather than research 
on the optimal measure of standard deviation, a short-term volatility for the 50-day 
standard deviation was taken. 
Step 2 - Data collection : Collect data sets that have a relationship to the forecast 
target 
In choosing the correct inputs for the model, variables that possessed predictive 
relationship to the output to give the desired result were preferred. The selection 
process also depended on the timely availability of latest and historic data that were 
reliable. In time-series forecasting on securities price, two groups of inputs were often 
used. The first one was based on fundamental factors for the macro environment 
which included the price of commodity, foreign exchange rate, interest rate, GDP, 
inflation, government policy and other economic indicators; and also parameters for 
the individual company such as its financial figures in its annual report. The second 
-51 -
group contained technical indicators derived solely from price and/or volume data of a 
specific stock. 
The neural network model in this project focused on technical indicators of the stock. 
Not only was an abundance of reliable technical data available (fundamental data such 
as the financial ratios might not be readily available and were often computed only 
semi-annually or at a very low frequency when the financial results were released), but 
the approach was also supported by the hypothesis in technical analysis of stocks that 
short-term fluctuations in price were considered to be dependent on the difference 
between the buying and selling forces of the market Once the intrinsic value of a 
stock shifted due to changes in macroeconomic factors, for example, the market 
would reach a new equilibrium by adjusting the market price through the interactions 
of the buying and selling forces. This would be reflected on the price and volume of 
the stock. As a result，technical indicators were considered more appropriate as the 
input variables for the model. 
Choosing the input for price volatility forecast was difficult because both the inputs 
and the target outputs in a time-series forecasting were usually very noisy. The data 
were often mingled with a lot of excessive or random movements that had nothing to 
do with the overall direction or trend. For example, in a time-series of daily stock 
closing price, an input value could gap up one day, and promptly came back the next 
day and remained down for a long period thereafter. The jump on the day was just a 
noise that should be ignored because the input variable stayed down for a long period. 
Nevertheless, whether this irregularity was a noise as a random movement, or whether 
it was a real price movement, could only be ascertained at a certain period after the 
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fact. To match the period selected for the output variable on step (1) it was 
determined that a 50-day sampling interval was also adopted for the input factors. 
A network with the minimum number of inputs which meets the accuracy requirement 
was more desirable to avoid imposing too may degrees of freedom in the model. 
Incremental gain in apparent accuracy might merely be the result of modelling system 
noise that dwindled the predictive power of the model. Inclusion of too many 
variables requires great effort to prepare the training data set as well as took up a long 
cycle time. Moreover, a network with the minimum number of inputs which met the 
accuracy requirement was much more likely to be used frequently. 
Having considered the above and bearing in mind that the relevant factors affecting 
price volatility needs to be considered, the following input variables were chosen, 
namely :-
i. Volatility in the overall stock market 
The variance of the daily return of the market as exemplified by the movement 
of HSI was included as an input variable to the model following the 
methodology undertaken by Kan2, In general, a stock tended to follow the 
behaviour of the overall market which were both subject to the same macro 
environment such as the rate of economic growth. With HSBC Holdings 
being the leading HSI constituent stock, it was logical to examine the effect of 
the movement in the overall market on this individual stock. 
ii. Relative strength index 
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Given that a time span of 50 days was selected, the moving average of the 
closing prices for the up days and down days were taken from the 50 trailing 
trading days to calculate the relative strength index of HSBC Holdings. This 
input factor was useful for assessing the impact an imbalance in supply and 
demand, as in the situation of an overbought and oversold stock, would bring 
to the volatility of a stock. 
iii. Relative price performance 
The relative position of a stock price lying between the 52-week high and 52-
week low was computed. This transformation of relative price into a linear 
scale combined the information of both the 52-week high and 52-week low 
without the need to establish ratios separately for the 52-week high and 52-
week low so that the number of input parameters was minimised. 
iv. Spread between moving averages 
A simple arithmetic mean of the closing prices for the last 10 days and 50 days 
generated respectively the 10-day and 50-day moving averages of the stock 
price. Both the sign and the magnitude of the difference were taken into 
account to include in the model the effect of the trend in price. This was 
necessary because downward movements in price tended to be more drastic 
than the upside actions. The direction in price movement might influence the 
price volatility of a stock. 
v. Change from previous day's price 
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By the same token as in the spread between the moving averages, the sign of 
the difference was retained to distinguish between an upward movement from 
a downward movement. Two parameters were computed to account for both 
the closing price as of the previous day, and the average of the open, high, low 
and closing price of the previous day. 
In addition, the 50-day standard deviation on the price of HSBC Holdings was 
computed day by day. A feedback in the form of error between the actual result and 
the output of the model was used as an input variable for the back-propagation neural 
network. 
Data were downloaded from one of the most renowned securities data terminals which 
collected information on all marketable securities trading in Hong Kong. No 
verification had however been made on the accuracy of the data retrieved owing 
primarily to the reputation of the information provider and secondly to the absence of 
an alternative source of historical data for comparison. 
Step 3 - Data analysis and transformation : preprocess the original data to extract 
more useful information 
After the identification of the appropriate input variables that would best model the 
volatility of share price, pre-processing of certain input data became another important 
step in developing the neural network application. Since neural computing could only 
handle numeric values, the first step in data pre-processing was the conversion of 
qualitative information through a coding system into numeric values. This data 
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handling process was not required in this project since all input factors were numeric 
in nature. 
As discussed earlier, models with fewer inputs were preferred. Apart from the careful 
selection of the input factors that were more effective in analysing price volatility, 
proper preprocessing of the data could reduce the number of inputs and enhance the 
pertinent features within the input data. Preprocessing could also remove some of the 
noise in the data without decreasing information content. Knowledge of the problem 
and the behaviour of various variables was helpful in providing clues as to which type 
of preprocessing may be appropriate. 
Preprocessing has much to do with how well a neural network performs because it 
extracted information that had real value to the network. Fishwick12 mentioned three 
preprocessing operators, namely relative differences, ratios and moving averages. 
i. Relative difference 
The change in value (e.g. the share price) is smaller in magnitude than the 
absolute value. Price change is therefore a better estimate by enhancing the 
sensitivity to error. For example, a reduction of forecasting error by 5 points 
for a 1000 index point value only cuts error by 0.5%, but a 5 point error 
correction in a 20-point daily change (which represents a huge market 
fluctuation of 2%!) would give a remarkable improvement of 25% in error. 
Focusing on the change in value instead of the absolute value would improve 
the forecasting ability of the modeL 
ii. Ratio 
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Ratio made up of two or more variables performs better than the original 
variables being used as separate raw inputs because ratio generalises the 
relationship between the variables. In addition, the two or more variables are 
reduced to one to save processing time, 
iii. Moving average 
It has the power to smooth out undesirable noise intermingled with the data to 
get rid of the unwanted irregularities. 
All these preprocessing techniques had been applied to the input variables. 
1. Change from previous day's price - relative difference 
Instead of taking directly the previous closing price of HSBC Holdings as an 
input variable, a relative difference was taken between the opening price of a 
certain date and the closing price the day before. 
2. Volatility of HSI - ratio 
Following the path of both Kan2 and Gately13, a logarithmic transformation 
was applied to the return of HSI, i.e. 
Rt = ln(P t/P t .i) 
where Pt is the closing HSI at day t 
Rt is the logarithmic transform of the ratio of two closing HSI as an 
indication of return : positive value denoted a price increase, whereas a 
negative value implied a decline in price. 
3. Spread between moving averages — moving average 
A 10-day and 50-day moving average on the closing price of HSBC Holdings 
were applied to mask the noise inherent in the data. 
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Inputs and output data were presented to the network in a rows and columns format. 
The rows represented data for each trading day. The columns were the input variables 
that might affect the prediction of the volatility of the stock. The raw data were laid 
out in a tabular form on a spreadsheet. Six columns represented the six input 
categories, and one additional column carried the actual price volatility (the 50-day 
standard deviation as determined in step (1)) from which the forecasting error was 
derived for the purpose of back-propagation. Using the commands available in the 
spreadsheet for simple computation, the raw data were preprocessed to yield new 
variables for input into the neural network. These data were the samples from which 
the neural network "learned" to produce a reliable model ready for use. 
In this study, formula were entered directly into the spreadsheet to calculate the 
relative difference, logarithmic values, relative strength index, moving averages and 
standard deviations. The resulting data set was then transformed into data files with 
extension .nna that conforms with the format required under NeuralWorks Explorer in 
handling the training and testing sets for the neural network model. 
Step 4 - Training data set extraction 
In sampling the test data, non-typical events needed to be specially treated. 
Otherwise, exceptional data that occurred so rarely as a random occurrence should be 
excluded for training the neural network since they did not form part of the data trend 
and would confuse the network if they were included. For example, the stock market 
crash in October 1987 and the abrupt sell off of the market in June 1989 were not 
typical events in the Hong Kong stock market. If data were collected during these 
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specified periods, they should not be considered to avoid any possible statistical 
distortion associated with the extraordinary events. Outliers that were not caused by 
the extraordinary events should however be included as they form part of the pattern 
and might have value to the network. Fortunately, no extraordinary events were 
recorded during the spectrum of the data set for this project so that there was no need 
to deal with the complication of whether to take out the outliers. 
Training data set prepared under step (3) would then be used by the network to find 
data patterns and interrelationships that facilitated the forecasting power of the 
network. Apart from this, it was necessary to reserve from the data set a portion of 
data items which were new to the network for testing. The trained network needed to 
be tested with fresh data to ascertain that the network had learned to do the task within 
the expected accuracy but not to the extent of overtraining. In this way, the network 
was validated using information the network had not seen during its training. -
Test data could be randomly selected, or taken at a fixed Interval for every Nth data, 
or taken from a selected subset (e.g. all occurrence between two dates), or simply take 
the last 10% of the training data file, i.e. the most recent data. Certain neural 
networks might not learn well if the data were not properly distributed between 
possible outcomes, therefore randomly selected sample would have a higher 
possibility of achieving a properly distributed unbiased sample. Randomly sampling 
was therefore adopted. Furthermore, to evade from the risk that market conditions 
might have changed radically over a long period of time, vast training set that go back 
many years was avoided. 
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Step 5 - Selection of network architecture 
Network architecture referred to the constitution of a neural network, e.g. the number 
of hidden layers, the number of neurons in the hidden layers in a feedforward network, 
etc. Previous researches concluded that some known architectures were better suited 
to solving a particular problem type than others. Gately13 pointed out that about 85% 
of all financial forecasting problems were trained on a back-propagation, three-layer 
feedforward network. The network was arranged in three layers, but only nodes in 
adjacent layers were connected. The first layer received input signals imposed to the 
network where each input signal was fed into a unique neuron. The signals were 
passed forward through the intermediate layer of neurons to the third (last) layer that 
finally produced the output. Gately ftirther pointed out that as an empirical rule the 
number of nodes in the hidden layer should be equal to the number of input variables 
plus one, and only one hidden layer was sufficient. Such network architecture was 
followed to build a three-layer back-propagation network. 
Following Gately's work, a feedforward model was selected and supervised learning 
adopted for the network to directly compare the network output with the known and 
desired solution in the training set. The feedforward model was characterised by the 
filtering action on the input variables to obtain the desirable output result. Such action 
was achieved by adjusting the weight of each connection by gradient descent in back-
propagation. 
The neural network model was developed from data in much the same way as in linear 
regression. Extracting from past data, selected records were assembled in a training 
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set. Each data record consisted of input data as well as the corresponding real output. 
The real output was included to measure the difference between the real and modelled 
result that indicated how well the model was performing during the training phase. 
The learning process of a feedforward network was achieved by comparing the results 
at the output node with the desired target and propagated the difference, or error, back 
to the network. The network then adjusted the weight of each connection in order to 
achieve better results. In other words, the network learned by internal adjustment to 
match its computed output with the given results in the training set. This gradient 
descent method found the best set of weights for capturing non-linear relationships 
between input and output variables, thereby producing the best achievable result. 
These values represented the neural network's memory and will be used to perform or 
repeat the given task. 
At this stage, the NeuralWorks Explorer was first engaged. The model was built 
using the InstaNet command to select a Back Propagation model, A dialog box 
existed for specifying the network parameters which included the number of neurons 
per layer (i.e. the input, hidden and output layer)’ transfer function, I/O file selection, 
etc. 7 input, 8 hidden and 1 output neurons were specified. The sigmoid transfer 
functions, as recommended by NeuralWorks Explorer, was selected. Other 
parameters could also be specified but the default values were adopted for the sake of 
simplicity. 
Next a list of instruments appeared. They were parameters for monitoring the 
progress and performance of the network when it runs. Two instruments were 
selected that were :, * 
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1. Root mean square (RMS) error 
A chart appeared which showed the RMS error at the output layer that was 
decreasing when the network was running through the learning iterations. 
2. Network weights 
A histogram of all the weights in the networks was shown. 
After designating the instrument list，an option was allowed to specify an objective 
function that governed the training process. Any instrument could be used as the 
objective function, but in the absence of any specification from user, NeuralWorks 
Explorer would automatically selected what it considered to be the most appropriate 
instrument for the task. The network comprising the nodes together with the 
connections then appears on screen and was ready for training. 
Step 6 -- Selection of training (learning) algorithm for the feedforward neural network 
Despite the fact that error in prediction was inevitable in every single forecasting 
model, there was real value in establishing a neural network that helped to improve 
the odds in the financial market. The network should be trained to minimise its errors. 
The training algorithm was an important element of the neural network to equip itself 
with the most effective means of finding relationships and patterns in a given set of 
data. 
Neural network software frequently had its own proprietary algorithm. According to 
the NeuralWorks Explorer Reference Manual, a back-propagation network was 
trained on some variations of the momentum algorithm. As explained, momentum 
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was a measure of the learning rate to control the shifting of the gradient so that if 
connection weights were changing in a certain direction there should be a tendency for 
them to continue changing in that direction. After the output of the network was 
given, it was compared with the actual value and the error was calculated. Such error 
term was backward propagated as feedback for next iteration. The learning of the 
neural network was done by adjusting the interconnection weights towards the 
direction of minimising the error. The optimal set of weights became the memory of 
the network which is used to perform the specified task. In case of need, the memory 
of the system can be 'refreshed' by re-training. 
While this project focused on the factors causing stock price volatility, other 
applications related to the formulation of trading strategy need to be handled with 
additional care. The choice of the error term as a performance measure should be 
suitable in the context of the problem. For example, a neural network financial model 
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may be optimised by either increasing profit or minimising prediction error. Gately 
indicated that in measuring the performance of the neural network trading system, the 
criteria of root-mean-square error might have little validity. For example, a neural 
network was developed that correctly predicted the market movement majority of the 
time (i.e. a small root mean square). The system might still be unprofitable since it 
correctly predicted market direction when the moves were small as is the norm in 
most of the time, but it was wrong on large moves. On the other hand, a neural 
network might correctly predict all of the relatively large market moves while missing 
many of the smaller ones. This would result in lower accuracy but higher profit 
realised. As a result, criteria such as root-mean-square error might be a poor predictor 
of performance for certain objectives, including the one on profit maximisation. 
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Step 7 -- Training the network 
On training a neural network, input data from the training set were presented to the 
network one at a time until the network had learned the relationships and patterns. 
Data were processed in sequence and the weight of the interconnections between the 
neurons were adjusted with the ultimate aim of producing reliable results when the 
network was presented with fresh data. 
When all data had been scanned through in the training process, the network started 
back at the beginning and went through the data again and again. Each exposure to 
the full set of data was called an epoch. NeuralWorks Explorer tested the network 
periodically during the training process to determine whether the network was 
sufficiently trained. This train-test approach interrupted the training process 
periodically, and tested the current network on a separate data set. Performance was 
measured and if the current network scores higher than prior ones, training continued. 
The TrainSet command in NeuralWorks Explorer ran the train/test cycle. A dialog 
box appeared that allowed the file containing the test data to be specified, so were the 
number of learn iterations between each test run and the number of consecutive test 
runs to attempt before giving up of finding a better result. The periodic stopping and 
testing was continued until the network failed to improve its performance when run on 
the test data, and this best-result version was saved to a specified file name to 
complete the training process. Although more time consuming, this train-test method 
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was preferred to the alternative method of solely specifying a training tolerance that 
might stop training prematurely before the optimum is reached. 
Step 8 - Model deployment: using the trained network 
After training, the network would be ready for use. An application of the network 
involved transforming the current data by the same pre-processing algorithms, and 
presenting the data to the trained network. The network output was a prediction of the 
future price volatility for the stock. 
As the objective of this study was not to predict the volatility of a future stock price, 
the network was used instead to gauge the effect of each factor (i.e. the input variable) 
on the price volatility (i.e. the output variable). This could not be shown by the 
correlation coefficient between the input variable and the output result because a 
linear regression method fails to evaluate noil-linear relations prevailing in the stock 
markets. 
A neural network behaved as a black-box model. The model was capable of 
producing the desirable outputs based on the system inputs, but the actual 
relationships formed could not be expressed in terms of explicit rules or formula. 
However, additional information about the neural network could be obtained by 
examining the connection weights linking the inputs and the neurons in the hidden 
layer. The weights were determined after the model had thoroughly analysed the 
interaction of the training set that worked to produce the desirable output during its 
training phase. Important inputs should be given large weighting values because the 
weight of the input neuron corresponding to an important parameter should possess a 
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strong connection that had weights greater in magnitude than a weaker connection. A 
weak connection would be accorded small weighting values as in the case of the 
biological neurons in the human brain that filter unimportant information such as 
background noise by discarding it. This is the same as giving a zero weight 
(importance) for the respective input neurons in an artificial neural network to 
eliminate the redundant factors. The neural network was therefore employed to assess 
which inputs make a large contribution to the price volatility of a stock, and which 
inputs add little value to the result. 
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SECTION VII 
RESULT AND CONCLUSION 
Result 
A neural network was established after going through the eight implementation steps 
in order to gauge the relative importance of each of the input variable in explaining 
the volatility of the stock price. The weighting of a particular input factor that was 
present when the desired outcomes occurred was a reflection of the influence or 
contribution of that individual factor in deriving the result. Gately introduced the 
concept of contribution. The contribution of an input parameter was determined by 
summing the weight of connections between the input neuron corresponding to that 
parameter and the neurons in the hidden layer. Inputs that had little effect on the 
output had weak connections to the hidden layer and conversely, inputs that had a 
large effect on the output had strong connections to the hidden layer. The 
contributions, which took care of the importance or relevance of the factors with 
respect to the problem, were the principal findings of this study. 
Inputs Relative contributions 
Standard deviation of HIS 5.4098 
Relative strength index 5.3846 
Relative price performance 2.7461 
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Spread between 10-day and 50-day moving averages 1.4452 
Difference between opening price and previous day's close 1.6217 
Difference between opening price and previous day's open- 1.8655 
high-low-close 
The resulting contribution indicated that the most influential factor was the volatility 
ofHSI. Apart from the relative strength index, little impact was felt on the remaining 
factors Intuitively, fluctuation in the Hong Kong stock market was more or less a 
reflection of the share price performance of HSBC Holdings since HSBC Holdings 
was the most influential stock in the make-up ofHSI in terms of market capitalisation. 
The close relationship between the movement of the market and the individual stock 
made the volatility ofHSI an obvious choice of input parameter to the model. It was 
believed that the use of HSBC Holdings as a input parameter to predict the stock 
market would likewise exhibit the same kind of correlation behaviour. 
The second most important determinant on price volatility of a stock was the relative 
strength index. The index related the current price of a stock with its past 
performance that served to trace investors' sentiment on the stock. It was conceivable 
that volatility of stock price would be higher in time of bias in investment sentiment 
under an oversold or overbought situation. The imbalance between the buying and 
selling force of a stock might be caused by exceptional events such as the 
announcement of results that are largely unexpected, or the launch of a surprising 
move in the business operation of the company. Fluctuation in stock price was often 
associated with these sensitive periods. 
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Finally, price volatility was found to be independent of the relative position of a stock 
price with respect to the 52-week high and low, the difference between two moving 
averages as well as the change in price level in comparison with the day before. 
While these technical indicators were strongly advocated by technical analysts in 
forecasting share price, they failed to impose any significant effect on the volatility of 
a stock. This probably explained why numerous research has been made on the use of 
price and volume data in forecasting stock price, whereas little work has been done to 
assess the impact of these technical data on price volatility. 
Conclusion 
Neural networks are now well established for academic research and commercial 
application. They provides a simple and effective means for construction non-linear, 
non-parametric models，and offer the additional benefits of modelling tasks where 
little or no a prior knowledge is available. The speed and ease with which such 
system would be implemented would greatly shorten the time needed to analyse the 
problem. In an investment application, a neural network increases the number of 
securities an analyst can evaluate over a given period of time, thus enhancing the 
investment return if neural computing technology is properly employed. 
Neural network is only a tool‘ It does not work by itself, but only performs as 
planned. It is only as good as the inputs that one is able to provide to them. While 
this tool helps to improve the result, knowledge about the domain of application is as 
important as familiarity with the network itself. Establishing the model requires 
considerable knowledge of financial market, the choice of appropriate input, 
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preprocessing of input data, etc. Importance on the choice of variable appears to 
predominate over the knowledge on neural network. 
While widespread utilisation of neural network in science such as medical 
applications is found in recent years, its development in the business and finance field 
lags behind as reflected from the relatively smaller volume of literature in the area. 
Neural network should likewise be an effective tool to solve the complex real-world 
problem in business and financial applications where a structured problem-solving 
methodology is generally absent. Hopefully the increasing promotion of neural 
network development software to the financial world may bring forth greater 
popularity and increasing number of successful neural network solutions. 
Neural network is very useful in investment analysis. It is however worth mentioning 
that most of the traditionally used techniques, such as the market efficiency 
hypothesis, statistical technique in technical analysis, fundamental analysis on 
financial performance, portfolio management theory such as capital asset pricing 
model, and other conventional artificial intelligence techniques have been in used for 
a number of years. They have been well proven and respected although they are still 
subject to certain drawbacks and limitation. It would be rather unwise to discard them 
or replace them with neural network or other more recent technologies. Perhaps their 
use in conjunction with neural network technology could generate remarkable 
improvement and provide a tremendous impact on financial applications. 
Neural networking is a fast-developing topic, A problem of this complexity involves 
many areas for which no theoretical foundations exist. When entering unknown 
- 7 0 - ‘ 
territory, previous research is followed as examples assuming that the methodology 
will work. Although the objective of familiarising with the operation of a neural 
network through a real life application is met, it appears that the project is completed 
without unveiling the underlying theory. Perhaps this leaves room for further 
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