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Abstract
We consider a reaction–diffusion system which models a fast reversible reaction between two
mobile reactants and prove convergence of the solutions as the reaction rate tends to infinity, where
the limiting problem is given by a diffusion equation with nonlinear diffusion. Since the rate function
has no sign, the usual methods to obtain a priori estimates in the case of irreversible reactions do
not apply; we deduce instead a priori estimates from computations based on Lyapunov function
techniques.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Consider a chemical reaction between mobile species A,B that takes place inside a
bounded region Ω ⊂ R3. If the region is isolated and diffusion is modeled by Ficks law,
this leads to the reaction–diffusion system
ut = d1∆u+ αkr(u, v) in (0,∞)×Ω,
vt = d2∆v+ βkr(u, v) in (0,∞)×Ω,
∂u
∂ν
= ∂v
∂ν
= 0 on (0,∞)× ∂Ω,
u(0, ·)= u0, v(0, ·)= v0 in Ω,
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126 D. Bothe, D. Hilhorst / J. Math. Anal. Appl. 286 (2003) 125–135where u and v denote the concentrations of A and B , respectively. Here d1, d2 > 0 are the
diffusivities and α,β ∈ Z the stoichiometric coefficients for A and B , while k > 0 is the
rate constant and r :R2+ →R is the rate function. Of course the structure of r as well as the
signs of α,β depend heavily on the underlying chemical reaction. In case of an irreversible
reaction mA+ nB → P the stoichiometric coefficients are negative (α = −m, β = −n)
and a realistic assumption for any rate function is given by
r(· , ·) is increasing in both variables with r(a, b)= 0 iff ab= 0.
For a reversible reaction mA nB one has α =−m, β = n and the rate function is of the
type
r(u, v)= rA(u)− rB(v),
rj :R+ →R increasing with rj (c)= 0 iff c= 0 (j =A,B).
Important classes of such chemical reactions are rearrangements (A B , 2A 2B) like
isomerizations or racemizations as well as dimerizations (2A B), say of radicals, in-
cluding also reversible decompositions (A 2B). Concrete examples can be found in [9].
If the rate function is given by mass action kinetics (see [8,9]) then r(u, v)= umvn for the
irreversible reaction above, respectively, r(u, v)= um − vn for the reversible one.
In practice, especially for ionic or radical reactions, changes due to reaction are often
very fast compared to diffusive effects. This corresponds to a large rate constant k and a
natural question then is the passage to an instantaneous reaction. This requires to identify
a limiting equation corresponding to k =∞ and to obtain convergence of the solutions
(uk, vk) of (1) to the solution of this limit problem in a reasonable sense.
For an irreversible reaction it is known that (uk, vk) converges to (w+,w−) as k→∞,
where w+,w− denote the positive, respectively, negative part of the solution w of a two-
phase Stefan problem. This was shown in[10] for initial values such that u0v0 = 0; in
[4,7] the extra condition was removed and the result was extended to nonlinear diffusion.
Additional difficulties arise if one of the species is immobile. Singular limit problems in
this setting have been considered in several papers; see [11,12] and references therein.
In the present paper we consider the reversible case where it is preferable to write −α
instead of α. Hence the reaction–diffusion system under consideration reads as
ut = d1∆u− αk
(
rA(u)− rB(v)
)
in (0,∞)×Ω,
vt = d2∆v+ βk
(
rA(u)− rB(v)
)
in (0,∞)×Ω,
∂u
∂ν
= ∂v
∂ν
= 0 on (0,∞)× ∂Ω,
u(0, ·)= u0, v(0, ·)= v0 in Ω, (1)
with α,β > 0. Compared to the irreversible case, the study of (1) requires different tech-
niques due to the different structure of the reaction rate. In particular, it is more difficult to
obtain upper bounds since the rate function has no sign. Nevertheless, upper bounds follow
by invariance techniques and hold independently of k > 0.
We then exploit a natural Lyapunov function and use compactness arguments to prove
that
uk → u, vk → v in L2((0, T )×Ω) as k→∞,
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rA(u)= rB(v) and u
α
+ v
β
=w (2)
with w being the unique weak solution of the nonlinear diffusion equation
wt =∆φ(w) in (0,∞)×Ω,
∂w
∂ν
= 0 on (0,∞)× ∂Ω,
w(0, ·)=w0 in Ω, (3)
with initial value w0 = u0/α + v0/β and
φ =
(
d1
α
id+ d2
β
η
)
◦
(
1
α
id + 1
β
η
)−1
on R+, η= r−1B ◦ rA. (4)
The equations in (2) are plausible, since the first one states that the system is in chemical
equilibrium, while the second one defines w as the quantity that is conserved under the
chemical reaction. Given a function w, system (2) can be uniquely solved for (u, v) if
rA, rB are strictly increasing with rA(R+) ⊂ rB(R+), say, so that η = r−1B ◦ rA is well
defined and strictly increasing: Under these assumptions u is the unique solution of
1
α
u+ 1
β
η(u)=w,
which leads to the explicit representation
u=
(
1
α
id + 1
β
η
)−1
(w), v = η ◦
(
1
α
id + 1
β
η
)−1
(w).
2. Existence and uniform L∞-bounds
In the sequel we will assume that the rate functions are continuously differentiable on
R+ and increasing with rA(0) = rB(0) = 0. While these are natural conditions from the
viewpoint of the underlying applications, especially the latter condition is necessary to ob-
tain nonnegative solutions; note that both ±r(0,0) 0 are needed for invariance of R2+ for
system (1). Under these assumptions the reaction–diffusion system (1) has a unique clas-
sical solution on some interval [0, T ] for all initial values u0, v0 ∈L∞(Ω) with u0, v0  0
(see, e.g., [14]). Here by “classical” we mean u,v ∈C1,2((0, T ] ×Ω)∩C0,1((0, T ] × Ω¯)
such that the initial values are attained a.e. on Ω .
We first show that this solution exists in fact globally and is bounded in L∞(R+ ×Ω)
with a bound which is independent of k > 0. For this purpose it is convenient to write (1)
as the abstract evolution equation
c′ +Ac= f (c) on R+, c(0)= c0, (5)
in the Banach space X = L2(Ω)×L2(Ω), where
Ac=
(−d1∆u
−d ∆v
)
for c=
(
u
v
)
∈D(A)2
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D(A)=
{(
u
v
)
∈W 2,2(Ω)×W 2,2(Ω): ∂u
∂ν
(x)= ∂v
∂ν
(x)= 0 a.e. on ∂Ω
}
,
f (c)=
(−αk(rA(u)− rB(v))
βk(rA(u)− rB(v))
)
for c ∈L∞(Ω)×L∞(Ω).
It is well known that −∆ with Neumann boundary condition is m-accretive in L2(Ω) with
positive resolvent and compact semigroup for bounded Ω (see, e.g., [16]). Hence A is
m-accretive with D(A) = X in the setting given above, −A generates a compact semi-
group, and the resolvents Jλ = (I + λA)−1 of A are order-preserving. As a consequence
of the maximum principle, the resolvents satisfy
Jλc c if c(x)= (a, b) ∈R2+ a.e. on Ω,
where the inequality is understood componentwise. Therefore, the following result about
flow invariance applies, which is a special case of Theorem 3 in [3].
Lemma 1. Let Ω ⊂ Rn be open bounded, X = Lp(Ω;Rm) with m 1, p ∈ [1,∞), and
let A be m-accretive in X with 0 ∈A(0) such that −A generates a compact semigroup and
all Jλ are order-preserving with Jλc  c if c ≡ α ∈ Rm+. Let g :Rm+ → Rm be continuous
with gk(y) 0 if yk = 0 and f :L∞(Ω;Rm+)→X be defined by f (c)(x)= g(c(x)) on Ω .
Given c0 ∈L∞(Ω;Rm+)∩D(A), let y0 = (|c0,1|∞, . . . , |c0,m|∞) and suppose that
y ′ = gˆ(y) on R+, y(0)= y0 ∈Rm+, (6)
with
gˆk(y) := max
{
gk(z): 0 z y, zk = yk
}
on Rm+, (7)
has a global solution. Then the abstract RD-system (5) has a global mild solution c in X
such that 0 ci(t, x) yi(t) a.e. on Ω for all t  0.
Notice in particular that the sign condition for g above is inherited to gˆ and guarantees
that (6) has a local solution staying in Rm+.
To apply Lemma 1, let g :R2+ →R2 be given by
g(y)= k(−α(rA(y1)− rB(y2)), β(rA(y1)− rB(y2))) for y ∈R2+. (8)
If the rate functions rA, rB ∈ C1(R+) are increasing with rA(0)= rB(0)= 0, then g satis-
fies gk(y) 0 for all y ∈ R2+ with yk = 0. Moreover, the functions g1(y1, ·) and g2(· , y2)
are increasing, hence g is quasimonotone with respect to the cone R2+; in other words, sys-
tem (1) is a cooperative system. In this case gˆ from (7) equals g. By means of Lemma 1 it
is now easy to show
Proposition 1. Let Ω ⊂ Rn be open bounded with smooth boundary, d1, d2, α,β, k > 0,
and let rA, rB ∈ C1(R+) be increasing with rA(0) = rB(0) = 0. Given u0, v0 ∈ L∞(Ω)
with u0, v0  0, the reaction–diffusion system (1) has a unique global classical solution
(u, v) and
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β
|v0|∞,
0 v(t, x) β
α
|u0|∞ + |v0|∞ for t > 0, x ∈ Ω¯. (9)
Proof. Let y0 = (|u0|∞, |v0|∞), g = gˆ be given by (8), y(·) be the unique solution of (6)
and [0, T ) be its maximal interval of existence. Due to y ′1(t)/α + y ′2(t)/β = 0 on [0, T ) it
follows that
0 y1(t) |u0|∞ + α
β
|v0|∞, 0 y2(t) β
α
|u0|∞ + |v0|∞ on [0, T );
in particular y(·) is bounded, hence T = ∞. Application of Lemma 1 yields a global
mild solution (u, v) which satisfies the bounds (9). This mild solution is unique due to
the Lipschitz continuity of rA, rB on bounded sets, and coincides with the (local) classical
solution. Hence (u, v) is in fact the unique global classical solution of (1). ✷
Let us note in passing that a more direct proof of Proposition 1 is also possible. Indeed,
since existence of a local classical solution on some interval (0, T ) is known, one may
then, for instance, apply Theorem 2.1 in [6], saying that a(t)= maxx∈Ω¯ u(t, x) is almost
everywhere differentiable and satisfies
a′(t)= ut
(
t, ξ(t)
)
a.e. on (0, T )
for some function ξ : (0, T )→ Ω¯ such that a(t)= u(t, ξ(t)) on (0, T ); notice that a(t)=
|u(t, ·)|0 in case of nonnegative u(t, ·) ∈ C(Ω¯), hence in this situation the above formula
is a direct consequence of the semi-inner product in C(Ω¯). Since the corresponding equa-
tion holds for b(t)= maxx∈Ω¯ v(t, x), exploitation of the monotonicity of rA, rB yields the
differential inequalities
a′ −αk(rA(a)− rB(b)), b′  βk(rA(a)− rB(b)) a.e. on (0, T ).
Together with a(0+) |u0|∞ and b(0+) |v0|∞, the upper bounds (9) follow easily.
By means of optimal regularity results for parabolic problems (see, e.g., [15]) it is easy
to check that u,v belong to C1+α/2,2+α((0,∞) × Ω¯), given that the boundary of Ω is
sufficiently smooth. Furthermore, if the rate functions rA, rB are such that rj (s) > 0 for
s > 0, then the solution of (1) for nonnegative initial values satisfies
u(t, x) > 0, v(t, x) > 0 for all t > 0, x ∈ Ω¯, (10)
given that the initial mass is positive, i.e., in case∫
Ω
(u0 + v0) dx > 0.
Indeed, due to the Lipschitz continuity of rA, rB on bounded sets and the L∞-bounds for
u and v, the latter satisfy
ut  d1∆u−Mu, vt  d2∆v −Mv
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∫
Ω u0 dx > 0, say, then u(t, x) > 0 on (0,∞) × Ω¯ by the
strong maximum principle. Therefore (10) holds, since otherwise v(τ, ξ) = 0 for some
τ > 0, ξ ∈Ω together with v(· , ·) 0 yields the contradiction
0 = vt (τ, ξ)= d2∆v(τ, ξ)+ βkrA
(
u(τ, ξ)
)
 βkrA
(
u(τ, ξ)
)
> 0.
Additional information concerning the asymptotic behavior of the solution (u, v) of (1) is
given in Remark 2 below.
3. The instantaneous limit
Let us first provide some information about the limiting system
wt =∆φ(w) in (0, T )×Ω,
∂w
∂ν
= 0 on (0, T )× ∂Ω,
w(0, ·)=w0 in Ω, (3)
where T > 0, Ω ⊂Rn is open bounded with smooth boundary and φ ∈ C1(R+) is strictly
increasing. It is well known that (3) has a unique weak solution w for every initial value
w0 ∈ L1(Ω) with w0  0. Here, a function w is said to be a weak solution of (3) if w ∈
C([0, T ];L2(Ω)) is nonnegative such that φ(w) ∈ L2((0, T );H 1(Ω)) and∫
QT
(
wζt −
〈∇φ(w),∇ζ 〉)dx dt + ∫
Ω
w0(x)ζ(0, x) dx = 0
for all ζ ∈ C1([0, T ]×Ω)with ζ(T , ·)= 0. For the concrete function φ from (4), additional
regularity of this weak solution can be obtained for strictly increasing rate functions, since
φ′(·) min{d1, d2}> 0 then, hence wt = ∇ · (φ′(w)∇w) is uniformly parabolic. Indeed,
if rA, rB are C2, say, the nonlinearity φ′ is C1 and then w is a classical solution by deep
but well-known results on regularity for parabolic problems.
In the subsequent proof we shall use the following well-known compactness criterion
which is Theorem 2.1 in [17].
Lemma 2. Let J = (0, T ) and X0 ↪→ X ↪→ X1 be Banach spaces such that X0,X1 are
reflexive and the embedding of X0 into X is compact. Fix p,q > 0 and let
Y =
{
u ∈Lp(J ;X0): du
dt
∈ Lq(J ;X1)
}
with
‖u‖Y = ‖u‖Lp(J ;X0) + ‖u′‖Lq(J ;X1).
Then Y ↪→ Lp(J ;X) with compact embedding.
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order to allow for initial values with zero essential infimum. We assume rA, rB ∈ C1(R+)
such that
rj (0)= 0, r ′j (s) > 0 for s > 0, lim
s→0+
sr ′j (s)
rj (s)
> 0 (j =A,B). (11)
Observe that the latter condition in (11) holds if the rate function behaves like sκ as s→ 0+
with κ > 0. We will also assume rA(R+)⊂ rB(R+) so that η = r−1B ◦ rA is well defined;
this can always be achieved by exchanging the roles of u and v, if necessary.
Theorem 1. Let Ω ⊂ Rn be open bounded with smooth boundary, d1, d2, α,β > 0 and
rA, rB ∈C1(R+) satisfy (11) and rA(R+)⊂ rB(R+). Given initial values u0, v0 ∈ L∞(Ω)
with u0, v0  0, let (uk, vk) denote the unique global solution of the reaction–diffusion
system (1) for k > 0. Then
uk → u, vk → v in L2((0, T )×Ω) as k→∞
for every T > 0, where the limit (u, v) is determined by (2)–(4).
Proof. It suffices to consider initial values with
∫
Ω
(u0 + v0) dx > 0, since the remaining
case u0 = v0 = 0 a.e. on Ω yields the trivial solution, independently of k > 0. Hence, in
the sequel, both u and v are strictly positive for t > 0 by (10).
In order to define a Lyapunov function for (1), fix a, b > 0 such that rA(a)= rB(b) and
let
VA(s)= 1
α
(
s ln
rA(s)
rA(a)
+
a∫
s
σ r ′A(σ)
rA(σ )
dσ
)
for s > 0.
Then lims→0+VA(s) exists due to (11), and
αV ′A(s)= ln
rA(s)
rA(a)
, αV ′′A(s)=
r ′A(s)
rA(s)
> 0 for s > 0.
Hence VA :R+ → R+ is strictly convex with VA(0) > 0,VA(a) = 0 and VA(s)→∞ as
s→∞. Let VB :R+ →R+ be defined correspondingly. Fix k > 0, let (u, v)= (uk, vk) be
the solution of (1) and consider
V (t)=
∫
Ω
VA
(
u(t, x)
)
dx +
∫
Ω
VB
(
v(t, x)
)
dx for t  0.
Then, for t > 0,
V˙ (t)=
∫
Ω
(
ut
1
α
ln
rA(u)
rA(a)
+ vt 1
β
ln
rB(v)
rB(b)
)
dx
=
∫
Ω
(
∆u
d1
α
ln
rA(u)
rA(a)
+∆vd2
β
ln
rB(v)
rB(b)
)
dx
− k
∫ (
rA(u)− rB(v)
)(
ln
rA(u)
rA(a)
− ln rB(v)
rB(b)
)
dx.Ω
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V˙ (t)=−
∫
Ω
(
d1
α
r ′A(u)
rA(u)
|∇u|2 + d2
β
r ′B(v)
rB(v)
|∇v|2
)
dx
− k
∫
Ω
(
rA(u)− rB(v)
)(
ln rA(u)− ln rB(v)
)
dx.
As a consequence of (11), for every s0 > 0 there is δ > 0 such that r ′j (s)/rj (s)  δ on
(0, s0] for j =A,B . Therefore, due to the global L∞-bounds (9), there exists γ > 0 which
is independent of k such that
V˙ (t)−γ
∫
Ω
(|∇u|2 + |∇v|2)dx − k ∫
Ω
(
rA(u)− rB(v)
)(
ln rA(u)− ln rB(v)
)
dx.
(12)
Evidently (x − y)(lnx − lny) 0 for x, y > 0. In fact the mean value theorem implies
(x − y)(lnx − lny) (x − y)
2
x + y for all x, y > 0.
Since (9) also gives global bounds for rA(u)+ rB(v), this yields
V˙ (t)−γ
∫
Ω
(|∇u|2 + |∇v|2)dx −ωk ∫
Ω
(
rA(u)− rB(v)
)2
dx for t > 0
with fixed ω > 0. Integration over [0, T ] implies
γ
(‖∇uk‖2
L2(QT )
+ ‖∇vk‖2
L2(QT )
)+ωk∥∥rA(uk)− rB(vk)∥∥2L2(QT ) M (13)
for all k > 0, where M = V (0) <∞ and QT = J ×Ω with J = (0, T ).
Let wk = uk/α + vk/β . By means of (13) we obtain relative compactness of (wk)k>0
in L2(QT ) as follows. Multiplication of the partial differential equations in (1) with ζ ∈
L2(J ;H 1(Ω)) implies∫
QT
wkt ζ dx dt =−
∫
QT
〈
d1
α
∇uk + d2
β
∇vk,∇ζ
〉
dx dt,
hence∣∣∣∣∣
∫
QT
wkt ζ dx dt
∣∣∣∣∣ C0(‖∇uk‖L2(QT ) + ‖∇vk‖L2(QT ))‖∇ζ‖L2(QT )
 C1‖ζ‖L2(J ;H 1(Ω))
by (13), where the constants C0,C1 > 0 are independent of ζ and k. Therefore
sup
k>0
∣∣wkt ∣∣L2(J ;H 1(Ω)′)  C1 <∞.
Application of Lemma 2 with p = q = 2 and X0 = H 1(Ω), X1 = X′0, and X = L2(Ω)
yields relative compactness of (wk)k>0 in L2(QT ).
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wl → w in L2(QT ) and a.e. on QT , where necessarily w 0. We may also assume that
rA(u
l)− rB(vl)→ 0 a.e. on QT as l→∞, since rA(ul)− rB(vl)→ 0 in L2(QT ) by (13).
Hence
vl = η(ul)+ el with η= r−1B ◦ rA, el → 0 a.e. on QT ,
which yields
H(ul)=wl − 1
β
el →w a.e. on QT , where H =
(
1
α
id + 1
β
η
)
.
Since H has a continuous inverse, the dominated convergence theorem implies
ul → u=
(
1
α
id+ 1
β
η
)−1
(w),
vl → v = η ◦
(
1
α
id + 1
β
η
)−1
(w) in L2(QT ) as l→∞.
By (13), we also have
∇ul ⇀∇u, ∇vl ⇀∇v in L2(QT ).
To identify the limit problem for w, we multiply the differential equations in (1) by
ζ ∈H 1(QT ) with ζ |t=T = 0 and take their sum, weighted by 1/α and 1/β, respectively.
Letting l→∞, we obtain∫
QT
〈∇z,∇ζ 〉dx dt =
∫
Ω
w0ζ dx +
∫
QT
wζt dx dt with z= d1
α
u+ d2
β
v.
Obviously z= φ(w) with φ given by
φ =
(
d1
α
id+ d2
β
η
)
◦
(
1
α
id + 1
β
η
)−1
on R+,
hence w is the weak solution of (3). Since weak solutions of (3) are unique, the limit of
any convergent subsequence of (wk) is the same and given as w. Consequently, the full
sequences (uk)k>0 and (vk)k>0 converge to u, respectively, v in L2(QT ), which ends the
proof. ✷
Remarks. (1) The function V used in the proof of Theorem 1 is an appropriate modifica-
tion of the Lyapunov function for chemically reacting systems with mass action kinetics,
which is known from chemical thermodynamics and is closely related to the entropy
production in such systems; see, e.g., [8]. The same approach would apply to more com-
plicated systems, once L∞-bounds are obtained that are uniform with respect to k > 0.
Unfortunately, the latter seems to be unknown even for a single reversible reaction of type
A+B P , although global existence for the corresponding reaction–diffusion system is
valid (see [13] and references therein).
In the ideally mixed case, but with macroscopic convection, exploitation of V is the key
in [5] to obtain convergence of solutions as k→∞ for a general system of independent
reversible reactions.
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lowing asymptotic behavior of the solutions to (1): Given nonnegative initial values
u0, v0 ∈L∞(Ω), the solution (u(· , ·;u0, v0), v(· , ·;u0, v0)) of (1) satisfies
u(t, ·;u0, v0)→ u∞, v(t, ·;u0, v0)→ v∞ in L2(Ω) as t →∞, (13)
where (u∞, v∞) is the stationary state determined by
u∞ = a, v∞ = b a.e. on Ω,
rA(a)= rB(b), a
α
+ b
β
=
∫
Ω
(
u0
α
+ v0
β
)
dx. (14)
For a sketch of proof, recall that the arguments given in the proof of Theorem 1 imply
relative compactness of the positive semiorbits of (1) in X := L2(Ω)×L2(Ω). Hence
dist
((
u(t, ·;u0, v0), v(t, ·;u0, v0)
)
,ω(u0, v0)
)→ 0 as t →∞,
where ω(u0, v0) denotes the ω-limit set for (u0, v0), i.e.,
ω(u0, v0)=
{
(u∞, v∞) ∈X:
(
u(tn, ·;u0, v0), v(tn, ·;u0, v0)
)→ (u∞, v∞)
for some tn →∞
}
.
Let V :X→R+ be given as in the proof of Theorem 1. Since V is continuous, La Salle’s
invariance principle (see, e.g., Theorem 18.3 in [2]) applies and yields ω(u0, v0) ⊂ D,
where
D = {(u∞, v∞) ∈X: V (u(t, ·;u∞, v∞), v(t, ·;u∞, v∞))= V (u∞, v∞) for t  0}.
Due to inequality (12), the set D is given by
D = {(u∞, v∞) ∈X: u∞ = a, v∞ = b a.e. on Ω, rA(a)= rB(b)}.
Moreover, mass conservation for system (1) implies ω(u0, v0)⊂M with
M =
{
(u∞, v∞) ∈X:
∫
Ω
(
u∞
α
+ v∞
β
)
dx =
∫
Ω
(
u0
α
+ v0
β
)
dx
}
,
hence ω(u0, v0)⊂D ∩M and this intersection contains a single element (u∞, v∞) which
is characterized by (14); this follows by the same arguments as given behind (4).
Let us note in passing that once (13) is established, the convergence can then be con-
siderably improved by combination with optimal regularity results. For example, in the
Hölder space setting mentioned in Section 2 above this yields
u(t, ·;u0, v0)→ u∞, v(t, ·;u0, v0)→ v∞ in C2+α(Ω¯) as t →∞
for every α ∈ (0,1).
Let us finally mention that since the concrete system (1) is cooperative and since the
solutions satisfy a contraction property in L1(Ω), monotonicity methods can also be em-
ployed to prove the stabilization of the solutions; for more details about this approach see,
e.g., [1]. More general reacting systems usually fail to have such monotonicity properties.
D. Bothe, D. Hilhorst / J. Math. Anal. Appl. 286 (2003) 125–135 135Acknowledgments
The authors gratefully acknowledge fruitful discussions with J. Prüss and H. Matano on the topics of this
paper as well as financial support by DAAD within the scope of the French–German project PROCOPE.
References
[1] N.D. Alikakos, P. Hess, H. Matano, Discrete order preserving semigroups and stability for periodic parabolic
differential equations, J. Differential Equations 82 (1989) 322–341.
[2] H. Amann, Gewöhnliche Differentialgleichungen, 2nd ed., de Gruyter, Berlin, 1995.
[3] D. Bothe, Flow invariance for perturbed nonlinear evolution equations, Abstr. Appl. Anal. 1 (1996) 417–433.
[4] D. Bothe, The instantaneous limit of a reaction–diffusion system, in: G. Lumer, L. Weis (Eds.), Evolution
Equations and Their Applications in Physical and Life Sciences, in: Pure and Applied Mathematics, Vol. 215,
Dekker, 2001, pp. 215–224.
[5] D. Bothe, Instantaneous limits of reversible chemical reactions in presence of macroscopic convection,
J. Differential Equations 193 (2003) 27–48.
[6] A. Constantin, J. Escher, Global solutions for quasilinear parabolic problems, J. Evol. Equations 2 (2002)
97–111.
[7] E.N. Dancer, D. Hilhorst, M. Mimura, L.A. Peletier, Spatial segregation limit of a competition–diffusion
system, European J. Appl. Math. 10 (1999) 97–115.
[8] P. Erdi, J. Toth, Mathematical Models of Chemical Reactions, Manchester Univ. Press, 1989.
[9] J.H. Espenson, Chemical Kinetics and Reaction Mechanisms, 2nd ed., McGraw–Hill, 1995.
[10] L.C. Evans, A convergence theorem for a chemical diffusion–reaction system, Houston J. Math. 6 (1980)
259–267.
[11] R. Eymard, D. Hilhorst, R. van der Hout, L.A. Peletier, A reaction–diffusion system approximation of a one-
phase Stefan problem, in: J.L. Menaldi, E. Rofman, A. Sulem (Eds.), Optimal Control and Partial Differential
Equations, IOS Press, 2001, pp. 156–170.
[12] D. Hilhorst, R. van der Hout, L.A. Peletier, Nonlinear diffusion in the presence of fast reaction, Nonlinear
Anal. 41 (2000) 803–823.
[13] J. Morgan, Global existence for semilinear parabolic systems, SIAM J. Math. Anal. 20 (1989) 1128–1144.
[14] O.A. Ladyženskaja, V.A. Solonnikov, N.N. Ural’ceva, Linear and Quasilinear Equations of Parabolic Type,
American Mathematical Society, 1968.
[15] A. Lunardi, Analytic Semigroups and Optimal Regularity in Parabolic Problems, Birkhäuser, 1995.
[16] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Springer, 1983.
[17] R. Temam, Navier–Stokes Equations: Theory and Numerical Analysis, North-Holland, 1979.
