Abstract. Partial autocorrelation and partial rate correlation functions are frequently used to detect the order of the endogenous process generating an observed population time series. Here we uncover a problem with this approach: the diagnosis of spurious second order autocorrelation due to strong nonlinearity in a first order endogenous process, as exemplified by time series data from a population of Soay sheep. Causes and a possible solution are discussed.
INTRODUCTION
Ecological time series contain clues to the underlying causal structure that gave rise to the observed dynamics (Royama 1977 , Berryman 1999 , Turchin 2003 . A commonly used diagnostic is the autocorrelation function (ACF), the correlation between numbers at one point in time and those at different times in the past (the time lag). Of particular interest is the partial autocorrelation function (PACF; Royama 1992) or its modification, the partial rate correlation function (PRCF; Berryman and Turchin 2001) , since they provide information about the ''order'' of, or number of lags involved in, the dynamic process (Royama 1977 (Royama , 1992 . Determining the order of dynamics is important because it provides information on the number of variables involved in feedback control of population density. For example, negative feedback of the first order usually results from intraspecific interactions, such as competition for food or space, while those of second order often result from interactions between species, particularly between consumers and their resources (Royama 1992 , Berryman 1999 , Turchin 2003 . Levins (1974) would refer to these as ''level 1'' and ''level 2'' negative feedback processes, respectively. Hence, PACF and PRCF are thought to provide useful information on the structure of the population regulation process.
There has been some cause for concern, however. Royama (1992:103-105 ) discusses the general problem of misdiagnosis when the time series is subjected to autocorrelated exogenous perturbations, and Williams and Liebhold (1995) demonstrate that this can result in detection of spurious second-order feedback effects in a first-order process. Royama (1992:105-108 ) also discusses, in general terms, problems that can arise when the generating process is nonlinear. Here we uncover a potential source of spurious second-order autocorrelation due to a particular kind of nonlinearity in firstorder dynamic processes and show how the problem can be avoided.
THE PROBLEM
We first became aware of this problem while analyzing population fluctuations of Soay sheep (Ovis aries) on the island of Hirta in the Outer Hebrides of Scotland (Berryman and Lima 2006) . Oscillations of this isolated population are characterized by two or three years of growth followed by a crash (Fig. 1) , and PRCF of the detrended series indicates a highly significant firstorder effect and a marginally significant second-order effect (Fig. 2 , black bars). Moreover, a second-order log-linear model (Royama 1992) ,
with X t ¼ ln(N t ) and N t the size of the population at time t, where a is the intercept, b is the slope determined by X tÀ1 , and c is the slope detemined by X tÀ2 , explained 77% of the variation in the series and simulated the observed oscillations quite well. We then calculated the PRCF for a simulated Soay sheep time series generated by the Age Structured Coulson et al. (2001) and found that it had a significant second-order signal (Fig. 2 , white bars). This model contains no explicit second-order feedback processes. Nonetheless, it is possible that second-order effects could result from interactions between age classes. Finally, we fit a first-order nonlinear logistic model,
to the Soay sheep data. Here R is the realized logarithmic per capita rate of change of the population over a year, R m is the maximum rate, K is the population size at equilibrium, and Q is a parameter of nonlinearity. This model explains .80% of the variability in the data, and sensitivity analysis showed that the parameter set R m ¼ 0.46, Q ¼ 7, and K arbitrary (K does not affect the dynamics around equilibrium) produces 3-yr oscillations very similar to those observed in the data. In addition, the PRCF of this simulated data had a very significant second-order signal (Fig. 2, gray bars) . Of course, the second-order signal detected in these simulated data must be spurious since model (2) represents a pure firstorder process.
SOURCE OF THE PROBLEM AND A POSSIBLE SOLUTION
The source of the problem can be seen by computing a trajectory on the Soay sheep R function (Fig. 3) . Begin with a fairly small population at time 1 and calculate, using Eq. 2, the per capita growth over the year (arrow 1). Then calculate the new population size at the end of the year from N t ¼ N tÀ1 exp(R) (i.e., the dotted lines 1 0 ). Continuing, we find that the population grows for two years and then collapses to a point close to the original density in the third year (dotted line 3 0 ) [see also Fig. 3d in Royama (1977) ]. This process repeats itself to produce a time series with cycles of period 3, a time series in which PRCF detects a significant second-order signal. The basic reason for the 3-yr cycle is the low maximum reproductive rate of sheep, i.e., R m ¼ ln(1 þ Birth À Death) ¼ 0.46, which, assuming an annual death rate close to 0, gives us a maximum birth rate of around 0.6 lambs per individual per year. Because of this low reproductive potential, it normally takes two years for the population to recover from a crash. Also necessary is the steeply convex form of the R function (i.e., Q ¼ 7), since this is what causes the deep depression once the equilibrium level is exceeded. However, theoretical models of resource partitioning among individual organisms show that convexity in the R function is also a result of low maximum birth rates along with high maintenance costs (K. Johst, A. A. Berryman, and M. Lima, unpublished manuscript). Hence, it is not surpris- 
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ing that we see spurious second-order signals in time series from a population of warm-blooded animals with low reproductive rates inhabiting an extreme environment.
A possible way around this problem is by a preliminary visual inspection of the plot of R against N tÀ1 (Fig. 4) . In a pure first-order process all the data should fall on or close to a continuous function, as they do in the Soay sheep example (Fig. 4A) . In contrast, if the generating process has a significant second-order component, the data should form an elliptical orbit with no obvious or simple functional relationship (Fig. 4B) ; the blackheaded budworm time series has been shown to have a strong second-order effect due to interactions with parasitoids (Morris 1959 , Berryman 1986 ). The reason for this difference is that, in a first-order process, the crash occurs over a single year (see Fig. 1 ), while in a second-order process it takes place over two or more years.
The fact that statistical techniques (probes) used in ecological time series can give rise to incorrect diagnoses should not necessarily deter one from using them, but it does reconfirm the advice that they should be used with great caution (Royama 1992 , Berryman and Turchin 1997 . No single technique is foolproof so, whenever possible, as many diagnostic tools as possible should be employed. In the end, ecological diagnosis (like medical diagnosis) is as much an art as a science and, therefore, its successful application depends to a great extent on the creativity of the practitioner (Berryman 1999).
