We 
1. The 2n to n weak pigeonhole principle requires exponential size to refute in Res(k), for k ≤ log n/ log log n.
Introduction
This is an extended abstract. For a full version of the paper, please visit the web page http://www.cs.ucsd.edu/˜nsegerli This paper studies the complexity of Res(k), a propositional refutation system that extends resolution by allowing k-DNFs instead of clauses [24] . The complexity of propositional proof systems has close connections to * Supported in part by NSF grant DMS-0100589 and CCR-0098197.
† Supported in part by NSF grant DMS-0100589. open problems in computational and circuit complexity (see [15, 23, 27, 7] ), as well as implications for the run times of satisfiability algorithms and automated theorem provers. Resolution is one of the most studied proof systems, and is used as the basis for many satisfiability algorithms. Back-tracking algorithms such as DPLL that branch on a single variable provide tree-like resolution refutations on unsatisfiable formulas. General resolution proofs correspond to adding a limited form of memoization (previously refuted subproblems are saved for reuse rather than refuted again) to DPLL. Res(k) corresponds to algorithms that branch on more general conditions: the value of any function of up to k variables.
The Res(k) systems are also interesting as intermediates between previously studied proof systems. Resolution can be thought of as Res(1) and depth-two Frege can be thought of as Res(n) (where n is the number of variables). In this way, the Res(k) systems provide a transition between resolution and depth-two Frege. Moreover, statements provable in the theory T 2 2 (α) (a fragment of Peano's arithmetic that allows induction only on Σ b 2 predicates) correspond to propositional statements with quasi-polynomial size Res(polylog(n)) refutations [24] . T 2 2 is the weakest fragment of Peano's arithmetic known to be able to use counting arguments such as the weak pigeonhole principle [25] . On the other hand, these counting tautologies are known to be hard for resolution. Thus, there must be a critical range for k between 1 and polylog(n) where these arguments become possible in sub-exponential size. More generally, we can ask: when does increasing k give the Res(k) system more power? Is there a reason to want to branch on more complex functions in satisfiability algorithms? Does such branching give algorithms better performance in the average case?
We give partial answers to all of these questions. In particular we prove:
1. The 2n to n weak pigeonhole principle requires size 2 Ω(n ) to refute in Res( log n/ log log n). 2. For each k, there exists a constant w > k so that random w-CNFs require size 2 Ω(n ) to refute in Res(k). Thus, extending DPLL algorithms to branch on multiple (but a constant number of) variables, will not make run times sub-exponential on average.
3. Res(k + 1) has exponential speedup over Res(k):
there are sets of clauses which have polynomial size Res(k + 1) refutations, but which require size 2 Ω(n ) to refute in Res(k). Therefore, increasing the complexity of branching conditions can give an exponential speed up.
Our lower bounds are proved using a new kind of switching lemma. A switching lemma provides conditions under which a OR of small ANDs can be rewritten as an AND of small ORs after the application of a random restriction [1, 18, 21, 4] . Our switching lemma differs from previous switching lemmas in that the random restriction is allowed to set a small number of the variables, even as few as n 1− out of n. The trade-off is that ORs of extremely small ANDs are transformed into ANDs of modestly small ORs. Therefore, our switching lemma cannot be iterated to prove lower bounds for proof systems of depth more than two. However, one application of our small fan-in switching lemma suffices to prove lower bounds for the Res(k) proof systems, because each line in such a proof has depth two and fan-in k.
Our switching lemma also gives an exponential separation between depth d circuits with bottom fan-in k from depth d circuits with bottom fan-in k + 1 (for constant k). This refines a result of Håstad [22] , who showed that for all d there exist , δ > 0 so that there are functions on n variables, computable with polynomial size, depth d circuits of bottom fan-in n but which require exponential size to compute with depth d circuits of bottom fan-in n δ , and later results of Cai, Chen and Håstad [13] , who showed that for each constant d, there exist functions computable with polynomial size, depth d, bottom fan-in 2 circuits that require exponential size to compute with depth d circuits with bottom fan-in 1, and that for each constant k, there exists a function of n variables computable by depth d circuits of polynomial size and bottom fan-in O(log n) that requires exponential size to compute with depth d circuits of bottom fan-in k.
Because resolution may be viewed as Res(1), our results for Res(k) generalize known results for resolution.
The weak pigeonhole principle (for any number of pigeons) is known to require an exponential number of steps to refute in resolution [31, 20, 32, 12, 6, 16, 26, 28, 29] , and we generalize these lower bounds for the case of the cn to n pigeonhole principle. Resolution refutations of randomly chosen sets of clauses are also known to require exponential size [14, 6, 5, 9] . We extend these results to general Res(k) systems, although as k increases, so does the width of the random CNFs for which our lower bounds apply.
Our work also extends previous research on the Res(k) system. The complexity of Res(k) refutations was first studied by Krajíček [24] , who was motivated by the connection between Res(polylog(n)) and the provability of combinatorial statements in the arithmetic theory T 2 2 (α). Atserias, Bonet and Esteban [3] gave exponential lower bounds for Res(2) refutations of the 2n to n weak pigeonhole principle and of random 3-CNFs. They also proved a quasi-polynomial separation between Res(2) and resolution; this separation was later strengthened to almost-exponential by Atserias and Bonet [2] . Esteban, Galesi and Messner [17] showed that that there is an exponential separation between treelike Res(k) and treelike Res(k + 1).
The lower bounds for Res(k) refutations of the weak pigeonhole principle given by Atserias, Bonet and Esteban [3] apply only for k = 2; our lower bound works for non-constant k, up to log n/ log log n. On the other hand, Maciel, Pitassi and Woods [25] give quasipolynomial size refutations in Res(polylog(n)). Therefore, among depth two, quasi-polynomial size refutations of the weak pigeonhole principle, the refutations the refutations of Maciel, Pitassi and Woods have bottom fan-in that is almost optimal.
Our lower bounds for Res(k) refutations of random w-CNFs are the first such lower bounds for Res(k) with k ≥ 3. Atserias, Bonet and Esteban [3] gave exponential lower bounds for random 3-CNFs in Res (2) . We extend these results to Res(k), although the width w increases with k (it is 4k 2 + 2). At present, the Res(k) systems are the strongest fragments of bounded-depth Frege systems for which we know there are super-polynomial size lower bounds for refutations of random sets of clauses.
The separation between Res(k + 1) from Res(k) is the first for k ≥ 3. Earlier work of Atserias and Bonet [2] 
Definitions and Conventions
We will use the notation
A literal is a variable or its negation. A term is a 2 Proceedings of the 43 rd Annual IEEE Symposium on Foundations of Computer Science (FOCS'02) 0272-5428/02 $17.00 © 2002 IEEE constant 0 or 1 or a conjunction of literals. Our convention is that a term is specified as a set of literals, with 1 corresponding to the empty set and 0 to any literal and its negation. We say that a term T contains a literal l if l ∈ T , and that a term T contains a variable x if either x ∈ T or ¬x ∈ T . We will often identify literals with terms of size one, and will write l instead of {l}. A DNF is a disjunction of terms, specified as a set of terms. A k-DNF is a DNF whose terms are each of size at most k. A clause is a 1-DNF, i.e. a disjunction of literals. The width of a clause C, written w(C), is the number of literals appearing in C. The width of a set of clauses is the maximum width of any clause in the set. A CNF is a conjunction of clauses, specified as a set of clauses. A k-CNF is a CNF whose clauses are each of width at most k. Two terms t and t are consistent if there is no literal l with l ∈ t and ¬l ∈ t .
A restriction ρ is a map from a set of variables to {0, 1, * }. For a formula F , the restriction of F by ρ, F ρ is defined as usual, simplifying only when a subexpression has become explicitly constant. For any restriction ρ, let D(ρ) denote the set of variables to which ρ assigns the value 0 or 1.
Resolution is a refutation system for propositional logic. The input to a resolution refutation is a set C of initial clauses; a resolution refutation consists of a derivation of the empty clause from clauses in C using only the resolution inference:
A∨x ¬x∨B A∨B
. Every line in a resolution refutation is a clause, i.e., a 1-DNF. We do not use the exact definition of the Res(k) system in our arguments; the main property we use is strong soundness: if F is inferred from F 1 , . . . , F j , and t 1 , . . . , t j are mutually consistent terms of F 1 , . . . , F j respectively, then there is a term t of F implied by 
The Switching Lemma
A switching lemma is a guarantee that after the application of a randomly chosen restriction, a disjunction of small ANDs can be represented by a conjunction of small ORs, thus "switching" an OR into an AND. We use a slightly stronger variation: after the application of a random restriction, a k-DNF can be "strongly represented" by a short decision tree. Definition 3.1 A decision tree is a rooted binary tree in which every internal node is labeled with a variable, the edges leaving a node correspond to whether the variable is set to 0 or 1, and the leaves are labeled with either 0 or 1.
Every path from the root to a leaf may be viewed as a partial assignment. For a decision tree T and v ∈ {0, 1}, we write the set of paths (partial assignments) that lead from the root to a leaf labeled v as Br v (T ).
We say that a decision tree T strongly represents a DNF F if for every π ∈ Br 0 (T ), for all t ∈ F , t π = 0 and for every π ∈ Br 1 (T ), there exists t ∈ F , t π = 1.
The representation height of F , h(F ), is the minimum height of a decision tree strongly representing F .
Notice that the function computed by a decision tree of height h can also be computed by both an h-CNF and an h-DNF.
Our switching lemma will exploit a trade-off based on the minimum size of a set of variables that meets each term of a k-DNF. When this quantity is small, we can build a decision tree by querying these variables and recursing on the (k−1)-DNFs created. When this quantity is large, the DNF has many disjoint terms and is likely to be satisfied by a random restriction.
Definition 3.2 Let F be a DNF, and let S be a set of variables. If every term of F contains a variable from S, then we say that S is a cover of F . The covering number of F , c(F ), is the minimum cardinality of a cover of F .
For example, the 3-DNF xyz ∨ ¬x ∨ yw has covering number two.
First, we give a general condition on the distributions of partial assignments for which our switching lemma holds, namely that the distribution almost always satisfies k-DNFs with large cover number. Later, we will show that this condition holds for the distributions used in our applications. 
We proceed by induction on k. First consider k = 1. If c(F ) ≤ s 0 , then at most s 0 variables appear in F . We can construct a height ≤ s 0 decision tree that strongly represents F ρ by querying all of the variables of F ρ . On the other hand, if c(
For the induction step, assume that the theorem holds for all k-DNFs, and let F be a (k + 1)-
Consider the case when c(F ) ≤ s k . Let S be a cover of F of size at most s k . Let π be any assignment to the variables in S. Because each term of F contains at least one variable from S, F π is a k-DNF, By combining the induction hypothesis with the union bound, we have that
i=0 s i , we construct a decision tree for F ρ as follows. First, query all variables in S unset by ρ, and then underneath each branch, β, simulate a decision tree of minimum height strongly representing (F β ) ρ . Notice that for each such branch β, there is a unique assignment π to the variables of S so that π agrees with
, and the height of the resulting decision tree is at most
In the full paper, we show that the decision tree constructed above strongly represents F ρ .
In this abstract, we will always use the switching lemma in the following form:
, s, and let D be a distribution on partial assignments so that for every k-DNF G, Pr ρ∈D
The proof of corollary 3 appears in the full version. The idea is to apply theorem 2 with
,
Switching with Small Restrictions
In this subsection, we show that small, uniform restrictions meet the conditions of the switching lemma. Using corollary 3, k-DNFs can then be converted into decision trees -using restrictions that set only a polynomially small fraction of the bits. We include it here for comparison with previous switching lemmas, and later it will be used to prove the lower bound on Res(k) refutations of random CNFs. More complicated distributions will be used for our other results. 
Lemma 4 Let
Proof: Because every covering set of G has size at least c(G), there is a set of variable-disjoint terms of size at least c(G)/k (such a set can be found by greedily choosing a maximal set of disjoint terms). Each of these variable-disjoint terms is satisfied with independent probability at least (p/2) k . Therefore,
Proof:
Combining lemma 4 with corollary 3, with p = βn 
. Because k and β are fixed, we may choose the constant γ as necessary.
The interesting case for corollary 5 is for c to be a small constant and for w to be at least n δ+c for some δ > 0.
An Application to Circuit Bottom Fan-in
All circuits are organized into alternating layers of AND and OR gates, with connections appearing only between adjacent levels. NOT gates may have only variables as their inputs. The output gate is said to be at level one, the gates feeding into the output gate are said to be at level two and so forth. The depth of a circuit is the maximum depth of an AND or OR gate in the circuit. The size of a circuit is the number of AND and OR gates appearing in it. The bottom fan-in of a depth d circuit is the maximum number of inputs of a gate at level d. For more detail on the basics of constant depth circuits, consult the survey by Boppana and Sipser [11] . 
The Functions
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The Lower Bounds
We will show that depth d + 1 circuits with bottom fan-in k require exponential size to compute g m,k+1 d
. In light of theorem 6, it suffices to consider only circuits with an AND gate at the output level. Furthermore, in this extended abstract, we will consider only the case when d is even. This ensures that all gates at depth d are OR gates. The case for odd d is dual and we simply invert the random restriction used; for more details see the full paper. Each gate at depth d computes a k-DNF, and we will apply a random restrictions which almost certainly collapse all of the k-DNFs to narrow CNFs and thus collapse the circuits to depth d circuits with small bottom fan-in. On the other hand, the random restrictions will probably leave g The following lemma is proved in a manner similar to lemma 4. The only major difference is that we use "block disjointness", rather than variable disjointness, to obtain independence between the events of satisfying , with probability at least 3/4 , C ρ is is equivalent to a depth d, bottom fan-in w circuit with at most S gates in levels 1 through d − 1.
Proof:
We will solve for the particular values of k and w after going through the calculations.
For each OR gate g at depth d, we let F g denote the k-DNF computed by the sub-circuit at g.
Suppose that there is a partial assignment ρ ∈ B 
Because there are at most S = 2 k w many gates at depth d, by the union bound, there exists a gate with h(F g ) > w with probability at most 2
We simply take k sufficiently small so that this probability is less than 1/4. , by the union bound, the probability that there exists a depth d gate underneath which there are fewer than dm log m/2 many blocks unset is at most
Theorem 9 For all
. This tends to 0 as m tends to infinity.
On the other hand, by lemma 8, with probability at least 3/4 , C ρ is is equivalent to a depth d, bottom fan-in w circuit with at most S gates in levels 1 through d − 1.
Therefore we may choose ρ ∈ B 
Lower Bounds for Res(k) Refutations
We give three size lower bounds for Res(k) refutations of sets of clauses: lower bounds for random, constant width CNFs, lower bounds for the cn to n weak pigeonhole principle and lower bounds that give an exponential speedup of Res(k + 1) over Res(k). We cannot give much of the proofs for these results because of space considerations. We give more details for the lower bounds for random CNFs, and outline the other results.
All of our lower bounds use the fact that when the lines of a Res(k) refutation can be strongly represented by short decision trees, the refutation can be converted into a narrow resolution refutation. 
Theorem 10 Let C be a set of clauses of width ≤ h. If C has a Res(k) refutation so that for each line F of the refutation, h(F
) ≤ h, then w R (C) ≤ kh .
Proof:
We will use the short decision trees to construct a narrow refutation of C in resolution augmented with subsumption inferences: whenever A ⊆ B, A B . These new inferences simplify our proof, but they may be removed from the resolution refutation without increasing the size or the width.
For each initial clause C ∈ C, we let T C be the decision tree that queries the (at most h) variables in C, stopping with a 1 if the clause becomes satisfied and stopping with a 0 if the clause becomes falsified. For the other lines, F , let T F be a shortest decision tree that strongly represents F .
For any partial assignment π let C π be the clause of width ≤ h that contains the negation of every literal in π, i.e., the clause that says that branch π was not taken.
We construct a resolution proof of width ≤ kh by deriving C π for each line F of the refutation and each π ∈ Br 0 (T F ).
Notice that for π ∈ Br 0 (T ∅ ), C π = ∅, and for each C ∈ C, for the unique π ∈ Br 0 (T C ), C π = C.
Let F be a line of the refutation that is inferred from the previously derived formulas
To guide the derivation of {C π | π ∈ Br 0 (T F )}, we construct a decision tree that represents the the conjunction of F 1 , . . . F j . The tree (call it T ) begins by simulating, T F1 and outputting 0 on any 0-branch of T F1 . On any 1-branch, it then simulates T F2 , etc. If all j branches are 1, T outputs 1; otherwise T outputs 0. The height of T is at most jh ≤ kh, so the width of any such C π , with π ∈ Br(T ) is at most kh.
Every σ ∈ Br 0 (T ) contains some π ∈ j i=1 Br 0 (T Fi ). Therefore, {C σ | σ ∈ Br 0 (T )} can be derived from the previously derived clauses by subsumption inferences.
On the other hand, if σ ∈ Br 1 (T ), there exists
By strong soundness of Res(k), there exists t ∈ F so that σ satisfies t.
Let σ ∈ Br 0 (T F ) be given. Because T F strongly represents F , σ sets all terms of F to 0. So by the preceding paragraph, for all π ∈ Br(T ), if π is consistent with σ, then π ∈ Br 0 (T ).
We now begin the derivation of Br 0 (T F ). Let σ ∈ Br 0 (T F ) be given. For each node v in T , let π v be the path (viewed as a partial assignment) from the root to v. Bottom-up from leaves to root, we inductively derive C πv ∨ C σ , for each v so that π v is consistent with σ. When we reach the root, we will have derived C σ .
If v is a leaf, then π v ∈ Br 0 (T ) (because it is consistent with σ), and it has already been derived.
If v is labeled with a variable that appears in σ, call it x, then there is a child u of v with π u = π v ∪ {x}. Therefore, C πv ∨ C σ = C πu ∨ C σ . By induction, the clause C πu ∨ C σ has already been derived.
If v is labeled with a variable x that does not appear in σ, then for both of the children of v, call them v 1 , v 2 , the paths π v1 and π v2 are consistent with σ. Moreover,
Resolving these two previously derived clauses gives us C πv ∨ C σ .
We will use this theorem after we apply a random restriction which simultaneously collapses every line of a Res(k) refutation to a short decision tree. Hence, we can use a width lower bound for resolution proofs of a restricted tautology to give a size lower bound for Res(k) proofs of the original tautology.
Corollary 11
Let C be a set of clauses of width ≤ h, let Γ be a Res(k) refutation of C, and let ρ be a partial assignment so that for every line 
Lower Bounds for Random CNFs
The reason that our proof does not give lower bounds for refutations of random 3-CNFs in Res(k) is that on one hand, we want our random restrictions to have a good chance of satisfying a fixed k-term (so we can apply the switching lemma), but on the other hand, the restrictions should have little probability of falsifying any of the initial clauses (this would make the restricted set of clauses trivial to refute). Because satisfying a k-term is equivalent to falsifying a k-clause, we can only work with initial clauses width far larger than k.
A set of clauses that, with constant probability, requires high width to refute after random restriction is called robust. Recall the distribution D p from definition 3.3. It turns out that a random w-CNF is almost surely robust when w is sufficiently large compared to p (the probability of fixing a bit to either 0 or 1). The proof appears in the full version. The idea is to show that when we consider the joint distribution on w-CNFs F and random restrictions ρ, with high probability, F ρ is implied by (contains) a random 3-CNF. We then apply the width bounds for the resolution refutations of random 3-CNFs [9] .
Definition 5.2 Let F be a CNF in variables x
1 , . . . x n . We say that F is (p, r) robust if Pr ρ∈Dp [w R (F ρ ) ≥ r] ≥ 1/2.
Lemma 13
There exists a constant c so that for any constants w and t, with w ≥ 2t + 2, for every n sufficiently large, and every ∈ [0, 1/2], if we set ∆ = n 1 2 − then the following inequality holds:
We now prove the size lower bound. We set bits with probability n −1/2k 2 so we can collapse k-DNFs but still have that most 4k 2 +2 CNFs are robust. For each k ≥ 1, let γ k be the constant of corollary 5 (with β = 1).
Lemma 14 Let n, r, w, and k be given. For sufficiently large
Proof: Suppose that Γ is a Res(k) refutation of F of size at most 2 
By the union bound we have
Because F is (p, r)-robust, with probability at least 1/2 over choices of ρ, w R (F ρ ) ≥ r. Therefore, we may choose ρ ∈ D p so that w R (F ρ ) ≥ r and for all F ∈ Γ, h(F ρ ) ≤ (r − 1)/k. This is a contradiction because by corollary 11 there should be a width r − 1 resolution refutation of F ρ .
Combining lemmas 13 and 14 with t = 2k 2 , w = 4k 2 +2 and r = cn·∆
1− shows that a random (4k 2 + 2)-CNF almost surely requires exponential size to refute in Res(k).
Corollary 15
There exists a constant c so that for every k, for every n sufficiently large and ∈ [0, 1/2], if we set ∆ = n 1 2 − , then the following inequality holds.
This gives an exponential lower bound only when 
Theorem 17
For c > 1, there exists > 0 so that for all n sufficiently large, if k ≤ log n/ log log n, then every Res(k) refutation of P HP cn n has size at least 2 n .
The general idea of the proof of Theorem 17 is as follows: Suppose there are small Res(k) refutations of the pigeonhole principles. Then, by applying random restrictions we obtain low width resolution refutations of restricted pigeonhole principles. This can be shown to be impossible, using the well-known lower bounds on the width of resolution refutations of the pigeonhole principle. See the full version for more details.
Separation Between Res(k) and Res(k + 1)
In the full version of this paper, we show that for each constant k, there is an k > 0, such that there is a family of unsatisfiable CNFs which have polynomial size Res(k + 1) refutations but which require size 2 n k to refute in Res(k). The unsatisfiable clauses are a variation of the graph ordering tautologies of [19, 10] . Notice that for a graph G on n vertices with maximum degree d ≥ 3, the principle GOP (G) has width d and the principle GOP k (G) has size O(n 3 k d ). It is easily shown that, for any graph G, the principle GOP (G) has polynomial size resolution refutations. Furthermore, these refutations can be transformed into Res(k + 1) refutations of GOP k+1 (G). On the other hand:
Theorem 18 Let k be given. There exist constants c > 0 and k > 0, and a family of graphs G on n vertices (for n sufficiently large) with maximum degree c log n so that Res(k) refutations of GOP k+1 (G) require size at least 2 O(n k ) .
The proof of theorem 18 uses a random restriction that collapses a small Res(k) refutation into a narrow resolution refutation. Then, using a width bound for resolution refutations of the graph ordering principle, we show that no small Res(k) refutation can exist. The width bound for resolution refutations of the graph ordering principle is a generalization of lower bounds of Bonet and Galesi [10] , but applies to randomly chosen, sparse graphs that satisfy a certain expansion-like property. See the full version for more details.
Conclusions and Open Problems
Switching with small restrictions seems to be a promising technique for analyzing the power of bottom fan-in in proof and circuit complexity. Our results could not have been obtained by switching with larger restrictions. For example, the lower bounds for random w-CNFs could not be proved using restrictions that set a constant fraction of the variables because some initial clause is falsified with high probability. Also, this method is relatively easy to apply because you do not have to reprove the switching lemma for every lower bound, but only check that the restrictions in question are likely to satisfy k-DNFs with high cover number.
However, switching with small restrictions still suffers from the limitations of random restriction method. In particular, it seems ineffective against random 3-CNFs and very weak pigeonhole principles. The only techniques for understanding the refutation complexity of such CNFs seem specific to resolution [9, 8, 28, 29] . Understanding the refutation complexity of these principles in Res(k) is a necessary step before understanding them in more powerful systems, and the Res(k) systems might be simple enough for the development of new techniques.
With 
