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Resumen En este proyecto se utiliza una ca´mara estereosco´pica con la
que se capturan pares de ima´genes de la misma escena, para producir
mapas de disparidad que sirvan al esquive de obsta´culos por parte de
un robot LegoR© MindstormsR© NXT. Con tal capacidad, dicho robot de-
be ser capaz de aproximarse sin riesgo al destino de manera auto´noma.
Dado que se extrae informacio´n me´trica a partir de ima´genes bidimen-
sionales, primero se realiza un mo´dulo de calibracio´n de ca´maras, para
corregir distorsiones producidas por las mismas. Posteriormente se uti-
liza un me´todo basado en a´reas para generar mapas de disparidad, los
cuales se interpretan con el fin de detectar obsta´culos frente al robot.
Las ima´genes obtenidas son rectificadas, para aprovechar las ventajas
que brinda la geometr´ıa epipolar. El manejo del robot se realiza segu´n
el paradigma reactivo en el marco de la arquitectura de control. La eje-
cucio´n se lleva a cabo en una mini computadora denominada Raspberry
Pi. Dicho sistema es capaz de responder en tiempo real a un entorno
esta´tico. Los experimentos de odometr´ıa y trayectoria llevados a cabo
muestran que el sistema es capaz de alcanzar un punto objetivo con
precisio´n satisfactoria au´n en la presencia de obsta´culos dispuestos de
formas diversas.
1. Introduccio´n
La visio´n este´reo se consigue observando la misma escena desde dos perspec-
tivas diferentes. Esto es posible capturando el mismo punto en las dos visua-
lizaciones (correspondencias), para calcular diferencias de coordenadas. Tales
diferencias se denominan disparidades y al conjunto total de diferencias mapa
de disparidad, con el cual se infiere distancias relativas.
Para que la bu´squeda de correspondencias gane en precisio´n y eficiencia,
se debe: por un lado obtener lentes libres de distorsio´n y por el otro utilizar
la geometr´ıa asociada al sistema este´reo (epipolar), para encontrar las relacio-
nes espaciales entre ambos lentes. Estas relaciones permiten la rectificacio´n de
ima´genes, haciendo que las bu´squedas sean unidimensionales [2].
En este proyecto se desarrolla un sistema de navegacio´n y esquive de obsta´cu-
los utilizando un algoritmo basado en la interpretacio´n tridimensional de la es-
cena. Para alcanzar el objetivo deben resolverse tres problemas: primero obtener
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ima´genes libres de distorsio´n, segundo interpretar el mapa generado y el tercero
estimar el movimiento del robot mediante un mo´dulo de navegacio´n en tiempo
real.
2. Marco Teo´rico
2.1. Modelo de ca´mara
La formacio´n de ima´genes se representa mediante proyeccio´n central, en la
cual se dibuja un rayo desde un punto del espacio hasta un punto fijo denominado
centro de proyeccio´n. El rayo intersecta un plano que se elige como plano de
imagen. Esa interseccio´n representa la imagen del punto.
Este modelo concuerda con el modelo de ca´mara pinhole. En e´ste, el centro
de proyeccio´n es el origen de un sistema de coordenadas Euclideano.
Para llevar el modelo pinhole a coordenadas de p´ıxel, se introducen los
para´metros cx y cy, que representan los desplazamientos en el sensor CCD con
respecto al eje o´ptico y los para´metros fx y fy que representan las longitudes fo-
cales. Estos para´metros se organizan en una matriz que lleva puntos del espacio
al plano de imagen. Dicha matriz es la matriz intr´ınseca M .
2.2. Distorsiones del lente
Dado que en este proyecto se extrae informacio´n me´trica a partir de ima´genes
tridimensionales, es obligatorio remover las distorsiones que introduce la utiliza-
cio´n de ca´maras [4].
Distorsio´n Radial
Causa que l´ıneas rectas en el espacio se rendericen como l´ıneas curvas en el
sensor CCD, es el tipo de distorsio´n que produce las deformaciones ma´s severas
cercanas a los bordes del sensor.
Se modela con los primeros te´rminos de una serie de Taylor alrededor de
r = 0, siendo r la distancia al centro o´ptico. Para ca´maras baratas, se pueden
caracterizar con los primeros dos te´rminos que se denominan convencionalmente
k1 y k2. Para ca´maras altamente distorsionadas se agrega un te´rmino adicional
k3. La ubicacio´n radial de un punto sobre el sensor se corrige segu´n las ecuaciones
[5]
xcorregido = x(1 + k1r
2 + k2r
4 + k3r
6),
ycorregido = y(1 + k1r
2 + k2r
4 + k3r
6).
(1)
Distorsio´n tangencial
Ocurre debido a defectos en el proceso de fabricacio´n que resultan en un lente
no alineado exactamente al plano de imagen. La distorsio´n tangencial se carac-
teriza por dos para´metros denominados coeficientes de descentrado del objetivo
p1 y p2 segu´n [5]
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xcorregido = x + [2p1xy + p2(r
2 + 2x2)],
ycorregido = y + [p1(r
2 + 2y2) + 2p2xy].
(2)
Modelo para la triangulacio´n
Con las correspondencias obtenidas, se infiere profundidad a partir de la
disparidad. Para lograr tal cometido el dispositivo debe responder al modelo
paralelo-frontal, es decir [1]:
1. Ambos planos de imagen son coplanares, con sus ejes o´pticos paralelos se-
parados por una distancia conocida T e iguales longitudes focales.
2. Ambos puntos principales cizqx y c
der
x tienen las mismas coordenadas de p´ıxel.
3. Las ima´genes son de filas alineadas (cada fila de p´ıxeles de una ca´mara se
alinea exactamente con la correspondiente fila en la otra).
Tomando las coordenadas horizontales de los puntos xl y xr en cada ca´mara,
se define disparidad a la resta: d = xl − xr. Con el modelo resultante se puede
derivar la profundidad Z segu´n
T − (xl − xr)
Z − f =
T
Z
=⇒ Z = fT
xl − xr . (3)
donde la relacio´n entre disparidad y profundidad es no lineal e inversamente
proporcional [1].
2.3. Geometr´ıa Epipolar
En este trabajo se obtienen las correspondencias utilizando la geometr´ıa epi-
polar a fines de simplificar la bu´squeda. Es la geometr´ıa proyectiva intr´ınseca
de dos vistas solapadas (combina dos modelos pinhole). Permite dado un punto
en una imagen, buscar su correspondencia a lo largo de la l´ınea epipolar que le
corresponde, es decir sobre la interseccio´n del plano de imagen de lo otra ca´mara
con el plano epipolar (Figura 1) [2,7].
La matriz fundamental F constituye la principal herramienta en reconstruc-
cio´n tridimensional, porque representa geome´tricamente la restriccio´n epipolar.
Permite el mapeo de un punto en una imagen a su l´ınea epipolar correspondiente
en la otra.
3. Calibracio´n de ca´maras
Se realiza calibracio´n fotograme´trica mediante objeto plano para conocer los
para´metros intr´ınsecos y extr´ınsecos de cada vista. El objeto utilizado es un ta-
blero de ajedrez del cual se conocen las coordenadas de los puntos a capturar
en el sistema de coordenadas del objeto (intersecciones de los casilleros). Una
17º Concurso de Trabajos Estudiantiles, EST 2014
43 JAIIO - EST 2014 - ISSN: 1850-2946 - Página 117
Figura 1: Geometr´ıa epipolar.
vez capturados dichos puntos y refinados a nivel sub-p´ıxel, se obtienen las ho-
mograf´ıas (transformaciones proyectivas entre planos) que describen la relacio´n
entre los puntos del objeto y los capturados.
Cada homograf´ıa se desglosa en el producto de dos matrices (Ecuacio´n 4),
la matriz intr´ınseca M y la matriz extr´ınseca W que representa el cambio de
coordenadas de un punto Q˜ del objeto al punto q˜ de la ca´mara (mediante la
rotacio´n R y la traslacio´n T ).
q˜ = sMWQ˜. (4)
Gracias a que los dos primeros vectores columna r1 y r2 de R son ortonor-
males, surgen las ecuaciones 5 y 6 para cada una de las vistas de la forma
hT1 (M
−1)TM−1h2 = 0, (5)
y
hT1 (M
−1)TM−1h1 = hT2 (M
−1)TM−1h2. (6)
El producto (M−1)TM−1 es la matriz B sime´trica que tiene entre sus compo-
nentes los para´metros intr´ınsecos de la ca´mara. Dicha simetr´ıa permite reescribir
las ecuaciones 5 y 6 como productos unidimensionales por un vector de seis com-
ponentes segu´n [
vT12
(v11 − v22)T
]
b = 0.
Se resuelve este sistema de ecuaciones para encontrar b, lo cual define la
matriz B desde la que se extraen los para´metros intr´ınsecos. Dado que au´n no
se resolvieron las distorsiones, estos para´metros no son los correctos. Entonces,
las coordenadas de p´ıxel se obtienen utilizando las coordenadas del punto Q˜ =
[XW , YW , ZW ] en el espacio segu´n[
xp
yp
]
=
[
fxX
W /ZW + cx
fyY
W /ZW + cy
]
,
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para utilizar en[
xp
yp
]
= (1 + k1r
2 + k2r
4 + k3r
6)
[
xd
yd
]
+
[
2p1xdyd + p2(r
2 + 2x2d)
p1(r
2 + 2y2d) + 2p1xdyd
]
.
Con esta ecuacio´n evaluada en mu´ltiples puntos se forma un sistema de ecua-
ciones para calcular los para´metros de distorsio´n, luego de lo cual se obtienen
los para´metros intr´ınsecos reales. Los extr´ınsecos se extraen de la Ecuacio´n 4.
3.1. Calibracio´n este´reo
La calibracio´n este´reo consiste en calcular la relacio´n geome´trica entre ca´ma-
ras, mediante la matriz de rotacio´n R y el vector de traslacio´n T . Utilizando
las extr´ınsecas de cada par de visualizaciones del tablero se puede obtener dicha
relacio´n segu´n las ecuaciones 7 y 8 [1,10].
R = Rr(Rl)
T (7)
y
T = Tr −RTl. (8)
Se toma la mediana de R y T como aproximacio´n inicial y luego se ejecuta
un algoritmo iterativo de Levenberg-Marquardt para encontrar la solucio´n final.
Dicho algoritmo es un proceso iterativo de convergencia a trave´s de la te´cnica
de los mı´nimos cuadrados ponderados [6].
3.2. Rectificacio´n este´reo calibrada: Algoritmo de Bouguet
La rectificacio´n el paso final para obtener el modelo paralelo-frontal. La ro-
tacio´n R se divide a la mitad entre ambas ca´maras, resultando en las matrices rl
y rr. Con tales rotaciones los planos se vuelven coplanares y sus ejes o´pticos pa-
ralelos. Luego se calcula la matriz Rrect, la cual produce una rotacio´n alrededor
del centro o´ptico. Las columnas de dicha matriz se obtienen segu´n
e1 =
T
||T || , (9)
e2 =
[−TyTx0]T√
T 2x + T
2
y
, (10)
y
e3 = e1 × e2. (11)
La alineacio´n de filas de las ca´maras se obtiene utilizando Rl = Rrect rl y
Rr = Rrect rr para las ca´maras izquierda y derecha respectivamente. Las ima´ge-
nes originales se remapean al modelo paralelo frontal con las l´ıneas epipolares
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Figura 2: Par original (Arriba). Par rectificado (Abajo).
coincidentes a lo largo de filas. Luego de la rectificacio´n los puntos aparecen en
la misma fila (Figura 2).
Las ima´genes que se utilizaron para la calibracio´n tambie´n se pueden utilizar
para verificarla. Al resolver la homograf´ıa que relacionaba el tablero de ajedrez
con el plano de imagen, se obtuvieron por cada vista los valores de rotacio´n R,
traslacio´n T , intr´ınsecas de ca´mara y para´metros de distorsio´n. Tales para´metros
se pueden utilizar para reproyectar los puntos del objeto y obtener el error
cuadra´tico medio entre los valores reproyectados y los puntos caracter´ısticos
refinados a nivel subp´ıxel. Se considera que dicho valor debe ser menor a 1 p´ıxel
para configuraciones de alta precisio´n [11]. En este proyecto el valor obtenido
es 0.36, lo cual significa que los puntos reproyectados esta´n en promedio a 0.36
unidad de p´ıxel de su posicio´n real.
4. Mo´dulo de Navegacio´n
4.1. Generacio´n del mapa de disparidad
En este proyecto se utiliza el me´todo basado en a´reas con suma de diferencias
absolutas como funcio´n de costo para generar los mapas de disparidad segu´n
SAD(x, y) =
∑
(i,j)∈W
|I1(i, j)− I2(x + i, y + j)| (12)
para la vecindad W centrada en (x, y) de las ima´genes I1 e I2.
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Como el emparejamiento se basa en intensidades, puede ser inexacto debido
a ruido en la imagen, por ello en vez del p´ıxel independiente se chequea el
p´ıxel junto con su vecindad. Dicha vecindad centrada en el p´ıxel a buscar se
desplaza a lo largo de la l´ınea epipolar en la otra imagen, en cada una de las
coordenadas se calcula la Ecuacio´n 12 y donde se obtenga el menor valor estara´ la
correspondencia para dicho punto. Generar el mapa de disparidad desde las
ima´genes rectificadas consta de tres etapas [9,1]:
1. Prefiltrado: las ima´genes se normalizan para reducir diferencias en brillo y
realzar texturas.
2. Bu´squeda de correspondencias: se buscan caracter´ısticas con textura sufi-
ciente a lo largo de l´ıneas epipolares.
3. Posfiltrado: se verifica la diferencia entre sumas de diferencias absolutas entre
la mejor coincidencia y la siguiente en orden ascendente. Si la diferencia no
supera el valor esperado no se considera la disparidad calculada para ese
punto.
4.2. Interpretacio´n del mapa de disparidad
Para detectar y esquivar posibles obsta´culos al frente del robot, los mapas
de disparidad obtenidos a partir de las ima´genes rectificadas se dividen en una
ventana central y dos laterales como se observa en la Figura 3.
Por cada mapa se procede segu´n:
De las ventanas, se calculan los p´ıxeles p cuyo valor de disparidad D(p) es
superior a un umbral definido T .
Se examina tal cantidad. Si el porcentaje que representa con respecto al
total de p´ıxeles en dicha ventana no supera un porcentaje predefinido r, no
existen obsta´culos en esa direccio´n. Si se supera, se rota hacia la derecha o la
izquierda de acuerdo al menor porcentaje obtenido de las ventanas laterales
[8].
Si no se detecta obsta´culo en la ventana central, se examinan las ventanas
laterales. La deteccio´n de obsta´culo en las mismas provoca una rotacio´n en
la direccio´n opuesta.
5. Configuracio´n del robot
Este proyecto se realiza con el Lego R© Mindstorms R© NXT ensamblado en
el formato de robot diferencial, esto es con dos ruedas a cada lado del cuerpo
del robot controladas por sendos motores, ma´s una tercer rueda que brinda
estabilidad (Figura 4). Con esta configuracio´n se puede utilizar odometr´ıa, es
decir estimar su posicio´n en funcio´n de las rotaciones de las ruedas, su dia´metro
y la distancia del eje.
Como dispositivo de sensado se utiliza la webcam este´reo marca Minoru R©
ubicada al frente del robot. El software que procesa las ima´genes desde el sensado
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(a) Izquierda rectificada (b) Derecha rectificada
(c) Disparidad normalizada
Figura 3: Interpretacio´n del mapa de disparidad.
Figura 4: Robot mo´vil controlado por visio´n
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hasta el ca´lculo del mapa de disparidad y que controla los movimientos del robot
se ejecuta en la mini computadora Raspberry Pi.
Este proyecto utiliza el LeJOS NXJ como reemplazo del firmware original
del Lego, posibilitando interactuar con el Lego utilizando Java. Se controla el
robot mediante las clases Java (classes.jar) que implementan el API (Application
Programming Interface) de leJOS NXJ, particularmente DifferentialPilot para
controlar los movimientos del robot y OdometryPoseProvider para registrar la
posicio´n actual del mismo. La clase DifferentialPilot necesita saber a que puertos
se conectan los motores, el dia´metro de las ruedas y el ancho del eje. La clase
OdometryPoseProvider estima la ubicacio´n actual y la direccio´n a la cual apunta
el robot (heading). Utiliza coordenadas cartesianas, con a´ngulos en grados para
representar posicio´n y orientacio´n del Lego.
6. Arquitectura de control
La arquitectura de control es la que brinda un marco para la programacio´n
de sistemas robo´ticos inteligentes. Define paradigmas que establecen la manera
en que se relacionan las principales acciones de un robot (SENSAR, PLANEAR
y ACTUAR). Estos paradigmas son tres: el reactivo, el deliberativo y el h´ıbrido
(reactivo/deliberativo). En este proyecto se utiliza el paradigma reactivo por ser
el apropiado para aplicaciones en tiempo real, dado que propone una conexio´n
directa entre el sensado y las acciones sin requerir etapas de modelado. Las
acciones posibles del robot se descomponen en comportamientos, que actu´an en
paralelo. Estos comportamientos se traducen en comandos para los motores.
En particular se utiliza la Arquitectura de Subsuncio´n, la cual es un ejemplo
del paradigma reactivo. En la misma los comportamientos tienen jerarqu´ıa y
los superiores predominan sobre (subsumen) los niveles inferiores. Requiere la
existencia de un a´rbitro para definir cua´l es el comportamiento activo en un
momento dado.
El desarrollo se realiza utilizando la implementacio´n existente en el API de
leJOS NXJ para el modelo de subsuncio´n. La misma consta de una clase Arbi-
trator para definir el comportamiento activo y una interface Behavior, la cual
modela los comportamientos y consta de los me´todos:
takeControl: Para solicitar el control del robot en el caso que corresponda.
action: Co´digo que se ejecuta una vez que este comportamiento toma el
control.
suppress: Co´digo para cancelar inmediatamente al me´todo action.
Se implementa una clase adicional denominada Minoru. Con e´sta se genera
la informacio´n relativa al sensado disponible para los comportamientos definidos
en este proyecto: Esquivar, Flanquear y Avanzar (ordenados de mayor a menor
segu´n nivel de jerarqu´ıa). En primera instancia, el robot se orienta al punto des-
tino que es para´metro del sistema, posteriormente los comportamientos entran
en competencia por el control.
Descripcio´n de comportamientos:
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Esquivar: Toma el control si existe colisio´n. Devuelve el control una vez
concretada la rotacio´n determinada por la interpretacio´n del mapa de dis-
paridad.
Flanquear: Si hubo colisio´n hace que el robot transite la distancia necesaria
para sortear el obsta´culo. Una vez finalizado dicho recorrido, el robot se
reorienta al destino.
Avanzar: Toma el control si el camino esta´ despejado. Controla la distan-
cia al punto destino, si la misma se encuentra por debajo de un umbral
determinado, detiene el robot.
7. Pruebas de odometr´ıa
Para estimar la precisio´n de la odometr´ıa se hizo transitar al robot seis re-
corridos de 1,80 m de distancia, tres de los cuales fueron con el camino libre y
los tres restantes con un obsta´culo a la mitad del recorrido. Como obsta´culo se
utilizo´ una caja de 29 cm de ancho, 24 cm de alto y 14 cm de profundidad. Se
midio´ el error en cm obtenido en cada uno de ellos. Tal error en cm es la dife-
rencia entre el centro de eje del robot y el punto definido como destino (Tablas
1 y 2).
Tabla 1: Error sin obsta´culo.
Recorrido Error en cm
1 3,1
2 3,2
3 4,5
Error promedio 3,6
Porcentaje de error 2,0 %
Tabla 2: Error con obsta´culo.
Recorrido Error en cm
1 5,1
2 5,2
3 6,3
Error promedio 5,53
Porcentaje de error 3,07 %
8. Pruebas de trayectoria
Segu´n las mediciones, el tiempo promedio desde que se capturan las ima´ge-
nes hasta que se genera el mapa de disparidad con su posterior interpretacio´n
es de 3,1 segundos en el Raspberry Pi. Segu´n la calibracio´n, la distancia focal
promedio es de 455,7 p´ıxeles. Tal medida se utiliza para calcular la profundidad
Z utilizando la Ecuacio´n 3. Se sabe que la distancia de l´ınea base del disposi-
tivo estereosco´pico es T = 6 cm, y que el algoritmo de correspondencia fija la
coordenada de comienzo de bu´squeda en 0 y el nu´mero de disparidades a buscar
en 64. Estos para´metros proporcionan un mapa de disparidad que va de los 42,7
cm de profundidad al “infinito”.
Tales resultados sirven para especificar la velocidad ma´xima del robot y el
umbral para el mapa de disparidad. Definiendo el umbral en 47 p´ıxeles, se estara´n
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visualizando puntos que van de los 42,7 cm a los 58,17 cm de profundidad (15,47
cm de diferencia). La velocidad del robot debe ser tal que sea posible sensar al
menos una vez dentro de esa diferencia, para que no queden zonas sin medir.
Como se vio, el tiempo promedio de sensado es de 3,1 segundos, por lo tanto
la velocidad ma´xima del robot sera´ de 15,47 cm/3,1 s, es decir 4,99 cm/s. Se
comprobo´ que el mismo software en una Notebook Dell Core 2 Duo con 2 GB
de RAM, demora en promedio 110 ms para llegar a la accio´n a partir de las
ima´genes sensadas.
Se observa en las Figura 6 capturas de uno de los recorridos modelado en la
Figura 5, donde el robot debe llegar a un punto ubicado 3 m por delante del
mismo.
Figura 5: Trayectoria obstaculizada de 3 m.
9. Discusio´n de resultados
En las pruebas de odometr´ıa se observo´ un porcentaje de error superior en el
recorrido que se realizo´ con obsta´culo. Esto se debe a que el robot debio´ realizar
mayor cantidad de maniobras para llegar a destino. Tal detalle concuerda con lo
se esperaba al usar odometr´ıa, debido a la propagacio´n de errores producto de
la sumatoria de movimientos que requiere dicha te´cnica.
En las pruebas de trayectoria el robot se comporto´ de acuerdo a lo esperado,
con resultados satisfactorios. Fue necesario colocar los obsta´culos a partir de
una distancia superior a la distancia mı´nima desde la cual el dispositivo este-
reosco´pico sensa segu´n los para´metros establecidos en el algoritmo de bu´squeda
de correspondencias, esto es desde los 42,7 cm.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figura 6: Capturas de la trayectoria ejemplo.
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Dado que el software se ejecuta en una mini computadora, se tienen las
restricciones dadas por su capacidad de procesamiento limitada. Por ello es ne-
cesario que el avance del Lego R© Mindstorms R© NXT sea a baja velocidad. Tal
requerimiento permite que el sistema sea capaz de realizar el procesamiento total
de las ima´genes, desde la captura hasta la interpretacio´n del mapa de disparidad,
y con ello definir una orden para el robot a intervalos de tiempos apropiados para
que el mismo transite sin colisionar al destino.
La utilizacio´n de la mini computadora Raspberry Pi en conjunto con la pla-
taforma de software elegida representa un condicionante para el desempen˜o del
robot. Esto se puede resolver de tres maneras: mediante hardware ma´s potente,
una solucio´n empaquetada o mediante el uso de rutinas de software hechas a
medida en el Raspberry Pi.
Utilizar hardware ma´s potente (como la notebook mencionada previamente),
permitir´ıa que los ca´lculos necesarios para la toma de decisiones se realicen en
el orden de los milisegundos, posibilitando que el robot se mueva a velocidades
superiores. Si se desea realizar una solucio´n comercial empaquetada (como el
robot limpiador Roomba o similar) utilizando los algoritmos desarrollados en
este proyecto, se deben tener en cuenta los costos de produccio´n y facilidad de
ensamblaje. Es en este caso donde la mini computadora Raspberry Pi lleva la
ventaja, dado que su costo, taman˜o y peso son significativamente menores [12].
La mejor opcio´n a futuro ser´ıa el desarrollo de software a medida. Para ello
ser´ıa necesario migrar la mayor´ıa de co´digo Java a C o C++, utilizando rutinas
propias de conexio´n para la ca´mara web y el robot, y desarrollar algoritmos
o´ptimos de ca´lculo para poder comparar el desempen˜o. Se podr´ıa por ejemplo,
intentar sacar provecho de la GPU buscando la manera de realizar algunos de
los ca´lculos en dicho procesador.
Comparando este proyecto con trabajos actuales de objetivos similares rea-
lizados en el pa´ıs, se concluye que se ha logrado dar un paso adelante hacia la
autonomı´a en robo´tica. Esto se debe a que se logro´ desarrollar un sistema capaz
de ejecutarse en tiempo real en una computadora de capacidad reducida, cu-
yo taman˜o y peso permiten acercarse significativamente a la implementacio´n de
una solucio´n empaquetada. Adema´s, se ha podido brindar un comportamiento
de mayor complejidad que so´lo el de esquivar obsta´culos, tal como es el caso de
lo logrado en uno de los trabajos observados [13,14].
La precisio´n con la cual el robot llega al punto destino es dependiente de los
errores de odometr´ıa, y esta´ fuertemente condicionada por la correcta orientacio´n
del mismo al inicio del recorrido. Minimizando el umbral de distancia al destino
es posible obtener mejores resultados. Se fijo´ dicho umbral en 2 cm con lo cual
se alcanzo´ un error de 1,5 % en el recorrido de 3 m.
10. Conclusiones y trabajos futuros
En este proyecto se ha desarrollado e implementado un sistema de navegacio´n
guiado por visio´n computacional para Lego R© Mindstorms R© NXT para ejecutarse
en el ordenador de placa reducida Raspberry Pi.
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El sistema desarrollado consta de las etapas necesarias de calibracio´n del
dispositivo estereosco´pico para la remocio´n de distorsiones, la generacio´n e in-
terpretacio´n de los mapas de disparidad para el esquive de obsta´culos y el control
del robot. En su funcionamiento, se logra una precisio´n aceptable en la llegada
al punto destino.
En cuanto a trabajos futuros, dos puntos son identificados como pasos pro´xi-
mos a seguir. Por un lado, los errores de posicionamiento en la llegada podr´ıan
disminuirse con la fusio´n de informacio´n proveniente de los otros sensores del
robot (particularmente, acelero´metro y giro´scopo), donde un filtro de Kalman
ser´ıa capaz de obtener los para´metros o´ptimos para estimar el posicionamiento.
Por otro lado, el sistema actualmente no tiene en cuenta la ubicacio´n del pun-
to final al momento de esquivar obsta´culos, restriccio´n que podr´ıa minimizar el
recorrido realizado.
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