Abstract. The r-dynamic choosability of a graph G, written ch r (G
Introduction
A proper k-coloring of a graph G is an assignment f : V (G) −→ {1, 2, . . . , k} such that f (u), f (v) are different whenever u, v are adjacent in G. The smallest number k such that a proper k-coloring of G exists is called the chromatic number of G, denoted by χ(G), which has been one of the most popular graph invariants in history.
The concept of the dynamic coloring was defined by Montgomery [14] . An r-dynamic kcoloring is a proper k-coloring with the additional assumption that |f (N(v))| ≥ min{r, d(v)} for each vertex v where N(v) is the set of neighbors of v in G and d(v) denotes the degree of v. The r-dynamic chromatic number of G, denoted by χ r (G), is defined analogously to the chromatic number, as the smallest number k such that a r-dynamic k-coloring of G exists. A dynamic coloring and the dynamic chromatic number of a graph refer to a 2-dynamic coloring and the 2-dynamic chromatic number, respectively. The concept of r-dynamic coloring refines the coloring problem of the square of a graph because of the following observation:
where ∆(G) is the maximum degree of G.
The following conjecture of Montgomery is still open:
Conjecture 1.1 was proven for bipartite regular graphs [2] . For every k-regular graph G, Alishahi [5] provided an upper bound with additional logarithmic term: χ 2 (G) ≤ χ(G) + ⌉ + 1.
The r-dynamic choosability of a graph G, denoted by ch r (G), is the least positive integer k such that an r-dynamic coloring can be chosen from any list assignment giving each vertex k colors.
Akbari et al. [3] proved ch 2 (G) ≤ ∆(G) + 1 when ∆(G) ≥ 3 and no component is the 5-cycle C 5 . Kim and Park [12] proved ch 2 (G) ≤ 4 if G is planar with girth at least 7, and
. Kim et al. [13] proved χ 2 (G) ≤ 4 if G is planar and no component of G is C 5 ; also, they proved ch 2 (G) ≤ 5 if G is planar.
Similarly to Conjecture 1.1, Akbari et al. [3] conjectured that ch 2 (G) ≤ max{ch(G), χ 2 (G)}. However, Esperet [9] constructed a graph G k for each k ≥ 3 such that χ 2 (G k ) = ch(G k ) = 3 whereas ch 2 (G k ) ≥ k, thereby disproving Akbari's conjecture. All of Esperet's examples are 2-degenerate and none of them are odd cycles or cliques, so that ch(G k ) ≤ 2 for each G k . In Section 2, we construct a graph G with small χ(G), ch(G) but χ r (G)−ch(G), ch r (G)−χ r (G) and minimum degree are all arbitrarily large, implying that finding a good bound on ch r (G) using χ(G), ch(G), and χ r (G) for general graph G will be difficult.
However, our graphs have big gap between its maximum degree and minimum degree. Our main result, Theorem 1.3, proves an upper bound on the r-dynamic choosability of almost regular graphs in terms of ch(G) and
. Theorem 1.3. Let G be a graph with maximum degree ∆ and minium degree δ. Let ch(G) = l. If ((r + 1) ln ∆ + 1)( l+s s ) r−1 ≤ δ for positive integers r, s such that s ≥ r − 1 and r ≥ 2, then
One implication of Theorem 1.3 is Corollary 4.3: there exists a constant C such that almost all n-vertex graphs with average degree c with 2 < c ≤ n 2 satisfies ch 2 (G) ≤ ch(G) + C. Note that an edge between the neighbors of a vertex v guarantees the neighborhood of v to be non-monochromatic. Thus the dynamic choosability of the random graph G(n, p) is trivially same with the choosability when p ≫ n − 2 3 since neighborhoods of almost all vertices contain an edge, so every proper coloring is almost surely dynamic. On the other hand, for p ≪ n 
. As mentioned before, the vertices with independent neighborhoods are dangerous for dynamic coloring, so that the trianglefree graphs are difficult to color dynamically. However, Theorem 4.4 gives us a good upper bound for triangle-free graphs in a form similar to Conjecture 1.2.
Graphs of large r-dynamic choosability
We shall start with introducing the notion of r-strong coloring of a hypergraph. Let G be a graph and let H(G) be the hypergraph on V (G) with the edge set {N(v) : v ∈ V (G)}. We say that a vertex coloring of H(G) is r-strong if each edge e of H have at least min{r, |e|} distinct colors. We define χ r (H) be the least k such that there exists an r-strong k-coloring of H. The r-strong choosability of H, ch r (H) is the least k such that an r-strong coloring can be chosen from the lists whenever each vertex is assigned a list of at least k colors. The incidence graph of a hypergraph H is the graph G with V (G) = V (H) ∪ E(H) and E(G) = {ve : v ∈ e, v ∈ V (H), e ∈ E(H)}. The following observation is obvious.
Theorem 2.2. For integers m, k, r with k ≥ r ≥ 2, there is a bipartite graph G with
Proof. Consider a (k − r + 2)-uniform hypergraph H with ch(H) − χ(H) ≥ m + r 2 + r and χ(H) > m+k. We take a set of r −2 vertices X disjoint from V (H), and replace every edge e of H with e ∪ X to get H ′ . It is easy to check ch
We may assume that the number of vertices in H ′ is a multiple of k by adding some isolated vertices. Now we add r disjoint perfect matchings M 1 , M 2 , · · · , M r to H ′ , then this may increase χ r (H ′ ) by at most r 2 , so we still have ch
Let G be the incidence graph of H ′ , and let {A, B} be the bipartition of G such that
We shall take an r-strong χ r (H ′ )-coloring f of H ′ , and let α 1 , α 2 , · · · , α r be colors not used by f . We define a coloring g of G as follows.
Since the colors used by B are not used by A, the coloring g is a proper coloring. The neighborhood of each vertex in B contains at least r vertices of different colors because f is an r-strong coloring. Also, the neighborhood of each vertex in A contains vertices with colors α 1 , α 2 , · · · , α r since it is covered by each of M 1 , M 2 , · · · , M r . Thus g is an r-dynamic coloring of G, and χ r (G) ≤ χ r (H ′ ) + r.
However, we have ch r (G) ≥ ch r (H) by Observation 2.1. Thus we conclude
3. Proof of Theorem 1.3
Before proving Theorem 1.3, we introduce the following simple lemma. For a hypergraph H, we say a set T in V (H) is a transversal if T intersects all edges in H.
Lemma 3.1. Let H be a k-uniform hypergraph. We can find a collection T of subsets of V (H) with the following properties.
(1) Each set in T has size r. Proof. We use the induction on r. If r = 1, then we choose an arbitrary edge e ∈ E(H) and define T = {{v} : v ∈ e}.
Assume r > 1. Let e = {v 1 , v 2 , · · · , v k } ∈ E(H). We shall consider the hypergraphs H i = H − v i where i = 1, 2, . . . , k. By the induction hypothesis, for each H i , we have a collection T i of sets of size r − 1 with |T i | ≤ k r−1 , satisfying (3) in H i . Now we take T = k i=1 {S ∪ {v i } : S ∈ T i }. Suppose that T contains no transversal of H. Suppose also that A is a transversal of H with |A| = r. Let v i ∈ A ∩ e. The set A − v i is a transversal of H i , but A − v i has size r − 1 while not contained in T i , which is a contradiction to the induction hypothesis. Thus T satisfies (3) and by the induction, the lemma holds.
We also know the following simple bound by a slight modification of Theorem 2.1 from [10] . A v : There is a set of r − 1 colors in H v which intersects all edges in E(H v ).
Let us estimate the probability Pr(A v ). Fix a vertex v and let
is the degree of v in G. For a fixed set P of r − 1 colors, the probability that L
Thus, the probability that P intersects every edge of H v , which we denote by Pr(B v (P )), is at most,
Let T be a set given by applying Lemma 3.1 to the l-uniform hypergraph H v regarding transversals of size r − 1. Then
However, A u and A v are dependent only if u and v share a neighbor in G, so that A u is dependent with at most ∆ 2 other events. Since ((r + 1) ln ∆ + 1)( 
′ -coloring assigns at most r − 1 colors to a neighbor set N G (v), then it means the hypergraph H v has a transversal of size r − 1, which is a contradiction to the choice. Therefore, the L ′ -coloring is in fact a r-dynamic list coloring of G, and ch r (G) ≤ l + s + r − 2. 
If G is an odd cycle or a clique, then the inequality is trivial. So we may assume l ≤ ∆. Now we choose s = ⌈(3krl r−2 ln l) . We need to verify the condition ((r + 1) ln ∆ + 1)( 
Hence, it is enough to show 16
Thus we can apply Theorem 1.3.
In particular, if r = 2, then (3 ln ∆ + 1)(ch(G) + 1) ≤ δ implies ch 2 (G) ≤ ch(G) + 1.
In [4] , Alon mentioned Kahn's proof that shows almost surely ch(G(n,
. Also, in [6] , Alon, Krivelevich and Sudakov showed that there exsits an absolute constant c 1 , c 2 such that the choosability of random graph G(n, p) satisfies almost surely c 1
. Since G(n, p) almost surely has maximum and minimum degree (1 + o(1))np, These facts combined with Theorem 1.3 shows the following. Corollary 4.3. There exists an absolute constant C such that if
Proof. The graph G has ∆ = (1 + o(1))np and δ = (1 + o(1))np almost surely, so that np/ ln(np) ≤ 2δ/ ln ∆ almost surely. Let s = 9c 2 where c 2 is the constant from the previous paragraph, so that almost surely we have
By Theorem 1.3, it holds almost surely that ch 2 (G) ≤ ch(G) + s.
In [11] , Johansson proved that ch(G) ≤
for all triangle-free graph G. This combined with our Theorem 1.3 shows the following. More generally, Vu [15] proved that there exists a positive constant K such that for a graph G, if G[N G (v)] contains at most 
