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Abstract
In this paper we carry over the Björck–Pereyra algorithm for solving Vandermonde linear systems to
what we suggest to call Szegö–Vandermonde systems V(x), i.e., polynomial-Vandermonde systems where
the corresponding polynomial system  is the Szegö polynomials. The properties of the corresponding
unitary Hessenberg matrix allow us to derive a fast O(n2) computational procedure. We present numerical
experiments that indicate that for ill-conditioned matrices the new algorithm yields better forward accuracy
than Gaussian elimination.
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1. Introduction
Vandermonde matrices of the form
V (x) =
⎡⎢⎢⎢⎣
1 x1 x21 · · · xn−11
1 x2 x22 · · · xn−12
...
...
...
...
1 xn x2n · · · xn−1n
⎤⎥⎥⎥⎦ (1.1)
are classical, and explicit expressions for their determinants and inverses are well known. The
structure in (1.1) can be exploited to speed-up computations involving V (x) allowing one to
design fast algorithms, i.e., algorithms whose complexity is at least an order of magnitude less
than that of standard (structure-ignoring) methods.
For example, solving a Vandermonde linear system using methods that ignore this special
structure requires O(n3) operations, whereas the now well known Björck–Pereyra algorithm (see
[6,18,27]) solves the system in O(n2) operations. Moreover, it was shown that the Björck–Pereyra
algorithm is not only faster but it is often more accurate than the standard methods, see, e.g. [19]
for the forward stability and [4] for the backward stability analyses. This is despite the fact that
the matrices involved are extremely ill-conditioned (see [33]).
Classical Vandermonde matrices (1.1) appear in polynomial computations exploiting the mono-
mial basis {1, x, x2, . . . , xn−1}. A slightly more general class of matrices arise by following the
same essential structure in (1.1), but permitting polynomials in place of the monomials. Such
matrices are polynomial-Vandermonde matrices of the form
VR(x) =
⎡⎢⎢⎢⎣
r0(x1) r1(x1) · · · rn−1(x1)
r0(x2) r1(x2) · · · rn−1(x2)
...
...
...
r0(xn) r1(xn) · · · rn−1(xn)
⎤⎥⎥⎥⎦ , (1.2)
where R = {r0(x), r1(x), . . . , rn−1(x)} is a given system of polynomials. The Björck–Pereyra
algorithm for solving linear systems as well as the Traub algorithm for inversion have been
extended to polynomial-Vandermonde matrices in several notable special cases of the polyno-
mial system R. The resulting fast algorithms along with corresponding references are listed in
Table 1.
However, many problems involve computations with the Szegö polynomials = {φ#k (x)}; that
is, polynomials orthonormal on the unit circle with respect to a suitable inner product,
〈p(x), q(x)〉 = 1
2π
∫ π
−π
p(eiθ ) · [q(eiθ )]∗w2(θ)dθ. (1.3)
It is well known that the Szegö polynomials are completely described by the two-term recurrence
relations
Table 1
Fast O(n2) algorithms for three-term Vandermonde matrices
Coefficient matrix Inversion algorithm Algorithm solving linear system
Vandermonde Parker–Forney–Traub algorithm [28,10,32] Björck–Pereyra algorithm [6]
Chebyshev–Vandermonde Gohberg–Olshevsky algorithm [15] Reichel-Opfer algorithm [31]
Three-term Vandermonde Calvetti–Reichel algorithm [9] Higham algorithm [20]
Szegö–Vandermonde Olshevsky algorithm [26] ???
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φ0(x)
φ#0 (x)
]
= 1
μ0
[
1
1
]
,
(1.4)[
φk+1(x)
φ#k+1(x)
]
= 1
μk+1
[
1 −ρ∗k+1−ρk+1 1
] [
1 0
0 x
] [
φk(x)
φ#k (x)
]
,
see [17,14]. The parameters {ρ0, ρ1, . . . , ρn} (withρ0 := −1), are called reflection coefficients (the
names parcor coefficients and Schur parameters are also in use). The numbers μk =
√
1−|ρk|2
are called the complementary parameters (μk :=1 if |ρk| = 1), and φk(x) = xk[φ#
(
1
x∗
)
]∗.
We use the notation φ#k (x) for the Szegö polynomials following [25,26] and the engineer-
ing references therein where φk(x) are called backward predictor polynomials, and the Szegö
polynomials φ#k (x) are obtained from them.
In this paper we present a Björck–Pereyra-type algorithm to solve linear systems where the
coefficient matrix is a polynomial-Vandermonde matrix whose corresponding system of polyno-
mials are Szegö polynomials. We call such a matrix a Szegö–Vandermonde matrix. This algorithm
will be based on the Hessenberg matrix
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−ρ1ρ∗0 −ρ2μ1ρ∗0 −ρ3μ2μ1ρ∗0 · · · −ρn−1μn−2. . .μ1ρ∗0 −ρnμn−1. . .μ1ρ∗0
μ1 −ρ2ρ∗1 −ρ3μ2ρ∗1 · · · −ρn−1μn−2. . .μ2ρ∗1 −ρnμn−1. . .μ2ρ∗1
0 μ2 −ρ3ρ∗2 · · · −ρn−1μn−2. . .μ3ρ∗2 −ρnμn−1. . .μ3ρ∗2
...
.
.
. μ3
...
...
...
.
.
.
.
.
. −ρn−1ρ∗n−2 −ρnμn−1ρ∗n−2
0 · · · · · · 0 μn−1 −ρnρ∗n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1.5)
that was used in many areas, see, e.g., [12,3,30], and the references therein. This matrix has many
nice properties. For instance, it is well known that H differs from a unitary matrix only in the last
column. Additionally, it can be seen that if Hk is the leading principal k × k submatrix of H , then
det(xI − Hk) = 1
μ1 · · ·μk φ
#
k (x) (1.6)
see, for instance, [12].
Such almost-unitary Hessenberg matrices have been studied in many contexts, notably in the
fields of numerical linear algebra, operator theory, and signal processing. In numerical linear
algebra, matrices H are related to Gaussian quadrature on the unit circle, as well as direct and
inverse unitary eigenvalue problems, and efficient algorithms for several problems can be found in
[12,13,16,2,1], among others. In operator theory literature the structure in (1.5) is associated with
the Naimark dilation, see, e.g., [7], Section 2.4 in [3], and Section 6.7 in [11]. Szegö polynomials
can often be found in signal processing literature, because they describe the state-space structure
for lattice digital filters, see, e.g., [30,24,23,34,21].
The paper is structured as follows. In the next section we recall the classical Björck–Pereyra
algorithm for solving a classical Vandermonde linear system. In Section 3, after a brief bit of
background the main result is presented, a recursive factorization of the inverse of a Szegö–Van-
dermonde matrix, and formulas for the resulting fast algorithm for solving the corresponding linear
system. In Section 4 several interesting numerical experiments are performed, as the proposed
algorithm yields good forward error results while solving ill-conditioned systems.
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2. The classical Björck–Pereyra algorithm
Recall that in [6], the authors derive a representation for the inverse V (x)−1 of an n × n
Vandermonde matrix (1.1) as the product of bidiagonal matrices, that is,
V (x)−1 = U1 · · ·Un−1 · L˜n−1 · · · L˜1 (2.1)
and used this result to solve the linear system V (x)a = f by computing the solution vector
a = U1 · · ·Un−1 · L˜n−1 · · · L˜1f (2.2)
which solves the linear system in 52n
2 operations. This is an order of magnitude improvement over
Gaussian elimination, which is well known to require O(n3) operations in general. This favorable
complexity results from the fact that the matrices Uk and L˜k are sparse. More specifically, if V (x)
is given by (1.1), the factors Uk and L˜k are given by
Uk =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik−1
1 −xk
1
.
.
.
.
.
. −xk
1
⎤⎥⎥⎥⎥⎥⎥⎦ , (2.3)
L˜k =
⎡⎢⎢⎢⎢⎣
Ik
1
xk+1−x1
.
.
.
1
xn−xn−k
⎤⎥⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎢⎢⎣
Ik−1
1
−1 1
.
.
.
.
.
.
−1 1
⎤⎥⎥⎥⎥⎥⎦ . (2.4)
In the next section we will present our algorithm for solving Szegö–Vandermonde systems by
obtaining a counterpart of the above factorization.
3. Factorization formula
In order to derive an analog of the Björck–Pereyra algorithm for the Szegö case, we will use
the concept of associated polynomials, defined next.
3.1. Associated (generalized Horner) polynomials
Following [22] define the associated polynomials R̂ = {rˆ0(x), . . . , rˆn(x)} for a given system
of polynomials R = {r0(x), . . . , rn(x)} satisfying degrk = k via the relation
rn(x) − rn(y)
x − y =
[
r0(x) r1(x) r2(x) · · · rn−1(x)
] ·
⎡⎢⎢⎢⎢⎢⎣
rˆn−1(y)
rˆn−2(y)
...
rˆ1(y)
rˆ0(y)
⎤⎥⎥⎥⎥⎥⎦ . (3.1)
with additionally rˆn(x) = rn(x).
638 T. Bella et al. / Linear Algebra and its Applications 420 (2007) 634–647
However, before proceeding we first clarify the existence of such polynomials. Firstly, the
polynomials associated with the monomials exist. Indeed, if P is the system of n + 1 polynomials
P = {1, x, x2, . . ., xn−1, rn(x)},
then
rn(x) − rn(y)
x − y =
[
1 x x2 · · · xn−1 ] ·
⎡⎢⎢⎢⎢⎢⎣
pˆn−1(y)
pˆn−2(y)
...
pˆ1(y)
pˆ0(y)
⎤⎥⎥⎥⎥⎥⎦ =
n−1∑
i=0
xi · pˆn−1−i (y),
(3.2)
and in this case the associated polynomials P̂ can be seen to be the classical Horner polynomials
(see, e.g., [22, Section 3]).
Secondly, given a system of polynomialsR = {r0(x), r1(x), . . . , rn−1(x), rn(x)}, there is a cor-
responding system of polynomials R̂ = {rˆ0(x), rˆ1(x), . . . , rˆn−1(x), rˆn(x)} (with rˆn(x) = rn(x))
satisfying (3.1). One can see that, given a polynomial system R with deg(rk) = k, the polynomials
in R can be obtained from the monomial basis by[
1 x x2 · · · xn−1 ] S = [r0(x) r1(x) r2(x) · · · rn−1(x)] (3.3)
where S is an n × n upper triangular invertible matrix capturing the recurrence relations of the
polynomial system R. Inserting SS−1 into (3.2) between the row and column vectors and using
(3.3), we see that the polynomials associated with R are⎡⎢⎢⎢⎢⎢⎢⎣
rˆn−1(y)
rˆn−2(y)
...
rˆ1(y)
rˆ0(y)
⎤⎥⎥⎥⎥⎥⎥⎦ = S
−1
⎡⎢⎢⎢⎢⎢⎢⎣
pˆn−1(y)
pˆn−2(y)
...
pˆ1(y)
pˆ0(y)
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.4)
where P̂ = {p̂0(x), . . . , p̂n−1(x)} are the classical Horner polynomials and S is from (3.3).
3.2. Factorization formula
In this and subsequent sections we consider the Szegö polynomials  = {φ#k (x)}, i.e. the
polynomials orthogonal on the unit circle satisfying the two-term recurrence relations (1.4). The
following lemma will be useful in finding the factorization formula below.
Lemma 1. Let = {φ#k (x)}n−1k=0 be a system of Szegö polynomials corresponding to the reflection
coefficients {ρk}nk=0 as defined in Section 1. For k = 1, 2, . . . , n − 1 denote by (k) the system
of polynomials (k) = {φˆ(k)0 (x), . . . , φˆ(k)k (x)} associated with the truncated system {φ#0 (x), . . . ,
φ#k (x)}. Then
T. Bella et al. / Linear Algebra and its Applications 420 (2007) 634–647 639
⎡⎢⎢⎢⎢⎣
φˆ
(1)
0 (x) φˆ
(2)
1 (x) · · · φˆ(n−1)n−2 (x)
φˆ
(2)
0 (x) · · · φˆ(n−1)n−3 (x)
.
.
.
...
φˆ
(n−1)
0 (x)
⎤⎥⎥⎥⎥⎦
−1
=
⎡⎢⎢⎢⎢⎢⎢⎣
μ1 −x − ρ2ρ∗1 −ρ3μ2ρ∗1 · · · −ρn−1μn−2 · · ·μ2ρ∗1
μ2 −x − ρ3ρ∗2 · · · −ρn−1μn−2· · ·μ3ρ∗2
μ3
.
.
.
...
.
.
. −x − ρn−1ρ∗n−2
μn−1
⎤⎥⎥⎥⎥⎥⎥⎦ . (3.5)
Proof. It was shown in [25, Eq. (4.8)] that the n-term recurrence relations for the truncated
associated polynomials ̂# are
μk−mφˆ(k)m (x) = x · φˆ(k)m−1(x) + ρk−m+1ρ∗k−m · φˆ(k)m−1(x) + ρk−m+2μk−m+1ρ∗k−m · φˆ(k)m−2
+· · · + ρkμk−1 · · ·μk−m+1ρ∗k−m · φˆ(k)0 (x), (3.6)
for m = 1, . . . , k − 1, and also
μkφˆ
(k)
0 = 1. (3.7)
Now consider the product⎡⎢⎢⎢⎢⎢⎢⎣
μ1 − x − ρ2ρ∗1 −ρ3μ2ρ∗1 · · · −ρn−1μn−2 · · ·μ2ρ∗1
.
.
.
...
μi − x − ρi+1ρ∗i −ρi+2μi+1ρ∗i · · · −ρn−1μn−2 · · ·μi+1ρ∗i
.
.
.
...
μn−1
⎤⎥⎥⎥⎥⎥⎥⎦
×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φˆ
(1)
0 (x) · · · φˆ(j)j−1(x) · · · φˆ(n−1)n−2 (x)
φˆ
(j)
j−2(x) φˆ
(n−1)
n−3 (x)
.
.
.
...
...
φˆ
(j)
0 (x) φˆ
(n−1)
1 (x)
.
.
. φˆ
(n−1)
0 (x)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.8)
where the (i, j) entry of this product defined by the highlighted row and column can be seen
as (3.6) with k = j,m = j − i if i /= j and (3.7) with k = i if i = j . Thus this product is the
identity, implying (3.5). 
Our algorithm involves a recursive factorization of the inverse matrix VR(x)−1. In the following
we use the notation x1:n = (x1, . . . , xn), etc.
Lemma 2. Let = {φ#k (x)}n−1k=0 be a system of Szegö polynomials corresponding to the reflection
coefficients {ρk}nk=0 and complementary parameters {μk}nk=0 as defined in Section 1, and let x1:n
be n distinct points. Then the inverse of VR(x1:n) admits a decomposition
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VR(x1:n)−1 = U1 ·
[
1 0
0 VR(x2:n)−1
]
L1, (3.9)
with
U1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
μ0
−x1 − ρ1ρ∗0 −ρ2μ1ρ∗0 · · · · · · −ρn−1μn−2 · · ·μ1ρ∗0
1
μ1
−x1 − ρ2ρ∗1 · · · · · · −ρn−1μn−2 · · ·μ2ρ∗1
1
μ2
.
.
. −ρn−1μn−2 · · ·μ3ρ∗2
.
.
.
.
.
.
...
1
μn−2 −x1 − ρn−1ρ∗n−2
1
μn−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(3.10)
L1 =
⎡⎢⎢⎢⎣
1
1
x2−x1
.
.
.
1
xn−x1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
−1 1
...
.
.
.
−1 1
⎤⎥⎥⎥⎦ . (3.11)
Proof. Performing one step of Gaussian elimination on VR(x1:n) yields
VR(x1:n) =
⎡⎢⎢⎢⎣
1
1 1
...
.
.
.
1 1
⎤⎥⎥⎥⎦ ·
⎡⎢⎢⎢⎣
1
x2 − x1
.
.
.
xn − x1
⎤⎥⎥⎥⎦
·
[
1 0
0 R
]
·
[
φ#0 (x1) φ
#
1 (x1) · · · φ#n−1(x1)
0 I
]
, (3.12)
where the matrix R =
[
φ#j (xi+1)−φ#j (x1)
xi+1−x1
]
consists of divided differences. By the discussion
above, associated with the system is the system ̂ = {φˆk(x)}. Following the notation of Lemma
1, denote by ̂(k) = {φˆ(k)0 (x), . . . , φˆ(k)k (x)} the system of polynomials associated with the trun-
cated system {φ0(x), . . ., φk(x)}. By the definition of the associated polynomials we have for
k = 1, 2, . . . , n − 1
φ#k (x) − φ#k (y)
x − y =
[
φ#0 (x) φ
#
1 (x) φ
#
2 (x) · · · φ#k−1(x)
] ·
⎡⎢⎢⎢⎢⎢⎢⎢⎣
φˆ
(k)
k−1(y)
φˆ
(k)
n−2(y)
...
φˆ
(k)
1 (y)
φˆ
(k)
0 (y)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
k−1∑
i=0
φ#i (x) · φˆ(k)k−1−i (y).
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Finally, denoting by ̂(k) = {φˆ(k)0 (x), . . . , φˆ(k)k (x)} the system of polynomials associated with
the truncated system {φ0(x), . . ., φk(x)} we can further factor R as
R = VR(x2:n) ·
⎡⎢⎢⎢⎢⎣
φˆ
(1)
0 (x1) φˆ
(2)
1 (x1) · · · φˆ(n−1)n−2 (x1)
φˆ
(2)
0 (x1) · · · φˆ(n−1)n−3 (x1)
.
.
.
...
φˆ
(n−1)
0 (x1)
⎤⎥⎥⎥⎥⎦ . (3.13)
The last matrix on the right-hand side of (3.13) can be inverted by Lemma 1. Therefore, inverting
(3.12) and substituting (3.5) results in (3.9). 
3.3. New Björck–Pereyra type algorithm
Like the classical Björck–Pereyra algorithm, the recursive nature of the formula (3.9) allows
a decomposition
VR(x1:n)−1 = U1 · · · · · Un−1 · Ln−1 · · · · · L1, (3.14)
with the upper and lower triangular factors given via recursively applying Lemma 2, arriving at
Uk =
[
Ik−1 0
0 U˜k
]
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ik−1
1
μ0
−xk − ρ1ρ∗0 −ρ2μ1ρ∗0 · · · · · · −ρn−kμn−k−1 · · ·μ1ρ∗0
1
μ1
−xk − ρ2ρ∗1· · · · · · −ρn−kμn−k−1 · · ·μ2ρ∗1
1
μ2
.
.
. −ρn−kμn−k−1 · · ·μ3ρ∗2
.
.
.
.
.
.
...
1
μn−k−1 −xk − ρn−kρ∗n−k−1
1
μn−k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(3.15)
Lk =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik−1
1
1
xk+1−xk
.
.
.
1
xn−xk
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
Ik−1
1
−1 1
...
.
.
.
−1 1
⎤⎥⎥⎥⎥⎥⎦ . (3.16)
Remark 1. It is worth noting that there is a difference between the factors Lk in (3.16) and the
factors L˜k in (2.4). From the uniqueness of the L factor in the LU -factorization, the formula is
valid with either choice.
The associated linear system can be solved by multiplying (3.14) by the right-hand side vector
f in the linear system VR(x1:n)x = f . However, unlike the classical Björck–Pereyra algorithm,
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the matrices Uk involved in the proposed algorithm are not sparse. The sparseness of these factors
in the classical Vandermonde case (in fact they are even bidiagonal, see (2.3)) is exactly what
reduces the complexity by an order of magnitude to O(n2). In fact, for a general polynomial system
R, a similar derivation of an algorithm is possible, however the overall cost is again O(n3).
Although the matrices Uk are not sparse, a method of fast multiplication of Uk by a vector will
allow the desired reduction in complexity. Denote by Hk the k × k leading submatrix of H given
in (1.5) as in Section 1, and further denote
Hk(x) = Hk − xI ; (3.17)
that is, Hk(x) is the leading k × k submatrix of H with entries on the main diagonal shifted by
x. With this notation, by comparing (3.15) and (1.5), we make the observation that the matrix U˜k
given in (3.15) can be written as
Uk =
[
Ik−1 0
0 U˜k
]
, U˜k =
⎡⎢⎢⎢⎢⎢⎢⎣
1
μ0
0
...
Hn−k(xk)
0
0 0 · · · 0 1μn−k
⎤⎥⎥⎥⎥⎥⎥⎦ . (3.18)
This observation reduces the problem of fast multiplication of Uk by a vector to that of fast
multiplication of Hk by a vector. Fast multiplication of Hk by a vector is easily achieved by using
the well known decomposition of Hk as
Hk = Gk(ρ1) · Gk(ρ2) · · · · · Gk(ρk−1) · G˜k(ρk), (3.19)
where
Gk(ρj ) = diag
{
Ij−1,
[
ρj μj
μj −ρ∗j
]
, Ik−j−1
}
, j = 1, 2, . . . , k − 1 (3.20)
and
G˜k(ρk) = diag{Ik−1, ρk}, (3.21)
see, for instance, [12,3], or [30].
Therefore, the factorization (3.19) reduces multiplication of Hk by a vector to k − 1 circular
rotations, thus suggesting an efficient O(n2) implementation for our Björck–Pereyra like algorithm
for Szegö–Vandermonde matrices.
4. Numerical Illustrations
To check the numerical performance of the proposed algorithm, the following numerical exper-
iments were performed. All matrices used in these examples were 30 × 30. The algorithm has been
implemented in MATLAB version 7, which uses double precision. These results were compared
with exact solutions calculated using the MATLAB Symbolic Toolbox command vpa(), which
allows software-implemented precision of arbitrary numbers of digits. The number of digits was
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set to 64, however in cases where the condition number of the coefficient matrix exceeded 1030,
this was raised to 100 digits to maintain accuracy.
In the tables, BP-SV denotes the proposed Björck–Pereyra like algorithm for Szegö–Van-
dermonde systems implemented using the results of the previous section. The factors Lk from
(3.16) were used. GE indicates MATLAB’s Gaussian elimination. Finally, cond(V ) denotes the
condition number of the matrix V computed via the MATLAB command cond().
It is known (see [29,20]) that reordering the nodes for polynomial Vandermonde matrices,
which corresponds to a permutation of the rows, can affect the accuracy of related algorithms. In
particular, ordering the nodes according to the Leja ordering
|x1| = max
1in
|xi |,
k−1∏
j=1
|xk − xj | = max
kin
k−1∏
j=1
|ti − tj |, k = 2, . . . , n − 1 (4.1)
(see [31,20,27,29]) improves the performance of many similar algorithms. We include experiments
with and without the use of Leja ordering (if the Leja ordering is not used, the nodes are ordered
randomly). A counterpart of this ordering is known for Cauchy matrices, see [5].
In all experiments, we compare the forward accuracy of the algorithm, defined by
e = ‖x − xˆ‖2‖x‖2 (4.2)
where xˆ is the solution computed by each algorithm in MATLAB in double precision, and x is
the exact solution.
Experiment 1. In Table 2, the values for ρk, k = 1, . . . , n were chosen randomly (complex) in
the unit disc, similarly for the entries of the right hand side vector bk, k = 1, . . . , n. The nodes xk
were selected as the roots of the polynomial φn(x) defined by the reflection coefficients {ρk}nk=0.
Choosing the parameters in this manner results in a (comparatively) well-conditioned matrix. As
such, GE does well in this case, and the proposed algorithm does well provided the Leja ordering
is used. Otherwise, its performance is not as good as GE. This demonstrates the usefulness of the
Leja ordering. See Table 2.
Experiment 2. Next, the values for ρk were chosen randomly (complex) in the unit disc, similarly
for the nodes xk , and the entries of the right hand side vector bk . Choosing such parameters, the
condition number of the matrices is large, however, the BP-SV algorithm still produces excellent
forward accuracy. Ten trial results are listed in Table 3.
Table 2
Random {ρk}, {bk} on the unit disc, {xk} roots of φn(x) corresponding to {ρk}
cond(V) GEPP BP-SV BP-SV-L
9.7e+03 2.1e−15 5.1e−10 2.4e−15
8.1e+06 3.6e−14 3.9e−10 3.5e−15
2.4e+08 2.8e−13 3.4e−10 1.3e−15
8.5e+04 8.6e−15 2.3e−09 1.6e−15
3.3e+05 7.3e−14 9.7e−10 2.2e−15
3.1e+06 5.0e−14 3.3e−09 1.7e−15
1.6e+07 1.5e−14 4.0e−10 1.6e−15
3.6e+09 4.1e−13 7.7e−10 1.6e−15
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Table 3
Random {ρk}, {xk}, {bk} on the unit disc
cond(V) GEPP BP-SV BP-SV-L
7.3e+14 4.0e−06 6.5e−15 3.7e−15
1.6e+15 1.8e−05 1.9e−15 7.2e−16
2.8e+15 4.6e−04 2.4e−15 7.5e−16
6.2e+16 6.8e−03 6.4e−16 8.0e−16
3.0e+17 5.9e−01 6.1e−15 3.3e−15
6.6e+17 6.7e−02 1.1e−15 1.3e−15
3.0e+18 1.4e+00 9.9e−16 9.2e−16
1.2e+19 9.9e−01 4.4e−13 4.4e−13
Table 4
Random {ρk}, {xk}, {bk} on the unit disc, {ρk} close to unit circle
Choice of ρk cond(V) GEPP BP-SV BP-SV-L
3.4e+22 4.2e−02 1.1e−15 3.7e−15
4.3e+22 5.1e−03 6.5e−15 9.5e−16
.9  |ρk | < 1 1.1e+26 1.2e+00 1.8e−15 1.1e−15
6.0e+26 2.1e−01 2.0e−15 5.2e−15
6.1e+27 1.0e+00 4.3e−15 2.8e−15
2.7e+36 5.7e−03 2.6e−15 1.8e−15
8.6e+36 1.0e+00 4.0e−14 4.0e−14
.99  |ρk | < 1 1.1e+37 2.6e+00 1.5e−15 7.7e−15
1.6e+37 1.0e+00 2.0e−15 6.3e−16
8.3e+37 6.0e−01 1.4e−15 8.5e−16
3.3e+47 6.1e−05 2.3e−15 4.4e−16
6.1e+48 4.1e+00 1.6e−15 4.4e−16
.999  |ρk | < 1 6.8e+48 2.5e−01 2.3e−15 1.0e−15
3.0e+51 9.9e−01 1.0e−15 1.2e−15
9.6e+51 1.4e−01 3.8e−15 2.5e−15
Experiment 3. In the next experiment (Table 4), the values for xk and bk were chosen randomly
in the unit disc, but the reflection coefficients are chosen randomly within the unit disc close to
the unit circle. This has the effect of producing even more ill-conditioned matrices. The proposed
algorithm still produces very good forward accuracy, as seen in Table 4.
The results of Experiments 1–4 are depicted in Fig. 1.
Experiment 4. In [8,4] it was shown that the behavior of BKO-type algorithms can depend on the
direction of the right hand side vector. We include a similar experiment here where the outcome
is consistent with observations in [8,4]. This is illustrated in Fig. 2, which shows the results given
a fixed set of {ρk} and {xk} on the unit circle, and the results of applying the various algorithms to
solve the system with each (left) singular vector as the right hand side. It is observed that in this
example there is a dependence of the performance of the BP-SV algorithm on the direction of the
right hand side vector, as opposed to GE, as the accuracy of the algorithm significantly improves
when passing from the first to the last singular vectors.
Conclusions. These initial numerical experiments indicate that the proposed Björck–Pereyra
like algorithm can attain very good forward error compared to Gaussian elimination for even some
ill-conditioned matrices. These observations are preliminary, and more practical experience may
be needed. Additionally, an error analysis may provide more insights.
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Fig. 1. Effects of conditioning.
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Fig. 2. Effects of different left singular vectors as right hand side.
5. Conclusions
In this paper an analog of the well known Björck–Pereyra algorithm was presented for Szegö–
Vandermonde matrices. This algorithm was derived by exploiting the properties of the related
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unitary Hessenberg matrix, which resulted in the small computational complexity O(n2) opera-
tions, as opposed to the usual O(n3) of standard (structure-ignoring) methods. Initial numerical
experiments using this algorithm indicate good performance for ill-conditioned systems, in fact
better results than Gaussian elimination for the same systems.
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