Manifold learning algorithms seek to find a low-dimensional parameterization of high-dimensional data. They heavily rely on the notion of what can be considered as local, how accurately the manifold can be approximated locally, and, last but not least, how the local structures can be patched together to produce the global parameterization. In this paper, we develop algorithms that address two key issues in manifold learning: 1) the adaptive selection of the local neighborhood sizes when imposing a connectivity structure on the given set of high-dimensional data points and 2) the adaptive bias reduction in the local low-dimensional embedding by accounting for the variations in the curvature of the manifold as well as its interplay with the sampling density of the data set. We demonstrate the effectiveness of our methods for improving the performance of manifold learning algorithms using both synthetic and real-world data sets.
INTRODUCTION
H IGH-DIMENSIONAL data are ubiquitous in many realworld applications. Understanding the potential intrinsic low-dimensional structures of those high-dimensional data is an essential preprocessing step for a number of further data analysis processes such as feature analysis, pattern classification, and visualization. Recently in the machine learning and pattern recognition communities, there have been advances in developing effective and efficient algorithms for learning nonlinear low-dimensional manifolds from sample data points embedded in highdimensional spaces, emphasizing simple algorithmic implementation and avoiding optimization problems prone to local minima. The algorithms also find widespread applications, such as microarray gene expression profiles [16] , 3D body pose recovery [7] , [17] and face recognition [27] , image processing [26] , [1] , and image-based age estimation [10] .
The proposed manifold learning algorithms include Isomap [24] , locally linear embedding (LLE) [22] and its variations, manifold charting [2] , Hessian LLE [6] , and local tangent space alignment (LTSA) [30] . The overall framework of most manifold learning algorithms consists of the following three steps: 1) construct nearest neighbor (NN) graph on the set of sample points, 2) linearly approximate the local manifold geometry within the neighborhood of each sample point, and 3) minimize a global error function to obtain the global embedding which involves the solution of an eigenvalue problem. These algorithms have been successfully applied to several computer vision and pattern recognition problems [12] , [26] . Several drawbacks and possible extensions of the algorithms have also been pointed out in [23] and [30] .
Three key issues in manifold learning determine the effectiveness of the above-mentioned algorithms. One issue is the notion of what can be considered as local. This issue is essential when imposing the connectivity structure on the given set of sample points. It is important to adaptively select the neighborhood sizes to match the local geometry of the manifold. The second issue is how to accurately capture the local geometry of the low-dimensional manifold. It is important to account for the variation in the curvature of the manifold as well as its interplay with the data sampling density in order to mitigate the distortion of the local geometry resulting from the local linear approximation models. 1 Last, but not least, is the issue of how the local structures can be patched together to produce the global parametrization. The neighborhoods used need to have enough overlap to guarantee an accurate global parameterization in the end. The focus of this paper is the first two issues; for the third issue, the reader is referred to [32] .
In the literature, there are two commonly used strategies for selecting the neighborhoods for a given set of samples: the k-nearest-neighborhood (k-NN) and -neighborhood (-N) methods [22] , [24] , using the euclidean distances of the samples. For uniformly distributed sample points, k-NN and -N strategies are roughly equivalent in the sense that, with certain choices for the values of k and , the two strategies produce the same set of neighborhoods. 2 Generally, k-NN tends to perform better than -N since it is scale invariant and can better handle data sets with nonuniformly distributed sample points. The amount of overlap among the neighborhoods, i.e., the size of the intersection sets between the neighborhoods, is important for stably solving the associated eigenvalue problems involved in the third step of the manifold learning algorithms. As shown in [32] , larger 1 . For Isomap, by the local linear approximation we mean the approximation of the manifold distances between neighbors using the local Euclidian distances. 2. A difference exists for neighbors locating on the boundary of the -disk.
overlaps will produce better conditioned eigenspaces used for extracting the global embedding for the manifold, thus favoring larger neighborhoods. However, with larger neighborhoods, the accuracy of the local linear approximation will suffer. Furthermore, the variation of the curvature, the sampling density of the data points, and the noise also interact with the neighborhood size and local linear approximation accuracy and further complicate the problem. These problems will be illustrated more concretely in the next section.
The purpose of this paper is to address the aforementioned two key issues. We will discuss the two problems in the context of the local tangent space alignment algorithm [30] . An analysis for the local linear approximation within a neighborhood will be given first, which leads to a criterion for deciding whether a neighborhood can be well approximated within a given accuracy by a linear fitting. Then, we will propose two algorithms for selecting neighbors that satisfy the criterion by exploring the strategies of neighborhood contraction and neighborhood expansion. These adaptive neighborhood selection methods can be used for constructing the connectivity graphs for other manifold learning methods as well. The second improvement studied in this paper is specially designed for LTSA. We modify the minimization model in the original LTSA algorithm by implicitly taking into account the local curvatures of the manifold. This improvement can reduce the bias in the construction of the global embeddings computed by LTSA. We believe that the basic ideas we propose can be similarly adapted to other manifold learning algorithms.
The rest of this paper is organized as follows: We briefly review the LTSA algorithm in Section 2 and discuss some of its failure modes. Section 3 proposes the criterion for measuring the accuracy of linear approximations and neighborhood contraction and neighborhood expansion algorithms for adaptive neighborhood selection. In Section 4, we discuss the modification of the LTSA minimization model to reduce the bias of the embedding of LTSA. Numerical experiments are reported in Section 5.
A BRIEF REVIEW OF LTSA
The basic idea of LTSA is to construct local linear approximations of the manifold in the form of a collection of overlapping approximate tangent spaces at each sample point, and then align those tangent spaces to obtain a global parametrization of the manifold. This idea comes from the mathematical definition of a manifold. 3 LTSA maps the highdimensional data points on a manifold to points in a lower dimension euclidean space, and this mapping is isometric if the manifold is isometric to its parameter space [30] . We now describe the algorithm in more precise terms. Computational details and derivation of the algorithm can be found in [30] .
Algorithm LTSA. Given a data set X ¼ ½x 1 ; . . . ; x N with x i 2 R m , sampled (possibly with noise) from a d-dimensional manifold (d < m),
, is an open connected subset, and i represents noise. LTSA assumes that d is known and proceeds in the following steps (see Fig. 1 for an illustration):
determine its neighbors x i 1 ; . . . ; x i k i , for example, its k i nearest neighbors, including x i itself. 2. EXTRACTING LOCAL COORDINATES. It can be done, for example, by applying PCA to each set of the selected neighbors. This is an optimal linear fitting to the sample points in the neighborhood, satisfying
ð2:1Þ
Where k Á k is the euclidean norm of a vector. The solution of (2.1) is " 
T h e er r o r t e r m min ci;Li P k ij À ðc i þ L i ðiÞ j Þk 2 matches the local PCA in (2.1). Alter some algebra, (2.2) leads to an eigenvalue problem:
Generally, LTSA works well if the neighbor sets are well determined [32] . However, the k-NN or -N with constant k or may be not suitable for data with variant sample densities or manifold curvatures. In the rest of this section, we give two examples of 1D manifolds to concretely illustrate those problems in neighborhood selection. One has highly varying curvatures and the samples are highly nonuniformly distributed. The other one involves sample points uniformly distributed and the manifold has a unit 3. Around every point of a manifold there is a neighborhood that is topologically the same as the open unit ball in R d . curvature throughout. LTSA with constant neighborhood size selection fails for both data sets, due to the following reasons: 1) For a small neighborhood size, the constructed neighborhoods do not overlap enough with the nearby neighborhoods. 2) For a large neighborhood size, the sample points within it give rise to poor local linear approximations to the local tangent spaces. Example 1. The data points are generated as x i ¼ fðt i Þ with the parameterized curve fðtÞ ¼ ½t; 10e Àt 2 T and t i are equally spaced in the interval ½À6; 6. We set N ¼ 180.
These sample points are of a highly nonuniform density, since the curvature function
varies from 0 to 20 on ½À6; 6. LTSA fails to recover the arc length within an affine transformations because the local optimal linear fitting has large deviation to the tangent space at those points x i near which the curve has large curvatures. The middle two panels of Fig. 2 plot the curvature of the curve and the sine of angle between the linear fitting line and the gradient direction (the deviation of computed tangent space). 4 Isomap and LLE also fail for these data.
Even if a manifold has almost constant curvatures and sample density does not change very much, it may also be not easy to determine a suitable value k or for all k-NNs or -Ns. To illustrate this, let us consider the following example: Example 2. Let fx i g be N ¼ 500 points generated as x i ¼ ½sinðt i Þ; cosðt i Þ; 0:02t i T with t i randomly chosen from ð0; 4Þ. For small k, the deviation of the local optimal linear fitting tends to be small, but the constructed neighborhoods do not have enough overlap. However, increasing the value of k, k-NN will produce worse neighborhoods since the third component of a sample point changes slightly with respect to the generating parameter t i . This is clearly depicted by the deviations plotted in Fig. 3 : As k increases, the neighborhood sizes increase, too, especially for small neighborhoods, while the number of bad neighborhoods also increases. Isomap, LLE, and LTSA fail in this example. We will discuss this example further in Section 5.
The above two examples clearly show that it is desirable to have a better strategy for choosing neighborhood sizes. This issue will be taken up in the next section. We remark that our approaches differ from the simple strategy of varying k or in k-NN or -N which may not yield good improvement.
ADAPTIVE NEIGHBORHOOD SELECTION
What can be considered as local in manifold learning algorithms amounts to how to adaptively select neighbor sets. This challenging problem was briefly mentioned in [23] and [30] . However, no detailed solutions have been proposed for solving this problem. In this section, we develop an approach that adheres to the following two requirements:
1. The selected neighbors for each sample point should reflect the local geometric structure of the manifold so that the linear subspace determined by the optimal linear fitting to the neighbor set can approximate the tangent space with high accuracy. 2. Large enough overlaps among the nearby neighborhoods should be maintained to facilitate efficient propagation of local information to obtain the global parameterization [32] . To this end, we first give a criterion for neighbor sets satisfying above requirement 1. A contraction algorithm is then proposed for determining a (potentially smaller) k-NN-based neighborhood that satisfies this criterion. Finally, we discuss how to expand this set as large as possible in order to satisfy requirement 2 while keeping requirement 1 intact as much as possible.
A Criterion for Tangent Space Approximation
Consider the linear structure of a neighborhood of point x ¼ fðÞ which can be characterized by the tangent space of 4. The definition of deviation for higher dimensional subspaces will be given in the next section. the manifold at x. Using first-order Taylor expansion of f at x, a neighborx ¼ fðÞ of x can be represented bŷ
ð3:3Þ
Here, J 2 R mÂd is the Jacobian matrix of f at , whose columns span the tangent space, 5 and "ð;Þ is a secondorder term of À which measures the approximation error ofx to the tangent space. "ð;Þ is aproximately equal to 1 2 ðH ð À Þ; À Þ with the Hessian H ¼ ½ @ 2 f @ i @ j of f and k"ð;Þk % 1 2 kH kk À k 2 , depending on the local curvature of the manifold. Based on this, we can select the following neighborhood in the parameter space:
or equivalently, the set N x ¼ fð Þ in the feature space, with a small constant 2 ð0; 1=2Þ for determining the local linear structure. It basically means that the second-order term should be much smaller than the first-order term. Thus, N x satisfies requirement 1 with the given accuracy .
Obviously, N x depends on the local curvature of the manifold: Smaller curvature near x gives rise to a larger neighborhood, while larger curvature tends to shrink the neighborhood. So, N x is generally not equal to the manifold subset contained in an -ball S x ¼ fx 2 R m j kx À xk g.
In the case of a set of finite sample points
For simplifying our analysis shown below, we slightly modify (3.5) by considering the Taylor expansion at the mean " i of those points satisfying (3.5):
Let X i be the matrix of neighbors x ' s as its columns and T i the matrix of ' s. Equation (3.6) has the following matrix form in Frobenius norm:
where e is a column vector of all 1s. Obviously, (3.6) implies (3.7). The neighbor set determined by (3.7) may be slightly larger than the neighbor set by (3.6). However, they are mathematically equivalent in the sense that (3.6) holds with an slightly larger than , if (3.7) is satisfied. In fact, as a column of
where ¼ ffiffi ffi k p ðJ " i ð ' À i ÞÞ and ðÁÞ ¼ maxðÁÞ minðÁÞ denotes the condition number of a matrix with the largest singular value max ðÁÞ and the smallest singular value min ðÁÞ. The last inequality above is from the fact that kAk 2 ¼ ðAÞ min ðAÞ ðAÞkAyk 2 for any square matrix A and vector y. Note that ðJ " i " T i Þ measures the affine rigidity of the neighbor set generally [32] . The theoretical estimation may be large if ðJ " i " T i Þ is large since we considered the worst case.
For actual computation, a slight modification of the above model is required sincex i may not be a sample point, and the Jacobian J " i , ' , and i are unknown. Noticing that, by (3.3), the mean "
x i is a second-order approximation ofx i and " " i ¼ " x i Àx i equals the mean of "ð ' ; " i Þ, a second-order term, too. On the other hand,
So, we can consider the following practical model:
without loss of information. Or consider the slightly relaxed but global form:
where X i is the matrix of the neighbors with x ' as its columns and Â i is the matrix of i;' . The condition (3.8) is approximately equivalent to (3.7), as shown in the following lemma.
The details of the proof are presented in the Appendix, which can be found in the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2011.115. Based on Lemma 3.1, if the PCA estimation Q i Â i of J " i " T i is a good approximation and i is negligible compared with kE i k F , then (3.7) with a slightly larger holds approximately.
In actual computation, we represent the norms kÂ i k F and kX i À ð" x i e T þ Q i Â i Þk F in (3.8) in terms of the singular values of X i À "
x i e T , say
The condition (3.8) or (3.9) can be used as a criterion for selecting neighborhoods adaptively. We will propose such an adaptive approach for constructing N i in the next two sections. The approach consists of two parts: 1) a contraction step for determining the largest k-NN neighborhood satisfying (3.8), starting from a k-NN neighborhood with large k, and 2) an expansion step for expanding the set in the contraction step as large as possible. We will prove that the resulting set still satisfies the condition (3.8) with a slightly increased . In the last section, we will discuss an adaptive approach of setting .
Neighborhood Contraction
Assume that we have a relatively large neighborhood N i ¼ fx i1 ; . . . ; x ik max g of the sample point x i in question. For example, it can be determined by the k-NN method. We fix < 1. If (3.9) is not satisfied, we contract N i by removing the farthest neighbor from their mean "
x i . This contraction step can be repeated until (3.9) holds or until some preset minimal neighborhood size k min is reached. If no neighborhood satisfying (3.9) can be found, we select a k-NN that minimizes the ratio r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P
among the tested neighborhoods during the contraction process. This contraction process is summarized in the following algorithm:
The main cost of the above algorithm is to compute the singular values of the m Â k matrix X ðkÞ i À " x ðkÞ i e T k which has complexity Oðk 2 ðk þ mÞÞ. The whole complexity for N neighborhoods is Oððk max À k min Þk 2 max ðk max þ mÞNÞ. There are two ways to accelerate the computation: 1) we can delete more sample points at each step, and therefore reduce the number of times that Step 1 of NC needs to be executed and 2) ðkþ1;iÞ j can be updated to obtain ðk;iÞ j , and we do not need to start from scratch. This is the well-known SVD down-dating problem and is discussed in detail in [9] . In our numerical experiments, we set
At the moment, it is still not clear what the best initial k max to choose if there is any such best k max . However, in our numerical experiments, the algorithms are not very sensitive to the choice of the initial k max . DEVIATION OF SUBSPACES. The columns of the orthonormal matrix Q i determined by the linear fitting span a d-dimensional linear space spanðQ i Þ (cf. (2.1)). We will measure its deviation from the ideal tangent space spanðJ i Þ by the distance between spanðQ i Þ and spanðJ i Þ defined as follows:
where G i is an orthonormal basis matrix of the tangent space spanðJ i Þ, and min ðÁÞ is the minimum singular value of a matrix.
Neighborhood Expansion
For an anisotropic manifold with dimension larger than 1, the curvature of the manifold at a fixed point usually varies much along different directions. The neighborhoods computed by the contraction algorithm have to adapt the largest curvature at each point. Hence, the resulting neighborhood can be unnecessarily small, even though a relatively large neighborhood exists. This is especially true at a point with highly varying curvatures. Clearly, a neighborhood larger than the contracted one could be obtained by taking advantage of the possible anisotropic shape of the manifold. One possible approach is to add back some of the unselected x i j in the initial neighborhood of x i once the contraction step is done, while at the same time keeping the condition (3.8) intact as much as possible. Theorem 3.2 below shows a rule of reselecting those suitable neighbors so that the constraint (3.8) also holds with a slightly increased .
Then, the optimal linear fitting fx i þQ i ðiÞ j g to the resulting neighborhoodÑ i satisfies
The proof of Theorem 3.2 is given in the Appendix, available in the online supplemental material.
The expanded neighborhood also satisfies (3.8), with ¼ i slightly larger than . Because (3.8) implies a good d-dimensional PCA approximation, Theorem 3.2 also says that the PCA of the contracted neighbors stays the same while adding other neighbors satisfying (3.12) . Based on the above analysis, we propose the following neighborhood expansion algorithm with complexity Oðk max ðk max þ dÞmNÞ for all the N neighborhoods.
Adaptively Selecting Parameter
In this section, we discuss how to adaptively choose . Clearly, a well-chosen neighbor set should accurately identify the locally linear structure. According to (3.9), the ratios
are uniformly bounded by a small constant if all the neighbor sets fN i g are well chosen. For a collection of preselected neighbor sets, for example, all k-NN sets N i with a given k ¼ k 0 , some of them are well chosen with the corresponding ratios ðN i Þ relatively small. The others have ðN i Þ that are relatively large. Hence, these two classes of neighbor sets can be distinguished according to the magnitude of the ðN i Þ, and the maximum value of the ðN i Þ belonging to the class with smaller values can serve as suitable candidate for . More precisely, we sort fðN i Þg in decreasing order such that 1 ! Á Á Á ! N . The largest gap between two consecutive terms j and jþ1 in the sequence provides a partition into the two classes we mentioned before. Specifically, let jþ1 = j ¼ max 1 i NÀ1iþ1 = i , then those N i with ðN i Þ j belong to one class, the rest belong to the other class, and j also gives a reasonable choice for . Another possibility is to use
We should mention that for a data set with large noise or poor data distribution, it is still very challenging to choose a suitable since the geometry or the local dimension of the data points is generally uncertain.
ADAPTIVE BIAS REDUCTION
The local approximation error kx i j À ð" x i þ Q i ðiÞ j Þk resulting from the linear fitting can be large or small, depending on the local curvature, unless we are dealing with a linear manifold. Varying degree of bias exists in the linear fitting, which can seriously impact the accuracy of the computed local coordinates. In this section, we focus on addressing the accuracy issue by proposing a new weighted version of LTSA alignment specifically designed to correct the bias.
We first describe the bias problem using more precise terms. Consider the set of local coordinates f ðiÞ 1 ; Á Á Á ; ðiÞ ki g of neighborhood N i . We use f Ã i g to denote the ideal global parameter vectors and f i g the estimated ones. We measure the bias of ðiÞ j as
j Þk, where L Ã i is the optimal affine transformation for the local coordinate set f ðiÞ 1 ; . . . ; ðiÞ ki g, i.e., Similarly, we can also define the local error with respect to the estimates, 
Minimizing the above total errors over all feasible T tends to force the f ðiÞ j g to become similar to each other. This embedding does not take into account the magnitude of the f ðiÞ j g. As a result, the f ðiÞ j g may be very different from f ðiÞ j g if the local curvature is large. We illustrate the phenomenon by an example. Example 3. Consider the 1D curve M ¼ fðt; sÞ : s ¼ gðtÞg embedded in a 2D plane:
gðtÞ ¼ 1 5 ðt À 1:5Þðt À 4Þðt À 4:5Þ sinð2tÞ; t 2 ½0; 2:
We sample 100 points fðt i ; gðt i ÞÞg from M with equal arc lengths between two points and set x i ¼ ½t i ; gðt i Þ T þ i with noise vector i whose components are uniformly distributed in the interval ½À0:02; 0:02. Let s i be the arc length coordinates of the samples. Then,
For simplicity, we consider the average bias among each neighborhood, i ¼ shown in the right column of Fig. 4 . The computed embedding exhibits good fit to the true arc length.
In order to enforce the constraints ðiÞ j % ðiÞ j ;
it is required to provide good estimates of the bias ðiÞ j for the local coordinate ðiÞ j . In the next sections, we address this problem. The estimates can then be used to penalize the local errors ðiÞ j so that they can match ðiÞ j as much as possible, leading to a modified model of the original LTSA-a weighted version of LTSA.
Bias Estimation for Local Coordinates
The bias ðiÞ j can be estimated by the squared error of the linear fitting ðiÞ j ¼ kx i j À "
x i À Q i ðiÞ j k. To show this, let us assume that M ¼ fðÞ is a parameterized manifold with a smooth mapping f : & R d ! M & R n . For a finite sample x i ¼ fð i Þ, i ¼ 1; . . . ; N, with f 1 ; . . . ; N g the global parameter vectors. To estimate the bias
j k, let us consider the second-order Taylor expansion of f:
where H is the Hessian tensor of f at . Assume that we have a linear subspace spanðQ Þ that approximates the tangent space spanðJ Þ well. Denoting x ðxÞ ¼ Q T ðx À xÞ and P ¼ Q T J , we see that P À1 Q T ðx À x À J ð À ÞÞ ¼ À À À À P À1 x ðxÞ Á :
Thus, for a neighbor of,
where ¼ kP À1 k. One can verify that kJ y k cos # with # the angle between the tangent space spanðJ Þ and its approximation spanðQ Þ, 6 where J y r is the Moore-Penrose generalized inverse of J r . So, if the tangent space is well approximated, then cos # % 1 and % kJ y k. The inequality above clearly indicates that the ideal embedding should have the local errors matching the errors of the local linear fitting. Note that the linear fitting error, kx À x À Q x ðxÞk % kx À x À J ð À Þk; depends on the local curvatures and the squares of the size of the local coordinates, according to (4.15) .
For a finite sample possibly with noise, it is better to replace x by the local mean "
x. We set ¼
j , and (4.16) reads i j À " i À P À1 " i ðiÞ j " i kx i j À " x i ÀJ i ð i j À " i Þk: ð4:17Þ Roughly speaking,
and kx i j À " x i À J " i ð i j À " i Þk can be well estimated by ðiÞ j ¼ kx ij À " x i À Q i ðiÞ j k. Thus, we see that ðiÞ j % " i ðiÞ j , i.e., the values f ðiÞ j g should be similar to those of f ðiÞ j g.
Weighted LTSA
Motivated by the analysis above, and noting that kJ y k is same in magnitude generally, we propose the modified version of LTSA that solves the following modified minimization problem:
> 0 is a small regularization constant in case ðiÞ j ¼ 0. We generally set ¼ 10 À3 in our numerical experiments.
The alignment matrix corresponding to the weighted LTSA has a similar construction as that for LTSA. Since 
the optimization problem (4.18) can be represented as
Imposing the normalization condition T T T ¼ I, the unique solution to (4.21) is given by the d eigenvectors corresponding to the second to ðd þ 1Þst smallest eigenvalues of matrix È w . The above discussion gives a weighted version of LTSA.
Normalized Weights
For noisy data sets, it is often the case that there are outliers or some samples have relatively large noise. It is known that the local PCA cannot give an acceptable estimate to the tangent space at a point with large noise. Let us consider an outlier whose neighbors are relatively clustered together. The PCA errors are then relatively small and hence the corresponding local weights w ðiÞ j in (4.19) are very large. The left panel of 6 . It can be verified by SVD of J r and the definition of angle between two subspaces. Refer to [9, Section 2.6]. Fig. 5 shows such an example. Meanwhile, the local PCA coordinates have large deviations to the true coordinates. Thus, the large local weights compel the resulting embedding to have very small errors corresponding to the wrong coordinates within an affine transformation, resulting in a wrong embedding eventually. Obviously, decreasing those local weights can improve the results significantly.
For the case when the data sampling is far from uniform, there can also be isolated samples and very few neighbor sets contain these isolated points as neighbors (see an illustration shown in the right of Fig. 5 ). To clearly show it, let us consider a point x ' and let K ' be the index set of those neighborhoods N i containing x ' as a neighbor of x i , i.e., if i 2 K ' , then x ' 2 N i . x ' is also denoted as x i j in the neighbor set N i , where j ¼ jð'; iÞ is a local index depending on ' and i. The sum in (4.18) now reads X where c Ã i and L Ã i are the optimal solution to min
Clearly, if x ' has sparse neighbors, K ' is relatively small, and hence the related restrictions for embedding is much weaker than for others which have large K ' s. Taking into account the observations above, we modify our weight formula by normalizing the weights corresponding to each K ' . To simplify discussion, we change, in this section only, the notation w ðiÞ j with local index j ¼ jð'; iÞ corresponding to x ij to w ðiÞ ' with global index '. We view w ðiÞ ' as the weights for the affine reconstruction errors of ' with respect to the neighborhood N i , and normalize the related weights w 
' . If x ' is an outlier, its local weights can be significantly decreased, whether taking x ' as a neighbor of itself or of other points. Otherwise, the normalization does not change the magnitude of its original local weights. For isolated points, normalizing the weights can increase the information convection through those points.
Adaptive LTSA
The adaptively weighted LTSA can be used together with variant neighborhood selections such as k-NN or the adaptive neighborhood selection strategy (contraction and expansion). We refer to the weighted LTSA with the normalized adaptive weights as adaptive LTSA and summarize it as follows:
EXPERIMENTAL RESULTS
In this section, we present several numerical examples to show the improvements of the three manifold learning methods Isomap, LLE, and LTSA on one toy data set and seven real-world data sets, when the adaptive methods for neighborhood selection as well as bias correction are used. Our goal is to test the methods using a variety of data sets possessing certain challenging properties that tend to break less robust manifold learning algorithms. The data sets include sparse samples from a smooth manifold (toy data), noisy data with relatively identifiable dimensionality in a high-dimensional space (face images), data with a few samples from multiple classes (images of rotary objects), data in multiple classes having noisy local geometry (handwritten digits), and data of frequency features with uncertain dimensionality (speech signals). Three classifiers, the Nearest Neighbor, the Nearest Feature Line (NFL) [15] , and the Support Vector Machine (SVM) [5] , are used to show the improvements of our proposed adaptive manifold learning methods for dimensionality reduction used for the classification problems. NFL uses the distance of a testing point to a feature line that connects two pints in the same class. We also use SVM and Gaussian Mixture Model (GMM) [21] in the speech example. The parameter is always set as (3.14) with k 0 ¼ k max unless otherwise specified in the experiments.
A Curve in 3D Space
We show how the neighborhood contraction/expansion approaches improve the neighborhood graphs and the embedding results of Isomap, LLE, and LTSA. The test data set is sampled from a 1D manifold as in Example 2, but noise is added as follows: x i ¼ ½sinðt i Þ; cosðt i Þ; 0:02t i T þ i , i ¼ 1; . . . ; N ¼ 500, where the elements of noise vectors i are uniformly distributed in ½À0:01; 0:01.
Because of the data sparsity and the presence of noise, partial neighbor sets determined by k-NN contain wrong neighbors, which mainly result in failure of Isomap, LLE, and LTSA. The top row of Fig. 6 shows the adjacency matrix G of the neighborhoods of k-NN with k ¼ 8 and the 1D embeddings of these three learning algorithms. Here, G is defined by Gði; jÞ ¼ 1 for j 2 I i and Gði; jÞ ¼ 0 for j 6 2 I i . The neighborhood contraction can improve the neighborhood graph, but the required neighborhood overlapping is also reduced, which also results in "breaking" of the three methods. See the second row of the figure. The expansion approach strengthens the true connection between the adjoining neighborhood. The left of the last row shows the improved neighborhood graph. Using the resulting neighborhood graph, Isomap, LLE, and LTSA give excellent embeddings.
Stanford Face Images
The face image data set [24] consists of 698 64-by-64 images of a statue and three physically meaningful degrees of freedom can be identified: two pose parameters (left-right and up-down) and one lighting parameter. We consider 3D projections of Isomap and LTSA with k-NN or adaptive neighbor strategies. Each image is converted to an m ¼ 4;096-dimensional image vector in this experiment.
It is reported that Isomap can compute the parameter vectors very well if the neighborhood size is set to be k ¼ 8 [24] . The 3D embedding has a reasonable distribution and a cube-like shape. However, the Isomap embedding is very sensitive to k; the nonlinear projection will be very bad if one slightly increases the neighborhood size (see the middle panel in Fig. 7 for k ¼ 9 or Table 1 for k ¼ 9; 10). The adaptive method can select suitable neighbor sets for Isomap. The right panel of Fig. 7 shows the embedding of Isomap with the adaptive neighborhoods (k min ¼ 4 and k max ¼ 20), which looks better than or at least as good as the best one of k-NN achieved at k ¼ 8.
The improvement can be measured by the relative affine error of the computed coordinates defined as
where T Ã denotes the matrix of the true parameter vectors (two pose parameters and one light parameter) and T the matrix of computed parameter vectors. Table 1 given below shows the affine errors of computed 3D embeddings by Isomap using k-NN neighborhoods with different k and the adaptive neighborhoods, respectively, where C&E is short for the contraction and expansion algorithms. The affine error corresponding to the adaptive neighborhoods is smaller than the lowest one corresponding to the k-NN strategy.
The coil20 Data Set
Differently from the previous data sets, the data set coil20 [19] has a small number of samples and many classes (20 classes). Each class contains 72 samples of a rotary object, and the data set has 1,440 points in total. In this example, we demonstrate the improvement of the weighted strategy in LTSA for the NN classification. Low-dimensional nonlinear projections with different setting of dimension d are generated by LTSA and the weighted LTSA using k-NN neighborhoods. Then, we applied the NN classifier on the projected data to recognize the 20 groups. The training set is formed by 200 points that are randomly selected (10 points belonging to each class) from the data set and the remaining data points are used as testing set. We repeated with 100 runs for the NN classifier on both of the projected data set by LTSA or the weighted LTSA with each choice of k and d. Table 2 lists the average errors in percentage of NN classifier on the projected points of LTSA and the weighted LTSA. The improvement obtained by the weighted strategy is significant: For almost each choice of d and k, the weighted LTSA performed better than LTSA in this example and the classification error can be reduced up to 40 percent. We remark that the weighted strategy may fail if the lowdimensional structure is not correctly captured in the neighbor set (for relatively large d and small k).
Handwritten Digits
We used two data sets semeion and mfeat of handwritten digits ("0"-"9"). 7 The data set semeion contains 1,593 binary vectors of dimension 256 that are generated from 1,593 images of handwritten digits written by about 80 people. Because of large noise, LTSA needs a relatively large neighborhood to identify the local geometry for a fixed dimensionality d, while LLE works on relatively small neighborhoods. However, the NN classifier still produces larger classification error when applied to the LLE projection, compared with the error on the LTSA projection. The weighted version of LTSA can further improve the LTSA projection. In Table 3 , we list the errors in percentage for the NN classifier on the low-dimensional projections of computed by LLE, LTSA, and wLTSA. The errors are averaged over 100 runs each a random 1:1 training and testing split of the data set. For each dimension d used, wLTSA always achieved the smallest classification error. The classification error of NN on the original data is 10.90 percent.
The data set mfeat consists of 2,000 handwritten digits. Each of the 10 digits has 200 examples. We used the data set represented by the pixel features using 240 pixel averages in 2 Â 3 windows, and removed six duplicate data points. In this experiment, we compared the effectiveness of the adaptive manifold projections in the context of SVM and NN classifications. The multiclass classification problem is converted to 10 two-class problems by the one-against-therest split for SVM, and the first 25 percent points in each class are used as the training set and the remaining one as the testing set. Table 4 shows the results of the SVM classification with Gaussian kernel and the NN classification on the original data and the 5D projected data obtained by LLE, LTSA, and WLTSA using k-NN neighborhoods with the best choice of k ranging from k min ¼ 7 to k max ¼ 23 (for SVM, k ¼ 7 in LLE and k ¼ 13 in LTSA or WLTSA; for NN, k ¼ 10 in LLE and k ¼ 9 in LTSA or WLTSA), or the adaptively selected neighborhoods with the determined by (3.14) . Compared with the k-NN neighborhoods with the best setting of k in the three manifold learning methods, the adaptive neighborhood selection can produce better results in both of the SVM and NN classifications. In fact, the SVM classifier on the adaptively computed projections achieved higher accuracy than that using the original data. The NN classifier produced slightly larger errors than the SVM classifier but it is very fast computationally.
Yale Face Images
The data set used in this experiment is generated from the extended Yale Face Database B which contains 2,431 images from 38 individuals with a fixed pose under 64 different illumination conditions [8] , [14] . The original images are of size 192 Â 168. Because of the poor performance of the existing manifold learning algorithms on the original data, we preprocessed the data as follows: First, each image is resized to 32 Â 28 for reducing the computation complexity. Then, each pixel of the small image is represented by an 8D binary vector whose components are set as follows: If the pixel value is larger than a neighboring pixel in one of the eight directions (left-up, up, right-up, and so on), then the corresponding component is 1. Otherwise, it is set to be 0. This preprocessing can reduce the influence of luminance to some extent. The resulting data are a 7,168-dimensional binary vector. As a result, we have 2,431 binary vectors in 7,168-dimensional space.
We first compared the errors of the NN classifier on the nonlinear low-dimensional projections generated by Isomap, LLE, LTSA, and WLTSA with the k-NN neighborhoods or the adaptively selected neighborhoods, using a 1:3 training and testing split of the data points (16 training points and about 48 testing points) in each class. We repeated this experiment in 100 random splits and checked the average error. The classification accuracy is sensitive to the neighborhood size if the k-NN used in Isomap, LTSA, or WLTSA. LLE seems to be relatively less sensitive to k, though it does not achieve the smallest error produced by LTSA or WLTSA with a well-chosen value of k. Table 5 shows the classification errors of the NN classifier on the nonlinear projections of LLE, LTSA, and WLTSA with k ranging from d þ 3 to d þ 9, relatively better than other settings of k, for d ¼ 8; 9; 10. We did not list the errors of the NN classifier on the Isomap projection because of its poor performance (the errors are larger than 13 percent for the settings of parameters k and d in Table 5 ). The weighted strategy can improve the LTSA significantly. For all the settings except d ¼ 8 and k ¼ d þ 9, the weighted strategy always gives a better embedding of LTSA. In the right column of Table 5 , we also list the classification errors on the LLE projection (k min ¼ d þ 1; k max ¼ d þ 9) and the LTSA or WLTSA projection (k min ¼ d þ 2; k max ¼ 25). The adaptive neighborhood selection method significantly 7. These two data sets can be downloaded from http://archive.ics. uci.edu/ml/datasets/. improved LTSA and WLTSA in this example. Practically, the error of NN classifier on the LTSA projection can be reduced by 45 percent if we use both of the weighting strategy and the adaptive neighborhood selection in LTSA. For LLE, the adaptive neighborhood method worked well for d ¼ 8 and slightly worse for d ¼ 9 and d ¼ 10. Notice that the NN classifier produces 5.05 percent error on the original data.
We also tested the SVM classifier on the original data set and the six projected data sets of LLE, LTSA, and WLTSA with d ¼ 8 and the k-NN neighborhoods or the adaptively selected neighborhoods. We converted the multiclass classification problem to a set of two-class problems in the way of one-against-the-rest for SVM. In this experiment, CPU time for SVM is on the order of 10 4 seconds since the data have 38 classes. We are not able to repeat many random trainingtesting splits as in the NN classification: We used the first 16 points in each class data and others as testing points. The size of the training set is the same as that in the NN classification. We used the Gaussian kernel in SVM because the low-dimensional projection may not preserve the linear separability of the original data (if it is linearly separable). The SVM classifier has 9.49 percent error on the original data set with the CPU time of about 3.5 hours. The low-dimensional projections of LLE, LTSA, or WLTSA can reduce the CPU time of SVM by half. The projections of LLE and LTSA using k-NN strategy did not produce better results of SVM. WLTSA improved LTSA but its SVM error is also larger than the SVM error on the original data. In this experiment, the adaptive neighboring also performs excellently. The SVM classifier achieved a very low error when it is applied on the projection of the adaptive LTSA: About 38 percent of errors of SVM on the original data are reduced and about half time of running is saved. See Table 6 for the details.
Speech Data
This example uses the Harvard-Haskins database of Regularly Timed Speech. 8 The database contains 264 16-bit wav files from six speakers (three male and three female); each speaker uttered sequences of syllables in four different utterances, respectively. Every speech signal is split into several overlapped frames, each of which is of length 10,000 (a piece of 1 second speech) with one half of frame overlapping with the next frame. Then, each frame is represented by suitable features to highlight the speech characters. In this experiment, we used two kinds of features that are commonly used in speech processing. One is the spectrogram obtained by the Short-Time Fourier Transform (STFT). As is standard in speech processing, logarithms of the Fourier coefficients of a frame form a data point. The resulting data set consists of 2,766 vectors in a 5,001-dimensional space, belonging to six classes corresponding to the different speakers. The other kind of features are the Mel-Frequency Cepstral Coefficients (MFCCs) [20] . In this example, each frame has 924 MFCCs which form a vector. In total, we have 2,766 MFCC vectors of dimension 924. Three classifiers, SVM, GMM, and NN, are used on the STFT or MFCC feature vectors or their lowdimensional projections by LLE, LTSA, and the weighted LTSA for the problem of speaker recognition. In NN, we use the distance of a testing signal to each training point, i.e., the sum of euclidean distances of points generated from the signal to the training point.
First, we show the effectiveness of the approaches of the adaptive neighborhood selection and the weighting strategy on these STFT vectors. We randomly select only one signal from each speaker and the STFT vectors corresponding to the selected files form the training set. The remaining vectors of other speech files are the testing points. The recognition rate of NN classifier based on the LLE projection is not satisfactory if we simply use k-NN neighbors, even if the fixed size k of neighborhoods is carefully selected. The LTSA projection performs much better than LLE and the weighted version of LTSA gives smaller recognition errors than LTSA when the same neighbor sets are used. The adaptive neighborhood strategy can further improve the NN recognition on the LLE, LTSA, or wLTSA projections. The left of Table 7 lists the average recognition errors in percentage of the NN classifier based on the 2D projections of LLE, LTSA, and wLTSA using k-NN with several different values of k or the adaptive neighborhoods with k max ¼ 25 based on 100 repeated experiments. We did not show the results based on Isomap projections since the recognition error is much bigger than the LTSA results. The improvement of the adaptive neighborhood strategy on the Isomap projection is limited in this example. PCA projection fails to improve the NN recognition rate on the unreduced data. As a comparison, both SVM and GMM have larger recognition errors. The nonlinear dimensionality reductions can help to improve the recognition performance for SVM and GMM in this experiment. In the right of Table 7 , we also give the average errors of SVM with Gaussian kernel and GMM on the original STFT vectors or the nonlinear projections with the adaptive neighbors.
The recognition performance of SVM and GMM on the STFT features increases if more signals of each speaker are available for training, while the nonlinear projections cannot further improve the recognitions of SVM or GMM. However, NN, SVM and GMM still give very low errors on the nonlinear projection with the adaptive neighborhoods. If the adaptive neighborhoods are used, these 2D projections are also suitable for SVM and GMM. See the average errors listed in Table 8 , where first column n sig is the number of signals of each speaker in training. GMM and NN were repeated 100 times for each case. SVM with Gaussian kernel was repeated 100, 40, 40, 16, and 10 times for n sig ¼ 1; 3; 5; 10; 15, respectively, since SVM costs much time if the data scale is large. SVM with linear kernel performs excellently if n sig is not small. For example, the errors are 3:39; 0:88; 0:22; 0 for n sig ¼ 1; 3; 5; 10, respectively.
We also tested the MFCC features. Unfortunately, SVM and NN cannot give reasonable recognition results on MFCC vectors in this speech example, even if multiple signals of each speakers are used in training. Although GMM performs much better than SVM and NN, the errors of GMM (62.60, 17.52, 7.69, 3.44, and 2.06 corresponding to n sig ¼ 1; 3; 5; 10; 15) are relatively large.
CONCLUDING REMARKS
In this paper, we developed algorithms that address two key issues in manifold learning: 1) the adaptive selection of the neighborhood sizes through neighborhood contraction and expansion and 2) the adaptive bias reduction in embedding by weighting local affine errors in the embedding of the manifold. The adaptive neighborhood selection methods can be used for other neighborhood-based manifold learning methods, while the second improvement is specially designed for LTSA. Though the theoretical analysis is given for ideal smooth and locally isometric manifolds, the proposed adaptive neighborhood selection methods and the modified weighting model of LTSA also work for noisy data sets well. For a data set with small noises, the modified LTSA with NN neighborhoods works as well as the modified LTSA with adaptively selected neighborhoods. However, the adaptive neighborhood selection method is more robust for noisy data.
The adaptive neighborhood selection method and the adaptive bias reduction model of LTSA need low-dimensional geometric structure of manifolds or data sets. For those data sets (such as those in classification) whose local low-dimensional geometric structure is blurry or difficult to determine via a few neighbors from a set of sample points, the improvement by the adaptive neighborhood selection approaches may be less significant. However, the normalizing and weighting strategies still work well. We expect this strategy to improve other existing methods for nonlinear dimensionality reduction. On the other hand, it is very complicated to determine a good embedding when a noisy data set is sampled from a manifold with variable curvatures and the noises are relatively large; curvatures will be obscured if we focus on reducing noise, or inversely, curvatures may be estimated incorrectly if we ignore noises. This is a topic that certainly deserves further investigation. 
