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Four Quotient Set Gems
Bryan Brown, Michael Dairyko, Stephan Ramon Garcia,
Bob Lutz, and Michael Someck
Abstract. Our aim in this note is to present four remarkable facts about quotient sets. These
observations seem to have been overlooked by the MONTHLY, despite its intense coverage of
quotient sets over the years.
INTRODUCTION. If A is a subset of the natural numbers N = {1, 2, . . .}, then we
let R(A) = {a/a′ : a, a′ ∈ A} denote the corresponding quotient set (sometimes called
a ratio set). Our aim in this short note is to present four remarkable results, which seem
to have been overlooked in the MONTHLY, despite its intense coverage of quotient sets
over the years [3, 4, 5, 9, 10, 11, 14]. Some of these results are novel, while others have
appeared in print elsewhere but somehow remain largely unknown.
In what follows, we let A(x) = A ∩ [1, x] so that |A(x)| denotes the number of
elements in A which are ≤ x . The lower asymptotic density of A is the quantity
d(A) = lim inf
n→∞
|A(n)|
n
,
which satisfies the obvious bounds 0 ≤ d(A) ≤ 1. We say that A is fractionally dense
if the closure of R(A) in R equals [0,∞) (i.e., if R(A) is dense in [0,∞)).
Our four gems are as follows.
1. The set of all natural numbers whose base-b representation begins with the digit
1 is fractionally dense for b = 2, 3, 4, but not for b ≥ 5.
2. For each δ ∈ [0, 12 ), there exists a set A ⊂ N with d(A) = δ that is not fraction-
ally dense. On the other hand, if d(A) ≥ 12 , then A must be fractionally dense[15].
3. We can partition N into three sets, each of which is not fractionally dense. How-
ever, such a partition is impossible using only two sets [2].
4. There are subsets of N that contain arbitrarily long arithmetic progressions, yet
that are not fractionally dense. On the other hand, there exist fractionally dense
sets that have no arithmetic progressions of length ≥ 3.
BASE-b REPRESENTATIONS. In [5, Example 19], it was shown that the set
A = {1} ∪ {10, 11, 12, 13, 14, 15, 16, 17, 18, 19} ∪ {100, 101, . . .} ∪ · · ·
of all natural numbers whose base-10 representation begins with the digit 1 is not
fractionally dense. This occurs despite the fact that d(A) = 19 , so that a positive pro-
portion of the natural numbers belongs to A. The consideration of other bases reveals
the following gem.
http://dx.doi.org/10.4169/amer.math.monthly.121.07.590
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Gem 1. The set of all natural numbers whose base-b representation begins with the
digit 1 is fractionally dense for b = 2, 3, 4, but not for b ≥ 5.
To show this, we require the following more general result.
Proposition 1. Let 1 < a ≤ b. The set
A =
∞⋃
k=0
[bk, abk) ∩ N (1)
is fractionally dense if and only if b ≤ a2. Moreover, we also have
d(A) = a − 1
b − 1 .
Proof. We first compute d(A). Since the counting function |A(x)| is nondecreas-
ing on each interval of the form [bk, abk) and constant on each interval of the form
[abk, bk+1), it follows that
lim inf
n→∞
|A(n)|
n
= lim inf
n→∞
1
bn
n−1∑
k=1
∣∣[bk, abk) ∩ N∣∣
= lim
n→∞
1
bn
n−1∑
k=1
(a − 1)bk
= lim
n→∞
(a − 1)(bn − 1)
bn(b − 1)
= a − 1
b − 1 . (2)
Note that in order to obtain (2), we used the fact that the difference between abk −
bk and |[bk, abk) ∩ N| is ≤ 1. Having computed d(A), we now turn our attention to
fractional density.
Case 1. Suppose that a2 < b. By construction, each quotient of elements of A be-
longs to an interval of the form I` = (a−1b`, ab`) for some integer `. If j < k, then
a2 < bk− j , whence ab j < a−1bk so that every element of I j is strictly less than ev-
ery element of Ik . Therefore, R(A) contains no elements in any interval of the form
[ab`, a−1b`+1], each of which is nonempty since a2 < b. Thus A is not fractionally
dense.
Case 2. Now let b ≤ a2, noting that
(0,∞) =
⋃
j∈Z
[
b j
a
, b j
)
∪ [b j , ab j ).
Suppose that ξ belongs to an interval of the form [b j , ab j ) for some integer j . Given
 > 0, let k be so large that 1 < bk, and observe that
b j+k ≤ bkξ < ab j+k .
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Let ` be the unique natural number satisfying
b j+k + ` ≤ bkξ < b j+k + `+ 1 (3)
and
0 ≤ ` ≤ (a − 1)b j+k − 1. (4)
From (3), we find that
0 ≤ bkξ − (b j+k + `) < 1,
from which it follows that
0 ≤ ξ − b
j+k + `
bk
< .
Since (4) ensures that b j+k + ` belongs to the interval [b j+k, ab j+k), we conclude
that (b j+k + `)/bk belongs to R(A). A similar argument applies if ξ belongs to an
interval of the form [ b j
a
, b j ). Putting this all together, we conclude that A is fractionally
dense.
To see that Gem 1 follows from the preceding proposition, observe that if a = 2
and b ≥ 2 is an integer, then the set A defined by (1) is precisely the set of all natural
numbers whose base-b representation begins with the digit 1. The inequality b ≤ a2
holds precisely for the bases b = 2, 3, 4 and fails for all b ≥ 5.
CRITICAL DENSITY. Having seen that there exist sets that are not fractionally
dense, yet whose lower asymptotic density is positive, it is natural to ask whether
there exists a critical value 0 < κ ≤ 1 such that κ ≤ d(A) ensures that A is fractionally
dense. The following gem establishes the existence of such a critical density, namely
κ = 12 .
Gem 2. If d(A) ≥ 12 , then A is fractionally dense. On the other hand, if 0 ≤ δ < 12 ,
then there exists a subset A ⊂ N with d(A) = δ that is not fractionally dense.
Establishing this result will take some work, although we are now in a position
to prove the second statement (originally obtained by Strauch and To´th [15, Thm. 1]
and by Harman [8, p. 167] using slightly different methods). If 0 ≤ δ < 12 , then we
may write δ = 12+ where  > 0. Now let a = 1 + 2 and b = 1 +  + 122 so that
1 < a2 < b. For these parameters, Proposition 1 tells us that the set A defined by (1)
satisfies d(A) = δ and fails to be fractionally dense. If δ = 0, then we note that the set
A = {2n : n ∈ N} is not fractionally dense and has d(A) = 0.
Thus, we can construct sets having lower asymptotic density arbitrarily close to 12 ,
yet which fail to be fractionally dense. On the other hand, it is clear that fractionally
dense sets with d(A) = 12 exist. Indeed, one such example is A = {2, 4, 6, . . .}. How-
ever, the question of whether a non-fractionally dense set can have lower asymptotic
density equal to the critical density 12 is much more difficult.
In the late 1960s, ˇSala´t proposed an example of a set A ⊂ N that is not fractionally
dense and such that d(A) = 12 [12, p. 278]. However, ˇSala´t’s example was flawed, as
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pointed out in the associated corrigendum [13]. In 1998, Strauch and To´th established
a more general result [15, Thm. 2], which implies that a set satisfying d(A) ≥ 12 must
be fractionally dense (fortunately, the lengthy corrigendum [16] to this paper does not
affect the result in question). For d(A) > 12 , the fractional density of A also follows
from a sophisticated theorem in metric number theory [8, Thm. 6.6] (although Harman
was kind enough to show us an elementary proof in this case). The proof below, which
covers the critical case d(A) = 12 , is essentially due to Strauch and To´th.
Theorem 2. If d(A) ≥ 12 , then A is fractionally dense.
Proof. Let d(A) ≥ 12 and suppose toward a contradiction that 0 < α < β ≤ 1 and
R(A) ∩ (α, β) = ∅. Noting that A must be infinite, we enumerate the elements of A
in increasing order a1 < a2 < · · · . Let k be a natural number, which is so large that
kα > 1, and let 0 < θ < 1. For all m and n in N, let
J nm =
(
αak(bθnc+m), α(ak(bθnc+m) + k)
)
.
For each n in N, we claim that the intervals
J n0 , J
n
1 , . . . , J
n
n−bθnc−1, (αakn, βakn), (5)
used below in a delicate counting argument, are pairwise disjoint. Indeed, since the ai
are integers, it follows that
α(ak(bθnc+m) + k) ≤ α(ak(bθnc+m)+k) = α(ak(bθnc+m+1)),
so that the right endpoint of J nm is at most the left endpoint of J nm+1. A similar argument
shows that the right endpoint of J nn−bθnc−1 is at most αakn .
Next, let n be so large that bθnc ≥ α
β−α . We claim that
J nm ⊆
(
αak(bθnc+m), βak(bθnc+m)
) (6)
for each m = 0, 1, . . . , n − bθnc − 1. To see this, note that
kα
β − α ≤ kbθnc ≤ akbθnc < akbθnc+m,
which implies that α(ak(bθnc+m) + k) ≤ βak(bθnc+m) so that (6) holds.
Since (αan, βan) ∩ A = ∅ by assumption, it follows now that the intervals (5) are
contained in the complement [0,∞)\A. Letting B = N \ A, a naı¨ve counting argu-
ment gives
|B(βakn)| ≥
(
(β − α)akn − 1
)+ (n − bθnc)(kα − 1).
Dividing through by βakn and taking limits superior yields
1− d(A) = lim sup
n→∞
|B(n)|
n
≥ lim sup
n→∞
|B(βakn)|
βakn
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≥ lim sup
n→∞
(
(β − α)akn − 1
βakn
+ (n − bθnc)(kα − 1)
βakn
)
≥ β − α
β
+ lim inf
n→∞
(n − bθnc)(kα − 1)
βakn
≥ 1− α
β
+ (1− θ) lim inf
n→∞
αkn − n
βakn
≥ 1− α
β
+ (1− θ)
(
α
β
lim inf
n→∞
kn
akn
− 1
βk
lim sup
n→∞
kn
akn
)
≥ 1− α
β
+ (1− θ)
(
α
β
d(A)− 1
βk
)
.
Taking the limit as θ → 0 and k →∞ and rearranging gives(
1+ α
β
)
d(A) ≤ α
β
. (7)
If d(A) ≥ 12 , then the preceding inequality implies that β ≤ α, a contradiction.
The astute reader will note that we have actually shown that if (α, β) ∩ R(A) = ∅,
then (7) must hold. In fact, with only a little more work, we can show that
d(A) ≤ α
β
min
{
d(A), 1− d(A)}
and d(A) ≤ 1− (β − α), where
d(A) = lim sup
n→∞
|A(n)|
n
denotes the upper asymptotic density of A [15, Thm. 2]. Moreover, it is also known
that d(A)+ d(A) ≥ 1 implies that A is fractionally dense [15, p. 71].
PARTITIONS OF N. Clearly, N itself is fractionally dense since R(N) = Q ∩
(0,∞), the set of positive rational numbers. An interesting question now presents
itself. If N is partitioned into a finite number of disjoint subsets, does one of these
subsets have to be fractionally dense? The following result gives a complete answer to
this problem.
Gem 3. We can partition N into three sets, each of which is not fractionally dense.
However, such a partition is impossible using only two sets.
This gem is due to Bukor, ˇSala´t, and To´th [2]. These three, along with P. Erdo˝s,
later generalized the second statement by showing that if the set A is presented as
an increasing sequence a1 < a2 < · · · satisfying limn→∞ an+1/an = 1, then for each
B ⊆ A, either B or A\B is fractionally dense [1].
The proof of our third gem is contained in the following two results.
Proposition 3. There exist disjoint sets A, B,C ⊂ N, none of which are fractionally
dense, such that N = A ∪ B ∪ C.
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Proof. Let
A =
∞⋃
k=0
[
5k, 2 · 5k) ∩ N,
B =
∞⋃
k=0
[
2 · 5k, 3 · 5k) ∩ N,
and
C =
∞⋃
k=0
[
3 · 5k, 5 · 5k) ∩ N,
so that A, B, and C consist of those natural numbers whose base-5 expansions be-
gin, respectively, with 1, with 2, and with 3 or 4. We consider only C here, for the
remaining two cases are similar (in fact, the set A is already covered by Proposition
1). Observe that each quotient of elements of C is contained in an interval of the form
I` =
( 3
5 5
`, 53 5
`
)
for some integer `. If j < k, then every element of I j is strictly less
than every element of Ik , since 53 · 5 j < 35 · 5k holds if and only if 259 < 5k− j . Thus,
R(C) ∩ [ 53 5`, 35 5`+1] = ∅ for any integer `.
Theorem 4. If A and B are disjoint sets such that N = A ∪ B, then at least one of
A, B is fractionally dense.
Proof. Without loss of generality, we may assume that both A and B are infinite.
Suppose, toward a contradiction, that neither A nor B is fractionally dense. Thus, there
exists α, β > 1, and  > 0 such that (α − , α + )∩ R(A) and (β − , β + )∩ R(B)
are both empty. Now, let n0 ∈ N be such that
1+ α + β + 2αβ
n0
< .
Since A and B are both infinite, there exists n > αβ(n0 + 1) such that n ∈ A and
n + 1 ∈ B. If s = b n
αβ
c − 1 belongs to A, then setting t = bαsc yields
∣∣∣∣ ts − α
∣∣∣∣ = ∣∣∣∣bαsc − αss
∣∣∣∣ < 1s ≤ 1n0 < . (8)
Since (α − , α + ) ∩ R(A) = ∅, we conclude that t belongs to B. Now, observe that∣∣∣∣n + 1t − β
∣∣∣∣ = n + 1− βbαsct
<
n + 1− β(αs − 1)
t
=
1+ β + αβ + n − αβb n
αβ
c
t
<
1+ β + 2αβ
t
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≤ 1+ β + 2αβ
n0
< .
Hence, n+1t belongs to (β − , β + ) ∩ R(B), which is a contradiction. Therefore, it
must be the case that s belongs to B.
Assuming now that s = b n
αβ
c − 1 belongs to B, we now let t = bβsc. Proceeding
as in (8), we can show that | t
s
− β| <  and hence that t belongs to A. Moreover,∣∣∣n
t
− α
∣∣∣ = ∣∣∣∣n − αbβsct
∣∣∣∣
<
n − α(βs − 1)
t
= α + n − αβs
t
=
α + n − αβ(b n
αβ
c − 1)
t
=
α + αβ + (n − αβb n
αβ
c)
t
<
α + 2αβ
n0
< .
Thus, nt belongs to (α − , α + )∩ R(A), a contradiction which implies that s belongs
to neither A nor B, an absurdity, since N = A ∪ B.
Although we might be tempted to postulate a relationship between Theorems 2 and
4, lower asymptotic density has no bearing on the preceding result, since it is possible
to partition N into two subsets both having lower asymptotic density zero.
Proposition 5. There exist disjoint sets A, B ⊂ N such that N = A ∪ B, d(A) =
d(B) = 0, and d(A) = d(B) = 1.
Proof. We require the Stolz–Cesa`ro Theorem [6], which tells us that if xn and yn are
two increasing and unbounded sequences of real numbers, then
lim
n→∞
xn+1 − xn
yn+1 − yn = L =⇒ limn→∞
xn
yn
= L .
Now put the first 1! natural numbers into A, then the next 2! into B, the next 3! into A,
and so forth, yielding the sets
A = {1, 4, 5, 6, 7, 8, 9, 34, . . .}, B = {2, 3, 10, 11, 12, . . . , 32, 33, 154, 155, . . .}.
By construction, A ∩ B = ∅ and N = A ∪ B. Let xn =
∑2n−1
k=1 k! and yn =
∑2n
k=1 k!,
observing that |A(xn)| = |A(yn)| =
∑n
k=1(2k − 1)!. Since
|A(yn+1)| − |A(yn)|
yn+1 − yn =
(2n + 1)!
(2n + 2)!+ (2n + 1)! =
1
2n + 3 → 0
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and
|A(xn+1)| − |A(xn)|
xn+1 − xn =
(2n + 1)!
(2n + 1)!+ (2n)! =
1
1+ 12n+1
→ 1,
it follows from the Stolz–Cesa`ro Theorem that d(A) = 0 and d(A) = 1. An analo-
gous argument using xn =
∑2n
k=1 k! and yn =
∑2n+1
k=1 k! now reveals that d(B) = 0 and
d(B) = 1 as well.
ARITHMETIC PROGRESSIONS. Our final gem concerns arithmetic progressions
of natural numbers. Recall that an arithmetic progression with common difference b
and length n is a sequence of the form a, a + b, a + 2b, . . . , a + (n − 1)b. Subsets
of the natural numbers that contain arbitrarily long arithmetic progressions are often
thought of as being “thick” or “dense” in some qualitative sense.
Gem 4. There exists a subset of N containing arbitrarily long arithmetic progressions
that is not fractionally dense. On the other hand, there exists a fractionally dense set
that has no arithmetic progressions of length ≥ 3.
The first statement of Gem 4 has already been proven. Indeed, Proposition 1 pro-
duces sets that are not fractionally dense and that contain arbitrarily long blocks of
consecutive natural numbers. We therefore need only produce a fractionally dense set
having no arithmetic progressions of length three (see also [9, Thm. 2]).
Proposition 6. The set A = {2 j : j ≥ 2} ∪ {3k : k ≥ 2} is fractionally dense and con-
tains no arithmetic progressions of length three.
Proof. First, recall that Kronecker’s approximation theorem [7, Thm. 440] asserts that
if β > 0 is irrational, α ∈ R, and δ > 0, then there exist n,m ∈ N such that |nβ −
α − m| < δ. Let ξ,  > 0 and note that β = log2 3 > 0 is irrational. By the continuity
of f (x) = 2x at log2 ξ , there exists δ > 0 such that
| log2 x − log2 ξ | < δ =⇒ |x − ξ | < . (9)
Kronecker’s theorem with β = log2 3 and α = log2 ξ now yields n,m ∈ N so that∣∣∣∣log2 ( 3n2m
)
− log2 ξ
∣∣∣∣ = |n log2 3− log2 ξ − m| < δ.
In light of (9), it follows that |3n/2m − ξ | < , whence A is fractionally dense.
We now show that A contains no arithmetic progressions of length three. Assume,
toward a contradiction, that such an arithmetic progression exists. By the definition of
A, the first term in this progression is either a power of 2 or a power of 3. We consider
both cases separately, letting b denote the common difference in each progression.
Case 1. Suppose that 2 j , 2 j + b, and 2 j + 2b belong to A. Since 2 j + 2b is even and
belongs to A, it must be of the form 2k for some k > j , whence b = 2k−1 − 2 j−1 is
even since j ≥ 2. Thus, 2 j + b must also be of the form 2` for some ` > j so that
2` = 2 j + b = 2 j + (2k−1 − 2 j−1) = 2 j−1(2k− j + 1).
Upon dividing the preceding by 2 j−1 we obtain a contradiction.
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Case 2. Now suppose that 3 j , 3 j + b, 3 j + 2b is an arithmetic progression in A of
length three that begins with 3 j . In this case, 3 j + 2b is odd and hence must be of the
form 3k for some k > j . Therefore,
b = 3
k − 3 j
2
= 3 j (3
k− j − 1)
2
,
so that the second term 3 j + b in our progression is divisible by 3 j . Thus, 3 j + b = 3`
for some ` > j , from which it follows that
3` = 3 j + b = 3 j + 3 j (3
k− j − 1)
2
.
Since this implies that 2 · 3`− j = 2+ (3k− j − 1), which is inconsistent modulo 3, we
conclude that A has no arithmetic progressions of length three.
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100 Years ago this Month in The American Mathematical Monthly
Edited by Vadim Ponomarenko
That there has been and still is an unrest among thoughtful high school teachers
of mathematics is manifest. This problem certainly exists: How are we to adapt
the courses in algebra and geometry to the experiences of high school students,
in order that these may contribute to their broader development in both a cultural
and a practical way? On the one hand we have the student who is preparing for
the university and on the other hand the student whose school life ends with the
high school or who, going on to the university, will not continue the subject of
mathematics. The one who would solve this problem must have these two classes
in view, and the solution for the one must be the solution for the other since it
is only in the largest schools that distinction can be made by having separate
classes, even if it were advisable.
—Excerpted from “Miscellaneous Questions” 21 (1914), 239.
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