ABSTRACT. Some new theorems in metric diophantine approximation are obtained by dyadic methods. We show for example that if mx, m2.are distinct integers with m" = 0(/ip) then En<Ne(m"x) = 0(N ~q) except for a set of x of Hausdorff dimension at most (p + 4q -l)/(p + 2q); and that for any sequence of intervals IX,I2, . . . in [0, 1) the number of solutions of {xn} e In (n < N) is a.e. asymptotic to tn<N \I" I (x > 1).
1. Introduction. Letgx(x),g2(x),... be a sequence of differentiable functions on the finite interval [a, ß] . Throughout the paper we assume that g'x(x) andg'k(x) -g'fx) are positive and monotonie increasing in [a, ß] whenever k > j > 1. We also assume that there are numbers C> 0, c > 0 and a, 0 <a < 1, such that (1) g'k(x)-g'fx)>c whenever; > 1 and k>j + Cf.
Let/be an integrable function on [0, 1). Extend/to the real line by periodicity. We write 
i'k(ß)«kP.
Then if0<q<Vt(la), we have (4) D(0,n,x) = O(n-<i) (6) (p + 5q-(l-a))/ip + 2q) (0 < a < (1 -a)/3) which is sharper for small q. J. W. S. Cassels [4] and P. Erdös and J. F. Koksma [7] showed that (4) holds almost everywhere in [a, ß] (in the Lebesgue sense)
for0<?<&(l -a)-
Throughout the paper p(n), r¡x(n), r¡2(ri), . . . are positive functions of «=1,2,... such that ¿Znfn)/n < °°, ¿Zp(n)/n < «>, np(n) is nondecreasing for large n, and T¡fn) is nonincreasing for « = 1,2, ... . The case a = 0 of Theorem 2 is due to Koksma [10] . Koksma's theorem does not apply to gy(x) = x/1_a (0 < a < 1), for example.
We write \J | for the Lebesgue measure of a real set /.
Theorem 3. Suppose that for « = 1,2,...
. Let Jk be a set in [0,1), the union of tk disjoint intervals, for k = 1, 2.Let *(«) = 22=1 \Jk \. Let N(n, x) denote the number of integers k, 1 <k<n, for which the fractional part igk(x)} falls in Jk.
(a) If tk = I fork = 1,2, ... , then for every e > 0, (9) we suppose that gk(x) = \kx where 0 < Xx < X2 < ••• are integers whose greatest common divisors satisfy n (12) L(VAi)«Xn-It is not hard to show that some restriction on tk is necessary. Let e > 0; then tk <<exp(*(jfc)1+e) does not imply (11) almost everywhere v/hengk(x) = 2kx; see §5.
Many results are known for the case tk = 1 (k = 1,2,. . .). Cassels [3] showed that in case (9) holds, N(n, x) is bounded or unbounded with ty(ri) for almost all x. W. Philipp [13] proved (10) in the particular case gk(x) = \kx, where 0 < Xj < X2 < ••• are real numbers satisfying infk\k+x/\k > 1. W. J. LeVeque [11] proved (11) in case (c) when \JX \>\J2\>
•••. W. M. Schmidt [14] and V. Ennola [6] proved related but more difficult theorems.
2. Proof of Theorem 1. 
We have
We may assume X > Viv. Let Proof. This is Theorem III of [8] .
Lemma 3. Let p(x) be a real periodic integrable function ofx with period 1 and suppose flQp(x)dx = 0, P = max | ÇQp(x)dx|. Proof. This is a slight variant of Lemma 3.1 of [1] using Lemma 3 above instead of the particular case g(x) = Xx of Lemma 3.
Proof Of Theorem 1. Let 8 be a positive number specified below.
We X<min^,-j=imn(1-,-^-j is satisfied because p > 1 -a, and we obtain the required result by substitution in (17).
One can obtain (p + Aq -(1 -a))/(p + a) instead of (18) by the method of [1 ] , but this is obviously less sharp.
3. Proof of Theorem 2. We follow [10] . It is enough to prove the theorem for real functions / with mean value 0. All functions /, /" in this section are real square integrable, with period one and mean value 0. Proof. This is a special case of Theorem 7 of [9] , which like Theorem 4 is proved by a "dyadic method". Lemma 7. Let n > I, and let t = t(n) and v = v(n) be positive integers and 7 = 7(n) > 0. Then given f there is an fn with the following properties. Integrating and using Lemma 4, we obtain the following estimate, which implies the lemma. 4. Proof of Theorem 3. This depends on a general lemma whose proof is another variant of the dyadic method. The underlying idea is due to Schmidt [14] . Proof. This is a repetition almost verbatim of the proof of Theorem 3 of [12] , starting at equation (3). Jo */(*)**(*)* Proof. This is essentially the result of section 1 of [11] . For a different proof see Lemma 10 of [14] where Schmidt's argument easily adapts to prove our lemma.
Theorem 3(c) can now be proved in the same way as parts (a) and (b) by using (31) instead of (27). Lemma 8 can also be used to prove Theorem 6. Let 0 < \¡/r(j) < 1 (r = 1.h,j = 1, 2,...) where h is a positive integer. Suppose N(n, xx,..., xh, 9X,... , 0h) denotes the number of solutions of {jxr -6r) < tyr(j)for r = 1, 2.h with 1 </ < n. Let e > 0, then for almost all (xx,..., xh, 9X,..., 6h) in the sense ofLebesgue measure in R2H, N(n,xx,...,xh,9l,...,9h) = *(n) + 0(**(«)log3/2+e*(«)).
/Yere*(n) = S;=1^(/)...
*"(/).
This is a quantitative version of a theorem of Cassels [2] that N(n, xx.xh, 9j,. .., 9n) is bounded or unbounded with *(n) almost everywhere. The proof is obtained by adjoining Lemma 8 to the calculations in [2] , and may be left to the reader.
5. Two examples. We first give a new example of a sequence of integers 0 < Xj < X2 < ••• satisfying (12) . Several examples were given in [11] ; in particular (12) which estabUshes (12) .
Our other example is a complement to Theorem 3. 
