A novel subclass of exact solutions to the Euler equations in two dimensions has been put forward recently [D. Crowdy, "A class of exact multipolar vortices," Phys. Fluids 11, 2556 (1999)]. The solutions show vortical equilibria which can be described by only two parameters. The first one designates the multipolar aspect of these equilibria, i.e., the number of point vortices involved, while the other parameter signatures the shape of the finite area of uniform vorticity in which the point vortices are embedded. The main aspect of these equilibria is that the vortical configuration is static, meaning that the velocity induced at the patch edge, outside the vortical area, and also at the locations of the point vortices is zero. We show with numerical experiments that quite remarkably the linearly stable equilibria of Crowdy seem to mix very efficiently in contrast to the unstable vortex solutions. In the second part of this paper we report on the dynamics, stability, and mixing properties of similar vortex systems where the point vortices are regularized to vortex patches (with uniform vorticity). Several of these multiple-patch vortices turn out to be remarkably stable, although the regularization itself should be considered as a (symmetric) perturbation of Crowdy's multipolar solutions.
I. INTRODUCTION
A class of exact multipolar vortices for two-dimensional (2D) Euler flows has been put forward recently by Crowdy. 1 These solutions show a family of equilibria that is described by only a few parameters. The vortical system comprises a certain number of point vortices (a central point vortex and n satellite point vortices) embedded in a finite area of uniform vorticity (referred to as "patch"). Provided that n is fixed, the shape of this finite area of uniform vorticity is determined by the distance of the satellite point vortices to the central point vortex, and the shape parameter is denoted by a (a more precise definition of a is given in the Appendix). As an example consider the triangular vortex ͑n =3͒ with a = 1.371 and a = 2.0 as shown in Fig. 1 . A certain combination of a and n, together with a specified value of the strengths of the point vortices and the uniform vorticity of the patch (yielding zero total circulation of the multipolar vortex) results in a steady solution of the 2D Euler equations. For a complete mathematical problem definition of these multipolar vortex equilibria the reader is referred to Crowdy. 1 The more general system of point vortices embedded in a vorticity patch has been observed in the so-called PenningMalmberg trap used in plasma physics, where magnetized electron columns in a magnetic confinement are modeled as extremely small line vortices in a magnetic background field (see the experimental, numerical, and analytical studies by several investigators in recent years [2] [3] [4] [5] [6] ). The patterns, the so-called vortex crystals, 7 that appear through selforganization in such a circular symmetric 2D flow setting can be described by analytical and numerical techniques that are mathematically equivalent to the 2D Euler equations. The multipolar vortex equilibria proposed by Crowdy 1 represent a special class of exact solutions to the 2D Euler equations.
These equilibria are completely shielded, implying a nontrivial vorticity distribution for patch and point vortices. Moreover, these equilibria are steady, nonrotating structures. Crowdy and Cloke 8 have investigated the stability properties of these special solutions by imposing a perturbation on the positions of the point vortices. This symmetric perturbation consisted of relative displacements of O͑10 −1 ͒ of the point vortices, either radially inward or radially outward, from their equilibrium positions compared to the O͑1͒ size of the vortex itself (note that, in the stability study by Crowdy and Cloke, small numerical errors seed the growth of any linearly unstable modes resulting ultimately in an asymmetrical decomposition of the vortex equilibria). Besides a linear stability analysis, the nonlinear evolution of the flow has been investigated as well with contour dynamics studies. [8] [9] [10] The work of Crowdy and Cloke 8 is consistent with the results of Morikawa and Swenson 11 in the limit a → ϱ when one expects the patch boundary to have little effect and the polygonal array of point vortices, which are all bunched around the center of the near-circular patch, to behave as in the Morikawa and Swenson pure-point vortex problem. Note, however, that for finite values of a the presence of the patch boundary makes the analysis conducted by Crowdy and Cloke 8 much more complicated and its contribution to the stability properties becomes important as a decreases from infinity.
The exact multipolar equilibria can be perturbed by the displacement of point vortex positions, contour perturbations, or patch and/or point vortex strength variations. The stability analysis of Crowdy and Cloke 8 contains perturbations by means of small symmetric displacements of point vortex locations. One of the prime conclusions in these investigations is that the tripolar solution is unstable under all conditions. In the following section we investigate by means of a combined Point Vortex/Contour Dynamics (PVCD) algorithm the stability properties of the tripolar vortex, the triangular vortex, and the square vortex. Two different types of perturbations are employed. The first type consists of minute perturbations of the boundary of the vortex, resulting in a small residual velocity at the point vortex locations (Sec. II). The evolution of the perturbed multipolar equilibria are similar to those reported by Crowdy and Cloke, 8 and we will only briefly summarize our findings (including the rather remarkable mixing properties of such multipolar equilibria as found in our numerical experiments). The second type is based on replacing each point vortex by a finite uniform patch of vorticity with the same circulation as the original point vortex, and is discussed in Sec. III. Formulated in a slightly different way, the point vortices of Crowdy's solutions are in this case regularized to vortex patches, and the resulting vortex structures are probably "close" to equilibrium. There is, however, no a priori reason to assume steadiness of this kind of solutions of the 2D Euler equations. We would like to emphasize that we did not perform (and do not report on) a detailed mathematical and numerical search for precise multiple-patch quasiequilibria close to the pointpatch equilibria introduced by Crowdy.
1 Finally, we briefly summarize our conclusions in Sec. IV.
II. INSTABILITY INDUCED BY CONTOUR PERTURBATIONS
The first part of this study concerns the effect of contour perturbations applied to the bounding contour of Crowdy's multipolar vortex equilibria. The perturbations in our investigations consist of sinusoidal disturbances that have very small amplitudes 0 relative to the length of the contour bounding the vortex. An initial contour perturbation is described according to
and refers to a normal displacement of the contour. In this expression, m represents the wave number, and the phase shift (with respect to a predetermined appropriate point at the contour). The amplitude of the perturbation is chosen as either 0 =10 −3 or 0 =10 −2 . The parameters 0 , m, and describe the shape of the sinusoidal perturbation uniquely (Fig.   2 ). The parameter L is the length of the contour enclosing the patch, and ᐉ is a length variable that describes the appropriate location for the amplitude along the contour. This perturbation is actually a redistribution of uniform vorticity. The change in area of the patch is very small and scales linearly with 0 . Therefore, 0 is kept sufficiently small. The minute change in patch distribution induces very small flow velocities at the bounding contour and at the point vortex locations after a first integration in time. Note that at the point vortex locations and at the contour the velocity is zero in the unperturbed vortex equilibrium. The minute velocities, introduced at the point vortex locations, will consequently advect them. The perturbation parameters 0 , m, and together with the equilibrium parameters n and a, determine the evolution of the vortex. For more details on the role of these parameters on the instability process we refer to Schoemaker.
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The numerical experiments in this section include a class of perturbations that are more general than those considered by Crowdy and Cloke. 8 These authors deliberately restrict attention (in both their linear stability analysis and their nonlinear calculations) to purely irrotational perturbations. The perturbations embodied in Eq. (1) modify the patch area slightly ͑ 0 Ӷ 1͒ and hence represent rotational perturbations.
The computations are performed with the PVCD method. The inclusion of the point vortex equations (for a proper mathematical formulation of point vortex systems see, e.g., Batchelor 13 and Aref
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) in the contour dynamics algorithm yields a method for simulating flows of patches and point vortices with the same accuracy as ordinary contour dynamics simulations. For an overview of the mathematical formulation and numerical implementation of algorithms for contour dynamics, which can nowadays be considered as standard numerical techniques, the reader is referred to the works and reviews by Zabusky et al., 9 Dritschel, 10 and Pullin. 15 The PVCD algorithm differs in the sense that not only contour-to-contour interactions are involved but three more interactions as well, i.e., contour-topoint vortex interactions (the induced velocity at the point vortex location due to the vorticity patch), point vortex-tocontour interactions (the induced velocity at all contour nodes due to the point vortices), and point vortex-to-point vortex interactions. A point vortex is implemented as a contour with only one node, having a finite circulation. The induced velocity field through the combination of these two approaches is still a full solution of the Euler equations. Furthermore, because of the singular character of the point vor- −2 . For the tripolar solution and for all other multipolar equilibria, the central point vortex, which has a much smaller vorticity than the satellite point vortices, is of uttermost importance for the system to be in equilibrium. For the tripolar vortex a slight induced velocity at the central point vortex location will render the system immediately unstable for all perturbations and for all a.
The nonlinear evolution of the unstable tripolar configuration is characterized by the formation of new stable coherent structures. Figure 3 shows the evolution of the tripolar vortex for the a = 1.5 equilibrium. Clearly, depending on the initial phase of the perturbation (1) of the bounding contour, the very weak central point vortex wanders off to one of the satellite regions. The major difference between the strength of the central point vortex and the satellite point vortex (͉⌫ s ͉ ӷ ͉⌫ c ͉ for the values of a considered in this study, with ⌫ c and ⌫ s the circulation of the central and satellite vortex, respectively 1 ) results in a strongly asymmetric dipolar structure and hence in a twisting displacement. A continued computation, with the dipole making another full turn, shows the formation of many (folded) filamentary structures. Accurate computation of the evolution of the vortices and the filaments requires a large amount of nodes (no contour surgery has been applied), and this prohibits a further computation with the parameter settings used in this study. The remaining circular area of uniform vorticity combined with the embedded point vortex evolves as a shielded Rankine vortex.
The solution with n = 3 marks the triangular vortex with its four vortex extrema (see Fig. 1 ). This vortex equilibrium is found to be stable for the perturbations of order 0 =10 −2 in case of the a = 1.371 and a = 2.0 equilibrium. The first value of a represents the case with the strength of the central point vortex equal to zero. The equilibrium is then maintained through a delicate balance between the uniform patch and the polygon of satellite point vortices. 8 A snapshot of the flow evolution is given in Fig. 4 for an m = 2 mode perturbation for a = 1.371 (left panel) and a = 2.0 (right panel). The positions of the point vortices and the overall shape of the configuration have not changed substantially-the uniform vorticity patch keeps its initial shape, but a major difference can be observed in the evolution of the bounding contour.
The above observations are further substantiated with the aid of 
which is the root mean square (rms) value of the position deflections x ,i − x 0,i of the n + 1 point vortices at time . The rms value during and at the end of the simulation for both vortices (with a = 1.371 and a = 2.0) is very small compared to the scale of the vortex, which is O͑1͒. We conclude therefore that the results of these two simulations are in agreement with the analyses and conclusions stated in Crowdy and Cloke, 8 i.e., for n = 3 and 1.211Ͻ a Ͻϱ the triangular vortex is stable for linear perturbations.
Before proceeding with further results a few comments should be made to elucidate the meaning of the unit time ͑ =1͒. An eddy turnover time T =2 / , with the uniform vorticity of the patch, can be introduced. For the tripolar vortex we use the uniform patch Ϸ 6, thus T Ϸ 1. The unit time = 1 thus corresponds approximately to an eddy turnover time. The integration time step depends on the actual velocities (or vorticities) and the node distribution. As a rule of thumb 16 The square vortex, marked by n = 4, is interesting for its stability and transport properties when a certain interval for values of a is investigated. The analysis in Crowdy and Cloke 8 shows a threshold for the shape parameter a for this solution to be stable in case of perturbations of the point vortex positions. They found that for each 1.241Ͻ a Ͻ 1.4 the vortex is stable, where a = 1.241 is the limiting case below which no physical solutions exists (for n =4). We have numerically investigated the effect of contour perturbations for the interval of a = 1.35,…,1.47 with steps of 0.02. The mode number of the imposed perturbation is m = 2, the amplitude is 0 =10 −2 , and the initial phase shift is = 0.65. In Fig. 6 all end frames at = 2 are shown. The results for a Ͻ a stab Ϸ 1.4, the upper three frame shots, show a stable configuration for the overall shape of the vorticity distribution and the point vortex positions. Despite the strong contour folding, indicating substantial mixing, the overall distribution of the uniform vorticity does not deviate substantially from its initial allocation. This behavior indeed shows that in case of contour perturbations the square vortex is stable for values smaller than a = 1.4.
For a discussion of the evolution beyond the threshold value we inspect the three lower frame shots shown in Fig. 6 . Here a similar advection of the material contour into the vortex area is observed, be it that the time for the perturbed flow to enter this stage lasts much longer and is less severe (less transport in the boundary region). More important are the displacements of the satellite point vortex locations. The vortical equilibria for a Ͼ 1.4 are unstable in the sense that the distribution of uniform vorticity is disturbed in such a way that two opposite point vortices move inward and the other two satellites move outward, indefinitely. A simulation up to = 3 has been conducted for the case with a = 1.45. This run confirms the scenario that the patch will ultimately be destroyed: the central point vortex starts to move to one of the satellite vortices (and many filaments have been formed). Moreover, the evolution shows symmetry breaking in a similar way as shown by Crowdy and Cloke. 8 The higher the value for a Ͼ a stab is, the sooner the vortex breaks up.
The observations in Fig. 6 are further substantiated by quantitative measurements of the point vortex positions and the contour length. Figure 7 shows the rms values for the point vortex position deviations, as defined by Eq. (2), at the end of the simulation in the left picture. The stable behavior is confirmed by very small rms values of the satellite deflections in the course of time. The value for a = 1.41 seems to be situated in a transition regime between the stable and the unstable regime. A clear division between the stable and unstable regimes is apparent in these contour perturbation experiments. For the evolution of the contour length, given in the semilogarithmic plot in Fig. 7(b) , this division is even more distinct. The experiments with a Ͻ 1.4 show a strong folding of the contour, and the length of these contour increases exponentially after = 1. In the time interval 1 ഛ ഛ 2, the length increases by one order of magnitude and the (folded) contour is advected throughout the entire vortex area. For a Ͼ 1.4, the evolution of the contour postpones its lengthening and does so only when the vortex breaks up.
We conclude, therefore, that the numerical experiments verify that the square vortex is stable for a Շ 1.4 and unstable for a տ 1.4 for the case of contour perturbations. Furthermore, in the stable regime the transport of the material tracers (the contour nodes) leads to exponential stretching rates in the course of time and covers the entire vortex. For the unstable regime ͑a տ 1.4͒ a variation in the contour length is measured after the vortex breaks up, while the rate of increase in length is higher for larger a.
III. MULTIPLE-PATCH VORTICES
The equilibria investigated in the former section demand the use of point vortices embedded in a specially shaped patch of uniform vorticity. In this section we diverge from the point vortex description and investigate an approach to the vortex equilibria: we replace the point vortices with circular patches of uniform vorticity in such a way that the circulation of each new embedded patch is identical to that of the replaced point vortex. It is expected that these generalized vortical structures are probably close to equilibrium in some sense. It is not our aim, however, to find a detailed mathematical and numerical formulation for precise multiple-patch quasiequilibria close to the point-patch equilibrium of Crowdy. This change into a so-called multiple-patch vortex is expected to have consequences for the dynamics of the flow and can be seen as a perturbation to the generic point-patch equilibrium introduced by Crowdy. 1 We would like to emphasize, however, that the present disturbance is symmetric with respect to the center of the vortex (a brief discussion of slightly off-centered patches is provided in Sec. III A), but this symmetric disturbance yields vortices that can be considered as regularized versions of the Crowdy equilibria. In a generic (Crowdy) equilibrium the velocity is zero at the contour and at the point vortex locations. In case of a multiplepatch vortex, however, the uniform distribution of vorticity of each patch is in a way influenced by the induced velocities in the area occupied by the patch. The question at hand is, what is the influence the induced flow has on each patch and on the system in general, i.e., do these multiple-patch vortex systems have similar stability characteristics as the pointpatch equilibria? What is the dynamics of these (symmetrically) regularized Crowdy vortices? Are they in equilibrium anyway? Furthermore, how is the advection of passive tracers in these multiple-patch systems modified compared with the advection properties of point-patch equilibria? The objective is to address some of the above questions through numerical studies of the three multipolar systems already introduced in the former section: the tripolar vortex ͑n =2͒, the triangular vortex ͑n =3͒, and the square vortex ͑n =4͒. Various values for a will come into view by means of numerical experiments done with the contour dynamics method. 9, 10, 15, 17 We characterize the dynamics and stability of the symmetrically regularized Crowdy vortices and measure the advection properties of these vortex structures by systematically monitoring the variation in length of particular contours of one or more vorticity patches. Lengths of strategically placed passive contours, i.e., contours that designate a patch with zero vorticity, are also monitored in the course of each simulation.
An important parameter is the radius of each embedded circular vorticity patch, denoted by r vp . A similar parameter is the radius of the passive contours r pc , which will be placed inside the bounding contour, yet outside the embedded patches (thus r pc Ͼ r vp ). A characteristic length scale for the vortex is given by r s , which is defined as the distance of the origin of the vortex to the center of a satellite patch. The patch radius r vp , and the passive contour radius r pc are defined as a percentage of r s and the values for r vp are given for several cases in Table I . The patches are equal in size for each quasiequilibrium, and the distance r s is equal for each satellite and unique for a quasiequilibrium. Passive contours with radii according to the same values as in Table I are added to the center region of the vortex provided that r pc Ͼ r vp . An extra passive contour at r pc = 0.5 r s is, however, added. For the satellite region only passive contours at r pc = 0.25 r s and r pc = 0.50 r s are added. Anticipating on the identical flow dynamics in each satellite region, due to the symmetry properties of the multiple-patch vortices, we implement the passive contours only for one satellite region. Note that the contour of the patch itself acts as a passive tracer which can be taken into account.
The various values of a for the three multiple-patch vortices (with n = 2, 3, and 4, respectively) are tabulated in Table  II . For measuring the length of each contour for each combination of a , n, and r vp , a large number of numerical experiments is necessary. In order to quantify the characteristics of these flows in an efficient manner we introduce another parameter A, defined as the amplification factor
which designates the ratio of the contour length L c ͑͒ after a certain time with the contour length L c ͑0͒ at the start of the simulation. This amplification factor A is then tabulated in a diagram for each simulation. The dimensionless simulation time for the numerical experiments is in most runs limited to = 1, which enabled us to do many experiments in a reasonable amount of time. A few runs have been performed with Ͼ 1 in order to assess numerical inaccuracies, and to see how these may affect the stability of the symmetrical multiple-patch vortices.
A. The tripolar vortex
The tripolar solution is investigated for a = 1.5 and a =2 and six values for r vp (see Table I ). The first of these values is r vp = 0 and designates the generic tripolar equilibrium with point vortices. The end result (at =1) of the evolution for a = 1.5 is shown in Fig. 8(a) . This panel clearly shows the strong advection behavior in the central region of the system. In Fig. 9 (a) this is further substantiated by plotting the length of all contours in the vortex, i.e., log͑L c ͒ versus . We do, however, observe that the length of the smallest passive contour ͑r pc = 0.0625r s ͒ changes only marginally, while the other three contours in the center are transported throughout the entire vortex structure. The two passive contours in the satellite region show hardly any increase in their length.
The following step is to replace the point vortices with patches and obtain quantitative results for the range of patch radii given above. First we show in Fig. 8(b) the end result of the evolution of the a = 1.5 vortex (with r vp = 0.10r s ). An immediate observation is that the system is stable for this regularization. This is remarkable since the results reported by Crowdy and Cloke 8 indicate that the tripolar equilibrium is unstable for linear perturbations. The results of contour length measurements are shown in Fig. 9(b) , where the variation of the contours with r pc ജ 0.125r s shows similar behavior as compared to the point-patch vortex. The finite patches have size r vp = 0.10r s and for the central patch the lengthening of its contour shows a pulsating behavior. The patch undergoes a deformation from circular to ellipsoidal and vice versa in a periodic manner. Horizontal lines in both pictures (except for the labelled bounding contour) indicate the passive contours of the satellite region.
The snapshot in Fig. 8(c) shows the final result of the evolution of the same ͑a = 1.5͒ vortex, but now with a patch size r vp = 0.25r s . Here the dynamics shows quite a different behavior. The system clearly becomes unstable while the central patch breaks up into two equal-sized pieces, preserving the symmetry of the vortex (note that the perturbations applied to the tripolar system in Sec. II break the symmetry in advance, and that the symmetric perturbations employed by Crowdy and Cloke 8 are contaminated by small numerical errors finally yielding loss of symmetry). The end result is the formation of two dipolar vortices. The length of the contours is given in Fig. 9(c) , where it is shown that the contour length of the central patch increases and the vortex becomes unstable.
Next the results for the a = 2 vortex are given for a patch size r vp = 0.10r s . In Fig. 10(a) the final result of the evolution of the system is shown, and the variation of the contour length is displayed in Fig. 11(a) . We see an identical behavior for the small central patch when compared to the r vp = 0.10r s vortex with a = 1.5. The system remains in its original shape, while the central patch deforms only slightly in a pulsating manner. The time period is, however, smaller-as is the increase of length (amplitude of the sinusoidal curve) of the contour. In Fig. 10(b) we have shown the contour plots of vorticity and passive tracer at = 1 for the run with a =2 and r vp = 0.25r s , and for the same run the contour lengthening is presented graphically in Fig. 11(b) . Like r vp = 0.25r s for the a = 1.5 system, the vortex is unstable and breaks up into two dipoles. Note that careful inspection of the contour plot reveals that the two dipole halves, originally constituting the central vortex patch, are not disconnected (no contour surgery 10, 18 is applied). The contour lengthening, and thus the transport, is more severe than in the a = 1.5 vortex. Moreover, the outer contour has changed its initial shape considerably. Both aspects are most likely due to the fact that the satellites are closer to each other for larger values of a.
The results presented so far only apply for two values of r vp . Proper choices for other vorticity patch sizes (according to Table I ) can yield a better picture for the behavior of the tripolar vortex. The amplification factor A, which was introduced in Eq. (3), will be useful in determining the character of the multiple-patch vortex for many more experiments. The results are shown in Fig. 12 for both the a = 1.5 and the a = 2 configuration. In the amplification results, the black-filled circles represent the vorticity patches with their respective radius r vp . The size of the open circles have the same meaning, but then for the passive contours (the largest open circle represents the passive contour with r pc = 0.50r s ). The results in Fig. 12 clearly indicate that A = 1 for r vp = 0.10r s for both a. This was already verified with the former contour variation results. We further remark that the amplification in case of the pulsating contour length is normalized to unity when its average is time independent. Moreover, the a = 1.5 tripolar system is unstable for r vp ജ 0.125r s , while for the a = 2 vortex the system remains stable for r vp at least up to 0.15r s . These values represent pulsating contour lengths for the central patch. The behavior of these cases are further highlighted in Fig. 13 . Figure 13 (b) shows that the vortex is stable for a long evolution time until a certain moment when the contour length shows a more irregular variation: the vortex becomes unstable. The arrow signatures the moment the outer contour starts to change its shape. This is solely due to numerical inaccuracies, that is, small roundoff errors add up and in the time frame given, resulting in an imbalance in the equilibrium. In Fig. 14 this is further highlighted when the same simulation for different time step sizes is given. Vosbeek 16 has investigated the (lack of) area conservation of several time-integration schemes applied to contour dynamics. In this study it was shown that the area A of a (circular) patch of uniform vorticity decreases as when an explicit fourth-order Runge-Kutta time integration scheme (RK4) is implemented. The same time integration scheme is used in the present simulations. In our multiplepatch vortices, the satellite patches contain the strongest uniform vorticity compared to the other vorticity sources (background patch, central patch) and thus influence the flow simulation significantly when different time steps are used. By increasing the time step, the areas of the satellite patches decrease much faster, as can be deduced from Eq. (4), and alter the flow field in such a way that the bounding contour deforms severely. The small patches (satellites and central patch) wander off from their original positions and the entire vortex becomes unstable. We determine this unstable behavior through the variation in the bounding contour. Figure  14 (b) clearly shows the dependence on time step size for the vortex to remain stable. We can state that, in this example with an r vp = 0.15 r s vortex, the stable tripolar solutionswith pulsating central patch contours-become unstable in the course of time solely due to numerical errors. The method of replacing each point vortex by a circular patch of equivalent circulation intrinsically imposes certain symmetries on the perturbations. We have also performed several simulations with integration times up to = 2 with off-center patches (the "center of mass" of the central vorticity patch had a relative displacement of 0.001) and some additional runs with contour perturbations as employed in Sec. II. We have considered the tripolar vortex with a = 1.5 and a = 2.0, respectively, each with r vp = 0.10r s and r vp = 0.25r s . Both the introduction of off-center patches and contour perturbations promoted the instability of the tripole, which might reasonably well be expected (similar perturbations of Crowdy's tripolar vortex induces instabilities). The simulations clearly indicate that the size of the central and satellite vorticity patches strongly influences the destabilization of the tripolar vortex. The runs with r vp = 0.10r s shows always a deflection of the central vortex towards one of the satellite regions (which one is determined by the details of the perturbation). The other set of simulations, with r vp = 0.25r s , reveals that the central vorticity patch breaks up virtually symmetrically (the patches remain connected by a thin vorticity filament). The destabilization of the tripolar vortex seems thus less vigorous for this set of simulations than for the runs with r vp = 0.10r s .
B. The triangular vortex
For the numerical experiments of the triangular vortex (see Table II ) it is convenient to show the amplification factor for all simulations and pick out two interesting vortex systems for a brief discussion. These two vortices are those with a = 1.211 and a = 2.0 (the smallest and largest a, respectively, in our numerical experiments). The evolution of the triangular vortex with a = 1.211 is shown in Figs. 15(a) and  15(b) for the values r vp = 0.0625r s and r vp = 0.25r s . A major difference that is immediately observed is the deformation of the central patch in case of the triangular vortex with r vp = 0.25r s . A small amount of the vorticity is equally transported into the satellite regions. Apparently, this has no effect on the stable evolution of the vortex, i.e., the outer contour does not deviate from its starting length and position in the course of time, and the (strong) satellite patches remain at their initial positions. Summarizing, all performed simulations show stable triangular vortex systems, be it that the central patch is deformed for the combination of large r vp and small a. This behavior of the central patch differs per r vp value, yet has no effect on the evolution of the vortex as such. This is quite different from the behavior of the tripolar vortex ͑n =2͒, which is very sensitive to perturbations of its centrally placed vortex for large r vp . Transport of tracers in the flow is stronger for larger a for the region in the flow where the tracers are farthest apart from the embedded (and strong) vorticity patches.
C. The square vortex
Similar to the case of the triangular vortex, the many results for the square vortex (see Table II ) requires an efficient approach in order to quantify the properties of transport and stability. Figure 18 each. The a = 1.241 (smallest possible a) and the a = 1.5 vortex are compared. The evolution of the a = 1.241 vortex is shown in Figs. 19(a) and 19(b) . The advection of the r pc = 0.50r s contour through the entire vortex is apparent and only for this contour we measure an increase in length [ Fig.  20(a) ]. The large r vp = 0.25r s evolution is illustrated in Fig.  19(b) and shows a stable vortex with a deformed central patch in the shape of a square. The length of the square central vortex is only marginally increasing, and no pulsating deformation of the square central vortex patch is observed (for a = 1.241). The outer contour and the position of the satellite patches do not deviate in any way from their initial settings.
The evolution of the a = 1.5 vortex is given in Figs. 19(c) and 19(d) . This vortex should not be in equilibrium according to the theory and the results of the numerical simulations in Sec. II. This is not the case in these multiple-patch vortices. Both r vp simulations show stable vortices (a small pulsating deformation of the central vortex patch is observed) with a similar advection of the passive contour ͑r pc = 0.50r s ͒. The transport is, however, a little stronger compared to the a = 1.241 vortex, and differs in its growth rate. For the a = 1.5 experiments it has an exponential growth rate. Again, as in the former n =2, n = 3 multiple-patch systems, the larger a is, the stronger the transport is for tracers in those regions in the flow where they have the largest distance to the patches (always the passive r pc = 0.50r s contour in our study).
The observations and quantitative results for the two vortex systems discussed are further highlighted in the results for the amplification factor in Fig. 18 . It is shown that there is not much variation in the flow dynamics for this entire range of a values given in Table II . The square multiple-patch vortices in this study are all stable for the given values of a, although they might be considered as (symmetrically) perturbed multipolar equilibria as introduced by Crowdy. 
IV. CONCLUSIONS
A few important conclusions can be drawn from the present investigation. The first one concerns the mixing properties of the fluid nearby the bounding contour of the multipolar vortex equilibria. In particular, there are indications for two distinct regimes of mixing in the otherwise stable triangular vortex equilibria. For a = 1.371 considerable mixing occurs while mixing is virtually absent in the numerical experiment with a = 2.0. This issue has been investigated in some more detail for the square vortex equilibria. The stable equilibria ͑a Շ 1.4͒ show substantial mixing of fluid initially located near the edge of the vortex, while any substantial mixing of these fluid elements is absent for the unstable square vortex equilibria. For the simulations with the multiple-patch systems it appears that mixing is strong for fluid elements initially located near the central vortex, while passive contours are less, or virtually not, affected when situated nearby the satellite patches.
Another important conclusion concerns the stability of the symmetrical multiple-patch systems, which we consider as slightly perturbed multipolar equilibria as introduced by Crowdy.
1 Surprisingly, the tripolar system is stable (in the sense that the tripole will survive as a coherent structure) provided the patch size is less than a critical value which depends on the value of a. Interestingly, when the patch size is less than this criticial value the multiple-patch tripolar quasiequilibrium exhibits oscillations of an ellipsoidal kind of the central vortex patch, and is thus unsteady. For a = 1.5 stability is observed for r vp ഛ 0.1r s , and for a = 2.0 stability is observed for r vp ഛ 0. bounding contour. The triangular-patch vortex remains stable, despite the strong deformation of the central vortex patch, and all square vortices considered in this study remain stable. These numerical observations will hopefully initiate more detailed analytical stability studies of these multipolarpatch systems to elucidate the criteria for stability. Moreover, (numerical) stability studies should include a sufficiently broad class of disturbances, including those which will break symmetry of the regularized Crowdy vortices, in order to assess to agreement with the stability properties of the exact multipolar equilibria introduced by Crowdy.
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APPENDIX
In this appendix we provide a brief description to obtain exact steady solutions of the 2D Euler equations with n-fold symmetry as reported by Crowdy. 1, 19 From complex function theory it is known that a unit circle in a complex parametric plane can be mapped onto a curve in the complex z plane and vice versa. The curve in the z plane then represents the bounding contour of the vortex. Likewise, the interior of the unit disk can be mapped onto the interior of the vortex in a single valued way. Transformations for which the unit disk with more than one embedded singularity is mapped into the physical plane, have the following form for any integer n ജ 2:
͑A1͒
This mapping constitutes vortex patches with n + 1 embedded point vortices. This vortical configuration has one central point vortex and n satellite point vortices and constitutes a dynamical equilibrium. The parameters a , b, and R are real, whereas b can be found when both a and n are given (see Refs. 1, 19) . The parameter R is an arbitrary normalization parameter that determines the size of the vortex patch. Thus the parameters n and a determine the mapping for n ജ 2 and a ജ 1. Note, however, that the value for a specifies the position of n − 1 poles (the satellite extrema) inside the unit circle in the plane. Its value is, however, special for each n.
We require that each point vortex is steady. This is achieved by expanding the velocity field around each singular point by means of a Laurent expansion in z. The constant in each expansion is set to zero, implying steadiness, resulting in the determination of the strength ⌫ of the point vortex (Crowdy 1 ). The locations of the point vortices in the z plane are determined by putting the simple poles in the plane at = 1 a e 2i͑k−1͒/n for k = 1,2,…,n. ͑A2͒
The parameter R is then appropriately determined by specifying the area A of the vortex patch. The total circulation is zero and this can be seen by adding the circulations of the patch and all n point vortices: ⌫ P + ⌫ c + n⌫ s = 0. Here, ⌫ P = A is the circulation of the patch with given area A and uniform vorticity , and ⌫ c , ⌫ s are the circulations of the central point vortex and satellite point vortex, respectively.
As an illustration we consider the tripole ͑n =2͒. For n = 2 we have the conformal mapping
with accompanying schematic in Fig. 21 . The associated Schwarz function is given as 
