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I. INTRODUCTION
The quantum mechanical ab initio calculations in the two preceding papers 1, 2 have accounted for all physical interactions that are expected to have a bearing on the potential energy curve for the ground state dissociation of F 2 with an error bar of a few tenths of a millihartree: electronic correlations as well as relativistic effects including spin-orbit coupling. These energies were obtained at 13 internuclear distances along the dissociation curve. In the present investigation, we examine whether this ab initio information is adequate to determine the potential energy curve well enough for the calculation of the rotation-vibration spectrum and, if so, how well the resulting spectrum agrees with the known experimental data.
Within the Born-Oppenheimer approximation, 3 the nuclear motion is determined by a potential energy surface 4, 5 that is determined through electronic quantum mechanics. While group theory can elucidate certain global features of energy landscapes, [6] [7] [8] [9] quantitatively accurate potential energy surfaces are needed in many contexts. Thus, chemical reaction rates [10] [11] [12] [13] [14] [15] are sensitive to energy barriers calculated for transition structures, and thermodynamic properties 16, 17 depend on the accuracy of the calculated harmonic and anharmonic frequencies. 18 This demand is motivating work on ab initio methods capable of yielding the desired accuracy 4, 5, [19] [20] [21] and the search for new methodological approaches. [22] [23] [24] [25] [26] [27] Interest also continues in methods for deducing accurate potential energy functions directly from observed vibrational spectra. [28] [29] [30] The best available potential energy curves are also useful in the modeling of "universal" potential energy functions. [31] [32] [33] A valuable tool in assessing the quality of theoretical potential energy surfaces is the spectroscopy of diatomic molecules. 34, 35 For a long time, the molecules H 2 , 36 H 2 + , [37] [38] [39] and H 3 + ͑Refs. 40 and 41͒ were the only ones for which ab initio calculated potential energy surfaces existed that yielded vibration-rotation levels within 1 cm −1 of the experimental measurements. In recent years, however, this situation has begun to change. For the LiH + ion ͑three electrons͒, the lowest five vibrational energy spacings were calculated by Bubin and Adamowicz 42 within 0.1 cm −1 of the experimental values. 42 For the LiH molecule ͑four electrons͒, Bubin et al. 43 obtained the 0 → 1 transition energy within 1 cm −1 of the experimental value. Ab initio calculations for the Be 2 molecule ͑eight electrons͒ were performed by Martin 44 and by Gdanitz. 45 The former obtained the lowest four vibrational energy spacings, the only ones observed experimentally, with a mean absolute deviation ͑MAD͒ of 9.1 cm −1 , the latter with a MAD of 4.9 cm −1 . Gdanitz 45 also calculated seven additional levels. Potential energy surfaces for the ten-electron systems HF and H 2 O have also been reported. For the latter, Polyansky et al. 46 calculated the vibrational band origins. They list 12 of them explicitly and report standard deviations from the experimental values averaging over all 104 observed band origins, obtaining a value of 7.9 cm −1 for the nonrelativistic calculation, of 4.2 cm −1 after inclusion of relativistic corrections, and of 1.9 cm −1 after further inclusion of quantum electrodynamic and Born-Oppenheimer diagonal correction effects. The HF molecule has been treated in several studies. [47] [48] [49] [50] The best of these, by Cardoen and Gdanitz, 50 includes core correlations and relativistic effects. The mean absolute deviation is 21 cm −1 for the 19 vibrational energy transitions from the lowest level, the maximum deviation from experiment of 77 cm −1 occurring for the highest level, v = 19.
Other ab initio calculations of diatomic molecules with two heavy nuclei [51] [52] [53] [54] [55] [56] [57] have come less close to the experimental spectra. Laidig et al. 51 performed one of the earliest ab initio studies of the vibrational levels of N 2 and F 2 . They calculated the vibrational energy spacings of the lowest five levels using a multireference ͑MR͒ linearized coupled-cluster method and a basis set of "better than" double zeta plus polarization quality. The errors in the vibrational level spacings of N 2 vary from 72 to 75 cm −1 , and those for F 2 vary from 83 to 111 cm −1 . Li and Paldus 52 have calculated the N 2 potential energy curve using their eight-reference reduced multireference ͑RMR͒ method with a cc-pVTZ basis, not including correlating core electrons and relativity effects. The vibrational levels they calculated yield errors of ϳ100 cm −1 for v = 19, which is surprisingly close considering the smallness of the basis set and the approximations used. Recent work of Nooijen and Le Roy 53 reports potential energy curves and spectroscopic constants for N 2 and O 2 derived from up to eight low lying vibrational energy levels. Here, as in the work of Laidig et al., 51 the use of the small cc-pVDZ basis stands in the way of a realistic vibrational spectrum. The best ab initio potential energy values for the N 2 molecule are those of Gdanitz 54 based on the r 12 -MR-ACPF method with an spdfgh basis, including core correlation but no relativistic effects. Using novel functional forms for the potential energy curve, Le Roy et al. 30 have deduced an analytical potential energy curve from Gdanitz' ab initio data, 54 calculated the vibrational spectrum, and compared it with the spectrum obtained from a near-exact potential derived from the spectroscopic data ͑the "recommended experimental potential" of Ref. 30͒. They 30 found vibrational level deviations ranging from 35 cm −1 for v =19 up to ϳ210 cm −1 for higher v.
One has to infer that the attainment of a MAD of 20 cm −1 or less for the vibrational levels of diatomic molecules with two heavy nuclei places high demands on the level of theory regarding the recovery of correlation, the quality of the basis sets, and the necessity of considering core effects and relativistic corrections.
For the F 2 molecule, containing two heavy nuclei and 18 electrons, very accurate calculations have so far only been made in a limited region around the equilibrium distance, where the coupled-cluster methodology is effective. From this local part of the potential energy curve, the spectroscopic constants R e and e are then determined. Thus, Ruden et al. 58 reported accurate ab initio values for R e and e , and Heckert et al. 59 reported an accurate R e value. These calculations offer an improvement over other, mostly earlier results. [60] [61] [62] [63] [64] [65] [66] [67] [68] Additional spectroscopic constants have been calculated by ab initio means by various authors [69] [70] [71] [72] [73] [74] [75] employing relatively large basis sets and reasonably high levels of theory, with and without core correlations, but without relativistic corrections. Earlier work is based on relatively small basis sets. 76 A comprehensive review of theoretically predicted spectroscopic constants of F 2 was given by Pittner et al. 77 There also exists an ab initio study 78 of vibrational levels in three electronically excited singlet states of F 2 ͑5 levels in two ⌸ states and ϳ30 levels in a ⌺ state͒. Here, the deviations of the calculated harmonic frequencies from the experimental data range from ϳ100 to ϳ 700 cm −1 .
A considerable number of ab initio investigations of the F 2 molecule focus on method development. [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] [93] In this context, the comparison to full configuration interaction ͑CI͒ benchmarks is relevant which automatically limits the size of usable basis sets. Thus, even though the full dissociation curve may be calculated, no attempts are made to determine the spectrum.
So far only the lowest ͑ഛ5͒ vibrational levels of the 1 ⌺ g + ground state of F 2 have been calculated. 51, [55] [56] [57] The 0 → 1 transition energy was obtained within 1.7 cm −1 in Ref. 55 and within 48.8 cm −1 in Ref. 57 . As yet, no attempt has been made to obtain the full potential energy curve with an accuracy that would warrant calculating the full vibration rotation spectrum ͑see also the Note added in proof͒.
In the present investigation, we use the potential energy curve determined in the preceding two papers 1,2 to calculate the dissociation energy as well as the full vibration rotation spectrum. The dissociation energy has recently been determined by Yang et al. 94 using ion-pair dissociation imaging. The vibration rotation spectrum had been measured in 1976 at the Herzberg Institute in Ottawa by means of highresolution electronic spectroscopy. 95 The mean absolute deviation between the 22 experimentally observed and our ab initio calculated levels turns out to be 5 -6 cm −1 .
We are using the conversion factor: 1 mhartree ϵ 219.4746 cm −1 .
II. ANALYTICAL EXPRESSION OF THE POTENTIAL ENERGY CURVE
In order to be able to solve the Schrödinger equation for the vibration-rotation spectrum numerically, we must be able to calculate the molecular energies at arbitrary points along the dissociation path. Numerous formulas have been developed since the earliest days of quantum mechanics for the representation of diatomic potential energy curves. Good recent discussions of this subject are given in the book by Ogilvie 35 and in several reviews. 96 Recent developments can be found in Refs. 30, 47, 49, and 50. In the context of the present work, we felt that it would be most effective if we could find an analytical expression that would cover the entire range and still be sufficiently flexible to represent accurately all 13 ab initio calculated energies of Table IV of the preceding paper. 2
A. Even-tempered representation
For more than a quarter of a century, the even-tempered exponential and Gaussian expansions [97] [98] [99] have proven to be a remarkably flexible as well as effective tool for the construction of the radial parts of atomic basis orbitals in many contexts. They are defined as f͑R͒ = ͚ k a k exp͑− ␣␤ k R͒, k = 0,1,2, . . . ,K, ͑1a͒
respectively. The geometric-series-type exponent sequence ␣␤ k not only reduces the nonlinear parameter fitting to an easily manageable task but, equally importantly, also greatly delays the onset of linear dependence with increasing expansion basis size. This is because one readily verifies that
is a function of ␤ only and not a function of k,
where g k denotes any one of the expansion functions in the expressions of Eq. ͑1͒. This implies that the g k are "evently distributed" over the function space they span. On the other hand, notwithstanding the simple form of the exponent sequence, expansions of the form ͑1͒ have proven extremely flexible and they can also readily express functions that have an arbitrary number of maxima and minima.
We have now found that such expansion bases also offer a practical vehicle for the representation of a diatomic potential energy curve as a function of the internuclear distance. In view of the near-Gaussian decay found in Sec. III A of the preceding paper 2 for the F 2 dissociation curve between 1.6 and 2.8 Å, we chose here the expansion ͑1b͒ in terms of even-tempered Gaussian functions. In other systems, the exponential alternative may be more appropriate. 100, 101 We determined the parameters by least mean squares fitting to the 13 data points provided by the energies in the last column of Table IV of the preceding paper. 2 The coefficients a k were obtained by linear regression, the fit being forced to go to zero at 1000 Å. The exponent parameters ␣ and ␤ were then obtained by nonlinear minimization. Analogous fits were determined for the alternative potentials referred to in Sec. III A of the preceding paper. 2 Successively increasing the number of terms, we found that the fits improved up to K = 4. The curvature of each fit changes sign only at one internuclear distance ͑viz., the inflection point on the dissociation curve͒, which shows that the small scatterings in the data due to inaccuracies were not fitted. In all cases, the root-mean-square deviation was between 0.05 and 0.09 mhartree, which is better than the surmised accuracy of the ab initio calculations ͑about 0.2 mhartree͒. On the other hand, a six-term expansion ͑i.e., K =5͒ yielded minimal further lowering of the Least-Mean-Square ͑LMSQ͒ deviation, while introducing very large successive expansion coefficients with alternating signs.
The resulting even-tempered expansions are listed in Table I . The first row, labeled EXTR1c, contains the expansion parameters for the potential energy curve in the last column of Table IV of the preceding paper. 2 As discussed in the last paragraph of Sec. III A of that paper, we also considered four slightly modified energy curves, labeled EXTR2c, EXTR3c, EXTR4c, and EXTR5c, which resulted from slight variations in the correlation energy extrapolation by intrinsic scaling ͑CEEIS͒ extrapolation. 1 The expansion parameters of these potential energy curves are given in rows 2-5 of Table I . In order to be able to assess the importance of the individual correction terms that were calculated in Sec. II of the preceding paper, 2 we furthermore determined the analytical expressions for the potential energy curves that contain none or only some of these corrections. In this context, we used only the curve EXTR4. The resulting parameters are given in rows 6-8, specifically as follows.
͑1͒ The sixth row of Table I 
B. Long-range and short-range adjustments
The preceding analytical expressions presume that no solid information is available about the manner in which the potential energy curve decays beyond the last known energy value. Note, for instance, the complicating influences on the long-range behavior of the dissociation curve of F 2 , which were discussed in Sec. IV of the preceding paper. 2 It is, however, a fact that all our nonrelativistic analytical potentials yield vibrational spectra whose highest levels tend to lie too high, which appears to imply that the Gaussian decay is eventually too steep. We also noted in Sec. IV of the preceding paper that relativistic corrections and higher-order correlation terms soften the long-range decay, which may lead one to speculate that the latter may impart an inverse power dependence to the long-range part of the potential.
Such knowledge regarding the long-range decay, if it exists, can be incorporated in the analytic expressions of the preceding section as follows.
Suppose that, at long range, the potential energy curve has the general form
where L͑R͒ defines the specific functional dependence, e.g., A ϫ L͑R͒ = A ϫ ͑R −5 + bR −6 + cR −7 +¯͒. The modified potential energy curve is then taken as follows:
for 0 ഛ R ഛ R 0 : W͑R͒ = V͑R͒, the potential determined above,
a transition splice,
the long-range potential, ͑3a͒
where the splice factor is
By construction, the potential W͑R͒ as well as its first and second derivatives are continuous at the point R = R 0 . We furthermore require that W͑R͒ and its first and second derivatives are also continuous at the point R = R 1 . After some algebra, these requirements yield the three equations
where V, VЈ, VЉ, L, LЈ, and LЉ are meant to denote the values of these functions and derivatives at the point R 1 . Equations ͑4͒-͑6͒ determine the parameters R 0 , R 1 , and k, which specify the splice, as functions of A. Hence, an additional condition can be satisfied, for instance, that A has a specific value or that some property of energy spectrum is matched. The relationship between R 0 , R 1 , k, and A can be made explicit as follows. One can consider Eqs. ͑4͒-͑6͒ as a set of homogeneous linear equations for the three nonzero quantities ͕S , A ,1͖. This implies that the 3 ϫ 3 determinant of the respective coefficients must vanish. After some algebra, this condition yields the following equation for :
If one assumes a value for R 1 , then Eq. ͑7͒ allows the calculation of = ͑R 1 − R 0 ͒ from the values of V, VЈ, VЉ, L, LЈ, and LЉ at the point R 1 . Hence the value of R 0 is also known. Furthermore, after inserting the value of into Eqs. ͑3b͒ and ͑5͒, the three equations, Eqs. ͑3b͒, ͑4͒, and ͑5͒, are readily solved for the three quantities A, k, and S͑R 1 ͒ by successive substitutions. The algorithm easily yields ͑R 0 , k , A͒ as numerical functions of R 1 as well as the inverse numerical relations. This splicing procedure can also be used at very short distances if the functional form of the increasing potential in that region is known.
C. An optimal empirical potential energy curve
How close are the ab initio potential energy curves of Sec. II A to an empirical curve that yields the experimental levels with spectroscopic accuracy?
Our first attempt at finding such an empirical potential consisted of fitting an even-tempered expansion to the RKR ͑see Ref. 28͒ curve given by Colbourn et al. 95 Its expansion coefficients are listed in the second to last row of Table I . Using the method to be discussed in Sec. III A, we obtained from it a theoretical vibrational spectrum with a mean absolute deviation of 1.95 cm −1 from the experimental spectrum, provided we omitted the highest level ͑v =22͒, which deviated by 18.4 cm −1 .
Guided by our ab initio results, we were able to construct a better empirical even-tempered potential energy curve that yielded a vibrational spectrum with a mean absolute deviation of 0.88 cm −1 from the experimental spectrum, when we excluded the highest level ͑v =22͒, which deviated by 12 cm −1 . The coefficients of this expansion are listed in the last row of Table I . Note also that, here, the coefficient a 4 has a very reasonable value as compared to the excessive value of 234 000 required for the RKR fit.
Since the level for v = 22 was too high by 12 cm −1 , we corrected this empirical expansion by adding a long-range splice of the type discussed in the preceding section. In view of the relation to electron correlation, noted in Sec. IV of the preceding paper, 2 we assumed for L͑R͒ in Eq. ͑2͒ the form R −6 . As noted in the preceding section, this type of composite potential W͑R͒ still has one degree of freedom. We chose this remaining variable as the mean absolute deviation of the vibrational levels v = 20, 21, 22 from experiment and found that it had a sharp minimum of 1 cm −1 for the splice parameter values R 0 = 2.4294 Å, R 1 = 2.9890 Å, k = 9.7447 hartree Å −3 , ͑8͒ A = − 0.228 99 hartree Å 6 = − 10.4282 hartree bohr 6 .
͑Parenthetically, we note that the A value differs only by 10% from the value of C 6 calculated by Chu and Dalgarno 102 see also Sec. IV B of the preceding paper. 2 ͒ The composite potential energy curve W͑R͒ of Eq. ͑3a͒ yields then a vibrational spectrum with a mean absolute deviation of 0.91 cm −1 from experiment, where now all 22 levels are included.
A comparison between this empirical composite analytical potential energy curve and the ab initio energies of the curve EXTR4c is presented in Fig. 1 , as follows.
͑a͒ As solid dots: the differences between the 12 ab initio energy values and the corresponding values on the empirical curve W͑R͒. ͑b͒ As solid line: the difference between the ab initio fitted analytical curve and the analytical empirical curve W͑R͒.
The actually calculated ab initio energies ͑dots͒ are seen to scatter fairly evenly around the empirical curve with a mean absolute deviation of 27.8 cm −1 , which is somewhat less than the possible error of 65 cm −1 estimated in the first paper of this series. 1 The maximum deviation in the range between 1.16 and 2.8 Å, where all energy levels lie, is 44 cm −1 . Due to this fairly even scatter, the even-tempered fit to EXTR4c is on the average much closer to the empirical analytical curve W͑R͒ than the individual ab initio points, the mean absolute deviation between these two curves being 13.2 cm −1 .
III. DETERMINATION OF THE ROTATION-VIBRATION SPECTRUM

A. Solution of eigenvalue equation
The calculation of the rotational and vibrational energy levels E v,J for F 2 , where v and J are the vibrational and rotational quantum numbers, respectively, requires the solution of the eigenvalue problem of the nuclear Schrödinger equation 103 −
where R is the internuclear distance, V͑R͒ is one of the potential energy functions constructed in Sec. II A, and
with ͑R͒ being the radial part of the wavefunction after factoring off the spherical harmonics containing the angular coordinates. According to the NIST Database, 104 the value of the reduced mass of the two fluorine nuclei is 1 2 18.998 403 2 amu. To solve Eq. ͑9͒, we have used the discrete variable representation of Light and co-workers 105, 106 in the form it has been cast by Colbert and Miller. 107 These authors showed that the kinetic energy matrix in this representation can be chosen as
where
and ⌬R is the spacing of the grid. These equations follow, by differentiation, from the Lagrangian interpolation formula for equidistant arguments by extending the interpolated interval to Ϯ infinity while maintaining a fixed grid spacing. For a finite interpolation interval, they are valid, to a given accuracy, if the grid spacing ⌬R is taken sufficiently small so that the number of grid points becomes sufficiently large. The potential energy operator V͑R͒ on the other hand, being a local operator, is diagonal as in all grid-based representations. Unlike a basis expansion method, this approach requires no computation of integrals over basis functions. The eigenvalue problem for the matrix of the Hamiltonian of Eq. ͑9͒ was solved by the EISPACK subroutines. 108 This method of solving Eq. ͑9͒ is applicable for any value of J. The first grid point R in and the last grid point R out as well as the spacing ⌬R of the even-spaced grid points in between were obtained by monitoring the vibrational energy levels as functions of these three parameters. The end points R in and R out were chosen such that the wavefunction of the highest energy level had effectively converged to zero at these end points. The values R in = 1 bohr and R out = 15 bohrs were found to be adequate. As the number of grid points between them was increased from 100 to 1000 in increments of 100, all calculated energy levels exhibited no further change when the number of grid points exceeded 300. We used 500 points in all our calculations.
B. Organization of spectral information
Following spectroscopic conventions, 34 we express the rotation-vibration energy levels in the form
where V eq is the minimum value of the potential V͑R͒ in Eq. ͑9͒ at the equilibrium distance R eq , and v and J are the vibrational and rotational quantum numbers, respectively. By definition F v ͑0͒ = 0 so that G v is the pure vibrational spectrum.
Since the rotational energy in Eq. ͑9͒ is very small compared to the vibrational energy, the rotational term F v ͑J͒ can be expanded as
We determined theoretical B v and D v values by calculating the vibrational levels E v,J for J values up to J = 10 and subsequent LMSQ fitting. As will be discussed in Sec. V, the first two terms of Eq. ͑13͒ always gave an excellent representation of F v ͑J͒. From first-order perturbation theory one also expects that
where ͉v͘ denotes the wavefunction v,J of Eq. ͑10͒ for J =0. According to Dunham, 109 the energy levels can be expanded as power series in terms of ͑ v + 1 2 ͒ and ͓J͑J +1͔͒, i.e.,
Hence, the quantities G v , B v , and D v in Eqs. ͑12͒ and ͑13͒ are given by power series in ͑ v + 1 2 ͒ as follows:
where the corresponding standard spectroscopic symbols have been inserted on the right hand side. The coefficients in these expansions are known as Dunham coefficients or spectroscopic constants. 34 In first-order perturbation theory, B e is related to the equilibrium distance by
Experiments can determine only the quantities
When a good LMSQ fit of such an expansion to a given spectrum is valid, then the coefficients Y k0 for k ജ 1 and the difference ͑Y 00 − G 0 ͒ can be obtained by linear regression. According to Herzberg, 110, 111 there moreover exists the relation
so that Y 00 can be calculated from the higher Y-coefficients and the value of the zero-point energy G 0 can then also be deduced. We shall discuss the applicability of this approach to the F 2 spectrum in Sec. VI.
IV. VIBRATIONAL SPECTRUM
A. Comparison with the experimental spectrum
In 1976, Colbourn et al. experimentally determined the rovibrational spectrum of the F 2 ground state by means of high-resolution electronic spectroscopy. 95 They stated that "errors in a few G͑v͒ values may be as large as 0.5 cm −1 since the data came from many plates and absolute rather than relative errors determine our accuracy. We believe, however, that our method of treating the data has reduced most of the errors to less than 0.2 cm −1 ." On the other hand, we note that various authors [112] [113] [114] have given experimental values for G͑1͒ that differ from that of Colbourn et al. 95 by deviations ranging between −1.88 and +0.04 cm −1 .
Our theoretically calculated vibrational spectra are compared with the experimentally observed spectrum in Table II . Except for the last five rows, each row in the table is labeled by the vibrational quantum number v in the first column and contains the data for G͑v͒. The second column lists the experimental value. Columns 3-7 contain the theoretical results calculated using the even-tempered representations given for the five alternative potential energy curves in the first five rows of Table I . The labels at the top of these columns identify the potentials and correspond to those used in Table I and explained in the text accompanying that table. Listed in these columns are the deviations of the theoretically calculated levels from the spectroscopic values, i.e., ⌬͑v͒ = G͑v; theor.͒ − G͑v; expt.͒. ͑23͒
The row below v = 22 lists the MAD for each expansion. The last four rows in Table II list the absolute values of the following spectroscopic quantities: zero-point energy ͑ZPE͒, dissociation energy D 0 with respect to the lowest vibrational level, dissociation energy D e with respect to the lowest point on the potential energy curve and equilibrium bond distance R e corresponding to the lowest point on the potential energy curve.
For the four expansions EXTR1c-EXTR4c, the mean absolute deviations lie between 5.01 and 6.29 cm −1 and the greatest deviations, viz., between 10 and 30 cm −1 , occur only for the levels v = 19-22. The best potential is EXTR4c. It may be noted that the difference of 1.28 cm −1 between the MADs of the vibrational levels of EXTR1c and EXTR4c corresponds to a mean absolute deviation of about 0.03 mhartreeϷ 7 cm −1 between the potentials themselves ͑see Table XI of the first paper of this series 1 ͒.
As discussed in Sec. VI C of the first paper, 1 the potential EXTR5c was obtained using a somewhat flawed extrapolation of the triple-zeta ⌬E͑4͒ values and was kept to examine the consequences. The mean absolute deviation of this flawed potential from the potential EXTR1c was 0.08 mhartreeϷ 18 cm −1 ͑see Table XI of the first paper 1 ͒. The corresponding MADs of the spectra of EXTR1c and EXTR5c differ by about 6 cm −1 .
The range of the spectral deviations for the potentials EXTR1c-EXTR4c can be taken as indicative of the error bar inherent in the present ab initio calculations of the vibrational levels.
Infrared spectroscopy yields energy differences between neighboring levels, i.e., ͓G v − G v−1 ͔. They are displayed in Table III . The second column lists the experimental ͓G v − G v−1 ͔ values. The third and fourth columns give the theoretical results for the potential expansions EXTR3c and EXTR4c. Listed, as before, are the deviations of the theoretical values from the experimental values ͓see Eq. ͑23͔͒. The mean absolute deviation is seen to be about 2 cm −1 . The fact that this value, though smaller by more than 50%, still is of the same order of magnitude as the value in Table II ͑ϳ5-6 cm −1 ͒ would seem to imply a random distribution of the theoretical errors over all levels. It should be noted that we have spent no special effort on refining the energy curve and its curvature near the minimum by calculating many energies near the equilibrium distance. Had we done so, it would undoubtedly have been possible to obtain a more accurate value for G͑1͒, as has been shown by others. The focus of our interest was, however, rather to reproduce the entire dissociation curve with as uniform an accuracy as possible since this had not been achieved before.
In as much as, in the first paper 1 of this series, we conservatively estimated possible errors in our correlation energy calculations to be about 50-60 cm −1 , it is surprising to find a mean absolute deviation of only 5 -10 cm −1 between the calculated and the experimental spectra. Some light is shed on this matter, by the discussion above in Sec. II C, which showed that the average deviation from the best empirical potential is reduced by the even-tempered fitting of the ab initio data due to the random scattering of the latter. In addition, we believe that there exists some insensitivity of the vibrational eigenvalues with respect to small changes in a potential curve of this general shape.
B. Relevance of the small ab initio contributions for the spectrum
How greatly is the spectrum really influenced by the small contributions that were determined in the preceding paper? 2 This question is answered by the data given in Table  IV , where we used the potential expansion EXTR4c, which yielded the best spectrum in Table II . The second column in Table IV lists the experimental spectrum; the subsequent columns list the spectra obtained from the following ab initio potentials.
͑a͒ Third column: nonrelativistic; correlation only between valence electrons; but complete basis set limit; labeled "CBS." ͑b͒ Fourth column: CBS from third column plus coregenerated electron correlations ͑i.e., core-core and core-valence correlations͒; labeled "CBS+ CV." ͑c͒ Fifth column: CBS+ CV from fourth column plus spinorbit coupling; labeled "CBS+ CV+ SO." ͑d͒ Sixth column: CBS+ CV+ SO plus scalar relativistic contributions; labeled "CBS+ CV+ SO+ SR" which is, in fact, the full EXTR4c potential.
In these columns, as in the previous tables, the deviations from experiment ͓see Eq. ͑23͔͒ are listed. In order to calculate the various spectra via the discrete variable representation, we first determined the even-tempered Gaussian expansion for each case. As mentioned in Sec. II A, these expansions are listed in rows 6-8 of Table I . Table IV shows that the omission of the "small corrections to the nonrelativistic valence-only-correlated completebasis-set limit" deteriorates the mean absolute deviation of the spectrum by about 37 cm −1 . Inclusion of the corrections is therefore essential. The largest improvements are due in about equal amounts to the core-generated correlations ͑about 19 cm −1 ͒ and the spin-orbit coupling ͑about 18 cm −1 ͒. The scalar relativistic correction yields only an improvement of less than 1 cm −1 ; but it provides distinct improvements for the levels v =8-18.
C. Comments on the highest vibrational levels
All theoretical potentials actually yield vibrational energy levels for v =0 to v = 23. Although Colbourn et al. 95 reported only experimental levels up to v = 22, they admitted the possibility of the existence of higher levels beyond v = 22, which their experiments were unable to detect due to the closeness to the dissociation limit. The optimal empirical potential W͑R͒ of Sec. II C ͓which yields the three highest observed levels ͑v =20,21,22͒ with a mean absolute deviation of 1 cm −1 ͔ gives a value of 12 902.9 cm −1 for G͑23͒.
The deviations of the individual G͑v͒ values calculated with this empirical potential W͑R͒ from the experimental values are graphically displayed in Fig. 2 . The mean absolute deviation is 0.91 cm −1 . Also shown in Fig. 2 are the deviations calculated with the RKR-derived potential ͑see Sec. II C͒ from the experimental values for v = 1 -21. The mean absolute deviation for these levels is 1.95 cm −1 . The deviation for v = 22 is 18.4 cm −1 .
There exists, however, the possibility that the highest vibrational levels are in fact the result of more complex interactions. In Sec. IV A of the preceding paper, 2 we have found that in the range of internuclear distances ͑about twice the equilibrium distance͒ where the highest levels have their turning points, the 1 ⌺ g ground state intersects a 3 ⌸ u state, which lies lower at larger internuclear distances. In this re- gion, there exists therefore the possibility of a nonadiabatic coupling in conjunction with the spin-orbit coupling discussed in Sec. IV A of Ref. 2, which would then in fact determine the energies of the highest "vibrational" levels.
D. Equilibrium properties
The last four rows in Table II list the zero-point energy, the dissociation energy, and the equilibrium distance. Two dissociation energies are given: one D 0 with respect to the lowest vibrational level G 0 , and the other D e with respect to the minimum of the dissociation curve.
The value of D 0 is more directly related to experiment, although the complications of the long-range decay in F 2 , which were pointed out in Sec. IV A of the preceding paper, 2 would seem to raise questions regarding the extrapolation to infinity in this molecule. Table II lists the experimental value obtained recently by Yang et al., 94 viz., 12 953.12 ± 8.07 cm −1 which is expected to be more accurate than the previous experimental value of 12 920± 50 cm −1 reported by Colbourn et al., 95 as well as the earlier values of 12 824± 80 cm −1 given by Berkowiz et al. 115 and 12 840 cm −1 listed by Stamper and Barrow. 116 Our theoretical values are obtained by assuming that the analytical expressions converge to the separate atom limit at infinity, i.e., D 0 = V eq + G 0 − V͑ϱ͒ = V eq + G 0 . The theoretical values differ at most by about 40 cm −1 from the experimental value of Yang et al. 94 We also list the value of D e = V eq , since this is an important intrinsic property of the analytical theoretical potentials. The difference ͑D e − D 0 ͒ = G 0 , the ZPE is also listed. The deduction of the experimental ZPE value will be discussed in Sec. VI B. Subtracting it from the experimental value of D 0 TABLE IV. Theoretical vibrational energy differences G͑v͒ = G v − G 0 generated by a sequence of approximations to the full ab initio potential energy curve compared with the experimental differences. Energies in cm −1 . gave the experimental value for D e . The deviations between the theoretical and the experimental values of the zero-point energy are commensurate with those found for G͑1͒.
The theoretical equilibrium distances are the locations of the minima of the analytical dissociation curves. The determination of the "experimental equilibrium distances" will be discussed in Sec. VI B.
It may also be noted that, according to Table IV , the core-generated correlations shorten the equilibrium bond length by about 0.0017 Å. This reduction is in agreement with the value of −0.0014 Å calculated for this effect by Ruden et al. 58 
V. ROTATIONAL SPECTRUM
Colbourn et al. 95 deduced and reported values of B v and D v for all vibrational levels. We calculated the vibrational eigenvalues E vJ for the angular momentum values J =1,2, ... ,10 and then examined the differences F v ͑J͒ = E vJ − E v0 for each v as functions of ͓J͑J +1͔͒. Assuming the expression of Eq. ͑13͒ of Sec. III B, we determined the coefficients B v and D v by linear regression for the expansion
In all cases, the mean absolute deviation between the lefthand side and the right-hand side of Eq. ͑13͒ ranged from 10 −6 cm −1 for v = 0 to 10 −4 cm −1 for v = 22. We furthermore calculated alternative values of B v by means of the expectation value formula of Eq. ͑14͒ in Sec. III B.
The results for the constants B v are shown in Table V . Here we report only the values obtained with the potentials EXTR3c and EXTR4c since the other potentials EXTRnc of Table I yield extremely similar results. The second column of Table V lists the experimental values. The remaining four columns list the deviations of the theoretical values from the experimental values. Columns 3 and 4 contain the deviations for the potential EXTR3c, and columns 5 and 6 contain those for the potential EXTR4c. The values in columns 3 and 5 are obtained from the fit of Eq. ͑23͒, whereas those in columns 4 and 6 were obtained from the expectation values by use of Eq. ͑14͒.
The mean absolute deviations are between 0.0015 and 0.0019 cm −1 . The average relative error is thus between 0.2% and 0.5% of the value of B v , which varies between 0.3365 and 0.8833 cm −1 . Most of the lower levels have, however, considerably smaller deviations. The difference between the two ways of calculating B v is on the average almost an order of magnitude smaller.
In this context, it should be mentioned that other experimenters have actually reported values of B 0 ͑i.e., for the lowest vibrational level͒ that differ slightly from 0.8833 cm −1 ͑the value of Colbourn et al. 95 ͒, namely, 0.882 953 2, 112 0.883 31, 117 0.8841, 118 0.8847, 114 and 0.8828 cm −1 . 119 The results for the constants D v are shown in Table VI . Most of them are about 10 5 times smaller than the B v so that they are known with much less accuracy and the percentage disagreement is larger. We note that, whereas the theoretical values increase at a slow even pace in a steady monotonic fashion, the experimental values, while also increasing, exhibit erratic oscillations. Colbourn et al. 95 commented that the large random variations in the values of D v are the result of errors in the rotational term values, whose experimental origin they explain. Making allowance for these problems, the agreement between ab initio values and experimental values is still good.
In the last column of Table VI , we also exhibit the mean absolute deviations for the total rotational fit, i.e., for
It demonstrates the adequacy of expanding F v ͑J͒ as a quadratic in ͓J͑J +1͔͒.
VI. SPECTROSCOPIC CONSTANTS
A. Expansion of vibrational energy levels in powers of "v +1/2…
The spectroscopic constants are based on the expression of the diatomic rotation-vibration levels as a power series in terms of ͑ v + 1 2 ͒ and ͓J͑J +1͔͒, as has been formulated in Eqs. ͑15͒-͑18͒ of Sec. III B. It was first derived in 1932 by Dunham 109 on the basis of the WKB approximation. We have already commented on the expansion in terms of ͓J͑J +1͔͒ in the last paragraph of Sec. V. We shall now examine the expansion ͑16͒ of the vibrational levels, viz.,
Understanding the sensitivity of this type of expansion with respect to the choice of the range of the fitted levels and to the degree of the fitting polynomial is prerequisite for a proper comparison of spectroscopic constants from different sources.
We first consider the theoretical energy levels. Table VII displays the Dunham expansions that were obtained by least mean squares fitting Eq. ͑16͒ to the levels resulting from our potential EXTR3c. Five ranges of vibrational levels were considered: v = ͕0-2͖, ͕0-3͖, ͕0-4͖, ͕0-8͖, and ͕0-16͖; they are listed in separate sections of the table. Each row represents one expansion. The degree n of the fitting polynomial is listed in the first column. Columns 3-6 contain the four largest Dunham coefficients Y kn resulting from the LMSQ fit. The quantity Y 00 * in the second column is the approximation to Y 00 that is obtained from the higher Y coefficients by using the Herzberg equation ͑22͒. The coefficients for k ജ 4 are not listed since they are an order of magnitude smaller. They are, however, included in the mean absolute deviation of the fit, which is listed in the last column. A figure "0" without decimals in that column indicates that this is an exact rather than a LMSQ fit, the number of coefficients being equal to the number of levels fitted. The data for the ranges ͕0-8͖ and ͕0-16͖ clearly show that all coefficients strictly and rapidly converge as the degree of the polynomial increases and, furthermore, that the convergence limits are the same for these two ranges. Moreover, these convergence limits are practically identical with the values of the exact expansions for the ranges ͕0-4͖ and ͕0-3͖. The coefficients of the third degree polynomial for the range ͕0-4͖ are also close. For the ranges ͕0-8͖ and ͕0-16͖, convergence has, however, not been reached by the third degree polynomials. The second-degree polynomial does not yield the converged values for any range, especially not for Y 00 . Finally, we note that the approximation Y 00 * agrees with Y 00 within 0.01 cm −1 ͑i.e., ϳ5% of its value of ϳ0.2 cm −1 ͒ whenever convergence is reached. The converged polynomial representation is thus unique and it is obvious that, for the same accuracy, a small range of levels naturally requires fewer powers of the expansion than a large range. Therefore, the lower Dunham coefficients Y 10 , Y 20 , and Y 30 are manifestly determined by the energy levels v = ͕0-4͖. Now let us consider "quantum mechanically refined experimental levels," which result from solving the Schrödinger equation for an appropriate analytical potential energy expression that yields levels within the experimental uncertainty of the experimental measurements. In the present case, we have two analytical potentials that meet this requirement for the lower levels, which determine the lower Dunham coefficients. They were discussed in Sec. II C: One is the even-tempered fit to the RKR potential, listed in the second to last row of Table I ; the other is our best empirical even-tempered potential listed in the last row of Table I . The deviations of the levels calculated using both potentials from the experimental levels had been displayed in Fig. 2 . The plots in Fig. 3 , exhibiting these deviations for the levels v =1-4, show that both potentials yield levels 1-4 within the error bar of 0.2 cm −1 estimated by the experimentalists. 95 Consider first the levels resulting from our best empirical potential. The Dunham coefficients obtained by least mean squares fitting these levels are listed in Table VIII , which is organized in exactly the same way as converged values. The same excellent convergent behavior is furthermore also found when we consider the analogous results for the RKR-derived potential. The converged coefficients of the analytic RKR-derived potential compare with those of the best empirical potential in Table VIII According to the preceding discussion, the differences between these Y-values from the two potentials is a consequence of the differences in the lowest levels calculated from the two potentials. Since we saw in Fig. 3 that the latter differences stay within the experimental uncertainty, it follows that the differences in these Y-values reflect the experimental uncertainties. Thus, the experimental spectrum does not determine the harmonic frequency e = Y 10 , for instance, more accurately than by 0.5 cm −1 . Furthermore, since, according to Fig. 3 , the lowest four levels of our best empirical potential approximate the experimental levels markedly more closely than those of the RKRderived potential, one would infer the following most reasonable estimates from the experimental data ͑in cm −1 ͒: Y 00 = − 0.31 ± 0.2, Y 10 = 917.07 ± 0.5, ͑25a͒ Y 20 = − 11.44 ± 0.2, Y 30 = − 0.09 ± 0.03. ͑25b͒
Thus, we draw the following conclusions for accurate solutions of the vibrational Schrödinger equation.
• The least mean squares fits of the Dunham coefficients to the energy levels converge with respect to the expansion range and the polynomial degree as illustrated.
• Only the converged constants are unique characteristics of the spectrum. In the present case, the polynomials for n = 6 in the range v = ͕0-8͖ appear to be appropriate choices and they have been indicated by boldface font.
• One would obtain arbitrary deviations from the converged values if one were to use a low-order ͑e.g., third order͒ polynomial to fit the range ͕0-8͖.
• The converged values are sensitive to the accuracy with which the levels have been determined as well as to slight changes in the potential.
B. Expansion of vibrational transition energies in powers of "v +1/2…
Since only the transition energies, i.e., the level differences G͑v͒ = G v − G 0 , can be measured experimentally, one is led to ask whether the Dunham expansion can be used directly with the differences, i.e., without the "detour" over an empirical potential and the Schrödinger equation discussed in the preceding section. A particular question is whether the zero-point energy, i.e., the lowest level G 0 , can be deduced.
Consider first the spectra that have resulted from solving the Schrödinger equation, whose Dunham coefficients were listed in Tables VII and VIII. Imagine that only the differences G͑v͒ = G v − G 0 are available to us, and that we perform the LMSQ fitting on these values, including G͑0͒ = 0. Doing so will yield exactly the same numerical values as before in all columns of Tables VII and VIII ͑including Y 00 * !͒ with the sole exception that, in the third column, the constant term becomes now Z 0 = ͑Y 00 − G 0 ͒ rather than Y 00 . In the case of any one of the converged polynomial expansions, one can therefore deduce, to a good approximation, the lowest level G 0 by substituting Y 00 * for Y 00 in Z 0 , whence G 0 = ͑Y 00 * − Z 0 ͒. The errors in G 0 will be the differences ͑Y 00 * − Y 00 ͒ = 0.013 and 0.007 cm −1 , in Tables VII and VIII, respectively. Now, let us consider LMSQ fitting to the raw experimental data in the same manner. Table IX exhibits the expansion coefficients that we obtained by fitting Dunham polynomials directly to the experimental data of Colbourn et al., 95 which had been listed in the second column of Table II. Table IX is  organized exactly as Table VIII , except that the third column contains now Z 0 = ͑Y 00 − G 0 ͒ rather than Y 00 , as was discussed in the preceding paragraph.
While the convergence of the coefficients in Table IX exhibits the same general pattern as that in Table VIII , it manifestly is not as good. There is a marked random scatter in the data so that, e.g., the first decimal in Y 10 is uncertain. This affects, in particular, the small quantity Y 00 * . Consider, for instance, the range ͕0-8͖: Whereas in Table VIII the value of Y 00 * varied by at most 0.001 cm −1 between the polynomials n =6,7,8, this variation now goes from 0.01 to 0.1 cm −1 in Table IX . This scattering interferes with identifying converged values in Table IX. A reasonable choice appears to be given by the coefficients for n = 6 and v = ͕0-8͖ and they happen to be close to the corresponding coefficients in Table VIII , including Y 00 * .
These results imply that fitting the differences G͑v͒ = G v − G 0 also yields Dunham coefficients that converge very well ͑including Y 00 * ͒ provided these differences are given with the high accuracy that was available for our solutions of the Schrödinger equation with an analytical potential. This is not so, however, for experimental levels with an inaccuracy of 0.2-0.5 cm −1 , which is that stated by Colbourn et al. 95 As has been exemplified in the preceding section, this convergence problem can be bypassed if one can find an analytical potential that recovers the experimental levels via the Schrödinger equation to experimental accuracy. For such a "quantum mechanically refined" experimental level, the LMSQ fitting will then yield converged Dunham coefficients and also, of course, directly the zero-point energy G 0 .
A comparison of the data in Table IX with the Dunham coefficients that Colbourn et al. 95 have deduced from fitting to the level range ͕0-8͖, viz., Y 10 = 916.64, Y 20 = − 11.236, Y 30 = − 0.113, suggests that these values were obtained by fitting a third degree polynomial to the level range chosen by these authors, i.e., ͕0-8͖. This is, however, an inappropriate polyno- mial choice for this range, as has been discussed above, and these values, which are also quoted in Ref. 34 , should therefore be replaced by those given above in Eq. ͑25͒.
C. Spectroscopic constants
The larger coefficients in the Dunham expansion are known as spectroscopic constants and have simple physical meanings regarding vibration and rotation. They serve as useful condensations of molecular characteristics, as is evidenced by the renown of the collection by Huber and Herzberg. 34 They also provide a standardized vehicle for comparing results from various sources, experimental as well as theoretical. It has also been demonstrated 120 that certain quantitative correlations exist between the spectroscopic constants of different but related diatomic molecules. They embody of course less information than the full spectrum. But very often neither an accurate full potential energy curve nor a full spectrum is available.
Table X compares the spectroscopic constants relating to the vibrational spectrum of F 2 that are obtained from various sources. Columns 2-6 list the Dunham coefficients. Columns 7, 8, and 9 list the zero-point energies G 0 , the dissociation energy relative to the lowest vibrational level D 0 , and the dissociation energy relative to the minimum of the potential energy curve D e , respectively.
The values quoted in the first row for the electronic spec-troscopic experiments of Colbourn et al. 95 are those we have obtained in Eq. ͑25͒ of the preceding section. There, we also gave the uncertainties in these values that follow from the experimental uncertainties and we explained the reasons for preferring these values to those given by Colbourn et al. 95 and subsequently quoted by Huber and Herzberg. 34 They turn out to be quite close to the results of the experimental work of Martinez et al., 112 listed in the third row of Table X . These authors determined the lowest levels extremely accurately and determined the Dunham constants essentially from them. The experimental value of the zero-point energy G 0 in the first row came directly from the levels of the analytic fit whereas, in the second row, it was deduced from the values of Z 0 = ͑Y 00 − G 0 ͒ and Y 00 * of the selected polynomial in Table IX , as discussed in the preceding section. The value of D e in this row was obtained by adding G 0 to the experimental value of D 0 ͑see Ref. 94͒. The next two rows list the constants obtained from two of our theoretical potential energy curves, viz., EXTR3c and EXTR4c. Using any of our other variants would change the constants very little. For instance, e would change by about a half of a wavenumber and the dissociation energies D 0 fall in the range from 12 910 to 12 930 cm −1 , bracketing the experimental value 12 920± 50 cm −1 of Colbourn et al. 95 within the experimental uncertainty. When compared to the more recent and presumably more accurate experimental 30 , and Y 40 by 0.9, −2.0, 0.4, −0.03, and 4.0ϫ 10 −4 cm −1 , respectively, which are commensurate with the deviations in the spectrum discussed in Sec. IV. In this context, it should be kept in mind that the present theoretical effort is aimed at the global surface and that no special effort was made to refine the description of the potential energy surface near the equilibrium geometry by calculating a denser array of points in that neighborhood.
The third section of Table X contains data based on other ab initio work. 56, 58, [71] [72] [73] [74] [75] By far the most accurate of them is that by Ruden et al., 58 which is based on a high-level CC5/ R12 theory including core correlation and relativity corrections. These authors obtained a value of Y 10 = e that is about 1.8 cm −1 larger than the converged "experimental" value of 917.1 cm −1 . The remaining theoretical values correspond to lower levels of theory and yield e values deviating between −17 and +39 cm −1 from the experimental result. The only ab initio calculation reporting the three Dunham coefficients Y 10 , Y 20 , and Y 30 is the Møller-Plesset Epstein-Nesbet ͑MP-EN͒ calculation of Angeli et al. 56 It should be noted that most of the "other theoretical results" listed in Table X do not consider core-electron correlations and relativity effects ͑including spin-orbit coupling͒. These omissions can considerably alter the values of the spectroscopic constants. For instance, according to Table IV of the preceding paper, 2 these corrections lower the dissociation energy D e by about 343 cm −1 , and the Dunham expansion of the data in the third column in Table IV of the present paper leads to a reduction of the harmonic frequency by 5 cm −1 when the ͑CV+ SO +SR͒ corrections are added to CBS result.
The spectroscopic constants related to the rotational spectrum of F 2 obtained from various sources are compared in Table XI . Experimental values are available from highresolution electronic spectroscopy, 95 from high-resolution stimulated Raman spectroscopy, 112 and from low-resolution spontaneous Raman spectroscopy. 117 They are listed in the first three rows of Table XI. A "mixed" approach, quoted in the fourth row, has recently been advanced by Pawłowski et al. 121 Location of minimum on the potential energy curve. theoretical work, labeled CEEIS, quoted in the fifth and sixth rows of Table X differ in this respect and show that the fourth decimal in B e is affected by this methodological alternative. Theoretically, the equilibrium distance can also be calculated as the position of the minimum on the potential energy curve and the CEEIS results show that this difference in definition affects the fourth decimal of the distance in angstroms.
The close agreement between the values obtained for these constants by the various experimental and theoretical approaches shows that all of them are largely determined by the rotational structure of the lowest three vibrational energy levels.
VII. SUMMARY
In the present series of three papers, the full theoretical route from the ab initio quantum-chemical calculation of the potential energy surface to the entire vibration-rotation spectrum has been traversed, without any empirical adjustments, for the 18 electrons in the ground state of the fluorine molecule. Electron correlations involving valence electrons were calculated using the correlation energy extrapolation by intrinsic scaling [122] [123] [124] [125] [126] ͑CEEIS͒ method and the completebasis-set limit of these nonrelativistic energies was determined. Electron correlations involving core electrons, spinorbit coupling, as well as scalar relativistic corrections were accounted for. Spin-spin coupling was deemed negligible since unpaired spins emerge only upon approaching separation of the atoms, at which point the large internuclear distance suppresses these interactions. Also omitted were the diagonal non-Born-Oppenheimer corrections since previous work had shown them to be negligible, as discussed in the concluding section of the preceding paper. 2 A novel analytical form, the even-tempered expansion, was introduced for the potential energy curve and found to provide a close fit to the ab initio energies over the entire distance range. With it the vibration and rotation spectrum was calculated using the discrete variable representation method.
Earlier investigations by high-resolution electronic spectroscopy had established accurate experimental data for the vibrational levels up to v = 22, leaving open the possible existence of another level near the dissociation limit. The present theoretical calculation yielded vibrational levels up to v = 23. The mean absolute deviation between the experimental and the theoretical level sets was found to be between 5 and 6 cm −1 , the mean absolute deviation for the spacings between neighboring levels being 2 -3 cm −1 . The rotational coefficients B v were obtained with a mean absolute deviation of 0.002 cm −1 . The rotational coefficients D v , with an average deviation of less than 10 −6 cm −1 , are presumably more reliable than those deduced from experiment. The calculated dissociation energy was found to lie within 30 cm −1 of the experimental one deduced by the spectroscopic work, for which an error bar of 8 cm −1 was quoted. 94 An analysis of the Dunham expansion revealed its excellent convergence for the theoretically calculated spectra and its sensitivity to the inaccuracies of the experimental spectrum. These conclusions lead to a new deduction of the spec-troscopic constants of F 2 from the experimental data, which yielded new values. The deviation of the theoretical from the experimental spectroscopic constants is commensurate with deviations found for the spectral levels.
Test calculations showed that the recovery of the experimental vibrational spectrum with a mean absolute deviation of under 10 cm −1 is contingent upon inclusion of all the contributions mentioned above: valence and core correlations, complete basis set extrapolation, spin-orbit coupling, and scalar relativistic contributions. Otherwise the mean error was found to increase rapidly by orders of magnitude. This importance of the higher-order corrections is in agreement with the observations of other researchers. 46, 50, 127 Vibrational spectra of diatomic molecules probably furnish the most exacting data available for probing energetic changes along entire reaction paths. They present therefore good tests for ab initio methods that aim at describing reaction paths. The approach followed here has acquitted itself as up to the task.
Note added in proof: At about the same time as the present manuscript was submitted, a calculation of part of the vibrational spectrum of F 2 by Varandas has appeared in print. 128 
