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REPRESENTATION OF NELSON ALGEBRAS BY ROUGH
SETS DETERMINED BY QUASIORDERS
JOUNI JA¨RVINEN AND SA´NDOR RADELECZKI
Abstract. In this paper, we show that every quasiorder R induces
a Nelson algebra RS such that the underlying rough set lattice RS is
algebraic. We note that RS is a three-valued  Lukasiewicz algebra if and
only if R is an equivalence. Our main result says that if A is a Nelson
algebra defined on an algebraic lattice, then there exists a set U and a
quasiorder R on U such that A ∼= RS.
1. Introduction
Nelson algebras, also called N -lattices or quasi-pseudo-Boolean algebras,
were introduced by H. Rasiowa as algebraic counterparts of the constructive
logic with strong negation by D. Nelson and A. A. Markov (see [22]). They
can be considered also as a generalisation of Boolean algebras. It is well
known that any Boolean algebra defined on an algebraic lattice is isomorphic
to the powerset algebra ℘(U) of some set U . In this paper, we prove an
analogous result for Nelson algebras with algebraic underlying lattices and
algebras of rough sets determined by quasiorders.
Rough sets were introduced by Z. Pawlak in [20]. In rough set theory it is
assumed that our knowledge about a universe of discourse U is given in terms
of a binary relation reflecting the distinguishability or indistinguishability
of the elements of U . Originally, Pawlak assumed that this binary relation
is an equivalence, but in the literature numerous studies can be found in
which approximations are determined also by other types of relations.
If R is a given binary relation on U , then for any subset X ⊆ U , the lower
approximation of X is defined as
XH = {x ∈ U | R(x) ⊆ X}
and the upper approximation of X is
XN = {x ∈ U | R(x) ∩X 6= ∅},
where R(x) = {y ∈ U | xR y}. The rough set of X is the pair A(X) =
(XH, XN) and the set of all rough sets is
RS = {A(X) | X ⊆ U}.
The set RS may be canonically ordered by the coordinatewise order:
A(X) ≤ A(Y ) holds in RS if XH ⊆ Y H and XN ⊆ Y N.
The structure of RS is well studied in the case when R is an equivalence;
see [6, 8, 9, 12, 18, 19, 21]. In particular, J. Pomyka la and J. A. Pomyka la
showed in [21] that RS is a Stone lattice. Later this result was improved
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by S. D. Comer [6] by showing that RS is a regular double Stone lattice.
In [9], M. Gehrke and E. Walker proved that RS is isomorphic to 2I × 3J ,
where I is the set of singleton R-classes and J is the set of non-singleton
equivalence classes of R. Additionally, RS forms a three-valued  Lukasiewicz
algebra, as shown by P. Pagliani [18]. If R is reflexive and symmetric or just
transitive, then RS is not necessarily even a semilattice. If R is symmetric
and transitive, then the structure of RS is as in case of equivalences [11].
In [13], we proved that any RS determined by a quasiorder R is a com-
pletely distributive lattice isomorphic to a complete ring of sets, and we
described its completely join-irreducible elements. We also showed that
RS = (RS,∪,∩, c, (∅, ∅), (U,U)) is a De Morgan algebra, where the opera-
tion c is defined by c : A(X) 7→ A(U \X). In this paper, we prove that RS is
in fact a Nelson algebra defined on an algebraic lattice. The main objective
of this work is to prove the following representation theorem.
Theorem 1.1. Let A = (A,∨,∧, c, 0, 1) be a Nelson algebra defined on an
algebraic lattice. Then, there exists a set U and a quasiorder R on U such
that A ∼= RS.
As a corollary we can also show that if A is a semisimple Nelson alge-
bra with an underlying algebraic lattice, then there exists a set U and an
equivalence R on U such that A ∼= RS.
The paper is structured as follows. In the next section we recall some no-
tions and facts related to De Morgan, Kleene, Nelson, and Heyting algebras.
Section 3 summarises some more or less known properties of completely join-
irreducible elements of completely distributive Kleene algebras, which will
be used in the proofs of our main results. In Section 4, we prove that
rough set lattices induced by quasiorders determine Nelson algebras. We
also show that RS is a three-valued  Lukasiewicz algebra only in case R is
an equivalence. Section 5 contains the proof of Theorem 1.1 and some of its
consequences.
2. Preliminaries
Systematic treatments of De Morgan and Kleene algebras can be found
in [1, 22]. A De Morgan algebra A = (A,∨,∧, c, 0, 1) is an algebra of type
(2, 2, 1, 0, 0) such that A is a bounded distributive lattice with a least element
0 and a greatest element 1, and c is a unary operation that satisfies for all
x, y ∈ A,
c(c(x)) = x;
x ≤ y if and only if c(x) ≥ c(y).
This definition implies that c is an isomorphism between the lattice A and
its dual A∂ . Hence, it satisfies the equations:
c(x ∨ y) = c(x) ∧ c(y);
c(x ∧ y) = c(x) ∨ c(y).
An element x of a complete lattice L is completely join-irreducible if for
every subset S of L, x =
∨
S implies that x ∈ S. The set of completely
join-irreducible elements of L is denoted by J (L) — or simply by J when
there is no danger of confusion. For any x, let J(x) = {j ∈ J | j ≤ x}.
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A complete lattice L is completely distributive if for any doubly indexed
family of elements {xi, j}i∈I, j∈J of L, we have∧
i∈I
( ∨
j∈J
xi, j
)
=
∨
f : I→J
(∧
i∈I
xi, f(i)
)
,
that is, any meet of joins may be converted into the join of all possible
elements obtained by taking the meet over i ∈ I of elements xi, k, where k
depends on i.
We say that the De Morgan algebra A is completely distributive, if its
underlying lattice A is completely distributive. In such a case, we may
define for any j ∈ J the element
j∗ =
∧
{x ∈ A | x  c(j)}.
It is well known that j∗ ∈ J (see e.g. [15]). The next lemma for a finite A
was proved in [15], and it is contained implicitly in [4].
Lemma 2.1. If A is a completely distributive De Morgan algebra, then for
all i, j ∈ J :
(a) j∗  c(j);
(b) i ≤ j implies i∗ ≥ j∗;
(c) j∗∗ = j.
Notice that statements (b) and (c) of Lemma 2.1 mean that the map
j 7→ j∗ is an order-isomorphism between the ordered set J and its dual J ∂ .
A complete lattice L is said to be algebraic if any element x ∈ L is the
join of a set of compact elements of L (see e.g. [10]). A complete ring of sets
is a family of sets F such that ⋃H and ⋂H belong to F for any H ⊆ F .
In the next remark we give some conditions under which a lattice is iso-
morphic to a complete ring of sets (cf. [7]).
Remark 2.2. Let L be a lattice. The following are equivalent:
(a) L is isomorphic to a complete ring of sets;
(b) L is algebraic and completely distributive;
(c) L is distributive and doubly algebraic (i.e. both L and L∂ are algebraic);
(d) L is algebraic, distributive and every element of L is a join of completely
join-irreducible elements of L.
If A is a De Morgan algebra whose underlying lattice is algebraic, then A is
doubly algebraic, since A is self-dual. Thus, A has all equivalent properties
of Remark 2.2. The next connection between the maps c : A → A and
∗ : J → J was proved in [15] for finite algebras and in the completely
distributive case it is contained implicitly in [23] (see also [24]).
Lemma 2.3. If A is a De Morgan algebra defined on an algebraic lattice,
then for all x ∈ A, c(x) = ∨{j ∈ J | j∗  x}.
Let L and K be two completely distributive lattices such that any element
of them is a join of completely join-irreducible elements, and assume that
ϕ : J (L) → J (K) is an order-isomorphism of ordered sets. G. Birkhoff [2]
proved that in this case the map Φ: L→ K,
Φ(x) =
∨
ϕ(J(x))
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is a lattice-isomorphism. One may extend this result to De Morgan algebras.
Corollary 2.4. Let L = (L,∨,∧, c, 0, 1) and K = (K,∨,∧, c, 0, 1) be two
De Morgan algebras defined on algebraic lattices. If ϕ : J (L)→ J (K) is an
order-isomorphism such that
ϕ(j∗) = ϕ(j)∗
for all j ∈ J (L), then Φ is an isomorphism between the algebras L and K.
Proof. Since the map Φ: L → K is a lattice-isomorphism that maps J(x)
onto J(Φ(x)), the set {j ∈ J (L) | j  x} is mapped by Φ onto the set
{k ∈ J (K) | k  Φ(x)}. By using this fact, we prove that
Φ(c(x)) = c(Φ(x)).
Indeed, since j ∈ J (L), Φ(j) = k implies
Φ(j∗) = ϕ(j∗) = ϕ(j)∗ = Φ(j)∗ = k∗,
the set {j∗ | j ∈ J (L) and j  x} is mapped by Φ onto the set {k∗ | k ∈
J (K) and k  Φ(x)}. By Lemma 2.3,
c(x) =
∨
{j ∈ J (L) | j∗  x} =
∨
{j∗ | j ∈ J (L) and j  x};
recall that j = j∗∗. Similarly, we get
c(Φ(x)) =
∨
{k∗ | k ∈ J (K) and k  Φ(x)}.
Hence, we have
Φ(c(x)) =
∨
{Φ(j∗) | j ∈ J (L) and j∗  x}
=
∨
{k∗ | k ∈ J (K) and k  Φ(x)}
= c(Φ(x)).

A De Morgan algebra A is a Kleene algebra if for all x, y ∈ A,
x ∧ c(x) ≤ y ∨ c(y).
We define for a Kleene algebra A two sets:
A+ = {x ∨ c(x) | x ∈ A} and A− = {x ∧ c(x) | x ∈ A}.
The proof of the following lemma is straightforward and is omitted.
Lemma 2.5. Let A be a Kleene algebra. Then,
(a) c(A+) = A− and c(A−) = A+;
(b) a ≤ c(b) for all a, b ∈ A−;
(c) c(a) ≤ b for all a, b ∈ A+;
(d) a ∈ A− iff a ≤ c(a);
(e) a ∈ A+ iff c(a) ≤ a.
Additionally, for any Kleene algebra A, A− is an ideal and A+ is a filter
of A, as noted in e.g. [14]. Let A be a Kleene algebra defined on a complete
lattice A. We denote
α =
∨
A− and β =
∧
A+.
Lemma 2.5 implies easily the following result.
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Corollary 2.6. If A is a Kleene algebra defined on a complete lattice, then
A− = (α], A+ = [β), and c(α) = β.
A Heyting algebra L is a bounded lattice such that for all a, b ∈ L, there
is a greatest element x of L such that
a ∧ x ≤ b.
This element is the relative pseudocomplement of a with respect to b, and is
denoted a⇒ b. It is well known that any completely distributive lattice L is
a Heyting algebra (L,∨,∧,⇒, 0, 1) such that the relative pseudocomplement
is defined as
x⇒ y =
∨{
z ∈ L | z ∧ x ≤ y}.
According to R. Cignoli [3], a quasi-Nelson algebra is a Kleene algebra
(A,∨,∧, c, 0, 1) such that for each pair a and b of its elements, the relative
pseudocomplement
a⇒ (c(a) ∨ b)
exists. This means that every Kleene algebra whose underlying lattice is
a Heyting algebra, and, in particular, any Kleene algebra defined on an
algebraic lattice, forms a quasi-Nelson algebra.
In quasi-Nelson algebras, a⇒ (c(a) ∨ b) is denoted simply by a→ b and
this is called the weak relative pseudocomplement of a with respect to b. As
shown by D. Brignole and A. Monteiro in [3], the operation → satisfies the
equations:
(N1) a→ a = 1;
(N2) (c(a) ∨ b) ∧ (a→ b) = c(a) ∨ b;
(N3) a ∧ (a→ b) = a ∧ (c(a) ∨ b);
(N4) a→ (b ∧ c) = (a→ b) ∧ (a→ c).
A Nelson algebra is a quasi-Nelson algebra satisfying the equation
(N5) (a ∧ b)→ c = a→ (b→ c).
Note that it is shown in [3] that Nelson algebras can be equationally char-
acterized as algebras (A,∨,∧,→, c, 0, 1), where (A,∨,∧, c, 0, 1) is a Kleene
algebra and the binary operation → satisfies (N1)–(N5).
3. Completely Distributive Kleene and Nelson Algebras
In this section, we present some more or less known properties that are
used in the proofs of our main results. First, we show that in completely
distributive Kleene algebras, the set of completely join-irreducible elements
J can be divided into three disjoint sets in terms of the map ∗ : J → J .
For any set A, let X ′ denote the set-theoretical complement A \X of any
subset X ⊆ A. Let A be a De Morgan algebra. We denote the set of its
prime filters by Fp. A map g : Fp → Fp is defined by setting
g(P ) = c(P )′
for all P ∈ Fp. Since c(P ) is a prime ideal of the lattice A, c(P )′ is a prime
filter of A. It is easy to verify (see e.g. [4]) that for all P ∈ Fp,
g(g(P )) = P
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and for any P,Q ∈ Fp, we have
P ⊆ Q implies g(Q) ⊆ g(P ).
If A is a completely distributive De Morgan algebra, the map g is related
to the map ∗ : J → J , because for every j ∈ J ,
g([j)) = {c(x) | j ≤ x}′ = {x | x ≤ c(j)}′ = {x | x  c(j)} = [j∗);
note that in any distributive lattice, [j) is a prime filter for each j ∈ J .
Let A be a Kleene algebra. It is known (see e.g. [4]) that in this case for
any prime filter P of A, we have either g(P ) ⊆ P or P ⊆ g(P ). In [4], the
following two sets were defined:
F+p = {P ∈ Fp | P ⊆ g(P )};
F−p = {P ∈ Fp | g(P ) ⊆ P}.
Then, Fp = F+p ∪ F−p .
Remark 3.1. From the above, it follows that for any j ∈ J in a completely
distributive Kleene algebra A, j and j∗ are comparable. Indeed, for any j ∈
J , either [j) ∈ F+p or [j) ∈ F−p holds. If [j) ∈ F+p , then [j) ⊆ g([j)) = [j∗)
implies j∗ ≤ j, and for [j) ∈ F−p , [j∗) = g([j)) ⊆ [j) gives j ≤ j∗.
Let A be a completely distributive Kleene algebra. We may now define
three disjoint sets:
J − = {j ∈ J | j < j∗};
J ∗ = {j ∈ J | j = j∗};
J + = {j ∈ J | j > j∗}.
Then clearly,
[j) ∈ F+p ⇐⇒ j ∈ J + ∪ J ∗,
[j) ∈ F−p ⇐⇒ j ∈ J − ∪ J ∗,
and in view of Remark 3.1, we have J = J − ∪ J ∗ ∪ J +. The next lemma
contains some simple known facts, but it is proved to make our proofs con-
sistent.
Lemma 3.2. If A is a completely distributive Kleene algebra, then for all
j ∈ J :
(a) If j /∈ A−, then j∗ ≤ j;
(b) J − = J ∩A−;
(c) j ∈ J − ⇐⇒ j∗ ∈ J +.
Proof. (a) If j /∈ A−, then j  c(j) by Lemma 2.5(d) and so j∗ ≤ j.
(b) If j ∈ J −, then j /∈ A− is not possible by (a), and we obtain J − ⊆
J ∩ A−. Conversely, if j ∈ J ∩ A−, then j ≤ c(j) and hence j∗ ≤ j is not
possible. Thus, we get j < j∗, that is, j ∈ J −. This proves J − = J ∩A−.
(c) If j ∈ J −, then j∗ > j = j∗∗ and j∗ ∈ J +. The other direction is
proved analogously. 
Following A. Monteiro [15], a Kleene algebra A is said to have the inter-
polation property, if for any P,Q ∈ F+p such that P ⊆ g(Q), there exists a
prime filter F of A fulfilling the conditions P ⊆ F ⊆ g(P ) and Q ⊆ F ⊆ g(Q)
(see also [17]).
REPRESENTATION OF NELSON ALGEBRAS BY ROUGH SETS 7
Theorem 3.3. [4, Theorem 3.5] A quasi-Nelson algebra is a Nelson algebra
if and only if it has the interpolation property.
Lemma 3.4. [4, Lemma 2.2] A Kleene algebra A has the interpolation prop-
erty if and only if, for given P,Q ∈ F+p such that P ⊆ g(Q),
a ∧ b  c(a) ∨ c(b)
for all a ∈ P and b ∈ Q.
We note that in case of a finite Kleene algebra, the interpolation property
is equivalent to condition:
(M) For any p and q in J such that p∗, q∗ ≤ p, q, there is k in J such that
p∗, q∗ ≤ k ≤ p, q
(see [15]). Moreover, the equivalence of these two conditions in case of
Kleene algebras with an algebraic underlying lattice implicitly follows from
[23, Theorem 2]. Since the approach and the terminology of [23] is notably
different from ours, to avoid recalling several notions from there and to make
our proofs self-consistent, below we present a direct proof.
Proposition 3.5. If A is a Kleene algebra defined on an algebraic lattice,
then A has the interpolation property if and only if condition (M) is satisfied.
Proof. (⇒) Suppose that A has the interpolation property and that for some
p, q ∈ J , p∗, q∗ ≤ p, q is satisfied. Then, for the prime filters P = [p) and
Q = [q), we have g(P ) = [p∗), g(Q) = [q∗), and P,Q ⊆ g(P ), g(Q). It is
clear that P,Q ∈ F+p , p ∈ P , and q ∈ Q. Therefore, by Lemma 3.4,
(†) p ∧ q  c(p) ∨ c(q).
Because A is an algebraic lattice and A is a De Morgan algebra, each element
x of A is the join of completely join-irreducible elements below x. Then (†)
implies that there exists a completely join-irreducible element k ∈ J such
that k ≤ p ∧ q, but k  c(p) ∨ c(q). Now clearly k ≤ p, q and k  c(p), c(q),
that is, p∗, q∗ ≤ k and condition (M) holds.
(⇐) Assume that condition (M) is satisfied, but A does not have the inter-
polation property. Then, by Lemma 3.4, there are two prime filters P and
Q satisfying P ⊆ g(P ), Q ⊆ g(Q), and P ⊆ g(Q), as well as elements a ∈ P
and b ∈ Q such that
a ∧ b ≤ c(a) ∨ c(b).
First, we show that for any F ∈ F+p and x ∈ F , the element
xu =
∨
{j | j ∈ J(x) \ J −}
belongs to F . For that, we also define the element
xd =
∨
{j | j ∈ J(x) ∩ J −}.
Clearly, x = xu ∨ xd. Since x ∈ F and F is a prime filter, we have that
xu ∈ F or xd ∈ F . Now xd ∈ A−, because J − ⊆ A− and A− is closed
under any join, as it is a principal ideal of A, by Corollary 2.6. Thus,
xd ≤ c(xd) by Lemma 2.5(d). If xd ∈ F , then c(xd) ∈ F contradicting
c(xd) ∈ c(F ) = g(F )′ ⊆ F ′. Therefore, we must have xd /∈ F and xu ∈ F .
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Secondly, we prove that there exist p ∈ J(a) \J − and q ∈ J(b) \J − such
that p  c(q). If we assume that for all p ∈ J(a) \ J − and q ∈ J(b) \ J −,
p ≤ c(q) holds, then
au =
∨
{p | p ∈ J(a) \ J −}
≤
∧
{c(q) | q ∈ J(b) \ J −}
= c
(∨{q | q ∈ J(b) \ J −})
= c(bu).
As P is a filter and au ∈ P , we obtain c(bu) ∈ P , which contradicts c(bu) ∈
c(Q) = g(Q)′ ⊆ P ′. Thus, p  c(q) for some p ∈ J(a)\J − and q ∈ J(b)\J −.
Finally, we have p∗ ≤ p and q∗ ≤ q, and p  c(q) implies q∗ ≤ p by the
definition of q∗. From this, by Lemma 2.1, we also get p∗ ≤ q∗∗ = q. By our
original assumption, there exists an element k ∈ J such that
p∗, q∗ ≤ k ≤ p, q.
Notice that this also directly implies p∗, q∗ ≤ k∗ ≤ p, q.
The elements a ∈ P and b ∈ Q satisfy a ∧ b ≤ c(a) ∨ c(b) = c(a ∧ b).
Because p ≤ a and q ≤ b,
k, k∗ ≤ p ∧ q ≤ a ∧ b ≤ c(a ∧ b) ≤ c(k), c(k∗).
This then means that both k and k∗ are in J −. But this is impossible by
Lemma 3.2(c). Therefore, the interpolation property must hold. 
4. Nelson Algebras of Rough Sets Determined by Quasiorders
In [13], we proved that if U is a non-empty set and R is a quasiorder on
U , then RS is a complete sublattice of ℘(U)× ℘(U). Since ℘(U)× ℘(U) is
an algebraic, completely distributive lattice, this implies that RS is also an
algebraic completely distributive lattice. Thus, RS has the properties listed
in Remark 2.2 and∧
i∈I
A(Xi) =
(⋂
i∈I
XHi ,
⋂
i∈I
XNi
)
and
∨
i∈I
A(Xi) =
(⋃
i∈I
XHi ,
⋃
i∈I
XNi
)
for all {A(Xi) | i ∈ I} ⊆ RS. It is easy to observe that (∅, ∅) is the least
and (U,U) is the greatest element of RS. We also showed that the set of
completely join-irreducible elements of RS is
(?) J = {(∅, {x}N) | |R(x)| ≥ 2} ∪ {(R(x), R(x)N) | x ∈ U},
and that every element can be represented as a join of elements in J .
In addition, we proved that the map
c : RS → RS, A(X) 7→ A(X ′)
is a De Morgan complement, and therefore
RS = (RS,∨,∧, c, (∅, ∅), (U,U))
is a De Morgan algebra. Note that
A(X ′) = ((X ′)H, (X ′)N) = ((XN)′, (XH)′).
Additionally, {x}N = {y ∈ U | y Rx} = R−1(x) for all x ∈ U . Because
R is reflexive, XH ⊆ X ⊆ XN, and transitivity means XNN ⊆ XN and
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XH ⊆ XHH for all X ⊆ U . In fact, N : ℘(U)→ ℘(U) is a topological closure
operator, and H : ℘(U)→ ℘(U) is a topological interior operator; see [12].
Lemma 4.1. If R is a quasiorder on a non-empty set U , then RS is a
quasi-Nelson algebra.
Proof. Since RS is a completely distributive lattice, we have only to show
that RS is a Kleene algebra. Let x = (XH, XN) and y = (Y H, Y N). Then,
x ∧ c(x) = (XH ∩ (XN)′, XN ∩ (XH)′) = (∅, XN \XH);
y ∨ c(y) = (Y H ∪ (Y N)′, Y N ∪ (Y H)′) = ((Y N \ Y H)′, U).
Hence, the condition x ∧ c(x) ≤ y ∨ c(y) is satisfied. 
Our next lemma presents some properties of the completely join-
irreducible elements of RS. The set J is defined as in (?).
Lemma 4.2. If R is a quasiorder on a non-empty set U , then the following
assertions hold:
(a) J − = {(∅, {x}N) | |R(x)| ≥ 2};
(b) (∅, {x}N)∗ = (R(x), R(x)N) for all (∅, {x}N) ∈ J −;
(c) J + = {(R(x), R(x)N) | |R(x)| ≥ 2};
(d) J ∗ = {({x}, {x}N) | R(x) = {x} }.
Proof. (a) Let j = (XH, XN) ∈ J −. Then, j ≤ c(j) and j = j ∧ c(j) =
(∅, XN \XH). This implies j = (∅, {x}N) for some x such that |R(x)| ≥ 2.
Conversely, if j = (∅, {x}N), then c(j) = (U \ {x}N, U) implying j ≤ c(j)
and j ∈ J −.
(b) Let x ∈ U be such that |R(x)| ≥ 2. Then, j = (∅, {x}N) ∈ J − and
by Lemma 3.2(c), j∗ ∈ J + and therefore we must have j∗ = (R(y), R(y)N)
for some y ∈ U . Because j∗ is the least element not included in c(j) =
(U \ {x}N, U), we have R(y) * U \ {x}N, that is, R(y) ∩ {x}N 6= ∅. Thus,
there exists z ∈ U such that y R z and z Rx implying y Rx. This gives
R(x) ⊆ R(y) and R(x)N ⊆ R(y)N. Hence, (R(x), R(x)N) ≤ (R(y), R(y)N) =
j∗. As (R(x), R(x)N)  c(j), we get (R(x), R(x)N) = j∗.
(c) is now obvious by (a), (b), and Lemma 3.2.
(d) If j = j∗, then by (?), (a), and (c) we must have j = (R(x), R(x)N) =
({x}, {x}N) for some x ∈ U such that R(x) = {x}.
Conversely, suppose j = ({x}, {x}N) for some x such that R(x) = {x}.
Then, j /∈ J − and, by Lemma 3.2(a), either j∗ ∈ J − or j∗ ∈ J ∗. Clearly,
j∗ ∈ J − is not possible, since R(x) = {x}. 
Proposition 4.3. If R is a quasiorder on a non-empty set U , then RS is a
Nelson algebra such that the underlying lattice RS is algebraic.
Proof. By Theorem 3.3 and Proposition 3.5, we have to show only that the
quasi-Nelson algebra RS has property (M). Let p, q ∈ J , where J is defined
as in (?), and suppose that
p∗, q∗ ≤ p, q.
We will show that in this case there exists an element k ∈ J such that
p∗, q∗ ≤ k ≤ p, q.
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We may exclude the cases p = p∗ and q = q∗, because they imply directly
k = p or k = q.
Now, p∗, q∗ < p, q implies p, q ∈ J +. Hence, p = (R(x), R(x)N) and
q = (R(y), R(y)N) for some elements x, y ∈ U such that |R(x)|, |R(y)| ≥ 2.
By Lemma 4.2(b), p∗ = (∅, {x}N) and q∗ = (∅, {y}N). Then, p∗ ≤ q gives
x ∈ {x}N ⊆ R(y)N. Hence, there exists an element z ∈ U such that y R z
and xR z. We have to consider two cases: (i) |R(z)| ≥ 2 and (ii) R(z) = {z}.
(i) Assume that |R(z)| ≥ 2. Then clearly, k = (∅, {z}N) is a completely
join-irreducible element. Observe that x, y ∈ {z}N implies {x}N, {y}N ⊆
{z}N, whence we obtain p∗ ≤ k and q∗ ≤ k. Since z ∈ R(x) and z ∈ R(y),
we get also {z}N ⊆ R(x)N and {z}N ⊆ R(y)N implying k ≤ p and k ≤ q.
(ii) Suppose R(z) = {z}. Then k = ({z}, {z}N) is a completely join-
irreducible element. Because xR z and y R z, we obtain
p∗ = (∅, {x}N) ≤ ({z}, {z}N) = k,
q∗ = (∅, {y}N) ≤ ({z}, {z}N) = k,
k = ({z}, {z}N) ≤ (R(x), R(x)N) = p, and
k = ({z}, {z}N) ≤ (R(y), R(y)N) = q.
Hence, p∗, q∗ ≤ k ≤ p, q is satisfied in both cases (i) and (ii). 
Example 4.4. For any binary relation R on U , a set C ⊆ U is called a
connected component of R, if C is an equivalence class of the smallest equiv-
alence relation containing R. In [13], we presented a decomposition theorem
stating that for any left-total relation,
RS ∼=
∏
C∈Co
RS(C),
where Co is the set of connected components of R and RS(C) is the set of
rough sets on the component C determined by the restriction of R to the
set C. Note that R is said to be left-total if for any x, there exists y such
that xR y.
For any equivalence, the connected components are just equivalence
classes. If an equivalence class C consists of a single element, say a, then
RS(C) = {(∅, ∅), ({a}, {a}), and RS(C) = {(∅, ∅), (∅, C), (C,C)} in case
|C| ≥ 2. This then means that RS is isomorphic to the direct product of
chains of two and three elements.
In case of quasiorders, the height of components cannot be limited. Let
us consider the following simple case. Assume that U = {1, 2, . . . , n} is a
set of n consecutive natural numbers and consider its usual order ≤. For
any X ⊆ U , XN = {1, . . . , i}, where i is the maximal element of X and
XH = {j, . . . , n}, where j is the least j such that {j, . . . , n} ⊆ X. All
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elements of U belong to the same component and RS has the members:
A({1, . . . , n}) = ({1, . . . , n}, U);
...
A({n− 1, n}) = ({n− 1, n}, U);
A({n}) = ({n}, U);
A({n− 1}) = (∅, {1, . . . , n− 1});
...
A({1}) = (∅, {1});
A(∅) = (∅, ∅).
Thus, RS forms a chain of 2n elements.
We conclude this section by considering three-valued  Lukasiewicz alge-
bras. It is known that three-valued  Lukasiewicz algebras coincide with the
semisimple Nelson algebras — see [5], where further references can be found.
Following A. Monteiro [16], we can define a three-valued  Lukasiewicz al-
gebra as an algebra (A,∨,∧, c,∆, 1) such that A is a distributive lattice and
the following equations are satisfied:
( L1) c(c(x)) = x;
( L2) c(x ∧ y) = c(x) ∨ c(y);
( L3) c(x) ∨∆(x) = 1;
( L4) x ∧ c(x) = c(x) ∧∆(x);
( L5) ∆(x ∧ y) = ∆(x) ∧∆(y).
Proposition 4.5. If R is a quasiorder, then the rough set lattice RS is a
three-valued  Lukasiewicz algebra if and only if R is an equivalence.
Proof. If R is an equivalence, then RS is a three-valued  Lukasiewicz algebra
such that ∆(A(X)) = (XN, XN) as shown by P. Pagliani [18, 19].
Conversely, suppose by contradiction that RS is a three-valued
 Lukasiewicz algebra, but the quasiorder R is not symmetric. Then, there
exist x, y ∈ U such that (x, y) ∈ R, but (y, x) /∈ R. Now |R(x)| ≥ 2,
j = (∅, {x}N) ∈ J −, and j ≤ c(j). For j, there exists the element ∆(j)
satisfying ( L4), that is, c(j) ∧∆(j) = j ∧ c(j) = j. From this we obtain
(U \ {x}N, U) ∧∆(j) = (∅, {x}N).
This means that ∆(j) = (Y H, Y N), where Y N = {x}N and Y H ⊆ {x}N.
Assume that Y H 6= ∅. Then, there exists z ∈ Y H ⊆ {x}N. So, z Rx,
and now xR y implies z R y, that is, y ∈ R(z). Since z ∈ Y H, we have
y ∈ R(z) ⊆ Y ⊆ Y N = {x}N. But y ∈ {x}N is not possible, since (y, x) /∈ R.
So, we must have Y H = ∅ and ∆(j) = (∅, {x}N) = j. Then,
c(j) ∨∆(j) = c(j) ∨ j = c(j) = (U \ {x}N, U) 6= (U,U).
This contradicts ( L3) and therefore RS is not a three-valued  Lukasiewicz
algebra. 
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5. Proof of the Representation Theorem
Next, we present the proof of Theorem 1.1. Let A be a Nelson algebra
such that its underlying lattice A is algebraic. We denote by J the set of
completely join-irreducible elements of A. We define a mapping ρ : J →
J − ∪ J ∗. For all j ∈ J , let
ρ(j) =
{
j if j ∈ J − ∪ J ∗,
j∗ otherwise.
Notice that ρ(ρ(j)) = ρ(j) and ρ(j) = ρ(j∗) for all j ∈ J .
Proof of Theorem 1.1. Let us set U = J and define a binary relation R on
U by
xR y ⇐⇒ ρ(x) ≤ ρ(y).
Then, R is a quasiorder on U . Observe that xRx∗ and x∗Rx for all x ∈ U .
Thus, R(x) = R(x∗) and {x}N = {x∗}N for every x ∈ U . If x ∈ J − ∪ J +,
then |R(x)| ≥ 2, because x 6= x∗. If x ∈ J ∗, then R(x) = {x}. Namely,
if x ∈ J ∗ and xR y, then x = ρ(x) ≤ ρ(y). Now ρ(y)∗ ≤ x∗ = x ≤ ρ(y)
implies ρ(y) ∈ J ∗ since ρ(y) ∈ J + is not possible. So, ρ(y) = ρ(y)∗, which
implies y ∈ J ∗ by the definition of ρ. Now, x ≤ y and y ≤ x yield y = x.
The algebra RS of rough sets determined by the relation R is a Nelson
algebra such that the underlying lattice RS is an algebraic lattice by Propo-
sition 4.3. Let J (RS) denote the sets of completely join-irreducible elements
of RS. We show first that J and J (RS) are order-isomorphic.
Let us define a mapping ϕ : J → J (RS) by setting
ϕ(x) =
{
(∅, {x}N) if x ∈ J −;
(R(x), R(x)N) otherwise.
The map ϕ is well-defined. Namely, if x ∈ J −, then |R(x)| ≥ 2 and
ϕ(x) = (∅, {x}N) ∈ J (RS)−.
If x ∈ J +, then also |R(x)| ≥ 2, and
ϕ(x) = (R(x), R(x)N) ∈ J (RS)+.
For any x ∈ J ∗, R(x) = {x} gives
ϕ(x) = (R(x), R(x)N) = ({x}, {x}N) ∈ J (RS)∗
(cf. Lemma 4.2).
We show that ϕ is an order-embedding. The proof is divided into four
cases:
(i) x ∈ J − and y ∈ J −;
(ii) x ∈ J − and y /∈ J −;
(iii) x /∈ J − and y /∈ J −;
(iv) x /∈ J − and y ∈ J −.
(i) Let x, y ∈ J −. Then, ρ(x) = x and ρ(y) = y. Now x ≤ y im-
plies ρ(x) ≤ ρ(y) and xR y. So, {x}N ⊆ {y}N and ϕ(x) = (∅, {x}N) ≤
(∅, {y}N)) = ϕ(y). Conversely, if ϕ(x) ≤ ϕ(y), then x ∈ {x}N ⊆ {y}N and
xR y. Thus, x = ρ(x) ≤ ρ(y) = y.
(ii) Let x ∈ J − and y /∈ J −. Then, ρ(x) = x and ρ(y) = y∗. If
x ≤ y, then y∗ ≤ x∗ and we have x, y∗ ≤ x∗ and x, y∗ ≤ y∗∗ = y. Thus,
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x∗∗, y∗ ≤ x∗, y, which implies by Proposition 3.5 that there exists z ∈ J such
that x, y∗ ≤ z, z∗ ≤ x∗, y. This then gives ρ(x), ρ(y) ≤ ρ(z) and we obtain
xR z and y R z. Therefore, z ∈ R(y), x ∈ R(y)N, {x}N ⊆ R(y)NN = R(y)N,
and ϕ(x) = (∅, {x}N) ≤ (R(y), R(y)N) = ϕ(y).
On the other hand, if ϕ(x) ≤ ϕ(y), then x ∈ {x}N ⊆ R(y)N and so there
exists z such that xR z and y R z. Thus, x = ρ(x) ≤ ρ(z) and y∗ = ρ(y) ≤
ρ(z). If ρ(z) = z, then z ∈ J − ∪ J ∗ and z ≤ z∗. We have x ≤ z and
y∗ ≤ z ≤ z∗ implying x ≤ z ≤ y. If ρ(z) = z∗ 6= z, then z ∈ J + and z∗ < z.
Then x ≤ z∗ < z and y∗ ≤ z∗ giving x < z ≤ y.
(iii) Now x, y /∈ J −, ρ(x) = x∗, and ρ(y) = y∗. If x ≤ y, then ρ(y) = y∗ ≤
x∗ = ρ(x) and y Rx. Therefore, R(x) ⊆ R(y), and ϕ(x) = (R(x), R(x)N) ≤
(R(y), R(y)N) = ϕ(y). Conversely, if ϕ(x) ≤ ϕ(y), then R(x) ⊆ R(y). Since
x ∈ R(x), we have y Rx. Thus, y∗ = ρ(y) ≤ ρ(x) = x∗ and x ≤ y.
(iv) If x /∈ J − and y ∈ J −, then x ≤ y is impossible, because J − is
a down-set. Similarly, ϕ(x) = (R(x), R(x)N) ≤ (∅, {y}N) = ϕ(y) is not
possible, because R(x) 6= ∅.
We have shown that x ≤ y if and only if ϕ(x) ≤ ϕ(y) in all cases. Hence,
ϕ : J → J (RS) is an order-embedding. Next we prove that ϕ is onto
J (RS). Let j ∈ J (RS). We consider three disjoint cases.
(i) Assume j = (∅, {x}N) for some x ∈ U = J such that |R(x)| ≥ 2. If
x ∈ J −, then ϕ(x) = (∅, {x}N) = j. If x ∈ J +, then ϕ(x) = (R(x), R(x)N)
and ϕ(x∗) = (∅, {x∗}N) = (∅, {x}N) = j. Case x ∈ J ∗ may be excluded,
since it means R(x) = {x}.
(ii) If j = ({x}, {x}N) for some x ∈ U such that R(x) = {x}, then xRx∗
and x∗Rx imply x = x∗. Thus, x ∈ J ∗, and we infer ϕ(x) = j.
(iii) Suppose that j = (R(x), R(x)N) for some x ∈ U such that |R(x)| ≥ 2.
Similarly as in case (i), if x ∈ J +, then ϕ(x) = j and if x ∈ J −, then
ϕ(x∗) = j. Case x ∈ J ∗ is not possible.
Thus, ϕ is an order-isomorphism of the ordered set J onto the ordered set
J (RS). Because A and RS are isomorphic as lattices, they are isomorphic
as Heyting algebras also. To show the isomorphism of the algebras A and
RS, by Corollary 2.4 it is sufficient to prove that ϕ(j∗) = ϕ(j)∗ for all j ∈ J .
We consider three cases:
(i) If x ∈ J −, then x∗ ∈ J + and
ϕ(x∗) = (R(x∗), (R(x∗)N) = (R(x), R(x)N) = (∅, {x}N)∗ = ϕ(x)∗.
(ii) If x ∈ J ∗, then x = x∗ and
ϕ(x∗) = ({x∗}, {x∗}N) = ({x}, {x}N) = ϕ(x) = ϕ(x)∗.
(iii) If x ∈ J +, then x∗ ∈ J − and
ϕ(x∗) = (∅, {x∗}N) = (∅, {x}N) = (R(x), R(x)N)∗ = ϕ(x)∗.
Thus, A and RS are isomorphic Nelson algebras. 
Example 5.1. Let us consider the Nelson algebra A presented in Fig-
ure 5.1(a). The operation c is defined by c(0) = 1, c(a) = f , c(b) = e, and
c(c) = d. The set of completely join-irreducible elements J is {a, b, d, e, f}.
It is easy to observe that a∗ = e, b∗ = f , and d∗ = d. Hence, J − = {a, b},
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J ∗ = {d}, and J + = {e, f}. Let us consider the construction of the relation
R presented in the proof of Theorem 1.1.
d
(a) (b)
ba
c
d
0
1
e f
ea b f
Figure 1.
The map ρ is defined as ρ(a) = ρ(e) = a, ρ(d) = d, and ρ(b) = ρ(f) = b.
The relation R on U = J is then defined by xR y iff ρ(x) ≤ ρ(y) and is
depicted in Figure 5.1(b). Note that since R is reflexive, there should be an
arrow from each circle to the circle itself, but such loops are omitted. Now
RS = {(∅, ∅), (∅, {a, e}), (∅, {b, f}), (∅, {a, b, e, f}), ({d}, U), ({a, d, e}, U),
({b, d, f}, U), (U,U)} and clearly RS ∼= A.
For rough sets lattices determined by equivalences, there exists the
following representation theorem: for every regular double Stone lattice
(A,∨,∧, ∗,+, 0, 1), there exists a set U and an equivalence R on U such
that A is isomorphic to a subalgebra of (RS,∪,∩, ∗,+, (∅, ∅), (U,U)); note
that in RS, the pseudocomplement of A(X) is (U \ XN, U \ XN) and its
dual pseudocomplement is (U \XH, U \XH); see [8, 9]. By applying The-
orem 1.1 and Proposition 4.5, we can prove the following result for rough
sets determined by equivalences.
Corollary 5.2. Let A be a semisimple Nelson algebra defined on an alge-
braic lattice. Then, there exists a set U and an equivalence R on U such
that A ∼= RS.
Proof. Suppose that A is a semisimple Nelson algebra. Then, by Theo-
rem 1.1, there exists a set U and a quasiorder R on U such that A and
RS are isomorphic Nelson algebras. Because A is a semisimple Nelson alge-
bra, then A and RS are isomorphic three-valued  Lukasiewicz algebras. This
implies by Proposition 4.5 that R must be an equivalence. 
Let us denote by RJ the quasiorder on J constructed in the proof of
Theorem 1.1. Let us note that the set J and the relation RJ are not
necessary minimal in the sense that there may exist a set U of smaller
cardinality than J and a quasiorder R on U determining the same Nelson
algebra. For instance, in case of Example 5.1, the same algebra can be
obtained by the relation R = δU ∪ {(a, c), (b, c)} on the three-element set
U = {a, b, c}, where δU denotes the identity relation of U . However, RJ
has the property that any equivalence class of RJ ∩ RJ −1 is of the form
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{j, j∗}, where j ∈ J . Therefore, any rough set algebra RS determined by a
quasiorder can be generated also by the quasiorder RJ having the property
that equivalence classes of RJ ∩ RJ −1 have at most two elements. In case
of three-valued  Lukasiewicz algebras this then means that each equivalence
class of RJ has at most two elements. Hence, the construction is minimal
in the above sense.
Remark 5.3. Notice that the Nelson algebra A is isomorphic to a Boolean
algebra whenever the quasiorder RJ of our construction is a partial order;
in fact, for our construction, the following statements are equivalent:
(a) RJ is a partial order;
(b) RJ = δJ ;
(c) RS ∼= (℘(J ),∪,∩, ′, ∅,J );
(d) A is a Boolean algebra.
Namely, if RJ is a partial order, then our construction gives j = j∗ for all
j ∈ J . So, by Lemma 2.1, i ≤ j implies i = j for all i, j ∈ J . Thus, (J ,≤)
is an antichain and RJ = δJ . As (b)⇒(a) is obvious, we get (a)⇔(b).
If RJ = δJ , then RS = {(X,X) | X ⊆ J} and c(X,X) = (J \X,J \X).
Therefore, we have RS ∼= (℘(J ),∪,∩, ′, ∅,J ). Thus, (b)⇒(c), and (c)⇒(d)
is clear by Theorem 1.1. If A is defined on an algebraic Boolean lattice,
then this lattice is atomistic and J coincides with the set of its atoms. This
means that (J ,≤) is an antichain and RJ = δJ by our construction. So,
(d)⇒(b).
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