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We consider the following problem: Given a set of m × n real (or
complex) matrices A1, . . . , AN , find an m × m orthogonal (or uni-
tary) matrix P and an n × n orthogonal (or unitary) matrix Q such
that P∗A1Q , . . . , P∗ANQ are in a common block-diagonal formwith
possibly rectangular diagonal blocks. We call this the simultaneous
singular value decomposition (simultaneous SVD). The name is mo-
tivated by the fact that the special case with N = 1, where a single
matrix is given, reduces to the ordinary SVD. With the aid of the
theory of ∗-algebra and bimodule it is shown that a finest simul-
taneous SVD is uniquely determined. An algorithm is proposed for
finding thefinest simultaneous SVDon thebasis of recent algorithms
of Murota–Kanno–Kojima–Kojima and Maehara–Murota for simul-
taneous block-diagonalization of square matrices under orthogonal
(or unitary) similarity.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Singular value decomposition (SVD) is one of the most fundamental tools in dealing with noisy
data. It is useful, for instance, in least squares method, principal component analysis, and matrix
approximations. Mathematically, the singular value decomposition of an m × n real matrix A is to
transform A to a diagonal matrix, with nonnegative diagonal elements, through a transformation of
the form PAQ with anm×m orthogonal matrix P and an n× n orthogonal matrix Q . Singular value
decomposition can also be defined for a complexmatrix A, where a unitary transformation P∗AQ with
unitary matrices P and Q is employed.
In this paper we consider such decompositions for a family of matrices, which we call the simulta-
neous singular value decomposition. We distinguish two cases, decompositions overR and overC:
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Problem [R]: Given a set ofm× n real matrices A1, . . . , AN , find anm×m orthogonal matrix P and
an n× n orthogonal matrix Q such that PA1Q , . . . , PANQ are in a common block-diagonal form.
Problem [C]: Given a set of m × n complex matrices A1, . . . , AN , find an m × m unitary matrix P
and an n × n unitary matrix Q such that P∗A1Q , . . . , P∗ANQ are in a common block-diagonal form.
Naturally we are interested in a “finest" decomposition having diagonal blocks that cannot be decom-
posed further into smaller blocks.
Obviously, the special case with N = 1, where a single matrix is given, reduces to the ordinary
singular value decomposition. In this special casewe obtain a (genuine) diagonalmatrix, whichmeans
that a family of orthogonal one-dimensional subspaces are identified as special directions of impor-
tance, and the singular vectors are the bases for these subspaces. For multiple matrices, we cannot
hope for simultaneous diagonalization but we look for a common block-diagonal form, where the di-
agonal blocks are possibly rectangularmatrices. Thismeans thatwe are to identify a family ofmutually
orthogonal subspaces characteristic to the given family of matrices. It may be said that the diagonal
blocks in our decomposition are higher dimensional extensions of singular values, which are scalars
(or 1 × 1 matrices).
This paper shows,with the theory of∗-algebra andbimodule, that a finest block-diagonal decompo-
sition exists and is uniquely determined. We call this the simultaneous singular value decomposition
of the given family of matrices. Moreover, structure theorems will be established in both cases (see
Theorems 2 and 7). As an immediate corollary of the structure theorems we obtain a necessary and
sufficient condition for the simultaneous diagonalization under the transformation PAiQ or P∗AiQ
(see Corollaries 5 and 9).
Our constructionof simultaneous SVD is a natural extensionof thewell-known fact that the SVDof a
single (real)matrix A can be constructed from the eigenvalue decompositions of AA and AA. In place
of the eigenvalue decompositions of AA and AA, we use the Wedderburn-type canonical decom-
positions of the ∗-algebra generated by AiAj (i, j = 1, . . . ,N) and the ∗-algebra generated by Ai Aj
(i, j = 1, . . . ,N). Then using the theoretical framework of bimodule we can derive the desired simul-
taneous SVD. In the structure theorems for simultaneous SVD there is a substantial difference between
R andC, which stems from the difference in the structure theorems ofmatrix ∗-algebra overR andC.
An algorithm is proposed for finding the simultaneous SVD. This is built upon recent algorithms
of Murota–Kanno–Kojima–Kojima [1] and Maehara–Murota [2–4] for simultaneous block-
diagonalization of square matrices, i.e., for finding, given a set of square matrices B1, . . . , BN , an or-
thogonal (or unitary) matrix P such that P∗B1P, . . . , P∗BNP are in a common block-diagonal form.
In the literature of semidefinite programming, group representation theory and matrix ∗-algebra
have been attracting research interest as effective tools for exploiting algebraic structures due to sym-
metry, sparsity, etc. [1,5–10]. Typically, we are given a family of symmetric (or Hermitian) matrices
B1, . . . , BN such that each B = Bi is endowed with invariance to a finite group G in the sense of
T(g)∗BT(g) = B (g ∈ G) with respect to an orthogonal (or unitary) representation T . Then the
problem is to find an orthogonal (or unitary) matrix P such that P∗B1P, . . . , P∗BNP are in the same
block-diagonal form. In contrast, the simultaneous SVD of the present paper corresponds to equivari-
ance in the sense of S(g)∗AT(g) = A (g ∈ G) with respect to orthogonal (or unitary) representations
S and T . A standard result in group representation theory affords a canonical decomposition for such
matrices. Our contribution is to generalize this by means of bimodule, and also to give an algorithm
for the decomposition.
The structure theorems of ∗-algebras form the foundation of the decomposition method for semi-
definite programs. It is hoped that the structure theorems established in this paper trigger a new
direction in some area of optimization or data science.
2. Structure theorem for simultaneous SVD overC
Problem [C] is considered in this section. As a preliminary the structure theorem of matrix
∗-algebras is described in Section 2.1 and the simultaneous SVD is constructed in Section 2.2.
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2.1. Matrix ∗-algebra overC
WedenotebyMm,n = Mm,n(C) the set ofm×n complexmatrices, andputMn = Mn,n. A subset T
ofMn is said tobea∗-subalgebra (or amatrix∗-algebra) overC if In ∈ T and [A, B ∈ T ;α, β ∈ C ⇒
αA+βB, AB, A∗ ∈ T ]. We say that a matrix ∗-algebra T is simple if T has no ideal other than {O} and
T itself, where an ideal of T means a submodule I of T such that [A ∈ T , B ∈ I ⇒ AB, BA ∈ I].
A linear subspace W of Cn is said to be invariant with respect to T , or T -invariant, if AW ⊆ W for
every A ∈ T . We say that T is irreducible if no T -invariant subspace other than {0} and Cn exists.
Two ∗-algebras T1 and T2 are said to be isomorphic if there exists a ∗-isomorphism (i.e., a bijection
preserving sum, product, conjugate, and scalar product) between T1 and T2. Note that two isomorphic∗-algebras are considered “equal” in the theory of ∗-algebra.
The following is a standard result in ∗-algebra (e.g. [11, Chapter X]). Note that for amatrix ∗-algebra
T and a unitarymatrix P, the set P∗T P = {P∗AP : A ∈ T } is anothermatrix ∗-algebra isomorphic to T .
Theorem 1. Let T be a ∗-subalgebra ofMn(C).
(A) There exist a unitarymatrix Q and simple ∗-subalgebras Tj ofMnˆj(C) for some nˆj (j = 1, 2, . . . , )
such that Q∗T Q = {diag(S1, S2, . . . , S) : Sj ∈ Tj (j = 1, 2, . . . , )}.
(B) If T is simple, there exist a unitary matrix P and an irreducible ∗-subalgebra T ′ ofMn¯(C) for some
n¯ such that P∗T P = {diag(B, B, . . . , B) : B ∈ T ′}.
(C) If T is irreducible, T = Mn(C).
2.2. Construction of simultaneous SVD overC
For ∗-algebras TL (⊆ Mm(C)) and TR (⊆ Mn(C)) we call a submodule A ofMm,n(C) a matrix
(TL, TR)-bimodule overC if [A ∈ A, L ∈ TL, R ∈ TR ⇒ LAR ∈ A].
Given a family ofm × n complex matrices A1, . . . , AN we consider three algebraic structures:
(i) Matrix ∗-algebra TL generated by AiA∗j (i, j = 1, . . . ,N).
(ii) Matrix ∗-algebra TR generated by A∗i Aj (i, j = 1, . . . ,N).
(iii) Matrix (TL, TR)-bimodule A generated by A1, . . . , AN .
Note that TL and TR are determined by A; that is, TL and TR are ∗-algebras generated, respectively, by
AA∗ and A∗A. It is mentioned that if Ai = O (i = 1, . . . ,N), we have A = {O}, and then both TL
and TR are ∗-algebras generated by zero matrices, which means that TL = CIm and TR = CIn, since
a ∗-algebra (in our present definition) always contains the identity matrix. Such a degenerate case
needs to be included as it may possibly occur as a result of our decomposition.
The fundamental fact underlying our approach is that decomposing the given matrices A1, . . . , AN
by means of a transformation of the form P∗AiQ is equivalent to decomposing every element A of A
by P∗AQ . Accordingly we assume that we are given a matrix (TL, TR)-bimodule A (⊆ Mm,n(C)) such
that TL and TR are ∗-algebras generated, respectively, byAA∗ andA∗A. Note that no reference is made
to the generators A1, . . . , AN in this setting.
The following theorem shows that the simultaneous SVD, i.e., the finest decomposition under
P∗A1Q , . . . , P∗ANQ can be constructed from the decompositions of ∗-algebras AA∗ and A∗A in the
sense of Theorem 1. Note that this construction generalizes the construction of the SVD of a single
matrix A through the eigenvalue decompositions of AA∗ and A∗A.
Theorem 2. Let A ⊆ Mm,n(C), A 	= {O}, be a matrix (TL, TR)-bimodule overC such that TL and TR are∗-algebras generated, respectively, by AA∗ and A∗A.
(A) There exist unitary matrices P and Q and a natural number  such that
P∗TLP = TL1 ⊕ · · · ⊕ TL, P∗AQ = A1 ⊕ · · · ⊕ A, Q∗TRQ = TR1 ⊕ · · · ⊕ TR.
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Here eachAj is a matrix (TLj, TRj)-bimodule, and TLj and TRj are simple matrix ∗-algebras generated
by AjA∗j and A∗j Aj , respectively.
(B) If TL and TR are simple, there exist unitary matrices P and Q and a natural number μ such that
P∗TLP = Iμ ⊗ T ′L , P∗AQ = Iμ ⊗ A′, Q∗TRQ = Iμ ⊗ T ′R .
Here A′ is a matrix (T ′L , T ′R)-bimodule, and T ′L and T ′R are irreducible matrix ∗-algebras generated
by A′A′∗ and A′∗A′, respectively.
(C) If TL and TR are irreducible, there exist unitary matrices P and Q such that
P∗TLP = Mm(C), P∗AQ = Mm,n(C), Q∗TRQ = Mn(C).
Proof. See Section 4. 
Corollary 3. A finest block-diagonal decomposition over C of given complex matrices A1, . . . , AN exists
and its form is uniquely determined, i.e., the number and the sizes of the blocks are uniquely determined.
Proof. Take anyminimal block-diagonalization of givenmatrices, bywhichwemean a decomposition
with diagonal blocks that cannot be decomposed further. Then, by Theorem 2, the ∗-algebras TL and
TR generated, respectively, by AiA∗j (i, j = 1, . . . ,N) and by A∗i Aj (i, j = 1, . . . ,N), are decomposed
accordingly intominimal components, and the number and the sizes of the blocks in these decomposi-
tions correspond to those in the block-diagonal decomposition of A1, . . . , AN . Finally we note that, by
the theory of matrix ∗-algebras, the number and the sizes of the blocks in the minimal decomposition
of ∗-algebra are uniquely determined. This proves the corollary. 
Example 4. We illustrate the simultaneous SVD by way of a simple example of two 4 × 8 matrices
A1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 −1 −1 −1 −3 3 3 3
1 −1 1 1 13 −13 −7 −7
3 −3 −3 −3 −1 1 1 1
−13 13 7 7 −1 1 −1 −1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
9 −9 5 5 3 −3 1 1
1 −1 −3 −3 15 −15 −19 −19
−3 3 −1 −1 −9 9 −5 −5
−15 15 19 19 −1 1 3 3
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Although the theorem is stated for complex matrices, we have chosen real matrices for the sake of
presentation and treat them as complex matrices. We have
P∗A1Q = 2
√
2 ×
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 2 2 0 0 0 0
3 3 4 4 0 0 0 0
0 0 0 0 1 1 3 3
0 0 0 0 2 2 4 4
⎤
⎥⎥⎥⎥⎥⎥⎦
,
P∗A2Q = 2
√
2 ×
⎡
⎢⎢⎢⎢⎢⎢⎣
5 2 5 2 0 0 0 0
3 5 3 5 0 0 0 0
0 0 0 0 4 7 4 7
0 0 0 0 7 1 7 1
⎤
⎥⎥⎥⎥⎥⎥⎦
with suitable unitary matrices P and Q . We have  = 2, μ = 1 in Theorem 2, and accordingly both
P∗A1Q and P∗A2Q belong toM2,4(C) ⊕M2,4(C).
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As an immediate corollary we obtain a necessary and sufficient condition for complex matrices
A1, . . . , AN to have the same set of singular vectors in the conventional sense. This means that the
diagonal forms in the SVD of A1, . . . , AN can be obtained through a single pair of unitary matrices P
and Q valid for all the matrices A1, . . . , AN .
Corollary 5. For complex matrices A1, . . . , AN, there exist unitary matrices P and Q such that P
∗AiQ
(i = 1, . . . ,N) are diagonal if and only if AiA∗j (i, j = 1, . . . ,N) are all normal and commute with each
other, and A∗i Aj (i, j = 1, . . . ,N) are all normal and commute with each other.
Proof. Thematrices A1, . . . , AN can be transformed into a diagonal form if and only if the bimoduleA
generated by those matrices can be transformed into a diagonal form (i.e., decomposed into 1 × 1 bi-
modules). By the structure theorem (Theorem 2), the latter is equivalent to the condition that both TL
and TR, the ∗-algebras generated, respectively, by A∗i Aj (i, j = 1, . . . ,N) and by AiA∗j (i, j = 1, . . . ,N),
can be transformed into a diagonal form (i.e., decomposed into 1 × 1 ∗-subalgebras). According to the
theory of ∗-algebra, TL can be transformed into a diagonal form if and only if the set of square matri-
ces A∗i Aj (i, j=1, . . . ,N) can be transformed simultaneously into a diagonal form, whereas a standard
result of linear algebra says that a set of square matrices can be transformed simultaneously into a di-
agonal form if and only if they are all normal and pairwise commute. Similarly for TR. This proves the
corollary. 
3. Structure theorem for simultaneous SVD overR
Problem [R] is considered in this section. The structure theorem of ∗-algebras is modified forR in
Section 3.1 and the simultaneous SVD overR is constructed in Section 3.2.
3.1. Matrix ∗-algebra overR
Matrix ∗-algebra overR and the associated concepts such as irreducibility are defined similarly as
in §2.1, where “unitary” is replaced by “orthogonal.” The structure theorem, however, needs a revision
for irreducible components, as stated in Theorem 6 below (see, e.g. [9,1]).
LetHdenote thequaternionfield, i.e.,H = {a+ιb+jc+kd : a, b, c, d ∈ R}with themultiplication
defined as: ι = jk = −kj , j = kι = −ιk, k = ιj = −j ι, ι2 = j 2 = k2 = −1. We regard C as a
subset ofH by identifying ι with the imaginary unit inC.
We define three types of matrices: the set of m × n real matrices Mm,n = Mm,n(R), the real
representation of complex matrices Cm,n ⊂ M2m,2n(R) defined by
Cm,n =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎣
C(z11) · · · C(z1n)
...
. . .
...
C(zm1) · · · C(zmn)
⎤
⎥⎥⎥⎥⎦
: z11, z12, . . . , zmn ∈ C
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
with
C(a + ιb) =
⎡
⎣ a −b
b a
⎤
⎦ ,
and the real representation of quaternion matricesHm,n ⊂ M4m,4n(R) defined by
Hm,n =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎣
H(h11) · · · H(h1n)
...
. . .
...
H(hm1) · · · H(hmn)
⎤
⎥⎥⎥⎥⎦
: h11, h12, . . . , hmn ∈ H
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
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with
H(a + ιb + jc + kd) =
⎡
⎢⎢⎢⎢⎢⎢⎣
a −b −c −d
b a −d c
c d a −b
d −c b a
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We putMn = Mn,n, Cn = Cn,n,Hn = Hn,n for notational simplicity.
Theorem 6. Let T be a ∗-subalgebra ofMn = Mn(R).
(A) There exist an orthogonal matrix Q and simple ∗-subalgebras Tj of Mnˆj(R) for some nˆj (j =
1, 2, . . . , ) such that QT Q = {diag(S1, S2, . . . , S) : Sj ∈ Tj (j = 1, 2, . . . , )}.
(B) If T is simple, there exist an orthogonal matrix P and an irreducible ∗-subalgebra T ′ ofMn¯(R) for
some n¯ such that PT P = {diag(B, B, . . . , B) : B ∈ T ′}.
(C) If T is irreducible, there exists an orthogonal matrix P such that PT P = Mn, Cn/2 orHn/4.
3.2. Construction of simultaneous SVD overR
The simultaneous SVD over R can be constructed in parallel with the case over C. The result,
however, has a significant difference due to the difference between the statements in (C) of Theorems
1 and 6.
For ∗-algebras TL (⊆ Mm(R)) and TR (⊆ Mn(R)) we call a submodule A ofMm,n(R) a matrix
(TL, TR)-bimodule overR if [A ∈ A, L ∈ TL, R ∈ TR ⇒ LAR ∈ A].
Given a family ofm × n real matrices A1, . . . , AN we consider three algebraic structures:
(i) Matrix ∗-algebra TL generated by AiAj (i, j = 1, . . . ,N).
(ii) Matrix ∗-algebra TR generated by Ai Aj (i, j = 1, . . . ,N).
(iii) Matrix (TL, TR)-bimodule A generated by A1, . . . , AN .
Note that TL and TR are determined from A as the ∗-algebras generated, respectively, by AA and
AA. If Ai = O (i = 1, . . . ,N), we have A = {O}, and then TL = RIm and TR = RIn.
The fundamental fact is, again, that decomposing the given matrices A1, . . . , AN by means of a
transformation of the form PAiQ is equivalent to decomposing every element A of A by PAQ .
Accordingly we assume that we are given a matrix (TL, TR)-bimodule A (⊆ Mm,n(R)) such that
TL and TR are ∗-algebras generated, respectively, by AA and AA.
The following theorem shows that the simultaneous SVD, i.e., the finest decomposition under
PA1Q , . . . , PANQ can be constructed from the decompositions of ∗-algebras AA and AA as
given in Theorem 6. Note that this construction generalizes the construction of the SVD of a single
matrix A through the eigenvalue decompositions of AA and AA.
Theorem 7. Let A ⊆ Mm,n(R), A 	= {O}, be a matrix (TL, TR)-bimodule overR such that TL and TR are
∗-algebras generated, respectively, by AA and AA.
(A) There exist orthogonal matrices P and Q and a natural number  such that
PTLP = TL1 ⊕ · · · ⊕ TL, PAQ = A1 ⊕ · · · ⊕ A, QTRQ = TR1 ⊕ · · · ⊕ TR.
Here eachAj is a matrix (TLj, TRj)-bimodule, and TLj and TRj are simple matrix ∗-algebras generated
by AjAj and Aj Aj , respectively.
(B) If TL and TR are simple, there exist orthogonal matrices P and Q and a natural number μ such that
PTLP = Iμ ⊗ T ′L , PAQ = Iμ ⊗ A′, QTRQ = Iμ ⊗ T ′R .
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Here A′ is a matrix (T ′L , T ′R)-bimodule, and T ′L and T ′R are irreducible matrix ∗-algebras generated
by A′A′ and A′A′, respectively.
(C) If TL and TR are irreducible, there exist orthogonal matrices P and Q such that
PTLP = Dmˆ, PAQ = Dmˆ,nˆ, QTRQ = Dnˆ.
Here D = M, C, or H, and (mˆ, nˆ) = (m, n) if D = M; (mˆ, nˆ) = (m/2, n/2) if D = C; and
(mˆ, nˆ) = (m/4, n/4) if D = H.
Proof. The proof is given in Section 4. 
Corollary 8. A finest block-diagonal decomposition over R of given real matrices A1, . . . , AN exists and
its form is uniquely determined, i.e., the number and the sizes of the blocks are uniquely determined.
Proof. The proof is similar to that for Corollary 3. 
As an immediate corollary we obtain a necessary and sufficient condition for real matrices
A1, . . . , AN to have the same set of singular vectors in the conventional sense. Compare this with
itsC-version given in Corollary 5, where commutativity is explicitly required.
Corollary 9. For real matrices A1, . . . , AN, there exist orthogonal matrices P and Q such that P
AiQ
(i = 1, . . . ,N) are diagonal if and only if AiAj , Ai Aj (i, j = 1, . . . ,N) are symmetric matrices.
Proof. Just as in theproof of Corollary 5 forC, realmatricesA1, . . . , AN are transformed into adiagonal
form if and only if each of the two sets of matrices AiA

j (i, j = 1, . . . ,N) and Ai Aj (i, j = 1, . . . ,N)
are transformed into a diagonal form, whereas a set of real square matrices can be transformed si-
multaneously into a diagonal form if and only if they are all symmetric and pairwise commute. Here
we note a further property of real matrices, which is not true for complex matrices. In the case of R,
symmetricity implies commutativity, as follows.When AiA

j is symmetric by the assumption, we have
AiA

j = (AiAj ) = AjAi . Similarly,wehaveAi Aj = Aj Ai. Using these relations repeatedly,weobtain
(AiA

j )(AkA

l ) = AiAk AjAl = AkAi AlAj = (AkAl )(AiAj )
and
(Ai Aj)(Ak Al) = Ai AkAj Al = Ak AiAl Aj = (Ak Al)(Ai Aj). 
Example 10. Herewe show an example to demonstrate the difference of irreducible components over
R andC. Consider two 2 × 4 matrices
Aj =
⎡
⎣ αj −βj γj −δj
βj αj δj γj
⎤
⎦ (j = 1, 2),
where αj, βj, γj, δj (j = 1, 2) are algebraically independent real numbers. The two matrices are
irreducible overR, but they can be decomposed into two 1 × 2 blocks overC. Indeed, we have
P∗Aj
⎡
⎣ P O
O P
⎤
⎦ S =
⎡
⎣ α + ιβ γ + ιδ 0 0
0 0 α − ιβ γ − ιδ
⎤
⎦ (j = 1, 2)
for
P = 1√
2
⎡
⎣ 1 1
−ι ι
⎤
⎦ , S =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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4. Proof of the structure theorems
In this section, we will prove the structure theorems (Theorems 2 and 7). We prove Theorem 7 for
R only since the proof of Theorem 2 forC is similar and easier.
We first prove the following lemma, which shows the relation between the block-diagonalization
ofA and the block-diagonalizations of TL and TR. This is an extension of the fact that the ordinary SVD
of a matrix A can be constructed from the eigenvalue decompositions of AA and AA.
Lemma 11. The following are equivalent:
(1) A does not have a nontrivial block-diagonalization.
(2) Both TL and TR are irreducible.
Proof. If A has a nontrivial block-diagonalization, at least one of TL or TR has also a nontrivial block-
diagonalization. Suppose, for example, that A can be decomposed as
PAQ =
⎡
⎣ A1 O
O A2
⎤
⎦ (A ∈ A).
Then, sinceTL is generatedbyAA, thegeneratorsofTL arewrittenasAA′ (A, A′ ∈ A),wherebothPAQ
and PA′Q are decomposed as above. Hence we have
P(AA′)P =
⎡
⎣ A1A
′
1 O
O A2A
′
2
⎤
⎦ .
This implies that TL has a nontrivial block-diagonalization.
To prove the converse, we may assume that TR is reducible; otherwise we transpose all matrices.
In this case, TR has a nontrivial invariant subspace W ⊂ Rn. Let U = span(AW) ⊆ Rm. We take an
orthogonal basis forW ,W⊥ and U, U⊥. Then we claim that for all A ∈ A, we have
PAQ =
← W → ← W⊥ →
↑
U A1 O
↓
↑
U⊥ O A2
↓
where P is an orthogonal basis transformation for U and U⊥, and Q is an orthogonal basis transfor-
mation forW andW⊥. (Note that if U = {0} or U⊥ = {0}, the corresponding part disappears but we
still say that such decomposition is nontrivial.) Because of the definition of U, the lower-left part is
clearly zero. To prove that the upper-right part is zero, it is sufficient to check uAv = 0 for all v ∈ W⊥
and u ∈ U. By the definition of U, we have u = ∑j Bjwj for some Bj ∈ A and wj ∈ W . Therefore
uAv = ∑j wj Bj Av. Since ABj ∈ TR, we have ABjwj ∈ W . Therefore uAv = 0. 
Structure theorem (A). There exist orthogonal matrices P and Q and a natural number  such that
PTLP = TL1 ⊕ · · · ⊕ TL, PAQ = A1 ⊕ · · · ⊕ A, QTRQ = TR1 ⊕ · · · ⊕ TR.
Here each Aj is a matrix (TLj, TRj)-bimodule, and TLj and TRj are simple matrix ∗-algebras generated by
AjAj and Aj Aj , respectively.
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Proof. Takeanyminimalblock-diagonalizationofA, bywhichwemeanadecompositionwithdiagonal
blocks that cannot be decomposed further. Specifically, let A = ⊕i∈I A(i) be such a decomposition.
Then each A ∈ A is a block-diagonal matrix A = diag(A(i) | i ∈ I) with A(i) ∈ A(i). Then, by
Lemma 11, TL = AA and TR = AA are decomposed accordingly into irreducible components. Then
by collecting isomorphic irreducible components, i.e., by partitioning the index set I into equivalence
classes based on isomorphism, we obtain the decomposition in the above form, where  is equal to
the number of equivalent classes in I. 
Structure theorem (C). If TL and TR are irreducible, there exist orthogonal matrices P and Q such that
PTLP = Dmˆ, PAQ = Dmˆ,nˆ, QTRQ = Dnˆ.
Here D = M, C, or H, and (mˆ, nˆ) = (m, n) if D = M; (mˆ, nˆ) = (m/2, n/2) if D = C; and (mˆ, nˆ) =
(m/4, n/4) if D = H.
Proof. By the structure theorem for matrix ∗-algebras (Theorem 6), there exist orthogonal matrices P
and Q such that PTLP = Dmˆ and QTRQ = D′nˆ. Therefore we can assume, without loss of generality,
TL = Dmˆ and TR = D′nˆ.
Let d = 1, 2 or 4 for D = M, C or H respectively, and let d′ = 1, 2 or 4 for D′ = M, C or H
respectively. Put mˆ = m/d and nˆ = n/d′. We divide A ∈ A into mˆ × nˆ blocks of size d × d′, whose
(i, j) block is denoted A[i,j]. Similarly, we divide L ∈ TL into mˆ× mˆ blocks of size d× d and R ∈ TR into
nˆ × nˆ blocks of size d′ × d′.
Since TL = Dmˆ, it contains the matrix, say ELi, of which the ith diagonal block is Id and the other
blocks are Od. Similarly, TR has the matrix, say ERj , of which the jth diagonal block is Id′ and the other
blocks are Od′ . Therefore, for all A ∈ A, A has the matrix ELiAERj , of which the (i, j) block is A[i,j] and
the other blocks are Od,d′ . Noting that TL and TR contain block-wise permutation matrices, we see that
for all A, A′ ∈ A, A[i,j]A′[k,l] ∈ D and A[i,j]A′[k,l] ∈ D′.
Pick a nonzero matrix A ∈ A, and let A[i,j] be one of the nonzero blocks of A. Since A[i,j]A[i,j] ∈ D
and a symmetric matrix in D is necessarily a scalar matrix, we have A[i,j]A[i,j] = αId for some α > 0.
Similarly, we also have A[i,j]A[i,j] = α′Id′ for some α′ > 0. These imply that A[i,j] has full row rank and
full column rank. Therefore we have d = d′, and D = D′ in particular. Note also α = α′.
Next, we construct an orthogonal transformation from the nonzero matrix A ∈ A (chosen above).
Let P′ = diag(A[i,j], . . . , A[i,j])/√α, which is an orthogonalmatrix.We claim the following equalities:
P′TLP′ = Dmˆ, P′A = Dmˆ,nˆ.
The first equality is clear since TL = Dmˆ and P′ ∈ TL . The second equality can be shown as follows: For
all A′ ∈ A, the (k, l) block of P′A′ is A[i,j]A′[k,l]/
√
α, which is an element ofD. Therefore P′A′ ∈ Dmˆ,nˆ,
and hence P′A = Dmˆ,nˆ. 
Structure theorem (B). If TL and TR are simple, there exist orthogonal matrices P and Q and a natural
number μ such that
PTLP = Iμ ⊗ T ′L , PAQ = Iμ ⊗ A′, QTRQ = Iμ ⊗ T ′R .
HereA′ is amatrix (T ′L , T ′R)-bimodule, and T ′L and T ′R are irreduciblematrix∗-algebras generated byA′A′
and A′A′, respectively.
Proof. It turns out to be convenient to prove the above claim by showing
PTLP = T ′L ⊗ Iμ, PAQ = A′ ⊗ Iμ, QTRQ = T ′R ⊗ Iμ.
Note that T ′L ⊗ Iμ and Iμ ⊗ T ′L , for example, are connected by permutations of row and columns. The
proof goes in a similar way as the proof of structure theorem (C).
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By the structure theorem for matrix ∗-algebras (Theorem 6), there exist orthogonal matrices P and
Q such that PTLP = Dmˆ ⊗ Iμ and QTRQ = Dnˆ ⊗ Iμ′ . Therefore we can assume, without loss of
generality, TL = Dmˆ ⊗ Iμ and TR = Dnˆ ⊗ Iμ′ . Note that D is common in these equalities by structure
theorem (C).
Let d = 1, 2 or 4 for D = M, C orH respectively. Put mˆ = m/dμ and nˆ = n/dμ′. We divide A ∈ A
into mˆ× nˆ blocks of size dμ×dμ′, of which the (i, j) block is denoted A[i,j]. Similarly, we divide L ∈ TL
into mˆ × mˆ blocks of size dμ × dμ and R ∈ TR into nˆ × nˆ blocks of size dμ′ × dμ′.
Since TL = Dmˆ ⊗ Iμ, it contains the matrix, say ELi, of which the ith diagonal block is Idμ and the
other blocks are Odμ. Similarly, the TR has the matrix, say ERj , of which the jth diagonal block is Idμ′
and the other blocks are Odμ′ . Therefore, for all A ∈ A, A has the matrix ELiAERj , of which the (i, j)
block is A[i,j] and the other blocks are Odμ,dμ′ . Noting that TL and TR contain block-wise permutation
matrices, we see that for all A, A′ ∈ A, A[i,j]A′[k,l] ∈ D ⊗ Iμ and A[i,j]A′[k,l] ∈ D ⊗ Iμ′ .
Pick a nonzeromatrixA ∈ A, and letA[i,j] be one of the nonzero blocks ofA. SinceA[i,j]A[i,j] ∈ D⊗Iμ
and a symmetric matrix inD is necessarily a scalar matrix, we have A[i,j]A[i,j] = αIdμ for some α > 0.
Similarly, we also have A[i,j]A[i,j] = α′Idμ′ for some α′ > 0. These imply that A[i,j] has full row rank
and full column rank. Therefore we have μ = μ′. Note also α = α′.
Next, we construct an orthogonal transformation from the nonzero matrix A ∈ A (chosen above).
Let P′ = diag(A[i,j], . . . , A[i,j])/√α, which is an orthogonalmatrix.We claim the following equalities:
P′TLP′ = Dmˆ ⊗ Iμ, P′A = Dmˆ,nˆ ⊗ Iμ.
The first equality is clear since TL = Dmˆ⊗ Iμ and P′ ∈ TL . The second equality can be shown as follows:
For all A′ ∈ A, the (k, l) block of P′A′ is A[i,j]A′[k,l]/
√
α, which is an element of D ⊗ Iμ. Therefore
P′A′ ∈ Dmˆ,nˆ ⊗ Iμ, and hence P′A = Dmˆ,nˆ ⊗ Iμ. 
5. Algorithms
The proofs of the structure theorems (Theorems 2 and 7) for simultaneous SVD are constructive, so
that they can readily be turned into algorithms.
In this section, we describe an algorithm for Problem [R] only, whereas an algorithm for Prob-
lem [C] is similar and simpler, and hence omitted. The algorithm assumes subroutines for the de-
composition of ∗-algebras into simple and irreducible components. Such algorithms for ∗-algebras
are indeed available; see Murota–Kanno–Kojima–Kojima [1] and Maehara–Murota [2–4] as well as
Eberly–Giesbrecht [12].
Thedecomposition inPart (A) of Theorem7canbecarriedoutby the followingalgorithm.Recall that
TL is the ∗-algebra generated by AiAj (i, j = 1, . . . ,N) and TR is generated by Ai Aj (i, j = 1, . . . ,N).
Algorithm 12
Step 1: Find an orthogonal matrix P that decomposes the ∗-algebra TL into simple components
as in Theorem 6 (A). Also find an orthogonal matrix Q that decomposes the ∗-algebra TR
into simple components.
Step 2: Find permutationsΠL andΠR such thatΠL(P
AiQ)ΠR for i = 1, . . . ,N are in the same
block-diagonal form, say A¯i1 ⊕ · · · ⊕ A¯i.
For each k = 1, . . . , ,Ak , TLk and TRk are generated by A¯ik (i = 1, . . . ,N), A¯ikA¯jk (i, j = 1, . . . ,N),
and A¯ik A¯jk (i, j = 1, . . . ,N), respectively. The validity of this algorithm is guaranteed by the fact that
the orthogonal matrix denoted as “Q” in Theorem 6 (A) for ∗-algebras is unique up to a permutation
of simple components and transformations within simple components.
The decompositions in Parts (B) and (C) of Theorem 7 can be carried out by the following algorithm,
which should be applied to each Ak obtained in Part (A). To simplify notation we omit the subscript k
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and assume that A satisfies the premise in (B) that TL and TR are simple ∗-algebras with multiplicity
μ of irreducible components. We define d = 1, 2, or 4 according to whether D = M, C, orH in (C).
Algorithm 13
Step 1: Find an orthogonal matrix P that decomposes the ∗-algebra TL into irreducible com-
ponents as in Theorem 6 (B). Also find an orthogonal matrix Q that decomposes the
∗-algebra TR into irreducible components.
Step 2: Pick a nonzero matrix Ai from among the input matrices, and regard it as a dμ × dμ
block-matrix. Let B be one of the nonzero blocks of Ai, where B ism/(dμ) × n/(dμ) if Ai
ism × n.
Step 3: Set P′ = diag(B, B, . . . , B)/c, where c is a constant such that c2I = BB.
Step 4: Find permutations ΠL and ΠR such that ΠL(P
′Ai)ΠR for i = 1, . . . ,N are in the same
block-diagonal form.
The performance of this algorithm depends strongly on the performance of the subroutines. For
the decomposition of ∗-algebras into simple and irreducible components, the algorithm of Maehara–
Murota [3,4] is robust against numerical errors and hence suitable as the subroutine.
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