cusses the use of our load balancing algorithms. Finally, conclusions are presented ill Section 5.
Introduction
In parallel computing, it is important to map a program such that the total execution time is minimized. Experience with parallcl computing has shown that a 'good' mapping is a critical part of programming. Load balancing and reduction of communication are two important issues for achieving a good mapping. This mapping can be typically pcrformed statically or dynamically.
For most regular and synchronous problems, the mapping can be performed at the time of compilation. But there are also a large class of problems which are irregular in nature, the irregularity may not be known aiid can be derived only at run time. Many problems can be characterized as a discrete model of a physical system, and a set of values are to be calculated at every doiiiain point of the system [9]. The mapping of such problems eiitails mapping of regions of model domain to each processor. The computational work associated with each subdomain may change over a period of time and hcnce the load on each processor may become unbalanced. For many problems, the computations may be characterized as a series of phases; the output of each phase acts as an input for the next phase. Although the input may have uniform pattern, the output may be nonuniform.
There are many algorithms described in the literature for mapping irregular problems statically [3, 61.
Algorithms proposed in [4, 111 perform the load balancing at runtime. However, these algorithms shuffle data around in a fashion that locality between dat<a items is no longer maintained. For applications possessing some natural locality, shuffling of the data to balance the load will, in general, lead to a greater and irregular communication and may significantly reduce the advantages of having the load balance.
In this paper, we analyze some architectureindependent load balancing algorithms for irregular problems. A similar algorithm has been described in [7] for load balancing for fine grained hypercube machines. We show that if irregularity is such that the computation points are distributed with a certain class of distributions and the granularity (number of points per processor) is reasonably high, then the cost of this load balancing is nominal and reduces to a simple shift algorithm. Further the load balancing algorithm maintains locality which is one of the desirable features.
The rest of this paper is organized as follows. Section 2 describes several different versions of the load balancing algorithin. Section 3 presents average analyses of the load balancing algorithms. Section 4 dis-1 .
2.

.
4.
5.
Load Balancing Algorithm:
For processor 9 , 0 5 k 5 n -1 , parallel do passing approach for calculating the complexity of the communication. Our algorithms are developed using collective communication, which could utilize worm-
Max-L-Shi f t = Parallel-Max(Lshi f t k ) ; M a x -R S h i ft = P a r a l l e / -M a x ( R s h i f t k ) ;
hole or cut-through routing. The main results of our paper are not dependent on the above choice. We assume that a linear array can be efficiently embedded in the architecture. This is true for popular architectures like meshes, toruses, and hypercubes. The time to send a message of size S from any node to a neighbor node is assumed to be O(T + pS), where T represents the communication latency and 'p represents the inverse of the data transmission rate. For efficiency call Data-Movement(); Figure 1 : Load Balancing Algorithm number of useful elements in Pk, 0 5 k < n . w e assume that the data in each local array is sorted in order of locality.
The load balancing algorithm is given in Figure 1 . The following variables are used in the algorithm: 0 prefix sum Yk = ~f z t~j for L = l , . . . , n -1 , and YO = 0. 0 average number of useful elements W = X i . For ease of presentation, we assume that x is an integer. The algorithm can be easily modified when this is not satisfied. In the proposed load balancing algorithm (Figure  l ) , the time required for step 1 , 2 , and 4 is upper bounded by the time required for parallel prefix; step 3 can be completed in O(l), and we develop several algorithms for step 5 (due to space limitation, we only present one approach here, readers are referred to [SI for complete description). All algorithms assume that a linear array can be embedded in the given architecture.
Data Movement Algorithm
Assuming that Pk will left shift packets to Pi, where kmaxlk 5 i 5 kminlk; maxlk and minlk represent Pk's maximum and minimum left shift distance (> 0), respectively. These values can be calculated locally in O ( 1 ) time. We observe that Pk+l'S maximum left shift distance mQx!k+l must be less than or equal to minlk + 1. With this observation, we know that if Pk left shift packets to Pa and Pk+1 left shift packets to Pb, then a I b. So we conclude that there is no link conflict at any stage; assuming that shift is carried over on an embedded linear array. The same conclusion holds for the right shift operation.
The worst case time complexity of this algorithm (assuming that each node sends out a maximum of T packets to a maximum distance of I l l ) (Figure 2 ), is O(T.ll(~+cpS)); because each shift can be performed in O ( D ( r + pS)) amount of time.
Total Complexity
M a x -L -S h i f t (iZ'az-RShift) represents the
TIle cost of load balancing is to the cost of maximum distance of left (right) shift among all processors. computing a parallel prefix followed by the time required for data movement. The cost of Darallel ore-procedure Dataxovement (); rameters which typically affect the complexity of the
f o r 2. f o r i = maxlk downto minlk do
Perform a left shift of distance Max-L-Shift for in a store and forward fashion. Whenever Pk receives a packet, if the packet is targeted to it, then Pk accepts this packet and removes it from communication channel. Otherwise, Pk forwards this packet toward its destination. If a node does not have any packet to send, it sends a dummy packet.
i = maxrg downto rninrk do
Perform a right shift of distance M a x -R S h i f t for in a store and forward fashion. Whenever Pk receives a packet, if the packet is targeted to it, then P k accepts this packet and removes it from communication channel. Otherwise, Pk forwards this packet toward its destination. If a node does not have any packet to send, it sends a dummy packet. [lo]. We believe that many of the future architectures would have some hardware support for such a primitive. In such case it can be assumed that parallel prefix can be calculated in 0(1) time; such is the case for CM-5.
Up to now, we have only performed the worst case complexity analysis. The worst case cost of the above algorithms makes them prohibitive for load balanciiig for many problems. However, as we shall show in the next section, the cost will be small if the granularity (amount of data) per node is reasonably large and the irregularity follows some reasonable distribution.
Probabilistic Analysis
We assume that each node has number of elements which are given by a distribution with mean p and variance u2. We will derive results without any assuiiiption on the distribution and present specific results for normal distribution. Within the load balancing algorithm (Figure 1 ) there are two important pa-algorithm, Z : the maximum number of elements at any node. This will affect the maximum number of packets which are sent out by every node, and, D : the maximum amount of distance which has to be traversed by a packet sent out by any node.
In the following analysis we study properties of the above two parameters. Towards this goal we first state a general result.
Let Ul, + . , U, be independent and identically distributed random variables with mean 0, variance 1, distribution function F , and associated density function f . Let 2' = max{Ul,...,U,} . Then, for large n, the distribution of normalized 2' is given by the extreme-value-distribution [5]. More precisely, lim,,+m P(b,(Z'a , From the properties of the extreme value distribu-6B, 1 2 1 n n ' tion described above we can evaluate P --$ 5 x = = a for any t. Then x can be written in terms of a, x m = -+ *.
So, in general the a t h percentile of ( 2 -p ) / u would be given by x and, for n = 16, 64, they are 3.6 and 3.9, respectively. It also means that for 2 the a t h percentile would be p + u x , implying that (2p ) would have to go as much change as u t with probability (1a) . Consequently, probability that at least one processor will acquire a large number of elements is high even for small number of processors (if the variance is high).
In corr(V,,V,) = ,/=, IC < 1; (3) Vn = 0; (4) for IC = 1,. , n -1, distribution of v k is given by the normal distribution N ( 0 , y u 2 ) , if X's are normally distributed. These properties of Vk's show that more deviation from zero will occur in the middle. Since v k indicates amount of data movement from one processor to another, it would be useful to find probabilistic bounds on the random variable W which represents maximum change among all processors. hpproximate asymptotic distribution of W' is obtained by realizing that the stochastic process generated by V l l u f i , G I u f i , ... is a Brownian Bridge. In other words, if we define Wo((l) = % + (t -+)*, 0 < t 5 1. Then, as n + 00, the behav-
for s 5 t , and (iii) for all values of 1 the distribution of E ( W O ( t ) ) is Gaussian. Therefore, properties of this process can be used to obtain asymptotic distributions of interest. In particular, asymptotic distribution of 1%' ' is tlie same as the distribution of supo<t<l W o ( t ) and the latter satisfies
Therefore, for large n , P(W' 5 t) = 1e-2ra, 2 > 0.
In summary, P(W 5 t) x 1e-2(+a/uan), for 2 > 0, and the nth percentile of W is given by U @ ( -In(1-~) ) ' / 2 . Again using properties of the Brownian Uridge, we obtain the following distribution: as n -+ 00, [2] , if (1 -i) (xi + . * + ,yk) -(Xk+l 4-* * .+ Xn) and re-Let W' = 5 \ 4 7 = max{*,--.,*}.
--
Consequently, for large n, P(D* 5 z) NN 1 + Returning back to W', it is easy to show that
2~, P S =~( -l ) ' e --( ? i~~~/ n~' ) ,
for z > 0. 
G'
By the strong law of large numbers, it follows that X + p almost surely [12] , and by Slutsky's Thecrem [l] , asymptotic distributions of W* and D are 'essentially' the same as of W'lp and D'lp respectively. Consequently, for large values of n, the following approximations can be used: P(W* 5 z) = 1e-2sapa, t > 0. (By symmetry, the distribution for maximum left shift should be similar.)
These distributions can be used to obtain desired probability bounds on the magnitudes of amount of data items sent from one processor to another.
From above, we have P ( W * 2 z) = e-223fi3, z > 0 and P ( D 2 t) = e-*,
Now consider the expected time to complete step 5 of load balancing algorithm, using the data movement algorithm in Approach 1. Realizing that X < D p and using the property that it takes O ( D ( r + X p ) ) time to move X amount of data, we get
The cost of left shift is also the same. Hence total cost of load balancing = 2 . €.
The above gives the upper bound on tlie expected time for completion of our algorithm. In case p 2 ud-, we obscrve that Thus the probability of a shift of more than 1 unit in D is very low provided above property is satisfied by p . This result indicates that most of the data movement occur among neighbor processors.
Discussion
From tlie analysis in tlie previoiis section, the cost of performing the data movement is 0(2( 1+0.626A)~+
Thus for all distribution with p = O ( u f i ) , the effective time for data shifting on an average is O( X(T + VI&)). We have shown that binomial distribution satisfies the above properties [SI. Assuming that parallel prefix can be calculated reasonably efficiently (it can be calculated in O(T log n) for most architectures, and nearly constant time in architectures like CM-5), the cost of load balancing should make it practical for use for many applications. Further if r is negligible when compared to cpp and parallel prefix can be calculated in O(1) time, then the total cost is proportioned to O(Xcpp). Assuming that the cost of computation is at least proportional to number of elements in every local array, this result shows that the cost of load balancing should be no greater than the cost of computation. Typically load balancing needs to be performed after several iterations of computation. Our load balancing algorithms would add a small incremental cost, if the abovc assumptions are satisfied.
Conclusions
In this paper, we present a simple load balancing algorithm and its probabilistic analysis. We demonstrate that the cost of load balancing is O(X(T + cpp)) plus the cost of a parallel prefix. Our analysis indicate that in most practical cases the number of packets sent out by each processor is less than or equal to 2 (at most one on each side), and the size of these packets is al- [7] J. JSB and K.W. Ryu. Load balancing and routing on the hypercube and related networks. Technical Report UMIACS-TR-89-61, CS-TR-2264, University Maryland, June 1989.
[8] Kishan Mehrotra, Sanjay Ranka, and Jhy-Chun Wang. A probabilistic analysis of a locality maintaining load balancing algorithm. Technical Report SU-CIS-92, Syracuse University, May 1992.
[9] D.M. Nicol and Jr. P.F. Reynolds. Optimal dynamic remapping of data parallel computations, IEEE Trans. on Computers, 39(2) :206, February 1990 * most surely less than or equal to the average number of elements on every node.
Our algorithms are suitable for most commercial arcliitectures, which in most cases reduce the data move-
[lo] Sanjay Ranka and Sartaj Sahni. Hypercube Algorithms with Applications to Image Processing and P a t t e m Recognition. Springer-Verlag, 1990 . ment to neighbor processors' shift operations. Our algorithms also preserve the data locality between data items which is extremely important in reducing interprocessor communication. This paper provides load balancing only along one dimension. For many cases the data is distributed along two or more dimensions. We are currently analyzing a similar load balancing algorithms for two or more dimensions.
