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Abstract
In this paper, we consider the optimal proportional reinsurance strategy in a risk model with
multiple dependent classes of insurance business, which extends the work of Liang and Yuen (2014)
to the case with the reinsurance premium calculated under the expected value principle and to the
model with two or more classes of dependent risks. Under the criterion of maximizing the expected
exponential utility, closed-form expressions for the optimal strategies and value function are derived
not only for the compound Poisson risk model but also for the diffusion approximation risk model.
In particular, we find that the optimal reinsurance strategies under the expected value premium
principle are very different from those under the variance premium principle in the diffusion risk
model. The former depends not only on the safety loading, time and interest rate, but also on
the claim size distributions and the counting processes, while the latter depends only on the safety
loading, time and interest rate. Finally, numerical examples are presented to show the impact of
model parameters on the optimal strategies.
Keywords: Dependent risks; Hamilton-Jacobi-Bellman equation; Compound Poisson process;
Brownian motion; Exponential utility; Proportional reinsurance
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1 Introduction
In the actuarial literature, the problem of optimal reinsurance has been studied by many authors
in the past two decades. Among others, Browne (1995), Schmidli (2001, 2002), Promislow and
Young (2005), and Bai et al. (2013) derive optimal strategies that minimize ruin probability;
Kaluszka (2001, 2004) examine the optimal reinsurance problem under various mean-variance pre-
mium principles; Centeno (1986, 2002), Hald and Schmidli (2004), and Liang and Guo (2008) focus
on constructing optimal contracts that maximize the adjustment coefficient by the martingale ap-
proach; and Cai and Tan (2007), Bernard and Tian (2009), Chi and Meng (2014), and Cheung et
al. (2014) investigate the optimal problem by adopting the criteria of minimizing tail risk measures
such as value at risk and conditional tail expectation. In this paper, we study the optimal reinsur-
ance problem with the objective that maximizes the expected utility of terminal wealth, which is
a popular criterion for various optimization problems in finance and modern risk theory. See, for
example, Irgens and Paulsen (2004), Yang and Zhang (2005), Liang et al. (2011), Liang and Yuen
(2014), and references therein.
Suppose that an insurance company that has a portfolio of m ≥ 2 dependent classes of insurance
business such as auto insurance, casualty insurance, health insurance, life insurance, and so on. For
the lth (l = 1, 2, ...,m) class of business, let X
(l)
i (i = 1, 2, . . .) be the claim size random variables
following a common distribution Fl(x) with Fl(x) = 0 for x ≤ 0 and 0 < Fl(x) < 1 for x > 0. Their
means are denoted by µl = E(X
(l)). For each l, it is assumed that the moment generating function
Ml(r) = E(e
rX(l)) exists. Then, the aggregate claims process for the lth class of risk is given by
Sl(t) =
N˜l(t)∑
i=1
X
(l)
i ,
where N˜l(t) is the claim number process for class l for l = 1, 2, ...,m. As usual, it is assumed that
{X(l)i ; l = 1, 2, ...,m, i = 1, 2, . . .} are independent claim size random variables, and that they are
independent of {N˜l(t); l = 1, 2, ...,m}.
In practice, the m classes of insurance business are usually dependent in some way. A typical
example is that an earthquake, hurricane or tsunami, often leads to various kinds of insurance
claims such as medical claims, death claims, household claims, etc. This example demonstrates a
practical scenario that a single event generates claims from different lines of insurance. To depict
such a dependence structure among several classes of business, the so-called common shock risk
model may be of some practical relevance. In this paper, we consider the risk model with common
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shock dependence in which the m claim number processes are correlated in the way that
N˜l(t) = Nl(t) +N(t), l = 1, 2, ...,m,
with Nl(t) and N(t) being m + 1 independent Poisson processes with intensities λ1, ..., λm and λ,
respectively. It is obvious that the dependence among the m classes of business is due to a common
shock governed by the counting process N(t). Therefore, the aggregate claims process generated
from m classes of business is given by
St =
m∑
l=1
Sl(t) =
m∑
l=1
Nl(t)+N(t)∑
i=1
X
(l)
i
 . (1.1)
For each class, we further assume that E(X(l)erX
(l)
) = M ′l (r) exists for 0 < r < ζ
(l), and that
limr→ζ(l) E(X
(l)erX
(l)
) =∞ for some 0 < ζ(l) ≤ +∞.
Although research on risk models with dependent risk is increasing rapidly in recent years (see,
for example, Wang (1998), Yuen et al. (2002, 2006), and the references therein), very few of these
contributions deal with the problem in relation to optimal reinsurance. In the single period model,
under the criterion of maximizing the expected utility of terminal wealth and that of maximizing
the adjustment coefficient, Centeno (2005) studies the optimal excess of loss retention limits for two
dependent classes of insurance risks. In the dynamic setting, Bai, Cai and Zhou (2013) also seek the
optimal excess of loss reinsurance to minimize the ruin probability for the diffusion approximation
risk model. Based on the aggregate claims process (1.1) with m = 2, Liang and Yuen (2014) adopt
the variance premium principle to study the optimal proportional reinsurance problem for both
the compound Poisson risk model and the diffusion approximation risk model. Interestingly, their
optimal results for the diffusion risk model show that the optimal reinsurance strategies of the
two classes are the same, and that the claim size distributions as well as the counting processes
have no effect on the optimal reinsurance strategy. These results motivate us to investigate the
same optimization problem for the risk model with two or more classes of dependent risks, and
the reinsurance premium is calculated according to the expected value principle, which is another
popular premium principle in practice.
Based on this model set-up, the main objective of this paper is to further study the optimal
reinsurance problem of Liang and Yuen (2014) by means of the expected value premium principle
instead of the variance premium principle. Both the model extension and the change in reinsurance
premium principle certainly make the problem more meaningful but also make it more difficult to
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tackle. Using the techniques of stochastic control theory and Hamilton-Jacobi-Bellman equation,
we are still able to obtain explicit expressions for the optimal reinsurance strategies and the value
function for both the compound Poisson case and the diffusion approximation case. In particular,
we find that the optimal reinsurance strategies under the expected value principle are very different
from those under variance principle in the diffusion approximation risk model. The former depends
not only on the safety loading, time and interest rate, but also on the claim sizes and the claim
number intensities, while the latter depends only on the safety loading, time and interest rate. It
should be pointed out that the optimal reinsurance strategies with m > 2 in the latter case still
have the same form (see Section 6 and Liang and Yuen (2014) for details). Furthermore, we show
that, with normal constraints on the control variables, the value function is still a classical solution
to the corresponding Hamilton-Jacobi-Bellman equation. From the numerical examples, we can see
that the optimal reinsurance strategies are more sensitive to the claim size distribution than to the
counting processes. Also, the numerical results show that the optimal reinsurance strategy of one
class of insurance risk is independent of the claim sizes of the other class when the claim sizes are
exponentially distributed.
The rest of the paper is organized as follows. In Section 2, we introduce the model of study
and give a rigorous mathematical formulation of the problem. In Sections 3 and 4, under the
expected value premium principle, we discuss the optimal reinsurance strategies for the compound
Poisson case as well as the diffusion approximation case, respectively. In Section 5, we present some
numerical examples which show the impact of some model parameters on the optimal strategies.
In Section 6, we extend the work of Liang and Yuen (2014) for the diffusion risk model to the case
with m > 2. Finally, we conclude the paper in Section 7.
2 Model and problem formulation
As usual, we define the surplus process
Rt = u+ ct− St,
where u is the amount of initial surplus, c is the rate of premium, and St is the aggregate claims
process given by (1.1).
It was shown in Yuen et al. (2002) or Wang and Yuen (2005) that St follows a compound Poisson
process with parameter λ˜ =
∑m
l=1 λl + λ, and that the common distribution of the transformed
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claim size random variable X ′ is given by
FX′(x) =
m∑
l=1
λl
λ˜
FX(l)(x) +
λ
λ˜
F∑m
l=1X
(l)(x).
Note that the compound Poisson process is a process with stationary and independent increment.
Let Bt be a standard Brownian motion. Then, the risk process
Sˆt =
(
m∑
l=1
al
)
t−
√√√√ m∑
l=1
σ2l +
∑
i 6=j
λµiµjBt
can be seen as a diffusion approximation to the compound Poisson process St (see Grandell (1991)
for details), where
al = (λl + λ)E(X
(l)), σ2l = (λl + λ)E((X
(l))2).
On the other hand, the Brownian motion with drift
Sˆl(t) = alt− σlBlt
can be seen as the diffusion approximation to compound Poisson process Sl(t), where Blt (l =
1, 2, ...,m) are standard Brownian motions with correlation coefficient ρij (i 6= j, i, j = 1, 2, . . . ,m).
Furthermore,
m∑
l=1
Sˆl(t) =
(
m∑
l=1
al
)
t−
m∑
l=1
σlBlt,
can be replaced by
m∑
l=1
Sˆl(t) =
(
m∑
l=1
al
)
t−
√√√√ m∑
l=1
σ2l +
∑
i 6=j
σiσjρijBt,
as the two forms have the same distributional properties. Hence, the sum
∑m
l=1 Sˆl(t) can also be
regarded as a diffusion approximation to the compound Poisson process St when
ρij =
λE(X(i))E(X(j))√
(λi + λ)E((X(i))2)(λj + λ)E((X(j))2)
=
λµiµj
σiσj
,
i.e., E[BitBjt] = ρijt (i 6= j, i, j = 1, 2, . . . ,m).
In this paper, we allow the insurance company to continuously cede a fraction of its claims with
the retention levels qlt ∈ [0, 1] for each risk X(l)i (l = 1, 2, ...,m), and the reinsurance premium rate
at time t is δ(qt) with qt = (q1t, q2t, ..., qmt). The company is also allowed to invest all its surplus
in a risk-free asset (bond or bank account) with interest rate r ≥ 0. Let {Rqt , t ≥ 0} denote the
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associated surplus process, i.e., Rqt is the surplus of the insurer at time t, if the reinsurance strategy
qt is adopted. This process then evolves as
dRqt = [rR
q
t + (c− δ(qt))]dt−
m∑
l=1
qltdSl(t). (2.1)
Replacing Sl(t) (l = 1, 2, ...,m) of (2.1) respectively by Sˆl(t) (l = 1, 2, ...,m) yield a new surplus
process
dRˆqt = [rRˆ
q
t + (c− δ(qt))−
m∑
l=1
qltal]dt+
m∑
l=1
qltσldBlt,
or equivalently,
dRˆqt = [rRˆ
q
t + (c− δ(qt))−
∑m
l=1 qltal]dt
+
√∑m
l=1 σ
2
l q
2
lt +
∑
i 6=j qitqjtλµiµjdBt.
(2.2)
Assume now that the insurer is interested in maximizing the expected utility of terminal wealth,
say at time T . The utility function is u(x), which satisfies u′ > 0 and u′′ < 0. Then, the objective
function is
Jq(t, x) = E[u(RqT )|Rqt = x], (2.3)
or
Jq(t, x) = E[u(RˆqT )|Rˆqt = x]. (2.4)
We shall discuss (2.3) and (2.4) separately, and hence the use of the same notation Jq(t, x) will not
cause any confusion. The corresponding value function is then given by
V (t, x) = sup
q
Jq(t, x). (2.5)
We further assume that the insurer has an exponential utility function
u(x) = −%
ν
e−νx,
where % > 0 and ν > 0. This utility has constant absolute risk aversion (CARA) parameter ν.
Such utility function plays an important role in insurance mathematics and actuarial practice, since
they are the only functions under which the principle of “ zero utility” gives a fair premium that
is independent of the level of reserves of an insurance company (see Gerber (1979)).
Let C1,2 denote the space of φ(t, x) such that φ and its partial derivatives φt, φx, φxx are
continuous on [0, T ]×R. To solve the above problem, we use the dynamic programming approach
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described in Fleming and Soner (2006). It follows from the standard arguments that if the value
function V ∈ C1,2, then V satisfies the following Hamilton-Jacobi-Bellman (HJB) equation
sup
q
AqV (t, x) = 0, (2.6)
for t < T , with the boundary condition
V (T, x) = u(x), (2.7)
where
AqV (t, x) = Vt + [rx+ c− δ(q)]Vx
+
∑m
l=1 λlE[V (t, x− qlX(l))− V (t, x)]
+λE[V (t, x−∑ml=1 qlX(l))− V (t, x)],
for the risk process (2.1), and
AqV (t, x) = Vt + [rx+ c− δ(q)−
∑m
l=1 qltal]Vx
+12(
∑m
l=1 σ
2
l q
2
lt +
∑
i 6=j qitqjtλµiµj)Vxx,
for the risk process (2.2).
Applying the methods of Fleming and Soner (2006) and Yang and Zhang (2005), we have the
following verification theorem:
Theorem 2.1. Let W ∈ C1,2 be a classical solution to (2.6) that satisfies (2.7). Then, the value
function V of (2.5) coincides with W . That is,
W (t, x) = V (t, x).
Furthermore, let q∗ be such that
Aq∗V (t, x) = 0
holds for all (t, x) ∈ [0, T )×R, then
q∗(t, R∗t ) = (q
∗
1(t, R
∗
t ), q
∗
2(t, R
∗
t ), ..., q
∗
m(t, R
∗
t ))
is the optimal strategy, where R∗t is the surplus process under the optimal strategy.
Remark 2.1. In this paper, continuous trading is allowed; all assets are infinitely divisible; the
process Rqt is well defined on a complete probability space (Ω,F , P ); the information at time t is
given by the complete filtration Ft generated by Rqt ; and the strategy qt is Ft-predictable.
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3 Optimal results for the compound Poisson risk model
In this section, we consider the optimization problem for the risk model (2.1). Throughout Sections
3 and 4, we assume that the reinsurance premium is calculated according to the expected value
principle. That is,
δ(q) =
m∑
l=1
(1 + ηl)(1− ql)al, (3.1)
where ηl(l = 1, 2, ...,m) are the reinsurer’s safety loading of the m classes of insurance business.
To solve the equation
supq{ Vt + [rx+ c− δ(q)]Vx +
∑m
l=1 λlE[V (t, x− qlX(l))− V (t, x)]
+λE[V (t, x−∑ml=1 qlX(l))− V (t, x)]} = 0,
with the boundary condition V (T, x) = u(x), we apply the method of Browne (1995) to fit a
solution of the form
V (t, x) = −%
ν
exp[−νxer(T−t) + h(T − t)], (3.2)
where h(·) is a suitable function such that (3.2) is a solution to (2.6). The boundary condition
V (T, x) = u(x) implies h(0) = 0.
From (3.2), we get
Vt = V (t, x)[νxre
r(T−t) − h′(T − t)],
Vx = V (t, x)[−νer(T−t)],
Vxx = V (t, x)[ν
2e2r(T−t)],
E[V (t, x− qlX(l))− V (t, x)] = V (t, x)[Ml(νqler(T−t))− 1],
E[V (t, x−∑ml=1 qlX(l))− V (t, x)]
= V (t, x)[
∏m
l=1Ml(νqle
r(T−t))− 1].
(3.3)
Then, using (2.6) and (3.3), we obtain
infq {−h′(T − t)− cνer(T−t) −
∑m
l=1 λl − λ+ δ(q)νer(T−t)
+
∑m
l=1 λlMl(νqle
r(T−t)) + λ
∏m
l=1Ml(νqle
r(T−t))} = 0,
(3.4)
for t < T . Let
f˜(q) = δ(q)νer(T−t) +
m∑
l=1
λlMl(νqle
r(T−t)) + λ
m∏
l=1
Ml(νqle
r(T−t)). (3.5)
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For any t ∈ [0, T ], we have
∂f˜(q)
∂ql
= (−(1 + ηl)al +M ′l (νqler(T−t))(λl + λ
∏
j 6=lMj(νqje
r(T−t)))) · νer(T−t),
∂2f˜(q)
∂q2l
= M ′′l (νqle
r(T−t))(λl + λ
∏
j 6=lMj(νqje
r(T−t))) · ν2e2r(T−t) > 0,
∂2f˜(q)
∂ql∂qk
= λM ′l (νqle
r(T−t))M ′k(νqke
r(T−t))
∏
j 6=l,kMj(νqje
r(T−t))) · ν2e2r(T−t),
for l 6= k, l, k = 1, 2, ...,m, where M ′′l (r) = E((X(l))2erX
(l)
).
Lemma 3.1. For l = 1, 2, . . . ,m, f˜(q) of (3.5) is a convex function with respect to ql.
Proof: To prove that f˜(q) is a convex function with respect to ql for each l, it is sufficient to
prove that the Hessian matrix of f˜(q) is positive definite.
Let
A¯ =

λ1M
′′
1 (·) 0 ... 0
0 λ2M
′′
2 (·) ... 0
...
...
. . .
...
0 0 ... λmM
′′
m(·)
 ,
and
B¯ =

M ′′1 (·)
M1(·)
M ′1(·)M ′2(·)
M1(·)M2(·) ...
M ′1(·)M ′m(·)
M1(·)Mm(·)
M ′2(·)M ′1(·)
M2(·)M1(·)
M ′′2 (·)
M2(·) ...
M ′2(·)M ′m(·)
M2(·)Mm(·)
...
...
. . .
...
M ′m(·)M ′1(·)
Mm(·)M1(·)
M ′m(·)M ′2(·)
Mm(·)M2(·) ...
M ′′m(·)
Mm(·)

.
Then, the Hessian matrix of f˜(q) can be written as
∂2f˜(q)
∂q21
∂2f˜(q)
∂q1∂q2
... ∂
2f˜(q)
∂q1∂qm
∂2f˜(q)
∂q2∂q1
∂2f˜(q)
∂q22
... ∂
2f˜(q)
∂q2∂qm
...
...
. . .
...
∂2f˜(q)
∂qm∂q1
∂2f˜(q)
∂qm∂q2
... ∂
2f˜(q)
∂q2m

= (A¯+ λ
m∏
j=1
Mj(·) · B¯) · ν2e2r(T−t).
It is clear that A¯ is a positive definite matrix. Moreover, for any C = (c1, c2, . . . , cm) ∈ Rn and
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C 6= 0, we have
C · B¯ · C ′ = ∑mi=1 c2i M ′′i (·)Mi(·) +∑i 6=k 2cick M ′i(·)M ′k(·)Mi(·)Mk(·)
=
∑m
i=1 c
2
i
M ′′i (·)Mi(·)
(Mi(·))2 +
∑
i 6=k 2cick
M ′i(·)
Mi(·) ·
M ′k(·)
Mk(·)
≥∑mi=1 c2i (M ′i(·)Mi(·) )2 +∑i 6=k 2cick M ′i(·)Mi(·) · M ′k(·)Mk(·)
= (
∑m
i=1 ci
M ′i(·)
Mi(·) )
2 > 0,
where C ′ is the transpose of C, and the first inequality follows from the Cauchy−Schwarz inequality.
Hence, B¯ is also a positive definite matrix. As a result, the Hessian matrix is positive definite. 2
It is easy to see that the minimizer (q1(T − t), q2(T − t), ..., qm(T − t)) of f˜(q) satisfies the
following equations
−(1 + ηl)al +M ′l (νqler(T−t))(λl + λ
∏
j 6=l
Mj(νqje
r(T−t))) = 0, l = 1, 2, ...,m. (3.6)
Moreover, we have
Lemma 3.2. For any t ∈ [0, T ], if both qˆ = (qˆ1, qˆ2, . . . , qˆm) and q˜ = (q˜1, q˜2, . . . , q˜m) are the
solutions to the equation (3.6), then qˆ = q˜.
Proof: Assume that qˆ 6= q˜. Let
f˜ ′(q) =
(
∂f˜(q)
∂q1
,
∂f˜(q)
∂q2
, . . . ,
∂f˜(q)
∂qm
)
,
and
f˜ ′′(q) =

∂2f˜(q)
∂q21
∂2f˜(q)
∂q1∂q2
... ∂
2f˜(q)
∂q1∂qm
∂2f˜(q)
∂q2∂q1
∂2f˜(q)
∂q22
... ∂
2f˜(q)
∂q2∂qm
...
...
. . .
...
∂2f˜(q)
∂qm∂q1
∂2f˜(q)
∂qm∂q2
... ∂
2f˜(q)
∂q2m

.
By Taylor’s Theorem in higher dimensions, we have
f˜(qˆ) = f˜(q˜) + f˜ ′(q˜) · (qˆ − q˜)′ + 12(qˆ − q˜) · f˜ ′′(q˜ + θ(qˆ − q˜)) · (qˆ − q˜)′
= f˜(q˜) + 12∆1,
where θ ∈ [0, 1], and
∆1 = (qˆ − q˜) · f˜ ′′(q˜ + θ(qˆ − q˜)) · (qˆ − q˜)′.
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From Lemma 3.1, we know that the Hessian matrix f ′′(q) is a positive definite matrix. Thus,
∆1 > 0 for any qˆ − q˜ 6= 0. This implies that
f˜(qˆ) = f˜(q˜) +
1
2
∆1 > f˜(q˜). (3.7)
Along the same lines, one can show that f˜(q˜) > f˜(qˆ), which is contrary to (3.7). 2
With the help of Lemma 3.2, and using the elementary fixed-point theorem (see for example,
Ortega and Rheinboldt (1970)), one can show the uniqueness and the existence of the solution to
the equation (3.6).
For m = 2, the equation (3.6) becomes
−(1 + η1)a1 +M ′1(n1)(λ1 + λM2(n2)) = 0,
−(1 + η2)a2 +M ′2(n2)(λ2 + λM1(n1)) = 0,
(3.8)
where n1 = νq1e
r(T−t) and n2 = νq2er(T−t). In addition, we have
Lemma 3.3. Let M−1i (M
′−1
i ) be the inverse function of Mi (M
′
i) for i = 1, 2. If the following
inequalities hold: 
M−12 (1 + η1 + η1 · λ1λ ) > M ′−12 ((1 + η2)µ2),
M−11 (1 + η2 + η2 · λ2λ ) > M ′−11 ((1 + η1)µ1),
or 
M−12 (1 + η1 + η1 · λ1λ ) < M ′−12 ((1 + η2)µ2),
M−11 (1 + η2 + η2 · λ2λ ) < M ′−11 ((1 + η1)µ1),
then the equation (3.8) has a unique positive root (n¯1, n¯2).
Proof: Let
H1(n1, n2) = −(1 + η1)a1 +M ′1(n1)(λ1 + λM2(n2)),
and
H2(n1, n2) = −(1 + η2)a2 +M ′2(n2)(λ2 + λM1(n1)).
Assume that the equation H1(n1, n2) = 0 implies n2 = f1(n1), and that H2(n1, n2) = 0 implies
n2 = f2(n1). Denote by f
−1
i the inverse function of fi for i = 1, 2. Differentiating both sides of the
equation H1(n1, n2) = 0 with respect to n1 yields
λf ′1(n1)M
′
2(n2)M
′
1(n1) + (λM2(n2) + λ1)M
′′
1 (n1) = 0,
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and thus
f ′1(n1) = −
(λM2(n2) + λ1)M
′′
1 (n1)
λM ′2(n2)M ′1(n1)
< 0.
Therefore, the function f1(n1) is a decreasing function with
f1(0) = M
−1
2 (1 + η1 + η1 · λ1λ ) > M−12 (1) = 0,
f−11 (0) = M
′−1
1 ((1 + η1)µ1) > M
′−1
1 (µ1) = 0.
By the same token, one can use H2(n1, n2) = 0 to obtain
f ′2(n1) = −
λM ′2(n2)M ′1(n1)
(λM1(n1) + λ2)M ′′2 (n2)
< 0,
and thus the function f2(n1) is also a decreasing function with
f2(0) = M
′−1
2 ((1 + η2)µ2) > M
′−1
2 (µ2) = 0,
f−12 (0) = M
−1
1 (1 + η2 + η2 · λ2λ ) > M−11 (1) = 0.
Therefore, if the following inequalities hold
f1(0) > f2(0),
f−11 (0) < f
−1
2 (0),
or 
f1(0) < f2(0),
f−11 (0) < f
−1
2 (0),
the functions f1(n1) and f2(n1) have at least one point of intersection at some n¯1 > 0. Then, it
follows from Lemma 3.2 that the equation (3.8) has a unique positive root. That is, the equation
(3.8) has a unique positive root (n¯1, n¯2) with n¯2 = f1(n¯1) = f2(n¯1). 2
From Lemma 3.3, we obtain
n¯1 = νq1(T − t)er(T−t), and n¯2 = νq2(T − t)er(T−t),
which in turn give 
q1(T − t) = n¯1ν e−r(T−t),
q2(T − t) = n¯2ν e−r(T−t).
(3.9)
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It is not difficult to see from (3.8) that n¯1 and n¯2 are constants depending on the safety loadings
η1 and η2, the claim size distributions as well as the counting processes.
Let
t1 = T − 1
r
ln
n¯1
ν
for ν < n¯1 < νe
rT ; t2 = T − 1
r
ln
n¯2
ν
for ν < n¯2 < νe
rT .
For n¯1 ≤ ν (n¯2 ≤ ν), we set t1 = T (t2 = T ); and for n¯1 ≥ νerT (n¯2 ≥ νerT ), we set t1 = 0 (t2 = 0).
To make sure that the retention level q1t, q2t ∈ [0, 1], we need to discuss the optimal values in the
following two cases: (1) n¯1 ≤ n¯2; and (2) n¯1 ≥ n¯2.
Case 1: In this case, we have t1 ≥ t2. When 0 ≤ t ≤ t2, we have (q∗1t, q∗1t) = (q1(T − t), q2(T − t)).
Denote the h function in (3.4) by h1. Substituting (q1(T − t), q2(T − t)) into (3.4), we get
h1(T − t) = h˜1(T − t) + C1, (3.10)
where
h˜1(T − t) = 1r [(1 + η1)a1 + (1 + η2)a2 − c]νer(T−t)
−(λ1 + λ2 + λ+ (1 + η1)a1n¯1 + (1 + η2)a2n¯2)(T − t)
+(λ1M1(n¯1) + λ2M2(n¯2) + λM1(n¯1)M2(n¯2))(T − t),
and C1 is a constant that will be determined later.
For t ≥ t2, q2(T − t) ≥ 1, and thus q∗2t = 1. Substituting q∗2t = 1 into (3.4), we get
infq1 {−h′(T − t)− cνer(T−t) − λl − λ2 − λ+ δ(q1)νer(T−t)
+λ2M2(νe
r(T−t)) +M1(νq1er(T−t))(λ1 + λM2(νer(T−t))} = 0,
(3.11)
for t < T , where δ(q1) = (1 + η1)(1− q1)a1. Therefore, the minimizer of the equation (3.11) is
qˆ1(T − t) = M ′−11
[
(1 + η1)a1
λ1 + λM2(νer(T−t))
]
· 1
ν
e−r(T−t). (3.12)
As M ′1(x) is an increasing function of x, it is not difficult to see that qˆ1(T − t) is an increasing
function of t.
Denote by t01 the solution to the equation qˆ1(T − t) = 1, and by h2 the h function in (3.4). For
t2 ≤ t ≤ t01, (q∗1t, q∗2t) = (qˆ1(T − t), 1). Substituting (qˆ1(T − t), 1) into (3.4), we get
h2(T − t) = h˜2(T − t) + C2, (3.13)
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where
h˜2(T − t) = 1r [(1 + η1)a1 − c]νer(T−t) − (λ1 + λ2 + λ)(T − t)−
∫ T−t
0 (1 + η1)a1qˆ1(s)νe
rsds
+
∫ T−t
0 λ2M2(νe
rs) +M1(qˆ1(s)νe
rs)(λ1 + λM2(νe
rs))ds,
and C2 is also a constant that will be determined later.
For t01 ≤ t ≤ T , (q∗1t, q∗2t) = (1, 1). Denote the h function in (3.4) by h3. Then, putting (1, 1)
into (3.4), we get
h3(T − t) = −1r cν(er(T−t) − 1)− (λ1 + λ2 + λ)(T − t)
+
∫ T−t
0 (λ1M1(νe
rs) + λ2M2(νe
rs)
+λM1(νe
rs)M2(νe
rs))ds.
(3.14)
Let
C1 = h2(T − t2)− h˜1(T − t2), and C2 = h3(T − t01)− h˜2(T − t01).
Then, we have 
h2(T − t2) = h˜1(T − t2) + C1 = h1(T − t2),
h3(T − t01) = h˜2(T − t01) + C2 = h2(T − t01).
2
Case 2: In this case, we have t1 ≤ t2. For 0 ≤ t ≤ t1, (q∗1t, q∗12) = (q1(T − t), q2(T − t)) from which
the h function in (3.4) can be written as
h4(T − t) = h˜1(T − t) + C4. (3.15)
For t ≥ t1, we have q1(T − t) ≥ 1, and thus q∗1t = 1. Then, similar to the derivation of (3.12),
we get the minimizer
qˆ2(T − t) = M ′−12
[
(1 + η2)a2
λ2 + λM1(νer(T−t)
]
· 1
ν
e−r(T−t), (3.16)
which is increasing function of t.
Denote by t02 the solution to the equation qˆ2(T − t) = 1, and by h5 the h function in (3.4). For
t1 ≤ t ≤ t02, (q∗1t, q∗1t) = (1, qˆ1(T − t)). It follows from (3.4) and (q∗1t, q∗1t) = (1, qˆ1(T − t)) that
h5(T − t) = h˜5(T − t) + C5, (3.17)
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where
h˜5(T − t) = 1r [(1 + η2)a2 − c]νer(T−t) − (λ1 + λ2 + λ)(T − t)−
∫ T−t
0 (1 + η2)a2qˆ2(s)νe
rsds
+
∫ T−t
0 λ1M1(νe
rs) +M2(qˆ2(s)νe
rs)(λ2 + λM1(νe
rs))ds.
For t02 ≤ t ≤ T , (q∗1t, q∗1t) = (1, 1), and the corresponding h function in (3.4) is h3 of (3.14).
Letting
C4 = h5(T − t1)− h˜1(T − t1), and C5 = h3(T − t02)− h˜5(T − t02),
yields 
h5(T − t1) = h˜1(T − t1) + C4 = h4(T − t1),
h3(T − t02) = h˜5(T − t02) + C5 = h5(T − t02).
2
The following theorem summarizes the above analysis.
Theorem 3.1. Let (n¯1, n¯2) be the unique positive root of the equation (3.6), and qˆ1(T−t), qˆ2(T−t)
and (q1(T − t), q2(T − t)) be given in (3.12), (3.16) and (3.9), respectively. Recall the functions
h1(T − t), h2(T − t), h3(T − t), h4(T − t) and h5(T − t) defined in (3.10), (3.13), (3.14), (3.15)
and (3.17), respectively. Then, we have
(i) If Case (1) holds, i.e., n¯1 ≤ n¯2, for any t ∈ [0, T ], the optimal reinsurance strategies q∗1t and
q∗2t under the model (2.1) are
(q∗1t, q
∗
2t) =

(q1(T − t), q2(T − t)), 0 ≤ t ≤ t2,
(qˆ1(T − t), 1), t2 ≤ t ≤ t01,
(1, 1), t01 ≤ t ≤ T,
and the value function V (t, x) is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h1(T − t)}, 0 ≤ t ≤ t2,
− %ν exp{−νxer(T−t) + h2(T − t)}, t2 ≤ t ≤ t01,
− %ν exp{−νxer(T−t) + h3(T − t)}, t01 ≤ t ≤ T ;
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(ii) If Case (2) holds, i.e., n¯1 ≥ n¯2, for any t ∈ [0, T ], the optimal reinsurance strategies under
the model (2.1) are
(q∗1t, q
∗
2t) =

(q1(T − t), q2(T − t)), 0 ≤ t ≤ t1,
(1, qˆ2(T − t)), t1 ≤ t ≤ t02,
(1, 1), t02 ≤ t ≤ T,
and the value function is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h4(T − t)}, 0 ≤ t ≤ t1,
− %ν exp{−νxer(T−t) + h5(T − t)}, t1 ≤ t ≤ t02,
− %ν exp{−νxer(T−t) + h3(T − t)}, t02 ≤ t ≤ T.
Remark 3.1. Since 
h1(T − t2) = h2(T − t2),
h2(T − t1) = h3(T − t1),
h4(T − t1) = h5(T − t1),
h5(T − t2) = h3(T − t2),
17
V (t, x) is a continuous function on [0, T ]×R. Furthermore,
h′1(T − t2) = −cn¯2 − (λ1 + λ2 + λ+ (1 + η1)a1(n¯1 − n¯2)
+λ1M1(n¯1) +M2(n¯2)(λ2 + λM1(n¯1))
= h′2(T − t2),
h′2(T − t01) = −cνer(T−t01) − (λ1 + λ2 + λ) + λ1M1(νer(T−t01))
+M2(νe
r(T−t01))(λ2 + λM1(νer(T−t01)))
= h′3(T − t01),
h′4(T − t1) = −cn¯1 − (λ1 + λ2 + λ+ (1 + η2)a2(n¯2 − n¯1)
+λ1M1(n¯1) +M2(n¯2)(λ2 + λM1(n¯1))
= h′5(T − t1),
h′5(T − t02) = −cνer(T−t02) − (λ1 + λ2 + λ) + λ2M2(νer(T−t02))
+M1(νe
r(T−t02))(λ1 + λM2(νer(T−t02)))
= h′3(T − t02).
Therefore, we have V (t, x) ∈ C1,2. That is, V (t, x) is a classical solution to the HJB equation (2.6).
Remark 3.2. From (3.9) or the numerical examples in Section 5, we can see that the optimal
reinsurance strategies in the compound Poisson risk model depend not only on the safety loading,
time and interest rate, but also on the claim size distributions and the counting processes. Such a
result is consistent with the one obtained under the variance principle (see Section 5 of Liang and
Yuen (2014)). However, for the diffusion risk model, the result obtained in the following section is
different from that obtained under the variance principle.
For m > 2, a note is given at the end of Section 4, i.e., Remark 4.3.
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4 Optimal results for the diffusion model
In this section, we discuss the optimization problem for the diffusion approximation risk model.
Under the expected value principle, the surplus process of the model (2.2) evolves as
dRˆqt = [rRˆ
q
t + (c− δ(qt))−
∑m
l=1 qltal]dt
+
√∑m
l=1 σ
2
l q
2
lt +
∑
i 6=j qitqjtλµiµjdBt,
and the HJB equation of this problem is
supq{ Vt + [rx+ c− δ(q)−
∑m
l=1 qlal]Vx
+12(
∑m
l=1 σ
2
l q
2
l +
∑
i 6=j qiqjλµiµj)Vxx} = 0,
(4.1)
for t < T , with the boundary condition V (T, x) = u(x). Again, we consider a solution with the
form of (3.2). After substituting (3.3) into (4.1) and some algebraic manipulation, the equation
(4.1) becomes
infq{ −h′(T − t)− [c− δ(q)−
∑m
l=1 qlal]νe
r(T−t)
+12(
∑m
l=1 σ
2
l q
2
l +
∑
i 6=j qiqjλµiµj)ν
2e2r(T−t)} = 0.
(4.2)
Let
g˜(q) = (δ(q) +
∑m
l=1 qlal)νe
r(T−t)
+12(
∑m
l=1 σ
2
l q
2
l +
∑
i 6=j qiqjλµiµj)ν
2e2r(T−t).
(4.3)
Then, for any t ∈ [0, T ], we have
∂g˜(q)
∂ql
= −ηlalνer(T−t) + (qlσ2l + λ
∑
i 6=l qiµlµi)ν
2e2r(T−t),
∂2g˜(q)
∂q2l
= σ2l ν
2e2r(T−t) > 0,
∂2g˜(q)
∂ql∂qk
= λµlµkν
2e2r(T−t) > 0,
for l 6= k, l, k = 1, 2, . . . ,m.
Lemma 4.1. For l = 1, 2, . . . ,m, g˜(q) of (4.3) is a convex function with respect to ql.
Proof: To prove the lemma, it is sufficient to prove the Hessian matrix of g˜(q) is positive definite.
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Define
A =

σ21 λµ1µ2 λµ1µ3 ... λµ1µm
λµ2µ1 σ
2
2 λµ2µ3 ... λµ2µm
λµ3µ1 λµ3µ2 σ
2
3 ... λµ3µm
...
...
...
. . .
...
λµmµ1 λµmµ2 λµmµ3 ... σ
2
m

.
For any C = (c1, c2, . . . , cm) ∈ Rn and C 6= 0, we have
C ·A · C ′ = ∑mi=1 c2iσ2i +∑i 6=k 2cickλµiµk
=
∑m
i=1 c
2
i (λi + λ)E(X
(i))2 +
∑
i 6=k 2cickλE(X
(i))E(X(k))
=
∑m
i=1 c
2
iλiE(X
(i))2 + λ{∑mi=1 c2iE(X(i))2 +∑i 6=k 2cickE(X(i))E(X(k))}
≥∑mi=1 c2iλiE(X(i))2 + λ{∑mi=1 c2i (E(X(i)))2 +∑i 6=k 2cickE(X(i))E(X(k))}
=
∑m
i=1 c
2
iλiE(X
(i))2 + λ(
∑m
i=1 ciE(X
(i)))2 > 0,
which implies that A is a positive definite matrix. Since the Hessian matrix in this case is given by
∂2g˜(q)
∂q21
∂2g˜(q)
∂q1∂q2
... ∂
2g˜(q)
∂q1∂qm
∂2g˜(q)
∂q2∂q1
∂2g˜(q)
∂q22
... ∂
2g˜(q)
∂q2∂qm
...
...
. . .
...
∂2g˜(q)
∂qm∂q1
∂2g˜(q)
∂qm∂q2
... ∂
2g˜(q)
∂q2m

= A · ν2e2r(T−t),
the Hessian matrix is also a positive definite matrix. 2
It is clear that the minimizer q¯(T − t) = (q¯1(T − t), q¯2(T − t), ..., q¯m(T − t)) of (4.2) satisfies the
following equations
−ηlalνer(T−t) + (qlσ2l + λ
∑
i 6=l
qiµlµi)ν
2e2r(T−t) = 0, l = 1, 2, ...,m.
Or equivalently,
Aq′ = B, (4.4)
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where
B =

η1a1
η2a2
η3a3
...
ηmam

1
ν
e−r(T−t).
Since the matrix A is a positive definite matrix which is invertible, the equation (4.4) has a unique
positive solution
q¯(T − t) = (A−1B)′.
For m = 2, the equation (4.4) becomes
q1σ
2
1 + λq2µ1µ2 =
η1a1
ν e
−r(T−t),
q2σ
2
2 + λq1µ1µ2 =
η2a2
ν e
−r(T−t),
it is easy to show that the solution to this equation is
q¯1(T − t) = a1η1σ
2
2−λµ1µ2a2η2
σ21σ
2
2−λ2µ21µ22
· 1ν e−r(T−t),
q¯2(T − t) = a2η2σ
2
1−λµ1µ2a1η1
σ21σ
2
2−λ2µ21µ22
· 1ν e−r(T−t).
(4.5)
Let 
A1 =
a1η1σ22−λµ1µ2a2η2
σ21σ
2
2−λ2µ21µ22
,
A2 =
a2η2σ21−λµ1µ2a1η1
σ21σ
2
2−λ2µ21µ22
,
(4.6)
and
t3 = T − 1
r
ln
A1
ν
for ν < A1 < νe
rT ; t4 = T − 1
r
ln
A2
ν
for ν < A2 < νe
rT .
For A1 ≤ ν (A2 ≤ ν), we set t3 = T (t4 = T ); and for A1 ≥ νerT (A2 ≥ νerT ), we set t3 = 0
(t4 = 0). To discuss the optimal values, we first prove the following lemma which plays a key role
in this section.
Lemma 4.1. Given λ and µi, ai, σi for i = 1, 2, we have
λµ1µ2a2
σ22a1
≤ λµ1µ2a2 + σ
2
1a2
σ22a1 + λµ1µ2a1
≤ σ
2
1a2
λµ1µ2a1
. (4.7)
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Proof: Using Cauchy-Schwarz inequality, one can show that σ2i > λµ1µ2 for i = 1, 2, and thus
λµ1µ2a2
σ22a1
≤ σ
2
1a2
λµ1µ2a1
.
In addition, for any positive parameters a, b, c and d, if
a
b
≤ c
d
,
then we have
a
b
≤ a+ c
b+ d
≤ c
d
,
which completes the proof. 2
To make sure that the optimal reinsurance strategies belong to the interval [0, 1], we need to
investigate the optimal results in the following four cases:
(I)
λµ1µ2a2
σ22a1
η2 ≤ η1 ≤ λµ1µ2a2 + σ
2
1a2
σ22a1 + λµ1µ2a1
η2;
(II)
λµ1µ2a2 + σ
2
1a2
σ22a1 + λµ1µ2a1
η2 ≤ η1 ≤ σ
2
1a2
λµ1µ2a1
η2;
(III)
η1 ≤ λµ1µ2a2
σ22a1
η2;
(IV)
η1 ≥ σ
2
1a2
λµ1µ2a1
η2.
Case I: In this case, we have q¯1(T − t) > 0, q¯2(T − t) > 0, and A1 ≤ A2. So, we have t3 ≥ t4. Also,
for 0 ≤ t ≤ t4, we have (q∗1t, q∗2t) = (q¯1(T − t), q¯2(T − t)). Then, substituting (q¯1(T − t), q¯2(T − t))
into (4.2), we get
h6(T − t) = h˜6(T − t) + C6, (4.8)
where
h˜6(T − t) = 1r ((1 + η1)a1 + (1 + η2)a2 − c)νer(T−t)
+(12σ
2
1A
2
1 +
1
2σ
2
2A
2
2 +A1A2λµ1µ2 − a1η1A1 − a2η2A2)(T − t),
and C6 is a constant that will be determined later.
22
For t ≥ t4, q¯2(T − t) ≥ 1, and thus q∗2t = 1. Substituting q∗2t = 1 into (4.2) yields
infq1 {−h′(T − t)− cνer(T−t) − λl − λ2 − λ+ (δ(q1) + q1a1 + a2)νer(T−t)
+12(σ
2
1q
2
1 + σ
2
2 + 2q1λµ1µ2)ν
2e2r(T−t)} = 0,
(4.9)
for t < T . It can be shown that the minimizer of the equation (4.9) has the form
q˜1(T − t) = η1a1e
−r(T−t) − λµ1µ2ν
σ21ν
. (4.10)
Let
t˜03 = T − 1
r
ln(
η1a1
σ21 + λµ1µ2
).
For t4 ≤ t ≤ t˜03, it is easy to see that (q∗1t, q∗1t) = (q˜1(T − t), 1). Putting (q˜1(T − t), 1) into (4.2)
gives
h7(T − t) = h˜7(T − t) + C7, (4.11)
where
h˜7(T − t) = 1r ((1 + η1)a1 + a2 − c)νer(T−t) + 14rσ22ν2e2r(T−t)
− ∫ T−t0 η1q˜1(s)a1νers − 12(σ21 q˜21(s) + 2q˜1(s)λµ1µ2)ν2e2rsds.
For t˜03 ≤ t ≤ T , it follows that (q∗1t, q∗1t) = (1, 1). Plugging this into (4.2), we get
h8(T − t) = 1r (a1 + a2 − c)ν(er(T−t) − 1)
+ 14r (σ
2
1 + σ
2
2 + 2λµ1µ2)ν
2(e2r(T−t) − 1).
(4.12)
Let
C6 = h7(T − t4)− h˜6(T − t4), and C7 = h8(T − t˜03)− h˜7(T − t˜03).
Then, we have 
h7(T − t4) = h˜6(T − t4) + C6 = h6(T − t4),
h8(T − t˜03) = h˜7(T − t˜03) + C7 = h7(T − t˜03).
2
Case II: In this case, we still have q¯1(T − t) > 0 and q¯2(T − t) > 0 but A1 ≥ A2. Thus, t3 ≤ t4.
For 0 ≤ t ≤ t3, (q∗1t, q∗2t) = (q¯1(T − t), q¯2(T − t)). This together with (4.2) gives
h9(T − t) = h˜6(T − t) + C9. (4.13)
23
For t ≥ t3, we have q¯1(T − t) ≥ 1, and thus q∗1t = 1. By substituting q∗1t = 1 into (4.2) and
mimicking the derivation of (4.10), we obtain the minimizer
q˜2(T − t) = η2a2e
−r(T−t) − λµ1µ2ν
σ22ν
. (4.14)
Write
t˜04 = T − 1
r
ln(
η2a2
(σ22 + λµ1µ2)ν
).
It is easy to check that t˜04 ≥ t3. For t3 ≤ t ≤ t˜04, (q∗1t, q∗1t) = (1, q˜2(T − t)). Putting (1, q˜2(T − t))
into (4.2), we obtain
h10(T − t) = h˜10(T − t) + C10, (4.15)
where
h˜10(T − t) = 1r ((1 + η2)a2 + a1 − c)νer(T−t) + 14rσ21ν2e2r(T−t)
− ∫ T−t0 η2q˜2(s)a2νers − 12(σ22 q˜22(s) + 2q˜2(s)λµ1µ2)ν2e2rsds.
For t˜04 ≤ t ≤ T , (q∗1t, q∗1t) = (1, 1). Then, it can be shown that h(T − t) function in (4.2) is
given by h8 of (4.12).
Let
C9 = h10(T − t3)− h˜6(T − t3), and C10 = h8(T − t˜04)− h˜10(T − t˜04).
Then, we have 
h10(T − t3) = h˜6(T − t3) + C9 = h9(T − t3),
h8(T − t˜04) = h˜10(T − t˜04) + C10 = h10(T − t˜04).
2
Case III: In this case, we have q¯1(T − t) < 0 and q¯2(T − t) > 0, and thus q∗1t = 0. Substituting
q∗1t = 0 into (4.2) yields the minimizer
qˇ2(T − t) = η2a2
σ22ν
· e−r(T−t). (4.16)
Let
t04 = T − 1
r
ln(
η2a2
σ22ν
).
For 0 ≤ t ≤ t04, it follows that (q∗1t, q∗1t) = (0, qˇ2(T − t)). Plugging (0, qˇ2(T − t)) into (4.2), we get
h11(T − t) = h˜11(T − t) + C11, (4.17)
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where
h˜11(T − t) = 1
r
((1 + η2)a2 + (1 + η1)a1 − c)νer(T−t) − 1
4r
η22a
2
2
σ22
(T − t).
For t04 ≤ t ≤ T , (q∗1t, q∗2t) = (0, 1). Using these optimal values and (4.2), we obtain
h12(T − t) = 1
r
(a2 + (1 + η1)a1 − c)ν(er(T−t) − 1) + 1
4r
σ22ν
2(e2r(T−t) − 1). (4.18)
Let C11 = h12(T − t04)− h˜11(T − t04). Then, we have
h11(T − t04) = h˜11(T − t04) + C11 = h12(T − t04).
2
Case IV: In this case, we have q¯1(T − t) > 0 and q¯2(T − t) < 0, and thus q∗2t = 0. Substituting
q∗2t = 0 into (4.2) yields the minimizer
qˇ1(T − t) = η1a1
σ21ν
· e−r(T−t). (4.19)
Write
t03 = T − 1
r
ln(
η1a1
σ21ν
).
For 0 ≤ t ≤ t03, (q∗1t, q∗1t) = (qˇ1(T − t), 0). This together with (4.2) yields
h13(T − t) = h˜13(T − t) + C13, (4.20)
where
h˜13(T − t) = 1
r
((1 + η2)a2 + (1 + η1)a1 − c)νer(T−t) − 1
4r
η21a
2
1
σ21
(T − t).
For t03 ≤ t ≤ T , it follows that (q∗1t, q∗2t) = (1, 0). Again, putting this into (4.2), we get
h14(T − t) = 1
r
(a1 + (1 + η2)a2 − c)ν(er(T−t) − 1) + 1
4r
σ21ν
2(e2r(T−t) − 1). (4.21)
Let C13 = h14(T − t04)− h˜13(T − t03). Then, we have
h13(T − t03) = h˜13(T − t03) + C13 = h14(T − t03).
2
To summarize, we state the results in the following theorem.
Theorem 4.1. Let (q¯1(T−t), q¯2(T−t)), q˜1(T−t), q˜2(T−t), qˇ2(T−t), and qˇ1(T−t) be given in (4.5),
(4.10), (4.14), (4.16) and (4.19), respectively. Also, recall the functions hi(T − t) for i = 6, 7, ..., 14
given in (4.8), (4.11), (4.12), (4.13), (4.15), (4.17), (4.18), (4.20) and (4.21), respectively. Then,
we have
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(i) If Case I holds, then the optimal reinsurance strategies under the model (2.2) are
(q¯∗1t, q¯
∗
2t) =

(q¯1(T − t), q¯2(T − t)), 0 ≤ t ≤ t4,
(q˜1(T − t), 1), t4 ≤ t ≤ t˜03,
(1, 1), t˜03 ≤ t ≤ T,
for any t ∈ [0, T ], and the value function is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h6(T − t)}, 0 ≤ t ≤ t4,
− %ν exp{−νxer(T−t) + h7(T − t)}, t4 ≤ t ≤ t˜03,
− %ν exp{−νxer(T−t) + h8(T − t)}, t˜03 ≤ t ≤ T ;
(ii) If Case II holds, then the optimal reinsurance strategies under the model (2.2) are
(q¯∗1t, q¯
∗
2t) =

(q¯1(T − t), q¯2(T − t)), 0 ≤ t ≤ t3,
(1, q˜2(T − t)), t3 ≤ t ≤ t˜04,
(1, 1), t˜04 ≤ t ≤ T,
for any t ∈ [0, T ], and the value function is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h9(T − t)}, 0 ≤ t ≤ t3,
− %ν exp{−νxer(T−t) + h10(T − t)}, t3 ≤ t ≤ t˜04,
− %ν exp{−νxer(T−t) + h8(T − t)}, t˜04 ≤ t ≤ T ;
(iii) If Case III holds, then the optimal reinsurance strategies under the model (2.2) are
(q¯∗1t, q¯
∗
2t) =

(0, qˇ2(T − t)), 0 ≤ t ≤ t04,
(0, 1), t04 ≤ T,
for any t ∈ [0, T ], and the value function is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h11(T − t)}, 0 ≤ t ≤ t04,
− %ν exp{−νxer(T−t) + h12(T − t)}, t04 ≤ T ;
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(iv) If Case VI holds, then the optimal reinsurance strategies under the model (2.2) are
(q¯∗1t, q¯
∗
2t) =

(qˇ1(T − t), 0), 0 ≤ t ≤ t03,
(1, 0), t03 ≤ T,
for any t ∈ [0, T ], and the value function is given by
V (t, x) =

− %ν exp{−νxer(T−t) + h13(T − t)}, 0 ≤ t ≤ t03,
− %ν exp{−νxer(T−t) + h14(T − t)}, t03 ≤ T.
Remark 4.1. Since
h6(T − t4) = h7(T − t4), h7(T − t˜03) = h8(T − t˜03),
h9(T − t3) = h10(T − t3), h10(T − t˜04) = h8(T − t˜04),
h11(T − t04) = h12(T − t04), h13(T − t03) = h14(T − t03),
V (t, x) is a continuous function for any (t, x) ∈ [0, T ]×R. Furthermore,
h′6(T − t4) = h′7(T − t4), h′7(T − t˜03) = h′8(T − t˜03),
h′9(T − t3) = h′10(T − t3), h′10(T − t˜04) = h′8(T − t˜04),
h′11(T − t04) = h′12(T − t04), h′13(T − t03) = h′14(T − t03).
That is, V (t, x) is a classical solution to the HJB equation (4.1).
Remark 4.2. Similar to the optimal results in the compound Poisson risk model, we can see from
(4.5) that the optimal reinsurance strategies under the expected value principle in the diffusion risk
model depend on the safety loading, time, interest rate as well as the claim size distributions and
the counting processes. However, when we consider the model (2.2) under the variance principle,
the results are very different. The optimal reinsurance strategies under the variance principle are
always the same, and depend only on the safety loading, time and interest rate only (see (6.3) or
Section 4 of Liang and Yuen (2014) for details).
Remark 4.3. In Sections 3 and 4, we show how the optimal strategies and value functions can
be obtained for m = 2. It is believed that the ideas and techniques shown here are still useful for
deriving optimal results for m > 2. However, when m gets bigger, the number of cases needed to be
considered may increase geometrically, and hence the optimal problem becomes very challenging.
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5 Numerical examples
In this section, we restrict our attention to the model with two dependent classes of insurance
business under the expected value principle. For numerical examples using the variance principle,
we refer the readers to Liang and Yuen (2014).
In Examples 5.1-5.3, we assume that the claim sizes {Xi} and {Yi} are exponentially distributed
with parameters α1 and α2, respectively. That is, X ∼ exp(α1) and Y ∼ exp(α2). For computa-
tional convenience, we set η1 = η2 = η, and hence
M1(νq1e
r(T−t)) = α1
α1−νq1er(T−t) ,
M2(νq2e
r(T−t)) = α2
α2−νq2er(T−t) .
The minimizer (q1(T − t), q2(T − t)) of (3.3) in the compound Poisson model satisfies the following
equations 
−(1 + η)(λ1 + λ)/α1 + α1(α1−νq1er(T−t))2 (λ1 +
λα2
α2−νq2er(T−t) ) = 0,
−(1 + η)(λ2 + λ)/α2 + α2(α2−νq2er(T−t))2 (λ2 +
λα1
α1−νq1er(T−t) ) = 0,
and the minimizer (q¯1(T − t), q¯2(T − t)) of (4.2) in the diffusion case has the form as
q¯1(T − t) = α1(2(λ1+λ)(λ2+λ)−λ(λ2+λ))4(λ1+λ)(λ2+λ)−λ2 ·
η
ν e
−r(T−t),
q¯2(T − t) = α2(2(λ1+λ)(λ2+λ)−λ(λ1+λ))4(λ1+λ)(λ2+λ)−λ2 ·
η
ν e
−r(T−t).
Besides, for the diffusion risk model, we have
q¯∗2 =
η(λ1+λ)e−r(T−t)− λα2 ν
(λ1+λ)
2
α1
ν
, when q¯∗1 = 1;
q¯∗1 =
η(λ2+λ)e−r(T−t)− λα1 ν
(λ2+λ)
2
α2
ν
, when q¯∗2 = 1.
(5.1)
Example 5.1. Let η = 2, r = 0.3, T = 10, λ1 = 3, λ2 = 4, λ = 2, ν = 0.5, and t = 2.5. The
results are shown in Table 5.1.
28
Table 5.1 The effect of α1 on the optimal reinsurance strategies
α1 t1 t2 q
∗
1 q
∗
2 t3 t4 q¯
∗
1 q¯
∗
2
1 10 7.3303 0.0755 0.2348 8.3203 4.5222 0.1745 0.5452
2 8.8024 7.3303 0.1510 0.2348 6.0098 4.5222 0.3489 0.5452
3 7.4508 7.3303 0.2264 0.2348 4.6582 4.5222 0.5234 0.5452
4 6.4919 7.3303 0.3019 0.2348 3.6993 4.5222 0.6978 0.5452
5 5.7481 7.3303 0.3774 0.2348 2.9555 4.5222 0.8723 0.5452
6 5.1403 7.3303 0.4529 0.2348 2.3477 4.5222 1 0.5491
7 4.6265 7.3303 0.5284 0.2348 1.8339 4.5222 1 0.5610
From Tables 5.1 (α2 = 3), we can see that a greater value of α1 yields greater values of the
optimal reinsurance strategies q∗1 (q¯∗1). As expected, since a smaller value of α1 implies “more risky”
claim size with a larger expected value, the insurer would rather retain a less share of each claim.
Also, it is easy to observe from the tables that q∗2 (q¯∗2) is independent of α1. That is, when the
claim sizes are exponentially distributed, X (Y ) has no effect on the optimal reinsurance strategies
q∗2 and q¯∗2 (q∗1 and q¯∗1). This interesting phenomenon may only appear in the case with exponential
claim sizes and the reinsurance premium calculated under the expected value principle. This guess
is partly due to the following two facts: (i) it was shown in Tables 4 and 5 in Liang and Yuen
(2014) that the optimal results under the variance principle are indeed affected by both claim size
distributions in the compound Poisson risk model; (ii) we see later in Example 5.4 and Table 5.4
that the claim sizes Y (X) does affect the values of the optimal reinsurance strategies q∗2 and q¯∗2
as well as q∗1 and q¯∗1, when Y (X) follows a gamma distribution with parameters β 6= 1 and α.
However, when one of the optimal strategies hits the boundary one, we see from the bold-faced
values in Table 5.1 that the other optimal strategy is forced to change regardless to the choice
of the claim size distributions. Moreover, we can see from Tables 5.1 that the value of q∗1 (q¯∗1) is
always smaller than the value of q∗2 (q¯∗2) when the inequality α1 < α2 holds, and vice versa. This
suggests that the values of the optimal reinsurance strategies are more sensitive to the claim size
distribution than to the counting processes (see Table 5.3).
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Remark 5.1. The bold-faced values in Tables 5.1-5.3 are calculated using (5.1) when one of the
optimal reinsurance strategies is 1.
Example 5.2. Let r = 0.3, T = 10, λ2 = 4, η = 2, ν = 0.5, α1 = 2, α2 = 3, and t = 4.6. The
results are shown in Table 5.2.
From Table 5.2, we see that the optimal reinsurance strategies decrease while λ increases. Since
a greater value of λ implies a greater value of expected claim number, the insurer would rather
retain a less share of each claim.
Table 5.2 The effect of λ on the optimal reinsurance strategies
λ t1 t2 q
∗
1 q
∗
2 t3 t4 q¯
∗
1 q¯
∗
2
1 8.6176 7.1790 0.2996 0.4613 5.7821 4.3367 0.7083 1
2 8.8024 7.3303 0.2835 0.4408 6.0098 4.5222 0.6583 1
3 8.9134 7.3678 0.2742 0.4359 6.1542 4.6478 0.6273 0.9858
4 8.9871 7.4993 0.2682 0.4190 6.2537 4.7395 0.6089 0.9590
5 9.0391 7.5526 0.2640 0.4124 6.3251 4.8095 0.5960 0.9391
6 9.0778 7.5946 0.2610 0.4072 6.3796 4.8651 0.5863 0.9236
7 9.1075 7.6286 0.2587 0.4031 6.4212 4.9105 0.5791 0.9110
Example 5.3. Let r = 0.3, T = 10, λ2 = 4, η = 2, λ = 2, ν = 0.5, α1 = 2, α2 = 3, and t = 4.5.
The results are shown in Table 5.3.
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Table 5.3 The effect of λ1 on the optimal reinsurance strategies
λ1 t1 t2 q
∗
1 q
∗
2 t3 t4 q¯
∗
1 q¯
∗
2
1 9.2321 7.2525 0.2418 0.4379 6.5400 4.4448 0.5460 1
2 8.9572 7.2998 0.2626 0.4317 6.1961 4.4935 0.6015 1
3 8.8024 7.3303 0.2751 0.4278 6.0098 4.5222 0.6358 0.9934
5 8.6340 7.3672 0.2893 0.4231 5.8127 4.5549 0.6745 0.9837
6 8.5832 7.3792 0.2938 0.4216 5.7540 4.5650 0.6865 0.9807
7 8.5442 7.3886 0.2972 0.4204 5.7092 4.5729 0.6958 0.9784
8 8.5134 7.3963 0.3000 0.4194 5.6740 4.5791 0.7031 0.9765
From Table 5.3, we see that a greater value of λ1 yields greater values of the optimal reinsurance
strategies q∗1 and q¯∗1 but smaller values of the optimal reinsurance strategy q∗2 and q¯∗2. Along the
same lines, one can numerically show that a greater value of λ2 yields greater values of q
∗
2 and q¯
∗
2
but smaller values of q∗1 and q¯∗1.
In the following example, we show that q∗1 (q∗2) does depend on the claim sizes Y (X) for some
distributions. We assume that the claim sizes Y has a gamma distribution with parameters β 6= 1
and α, that is, Y ∼ Γ (β, α). Then, we have
µ2 = E(Y ) =
β
α ,
σ22 = (λ2 + λ)(β
2 + β)/α2,
M2(r) = (
α
α−r )
β, for r < α.
The minimizer (q1(T − t), q2(T − t)) of (3.3) for the compound Poisson model satisfies the following
equations
−(1 + η)(λ1 + λ)/α1 + α1(α1−νq1er(T−t))2 (λ1 + λ(
α
α−νq2er(T−t) )
β) = 0,
−(1 + η)(λ2 + λ)β/α+ β( αα−νq2er(T−t) )
β−1 α
(α−νq2er(T−t))2 (λ2 +
λα1
α1−νq1er(T−t) ) = 0,
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and the minimizer (q¯1(T − t), q¯2(T − t)) of (4.2) for the diffusion model is given by
q¯1(T − t) = α1((λ1+λ)(λ2+λ)(β+1)−λβ(λ2+λ))2(λ1+λ)(λ2+λ)(β+1)−λ2β ·
η
ν e
−r(T−t),
q¯2(T − t) = α(2(λ1+λ)(λ2+λ)−λ(λ1+λ))2(λ1+λ)(λ2+λ)(β+1)−λ2β ·
η
ν e
−r(T−t).
Example 5.4. Assume that X ∼ exp(α1) and Y ∼ Γ (β, α). Let λ = 2, λ1 = 3, r = 0.3, T = 10,
λ2 = 4, η = 2, ν = 0.5, α1 = 2, α = 3, and t = 1.8. The results are shown in Table 5.4.
Table 5.4 The effect of β on the optimal reinsurance strategies
β t1 t2 q
∗
1 q
∗
2 t3 t4 q¯
∗
1 q¯
∗
2
0.6 8.6290 6.7988 0.1289 0.2232 5.8364 3.8070 0.2979 0.5477
0.7 8.6769 6.9395 0.1271 0.2140 5,8861 4.0007 0.2935 0.5167
0.8 8.7216 7.0747 0.1254 0.2055 5.9312 4.1837 0.2896 0.4891
0.9 8.7633 7.2049 0.1238 0.1976 5.9723 4.3573 0.2860 0.4643
1 8.8024 7.3303 0.1224 0.1903 6.0098 4.5222 0.2828 0.4419
2 9.0886 8.3819 0.1123 0.1388 6.2613 5.8352 0.2623 0.2980
3 9.2627 9.1830 0.1066 0.1092 6.3970 6.7747 0.2518 0.2248
From Table 5.4, we see that a greater value of β yields smaller values of the optimal reinsurance
strategies q∗i and q¯
∗
i (i = 1, 2). Since a greater value of β implies “more risky” claim sizes with
a larger expected value, the insurer would rather retain a less share of each claim in general. It
is also reasonable to expect that the optimal reinsurance strategy q∗2 (q¯∗2) decreases faster than q∗1
(q¯∗1) as the claim size distribution Y has a more direct impact on q∗2 (q¯∗2).
In the numerical examples, we find that the optimal reinsurance strategies are more sensitive
to the claim size distribution than to the counting processes. This finding is consistent with that
under the variance principle (see Tables 4-7 in Liang and Yuen (2014)). Moreover, when the claim
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sizes are exponentially distributed, under the expected value principle, the optimal reinsurance
strategy of one class of insurance risk is independent of the claim sizes of the other class. However,
this is not true when the reinsurance premium is calculated using the variance principle, under
which both claim size distributions do have impact on the optimal reinsurance strategies of the two
classes (see Tables 4 and 5 in Liang and Yuen (2014)). Furthermore, in the diffusion risk model,
the optimal reinsurance strategies under the expected value principle depend on the safety loading,
time, interest rate, the claim size distributions and the counting processes, while those under
variance principle depend only on the safety loading, time and interest rate (see (6.3) below).
6 Further results
For the diffusion risk model, we now extend the work of Liang and Yuen (2014) to the case with
m > 2 classes of insurance business under the variance principle. In this case, the reinsurance
premium rate becomes
δ(q) =
m∑
l=1
(1− ql)al + Λ(
m∑
l=1
(1− ql)2σ2l +
m∑
l=1
m∑
k=1(k 6=l)
(1− ql)(1− qk)λµlµk), (6.1)
here Λ is the reinsurer’s safety loading. Following the steps in Section 4, one can show that the
optimal reinsurance strategies for the diffusion risk model satisfy the following equations
−2Λ((1− ql)σ2l +
m∑
k=1(k 6=l)
(1− qk)λµlµk) + (qlσ2l + λ
∑
i 6=l
qiµlµi)νe
r(T−t) = 0, (6.2)
for l = 1, 2, ...,m; or equivalently,
Aq′ = B˜
2Λ
2Λ + νer(T−t)
,
where
B˜ =

σ21 +
∑
k 6=1 λµ1µk
σ22 +
∑
k 6=2 λµ2µk
σ23 +
∑
k 6=3 λµ3µk
...
σ2m +
∑
k 6=m λµmµk

.
Write I = (1, 1, ..., 1)′1×m. Since B˜ = AI and the matrix A is invertible, the equation (6.2) has a
unique solution
q¯(T − t) = (A−1B˜ 2Λ
2Λ+νer(T−t) )
′
= I′ 2Λ
2Λ+νer(T−t) ,
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which implies that, for any t ∈ [0, T ], the optimal reinsurance strategies under the variance principle
in the diffusion model are
q∗1t = q
∗
2t = · · · = q∗mt =
2Λ
2Λ + νer(T−t)
, (6.3)
which depend only on the safety loading, time and interest rate. This result is in line with the
one in Theorems 4.1 and 5.2 of Liang et al. (2011). In addition, for the case with different safety
loadings, the reader is referred to (6.1) of Liang and Yuen (2014) for which the optimal strategies
also depend on the claim size distributions and the counting processes. Similar results for the
optimal strategies should be expected in the case with m > 2.
For optimization problems under the variance principle, results similar to (6.3) (see Liang et
al. (2011), Liang and Yuen (2014), and the reference therein) are often derived. That is, a more
complicated premium principle, namely the variance premium principle, results in a simpler form
of optimal value, at least compared to the results derived under the expected value principle. This
interesting observation is really difficult to explain. A rough guess is that the variance or the de-
pendence is considered both in the premium rate and surplus process, the impact of the claim size
distributions and the counting processes is somehow cancelled out in the process of derivation.
7 Conclusion
The optimization reinsurance problem has been around for many years, and hence many interesting
and useful results can be found in the literature. In this paper, we give a notable extension of the
study to the risk model with common shock dependence.
From an insurer’s point of view, we consider the optimal proportional reinsurance strategy in
a risk model with m ≥ 2 dependent classes of insurance business, which generalizes the results
of Liang and Yuen (2014). Under the criterion of maximizing the expected exponential utility,
closed-form expressions for the optimal strategies and value function are given not only for the
compound Poisson risk model but also for the diffusion approximation risk model. Our results
show that the optimal reinsurance strategies under the expected value principle are very different
from those under the variance principle in the diffusion case. In particular, the former depends not
only on the safety loading, time and interest rate, but also on the claim size distributions and the
counting processes, and the optimal strategies of the two classes do not have the same form.
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