Solución aproximada para un problema vectorial mediante desarrollos de Fer by Castaño, Jorge I. & Díaz, Walter
Vol. XV No 1 Junio (2007)
Matemáticas: 7784
Matemáticas:
Enseñanza Universitaria
c©Escuela Regional de Matemáticas
Universidad del Valle - Colombia
Solución aproximada para un problema vectorial mediante
desarrollos de Fer
Jorge I. Castaño Walter Díaz
Recibido Jun. 12, 2006 Aceptado Sept. 5, 2006
Abstract
In this paper, our aim is to find numerical analytical solutions to initial value problems
using Fer developments. These problems are closely related to a kind of vector initial value
problems.
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Resumen
En este artículo se propone encontrar, mediante el uso de los desarrollos de Fer, solucio-
nes analíticas numéricas para problemas de valor inicial, relacionados con los problemas
vectoriales de valores iniciales.
Palabras y frases claves: problemas vectoriales de valores iniciales, solución exacta,
desarrollo de Fer.
1 Introducción
Los problemas vectoriales de valores iniciales ya han sido estudiados por di-
versos autores como [5] y [6]. En este artículo se encontrará una solución
aproximada continua de la solución teórica exacta y0(t) del problema (1) uti-
lizando el método de los desarrollos de Fer, el cual consiste en representar la
solución aproximada como un producto de funciones exponenciales matricia-
les.
Los desarrollos de Fer fueron obtenidos originalmente en la década del
50 para la resolución de ecuaciones diferenciales lineales no autónomos. En
estudios posteriores han sido aplicados para la resolución de la ecuación dife-
rencial de un operador lineal A(t) en mecánica cuántica y la correspondiente
al operador no lineal en mecánica clásica [3], recientemente ha sido utilizado
para resolver ecuaciones diferenciales lineales y no lineales [10].
El método en mención tiene la ventaja de exigir un mínimo de condi-
ciones a los coeficientes matriciales, tan sólo se exige continuidad en ellos,
frente a otros métodos que exigen condiciones mucho más fuertes como dife-
renciabilidad y analiticidad, entre otros. Con respecto a las desventajas que
pueda presentar el método, se destaca el elevado coste computacional, dada
la aparición de funciones exponenciales.
Muchos problemas físicos son modelados en forma vectorial con valores
iniciales. Ejemplos de tales sistemas aparecen en problemas de difusión (ver
p.e., [1] y [7]), y en mecánica (ver p.e., [2]).
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En este artículo se considera el problema vectorial de valores iniciales del
tipo:
y′0(t) = A(t)y0(t) + f(t) (1)
y0(0) = y0 con 0 ≤ t ≤ b,
donde A(t) es una función continua que toma valores en Cr×r, f(t) y y(t) son
funciones con valores en Cr.
2 Notación y preliminares
Adoptaremos los siguientes resultados y notaciones: El conjunto de todos los
valores propios de una matrizM en Cr×r lo denotaremos por σ (M) y el radio
espectral de M , denotado por ρ (M), es el máximo elemento del conjunto
{|z| ; z ∈ σ (M)} . (2)
La norma logarítmica de la matriz cuadrada M , la definiremos por:
µ (M) = l´ım
h→0, h>0
‖I + hM‖ − 1
h
, (3)
donde I es la matriz identidad en Cr×r. Además
|µ (M)| ≤ ‖M‖ (4)
µ (αM) = αµ (M) para α ≥ 0
µ (M) = ma´x
{
z ; z ∈ σ
(
M +MH
2
)}
,
con MH la transpuesta conjugada de M .
Si P (t) es una matriz regular y diferenciable, entonces derivando en la
relación P (t)P−1(t) = I, se deduce que(
P−1(t)
)′ = −P (t)−1P (t)′P−1(t). (5)
Si P y Q son dos matrices de Cr×r, se llamara conmutador de P y Q a la
expresión
[P,Q] = PQ−QP. (6)
Adoptaremos también el lema de Banach: Si A es una matriz invertible y
se cumple que:
‖B −A‖ < (∥∥A−1∥∥)−1 , (7)
entonces B tambien es invertible y∥∥B−1 −A−1∥∥ ≤ ∥∥A−1∥∥∥∥B−1∥∥ ‖B −A‖ .
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Teniendo en cuenta entonces la desigualdad∥∥B−1∥∥ < ∥∥A−1 −B−1∥∥+ ∥∥A−1∥∥ ,
se puede escribir finalmente
∥∥B−1 −A−1∥∥ ≤ ∥∥A−1∥∥2
1− ‖A−1‖ ‖B −A‖ ‖B −A‖ . (8)
3 Solución del problema
Dado el problema (1), la solución teórica puede expresarse como:
y0(t) = U (t) y0 + U (t)
∫ t
0
U−1(s)f(s)ds, (9)
donde U(t) es la solución teórica exacta del problema matricial
U ′(t) = A(t)U(t), U(0) = I. (10)
La correspondiente solución aproximada viene dada por
y˜0(t) = U˜(t)y0 + U˜(t)
∫ t
0
U˜−1(s)f(s)ds, (11)
donde U˜(t) es la solución aproximada de (10).
De [4] se tiene que la solución U˜(t) aproximada de (10) es tal que
U(t) = U˜n(t)Un(t) (12)
U ′n(t) = An(t)Un(t), Un(0) = I (13)
U˜n(t) = eF1(t)eF2(t) · · · eFn(t), (14)
donde,
Fn(t) =
∫ t
0
An−1(s)ds, n = 1, 2, ... (15)
An(t) =
∫ t
0
{∫ u
0
e−(1−s)Fn(t) [An−1(t), Fn(t)] e(1−s)Fn(t)ds
}
du, (16)
con A0(t) = A(t), y donde dicha relación recursiva tiene las siguientes cotas
‖An(t)‖ ≤ kn(t) para n = 1, 2, ... (17)
Llamando
Kn(t) =
∫ t
0
kn(s)ds con n = 1, 2, 3, ... (18)
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entonces nuevamente de [4], se tiene que
‖Fn+1(t)‖ ≤
∫ t
0
‖An(s)‖ ds ≤ Kn(t), (19)
y además el desarrollo (12)-(16) es válido para aquellos valores de t tales que∫ t
0
‖A(s)‖ ds ≤ K0(t) ≤ Ψ = 0,8604065, (20)
con K0(t) ≥ K1(t) ≥ · · · ≥ Kn(t) ≥ · · · , 0 ≤ t ≤ b y Kn(t) → 0 cuando
n→∞, siendo [0, δ] el intervalo donde se satisface (20). Además de [4],∥∥∥U(t)− U˜(t)∥∥∥ ≤ eK0(δ)eKn(δ)Kn(δ) =Mαn, (21)
donde αn = eKn(δ)Kn(δ) y M = eK0(δ) con 0 ≤ t ≤ δ.
Así, dado  > 0, como αn → 0, basta tomar n tal que se cumpla (21)
para garantizar que U˜(t) es una solución aproximada del problema matricial
(10). Puesto que necesitamos el valor de U(t) en b, mientras que, en general,
puede ocurrir que δ < b, adoptaremos la siguiente estrategia basada en una
partición del intervalo [0, b] para evitar este posible inconveniente.
Dividamos el intervalo [0, b] de la forma h =
b
N
con hn = nh; 0 ≤ n ≤ N ,
donde h0 = 0 y hN = b y N es un entero suficientemente grande para
garantizar la convergencia del desarrollo de Fer en cada subintervalo [hi, hi+1]
con 0 ≤ i ≤ N − 1.
Observemos que si hi ≤ t ≤ hi+1, entonces se sigue que:
d
dt
U (t, hi) = A(t)U(t, hi); U(hi, hi) = I (22)
U(t, 0) = U(t, hi)U(hi, hi−1)...U (h, 0) con hi ≤ t ≤ hi+1. (23)
De esta forma aproximamos U (t) = U(t, 0) por
U˜(t, 0) = U˜(t, hi)U˜(hi, hi−1)...U˜(h, 0)
U˜(hi+1, hi) = eF1(hi+1,hi)eF2(hi+1,hi)...eFn(hi+1,hi)
}
(24)
Denotemos las cantidades:
K0(hi+1, hi) =
∫ (i+1)h
ih
‖A(s)‖ ds (25)
Kn(hi+1, hi) = Ψ
(
K0(hi+1, hi)
Ψ
)2n
.
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De [8] se tiene que∥∥∥U(t, 0)− U˜(t, 0)∥∥∥ ≤ eK0(t) i∑
j=0
Kn(hi−j+1, hi−j) (26)
× eKn(t,hi)+Kn(hi,hi−1)+···+Kn(hi−j+1,hi−j)
con hi ≤ t ≤ hi+1, 1 ≤ i ≤ N − 1.
Tomando h > 0 suficientemente pequeño de modo que se asegure que
δ1 =
hma´x {‖A(t)‖ , 0 ≤ t ≤ b}
Ψ
< 1, (27)
se tiene que
Kn(hi+1, hi) ≤ Ψ(δ1)2
n
= Ψ(δ1,n) ; δ1,n = (δ1)
2n , (28)
y además,∥∥∥U(t, 0)− U˜(t, 0)∥∥∥ ≤ NeK0(t,0)Λn, con Λn = δ1,ne(1+N)δ1,n . (29)
Así, se trata de reemplazar en (21) αn por NΛn, con lo que la condición
(21) se transforma en ∥∥∥U(t)− U˜(t)∥∥∥ ≤MNΛn,
donde Λn → 0 cuando n→∞.
De (24) se tiene que U˜(t, 0) = U˜(t, hi)U˜(hi, hi−1)...U˜ (h, 0) es la aproxi-
mación de la solución teórica exacta U(t, 0) con hi ≤ t ≤ hi+1. Además de
(8) se sabe que∥∥∥U−1(s)− U˜−1(s)∥∥∥ ≤ (1− ∥∥U−1(s)∥∥∥∥∥U(s)− U˜(s)∥∥∥)−1× (30)∥∥U−1(s)∥∥2 ∥∥∥U(s)− U˜(s)∥∥∥ ,
donde U−1(t) existe pues U(t) es un producto de exponenciales.
Llamando Z(t) = (U−1(t))H y derivando Z(t) y teniendo en cuenta que(
U−1(t)
)′ = −U−1(t)U ′(t)U−1(t), se tiene por (10) que
Z ′(t) =
[
(U−1(t))H
]′
= −AH(t)(U−1(t))H = −AH(t)Z(t).
Puesto que A(t) es continua en [0, b], llamaremos
‖A(t)‖ ≤ k0(t), (31)
donde k0(t) es una función positiva o constante positiva. Denotaremos por
k0 = ma´x {k0(t); 0 ≤ t ≤ b} . (32)
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Por [9] y (32) podemos escribir ‖Z(t)‖ ≤ ek0b, de donde, teniendo en
cuenta que
∥∥(U−1(t))H∥∥ = ∥∥U−1(t)∥∥ , se sigue que∥∥(U−1(t))H∥∥−1 ≥ e−bk0 . (33)
Ahora, para una matriz M se define la norma logarítmica por
µ (M) = ma´x
{
z ; z ∈ σ
(
M +MH
2
)}
. (34)
Para ‖Z(t)‖ podemos tomar entonces ‖Z(t)‖ ≤ e
∫ t
0 µ(−AH(s))ds, con lo que
la relación (33) pasa a ser∥∥∥(U−1(t))H∥∥∥−1 ≥ e− ∫ t0 µ(−AH(s))ds. (35)
De (34) se tiene que
µ (−M) = −mı´n
{
z ; z ∈ σ
(
M +MH
2
)}
y
µ (M) = µ
(
MH
)
.
Para simplificar nomenclatura, denotemos
LM (t) = e
∫ t
0 ma´x
{
z(s); z(s)∈σ
(
A(s)+AH (s)
2
)}
ds
= e
∫ t
0 µ(A(s))ds (36)
Lm(t) = e
∫ t
0 mı´n
{
z(s); z(s)∈σ
(
A(s)+AH (s)
2
)}
ds
. (37)
Pero de [9] y (32) podemos escribir
‖U(t)‖ ≤ ek0t.
Haciendo uso de (36) y la norma logarítmica,
‖U(t)‖ ≤ LM (t), (38)
y por (35) y (37), ∥∥U−1(t)∥∥ ≤ L−1m (t). (39)
Llamando
α−1 = ma´x
{
LM (t), L−1m (t)
}
, (40)
y escogiendo n tal que
α−1
(
NeK0(t,0)Λn
)
<
1
1 + ξ
, (41)
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donde ξ es un número positivo, entonces
[
1− α−1 (NeK0(t,0)Λn)]−1 es posi-
tivo y
[
1− α−1 (NeK0(t,0)Λn)]−1 < 1 + 1ξ .
Así en (30) tenemos∥∥∥U−1(s)− U˜−1(s)∥∥∥ < (1 + 1
ξ
)∥∥U−1(s)∥∥2 ∥∥∥U(s)− U˜(s)∥∥∥ . (42)
De (9) y (11) se tiene que
y0(t)− y˜0(t) =
[
U(t)− U˜(t)
]
y0 −
[
U(t)− U˜(t)
]
× (43){∫ t
0
(
U−1(s)− U˜−1(s)
)
f(s)ds
}
+
(
U(t)− U˜(t)
)∫ t
0
U−1(s)f(s)ds
+ U(t)
∫ t
0
(
U−1(s)− U˜−1(s)
)
f(s)ds.
Al tomar normas en (43) y de (29), (40) y (42), se tiene:
‖y0(t)− y˜0(t)‖ ≤ NeK0(t,0)Λn ‖y0‖+NeK0(t,0)Λnα−1Fb (44)
+
(
NeK0(t,0)Λn + α−1
)(
1 +
1
ξ
)
α−2
(
NeK0(t,0)Λn
)
Fb,
donde
‖f(t)‖ ≤ F para t ∈ [0, b] . (45)
Así
‖y0(t)− y˜0(t)‖ ≤ NeK0(t,0)Λn
[
‖y0‖+ α−1Fb+ α−3
(
1 +
1
ξ
)
Fb
]
+ (NeK0(t,0)Λn)2Fb
(
1 +
1
ξ
)
α−2. (46)
Sea
P = ‖y0‖+ α−1Fb+ α−3
(
1 +
1
ξ
)
Fb (47)
y
W = Fb
(
1 +
1
ξ
)
α−2, (48)
entonces
‖y0(t)− y˜0(t)‖ ≤ NeK0(t,0)ΛnP + (NeK0(t,0)Λn)2W, (49)
de esta manera y˜0(t) dada por (11) es una solución aproximada de la solución
teórica exacta y0(t) del problema (1) cuyo error viene determinado por (49)
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