Capacity Bounds for LTI Channels by Oliver Nagy & Leif W. Hanlen
Capacity Bounds for LTI Channels
Oliver Nagy and Leif W. Hanlen†
National ICT Australia
{Oliver.Nagy,Leif.Hanlen}@nicta.com.au
Abstract—Linear time invariant (LTI) channels are channels
with memory and therefore introduce inter symbol interference
(ISI), in general. The problem reduces to a single user AWGN
channel, if the spectrum after the channel satisﬁes the Nyquist
theorem and allows for ISI free communication. In the frequency
domain, the relationship between source signal spectrum and
received spectrum is straightforward, and it is but difﬁcult to
design a pulse shape with it. This approach, unlike other ones
to bound the capacity of channels with memory, neither neglects
the transients nor depends on data preambles (eg. OFDM).
I. INTRODUCTION
Linear time invariant channels have been studied since
before inception of information theory, and were usually
analysed by decomposing the time signal into a discrete set
of basis functions [1,2]. The problem with such channels is
that they have memory, unless they only constitute a scalar
multiplication. Two examples for continuous time channels
with ﬁnite and inﬁnite memory are the Dicode channel (mag-
netic recording channel) and the RLC channel (a piece of
wire). Both channels introduce ISI due to transients, which
complicates the communication over these channels, as well
as ﬁnding their capacity. One solution to remove the channel
effects is to send a preﬁx/guard sequence prior to the transmis-
sion to allow the transients to settle. This solution introduces
latency which might be acceptable, if the channel response
is short. The latency does not affect the average data rate if
the symbol is much longer than the guard sequence. Then the
transient channel effects and ISI may be ignored to simplify
the treatment of continuous time channels as in [3, p.406].
In this paper we ﬁrst show how to use the classical
Nyquist theorem to obtain pulse shapes that guarantee ISI
free transmissions over channels with memory. This reduces
the problem to an AWGN channel model and the second part
of the paper then uses standard information theory results to
derive simple lower bounds on the capacity of LTI channels
with memory. The elegance of this simple concept is that
all the theory about pulse shaping (eg. excess bandwidth and
convergence) applies again, the pulse shapes are realisable in
practise, and the capacity bounds all reduce to form of an
AWGN channel.
Ozarow/Wyner/Ziv were among the few that used pulse
shapes to bound the capacity of a channel with memory. They
used rectangular pulse shapes and focused on the magnetic
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Fig. 1. System with pulse shaping and a matched ﬁlter
recording channel, but ignored the transients too [4]. Our
approach differs because we design a pulse shape Υ such that
its spectrum after passing the channel h satisﬁes the Nyquist
criterion (eg. a raised cosine spectrum). In other words, if the
convolution Υ hyields a spectrum that satisﬁes the Nyquist
theorem, ISI free communication is possible (see eg. [5, p.
264]). Section II shows the method which has similarities to
the one of Aslanis/Kasturia/Dudevoir to orthogonalise discrete
time FIR channels with ﬁnite block lengths [6]. These authors
write the ﬁlter operation as a matrix multiplication, and the
orthogonalisation of the matrix yields a set of pulse shapes
that are ISI free after being mapped through the matrix. Hirt
and Massey approached the same problem with LTI system
theory using (I)DFT’s [7]. This is a similar principle where
discrete sinusoids take on the role of pulse shapes and a
DFT replaces the matched ﬁlters, although transients are not
eliminated completely.
Section III shows that the mutual information of our system
always has the form of an AWGN channel capacity equation,
except for a scaling factor which belongs to the pulse shape
energy. This reduces to Shannon’s AWGN equation, if the
channel has a ﬂat frequency response. A numerical example in
Section IV shows the application of pulse shapes to achieve ISI
free communication and computes the capacity of the system.
II. SIGNAL PROCESSING
Pulse shaping ﬁlters allow to transmit a sequence of digital
symbols a =( a1,...,a n) over a band limited channel, and a
typical system with pulse shapes and a matched ﬁlter is shown
in Figure 1. The pulse shapes introduce ISI which may be
removed if ν satisﬁes the Nyquist theorem [8]. Raised cosine
signals are a popular example of such pulses and include the
1The variables v and v =( v1,...,v n) denote a deterministic scalar and
vector, respectively, V and V are their stochastic equivalents, and constants
have an individual font, eg. W. The convolution of the two signals x(t + t1)
and y(t + t2), where t1/2 ∈ R are arbitrary offsets, is denoted
Z ∞
−∞
x(t + t1 − τ) · y(τ + t2)dτ
  x(t1)  y(t2) [t]= x y  [t + t1 + t2],
where the last identity follows from the linearity of the convolution.
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Fig. 2. ISI free communication system using Nyquist pulses
Sinc function as a special case, but other Nyquist pulses have
been proposed too [9,10], including non-negative ones for
optical intensity networks [10].
We shall not consider the particular shape of ν. Furthermore,
we restrict our attention to the (classical) case where pulse
shape and matched ﬁlter are identical.
Deﬁnition 1: a signal ν is a Nyquist pulse with parameter
Ts iff it satisﬁes
 ∞
−∞
ν(τ + lTs) · ν(τ + kTs)dτ = δ(k − l) ∀k,l ∈ Z, (1)
where δ(·) is the Kronecker Delta.
We can also write this deﬁnition in terms of a convolution
using the time reversed signal ˇ ν(t)  ν(−t):
δ(k − l)=
 ∞
−∞
ν(τ + lTs) · ˇ ν(−τ − kTs)dτ (2)
=  ν ˇ ν [kTs + lTs]. (3)
Recall that a Nyquist pulse with parameter Ts allows ISI
free transmissions with a system like in Figure 1. For the
transmitted signal
x(t)=

l
al · ν(t + lTs), (4)
the matched ﬁlter output, sampled every Ts seconds, yields
bk =  x ˇ ν [kTs]=

l
al ·  ν(lTs)   ˇ ν [kTs] (5)
=

l
al ·  ν ˇ ν [kTs + lTs]=ak. (6)
Similarly, if the system incorporates a channel (cf. Figure 2),
and a pulse shape Υ exists such that
h Υ=ν, (7)
then ISI free communication is possible too, ie.
bk =

l
al ·  Υ(lTs)  h ˇ ν [kTs] (8)
=

l
al ·  ν(lTs)   ˇ ν [kTs]=ak. (9)
So far we have shown that ISI free communication over an
arbitrary LTI channel h is possible if a pulse shape Υ exists
that satisﬁes (7). It is easy to specify Υ by writing (7) in the
frequency domain:
h(f) · Υ(f)=ν(f) ⇒ Υ(f)=
ν(f)
h(f)
, (10)
and the pulse shape energy is
κ2 
 ∞
−∞
|Υ(t)|
2 dt =
 ∞
−∞
|Υ(f)|
2 df. (11)
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Fig. 3. Creation of rectangular spectrum with bandwidth W =1 /2Ts Hz
An example of a possible relationship between Υ, ν and h is
shown in Figure 3. There the channel h is a low pass ﬁlter and
ν(t) is a Sinc function with bandwidth W =1 /2Ts Hz, which
in turn is a Nyquist pulse with parameter Ts (cf. Deﬁnition 1).
A. Existence of Υ
Lemma 1: The pulse shape Υ exists, if the channel does
not have any zeros in its transfer function.
Proof: Since h(f)  =0∀f ∈ R by assumption, (10) is
deﬁned everywhere.
An example of such a channel is the RLC low pass ﬁlter with
frequency response
h(ω)=
1
−ω2L2C2 + iωRC +1
. (12)
Pulse shapes may still exist though, if the channel has zeros
in its frequency response.
Lemma 2: The pulse shape Υ exists, if h(f) is non-zero
within the bandwidth W of ν, ie. if h(f)  =0∀|f| < W.
Proof: The proof reduces to the previous proof if we
consider the tighter, but essentially identical version of (10):
Υ(f)=

ν(f)
h(f) |f|≤W
0 else.
(13)
As an example for this scenario, consider the Dicode channel
h(t)=δ(t)+δ(t − t0) ⇒ h(f)=1+e−i2πft0,
which has zeros at f =( 2 k +1 ) /2t0,k ∈ Z. The pulse Υ
therefore exists, if the bandwidth of ν is W < 1/2t0. The
treatment becomes more complicated for eg. band-stop ﬁlters,
but the two cases above cover already a large range of practical
channels, and we will move on to show how this approach
helps to ﬁnd bounds on the channel capacity.
30ˇ ν Υ h
X(t) Ak Y (t)
Z(t)
B(t) ϕ(t)
Fig. 4. Complete communication system with additive Gaussian noise
III. MUTUAL INFORMATION
Here we show that, for AWGN noise, the channel reduces
to a single user AWGN channel. The noise source Z(t) is a
stationary white Gaussian process with parameters
Z(t)=N(0,σ2), (14)
and the stochastic system diagram is depicted in Figure 4. The
channel output follows (8) to (9) with an energy normalised
pulse shape Υ:
Bk =

l
Al ·

κ−1Υ(lTs)  h ˇ ν

[kTs]+ Z ˇ ν [kTs]
= κ−1Ak +  Z ˇ ν [kTs] (15)
= κ−1Ak + Zk, (16)
where Zk is ﬁltered white Gaussian noise. Its distribution is
Zk   Z ˇ ν [kTs] ∼N(0,σ2), (17)
because  ν  =1 , as per Deﬁnition 1. Equation (16) is the
standard single user AWGN model, and if we assume that all
source symbols Ak are
Ak ∼N(0,σ2
b) and i.i.d. ∀k, (18)
its capacity is [3, Ch7.4]
C(Ak;Bk)=
1
2
log2

1+
σ2
b
κ2σ2

Bits
Pulse Shape
. (19)
Furthermore, the rate (capacity per unit time) is
˜ C(Ak;Bk)  T−1
s ·C(Ak;Bk) (20)
=
1
2Ts
log2

1+
σ2
b
κ2σ2

Bits
Second
, (21)
because a new symbol arrives every Ts seconds.
Note that (21) is not the channel capacity ˜ C(X;Y ), but the
capacity of the augmented system from Ak to Bk (cf. Figure
4). This capacity, however, is a lower bound on the channel
capacity ˜ C(X;Y ), and to investigate its tightness, let ν(t) be
a Sinc function with bandwidth W (cf. Figure 3):
ν(f)=
	
1/
√
2W |f|≤W
0 else,
⇒ ν(t)=
√
2W ·
sin(2πWt)
2πWt
.
This is a Nyquist pulse with parameter
Ts =1 /2W, (22)
and using (22) in (21) yields
˜ C(Ak;Bk)=Wlog2

1+
σ2
b
κ2σ2

Bits
Second
. (23)
This result contains Shannon’s capacity equation for a ﬂat
channel as a special case. To see this, consider the ﬂat channel
h(f)=1 , for which the pulse shape is
Υ(f)=
	
1/h(f)=1 |f|≤W
0 else, (24)
with energy κ2 =2 W. Putting κ2 into (23), yields Shannon’s
equation [3, Th.8.2.1]
˜ C(Ak;Bk)=Wlog2

1+
σ2
b
2Wσ2

Bits
Second
.
Consequently, pulse shaping as depicted in Figure 4, achieves
capacity on a ﬂat channel, ie. ˜ C(Ak;Bk)=˜ C(X;Y ).
This section showed that the capacity of all time continuous
channels is lower bounded by equation (21), if Υ exists.
This simpliﬁes the comparison of different channels, but
still hinges on the normalisation of the frequency response,
and a comprehensive study of this problem was given by
Xiang/Pietrobon in [11].
IV. EXAMPLE
Here we show how to achieve ISI free communication over
an R-C low pass ﬁlter and compute the capacity of the pulse
shaping system as depicted in Figure 5(a). The speciﬁcations
are: RC =1 s and the Nyquist pulse ν(t) is a Sinc function
with bandwidth W =2Hz (ie. Ts = 250ms). The frequency-
and impulse response of this R-C ﬁlter is (cf. Figure 4)
h(f)=
1
1+i2πfRC
=
1
1+i2πf
(25)
h(t ≥ 0) =
1
RC
· e− 1
RCt = e−t. (26)
Using (13), the pulse shape in the frequency domain is
Υ(f)=
	
1+i2πf |f|≤W
0 else, (27)
and corresponds to the time signal depicted in Figure 5(b):
Υ(t)=
4πtcos(4πt)+( t − 1)sin(4πt)
πt2 . (28)
The output of the matched ﬁlter, as well as the samples taken
every Ts seconds, are shown in Figure 5(c). This also illustrates
the practical beneﬁt of pulse shapes, because every 250ms
a new symbol is received, despite having a transient time
of approximately 4s (cf. Figure 5(a)). The capacity of the
pulse shaping system is readily available from (21), once κ2
is known. The pulse shape energy κ2 evaluates to
κ2 =
 W
−W
|1+i2πf|
2 df =
2W
3


3+4 π2W2
, (29)
and the capacity of the system, and hence a lower bound for
the capacity of the R-C channel itself, is
˜ C(Ak;Bk)=
1
2Ts
log2

1 +
3σ2
b
2W


3+4 π2W2
σ2

= Wlog2

1+
3σ2
b
2W


3+4 π2W2
σ2

Bits
Second
.
31This result, together with the ﬂat channel capacity, is plotted
in Figure 5(d).
V. CONCLUSION/DISCUSSION
We showed how to use the Nyquist theorem to create
pulse shapes for ISI free communication over continuous time
channels with memory. These pulses have the advantage that,
unlike eg. OFDM, no guard/preﬁx is necessary to account for
the transients. Excess bandwidth considerations to improve the
convergence of the pulses were left out here for simplicity, but
the treatment is analogous to the one for Raised Cosine pulses.
The pulse shapes are a useful tool to unify the bounds on
the capacity of LTI channels, but raises the question what they
can do that water ﬁlling, as the optimal method, can not. The
answer is that water ﬁlling maximises the information sent
over a set of parallel AWGN channels, but this assumption
does not apply to the individual channels of an LTI system.
While the channels are orthogonal, they are not AWGN
channels, because the received signal is not only distorted by
AWGN, but by transients too. The water ﬁlling assumption is
thus violated, unless the transients can be removed (eg. using
a guard).
Our approach does not have these shortcomings because it
takes the transients explicitly into account, does not rely on
guard intervals, and the derived AWGN model is mathemat-
ically sound, unlike the AWGN assumption for water ﬁlling
the channel spectrum. We can therefore compute the exact
capacity of the pulse shaping system, and use this as a lower
bound for the achievable channel capacity.
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