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Важной задачей статистической обработки сигналов является определение оце-
нок информативных параметров сигналов, принимаемых на фоне помех. Для решения 
данной задачи применяются классические методы оценивания, а именно метод мо-
ментов, метод максимального правдоподобия и др. [1], которые в общем случае не 
предусматривают ограничений на использование вида плотности распределения ис-
следуемых случайных величин. На практике широкое распространение получило при-
менение стандартного нормального распределения случайных величин, которое во 
многих случаях исключает отображение реальных процессов с необходимой адекват-
ностью. Действие различных дестабилизирующих факторов на сигналы, комплекс по-
мех при многолучевом распространении сигналов, прохождения их через неоднород-
ные среды порождают сложную сигнально-помеховую ситуацию, которая описывается 
негауссовыми случайными процессами [2]. Эти обстоятельства существенно усложняют 
применение традиционных гауссовых моделей при разработке алгоритмов оценива-
ния параметров сигналов в технических системах. 
Использование традиционных подходов к исследованию и разработке систем 
обработки случайных негауссовых процессов характеризуется существенными ограни-
чениями, связанными со сложностью их алгоритмической реализации, ростом вычис-
лительных ресурсов, что приводит к соответствующим трудностям при создании каче-
ственных программно-алгоритмических и аппаратных средств обработки сигналов. 
Осложнения при применении традиционных подходов также связаны с тем, что слу-
чайные процессы могут иметь коррелированный негауссовый характер. 
Исследования последних лет свидетельствуют о том, что для решения задач об-
работки негауссовых процессов перспективным является другой подход, который для 
описания статистических свойств случайных величин использует моменты и кумулянты 
(семиварианты) и позволяет с приемлемым приближением характеризовать статисти-
ческие свойства негауссовых процессов [3, 4]. Такой подход позволяет повысить точ-
ность обработки негауссовых сигналов по сравнению с традиционным корреляцион-
ным подходом при заданных ограничениях на их сложность, уменьшить сложность ал-
горитмов оценивания параметров сигналов, учесть корреляционные связи негауссовых 
случайных величин [5, 6]. 
Использование моментно-кумулянтных моделей для описания случайных про-
цессов имеет ряд особенностей, учет которых требует проведения теоретических ис-
следований и практических разработок. В частности, это касается проблем получения 
математических моделей негауссовых случайных величин, учета корреляционных свя-
зей, разработки и исследования новых методов оценивания параметров сигналов на 
фоне негауссовых помех. Наиболее эффективным путем решения проблемы совершен-
ствования процессов обработки информации в системах оценивания параметров сиг-







пьютерного моделирования при решении задач анализа, синтеза, проектирования в 
системах наблюдения, контроля, диагностики и управления. 
Для решения поставленной задачи оценивания параметров сигналов на фоне 
коррелированных негауссовых помех предлагается использование метода максимиза-
ции полинома (ММП) (метода Кунченко), который хорошо себя зарекомендовал для 
решения широкого круга задач [4]. 
Адаптированный ММП [6] позволяет учитывать статистическую связь в виде 
совместных моментов и кумулянтов случайных величин в алгоритме нахождения оце-
нок параметров и получать оценки с меньшей дисперсией по сравнению с известными 
результатами.  
Рассмотрено построение алгоритмов оценивания параметра постоянного сигна-
ла )(ϑS  дискретного процесса )(tξ , наблюдаемого на фоне негауссовых помех )(tη , 
которые описываются последовательностью моментов и кумулянтов )(ϑχ i , ,...2,1=i : 
.)()()( tSt ηϑξ +=                                                         (1) 
Алгоритм нахождения оценок базируется на усовершенствовании метода мак-
симизации полинома [6] и для описания случайных процессов используются данные 
про истинные значения параметров помехи )(tη  с нулевым математическим ожидани-
ем ( 0)(1 =ϑχ ) в виде одномоментных кумулянтных функций )(2 ϑχ , )(3 ϑχ  и куму-
лянтных функций многомоментного распределения ),0(2 τχ , ),,0(3 ττχ , ),0,0(3 τχ , 
которые зависят от оцениваемого параметра ϑ . Наблюдаемая помеха с таким распре-
делением может быть отнесена к классу асимметричных негауссовых случайных вели-
чин [4]. 
При проведении исследований примем допущение, что корреляционная функ-
ция негауссовой помехи известна )(),0(2 ττχ ξr= . Предложенный подход будет реали-
зовываться для корреляционных функций второго порядка, которые часто используют-
ся в различных приложениях: 
||-2)( τξ στ
Aer = , βτστ τξ cos)(
||-2 Aer = , |)|sin(cos)( ||-2 τβ
β
βτστ τξ
Aer A += , 
где || kv tt −=τ  - временное расстояние между выборочными значениями, которое 
меньше интервала корреляции корkv tt ττ ≤−= || , nkv ,1, → ; корτ  - время корреляции, 
которое определяется минимально допустимым значением корреляционной функции; 




 – постоянная времени уменьшения 
корреляционных связей (определяется экспериментальным путем). Начиная с 
A
13≈τ  
можно считать, что 0)( =τξr . 
В соответствии с алгоритмом усовершенствованного метода максимизации по-
линома (метода Кунченко) исследуемые статистические данные 111 )( ξξ == tx , 
222 )( ξξ == tx , …, nnn tx ξξ == )(  представляются в виде стохастического полинома сте-
пени s  [6]. Тогда оценка неизвестного параметра ϑ  при моментном описании случай-
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kvikh ,                                         (2) 
где i kv−ξ  – статистически связанные и одинаково распределенные выборочные зна-
чения из исследуемого случайного процесса )(tξ , nv ,1→ ; [ ]ϑα i  - моменты i -го по-
рядка одномоментного распределения случайного процесса; [ ]ϑikh  - неизвестные ко-
эффициенты, которые зависят не только от параметра ϑ , который оценивается, но и от 
вида функции корреляции )(τξr  и определяются из решения системы алгебраических 
уравнений: 












, si ,1= , 1,0 −= pv , (3) 
где ( )ϑ,, kvK ji −  - коэффициенты, которые определены из следующих соотношений: 
( ) [ ][ ]{ } [ ] jijkivjikiivji EEkvK ααξξαξαξϑ −=−−=− ,, , (4) 
где ivξ , …, 
i
kξ  - значения стационарного процесса в v -й и k -й моменты дискретного 
времени t  ( nt ,...,2,1= ). 
На основе предложенного подхода в работе синтезированы полиномиальные 
алгоритмы нахождения оценок параметра постоянного сигнала на фоне аддитивных 
коррелированных асимметричных негауссовых помех при использовании адаптиро-
ванного ММП. Показано, что учет корреляционных связей для описания случайных 
процессов позволяет успешно использовать данный подход для построения эффектив-
ных алгоритмов оценивания параметров сигналов. Полученные результаты характери-
зуются меньшими значениями дисперсий оценивания параметров по сравнению с из-
вестными результатами и зависят как от вида корреляционных связей, так и от пара-
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