A black box method for solving the complex exponentials approximation
  problem by Barone, Piero
ar
X
iv
:0
90
5.
46
02
v2
  [
sta
t.C
O]
  2
 M
ay
 20
12
A black box method for solving the complex
exponentials approximation problem
Piero Barone
Istituto per le Applicazioni del Calcolo ”M. Picone”, C.N.R.
via dei Taurini 19, 00185 Rome, Italy
e-mail: piero.barone@gmail.com; p.barone@iac.cnr.it
Abstract
A common problem, arising in many different applied contexts, consists in esti-
mating the number of exponentially damped sinusoids whose weighted sum best
fits a finite set of noisy data and in estimating their parameters. Many different
methods exist to this purpose. The best of them are based on approximate Max-
imum Likelihood estimators, assuming to know the number of damped sinusoids,
which can then be estimated by an order selection procedure. As the problem can
be severely ill posed, a stochastic perturbation method is proposed which provides
better results than Maximum Likelihood based methods when the signal-to-noise
ratio is low. The method depends on some hyperparameters which turn out to be
essentially independent of the application. Therefore they can be fixed once and for
all, giving rise to a black box method.
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Introduction
Let’s consider the model
fR(t; q, PR) =
q∑
j=1
Ajρ
t
j cos(2πωjt+ θj), t ∈ IR+, ωh 6= ωk ∀h, k, (1)
PR = {Aj, ρj , ωj, θj, j = 1 . . . , q} ∈ IR4q (2)
and assume that we want to estimate q, PR from the data
ak = fR(k∆) + ǫk, k = 0, . . . , n− 1, n ≥ 4q
where ∆ > 0 is known, ǫk are i.i.d. zero-mean Gaussian variables with variance σ
2. In order to make
the model fR identifiable from {ak} we assume that |ωj|∆ ≤ π, ∀j. In fact if e.g. ωr∆ > π there
exists ω˜ ∈ [−π, π] such that ωr∆ = ω˜∆ + 2πh, h ∈ IN, h 6= 0 and fR(t; q, PR) = fR(t; q, P ′R) where
P ′R = PR \ {ωr}
⋃{ω˜}. We notice that fR(t, q, PR) is a particular case of the complex model
f(t; p, P ) =
p∑
j=1
cjξ
t
j, t ∈ IR+,
P = {cj, ξj, j = 1, . . . , p} ∈ IC2p
when p = 2q, q ∈ IN, ℑm(f) = 0 and
cj =
1
2
Aje
iθj , ξj = ρje
i2piωj , j = 1, . . . , q,
cj =
1
2
Aj−qe−iθj−q , ξj = ρj−qe−i2piωj−q , j = q + 1, . . . , p.
Therefore in the following we consider the problem of estimating P from the complex data (ak, k =
0, . . . , n − 1) with the identifiability condition |arg(ξj)|∆ ≤ π ∀j, where the noise ǫk are i.i.d.
zero-mean complex Gaussian variables with variance σ2 i.e. the real and imaginary parts of ak are
independently distributed as Gaussian variables with variance σ2/2 and mean ℜe[f(k∆)],ℑm[f(k∆)]
respectively.
The problem described above arises in many fields. A not exhaustive list is the following: noisy
Hausdorff moment problem, numerical inversion of Laplace transform, noisy trigonometric moment
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problem, identification of constant coefficients ODE from its transient response, approximation by
complex exponentials functions, modal analysis, direction of arrival problem, shape from moments
problem [9,10,11,17,21,23,31,33]. The problem belongs to the class of inverse problems. Many refer-
ences on the statistical approaches to solve them can be found in [2].
In the specific case, it is well known that the problem can be severely ill posed, depending on
the relative location in the complex plane of the points ξj, j = 1, . . . , p and on the ratios SNRj =
|cj|/σ, j = 1, . . . , p. A further difficulty is related to the fact that p is unknown. This means that when
the ratios SNRj , j = 1, . . . , p are bounded by some constant C < ∞ even if you are able to guess
the right order p of the model, different realizations of the process ak can give rise to quite different
estimates of the other parameters in P . The difficulty of guessing the right order is related to the
difficulty of estimating the other parameters. In fact if these were correctly estimated a good guess
of p would minimize an order selection criterium such as AIC or BIC [2]. Unfortunately you cannot
hope to get good estimates of the other parameters if p is not correctly estimated. Because of this
situation many methods have been proposed to solve the problem by filtering the noise in different
ways and/or considering different estimators. Those which provide the best performances, assuming
to know the right order p, compute an approximation of the Maximum Likelihood estimator of the
parameters filtering somewhat the noise at the same time [23,24,25]. The guess of the order is then
used to build the noise filter and therefore to improve the estimates of the other parameters. Different
guesses can be tested in order to minimize an order selection criterium. A black box procedure can
then be devised.
In [5] a method which encompasses all these difficulties was proposed and experimentally compared
with standard alternatives on a few typical problems some of them based on real data. The results
were quite good. However the proposed method was not a black box one. Some problem-dependent
hyperparameters had to be chosen which made it difficult to appreciate the average quality of the
method. It was noticed in [5](Remark at pg.4) that one of the most critical hyperparameter is the
number of data and some heuristic arguments to justify this fact were provided. In this paper some
theoretical results that support this claim are given. The idea is then to use a statistic related to the
stationarity of the residuals to choose among different solutions obtained by using different subsets
of the original data set. For each data subset a black-box method is proposed, based on a two-steps
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procedure. The first step consists of a method to estimate the distribution in the complex plane of
the ξj, j = 1, . . . , p which are the most critical parameters [7]. This allows to identify the subsets of
the complex plane which critical parameters are likely to belong to. An important hyperparameter
which appear in this step is estimated on the basis of some partially heuristic results. The second
step makes use of the stochastic perturbation approach given in [6,5] suitably improved to have
better control on the effect of noise. The resulting algorithm still depends on some hyperparameters
which however turn out to be weakly dependent on the specific data set. As a consequence it was
possible to fix them once and for all thus getting a black box method. It was then possible to perform
a simulation study to get information about the average performances of the proposed method for
several SNRs. Comparisons were done with one of the best known standard methods (GPOF [23])
coupled with BIC for choosing the right order and with the same statistic as above for choosing the
best data set. Moreover the method was used to solve two of the problems presented in [5] improving
on the results reported there.
The paper is organized as follows. In section 1 the Maximum Likelihood (ML) and related estimators
and their properties in this context are shortly reviewed and the MLE density is studied as a function
of the number of data and the noise variance. Moreover a short overview of pencil methods is also
given because GPOF algorithm is used in the proposed method and also for comparisons. In section
2 the proposed method is described and critical hyperparameters required to make it automatic are
discussed and estimated. In section 3 numerical results are reported.
1 Properties of the Maximum Likelihood Estimator
1.1 Algebraic and statistical properties of MLE
Maximum likelihood estimates PML of the parameters P of the model f(t; p, P ), assuming that p
and σ2 are known, are obtained by
PML = argmaxP e
− ‖a−f(t;p,P )‖
2
2
σ2 = argminP ‖a− f(t; p, P )‖22
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where a = [a0, . . . , an−1], t = [0,∆, . . . , (n − 1)∆]. In order to solve this nonlinear least squares
problem, following [20], we notice that the problem is separable. In fact we can split the parameters
P in two sets P = Pc
⋃
Pξ where f(t; p, γ, ζ) =
∑p
j=1 γjζ
t
j . For each fixed value ζ ∈ Pξ let us consider
the function γ(ζ) defined by
γ(ζ)= argminγ‖a− f(t; p, γ, ζ)‖22 = argminγ(a− V γ)H(a− V γ)
= (V HV )−1V Ha
where V = V (ζ) is the Vandermonde matrix of order n× p of the vector ζ, H denotes transposition
plus conjugation and In is the identity matrix of order n. It is proved in [20] that, substituting γ(ζ)
in ‖a− f(t; p, γ, ζ)‖22 and minimizing w.r.to ζ, we get
ξ
ML
= argminζ‖a− f(t; p, γ(ζ), ζ)‖22 =
argminζ(a− V (V HV )−1V Ha)H(a− V (V HV )−1V Ha) =
argminζa
H(In − V (V HV )−1V H)a
and
cML = γ(ξML).
In order to study the properties of the ML estimator we start by noticing that
Proposition 1 It does not exist an efficient estimator of the parameters P . Specifically the MLE of
P is not efficient.
Proof. We notice that the log-likelihood function is an absolutely continuous function of P . Hence,
by Corollary 3.1 and Theorem 3.1 of [26] if the variance of an estimator of P would attain the
Cramer-Rao bound this would imply that the probability density
1
(πσ2)n
e−
‖a−f(t;p,P )‖22
σ2
of a would belong to the exponential family. But this is false because of the dependence of f(t; p, P ) on
ξtj, j = 1, . . . , p which make it impossible to factorize the argument of the exponential in the product
of two functions which depend only on the parameters and the observation variable respectively. ✷
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1.2 Approximate MLE: complex exponentials interpolation
We then consider the problem of interpolating the data a by means of a linear combination of
complex exponential functions ζ˜ tj , ζ˜j ∈ IC, j = 1, . . . , n/2, that is to find n complex numbers
[γ˜, ζ˜] = {γ˜j, ζ˜j}, j = 1, . . . , n/2 such that a = V (ζ˜)γ˜. In the following the complex exponentials
interpolation problem will be denoted by CEIP. Equivalently (see e.g. [21,10]) we could consider the
problem of building the Pade’ approximation [n/2, n/2− 1] to the Z−transform of ak, k = 0, 1, . . ..
To this aim let us consider the Hankel matrix pencil U1 − zU0, z ∈ IC where
U0(a) = U(a0, . . . , an−2), U1(a) = U(a1, . . . , an−1)
and
U(x1, . . . , xn−1) =


x1 x2 . . . xn/2
x2 x3 . . . xn/2+1
. . . . . .
xn/2 xn/2+1 . . . xn−1


It is well known (e.g.[21]) that, provided that detU0 6= 0, detU1 6= 0, a unique solution of CEIP exists
which is given by ζ˜ = ξ
GE
, where ξ
GE
are the generalized eigenvalues of the pencil U1− zU0 and γ˜ =
W TGEa where WGE is the matrix of generalized eigenvectors of U1−zU0 and T denotes transposition.
Moreover it turns out that WGE = V˜ (ξGE)
−T where V˜ (ξ
GE
) is the square Vandermonde matrix
based on ξ
GE
. These properties can be easily checked by noticing that if a = V (ζ˜)γ˜ then
U0 = V˜ (ζ˜)CV˜ (ζ˜)
T , U1 = V˜ (ζ˜)CZV˜ (ζ˜)
T
where
C = diag{γ˜1, . . . , γ˜n/2} and Z = diag{ζ˜1, . . . , ζ˜n/2}
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and therefore U1V˜ (ζ˜)
−T = U0V˜ (ζ˜)−TZ which implies that ζ˜ are the generalized eigenvalues of the
pencil U1 − zU0. The relation between [cML, ξML] and [γ˜, ζ˜] is given by
Proposition 2 If n = 2p then [cML, ξML] = [γ˜, ζ˜].
Proof. Let be V = V (ζ˜). Substituting a = V γ˜ in aH(In − V (V HV )−1V H)a we get
γ˜HV H(In − V (V HV )−1V H)V γ˜ = 0.
But aH(In − V (V HV )−1V H)a ≥ 0, hence ‖a − f(t; p, γ(ζ), ζ)‖22 takes its least possible value when
V = V (ζ˜) therefore ζ˜ = ξ
ML
and γ˜ = (V HV )−1V Ha = cML. ✷
1.3 Bias of MLE
We show now that the MLE can not have moments. In particular MLE can not have the mean,
therefore bias can not be defined. Let us consider the case when n = 2, p = 1, θ1 = ω1 = 0, |ρ| < 1.
Therefore
a0 = A + ǫ0, a1 = Aρ+ ǫ1, U0 = a0, U1 = a1, ρML =
a1
a0
.
The density of ρML is then the density of the ratio of two independent Normal variables with means
A and Aρ respectively and variance σ2 which is given by
p2(x) =
1
2πσ2
∞∫
−∞
∞∫
−∞
δ
(
x− w
v
)
e−
(v−A)2+(w−Aρ)2
2σ2 dvdw.
We notice that ρML is also the generalized eigenvalue of the pencil a1−za0 and p2(x) can be rewritten
as
p2(x) = E[δ(x− ρML)],
therefore p2(x) is the condensed density of the generalized eigenvalue ρML (see e.g. [8]). By performing
the change of variables
λ = v, µ =
w
v
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we get
p2(x) =
e
− A2(ρ−x)2
2σ2(x2+1)A(ρx+ 1)Erf
(
A(ρx+1)√
2σ2(x2+1)
)
√
2πσ2 (x2 + 1)3/2
+
e−
A2(ρ2+1)
2σ2
π (x2 + 1)
which is a Cauchy-like density and therefore moments do not exist. We can expect that the same
problem arises for the general model. We cannot therefore define the bias. However we can define
instead the quantity ‖M [ξ
ML
]− ξ‖ where M [ξ
ML
] is the principal mode of the condensed density of
the generalized eigenvalues and for simplicity we call it ”bias” of ξ
ML
. We have
Proposition 3 When n = 2, AML, ρML are biased.
Proof. Let us assume that A > 0, ρ > 0. By [32][Prop.7] for x > 0, p2(x) has a unique mode not
greater than ρ. Moreover we notice that
lim
σ2→0
p2(x) = δ(x− ρ)
and
lim
σ2→∞
p2(x) =
1
π (x2 + 1)
.
Therefore the mode of p2(x) moves continuously from ρ to 0 as σ
2 moves from 0 to∞. Hence the bias
of ρML is zero only when σ = 0 and, as AML =
a0+ρMLa1
1+ρ2
ML
, the same is true for AML. By using a similar
argument the same result can be proved also when the hypothesis A > 0, ρ > 0 is relaxed. ✷
We can argue that the same kind of conclusion holds in the general case. Moreover one could argue
that when σ > 0, for p fixed, the bias is a decreasing function of n. This is not the case as we now
show for the simplest case of the model at = Aρ
(t−1) + ǫt, t = 0, . . . , n − 1 where |ρ| < 1 and ǫt
are i.i.d. Gaussian zero-mean random variables with variance σ2. We notice that the case |ρ| < 1
is the critical one because when |ρ| > 1 the MLE of ρ are trivially asymptotically unbiased as the
noise will become negligible w.r. to the signal if n = n(σ) is large enough. The following Proposition
holds, where for simplicity the approximated density is denoted as the true one.
Proposition 4 When |ρ| < 1 the density of the MLE of ρ can be approximated by a density pn(x)
such that
lim
n→∞ pn(x) = 0 if |x| ≥ 1
lim
n→∞ pn(x) = p∞(x), x ∈ (−1, 1)
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where p∞(x) is a density such that
lim
σ→0
p∞(x; ρ, σ) = δ(x− ρ)
(in the sense of distributions). For σ > 0, p∞(x) has at most one mode in (−1, 1) and two vertical
asymptotes in ±1. Moreover, for σ > 0, pn(x) has two relative maxima whose values tend to infinity
as n→∞.
Proof. Let us denote by θML = [ρML, AML] the ML estimates of ρ and A and by θ
∗ = [ρ, A] the true
parameters. With the notations used before, the model can be written in vector form as
a = s(θ∗) + ǫ, ǫ ∼ N(0, σ2In)
where s(t; θ∗) = Aρ(t−1). The log-likelihood function is
L(θ) = − 1
2σ2
(a− s(θ))T (a− s(θ))
and the ML estimates θML satisfy the nonlinear system
G(θML){a− s(θML)} = 0, Ghk(θ) =
∂
∂θh
sk(θ), h, k = 1, . . . , n.
Following [1], if we consider the first order Taylor series approximation of s(θ) around the point θe
where we want to approximate the density, we get
s(θ) ≈ s(θe) +G(θe)T [θ − θe]
and the nonlinear system becomes the linear one
G(θe){a− s(θe)−G(θe)T [θ − θe]} = G(θe)[a− s(θe)]−G(θe)G(θe)T [θ − θe] = 0
whose solution is
θ˜ML = θe + [G(θe)G(θe)
T ]−1G(θe)[a− s(θe)]
which is a linear function of the Gaussian data a and therefore θML is approximately distributed as
a Gaussian vector with mean
µθ = [G(θe)G(θe)
T ]−1G(θe)[s(θ
∗)− s(θe)]
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and covariance
Σθ = σ
2G(θe)
T [G(θe)G(θe)
T ]−1G(θe).
Hence θML ∼ N(µθ,Σθ) = pn(θe) = pn(ρe, Ae) = pn(x, y). We notice that the parameter y can be
factored out in pn(x, y). In fact
pn(x, y) = yan(x)e
y2bn(x)+ycn(x)−dn(x)
where, dropping the dependence on x for simplicity
an =
1
2πσ2
√
δ3, bn =
δ6
2σ2
, cn =
Aδ2
σ2
, dn =
A2
2σ2δ3
[δ2(δ1δ2 − ρδ4δ5)− ρδ5(δ2δ4 − ρδ5δ6)]
and δj , j = 1, . . . , 6 are polynomials in x:
δ1 =
n−2∑
j=0
(j + 1)2x2j =
x2(n−1)
(
(−nx2 + n+ x2)2 + x2
)
− (x2 + 1)
(x2 − 1)3
δ2 =
n−1∑
j=0
(ρx)j =
(ρx)n − 1
ρx− 1
δ3 =
(
n + 1
3
)
x2(n−2) +
n−3∑
j=0
(
3 + j
3
)
(x2j + x2(2n−4−j)) =
−
(
n2 (x2 − 1)2 + 2x2
)
x2n + x4n+2 + x2
x2 (x2 − 1)4
δ4 =
n−2∑
j=0
(j + 1)x2j+1 =
((n− 2)(x2 − 1) + x2 − 2)x2(n−2)+3 + x
(x2 − 1)2
δ5 =
n−2∑
j=0
(j + 1)(ρx)j =
((n− 1)ρx− n− 4) (ρx)n−1 + 1
(ρx− 1)2 , δ6 =
n−1∑
j=0
x2j =
x2n − 1
x2 − 1
Therefore the approximated density of ρML is given by
pn(x) =
∞∫
−∞
pn(x, y)dy =
√
πancn
2
√
b3n
e
c2n
4bn
−dn .
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We notice that pn(x; ρ) = pn(−x;−ρ) because this property holds for δ2 and δ5 as they are functions
of ρx. For n→∞ we get
a∞ =
1
2πσ2 (x2 − 1)2 , b∞ =
1
2σ2 (1− x2) , c∞ =
A
σ2(1− ρx)
d∞ = −A
2 (x2 − 1) (ρ2 (x2 + 1)− 4ρx+ x2 + 1)
2σ2(ρx− 1)4
and hence
p∞(x) =
√
πa∞c∞
2
√
b3∞
e
c2∞
4b∞
−d∞ =
A exp
(
−A
2(1−x2)(ρ−x)2
2σ2(ρx−1)4
)
√
2πσ
√
1− x2(1− ρx)
We notice that p∞(x) assumes real values only for x ∈ (−1, 1) and has two poles in ±1. We also
have
lim
σ→0
p∞(x) =


0 x 6= ρ, x ∈ (−1, 1)
∞ x = ρ
therefore
lim
σ→0 p∞(x; ρ, σ) = δ(x− ρ)
in the weak sense.
By taking the logarithm we get
log[p∞(x)] = −A
2 (1− x2) (ρ− x)2
2σ2(ρx− 1)4 + log(A)− log(1− ρx)−
1
2
log
(
2πσ2
)
− 1
2
log
(
1− x2
)
whose derivative is the rational function
A2 (x2 − 1) (ρ− x) [ρ2 (x2 − 2) + 2ρx− 2x2 + 1] + σ2 [ρ (2x2 − 1)− x] (ρx− 1)4
σ2 (1− x2) (ρx− 1)5 .
with poles ±1 and 1/ρ not in (−1, 1). The numerator can be decomposed as
L1(x) + σ
2L2(x)
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with L′2(x) = (ρx−1)3 [4ρ2 (3x2 − 1)− 9ρx+ 1], hence L2(x) has only one stationary point in (−1, 1).
The roots of L1(x) are
x1 = ρ, x2,3 = ±1, x4 =
√
2 (ρ2 − 1) + ρ
2− ρ2 , x5 =
√
2 (ρ2 − 1)− ρ
ρ2 − 2
where L′1(x1) < 0 (relative maximum of p∞(x)) and L
′
1(x4,5) > 0 (relative minima of p∞(x)). As all
the roots are real the zeros of L1(x) interlaces with those of L
′
1(x) (see e.g. [18]) therefore between
two consecutive zeros L1(x) can’t have more than one relative maximum or minimum. Hence as the
numerator of d log[p∞(x)]
dx
is obtained from L1(x) by adding the perturbation σ
2L2(x), the number of
its zeros is not greater than three in (−1, 1) and by continuity their value is as close to x1, x4, x5 as σ2
is small. Summing up p∞(x) has two vertical asymptotes in ±1 and at most one relative maximum
as close to ρ as σ2 is close to zero. We can therefore expect that if σ > 0, for n→∞ the density of
pn(x) is concentrated close to ±1. In fact it is easy to see that also the first derivative of log[pn(x)]
is a rational function Pn(x)
Qn(x)
and
Qn(x) = σ
2δ2δ
2
6δ
2
3
has no roots in the interval (−1/ρ, 1/ρ) ⊃ (−1, 1). Therefore the vertical asymptotes of p∞(x) in ±1
can not be approximated by asymptotes of pn(x) i.e. by zeros of Qn(x). Therefore we can expect
that Pn(x) has two zeros which approach ±1 as n→∞ and which correspond to two local maxima
whose values tend to infinity. ✷
We notice that, because the sampling interval ∆ is fixed, increasing n has the same effect of increasing
the noise variance σ2. Moreover, after Proposition 2, when n = 2p the MLE density is equal to the
condensed density of the generalized eigenvalues of the pencil U1−zU0. The behavior of this function
was studied in [6] as a function of σ in the general case of complex exponential functions perturbed
by Gaussian complex noise. When σ ↓ 0 the condensed density tends weakly to a sum of p Dirac’s
delta centered on the true values ξj, j = 1, . . . , p. When the signal is zero or, equivalently, when
σ ↓ ∞ the condensed density is such that in polar coordinates the phase is uniformly distributed in
[−π, π] and the modulus has a Dirac delta distribution centered on 1. Moreover in [4] it was shown
that the condensed density of the generalized eigenvalues satisfies a parabolic partial differential
equation where σ plays the role of time. This PDE then rules the diffusion of the condensed density
from the sum of p Dirac’s delta centered on the true values to the Dirac’s 2d-measure centered on
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the unit circle.
Therefore the claims of Proposition 4, even if obtained through an approximation, are consistent with
these general results. In fig. 1 the behavior of pn(x) is shown. We see also that pn(x) is unimodal for
small values of n, and the mode is close to the true value of ρ. By increasing n two secondary modes
appear close to ±1, and for n large enough one of the secondary modes becomes the principal one. We
conclude that for each σ,A, ρ there exists an optimal value of n which minimizes |ρ− ρˆ(n; σ,A, ρ)|.
This value was computed numerically by using the approximated density pn(x) of the ML estimator
of ρ for A = 1 and for several values of ρ > 0 and σ and plotted in fig. 2. Only positive values of ρ
are considered because pn(x; ρ) = pn(−x;−ρ). As expected, the optimal value of n is an increasing
function of |ρ| and a decreasing function of σ. We can conjecture that this conclusion holds for
the general model too. The choice of the number of data is critical: not less than 2p data must be
used but, unfortunately, there is not an easy way to estimate the optimal value of n also because
it depends on the true unknown parameters. In the following we propose an estimation procedure
where this problem is taken into account.
1.4 Standard pencil methods: GPOF
Computation of MLE is usually complicated because the right model order p should be known and
many local maxima are present when SNR is low or moderately large. In literature many algorithms
to get approximate MLE exist and their relative merits are usually measured in terms of the CR
bound for the asymptotic unbiased estimators [12,27]. This does not make much sense because we
are interested in solving the problem when σ > 0 but can help to compare algorithms. As expected
because of the asymptotic unbiasdness, when the noise variance is less than a threshold, all algorithms
produce reasonable estimates (see [17] for a comparison). Moreover some heuristic algorithms can
exceed the CR bound (because of the bias) and hence it is suggested that the bias can help to decrease
the noise threshold below which meaningful estimates can eventually be computed [27]. Because of
the connection between ML estimation and complex exponential interpolation, many approximate
ML algorithms are based on complex exponential interpolation of the data. The main advantages
over the exact MLE algorithms are that no initialization must be provided and the computation
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is faster. The best of them include some sort of noise filtering in order to increase the SNR ratio.
Cadzow method [14] and GPOF [23] are examples of this approach. We give here a short summary
of GPOF method because it is used in the proposed estimation procedure described in Section 2 and
it will be used for comparisons in Section 3.
Assuming that the data a are noisy and that we know the true number p of complex exponentials, the
aim of GPOF is to estimate the non linear parameters ξj, j = 1, . . . , p by solving a filtered generalized
eigenvalue problem. When the data are noiseless we know that we can retrieve ξ by solving the CEIP
based on a square pencil of order p× p i.e. n = 2p data are enough. If we use n > 2p data and use a
square pencil of order n/2 × n/2 the conditions detU0 6= 0, detU1 6= 0 to solve the problem and to
get a unique solution are no longer satisfied because rank(U0) = rank(U1) = p < n/2. When noise
is present it makes sense to assume that n/2− p terms of the model represent the noise. Therefore
we can solve the CEIP of order n/2 and then discard the n/2 − p terms associated e.g. with the
lowest absolute values |cj | of the weights. As an alternative we can first filter-out the noise from the
pencil and then solve a CEIP of order p. More generally we can assume that the model is made
up of l terms, l − p of them representing the noise, with p ≤ l ≤ n − p, i.e. a = V (ζ˜)γ˜ where
V (ζ˜) ∈ IC(n−l)×l is the Vandermonde matrix based on ζ˜
j
, j = 1, . . . , l. We notice that the larger l
the smaller the number of equations n− l that we can form with n observations. By choosing l we
can control how accurately to represent the noise and hence the signal, but the price to pay is on
the number of constraints that can be considered. Therefore, when p is unknown, GPOF depends
on two hyperparameters (l, p˜) with p˜ ≤ l ≤ n− p˜ where p˜ is a guess of p.
We can then consider a rectangular pencil U1 − zU0 with
U0 = V˜1(ζ˜)CV˜2(ζ˜)
T , U1 = V˜1(ζ˜)CZV˜2(ζ˜)
T
where V˜1(ζ˜) ∈ IC(n−l)×l, V˜2(ζ˜) ∈ IC l×l are the Vandermonde matrices based on ζ˜j , j = 1, . . . , l and
C = diag{γ˜1, . . . , γ˜l} and Z = diag{ζ˜1, . . . , ζ˜l}
and therefore U1V˜2(ζ˜)
‡ = U0V˜2(ζ˜)‡Z where X‡ = (X†)T = (XT )† and X† denotes the generalized
inverse of X . Therefore ζ˜ are the generalized eigenvalues of the rectangular pencil U1 − zU0. We
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want now to compute the signal related generalized eigenvalues by solving an eigenvalue problem of
order p˜. To this aim let us define the data matrix
U =


a0 a1 . . . al
a1 a2 . . . al+1
. . . . . .
an−l−1 an−l . . . an−1


∈ IC(n−l)×(l+1), p˜ ≤ l ≤ n− p˜, (3)
from which we can retrieve U0, U1 by
U0 = UE0, U1 = UE1, E0 = [e1, . . . , el], E1 = [e2, . . . , el+1] (4)
where ej is the j−th column of the identity matrix Il+1. Let us consider then its singular value
decomposition U = PDQ, P ∈ IC(n−l)×(n−l), D ∈ IC(n−l)×(l+1), Q ∈ IC(l+1)×(l+1). In the noiseless case
rank(U) = p therefore the last n− l − p elements on the diagonal of D are zero and U = P FDFQF
where DF ∈ ICp×p is obtained from D by dropping the last n− l− p rows or columns, P F ∈ IC(n−l)×p
is obtained from P by dropping the last n− l− p columns and QF ∈ ICp×(l+1) is obtained from Q by
dropping the last n− l − p rows. In the noisy case we can filter out the smallest n− l − p˜ elements
on the diagonal of D setting them to zero. But then the Hankel structure of UF = P FDFQF is lost.
Cadzow [14] suggests to retrieve this structure while filtering out the smallest singular values by the
iteration:
• U (0) = U
• for k = 0, 1, . . .
• U (k) = P (k)D(k)Q(k)
• UF = (P (k))F (D(k))F (Q(k))F
• U (k+1) = Hankel(UF )
• if ‖U (k+1) − U (k)‖ < η then stop
• end
where η > 0 is a small tolerance and the operator Hankel(A) maps the matrix A into the matrix
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obtained by substituting each element of a secondary diagonal of A by the average of the elements
of that diagonal. In [14] is proved that this iteration is a specific instance of a general method which
converges under hypotheses that are verified in the case considered here. We notice that the iteration
can be seen as a filtering algorithm for the data a0, . . . , an−1 which form the first row and the last
column of U , the filtered data after k steps being the first row and last column of U (k+1).
Denoting by P FDFQF the singular value decomposition of the Hankel matrix produced by the
iteration we have to solve the rectangular (n− l)× l generalized eigenvalue problem
P FDFQFE1W = P
FDFQFE0WZ.
We notice that P˜ = P FDF ∈ IC(n−l)×p˜ has maximum rank p˜ therefore its generalized inverse is
P˜ † = (P˜HP˜ )−1P˜H . Therefore by left-multiplying by P˜ † the problem above reduces to the rectangular
p˜× l generalized eigenvalue problem
QFE1W = Q
FE0WZ (5)
whose solution is given by the non-zero eigenvalues of Q˜†0Q˜1 ∈ IC l×l where Q˜0 = QFE0 ∈ IC p˜×l, Q˜1 =
QFE1 ∈ IC p˜×l. By exploiting the property that the non-zero eigenvalues of AB and BA are the
same if A ∈ ICm×n and B ∈ ICn×m, the signal related generalized eigenvalues of equation (5) are the
eigenvalues of Q˜1Q˜
†
0 ∈ IC p˜×p˜.
We notice that this solution slightly differs from the standard one where the singular value decom-
position of U0 instead of that of U is considered. The generalized eigenvalue problem to solve is
then
UF1 W = P
FDFQFWZ
whose solution is provided by the non-zero eigenvalues of
(P FDFQF )†UF1 = (Q
F )H(DF )†(P F )HUF1 ∈ IC l×l
or by the eigenvalues of
(DF )†(P F )HUF1 (Q
F )H ∈ IC p˜×p˜.
The solution of equation (5) provides slightly better results only when the SNR is low and the
improvement is too small to modify the conclusions of a simulation. Therefore in the following the
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standard formula is used because it is more convenient from the computational point of view as it
does not require the computation of the generalized inverse of a full matrix.
We notice also that the singular value decomposition of U can be replaced by its PRQ rank revealing
decomposition [15] where P and Q are unitary matrices and R is a trapezoidal matrix such that the
absolute values on the diagonal are in decreasing order. In fact it turns out that in the noiseless case
R is a trapezoidal matrix of rank p [22, Section 7.3] and noise filtering can be performed by setting
to zero the last n − l − p˜ rows of R. Despite the obvious computational advantages this method is
worse than the one based on svd for low SNRs because the best approximation property of svd does
not hold.
2 The proposed method
2.1 Outline
From the discussion of the previous section, in order to propose a black box method which improves
on the bias affecting exact and approximate MLE, we start from the CEIP, which is likely to capture
the best features of MLE and exploits the ensemble behavior (as specified below) of its solution
which is easier to study than the ensemble behavior of MLE. Specifically the basic observation which
motivates the proposed method is the following. When SNRs are moderate or low the performances
of a good standard algorithm, such as e.g. GPOF, measured by the MSE of the parameters vary
significantly as a function of the noise realization used. For example for some noise realizations,
two modes with close frequencies can be well separated even if SNRs are low, while for other noise
realizations, with the same variance, this is not true. This means that the bias of the frequency
estimates in some cases makes the two modes even closer than they are making it impossible to
separate them while in other cases the opposite is true. The idea is then to base the inference on the
ensemble behavior instead than on a single realization. However usually we have just one single data
set. Therefore we propose to use it first to get information on the statistical distribution over the
ensemble of the ζ˜j, j = 1, . . . , n/2 which are the critical quantities which the parameter estimates
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are based on, and then to make use of the data again to get point and interval estimates of the
parameters by a stochastic perturbation method. Moreover, after the remarks at the end of Section
1, we apply this procedure on different data sets, obtained by dropping some observations at the
end of the original data set, and finally we choose the best result based on a criterium described
in the following. For simplicity everywhere - but in Section 1.7 where the proposed algorithm is
summarized - we use the same symbol n for the current number of data used. To describe the
procedure is convenient to reformulate the original problem as the one of estimating the complex
measure
S(z) =
p∑
j=1
cjδ(z − ξj), ξj ∈ int(D), ξj 6= ξh ∀j 6= h, cj ∈ IC
where D ⊂ IC is a compact set, from its noisy moments
ak = f(k∆) + ǫk, k = 0, . . . , n− 1.
It turns out that
sk =
∫
D
zkS(z)dz =
∫ ∫
D
(x+ iy)kS(x+ iy)dxdy, k = 0, 1, 2, . . .
where
sk =
p∑
j=1
cjξ
k
j = f(k∆) (6)
hence this problem is equivalent to the original one. We notice that S(z) is an atomic measure
supported on the (unknown) points ξj , j = 1, . . . , p. Estimating a set Ω such that ξj ∈ Ω, j =
1, . . . , p, is our first goal.
2.2 The first step
The idea is to make use of the relation, discussed in Section 1, between the numbers ξj, j = 1, . . . , p
and the r.v. ζ˜j, j = 1, . . . , n/2 which solve the CEIP for the data ak, k = 0, . . . , n − 1. More
specifically we want to study the location in IC of the ζ˜j. As these are r.v. we are looking for a
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probability function h(z) defined on the complex plane such that
∫
N
h(z)dz =
2
n
n/2∑
k=1
P{ζ˜k ∈ N}, N ⊂ IC.
The main reason to consider the ζ˜j is now apparent: as ζ˜j are the generalized eigenvalues of the
pencil U1(a) − zU0(a), they are the roots of the polynomial Q(z) = det(U1(a) − zU0(a)). But then
h(z) is the condensed density of these roots which is given by (e.g. [8]):
h(z) =
1
4π
∆u(z)
where ∆ denotes the Laplacian operator with respect to x, y if z = x+ iy and
u(z) =
1
p
E
{
log(|Q(z)|2)
}
(7)
is the corresponding logarithmic potential and E is the expectation operator w.r.to the density of the
ak. In the limit for σ → 0 it can be shown [6] that h(z) tends weakly to a measure supported on the
points ξj, j = 1, . . . , p. Therefore our first goal is reached if we are able to compute the expectation
in (7) and to cope with the fact that h(z) conveys the information on the ξj, j = 1, . . . , p only in the
limit for σ → 0. In [7] a closed form approximation to h(z) based on a single realization is provided.
The QR decomposition of the random pencil U1(a)− zU0(a) is considered. Then
log |Q(z)|2 =
n/2∑
k=1
log |Rkk(z)|2.
The distribution of |Rkk(z)|2 is approximated by a Γ density and u(z) is computed analytically.
Given a realization aˆ = {aˆk, k = 0, . . . , n− 1} we then get
hˆ(z) ≈
n/2∑
k=1
∆ˆ
(
Ψ
[
1
2
(
Rˆ2kk(z)
σ2β
+ 1
)])
(8)
where ∆ˆ is the discrete Laplacian evaluated on a square lattice L of dimension M centered in (0, 0)
of side greater than one, Ψ(x) = d log Γ(x)
dx
denotes the digamma function, Rˆ2kk(z) is the diagonal of the
R factor in the QR factorization of U1(aˆ)− zU0(aˆ) and β is an hyperparameter, to be discussed in
the following, which control the smoothness of h(z) hence helping in coping with the noise. In fact,
because of the limit property of h(z), if σ is small enough there exist disjoint sets Nk, k = 1, . . . , p,
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centered on ξk, k = 1, . . . , p, such that
∫
N h(z)dz ≈ 1, N =
⋃
kNk. Moreover it was shown in
[8,6] that h(z) can have other noise-related local maxima which are located close to the unit circle.
However if there exist signal-related local maxima close to the unit circle they can be distinguished
from the noise-related ones not only by their relative higher magnitude but also by the fact that
they are surrounded by a set where h(z) ≈ 0 (gap of poles of the Pade’ approximants [30,31]).
Increasing β will depress the local maxima of h(z) and will make larger the sets Nk because h(z)
is a probability density. Eventually some sets Nk will merge together therefore determining a loss
of resolution but the local noise-related maxima will be depressed too and therefore can be easily
detected and filtered out by a simple thresholding technique which can also make use of the ”gap
of poles” property. Furthermore only a fraction n˜ = 2p˜ < n of data are used in this step in order to
make an implicit noise filtering. Of course we loose in resolution but this is not relevant in this step.
Finally we notice that the QR factorization of U1(aˆ) − zU0(aˆ) must be computed for all points of
the lattice L. In order to reduce the computational burden, in [7] it was shown that it is enough to
compute the QR factorization of the matrix U defined in (3) and then ∀z to upgrade the factorization
of U by reducing the Hessemberg matrices R(E1−zE0) to triangular form by Givens rotations, where
E1 and E0 are defined in (4).
Summing up, in the first step of the procedure the data are used to identify the sets Nk, k =
1, . . . , pN ≤ p such that ξj ∈ N = ⋃kNk ∀j = 1, . . . , p. In fig.3 top left the results obtained at the
end of the first step are shown on a specific example described in Section 3. Three not intersecting
sets Nh are computed which contains in their union the true generalized eigenvalues ξk, k = 1, . . . , 5.
2.3 The second step
Our second goal is to get point and interval estimates of the parameters. To this purpose a method
based on the stochastic perturbation idea proposed in [6] is used. Pseudosamples are generated from
{ak, k = 0, . . . , n− 1} by
a
(r)
k = ak + ν
(r)
k , k = 0, . . . , n− 1; r = 1, . . . , T
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where ν
(r)
k are i.i.d. zero mean complex Gaussian variables with variance σ
′2 independent of ah, ∀h.
The CEIP is solved for each of them. GPOF method is used with n data and hyperparameters
(l = n/2, p˜). The generalized eigenvalues are pooled and those not belonging to N are discarded.
Then a standard clustering method such as e.g. K-means [28] is applied to the generalized eigenvalues
belonging to N by fixing to p˜ the number of cluster to be estimated and initial centroids given by
the solution of the CEIP problem for the n data. The clusters whose cardinality is not close to T
are discarded because it was proved in [9] that for each pseudosample it can be expected that in
a small neighbor of each ξk, k = 1, . . . , p, it will fall at least one estimated generalized eigenvalue.
The number of selected clusters is an estimate pˆ of p. In fig.3 top right and bottom left and right
the big dots indicates the generalized eigenvalues which belong to N on a specific case and small
dots indicates the generalized eigenvalues which do not belong to N . We notice the presence of
several spurious clusters of generalized eigenvalues which justify the importance of the first step of
the procedure. The estimates ξˆk of ξk are then computed by averaging the generalized eigenvalues
belonging to the k−th cluster. The estimates cˆk of ck are then computed by solving the standard
least squares problem
cˆ = argminγ‖V (ξˆ)γ − a‖2.
We notice that interval estimates of ξ and c can also be obtained from the clustering results.
2.4 Estimation of β
The first step of the procedure depends critically on the choice of β. A value of β too small will give
rise to many modes of h(z) which are likely to be spurious but not easily detectable as noise-related
ones. A value of β too large will give rise to a small number of modes, possibly much less than p.
The clustering method can then become critical. The idea for getting a good value for β is based on
a comparison of formula (8) with another approximation of h(z) given in [6] by:
h˜(z) =
1
2πn
∆
∑
µj(z)>0
log(µj(z))
where µj(z) are the eigenvalues of
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(U1(s)− zU0(s))(U1(s)− zU0(s)) + nσ
2
2
A(z, z)
where A(z, z) ∈ ICn/2×n/2 is a tridiagonal hermitian matrix with 1+ |z|2 on the leading diagonal and
−z and −z on the diagonals respectively below and above the leading one. As the components of
the vector s given in (6) are unknown, this formula cannot be used to estimate h(z). However we
notice that h˜(z; σ)) = 1
2pin
∆ log det(UUH + n
2
σ2A) where U = U1(s) − zU0(s). Let U = QR be the
QR decomposition of U where the diagonal of R can be assumed to be real. As U = UT we also
have U = RTQT and therefore UUH = RTQTQR = RTR because Q is unitary. But then
h˜(z; σ)) =
1
2πn
∆ log det(RHR +
n
2
σ2A). (9)
We notice that formula (8) is an approximation of (see [7, eq.6])
hˆ(z; σ, β) =
1
2πn
∆
n/2∑
k=1
(
Ψ
[
1
2
(
E[Rˆ2kk]
σ2β
+ 1
)])
≈ 1
2πn
∆
n/2∑
k=1
(
log
[
1
2
(
E[Rˆ2kk]
σ2β
+ 1
)])
=
1
2πn
∆
n/2∑
k=1
log
[
E[Rˆ2kk] + σ
2β
]
(10)
where Rˆ2kk(z) is the diagonal of the R factor in the QR factorization of U1(a) − zU0(a). Therefore
we can compare formula (10) with formula (9). Let us assume that E[Rˆ2kk] ≈ R2kk and consider the
case when z = 0. Formula (9) and formula (10) become respectively
h˜(z; σ)) ≈ 1
2πn
∆ log det(RHR +
n
2
σ2I)
and
hˆ(z; σ, β) =
1
2πn
∆
n/2∑
k=1
log
[
R2kk + σ
2β
]
.
As log[det(RHR)] =
∑
k log(R
2
kk), h˜(z; σ)) and hˆ(z; σ, β) are close when β =
n
2
and σ → 0 or when
R is a diagonal matrix. This suggests to use n
2
as the initial guess for β and then to increase it by a
little amount to get a smoother estimate of h(z) useful for estimating the set Ω in the first step. In
the following the value β = βap˜ is used where βa ≥ 1 is an amplification factor .
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2.5 Filtering the QR decomposition
It turns out that the first step of the procedure depends critically on the QR factorization of the
matrix U1(a) − zU0(a) or, as proved in [7], on that of the matrix U defined in (3). It is therefore
necessary to filter out the noise from the R factor of U . This is a very delicate task which can
be however successfully accomplished by taking into account the special structure of the data as
follows. We notice that the real and imaginary parts of the signal f(t) =
∑p
j=1 cjξ
t
j decay to zero
exponentially. However when Gaussian noise is present the tail of the data fill a rectangular region
centered on the t−axis of width ≈ 2√2σ. A classic way to reduce the contribution of the noise
consists therefore in applying an exponential filter to force the tail of the data to go to zero as in the
noiseless case. In section 2.4 we discussed the Cadzow iteration to filter out the noise in U without
destroying its Hankel structure. However, in order to further improve the estimate of R, we suggest
to apply a filter also after the factorization process.
To this aim we notice first that, if U = QR, QHQ = I, R upper trapezoidal, the main diagonal of
R can be chosen to be non-negative and monotonic decreasing. In the noiseless case the last n − p
rows of R must be zero, as rank(U) = p. It can be shown experimentally that the same behavior
characterizes also the absolute value of the secondary diagonals {|Rh,h+l|, h = 1, . . . , p− l} , l =
0, . . . , p− 1. Moreover this behavior is preserved also in the noisy case but with an asymptotic value
greater than zero. In fig.4 the results of a simulation showing these facts are reported. A set of
complex exponential signals were generated with random frequencies ωj and phases θj with uniform
distribution in [−π, π), random decays ρj with uniform distribution in (0, 1] and complex standard
Gaussian random amplitudes normalized in order to make their absolute values to sum to one. The
matrix U was then formed and the QR decomposition was computed. The absolute values of the
diagonals of R were then averaged and the results for the main diagonal and the first three secondary
diagonals was plotted. The same is done by adding complex Gaussian white noise to the complex
exponential signals.
The comparison of the results in the noiseless and noisy cases for several SNRs and orders p˜, suggests
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that we can filter out the noise in the diagonals of R by
R˜h,h+l =
Rh,h+l
hγl
, h = 1, . . . , p˜− l, γl > 0, l = 0, . . . , p˜− 1.
In fig(4) the filtered diagonals were plotted too where γ was estimated by solving the problems
γˆl = argminγ
p˜−l∑
h=1
|R˜h,h+l −Rh,h+l|, l = 0, . . . , p˜− 1.
It can be noticed a good agreement between the noiseless and filtered data, therefore the func-
tional form of the filter seems to be adequate to do the job. In the following we choose only one
hyperparameter γ and filter the diagonals of R according to the rule
R˜h,h+l =
Rh,h+l
hγ
. (11)
2.6 The criterium for choosing the data set
Up to now we have considered the number of data n as fixed. From the remarks at the end of
Section 1, we know that n is a critical parameter. Therefore we want to choose it in an optimal
way. Let us assume that the given number of data norig is such that f(norig∆; p, P ) ≈ 0. In Section
1 we have conjectured that dropping some data at the end of the original data set could decrease
the bias of the estimator of the parameters ξj, j = 1, . . . , p. By hypothesis we know that the noise
affecting the data is i.i.d., therefore the residuals corresponding to the true parameters P will form a
stationary sequence i.e. their autocorrelation function will be a Kronecker δ sequence. If we consider
the residuals corresponding to the estimated parameters we can expect that some signal component
is still present in the residuals and therefore the autocorrelation function will be different from zero
for some lag greater than zero. We can then use the following statistics to quantify the goodness of
the estimation as a function of the number n ≤ norig of used data:
C(n) =
2
nR(0)2
n/2∑
k=1
|R(k)|2
where
R(k) =
n−k−1∑
h=0
(ǫˆh+k − µˆ)(ǫˆh − µˆ), ǫˆh = ah − f(h∆; pˆ, Pˆ ), µˆ = 1
n
n−1∑
h=0
ǫˆh.
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The optimal n will be
nott = argminnC(n).
We notice that when Pˆ = P then C(n) = 0 ∀n and the dependence on n of C(n) is only through
Pˆ because of the division by n in the definition.
2.7 The algorithm
Summing up, a sketch of the proposed algorithm is the following:
• fix a square lattice L of dimension M centered in (0, 0) of side L > 1
• fix an initial even number n0 < norig of data such that n0/2≫ p and an estimate σˆ of σ
• for n = n0 + k∆n, k = 0, . . . , K and ∆n ∈ IN+, even, such that K =
⌊
norig−n0
∆n
⌋
- choose the number p˜ of signal-related components as a fixed percentage of the current number
of data n
- compute U based on the first n data and filter it by Cadzow algorithm using l = n/2 and p˜,
producing n filtered data
- compute U = QR based on the first 2p˜ filtered data and filter the diagonals of R by formula
(11)
- compute the Hessemberg matrices R(E1− zE0), ∀z ∈ L and reduce them to triangular form by
Givens rotations
- compute hˆ(z; β), β = βap˜, by formula (8) where Rˆkk(z) are the diagonal elements of the trian-
gular matrices computed in the previous step
- compute the sets Nk, k = 1, . . . , pN such that
◦ hˆ(z; β) is unimodal for z ∈ Nk
◦ ⋂pNk=1Nk = ∅
by selecting the local maxima of hˆ(z; β) above a given threshold τ > 0, and then by identifying
the neighbor Nk of the k-th local maxima ξˆk such that hˆ(z; β) is monotonic decreasing along the
four coordinate directions on the lattice L starting from ξˆk
- generate T pseudosamples based on the filtered n data
- solve the CEIP for each pseudosample by GPOF method with hyperparameters l = n/2, p˜ and
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pool the ξ
(r)
h
- cluster the ξ
(r)
h ∈
⋃
Nk and discard the others. The k-means method is used to find p˜ clusters;
the clusters with less than ⌊αT ⌋, α ∈ (0.5, 1] elements are discarded
- pott(n) = number of selected clusters
- ξˆk(n) = average of the ξ
(r)
h ( in cluster k-th, k = 1, . . . , pott(n)
- cˆk(n) = average of the c
(r)
h in cluster k-th, k = 1, . . . , pott(n)
- compute C(n) and memorize ξˆk(n), cˆk(n), k = 1, . . . , pott(n)
• compute nott = argminnC(n). The optimal parameter estimates are
ξˆk(nott), cˆk(nott), k = 1, . . . , pott(nott)
The required hyperparameters are: the lattice dimension M , the side of the lattice L, the step ∆n
for choosing the current number of data, the number ν of iterations of the Cadzow algorithm, the
amplification factor βa for the smoothing parameter β = βap˜, the filter parameter γ for the diagonals
of R, the threshold τ for selecting the local maxima of the condensed density, the ratio between
p˜ and the maximum number n/2 of estimable components, the number of pseudosamples T , the
ratio between standard deviation of pseudosamples and noise standard deviation σ
′
σ
, the acceptation
threshold for clusters α.
Also the noise variance σ2 and the initial number of data n0 could be considered as hyperparameters.
However there turns out that they are the only hyperparameters which are data dependent. If enough
data are measured in order that the signal is decayed below the noise threshold then an estimate of σ
can be obtained from the tail of the data. For choosing a good value of n0 the following considerations
can help. As the criterium C(n) for choosing the optimal data set measures the stationarity of the
residuals, if in the true signal there are components cjξ
t
j much smaller than others (e.g. with respect
to the L2 norm
∫∞
0 |cjξtj |2dt) there can happen that C(n1) < C(n2) and n1 < n2 but the small
components are missed if n1 data are used. In these cases it is not convenient to choose a small value
of n0. On the contrary if n0 is too large, less degree of freedom are left to the procedure for choosing
the best data set and therefore a poor estimation could result but when the components are all close
to pure sinusoids. In fact in this case the quality of the estimation improves by increasing n as shown
in Section 1.3 and fig.2. It seems therefore reasonable to leave some flexibility to the proposed black
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box method by letting the user to choose σ and n0.
3 Simulation results
In order to test the advantages of the proposed method w.r.to the standard ones, four experiments
were performed corresponding to the four values of the noise s.d. σ = 2
√
2,
√
2,
√
2
3
,
√
2
10
. In each
experiment N = 300 independent realizations of the r.v. a
(h)
k , k = 1, . . . , norig = 120, h = 1, . . . , N
were generated from the complex exponentials model with p = 5 components given by
ξ =
[
e−0.3−i2pi0.35, e−0.1−i2pi0.3, e−0.05−i2pi0.28, e−0.0001+i2pi0.2, e−0.0001+i2pi0.21
]
c = [20, 6, 3, 1, 1]
by adding complex Gaussian noise with s.d. σ. We notice that the frequencies of the 4rd and 5th
components are closer than the Nyquist frequency if n < 1/(0.21−0.20) = 100. By defining SNRi =√
2 |ci|
σ
we label the four considered cases by SNR = mini SNRi = [0.5, 1, 3, 10]. The choice N = 300
makes simulation results almost independent of the initialization of the pseudorandom numbers
generator. For each experiment and for each h = 1, . . . , N the method GPOF [23] was applied.
After some trials the best results were obtained by using the hyperparameters l = m/2, m =
norig/2, . . . , norig and p˜ = 1, . . . , l/2. For each estimate ζ˜(m, p˜) of the generalized eigenvalues, the
corresponding estimates γ(m, p˜) of the weights was obtained by solving a linear least squares problem.
For each fixed dataset a
(h)
k , k = 1, . . . , m the optimal model order po(m) was chosen by minimizing
the BIC criterium [2] as a function of p˜. BIC was used because it provides the best results in
this framework among AIC, AICc and SIC (see e.g.[13] for the definition of these criteria). The
optimal dataset a
(h)
k , k = 1, . . . , mott was determined by minimizing the residual stationarity criterium
considered as a function of m and po(m), i.e. mott = minmC(m, po(m)) and therefore the optimal
model order was given by pott = po(mott). The corresponding optimal parameters ξˆj and cˆj were
computed. |cˆj | were then sorted in descending order and ξˆj were sorted accordingly. cˆj and ξˆj were
then used to estimate the signal by
sˆk =
pott∑
j=1
cˆj ξˆ
k
j .
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If pott ≥ p, the relative error was computed by
E(σ, h) =
∑p
j=1 |cj − cˆj|2∑p
j=1 |cj|2
+
∑p
j=1 |ξj − ξˆj|2∑p
j=1 |ξj|2
, h = 1, . . . , N.
Otherwise E(σ, h) was set to the conventional value −1. The average relative MSEs
MSE(σ) =
1
Nσ
Nσ∑
h=1
E(σ, h)
where Nσ is the cardinality of the set {h|E(σ, h) ≥ 0}, are reported in the first row of Table 1. The
values of relative MSEs greater than one indicates that even if a sufficient number of components
has been identified, at least some of them are poorly estimated. In the second row the cardinalities
Nσ are reported.
SNR = 0.5 SNR = 1 SNR=3 SNR=10
MSE(standard) 1.302 0.865 0.310 0.095
Nσ 173 123 220 300
MSE(proposed) 0.860 0.635 0.283 0.136
Nσ 100 201 285 300
Table 1
Standard method: relative MSEs (first row) averaged over Nσ (second row) replications. Proposed method:
relative MSEs (third row) averaged over Nσ (fourth row) replications.
The new method was then applied to the same data. The algorithm illustrated in section 2.7 was
applied with n0 = 30, σ = 2
√
2,
√
2,
√
2
3
,
√
2
10
and h = 1, . . . , N. The numerical values of the hyper-
parameters used in all the experiments reported in this section are given in Table 2. They were
obtained once and for all by trials and errors on one data set with SNR= 1 stopping the search
when better results than those provided by the standard method were obtained. The search was
not pursued further because we want to study the average behavior of the proposed method and
its robustness with respect to the hyperparameters. It is therefore possible that a fine tuning of the
hyperparmeters can improve the results on specific instances.
The average relative MSEs and the corresponding cardinalities Nσ are reported in the third and
fourth rows of Table 1. In fig. 5 the empirical distribution of nott(σ, ·), pott(σ, ·) and E(σ, ·) were
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M L ∆n ν βa γ τ
2p˜
n
T σ
′
σ
α
80 1.1 10 10 1.2 0.4 0.002 0.3 30 0.15 0.75
Table 2
Hyperparameters.
reported for σ = 2
√
2 for the standard and the proposed method. In figs. 6,7,8 the same was done
for σ =
√
2, σ =
√
2
3
, σ =
√
2
10
.
As noted before if n ≤ 100 a super-resolution problem arises. Therefore we tried the standard and
the proposed method with norig = 80 and n0 = 30, σ = 2
√
2,
√
2,
√
2
3
,
√
2
10
and h = 1, . . . , N and the
hyperparameters given in Table 2. The results are reported in Table 3.
SNR = 0.5 SNR = 1 SNR=3 SNR=10
MSE(standard) 1.389 1.043 0.357 0.108
Nσ 98 149 263 300
MSE(proposed) 0.905 0.707 0.369 0.155
Nσ 13 61 170 232
Table 3
Super-resolution problem. Standard method: relative MSEs (first row) averaged over Nσ (second row)
replications. Proposed method: relative MSEs (third row) averaged over Nσ (fourth row) replications.
From fig.5,6,7,8 and Table 1 and 3 we conclude that results provided by the standard and the
proposed method are similar for moderate or large SNRs (SNR= 3, 10). When the SNR is small
(SNR= 0.5, 1) the proposed method is able to better identify the correct model order and hence, when
this happens, better parameters estimates are obtained. Moreover in a few instances the proposed
method can solve satisfactorily super-resolution problems (MSE < 1) even for low SNRs.
Finally we used the proposed procedure for solving two problems discussed in [5] (see there for
details) in order to appreciate the advantages of the new procedure w.r. to the original one. Among
the problems afforded in [5] the most difficult ones are the interpolation and extrapolation of time
series reported in [29] and the shape from moments problem.
The first problem copes with a time series of 5000 samples with 100 missing values at times 981−
1000, 1981−2000, 2981−3000, 3981−4000, 4981−5000. Therefore we want to solve four interpolation
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and one extrapolation problems. As the data are synthetic the truth is known and the results obtained
by 17 methods are reported in [29] where the mean squared error (MSE) for the interpolation
problems and the interpolation + extrapolation problems are reported. As in [5] we apply the
method to the residual obtained by subtracting a smoothing cubic spline from the data. In fig.9 top
left the full time series with missing data is plotted. The other plots show the true values and the
reconstructed ones on each missed data interval. The MSE100 = 237 and MSE80 = 193 have to
be compared with MSE100 = 270 and MSE80 = 195 obtained in [5] and with MSE100 = 408 and
MSE80 = 222 which are the best results obtained in [29] by two different methods among the 17
considered. A slight improvement over the results reported in [5] can be noticed. However the most
relevant fact is that these results were obtained by the black box procedure with the hyperparameters
given in Table 2, the only data dependent information to provide are an estimate of the noise variance
σ2 and the initial number of data to use n0.
The second problem is the reconstruction of a non-degenerate polygon P from its complex moments.
In [16,19] there was shown that the p vertices ξ1, . . . , ξp of P and its complex moments µk, k =
0, 1, . . . , 2p− 1 are related by
k(k − 1)µk = k(k − 1)
∫
P
zkdx dy =
p∑
j=1
cjξ
j, µ0 = µ1 = 0
where
cj =
i
2
(
ξj−1 − ξj
ξj−1 − ξj −
ξj − ξj+1
ξj − ξj+1
)
assuming that the vertices are arranged in counterclockwise direction in the order of increasing
index and extending the indexing of the ξj cyclically so that ξ0 = ξp, ξ1 = ξp+1. Therefore to
identify the polygon (i.e. its vertices) from its complex moments is equivalent to solve a CEIP for
the data sk = k(k − 1)µk. The proposed procedure was applied for solving this problem on a star
shaped polygon for σ = 10−3, 10−4, 10−5 by a simulation experiment involving N = 100 independent
replications and norig = 101 noisy moments. In Table 4 the results obtained by the proposed method
and those reported in [5, Table 2, first three lines] are given. For comparison also the results given
in [17] in the far more easy case when the number of vertices is known are reported. The root mean
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squared error (RMSE) averaged over all parameters ξj is computed by
RMSE =
1
p
p∑
k=1
√√√√√ 1
N
N∑
j=1
|ξ(j)k − ξˆ(j)k |2.
In fig.10 the estimated ξj for σ = 10
−4 are plotted. We notice that the results obtained with the
new procedure without knowing p are much better of those reported in [5] in both cases when p
is known and unknown and in [17] when p is known. We stress that in this experiment too the
hyperparameters give in Table 2 were used and n0 = norig because the true signal is made of pure
sinusoids.
σ RMSE RMSE [5], p unknown RMSE [5], p known RMSE [17], p known
1e-3 1.0e-2 1.07e-1 3.68e-2 5.74e-2
1e-4 3.2e-4 7.62e-2 1.02e-2 1.74e-2
1e-5 3.3e-5 2.98e-2 1.05e-3 1.71e-3
Table 4
For the star shaped polygon the RMSE averaged over all the vertices obtained in the proposed procedure
when p is unknown, in [5] when p is unknown, in [5] when p is known, in [17] when p is known for
σ = 1e−3, 1e−4, 1e−5 is reported.
4 Conclusions
A classic approximation problem which is at the core of many ill posed inverse problems arising in
many application fields is revisited and a new stochastic approach is considered to overcome the
drawbacks of standard methods. It turns out that some tools developed in the framework of the
theory of random matrices, such as the condensed density of the generalized eigenvalues of a pencil
of matrices, provides a deep insight on the structure of the approximation problem. Coupling this
information with a stochastic perturbation approach, the bias which affects standard estimators
based on Maximum Likelihood can be controlled and a solution with better statistical properties,
than those provided by standard methods, can be computed. The proposed method depends on
two critical hyperparameters. One of them can be chosen in an optimal way by partially heuristic
considerations; the other one is chosen among a finite set of candidates by a simple selection procedure
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based on a measure of stationarity of the residuals. A few not critical hyperparameters must be
chosen too, which however turn out to be robust w.r. to the data and can be assigned once and
for all independently of the application. These claims are checked by numerical experiments which
improve over published results.
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Fig. 1.
Approximation of the density of the MLE of ρ as a function of the number of data when σ = 0.5, ρ =
0.3, A = 1. For n = 2 the true density is also plotted (dashed). The true value of ρ is represented
by the vertical bar.
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Fig. 2.
Optimal value of n as a function of ρ and σ when A = 1.
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Fig. 3. Top left: the sets Nj , j = 1, . . . , pN , pN = 3, SNR = 0.5; top right and bottom left and right: zoom
of the sets N1, N2, N3; the small dots are the generalized eigenvalues corresponding to each pseudosample;
the big dots are the generalized eigenvalues falling in N1 ∪N2 ∪N3; the ”x” are the initial centroids of the
clustering procedure; the ”+” are the estimated centroids; the ”o” are the centroids of clusters with more
than α · T points where α = 0.75 and T = 300 is the number of psudosamples.
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Fig. 4. Top right: the main diagonal of the matrix R in the noiseless case (dotted), in the noisy case (dashed)
and the filtered one (solid) are represented when SNR= 1, p = 5. Top left: the same for the absolute value
of the first diagonal. Bottom left: the same for the absolute value of the second diagonal. Bottom right: the
same for the absolute value of the third diagonal.
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Fig. 5. The empirical distributions over the 300 replications of nott(σ, ·) (top left), pott(σ, ·) (top right) and
E(σ, ·) (bottom) for σ = 2√2. The class −1 represents the samples where the true number of components
was underestimated.
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Fig. 6. The empirical distributions over the 300 replications of nott(σ, ·) (top left), pott(σ, ·) (top right) and
E(σ, ·) (bottom) for σ = √2. The class −1 represents the samples where the true number of components
was underestimated.
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Fig. 7. The empirical distributions over the 300 replications of nott(σ, ·) (top left), pott(σ, ·) (top right) and
E(σ, ·) (bottom) for σ = √2/3. The class −1 represents the samples where the true number of components
was underestimated.
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Fig. 8. The empirical distributions over the 300 replications of nott(σ, ·) (top left), pott(σ, ·) (top right) and
E(σ, ·) (bottom) for σ = √2/10.
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Fig. 9. Top left: time series with five missing intervals. True values on each interval (-); interpolated values
(+). Total MSE on the first four intervals = 193. Total MSE on the five intervals = 237.
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Fig. 10. Estimates of the vertices of the star shaped polygon obtained by the proposed method on N = 100
replications with σ = 1.e−4.
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