In 1906 Axel Thue showed how to construct an infinite non-repetitive (or squarefree) word on an alphabet of size 3. Since then this result has been rediscovered many times and extended in many ways. We present a two-dimensional version of this result. We show how to construct a rectangular tiling of the plane using 5 symbols which has the property that lines of tiles which are horizontal, vertical or have slope +1 or −1 contain no repetitions. As part of the construction we introduce a new type of word, one that is non-repetitive up to mod k, which is of interest in itself. We also indicate how our results might be extended to higher dimensions.
Introduction
The word 'barbarian' can be written as yyz where y = 'bar' and z = 'ian'. Since the block y repeats next to itself in 'barbarian', we say that 'barbarian' is repetitive. Conversely, a word such as 'civilized', in which no two adjacent blocks are identical, is called nonrepetitive; thus, a word w is non-repetitive if one cannot write w = xyyz with y a non-empty word. A set of letters Σ is an alphabet, and the set of finite words over Σ is denoted by Σ * . We will use boldface letters to represent words and ordinary lower case letters for the letters which make up the word.
The study of non-repetitive words is an area of combinatorics on words reaching back to at least the beginning of the twentieth century. Thue [6] proved in 1906 that there are arbitrarily long non-repetitive words on 3 symbols. Infinite non-repetitive words 1 have been used to build counter-examples in such diverse areas as algebra and dynamical systems [2, 3, 5, 4] . Combinatorics on words can also be viewed as theoretical crystallography, where the tilings are one-dimensional. In algebra, sequences of symbols are basic objects. To study dynamical systems or crystals, it makes sense to consider higher dimensional analogs of sequences, i.e. arrays or tilings.
Non-repetitive tilings were briefly examined in [1] . The authors Bean, Ehrenfeucht and McNulty claim that there one can label each lattice point of the plane using the symbols {a, b, c} such that no two adjacent rectangles receive the same labelling. Although they don't say so explicitly, it is clear that the rectangles considered are those with horizontal and vertical sides, that is, sets of lattice points of the form {(i, j) : i 0 ≤ i ≤ i 1 , j 0 ≤ j ≤ j 1 }. Also, adjacencies are either vertical or horizontal (not diagonal). Their theorem is thus easily shown to be equivalent to the following: For a proof, the authors of [1] give a map which replaces symbols by 13 × 13 arrays of symbols. Iterating this map they build an assignment of symbols to lattice points of the plane. Unfortunately, what is undoubtedly a typographical error in their paper gives the symbol b next to itself in the last two positions of the ninth row of the image of a. We give here a new and much simpler proof of Lemma 1.1.
Proof of Lemma 1.1:
which is simply a shift of w, and hence non-repetitive. Similarly, the vertical bisequence The construction of the proof of Lemma 1.1 labels each horizontal row of lattice points with the non-repetitive bisequence w, and shifts the sequence by one unit as we move vertically from row to row. Notice that the sequences along the positive diagonals are constant! This hardly seems what one wants in a 'non-repetitive tiling'. More appealing would be a tiling in which the sequences on every diagonal were also repetition-free. To use the language of chess, the result of [1] is that with 3 symbols an infinite chessboard can be labelled so that any rook move scans a non-repetitive word. In the present paper we will seek labellings for which any queen move scans a non-repetitive word.
Definition 1.2 A non-repetitive tiling of
n by s symbols is a labelling f : n → {1, 2, . . . , s}, for some natural number s, such that if P is any n-tuple of integers and Q any n-tuple whose entries are from the set {0, −1, 1} but with Q not equal to (0, 0, 0, ..., 0), then the bisequence {f (P + iQ)} ∞ i=−∞ is non-repetitive.
We will prove the following: Proof: Suppose for the sake of a contradiction that there is such a tiling with s ≤ 4.
Since {f (i, 1)} ∞ i=−∞ is non-repetitive, there must be at least 3 distinct symbols among the f (i, 1). It follows that for some value of i, the symbols f (i, 1), f(i + 1, 1), f(i + 2, 1) will be distinct. Without loss of generality we can suppose that f (0, 1) = 1, f (1, 1) = 2, f (2, 1) = 3. The non-repetitiveness of the tiling requires that adjacent symbols be distinct. This implies that f (1, 0) = f (1, 2) = 4. We must then have f (0, 2) = 3, f (2, 2) = 1. Then f (1, 3) is adjacent to 3, 4 and 1, and so must be 2. But then f (1, 0)f (1, 1)f (1, 2)f (1, 3) = 4242, which is a repetition. This contradiction proves the lemma.£ Given a natural number k, let m(k) be the least s such that there is a bisequence over s symbols which is non-repetitive up to mod k. We have the following problem:
Open Problem 1.7 What are the values of m(k)?
For k = 1, 'non-repetitive up to mod k' is the same as 'non-repetitive', so that by Thue [6] , m(1) = 3. In this paper we prove that m(2) = 4 and m(3) = 5. Definition 1.6 is motivated by generalizing the construction in the proof of Lemma 1.1:
Let w = {c k } ∞ k=−∞ be any bisequence. Consider the labelling of 2 given by f (i, j) = c i−2j . The horizontal subsequences in this labelling of the plane, 
We thus have the following result: 
Other Lattices
In this paper we are chiefly concerned with the lattice 2 but in this section we briefly discuss generalizations to other lattices. Lemma 1.8 can be generalized to n dimensions.
Lemma 2.1 Let w = {c(i)} ∞ i=−∞ be an infinite bisequence on s symbols which is nonrepetitive up to mod
Then f gives a non-repetitive tiling of n with s symbols.
W is thus a shifted version of one of the mod k subsequences of w, or of w R , where
, so that W must be non-repetitive, since w is non-repetitive up to mod 2 n − 1.£ There is an easy lower bound on s in Lemma 2.1; in a non-repetitive labelling of Z n , the 2 n points with all coordinates either 0 or 1 must receive different labels.
Lemma 2.2 Any non-repetitive tiling of
n must use at least 2 n symbols.
The bound in Lemma 2.2 is not sharp in the cases n = 1 and n = 2. In these cases we will see that 2 n + 1 symbols are needed. We have not been able to show that more than 8 symbols are needed in the three dimensional case. . . . 3 A word on 5 symbols which is non-repetitive up to mod 3.
To build infinite words which are non-repetitive up to mod k, we restrict our attention to certain highly structured words. 3. if x * z is a three letter subword of W, then z ≡ x + 1 mod k.
In a perturbed k-cycle the symbols 123 · · · k123 · · · k · · · repeat over and over again, cyclically, with the pattern occasionally broken by the appearance of the symbol * . For example, 2*31*231231*231*2*3* is a perturbed 3-cycle. An early result of Thue [7] is (with relabelling) that there are infinite non-repetitive words over {1, 2, * } not having 1*1 or 2*2 as subwords. Such words are perturbed 2-cycles. We will also prove the following:
There is an infinite perturbed 3-cycle which is non-repetitive up to mod 2.
Lemma 3.4 There is an infinite perturbed 4-cycle which is non-repetitive up to mod 3.
These results are optimal, in the sense that an infinite perturbed k-cycle cannot be non-repetitive up to mod k. This suggests the following problem:
Open Problem 3.5 For which k is there a perturbed (k+1)-cycle which is non-repetitive up to mod k? and |x| < |u|.
Proof: Suppose u0u occurs in w. Then the central 0 is the central element of a subword 101, 001, 100 or 000. We consider these possibilities as Cases I, II, III and IV respectively.
Case I It is clear that the u0u must have the form 10v1010v1 for some subword v. By the Remark 3.7 there exists x in w such that f (x) = 0v1. Thus u0u = 1f (x)01f (x) = 1f (x)f (0)f (x) = 1f (x0x). Suppose that h(x) = (i, j). Then h(x0x) = (2i + 1, 2j) and by Lemma 3.9, h(f (x0x)) = (2i + 8j + 1, 2i + 2j + 1) so that
Since |x| < |u|, x satisfies the statement of the Lemma. The analysis in the other cases is similar and for these we will only give the main steps.
Case II In this case there must exist a subword v in w such that u0u = 1v00001v000, and there then exists x such that f (x) = v. Thus u0u = 1f (x1x)000. If h(x) = (i, j) we get h(f (x1x)) = (2i + 8j + 4, 2i + 2j + 1) and h(u) = (i + 4j + 3, i + j + 1). Then as required. Case IV A slight complication occurs here since we do not know whether the subword 000 defining the case is the first or second occurrence of 000 in a subword 00001 We can handle both possibilities at once by saying that u0u must have the form zvy0zvy where yz = 0001 and z is non-empty. Then u0u = zv00001vy and there exists x in w such that u0u = zf (x1x)y. Then if h(x) = (i, j) and h(u) · (3, 2) + 3 ≡ 0 (mod 4)we get h(f (x1x)) = (2i + 8j + 4, 2i + 2j + 1) and Proof: The proof here uses the same ideas as that of the previous Lemma. We consider the three cases in which the central 1 of u1u is the center of 10101, 00101 or 10100. We cannot have 00100 occurring in w since this would mean we had 0000100001 which could only appear as the image of 11 under f and it is clear that 11 does not occur in W.
Case I In this case u cannot be 010 or 01010 since this would not satisfy h(u)·(3, 2)+ 2 ≡ 0 (mod 4), so w must contain u1u = 010v0101010v010 which has the form f (x0x)0. If h(x) = (i, j) then h((f (x0x)0) = (2i + 8j + 2, 2i + 2j + 1) and h(u) = i + 4j + 1, i + j). If h(u) · (3, 2) + 2 ≡ 0 (mod 4) then i + 2j + 1 (mod 4). But then, as in the first case of the previous Lemma, 3i + 2j + 3 ≡ 0 (mod 4),that is, h(x) · (3, 2) + 3 ≡ 0 (mod 4).
Case II This time w contains u1u = 01v0000101v0000. This must be followed by 1 so w contains u1u1 = 01v0000101v00001 which equals 01f (x0x) for some Proof: Suppose otherwise and that u00u is a counterexample to the Corollary. Neither u = 0 nor u empty is a counterexample so we conclude that |u| 1 ≥ 1. Then the 00 must be contained in 00001 in u00u. Thus we may write u00u as dxc00dxc where cd = 001 and d is non-empty. There then exists z such that x = f (z), and
Suppose that h(z) = (i, j). Then h(z1z) = (2i, 2j +1), h(f (z1z) = (2i+8j +4, 2i+2j +1), and
= (2i + 8j + 4, 2i + 2j + 1) + (2, 1) = (2i + 8j + 6, 2i + 2j + 2).
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We conclude that h(u) = (i + 4j + 2, i + j + 1). If h(u) · (3, 2) + 2 ≡ 0 (mod 4) we get i + 2j + 2 ≡ 0 (mod 4) which implies that 3i + 2j + 2 ≡ 0 (mod 4), that is h(z) · (3, 2) + 2 ≡ 0 (mod 4) which contradicts the Theorem.£
We now show that the word W contains no repetitions up to mod 3.
Lemma 3.14 W contains no mod 1 repetition.
Proof: Suppose W contains repetitions and let vv be the first. Then there is a corresponding repetition ycyc in the word g(w) where c is a letter and y is a (possibly empty) subword. We must have |yc| b ≡ 0 (mod 4), for if not, the first b in the first y will not be mapped onto the same digit as the first b in the second y. We cannot have c preceding ycyc in g(w) for then cycy would occur in g(w) and this would be mapped into a repetition in W which occurs earlier than vv. It is not hard to see that ycyc then has the form (a) bbbzabbbza or (b) bbbzabbbbbbzabbb where z is a subword and z = g(u) for some subword u of w. Thus ycyc has the form (a) bbbg(u0u)a or (b) bbbg(u1u)abbb.
In case (a) we have |z| b + 3 ≡ 0 (mod 4). Recalling the mapping g we see that we must then have 3|u| 0 + 6|u| 1 + 3 ≡ 0 (mod 4)
so that w contains a subword u0u with 3|u| 0 +2|u| 1 +3 ≡ 0 (mod 4). This is impossible by Theorem 3.12.
In case (b) we have |z| b + 6 ≡ 0 (mod 4) and there exists u1u in g(w) with
This is equivalent to 3|u| 0 + 2|u| 1 + 2 ≡ 0 (mod 4) which is also prohibited by Theorem 3.12.£ Using the methods of the previous section one also shows that the word V is nonrepetitive up to mod 2. It is easy to check, as in the proof of Lemma 1.5, that no such word exists on 3 symbols. Thus we have proved:
Theorem 4.2
The least s such that there is a bisequence over s symbols which is nonrepetitive up to mod 2 is 4.
