Studying behavior of systems through networks is important because it allows to understand them and make decisions based on this knowledge. Community detection is one of the tools used in this sense, for detection of groups in graphs. This can be done not only considering connections between nodes, but also including their attributes. Also, objects can be part of different groups with varying degrees, so overlapping fuzzy assignment is relevant in this context. Furthermore, most networks change overtime, so including this aspect also enhance the benefits of using community detection. Hence, in this doctoral thesis we propose to design models for overlapping community detection for static and dynamic networks with node attributes. Firstly, an approach based on a nonnegative matrix factorization generative model that automatically detects the number of communities in the network, is designed. Secondly, tensor factorization is used in order to overcome some of the challenges faced in the first model.
INTRODUCTION
Most of the algorithms for community detection are designed to find disjoint groups, where each node is assigned to only one community. This assumption sometimes can be too restrictive. Therefore, in this doctoral thesis we decided to focus on overlapping community detection, particularly in the case of fuzzy assignment, where each node has a membership degree to each of the groups.
To address overlapping community detection for static networks, generative models based on nonnegative matrix factorization (NMF) Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6822-3/20/02. https://doi.org/10.1145/3336191.3372185 Figure 1 : Graphical model [5] have been used, decomposing a matrix into latent factors. [6] used a Poisson distribution to model nonnegative count of interactions from the adjacency matrix, where the joint probability is maximized, and the number of communities can be obtained using automatic relevance determination; [8] extended the model for its use on temporal networks; and [3] extended the original model for an attributed static network. Our first approach is to design a method for static and dynamic soft overlapping community detection based on links and node information, using NMF.
Tensor factorization has also been recently used for overlapping community detection in static [7] and temporal networks [2] . Furthermore, there are some tensor factorization approaches as [9] which could be adapted for community detection. Therefore, a second approach to solve this problem, based on tensor factorization, is currently in progress.
METHODOLOGY AND RESULTS
The first approach was to design a generative model using NMF, for static and dynamic soft overlapping community detection on social networks, following [6] , [3] and [8] . For such, it uses both information about the links and node attributes in a temporal network, which strengthens the identification of groups. The method uses a prior for automatic relevance determination to define the number of communities. Previous advances of this work has been published in [5] and [4] .
The graphical model shown in figure 1 represents the generation structure, were a counting process for V t (adjacency matrix at snapshot t) is represented by latent factors W t and H t , another counting process for F t (attribute matrix) is represented by latent factors H t and G t . In this figure, N 1 , . . . , N T are the number of nodes at each snapshot t = 1, . . . ,T , M is the number of attributes and K is the maximum number of communities to be found.
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, are non-negative matrices. Interaction v i j between node i and node j is modeled by a Poisson distribution with ratev i j = K k =1 w ik h k j [6] . The value of attribute m for node j, described by f mj , is also modeled by a Poisson distribution [3] .
The distributions that model the community assignment change between each snapshot are also Poisson [8] . Non-negative matrices W t , H t and G t are half normal distributed, with scale hyperparameters β. Each β k ,t is gamma distributed with fixed hyperparameters a t , b t . The model is solved using multiplicative update rules based on gradient descent.
Exploring the complexity of the algorithm, the most time consuming factor is the factorization of the adjacency matrix, which is of order O(N 2 K). This impose a restriction for using the algorithm on large networks.
The model has been tested on toy and artificial networks. Some of these results are shown next.
The snapshots of a toy network with 16 attributed nodes are shown in figure 2, where changes are boldfaced. Figure 3 shows the community assignment when the attributes are less important and there is little dependence on previous snapshots. A lighter filling means that the node has greater membership degree to that group. Connection weight changes (v 1,4 , v 2,5 , v 3,4 , v 3,5 , v 4,6 , v 5,6 ) make nodes 4 and 5 to be overlapped on group 2 on t = 2. A similar case occur with weight changes related with nodes 2 and 3 on t = 3 (v 2,11 , v 3,9 ), for group 3. As an effect of little dependence with previous snapshots, changes are more abrupt.
We used DANCer [1] to create artificial networks, which ground truth communities are disjoint. To evaluate the performance, we used normalized mutual information (NMI). Table 1 summarizes the results for an artificial network. Partitions for snapshots 1 and 2 are the same as the ground truth. Starting from snapshot 3, the NMI decreases.
FINAL REMARKS
Although the model still needs to be improved, preliminary results show that is able to find the right groups at some extent, with the advantage of using the attributes for it. Hyperparameter calibration is being performed, starting from the static model, to reduce the search space, until getting to a reduced mix of possible parameters for the dynamic case with node attributes.
One of the downsides that need to be addressed is the scalability of the problem, since including time and node information scale up the number of matrices involved in the problem. On the other hand, the use of real data appropriate to test the model is another issue, since it needs to be on small sized temporal networks including attributes, which has been less explored in previous works.
To overcome the drawbacks of time complexity the model, a tensor factorization approach is being developed. Initially, each frontal slice of the tensor is used for representing the adjacency matrix at each snapshot. Using a Bayesian approach for rank determination and incorporating attribute information in a coupled matrix-tensor factorization approach is being evaluated.
