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1. INTRODUCTION 
Let ℝ𝑛  be the real 𝑛 −dimensional Euclidean space with the corresponding norm | ⋅ |. Let ℝ+ = [0, ∞) be a subset of real 
numbers. Motivated by the work of ([3,4,5]), in this paper we consider the following differential equation of the form: 
𝑥 ′′ 𝑡 = 𝑓(𝑡, 𝑥 𝑡 , 𝑥 ′ 𝑡 , 𝑥(𝑡 − 1))(1.1)
 
 for𝑡 ∈ ℝ+ with the conditions  
𝑥 𝑡 − 1 = 𝜙 𝑡 ,     (0 ≤ 𝑡 < 1)(1.2)
 
𝑥 0 = 𝑥0,   𝑥
′ 0 = 𝑥0    ,   
(1.3) 
 where 𝑓 ∈ 𝐶(ℝ+ × ℝ
𝑛 × ℝ𝑛 × ℝ𝑛 , ℝ𝑛) and 𝜙(𝑡) is a continuous function for which lim𝑡→1−0 𝜙(𝑡) exists.  
When dealing with the equation (1.1) with (1.2)-(1.3), the basic questions to be answered are: (i) under what conditions the 
systems under considerations have solutions? (ii) how can we find the solutions or closely approximate them? (iii)  what 
are their nature?. The study of such questions gives rise to new results and need a fresh outlook for handling such 
problems for (1.1)-(1.3). The objective of the present paperis to investigate new estimates on the difference between two 
approximate solutions of equation (1.1) and convergence properties on solutions of approximate solutions.Subsequently 
some authors have been studied the problems of existence, uniqueness and other properties of solutions of special forms  
or the equation (1.1) by using different techniques, see [5,7-10, 13] and the references cited therein. We also refer some 
papers and monographs [1,2,6,11,12] and the references given therein. Our general formulation of (1.1)-{(1.3) is 
anattempt to generalize the results of [5]. 
The paper is organized as follows. In section 2, we present the preliminaries and main result of existence of approximate 
solutions and uniqueness of the solutions. Finally, in Section 3 deals with closeness and convergence of solutions and 
also we discuss results on continuous dependence of solutions on initial data, functions involved therein and parameters. 
2. MAIN RESULT 
Before proceeding to the statement of our main results, we shall set forth some preliminaries that will be used in our 
subsequent discussion. 
Definition 2.1. Let 𝑥𝑖 𝑡 ∈ 𝐶 (ℝ+, ℝ𝑛  ) ℝ(𝑖 =  1, 2) be functions such that 𝑥𝑖
′′(𝑡) exist for 𝑡 ∈ ℝ+ and satisfy the 
inequalities  
 𝑥𝑖
′′ 𝑡 − 𝑓  𝑡, 𝑥𝑖 𝑡 , 𝑥𝑖
′ 𝑡 , 𝑥𝑖 𝑡 − 1   ≤ 𝜖𝑖 ,                                                                  (2.1) 
 for given constants 𝜖𝑖 ≥ 0  (𝑖 = 1,2), where it is assumed that the initial conditions 
𝑥𝑖 𝑡 − 1 = 𝜙𝑖 𝑡 ,     (0 ≤ 𝑡 < 1)                                                             (2.2) 
𝑥𝑖 0 = 𝑥𝑖
∗,     𝑥𝑖
′ 0 = 𝑥𝑖∗                                                                        (2.3) 
for 𝑖 = 1,2 are fulfilled and 𝜙𝑖(𝑡) are continuous functions for which  lim𝑡→1−0 𝜙𝑖(𝑡) exist. Then we call 𝑥𝑖 𝑡   (𝑖 = 1,2) 
the𝜖𝑖 −approximate solutions with respect to the equation (1.1) ith initial conditions (2.2)-(2.3). 
 
We require the following Lemma known as the Gronwall-Bellman inequality in our further discussion. 
Lemma 2.2 ([2],p. 12)  Let 𝑢 𝑡 , 𝑛 𝑡 , 𝑒 𝑡 ∈ 𝐶(ℝ+, ℝ+) and 𝑛(𝑡) be nondecreasing on ℝ+. If  
𝑢 𝑡 ≤ 𝑛 𝑡 +  𝑒 𝑠 𝑢(𝑠)𝑑𝑠
𝑡
0
,                                                               (2.4) 
for𝑡 ∈ ℝ+, then  
𝑢 𝑡 ≤ 𝑛 𝑡 exp⁡( 𝑒 𝑠 𝑑𝑠
𝑡
0
),                                                               (2.5) 
for𝑡 ∈ ℝ+. 
The following theorem estimates the difference between the two approximate solutions of equation (1.1).  
Theorem 2.3 Suppose that the function 𝑓 in equation (1.1) satisfies the condition  
 𝑓 𝑡, 𝑥, 𝑦, 𝑧 − 𝑓 𝑡, 𝑥 , 𝑦 , 𝑧  ≤ 𝑝 𝑡 [|𝑥 − 𝑥 + 𝑦 − 𝑦  + |𝑧 − 𝑧 | ,                                                       (2.6) 
where 𝑝 𝑡 ∈ 𝐶(ℝ+, ℝ+). Let 𝑥𝑖 𝑡  (𝑖 = 1,2) be respectively 𝜖𝑖 −approximate solutions of equation (1.1) on ℝ+ with (2.2)-
(2.3) such that  
 𝑥1
∗ − 𝑥2
∗ ≤ 𝛿,       𝑥1
∗   − 𝑥2
∗    ≤ 𝛿 ,(2.7) 
where 𝛿 ≥ 0 and 𝛿 ≥ 0 are constants. Then  
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 𝑥1 𝑡 − 𝑥2 𝑡  +  𝑥1
′  𝑡 − 𝑥2
′  𝑡  ≤ 𝑛 𝑡 𝑒𝑥𝑝    𝑡 − 𝑠 + 1 𝑝 𝑠 
𝑡
0
𝑑𝑠  , (2.8) 
for 0 ≤ 𝑡 < 1 and  
 𝑥1 𝑡 − 𝑥2 𝑡  +  𝑥1
′  𝑡 − 𝑥2
′  𝑡  ≤ 𝑛 𝑡 𝑒𝑥𝑝   [2 𝑡 − 𝑠 + 1][𝑝 𝑠 + 1 + 𝑝 𝑠 ]
𝑡
0
𝑑𝑠  , (2.9) 
for 1 ≤ 𝑡 < ∞,  where 𝑛 𝑡 =  𝜖1 + 𝜖2  𝑡 +
𝑡2
2




Proof.Since 𝑥𝑖(𝑡) (𝑖 =  1, 2) for 𝑡 ∈ ℝ+ are respectively 𝜖𝑖-approximate solutions of equation (1.1) with (2.2)-(2.3), we have 
(2.1). By taking 𝑡 =  𝜏 in (2.1) and integrating both sides with respect to 𝜏 from 0 to 𝑡, we have 
𝜖𝑖𝑡 ≥   𝑥𝑖
′′  𝜏 − 𝑓 𝜏, 𝑥𝑖 𝜏 , 𝑥𝑖




 ≥    𝑥𝑖
′′  𝜏 − 𝑓 𝜏, 𝑥𝑖 𝜏 , 𝑥𝑖




=   𝑥𝑖
′ 𝑡 − 𝑥𝑖∗   −  𝑓 𝜏, 𝑥𝑖 𝜏 , 𝑥𝑖
′ 𝜏 , 𝑥𝑖 𝜏 − 1  𝑑𝜏
𝑡
0
  ,                                                          (2.10) 
for 𝑖 = 1,2.  




≥    𝑥𝑖
′ 𝑠 − 𝑥𝑖∗   −  𝑓 𝜏, 𝑥𝑖 𝜏 , 𝑥𝑖







 ≥    𝑥𝑖
′ 𝑠 − 𝑥𝑖∗   −  𝑓 𝜏, 𝑥𝑖 𝜏 , 𝑥𝑖







=   𝑥𝑖 𝑡 − [𝑥𝑖
∗ + 𝑥𝑖∗   𝑡] −  (𝑡 − 𝑠)𝑓 𝑠, 𝑥𝑖 𝑠 , 𝑥𝑖
′ 𝑠 , 𝑥𝑖 𝑠 − 1  𝑑𝑠
𝑡
0
  ,                                   (2.11) 
for 𝑖 = 1,2. From(2.10), (2.11) and using the elementary inequalities  
 |𝑣 −  𝑧|  ≤  |𝑣|  +  |𝑧| , |𝑣|  −  |𝑧|  ≤  |𝑣 −  𝑧| ,                                                            (2.12) 
we observe that 
(𝜖1 + 𝜖2)𝑡 ≥   𝑥1
′  𝑡 − 𝑥1
∗   −  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  𝑑𝑠
𝑡
0
   
  +   𝑥2
′  𝑡 − 𝑥2
∗   −  𝑓 𝑠, 𝑥2 𝑠 , 𝑥2
′  𝑠 , 𝑥2 𝑠 − 1  𝑑𝑠
𝑡
0
   
≥   𝑥1
′  𝑡 − 𝑥1
∗   −  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  𝑑𝑠
𝑡
0
   
 −  𝑥2
′  𝑡 − 𝑥2
∗   −  𝑓 𝑠, 𝑥2 𝑠 , 𝑥2
′  𝑠 , 𝑥2 𝑠 − 1  𝑑𝑠
𝑡
0
   
≥  𝑥1
′  𝑡 − 𝑥2
′  𝑡  −  𝑥1
∗   − 𝑥2
∗     
−  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  − 𝑓 𝑠, 𝑥2 𝑠 , 𝑥2
′  𝑠 , 𝑥2 𝑠 − 1   
𝑡
0
𝑑𝑠                (2.13) 
and 
 𝜖1 + 𝜖2 
𝑡2
2
≥   𝑥1 𝑡 − [𝑥1
∗ + 𝑥1
∗   𝑡] −  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  𝑑𝑠
𝑡
0
   
  +   𝑥2 𝑡 − [𝑥2
∗ + 𝑥2
∗   𝑡] −  𝑓 𝑠, 𝑥2 𝑠 , 𝑥2
′  𝑠 , 𝑥2 𝑠 − 1  𝑑𝑠
𝑡
0
   
≥   𝑥1 𝑡 − [𝑥1
∗ + 𝑥1
∗   𝑡] −  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  𝑑𝑠
𝑡
0
   
 −  𝑥2 𝑡 − [𝑥2
∗ + 𝑥2
∗   𝑡] −  𝑓 𝑠, 𝑥2 𝑠 , 𝑥2
′  𝑠 , 𝑥2 𝑠 − 1  𝑑𝑠
𝑡
0
   
≥  𝑥1 𝑡 − 𝑥2 𝑡  − |[𝑥1
∗ + 𝑥1
∗      𝑡] − [𝑥2
∗ + 𝑥2
∗   𝑡]| 
−  𝑡 − 𝑠  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  − 𝑓 𝑠, 𝑥2 𝑠 , 𝑥2




Let 𝑢  𝑡 =   𝑥1 𝑡 − 𝑥2 𝑡  +  𝑥1
′  𝑡 − 𝑥2
′  𝑡  ,      𝑡 ∈ ℝ+. From (2.13) and (2.14) and using the hypotheses, we get 
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∗ +  𝑥1
∗   − 𝑥2
∗    𝑡 +  𝜖1 + 𝜖2 𝑡 +  𝑥1
∗   − 𝑥2
∗     
 +   𝑡 − 𝑠 + 1  𝑓 𝑠, 𝑥1 𝑠 , 𝑥1
′  𝑠 , 𝑥1 𝑠 − 1  − 𝑓 𝑠, 𝑥2 𝑠 , 𝑥2




≤  𝜖1 + 𝜖2  
𝑡2
2
+ 𝑡 + 𝛿 + (𝑡 + 1)𝛿  
 +   𝑡 − 𝑠 + 1 𝑝 𝑠   𝑥1 𝑠 , −𝑥2 𝑠  +|𝑥1
′  𝑠 − 𝑥2




≤  𝜖1 + 𝜖2  𝑡 +
𝑡2
2
 + 𝛿 + (𝑡 + 1)𝛿  
+   𝑡 − 𝑠 + 1 𝑝 𝑠  𝑢(𝑠) + |𝑥1 𝑠 − 1 − 𝑥2 𝑠 − 1 | 
𝑡
0
𝑑𝑠.                                                 (2.15) 
We consider the following two cases  
Case I: 𝟎 ≤ 𝒕 < 1. From (2.15) and hypotheses, we observe that 
𝑢(𝑡) ≤  𝜖1 + 𝜖2  𝑡 +
𝑡2
2




≤  𝜖1 + 𝜖2  𝑡 +
𝑡2
2








 ≤ 𝑛 𝑡 +   𝑡 − 𝑠 + 1 𝑝 𝑠 𝑢 𝑠 
𝑡
0
𝑑𝑠.                                                    (2.16) 
Clearly 𝑛(𝑡) is nondecreasing in 𝑡. Now an application of Lemma 2.2 to (2.16) yields (2.8). 
Case II: 𝟏 ≤ 𝒕 < ∞. From (2.15) and hypotheses, we observe that 
𝑢(𝑡) ≤  𝜖1 + 𝜖2  𝑡 +
𝑡2
2




≤  𝜖1 + 𝜖2  𝑡 +
𝑡2
2




 +   𝑡 − 𝑠 + 1 𝑝 𝑠 𝑢(𝑠)
𝑡
0




 ≤ 𝑛 𝑡 +   𝑡 − 𝑠 + 1 𝑝 𝑠 𝑢 𝑠 
𝑡
0
𝑑𝑠 + 𝐼1 ,                                                                   (2.17) 
where  
𝐼1 =   𝑡 − 𝑠 + 1 𝑝 𝑠  |𝑥1 𝑠 − 1 − 𝑥2 𝑠 − 1 | 
𝑡
1
𝑑𝑠.                                           (2.18) 
By making the change of variable 𝑠 − 1 = 𝜏, then from (2.18), we obtain 




≤  (𝑡 − 𝜏)
𝑡
0
 𝑝 𝜏 + 1 𝑢 𝜏 𝑑𝜏. 
Therefore, we have                                                                                                                           
𝐼1 ≤  (𝑡 − 𝑠)
𝑡
0
 𝑝 𝑠 + 1 𝑢 𝑠 𝑑𝑠.                                                                (2.19) 
Using (2.19) in (2.17), we get 
𝑢 𝑡 ≤ 𝑛 𝑡 +   2 𝑡 − 𝑠 + 1  𝑝 𝑠 +  𝑝 𝑠 + 1  𝑢 𝑠 𝑑𝑠
𝑡
0
.                                          (2.20) 
Now an application of Lemma 2.2 to (2.20) yields (2.9). This completes the proof of the theorem. 
Remark 2.4:  
(i) We note that the estimates obtained in (2.8) and (2.9) yield not only the bound on the difference between the two 
approximate solutions of equation (1.1) but also the bound on the difference between their derivatives. 
(ii)  If 𝑥1(𝑡) is a solution of equation (1.1) with 𝑥1 0 = 𝑥1
∗, 𝑥1
′  0 = 𝑥1
∗, then we have 𝜖1 = 0 and from (2.8) and (2.9), we 
see that 𝑥2 𝑡 → 𝑥1(𝑡) as 𝜖2 →  0 and 𝛿 → 0,   𝛿 → 0 and 𝜙2 𝑡 → 𝜙1(𝑡) for 0 ≤ 𝑡 < 1.  
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(iii) Moreover, if we put (a) 𝜖1 = 𝜖2 = 0 and 𝑥1
∗ = 𝑥2
∗ ,    𝑥1
∗   = 𝑥2
∗ , 𝜙1 𝑡 = 𝜙2 𝑡   (0 ≤ 𝑡 < 1) in (2.8) and (2.9), then the 
uniqueness of solutions of equation (1.1) is established and (b) 𝜖1 = 𝜖2 = 0  in (2.8) and (2.9), then we get the bound 
which shows the dependency of solutions of equation (1.1) on given initial values. 
2. CLOSENESS OF SOLUTIONS 
In this section we study the continuous dependence of solutions to (1.1)–(1.3) on the function 𝑓 and the closeness of the 
solutions of following equations (3.1)–(3.3). 
 Consider the initial value problem  
𝑦′′  𝑡 = 𝑓(𝑡, 𝑦 𝑡 , 𝑦′ 𝑡 , 𝑦(𝑡 − 1))(3.1)
 
 for 𝑡 ∈ ℝ+ with the conditions  
𝑦 𝑡 − 1 = 𝜓 𝑡 ,     (0 ≤ 𝑡 < 1)(3.2)
 
𝑦 0 = 𝑦0,   𝑦
′ 0 = 𝑦0    ,   
(3.3) 
 where𝑓 ∈ 𝐶(ℝ+ × ℝ
𝑛 × ℝ𝑛 × ℝ𝑛 , ℝ𝑛) and 𝜓(𝑡) is a continuous function for which lim𝑡→1−0 𝜓(𝑡) exists.  
Next theorem deals with the closeness of the solutions of initial value prblems (1.1)–(1.3) and (3.1)–(3.3). 
Theorem 3.1 Suppose that the function 𝑓 in equation (1.1) satisfies the condition (2.6) and there exist constants 
𝜖0 ≥ 0, 𝛿1 ≥ 0, 𝛿2 ≥ 0 such that  
 𝑓 𝑡, 𝑥, 𝑦, 𝑧 − 𝑓 𝑡, 𝑥, 𝑦, 𝑧  ≤ 𝜖, (3.4) 
 𝑥0 − 𝑦0 ≤ 𝛿1 ,       𝑥0 − 𝑦0    ≤ 𝛿2 ,(3.5) 
Let 𝑥(𝑡) and 𝑦(𝑡) be respectively, solutions of the prblems (1.1)–(1.3) and (3.1)–(3.3) on ℝ+. Then  
 𝑥 𝑡 − 𝑥 𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ≤ 𝑑 𝑡  𝑒𝑥𝑝    𝑡 − 𝑠 + 1 𝑝 𝑠 
𝑡
0
𝑑𝑠  , (3.6) 
for 0 ≤ 𝑡 < 1 and  
 𝑥 𝑡 − 𝑥 𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ≤ 𝑑 𝑡  𝑒𝑥𝑝   [2 𝑡 − 𝑠 + 1][𝑝 𝑠 + 1 + 𝑝 𝑠 ]
𝑡
0
𝑑𝑠  , (3.7) 
 
for 1 ≤ 𝑡 < ∞,  where  
𝑑 𝑡 = 𝛿1 + 𝛿2(1 + 𝑡)+ 
𝑡2
2




Proof.Let 𝑣  𝑡 =  𝑥 𝑡 − 𝑦  𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ,   𝑡 ∈ ℝ+. Using the facts that 𝑥(𝑡) and 𝑦(𝑡) are the solutions of IVP (1.1)-
(1.3)  and IVP (3.1)-(3.3) and hypotheses, we observe that 
𝑣 𝑡 ≤  𝑥0 − 𝑦0 +  𝑥0 − 𝑦0 𝑡 




         + 𝑥0 − 𝑦0 +   𝑓 𝑠, 𝑥 𝑠 , 𝑥




≤ 𝛿1 + 𝛿2(1 + 𝑡) 























+   𝑡 − 𝑠 𝑝 𝑠 [𝑣 𝑠 + |𝑥 𝑠 − 1 − 𝑦 𝑠 − 1 |]
𝑡
0




≤ 𝛿1 + 𝛿2(1 + 𝑡)+(
𝑡2
2
+ 𝑡)𝜖 +   𝑡 − 𝑠 + 1 𝑝 𝑠 [𝑣 𝑠 + |𝑥 𝑠 − 1 − 𝑦 𝑠 − 1 |]
𝑡
0
𝑑𝑠.                 (3.8) 
We consider the following two cases  
Case I: 𝟎 ≤ 𝒕 < 1. From (3.8) and hypotheses, we observe that 
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 𝑣(𝑡) ≤ 𝛿1 + 𝛿2(1 + 𝑡)+ 
𝑡2
2












Clearly 𝑑(𝑡) is nondecreasing in 𝑡. Now an application of Lemma 2.2 to (3.9) yields (3.6). 
Case II: 𝟏 ≤ 𝒕 < ∞. From (3.8) and hypotheses, we observe that 
 v(𝑡) ≤ 𝛿1 + 𝛿2(1 + 𝑡) + (
𝑡2
2




≤ 𝑑(𝑡) +   𝑡 − 𝑠 + 1 𝑝 𝑠 𝑣(𝑠)
𝑡
0




 ≤ 𝑑 𝑡 +   𝑡 − 𝑠 + 1 𝑝 𝑠 𝑣 𝑠 
𝑡
0
𝑑𝑠 + 𝐼2 ,                  (3.10) 
where  
𝐼2 =   𝑡 − 𝑠 + 1 𝑝 𝑠  |𝑥 𝑠 − 1 − 𝑦 𝑠 − 1 | 
𝑡
1
𝑑𝑠.                             (3.11) 
By making the change of variable 𝑠 − 1 = 𝜏, then from (3.11), we obtain 




≤  (𝑡 − 𝜏)
𝑡
0
 𝑝 𝜏 + 1 𝑣 𝜏 𝑑𝜏. 
Therefore, we have                                                                                                                           
𝐼2 ≤  (𝑡 − 𝑠)
𝑡
0
 𝑝 𝑠 + 1 𝑣 𝑠 𝑑𝑠.                                                                (3.12) 
Using (3.12) in (3.10), it is easy to observe that  
𝑣 𝑡 ≤ 𝑑 𝑡 +   2 𝑡 − 𝑠 + 1  𝑝 𝑠 +  𝑝 𝑠 + 1  𝑣 𝑠 𝑑𝑠
𝑡
0
.                                          (3.13) 
Now an application of Lemma 2.2 to (3.13) yields (3.7). This completes the proof of the theorem. 
Remark 3.2: The result given in Theorem 3.1 relates the solutions of IVP (1.1)-(1.3) and of IVP (3.1)-(3.3) in the sense 
that if 𝑓 is close to 𝑓, 𝑥0 is close to 𝑦0 and 𝑥0 is close to 𝑦0, then not only the solutions of IVP (1.1)-(1.3) and of IVP (3.1)-
(3.3) are close to each other, but also depend continuously on the functions involved therein . 
 
Consider the initial value problem  
𝑦′′  𝑡 = 𝑓𝑘(𝑡, 𝑦 𝑡 , 𝑦
′ 𝑡 , 𝑦(𝑡 − 1))(3.14)
 
 for 𝑡 ∈ ℝ+ with the conditions  
𝑦𝑘 𝑡 − 1 = 𝜓𝑘 𝑡 ,     (0 ≤ 𝑡 < 1)(3.15) 
𝑦𝑘 0 = 𝑐𝑘 ,   𝑦𝑘
′  0 = 𝑐𝑘  , 
(3.16) 
for 𝑘 = 1,2, ⋯, where 𝑓𝑘 ∈ 𝐶(ℝ+ × ℝ
𝑛 × ℝ𝑛 × ℝ𝑛 , ℝ𝑛) and 𝜓𝑘(𝑡) are continuous functions for which lim𝑡→1−0 𝜓𝑘(𝑡) exist.  
 
 
As an immediate consequence of Theorem 3.1, we have the following corollary. 
Corollary 3.3 Suppose that the function 𝑓 in equation (1.1) satisfies the condition (2.6) and there exist constants 
𝜖𝑘 ≥ 0, 𝛿𝑘 ≥ 0, 𝛿𝑘 ≥ 0   (𝑘 = 1, 2, ⋯ ) such that   
 𝑓 𝑡, 𝑥, 𝑦, 𝑧 − 𝑓𝑘 𝑡, 𝑥, 𝑦, 𝑧  ≤ 𝜖𝑘 , (3.17) 
 𝑥0 − 𝑐𝑘  ≤ 𝛿𝑘 ,       𝑥0 − 𝑐𝑘  ≤ 𝛿𝑘 ,(3.18) 
with  𝜖𝑘 → 0 and 𝛿𝑘 → 0, 𝛿𝑘 → 0 as 𝑘 → ∞. If 𝑦𝑘 𝑡  (𝑘 = 1, 2, ⋯ ) and 𝑥(𝑡) are respectively the solutions of the 
prblems(3.14)-(3.16) and(1.1)–(1.3), then𝑦𝑘 𝑡 → 𝑥(𝑡)as 𝑘 → ∞ on ℝ+. 
Proof. For𝑘 = 1, 2, ⋯, the conditions of  Theorem 3.1 hold. As an application of of Theorem 3.1 and Lemma 2.2 yields  
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 𝑦𝑘 𝑡 − 𝑥 𝑡  +  𝑦𝑘
′ (𝑡) − 𝑥′(𝑡) ≤ 𝑑𝑘 𝑡  𝑒𝑥𝑝    𝑡 − 𝑠 + 1 𝑝 𝑠 
𝑡
0
𝑑𝑠  , (3.19) 
for 0 ≤ 𝑡 < 1 and  
 𝑦𝑘 𝑡 − 𝑥 𝑡  +  𝑦𝑘
′ (𝑡) − 𝑥′(𝑡) ≤ 𝑑𝑘 𝑡  𝑒𝑥𝑝   [2 𝑡 − 𝑠 + 1][𝑝 𝑠 + 1 + 𝑝 𝑠 ]
𝑡
0
𝑑𝑠  , (3.20) 
for 1 ≤ 𝑡 < ∞,  where  
𝑑𝑘 𝑡 = 𝛿𝑘 + 𝛿𝑘(1 + 𝑡)+ 
𝑡2
2




The required results follows from (3.19) and (3.20). It follows that the problem (1.1)–(1.3) depends continuously on the 
functions involved therein. This completes the proof. 
Remark 3.4:The result obtained in Corollary 3.3 provide sufficient conditions that ensures solutions of IVPs (4.14)–
(4.16) will converge to the solutions of IVP (1.1)–(1.3).  
 
We consider the initial value problem  
𝑥′′  𝑡 = 𝐹(𝑡, 𝑥 𝑡 , 𝑥′ 𝑡 , 𝑥 𝑡 − 1 , 𝜇1)(3.21) 
𝑥′′  𝑡 = 𝐹(𝑡, 𝑥 𝑡 , 𝑥′ 𝑡 , 𝑥 𝑡 − 1 , 𝜇2)(3.22)
 
 for 𝑡 ∈ ℝ+ with the conditions (1.2)-(1.3), where 𝐹 ∈ 𝐶(ℝ+ × ℝ
𝑛 × ℝ𝑛 × ℝ𝑛 × ℝ, ℝ𝑛) and 𝜇1 , 𝜇2 are real parameters 
The following theorem states the continuous dependence of solutions to (3.21) and (3.22) with the initial conditions given 
by (1.2)–(1.3) on parameters.  
Theorem 3.5 Suppose that the function 𝐹satisfies the condition  
 𝐹 𝑡, 𝑥, 𝑦, 𝑧, 𝜇1 − 𝐹 𝑡, 𝑥, 𝑦, 𝑧, 𝜇2  ≤ ℎ 𝑡   𝑥 − 𝑥 +  𝑦 − 𝑦 +  𝑧 − 𝑧 + |𝜇1 − 𝜇2| , (3.23) 
whereℎ ∈ 𝐶(ℝ+, ℝ+). Let 𝑥(𝑡) and 𝑦(𝑡) be respectively, solutions of the prblems(3.21)with (1.2)–(1.3) and (3.22)with (1.2) 
–(1.3) onℝ+. Then  
 𝑥 𝑡 − 𝑦 𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ≤ 𝑒 𝑡  𝑒𝑥𝑝    𝑡 − 𝑠 + 1 ℎ 𝑠 
𝑡
0
𝑑𝑠  , (3.24) 
for 0 ≤ 𝑡 < 1 and  
 𝑥 𝑡 − 𝑦 𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ≤ 𝑒 𝑡  𝑒𝑥𝑝   [2 𝑡 − 𝑠 + 1][ℎ 𝑠 + 1 + ℎ 𝑠 ]
𝑡
0
𝑑𝑠  , (3.25) 
for 1 ≤ 𝑡 < ∞,  where  




Proof. Let 𝑣  𝑡 =  𝑥 𝑡 − 𝑦  𝑡  +  𝑥′ 𝑡 − 𝑦′ 𝑡  ,   𝑡 ∈ ℝ+. Using the facts that 𝑥(𝑡) and 𝑦(𝑡) are respectively, solutions of 
the prblems (3.21) with (1.2) –(1.3) and (3.22) with (1.2) –(1.3)  onℝ+ and hypotheses, we observe that 
𝑣 𝑡 ≤   𝑡 − 𝑠  𝐹 𝑠, 𝑥 𝑠 , 𝑥′ 𝑠 , 𝑥 𝑠 − 1 , 𝜇1 − 𝐹 𝑠, 𝑦 𝑠 , 𝑦




+   𝐹 𝑠, 𝑥 𝑠 , 𝑥 ′ 𝑠 , 𝑥 𝑠 − 1 , 𝜇1 − 𝐹 𝑠, 𝑦 𝑠 , 𝑦




≤   𝑡 − 𝑠 + 1  𝐹 𝑠, 𝑥 𝑠 , 𝑥′ 𝑠 , 𝑥 𝑠 − 1 , 𝜇1 − 𝐹 𝑠, 𝑦 𝑠 , 𝑦




≤   𝑡 − 𝑠 + 1 ℎ 𝑠 [𝑣 𝑠 +  𝑥 𝑠 − 1 − 𝑦 𝑠 − 1  + |𝜇1 − 𝜇2|]
𝑡
0
𝑑𝑠.                                        (3.26) 
 
We consider the following two cases  
 
Case I: 𝟎 ≤ 𝒕 < 1. From (3.26) and hypotheses, we observe that 
 𝑣 𝑡 ≤  𝜇1 − 𝜇2   2 − 𝑠 ℎ 𝑠 
1
0
𝑑𝑠 +   𝑡 − 𝑠 + 1 ℎ 𝑠   𝜙 𝑠 − 𝜙 𝑠   
1
0




≤  𝜇1 − 𝜇2   2 − 𝑠 ℎ 𝑠 
1
0




≤ 𝑒 𝑡 +   𝑡 − 𝑠 + 1 ℎ 𝑠 𝑣 𝑠 
𝑡
0
𝑑𝑠.                                                                                        (3.27) 
Clearly 𝑒(𝑡) is nondecreasing in 𝑡. Now an application of Lemma 2.2 to (3.27) yields (3.24). 
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Case II: 𝟏 ≤ 𝒕 < ∞. From (3.26) and hypotheses, we observe that 
𝑣 𝑡 ≤  𝜇1 − 𝜇2   2 − 𝑠 ℎ 𝑠 
1
0




+   𝑡 − 𝑠 + 1 ℎ 𝑠 |𝑥 𝑠 − 1 − 𝑦 𝑠 − 1 |
𝑡
1




≤  𝜇1 − 𝜇2   2 − 𝑠 ℎ 𝑠 
1
0
𝑑𝑠 +   𝑡 − 𝑠 + 1 ℎ 𝑠 𝑣 𝑠 
𝑡
0
𝑑𝑠 + 𝐼3(3.28)   
where  
𝐼3 =   𝑡 − 𝑠 + 1 ℎ 𝑠  |𝑥 𝑠 − 1 − 𝑦 𝑠 − 1 | 
𝑡
1
𝑑𝑠                            (3.29) 
By making the change of variable 𝑠 − 1 = 𝜏, then from (3.29), we obtain 




≤  (𝑡 − 𝜏)
𝑡
0
 𝑝 𝜏 + 1 𝑣 𝜏 𝑑𝜏. 
Therefore, we have                                                                                                                           
𝐼3 ≤  (𝑡 − 𝑠)
𝑡
0
 ℎ 𝑠 + 1 𝑣 𝑠 𝑑𝑠.                                            (3.30) 
Using (3.30) in (3.28), it is easy to observe that  
𝑣 𝑡 ≤ 𝑒 𝑡 +   2 𝑡 − 𝑠 + 1  ℎ 𝑠 +  ℎ 𝑠 + 1  𝑣 𝑠 𝑑𝑠
𝑡
0
.                                          (3.31) 
Now an application of Lemma 2.2 to (3.31) yields (3.25). This completes the proof of the theorem. 
Remark 3.6:  The result dealing with the property of a solution called "dependence of solutions on parameters". Here 
the parameters are scalars. Notice that the initial conditions do not involve parameters. The dependence on parameters 
are an important aspect in various physical problems. 
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