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1 Introduction
The classical orthogonal polynomials of Hermite, Laguerre, and Jacobi have explicit represen-
tations as terminating hypergeometric series. In the Askey scheme of orthogonal polynomials,
each polynomial is given by either a hypergeometric or basic hypergeometric series. These
polynomials have been studied extensively combinatorially.
The associated versions of the classical polynomials are defined by replacing n by n + c in
the three term recurrence relation, where c is an arbitrary parameter. The associated classical
polynomials may be expressed as terminating hypergeometric double sums. For example, the
coefficient of xk in the associated Laguerre polynomial of degree n is given by a terminating
3F2 series. The analogous expansion for the associated Askey–Wilson polynomials uses a 10φ9
series, see [8].
The combinatorics of the classical orthogonal polynomials extends easily to include the as-
sociation parameter c. However it is not clear how these double sums occur in the explicit
representations. The purpose of this paper is to derive these representations in the Laguerre
case, Theorems 2.2 and 2.4, by giving combinatorial interpretations for the polynomials. We
also find combinatorial expressions for the moments, see Theorems 3.3 and 3.4. We use the
standard methods of Motzkin paths and permutation statistics to carry this out. Along the way
we show that certain statistics on permutation tableaux describe the moments, Theorem 4.1.
As a bonus, in Section 5 we verify an explicit double sum expression for associated La-
guerre polynomials from knowledge of the moment generating function. An explicit measure or
a verification of the 3-term recurrence is not necessary. This method may be useful in other
settings to find explicit representations for polynomials when we know neither the measure nor
the moments.
?This paper is a contribution to the Special Issue on Exact Solvability and Symmetry Avatars in honour of
Luc Vinet. The full collection is available at http://www.emis.de/journals/SIGMA/ESSA2014.html
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2 The associated Laguerre polynomials
The monic Laguerre polynomials pn(x) = (−1)nn!Lαn(x), whose weight function is
xαe−xdx, x ≥ 0,
may be defined by the three term recurrence relation
pn+1(x) = (x− bn)pn(x)− λnpn−1(x), p0(x) = 1, p−1(x) = 0, (2.1)
where
bn = 2n+ α+ 1, λn = n(n+ α).
The associated Laguerre polynomials satisfy the same recurrence with n replaced by n+ c,
bn = 2n+ α+ 2c+ 1, λn = (n+ c)(n+ α+ c).
For the purposes of this paper it is convenient to replace the parameters α and c by X = c and
Y = α+ c+ 1.
Definition 2.1. The associated Laguerre polynomials Ln(x;X,Y ) are given by (2.1) with
bn = 2n+X + Y, λn = (n+X)(n+ Y − 1).
The double sum expression for Ln(x;X,Y ) we shall prove is the following. We use the
notation
(n)k = n(n+ 1)(n+ 2) · · · (n+ k − 1).
Theorem 2.2. For any non-negative integer n,
Ln(x;X,Y ) =
n∑
k=0
(X + k + 1)n−k
(
n
k
)
3F2
(
k − n, k + 1, Y − 1
−n,X + k + 1 ; 1
)
(−1)n−kxk.
We shall prove Theorem 2.2 and its relative Theorem 2.4 using the even-odd polynomials
in [1, p. 40]. A bonus of this approach is that a closely related set of associated Laguerre
polynomials, referred to as Model II [7, p. 158] may be simultaneously studied.
Definition 2.3. The Model II associated Laguerre polynomials L
(2)
n (x;X,Y ) are given by (2.1)
with
b0 = X, bn = 2n+X + Y − 1, n > 0, λn = (n− 1 +X)(n− 1 + Y ).
Theorem 2.4. For any non-negative integer n,
L(2)n (x;X,Y ) =
n∑
k=0
(X + k)n−k
(
n
k
)
3F2
(
k − n, k, Y − 1
−n,X + k ; 1
)
(−1)n−kxk.
We now review [1, p. 40], [13, p. 311], the basic setup for the even-odd polynomials.
Suppose that a set of monic orthogonal polynomials Pn(x) satisfies (2.1) with bn = 0 and
λn = Λn arbitrary. Then Pn(x) are even-odd polynomials, that is,
P2n(x) = en
(
x2
)
, P2n+1(x) = x on
(
x2
)
,
for some monic polynomials en(x) and on(x).
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Proposition 2.5. The polynomials en and on are both orthogonal polynomials satisfying
en+1(x) = (x− bn(e))en(x)− λn(e)en−1(x),
on+1(x) = (x− bn(o))on(x)− λn(o)on−1(x),
where
bn(e) = Λ2n+1 + Λ2n, λn(e) = Λ2n−1Λ2n and
bn(o) = Λ2n+2 + Λ2n+1, λn(o) = Λ2n+1Λ2n.
Here we define Λ0 = 0, i.e., b0(e) = Λ1.
We see that the choices of Λ2n = n − 1 + Y , Λ2n+1 = n + X, give the associated Laguerre
polynomials
on(x) = Ln(x;X,Y ), en(x) = L
(2)
n (x;X,Y ).
We shall give combinatorial interpretations for on(x) and en(x) which will prove Theorem 2.2
and Theorem 2.4. Let
en(x) =
n∑
k=0
En,kx
k(−1)n−k, on(x) =
n∑
k=0
On,kx
k(−1)n−k.
Note that we have the following recursive relations
On,k = En,k + Λ2nOn−1,k, En,k = On−1,k−1 + Λ2n−1En−1,k.
In order to give combinatorial interpretations for On,k and En,k, we need several definitions.
Definition 2.6. A k-marked permutation is a permutation pi in which the integers in an in-
creasing subsequence of length k are marked.
Example 2.7. pi = 3ˆ4216ˆ5 is a 2-marked permutation of length 6, where 3 and 6 are marked.
Definition 2.8. Let pi = pi1pi2 · · ·pin be a word with distinct integers. Then pii is called a right-
to-left minimum of pi if pii < pij for all j = i+ 1, i+ 2, . . . , n. We denote by RLMIN(pi) the set of
right-to-left minima of pi. Similarly, we define RLMAX(pi), LRMIN(pi), and LRMAX(pi), which
are the sets of right-to-left maxima, left-to-right minima, and left-to-right maxima, respectively.
In other words,
RLMIN(pi) = {pii : pii < pij for all j = i+ 1, i+ 2, . . . , n},
RLMAX(pi) = {pii : pii > pij for all j = i+ 1, i+ 2, . . . , n},
LRMIN(pi) = {pii : pii < pij for all j = 1, 2, . . . , i− 1},
LRMAX(pi) = {pii : pii > pij for all j = 1, 2, . . . , i− 1}.
Let RLmin(pi), RLmax(pi), LRmin(pi), and LRmax(pi) be the cardinalities of the sets RLMIN(pi),
RLMAX(pi), LRMIN(pi), and LRMAX(pi), respectively.
Definition 2.9. Let pi = w0aˆ1w1aˆ2w2 · · · aˆkwk be a k-marked permutation, where a1 < a2 <
· · · < ak are the marked integers. Let
LRMIN′(pi) = LRMIN(pi) \ LRMIN(w0) \ {a1, a2, . . . , ak},
RLMIN′(pi) =
k⋃
i=0
RLMIN(wi) ∩ [ai, ai+1],
where a0 = 0, ak+1 = ∞, and [ai, ai+1] = {ai, ai + 1, . . . , ai+1}. We also denote LRmin′(pi) =
|LRMIN′(pi)| and RLmin′(pi) = |RLMIN′(pi)|.
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Example 2.10. Let pi = 682ˆ4157ˆ39 with k = 2, a1 = 2, a2 = 7, w0 = 68, w1 = 415, and
w2 = 39. Then
RLMIN(pi) = {1, 3, 9}, RLMAX(pi) = {9},
LRMIN(pi) = {6, 2, 1}, LRMAX(pi) = {6, 8, 9},
and
LRMIN′(pi) = {6, 2, 1} \ {6} \ {2, 7} = {1},
RLMIN′(pi) =
({6, 8} ∩ [0, 2]) ∪ ({1, 5} ∩ [2, 7]) ∪ ({3, 9} ∩ [7,∞])
= ∅ ∪ {5} ∪ {9} = {5, 9}.
Definition 2.11. Let SEn,k be the set of k-marked permutations of [n]. Let S
O
n,k be the set of
(k + 1)-marked permutations of [n+ 1] with n+ 1 marked.
We now give combinatorial interpretations for the coefficients En,k and On,k.
Proposition 2.12. Let En,k and On,k be determined by the following recursions with initial
conditions En,k = On,k = 0 if n < k, k < 0, or n < 0; En,k = On,k = 1 if n = k ≥ 0:
En,k = On−1,k−1 + (n− 1 +X)En−1,k, On,k = En,k + (n− 1 + Y )On−1,k.
Then
En,k =
∑
pi∈SEn,k
XRLmin
′(pi)Y LRmin
′(pi), On,k =
∑
pi∈SOn,k
XRLmin
′(pi)Y LRmin
′(pi).
Proof. We will show that
An,k =
∑
pi∈SEn,k
XRLmin
′(pi)Y LRmin
′(pi), Bn,k =
∑
pi∈SOn,k
XRLmin
′(pi)Y LRmin
′(pi)
satisfy the recurrence relations.
Let pi ∈ SEn,k. If n is marked in pi, then we can consider pi as an element of SOn−1,k−1.
Otherwise, pi is obtained from an element σ in SEn−1,k by inserting an unmarked integer n in n
different ways. Then we always have RLmin′(pi) = RLmin′(σ) and LRmin′(pi) = LRmin′(σ)
unless we insert n at the end in which case we have RLmin′(pi) = RLmin′(σ)+1 and LRmin′(pi) =
LRmin′(σ). This implies that An,k = Bn−1,k−1 + (n− 1 +X)An−1,k.
Now let pi ∈ SOn,k. If the last element of pi is the marked n+1, then by removing n+1 we can
consider pi as an element of SEn,k without changing RLmin
′(pi) and LRmin′(pi). Otherwise, let j
be the last element of pi. Since marked integers form an increasing sequence and n+1 is marked,
j must be unmarked. By removing j and relabeling in order-preserving way, we can consider pi
as an element σ in SOn−1,k. Then we have RLmin
′(pi) = RLmin′(σ) and LRmin′(pi) = LRmin′(σ)
unless j = 1 in which case we have RLmin′(pi) = RLmin′(σ) and LRmin′(pi) = LRmin′(σ) + 1.
This implies that Bn,k = An,k + (n− 1 + Y )Bn−1,k. 
The next proposition constitutes proofs of Theorems 2.2 and 2.4.
Proposition 2.13. For n, k ≥ 0, we have
On,k = (X + k + 1)n−k
(
n
k
)
3F2
(
k − n, k + 1, Y − 1
−n,X + k + 1 ; 1
)
,
and
En,k = (X + k)n−k
(
n
k
)
3F2
(
k − n, k, Y − 1
−n,X + k ; 1
)
.
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Proof. By Proposition 2.12 we have
En,k =
∑
pi∈SEn,k
XRLmin
′(pi)Y LRmin
′(pi).
Let pi = w0aˆ1w1aˆ2w2 · · · aˆkwk ∈ SEn,k. Then min(w0, a1, a2, . . . , ak) = m + 1 for an integer
0 ≤ m ≤ n − k. Since a1 < a2 < · · · < ak, we have two cases m + 1 = a1 < min(w0) and
m+ 1 = min(w0) < a1.
Suppose that m+1 = a1 < min(w0). In order to construct such pi = w0aˆ1w1aˆ2w2 · · · aˆkwk we
choose a2, a3, . . . , ak in
(
n−m−1
k−1
)
ways, select a permutation σ of [m], shuffle σ with a2, a3, . . . , ak,
insert a1 = m + 1 at the beginning, and insert the remaining n − k − m integers. Clearly,
LRmin′(pi) = LRmin(σ). In this construction, suppose that b1 < b2 < · · · < bn−k−m are the
remaining integers to be inserted. We insert b1 first, and then b2, and so on. Then during the ith
insertion process RLmin′(pi) is increased by 1 if and only if bi is inserted just before aj+1 for the
unique integer j with aj < bi < aj+1. Thus inserting bi contributes a factor of (X+k+m+i−1).
Summarizing these we obtain that the sum of XRLmin
′(pi)Y LRmin
′(pi) for such pi’s is equal to(
n−m− 1
k − 1
)(
m+ k − 1
m
)
(Y )m(X + k +m)n−k−m.
Here we used the well known fact
∑
σ∈Sm
Y RLmin(σ) = (Y )m, see [14, p. 125, Exercise 127].
Similarly, one can show that the sum of XRLmin
′(pi)Y LRmin
′(pi) for pi = w0aˆ1w1aˆ2w2 · · · aˆkwk
with m+ 1 = min(w0) < a1 is equal to(
n−m− 1
k
)(
m+ k − 1
m
)
(Y )mX(X + k +m+ 1)n−k−m−1.
Thus we have
En,k =
n−k∑
m=0
[(
n−m− 1
k − 1
)(
m+ k − 1
m
)
(Y )m(X + k +m)n−k−m
+
(
n−m− 1
k
)(
m+ k − 1
m
)
(Y )mX(X + k +m+ 1)n−k−m−1
]
,
which is an expression for En,k as sum of two terminating 3F2(1)’s. However a 3F2(1) contiguous
relation, which is equivalent to the binomial relation(
n−m− 1
k − 1
)(
m+ k − 1
m
)
(Y )m +
(
n−m− 1
k
)(
m+ k − 1
m
)
(Y )m
−
(
n−m
k
)(
m+ k − 2
m− 1
)
(k +m− 1)(Y )m−1 =
(
n−m
k
)(
m+ k − 1
m
)
(Y − 1)m,
gives the stated formula for En,k as a single 3F2(1).
By the same argument, we obtain
On,k =
n−k∑
m=0
[(
n−m− 1
k − 1
)(
m+ k
m
)
(Y )m(X + k +m+ 1)n−k−m
+
(
n−m− 1
k
)(
m+ k − 1
m
)
(Y )mX(X + k +m+ 1)n−k−m−1
]
.
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Using(
n−m− 1
k − 1
)(
m+ k
m
)
(Y )m +
(
n−m− 1
k
)(
m+ k
m
)
(Y )m
−
(
n−m
k
)(
m+ k − 1
m− 1
)
(k +m)(Y )m−1 =
(
n−m
k
)(
m+ k
m
)
(Y − 1)m,
one can obtain the single sum formula for On,k. 
Remark 1. The 3F2 in Theorem 2.2 which is the coefficient of x
k is not equal to the 3F2 given
in [7, equation (5.6.18)]. These two 3F2’s are related by a 3F2(1) transformation.
3 Moments of associated Laguerre polynomials
In this section we interpret the moments for the measures of the associated Laguerre polynomials.
This is a routine application of Viennot’s [15] theory, details are not provided. We need the
following definition of pivots in order to give a combinatorial description for the moments. These
are also called strong fixed points in [14, p. 125, Exercise 128(b)].
Definition 3.1. Let pi = pi1pi2 · · ·pin be a permutation. If pii is both a left-to-right maximum
and a right-to-left minimum, then pii is called a pivot of pi. We denote by pivot(pi) the number of
pivots of pi. Note that if pii is a pivot, then pii = i, since pii is greater than all of pi1, pi2, . . . , pii−1
and smaller than all of pii+1, pii+2, . . . , pin.
Suppose that the orthogonal polynomials pn(x) satisfy (2.1). Then the n
th moment, µn, of
a measure for pn(x) is a polynomial in the sequences {bk}k≥0 and {λk}k≥1. We denote this
moment by
µn
({bk}k≥0, {λk}k≥1) or µn(bk, λk).
The first result uses a special choice for b0.
Lemma 3.2. For an integer n ≥ 0, we have
µn(bk, (k − 1 +X)(k − 1 + Y )) =
∑
pi∈Sn
XRLmin(pi)Y LRmax(pi)Zpivot(pi),
where bk = 2k − 1 +X + Y for k > 0, and b0 = XY Z.
Proof. This can be proved using one of the bijections between Laguerre histories and permu-
tations, for instance, see [12]. 
When Z = 1/Y in Lemma 3.2, we obtain moments for the Model II associated Laguerre
polynomials.
Theorem 3.3. The moments of the Model II associated Laguerre polynomials L
(2)
n (x;X,Y ) are
µn(2k − 1 +X + Y 1−δk,0 , (k − 1 +X)(k − 1 + Y )) =
∑
pi∈Sn
XRLmin(pi)Y LRmax(pi)−pivot(pi).
Using the substitution (X,Y, Z)→ (X + 1, Y, X+Y(X+1)Y ) in Lemma 3.2, we obtain
Theorem 3.4. The moments of the Model I associated Laguerre polynomials Ln(x;X,Y ) are
µn(2k +X + Y, (k +X)(k − 1 + Y ))
=
∑
pi∈Sn
(X + 1)RLmin(pi)−pivot(pi)(X + Y )pivot(pi)Y LRmax(pi)−pivot(pi).
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If X = Y = 1 in Theorem 3.4, we have
µn(2k + 2, k(k + 1)) = (n+ 1)!.
It is therefore more natural to write the nth moment of the Model I associated Laguerre polyno-
mial as a sum over Sn+1 instead of Sn. The next lemma, which is a restatement of the even-odd
polynomial construction in Section 2, accomplishes this.
Lemma 3.5. Given a sequence {ak}k≥0 with a0 = 0, we have
µ2n(0, ak) = µn(a2k + a2k+1, a2k−1a2k),
µ2n+2(0, ak) = a1µn(a2k+1 + a2k+2, a2ka2k+1).
Theorem 3.6. The moments of the Model I associated Laguerre polynomials Ln(x;X,Y ) are
µn(2k +X + Y, (k +X)(k − 1 + Y )) =
∑
pi∈Sn+1
XRLmin(pi)−1Y LRmax(pi)−pivot(pi).
Proof. Let a2k−1 = k− 1 +X and a2k = k− 1 + Y for k ≥ 1 and a0 = 0. Then by Lemma 3.5,
we have
µ2n(0, ak) = µn
(
2k − 1 +X + Y 1−δk,0 , (k − 1 +X)(k − 1 + Y )),
µ2n+2(0, ak) = Xµn(2k +X + Y, (k +X)(k − 1 + Y )).
Thus, we have
Xµn(2k +X + Y, (k +X)(k − 1 + Y ))
= µn+1
(
2k − 1 +X + Y 1−δk,0 , (k − 1 +X)(k − 1 + Y )).
By applying Theorem 3.3 to the above equation, we obtain the desired identity. 
As a corollary of the proof above, we obtain the following generating function identity.
Corollary 3.7. For any non-negative integer n, we have∑
pi∈Sn
(X + 1)RLmin(pi)−pivot(pi)(X + Y )pivot(pi)Y LRmax(pi)−pivot(pi)
=
∑
pi∈Sn+1
XRLmin(pi)−1Y LRmax(pi)−pivot(pi).
We may analogously push the n! terms for the Model II moments to Sn−1.
Corollary 3.8. The moments of the Model II associated Laguerre polynomials L
(2)
n (x;X,Y ) are
µn(bk, (k − 1 +X)(k − 1 + Y ))
= (X + 1)
∑
pi∈Sn−1
(X + 2)RLmin(pi)−pivot(pi)(X + Y + 1)pivot(pi)Y LRmax(pi)−pivot(pi),
where bk = 2k − 1 +X + Y for k > 0, and b0 = X.
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Figure 1. A permutation tableau on the left and its alternative representation on the right.
4 Permutation tableaux
In this section we reinterpret the weights on permutations of the previous section to be weights
on another set of objects also counted by n!, called permutation tableaux. Permutation tableaux
were introduced by Postnikov [11] in the study of totally nonnegative Grassmanian and studied
extensively.
A permutation tableau is a filling of a Ferrers diagram using 0’s and 1’s such that each column
contains at least one 1 and there is no 0 which has a 1 above in the same column and a 1 to the
left of it in the same row. We allow a Ferrers diagram to have empty rows.
The length of a permutation tableau is the number of rows plus the number of columns. Let
PTn denote the set of permutation tableau of length n. If a permutation tableau has length n, we
label the southeast border of a Ferrers diagram with 1, 2, . . . , n starting from northeast to south-
west. The rows and columns are also labeled by the same labels as in the border steps contained
in the rows and columns. An example of a permutation tableau is shown on the left of Fig. 1.
In a permutation tableau, a topmost 1 is a 1 which is the topmost 1 in the column containing
it. A restricted 0 is a 0 which has a 1 above it in the same column. A rightmost restricted 0 is the
rightmost restricted 0 in the row containing it. A row is called restricted if it has a restricted 0,
and unrestricted otherwise. We denote by urr(T ) the number of unrestricted rows in T . Similarly,
a 0 in T ∈ PTn is called c-restricted if it has a 1 to the left of it in the same row. A column
is called restricted if it has a c-restricted 0, and unrestricted otherwise. We denote by urc(T )
the number of unrestricted columns in T . For example, if T is the permutation tableau in
Fig. 1, then the unrestricted rows are rows 1, 6, 8, 9, 16, and the unrestricted columns are
columns 3, 5, 7, 10, 13, 15.
Corteel and Nadeau [4] found a bijection Φ: PTn → Sn such that if Φ(T ) = pi, then urr(T ) =
RLmin(pi). Corteel and Kim [3] found a generating function for permutation tableaux according
to the number of unrestricted columns.
The alternative representation of a permutation tableau is the filling of the same Ferrers
diagram obtained by replacing each topmost 1 by an up arrow, each rightmost restricted 0
by a left arrow, and leaving the other entries empty. See Fig. 1. The diagram obtained in
this way is called an alternative tableau. Equivalently, an alternative tableau can be defined
as a filling of a Ferrers diagram with uparrows and leftarrows such that each column contains
exactly one uparrow and there is no arrow pointing to another arrow. Alternative tableaux were
first considered by Viennot [16] and studied further by Nadeau [10].
In this section we prove the following theorem.
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Theorem 4.1. The moments for the associated Laguerre polynomials are
µn(2k +X + Y, (k +X)(k − 1 + Y )) =
∑
T∈PTn+1
Xurr(T )−1Y urc(T ).
For the remainder of this section we shall prove the above theorem.
It is easy to see that in the alternative representation of T ∈ PTn, a row is unrestricted if
and only if it has no left arrow. There is also a simple characterization for unrestricted columns
in the alternative representation.
Lemma 4.2. In the alternative representation of T ∈ PTn, a column is unrestricted if and only
if there is no arrow that is strictly to the northwest of the uparrow in the column.
Proof. Suppose that a column, say column c, is restricted. Then column c has a c-restricted 0.
Suppose that this c-restricted 0 has a 1 in column c′ to the left of it in the same row. Then
by the condition for permutation tableaux, column c cannot have a 1 above the c-restricted 0.
Thus the topmost 1 in column c′ is strictly to the northwest of the topmost 1 in column c. Since
topmost 1s correspond to uparrows in the alternative representation, the uparrow in column c
has an arrow strictly to the northwest of it. The converse can be proved similarly. 
For a permutation pi = pi1 · · ·pin, we define pirev = pinpin−1 · · ·pi1. We also define pi∗ as follows.
If pi = w1r1w2r2 · · ·wkrk, where r1, r2, . . . , rk are the right-to-left minima of pi, then pi∗ =
wrev1 r1w
rev
2 r2 · · ·wrevk rk. Note that pi∗ and pi have the same right-to-left minima and (pi∗)∗ = pi.
For example, if
pi = 4, 2, 5, 3, 1, 7, 6, 8, 14, 12, 15, 11, 13, 10, 9, 16,
where the right-to-left minima are overlined, then
pi∗ = 3, 5, 2, 4, 1, 7, 6, 8, 10, 13, 11, 15, 12, 14, 9, 16,
where the right-to-left minima are overlined and the left-to-right maxima are underlined.
We now describe the bijection Φ: PTn → Sn of Corteel and Nadeau [4] using the alternative
representation. Let T ∈ PTn. Suppose that r1 < r2 < · · · < rk are the labels of the unrestricted
rows of T . We first set pi to be r1r2 · · · rk. For each column of T starting from left to right we
will insert integers to pi as follows. If column i contains the uparrow in row j and the leftarrows
in rows i1 < · · · < ir, then insert i1, . . . , ir, i in this order before j in pi. If column i does not
have any leftarrows, we insert only i before j. Observe that we have j < i1 < i2 < · · · < ir < i.
Thus inserting integers in this way does not change the right-to-left minima. We define Φ(T )
to be the resulting permutation pi.
We will use the following property of the map Φ. If Φ(T ) = pi, then i is the label of a column
if and only i is followed by a smaller integer in pi.
Lemma 4.3. Let Φ(T ) = pi. Then we have the following.
• An integer r is the label of an unrestricted row of T if and only if it is a right-to-left
minimum of pi∗.
• An integer c is the label of an unrestricted column of T if and only if it is a left-to-right
maximum but not a pivot of pi∗.
Proof. From the construction of the bijection Φ, the labels of unrestricted rows of T are the
right-to-left minima of pi. Since pi and pi∗ have the same right-to-left minima, we obtain the first
item.
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We now prove the second item. Suppose that column c is an unrestricted column of T .
Let row r be the row containing the uparrow of column c. By Lemma 4.2, row r must be
unrestricted. Let r1 < r2 < · · · < rk be the labels of unrestricted rows of T , and let r = ri. By
the construction of the map Φ, before inserting integers from column c, the integers that have
been inserted are located to the right of ri−1. Then after inserting integers from column c, we
have c to the left of ri with no integers between them. Since the remaining integers to be inserted
are less than c, every integer greater than c is located either to the right of ri or between ri−1
and c in pi = Φ(T ). Thus c is a left-to-right maximum of pi∗. Since c is to the left of ri and
c < ri, c is not a right-to-left minimum of pi
∗.
Now let c be a left-to-right maximum of pi∗ that is not a right-to-left minimum. Let r1 <
r2 < · · · < rk be the right-to-left minima of pi (equivalently pi∗). Suppose that c is located
between ri−1 and ri. It is easy to see that c is followed by a smaller number in pi. Thus c is the
label of a column in T . If c is a restricted column, then by Lemma 4.2, there is an arrow strictly
to the northwest of the uparrow in column c. Then the column containing such an arrow has
label c′ > c. When we insert integers from column c′ in the construction of Φ(T ), c′ is located
to the left of ri−1. Then c cannot be a left-to-right maximum of pi∗, which is a contradiction.
Thus column c is unrestricted. 
The above lemma implies the following.
Proposition 4.4. We have∑
T∈PTn
Xurr(T )Y urc(T ) =
∑
pi∈Sn
XRLmin(pi)Y LRmax(pi)−pivot(pi).
Theorem 4.1 follows from Theorem 3.6 and Proposition 4.4.
5 Proof via the moment generating function
In this section we prove the following equivalent version of Theorem 2.2
Ln(x;X,Y ) =
(Y )n(X + 1)n(−1)n
n!
n∑
k=0
(−n)k
(Y )k(X + 1)k
3F2
(
k − n,X, Y − 1
Y + k,X + k + 1
; 1
)
xk. (5.1)
We use only specialized knowledge of the moments. What we need is a recurrence relation
for the moments. For ease of notation let’s put
θn(X,Y ) = µn(2k +X + Y, (k +X)(k − 1 + Y )).
Proposition 5.1. The moments of the associated Laguerre polynomials satisfy the recurrence
relation
J∑
k=0
θk(X,Y )
(Y − 1)J−k(X)J−k
(J − k)! =
(Y )J(X + 1)J
J !
, J ≥ 0. (5.2)
Proof. The recurrence (5.2) is equivalent to the explicit form of the moment generating func-
tion, which is Proposition 5.2, a quotient of hypergeometric series. This appears in [9, Theo-
rem 6.5, p. 212], or may easily be verified using contiguous relations for 2F0(x) to find the
relevant Jacobi continued fraction. 
Proposition 5.2. The generating function, as a formal power series in x, for the associated
Laguerre moments is
∞∑
n=0
µn(2k +X + Y, (k +X)(k − 1 + Y ))xn = 2F0(Y,X + 1;x)
2F0(Y − 1, X;x) .
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Let L be the linear functional which uses the moments θn(X,Y ), i.e., L(xn) = θn(X,Y ). We
prove (5.1) by showing that the linear functional L satisfies
L(xsLn(x;X,Y )) = 0, for 0 ≤ s ≤ n− 1. (5.3)
We can rewrite Ln(x;X,Y ) as
Ln(x;X,Y ) =
(Y )n(X + 1)n(−1)n
n!
n∑
J=0
(−n)J
(Y )J(X + 1)J
J∑
k=0
(Y − 1)J−k(X)J−k
(J − k)! x
k.
First we establish the s = 0 case of (5.3). Applying the linear functional L and using (5.2),
we obtain, for n ≥ 1,
L(Ln(x;X,Y )) = (Y )n(X + 1)n(−1)
n
n!
n∑
J=0
(−n)J
(Y )J(X + 1)J
J∑
k=0
(Y − 1)J−k(X)J−k
(J − k)! θk(X,Y )
=
(Y )n(X + 1)n(−1)n
n!
n∑
J=0
(−n)J
(Y )J(X + 1)J
(Y )J(X + 1)J
J !
=
(Y )n(X + 1)n(−1)n
n!
n∑
J=0
(
n
J
)
(−1)J = 0.
We’ll finish proving (5.3) for 0 < s < n by obtaining, at the last step, an nth difference of
a polynomial of degree s, which is zero.
Replacing θk(X,Y ) in the above computation with θk+s(X,Y ) and reversing the interior sum,
shows that we need the following lemma.
Lemma 5.3. For s ≥ 1 an integer,
J∑
k=0
θJ+s−k(X,Y )
(Y − 1)k(X)k
k!
= (a polynomial in J of degree s)
(Y )J(X + 1)J
J !
.
Proof. Note that (5.2) implies that
J∑
k=0
θJ+s−k(X,Y )
(Y − 1)k(X)k
k!
=
(Y )J(X + 1)J
J !(J + 1) · · · (J + s)
(
(Y + J)s(X + J + 1)s
−
s−1∑
p=0
θp(X,Y )(J + s) · · · (J + s− p+ 1)(Y − 1)(Y + J)s−p−1X(X + J + 1)s−p−1
)
.
We must show that the polynomial p(J) in J of degree 2s
p(J) = (Y + J)s(X + J + 1)s
−
s−1∑
p=0
θp(X,Y )(J + s) · · · (J + s− p+ 1)(Y − 1)(Y + J)s−p−1X(X + J + 1)s−p−1
is divisible by the s factors J + 1, . . . , J + s. To this end, put J = −k, 1 ≤ k ≤ s, and evaluate
p(−k) = (Y − k)k(X + 1− k)k
(
(Y )s−k(X + 1)s−k
−
s−k∑
p=0
θp(X,Y )
(s− k)!
(s− k − p)! (Y − 1)s−p−k(X)s−p−k
)
= 0
by (5.2). 
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6 Remarks
The combinatorics of the associated classical polynomials was first studied by Drake who con-
siders the associated Hermite polynomials in [6]. In this paper we study the combinatorics of
the associated Laguerre polynomials. Wimp [17, Theorem 1] gives an analogous double sum
formula for the associated Jacobi polynomials using a 4F3. Since the normalized three term
recurrence relation contains rational functions instead of polynomials, the combinatorics of the
moments will be more difficult in the Jacobi case.
In the q-world, one would like to give an alternative proof of the double sum formula for
the associated Askey–Wilson polynomials involving a 10φ9, see Ismail and Rahman [8, equa-
tion (4.15)]. One could hope for a proof along the lines of Section 5. Perhaps a recurrence for
the generalized moments of the Askey–Wilson basis of type (5.2) exists.
A q-analogue of Theorem 4.1 has been given by Corteel and Josuat-Verge`s [2]. One may hope
that it would give intuition for the appropriate parametrization for the associated Askey–Wilson
polynomials and ASEP, see [5].
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