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A small gain condition for interconnections of ISS systems
with mixed ISS characterizations
Sergey Dashkovskiy and Michael Kosmykov and Fabian Wirth
Abstract—We consider interconnected nonlinear systems
with external inputs. Each of the subsystems is assumed to be
input-to-state stable (ISS). Sufﬁcient conditions of small-gain
type are provided guaranteeing that the interconnection is ISS.
To this end we extend recently obtained small gain theorems
to a more general type of interconnections. The small gain
theorem proved here is applicable to situations where the ISS
conditions are formulated differently for each subsystem and
are either given in the maximization or the summation sense.
An example shows the advantages of our results in comparison
with the known ones.
I. INTRODUCTION
In this paper we consider nonlinear interconnected systems
with inputs and use the notion of input-to state-stability (ISS)
as a framework for stability analysis of such networks. This
notion was introduced by E. Sontag in 1989, see [10]. Our
main question in this paper is whether an interconnection of
ISS systems is again ISS. It is known that cascades of ISS
systems are ISS, however, a feedback interconnection of two
ISS systems is in general unstable. Some conditions applied
on the gains of both systems can assure that their feedback is
ISS. The ﬁrst result of the small gain type was proved in [7]
for a feedback of two ISS systems. The Lyapunov version
of this result is given in [6]. Here we would like to note the
difference between the small gain conditions in these papers.
One of them states in [6] that the composition of both gains
should be less then identity. The second condition in [7]
is similar but it involves the composition of both gains and
further functions of the form (id+i). This difference is due
to the use of different deﬁnitions of ISS in both papers. Both
deﬁnitions are equivalent but the gains enter as a maximum
in the ﬁrst deﬁnition, and a sum of the gains is taken in
the second one. The results of [7] and [6] were generalized
for an interconnection of n  2 systems in [1], [3]. It
was pointed out that the similar difference in the small gain
conditions remains, i.e., if the gains of different inputs enter
as a maximum of gains in the ISS deﬁnition or a sum of them
is taken in the deﬁnition. Moreover, it was shown that the
auxiliary functions (id + i) are essential in the summation
case and cannot be omitted [1]. A more general deﬁnition of
ISS for the case of many inputs was introduced in [9], [2]
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and [4]. For recent results on the small-gain conditions for
a wider class of interconnections we refer to [8], [5].
In some applications it may happen that the gains of a
part of systems of an interconnection are given in maxi-
mization terms while the gains of another part are given
in a summation formulation. This motivates the question:
do we need functions (id + i) and how many of them in
the small gain condition to assure stability in this case? In
this paper we consider this case and answer this question.
Namely we consider n interconnected ISS systems, such that
in the ISS deﬁnition of the ﬁrst k  n systems the gains
enter additively. For the rest of systems the deﬁnition with
maximum is used. We will see that the small gain condition
provided in this paper is less conservative then the one used
for the general deﬁnition in [9]. Our result contains the
known small gain conditions from [1] as a special case k = 0
or k = n, i.e., if only one type of ISS deﬁnition is used. An
example in the end of the paper shows the advantages of our
results in comparison with the known ones.
This paper is organized as follows. In section II we present
necessary notation and deﬁnitions. Section III provides some
auxiliary lemmas. The main result presenting the new small
gain condition is given in section IV, an example in the end
of this section demonstrates the novelty of this result. Section
V contains conclusions.
II. PRELIMINARIES AND PROBLEM STATEMENT
In the following we denote R+ := [0;1). Rn
+ is the
positive orthant fx 2 Rn : x  0g. xT stands for the
transpose of a vector x 2 Rn. For x;y 2 Rn, we use the
standard partial order induced by the positive orthant. It is
given by
x  y () xi  yi; i = 1;:::;n;
x > y () xi > yi; i = 1;:::;n:
We write x 6 y () 9i 2 f1;:::;ng : xi < yi: For a
nonempty index set I  f1;:::;ng we denote by jIj the
number of elements of I. We write yI for restriction yI :=
(yi)i2I of vectors y 2 Rn
+. Let PI denote the projection of
Rn
+ onto R
jIj
+ and RI be the anti-projection R
jIj
+ ! Rn
+,
deﬁned by
x 7!
jIj X
k=1
xkeik;
where fekgk=1;:::;n denotes the standard basis in Rn and
I = fi1;:::;ijIjg, with ik < ik+1, k = 1;:::;jIj   1:
For a function v : R+ 7! Rm we deﬁne its restriction to
the interval [s1;s2] byv[s1;s2](t) =

v(t); if t 2 [s1;s2];
0; otherwise.
A function  : R+ 7! R+ is said to be of class K if it
is continuous, strictly increasing and (0) = 0. It is of class
K1 if, in addition, it is unbounded. Note that for  2 K1
 1 always exists and  1 2 K1.
A function  : R+ R+ 7! R+ is said to be of class KL
if, for each ﬁxed t, the function (;t) is of class K and, for
each ﬁxed s, the function (s;) is non-increasing and tends
to zero for t ! 1.
By id we denote the identity operator in an appropriate
space. Let jj denote some norm in Rn, and let in particular
jxjmax = max
i
jxij be the maximum norm. The essential
supremum norm of a measurable function  is denoted by
kk1. L1 is the set of measurable functions for which this
norm is ﬁnite.
Consider the system
_ x = f(x;u); x 2 Rn; u 2 Rm; (1)
and assume that the system is forward complete. This means
that for all initial values x(0) 2 Rn and all essentially
bounded measurable inputs u solutions exist for all positive
times. Assume also that for any initial value x(0) and input
u the solution is unique.
The following notions of stability are used in the remain-
der of the paper.
Deﬁnition 2.1: The system (1) is input-to-state stable
(ISS), if there exist functions  of class KL and  of class
K, such that the inequality
jx(t)j  (jx(0)j;t) + (kuk1) (2)
holds for all initial conditions x(0) 2 Rn and inputs u 2
L1(R+;Rm), t  0.
Deﬁnition 2.2: The system (1) is globally stable (GS), if
there exist functions , ^  of class K, such that the inequality
jx(t)j  (jx(0)j) + ^ (kuk1) (3)
holds for all x(0) 2 Rn, u 2 L1(R+;Rm), t  0.
Deﬁnition 2.3: The system (1) has the asymptotic gain
(AG) property, if there exists a function e  of class K, such
that the inequality
limsup
t!1
jx(t)j  e (kuk1) (4)
holds for all x(0) 2 Rn and u 2 L1(R+;Rm).
Remark 2.4: Instead of sum of the terms on the right-hand
side of (2) one can take the maximum of these terms:
jx(t)j  maxf(jx(0)j;t);(kuk1)g: (5)
This leads to an equivalent deﬁnition of ISS. Note that
functions ;  in (5) are in general different from those in
(2). A similar equivalent deﬁnition can be written for the GS
systems.
Remark 2.5: In [11] it was shown that a system is ISS if
and only if it is GS and has the AG property.
Consider n interconnected control systems given by
_ x1 = f1(x1;:::;xn;u1)
. . .
_ xn = fn(x1;:::;xn;un)
(6)
where xi 2 RNi, ui 2 Rmi and the functions fi :
R
Pn
j=1 Nj+mi ! RNi are continuous and for all r 2 R
are locally Lipschitz continuous in x = (x1
T;:::;xn
T)
T
uniformly in ui for juij  r.
The interconnection (6) can be written as (1) with x =
(x1;:::;xn)T, u = (u1;:::;un)T and
f(x;u) =
0
B
@
f1(x1;:::;xn;P1(u))
. . .
fn(x1;:::;xn;Pn(u))
1
C
A:
If we consider individual subsystems, we treat the state
xj;j 6= i as an independent input for the ith subsystem.
Let subsystems of (6) be ISS, i.e., there exist functions i
of class KL, ij, i 2 K1[f0g such that for all initial values
xi(0) and inputs u 2 Rm there exists a unique solution xi(t)
satisfying for all t  0
jxi(t)j  i(jxi(0)j;t) +
n X
j=1
ij(kxj[0;t]k1) + i(kuk1)
(7)
for i = 1;:::;k and
jxi(t)j 
maxfi(jxi(0)j;t);max
j
fij(kxj[0;t]k1)g;i(kuk1)g
(8)
for i = k + 1;:::;n, where k 2 f0;:::;ng.
We say that the gains in (7) are of sum type and the gains
in (8) are of max type.
Since ISS implies GS and AG property, there exist func-
tions i; ^ ij, ^ i 2 K [ f0g, such that for any initial value
xi(0) and input u 2 L1(R+;Rm) there exists a unique
solution xi(t) and
jxi(t)j  i(jxi(0)j;t) +
n P
j=1
^ ij(kxj[0;t]k1) + ^ i(kuk1)
(9)
for i = 1:::;k and
jxi(t)j 
maxfi(jxi(0)j);max
j
f^ ij(kxj[0;t]k1)g; ^ i(kuk1)g
(10)
for i = k + 1;:::;n for all t  0 and there exist functions
e ij, e i 2 K [ f0g, such that for any initial value xi(0) and
input u 2 L1(R+;Rm) there exists a unique solution xi(t)
and
limsup
t!1
jxi(t)j 
n P
j=1
e ij(kxj[0;t]k1) + e i(kuk1) (11)
for i = 1;:::;k and
limsup
t!1
jxi(t)j  maxfmax
j
fe ij(kxj[0;t]k1)g;e i(kuk1)g
(12)
for i = k + 1;:::;n.Let us collect the gains ij in a matrix   = (ij)nn,
denoting ii  0, i = 1;:::;n. The operator   : Rn
+ ! Rn
+
is deﬁned by:
 (s) :=
0
B
B
B B
B
B B
B
@
12(s2) +  + 1n(sn)
. . .
k1(s1) +  + kn(sn)
maxfk+1;1(s1);:::;k+1;n(sn)g
. . .
maxfn1(s1);:::;n;n 1(sn 1)g
1
C
C
C C
C
C C
C
A
(13)
for s 2 Rn
+. Interconnections of such systems were consid-
ered in [1] for k = 0 and k = n. In [9], [4] more general
formulations of ISS are considered, which encompass the
case studied in this paper. However, in these references the
speciﬁc results available for the structure considered here are
not provided.
Our main question is whether the interconnection (6) is
ISS from u to x. It is known that even if all subsystems are
ISS their interconnection need not be ISS. Recall the small
gain conditions for k = 0 and k = n assuring ISS property
of such interconnections from [1]:
   D(s) 6 s; 8s 2 Rn
+nf0g (14)
for some D := diagn(id + ),  2 K1 for k = n and
 (s) 6 s; 8s 2 Rn
+nf0g (15)
for k = 0. In case 0 < k < n we can use
max
i=1;:::;n
fxig 
n X
i=1
xi  n max
i=1;:::;n
fxig (16)
to pass to the situation with k = 0 or k = n. But this leads
to more conservative gains. To avoid this conservativeness
we are going to obtain a new small gain condition for
0 < k < n. Expressions in (14), (15) prompt us to consider
the following small gain condition: For some  2 K1 let
Dk() := diagk(id+) and idn k be the identity on Rn k.
Deﬁne
D :=

Dk() 0
0 idn k

: (17)
The small-gain condition on the operator   is then
   D(s) 6 s; 8s 2 Rn
+nf0g; (18)
where the map D : Rn
+ ! Rn
+ is deﬁned by
D(s) := ((id + )(s1);:::;(id + )(sk);sk+1;:::;sn)
T :
In this paper we will prove that this small gain condition
guarantees the ISS-property of the interconnection (6).
III. AUXILIARY RESULTS
Before we proceed to main theorems we prove some aux-
iliary results for the operators satisfying small gain condition
(18).
Lemma 3.1: The small gain condition (18) is equivalent
to D   (v) 6 v for all v 2 Rn
+nf0g.
Proof:
Note that D is always invertible and
D 1(v) :=
0
B B
B
B B
B
B B
@
(id + ) 1  (v1)
. . .
(id + ) 1  (vk)
vk+1
. . .
vn
1
C C
C
C C
C
C C
A
For every v 2 Rn
+ there exists a unique w 2 Rn
+ such that
v = D(w) and vice versa. By monotonicity of D and D 1
we have D   (v) 6 v if and only if  (v) 6 D 1(v). For
any w 2 Rn
+ deﬁne v = D(w). Then    D(w) 6 w. This
proves the equivalence.
For convenience let us introduce  : Rn
+Rn
+ ! Rn
+ deﬁned
by
(w;v) :=
0
B
B
B B
B
B B
B
@
w1 + v1
. . .
wk + vk
maxfwk+1;vk+1g
. . .
maxfwn;vng
1
C
C
C C
C
C C
C
A
; w 2 Rn
+; v 2 Rn
+:
The following counterpart of Lemma 13 in [1] provides the
main technical step in the proof of the main results.
Lemma 3.2: Let   satisfy    D(s) 6 s for any s 2
Rn
+nf0g. Then there exists a  2 K1 such that for all
w;v 2 Rn
+,
w  ( (w);v) (19)
implies kwk  (kvk).
Proof: Fix v 2 Rn
+. We ﬁrst show, that for those
w 2 Rn
+ satisfying (19) at least some components have to
be bounded.
Let e D : Rn
+ ! Rn
+ be deﬁned by
e D(s) :=
 
s1 +  1(s1);:::;sk +  1(sk);sk+1;:::;sn
T
; s 2 Rn
+
and let
s := e D(v):
Assume there exists w = (w1;:::;wn)
T satisfying (19)
and such that wi > s
i, i = 1;:::;n. In particular, for
i = 1;:::;k we have
s
i < wi  i1(w1) + ::: + in(wn) + vi (20)
and hence from the deﬁnition of s:
s
i = vi +  1(vi) < i1(w1) + ::: + in(wn) + vi:
Then
vi < (i1(w1) + ::: + in(wn)):
From (20) it follows
wi  i1(w1) + ::: + in(wn) + vi
< (id + )  (i1(w1) + ::: + in(wn)): (21)Similarly, by the construction of w we have for i = k +
1;:::;n
s
i < wi  maxfi1(w1);:::;in(wn);vig: (22)
From the deﬁnition of s we have
s
i = vi < wi  maxfi1(w1);:::;in(wn);vig: (23)
Hence,
wi  maxfi1(w1);:::;in(wn)g: (24)
From (21), (24) we get
w 
0
B B
B
B B
B
B B
@
(id + )  (12(w2) + ::: + 1n(wn))
. . .
(id + )  (k1(w1) + ::: + kn(wn))
maxfk+11(w1);:::;k+1n(wn)g
. . .
maxfn1(w1);:::;nn 1(wn 1)g
1
C C
C
C C
C C
C
A
;
i.e., w  D (w). This contradicts the condition  D(w) 6
w of our lemma which is equivalent to D   (w) 6 w by
Lemma 3.1. Hence some components of w are bounded.
Iteratively we will prove that all components of w are
bounded.
Let us denote s1 := s from the ﬁrst step. We have already
proved that w 6> s1 for all w satisfying (19). Fix such a
w, then there exists an index set I1  f1;:::;ng, possibly
depending on w, such that wi > s1
i, i 2 I1 and wi  s1
i, for
i 2 Ic
1 = f1;:::;ng n I1. Note that by the ﬁrst step Ic
1 is
nonempty. We now renumber the coordinates so that
wi > s1
i and wi 
n X
j=1
ij(wj) + vi; i = 1;:::;k1; (25)
wi > s1
i and wi  maxfmax
j
ij(wj);vig; i = k1+1;:::;n1;
(26)
wi  s1
i and wi 
n X
j=1
ij(wj) + vi; (27)
i = n1 + 1;:::;n1 + 1 + k2
wi  s1
i and wi  maxfmax
j
ij(wj);vig; (28)
i = n1+k2+2;:::;n, where n1 = jI1j, k1+k2 = k. Using
(27), (28) in (25), (26) we get:
wi 
n1 X
j=1
ij(wj) +
n X
j=n1+1
ij(s1
j) + vi; (29)
i = 1;:::;k1, and
wi  maxf max
j=1;:::;n1
ij(wj); max
j=n1+1;:::;n
ij(s1
j);vig; (30)
i = k1 + 1;:::;n1. Deﬁne v1 by
v1
i :=
n X
j=n1+1
ij(s1
j) + vi; i = 1;:::;k1 and
v1
i := maxf max
j=n1+1;:::;n
ij(s1
j);vig; i = k1 + 1;:::;n1:
Now (29), (30) take the form:
wi 
n1 X
j=1
ij(wj) + v1
i ; i = 1;:::;k1; (31)
wi  maxf max
j=1;:::;n1
ij(wj);v1
i g; i = k1 + 1;:::;n1: (32)
Let us represent   as   =

 I1I1  I1Ic
1
 Ic
1I1  Ic
1Ic
1

and let us
deﬁne the maps  I1I1 : R
n1
+ ! R
n1
+ ,  I1Ic
1 : R
n n1
+ !
R
n1
+ ,  Ic
1I1 : R
n1
+ ! R
n n1
+ and  Ic
1Ic
1 : R
n n1
+ ! R
n n1
+
analogous to the  . Let
DI1(s) := ((id + )(s1);:::;(id + )(sk);sk+1;:::;sn1)
T :
From    D(s) 6 s for all s 6= 0, s 2 Rn
+ it follows that
 I1I1  DI1(z) 6 z for all z 6= 0, z 2 R
n1
+ . Using the
same approach as for w 2 Rn
+ it can be proved that some
components of w1 = (w1;:::;wn1)
T are bounded.
We proceed inductively, deﬁning
Ij+1 $ Ij; Ij+1 := fi 2 Ij : wi > s
j+1
i g; (33)
with Ic
j+1 := I n Ij+1 and
sj+1 := e DIj  (j( IjIc
j(s
j
Ic
j);vIj)); (34)
where e DIj is deﬁned analogous to e D, the map  IjIc
j :
R
n nj
+ ! R
nj
+ acts analogous to   for vectors of the
corresponding dimension, s
j
Ic
j = (s
j
i)i2Ic
j is the restriction
deﬁned in the preliminaries and j is appropriately deﬁned
similar to the deﬁnition of .
The nesting (33), (34) will end after at most n   1 steps:
there exists a maximal l  n, such that
f1;:::;ng % I1 % ::: % Il 6= ;
and all components of wIl are bounded by the corresponding
components of sl+1. Let
s& := maxfs;RI1(s2);:::;RIl(sl+1)g
:=
0
B
@
maxf(s)1;(RI1(s2))1;:::;(RIl(sl+1))1g
. . .
maxf(s)n;(RI1(s2))n;:::;(RIl(sl+1))ng
1
C
A
where RIj denotes the anti-projection R
jIjj
+ ! Rn
+ deﬁned
above.
Let the n-fold composition M :::M be denoted by [M]
n.
By the deﬁnition of  for all v 2 Rn
+ it holds
0  v  ( ;id)(v) := ( (v);v):
Applying e D we have
0  v  e D(v)  e D(( ;id))(v)  :::
 [ e D  ( ;id)]n(v):
(35)
From (34) and (35) for w satisfying (19) we have
w  s&  [ e D  ( ;id)]n(v):The term on the right-hand side does not depend on any
particular choice of nesting of the index sets. Hence every
w satisfying (19) also satisﬁes
w  [ e D  ( ;id)]
n
(jvjmax;:::;jvjmax)T
and taking the maximum-norm on both sides yields
jwjmax  (jvjmax)
for some function  of class K1. For example,  can be
chosen as
(t) := maxf([ e D  ( ;id)]
n
(t;:::;t))1;:::;
([ e D  ( ;id)]
n
(t;:::;t))ng:
This completes the proof of the lemma.
IV. MAIN RESULTS
Now we turn back to the question of stability. In order to
prove ISS of (6) we use the same approach as in [1]. The
main idea is to prove that the system is GS and AG and then
to use the result of [11] by which AG and GS systems are
ISS.
So, let us prove at ﬁrst small gain theorems for GS and
AG of the system.
Theorem 4.1: Assume that each subsystem of (6) is GS.
If there exists D as in (17) such that    D(x) 6 x for all
x 6= 0 is satisﬁed, then the system (1) is GS.
Proof: Let us take the supremum over  2 [0;t] on
both sides of (9), (10). For i = 1;:::;k we have
kxi[0;t]k1  i(jxi(0)j) +
n X
j=1
ij(kxj[0;t]k1) + i(kuk1)
(36)
and for i = k + 1;:::;n it follows
kxi[0;t]k1  maxfi(jxi(0)j);max
j
fij(kxj[0;t]k1)g;
i(kuk1)g
(37)
Let us denote w =
 
kx1[0;t]k1;:::;kxn[0;t]k1
T
, ( )ij =
ij,
v =
0
B
B B
B
B B
B B
@
1(jx1(0)j) + 1(kuk1)
. . .
k(jxk(0)j) + k(kuk1)
maxfk+1(jxk+1(0)j);k+1(kuk1)g
. . .
maxfn(jxn(0)j);n(kuk1)g
1
C
C C
C
C C
C
C
A
= ((jx(0)j);(kuk1))
From (36), (37) we obtain w  ( (w);v). Then by
Lemma 3.2 there exists  2 K1 such that
kx[0;t]k1  (k((jx(0)j);(kuk1))k)
 (k(jx(0)j) + (kuk1)k)
 (2k(jx(0)j)k) + (2k(kuk1)k)
(38)
for some class K function  and all t > 0. Hence for every
initial condition and essentially bounded input u the solution
of the system (1) exists for all t  0 and is uniformly
bounded, since the right-hand side of (38) does not depend
on t. The estimate for GS is then given by (38).
Theorem 4.2: Assume that each subsystem of (6) has the
AG property and that solutions of the system (1) exist for
all positive times and are uniformly bounded. If there exists
a D as in (17) such that    D(x) 6 x for all x 6= 0, then
system (1) satisﬁes the AG property.
Remark 4.3: The existence of solutions for all times is
essential, otherwise the assertion is not true. See Example 14
in [1].
Proof: Let  be an arbitrary initial time. From the
deﬁnition of the AG property we have for i = 1;:::;k
limsup
t!1
jxi(t)j 
n X
j=1
ij(kxj[;1]k1) + i(kuk1) (39)
and for i = k + 1;:::;n
limsup
t!1
jxi(t)j  maxfmax
j
fij(kxj[;1]k1)g:i(kuk1)g
(40)
Since all solutions of (6) are bounded Lemma 7 from [1]
can be applied and we get that
limsup
t!1
jxi(t)j = limsup
!1
kxi[;1]k1) =: li(xi);i = 1;:::;n:
By this property from (39), (40) and Lemma II.1 in [11] it
follows that
li(xi) 
n X
j=1
ij(lj(xj)) + i(kuk1)
for i = 1;:::;k and
li(xi)  maxfmax
j
fij(lj(xj))g;n(kuk1)g
for i = k + 1;:::;n. Using Lemma 3.2 we conclude
limsup
t!1
kx(t)k  (kuk1) (41)
for some  of class K, which is the desired AG property.
Theorem 4.4: Assume that each subsystem of (6) is ISS.
If there exists a D as in (17) such that  D(x) 6 x for all
x 6= 0, then system (1) is ISS.
Proof:
From Theorem 1 in [11] each subsystem is GS. By
Theorem 4.1 the whole system (1) is GS. This implies that
solution of (1) exists for all times and is uniformely bounded.
From Theorem 1 in [11] each subsystem has the AG
property. Applying Theorem 4.2 the whole system (1) has
the AG property.
This implies that (1) is ISS by Theorem 1 in [11].
Example 4.5: To demonstrate the advantages of Theo-
rem 4.4 we consider the interconnected system (6) with
n = 3, k = 1 where each subsystem is ISS:
jx1(t)j  1(jx(0)j) + 13(jjx3[0;t]jj1) + 1(kuk1)
jx2(t)j  maxf2(jx(0)j);21(jjx1[0;t]jj1);
23(jjx3[0;t]jj1);2(kuk1)g
jx3(t)j  maxf3(jx(0)j);32(jjx2[0;t]jj1);3(kuk1)g
(42)with gains given by 13(t) = (id + ) 1(t); 2 K1,
21(t) = t, 23(t) = t and 32(t) = t(1   e t), t  0.
In this case we have the following
  =
0
@
0 0 13
21 0 23
0 32 0
1
A
Then the small gain condition (18) becomes
0
@
13(s3)
maxf21  (id + )(s1);23(s3)g
32(s2)
1
A 6
0
@
s1
s2
s3
1
A
for all s 2 R3
+nf0g, t  0. This condition is equivalent to
(id + )  13  32  21(t) < t (43)
and simultaneously
23  32(t) < t (44)
for all t > 0.
For  =  the inequality (43) is satisﬁed:
(id + )  (id + ) 1  (t(1   e t))
= (id + )  (id + ) 1  (t(1   e t)) = t(1   e t) < t:
The inequality (44) is also satisﬁed:
t(1   e t) < t:
Then by Theorem 4.4 system (1) is ISS.
In order to apply results from [1] we need to use (16) in
(42). Then we obtain estimations of trajectories by
jx1(t)j  1(jx(0)j) + 13(jjx3[0;t]jj1) + 1(kuk1)
jx2(t)j  2(jx(0)j) + 21(jjx1[0;t]jj1)
+23(jjx3[0;t]jj1) + 2(kuk1)
jx3(t)j  3(jx(0)j) + 32(jjx2[0;t]jj1) + 3(kuk1)
(45)
The small gain condition from [1] is: there exist i 2
K1; i = 1;2;3 such that
  13  (id + 1)(s3)
21  (id + 2)(s1) + 23  (id + 2)(s3)
32  (id + 3)(s2)
!
6
  s1
s2
s3
!
(46)
for all s 2 R3
+nf0g.
This condition implies for s =
0
@
0
t
32  (id + 3)(t)
1
A and
t  0, that
23  (id + 2)  32  (id + 3)(t) < t
or the even weaker condition
23  (id + 2)  32(t) < t: (47)
Suppose such an 2 exists. Then
23  (id + 2)  32(t) = (id + 2)(t(1   e t)) < t:
Hence,
(t(1   e t)) + 2(t(1   e t)) < t or
2(t(1   e t)) < te t:
This leads to a contradiction, since lim
t!1
2(t(1   e t)) =
+1 and lim
t!1te t = 0. It follows that there are no 2 2
K1 such that (47) is satisﬁed. So by this small gain condition
we cannot conclude whether the interconnection is ISS.
A similar argument applies, if the ISS formulation is
transformed to the maximum formulation throughout. Again,
an inconclusive formulation results.
V. CONCLUSIONS
We have considered several ISS systems. The gains of
these systems are deﬁned in two different ways. This kind
of interconnections is more general then in [1]. A new
small gain condition assuring the ISS property of such in-
terconnection is proved in this paper. An example shows the
effectiveness and advantage of this condition in comparison
to known results.
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