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a b s t r a c t
The paper presents a generalized model for quantifying and evaluating the survivability
of systems and the services provided by the systems. For this purpose, we consider a
multi-server system with infinite buffer, Markovian Arrival Process (MAP) and phase
type (PH) service time distribution. The system is subject to the so-called propagated
breakdowns. Accordingly, breakdowns arrive in bunches (we call them attacks) according
to the MAP. Attacks consist of a random number of failures of different types defined
by the required repair time. The process of arrival of different types of server failures
within an attack is governed by phase type Markov process. The repair of a server takes
an exponentially distributed time with intensity depending on the type of the occurred
failure. We analyze the survivability of the system in terms of average time required for
its complete recovery after an attack completion conditional no new attack arrives. In this
paper, we consider two forms of recovery following the end of failure arrivals based on
(1) the length of queue or (2) the number of broken servers reaching a preassigned level.
To provide analysis of survivability, we first describe dynamics of the system by the multi-
dimensional continuous time Markov chain. Then, we analyze survivability by means of
matrix extension of so called method of collective marks. Numerical illustrations are also
presented.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Multi-server queueing systems have been extensively used to model operation of telecommunication networks, call
centers and other real world systems and have got a lot of attention in the literature since the pioneering works by Danish
mathematician and engineer A.K. Erlang in the early 1900s. An important feature of many real world systems is that the
servers are not absolutely reliable but can fail at arbitrarymoments and require repair. Investigation of non-reliable systems
is an important branch of queueing theory. The literature in non-reliable queues is quite extensive and we do not have a
goal to review it but we only mention some recent papers. Paper [1] is typical in the direction of investigation of the so
called multi-server machine repair model where there is a finite number of unreliable machines and a finite number of
repairmen who repair broken servers. The number of repairmen is less than the number of machines. If all repairmen are
busy and one more machine is broken, repair of this machine will be postponed until a repairman becomes available. There
is also focus in the research literature on availability of the system, i.e., presence of enough number of working servers.
If the number of repairmen is greater than the number of machines (servers), the focus of analysis is on characteristics of
customer service by the servers (queue length, waiting time, etc.). On this line of work, we can mention recent papers [2,3].
Specific kind of breakdown is a disaster. Arrival of a disaster causes immediate exodus of all customers from the system
and, probably, breakdown of all servers. Among the papers dealing with systems with disasters in multi-server settings, we
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mention papers [4,5]. Similar kind of systems are those with negative customers. Arrival of a negative customer deletes a
customer from the service but does not breakdown of the server. We refer to the papers [6,4] where multi-server queues
with negative customers are under study.
It is worth to note that in our paper we consider the unreliable multi-server model with the Markovian Arrival Process.
The number of papers devoted to multi-server unreliable queues with the Markovian Arrival Process in literature is very
limited. Besides already mentioned papers [6,4], we can refer only to the paper [7] where very general multi-server
unreliable BMAP/PH/N retrial queue was considered and the paper [8] where unreliable MAP/PH/N was analyzed in the
cases of classical service discipline and discipline assuming that all servers available at a customer arrival moment are
engaged into the service of this customer.
In addition to traditional analysis of non-reliable queues (derivation of stability condition, computation of the steady
state distribution of the queue length, waiting and sojourn time, etc.), the notion of the system survivability was recently
introduced in [9]. Survivability is defined by means of distribution of a time interval since a moment when some servers
of the system are broken, which causes degradation of performance measures of the system, till the moment when these
measures return to their value before the servers breakdown, conditional that new breakdowns will not occur. Analysis
is implemented in [9] under the simplest assumptions about the arrival and service processes (stationary Poisson arrival
process and exponentially distributed service time) as well as breakdown and repair processes. Further recent papers where
a system survivability is the subject of study are [10,11]. Analysis of survivability usingMonte Carlo methods was presented
in [12].
Survivability of the unreliable system is one of its major characteristics. It quantitatively describes ability of the system
to restore its performance soon after the breakdown (crash, disaster, strike, etc.) occurs.
In this paper, we consider themulti-server queuewithMarkovian Arrival Process (MAP) and Phase type (PH) service time
distribution which aremuchmore general compared to the stationary Poisson arrival process and exponentially distributed
service time.More essential achievement is thatwe consider very generalmodel of servers breakdowns and repairs. Namely,
we assume that breakdowns arrive in bunches (we call them attacks). One server fails at the attack arrival moment and the
process of further arrival of server failures within the same attack is governed by phase type Markov process. The moments
of this process transitions correspond to failure arrivals. There are different types of failures. Accordingly, the repairing of
the server takes an exponentially distributed time with intensity depending on the type of the occurred failure. It is worth
mentioning that a very general unreliable multi-server queuewas considered in [7]. In that paper, batch arrivals and retrials
of customers are allowed. Here, we consider ordinary arrivals (while generalization to the case of batch arrivals looks be
transparent) and assume that the system has an infinite buffer, so we do not consider retrials. Instead, we consider more
general mechanism of failures arrival (propagated breakdowns) and different types of failures.
Our model may have several areas of application to real life scenarios. For example, consider a communications network
consisting of several routers. A failure of one router for any reason can trigger several further breakdowns in other routers
due to increased traffic causing overload of buffers. In another situations, a failure due to a power surge in a network of
servers may cause further power surge in connected servers causing failure propagation. In an extreme scenario, a first
earth quake causing first damage will usual be followed by further aftershock quacks. Many of those and other systems will
be subject of study based on the presented model and analysis.
One more possible application of our model is in military field. A proposal entitled ‘‘Modeling of Synergistic Effects for
Cooperative Strike’’ (Topic number AF121-090 (AirForce), Research and Technical Areas: Weapons) published on web site
dodsbir.net of Department of Defence of USA in December, 2011 describes a system which is very well described by our
model. The servers in our system can be considered using the language of this proposal as diverse or sparse set of targets. The
targets are single entities (elements) with fixed properties or uniform distributions of fixed elements. They may be attacked by a
single weapon, multiple weapons simultaneously, or with an array of weapons distributed in time and space. The model, which
we consider, deals exactly with an array of weapons distributed in time and space.
In the recent paper [13], the authors presented queueing analysis of the described system. The behavior of the queueing
model under study was described using a multi-dimensional Markov chain and its generator was also. In addition,
constructive ergodicity condition for thisMarkov chain and its steady state distribution and somekey performancemeasures
of the system and Laplace–Stieltjes distribution of the waiting timewere derived. In [14], the authors presented preliminary
analysis of the model. In this paper, the focus was on analysis of survivability of the considered generalized model.
The rest of the text is organized as follows. In Section 2, the mathematical model is described. In Section 3, we describe
the multi-dimensional Markov chain defining behavior of the queueing model under study and present the generator of
this chain. Section 4 is the main contribution of this paper and considers calculation of the Laplace–Stieltjes distribution of
the system recovery time under two different criteria of recovery. Section 5 contains some numerical results and Section 6
concludes the paper.
2. Mathematical model
We consider the infinite buffer system having N identical independent servers.
The arrival flow of customers is defined by the MAP having the underlying Markov chain νt , t ≥ 0, with state space
{0, 1, . . . ,W } and transition intensity matrices D0,D1. The matrix D1 defines the intensities of transitions which are
accompanied by arrival of a customer. The matrix D0 defines the intensities of transitions which are not accompanied by
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arrival of a customer. The matrix D0 + D1 is the generator of the process νt , t ≥ 0. Vector θ of the stationary distribution
of this process is the unique solution to the system θ(D0 + D1) = 0, θe = 1. Here e is a column vector consisting of
1’s, 0 is a row vector consisting of 0’s. When the size of the vector is not clear from context it is indicated by a suffix. The
fundamental rate λ of the MAP is given by λ = θD1e. The variance v of intervals between flow arrivals is calculated as
v = 2λ−1θ(−D0)−1e − λ−2, the squared coefficient cvar of variation is calculated by cvar = 2λθ(−D0)−1e − 1, while the
correlation coefficient ccor of intervals between successive group arrivals is given by
ccor = (λ−1θ(−D0)−1D1(−D0)−1e− λ−2)/v.
For more information about the MAP process, its history, properties, partial cases and usefulness in investigation of
telecommunication networks see, e.g., [15,16].
Upon arrival, the customer occupies any idle server, if any, and starts the service. If all servers are unavailable (they are
working to serve other customers or are broken) the customer joins a buffer.
The service time distribution is of Phase type and is characterized by the underlying Markov chain ηt , t ≥ 0, with state
space {1, . . . , K} and irreducible representation (σ, S). Let us denote S0 = −Se. The mean service time is computed as
σ(−S)−1e and themean intensity of the service isµ = (σ(−S)−1e)−1. For more information about the PH type distribution,
see, e.g., [17].
The bunches of failures that we call attacks or group of propagated failures can arrive to the system with an arrival
flow that is defined by the MAP having underlying Markov chain ζt , t ≥ 0, with state space {0, 1, . . . , R} and transition
intensity matrices A0, A1. The vector ω of the stationary distribution of the process νt is the unique solution to the system
ω(A0 + A1) = 0,ωe = 1. The fundamental rate h of thisMAP is given by h = ωA1e.
At the moment of an attack arrival, the first failure belonging to this attack occurs which leads to breakdown of any
busy server with equal probability. Simultaneously, the state of the underlying Markov chain ψt , t ≥ 0, is selected within
the state space {1, . . . ,M} according to the probabilistic vector β of size M,β = (β1, . . . , βM). Further transitions of the
underlying Markov chain ψt , t ≥ 0, are defined by the sub-generator F consisting of elements (F)m,m′ ,m,m′ = 1,M . Each
such transition causes new failure arrival and breakdown of an arbitrary busy server. The customer, which is being served
by this server, is considered lost. If all servers are already broken at a failure arrival epoch, this failure is ignored.
In general, we assume that attacks and failures do not have any effect (are ignored) if there is no working server at their
arrival epoch.
If the state of the failure underlying Markov chain ψt , t ≥ 0, immediately after transition becomes equal tom, then the
repair time of the server broken at this moment is defined by the exponential distribution with intensity γm, m = 1,M . Let
us denote 0 = −diag{γ1, . . . , γM},00 = −0e.
We assume that after an attack occurrence the new attacks do not have impact before the previous attackwill be finished
and all servers will be repaired.
3. The Markov process describing the system states and its generator
It can be seen that the dynamics of the system under study are completely described by the multi-dimensional process
χt = {it , rt , nt , kt , νt , ζt , ψt , ξ (1)t , . . . , ξ (kt )t , η(1)t , . . . , η(nt−kt )t }
where
• it , it ≥ 0, is the number of customers in the queue (in the buffer);
• rt is the state of the system. rt = 0 if the system is not attacked and rt = 1 if the system is attacked;
• nt is the number of the busy (working or repairing) servers, nt = 0,N if it = 0 and nt = N if it > 0;
• kt , kt = 0, nt , is the number of broken (repairing) servers;
• νt , νt = 0,W , is state of the underlying Markov chain of the customers arrival process;
• ζt , ζt = 0, R, is state of the underlying Markov chain of the attacks arrival process;
• ψt , ψt = 1,M , is state of the underlying Markov chain of the failures arrival process within a current attack. This
component ψt is not defined (is absent) when rt = 0, i.e., the system is not under attack at the moment t;
• ξ (k)t , ξ (k)t = 1,M , is the type of repair in the kth broken server, k = 0, kt ;
• η(n)t , η(n)t = 1, K , n = 0, nt − kt , is state of the underlyingMarkov chain of the service process in the nthworking server,
at the moment t, t ≥ 0.
Given all above assumptions, the multi-dimensional process χt is a continuous time Markov chain.
It is well known that analysis of multi-dimensional Markov chain can be significantly simplified if the block matrix
technique is applied. To this end, so called macro-states (or levels) are formed by the sets of the relevant states of
the Markov chain being enumerated in some suitable order. Let us assume the lexicographic order of enumeration of
the components {rt , nt , kt , νt , ζt , ψt}. Concerning enumeration of the components {ξ (1)t , . . . , ξ (kt )t , η(1)t , . . . , η(nt−kt )t }, we
assume the following. If currently among n busy servers n − k servers are working and k servers are being repaired then
the broken servers get numbers from 1 to k in the reverse order of their breakdown (i.e., the number 1 has the server which
was broken the last, . . . , the number k has the server who was broken earlier than all currently broken servers). The working
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servers get numbers from k+ 1 to n in the order of their occupation (i.e., the number k+ 1 has the server which currently
provides the longest service, . . . , the number n has the server which started the service last). When some server finishes the
service and the queue is not empty, the server serves the next customer without the change of the number of this server. If
the queue is empty at the service completion epoch, this server is canceled from the list of working servers while the other
servers are correspondingly enumerated. When some broken server is repaired, it becomes idle if there is no queue or starts
the service of a customer in the opposite case. This server is canceled from the list of broken servers with corresponding
enumeration of other broken servers and gets the corresponding number as the working server.
With such an order of enumeration of the states, we refer to the set of the states of the Markov chain having the value i
of the component it as to the level i. Thus, let Q (i, j) be the (i, j)th block of the infinitesimal generator Q of the Markov chain
χt that contains intensities of transition the Markov chain χt from the states, which belong to the level i, to the states which
belong to the level j.
To write down expressions for the blocks Q (i, j), i ≥ 0, j ≥ 0, we first introduce the following notation:
• I (O) is an identity (zero) matrix of appropriate dimension. When needed we will identify the dimension of this matrix
with a suffix. e.g., Qa×b denotes zero matrix of size a× b;
• ⊗ (⊕) is the sign of Kronecker’s product (sum) of matrices;
• for the matrix A having L rows, A⊕n def= n−1m=0 ILm ⊗ A⊗ ILn−m−1 , n ≥ 1, A⊕0 def= 0;
• W¯ = W + 1, R¯ = R+ 1, Jn = W¯ R¯K nnk=0MK k, n = 0,N, J =Nn=0 Jn;
• F˜ = diag{Fm,m, 1,M}, i.e., F˜ is the diagonal matrix having diagonal entries defined by Fm,m, 1,M, Fˆ = F − F˜ ;
• e(m) is the row vector of sizeM defined by
e(m) = (0, 0, . . . , 1  
m
, 0, . . . , 0), m = 1,M;
• the probabilistic row vector β∗ of sizeM2 is defined by
β∗ = (β1e(1), β2e(2), . . . , βMe(M));
• the matrix F∗ of sizeM ×M2 consists of the blocks (F∗)m,m′ defined by
(F∗)m,m′ = (Fˆ)m,m′e(m′), m,m′ = 1,M.
Lemma 1. The infinitesimal generator Q has the three block diagonal form:
Q =

Q (0, 0) Q (0, 1) O O O · · ·
Q (1, 0) Q0 Q+ O O · · ·
O Q− Q0 Q+ O · · ·
O O Q− Q0 Q+ · · ·
...
...
...
...
...
. . .
 (1)
where the square matrix Q0 = Q (i, i), i ≥ 1, of dimension JN(M + 1) has non-zero blocks Q (i, i)(n,n′), n′ = n,min{n +
1,N}, n = 0,N, of the form:
Q (i, i)(0,0) =

D0 ⊕ A0 ⊕ S⊕N O
IW¯ R¯ ⊗ F0 ⊗ IKN G0

,
Q (i, i)(n,n) =

D0 ⊕ (A0 + A1)⊕ 0⊕n ⊕ S⊕(N−n) O
IW¯ R¯ ⊗ F0 ⊗ IMn ⊗ IKN−n Gn

, n = 1,N,
Q (i, i)(n,n+1) =
O O
O IW¯ R¯ ⊗ F∗ ⊗ IMn ⊗
1
N − ne
⊕(N−n)
K
 , n = 1,N − 1,
Q (i, i)(0,1) =
O IW¯ ⊗ A1 ⊗ β∗ ⊗
1
N
e⊕NK
O IW¯ R¯ ⊗ F∗ ⊗
1
N
e⊕NK
 ,
where matrices Gn, n = 0,N, are defined by:
Gn = D0 ⊕ (A0 + A1)⊕ F˜ ⊕ 0⊕n ⊕ S⊕(N−n), n = 0,N − 1,
GN = D0 ⊕ (A0 + A1)⊕ F ⊕ 0⊕N;
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the square matrixQ+ = Q (i, i+ 1), i ≥ 1, of dimension JN(M + 1) has the non-zero blocksQ+(n,n) = Q (i, i+ 1)(n,n), n = 0,N,
of the form:
Q+(n,n) =

D1 ⊗ IR¯MnKN−n O
O D1 ⊗ IR¯Mn+1KN−n

;
the square two block diagonal matrixQ− = Q (i, i− 1), i ≥ 2, of dimension JN(M + 1) has the non-zero blocks
Q−
(n,n′) = Q (i, i− 1)(n,n′), n′ = max{n− 1, 0}, n, n = 0,N,
of the form:
Q−(n,n) =

IW¯ R¯Mn ⊗ (S0σ)⊕(N−n) O
O IW¯ R¯Mn+1 ⊗ (S0σ)⊕(N−n)

,
Q−(n,n−1) =

IW¯ R¯ ⊗ 0⊕n0 ⊗ IKN−n ⊗ σ O
O IW¯ R¯M ⊗ 0⊕n0 ⊗ IKN−n ⊗ σ

.
Formulas for boundary blocks Q (0, 0),Q (1, 0) and Q (0, 1) are bulky and are presented in Appendix A.
Proof. The proof consists of careful analysis of possible transitions of the Markov chain χt during the infinitesimal
interval of time. The Kronecker product of matrices is very useful operation for accounting transitions of components
of a multidimensional Markov chain. e.g., if ε(1)t and ε
(2)
t are two independent Markov chains with transition intensities
defined by the matrices C1 and C2, respectively, then intensities of simultaneous transitions of two-dimensional Markov
chain (ε(1)t , ε
(2)
t ) are defined by the matrix C1 ⊗ C2. The Kronecker sum of matrices C1 ⊕ C2 = C1 ⊗ I + I ⊗ C2 is useful to
handle situations when only one of Markov chains ε(1)t and ε
(2)
t canmake transition during a small interval of timewhile the
other remains its current state.
Basically, the derivation of formulas for the blocks of the generator is tiresome despite being standard, see, e.g. [18]. Let
us explain, e.g., why the block D0⊕ (A0+ A1)⊕0⊕n⊕ S⊕(N−n) of the matrix Q (i, i)(n,n) contains intensities of transitions of
the components of the Markov chain
χt = {it , rt , nt , kt , νt , ζt , ψt , ξ (1)t , . . . , ξ (kt )t , η(1)t , . . . , η(nt−kt )t }
which do not lead to the change of the value (i, n, 0) of the components (it , nt , rt). Such transitions may occur if one (and
only one) of the following transitions occur: (i) transition in underlying process of customers arrival without generation of a
customer (intensities of such a transition are defined by thematrixD0); (ii) transition in underlying process of attacks arrival
(intensities of such a transition are defined by the matrix A0+ A1 because it is assumed in the model that a new attack does
not effect the system until all servers, which were broken during the previous attack, will be recovered); (iii) repair is not
finished in any of n broken servers (intensities of finishing the repair are equal to the modules of the diagonal entries of the
matrix 0⊕n); (iv) transition in underlying process of a service in one of N − n working servers which does not lead to the
service completion (intensities of such a transition are defined by the matrix S⊕(N−n). Summarizing this consideration, we
conclude that the block under explanation is equal to
D0 ⊗ IR¯MnKN−n + IW¯ ⊗ (A0 + A1)⊗ IMnKN−n + IW¯ R¯ ⊗ 0⊕n ⊗ IKN−n + IW¯ R¯Mn ⊗ S⊕(N−n)
what is equal to D0 ⊕ (A0 + A1)⊕ 0⊕n ⊕ S⊕(N−n).
The essential difficulty in the derivation of formulas for the blocks of the generator is mainly related to the fact that we
suggest multiple failures, PH type mechanism of arrival of failures within an attack and different types of recovery which
is required after the different types of occurring failures. So, at an attack arrival moment, we have simultaneous transition
of underlying process of attacks ζt from the state 0 to the state 1, which causes an interruption of the service in one of the
busy servers (subsequently causing the deletion of one of underlying processes η(n)t of the service) and installation of the
initial state of the underlying processψt of failures arrival. The difficulty stems from the necessity of not only installing the
initial state of the underlying process ψt but simultaneous starting the list of the types of the sequential failures by means
of installing the initial state of the process ξ (1)t . At a first glance, this may seem be redundant because if, with probability
βm, which is the mth component of the vector β, we install the process ψt into the state m, m = 1,M , the process ξ (1)t
automatically is installed exactly to the same state m. So, at the moment of the installation of the state of the process ξ (1)t
(the type of repairing that is required for the server that has failed the last till this moment) its state coincides with the
state of the process ψt . However, when already several failures arrived during an attack, it may occur (especially because
we assume different speed of repairing for different types of failures) that the repair of the server, which was failed the last
till the currentmoment, is finished earlier than the repair of other servers. According to the rules of enumeration of the state
of the Markov chain, which were described above, the component ξ (1)t will be replaced with the value ξ
(2)
t and we will no
more keep track of further arrival of failures if we will not separately account the state of the process ψt in addition to the
component ξ (1)t .
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The described difficulty was successfully resolved via introduction of the artificial vector β∗ of size M2 and non-square
matrix F∗. 
Having the explicit form of the blocks of the block-three-diagonal generator of the Markov chain χt and using the results
from [19,20] we conclude that this chain is so called Quasi-Birth-and-Death process and we can derive stability condition for
the process χt (see [13]). Then we introduce stationary probabilities
π(0, n, k, 0, ν, ζ , ξ (1), . . . , ξ (k), η(1), . . . , η(n−k))
= lim
t→∞ P{it = 0, nt = n, kt = k, rt = 0, νt = ν, ζt = ζ , ξ
(l)
t = ξ (l), l = 1, k, η(m)t = η(m), m = 1, n− k};
π(i, k, ν, 0, ζ , ξ (1), . . . , ξ (k), η(1), . . . , η(n−k))
= lim
t→∞ P{it = i, nt = N, kt = k, rt = 0, νt = ν, ζt = ζ , ξ
(l)
t = ξ (l), l = 1, k, η(m)t = η(m), m = 1, n− k}, i > 0;
π(0, n, k, ν, 1, ζ , ψ, ξ (1), . . . , ξ (k), η(1), . . . , η(n−k))
= lim
t→∞ P{it = 0, nt = n, kt = k, rt = 1, νt = ν, ζt = ζ , ψt = ψ, ξ
(l)
t = ξ (l), l = 1, k, η(m)t = η(m), m = 1, n− k};
π(i, k, 1, ν, ζ , ξ (1), . . . , ξ (k), η(1), . . . , η(n−k)) = lim
t→∞ P{it = i, nt = N, kt = k, rt = 1, νt = ν, ζt = ζ , ψt = ψ,
ξ
(l)
t = ξ (l), l = 1, k, η(m)t = η(m), m = 1, n− k}, i > 0.
With reference to the proposed enumeration of the components of the Markov chain explained earlier, we introduce row
vectors πi, i ≥ 0, of probabilities of the states which belong to the level i of the chain. Algorithm for computing the
probability vectors πi, i ≥ 0, is presented in [13].
Expressions for Laplace–Stieltjes transform of the waiting time distribution and various performance measures of the
system, e.g., mean queue length Lqueue, mean waiting time W , mean number of busy servers Nbusy, broken servers Nbroken,
working serversNwork, probability Pattack that the system is under attack an arbitrary timemoment are also presented in [13].
4. Survivability analysis
The goal of this section is to analyze survivability of the consideredqueueingmodel. Thenotion of survivability of a system
is relatively new in literature, for references see, e.g., [9] where many definitions of survivability are summarized. These
include: Survivability is the system’s ability to continuously deliver services in compliance with the given requirements in
the presence of failures and other undesired events. Intuitively, survivability is measured in terms of the time required to
return to the ‘‘normal state’’ of operation after failure or other undesired event occurrence. Quantification of survivability
is not easy because the characteristics of the system, e.g., queue length, number of broken servers, etc. are random. So it
is not evident how to define whether or not the system has already returned to the ‘‘normal state’’ of operation after an
undesired event occurrence. In this paper, we analyze the model under two different criteria of identification of returning
to the normal state. In the first definition, we conclude that the system returned to the normal state (in other words, the
system has recovered) if the attack is finished and the current queue length becomes less than or equal to a given threshold
value l∗, l∗ ≥ 0. In the second definition, we conclude that the system has recovered if the attack is finished and the current
number of broken servers becomes less or equal to a threshold value k∗, k∗ ∈ {0, . . . ,N}.
4.1. Survivability analysis with quantification in terms of the queue length
Let us note that stability conditions for the considered queueingmodel and for this model given that no attack will arrive
until the recovery of the system is finished are, generally speaking, different. The latter condition has the form ρ = λNµ < 1.
We assume that both ergodicity condition, see [13], and inequality ρ < 1 are fulfilled.
To derive the expressions for the Laplace–Stieltjes transform LST r(s) of distribution of the system recovery time we use
the so calledmethod of collectivemarks (method of additional event,method of catastrophes) for references see, e.g. [21,22].
To this end, we interpret the variable s as the intensity of some virtual stationary Poisson flow of so called catastrophes. It is
worth to note that the notion ‘‘catastrophe’’ can be a bit misleading in the context of our paper where we consider ‘‘attacks’’
and ‘‘failures’’ which may sound as synonyms of a catastrophe. Catastrophe here does not have any physical meaning. It is
just a name of items that arrived in the virtual stationary Poisson flow with intensity s. The use of this additional virtual
flow allows us to get the nice analytical expressions for the LSTs under study based onmore or less transparent probabilistic
derivations.
It is easy to see that r(s) has a meaning of probability of no catastrophe occurrence during the system recovery time.
The recovery time consists of two consequent time intervals. One starts at the moment of attack arrival and finishes at the
moment when the attack is finished. The second interval starts at the moment when the attack is finished and ends when
the system is considered recovered, i.e., the queue length becomes less or equal to l∗. To derive expression for the LST r(s),
we need to introduce and compute several auxiliary matrices and vectors defining probability that catastrophe does not
occur during these two time intervals.
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To keep a track of the system dynamics during the first interval, let us first introduce the notation Vi(l, s) as the matrix
whose entries define the probability that:
(a) catastrophe does not arrive during the time interval from the arbitrary moment when the system is under attack and
there are i, i ≥ 1, customers in the queue till the moment when the attack is finished, i.e., failures stop arrivals;
(b) the number of customers in the queue is equal to l, l ≥ 1, at the end of this interval; and
(c) finite components of the Markov chain χt , t ≥ 0, make the corresponding transitions during this interval.
The matrix V0,n(l, s) has analogous meaning except that we assume that the queue is empty and the number of busy
servers in equal to n at the arbitrarymomentwhen the system is under attack, n ≥ 0. Analogously, thematrixV0,n((0,m), s)
is related to the situationwhen the queue is absent andn servers are busy at an attack arrivalmoment and the queue is absent
and m servers are busy at an attack end moment. The matrix Vl((0,m), s) is related to situations when the queue is equal
to l, l ≥ 1, at an attack arrival moment and the queue is absent andm servers are busy at an attack end moment.
We have to elaborate the algorithms for computing the matrices
V0,n(l, s), Vi(l, s), V0,n((0,m), s), Vl((0,m), s), n,m = 0,N, i, l ≥ 1.
First, we need to introduce a few new denotations.
Wewill denote Q {r,r ′} as the part of the generator Q defined by formula (1) which consists of the intensities of transitions
from the states having value r of the component rt to the states having value r ′ of this component.
For brevity, we denote
Q˜− = Q−{1,1}, Q˜0 = Q {1,1}0 , Q˜+ = Q+{1,1},
An,m = Q (0, 0){1,1}(n,m), m = max{n− 1, 0}, n,min{n+ 1,N}, AN,N+1 = Q˜+.
Let the matrix Y(s) be the minimal non-negative solution to the matrix equation
Q˜− + (−sI + Q˜0)Y(s)+ Q˜+Y2(s) = O, (2)
the matrices G(i, s), i = 1, l− 1, be computed recursively by
G(1, s) = (sI − Q˜0 − Q˜−Ξ(N, s))−1Q˜+,
G(i, s) = (sI − Q˜0 − Q˜−G(i− 1, s))−1Q˜+, i = 2, l− 1, (3)
the matricesΞ(n, s), i = 0,N , be computed recursively by
Ξ(0, s) = (sI −A0,0)−1A0,1, (4)
Ξ(n, s) = (sI −An,n −An,n−1Ξ(n− 1, s))−1An,n+1, (5)
and the matrix Ψ˜ (n, s),Ψ (n, s), n = 1,N , be defined by
Ψ˜ (n, s) =
N−1
m=n
Ξ(m, s), Ψ (n, s) = Ψ˜ (n, s)Ξ(N, s).
Lemma 2. The matrices Vi(l, s), i ≥ 1, and V0,n(l, s), n = 1,N, are computed in the following way:
• If l > 1, the matrix Vl(l, s) is given by formula
Vl(l, s) = (sI − Q˜0 − Q˜+Y(s)− Q˜−G(l− 1, s))−1Q {1,0}0 ; (6)
the matrices Vi(l, s), i > l, are computed by
Vi(l, s) = (Y(s))i−lVl(l, s); (7)
the matrices Vi(l, s), i = 1, l− 1, are computed by
Vi(l, s) =
l−1
j=i
G(j, s)Vl(l, s); (8)
the matrices V0,n(l, s), n = 1,N, are computed by
V0,n(l, s) = Ψ (n, s)
l−1
j=1
G(j, s)Vl(l, s). (9)
• If l = 1, the matrix V1(1, s) is given by formula
V1(1, s) = (sI − Q˜0 − Q˜+Y(s)− Q˜−(sI −AN,N −AN,N−1Ψ˜ (N − 1, s))−1Q˜+)−1Q {1,0}0 ;
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the matrix V0,N(1, s) is given by formula
V0,N(1, s) = (sI −AN,N −AN,N−1Ψ˜ (N − 1, s))−1Q˜+V1(1, s);
thematricesVi(1, s), i > 1, are computed by formula (7)with l = 1; thematricesV0,n(1, s), n = 0,N − 1, are computed by
V0,n(1, s) = Ψ˜ (n, s)V0,N(1, s).
Proof. Let us consider the case l > 1. The case l = 1 is handled analogously. Using probabilistic interpretation of the LST ,
we can derive the following infinite system of equations for LSTs Vi(l, s), i ≥ 1, and V(0,n)(l, s), n = 0,N:
(−sI +A0,0)V0,0(l, s)+A0,1V0,1(l, s) = O, (10)
(−sI +An,n)V0,n(l, s)+An,n+1V0,n+1(l, s)+An,n−1V0,n−1(l, s) = O, n = 1,N − 1, (11)
(−sI +AN,N)V0,N(l, s)+ Q+{1,1}V1(l, s)+AN,N−1V0,N−1(l, s) = O, (12)
(−sI + Q {1,1}0 )V1(l, s)+ Q+{1,1}V2(l, s)+ Q−{1,1}V0,N(l, s) = O, (13)
(−sI + Q {1,1}0 )Vi(l, s)+ Q+{1,1}Vi+1(l, s)+ Q−{1,1}Vi−1(l, s)+ δi,lQ {1,0}0 = O, i > 1, (14)
where δi,l is Kronecker delta: δi,l = 1, if i = l, δi,l = 0 else.
By substituting (7) to Eqs. (14) for i > l, we get that relation (7) is true conditional that the matrix Y(s) is solution to
Eq. (2). From the system (10), (11), we easily get relations
V0,n(l, s) = Ξ(n, s)V0,n+1(l, s), n = 0,N − 1,
where the matricesΞ(n, s) are given by formulas (4), (5). This implies that
V0,n(l, s) = Ψ˜ (n, s)V0,N(l, s), n = 0,N − 1. (15)
By substituting these relations to Eq. (12), we get relation
V0,N(l, s) = Ξ(N, s)V1(l, s). (16)
So, from (15) and (16) we get relation V0,n(l, s) = Ψ (n, s)V1(l, s).
From the system (14) for i = 1, l− 1, we get recurrent relations
Vi(l, s) = G(i, s)Vi+1(l, s)
fromwhichwe get relations (8) and then, taking into account expression (16), we get formula (9). Formula (6) for thematrix
V1(l, s) is obtained by using relations (8) and (9) in Eq. (14) for i = l. Lemma is proved.
It is worth to note that the inverse matrix in (6) and analogous expressions within this paper exists because the inverted
matrix is a sub-generator. 
Lemma 3. The matrices V0,n((0,m), s),Vl((0,m), s), n,m = 0,N, l ≥ 1, are computed in the following way:
The matrix V0,N((0,m), s) is given by formulas
V0,N((0,N), s) = (sI −AN,N −AN,N−1Ξ(N − 1, s)−AN,N+1Y(s))−1Q (0, 0){1,0}(N,N)
if m = N and
V0,N((0,m), s) = (sI −AN,N −AN,N−1Ξ(N − 1, s)−AN,N+1Y(s))−1AN,N−1C(m)N−1(s)
if m ∈ {0, . . . ,N − 1}
where the matrices C(m)r (s) are computed recursively:
C(m)m (s) = (sI −Am,m −Am,m−1Ξ(m− 1, s))−1Q (0, 0){1,0}(m,m), m = 0,N − 1,
C(m)r (s) = (sI −Ar,r −Ar,r−1Ξ(r − 1, s))−1Ar,r−1C(m)r−1(s), r = m+ 1,N − 1.
The matrices V0,n((0,m), s) are given by formulas
V0,n((0,m), s) = Ξ(n, s)V0,n+1((0,m), s)+ C(m)n (s), n = m,N − 1,
V0,n((0,m), s) =
m−1
r=n
Ξ(r, s)V0,m((0,m), s), n = 0,m− 1.
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The matrices Vi((0,m), s) are given by formula
Vi((0,m), s) = (Y(s))iV0,N((0,m), s), i ≥ 1.
Proof. Using probabilistic interpretation, we can derive the following system of equations for LSTs V0,n((0,m), s),
Vl((0,m), s), n,m = 0,N, l ≥ 1,
(sI − Q˜0)Vi((0,m), s) = Q˜+Vi+1((0,m), s)+ Q˜−Vi−1((0,m), s), i > 1,
(sI − Q˜0)V1((0,m), s) = Q˜+V2((0,m), s)+ Q˜−V0,N((0,m), s), i = 1,
(sI −An,n)V0,n((0,m), s) = An,n+1V0,n+1((0,m), s)+An,n−1V0,n−1((0,m), s)++Q (0, 0){1,0}(m,m)δm,n.
Assertion of Lemma 3 is verified by means of solution of this system. Lemma is proved. 
Now, to keep a track of the system dynamics during the second interval in the recovery period, let us introduce also
column vector yl(l∗, s) having components which define probability that: (i) no catastrophes from the virtual stationary
Poisson arrival flow with intensity s arrive during the time interval, which belongs to the period when the system is not
under attack; (ii) queue length at the end of this interval becomes equal to l∗ conditional that l, l > l∗ customers stay in the
queue at the beginning of this interval and states of the finite components of the Markov chain χt , t ≥ 0, are fixed at the
beginning of this interval.
Let Qˆ0 = diag{D0 ⊕ (A0 + A1)⊕ 0⊕n ⊕ S⊕(N−n), n = 0,N}, and matrixX(s) be solution to the matrix equation
Q−{0,0} + (−sI + Qˆ0)X(s)+ Q+{0,0}X2(s) = O.
Lemma 4. The vectors yl(l∗, s), l > l∗, are computed by:
yl∗+1(l∗, s) = (sI − Qˆ0 − Q+{0,0}X(s))−1Q−{0,0}e,
yl(l∗, s) = (X(s))l−l∗−1yl∗+1(l∗, s), l > l∗ + 1.
The proof of Lemma 4 is also based on evident probabilistic considerations.
Theorem 1. Distribution of the system recovery time is defined by the Laplace–Stieltjes transform
r(s) =

N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)e+
∞
i=1
π
{0}
i Q (i, i)
{0,1}e
−1 N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)
×

N
m=0
V0,n((0,m), s)e+
l∗
l=1
V0,n(l, s)e+
∞
l=l∗+1
V0,n(l, s)yl(l∗, s)

+
∞
i=1
π
{0}
i Q (i, i)
{0,1}

N
m=0
Vi((0,m), s)e+
l∗
l=1
Vi(l, s)e+
∞
l=l∗+1
Vi(l, s)yl(l∗, s)

where [π0]{0}n and π{0}i are the parts of the vectors [π0]n and πi corresponding to the states when the system is not under attack.
Proof. The proof evidently follows from the above presented analysis of the systembehavior during two sequential intervals
in the recovery period, probabilistic interpretation of the Laplace–Stieltjes transform and formula of total probability. 
Corollary 1. The mean recovery time r1 is computed by r1 = −r ′(0).
Results of this subsection were partially presented in [14].
4.2. Survivability analysis with quantification in terms of the number of broken servers
In this subsection, we assume that some threshold k∗, k∗ ∈ {0, . . . ,N} is fixed and we suggest that the system is
recovered if the attack is finished and the current number of broken servers becomes less or equal to k∗. Let us denote
r˜(s) the LST of the system recovery time.
It is clear that, as in the case considered in the previous subsection, the system recovery time consists of two consequent
time intervals. One starts at the moment of attack arrival and ends at the moment when the attack is finished. The second
interval starts at themomentwhen the attack is finished and endswhen the system is considered recovered, i.e., the number
of broken servers becomes less or equal to k∗. To derive expression for the LST r˜(s) of recovery time distribution, we also
need to introduce and compute several auxiliary matrices and vectors defining probability that catastrophe does not occur
during these two time intervals.
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To keep a track of the system dynamics during the first interval, let us first introduce notation Ui(k, s) as the matrix
which entries define probability that:
(a) catastrophe does not arrive during the time interval from the arbitrary moment when the system is under attack and
there are i, i ≥ 1, customers in the queue till the moment when the attack is finished, i.e., failures stop arrivals;
(b) the number of broken servers is equal to k, k = 0,N , at the end of this interval; and
(c) the components of the Markov chain χt , t ≥ 0, which describe repair times in the broken servers, make the
corresponding transitions during this interval.
Analogously, let us introduce thematricesU0,n(k, s) for the casewhen the queue is empty at the arbitrarymomentwhen
the system is under attack and there are n busy servers, n = 0,N .
Lemma 5. LST sUi(k, s) andU0,n(k, s) are calculated as follows:
Ui(k, s) =
 ∞
l=1
Vi(l, s)

G(k)N +
N
m=k
Vi((0,m), s)G(k)m ,
U0,n(k, s) =
 ∞
l=1
V0,n(l, s)

G(k)N +
N
m=k
V0,n((0,m), s)G(k)m
where
G(k)m =

O
W¯ R¯
k−1
r=0 MrKm−r

×W¯ R¯MkKm−k
IW¯ R¯MkKm−k
O(W¯ R¯
m
r=k+1 MrKm−r)×W¯ R¯MkKm−k
 (eW¯ R¯ ⊗ IMk ⊗ eKm−k).
Proof. Proof of the theorem is evident from formula of total probability and the fact that multiplication of matrices
V•((0,m), s) from the right by the matrix G(k)m and matrices V•(l, s) from the right by the matrix G(k)N gives the matrix of
sizeMk which describes probabilities of transitions of the directing processes of servers recovery from an arbitrary moment
when the system is under attack till the moment when the attack is stopped and exactly k servers are broken (and ignores
account of transitions of all other components of the Markov chain χt ). 
In similar way to the previous section and to keep a track of the system dynamics during the second interval in the
recovery period, let us introduce also column vector y˜k(k∗, s) having components which define probability that: (i) no
catastrophes from the virtual stationary Poisson arrival flow with intensity s arrive during the time interval, which belongs
to the period when the system is not under attack; (ii) the number of broken servers becomes equal to k∗ at the end of this
interval conditional that k, k > k∗ servers are broken at the beginning of this interval and the states of the servers repair
processes are fixed at the beginning of this interval.
Lemma 6. The vectors y˜k(k∗, s), k∗ < k ≤ N, are computed by recursion:
y˜k∗+1(k∗, s) = (sI − Γ ⊕(k∗+1))−10⊕(k∗+1)0 e,
y˜k(k∗, s) = (sI − Γ ⊕k)−10⊕k0 y˜k−1(k∗, s), k = k∗ + 2,N.
During the considered interval of time, the number of broken servers together with the states of underlying processes of
servers repair behaves as Quasi-Death process. The proof of lemma is based on evident probabilistic considerations.
Theorem 2. Distribution of the system recovery time is defined by the Laplace–Stieltjes transform
r˜(s) =

N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)e+
∞
i=1
π
{0}
i Q (i, i)
{0,1}e
−1
×

N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)

k∗
k=0
U0,n(k, s)e+
N
k=k∗+1
U0,n(k, s)y˜k(k∗, s)

+
∞
i=1
π
{0}
i Q (i, i)
{0,1}

k∗
k=0
Ui(k, s)e+
N
k=k∗+1
Ui(k, s)y˜k(k∗, s)

.
Proof. The proof is analogous to the proof of Theorem 1. 
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Corollary 2. The mean recovery time r˜1 is computed by
r˜1 = −

N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)e+
∞
i=1
π
{0}
i Q (i, i)
{0,1}e
−1
×

N
n=1
[π0]{0}n Q (0, 0){0,1}(n,n)

N
k=0
U′0,n(k, 0)e+
N
k=k∗+1
U0,n(k, 0)y˜′k(k
∗, 0)

+
∞
i=1
π
{0}
i Q (i, i)
{0,1}

N
k=0
U′i(k, 0)e+
N
k=k∗+1
Ui(k, 0)y˜′k(k
∗, 0)

.
Proof. The proof follows from evident formula r˜1 = −r˜ ′(0). 
The higher order moments of recovery time distribution, e.g., its variance can be easily computed by means of suitable
differentiation of the function r˜(s).
5. Numerical results
We present the results of illustrative numerical experiments. The experiments have four goals: (i) to demonstrate
feasibility of the elaborated algorithms for computation of stationary distribution of multi-dimensional Markov chain and
the mean system recovery time for two different quantifications of recovery time; (ii) to give some dependences of the
system performance measures on the parameter ρ = λNµ ; (iii) to illustrate dependence of the mean system recovery time
on the thresholds l∗ and k∗; (iv) to illustrate the necessity of taking into account correlation in the arrival process.
Concerning the feasibility of the elaborated algorithms some principal computational problems definitely arise. Brief
information how some of these problems were successfully resolved is presented in Appendix B.
Let the parameters of the system in the first experiment be as follows.
• The number of servers N = 3;
• PH type service process is defined by the vector δ = (1, 0) and sub-generator S =
−3.3 3
1.3 −2

, the mean service time is
1.538 and coefficient of variation cvar = 0.92;• MAP attacks arrival process has themean arrival rate h = 0.0004 and coefficient of correlation ccor = 0.2548. It is defined
by the matrices
A0 =
−0.0014 0
0 −0.0001

, A1 =

0.0013 0.0001
0.00003 0.00007

;
• There are two types of failures. PH type failures arrival process within an attack is defined by the vector β = (1, 0) and
sub-generator F =
−2 1
0.7 −1

. The mean failures arrival time is 1.54, coefficient of variation of this time is cvar = 1.35,
mean number of failures in one attack is equal to 2.3;
• Intensities γk of the server recovery after the kth sort of failure are given by γ1 = 0.01, γ2 = 0.05.
In the first experiment, we assume that the thresholds l∗ and k∗, which define whether or not the system is already
recovered after an attack, are equal to 5 and 1, respectively.
To show the profound effect of correlation in the arrival process, we consider three differentMAP arrival processes having
the same mean arrival rate λ = 1.
1. MAP1 is the stationary Poisson arrival process with coefficient of correlation ccor = 0 is defined by the matrices (scalars)
D0 = −1,D1 = 1.
2. MAP2 arrival process coefficient of correlation ccor = 0.2 is defined by the matrices
D0 =
−1.3526 0
0 −0.04391

, D1 =

1.3436 0.009
0.02446 0.01945

.
3. MAP3 arrival process with coefficient of correlation ccor = 0.4 is defined by the matrices
D0 =
−3.39823 0
0.00101 −0.11024

, D1 =

3.36283 0.0354
0.01214 0.09709

.
The Table 1 contains the values of some performance measures of the system.
It can be seen from this table that some very important performancemeasures, namely, the average number of customers
in the queue Lqueue, themeanwaiting timeW and themean system recovery times r1 and r˜1 drastically depend on correlation
in arrival process. This dependence becomes very essential when the system load ρ grows, see, e.g., Fig. 1. Here the increase
of the load is performed by means of the corresponding scaling of the entries of the matrices D0 and D1.
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Table 1
Dependence of the system performance measures on correlation in the customers arrival process.
W Lqueue Nbusy Nbroken Pattack r1 r˜1
MAP1 0.68 0.68 1.856 0.0045 1.56E−4 25.187 12.77
MAP2 2.88 2.88 1.862 0.0203 4.25E−4 69.34 15.99
MAP3 56.9 56.9 1.878 0.0277 3.87E−4 268.69 20.22
Fig. 1. Mean waiting timeW as function of the system load ρ for different correlation in the arrival process.
Fig. 2. Mean system recovery time as function of the threshold l∗ .
In the second experiment, we illustrate dependence of themean system recovery time r1 on the threshold l∗ for the arrival
processesMAP1 andMAP2.
One may conclude from Fig. 2 that the mean system recovery time essentially depends on the chosen value of the
threshold l∗ that defines whether or not the system can be considered recovered. This conclusion is qualitatively clear
intuitively. Importance of the presented analysis comes from the fact that it allows to quantitatively estimate the influence
of the value of the threshold l∗ aswell as other parameters of the system and failures arrival process. This figure also confirms
conclusion that correlation in the arrival process has significant effect. Higher correlation implies longer recovery time.
In the third experiment, we assume that N = 6, the PH type service process is defined by the vector δ = 1 and sub-
generator S = −0.4, the mean service time is 2.5 and coefficient of variation cvar = 1.
Fig. 3 illustrates dependence of the mean system recovery time r˜1 for the arrival processes MAP2 on the threshold
k∗, k∗ ∈ {0, 1, . . . , 6}.
In the fourth experiment, we use again the input data of the first experiment and show dependence of the mean system
recovery time r˜1 for the arrival processesMAP2 on the threshold k∗ and the system load ρ (see Fig. 4).
The mean recovery time r˜1 grows when the system load ρ increases and may be very long when recovery assumes that
all servers should be repaired.
6. Conclusion
In this paper, we introduced a new queueing model for system that may face attacks consisting of random number
of subsequent failures. We also provided survivability analysis of an unreliable multi-server queue under quite general
assumptions about the arrival, service, breakdown and repair processes. The distinctive feature of the model in comparison
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Fig. 3. Mean system recovery time as function of the threshold k∗ .
Fig. 4. Mean system recovery time as function of the threshold k∗ and system load ρ.
to other unreliable queueing systems, see, e.g., rather general model in [6], is that we assume that breakdowns of the system
(failures) occur not individually, but in borders of so called attack. There are several types of failures that arrive during an
attack and the number of these failures within an attack is random. Each type of a failure requires different server repair
time. We constructed an involved multi-dimensional continuous time Markov chain describing the behavior of the system
and its generator. We presented the ergodicity condition for this Markov chain and computed its stationary distribution.
As a novel contribution of the paper, we presented the analysis of the time required to the system to return to the
‘‘normal’’ state after attack occurrence via the threshold in the queue length or in the number of broken servers. The analysis
in the first case is a bit simpler. However, the definition of recovery time through a threshold on the queue length may not
be the best in the case when the attack duration is short while repair times are long which implies that the peak length of a
queue can be reached very late after the finish of attack. In such a case, the definition of recovery in terms of a threshold on
the number of broken servers can bemore appropriate. In principle, the presented analysis can be extended to the casewhen
the ‘‘normal’’ state after attack occurrence is defined through the admissible number of broken servers and the threshold in
the queue length. Various results of numerical experiments are presentedwhich give some insight into the system behavior.
The model will be used to analyze several real system in the future.
Appendix A. Formulas for boundary blocks of generator
The square three block diagonal block Q (0, 0) has dimension J(M + 1) and consists of the blocks
Q (0, 0){r,r
′}
(n,n′), max{0, n− 1} ≤ n′ ≤ min{n+ 1,N}, n = 0,N, r, r ′ = 0, 1,
defined by their non-zero block entries Q (0, 0){r,r
′}
(n,n)k,k′ of the form:
Q (0, 0){0,0}(0,0)(0,0) = D0 ⊕ (A0 + A1),
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Q (0, 0){0,0}(n,n)(0,0) = D0 ⊕ A0 ⊕ S⊕n, n = 1,N,
Q (0, 0){0,0}(n,n)(k,k) = D0 ⊕ (A0 + A1)⊕ 0⊕k ⊕ S⊕(n−k), k = 1, n, n = 1,N,
Q (0, 0){0,0}(n,n−1)(k,k−1) = IW¯ ⊗ IR¯ ⊗ 0⊕k0 ⊗ IKn−k , k = 1, n, n = 1,N,
Q (0, 0){0,0}(n,n−1)(k,k) = IW¯ ⊗ IR¯ ⊗ IMk ⊗ S
⊕(n−k)
0 , k = 0, n− 1, n = 1,N,
Q (0, 0){0,0}(n,n+1)(k,k) = D1 ⊗ IR¯ ⊗ IMk ⊗ IKn−k ⊗ σ, k = 0, n, n = 0,N − 1,
Q (0, 0){0,1}(n,n)(0,1) = IW¯ ⊗ A1 ⊗ β∗ ⊗
1
n
e⊕nK , n = 1,N,
Q (0, 0){1,1}(n,n)(k,k) = D0 ⊕ (A0 + A1)⊕ F˜ ⊕ 0⊕k ⊕ S⊕(n−k), k = 0, n− 1, n = 0,N,
Q (0, 0){1,1}(n,n)(n,n) = D0 ⊕ (A0 + A1)⊕ F ⊕ 0⊕n, n = 0,N,
Q (0, 0){1,1}(n,n)(k,k+1) = IW¯ ⊗ IR¯ ⊗ F∗ ⊗ IMk ⊗
1
n− ke
⊕(n−k)
K , k = 0, n− 1, n = 0,N,
Q (0, 0){1,1}(n,n−1)(k,k−1) = IW¯ ⊗ IR¯ ⊗ IM ⊗ 0⊕k0 ⊗ IKn−k , k = 1, n, n = 1,N,
Q (0, 0){1,1}(n,n−1)(k,k) = IW¯ ⊗ IR¯ ⊗ IMk+1 ⊗ S
⊕(n−k)
0 , k = 0, n− 1, n = 1,N,
Q (0, 0){1,1}(n,n+1)(k,k) = D1 ⊗ IR¯ ⊗ IMk+1 ⊗ IKn−k ⊗ σ, k = 0, n, n = 0,N − 1,
Q (0, 0){1,0}(n,n)(k,k) = IW¯ ⊗ IR¯ ⊗ F0 ⊗ IMk ⊗ IKn−k , k = 0, n, n = 0,N.
The block Q (1, 0) has dimension JN(M + 1)× J(M + 1) and has the following structure:
Q (1, 0) =

OJN×(J−JN ) Q
−{0,0} OJN×(J−JN )M OJN×JNM
OJNM×(J−JN ) OJNM×JN OJNM×(J−JN )M Q
−{1,1}

.
The block Q (0, 1) has dimension J(M + 1)× JN(M + 1) and has the following structure:
Q (0, 1) =

O(J−JN )×JN O(J−JN )×JNM
Q+
{0,0}
OJN×JNM
O(J−JN )M×JN O(J−JN )M×JNM
OJNM×JN Q
+{1,1}
 .
HereQ−{0,0} ,Q−{1,1} ,Q+{0,0} ,Q+{1,1} are the blocks of the matricesQ− andQ+, respectively, corresponding to transition
of the component rt of the chain χt from the state 0 or 1 to the same state.
Appendix B. Some computational aspects
This section shows how some principal computational problems that were observed during computer implementation
of the proposed formulas are resolved.
The problemof solving the non-linearmatrix equation (5) is effectively solved based on results from [19]. Let us introduce
the matrix G as solution to equation
Q+G2 + Q0G+ Q− = O.
The matrix G is computed by means of method of iterations from the recurrent relations
G(n+ 1) = (−Q0)−1Q+G2(n)+ (−Q0)−1Q−
starting from G(0) = O and iterating until the matrix G(m) becomes stochastic for somem. Effective implementation of this
recurrent procedure is presented in [19]. When computation of the matrix G is completed, the matrixR is computed by
R = Q+(−Q0 − Q+G)−1.
To compute the mean recovery time via the derivative r ′(0) or r˜ ′(0) we should compute the matrices Y(s),X(s),
G(i, s),Ξ(n, s),Ψ (n, s),C(m)r (s) and their derivatives at the point s = 0. The sub-stochastic matrix Y(0) is the solution
to the matrix equation
Q˜− + Q˜0Y(0)+ Q˜+Y2(0) = O.
The stochastic matrixX(0) is the solution to the matrix equation
Q−{0,0} + Qˆ0X(0)+ Q+{0,0}X2(0) = O.
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Both these equations are solved by the method of iterations in the same way as the Eq. (5) for the matrixR. The matrices
G(i, 0),Ξ(n, 0),Ψ (n, 0),C(m)r (0) are easily computed from corresponding formulas or recurrent relations with s = 0.
ThematrixY′(0) is computed as the limitY′(0) = limm→∞ Y′m(0)where thematricesY′m(0) are computed iteratively by
Y′0(0) = O, Y′m+1(0) = (Q˜0 + Q˜+Y(0))−1(I − Q˜+Y′m(0))Y(0), m ≥ 0.
Analogously, the matrixX′(0) is computed iteratively by recursion
X′0(0) = O, X′m+1(0) = (Qˆ0 + Q+{0,0}X(0))−1(I − Q+{0,0}X′m(0))X(0), m ≥ 0.
ThematricesG′(i, 0),Ξ ′(n, 0) are recursively computed from relationswhich evidently follow from (3)–(5) and thewell-
known formula
((C(s))−1)′ = −(C(s))−1C ′(s)(C(s))−1 :
G′(1, 0) = (Q˜0 + Q˜−Ξ(N, 0))−1(I − Q˜−Ξ ′(N, 0))G(1, 0),
G′(i, 0) = (Q˜0 + Q˜−G(i− 1, 0))−1(I − Q˜−G′(i− 1, 0))G(i, 0), i = 2, l− 1,
Ξ ′(0, 0) = −(A0,0)−2A0,1,
Ξ ′(n, 0) = (An,n +An,n−1Ξ(n− 1, 0))−1(I −An,n−1Ξ ′(n− 1, 0))Ξ(n, 0), n = 1,N.
Derivatives Ψ ′(n, 0) are computed recursively by
Ψ ′(N, 0) = Ξ ′(N, 0),
Ψ ′(n, 0) = Ξ ′(n, 0)Ψ (n+ 1, 0)+ Ξ(n, 0)Ψ ′(n+ 1, 0), n = 0,N − 1.
Derivatives (Ym(s))′|s=0 are computed recursively by
(Ym(s))′|s=0 = Y′(0)Ym−1(0)+ Y(0)(Ym−1(s))′|s=0.
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