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Abstract. To study the arithmetic structure of natural numbers, we introduce a notion of
entropy of arithmetic functions. This entropy possesses properties common both to Shannon’s
and Kolmogorov’s entropies. We show that all zero-entropy arithmetic functions form a C*-
algebra. We introduce the arithmetic compactification of natural numbers as the maximal
ideal space of this C*-algebra. The arithmetic compactification is totally disconnected, and not
extremely disconnected. We also compute the K0-group and the K1-group of the space of all
continuous functions on the arithmetic compactification.
As an application, we prove the following result: suppose that X is a compact finite dimen-
sional manifold with metric d, and T a continuous map onX with zero topological entropy. Then
for any given x ∈ X and ε > 0, there is a map f from natural numbers to {T n1x, T n2x, . . . , T nkx},
namely a finite set of points in the orbit of x, such that for each i = 1, . . . , k, the characteristic
function defined on f−1({T nix}) has zero entropy and supn d(T nx, f(n)) < ε.
1. introduction
The set of natural numbers N = {0, 1, 2, 3, . . .} is one of the most elementary objects in
mathematics. Many mathematical tools can be applied to the study of natural numbers, such
as analytic, algebraic, geometric, topological and combinational tools. In this paper, we shall
combine different methods to study the arithmetic structure of natural numbers.
Our starting point is from arithmetic function spaces. Complex-valued functions defined on
N are usually called arithmetic functions. Bounded or unbounded arithmetic functions acting
naturally by point-wise multiplication give rise to bounded or unbounded operators, respectively,
on l2(N), the Hilbert space consisting of all square summable arithmetic functions. The algebra
of all bounded arithmetic functions, denoted by l∞(N), is then an abelian C*-algebra acting on
l2(N). Its maximal ideal space is known as Stone-Ceˇch compactification of N.
Suppose that A is a C*-subalgebra of l∞(N). In this paper, we shall always assume that
all C*-subalgebras of l∞(N) are unital. There is a compact Hausdorff space X such that A is
*-isomorphic to C(X) by Stone-Gelfand-Naimark theory. The space X is known as the maximal
ideal space of A, or, equivalently the multiplicative state space of A. Each natural number n
corresponds to a multiplicative state of point evaluation at n. In this case, n can be viewed as
an element T (n) in X . Then T (N) is dense in X . When T is injective, we often view N as a
subset of X .
As far as the addition structure of N is concerned, the map A : n→ n+ 1 on N (corresponds
to the map T (n) → T (n + 1) on X) may not be extendable to a continuous map on X .
We are interested in the case that when such a map can be extended continuously on X . If
T (n) → T (n + 1) is a well defined map on T (N), denoted by A again, and it can be extended
1
2to a continuous map from X into itself, then we call the C*-algebra A (or, the topological
dynamical system (X,A)) an anqie of N. One can easily see that a C*-subalgebra A of l∞(N) is
an anqie if and only if A is closed under the action A. Throughout the paper, the action A on
l∞(N) is given by Af(n) = f(n + 1), for any f ∈ l∞(N). Thus, an anqie of N is an A-invariant
C*-subalgebra of l∞(N).
By means of the tool of anqie, we shall introduce an additive (or arithmetic) entropy, which we
call “anqie entropy” for arithmetic functions (or, in general, maps from N to a compact Hausdorff
space X). This entropy behaves nicely with respect to limits that is similar to dynamical entropy
of Kolmogorov and also has many properties similar to Shannon’s entropy. In particular, our
entropy has the lower semi-continuity property with respect to uniform convergence of functions.
Based on this property, we prove that all zero anqie entropy functions form a C*-algebra. We
call the maximal ideal space of this C∗-algebra the arithmetic compactification of the natural
numbers, denoted by E0(N). Propositions involving transitive topological dynamical systems
with zero entropy may be reduced to the study of this space. For example, Sarnak’s Mo¨bius
disjointness conjecture (see [10]) predicts that limN→∞N
−1
∑N−1
n=0 µ(n)f(n) = 0 for all continu-
ous function f on E0(N). From the point of view of topology, the arithmetic compactification
is the maximal zero entropy factor of the Stone-Cˇech compactification of N. These two com-
pactifications of N are both uncountable and not metrizable. We prove that the arithmetic
compactification is totally disconnected, but not extremely disconnected. While it is known
that the Stone-Cˇech compactification is extremely disconnected.
In the process to prove the above results, we develop the approximation method for arithmetic
functions (or, in general, maps from N into compact manifolds). Especially, the arithmetic
function with zero entropy can be approximated by arithmetic functions, which have finite ranges
and zero entropy. This property is crucial for our computations of the K0-group and K1-group
of C(E0(N)), the space of all continuous functions on E0(N). We conclude that K0(C(E0(N)))
is isomorphic to the group of all zero arithmetic entropy functions with finite ranges in Z, the
set of integers, and K1(C(E0(N))) is trivial.
As an application, we obtain some interesting approximated results for topological dynamical
systems (see section 5). Specifically, suppose that X is a compact m-dimensional manifold with
metric d, and T a continuous map on X with zero topological entropy. Then for any x0 ∈ X ,
there is a sequence of maps {fk}∞k=1 from N into the set {T nx0 : n ∈ N} with finite ranges, such
that the anqie entropy of each fk is zero and limk→∞ supn d(T
nx0, fk(n)) = 0.
This paper is organized as follows. In Section 2, we shall introduce the definition of anqie
entropy. Some basic properties of the entropy are also discussed. Comparison of the entropy with
that of Shannon are presented in Section 3. In particular, the entropy is lower semi-continuous
as a map from l∞(N) to [0,+∞]. In Section 4, we investigate the structure of the arithmetic
compactification of N. We shall discuss the approximation method for arithmetic functions and
maps from N to compact finite dimensional manifolds in Section 5. In Section 6, we compute
the K0-group and K1-group of the space of all continuous functions on E0(N). Most notions in
this paper have been introduced by Liming Ge in [6], and some results in Section 2, 3, 4 have
3been announced in [6] without detailed proofs. Some ideas in Section 5 were discussed with
Weichen Gu.
For the basics and preliminary results in dynamics and functional analysis, we refer to [16]
and [8]. We follow standard notations in the literature whenever possible.
2. Anqie entropy
From the definition of anqie, we have seen that each anqie corresponds to a topological dy-
namical system associated with the addition structure of N. To understand the anqie structure,
it is natural to study the associated dynamics. A key concept in dynamics is entropy, a notion
originally introduced by Shannon [15] in information theory. Based on Shannon’s entropy, Kol-
mogorov [9] introduced a dynamical entropy on probability spaces. Similar ideas were used by
Adler-Konheim-McAndrew [1] (and later by Bowen [4]) to define topological entropy for contin-
uous maps on compact Hausdorff spaces. These entropies and their generalizations play vital
roles in many branches of mathematics and physics. They provide not only nice invariants for
dynamical systems, but also powerful tools to solve many vexing problems.
The “entropy” for anqies defined in this section is based formally on the topological entropy of
the additive map A. Here, let us first recall the definition of topological entropy for a topological
dynamical system (X, T ), where X is a compact Hausdorff space and T a continuous map on it.
Definition 2.1. Let X be a compact Hausdorff space and T a continuous map on X. Suppose
U and V are two open covers for X. Denote by U ∨V the open cover containing all intersections
of elements from U and V (i.e., U ∨V = {A∩B : A ∈ U , B ∈ V}), and by min(W) the minimal
number of open sets in W that will cover X. Define
h(T,U) = lim
n
1
n
{log (min(U ∨ T−1(U) ∨ · · · ∨ T−n+1(U)))},
h(T ) = sup
U
{h(T,U) : U is an open cover of X} .
Then h(T ) (or h(T,X)) is called the topological entropy of T .
If a finite cover U of X and a map T generate the topology on X , then h(T ) = h(T,U). We
refer to [1] for basics on topological entropy.
Now we are ready to introduce the notion of entropy for anqies.
Definition 2.2. Suppose A ⊆ l∞(N) is an anqie. Then we define the anqie entropy of A to
be the topological entropy h(A) of the additive map A extending the map n → n + 1 on N to
the maximal ideal space of A. We use Æ(A) to denote it, i.e., Æ(A) = h(A). If A is generated
by the family of bounded arithmetic functions F (as an anqie), we often use Æ(F) to denote
Æ(A), which is called the anqie entropy of arithmetic functions F , or “the entropy
of F” when no confusion arises. In particular, when F = {f0, f1, . . .} is at most countable, we
also use the notation Æ(f0, f1, . . .) to denote the (anqie) entropy of F .
We list some simple but very useful facts of Æ in the following theorem.
4Lemma 2.3. Suppose A1,A2 ⊆ l∞(N) are anqies. Then we have the following:
(i) Suppose A1 is a subanqie of A2, or equivalently there is an injective, dynamics preserving
*-homomorphism from A1 to A2. Then Æ(A1) ≤ Æ(A2);
(ii) If f1, f2, . . . and g1, g2, . . . generate the same anqie, then Æ(f1, f2, . . .) = Æ(g1, g2, . . .);
(iii) For any f1, . . . , fn ∈ l∞(N) and any polynomials φj ∈ C[x1, . . . , xn] with 1 ≤ j ≤ m, we
have Æ(φ1(f1, . . . , fn), . . . , φm(f1, . . . , fn)) ≤ Æ(f1, . . . , fn).
Proof. (i) Let X1 and X2 be the maximal ideal spaces of A1 and A2, respectively. Suppose
φ : A1 → A2 is an injective A-invariant ∗-homomorphism. In this case, the induced map
ϕ : X2 → X1 given by
f(ϕ(ω)) = φ(f)(ω), ω ∈ X2, f ∈ A1 (1)
is surjective and A-invariant. That is to say, (X1, A) is a topological factor of (X2, A). Thus
Æ(A1) ≤ Æ(A2).
(ii) follows from the definition of anqie entropy. (iii) follows from (i). 
More generally, the above polynomials φj’s can even be replaced by continuous functions
defined on the maximal ideal space of the anqie generated by f1, . . . , fn. For example, we can
obtain Æ(Re(f)),Æ(Im(f)),Æ(
√|f |) ≤ Æ(f) for any f ∈ l∞(N). From (i) in the above lemma,
we easily conclude that Æ(l∞(N)) = ∞. In fact, Æ(F) ⊆ [0,+∞] for any family F ⊆ l∞(N)
(see [17, Example 7]).
Let F be a family of bounded arithmetic functions. We call AF the anqie generated by F , if
AF is the smallest A-invariant C∗-subalgebra of l∞(N) containing F , i.e., AF is the C∗-algebra
generated by {1, Ajf : f ∈ F , j ∈ N}. In particular, if F is a single point set, i.e., F = {f}, we
usually write AF as Af .
The following dynamical Gelfand-Naimark theorem gives a description of the maximal ideal
space of AF . This provides us with a method to compute the anqie entropy of F .
Theorem 2.4. For a family F = {fλ}λ∈Λ of bounded arithmetic functions, let A0 be the C∗-
algebra generated by F , and AF be the smallest A-invariant C∗-algebra that contains A0. The
following statements hold.
(i) For each n ∈ N, write zn = (fλ(n))λ∈Λ, an element in
∏
λ∈Λ fλ(N). Let X0 be the closure
of {zn : n ∈ N} in
∏
λ∈Λ fλ(N). We have that A0 ∼= C(X0).
(ii) Write ιn = (zn, zn+1, . . .), an element in X
N
0 . Let XF be the closure of {ιn : n ∈ N} in
XN0 . We have that AF ∼= C(XF).
(iii) Let the map B : XN0 → XN0 be given by (ω0, ω1, . . .) 7→ (ω1, ω2, . . .). Then (XF , B, ι0)
is a point transitive topological dynamical system, that is B is a continuous map on XF and
{Bnι0 : n ∈ N} is dense in XF .
Proof. (i) The isomorphism ̟ : C(X0) → l∞(N) is given by ̟(g)(n) = g(zn) for g ∈ C(X0).
The proof is routine in literature and similar to that of (ii) below.
(ii) Define the map π : C(XF)→ l∞(N) by
π(g)(n) = g(ιn) (2)
5for g ∈ C(XF). From the density of {ιn : n ∈ N} in XF , we have that π is an injective
homomorphism and C(XF) ∼= π(C(XF)).
To prove AF ⊆ π(C(XF)), we only need to show that, for any given j ∈ N and f ∈ A0,
Ajf ∈ π(C(XF)). For ω = (ω0, ω1, . . .) ∈ XF , define g(ω) = ω˜j(f), where ω˜j is the linear
functional on A0 by taking values at ωj ∈ X0. Since ωj is the image of the projection of ω to
the j-th coordinate, one concludes that g is continuous on XF . From
g(ιn) = z˜n+j(f) = f(n+ j) = (A
jf)(n), (n ∈ N),
we see that π(g) = Ajf . Thus AF ⊆ π(C(XF)).
For any ρ ∈ XF with ρ = (ρ0, ρ1, . . .) 6= ω, there is an l ∈ N such that ωl 6= ρl. One may find
an f ∈ A0 so that ω˜l(f) 6= ρ˜l(f). Let g ∈ C(XF) be the function defined as above replacing j by
l. Then g(ω) 6= g(ρ). This shows that functions in π−1(AF) separate points in XF . Note that
π−1(AF) is a closed *-subalgebra of C(XF). Applying Stone-Weierstrass theorem (see, e.g., [8,
Theorem 3.4.14]), then we have that π−1(AF) = C(XF). Thus AF ∼= C(XF).
(iii) The map B is known as the Bernoulli shift, and is continuous on XN0 . Note that XF
is a B-invariant subset of XN0 . Since B
n(ι0) = ιn, it follows from the definition of XF that
{Bnι0 : n ∈ N} is dense in XF . 
In the above theorem, AF is separable, or equivalently XF is metrizable, if and only if F
is countable (See [8]). We call (XF , B, ι0) the canonical representation of the anqie AF . By
the definition of anqie entropy, we see that Æ(F) = h(B|XF ). From the embedding of C(XF)
into l∞(N) in Theorem 2.4, we see that there is a map from N to XF , n 7→ ιn, with a dense
image. Sometimes for convenience, we regard n as the element ιn in XF and write the canonical
representation of AF as (XF , B, 0) instead.
In general, for any map G from N to a compact Hausdorff space X , we can define the anqie
entropy of G to be the topological entropy h(B) of the Bernoulli shift B (on XN) restricted on
the space XG, where XG is the closure of the set {(G(n), G(n+1), . . .) : n ∈ N} in XN. Suppose
that X is a compact Hausdorff space and T a continuous map on X . If T has a transitive point
x0 in X (i.e., {T nx0 : n ∈ N} is dense in X), then the map G : n → T nx0 gives rise to a map
from N to X with a dense range. Then XG is homeomorphic to X and the restriction of B on
XG coincides with T on X . Thus the anqie entropy of G is the topological entropy of T . In this
paper, we shall mostly concentrate on anqie entropy of arithmetic functions, and very little on
anqie entropy of general maps.
To end this section, we remark that, two transitive systems (Y1, S1, y1) and (Y2, S2, y2) are
said to be equivalent if there is a homeomorphism ϕ : (Y1, S1)→ (Y2, S2) with ϕ(y1) = y2, such
that ϕ ◦ S1 = S2 ◦ ϕ. Two anqies A1, A2 ⊆ l∞(N) are called isomorphic if their canonical
representations of anqies Ai (i = 1, 2), respectively, are equivalent. Thus anqie entropy is an
invariant for anqies up to isomorphism.
3. Anqie-independence and semi-continuity of anqie entropy
From the definition of anqie entropy, we see that it is defined based on anqie generators which
are functions defined on N. This notation is similar to Shannon’s entropy for random variables.
6One of the most crucial features of Shannon’s entropy is its additivity for independent random
variables. We shall see that anqie entropy does share this property as well. Independence in a
(classical or non-commutative) probability space is given by a tensor product relation.
Definition 3.1. Suppose A and B are two anqies. We call them anqie-independent if the C*-
algebra generated by A and B (in l∞(N)) is canonically isomorphic to A ⊗ B as a C*-algebra
tensor product. Two families of arithmetic functions are called anqie-independent if the anqies
they generate, respectively, are anqie-independent.
Remark 3.2. As far as we are concerned here, C*-algebras involved are abelian ones. The
tensor product of abelian C*-algebras has a unique C*-algebra tensor-product norm. Let X1 and
X2 be the maximal ideal spaces of A and B, respectively. Then the C*-tensor-norm on A ⊗ B
agrees with the norm on C(X1 ×X2). Suppose X is the maximal ideal space of the C*-algebra
generated by A and B. Then, naturally, there is a continuous injective map, denoted by i, from
X to X1 ×X2 given by i(ρ) = (ρ|A, ρ|B), for any ρ ∈ X. If i is a homeomorphism, then we say
that the C*-algebra generated by A and B is canonical isomorphic to A ⊗ B. In this case, we
may say A and B are anqie-independent.
For example, let A1 and A2 be the anqies consisting of all periodic functions with period
t1 and t2, respectively. It is not hard to show that A1 and A2 are anqie-independent if and
only if t1 and t2 are coprime. For fθi(n) = e
2piinθi with θi irrational (0 ≤ i ≤ m), if θ0, . . . , θm
are Q-linearly independent, then f0, . . . , fm are anqie-independent. This result follows from
Weyl’s criterion and the equidistribution of {(nθ0, . . . , nθm)}∞n=0 modulo 1 (see [7, Chapter 21]).
Moreover, the function e2piin
2θ with θ irrational, is anqie-independent with all the functions in
above examples.
ow we state one of the main results in this section.
Theorem 3.3. For any arithmetic functions f1, . . . , fn, g1, . . . , gm ∈ l∞(N), we have
Æ(f1, . . . , fn, g1, . . . , gm) ≤ Æ(f1, . . . , fn) + Æ(g1, . . . , gm).
The above equality holds if f1, . . . , fn and g1, . . . , gm are two anqie-independent families.
Proof. Set F1 = {f1, . . . , fn}, F2 = {g1, . . . , gm} and F = F1 ∪ F2. Let (X,A) (or, A) be the
anqie generated by F . Denoted by (X1, A1) (or, A1) and (X2, A2) (or, A2) the anqies generated
by F1 and F2, respectively. Then there is a continuous injective map, denoted by i, from X to
X1 × X2 given by i(ρ) = (ρ|A1 , ρ|A2), for any ρ ∈ X . In this case, (X,A) can be viewed as a
subsystem of (X1 ×X2, A1 × A2). We concludes that
Æ(F) = h(A) ≤ h(A1 ×A2) = h(A1) + h(A2) = Æ(F1) + Æ(F2).
If F1 and F2 are anqie-independent, then i is a dynamical preserving homomorphism and thus
the equality holds. 
Corollary 3.4. For any f, g ∈ l∞(N), we have
|Æ(f)−Æ(g)| ≤ Æ(f ± g) ≤ Æ(f) + Æ(g),
Æ(f · g) ≤ Æ(f) + Æ(g).
7Proof. Since Af±g and Af ·g are subanqies of A{f,g}, Theorem 3.3 implies that
Æ(f ± g),Æ(f · g) ≤ Æ(f, g) ≤ Æ(f) + Æ(g).
The conclusions result from
Æ(f) = Æ((f ± g)∓ g) ≤ Æ(f ± g) + Æ(g).

By Theorem 3.3, Æ(AA(F)) ≤ Æ(AF). From Theorem 2.4, it is not hard to see thatXF \XA(F)
contains at most one element. Thus the following corollary holds.
Corollary 3.5. For any family F ⊆ l∞(N), we have that Æ(A(F)) = Æ(F).
The following is one of the main results in this paper. We shall prove that anqie entropy
is lower semi-continuous with respect to l∞-norm. Similar property holds for the topological
entropy for continuous maps from [0, 1] to itself (see [3, Chapter 8, Proposition 30]). Also,
Kolmogorov’s entropy is an upper semi-continuous function of the invariant measures.
Theorem 3.6. Let F = {fi}∞i=0 be a family of bounded arithmetic functions with Æ(F) <
+∞. For any ε > 0, there is a δ > 0, such that whenever G = {gi}∞i=0 ⊆ l∞(N) satisfies
supi≥0 ‖gi − fi‖l∞(N) < δ, we have that Æ(G) > Æ(F)− ε.
Proof. Without loss of generality, we assume that supi∈N ‖fi‖l∞(N) ≤ 1/2. Then for any G =
{gi}∞i=0 ⊆ l∞(N) with supi≥0 ‖gi − fi‖∞ < δ < 1/2, all fi(N) and gi(N) (i ∈ N) lie in the closed
unit disc D on the complex plane. Write ιn = (fi(n + j))i,j∈N and τn = (gi(n + j))i,j∈N, viewed
as a matrix of infinite dimension with columns given by elements in
∏∞
i=0 fi(N) and
∏∞
i=0 gi(N),
respectively. The shift map B on (DN)N sends ω = (ωi,j)i,j∈N to B(ω) = (ωi,j+1)i,j∈N. Recalling
Theorem 2.4, we consider the canonical representation (XF , BF , ι0) and (XG , BG , τ0) of AF and
AG, respectively, where BF = B|XF and BG = B|XG . There is a metric d on (DN)N given by
d(ω, ω′) =
∑
j∈N
∑
i∈N
2−j−i−2|ωi,j − ω′i,j|, ∀ω = {ωi,j}i,j∈N, ω′ = {ω′i,j}i,j∈N.
It is not hard to see that d(ιn, τn) < δ whenever supi≥0 ‖fi− gi‖∞ < δ. Define open sets Un,m =
{ω ∈ XF : d(ω, ιn) < 10−m} and Vn,m = {ω ∈ XG : d(ω, τn) < 10−m}. Then Um = {Un,m : n ∈
N} and Vm = {Vn,m : n ∈ N} (m ∈ N) are refining sequences of open covers for XF and XG ,
respectively. By [1, Property 12], we obtain
h(BF) = lim
m→∞
h(BF ,Um), h(BG) = lim
m→∞
h(BG ,Vm).
Moreover, the sequences on the right side of above equalities are non-decreasing. Now for any
ε > 0, there is a sufficiently large m′ such that
h(BF ,Um′−1) > h(BF)− ε.
For any s ≥ 1, let βs be a subcover of
∨
0≤j≤s−1B
−j
G (Vm′) for XG satisfying that the cardinality
of βs is equal to N (
∨s−1
j=0B
−j
G (Vm′)) (the minimal cardinality of all possible open subcovers).
8Suppose that
βs =
{
Vn0,m′ ∩B−1G (Vn1,m′) ∩ · · · ∩ B−s+1G (Vns−1,m′) : (n0, n1, . . . , ns−1) ∈ Sm′
}
,
where Sm′ is some subset of the Cartesian product of s copies of N.
We next show that
αs =
{
Un0,m′−1 ∩ B−1F (Un1,m′−1) ∩ · · · ∩B−s+1F (Uns−1,m′−1) : (n0, n1, . . . , ns−1) ∈ Sm′
}
is an open cover for XF . For any ω ∈ XF , there is an n′ ∈ N such that d(ω, ιn′) < 10−m′−s+1.
One may verify that
d
(
BjF(ω), ιn′+j)
)
= d
(
BjF(ω), B
j
F(ιn′)
) ≤ 2j · d(ω, ιn′) < 2j · 10−m′−s+1 < 10−m′
for 0 ≤ j ≤ s− 1. Assume further that
τn′ ∈ Vn0,m′ ∩ B−1G (Vn1,m′) ∩ · · · ∩ B−s+1G (Vns−1,m′),
which is an open set in the cover βs. For 0 ≤ j ≤ s− 1, the condition τn′ ∈ B−jG (Vnj ,m′) implies
that d
(
τn′+j , τnj
)
< 10−m
′
. It follows that
d
(
BjFω, ιnj
) ≤ d (BjFω, ιn′+j)+ d(ιn′+j, τn′+j) + d(τn′+j , τnj) + d(τnj , ιnj)
< 10−m
′
+ δ + 10−m
′
+ δ < 10−m
′+1, (0 ≤ j ≤ s− 1),
provided that δ < 10−m
′
(this choice is independent of s). Therefore,
ω ∈ Un0,m′−1 ∩ B−1F (Un1,m′−1) ∩ · · · ∩B−s+1F (Uns−1,m′−1)
for any s ≥ 1. Now αs is an open cover for XF , and it is a subcover of
∨
0≤j≤s−1B
−j
F (Um′−1).
Hence one has
N (
∨s−1
j=0
B−jF (Um′−1)) ≤ N (
∨s−1
j=0
B−jG (Vm′)).
Letting s tend to infinity, we then have
h(BG ,Vm′) = lim
s→∞
logN (∨s−1j=0B−jG (Vm′))
s
≥ lim
s→∞
logN (∨s−1j=0B−jF (Um′−1))
s
= h(BF ,Um′−1) > h(BF )− ε.
It follows that h(BG) ≥ h(BG ,Vm′) > h(BF)− ε, i.e.,
Æ(G) > Æ(F)− ε.

Remark 3.7. In the above theorem, if F = {fi}∞i=0 is a family of bounded arithmetic functions
with Æ(F) = +∞, similar to the above proof, we then have that for any N > 0, there is a δ > 0,
such that Æ(G) > N whenever G = {gi}∞i=0 ⊆ l∞(N) satisfies supi≥0 ‖gi − fi‖l∞(N) < δ.
9Corollary 3.8. View Æ : l∞(N)→ [0,+∞] as a map defined on bounded arithmetic functions.
It is lower semi-continuous. Equivalently, if {fk}∞k=0 ⊆ l∞(N) is a sequence of functions that
converges to f ∈ l∞(N), i.e., lim
k→∞
‖fk − f‖∞ = 0, then Æ(f) ≤ lim inf
k→∞
Æ(fk).
The following proposition is an application of the above corollary.
Proposition 3.9. The set of all functions in l∞(N) with Æ(f) = +∞ is norm dense in l∞(N).
Proof. Since l∞(N) is a complete metric space, by the Baire Category Theorem, the intersection
of any countable collection of open dense subsets is again dense. Then it is enough to show
that the set Km = {f ∈ l∞(N) : Æ(f) > logm} is open and dense in l∞(N) for each m ≥ 1. It
follows from Corollary 3.8 that Km is open. We now show that Km is dense. For any f ∈ l∞(N)
and positive integer k, we will construct an fk ∈ Km such that ‖fk − f‖∞ < 1/k.
Without loss of generality, we may assume that |f(n)| ≤ 1 for any n ∈ N. Suppose that k is a
given positive integer. For −2k ≤ i ≤ 2k, let Ii = [i/2k, (i+1)/2k). Then f(N) ⊆ ∪2ki,j=−2kIi×Ij .
Choose distinct points ali,j ∈ Ii × Ij, where −2k ≤ i, j ≤ 2k and l = 1, . . . , m + 1. It is not
hard to construct a function g : N → {1, . . . , m+ 1} with Æ(g) = log(m + 1). Define fk(n) to
be a
g(n)
i,j iff f(n) ∈ Ii × Ij. Then fk has a finite range. It is easy to see that ‖fk − f‖∞ < 1k .
For any s ≥ 1, let Bs(fk) denote the set {(fk(n), fk(n + 1), fk(n + s − 1)) : n ∈ N}. Then, by
Theorem 2.4, we obtain that Æ(fk) = lims→∞(log |Bs(fk)|)/s. Since |Bs(fk)| ≥ |Bs(g)|, we have
that Æ(fk) > logm. Hence fk ∈ Km. 
In the section that follows we shall use properties of arithmetic entropy to construct a new
compactification of natural numbers which is comparable to Stone-Cˇech compactification.
4. The arithmetic compactification of natural numbers
The function space of our compactification is described by the following theorem.
Theorem 4.1. Let E0(N) be the set of all functions in l∞(N) with vanishing anqie entropy, i.e.,
E0(N) = {f ∈ l∞(N) : Æ(f) = 0}. Then E0(N) is a subanqie of l∞(N).
Proof. Corollary 3.4 shows that E0(N) is an algebra closed under complex conjugation. Suppose
that f ∈ l∞(N) and {fk}∞k=0 is a sequence in E0(N) with lim
k→∞
‖fk−f‖∞ = 0. Then, by Corollary
3.8, one has
0 ≤ Æ(f) ≤ lim inf
k→∞
Æ(fk) = 0.
This implies that f ∈ E0(N). Hence, E0(N) is closed under l∞-norm. By corollary 3.5, it is also
A-invariant. Thus E0(N) is an anqie. 
Denote by E0(N) the maximal ideal space of E0(N), and call it the arithmetic compactification
(of N). Then we have E0(N) ∼= C(E0(N)). Define δm(n) to be 1 when n = m, and 0 otherwise.
Clearly, the functions δm(n) has anqie entropy zero for any m ∈ N. Denote C0(N) = {f :
limn→∞ f(n) = 0}. So C0(N) ⊆ E0(N), which implies that each n ∈ N is an isolated point in
E0(N).
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The following lemma is a generalization of [1, Theorem 3], where a finite product is replaced
by an infinite one. The proof is similar. We omit the details here.
Lemma 4.2. Let (Xξ, Tξ) (ξ ∈ Ξ) be dynamical systems and (X, T ) = (
∏
ξ∈ΞXξ,
∏
ξ∈Ξ Tξ) be
the product system. Then
h (T ) =
∑
ξ∈Ξ
h(Tξ).
Theorem 4.3. With the notation given in Theorem 4.1, Æ(E0(N)) = 0.
Proof. This follows from the above Lemma and the fact that (E0(N), A) can be viewed as a
subsystem of
(∏
f∈E0(N)
Xf ,
∏
f∈E0(N)
Af
)
, where Xf is the maximal ideal space of Af and Af is
the continuous map on Xf extended by the map n→ n+ 1 on N. 
Each topological system has at least a maximal zero entropy factor [18, Theorem 6.2.7].
However, for (βN, A), where βN is the Stone-Cˇech compactification of N, the system (E0(N), A)
is exactly the one.
Proposition 4.4. The following universal properties hold.
(i) If A is an anqie with Æ(A) = 0, then A ⊆ E0(N).
(ii) The dynamical system (E0(N), A, 0) satisfies the following property: for any point tran-
sitive dynamical system (X, T, x0) with h(T ) = 0, there is a factor map ϕ : (E0(N), A, 0) →
(X, T, x0) such that ϕ(0) = x0. Moreover, if another point transitive system (Z,K, z0) with
h(K) = 0 satisfies this property, then it is equivalent to (E0(N), A, 0).
Proof. (i)For any f ∈ A, the anqie Af is a subanqie of A. It follows that Æ(f) ≤ Æ(A) = 0.
Thus, A ⊆ E0(N).
(ii) Since x0 is a transitive point for (X, T ), the map S : n → T nx0 gives rise to a map
from N to X with a dense range. It induces an injective homomorphism, denoted by S again,
from C(X) into l∞(N), i.e., (Sf)(n) := f(S(n)) = f(T nx0) for any f ∈ C(X) and n ∈ N. So
S(C(X)) is a C*-subalgebra of l∞(N). Note that for any f ∈ C(X), we have f ◦ T ∈ C(X).
Thus S(C(X)) is A-invariant and an anqie of N. Suppose that Y is the maximal ideal space of
S(C(X)). It is easy to see that n→ T nx0 induces a homeomorphism from Y to X , also denoted
by S. Hence (Y,A, 0) and (X, T, x0) are equivalent, and Æ(S(C(X))) = h(T ) = 0. It follows
from (i) that S(C(X)) is a subanqie of E0(N). Thus (Y,A) is a topological factor of (E0(N), A).
The factor map π can be chosen as in formula (1) with φ the identical embedding. Therefore,
ϕ = S ◦ π : (E0(N), A)→ (X, T ) is a factor map with ϕ(0) = x0.
Let (Z,K, z0) be another point transitive dynamical system with zero entropy satisfying the
above properties. Then there is a continuous map ϕ : E0(N) → Z such that ϕ ◦ A = K ◦ ϕ
and ϕ(0) = z0. It follows that ϕ ◦ An(0) = Kn ◦ ϕ(0) and ϕ(n) = Knz0. Symmetrically, there
is a continuous map ψ : Z → E0(N) such that ψ ◦ K = A ◦ ψ and ψ(z0) = 0. It follows that
ψ ◦Kn = An ◦ ψ and ψ(Knz0) = n. It is easy to see that ψ is the inverse of ϕ. Thus, ϕ is a
homeomorphism. Therefore, (Z,K, z0) and (E0(N), A, 0) are equivalent. 
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For some given geometrical objects Y , it is interesting to ask whether there is a subanqie
of E0(N) such that the corresponding maximal ideal space coincides with Y . However, by [3,
Chapter 6, Lemma 41; Chapter 8, Proposition 34], it is known that no transitive dynamics with
zero entropy exists on the unit interval [0, 1]. The following is still an open problem in dynamics:
is there a subanqie A of E0(N) whose maximal ideal space X is homeomorphic to S2? To get
a better understanding of zero entropy functions, we show some properties of this arithmetic
compactification below.
Theorem 4.5. The arithmetic compactification E0(N) has the following properties.
(i) It is not extremely disconnected.
(ii) Let R be an infinite subset of N. The closure of R in E0(N) is always uncountable.
(iii) E0(N) is not metrizable.
Proof. (i) Assume on the contrary that E0(N) is extremely disconnected. Then the closure of
any open set is still open. It is not hard to construct a characteristic function χS(n) defined on
certain subset S of N with Æ(χS) 6= 0. Let S0 = {n ∈ N : χS(n) = 0}. Since E0(N) contains
C0(N), the points n (n ∈ N) are all isolated. Therefore, S (the closure of S in E0(N)) is clopen
and S ∩S0 = ∅. As a result, the function χS can extend to a continuous function on E0(N), i.e.,
χS ∈ E0(N). This contradicts the fact Æ(χS) > 0.
(ii) Write R = {nk}∞k=0 with n0 < n1 < n2 < . . .. Note that the sequence {nkθ}∞k=0 is uniformly
distributed modulo 1 for almost all θ ∈ (0, 1) (see [11, Theorem 11.2.5]). Choose one such θ, and
consider the transitive system (S1, Rθ, 1) with zero entropy, where Rθ is the irrational rotation
with the argument θ. By Proposition 4.4, there is a factor map ϕ from (E0(N), A) to (S
1, Rθ)
such that ϕ(0) = 1. Moreover, {ϕ(nk)}∞k=0 = {e2piinkθ}∞k=0. The closure of the latter is S1, which
is uncountable. Therefore, the closure of {nk}∞k=0 in E0(N) is also uncountable.
(iii) One may deduce from (ii) that limit points of a convergent sequence are not unique.
Consequently, E0(N) is not metrizable. 
In general, for a compact Hausdorff space X , if X is extremely disconnected, then it is totally
disconnected (points may be separated by clopen sets). However, the converse may not be true.
We have proved that E0(N) is not extremely disconnected. So it is interesting to ask if E0(N) is
totally disconnected. We will prove that E0(N) is totally disconnected in the next section. At
the end of this section, we show that the statement E0(N) is totally disconnected is equivalent
to that any zero (anqie) entropy function can be approximated by zero entropy functions with
finite ranges.
Proposition 4.6. Suppose that F0(N) is the set of all zero entropy arithmetic functions with
finite ranges. Then E0(N) is totally disconnected iff E0(N) = F0(N), the closure of F0(N) in
l∞(N).
Proof. Assume that E0(N) is totally disconnected. Then for any x, y ∈ E0(N) with x 6= y, there
is a clopen set U such that x ∈ U, y /∈ U . Then χU ∈ C(E0(N)) and χU(x) = 1, χU(y) = 0.
So F0(N) is a *-subalgebra of C(E0(N)) that can separate distinct points in E0(N). By Stone-
Weierstrass theorem (see e.g., [8, Theorem 3.4.14]), we have that E0(N) = F0(N).
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Conversely, assume that E0(N) = F0(N). For any two distinct points x, y ∈ E0(N), by
Urysohn’s lemma, there is an f ∈ C(E0(N)) such that f(x) 6= f(y). Then by the assumption,
there is a g ∈ F0(N), such that g(x) 6= g(y). It is not hard to see that g−1({g(x)}) is a clopen
set in E0(N). Thus x, y can be separated by a clopen set. It follows that E0(N) is totally
disconnected. 
5. Approximation method for arithmetic functions
In this section, we shall develop the approximation method for zero entropy arithmetic func-
tions. In this process, we need use many techniques in the computation of entropy of arithmetic
functions with finite ranges. Let us first recall some basic concepts in symbolic dynamical sys-
tems. For a finite set A, a block over A is a finite sequence of symbols from A. An m-block
is a block of length m. For any given (finite or infinite) sequence x = (x0, x1, . . .) of symbols
from A, we say that a block w occurs in x or x contains w if there are natural numbers i, j
with i ≤ j, such that (xi, . . . , xj) = w. A concatenation of two blocks w1 = (a1, . . . , ak) and
w2 = (b1, . . . , bl) over A is the block w1w2 = (a1, . . . , ak, b1, . . . , bl).
Now suppose that f ∈ l∞(N) has a finite range. We can view f as a sequence {f(n)}∞n=0 in
f(N)N. Let Bm(f) denote the set of all m-blocks that occur in f , i.e.,
Bm(f) = {(f(n), f(n+ 1), . . . , f(n+m− 1)) : n ≥ 0}.
Based on these notations, we introduce the following notions. We call an m-block of the form
(f(lm), f(lm+ 1), . . . , f(lm+m− 1)),
for some l ∈ N, a regular m-block in f . Denote the set of all regular m-blocks in f by Rm(f).
An m-block, which occurs infinitely many times in the sequence {f(n)}∞n=0, is called an effective
m-block in f . We use Em(f) to denote the set of all effective m-blocks in f .
Throughout the paper, for any finite set S, |S| is the cardinality of S. For a function f taking
finitely many values, by Theorem 2.4,
Æ(f) = lim
m→∞
log |Bm(f)|
m
.
In the following, we show that Æ(f) also can be computed through the cardinality of Rm(f) or
Em(f).
Lemma 5.1. Let f be an arithmetic function with finite range. Then
Æ(f) = lim
m→∞
log |Rm(f)|
m
= inf
m≥1
log |Rm(f)|
m
= lim
m→∞
log |Em(f)|
m
.
Proof. On one hand, it follows, from |Rm(f)| ≤ |Bm(f)|, that lim sup
m→∞
log |Rm(f)|
m
≤ Æ(f). On the
other hand, for any given m ≥ 1 and any km-block w occurring in f , where k ≥ 1, there is
a concatenation of certain k + 1 successive regular m-blocks in f , such that the concatenation
contains w. Thus |Bkm(f)| ≤ m(|Rm(f)|)k+1, which implies that Æ(f) = limk→∞ log |Bkm(f)|km ≤
log |Rm(f)|
m
. We then have that Æ(f) ≤ lim inf
m→∞
log |Rm(f)|
m
. Hence Æ(f) = limm→∞
log |Rm(f)|
m
.
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Given any m ≥ 1, it is easy to see that |Rkm(f)| ≤ (|Rm(f)|)k for any k ≥ 1. Combining
with the first equation, we have that Æ(f) = limk→∞
log |Rkm(f)|
km
≤ log |Rm(f)|
m
. Since Æ(f) =
limm→∞
log |Rm(f)|
m
, we obtain the second equation.
The inequality |Em(f)| ≤ |Bm(f)| implies that lim sup
m→∞
log |Em(f)|
m
≤ Æ(f). For any given
m ≥ 1, there is a k0 ∈ N, such that there is no non-effective m-blocks occurring in the sequence
{fn}n≥k0m. Let k > k0. Then |Rkm(f)| ≤ (|Em(f)|)k + 1. By the first equation, we have that
Æ(f) = limm→∞
log |Rkm(f)|
km
≤ log |Em(f)|
m
. Thus Æ(f) ≤ lim inf
m→∞
log |Em(f)|
m
. Therefore, Æ(f) =
limm→∞
log |Em(f)|
m
. 
Let f0 ∈ E0(N), our goal is to show that there is a g ∈ E0(N) with finite range, such that g is
close to f0 with a small distance. Before that, we first consider a simple case. For f0 : N→ [0, 1]
with zero anqie entropy, we want to construct a g ∈ E0(N), such that g(N) ⊆ {1/3, 2/3} and
|f0(n)−g(n)| < 1/2, for all n ∈ N. Observe that (1/3−1/2, 1/3+1/2)∩(2/3−1/2, 2/3+1/2) =
(1/6, 5/6) is a relatively large subset of [0, 1]. When f0(n) ∈ (1/6, 5/6), the choose of g(n) is
arbitrary, i.e., g(n) can be either 1/3 or 2/3. So philosophically, the quantity 1/2 should be
a loose restriction in constructing g. A naive idea to construct g(n) is that g(n) takes value
1/3 when f0(n) ∈ [0, 1/2) and 2/3 when f0(n) ∈ [1/2, 1]. Unfortunately, we can construct a
counterexample below to show that this idea does not work.
Example 5.2. Suppose that 0 ≤ x1, x2 ≤ 1. Let b1, b2, . . . , b2m be allm-blocks over {x1, x2}. We
use αm(x1, x2) to denote the concatenation of blocks b1, b2, . . ., b2m , i.e., αm(x1, x2) = b1b2 . . . b2m .
Note that αm(x1, x2) is an m2
m-block. For any m ≥ 1, let βm denote the concatenation of
blocks αm(0,
2
2m
), αm(
1
2m
, 3
2m
), . . ., αm(
i
2m
, i+2
2m
), . . ., αm(
2m−2
2m
, 1), αm(1,
2m−2
2m
), αm(
2m−1
2m
, 2
m−3
2m
),
. . ., αm(
i+2
2m
, i
2m
),. . . , αm(
2
2m
, 0), where 0 ≤ i ≤ 2m−2. Define the sequence (f(0), f(1), . . .) to be
β1β2 . . . βm . . .. The sequence {f(n)}∞n=0 also can be viewed as a function f : N→ [0, 1]. Observe
that limn→∞(f(n + 1) − f(n)) = 0. Then by Theorem 2.4, we have that Xf is homeomorphic
to {ιn = (f(n), f(n+ 1), . . .) : n ∈ N} ∪ [0, 1] and B is the identity map on [0, 1], while B maps
ιn to ιn+1. Thus Æ(f) = 0.
For [a, b](a 6= b) any proper subinterval of [0, 1], let h(n) be the arithmetic function given by
h(n) = 1 when f(n) ∈ [a, b], and 0 otherwise. We claim that Æ(h) = log 2. In the following,
we just show this for b 6= 1, as the case that b = 1, a 6= 0 is similar. Then there are sequences
{mk}∞k=1 and {ik}∞k=1 of positive integers, such that a < ik2mk < b < ik+22mk < 1. For any k, by the
construction of f , it contains the block αmk(
ik
2mk
, ik+2
2mk
). Correspondingly, h contains the block
αmk(1, 0). This implies that Bmk(h) = 2
mk and thus Æ(h) = log 2.
From the above example, we see that for a general f0, the choose of g(n) not only depends
on the value of f0 at the point n. Moreover, to satisfy the condition |g(n) − f0(n)| < 1/2 for
any n ∈ N and g(N) ⊆ {1/3, 2/3}, we have to choose g(n) = 1/3 when f0(n) ∈ [0, 1/6] and
g(n) = 2/3 when f0(n) ∈ [5/6, 1]. Let K = [0, 16 ] and U1 = [0, 56). Equivalently, the question
asks if there is a subset C of N with f−1(K) ⊆ C ⊆ f−1(U1), such that Æ(χC) = 0. In fact, we
have the following more general result, which is one of the main results in this paper.
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Theorem 5.3. Suppose that X is a compact Hausdorff space and f is a map from N to X with
anqie entropy λ (0 ≤ λ < +∞). Let U1 be an open set in X, and K ⊆ U1 be a closed set in
X. Then there is a set C with f−1(K) ⊆ C ⊆ f−1(U1), such that Æ(χC) ≤ λ, where χC is the
characteristic function defined on C.
Proof. Let U0 = X \ K. Then X = U0 ∪ U1. Suppose that Xf is the closure of the set
{(f(n), f(n+1), . . .) : n ∈ N} in XN. And B is the Bernoulli shift on XN given by (ω0, ω1, . . .)→
(ω1, ω2, . . .). Let U = {Ui × XN\{0} : i = 0, 1}. Then U is an open cover for Xf . It is easy to
check that
U∨B−1U ∨·· ·∨B−m+1U = {Ui0×Ui1×·· ·×Uim−1×XN\{0,1,...,m−1} : (i0, i1, . . . , im−1) ∈ {0, 1}m}.
By Theorem 2.4, we have that the topological entropy of B restricted on Xf is λ. So, for any
given ε > 0, there is an N0, such that k0 < e
(λ+ε)N0 , where k0 is the minimal number of open
sets in U ∨ B−1U ∨ · · · ∨ B−N0+1U that will cover Xf . The corresponding minimal subcover is
denoted by V0 = {V1, V2, . . . , Vk0}.
Let
P0(i0, i1, . . . , iN0−1) = Ui0 × Ui1 × · · · × UiN0−1 ×XN\{0,1,...,N0−1}.
be the bijective map from {0, 1}N onto U ∨B−1U ∨ · · ·∨B−N0+1U . Then P−10 (Vi) ∈ {0, 1}N0 for
1 ≤ i ≤ k0. For any j ≥ 0, define
ij = min{i : 1 ≤ i ≤ k0, (f(jN), f(jN + 1), . . . , f(jN +N − 1)) ∈ Vi}.
Let g0 be the map from N to {0, 1} such that for j = 0, 1, . . .,
(g0(jN0), g0(jN0 + 1), . . . , g0(jN0 +N0 − 1)) = P−10 (Vij)
if (f(jN0), f(jN0 + 1), . . . , f(jN0 +N0 − 1)) ∈ Vij . Then g0 can be treat as an infinite concate-
nation of at most e(λ+ε)N0 different N0-blocks.
Let B1 = B
N0 . Note that the topological entropy of B1 restricted on Xf is N0λ. Then
there is an N1, such that k1 < e
(N0λ+
ε
2
)N1 , where k1 is the minimal number of open sets in
V0∨B−11 V0∨· · ·∨B−N1+11 V0 that will cover Xf . The corresponding minimal subcover is denoted
by V˜1 = {V˜1, V˜2, . . . , V˜k1}. Let
P1(i0, i1, . . . , iN0N1−1) = Ui0 × Ui1 × · · · × UiN0N1−1 ×XN\{0,1,...,N0−1}.
be the bijective map from {0, 1}N0N1 onto U∨B−1U∨· · ·∨B−N0N1+1U . Then P−11 (V˜i) ∈ {0, 1}N0N1
for 1 ≤ i ≤ k1.
For any j ≥ 0, define
i˜j = min{i : 1 ≤ i ≤ k1, (f(jN), f(jN + 1), . . . , f(jN +N − 1)) ∈ V˜i}.
Let g˜1 be the map from N to {0, 1} such that for j = 0, 1, . . .,
(g˜1(jN0N1), g˜1(jN0N1 + 1), . . . , g˜1(jN0N1 +N0N1 − 1)) = P−11 (V˜i˜j)
if (f(jN0N1), f(jN0N1 + 1), . . . , f(jN0N1 +N0N1 − 1)) ∈ V˜i˜j .
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Assume that P−11 (V˜i˜0) = (a0, a1,. . ., aN0N1−1) and (g0(0), g0(1), . . . , g0(N0 − 1)) = (b0, b1, . . . ,
bN0−1). Let V1 = {P1(b0, b1,. . . , bN0−1, aN0 , aN0+1,. . . , aN0N1−1), V˜1, V˜2, . . . , V˜k1}. We construct
g1(n) with the range in {0, 1}, satisfying (g1(0), g1(1), . . . , g1(N0N1−1)) = (b0, b1, . . . , bN0−1, aN0 ,
aN0+1, . . . , aN0N1−1) and g1(n) = g˜1(n) for n ≥ N0N1. Then g1 can be treat as an infinite
concatenation of at most e(λ+
ε
2
)N0N1 different N0N1-blocks, also at most e
(λ+ε)N0 different N0-
blocks. Repeating the above process, we obtain a sequence of natural numbers {Nk}∞k=0 and
{gk}∞k=0 ⊆ {0, 1}N, satisfying for k ≥ 0,
(a) gk can be viewed as an infinite concatenation of at most e
(λ+ ε
2l
)N0···Nl different N0 · · ·Nl
-blocks for each l ∈ [0, k].
(b) gk+1|[0,N0···NkNk+1−1] = gk|[0,N0···Nk−1].
Let g : N → {0, 1} given by g|[0,N0···Nk−1] = gk|[0,N0···Nk−1], for k = 0, 1, . . .. Then g is well
defined and the cardinality of different N0 · · ·Nk-blocks occurring in {g(n)}∞n=0 is less than or
equal to e(λ+
ε
2k
)N0···Nk . Thus Æ(g) ≤ λ.
Moreover, for n ∈ f−1(K), we have f(n) ∈ U1 \ U0 and then gk(n) = 1 for any k ≥ 0 by the
construction of gk. Thus g(n) = 1. For n /∈ f−1(U1), we have f(n) ∈ U0 \ U1. Then gk(n) = 0
for each k ≥ 0 and g(n) = 0. Hence C = {n : g(n) = 1} is the desired set. 
Now as an application of the above theorem, we are ready to prove that any zero entropy
functions can be approximated by zero entropy functions with finite ranges in the norm topology.
Theorem 5.4. Suppose that F0(N) is the space of all zero entropy arithmetic functions with
finite ranges. Then E0(N) = F0(N).
Proof. It suffices to prove that E0(N) ⊆ F0(N). For any f ∈ l∞(N), Æ(f) = 0 is equivalent to
that Æ(Re(f)) = Æ(Im(f)) = 0. So we may assume that f is a real valued function. Suppose
that f(N) ⊆ [a, b]. We claim that for any given N ≥ 1, there is an fN ∈ F0(N), such that
‖fN − f‖∞ < 1N . In the following, we prove this claim by induction on the interval length of
[a, b]. If b − a < 2
N
, we then just need to choose fN =
b+a
2
. Assume that the above claim holds
when b − a ≤ k
2N
for some k ≥ 3. We then establish the case that k
2N
< b − a ≤ k+1
2N
. By
Theorem 5.3, there is a C ⊆ N with
f−1
(
[b− 1
2N
, b+
1
2N
]
) ⊆ C ⊆ f−1((b− 1
N
, b+
1
N
)
)
,
such that Æ(χC) = 0. Observe that a ≤ f(n) ≤ b, it is not hard to check that a ≤ f − χC2N ≤
b − 1
2N
≤ a + k
2N
. By assumption, there is a g ∈ F0(N), such that ‖f − χC2N − g‖∞ < 1N . Let
fN =
χC
2N
+ g. Then fN ∈ F0(N) and ‖f − fN‖∞ < 1N . Letting N → ∞, we conclude that
f ∈ F0(N). 
Combining the above theorem and Proposition 4.6, we obtain that
Theorem 5.5. The arithmetic compactification E0(N) is totally disconnected.
We can generalize the result in Theorem 5.4 to that any zero anqie entropy map f from N to
Ck can be approximated by zero anqie entropy maps from N to f(N) with finite ranges.
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Corollary 5.6. Suppose that F = {f1, f2, . . . , fk} is a family of arithmetic functions with
Æ(F) = 0. Let f be the map from N to Ck given by f(n) = (f1(n), . . . , fk(n)) for all n ∈ N.
Then for any N ≥ 1, there is a map fN from N to f(N) with finite range, such that the anqie
entropy of fN is zero and supn d
(
f(n), fN(n)
)
< 1/N , where d is the Euclidean metric on Ck.
Proof. We prove the claim by induction on k. By Theorem 5.4, assume that the claim holds
for k − 1 with some k ≥ 2. Let g be the map from N to ∏k−1i=1 fi(N) given by g(n) =
(f1(n), . . . , fk−1(n)) for all n ∈ N. Then by assumption, there are finite points a1, a2, . . . , am in
Ck−1 and a partition {C1, C2, . . . , Cm} of N, that is ∪mj=1Cj = N and for any j 6= l, Cj ∩Cl = ∅,
such that Æ(χCj ) = 0 and supn d
(
g(n),
∑m
j=1 ajχCj (n)
)
< 1/(2
√
2N). By Theorem 5.4, there
are finite points b1, b2, . . . , bt in C and a partition {C ′1, C ′2, . . . , C ′t} of N, such that Æ(χC′l) = 0
and ‖fk(n)−
∑t
l=1 blχC′l(n)‖∞ < 1/(2
√
2N). Choose njl′ ∈ Cj∩C ′l , for 1 ≤ j ≤ m and 1 ≤ l ≤ t.
Define fN (n) to be f(njl′) when n ∈ Cj ∩C ′l . Since χCj∩C′l = χCj · χC′l , we have Æ(χCj∩C′l ) = 0.
Also note that
d(f(n), f(njl′)) ≤ d(f(n), (aj, b′l)) + d(f(njl′), (aj, b′l)) < 1/N,
for any n ∈ Cj ∩ C ′l . Thus fN is such a map from N to f(N) with finite range, satisfying that
the anqie entropy of fN is zero and supn d
(
f(n), fN(n)
)
< 1/N . 
Suppose that X is a compact finite dimensional manifold, and T a continuous map on X
with zero topological entropy. As an application of the above corollary, we obtain the following
interesting approximation result for the orbit of x, i.e., the set Ox = {T nx : n = 0, 1, 2, . . .}.
Proposition 5.7. Suppose that X is a compact finite dimensional manifold with metric d, and
T a continuous map on X with zero topological entropy. Then for any x ∈ X and ε > 0,
there is a map f from N to Ox with finite range, such that the anqie entropy of f is zero and
supn d(T
nx, f(n)) < ε.
Proof. Set dim(X) = k. It is known that X can be imbedded continuously in R2k+1. The metric
d can be viewed as the Euclidean metric on R2k+1. For any given x, let g be the map from N to
R2k+1 given by g(n) = T nx. Define πm : R
2k+1 → R to be the the projection map from R2k+1
onto its m-th coordinate. We use Ox to denote the closure Ox in X and fm to denote πm ◦ g
for 1 ≤ m ≤ 2k. Then F = {f1, f2, . . . , fm} is a family of arithmetic functions. Suppose that
(XF , B, 0) is the canonical representation of the anqie AF . By Theorem 2.4, it is not hard to
check that (XF , B, 0) and (Ox, T, x) are equivalent. Thus Æ(F) = h(T ) = 0. For any ε > 0,
by Corollary 5.6, there is a map f from N to the set Ox with finite range, such that the anqie
entropy of f is zero and supn d(T
nx, f(n)) < ε. Hence we complete the proof. 
6. The K-groups of E0(N)
In operator algebras, K-theory for C*-algebras is known as an important tool to learn about
the structure of a given C*-algebra. It also can be treated as an invariant to distinguish two
C*-algebras. George Elliott showed in [5] that the K0-group is actually a complete invariant for
AF-algebras (namely, the “approximately finite dimensional” C*-algebras), that is AF-algebras
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are classified by their K0-groups. Another important application ofK-theory to C*-algebras was
presented in Pimsner and Voiculescu’s work in [12]. They proved that the reduced C*-algebra
of the free group of two generators, has no projection other than 0 and 1. For more introduction
on progress of K-theory, basics and preliminaries on K-theory for C*-algebras, we refer to [2],
[13].
In previous sections, E0(N) denotes the C*-algebra of all arithmetic functions with zero anqie
entropy. It is *-isomorphic to C(E0(N)). In this section, we shall prove that K0(E0(N)) ∼= {f ∈
E0(N) : f(N) ⊆ Z} and K1(E0(N)) = 0. Theorem 5.3 is essential to prove the above results. The
following simple fact that will be used in our proof.
Lemma 6.1. Suppose that f ∈ l∞(N) satisfies |f(n)| > c for all n, where c is a positive constant.
Then Æ(f) = Æ(1/f).
Proof. Applying Theorem 2.4, we consider the canonical representations (Xf , Bf) and (X1/f , B1/f )
of Af and A1/f , respectively. Then the map ϕ : Xf → X1/f defined by ϕ((ω0, ω1, . . .)) =
(1/ω0, 1/ω1, . . .) is a homeomorphism such that ϕ ◦ Bf = B1/f ◦ ϕ. Thus the topological
entropy of Bf is equal to that of B1/f . It follows from the definition of anqie entropy that
Æ(f) = Æ(1/f). 
For simplicity, we use E0 to denote E0(N) in this section. Before computing the K0-group of
E0, we need list some notations.
Suppose that A is a unital C*-algebra. Denote Mk,l(A) as the set of all k × l matrices with
entries in A. In particular, Mk,k(A), also denoted by Mk(A), is a C*-algebra. We always
use diag(a1, a2, . . . , ak) to denote the diagonal matrix with diagonal elements ai (i = 1, . . . , k).
Define P(A) as the set of all projections in A, i.e.,
P(A) = {p ∈ A : p2 = p∗ = p}.
Set
Pk(A) = P(Mk(A)) and P∞(A) = ∪∞k=1Pk(A).
Here we view Pk(A), k = 1, 2, . . ., as being pairwise disjoint. For any p ∈ Pk(A) and q ∈ Pl(A),
we say p ∼0 q iff there is a u ∈ Ml,k(A), such that p = u∗u, q = uu∗. It is known that ∼0 is an
equivalent relation on P∞(A). Define D(A) := P∞(A)/ ∼0. We use [p]D ∈ D(A) to denote the
equivalence class of p ∈ P∞(A). The formula
[p]D + [q]D := [diag(p, q)]D
gives a binary operation on D(A), such that (D(A),+) forms an abelian semigroup. Next, we
prove that any projection in Pk(E0) can be “diagonalized”.
Lemma 6.2. For any k ≥ 1 and any P ∈ Pk(E0), there is a diagonal matrix Q ∈ Pk(E0), such
that P ∼0 Q.
Proof. For any k ≥ 1 and r with 0 ≤ r ≤ k, set
Rk(r) = {(pij)1≤i,j≤k ∈ Pk(E0) :
∑k
i=1 pii(n) = r for any n ∈ N}.
Claim: For P ∈ Rk(r), there is a diagonal matrix Q ∈ Rk(r) such that P ∼0 Q.
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Assume that the above claim holds, we now show the lemma holds. Let P = (pij)1≤i,j≤k ∈
Pk(E0). Define
r(n) = p11(n) + p22(n) + · · ·+ pkk(n) = rank(P (n)),
where P (n) = (pij(n))1≤i,j≤k. Then r(n) ∈ E0 has a finite range. For any i = 0, 1, . . . , k, set
Ri = {n ∈ N : r(n) = i}. Then Æ(χRi) = 0. Let Ei = diag(1i, 0k−i) ∈ Mk(C). Consider the
projections
P˜i = χRiP + (1− χRi)Ei, i = 0, 1, . . . , k.
Then P˜i ∈ Rk(i). From the assumption, there is a Vi ∈ Mk,k(E0), such that ViV ∗i = P˜i and
V ∗i Vi is the diagonal matrix in Rk(i). Since P =
∑k
i=0 χRiP =
∑k
i=0 χRiP˜i, we can choose
U =
∑k
i=1 χRiVi. Then UU
∗ = P and U∗U is a diagonal matrix in Pk(E0).
It remains to prove the above claim holds. If k = 1, then the claim is trivial. Assume
inductively that the claim holds for some k − 1 and any r with 0 ≤ r ≤ k − 1, where k ≥ 2. In
the following, we will show the claim holds for Rk(r) with 0 ≤ r ≤ k.
The case r = 0 is trivial, so we assume that r ≥ 1. Suppose that P = (pij)1≤i,j≤k ∈ Pk(r).
Since P is a projection, 0 ≤ pii ≤ 1 (1 ≤ i ≤ k). By Theorem 5.3, there is a C1 ⊆ N with
Æ(χC1) = 0, such that
p−111 ([r/k, 1]) ⊆ C1 ⊆ p−111 ((r/2k, 1]).
Let p2 = p22(1− χC1). By Theorem 5.3 again, there is a C2 ⊆ N with Æ(χC2) = 0, such that
p−12 ([r/k, 1]) ⊆ C2 ⊆ p−12 ((r/2k, 1]).
It is easy to see that C2 ∩ C1 = ∅, and when restricted in N \ C1, p22(n) = p2(n). Moreover, for
any n ∈ C2, p22(n) > r/2k and any n ∈ N \ (C1 ∪ C2), p22(n) = p2(n) < r/k.
Repeating the above process for pi = pii(1 − χC1∪C2∪···∪Ci−1), where i = 3, 4, . . . , k. Finally,
we obtain pairwise disjoint sets C1, C2, . . . , Ck, such that, for n ∈ N \ (C1 ∪ C2 ∪ · · · ∪ Ci),
pii(n) = pi(n) < r/k. When restricted in Ci, pii(n) = pi(n) > r/2k. Moreover, we have that
∪ki=1Ci = N. Assume on the contrary that ∪ki=1Ci 6= N. Then choose m ∈ N \ ∪ki=1Ci. Since
pii(m) <
r
k
, for 1 ≤ i ≤ k, this contradicts the fact that ∑ki=1 pii(m) = r. Thus ∪ki=1Ci = N.
Then P =
∑k
i=1 χCiP .
Let Fi = diag(1r, 0k−r) when 1 ≤ i ≤ r, and diag(0i−r, 1r, 0k−i) when r + 1 ≤ i ≤ k. Let
Pi = χCiP + (1 − χCi)Fi. Then Pi = (f ihl)1≤h,l≤k ∈ Rk(r) and f iii(n) > r/2k for all n by the
construction of Ci. Let Vi = (v
i
hl)1≤h,l≤k given by v
i
hl = 0 when l 6= i and vihi = f ihi/
√
f iii.
By Lemma 6.1, Vi ∈ Mk(E0). Since ViV ∗i ∈ Rk(1) and range(ViV ∗i ) ⊆ range(Pi), we have
Pi − ViV ∗i ∈ Rk(r − 1). It is not hard to check that every element in the i-th row or the i-th
column of Pi − ViV ∗i is zero. By assumption on the k − 1 case, there is a Ui ∈ Mk(E0) with
every element in the i-th row or the i-th column in Ui being zero, such that UiU
∗
i = Pi − ViV ∗i
and U∗i Ui is a diagonal matrix in Pk(E0). Note that V ∗i Vi =diag(0i−1, 1, 0k−i), so UiV ∗i = 0 and
U∗i Vi = 0. Finally, set U =
∑k
i=1 χCi(Ui + Vi). Then UU
∗ = P and U∗U is a diagonal matrix in
Pk(E0). 
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Lemma 6.3. Suppose that diag(f1, . . . , fk) ∈ Pk(E0). Then there are characteristic functions
g1, g2, . . . , gk ∈ E0(N) with g1 ≥ g2 ≥ · · · ≥ gk, such that diag(g1, . . . , gk) ∼0 diag(f1, . . . , fk).
Moreover,
∑k
i=1 fi(n) =
∑k
i=1 gi(n) for all n.
Proof. Assume inductively that the claim holds for some k with k ≥ 1. Then we may assume that
diag(f1, f2, . . . , fk+1) ∼0 diag(f1, h2, . . . , hk+1), where hi is the characteristic function defined on
Ai, for i = 2, . . . , k+1, satisfying A2 ⊇ A3 ⊇ ·· · ⊇ Ak+1 and
∑k+1
i=2 fi(n) =
∑k+1
i=2 hi(n). Suppose
that f1 is the characteristic function defined on A1. Let
V =
(
f1 χA2\A1
0 χA2∩A1
)
and U = diag(V, h3, . . . , hk).
Note that χA1∩A2 = f1h2 and χA2\A1 = h2 − f1h2. So U ∈Mk+1(E0) and
U∗U = diag(f1, h2, h3, . . . , hk+1) ∼0 UU∗ = diag(χA1∪A2, χA1∩A2, h3 . . . , hk+1).
It is easy to see that
f1(n) +
k+1∑
i=2
hi(n) = χA1∪A2(n) + χA1∩A2(n) +
k+1∑
i=3
hi(n).
By the assumption on the k case, we further assume that
diag(χA1∪A2 , χA1∩A2 , h3 . . . , hk+1) ∼0 diag(χA1∪A2 , g2, g3, . . . , gk+1),
where g2 ≥ g3 ≥ · · · ≥ gk+1 and χA1∩A2(n) +
∑k+1
i=3 hi(n) =
∑k+1
i=2 gi(n). Observe that
χA1∪A2(n) = 0 implies that gi(n) = 0 for all i with 2 ≤ i ≤ k + 1. Let g1 = χA1∪A2 . Then
g1 ≥ g2 ≥ · · · ≥ gk+1. Now we obtain the k + 1 case of the claim. 
From Lemma 6.2 and Lemma 6.3, we see that
D(E0) = {[diag(f1, f2, . . . , fk)]D : k ≥ 1, fi ∈ P(E0), i = 1, . . . , k and f1 ≥ f2 ≥ · · · ≥ fk}.
The following theorem gives a more simple description of D(E0).
Theorem 6.4. The semigroup D(E0) is isomorphic to the additive semigroup {f ∈ E0 : f(N) ⊆
N}.
Proof. Let Φ be the map from D(E0) to {f ∈ E0 : f(N) ⊆ N} given by Φ([p]D)(n) =
∑k
i=1 pii(n),
for p = (pij)1≤i,j≤k ∈ Pk(E0) and n ∈ N. We first show that Φ is well-defined, i.e., for any p, q ∈
P∞(E0), if [p]D = [q]D, then Φ([p]D) = Φ([q]D). Since p ∼0 q, we have rank(p(n)) = rank(q(n))
for any n. Thus
∑k
i=1 pii(n) =
∑k
i=1 qii(n).
Now we prove that Φ is one to one and onto. On one hand, suppose that p, q ∈ P∞(E0) and
Φ([p]D) = Φ([q]D). Applying Lemma 6.2 and 6.3, we assume that
p ∼0 diag(f1, f2, . . . , fk) and q ∼0 diag(g1, g2, . . . , gk),
where f1 ≥ · · · ≥ fk and g1 ≥ · · · ≥ gk. Since Φ([p]D) = Φ([q]D), we have
∑k
i=1 fi(n) =∑k
i=1 gi(n). Let Ci = {n :
∑k
j=1 fj(n) ≥ i}. Then fi = χCi , and thus fi = gi for i =
1, . . . , k. Hence [p]D = [q]D, i.e., Φ is injective. On the other hand, for any g ∈ E0 with
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g(N) ⊆ {0, 1, 2, . . . , k}. Let fi(n) = χ{m:g(m)≥i}(n) for i = 1, . . . , k. Then Æ(fi) = 0 and
g =
∑k
i=1 fi = Φ([diag(f1, . . . , fk)]D). Thus Φ is a surjective map. In addition, Φ is a group
homomorphism. This is because that
Φ([diag(f1, f2, . . . , fk)]D + [diag(g1, g2, . . . , gl)]D)
= Φ([diag(f1, f2, . . . , fk, g1, g2, . . . , gl)]D) =
∑k
i=1 fi +
∑l
i=1 gi
= Φ([diag(f1, f2, . . . , fk)]D) + Φ([diag(g1, g2, . . . , gl)]D).
Therefore Φ is an isomorphism. 
Recall that for a unital C*-algebra A, K0(A) is defined to be the Grothendieck group of the
semigroup D(A), that is K0(A) = (D(A) × D(A))/ ∼, where the equivalence relation ∼ on
D(A) × D(A) is defined as ([p1]D, [q1]D) ∼ ([p2]D, [q2]D) iff there is a [p]D ∈ D(A), such that
[p1]D + [q2]D + [p]D = [q1]D + [p2]D + [p]D. It follows directly from Theorem 6.4 that
Theorem 6.5. K0(E0) ∼= {f ∈ E0 : f(N) ⊆ Z}.
Next, we will show that K1(E0) = 0. To prove this result, we need some preparations. Let A
be a unital C*-algebra with the unit 1A. We use U(A) to denote the group of unitary elements
of A, i.e.,
U(A) = {u ∈ A : u∗u = uu∗ = 1A}.
Let
Uk(A) = U(Mk(A)) and U∞(A) = ∪∞k=1Uk(A).
Here we view Uk(A), k = 1, 2, . . ., as being pairwise disjoint. Two elements u, v ∈ U(A) are
called homotopic in U(A), denoted by u ∼h v, if there is a continuous map ϕ(t) from [0, 1] into
U(A), such that ϕ(0) = u and ϕ(1) = v. It is not hard to check that ∼h is an equivalent relation
on U(A). Let U(A)0 denote the connected component of 1A in UA, i.e.,
U(A)0 = {u ∈ U(A) : u ∼h 1A}.
The following results are well known in operator algebras (see, e.g., [13]).
Lemma 6.6. Let A be a unital C*-algebra with the unit 1A. The following propositions hold.
(1) Let u ∈ U(A) and sp(u) (the spectrum of u) 6= S1. Then u ∼h 1A.
(2) Let u, v ∈ U(A) and ‖u− v‖ < 2, where ‖ · ‖ is the norm on A. Then u ∼h v.
(3) U(A)0 = {exp(iv1) exp(iv2) · · · exp(ivn) : n ∈ N, vj = v∗j ∈ A, j = 1, . . . , n}.
Lemma 6.7. U(E0) = U(E0)0, that is for any f ∈ U(E0), we have f ∼h 1.
Proof. Note that for any f ∈ l∞(N), sp(f) = f(N), the closure of f(N) in C. Suppose that
f ∈ U(E0). If f(N) 6= S1, then f ∼h 1 by Lemma 6.6 (1). In the following, we assume that
f(N) = S1. Note that Æ(f) = 0 implies that Æ(|Im(f)|) = 0. Let F1 = {n : |Im(f)(n)| ≤ 1/4}
and F2 = {n : |Im(f)(n)| < 1/2}. Applying Theorem 5.3, there is a C ⊆ N with F1 ⊆ C ⊆ F2,
such that Æ(χC) = 0. Let g = fχC +1−χC. Then g ∈ U(E0). It is easy to see that sp(g) 6= S1.
So g ∼h 1 by Lemma 6.6 (1). Since ‖f − g‖∞ = ‖(1 − f)(1 − χC)‖∞ < 2, we have f ∼h g by
Lemma 6.6 (2). Thus f ∼h 1. 
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Using Lemma 6.6 (3), we obtain the following corollary:
Corollary 6.8. For any f ∈ U(E0), there is a real-valued function g ∈ E0 such that f = exp(ig).
In the rest of this section, we use Ik to denote the unit diag(1, 1, . . . , 1) of E0 ⊗Mk(C). Let
E
(k)
ij be the element in E0 ⊗Mk(C) obtained by exchanging the i-th row and the j-th row of Ik.
Since sp(E
(k)
ij ) is finite, we have that E
(k)
ij ∼h Ik by Lemma 6.6 (1).
Lemma 6.9. U2(E0) = U2(E0)0, i.e., for any u ∈ U2(E0), we have u ∼h I2.
Proof. It is not hard to check that
U2(E0) =
{(
f1(n) h(n)f2(n)
f2(n) −h(n)f1(n)
)
: f1, f2, h ∈ E0, |f1(n)|2 + |f2(n)|2 = |h(n)| = 1
}
.
Let u =
(
f1(n) h(n)f2(n)
f2(n) −h(n)f1(n)
)
∈ U2(E0). By Corollary 6.8, we can rewrite h(n) as exp(ig(n))
for some real-valued function g ∈ E0. Let
ϕ(t) =
(
f1(n) exp(itg(n))f2(n)
f2(n) − exp(itg(n))f1(n)
)
be the continuous map from [0, 1] into U2(E0). Then
u ∼h u1 =
(
f1(n) f2(n)
f2(n) −f1(n)
)
.
The eigenvalues of u1 are
λ1(n) =
√
1− (Im(f1))2 + iIm(f1) and λ2(n) = −
√
1− (Im(f1))2 + iIm(f1). (3)
It is not hard to check that sp(u1) = λ1(N) ∪ λ2(N). Note that Æ(|f1|) = 0. Let
F1 = {n ∈ N : 1/2 ≤ |f1(n)| ≤ 1} and F2 = {n ∈ N : 1/4 < |f1(n)| < 5/4}.
By Theorem 5.3, there is a subset C of N with F1 ⊆ C ⊆ F2, such that Æ(χC) = 0. Let
v1 = u1χC + (1− χC) diag(1,−1) and v2 = u1(1− χC) + χCE(2)12 . Assume that
v1 =
(
g1 g2
g2 −g1
)
.
Then |g1(n)| > 1/4 for all n ∈ N. By Corollary 6.8 and Lemma 6.1, we can rewrite g1(n) as
|g1(n)| exp(ig˜1(n)) with some g˜1 ∈ E0. Then
v1 ∼h v˜1 =
(
|g1(n)| g2
g2 −|g1(n)|
)
.
Note that Im(|g1(n)|) = 0. Then sp(v˜1) 6= S1 by formula (3). By Lemma 6.6 (1), we conclude
that v1 ∼h I2. Suppose that ϕ1(t) is the path in U2(E0) connecting v1 and I2. Since |f1(n)| ≤ 1,
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we have |f1(n)| < 1/2 if n /∈ C. Thus sp(v2) 6= S1 and v2 ∼h I2. Let ϕ2(t) be the corresponding
connected path. Finally, let ϕ(t) = ϕ1(t)χC +ϕ2(t)(1−χC). Then ϕ(t) is continuous from [0, 1]
into U2(E0) with ϕ(0) = u1 and ϕ(1) = I2. Therefore, u ∼h u1 ∼h I2. 
From Lemma 6.7 and Lemma 6.9, Uk(E0) = Uk(E0)0 for k = 1, 2. In the following, we prove
that it holds for all k.
Theorem 6.10. For any k ≥ 1, Uk(E0) = Uk(E0)0, i.e., for any u ∈ Uk(E0), we have u ∼h Ik.
Proof. We prove the claim by induction on k. By lemma 6.7, the result holds for the k = 1
case. Now assume inductively that the result holds for the k − 1 case, where k ≥ 2. Let
u = (fij)1≤i,j≤k ∈ Uk(E0). Then
∑k
i=1 |fi1(n)|2 = 1 for any n. Set
F1 = {n : 1/
√
k ≤ |f11(n)| ≤ 1} and G1 = {n : 1/(2
√
k) < |f11(n)| < 1 + 1/(2
√
k)}.
By Lemma 5.3, there is a C1 ⊆ N with F1 ⊆ C1 ⊆ G1, such that Æ(χC1) = 0. Let f2 =
f21(1− χC1). Set
F2 = {n : 1/
√
k ≤ |f2(n)| ≤ 1} and G2 = {n : 1/(2
√
k) < |f2(n)| < 1 + 1/(2
√
k)}.
By Theorem 5.3 again, there is a subset C2 of N with F2 ⊆ C2 ⊆ G2, such that Æ(χC2) = 0. It
is easy to see that C2 ∩ C1 = ∅, and when restricted in N \ C1, f21(n) = f2(n). For any n ∈ C2,
|f21(n)| > 1/(2
√
k) and any n ∈ N \ (C1 ∪ C2), |f21(n)| = |f2(n)| < 1/
√
k.
Repeating the above process for fi = fi1(1 − χC1∪C2∪···∪Ci−1), where i = 3, 4, . . . , k. Finally
we obtain pairwise disjoint sets C1, C2, . . . , Ck, such that, |fi1(n)| = |fi(n)| < 1/
√
k when
n ∈ N\(C1∪C2∪· · ·∪Ci) and |fi1(n)| = |fi(n)| > 1/(2
√
k) when n ∈ Ci. Moreover, ∪ki=1Ci = N.
Assume on the contrary that ∪ki=1Ci 6= N. Choose m ∈ N \ ∪ki=1Ci, then |fi1(m)| < 1/
√
k for all
i with 1 ≤ i ≤ k. This contradicts the fact that ∑ki=1 |fi1(m)|2 = 1. Thus ∪ki=1Ci = N. So we
have u =
∑k
i=1 χCiu. For i = 1, . . . , k, let vi = uχCi + E
(k)
i1 (1 − χCi). Then vi ∈ Uk(E0) and the
first element in the i-th row in vi is the function with the range in (1/2
√
k, 1]. In the following,
we show that v1 ∼h Ik.
Suppose that v1 = (gij)1≤i,j≤k. Let
u˜1 =

g11√|g11|2 + |g21|2 g21√|g11|2 + |g21|2
g21√|g11|2 + |g21|2 − g11√|g11|2 + |g21|2

and u1 = diag(u˜1, Ik−2). It follows from Lemma 6.1 that u1 ∈ Uk(E0). Set u1v1 = (g(1)ij )1≤i,j≤k,
then g
(1)
11 =
√|g11|2 + |g21|2 and g(1)21 = 0. Moreover, |g(1)11 (n)| > 1/(2√k) for n ∈ N. So
similar to the above process, we can obtain u2, . . . , uk−1 ∈ Uk(E0), such that uk−1 · · · u2u1v1 =
diag(1, u˜), where u˜ ∈ Uk−1(E0). By Lemma 6.9, ui ∼h Ik for i = 1, . . . , k − 1. This implies that
u−11 u
−1
2 · · · u−1k−1 ∼h Ik. Together with u˜ ∼h Ik−1 from the assumption on the k− 1 case, we have
v1 ∼h Ik.
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For 2 ≤ i ≤ k, applying the above argument to E(k)1i vi, we conclude that E(k)1i vi ∼h Ik, and
thus vi ∼h Ik. Suppose that ϕi(t) is the continuous path in Uk(E0) connecting vi with Ik. Then
the path ϕ(t) =
∑k
i=1 ϕi(t)χCi is continuous such that ϕ(0) = u, ϕ(1) = Ik. Hence, the claim
holds for the k case. 
Recall that for A a unital C*-algebra and u ∈ Un(A), v ∈ Um(A), we say u ∼1 v iff there is a
k ≥ max{n,m} such that diag(u, 1k−n) ∼h diag(v, 1k−m). It is known that ∼1 is an equivalence
relation on U∞(A). The K1-group of A is defined to be U∞(A)/ ∼1. It follows from the Theorem
6.10 that
Theorem 6.11. K1(E0) = 0.
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