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Introduction générale
et
état de l’art
1

Introduction Générale
L￿ facture instrumentale et l’apprentissage d’un instrument de musique utilisent une approcheempirique, par essais-erreurs, pour concevoir et jouer un instrument de musique. Le facteurfabrique l’instrument de musique et le musicien en joue, le résultat peut être magniﬁque sans queles deux protagonistes n’aient conscience et ne comprennent tous les phénomènes physiques misen jeu. Ce constat fascine le scientiﬁque qui, depuis plusieurs siècles, s’intéresse à la physique desinstruments de musique et plus récemment à leur interaction avec l’instrumentiste. Ainsi, l’objectifde la physique des instruments de musique est de comprendre les liens qui peuvent exister entrela géométrie de l’instrument (ﬁxée par le facteur), les paramètres de contrôle (imposés et modiﬁésen temps réel par le musicien) et les caractéristiques du son produit. Au niveau de la factureinstrumentale le lien entre scientiﬁques et facteurs s’est resserré ces dernières années, notammentà l’initiative du projet ANR P￿￿￿ (Plateforme d’Aide à la Facture Instrumentale).
Le travail de recherche présenté dans ce mémoire s’inscrit dans le cadre du projet ANRS￿￿￿-A￿￿￿ (Systèmes Dynamiques Non-Stationnaires – Application aux Instruments à Vent) quia pour objectif l’étude des stratégies suivies par les musiciens lors des transitoires en général :attaques de notes, transitions entre deux notes, transitoires d’extinction... En particulier, il vise àcorréler les gestes (ou évolutions temporelles de paramètres de contrôle) aux résultats sonores. Letravail proposé ici est à appréhender comme une contribution à la compréhension du comportementde l’instrument lors d’un transitoire d’attaque. Il étudie en particulier le comportement oscillatoired’un instrument de type clarinette lorsque la pression dans la bouche du musicien varie dans letemps en suivant des proﬁls temporels académiques.
Contexte. D’un point de vue mathématique la clarinette peut être décrite comme un systèmeauto-oscillant. Un jeu d’équations non linéaires permet de relier des paramètres de contrôle,comme la pression dans la bouche du musicien ou la force exercée par la lèvre sur l’anche, à desvariables de sortie, comme la pression dans le bec ou le débit d’air entrant dans l’instrument. Dansle contexte de la synthèse sonore dite par "modèle physique", plusieurs améliorations peuventêtre apportées à ce modèle selon le degré de raffinement requis pour décrire le comportementmécanique et acoustique de l’instrument et obtenir des sons réalistes. Dans ce cas, la complexitédu système rend obligatoire l’utilisation d’outils numériques pour résoudre le système. À l’inverse,et c’est la stratégie employée dans cette thèse, de fortes simpliﬁcations du modèle permettent deréduire le système en rendant possible une étude analytique du comportement de l’instrument. Parexemple, en considérant un résonateur avec pertes indépendantes de la fréquence et en ignorantle rayonnement, le modèle de clarinette peut se réduire à une simple équation aux différences quipeut être résolue par un processus itératif appelé "carte itérée". Ce modèle ne peut bien sûr pasprédire avec raffinement le comportement d’une clarinette réelle mais permet de comprendre desmécanismes essentiels à la production du son.
La clarinette modélisée par une carte itérée est communément étudiée dans le cadre de lathéorie de la bifurcation dite statique, qui fait l’hypothèse que les paramètres de contrôle sont
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constants. Dans ce contexte une étude de stabilité linéaire permet de trouver la pression nécessaireque le musicien doit faire régner dans sa bouche pour que son instrument se mette à osciller.Cette valeur particulière de la pression dans la bouche est appelée seuil statique d’oscillation.Par le passé, des études expérimentales ont montré qu’il est difficile de mesurer le seuil statiqued’oscillation en augmentant la pression de souﬄe, même très lentement à l’aide d’une boucheartiﬁcielle. Le seuil ainsi mesuré, que nous appellerons seuil dynamique d’oscillation, est souventplus élevé que celui attendu. En revanche faire décroitre la pression de souﬄe permet de serapprocher du résultat théorique. Ces observations se retrouvent sur des simulations numériques,quelle que soit la complexité du modèle utilisé.
Ce phénomène de retard au déclenchement des oscillations qui a lieu lorsque l’on augmente leparamètre de contrôle d’un système auto-oscillant a déjà été observé expérimentalement à la ﬁndes années 80 dans des lasers ou des circuits électriques, il est connu sous le nom de retard à la
bifurcation. Il est décrit analytiquement dans le cadre de la théorie de la bifurcation dynamiquequi étudie les systèmes dynamiques dont l’un des paramètres de contrôle varie lentement dans letemps.
La théorie de la bifurcation dynamique semble fournir les outils pertinents pour étudier, d’unpoint du vue théorique, la réponse du modèle de clarinette à une variation de la pression dansla bouche en fonction du temps. Nous nous sommes donc engagés dans cette voie qui constituel’un - et le principal - des deux axes de recherche de ce doctorat. Cet axe consiste donc enl’analyse "dynamique" du modèle de clarinette en s’appuyant sur la comparaison entre les résultatsthéoriques produits et des simulations du modèle. Cet axe est présenté dans la partie II de cemémoire. Le second axe de recherche est l’approche expérimentale et est présenté dans la partie III.L’objectif principal de ce travail est de mettre en évidence expérimentalement l’existence de retardà la bifurcation sur un instrument réel et de corréler ses caractéristiques avec celles déduites desétudes théoriques.
Approche analytique et numérique (partie II). L’enjeu de ce doctorat a notamment été de com-prendre les fondements de la théorie de la bifurcation dynamique et de s’inspirer de la méthodologieproposée par Baesens [10, 9] pour étudier les bifurcations dynamiques du modèle de clarinetteprenant en compte une pression dans la bouche du musicien qui varie linéairement dans le temps.Le premier objectif a été de prédire analytiquement le seuil d’oscillation dynamique du modèle etpar conséquent le retard à la bifurcation déﬁni comme la différence entre les seuils statique etdynamique. L’une des caractéristiques notoires du retard à la bifurcation est sa grande dépendanceau bruit, même si ce dernier provient des erreurs d’arrondi de l’ordinateur. L’étude visant à ladétermination du seuil dynamique est donc divisée en deux parties. Le chapitre 2 présente l’étudedu cas déterministe où le bruit n’est pas pris en compte analytiquement. Son inﬂuence y estcependant montrée à l’aide de simulations numériques, mettant ainsi en évidence des contradictionsentre les résultats théoriques et numériques. Dans le chapitre 3, l’inﬂuence d’un bruit blanc additifsur le seuil d’oscillation dynamique du modèle est étudié théoriquement, permettant ainsi de leverles contradictions observées au chapitre 2. La section 3.3 présente des études complémentairesaux chapitres 2 et à la section 3.2 en étudiant l’inﬂuence du second paramètre de contrôle dumodèle et de pertes indépendantes de la fréquence. La partie II se termine par le chapitre 4 quipropose une méthode systématique pour reconstruire analytiquement l’enveloppe du modèle enréponse à un proﬁl académique de pression dans la bouche : la pression dans la bouche augmentelinéairement puis s’arrête et reste constante.
Approche expérimentale (partie III). Les discussions avec les chercheurs qui ont tenté de mesurerle seuil d’oscillation statique, parfois avec succès [28], nous permettent de soupçonner l’existence
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du retard à la bifurcation dans une clarinette réelle. En effet, comme évoqué précédemment,ces discussions relatent le fait que le seuil d’oscillation mesuré en augmentant linéairement lapression dans la bouche est souvent plus grand que le seuil statique théorique. Dans le butde mettre en évidence expérimentalement le retard à la bifurcation dans un instrument réel,une campagne de mesures a été réalisée à l’aide de la bouche artiﬁcielle du Laboratoire deMécanique et d’Acoustique (LMA) à Marseille. La particularité de la bouche artiﬁcielle du LMAest l’asservissement en pression d’alimentation, qui permet notamment de reproduire des proﬁlsd’évolutions temporelles académiques.
Les parties II et III sont précédées par un état de l’art et par des résultats préliminairesrassemblés dans le chapitre 1. Le modèle élémentaire global d’un instrument de type clarinette yest présenté ainsi que les hypothèses et simpliﬁcations menant au modèle simpliﬁé dit "de Raman".Nous exposons aussi des résultats de la théorie de la bifurcation dynamique que nous illustronssur un cas simple de carte itérée, la suite logistique. Cette section présente également les outilsd’analyse dont la familiarisation est nécessaire à la bonne compréhension de la suite du mémoire.
Les chapitres 2 et 3 contiennent respectivement les reproductions des articles [19] et [20] publiésdans Nonlinear Dynamics. Le chapitre 4 est la reproduction de [4], soumis à Acta Acustica united
with Acustica. Enﬁn, le chapitre 5 est la retranscription de [21], publié dans Journal of the Acoustical
Society of America. Pour chaque article, rédigé en anglais, une section "Avant-propos", en français,est ajoutée. Cette section est en français et décrit le travail de l’article qui la succède.
Nous proposons enﬁn en ﬁgure 1 un schéma présentant la position de ce travail dans lecontexte général de l’étude des transitoires d’attaque de la clarinette.
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État de l’art et résultats préliminaires
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1.1 Introduction
P￿r opposition aux instruments à cordes pincées, frappées et aux percussions dont la productiondu son repose sur la réponse libre d’un système oscillant linéaire, celle des instrumentsentretenus, tels que les instruments à anche (incluant les cuivres), les ﬂûtes et les instruments àcordes frottées, est la conséquence d’un couplage parfois complexe entre un excitateur non linéaireactif et un résonateur linéaire passif. Il en résulte la capacité de ces instruments à auto-osciller"spontanément" à partir d’une source d’énergie continue ou lentement variable. Le schéma généraldu fonctionnement d’un instrument auto-oscillant est présenté en ﬁgure 1.1.
Le modèle élémentaire global présenté dans la suite (cf. paragraphe 1.2) suppose que la non-linéarité, nécessaire à la création des auto-oscillations, est localisée dans le bec de l’instrument.Souvent appelée caractéristique non linéaire de l’instrument, la non-linéarité est, dans le modèle,représentée par une fonction qui relie le débit entrant dans le canal d’anche à la différence depression entre la bouche du musicien et l’intérieur du bec et à l’ouverture du canal d’anche. En 1974,Wilson et Beavers [90], font l’hypothèse d’un écoulement incompressible et stationnaire dans lecanal d’anche et proposent une expression de la caractéristique non linéaire en utilisant l’équation
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fournit de l’énergie
Excitateur
non linéaire
Résonateur
linéaire passif
Boucle de rétroaction
Instrumentiste
modifie les paramètres
de contrôle
son
rayonné
F￿￿￿￿￿ 1.1 – Schéma général d’instrument de musique auto-oscillant, modélisé par un élément non linéaireactif couplé avec un élément linéaire passif. L’instrumentiste fournit l’énergie au système puis modiﬁe lesparamètres de contrôle (pression dans la bouche et embouchure) en fonction de son jugement sur le sonrayonné.
de Bernoulli. Cette expression est ensuite discutée plus en détail en 1990 par Hirschberg et al. [52]et comparée avec succès à l’expérience par Dalmont et al. [30] en 2003. La caractéristique nonlinéaire fournit une équation du modèle de la clarinette (cf. section 1.2.1).
Pour compléter la description de l’instrument il faut ajouter deux équations linéaires : unedécrivant la dynamique de l’anche (cf. section 1.2.1) et l’autre pour décrire la propagation desondes dans le corps de l’instrument (cf. section 1.2.2). L’instrument est alors vu comme un systèmedynamique non linéaire régissant l’évolution dans le temps des variables physiques du système :le débit dû au souﬄe de l’instrumentiste et à la réponse acoustique de l’instrument, la pressiondans le bec de l’instrument et la position de l’extrémité du canal de l’anche. Les paramètres decontrôle qui modélisent les quantités physiques que peut contrôler le musicien sont : la pressiondans la bouche (qui est le paramètre qui va principalement nous intéresser dans ce travail) et laforce d’appui de la lèvre sur l’anche.
En 1983, McIntyre et al. [69] proposent une représentation générale des instruments auto-oscillants. Cette représentation a pour avantage d’être facilement implémentable grâce au choixdes variables onde aller et onde retour à la place des variables habituelles pression et débit. Cecimène à l’utilisation de la fonction de réﬂexion plutôt que la réponse impulsionnelle du résonateur.Au plus haut niveau de simpliﬁcation (modèle dit "de Raman" cf. section 1.2.4), les équations dumodèle se réduisent à une simple équation aux différences non linéaire qui peut être résoluesimplement par un processus itératif appelé "carte itérée" a [64] : l’état du système à un instant ￿
a. Le terme "carte itérée" est utilisé dans le domaine de la physique des instruments de musique, notamment dansl’ouvrage de référence [26]. En théorie des systèmes dynamiques les termes "application itérée", "système dynamique àtemps discret" ou "itération" sont plus souvent utilisés.
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est l’image de l’état à l’instant ￿ − τ b par une fonction non linéaire, en supposant a priori queles quantités physiques du système sont constantes entre les instants ￿ − τ et ￿. L’exemple leplus connu de carte itérée est la suite logistique dont la non-linéarité est de type quadratique.Elle est publiée par May [68] en 1976. Dans le cas de la clarinette, la fonction non linéaire n’estautre que la caractéristique non linéaire écrite en variable onde aller/onde retour dont l’expressionanalytique est donnée par Taillard et al. [86] en 2010.
Pour des paramètres de contrôle constants et bien choisis, la carte itérée a pour régime établiun signal carré, cas particulier de mouvement dit "de Helmholtz" qui tient son nom du physicienallemand H. von Helmholtz qui découvre expérimentalement ce type de mouvement dans le cas desinstruments à corde frottée [89]. Cette vision simpliﬁée de la clarinette ne peut bien sûr pas décrireavec raffinement son comportement car le contenu spectral est imposé par le fait de supposer apriori l’existence de signaux carrés. Elle ne prend pas en compte non plus l’inﬂuence d’élémentsimportants comme la géométrie et la nature de l’anche ou le conduit vocal de l’instrumentiste. Parcontre, si le but principal est d’étudier les régimes d’oscillations et non le timbre, la carte itéréepermet de comprendre le principe de fonctionnement de l’instrument.
L’une des caractéristiques des cartes itérées est la route vers le chaos par bifurcationssuccessives de type doublements de période [34, 35]. Dans le cas de la clarinette ce phénomène estdéjà l’objet de beaucoup d’études théoriques [64, 58, 29, 86], numériques [59] et expérimentales [53,46, 64]. Les études font en général l’hypothèse d’une pression dans la bouche constante et étudientles différences qualitatives de comportement de l’instrument en fonction de sa valeur. Dans la suite,ce type d’étude est appelée étude statique pour souligner le fait que la pression dans la bouche (i.e.le paramètre de contrôle) est indépendant. Les résultats majeurs des études analytiques statiquesde la clarinette sont rappelés et parfois étendus dans la section 1.3 de ce mémoire. Le terme
statique est également ajouté aux grandeurs issues de ces études : diagramme de bifurcation
statique (cf. section 1.3.1) et seuil d’oscillation statique (cf. section 1.3.2) par exemple.
Le seuil d’oscillation statique, qui peut être déﬁni comme la valeur de la pression dans labouche en-dessous de laquelle l’instrument ne peut pas avoir de solution oscillante persistante,est difficile à mesurer aussi bien dans des simulations numériques que sur un instrument réel.En effet, près du seuil, le temps nécessaire à l’obtention d’une oscillation stable est long voirinﬁni (cf. Chaigne et Kergomard [26]). Par ailleurs, en faisant varier la pression dans la bouche, onobserve généralement l’apparition du son à une valeur de pression dans la bouche plus élevéeque celle prédite théoriquement par Kergomard et. al [60], comme le montrent Silva et. al [84]sur des simulations numériques. Ce phénomène est également observé expérimentalement surune clarinette excitée par une bouche artiﬁcielle [27]. La valeur particulière de pression dans labouche pour laquelle on observe l’apparition du son (une déﬁnition plus rigoureuse est fourniedans la suite du mémoire) est appelée : seuil d’oscillation dynamique pour la clarinette ou plusgénéralement point de bifurcation dynamique. Un exemple de ce phénomène est présenté enﬁgure 1.2 qui montre le résultat de la simulation du modèle de "Raman" lorsque la pression dansla bouche varie linéairement.
Pour pouvoir expliquer ces observations nous sortons du contexte de la physique des instrumentsde musique pour présenter, en section 1.4, les outils d’analyse de théorie de la bifurcation dynamique.En théorie de la bifurcation, il faut distinguer la théorie de la bifurcation statique et la théorie
de la bifurcation dynamique. La théorie de la bifurcation statique fait l’hypothèse de paramètresde contrôle constants, elle est utilisée par exemple dans les études rappelées à la section 1.3et permet d’obtenir le seuil d’oscillation statique de la clarinette. La théorie de la bifurcationdynamique [14, 43] étudie les phénomènes qui se produisent dans les systèmes dynamiquesdépendant d’un paramètre de contrôle, lorsque ce dernier évolue lentement dans le temps (dans la
b. Dans le cas de la clarinette le pas temporel τ correspond à un aller-retour de l’onde dans le résonateur.
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F￿￿￿￿￿ 1.2 – Simulation du modèle de clarinette dit "de Raman" (cf. section 1.2.4) où la pression dans labouche du musicien augmente linéairement dans le temps. L’apparition du son apparaît à une valeur depression dans la bouche, seuil d’oscillation dynamique, supérieur au seuil d’oscillation statique théorique [60].
littérature on parle aussi dans ce cas de systèmes non autonomes). La section 1.4.1, expose plusen détail les différences entre les deux théories. La section 1.4.2 présente le phénomène de retard
à la bifurcation [43], qui permet d’expliquer les observations faites à la ﬁgure 1.2 et qui ne peutêtre traité analytiquement que dans le cadre de la théorie dynamique. Les outils mathématiquesprésentés dans les sections 1.4.3 et 1.4.4 sont appliqués à un système simple (la suite logistique),l’application à la clarinette restant bien sur l’objectif des chapitres suivants.
1.2 Modèle élémentaire global de la clarinette
La ﬁgure 1.3 présente un schéma simpliﬁé d’un bec de type clarinette ou saxophone indiquantles variables et les orientations d’axes choisies utilisées par la suite.
￿(￿)
−H
0 U (￿) U￿ (￿) U￿￿(￿)
P(￿)
Bec
Anche
Lèvre
Bouche
P￿
Canal
F￿￿￿￿￿ 1.3 – Schéma de principe d’un bec à anche simple de type bec de clarinette ou de saxophone.Notations et orientations choisies.
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1.2.1 L’excitateur
La dynamique de l’anche. Dans la littérature il est commun d’assimiler l’anche d’une clarinette(ou d’un saxophone) à un oscillateur harmonique amorti à un degré de liberté [8, 90] ou bien à unsimple ressort sans masse ni amortissement [58].
Le premier cas, souvent appelé "modèle à une masse", considère donc que l’anche est un systèmemasse-ressort dont les paramètres sont obtenus à partir de ceux de l’anche lorsque l’on se limite àson premier mode de ﬂexion : la raideur statique (par unité de surface) de l’anche, K￿, plus oumoins élevée selon la "force" de l’anche. Ensuite, la première fréquence de résonance de ￿￿ del’anche. Enﬁn la masse modale du premier mode ￿￿ = K￿/ω2￿ , elle aussi par unité de surface. Ladynamique simpliﬁée de l’anche peut donc être décrite par l’équation suivante :
￿2￿
￿￿2 + ￿￿ω￿ ￿￿￿￿ + ω2￿￿ = −∆P￿￿ ￿ (1.1)où ￿(￿) est le déplacement vertical du bout de l’anche, ω￿ = 2π￿￿ la première pulsation de résonancede l’anche et ￿￿ω￿ le coefficient d’amortissement. Le terme ∆P représente la différence de pressions’exerçant sur les deux faces de l’anche :
∆P = P￿ − P￿ (1.2)
Enﬁn le signe "-" apparaissant dans le membre de droite de l’équation (1.1) signiﬁe que l’anchede clarinette est une anche en-dedans [39], c’est-à-dire, qu’une différence ∆P positive entre lesdeux faces de l’anche tend à refermer le canal d’anche.
À part dans le registre suraigu, la fréquence de jeu est en général beaucoup plus basse que lafréquence de résonance ￿￿ de l’anche. Ceci motive l’utilisation du second modèle usuel d’anche quiignore la dynamique de l’anche et conduit à :
K￿￿ = −∆P￿ (1.3)
Hydrodynamique de l’écoulement à l’entrée du bec. Le comportement de l’air entrant dansle bec de l’instrument est ce qui détermine la non-linéarité du système bouclé (cf. ﬁgure 1.1)essentielle à la création d’auto-oscillations. La modélisation de cet élément consiste à trouver unerelation entre le débit U entrant dans l’instrument et la différence de pression ∆P . Cette relation,non linéaire, est appelée caractéristique non linéaire de l’instrument. C’est Backus [8] qui, en 1963,fait les premières mesures de la caractéristique non linéaire. Suite à ses mesures, il propose uneexpression empirique de la caractéristique dans laquelle le débit est proportionnel à (∆￿)4/3 et à(￿+ H)2/3, où (￿+ H) représente l’évolution au cours du temps de la hauteur du canal d’anche.Cette expression est ensuite réfutée par Hirschberg et al. [52, 51], qui propose l’expression de lacaractéristique aujourd’hui la plus couramment utilisée. Elle repose sur l’équation de Bernoulli pourl’écoulement dans le canal entre anche et bec, et la création d’un jet à sa sortie avec dissipationde son énergie cinétique par turbulence sans récupération de la pression. La vitesse ￿￿ du jet à lasortie du canal d’anche s’écrit dans ce cas :
￿￿ =
￿2∆P
ρ
￿ (1.4)
où ρ est masse volumique de l’air.
Pour déterminer le débit U entrant dans l’instrument à partir de l’expression (1.4) il nous faut
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connaître la section du jet S￿ à la sortie du canal d’anche. Si la séparation de l’écoulement estsupposée localisée à la sortie du canal d’anche (en réalité la position du point de séparationdépend de la géométrie de la sortie du canal d’anche [51]), la section du jet est proportionnelle àla hauteur (￿+H) du canal. Le plus simple est de considérer que la section du jet est directementégale à la section transverse du canal d’anche, dans ce cas S￿ s’écrit :
S￿ = (￿+ H)￿￿ (1.5)
où ￿ est la largeur du canal d’anche. Cette proportionnalité entre la section du jet S￿ et l’ouverturedu canal d’anche (￿+ H) est mesurée par Dalmont et coll. [30]. Cependant, dans le cas d’un canalcourt ou pour de grandes ouvertures, un phénomène de vena-cantracta peut apparaître (voir [3]section 5.10 et annexes C.3 et C.5). Dans ce cas, la section S￿ du jet est inférieure à la sectiontransverse du canal (cf. [44], ﬁgure I-5). Ceci a été observé sur la clarinette par mesure Dopplerde vitesse et visualisation de l’écoulement [88]. Si nous considérons un bec suffisamment fermé etdisposant d’un canal d’anche long, le débit à la sortie du canal peut ﬁnalement s’écrire :
U = (￿+ H)￿
￿2∆P
ρ
￿ (1.6)
L’équation (1.6) donne l’expression du débit lorsqu’il entre dans le bec. Pour la compléter il fautconsidérer le cas inverse d’un débit entrant dans la bouche de l’instrumentiste. Ce phénomène estrare numériquement et n’a encore jamais été observé expérimentalement. Il convient cependant dele prendre en compte de façon à avoir une expression la plus générale possible (dans le cadre deshypothèses énoncées précédemment). En admettant que les hypothèses restent valables dans lecas où la différence de pression est inversée, c’est-à-dire que le décollement du ﬂuide est localiséà l’entrée du canal d’anche, l’expression du débit U en fonction de la différence de pression ∆Ps’écrit :
U = U￿ ￿1 + ￿
H
￿￿ |∆￿|
PM
sgn(∆P)￿ (1.7)
où la grandeur U￿ est proportionnelle à un débit et vaut :
U￿ = ￿H
￿2
ρ
PM ￿ (1.8)
et où PM = K￿/H est la valeur de la pression dans la bouche pour laquelle l’anche plaque ; PMest donc appelée pression de plaquage. Au delà de cette valeur le canal d’anche est fermé (cecin’a en fait jamais été observé dans [30]) et le débit U devient par conséquent égal à zéro, il vientdonc l’expression ﬁnale du débit, fonction de la différence de pression ∆P et du déplacement dubout de l’anche ￿ :
U =
⎧⎪⎨
⎪⎩ UA
￿1 + ￿
H
￿￿ |∆P|
PM
sgn(∆P) si ￿ > −H￿ (1.9a)
0 si ￿ < −H￿ (1.9b)
Un exemple de caractéristique non linéaire calculé d’après (1.9) est montré à la ﬁgure 1.4.
Dans la suite nous devons connaître le débit total U￿￿ entrant dans le résonateur. Le débit
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F￿￿￿￿￿ 1.4 – Caractéristique non linéaire calculé d’après (1.9). H = 1mm, ￿ = 1￿3cm, ρ = 1￿2kg/m3 et
PM = 10kPa.
total n’est pas directement le débit U calculé précédemment, il faut lui ajouter le débit U￿ créépar l’anche qui agit comme un piston aspirant et repoussant de l’air à sa vitesse. En prenant encompte l’orientation choisie (indiquée en ﬁgure 2.1), le débit U￿ s’écrit alors :
U￿ = −S￿ ￿￿
￿￿
￿ (1.10)
où S￿ est la surface eﬀective de l’anche. Finalement le débit total entrant dans le résonateur del’instrument a pour expression :
U￿￿ = U − S￿ ￿￿
￿￿
￿ (1.11)
1.2.2 Le résonateur
Le corps d’un instrument à vent est un résonateur acoustique. Dans l’hypothèse d’une propa-gation linéaire et en ondes planes, son comportement en régime forcé peut être décrit dans ledomaine fréquentiel par son impédance d’entrée Z :
Z (ω) = Pˆ(ω)
Uˆ￿￿(ω) ￿ (1.12)
où Pˆ(ω) et Uˆ￿￿(ω) sont respectivement les transformées de Fourier de P(￿) et U￿￿(￿). Dans ledomaine temporel l’expression (1.12) s’écrit :
U￿￿(￿) = [￿ ∗ P ](￿)￿ (1.13)
où ￿(￿) est la réponse impulsionnelle du résonateur, transformée de Fourier inverse de l’admittanced’entrée Y (ω) (inverse de l’impédance d’entrée). Il est souvent plus commode de travailler avec lavariable U qui, à partir des équations (1.11) et(1.13), s’écrit :
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U(￿) = [￿ ∗ P ](￿) + S￿ ￿￿
￿￿
￿ (1.14)
1.2.3 Modèles adimensionnés d’un instrument à anche simple
Modèle à trois équations. Les équations (1.1), (1.9) et (1.14) forment un système de trois équationsà trois inconnues (￿, P et U) modélisant le comportement d’un instrument de musique à anchesimple. Les paramètres de contrôle du modèle étant la pression dans la bouche P￿ et la forced’appui de la lèvre du musicien sur l’anche, reliée au débit U￿. Pour étudier ce modèle il estjudicieux de le réécrire en variables adimensionnées [58, 26]. Les déplacements sont adimensionnéspar l’ouverture au repos du bec H , les pressions par la pression de plaquage de l’anche PM et lesdébits par PM /Z￿ , où Z￿ = ρ￿/S est l’impédance caractéristique du résonateur :
∆￿ = ∆P/PM ; ￿ = P/PM
￿ = Z￿ U/PM ; γ = P￿/PM
￿ = ￿/H + γ ; ζ = Z￿ UA/PM ￿ (1.15)
En utilisant les variables adimensionnées déﬁnies par (1.15), le système formé des équations(1.1), (1.9) et (1.14) s’écrit maintenant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
￿ = [￿ ∗ ￿] + Z￿HS￿
￿M
￿￿
￿￿
(1.16a)
1
ω2￿
￿2￿
￿￿2 + ￿￿ω￿ ￿￿￿￿ + ￿ = ￿ (1.16b)
￿ = ζ(1 + ￿ − γ)￿|γ − ￿| sgn(γ − ￿) si 1 + ￿ − γ > 0 (1.16c)
￿ = 0 si 1 + ￿ − γ 6 0
Le modèle précédent est appelé communément "modèle à 3 équations". Les variables de sortiesont ￿, ￿ et ￿ et les paramètres de contrôle sont γ et ζ .
Modèle à deux équations. Comme il a déjà été mentionné au paragraphe 1.2.1, la fréquence duregistre fondamental des notes jouées par un instrument à anche simple comme la clarinette oule saxophone est toujours inférieure à la fréquence de résonance ￿￿ de l’anche. Ceci permet des’aﬀranchir de la dynamique de l’anche. Dans ce cas, en notant que ￿M = K￿H , les équations (1.3)et (1.9) s’écrivent respectivement :
￿ = −H ∆￿
PM
￿ (1.17)
et
￿ =
⎧⎪⎨⎪⎩ UA
￿1 + ∆P
PM
￿￿
|∆P|
PM
sgn(∆￿) si |∆P| < PM (1.18a)
0 si ∆P > PM ￿ (1.18b)
Arrêtons-nous un moment sur l’équation (1.18). Elle indique que la caractéristique non linéaireest à dérivée discontinue en ∆P = PM ce qui d’un point de vue physique n’est pas tout à fait
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satisfaisant. Cependant, les résultats expérimentaux [30, 28] conﬁrment la partie de la courbecorrespondant à l’anche non battante (∆P < PM ).Pour le cas d’un tuyau cylindrique, le débit U￿ créé par l’anche est supposé avoir poureﬀet une simple correction de longueur du résonateur qui est ajoutée à la longueur totale [26].L’équation (1.16a) du résonateur s’écrit dans ce cas :
U(￿) = [￿ ∗ P ](￿)￿ (1.19)
Les équations (1.18) et (1.19) constituent le "modèle à 2 équations". En variables adimensionnéesil s’écrit :
⎧⎪⎨
⎪⎩
￿ = [￿ ∗ ￿] (1.20a)
￿ = F (￿) = ζ(1 + ￿ − γ)￿|γ − ￿| sgn(γ − ￿) si |γ − ￿| 6 1 (1.20b)
￿ = 0 si γ − ￿ > 1￿ (1.20c)
La ﬁgure 2.2(a) représente la fonction F pour les paramètres de contrôle γ = 0￿42 et ζ = 0￿6.
Représentation en onde aller et onde retour. La solution générale de l’équation d’onde (ou ded’Alembert), qui régit la propagation des ondes acoustiques (pression et débit) dans le résonateurde la clarinette, s’exprime (en supposant une propagation à une dimension) sous la forme d’uneonde se propageant vers la droite, l’onde aller, et d’une onde se propageant vers la gauche, l’onderetour.
Le support temporel de la réponse impulsionnelle ￿(￿) est long, ce qui peut poser des problèmessi l’on veut résoudre numériquement le système. Pour remédier à ce problème il est judicieux depasser à la représentation en onde de pression aller ￿+ et onde de pression retour ￿− [81, 69] plutôtque celle en pression ￿ et débit ￿. Comme nous travaillons avec des variables adimensionnées, lesondes aller et retour sont déﬁnies ainsi :
￿ = ￿+ + ￿− ; ￿ = ￿+ − ￿−￿ (1.21)
soit,
￿+ = 12(￿+ ￿) ; ￿− = 12(￿ − ￿)￿ (1.22)
Dans cette représentation l’équation du résonateur (1.20a) devient :
￿−(￿) = ￿￿ ∗ ￿+￿ (￿)￿ (1.23)
où ￿(￿) est la fonction de réﬂexion du résonateur qui n’est autre que la transformée de Fourierinverse du coefficient de réﬂexion R (ω), déﬁni par :
Pˆ−(ω) = R (ω)Pˆ+(ω)￿ (1.24)
Quant à la relation non linéaire (A.3b), elle devient :
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F￿￿￿￿￿ 1.5 – Représentation de la caractéristique non linéaire en variables [￿￿ ￿] (a) et [￿+￿ ￿−] (b) aveccomme paramètres de contrôle γ = 0￿42 et ζ = 0￿6.
￿+ = G(−￿−)￿ (1.25)
La fonction G est obtenue par rotation de 45◦ de la caractéristique non linéaire F [64]. Il estaussi possible d’obtenir une expression analytique de la fonction G . L’obtention de cette expressionanalytique repose sur le changement de variable X = γ − ￿+ − ￿− et Y = γ − 2￿−, et sur larésolution d’une équation du troisième degré (cf. Annexe A de [86]). En utilisant les variables ￿+ et
￿− le modèle à deux équations devient :
￿
￿− = [￿ ∗ ￿+] (1.26a)
￿+ = G(−￿−) (1.26b)
La ﬁgure 2.2(b) représente la fonction G pour les paramètres de contrôle γ = 0￿42 et ζ = 0￿6.
1.2.4 Modèle de "Raman" et carte itérée
Le modèle dit "de Raman" (pour la clarinette [29]) est l’un des modèles les plus simplesd’instrument à anche. Il tient son nom de l’analogie avec le modèle de corde frottée proposé par lephysicien indien C. V. Raman [77].
Dans un instrument de type clarinette, deux types de pertes sont à considérer : les pertesvisco-thermiques à l’intérieur du résonateur et les pertes par rayonnement à l’extrémité de cedernier. Aux basses fréquences les pertes visco-thermiques sont prépondérantes et elles sont, dansle modèle, prises en compte dans la fonction de réﬂexion ; dans [76] Polack et al. proposent uneexpression réaliste de la fonction de réﬂexion d’un tube cylindrique.
Le modèle de "Raman" fait l’hypothèse d’un résonateur cylindrique dont l’impédance est nulle àl’extrémité (réﬂexion totale avec changement de signe pour la pression, ce qui est à peu près valableaux basses fréquences) et considère que les pertes visco-thermiques à l’intérieur du résonateursont indépendantes de la fréquence. Dans ce cas la fonction de réﬂexion ￿(￿) correspond à unretard τ , dû à un aller-retour dans le résonateur, multiplié par un coefficient réel positif λ quitraduit la diminution d’amplitude due aux pertes :
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￿(￿) = −λδ(￿ − τ)￿ (1.27)
où δ est la distribution de Dirac et τ = 2￿/￿ est le temps que met une onde de célérité ￿ à faireun aller-retour dans le cylindre de longueur ￿. Le paramètre de perte λ, dont une valeur typiqueest 0.9, a pour expression :
λ = ￿−2α￿￿ (1.28)
où α est le coefficient d’amortissement [57] :
α ≈ 3 · 10−5√￿ /R ￿ (unité MKS) (1.29)
R est le rayon du résonateur et ￿ est la fréquence. Dans le cas du modèle de Raman lecoefficient d’amortissement α est constant et communément calculé à la fréquence de jeu [28].
Dans ce cas l’équation (1.23) s’écrit simplement :
￿−(￿) = −λ￿+(￿ − τ)￿ (1.30)
En remplaçant dans (1.25), on obtient :
￿+(￿) = G ￿λ￿+(￿ − τ)￿ = ￿ ￿￿+(￿ − τ)￿ ￿ (1.31)
qui, en discrétisant à tous les intervalles τ et en notant ￿+(￿τ) = ￿+￿ , s’écrit :
￿+￿ = ￿ ￿￿+￿−1￿ ￿ (1.32)
L’expression de la fonction ￿ , obtenue dans [86], est rappelée dans l’annexe A de ce manuscrit.
Le modèle de clarinette de "Raman" se simpliﬁe donc en la simple équation aux différences(1.32) qui décrit l’évolution au cours du temps de la variable ￿+ et qui peut être résolue par unprocessus itératif appelé "carte itérée". Connaissant ￿+, il est ensuite possible d’obtenir ￿− par(1.30) puis ￿ et ￿ par (1.21). Dans la suite, pour alléger la notation, la variable ￿+ est notée ￿ :
￿￿ = ￿ (￿￿−1) ￿ (1.33)
Nous appellerons orbite de ￿ , la courbe représentant les valeurs successives prises par lavariable ￿ lors de son évolution régie par l’équation (1.33).
Remarque. Le modèle communément appelé "modèle sans pertes" peut être obtenu simplementen posant λ = 1 ce qui signiﬁe que les pertes dans le résonateur sont elles aussi ignorées. Poser
λ = 1 permet d’alléger grandement les calculs. Dans la suite, les rappels sur l’étude analytique ducomportement statique du modèle sont valables quelle que soit la valeur de λ. Cependant, dans unsouci de simplicité, certaines grandeurs ne seront explicitées que pour le modèle sans pertes.
1.3 Étude analytique statique du modèle de "Raman"
La dénomination statique est utilisée dans ce mémoire pour les études (analytiques ouexpérimentales) qui considèrent des paramètres de contrôle constants. Elle sera opposée dans la
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F￿￿￿￿￿ 1.7 – Diagramme de bifurcation statiquede modèle du clarinette de Raman (équation (1.33))pour λ = 0￿95 et ζ = 0￿8. Diagramme correspon-dant à la variable ￿+ (ou ￿) tracé entre γ = 0￿435et γ = 0￿46. Le diagramme est obtenu en simulant1000 itérations de l’équation (1.33) puis en prenantles 40 dernières valeurs des orbites obtenues.
suite aux études dynamiques qui prennent en compte des paramètres de contrôle évoluant dans letemps. Nous rappelons et parfois étendons les résultats de l’étude statique du modèle de Raman[58, 29, 60] (en nous intéressant à l’inﬂuence du paramètre γ), qui permettent d’appréhender plusfacilement l’étude dynamique. Nous illustrons ces résultats grâce à des simulations numériquesissues de programmes réalisés pendant la thèse.
1.3.1 Diagramme de bifurcation statique
Le diagramme de bifurcation statique représente, en fonction de la valeur de γ , l’amplitudedu régime établi de la variable considérée. Il est d’ailleurs important d’insister sur le caractèrestatique du diagramme de bifurcation statique obtenu en choisissant un paramètre de contrôleconstant puis en laissant le système atteindre son régime établi et en répétant l’opération pourd’autres valeurs constantes du paramètre de contrôle.
Un exemple de diagramme de bifurcation statique du modèle de Raman, avec λ = 0￿95 et
ζ = 0￿8, est présenté en ﬁgure 1.6. Le diagramme est tracé pour les variables ￿+ (ou ￿), ￿−, ￿ et ￿.
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Une description détaillée de ce diagramme de bifurcation statique est fournie par Taillard et al. [86].Nous en rappelons ici les principales conclusions. Entre γ = 0 et γ ≈ 0￿44 on observe le cheminclassique de doublements de période successifs menant ﬁnalement au chaos : la suite est d’abordconvergente puis tend vers un 2-cycle (c-à-d que la suite ﬁnit par osciller entre 2 valeurs). Ensuitedes doublements de période font tendre la suite vers des 4-cycle, 8-cycle ... etc jusqu’au chaos. Onparle de cascade "sous-harmanique" [59].
L’existence de régimes chaotiques est favorisée par les hautes valeurs de λ et ζ , comme c’estle cas dans la ﬁgure 1.6. Dans l’intervalle chaotique un phénomène de "cascade inverse" [17, 18]apparaît : intermittence entre des intervalles où le comportement du système est chaotique et des"fenêtres de périodicité" [17, 18] dans lesquelles des régimes périodiques sont observés. La ﬁgure 1.7représente le diagramme de bifurcation statique pour la variable ￿+ (ou ￿) avec un zoom eﬀectué auniveau de la région chaotique. Des "fenêtres de périodicité" correspondant à des régimes de période6 apparaissent aux alentours de γ = 0￿447, suivi par un 12-cycle. Vers γ = 0￿4505 un régime dontla période semble être 10 est visible sur la ﬁgure 1.7, il n’est pas mentionné dans [86]. Ensuite,lorsque γ augmente le chaos disparait et une cascade de doublements de fréquence apparaît. Cephénomène de doublement de fréquence est une spéciﬁcité du modèle de clarinette et ne doitpas être confondu avec le phénomène de "cascade inverse" évoqué précédemment. Dans [86], lesauteurs appellent ce phonème "backward cascade" pour le diﬀérencier de "inverse cascade". Nouspouvons également observer sur la ﬁgure 1.6(d) l’apparition du régime d’anche battante [74, 29, 26]correspondant à l’annulation d’une des branches du diagramme en débit ￿ vers γ = 0￿45.
Nous n’irons pas plus loin dans la description du diagramme de bifurcation statique qui est,nous le répétons, détaillé dans [86]. Dans le cadre du travail présenté dans ce mémoire, c’est lediagramme correspondant à la variable ￿ qui va surtout nous intéresser. De plus, puisque nousnous focalisons sur le passage d’un régime non oscillant à un régime oscillant, seule une partietrès restreinte de ce diagramme demande à être étudiée de façon précise : la courbe des pointsﬁxes de la fonction d’itération ￿ , qui sera notée ￿∗(γ), et le seuil d’oscillation statique γ￿￿ ("st" pour
static threshold, traduction anglaise de seuil statique).
1.3.2 Courbe des points ﬁxes et seuil d’oscillation statique
Courbe des points ﬁxes de la fonction d’itération. Sur le diagramme de bifurcation statiquecorrespondant à la variable ￿ (cf. ﬁgure 1.6), entre γ = 0 et γ = 0￿353, on remarque que l’orbite dela suite ￿￿ est convergente. Il faut avoir à l’esprit que la borne supérieure de cet intervalle (ici
γ = 0￿353) dépend de la valeur du paramètre de perte λ (λ = 0￿95 dans l’exemple de la ﬁgure 1.6).Dans ce cas le régime établi correspond à ￿￿+1 = ￿￿ ; la limite de la suite correspond donc auxpoints ﬁxes ￿∗(γ) de la fonction d’itération ￿ solution de :
￿∗ = ￿ (￿∗) ￿ (1.34)
Ce régime est souvent appelé "régime statique" dans la littérature où le terme "statique" signiﬁeque le régime est non-oscillant. Dans ce mémoire nous l’appellerons régime statique non-oscillant,où le terme "statique" se réfère maintenant au fait que le paramètre de contrôle γ est constant.
L’équation (1.34) donne la déﬁnition des points ﬁxes de la fonction ￿ . Dans les faits, étantdonnée l’expression complexe de la fonction ￿ , l’expression de ￿∗(γ) est déduite de celle de ￿∗(γ)qui représente le régime statique non-oscillant de la variable ￿. En utilisant les équations (A.3b)et (1.22), il vient :
￿∗(γ) = 12 [￿∗(γ) + F (￿∗(γ))] ￿ (1.35)
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F￿￿￿￿￿ 1.8 – En haut : fonction ￿ (—–), fonction identité (- - -) et principe de résolution graphique de (1.33).En bas : (—–) proﬁl temporel de ￿￿, (—–) proﬁl temporel de γ de type Heaviside, (- - -) seuil statiqued’oscillation γ￿￿ , (- - -) amplitude du régime établi. ζ = 0￿5 et λ = 1. (a) γ = 0￿26 < γ￿￿ , le régime établi estnon oscillant et (b) γ = 0￿42 > γ￿￿ , le régime établi oscillant à deux états.
Écrite en variable ￿ et ￿, l’équation (1.30) devient :
￿￿ − F (￿￿) = −λ (￿￿−1 + F (￿￿−1)) ￿ (1.36)
Le régime statique non-oscillant ￿∗(γ) est donc solution de :
￿∗ − F (￿∗) = −λ (￿∗ + F (￿∗)) ￿ (1.37)
L’équation (1.37) se résout facilement dans le cas sans pertes où λ = 1. Dans ce cas, ￿∗ = 0 et
￿∗(γ) = ζ2 (1− γ)√γ . Dans le cas général, si γ ￿= 1, il faut résoudre l’équation de troisième degrésuivante :
￿∗3 + ￿￿∗2 + ￿￿+ ￿ = 0￿ (1.38)
où,
￿ = ￿Λ
ζ
￿2
− 3γ + 2 ; ￿ = (1− γ)(1− 3γ) ; ￿ = −γ(1− γ)2 ; Λ = λ+ 1
λ− 1 ￿ (1.39)
L’expression de la caractéristique non linéaire F est donnée par l’équation (1.20) pour un débitpositif une anche non battante :
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F (￿) = ζ(1 + ￿ − γ)√γ − ￿￿ (1.40)
Les coefficients ￿, ￿, ￿ et Λ proviennent du développement de l’équation(1.37) avec l’expressionde la fonction F en anche non battante et en débit positif. L’équation (1.38) est résolue par laméthode de Cardan [1]. Parmi les trois solutions possibles pour un discriminant positif, la seule quireste comprise entre 0 et 1 est :
￿∗(γ) = 2
￿
−Σ3 cos
￿13 arccos
￿
−Π2
￿
−27
Σ3
￿￿
−
￿3 ￿ (1.41)
avec,
Σ = −￿23 + ￿ ; Π = 2￿
3
27 + ￿￿3 + ￿￿ (1.42)
Connaissant ￿∗ par (1.41) il est possible d’obtenir l’expression de ￿∗ en utilisant les équa-tions (1.35), (1.20b) et (1.20c).
Seuil d’oscillation statique. Rappelons que dans une situation statique la pression dans labouche γ est supposée constante. Toujours sur le diagramme de bifurcation statique représenté auxﬁgures 1.6 et 1.7, lorsque γ dépasse 0.353, la première bifurcation à doublement de période a lieu(ou bifurcation ﬂip [61], voir les déﬁnitions 1.3.1 et 1.3.2 ci-dessous). Elle correspond à l’instabilitédu régime statique non-oscillant. Après la bifurcation, le régime permanent devient périodique àdeux états (un 2-cycle de période 2 ou 2τ si l’on redimensionne le temps). Dans les exemples dela ﬁgure 1.6 la valeur 0.353 correspond donc au seuil statique d’oscillation γ￿￿ . La solution sousforme de signal carré (ou mouvement dit "de Helmholtz" [89]) est appelée régime statique oscillant.
Avant de continuer, arrêtons-nous sur les déﬁnitions suivantes, tirées de [61].
Soit le système :
￿￿ = ￿ (￿￿−1) ￿ (1.43)
Si ￿∗ et ￿ ￿ sont respectivement le point ﬁxe et la dérivée de la fonction d’itération ￿ , alors :
Déﬁnition 1.3.1. La bifurcation associée à ￿ ￿(￿∗) = 1, est appelée bifurcation nœud-col. En anglais, onparle de bifurcation, saddle-node, tangent ou fold.
Déﬁnition 1.3.2. La bifurcation associée à ￿ ￿(￿∗) = −1, est appelée bifurcation à doublement de
période. En anglais, on parle de bifurcation ﬂip.
La ﬁgure 1.8 montre deux exemples de résolution graphique de l’équation (1.33). Dans cesexemples le proﬁl temporel de γ est de type Heaviside, c.-à-d. à ￿ = 0− la pression dans la boucheest nulle et à ￿ = 0+ elle est non nulle. Le fait que γ passe brutalement de 0 à une valeur nonnulle implique que l’onde retour ￿− est nécessairement nulle pendant la première itération. Ceciimpose la valeur initiale de ￿ : ￿0 = ￿ (0). Connaissant ￿0, on déduit ￿1 = ￿ (￿0) et ainsi de suite.La ﬁgure 1.8(a) montre un exemple où le système tend vers un régime statique non oscillant (i.e.
γ < γ￿￿). Dans ce cas les itérations successives se rapprochent du point M∗ = (￿∗￿ ￿∗) situé àl’intersection de la droite identité et de la courbe représentant la fonction ￿ . La ﬁgure 1.8(b) montrequant à elle un exemple où le système tend vers un régime statique oscillant (i.e. γ > γ￿￿). Dans
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cette situation, on voit les itérations s’écarter du point ﬁxe de ￿ puis saturer vers un cycle limite àdeux valeurs correspondant aux points ﬁxes de ￿ ◦ ￿ (￿).
Lorsque γ < γ￿￿ , le coefficient directeur de la tangente à ￿ au point M∗ est supérieur à -1tandis que lorsque γ > γ￿￿ le coefficient directeur, toujours au point M∗, est inférieur à -1. Ceciillustre la condition de stabilité du point ﬁxe ￿∗ pour une bifurcation à doublement de période [61] :
￿ ￿(￿∗) > −1￿ (1.44)
où ￿ ￿ est la dérivée première de ￿ . La condition de stabilité du point ﬁxe de ￿ permet d’obtenirl’expression du seuil d’oscillation statique. Comme pour l’obtention de l’expression de la courbe despoints ﬁxes, la complexité de la fonction ￿ rend l’équation (1.44) difficile à manipuler directement.Nous utilisons donc la relation qui lie les dérivées premières de ￿ et F [59] :
￿ ￿ = λ F ￿ + 1
F ￿ − 1 ￿ (1.45)
En utilisant la relation (1.45), la condition de stabilité (1.44) s’écrit maintenant :
λ
F ￿(￿∗) + 1
F ￿(￿∗)− 1 > −1￿ (1.46)
La développement de la condition de stabilité (1.44) ne permet pas d’obtenir explicitementl’expression du seuil statique d’oscillation. Il est cependant possible d’obtenir l’expression de ladifférence ∆￿￿￿ = γ￿￿ − ￿∗ (γ￿￿) :
∆￿￿￿ = 19
￿ 1
ζΛ
+
￿
3 + 1(ζΛ)2
￿2
￿ (1.47)
Pour le modèle sans pertes, comme ￿∗ = 0 et 1/Λ = 0, on obtient facilement :
γ￿￿ = 13 ￿ (1.48)
Si λ ￿= 1, en admettant que la prise en compte des pertes n’affecte que très peu la valeur de
￿∗ (i.e. ￿∗ ≈ 0) on obtient l’expression approchée du seuil statique d’oscillation, obtenue en 2000par Kergomard et al. [60] :
γ￿￿ = 19
￿ 1
ζΛ
+
￿
3 + 1(ζΛ)2
￿2
￿ (1.49)
L’expression (1.49) est comparée à l’expérience par Dalmont et al. en 2007 [28]. De plus, l’écartentre cette expression et un seuil statique calculé numériquement est relativement faible, cependant,nous avons besoin dans la suite (voir section 3.3.2) d’une expression plus précise. Cette expressionest obtenue à l’aide d’une méthode perturbative détaillée dans l’annexe B (cf. équation B.18) de cemanuscrit.
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1.3.3 Transitoire
1.3.3.1 Début du transitoire
Dans la section précédente nous avons vu que pour un proﬁl de pression dans la bouche detype Heaviside la valeur initiale de la variable ￿ était ﬁxée à ￿0 = ￿ (0). Dans ce cas (si γ > γ￿￿ ,cf. ﬁgure 1.8(b)), un certain nombre d’itérations (6 dans le cas particulier de la ﬁgure 1.9(a)) estnécessaire pour que le système s’approche du régime statique oscillant. Ce nombre d’itérationscorrespond à la durée du transitoire, déﬁni ici de manière qualitative.
Nous repérons l’écart au point ﬁxe ￿∗ par la variable ￿ :
￿￿ = ￿￿ − ￿∗￿ (1.50)
Si ￿0 = ￿ (0) (comme dans l’exemple des ﬁgures 1.8(b) et 1.9(a)) alors ￿0 = ￿ (0)−￿∗(γ = 0￿42) ≈0￿09, repéré en orange sur la ﬁgure 1.9(a). Si l’écart initial au point ﬁxe est arbitrairement réduitalors le nombre d’itérations pour arriver au régime statique oscillant augmente ; environ 22 si
￿0 = 10−2 (cf. ﬁgure 1.9(a)).L’évolution de l’orbite ￿ , partant à proximité du point ﬁxe, peut être décrite analytiquement eneﬀectuant un développement limité de la fonction ￿ autour de ￿∗. L’équation (1.33) ainsi linéariséedevient donc :
￿￿ ≈ ￿ (￿∗) + (￿￿−1 − ￿∗) ￿ ￿ (￿∗) ￿ (1.51)
En utilisant les équations (1.34) et (1.50), l’équation (1.51) s’écrit ﬁnalement :
￿￿ ≈ ￿￿−1￿ ￿ (￿∗) ￿ (1.52)
dont la solution est une fonction exponentielle :
￿￿ ≈ ￿0 ￿￿ ￿ (￿∗)￿￿ ￿ (1.53)
L’amplitude des oscillations de ￿ (toujours lorsque γ est supérieur au seuil d’oscillation statique)augmente donc exponentiellement, ce qui est un résultat bien connu [26]. Ce que nous voulonsmontrer dans cette section, et qui nous servira à mieux appréhender certains résultats à venir(notamment au chapitre 4), c’est que plus la condition initiale ￿0 est proche du point ﬁxe, plusle temps nécessaire pour que l’amplitude des oscillations ne sorte du voisinage du point ﬁxe estimportant, rendant ainsi valable l’équation (1.53) sur une grande partie du transitoire. Ceci estillustré aux ﬁgures 1.10 et 1.11.
La ﬁgure 1.10 montre l’évolution de la variable ￿ , solution de (1.51), pour diﬀérentes valeurs de
￿0 de haut en bas : ￿0 ≈ 0￿09, ￿0 = 10−2, ￿0 = 10−5 et ￿0 = 10−10, à laquelle est superposéel’enveloppe théorique déduite de l’équation (1.53). L’enveloppe, en ligne pointillée rouge sur laﬁgure, est obtenue à partir des équations (1.50) et (1.53) par ￿∗± ￿￿￿0 [￿ ￿ (￿∗)]￿￿￿. Nous pouvons doncobserver d’une part l’allongement du transitoire lorsque ￿0 diminue. D’autre part, plus ￿0 est petitet plus l’enveloppe théorique est valable sur une large partie du transitoire, lorsque ce dernierest déﬁni à partir de ￿ = 0. Ce résultat est conﬁrmé à la ﬁgure 1.11 qui montre l’enveloppe de
￿￿ (i.e. |￿￿|), simulée (ligne bleue) et théorique (ligne pointillée rouge) en utilisant une échellelogarithmique pour l’axe des ordonnées.
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1.3.3.2 Durée du transitoire
Il est clair, en observant les ﬁgures 1.10 et 1.11, que la durée du transitoire est d’autantplus grande que la variable ￿ est initialisée proche du point ﬁxe ￿∗. Cependant, si l’on veut serapprocher d’un contexte musical, nous constatons que lorsque ￿0 est très petit (cf. ﬁgure 1.10(c) et1.10(d)), bien que l’amplitude augmente exponentiellement (cf. ﬁgure 1.11), il faut attendre un certaintemps pour qu’elle atteigne une valeur "audible" ou "macroscopique". Déﬁni à partir de ￿ = 0, letransitoire peut donc commencer longtemps avant qu’il ne soit visible. Prenons maintenant le débutdu transitoire non plus à ￿ = 0, mais à partir du moment où l’amplitude de la pression ￿ dans lebec (que nous pouvons reconstruire à partir de ￿ en utilisant les équations (1.21) et (1.30)) atteintune valeur appréciable, par exemple 10% de l’amplitude du régime établi ￿∞, déﬁnissant ainsi untemps ￿0￿1. De plus, en choisissant un critère pour la ﬁn du transitoire, soit 90% de l’amplitudedu régime établi, en déﬁnissant donc le temps ￿0￿9, la durée du transitoire (ou temps de montée)
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F￿￿￿￿￿ 1.9 – Résolution graphique de l’équation (1.33) pour γ = 0￿42, ζ = 0￿5 et λ = 1. (—–) Fonctiond’itération G et (- - -) fonction identité d’équation ￿ = ￿ . (a) ￿0 = ￿ (0)− ￿∗ ≈ 0￿09 et (b) ￿0 = 0￿01.
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N0￿1/0￿9 est :
N0￿1/0￿9 = ￿0￿9 − ￿0￿1￿ (1.54)
Si l’amplitude initiale ￿0 = ￿0 + ￿−0 est inférieure à 0￿1￿∞, ce qui est le cas dans les exemplesprécédents lorsque ￿0 = 10−2, ￿0 = 10−5 et ￿0 = 10−10, alors la durée du transitoire, déﬁnie parl’équation (1.54), est indépendante de la valeur initiale ￿0.
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F￿￿￿￿￿ 1.10 – (—–) Évolution temporelle de la va-riable ￿ , solution de (1.33), pour diﬀérentes valeursde ￿0. De haut en bas : ￿0 ≈ 0￿09, ￿0 = 10−2,
￿0 = 10−5 and ￿0 = 10−10. (- - -) Enveloppe théo-rique déduite de la fonction (1.53). γ = 0￿42, ζ = 0￿5et λ = 1.
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F￿￿￿￿￿ 1.11 – Enveloppe de ￿ déﬁnie par (1.50).(—–) Enveloppe calculée à partir de la solutionnumérique de (1.33) et (- - -) enveloppe théoriquedéduite de la fonction (1.53). Une échelle loga-rithmique est utilisée pour l’axe des ordonnées.
γ = 0￿42, ζ = 0￿5 et λ = 1.
La ﬁgure 1.12 représente l’enveloppe de la pression ￿ dans le bec (i.e |￿|, puisque dans un cassans pertes le régime statique non oscillant de ￿ est nul [26]) reconstruite à partir de la variable ￿ ,en utilisant les équations (1.21) et (1.30). La variable ￿ est calculée avec les mêmes paramètres queceux utilisés dans les exemples des ﬁgures 1.10 et 1.11 pour ￿0 = 10−2, ￿0 = 10−5 et ￿0 = 10−10.Pour chacun des trois exemples, N0￿1/0￿9 vaut environ 13 itérations.Dans la section suivante, les outils mathématiques provenant de la théorie de la bifurcation
dynamique, qui vont nous permettre d’étudier le comportement du modèle de "Raman" lorsque lapression dans la bouche (i.e. le paramètre γ) varie dans le temps, sont présentés et illustrés sur un
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exemple simple de carte itérée : la suite logistique. L’application à la clarinette restant bien sûrl’objectif des chapitres suivants.
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F￿￿￿￿￿ 1.12 – Enveloppe temporelle de la pression ￿ dans le bec reconstruite à partir de la variable ￿(solution de (1.33), ) en utilisant les équations (1.21) et (1.30). Le proﬁl de l’onde aller ￿ est obtenu pour
￿0 = 10−2, ￿0 = 10−5 et ￿0 = 10−10. La longueur du transitoire N0￿1/0￿9 déﬁnie par l’équation (1.54) estindiquée pour chacune des trois enveloppes. γ = 0￿42, ζ = 0￿5 et λ = 1.
1.4 Outils d’analyse de la théorie de la bifurcation dynamique
1.4.1 Théories de la bifurcation statique et de la bifurcation dynamique.
En théorie de la bifurcation, les auteurs distinguent la théorie de la bifurcation statique et la
théorie de la bifurcation dynamique.
La théorie de la bifurcation statique est la plus répandue et utilisée dans les études théoriquesprésentées à la section 1.3 de ce mémoire. Dans une situation statique la déﬁnition de la bifurcationest la suivante : à chaque fois que, pour une valeur donnée du paramètre de contrôle - dite valeur
critique - la solution du système étudié change qualitativement, on dira qu’il y a bifurcation. Unpoint de l’espace des paramètres où survient un tel événement est, par déﬁnition, un point de
bifurcation. Cette déﬁnition est tirée de [17]. Seydel [82] (chap. 2 p. 57) fournit une déﬁnition plustechnique et un peu plus récente du point de bifurcation statique, c’est point où le nombre desolutions du système étudié change. Dans le cas de la clarinette, le seuil d’oscillation statiqueest un point de bifurcation correspondant à la première bifurcation à doublement de période dusystème (1.33). Dans la suite de cette section nous préférons le terme point de bifurcation, qui aun caractère plus général.
La théorie de la bifurcation dynamique consiste quant à elle à étudier un système modélisépar les mêmes équations du mouvement, mais où le paramètre de contrôle évolue lentement dansle temps. Dans ce cas, tracer l’évolution du système en fonction du paramètre de contrôle peut êtreinterprété comme un diagramme de bifurcation dynamique. La comparaison entre un diagramme
statique et un diagramme dynamique obtenus par simulation, par exemple dans l’introductionde [10] pour la suite logistique ou dans [7] pour le modèle de clarinette, montre que le diagramme de
1.4. Outils d’analyse de la théorie de la bifurcation dynamique 29
bifurcation dynamique peut être une bonne approximation du diagramme statique, du moins en cequi concerne l’amplitude des diﬀérents régimes. En revanche, à proximité d’un point de bifurcation,dans le cas dynamique, la bifurcation se voit décalée du point de bifurcation statique vers une valeurplus grande appelée point de bifurcation dynamique (dans le cas de la clarinette nous parleronsaussi de seuil dynamique d’oscillation). La dénomination point de bifurcation dynamique est choisiepar similarité avec le cas statique, bien qu’il ne corresponde pas un changement qualitatif de lasolution du système. Nous présentons plus en détail la déﬁnition point de bifurcation dynamiqueà la section 1.4.4.
Cet écart entre les seuils statique et dynamique est connu sous le nom de retard à la bifurcation,décrit à la section 1.4.2. Le phénomène de retard à la bifurcation a intéressé beaucoup de physicienset de mathématiciens dans les années 1985 à 1995. Les actes [14] du colloque organisé en Mars1990 à Luminy résument bien les découvertes faites sur le sujet pendant cette décennie. Noussouhaitons citer tout particulièrement Fruchard [40, 41] et Baesens [10, 9], références pour le travailthéorique présenté dans ce mémoire.
Dans toutes les études présentées dans ce mémoire, la variation du paramètre de contrôle estlinéaire et lente dans le temps. Si nous partons d’un système autonome (i.e. situation statique oùle paramètre de contrôle µ est constant) dont l’évolution dans le temps est décrite par l’équation(1.55), le système non autonome (i.e. situation dynamique où le même système voit son paramètrede contrôle µ évoluer dans le temps) associé est quant à lui représenté par les équations (1.56a)et (1.56b).
Statique
￿￿+1 = ￿ (￿￿￿ µ) ￿ (1.55)
Dynamique￿
￿￿+1 = ￿ (￿￿￿ µ￿) (1.56a)
µ￿+1 = µ￿ + ￿￿ (1.56b)
Le paramètre ￿, qui représente le coefficient directeur de la droite µ￿, peut être positif ounégatif. Pour avoir une variation lente du paramètre de contrôle on doit respecter |￿| ￿ 1. Dansle cas dynamique, l’évolution de la variable ￿￿ tracée en fonction du paramètre de contrôle µ￿constitue un diagramme de bifurcation dynamique. Dans le cadre de ce mémoire, seul le cas où ￿est positif sera étudié en détail. La situation où ￿ est négatif est juste évoquée dans ce chapitre àtitre informatif.
La théorie de la bifurcation dynamique fournit des outils d’analyse qui permettent d’étudier unsystème de type (1.56). Il sont ici appliqués à la suite logistique dont la fonction d’itération est
￿ (￿￿ µ) = µ￿ (1− ￿), le système étudié est donc :
￿
￿￿+1 = µ￿￿￿ (1− ￿￿) (1.57a)
µ￿+1 = µ￿ + ￿￿ (1.57b)
Un exemple de diagramme de bifurcation statique (voir la déﬁnition au début de la section 1.3.1)et dynamique (avec ￿ > 0 et ￿ < 0) de la suite logistique est montré en ﬁgure 1.13.
Le comportement statique de la suite logistique est bien connu [68] : lorsque 0 < µ < 3 la suitelogistique est convergente, la limite étant donnée par les points ﬁxes de la fonction ￿ . La fonction
￿ étant quadratique les points ﬁxes sont au nombre de deux :
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￿∗1 = 0 et ￿∗2 = µ − 1µ ￿ (1.58)
La résolution de la condition de stabilité |￿ ￿(￿∗)| < 1 permet de déterminer le domained’attraction de chaque point ﬁxe. Si 0 < µ < 1 le point ﬁxe ￿∗1 = 0 est attractif et si 1 < µ < 3 c’estle point ﬁxe ￿∗2 = (µ−1)/µ qui est attractif. La valeur µ = 1 est donc le premier point de bifurcation
statique correspondant à l’échange de stabilité des points ﬁxes de ￿ et à une bifurcation de type
nœud-col c. Ensuite quand µ dépasse 3, les points ﬁxes de ￿ deviennent tous les deux répulsifs.Une seconde bifurcation a donc lieu pour µ = 3, c’est une bifurcation à doublement de période(c’est cette bifurcation qui est étudiée dans la suite) où apparaît le premier régime oscillant. Dansce cas, la suite tend vers un 2-cycle correspondant aux points ﬁxes de ￿ ◦ ￿ (￿). Ceci est illustrédans le diagramme de bifurcation statique de la suite logistique donné en ﬁgure 1.13(a).
1.4.2 Le retard à la bifurcation
Comme nous l’avons déjà évoqué dans l’introduction de ce chapitre, à proximité des points debifurcation, le diagramme de bifurcation statique qui résume l’amplitude des régimes établis enfonction d’un paramètre de contrôle constant, diﬀère du diagramme dynamique obtenu en traçantl’évolution du système en fonction d’un paramètre de contrôle variable.
La comparaison entre la ﬁgure 1.13(a) (diagramme statique) et la ﬁgure 1.13(b) (diagrammedynamique avec ￿ > 0) met en évidence, dans le cas dynamique, le phénomène de retard à la
bifurcation : l’orbite du système commence par rejoindre la courbe des points ﬁxes de la fonction
￿ . Ceci n’est pas surprenant puisque les points ﬁxes sont attractifs. Cependant, lorsque le pointde bifurcation statique est atteint et que la courbe des points ﬁxes devient répulsive, l’orbitecontinue de longer la courbe des points ﬁxes sur un intervalle relativement long avant de rejoindrebrusquement la branche attractive. À cet instant l’orbite a atteint le point de bifurcation dynamique.Nous notons maintenant µ￿ les points de bifurcation statique et µ￿ les points de bifurcationdynamique.
Sur la ﬁgure 1.13(b) on peut observer clairement le phénomène de retard à la bifurcation surles deux premières bifurcations de la suite logistique, correspondant à µ￿ = 1 (nœud-col) et µ￿ = 3(à doublement de période). Lorsque le paramètre de contrôle µ décroît, le retard à la bifurcationest beaucoup moins prononcé, il n’est d’ailleurs pas visible sur la ﬁgure 1.13(c). Un zoom sur lapremière bifurcation à doublement de période (cf. ﬁgure 1.14(b)) permet d’observer ce retard. Laﬁgure 1.14(a) montre le même zoom mais pour µ croissant.
L’étude bibliographique qui suit sert à donner un aperçu chronologique de ce qui a été faitdans le domaine du retard à la bifurcation et de la bifurcation dynamique. Seuls certains desarticles cités ont été étudiés en détail. Cette étude bibliographique est tirée de [10, 43, 63].
Le terme retard à la bifurcation apparaît à la ﬁn des années 70 [50, 80]. Ces travaux, commela majorité des travaux sur le sujet, traitent de système à temps continu. Ensuite, pendant lesannées 80 les mathématiciens commencent à fournir des démonstrations rigoureuses du retard àla bifurcation et de ses caractéristiques. L’école russe fournit les premiers résultats [72, 73].
c. La bifurcation nœud-col n’est pas ici une bifurcation au sens de Seydel puisque que le nombre de solutions nechange pas. Cette bifurcation correspond seulement à un échange de stabilité entre les points ﬁxes de la fonctiond’itération. Ce constat révèle la difficulté de faire une classiﬁcation non équivoque des phénomènes se produisant dansles systèmes non linéaires. À notre sens, cette discussion est hors de propos dans le cadre de ce travail. Le lecteurdésireux d’en savoir plus peut se référer à [82] (note en bas de la page 74).
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Bifurcation à !
doublement de période
Bifurcation nœud-col
(a) Statique : ￿ = 0.
(b) Dynamique : ￿ = 3 · 10−4 . (c) Dynamique : ￿ = −3 · 10−4 .
F￿￿￿￿￿ 1.13 – Diagramme de bifurcation de la suite logistique. (a) Diagramme statique : µ est constant. (b)Diagramme dynamique avec croissance positive de µ￿, ￿ = 3 · 10−4 et µ￿ ∈ [µ0 = 0￿ µN = 4]. (c) Diagrammedynamique avec croissance négative de µ￿, ￿ = 3 · 10−4 et µ￿ ∈ [µ0 = 0￿5￿ µN = 4].
(a) Dynamique : ￿ = 3 · 10−4 . (b) Dynamique : ￿ = −3 · 10−4 .
F￿￿￿￿￿ 1.14 – Diagramme de bifurcation de la suite logistique zoomé au niveau de la première bifurcation
à doublement de période. Le diagramme statique est représenté par des lignes noires : (—-) et diagrammedynamique par des points bleus : (• • •). (a) Le paramètre µ est croissant avec ￿ = 3 · 10−4 et µ￿ ∈ [µ0 =2￿8￿ µN = 3￿6]. (b) Le paramètre µ est décroissant avec ￿ = 3 · 10−4 et µ￿ ∈ [µ0 = 2￿8￿ µN = 3￿6].
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À la même époque l’école non standardiste d française développe des méthodes pour l’étudede problèmes de perturbation singulière. En étudiant l’équation de Van der Pol forcée [16] (enstatique, sans variation du paramètre de contrôle), ils découvrent des solutions étonnantes qu’ilsbaptisent "canards" en raison de la forme que peut prendre la trajectoire du système dans le plan de
Liénard [62] (cf. Fruchard [43], section 2 qui explique le phénomène sans technicité mathématique).Plus tard, le lien entre les notions de "canard" et de retard à la bifurcation est établi, permettant àl’école non standardiste d’utiliser ses outils pour étudier la bifurcation dynamique. Pour l’étude deretard à la bifurcation et de la bifurcation dynamique par l’analyse non standard on peut citerl’ouvrage collectif [14] et plus récemment [43] qui propose une revue assez complète de ce qui a étéfait dans le domaine.
Les physiciens étudient le phénomène avec notamment les travaux de Mandel et Erneux [33,65, 66] et Mandel et Kapral [55], ces derniers traitant un cas de système discret, celui de lasuite logistique déjà évoquée précédemment. D’un point de vue expérimental, le phénomène deretard à la bifurcation a aussi été observé à la ﬁn des années 80 dans des lasers [6], des circuitsélectriques [67, 70] et sur une balle rebondissante [75].
Les travaux sur l’étude du retard à la bifurcation dans les systèmes à temps discret proposentdes méthodes générales qui sont applicables au modèle de clarinette de "Raman". Dans le cadrede l’analyse non standard on peut citer les travaux de Fruchard et al. [40, 41, 42] et ceux deBaesens [10, 11] utilisant un formalisme mathématique plus habituel.
Toutes ces études, qu’elles traitent de systèmes à temps continu ou discret, peuvent êtreregroupées sous le nom de théorie de la bifurcation dynamique.
Dans les paragraphes qui suivent, nous rappelons une méthode générale permettant d’estimeranalytiquement les points de bifurcation dynamique de systèmes à temps discret. Cette méthode estcelle proposée par Baesens [10]. Nous nous limitons à la première bifurcation de type à doublement
de période de la suite logistique, dont le point de bifurcation statique est µ￿ = 3 ; et nous netraitons que de situations dynamiques où le paramètre de contrôle croît. Le principe général de laméthode est de trouver une solution analytique du système dynamique (1.56) linéarisé, dont estensuite déduite l’expression du point de bifurcation dynamique.
1.4.3 Courbe invariante
La première étape consiste à calculer la courbe invariante, notée φ(µ￿ ￿), du système (1.56), i.e.satisfaisant :
φ(µ + ￿￿ ￿) = ￿ (φ(µ￿ ￿)￿ µ) ￿ (1.59)
La courbe invariante est la solution non oscillante du système d’équation (1.56), elle permetde décrire l’évolution de l’orbite de la suite ￿￿ avant que celle-ci ne bifurque vers la branche dudiagramme de bifurcation statique correspondant au régime 2-périodique. Avant la bifurcation, lacourbe invariante joue le rôle d’attracteur pour le système (1.56), de façon similaire au point ﬁxedans un cas statique.
L’équation (1.59) peut être résolue de manière approchée en utilisant la théorie des pertur-bations [13]. Le principe général de la méthode est tout d’abord d’identiﬁer un petit paramètredont dépend le système à résoudre tel que, pour ￿ = 0, le système est soluble. Dans notre cas leparamètre sera la pente ￿ et quand ￿ = 0 la solution de l’équation de (1.56) est connue, ce sont
d. L’analyse non standard à été créée en 1960 par A. Robinson [78]. C’est une méthode d’analyse permettant detraiter de façon rigoureuse l’inﬁniment petit et l’inﬁniment grand.
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les points ﬁxes ￿∗(µ) de la fonction ￿ . Ensuite, une solution approchée en cherchée sous la formed’un développement en série des puissances du paramètre ￿ :
φ(µ￿ ￿) = ￿∗(µ) + ￿￿
￿=1
φ￿(µ)￿￿ + ￿￿￿￿+1￿ ￿ (1.60)
Les termes φ(µ + ￿￿ ￿) et ￿ (φ(µ￿ ￿)￿ µ) apparaissant dans l’équation (1.59) sont quant à euxdéveloppés en série de Taylor en µ et en ￿∗(µ) respectivement :
φ(µ + ￿￿ ￿) = ￿￿
￿=0
1
￿ !
∂￿φ(µ￿ ￿)
∂µ￿
￿￿ + ￿
￿
￿￿+1
￿
￿ (1.61)
et,
￿ (￿￿ µ) =
￿￿
￿=0
(￿ − ￿∗)￿
￿ !
∂￿￿ ￿ (￿
∗(µ)￿ µ) + ￿
￿
(￿ − ￿∗)￿+1
￿ (1.62)
= ￿∗(µ) +
∞￿
￿=1
(￿ − ￿∗)￿
￿ !
∂￿￿ ￿ (￿
∗(µ)￿ µ) + ￿
￿
(￿ − ￿∗)￿+1
￿
￿ (1.63)
Finalement, en substituant (1.60), (1.61) et (1.63) dans (1.59) et en identiﬁant les termes demême puissance de ￿, il est possible de trouver successivement les expressions de coefficients
φ￿(µ) de la série (1.60) (cf. Annexe A.1 de [10]) :
φ1(µ) =
￿￿∗(µ)
￿µ
1
∂￿￿ (￿∗(µ)￿ µ) − 1 ￿ (1.64)et,
φ￿(µ) =
1
∂￿￿ (￿∗(µ)￿ µ) − 1
⎡
⎣ ￿￿
￿=1
1
￿ !
￿￿φN−￿ (µ)
￿µ￿
−
￿￿
￿=2
1
￿ !
∂￿￿ ￿ (￿
∗￿ µ) ×
￿
￿
￿ ￿￿=￿
￿
￿=1
φ￿1 (µ)
⎤
⎦ ￿ (1.65)
1.4.4 Point de bifurcation dynamique
1.4.4.1 Cas déterministe
Déﬁntion du point de bifurcation dynamique. En effectuant un développement limité au premierordre de l’équation (1.56a) autour de φ(µ￿ ￿), il est possible de calculer une expression analytiqueapprochée du système (1.56). De cette solution est déduite l’expression du point de bifurcationdynamique µ￿ correspondant à la première bifurcation à doublement de période.
￿￿+1 = ￿ (￿￿￿ µ￿)
≈ ￿ (φ(µ￿￿ ￿)￿ µ￿)￿ ￿￿ ￿
, φ(µ￿+1￿￿) (cf. Éq.(1.59))
+ [￿￿ − φ(µ￿￿ ￿)] ∂￿￿ (φ(µ￿￿ ￿)￿ µ￿) + ￿
￿
(￿￿ − φ(µ￿￿ ￿))2
￿
￿ (1.66)
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En étendant la déﬁnition (1.50) de la variable ￿ à une situation dynamique e :
￿￿ = ￿￿ − φ(µ￿￿ ￿)￿ (1.67)
qui correspond maintenant à la distance entre l’orbite de la suite ￿￿ et la courbe invariante φ(µ￿￿ ￿),on aboutit au système linéaire suivant :
￿
￿￿+1 = ￿￿∂￿￿ (φ(µ￿￿ ￿)￿ µ￿) (1.68a)
µ￿+1 = µ￿ + ￿￿ (1.68b)
La solution de (1.68) est [13] :
￿￿ = ￿0 ￿−1
￿=0
∂￿￿ (φ(µ￿￿ ￿)￿ µ￿) ￿ (1.69)
dont l’amplitude (i.e. la valeur absolue) peut également s’écrire sous la forme :
|￿￿| =
￿￿￿￿￿￿0
￿−1
￿=0
∂￿￿ (φ(µ￿￿ ￿)￿ µ￿)
￿￿￿￿￿ = |￿0| exp
￿
￿−1
￿=0
ln |∂￿￿ (φ(µ￿￿ ￿)￿ µ￿)|
￿
￿ (1.70)
En utilisant une approximation d’Euler, la somme de l’équation (1.70) est remplacée par uneintégrale. Finalement l’expression de l’amplitude de ￿￿ est :
|￿￿| = |￿0| exp
￿1
￿
Θµ0 (µ￿)
￿
￿ (1.71)
où l’argument Θµ0 (µ￿) de l’exponentielle est :
Θµ0 (µ) =
￿ µ
µ0
ln ￿￿∂￿￿ ￿φ(µ￿￿ ￿)￿ µ￿￿￿￿￿µ￿￿ (1.72)
Si ∂￿￿ (φ(µ￿ ￿)￿ µ) s’annule (ceci arrive pour des valeurs du paramètre µ = µˆ proches du pointsuperstable qui correspond à ∂￿￿ (￿∗(µ)￿ µ) = 0) l’intégrande de l’intégrale (1.72) possède unesingularité. Dans ce cas, pour pouvoir conclure que l’intégrale est bien une approximation de lasomme, il est nécessaire de supposer que le terme ￿ ln ￿￿∂￿￿ ￿φ(µ￿￿ ￿)￿ µ￿￿￿￿ reste petit même lorsquela singularité est traversée. Dans le cas contraire, l’intégrale est une sous-estimation de la somme.Cette situation sera évoquée plus en détail dans l’annexe C (voir notamment la ﬁgure C.3). Pourle moment faisons l’hypothèse que µ0 > µˆ et donc que la variable |￿￿| est décrite par l’équation(1.71).
La fonction Θµ0 (µ￿) est tracée en ﬁgure 1.15(a) associée à la ﬁgure 1.15(b) sur laquelle esttracée la variable ￿￿ obtenue par la simulation du système (1.57) et de façon analytique parl’équation (1.71). On peut déjà noter que l’expression théorique permet de prédire la simulation.
Lorsque que µ = µ0 et ￿￿ = ￿0 la fonction Θµ0 (µ) passe du positif au négatif. Le paramètre ￿étant très inférieur à 1 (￿ = 0￿001 dans la ﬁgure 1.15) l’exponentielle de l’équation (1.71) passeabruptement d’une valeur très grande à une valeur proche de zéro. On observe donc sur laﬁgure 1.15(b) qu’à partir de la condition initiale, la variable ￿￿ tend rapidement vers zéro, c.à.dque l’orbite de ￿ rentre rapidement dans le voisinage de la courbe invariante. Ensuite, lorsque la
e. Il n’y a pas de désaccord entre les équations (1.50) et (1.67), puisque que φ(γ￿ ￿ = 0) = ￿∗(γ).
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fonction Θµ0 (µ) repasse du négatif au positif, l’inverse se produit et l’orbite de ￿ sort abruptementdu voisinage de la courbe invariante. Dans la ﬁgure 1.16 où ￿ = 0￿01, la décroissance puis lacroissance de ￿￿ est moins rapide. De plus, la comparaison avec la ﬁgure 1.15 montre que lavaleur de ￿ n’a que peu d’inﬂuence sur le proﬁl de Θµ0 (µ). Le point de bifurcation dynamique µ￿peut donc être déﬁni par Θµ0 (µ￿) = 0 [10], soit :￿ µ￿
µ0
ln ￿￿∂￿￿ ￿φ(µ￿￿ ￿)￿ µ￿￿￿￿￿µ￿ = 0￿ (1.73)
À noter que lorsque µ = µ￿, la variable ￿￿ retrouve une valeur identique à sa valeur initiale.L’équation (1.73) peut aussi être obtenue dans le cadre de l’analyse non standard [40] où elle estappelée relation "entrée-sortie".
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F￿￿￿￿￿ 1.15 – (a) Fonction Θµ0 (µ) pour µ0 = 2￿2. µ￿est le point de bifurcation dynamique déﬁni par (1.73).(b) Évolution de ￿￿ obtenue par simulation de (1.57)et théoriquement par (1.70). ￿ = 10−3 et ￿0 = 0￿1
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F￿￿￿￿￿ 1.16 – Représentation des mêmes variablesque dans la ﬁgure 1.15 mais obtenues avec ￿ =0￿01.
La fonction Θµ0 (µ￿) possède un minimum aux alentours de µ￿ = 3. En eﬀet :
￿
￿µ
Θµ0 (µ) = ￿￿µ
￿ µ
µ0
ln ￿￿∂￿￿ ￿φ(µ￿￿ ￿)￿ µ￿￿￿￿￿µ￿ (1.74)
= ln |∂￿￿ (φ(µ￿ ￿)￿ µ)| ￿ (1.75)
Comme ￿ ￿ 1, nous pouvons approximer la courbe invariante φ et la courbe de points ﬁxes ￿∗dans l’équation (1.75) :
ln |∂￿￿ (φ(µ￿ ￿)￿ µ)| ≈ ln |∂￿￿ (￿∗(µ)￿ µ)| = Θ˜µ0 (µ) ￿ (1.76)
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Comme par déﬁnition ∂￿￿ (￿∗(µ￿)￿ µ￿) = −1 (bifurcation à doublement de période), la fonctionΘ˜µ0 (µ) possède bien un minimum en µ = µ￿. La ﬁgure 1.17 qui montre un exemple de comparaisonentre les fonctions Θµ0 (µ) et Θ˜µ0 (µ) permet de se faire une idée sur l’erreur engendrée parl’approximation (1.76). Même si nous pouvons observer une diﬀérence d’amplitude entre les fonctionsΘµ0 (µ) et Θ˜µ0 (µ), la position du minimum apparaît très peu sensible au fait de confondre les fonctions
φ et ￿∗ dans l’expression de Θµ0 (µ).
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F￿￿￿￿￿ 1.17 – Comparaison entre la fonction Θµ0 (µ) (ligne verte : ￿ = 10−3 et ligne rouge : ￿ = 10−2) et lafonction Θ˜µ0 (µ). µ0 = 2￿2.
Sans aller plus loin dans la démonstration, on observe sur la ﬁgure 1.17 qu’avant son minimum(pris égal à µ￿) la fonction Θµ0 (µ) est décroissante puis croissante après. En d’autres termes, selonl’équation (1.71), l’orbite de ￿ commence à s’écarter de la courbe invariante à partir du seuil statique
µ￿. Ainsi, comme nous l’avons déjà évoqué à la section 1.4.1 le point de bifurcation dynamiquene correspond pas un changement qualitatif de la solution du système. Ce changement apparaitapproximativement en µ = µ￿ comme pour le cas statique. Cependant, au niveau du point debifurcation statique, l’écart entre la courbe invariante et l’orbite de ￿ est exponentiellement petitou "microscopique". Le point de bifurcation dynamique µ￿, donné par l’équation (1.73), correspond àla valeur du paramètre µ pour laquelle l’écart à la courbe invariante atteint une valeur appréciableou "macroscopique". Il y a dans la déﬁnition de µ￿ un caractère arbitraire (contrairement à celle dupoint de bifurcation statique µ￿) puisqu’il faut se ﬁxer un seuil en amplitude de ￿ marquant laséparation entre les amplitudes "microscopiques" et "macroscopiques" ; ici le seuil est atteint quandla variable ￿ retrouve sa valeur initiale ￿0. Cependant, comme l’orbite de ￿ sort abruptement duvoisinage de la courbe invariante (voir ﬁgures 1.15(b) et 1.16(b)) une modiﬁcation du critère n’auraque peu d’importance sur la valeur du point de bifurcation dynamique.
Désaccords entre théorie déterministe et expériences/simulations numériques. Deux des pro-priétés du retard à la bifurcation, déﬁni comme la diﬀérence entre le seuil statique µ￿ et leseuil dynamique µ￿ décrit par l’équation (1.73), sont les suivantes : le retard à la bifurcation estindépendant de la pente ￿ du paramètre de contrôle µ à condition que ￿ soit suffisamment petit.De plus, il dépend fortement de la valeur initiale µ0 du paramètre de contrôle.Ces propriétés peuvent être retrouvées sur des simulations numériques, dans [10, 42] pour lasuite logistique et dans [19] pour le modèle de clarinette, reporté au chapitre 2. Cependant, cesrésultats sont en désaccord avec les études numériques de Kapral et Mandel [55] et expérimentales
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de Morris et Moss [70] ou Manella et al. [67], qui montrent qu’au contraire le retard à la bifurcationdépend fortement de la pente ￿ et est indépendant de la valeur initiale du paramètre de contrôle.Ce désaccord s’explique par le fait que, lorsque l’on se rapproche du point de bifurcation statique,les valeurs de ￿￿ deviennent extrêmement petites. Par exemple, pour la suite logistique lorsque
µ0 = 2￿2 et ￿ = 0￿001, on a alors ￿￿ (µ￿ = 3) ≈ 10−210, ce qui est bien en dessous de laprécision usuelle d’un ordinateur (typiquement la précision des ordinateurs modernes utilisantdes processeurs 64 bits est de 16 chiﬀres signiﬁcatifs) et plus encore du niveau de bruit présentdans une expérience réelle. Dans certains cas, la présence d’un bruit, même numérique de trèsfaible amplitude, a donc pour conséquence d’empêcher l’orbite de rentrer dans un voisinage de lacourbe invariante aussi petit que ne le prédit l’équation (1.71). La valeur du paramètre de contrôleà atteindre pour sortir de ce voisinage est donc plus faible et le retard à la bifurcation est parconséquent diminué part rapport à celui prédit par la formule (1.73).
1.4.4.2 Prise en compte du bruit
En utilisant le module mpmath de P￿￿￿￿￿ permettant des calculs numériques en précisionarbitraire, les ﬁgures 1.15 et 1.16 ont été obtenues avec une précision de calcul nécessaire (i.e.300 chiﬀres signiﬁcatifs) pour que le point de bifurcation dynamique µ￿ puisse être prédit parl’équation (1.73). En réduisant la précision de calcul, le retard à la bifurcation diminue, comme lemontre la ﬁgure 1.18 où le système (1.57) est simulé avec trois précisions diﬀérentes : 15, 45 et300 chiﬀres signiﬁcatifs.
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F￿￿￿￿￿ 1.18 – ￿￿ obtenu par simulation du système (1.57) pour diﬀérentes précisions de calculs : 15 (• • •),45 (• • •) et 300 (• • •). ￿ = 0￿001, ￿0 = 0￿6 et µ￿ est le point de bifurcation dynamique déterminé parl’équation (1.73).
Aﬁn de prendre en compte les erreurs d’arrondi dues à la précision ﬁnie des ordinateurs oubien le bruit présent dans une expérience réelle, une façon de procéder est d’ajouter au systèmeun bruit blanc additif. Dans ce domaine on peut citer Benoît [15] et plus récemment Berglund etGentz [23, 24], traitant de systèmes à temps continu. En ce qui concerne les systèmes à tempsdiscret, Baesens [9, 10] fournit une méthode générale qui sera applicable au modèle de clarinette.Le principe est de remplacer le système déterministe (1.57) par le système stochastique suivant :
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￿
￿￿+1 = ￿ (￿￿￿ µ￿) + ξ￿ (1.77a)
µ￿+1 = µ￿ + ￿￿ (1.77b)
La variable aléatoire ξ￿ est à moyenne nulle (i.e. E [ξ￿] = 0, E est l’espérance mathématique déﬁniepar exemple dans [79]) et dont l’amplitude est déﬁnie par :
E [ξ￿ξ￿] = σ 2δ￿￿￿ (1.78)
où δ￿￿ est le symbole de Kronecker. Dans le cas d’un bruit numérique dû aux erreurs d’arrondi,Baesens [9, 10] fait l’hypothèse que le niveau de bruit σ et la précision de calcul ￿￿ sont reliés parla relation suivante :
σ ≈ 10−￿￿ ￿ (1.79)
Cette hypothèse sera vériﬁée au paragraphe 3.2.3 dans le cas du modèle de clarinette. L’étudedu système (1.77) nécessite plusieurs étapes de calcul qui ne sont pas détaillées ici. Un étudecomplète est présentée au chapitre 3. Sans perte de généralité, cette étude est appliquée aumodèle de clarinette. Nous rappelons tout de même les principales étapes et conclusions de l’étude.
Comme précédemment, la première étape consiste à linéariser le système autour de la courbeinvariante φ(µ￿ ￿) du système déterministe. Ensuite la valeur moyenne E ￿￿2￿￿ de l’écart à la courbeinvariante élevé au carré est calculée. E ￿￿2￿￿ prend alors la forme suivante :
E
￿
￿2￿
￿ = A￿ + B￿￿ (1.80)
Sans en donner les expressions, les termes A￿ et B￿ correspondent respectivement au casdéterministe, étudié précédemment, et à la contribution due au bruit. Selon les valeurs desparamètres ￿ et σ et des conditions initiales µ0 et ￿0, Baesens distingue trois comportementsdiﬀérents (sont indiqués en italique les noms anglais donnés par Baesens [9, 10] à ces troisrégimes) :
• A￿ ￿ B￿, "Deterministic regime"Le bruit peut être ignoré car il n’inﬂue pas sur le retard à la bifurcation. Le point de bifurcationpeut encore être déterminé par l’équation (1.73). Les caractéristiques du retard restent alors :
(i) Le retard à la bifurcation est indépendant de la pente ￿ du paramètre de contrôle µ àcondition que ￿ soit suﬃsamment petit ;(ii) Le retard à la bifurcation dépend fortement de la valeur initiale µ0 du paramètre de contrôle.
• A￿ ￿ B￿ et σ ￿ √￿ , "Sweep-dominant regime"Dans ce cas, on peut montrer que le point de bifurcation dynamique, noté µˆ￿, peut être préditanalytiquement par l’expression suivante :
µˆ￿ = µ￿ +
￿
−2￿K ln
￿￿π
K
￿1/4 σ
￿5/4
￿
￿ (1.81)
où,
K = −∂µ (∂￿￿ (￿∗(µ)￿ µ))µ=µ￿ ￿ (1.82)
Le retard à la bifurcation, ainsi déﬁni par µˆ￿ − µ￿, a les propriétés suivantes, "inversées" par
rapport à celles du cas déterministe :
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(i) Le retard à la bifurcation dépend de la pente ￿ du paramètre de contrôle µ ;
(ii) Le retard à la bifurcation est indépendant de la valeur initiale µ0.
La ﬁgure 1.19 montre un nouvel exemple de simulation du système (1.57) où nous nous plaçonsdélibérément dans un cas de "Sweep-dominant regime". Deux valeurs du paramètre ￿ sontchoisies : ￿ = 3 · 10−4 (ﬁgure 1.19(a)) et ￿ = 10−3 (ﬁgure 1.19(b)) avec à chaque fois deuxprécisions de calcul ￿￿ = 15 et ￿￿ = 45, correspondant donc à σ = 10−15 et σ = 10−45. Parmiles approximations faites pour obtenir l’expression (1.81), il y a l’hypothèse d’un faible retard enprésence de bruit. Le système est donc linéarisé autour du point de bifurcation statique µ￿, ceciexplique la sous estimation du point de bifurcation dynamique lorsqu’il s’écarte trop de µ￿.
• σ &
√
￿ , "Noise-dominant regime"Le fort niveau de bruit délocalise complètement l’orbite par rapport à la courbe invariante qui,même en moyenne, s’en écarte sensiblement avant même que le point de bifurcation statique nesoit atteint. De ce fait, l’approximation linéaire n’est plus valide et le système nécessite d’êtretraité diﬀéremment. Ce régime n’est pas étudié dans ce mémoire.
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(b) ￿ = 10−3 .
F￿￿￿￿￿ 1.19 – ￿￿ obtenu par simulation du système (1.57) pour diﬀérentes précisions de calculs : 15 (•••) et45 (• • •). ￿0 = 0￿6 et µˆ￿ est le point de bifurcation dynamique déterminé par l’équation (1.81).(a) ￿ = 3 · 10−4et (b) ￿ = 10−3.
Deuxième partie
Étude analytique d’un modèle de
clarinette dont l’un des paramètres de
contrôle varie dans le temps
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2.1 Avant-propos
E
￿ se plaçant dans le cadre de la théorie de la bifurcation dynamique, ce chapitre présente uneétude permettant d’étudier l’inﬂuence d’une variation linéaire de la pression dans la bouchesur le seuil d’oscillation du modèle de clarinette dit "de Raman" (cf. section 1.2.4). En particuliernous utiliserons la méthode générale proposée par Baesens [10] pour trouver l’expression de lacourbe invariante (cf. section 1.4.3) du système et prédire le point de bifurcation dynamique dumodèle (cf section 1.4.4), appelé seuil dynamique d’oscillation. Ce chapitre se limite à la prédictionthéorique du seuil dynamique d’oscillation dans un cas déterministe (cf. paragraphe 1.4.4.1), c-à-d
en l’absence de bruit (cf. section 1.4.4.1).
Le section 2.2 est la reproduction d’un article publié dans Nonlinear Dynamics en juillet2013 [19] et qui s’intitule : "Prediction of the dynamic oscillation threshold in a clarinet model with
a linearly increasing blowing pressure". Cet article a été écrit en collaboration avec André Almeida,Christophe Vergez et Bruno Gazengel. Après un rappel du modèle au paragraphe 2.2.2 (aussiprésenté de façon plus détaillée dans le chapitre 1), le paragraphe 2.2.3 expose l’étude dynamiquethéorique du modèle (i.e. où la pression dans la bouche γ varie linéairement et lentement dans letemps) en se limitant à un cas déterministe et sans pertes (λ = 1). Le paragraphe 2.2.3.1 situe leproblème en abordant la notion de retard à la bifurcation, nouvelle dans le domaine de l’acoustiquemusicale. La courbe invariante φ(γ￿ ￿) du système est déﬁnie au paragraphe 2.2.3.2, le détail descalculs pour obtenir l’expression de φ(γ￿ ￿) est reporté en annexe de l’article (cf. paragraphe 2.2.6.2).Toujours au paragraphe 2.2.3.2, nous détaillons la méthode pour connaitre l’expression du seuil
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dynamique d’oscillation noté γ￿￿￿￿ . La comparaison entre la prédiction théorique du seuil dynamiqueet un seuil γ￿￿￿￿￿ estimé grâce à des simulations numériques du modèle montre un bon accord. Deplus, comme énoncé au paragraphe 1.4.4.1, les propriétés du seuil dynamique (i.e. du retard à labifurcation), dans un système où le bruit est négligeable, sont les suivantes : il est indépendantde la pente du paramètre de contrôle à condition qu’elle soit suﬃsamment faible. Le retard à labifurcation dépend également fortement de la valeur initiale du paramètre de contrôle. Enﬁn, leparagraphe 2.2.4 montre la limite de la prédiction théorique du seuil dynamique, restreinte à un casdéterministe. En eﬀet, les simulations numériques eﬀectuées avec des précisions de calcul mêmesupérieures à la précision usuelle d’un ordinateur (≈ 16 chiﬀres signiﬁcatifs) ne permettent pasde retrouver le résultat théorique. Il faut utiliser des précisions gigantesques - de la centaine au
millier de chiﬀres signiﬁcatifs en fonction de la valeur de la vitesse de variation de la pression dans
la bouche - pour que les seuils γ￿￿￿￿ et γ
￿￿￿
￿￿ coïncident. Dans le cas contraire le seuil dynamique
γ￿￿￿￿￿ est d’autant plus grand que la précision est importante mais toujours inférieur à la prédiction
théorique γ￿￿￿￿ . De plus il est dépendant de la pente de la pression dans la bouche : plus la pente
est élevée, plus le retard à la bifurcation est important. Au moment de l’écriture de l’article nousn’avions pas les connaissances suﬃsantes pour traiter analytiquement ce phénomène et proposerune estimation théorique du seuil dynamique prenant en compte la précision de calcul. Ceci estfait dans [20], reporté au chapitre 3 de ce mémoire.
2.2 Article paru dans Nonlinear Dynamics :
B. Bergeot, A. Almeida, C. Vergez et B. Gazengel. "Prediction of the dynamic oscillation
threshold in a clarinet model with a linearly increasing blowing pressure"
Début de l’article
2.2.1 Introduction
One of the interests of mathematical models of musical instruments is to be able to predictcertain characteristics of the produced sound given the gesture performed by the musician. In thecase of a clarinet for instance, the amplitude, frequency or spectral content (the sound parameters)can be to a certain extent, determined as a function of the blowing pressure and lip force applied tothe reed (the control parameters). A basic model, such as the one introduced by Wilson and Beavers[90], allows to compute the amplitude of the oscillating resonator pressure from the knowledgeof these two control parameters, giving results that follow the major tendencies observed inexperiments. Several degrees of reﬁnement can be added to this model, usually aiming at realisticsound and mechanical behavior. Well known simpliﬁcations of this model allow to study analyticallythe behavior of the clarinet. Simpliﬁed models, of course, are unable to describe or predict withreﬁnement the exact harmonic content of the sound, or the inﬂuences of such important details asthe reed geometry and composition or the vocal tract of the player. However, they can provide anunderstanding of the factors essential for the production of sound.
The highest degree of simpliﬁcation of the model (introduced in Section 2.2.2) considers astraight, lossless (or losses independent of frequency) resonator and the reed as an ideal spring[64, 58, 26]. With these assumptions, the system can be simply described by an iterated map [69].Iterated maps often describe a succession of diﬀerent regimes with variable periodicity. By analyzingthe asymptotic values of these regimes it is possible to estimate : thresholds of oscillation, extinction,beating regimes, etc. [29], amplitudes and stability of the steady state regime [74] and phenomenaof period doubling [59, 86].
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These characteristics arise from the so-called static bifurcation theory assuming that control
parameters are constant. For example, these studies allow to ﬁnd a static oscillation threshold γ￿￿[29] such that a constant regime is stable if the blowing pressure is below γ￿￿ and a periodic regimeis stable if it is above γ￿￿ . More precisely, the oscillation emerges through a ﬂip bifurcation [61].This behavior is static, obtained by choosing a constant blowing pressure, letting the system reachits ﬁnal state, and repeating the procedure for other constant blowing pressures. Therefore, moststudies using iterated map approach are restricted to a steady state analysis of the oscillation,even if transients are studied. They focus on the asymptotic amplitude regardless of the history ofthe system.
During a note attack transient the musician varies the pressure in her/his mouth before reachinga quasi-constant value. During this transient the blowing pressure cannot be regarded as constant.
In a mathematical point of view increasing the control parameter (here the blowing pressure) makesthe system non-autonomous and results from static bifurcation theory are not suﬃcient to describe
its evolution. Indeed, it is known that, when the control parameter varies, the bifurcation point –i.e. the value of the blowing pressure where the system begins to oscillate – can be considerablydelayed [55, 10, 43]. Indeed, the bifurcation point is shifted from γ￿￿ to a larger value γ￿￿ called
dynamic oscillation threshold. This phenomenon called bifurcation delay is not predicted by the
static theory. Therefore, when the control parameter varies, results from the so-called dynamic
bifurcation theory are required to properly analyze the system.
The purpose of this paper is to use results from dynamic bifurcation theory to describe
analytically a simpliﬁed clarinet model taking into account a blowing pressure that varies linearly
with time. In particular we propose a theoretical estimation of the dynamic oscillation threshold.
Section 2.2.2 introduces the simpliﬁed mathematical model of a clarinet and the iterated map
method used to estimate the existence of the oscillations inside the bore of the clarinet. Some
results related to the steady state are presented in this section. Section 2.2.3 is devoted to the
study of the dynamic system that takes into account a linearly increasing blowing pressure.
The phenomenon of bifurcation delay is demonstrated using numerical simulations. A theoretical
estimation of the dynamic oscillation threshold is also presented and compared with numerical
simulations. In Section 2.2.4 the limits of this approach are discussed. It is shown, when the modelis simulated, that the precision (the number of decimal digits used by the computer) has a dramaticinﬂuence on the bifurcation delay. The inﬂuence of the speed at which the blowing pressure isswept is also discussed.
2.2.2 State of the art
2.2.2.1 Elementary model
The model of the clarinet system used in this article follows an extreme simpliﬁcation of theinstrument, which can be found in other theoretical works [64, 26].
This basic model separates the instrument into two functional elements. One of these is thebore, or resonator, a linear element where the pressure waves propagate without losses. The otheris the reed-mouthpiece system, which is considered as a valve controlled by the pressure diﬀerencebetween the mouth and the mouthpiece. It is often called the generator and is the only nonlinearpart of the instrument. A table of notation is provided in 2.2.6.1.
The reed-mouthpiece system. The reed-mouthpiece system is depicted in Fig. 2.1. The reed is
assumed to behave as an ideal spring characterized by its static stiﬀness per unit area K￿. So, itsresponse ￿ to the pressure diﬀerence ∆P = P￿ − P is linear and is given by :
46 Chapitre 2. Seuil dynamique d’oscillation : Cas déterministe
￿(￿)
−H
0 U (￿) U￿ (￿) U￿￿(￿)
P(￿)
Mouthpiece
Reed
Lip
Mouth
P￿
Reed channel
F￿￿￿￿￿ 2.1 – Schematic diagram of a single-reed mouthpiece. Presentation of variables, control parametersand choice of axis orientation. U is the ﬂow created by the pressure imbalance P￿ − P between the mouthand the bore, U￿ is the ﬂow created by the motion of the reed, U￿￿ is the ﬂow entering the instrument, ￿represents the position of the tip of the reed and H is the opening of the reed channel at rest.
￿ = −∆P
K￿
￿ (2.1)
From (4.1) we can deﬁne the static closing pressure PM which corresponds to the lowestpressure that completely closes the reed channel (￿ = −H) :
PM = K￿H￿ (2.2)
The reed model also considers that the ﬂow created by the motion of the reed U￿ is equal tozero, so that the only ﬂow entering the instrument is created by the pressure imbalance betweenthe mouth and the bore :
U￿￿ = U￿ (2.3)
The non-linearity of the reed-mouthpiece system is introduced by the Bernoulli equation which
relates the ﬂow U to the acoustic pressure P [52, 51]. This relation is the nonlinear characteristicsof the exciter, given by :
U =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
UA
￿1− ∆PPM
￿￿
|∆P|
PM sgn(∆P)if ∆P < PM ; (2.4a)0 if ∆P > PM ￿ (2.4b)
The ﬂow UA is calculated using the Bernoulli theorem :
UA = S
￿2PM
ρ
￿ (2.5)
where S is the opening cross section of the reed channel at rest and ρ the density of the air.
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Introducing the dimensionless variables and control parameters [26] :
∆￿ = ∆P/PM
￿ = P/PM
￿ = Z￿ U/PM
γ = P￿/PM
ζ = Z￿ UA/PM ￿
(2.6)
Z￿ = ρ￿/S￿￿￿ is the characteristic impedance of the cylindrical resonator of cross-section S￿￿￿ (￿ is
the sound velocity). Equation (4.3) becomes :
F (￿) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ζ (1− γ + ￿)￿|γ − ￿| sgn(γ − ￿)if γ − ￿ < 1 ; (2.7a)0 if γ − ￿ > 1￿ (2.7b)
The parameters γ and ζ are the control parameters of the system. An example of the function
F is shown in Fig. 2.2(a).
The resonator. Assuming that only plane waves exist in the resonator and propagate linearly,the resonator can be characterized by its reﬂection function ￿(￿). The general expression relating
￿(￿) to ￿(￿) through ￿(￿) is :
￿(￿)− ￿(￿) = [￿ ∗ (￿+ ￿)](￿)￿ (2.8)
The resonator is modeled as a straight cylinder. Reﬂections at the open end of the resonatorare considered perfect (no radiation losses) and viscous and thermal losses are ignored. In thiscase the reﬂection function becomes a simple delay with sign inversion :
￿(￿) = −δ(￿ − τ)￿ (2.9)
where δ is the Dirac generalized function and τ = 2￿/￿ is the round trip time of the sound wavewith velocity ￿ along the resonator of length ￿.
With the reﬂection function (2.9), equation (2.8) becomes :
￿(￿)− ￿(￿) = − [￿(￿ − τ) + ￿(￿ − τ)] ￿ (2.10)
Assuming that the blowing pressure γ skips instantaneously from 0 to a ﬁnite value and remainsconstant, ￿ and ￿ remain constant during the ﬁrst half-period and hence during each forthcoming
half-period. Therefore, ￿ and ￿ are square waves.
Using a discrete time formulation (the discretization is done at regular intervals τ) and noting
￿(￿τ) = ￿￿ and ￿(￿τ) = ￿￿, we obtain the following diﬀerence equation :
￿￿ − ￿￿ = − (￿￿−1 + ￿￿−1) ￿ (2.11)
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F￿￿￿￿￿ 2.2 – Nonlinear characteristics in ￿ = F (￿) representation (a) and ￿+ = G(−￿-) representation (b)for γ = 0￿42 and ζ = 0￿6.
2.2.2.2 Iterated map : outgoing and incoming wave representation
In linear acoustics any planar wave can be expanded into an outgoing wave ￿+ and an incomingwave ￿−. Using the dimensionless variables deﬁned in equation (4.5), the acoustic pressure ￿ andﬂow ￿ are given by :
￿ = ￿+ + ￿− ; ￿ = ￿+ − ￿−￿ (2.12)
Replacing in equation (2.11),
￿+ = 12(￿+ ￿) ; ￿− = 12(￿− ￿)￿ (2.13)
By combining equations (4.6) and (2.12) a nonlinear relation G between ￿+ and ￿− can beobtained :
￿+ = G ￿−￿−￿ ￿ (2.14)
An explicit expression of the function G was determined, for ζ < 1, by Taillard et al. [86]. Fig.2.2(b) shows an example of the function G . Using equations (2.12), the relation (2.11) becomes :
￿−￿ = −￿+￿−1￿ (2.15)
Finally, equations (2.14) and (2.15) deﬁne the iterated map [64, 69] :
￿+￿ = G ￿−￿−￿ ￿ = G ￿￿+￿−1￿ ￿ (2.16)
In the following, the variable ￿+ will be used preferentially. The variable ￿ can easily becalculated using equations (2.15) and (2.12).
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2.2.2.3 Results from static bifurcation theory
The diﬀerence equation (2.16) can be analyzed using the static bifurcation theory, whichassumes that the control parameters are constant. This will be hereafter referred to as the static
case. The parameter γ will be speciﬁcally introduced as a subscript in the deﬁnition of the nonlinearcharacteristics (2.16), stressing that this will be the parameter of interest in the current study (ζwill always consider to be constant) :
￿+￿ = Gγ ￿￿+￿−1￿ ￿ (2.17)
Some of the predictions of the static bifurcation theory that are important to this work arerecalled in the following sections while applying them to the map of equation (4.9) [58, 26, 86].
Expression of the static regime and static oscillation threshold. For all values of the controlparameter γ below a particular value of the parameter γ called static oscillation threshold andnoted γ￿￿ the series ￿+￿ converges to a single value (the static regime), also referred to as the ﬁxedpoint of Gγ . It can be found by solving the following equation :
￿+∗ = Gγ ￿￿+∗￿ ￿ (2.18)
After solving the equation we obtain :
￿+∗(γ) = ζ2 (1− γ)√γ￿ (2.19)
When the static regime is reached ￿+￿ = ￿+￿−1 = −￿−￿ . Therefore, for the variable ￿ = ￿+ + ￿−,the static regime is equal to zero.
The static regime exists for all values of the parameter γ but it is stable when γ < γ￿￿ andunstable when γ > γ￿￿ . The condition of stability of the static regime [58] allowing to obtain thevalue of the static oscillation threshold is :
￿￿G￿γ ￿￿+∗￿￿￿ < 1￿ (2.20)
where G￿γ is the ﬁrst derivative of the function Gγ . The value of the static oscillation threshold isﬁnally :
γ￿￿ = 13 ￿ (2.21)
Beyond the oscillation threshold, other bifurcations occur, the 2-valued oscillating regime
becoming unstable and giving rise to a 4-valued oscillating state. This cascade is the classical
scenario of successive period doublings, leading eventually to chaos [35, 86]. The values of theparameter γ for which appear the diﬀerent 2n-valued oscillating regimes depend on the value of
the parameter ζ : the smaller is ζ , the earlier the 2n-valued oscillating regimes appear. When
γ = 1/2, whatever the value of ζ , a 2-valued oscillating regime reappears, the beating-reed regime
. This is a particularity of model of the clarinet, it is due to the fact that when γ − ￿ > 1 (equation(4.6b)) the reed presses against the mouthpiece lay. It can be shown [26] that in this permanentregime ￿ = ±γ (c.f. Fig. 2.3).
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F￿￿￿￿￿ 2.3 – Graphical representation of the static bifurcation diagrams for ζ = 0￿5. Diagrams based onvariables (a) |￿|, (b) ￿ and (c) ￿+. The dashed line represents the curve of the static regime, correspondingto the ﬁxed point ￿+∗(γ) of the function Gγ when the diagram is base on variable ￿+.
Static bifurcation diagrams. Common representations of the static bifurcation diagram for clari-
nets usually show the steady state of the pressure inside the mouthpiece ￿ or that of its amplitude
(corresponding in the lossless model to the absolute value of ￿) with respect to the control para-
meter γ [29]. In this paper, calculations are based on ￿+, so that most bifurcation diagrams willrepresent the steady state of the outgoing wave [86].
Fig. 2.3 shows an example of these three representations of the static bifurcation diagramfor ζ = 0￿5. Fig. 2.3 represents only the two ﬁrst branches of the diagrams. The ﬁrst branchcorresponds to the ﬁxed points of the function Gγ and the second branch represents the ﬁxedpoints of the function (Gγ ◦ Gγ ). On Fig. 2.3(b) and Fig. 2.3(c) the dashed line represents the curveof the static regime. For the variable ￿, the static regime is equal to zero and for the variable ￿+ itis a function of the parameter γ , noted ￿+∗(γ). Oscillating regimes with higher periodicities whichmay appear between γ = 1/3 and γ = 1/2 are not represented.
2.2.3 Time-varying blowing pressure
2.2.3.1 Problem statement
Deﬁnitions. Before presenting the problem, some deﬁnitions are introduced in order to avoidambiguity in the vocabulary used hereafter. In the remainder of this paper, all simulations andcalculations will be performed considering that the parameter ζ is a constant and equal to 0.5.The deﬁnitions presented below, used commonly in works dealing with bifurcation theory, canpresent some conﬂicts with that of musical acoustics. The terms that will be used in the remaining
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discussions are clariﬁed in the following paragraphs :
Static case. The control parameter γ is constant and the system is described by :
￿+￿ = Gγ ￿￿+￿−1￿ ￿ (2.22)
The steady state of the series ￿+￿ depends on the value of the control parameter γ . If γ issmaller than γ￿￿ , the series tends to a static regime. To avoid confusion, the static regime will nowbe called non-oscillating static regime. If γ is larger than γ￿￿ the steady state of ￿+￿ is an oscillatingregime. This regime is called oscillating static regime. This behavior is still static, obtained bychoosing a value of γ , letting the system reach its steady state, and repeating the procedure foreach value of γ . Note that, even if the system tends to a steady state, the initial condition ￿+0 ofteninduces a transient regime.
Dynamic case. As pointed in the introduction, in a musical context, the blowing pressurecannot always be considered constant. The dynamic case take this into account considering thatthe control parameter γ is variable and now written as γ￿. When γ is a linear function of time, thesystem is described by the following diﬀerence equations :
￿
￿+￿ = G ￿￿+￿−1￿ γ￿￿ (2.23a)
γ￿ = γ￿−1 + ￿￿ (2.23b)
Since γ is changed only at each multiple of τ , the solution of equation (2.23) is still a squaresignal, i.e. two-state oscillating regime.
Remarque. Nous attirons votre attention sur le fait que l’équation (2.23a) est de la forme (enreprenant la notation du chapitre 1) ￿￿+1 = ￿ (￿￿￿ µ￿+1) et non ￿￿+1 = ￿ (￿￿￿ µ￿) comme indiqué dansl’équation (1.56a) de l’état de l’art. Ainsi, la valeur de ￿+ à l’instant ￿ dépend ce celle de γ au mêmeinstant et non à l’instant précédent. Ceci à pour conséquence quelques diﬀérences entre les résultatsque suivent dans l’article et ceux rencontrés dans la littérature et rappelés au paragraphe 1.4.
A slowly varying parameter implies that ￿ is arbitrarily small (￿ ￿ 1). The hypothesis of anarbitrarily small ￿ could be questioned in the context of the playing of a musical instrument.However, this hypothesis is required in order to use the framework of dynamic bifurcation theory(see forthcoming sections).
An example of a numerical simulation performed on the system (2.23) is shown in Fig. 2.4 for
ζ = 0￿5, ￿ = 10−3 and an initial condition γ0 = 0￿2. The initial value of the outgoing wave is
￿+0 = G(−￿−0 = 0￿ γ0). Indeed, for ￿ = 0 the incoming wave ￿− is clearly zero, otherwise soundwould have traveled back and forth with an inﬁnite velocity.
The series ￿+￿ ﬁrst shows a short oscillating transient, which will be called transient oscillating
dynamic regime. This oscillation decays into a non-oscillating dynamic regime. Beyond a certainthreshold, a new oscillation grows, giving rise to the ﬁnal oscillating dynamic regime.
This paper will focus on the transition (i.e. the bifurcation) from the non-oscillating dynamic
regime to the ﬁnal oscillating dynamic regime. The value of the parameter γ for which the bifurcationoccurs is called dynamic oscillation threshold, noted γ￿￿ .
52 Chapitre 2. Seuil dynamique d’oscillation : Cas déterministe
0 100 200 300 400 500 600 700 800
−0￿4
−0￿2
0
0￿2
0￿4
0￿6
0￿8
1
￿
￿
+ ￿
￿+￿
γ￿
(a)
Non-oscillating dynamic regime
Transient oscillating
dynamic regime
Final oscillating
dynamic regime
0 50 100 150 200 250 3000.04
0.06
0.08
0.1
0.12
0.14
￿
￿
+ ￿
(b)
F￿￿￿￿￿ 2.4 – Numerical simulation performed on the system (2.23). (a) complete orbit of the series and (b)zoom near the non-oscillation dynamic regime. ζ = 0￿5, ￿ = 10−3, γ0 = 0￿2 and ￿+0 = G(0￿ γ0).
Bifurcation delay. Bifurcation delay occurs in nonlinear-systems with time varying control
parameters. Fruchard and Schäfke [43] published an overview of the problem of bifurcation delay.
In ﬁg. 2.5, the system (2.23) was simulated numerically, showing the time evolution of the series
￿+￿ and of the control parameter γ￿ (cf. Fig. 2.5(a)). To better understand the consequence of a
time-varying parameter, the orbit of the series ￿+￿ is plotted as a function of the parameter γ￿ – inthis case the evolution of the system can be interpreted as a dynamic bifurcation diagram. This iscompared to the static bifurcation diagram in Fig. 2.5(b). We can observe that the static and thedynamic bifurcation diagrams coincide far from the static oscillation threshold γ￿￿ . However, in thedynamic case, we can see that the orbit continues to follow closely the branch of the ﬁxed point offunction G throughout a remarkable extent of its unstable range, i.e. after γ￿￿ : the bifurcation pointis shifted from the static oscillation threshold γ￿￿ to the dynamic oscillation threshold γ￿￿ . The term
bifurcation delay is used to state the fact that the static oscillation threshold γ￿￿ is smaller thanthe dynamic oscillation threshold γ￿￿ .
Non-standard analysis has been used in the past to study the phenomenon of bifurcation
delay [41, 42], explaing that one of the causes of the bifurcation delay is the exponential proximitybetween the orbit of the series ￿+￿ and the curve of the the ﬁxed point of G. Other studies ofbifurcation delay using standard mathematical tools – mathematics [10, 11] or physics publications[55, 87] – explain bifurcation delay as an accumulation of stability during the range of γ for whichthe ﬁxed point of G is stable (i.e. 0 < γ￿ < γ￿￿ ). The dynamic oscillation threshold therefore appearsas the value of the parameter γ at which the stability previously accumulated is compensated.
In musical acoustics literature some papers present results showing the phenomenon ofbifurcation delay without never making a connection to the concept of dynamic bifurcation. Forexample this phenomenon is observed in simulations of clarinet-like systems using a slightly more
sophisticated clarinet model (Raman’s model) [7]. Raman’s model takes losses into account althoughthey are assumed to be independent of frequency (see [29] for further explanation). Bifurcationdelay can also explain the diﬃculty in estimating the static oscillation threshold by using a slowlyvariable blowing pressure [38]. In a preliminary work [22], bifurcation delays were experimentallyobserved in a clarinet-like instrument.
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F￿￿￿￿￿ 2.5 – (a) Time evolution of the series ￿+￿ and of the control parameter γ￿.(b) Comparison between theseries ￿+￿ and the static bifurcation diagram as a function of γ￿. ζ = 0￿5, ￿ = 10−4, γ0 = 0 and ￿+0 = G(0￿ γ0).
2.2.3.2 Analytical study of the dynamic case
This section presents an analytical description of a clarinet-like system in a dynamic case.
The notion of invariant curve (φ(γ￿ ￿)), invariant under the mapping (2.23), will be needed for thisstudy. The study of the stability of the invariant curve allows to deﬁne an analytical estimation ofthe dynamic oscillation threshold. A generic method to calculate the invariant curve is given byBaesens [10] a, based on a perturbation method [13].
Invariant curve. The invariant curve φ(γ￿ ￿) is invariant under the mapping (2.23), satisfying thefollowing equation :
φ(γ￿ ￿) = G (φ(γ − ￿￿ ￿)￿ γ) ￿ (2.24)
This curve plays a similar role for the dynamic system as ﬁxed points for the static system,attracting or repelling the orbits. It is independent of the initial condition.
First of all, the invariant curve is expanded into a power series of ￿ , here truncated to the ﬁrstorder :
φ(γ￿ ￿) ≈ φ0(γ) + ￿φ1(γ)￿ (2.25)
Fig. 2.5 shows that, during the dynamic phase, the orbit of the series ￿+￿ closely follows thecurve of the ﬁxed points of G. This allows to linearize function G around the curve of the ﬁxedpoints ￿+∗(γ) :
G(￿￿ γ) ≈ G ￿￿+∗(γ)￿ γ￿+ ￿￿ − ￿+∗(γ)￿ ∂￿G ￿￿+∗(γ)￿ γ￿ ￿ (2.26)
using the notation
∂￿G (￿￿ ￿) = ∂G(￿￿ ￿)
∂￿
￿ (2.27)
a. In [10], the invariant curve is called adiabatic invariant manifold.
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and knowing that G (￿+∗(γ)￿ γ) = ￿+∗(γ) (cf. equation (4.10)). Finally, using a Taylor expansion of
φ(γ − ￿￿ ￿) equation (3.9) is successively solved for the functions φ0(γ) and φ1(γ), yielding :
φ(γ￿ ￿) ≈ ￿+∗(γ) + ￿ ￿￿+∗(γ)
￿γ
∂￿G (￿+∗(γ)￿ γ)
∂￿G (￿+∗(γ)￿ γ)− 1 ￿ (2.28)
Using the explicit expressions of ￿+∗ and ￿￿+∗/￿γ we have :
φ(γ￿ ￿) ≈ ζ2 (1− γ)√γ − ￿ ζ (3 γ − 1)4√γ ∂￿G (￿
+∗(γ)￿ γ)
∂￿G (￿+∗(γ)￿ γ)− 1 ￿ (2.29)
More details about the calculation of the invariant curve are given in Appendix 2.2.6.2.
To simplify the notation, in the rest of the document the invariant curve will be noted φ(γ). Itsdependency on parameter ￿ is not explicitly stated.
Stability of the invariant curve and theoretical estimation of the dynamic oscillation threshold.A theoretical estimation of the dynamic oscillation threshold is done by identifying the value of γfor which the invariant curve looses its stability. The invariant curve is said to be unstable whenthe orbit of of the series ￿+￿ escapes from the neighborhood of the invariant curve φ(γ￿ ￿).To investigate the stability of the invariant curve φ(γ￿ ￿), the function G in equation (2.23a) isexpanded in a ﬁrst-order Taylor series around the invariant curve [10] :
￿+￿ = G(￿+￿−1￿ γ￿) ≈ G (φ(γ￿ − ￿)￿ γ￿) + ￿￿+￿−1 − φ(γ￿ − ￿)￿ ∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (2.30)
A new variable is deﬁned that describes the distance between the actual orbit and the invariantcurve :
￿￿ = ￿+￿ − φ(γ￿)￿ (2.31)
and using equation (3.9), equation (4.22) becomes :
￿￿ = ￿￿−1∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (2.32)
The solution of equation (2.32) is formally :
￿￿ = ￿0 ￿
￿=1
∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (2.33)
for ￿ ≥ 1 and where ￿0 is the initial value of ￿￿. The absolute value of ￿￿ can be written asfollow :
|￿￿| = |￿0| exp
￿
￿￿
￿=1
ln |∂￿G (φ(γ￿ − ￿)￿ γ￿)|
￿
￿ (2.34)
Finally, using Euler’s approximation the sum is replaced by an integral :
|￿￿| ≈ |￿0| exp￿￿ γ￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿
￿ (2.35)
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Equation (2.35) shows that the variable ￿+ starts to diverge from the invariant curve φ(γ￿ ￿)when the argument of the exponential function changes from negative to positive. Therefore, theanalytical estimation of the dynamic oscillation threshold γ￿￿￿￿ is deﬁned by :
￿ γ￿￿￿￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿ = 0￿ (2.36)
where γ0 is the initial value of γ . This result can be deduced from [10] (equation (2.18)), it may alsobe obtained in the framework of non-standard analysis [40].
The theoretical estimation γ￿￿￿￿ of the dynamic oscillation threshold depends on the initial
condition γ0 and on the increase rate ￿ , it is therefore written γ￿￿￿￿ (γ0￿ ￿).A numerical solution γ￿￿￿￿ (γ0￿ ￿) of the implicit equation (2.36) is plotted in Fig. 2.6 as a functionof the initial condition γ0 and for ￿ = 10−2, 10−3 and 10−4. γ￿￿￿￿ can be much larger than staticoscillation threshold γ￿￿ = 1/3 for small initial conditions γ0. When the initial condition value γ0increases, γ￿￿￿￿ approaches the static threshold. Fig. B.3 shows that the bifurcation delay seems tobe independent of the increase rate ￿ if this value is suﬃciently small (typically ≤ 10−3).
Equation (2.36) states that when γ = γ￿￿￿￿ we have |￿￿| ≈ |￿0|, providing a good estimation ofthe dynamic oscillation threshold γ￿￿ if |￿0| is suﬃciently small, i.e. if ￿+0 is suﬃciently close to
φ(γ0). γ0 = 0 can be problematic since φ(0￿ ￿) = −∞, but a single iteration is suﬃcient to bringthe orbit to a neighborhood of the invariant curve. Therefore, we make the assumption that
γ￿￿￿￿ (0￿ ￿) ≈ γ￿￿￿￿ (￿￿ ￿)￿ (2.37)
A non-exhaustive study done by running a few simulations shows that for ￿ = 10−4 the error
in γ￿￿ due to this approximation is under 10−8, rising to 10−7 when ￿ = 10−3 and 2× 10−5 when
￿ = 10−2.
2.2.3.3 Benchmark of theoretical estimators for the dynamic threshold
Multiple criteria can be associated to the beginning of the oscillating regime. For instance, theoscillations can start before the series departs from the vicinity of the invariant curve as describedin equation (2.36). Moreover, because of the approximation used between equations (2.35) and(2.36), the value of γ = γ￿￿￿￿ may not be an accurate estimation of the value at which the orbitdeparts from this vicinity.
For comparison, a dynamic oscillation threshold (noted γ￿￿￿￿￿ ) is calculated by simulating system(2.23) and compared with γ￿￿￿￿ . When the orbit of the series ￿+￿ is periodic, the sign of the secondorder diﬀerence of ￿+￿ changes sign at each iteration (i.e. the curve of ￿+￿ changes from upward todownward concave). In discrete time formulation the second order diﬀerence is given by :
￿
δ2￿+￿
￿
= ￿￿+￿ − ￿+￿−1￿− ￿￿+￿−1 − ￿+￿−2￿ ￿ (2.38)
Therefore, γ￿￿￿￿￿ , the oscillation threshold measured in numerical simulations, is reached when￿
δ2￿+￿
￿−1
￿
δ2￿+￿
￿
< 0￿ (2.39)
is satisﬁed.
Then, in Fig. 2.6, γ￿￿￿￿￿ is compared with γ￿￿￿￿ (gray ” ∗ ” markers). In some cases the series ￿+￿never reaches the non-oscillating dynamic regime. An example of such situations is shown in Fig.
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F￿￿￿￿￿ 2.6 – Plot of γ￿￿ as a function of the initial condition γ0, for diﬀerent values of the slope ￿. (a), (b)and (c) : solid lines are the theoretical prediction γ￿￿￿￿ calculated from equation (2.36). Gray ” ∗ ” markersrepresent the value γ￿￿￿￿￿ for which the system begins to oscillate. (d) : combination of the previous theoreticalpredictions. ”~ ” represent the highest γ0 for which the system has enough time to reach a non-oscillating
dynamic regime.
2.7. The values of γ￿￿￿￿￿ corresponding to the last initial values γ0 for which the system has enough
time to reach the non-oscillating dynamic regime are circled.
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F￿￿￿￿￿ 2.7 – Representation of the series ￿+￿ as a function of γ￿ for ζ = 0￿5,￿ = 10−3, γ0 = 0￿3 and
￿+0 = G(0￿ γ0).
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Fig. 2.6 shows that for ￿ = 10−4 the theoretical result γ￿￿￿￿ provides a good estimation of theobserved dynamic oscillation threshold. For ￿ = 10−3, the theoretical estimation is also good if thethe initial condition is suﬃciently small but as γ0 gets closer to the static threshold γ￿￿ the systembegins to oscillate before γ = γ￿￿￿￿ . Finally, for ￿ = 10−2, γ￿￿￿￿￿ is always smaller than γ￿￿￿￿ .
2.2.4 Limit of the model : inﬂuence of the precision
The phenomenon of bifurcation delay is very sensitive to noise : either numerical noise (round-
oﬀ errors of the computer) or experimental noise (due to turbulence for instance). Indeed, whenthe static threshold is exceeded the system is very unstable. As a result, to observe bifurcationdelay with numerical simulations and compare to theoretical results, it is necessary to performcalculations using a very high precision, as was done previously in this paper. For lower precisionsthe bifurcation delay can be considerably reduced (see [42] for an example in the logistic map).
Fig. 2.8 shows an example of numerical simulation performed on system (2.23). Fig. 2.8(a) andFig. 2.8(b) diﬀer only in the numerical precision (i.e. the number of decimal digits) used to calculatethe orbit. The choice of the precision is possible using mpmath, the arbitrary precision library of
Python. Fig. 2.8(a) was obtained using a precision of 5000 decimal digits, in this case γ￿￿￿￿ gives agood estimation of the bifurcation point, as it has already been shown in Fig. 2.6. On the otherhand, using a precision of 15 decimal digits (Fig. 2.8(b)), the bifurcation delay is considerablyreduced and the theoretical estimation of the dynamic oscillation threshold is not valid.
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F￿￿￿￿￿ 2.8 – Representation of the series ￿+￿ for ζ = 0￿5, ￿ = 10−4, γ0 = 0, ￿+0 = G(0￿ γ0) and for twodiﬀerent values of the precision.
To highlight the inﬂuence of the precision γ￿￿￿￿￿ is calculated for diﬀerent precisions. Resultsare plotted in Fig. 2.9 and compared to the analytical values γ￿￿ and γ￿￿￿￿ .The ﬁrst thing to observe in Fig. 2.9 is the very high sensitivity of γ￿￿￿￿￿ to precision, yetall the values of γ￿￿￿￿￿ appear between γ￿￿ and γ￿￿￿￿ . For the lowest precision (7 decimal digits)the bifurcation delay disappears and γ￿￿￿￿￿ = γ￿￿ . If the precision is very high (typically ≥ 5000decimals) γ￿￿￿￿￿ = γ￿￿￿￿ . Therefore, γ￿￿￿￿ can be interpreted as the limit of the bifurcation delay whenprecision tends to inﬁnity. In cases with intermediate precisions (prec. = 15, 100 and 500) thebifurcation delay increases with the precision.
The sensitivity to the precision depends on the value of the increase rate ￿ : Fig. 2.10 plots
γ￿￿￿￿￿ with respect to ￿ for diﬀerent values of the numerical precision. Results are also compared
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F￿￿￿￿￿ 2.10 – Graphical representation of γ￿￿￿￿￿ as a function of ￿ for ζ = 0￿5, γ0 = 0 and using ﬁve diﬀerentprecisions. A logarithmic scale is used in abscissa.
As above, for the lowest precision (7 decimals) the bifurcation delay disappears when ￿ issuﬃciently small. Indeed, γ￿￿￿￿￿ is constant and equal to γ￿￿ . Then bifurcation delay occurs andincreases with ￿ . The case of the highest precision (5000 decimals) is identical to an analytical casewhich would correspond to inﬁnite precision. When ￿ is suﬃciently small, the curves of γ￿￿￿￿￿ and
γ￿￿￿￿ overlap. In this case when ￿ is small γ￿￿￿￿￿ is almost constant suggesting that the bifurcationdelay does not depend on the increase rate, as previously shown in Fig. B.3. Then, still in thecase of a precision of 5000 decimals, γ￿￿￿￿￿ decreases for increasing ￿ , and γ￿￿￿￿ also decreases butto a lesser extent. For intermediate precisions (15, 100 and 500 decimals) the curve of γ￿￿￿￿￿ ﬁrstincreases before stabilizing close to the curve of γ￿￿￿￿ .For a given value of the precision, the larger the ￿ , the smaller is the accumulation of round-oﬀ
errors created by the computer to reach a certain value of γ . This explains why the bifurcation
delay ﬁrst increases if the precision is not suﬃciently high to simulate an analytic case. Beyond a
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certain value, all curves coincide with the one corresponding to the highest precision. That meansthat the system has reached the pair of parameters [precison ; ￿] needed to simulate an analyticcase.
2.2.5 Conclusion
When considering mathematical models of musical instruments, oscillation threshold obtainedthrough a static bifurcation analysis may be possibly very diﬀerent from the threshold detected ona numerical simulation of this model.
For the ﬁrst time for musical instruments, the diﬀerences between these two thresholds havebeen interpreted as the appearance of the phenomenon of bifurcation delay in connection with theconcept of dynamic bifurcation.
Theoretical estimations of the dynamic bifurcation provided in this paper have to be comparedwith care to numerical simulations since the numerical precision used in computations plays a keyrole : for numerical precisions close to standard machine precision, the bifurcation towards theoscillating regime can occur at signiﬁcantly lower mouth pressure values (while diﬀerent mostof the time from the threshold obtained through static bifurcation theory). Moreover, in that case,the threshold at which the oscillations start becomes more dependent on the increase rate of themouth pressure.
The dependency on precision can be linked to the inﬂuence of noise generated by turbulence asthe musician blows into the instrument. This would explain why the delays observed in artiﬁciallyblown instruments are shorter than the predicted theoretical ones [22]. This will be the subject offurther work on this subject, as well as the validity of these results for smoother curves of variationof the mouth pressure.
Moreover, in the light of results presented here for a basic model of wind instruments, varyingthe blowing pressure (even slowly) does not appear as the best way to experimentally determineHopf bifurcations (static). In a musical context, since the blowing pressure varies through time, thedynamic threshold is likely to give more relevant informations than the static threshold, even if, ina real situation the inﬂuence of noise must be considered.
As a ﬁnal remark, the simplistic model used in this work only describes one point per half-period
of the sound played by the instrument. It is thus not suitable to describe diﬀerent regimes (whose
frequencies are harmonics of the fundamental one) that can be obtained by the instrument. Howevera simple extension of this model calculating the orbits of diﬀerent instants within the half-period
may be able to provide some insight on this subject.
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2.2.6 Annexes
2.2.6.1 Table of notation
Physical variables
Symbol Explanation Unit
Z￿ characteristic impedance Pa·s·m−3
K￿ static stiﬀness of the reed per unit area Pa·m−1
PM static closing pressure of the reed Pa
H opening height of the reed channel at rest m
U ﬂow created by the pressure imbalance between themouth and the mouthpiece m
3·s−1
U￿ ﬂow created by the motion of the reed m3·s−1
U￿￿ ﬂow at the entrance of the resonator m3·s−1
UA ﬂow amplitude parameter m3·s−1
P￿ musician mouth pressure Pa
P pressure inside the mouthpiece Pa∆P pressure diﬀerence P￿ − P Pa
￿ displacement of the tip of the reed m
τ round trip travel time of a wave along the resonator s
Dimensionless variables
Symbol Associated physical variable
γ musician mouth pressure
ζ ﬂow amplitude parameter
￿ ﬂow at the entrance of the resonator
￿ pressure inside the mouthpiece
￿ reﬂexion function of the resonator
￿+ outgoing wave
￿− incoming wave
￿+∗ non-oscillating static regime of ￿+ (ﬁxed points of the function
G)
φ invariant curve
￿ diﬀerence between ￿+ and φ
￿ increase rate of the parameter γ
γ￿￿ static oscillation threshold
γ￿￿ dynamic oscillation threshold
γ￿￿￿￿ theoretical estimation of the dynamic oscillation threshold
γ￿￿￿￿￿ value of γ when the system begins to oscillate (calculatednumerically)
Nonlinear characteristic of the embouchure
Function Associated representation Deﬁnition
F {￿ ; ￿} ￿ = F (￿)
G {￿+ ; ￿−} ￿+ = G(−￿−)
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2.2.6.2 Invariant curve
The invariant curve φ(γ￿ ￿) is invariant under the mapping (2.23), it therefore satisﬁes thefollowing equation :
φ(γ￿ ￿) = G (φ(γ − ￿￿ ￿)￿ γ) ￿ (2.40)
First of all, the invariant curve is expanded into a power series of ￿ and only he ﬁrst-order is
retained :
φ(γ￿ ￿) ≈ φ0(γ) + ￿φ1(γ)￿ (2.41)
Secondly, the function G is linearized around the curve ￿+∗(γ) of the ﬁxed points :
G(￿￿ γ) ≈ G ￿￿+∗(γ)￿ γ￿+￿
￿ − ￿+∗(γ)￿ ∂￿G ￿￿+∗(γ)￿ γ￿ (2.42)= ￿+∗(γ) + ￿￿ − ￿+∗(γ)￿ ∂￿G ￿￿+∗(γ)￿ γ￿ ￿ (2.43)
where
∂￿G (￿￿ ￿) = ∂G(￿￿ ￿)
∂￿
￿ (2.44)
Then, we make a Taylor expansion of φ(γ − ￿￿ ￿) :
φ(γ − ￿￿ ￿) ≈ φ(γ￿ ￿)− ￿ ∂φ
∂γ
(γ￿ ￿) + O(￿2); (2.45)
= φ0(γ) + ￿φ1(γ)− ￿ ∂φ0(γ)
∂γ
+ O(￿2)￿ (2.46)
Finally, neglecting the second-order terms in ￿ , equation (2.40) becomes :
φ0(γ) + ￿φ1(γ) = ￿+∗(γ) + ￿φ0(γ) + ￿φ1(γ)− ￿ ∂φ0(γ)
∂γ
− ￿+∗(γ)￿ ∂￿G ￿￿+∗(γ)￿ γ￿ ￿ (2.47)
To obtain the approximate analytical expression of the invariant cure φ, equation (2.47) issuccessively solved for the functions φ0(γ) and φ1(γ).As expected, to order 0 we ﬁnd :
φ0(γ) = ￿+∗(γ)￿ (2.48)
To order 1, we have to solve :
φ1(γ) = ￿φ1(γ)− ∂φ0(γ)
∂γ
￿
∂￿G
￿
￿+∗(γ)￿ γ￿ ; (2.49)
= ￿φ1(γ)− ∂￿+∗(γ)
∂γ
￿
∂￿G
￿
￿+∗(γ)￿ γ￿ ￿ (2.50)
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and therefore :
φ1(γ) = ∂￿+∗(γ)
∂γ
∂￿G (￿+∗(γ)￿ γ)
∂￿G (￿+∗(γ)￿ γ)− 1 ￿ (2.51)
Finally the expression of the invariant curve is :
φ(γ￿ ￿) ≈ ￿+∗(γ) + ￿ ∂￿+∗(γ)
∂γ
∂￿G (￿+∗(γ)￿ γ)
∂￿G (￿+∗(γ)￿ γ)− 1 ￿ (2.52)
Fin de l’article [Début page 44]
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3.1 Avant-proposL￿ section 3.2 de ce chapitre est la reproduction d’un article publié dans Nonlinear Dynamics enjuin 2013 [20] et intitulé : "Prediction of the dynamic oscillation threshold in a clarinet model
with a linearly increasing blowing pressure : Inﬂuence of noise", écrit en collaboration avec AndréAlmeida, Christophe Vergez et Bruno Gazengel. L’article s’inscrit dans la continuité du travailprésenté dans [19], reporté à la section 2.2 de ce mémoire. Il propose une nouvelle expressionthéorique du seuil d’oscillation dynamique du modèle de "Raman" (rappelé au paragraphe 3.2.2)prenant en compte l’inﬂuence du bruit sur le retard à la bifurcation. L’expression du seuil dynamiquepermet in ﬁne de prédire correctement le seuil dynamique observé dans des simulations réaliséesavec des précisions de calcul habituelles, levant ainsi les contradictions mises en évidence auparagraphe 2.2.4. Le paragraphe 3.2.3 propose une étude permettant de conﬁrmer que les erreursd’arrondi d’un ordinateur peuvent être modélisées par un bruit blanc additif. Le paragraphe 3.2.4décrit en détail la méthode générale, proposée par Baesens [9, 10], qui fournit une solutionanalytique au système (2.23) auquel est ajouté une variable aléatoire. Cette étude met en évidencel’existence de deux régimes de fonctionnement du modèle a : le "deterministic regime", dans ce cas
a. Nous utilisons la terminologie en anglais, déﬁnie par Baesens [9, 10].
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le seuil est prédit par γ￿￿￿￿ déﬁni dans [19] (cf. équation (2.36)) et le "sweep-dominant régime" où lebruit doit être pris en compte, donnant ainsi naissance à une nouvelle expression théorique duseuil dynamique γˆ￿￿￿￿ . La limite entre ces deux régimes dépend des valeurs relatives de la pente dela pression dans la bouche et du niveau de bruit.
La section 3.3 propose des résultats complémentaires à ceux obtenus précédemment et présentésdans [19, 20]. Cette section présente l’étude de l’inﬂuence du second paramètre de contrôle dumodèle ζ (section 3.3.1) et du paramètre de pertes λ (section 3.3.2) sur la valeur du seuil dynamiqued’oscillation.
3.2 Article Nonlinear Dynamics 2 :
B. Bergeot, A. Almeida, C. Vergez et B. Gazengel. "Prediction of the dynamic oscillation
threshold in a clarinet model with a linearly increasing blowing pressure : Inﬂuence of
noise"
Début de l’article
3.2.1 Introduction
In classical (or static) bifurcation theory, all the parameters are constant, including the bifurcationparameter. The dynamic bifurcation theory focuses on systems where the bifurcation parameter isvarying slowly over time. For a given system, the location of the bifurcation can be signiﬁcantlydiﬀerent in the latter case.
A simple illustration is the ﬂip bifurcation undergone by many one-dimensional discrete time
nonlinear systems (among which the well known logistic map [61] or a clarinet model [64, 86]).When the bifurcation parameter is constant, the static bifurcation diagram summarizes the behaviorof the system around the bifurcation : below the critical value of the parameter, the ﬁxed point isstable (thus attractive), and above the critical value of the parameter the ﬁxed point is unstable(thus repulsive) whereas a 2-valued cycle, born at the bifurcation, is stable (thus attractive). Whenthe bifurcation parameter is varied over time, a bifurcation delay may appear : when the staticbifurcation point is passed, the orbit remains in the neighborhood of the branch of the ﬁxed points.After a certain time, the dynamic bifurcation point is reached : the system escapes from the branchof the ﬁxed points and moves abruptly to the 2-valued cycle. This behavior may be depicted in a
dynamic bifurcation diagram. Fruchard and Schäfke [43] published an overview of the problem of
bifurcation delay.
A previous article by the authors [19] analyzed the behavior of a simpliﬁed model of a clarinet
when one of its control parameters (the blowing pressure) increases slowly linearly with time.Oscillations corresponding to the production of sound start at a much higher threshold than theone obtained in a static parameter case (i.e. higher than static bifurcation point of the system). Thedynamic threshold (i.e. the dynamic bifurcation point) was described by an analytical expression,predicting that it does not depend on the increase rate of the blowing pressure (within the limitsof the theory, i.e. slow enough increases), but that it is very sensitive to the starting value of thelinear increase. This is a known behavior of such kind of system which time-varying parameter,shown by Baesens [10] and, in the framework of nonstandard analysis, by Fruchard [40].
These results are reproduced by simulations of the model, but only when very high precisionsare used in the simulations. Running the simulation with the normal double-precision of a CPU
results in much lower thresholds, although higher than the static ones.
3.2. Article Nonlinear Dynamics 2 65
T￿￿￿￿￿￿ 3.1 – Table of notation. All quantities are dimensionless.
Table of Notation
G iterative function
γ musician mouth pressure (control parameter)
ζ control parameter related to the opening of the embouchure at rest
￿+ outgoing wave
￿− incoming wave
￿+∗ non-oscillating static regime of ￿+ (ﬁxed points of the function G)
φ invariant curve
￿ diﬀerence between ￿+ and φ
￿ increase rate of the parameter γ
σ level of the white noise
γ￿￿ static oscillation threshold
γ￿￿ dynamic oscillation threshold
γ￿￿￿￿ theoretical estimation of the dynamic oscillation threshold of theclarinet model without noise or in "deterministic" situation
γˆ￿￿￿￿ theoretical estimation of the dynamic oscillation threshold of the
noisy clarinet model in "sweep-dominant" situationΓ￿￿￿￿ general theoretical estimation of the dynamic oscillation threshold
of the noisy clarinet model, both for a "sweep-dominant regime" or
a "deterministic regime"
γ￿￿￿￿￿ dynamic oscillation threshold calculated on numerical simulations
The problem of the precision had already been mentioned in the seminal article [16] Chasse au
canard (Duck Hunting in english).The canard phenomenon have similarities with the bifurcationdelay. However, it can also appear in static situations : if the control parameter is higher thanthe static bifurcation point a stable limit cycle appears but, in particular cases, a delay can beobserved in the limit cycle itself (see [16, 43] for canards of forced Van der Pol equation). The shapeof the resulting canard cycle in the phase space resembles that of a duck . This phenomenon canonly exist in a very narrow interval of the parameter. Consequently, numerical simulations have tobe performed with high precision and it was impossible in the beginning of the 80ies.
For the dynamic bifurcation, in contrast with the theory and simulations using high precision,when numerical simulations are running with ﬁnite precision, the dynamic threshold depends on theparameter increase rate, but doesn’t depend on the starting value of the parameter. These propertieshave been observed on numerical simulations of the logistic map by Kapral and Mandel [55] andin [19] in the case of a clarinet model.
To explain this discrepancy, round-oﬀ errors of the computer must be taken into account. In
general this is done by introducing an ad hoc additive white noise in the model. For continuous-time
systems we can cite Benoît [15] and more recently Berglund and Gentz [23, 24]. For discrete-time
systems Baesens [10, 9] propose a general method which is followed in the present paper.
Therefore, the aim of the present article is to formulate analytically an estimation of the dynamicbifurcation threshold in simulations performed with ﬁnite precision. The eﬀect of ﬁnite numericalprecision in simulations is modeled as an ad hoc additive white noise with uniform distribution.This hypothesis is tested in section 3.2.3. In section 3.2.4, a mathematical relation is derived forthe behavior of the model aﬀected with noise. The resulting theoretical expression of the dynamicoscillation threshold is compared to numerical simulations and its range of validity is discussed.The clarinet model and major results from [19] are ﬁrst brieﬂy recalled in section 3.2.2.
A table of notation is provided in table 3.1
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3.2.2 Dynamic oscillation threshold of the clarinet model without noise and problem
statement
3.2.2.1 Clarinet model
The instrument is divided into two functional elements : the exciter and the resonator. Theexciter of the clarinet is the reed-mouthpiece system described by a nonlinear characteristics
relating, by the Bernoulli equation, the instantaneous values of the ﬂow ￿(￿) across the reedentrance to the pressure diﬀerence ∆￿(￿) = ￿￿(￿)− ￿(￿) between the mouth of the musician andthe clarinet mouthpiece [52, 51]. The reed is simpliﬁed into an ideal spring without damping orinertia. The resonator is approximated by a straight cylinder, described by its reﬂection function
￿(￿). Considering that the resonator is a perfect cylinder in which the dispersion is ignored and thelosses are assumed to be frequency independent [64, 58]. The reﬂection function ￿(￿) becomes asimple delay with sign inversion (multiplied by an loss parameter λ) and is written :
￿(￿) = −λδ(￿ − τ)￿ (3.1)
where τ = 2L/￿ is the travel time for waves to propagate to the end of the resonator of length L atspeed ￿ and to return to the input.
The loss parameter λ takes into account the visco-thermal losses along the resonator, which atlow frequencies are dominant over the radiation losses. It can be approximated by the expression :
λ = ￿−2αL￿ (3.2)
where α is the damping factor [57] :
α ≈ 3 · 10−5√￿ /R ￿ (3.3)
R is the resonator radius and ￿ is chosen to be the fundamental playing frequency. A realisticvalue of the loss parameter is λ = 0￿95.
The solutions ￿(￿) and ￿(￿) of the model depend on two control parameters : γ representingthe blowing pressure and ζ related to the opening of the embouchure at rest. In this work, thecontrol parameter ζ is always constant and equal to 0.5. Using the variables ￿+ = 12 (￿+ ￿) and
￿− = 12 (￿− ￿) (outgoing and incoming pressure waves respectively) instead of the variables ￿and ￿, the nonlinear characteristic of the exciter is written :
￿+ = ￿ ￿−￿−￿ γ￿ ￿ (3.4)
Outgoing and incoming pressure waves are also related through the reﬂection function ￿(￿) :
￿−(￿) = ￿￿ ∗ ￿+￿ (￿) = −λ￿+(￿ − τ)￿ (3.5)
Finally, by combining equations (3.4) and (5.4) and using a discrete time formulation (thediscretization is done at regular intervals τ) and noting ￿+(￿τ) = ￿+￿ and ￿−(￿τ) = ￿−￿ , we obtainthe following iterated map [64, 69, 58] :
￿+￿ = ￿ ￿λ￿+￿−1￿ γ￿ = G ￿￿+￿−1￿ γ￿ ￿ (3.6)with, by deﬁnition : G(￿) ≡ ￿ (λ￿). The function G can be written explicitly for ζ < 1 (see Taillard
et al. [86]).
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When the control parameter γ is constant, for low values of γ the solution of eq. (3.6) stabilizesat an equilibrium point which corresponds to the ﬁxed point ￿+∗(γ) of the iterated function G . Fora critical value γ￿￿ , namely the static bifurcation point (also called the static oscillation threshold)a ﬂip bifurcation [61] occurs, i.e.
G￿ ￿￿+∗(γ￿￿)￿ = −1￿ (3.7)
leading to a 2-valued periodic regime that corresponds to sound production.
For the lossless model (i.e. λ = 1) the static oscillation threshold is equal to γ￿￿ = 1/3. If λ < 1,
γ￿￿ is larger than 1/3, an expression of γ￿￿ is given by Kergomard et al. [60].
3.2.2.2 Dynamic bifurcation
For a linearly increasing control parameter γ , eq. (3.6) is replaced by eq. (3.8a) and (3.8b) :
￿
￿+￿ = G ￿￿+￿−1￿ γ￿￿ (3.8a)
γ￿ = γ￿−1 + ￿￿ (3.8b)
The theory derived in section 3.2.4 requires that the parameter γ increases slowly, hence ￿ isconsidered arbitrarily small (￿ ￿ 1).
Because of the time variation of the control parameter γ , the system (3.8) undergoes a bifurcationdelay : the bifurcation point corresponding to the birth of the oscillations is shifted from the static
oscillation threshold γ￿￿ [29] to the dynamic oscillation threshold γ￿￿ [19]. The previous articleby the authors [19] provides an analytical study of the dynamic ﬂip bifurcation of the clarinetmodel (i.e. system (3.8)) in the case where λ = 1. The method is based on applications of dynamicbifurcation theory proposed by Baesens [10]. The main focus of this work is on the properties ofthe dynamic oscillation threshold, recalled hereafter.
The trajectory of the system in the phase space (here constituted of a single variable ￿+)through time is called the orbit. The dynamic oscillation threshold is deﬁned as the value of γfor which the orbit escapes from the neighborhood of the invariant curve φ(γ￿ ￿). This deﬁnition isdiﬀerent from the one used in [19] where the dynamic threshold was deﬁned as the value of γ forwhich the orbit starts to oscillate.
The invariant curve is the nonoscillating solution of the system (3.8). It plays the role of anattractor for variable parameters similarly to the role of the ﬁxed point in a static case. Theinvariant curve is written as a function of the parameter, invariant under the mapping (3.8) andthus satisfying the following equation :
φ(γ￿ ￿) = G (φ(γ − ￿￿ ￿)￿ γ) ￿ (3.9)
The procedure to obtain the theoretical estimation γ￿￿￿￿ of the dynamic oscillation threshold isas follows : a theoretical expression of the invariant curve is found for a particular (small) value ofthe increase rate ￿ (i.e. ￿ ￿ 1). The system (3.8) is then expanded into a ﬁrst-order Taylor series
around the invariant curve and the resulting linear system is solved analytically. Finally, γ￿￿￿￿ isderived from the analytic expression of the orbit.
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The dynamic oscillation threshold γ￿￿￿￿ is deﬁned by [19] :￿ γ￿￿￿￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿ = 0￿ (3.10)
where γ0 is the initial value of γ (i.e. the starting value of the linear ramp). Two important remarkscan be made on this expression (Fig. 6 of [19]) :— γ￿￿￿￿ does not depend on the slope of the ramp ￿ , provided that ￿ is small enough,— γ￿￿￿￿ depends on the initial value γ0 of the ramp.These properties are also observed in numerical simulations with very high precision.
3.2.2.3 Problem statement
The above theoretical predictions converge towards the observed simulation results for veryhigh numerical precision (typically when thousands of digits are considered in the simulation).Figure b 3.1(a) shows that for the usual double-precision of CPUs (around 15 decimals), theoreticalpredictions of the dynamic bifurcation point γ￿￿￿￿ are far from thresholds estimated on the numericalsimulation results γ￿￿￿￿￿ . In particular, the numerical bifurcation point γ￿￿￿￿￿ depends on the slope ￿ ,in contrast with the theoretical predictions γ￿￿￿￿ .Moreover, ﬁgure 3.2 reveals that for a low numerical precision (though even signiﬁcantly higherthan typical precisions used in numerical simulations), the dependence of the bifurcation point onthe initial value γ0 is lost over a wide range of γ0.The minimum precision for which round-oﬀ errors do not aﬀect the behavior of the system
depends on the precision itself and on the relative magnitude of the slope ￿ and the initial condition
γ0. Indeed, ﬁgure 3.1 shows that, beyond a certain value of ￿ all curves join the one with highestprecision. Curves for even higher precisions would overlap, allowing to conclude that they arerepresentative of an inﬁnitely precise case. As shown in ﬁgure 3.2, for given values of ￿ and of thenumerical precision beyond a certain value of γ0, the theoretical result γ￿￿￿￿ allows to obtain a goodprediction of the bifurcation delay.
As a conclusion, the theoretical results obtained in [19] are not able to predict the behaviorof numerical simulations carried out at usual numerical precision. The aim of this paper is toshow how the numerical precision can be included in a theoretical model that correctly describesnumerical simulations. Firstly, it is shown that the model computed with a ﬁnite precision behavessimilarly to the model with an ad-hoc additive white noise. This is done in the next section. Then,using theoretical results given by Baesens [10], a modiﬁed expression describing the behavior ofthe model aﬀected by noise (section 3.2.4) is proposed.
In ﬁgure 3.1(b), system (3.8) is simulated with λ = 0￿95, a typical value to take into accountlosses in the cylindrical clarinet considered in this paper. The eﬀect of the losses is to increase thedynamic threshold, as for the static one. However, the behavior of the lossless model and that ofsystem with losses are qualitatively the same. Therefore, for sake of simplicity and without loss ofgenerality, following analytical calculation and numerical simulations are performed using λ = 1.
Remarque. Le seuil statique γ￿￿ représenté sur la ﬁgure 3.1(b) est calculé en utilisant l’expres-
sion (B.18) obtenue par méthode perturbative (cf. annexe B.2).
b. Figure 3.1(a) is a plot similar to ﬁgure 10 of [19]. The only diﬀerence is that the bifurcation point γ￿￿￿￿￿ estimatedon the simulation results is here deﬁned by the point where the orbit leaves the neighborhood of the invariant curve.The motivation for this choice will appear clearly in section 3.2.3 where random variables are considered.
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(a) lossless : λ = 1 (b) λ = 0￿95
F￿￿￿￿￿ 3.1 – Graphical representation of γ￿￿￿￿￿ for diﬀerent precisions (prec. = 7, 15, 30, 100, 500 and 5000)with respect to the slope ￿ and for γ0 = 0. Results are also compared to analytical static and dynamicthresholds : γ￿￿ and γ￿￿￿￿ . (a) lossless model : λ = 1 and (b) typical losses in a cylindrical clarinet, λ = 0￿95.
(a) Numerical precision is ﬁxed (prec. = 50). γ￿￿￿￿￿ is com-
puted for ￿ = 10−4 and 3 · 10−4 . (b) The increase rate of γ is ﬁxed (￿ = 3 · 10−4). γ￿￿￿￿￿ iscomputed for numerical precisions equal to 15 and 100.
F￿￿￿￿￿ 3.2 – Plot of γ￿￿ as a function of the initial condition γ0. Solid lines are the theoretical prediction
γ￿￿￿￿ calculated from equation (3.10). Dashed line represent the values γ￿￿￿￿￿ .
3.2.3 Finite precision versus additive white noise
Diﬀerences between theoretical predictions and numerical simulations highlighted in theprevious section are due to round-oﬀ errors that accumulate for ﬁnite precisions. The aim of
this section is to test whether round-oﬀ errors of the computer can be modeled as an additive
independent and identically distributed random variable (referred to as an additive white noise).This result is used in section 3.2.4 to derive theoretical predictions of the dynamic bifurcation point
γ￿￿ .
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3.2.3.1 Results
Two numerical results are compared. The ﬁrst is the simulation of the system (3.8) using anumerical precision ￿￿1 (hereafter referred as a ﬁnite precision case). The second one (hereafterreferred as a noisy case) is the simulation of the following stochastic system of diﬀerence equations :
￿
￿+￿ = G ￿￿+￿−1￿ γ￿￿+ ξ￿ (3.11a)
γ￿ = γ￿−1 + ￿￿ (3.11b)
where ξ￿ is a uniformly distributed stochastic variable with an expected value equal to zero (i.e.
E [ξ￿] = 0) and a level σ deﬁned by :
E [ξ￿ξ￿] = σ 2δ￿￿￿ (3.12)
where δ￿￿ is the Kronecker delta. The deﬁnition of the expected value E is provided in [79]. Forcomparison with the ﬁnite precision case the noise level σ is equal to 10−￿￿1 .
The bifurcation point γ￿￿￿￿￿ estimated on the simulations is deﬁned as the value of γ for whichthe orbit leaves the neighborhood of the invariant curve. Since the mean value of the white noise ξ￿is zero, the relevant quantity to study is the mean square deviation of the orbit from the invariantcurve. Therefore, γ￿￿￿￿￿ is reached when : ￿
E [￿2￿] = ￿￿ (3.13)
where ￿￿ = ￿+￿ − φ(γ￿￿ ￿) describes the distance between the actual orbit and the invariant curve.Among other possible criteria, the condition (3.13) is chosen because it is also used in the analyticalcalculation made in section 3.2.4.
To simplify the notation, in the rest of the document the invariant curve will be noted φ(γ). Itsdependency on parameter ￿ is no longer explicitly stated.
In ﬁgures 3.3 and 3.4, γ￿￿￿￿￿ is estimated in the ﬁnite precision case and in the noisy case. Inboth cases an average is made on ￿2￿ obtained in 20 diﬀerent simulations. Then, γ￿￿￿￿￿ is calculatedon the mean signal using equation (3.13).
In ﬁgure 3.3, γ￿￿￿￿￿ is plotted with respect to the numerical precision for which both systems (3.8)and (3.11) are simulated. The noise level σ of the noisy case modeled by the system (3.11) is equalto 10−30. For numerical precision below − log10(σ ) = 30, the noise level is smaller than round-oﬀ
errors of the computer. In these situations, the eﬀect of the additive noise in system (3.11) ishidden by the eﬀect of the round-oﬀ errors of the computer. The consequence is that the thresholds
computed in ﬁnite precision case and in noisy case are equals. For numerical precisions higher
than 30, γ￿￿￿￿￿ computed on system (3.11) is constant because the inﬂuence of the round-oﬀ errors
is now hidden by the additive noise which have a ﬁxed level. Figure 3.3 shows that the transition
between the regime for which the round-oﬀ error eﬀect prevails over the additive noise aﬀect and
the regime for which the opposite occurs is abrupt. Therefore, the region where mixed eﬀects ofboth round-oﬀ errors and additive noise play a role is very narrow. However, to avoid any inﬂuenceof the numerical precision, the system (3.11) is simulated using a precision ￿￿2 = 2￿￿1.Figure 3.4 conﬁrms that the kind of noise introduced in the stochastic system can correctlydescribe the inﬂuence of a ﬁnite precision. Indeed, with the exception of the smallest precision(￿￿1 = 7), the curves are nearly superimposed. Hence, in the next section, the stochastic system(3.11) is studied theoretically in order to predict results of numerical simulations of system (3.8)with ﬁnite precision.
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F￿￿￿￿￿ 3.3 – Comparison of the dynamic threshold γ￿￿￿￿￿ obtained in numerical simulations of a clarinetmodel in ﬁnite precision case (3.8) and noisy case (3.11) with a noise of level σ = 10−30. The dynamicthreshold of oscillation obtained over an average of 20 runs is plotted against the precision used in thesimulations, showing that beyond a precision of about σ , the system aﬀected with noise is insensitive to theprecision.
3.2.3.2 Relevance of numerical results
To investigate the relevance of the numerical results, several indicators are calculated. First,the standard deviation STD ￿￿2￿￿ of the signal ￿2￿ is calculated at the dynamic threshold γ￿￿￿￿￿ andcompared to E ￿￿2￿￿, also calculated at γ￿￿￿￿￿ . Secondly, the dynamic threshold is calculated oneach run. We obtain 20 values, noted γ￿￿￿￿￿￿￿ (￿ ∈ [1￿ 20]). The mean value E ￿γ￿￿￿￿￿￿￿ ￿ is compared tothe value γ￿￿￿￿￿ , estimated on the mean signal ￿E [￿2￿] (see section 3.2.3.1 where this numericalestimation method of γ￿￿￿￿￿ is used because it also used in analytical calculations in section 3.2.4.).The standard deviation STD ￿γ￿￿￿￿￿￿￿ ￿ is calculated too.
Results are presented in table 3.2. The mean value E ￿￿2￿￿ and the standard deviation STD ￿￿2￿￿at the dynamic threshold have the same order of magnitude. This suggests a bad repeatability ofthe numerical simulations. However, at the dynamic threshold, ￿￿ diverges sharply and a largedeviation of it does not necessarily imply a large deviation of the dynamic threshold. The standarddeviation STD ￿γ￿￿￿￿￿￿￿ ￿, in table 3.2, shows precisely a good repeatability of γ￿￿￿￿￿￿￿ .
3.2.4 Analytical study of the noisy dynamic case
3.2.4.1 General solution of the stochastic clarinet model
This section introduces a formal solution of the stochastic model that is valid when the orbit isclose to the invariant curve. Function G in equation (3.11a) is expanded into a ﬁrst-order Taylor
series around the invariant curve. Using the variable ￿￿ = ￿+￿ − φ(γ￿), the system (3.11) becomes :
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F￿￿￿￿￿ 3.4 – Comparison between γ￿￿￿￿￿ computed for ﬁnite precision cases and for noisy cases. For bothcases and for each value of ￿ we compute the average of the signals ￿￿ = ￿+￿ − φ(γ￿) obtained over 20runs. Then, γ￿￿￿￿￿ is calculated on the resulting signal. The numerical precisions used to simulate the ﬁniteprecision cases are 7, 15, 30 and 100 decimal digits. γ0 = 0.
T￿￿￿￿￿￿ 3.2 – Mean value E ￿￿2￿￿ and standard deviation STD ￿￿2￿￿ of the signal ￿2￿ , calculated at thedynamic threshold γ￿￿￿￿￿ . Mean values ￿E [￿2￿] and standard deviation STD ￿γ￿￿￿￿￿￿￿ ￿ of dynamic thresholds
γ
￿￿￿￿￿
￿￿ (￿ ∈ [1￿ 20]) calculated on each run. All results are calculated for σ = 10−7 and 10−15 and for ￿ = 10−4,10−3 and 10−3.
σ = 10−7 σ = 10−15
￿ 10−4 10−3 10−2 10−4 10−3 10−2
E
￿
￿2￿￿ at γ￿￿￿￿￿ 1￿01 · 10−8 1￿18 · 10−6 2￿83 · 10−4 1￿20 · 10−8 1￿46 · 10−6 5￿46 · 10−4
STD[￿2￿] at γ￿￿￿￿￿ 1￿24 · 10−8 1￿56 · 10−6 3￿02 · 10−4 2￿07 · 10−8 1￿86 · 10−6 1￿25 · 10−4
γ￿￿￿￿￿ estimatedon ￿E [￿2￿] 0￿354 0￿418 0￿673 0￿377 0￿488 0￿857
E
￿
γ
￿￿￿￿￿
￿￿
￿ 0￿355 0￿421 0￿677 0￿378 0￿490 0￿856
STD ￿γ￿￿￿￿￿￿￿ ￿ 0￿002 0￿005 0￿014 0￿001 0￿003 0￿005
￿
￿￿ = ￿￿−1∂￿G (φ(γ￿ − ￿)￿ γ￿) + ξ￿ (3.14a)
γ￿ = γ￿−1 + ￿￿ (3.14b)
The solution of equation (3.14a) is [12] :
￿￿ = ￿0 ￿
￿=1
∂￿G (φ(γ￿ − ￿)￿ γ￿ ) + ￿￿
￿=1
ξ￿
￿
￿=￿+1
∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (3.15)
where ￿0 is the initial value of ￿￿.
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Because the additive white noise ξ￿ has a zero-value mean, as in section 3.2.3, the relevantindicator is the mean square deviation of the orbit from the invariant curve : ￿E [￿2￿]. Equation(3.15) squared becomes :
￿2￿ =
￿
￿0
￿
￿=1
∂￿G (φ(γ￿ − ￿)￿ γ￿ )
￿2 +￿ ￿￿
￿=1
ξ￿
￿
￿=￿+1
∂￿G (φ(γ￿ − ￿)￿ γ￿)
￿2
+ 2￿0 ￿￿
￿=1
⎛⎝ ￿
￿=1
∂￿G
￿
φ(γ￿ − ￿)￿ γ￿￿
⎞⎠ ξ￿ × ￿
￿=￿+1
∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (3.16)
Averaging has no eﬀect on the ﬁrst term of the right-hand side of equation (3.16) because thestochastic variable ξ￿ is not present. Using eq. (3.12), the average of the second term is simpliﬁedto :
σ 2
￿￿
￿=1
￿
￿
￿=￿+1
∂￿G (φ(γ￿ − ￿)￿ γ￿)
￿2
￿ (3.17)
Because E [ξ￿] = 0, the average of the third term of the right-hand side of equation (3.16) isalso equal to zero. Using the fact that a product can be expressed as an exponential of a sum oflogarithms, the ﬁnal expression of E ￿￿2￿￿ is given by :
E
￿
￿2￿
￿ = ￿20
￿
exp
￿
￿￿
￿=1
ln |∂￿G (φ(γ￿ − ￿)￿ γ￿ )|
￿￿2
￿ ￿￿ ￿
A￿
+ σ 2 ￿￿
￿=1
￿
exp
￿
￿￿
￿=￿+1
ln |∂￿G (φ(γ￿ − ￿)￿ γ￿)|
￿￿2
￿ ￿￿ ￿
B￿
￿ (3.18)
The two terms of the right-hand side of equation (3.18) are denoted A￿ and B￿.Finally, using Euler’s approximation, sums are replaced by integrals and the expressions of A￿and B￿ become :
A￿ ≈ ￿20 exp
￿￿ γ￿+￿
γ0+￿ 2 ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿
￿ (3.19)
B￿ ≈ σ
2
￿
￿ γ￿+￿
γ0+￿
￿exp￿￿ γ￿+￿
γ+￿ 2 ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿￿
￿γ￿ (3.20)
A￿ corresponds to the precise case studied in [19] which leads to the theoretical estimation γ￿￿￿￿of the dynamic oscillation threshold for the system without noise (cf. equation (3.10)). B￿ is thecontribution due to the noise.
The transform from discrete sums to integral can be questioned. Indeed, to transform the term
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A￿ in equation (3.18) to its integral form (3.19), we assume that :
￿￿
￿=1
ln |∂￿G (φ(γ￿ − ￿)￿ γ￿ )| ≈ ￿ γ￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿ (3.21)
but if ∂￿G (φ(γ￿ − ￿)￿ γ￿) crosses over zero, one term in the sum comes close to ln(0) = −∞ andthe equality (3.21) is respected only for small enough values of ￿ . Otherwise, in equation (3.18), wehave : A￿ → 0 and B￿ → σ 2, and consequently ￿E [￿2￿]→ σ . In this case, for small noise levels,the diﬀerence between the orbit and the invariant curve comes close to zero, and as a result, theorbit needs more time to escape from the invariant curve neighborhood, i.e. the bifurcation delayis lengthened. This phenomenon is mentioned by Baesens [10, 11] and Fruchard [43]. It can beobserved for example in ﬁgure 3.1 where peaks (i.e. larger bifurcation delay) are there on curves inthe above right part of the ﬁgure. In the rest of the paper, we use integral form, because it allowsanalytical integrations of noise contribution B￿ which will be considered in the remaining of thissection.
A ﬁrst glance on equations (3.19) and (3.20) allows to explain observation made in Section3.2.2.3. Indeed, comparing the expressions of A￿ and B￿, it possible to distinguish [10, 9] twooperating regimes, which, for a given value of ￿0, depends on ￿ , σ and γ0 :— A￿ ￿ B￿ (deterministic regime)In this case the noise does not aﬀect the bifurcation delay and the dynamic oscillationthreshold can be determined by eq. (3.10).— A￿ ￿ B￿ (sweep-dominant regime)In this case, the bifurcation delay is aﬀected by the noise. This regime is studied in thefollowing section.
In Section 3.2.2.3, ﬁgures 3.1 and 3.2 represent two diﬀerent cases distinguished by theparameter values : in certain areas of the ﬁgures, the dynamic bifurcation threshold does notdepend on ￿ but depends on γ0, while in other areas the dynamic bifurcation threshold dependson ￿ but is not dependent on γ0. This observation may be interpreted as the existence of the tworegimes detailed above : a sweep-dominant regime and a deterministic regime. The transitionbetween the two regimes occurs abruptly as observed in ﬁgures 3.1 and 3.2.
3.2.4.2 Theoretical expression of the dynamic oscillation threshold of the stochastic model
The next step is to ﬁnd an approximate expression of the standard deviation ￿E [￿2￿] for the
sweep-dominant regime. In this regime, the term A￿ is negligible with respect to the contribution
B￿ due to the noise, i.e. ￿E [￿2￿] ≈ √B￿. The purpose is to obtain a statistical prediction of thedynamic oscillation threshold for the stochastic system, hereafter referred as γˆ￿￿￿￿ .It is assumed that ￿ ￿ 1, which implies that the invariant curve φ(γ) and the curve ￿+∗(γ) ofthe ﬁxed points in eq. (3.6) are close [19], and allows the approximation :
∂￿G (φ(γ − ￿)￿ γ) ≈ ∂￿G ￿￿+∗(γ)￿ γ￿ ￿ (3.22)
Moreover, because of the noise, the bifurcation delay is expected to occur earlier, so that thedynamic oscillation threshold γ￿￿ is assumed to be close c to the static oscillation threshold γ￿￿ .The term ∂￿G (￿+∗(γ)￿ γ) is then expanded in a ﬁrst-order Taylor series around the static oscillation
threshold γ￿￿ :
c. This hypothesis could be questioned because according to ﬁgures 3.1 and 3.2, even in the presence of noise, thebifurcation delay can be large. However, this hypothesis is required to carry out following calculations.
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∂￿G
￿
￿+∗(γ)￿ γ￿ ≈ ∂￿G ￿￿+∗(γ￿￿)￿ γ￿￿￿￿ ￿￿ ￿
,−1 : ﬂip bifurcation
+ (γ − γ￿￿) ∂￿￿G ￿￿+∗(γ￿￿)￿ γ￿￿￿￿ ￿￿ ￿noted−K ￿ (3.23)
ﬁnally we have :
∂￿G
￿
￿+∗(γ)￿ γ￿ ≈ −1− K (γ − γ￿￿) ￿ (3.24)
which is used in equation (3.20). Figure 3.5 shows the comparison between ∂￿G (￿+∗(γ)￿γ) and itstangent function −1− K (γ − γ￿￿) around the static oscillation threshold for ζ = 0￿2, 0.5 and 0.8.The linearisation appears as a good approximation of the function in a wide domain of γ aroundthe static oscillation threshold γ￿￿ . For large values of the control parameter ζ (cf. ﬁg. 3.5(c)) thelinear approximation is valid over a narrower range of γ .
Using expression (3.24) the integral
I1 = ￿ γ￿+￿
γ+￿ 2 ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿ (3.25)
contained in the expression (3.20) of B￿ becomes :
I1 = 2K
￿
￿ γ￿+￿
γ+￿
￿
γ￿ − γ￿￿
￿
￿γ￿ = K
￿
￿￿
γ￿ − γ￿￿
￿2￿γ￿+￿
γ+￿ ￿ (3.26)
The small correction ￿ in the domain of integration can be neglected since ￿ ￿ 1. Therefore,we obtain :
I1 = K
￿
￿￿
γ￿ − γ￿￿
￿2￿γ￿
γ
= K
￿
￿(γ￿ − γ￿￿)2 − (γ − γ￿￿)2￿ ￿ (3.27)
By combining equations (3.20) and (3.27), B￿ is now written as :
B￿ ≈ σ
2
￿
￿ γ￿+￿
γ0+￿ exp
￿K
￿
￿(γ￿ − γ￿￿)2 − ￿γ￿ − γ￿￿￿2￿￿￿γ￿
= σ 2
￿
exp￿K
￿
(γ￿ − γ￿￿)2￿× ￿ γ￿+￿
γ0+￿ exp
￿
−K
￿
￿
γ￿ − γ￿￿
￿2￿
￿γ￿￿ ￿￿ ￿
I2
￿ (3.28)
The function which appears in the integral I2 is a Gaussian function with standard deviation
ν =￿ ￿2K ￿ (3.29)
Integral I2 is then [47] :
I2 =
￿12
￿
π￿
K erf
￿￿
K
￿
￿
γ￿ − γ￿￿
￿￿￿γ￿
γ0
￿ (3.30)
where erf(￿) is the error function. The initial condition γ0 is supposed to be much lower than the
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(c) ζ = 0￿8
F￿￿￿￿￿ 3.5 – Graphical representation of ∂￿G (￿+∗(γ)￿γ) and its tangent function −1− K (γ − γ￿￿ ) aroundthe static oscillation threshold for ζ = 0￿2, 0.5 and 0.8.
static threshold γ￿￿ , so that equation (3.30) can be written :
I2 = 12
￿
π￿
K
￿
erf
￿￿
K
￿
(γ￿ − γ￿￿)
￿
+ 1
￿
￿ (3.31)
The dependence on the initial condition γ0 is now lost.Since ￿ ￿ 1, for γ￿ > γ￿￿ the error function quickly becomes equal to 1 and the integral I2 issimpliﬁed to I2 =￿π￿K . Finally the expression of B￿ is :
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B￿ ≈
σ 2√
￿
￿
π
K
exp￿K
￿
(γ￿ − γ￿￿)2￿ ￿ (3.32)
From equation (3.32) it is possible to obtain the expression of ￿E [￿2￿] ≈ √B￿ :￿
E [￿2￿] ≈ σ ￿−1/4 ￿πK
￿1/4 exp￿ K2￿ (γ￿ − γ￿￿)2
￿
￿ (3.33)
The dynamic oscillation threshold γˆ￿￿￿￿ is deﬁned [10, 9] as the value of γ￿ for which the standarddeviation ￿E [￿2￿] leaves the neighborhood of the invariant curve. More precisely, the bifurcationoccurs when ￿E [￿2￿] becomes equal to the increase rate ￿ , as deﬁned in eq. (3.13). Finally, usingequation (3.33), we have :
γˆ￿￿￿￿ = γ￿￿ +
￿
−2￿
K
ln ￿￿π
K
￿1/4 σ
￿5/4
￿
￿ (3.34)
which is the theoretical estimation of the dynamic oscillation threshold of the stochastic systems(3.11) (or of the system (3.8) computed using a ﬁnite precision) when it evolves in a sweep-dominant
regime. The bifurcation delay is a by-product of eq. (3.34) since it is simply γˆ￿￿￿￿ − γ￿￿ .
(a) (b)
F￿￿￿￿￿ 3.6 – Domain of existence of the deterministic, sweep-dominant and noise-dominant regimes in a
plane (￿￿− log10(σ )). For ﬁnite precision cases, − log10(σ ) corresponds to the value of the precision.
The method presented in this section is based on a ﬁrst-order Taylor expansion of the system
(3.11) around the invariant curve φ(γ￿), leading to the linear system (3.14). Using an asymptoticexpansion of the error function it is possible to investigate the behavior of √B￿ before γ￿ entersthe neighborhood of the static oscillation threshold γ￿￿ . This study allows to deﬁne the domainof validity of this linear approximation, as done by Baesens [10, 9]. This is σ . √￿ (more detailson obtaining the domain of validity are given in Appendix 3.2.6.1). Otherwise, if σ & √￿, theorbit of the series ￿+￿ leaves the neighborhood of invariant curve φ(γ) before the static oscillationthreshold is reached. In this case, the linear approximation is no longer valid. This situation iscalled by Baesens [10, 9] noise-dominant regime and it is not investigated in the present paper.However, ﬁgure 3.6 shows the domain of existence of the diﬀerent regimes in a plan [￿ ; − log10(σ )].
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The frontier between deterministic and sweep-dominant regime corresponding to A￿ = B￿ is
determined numerically using the equality γ￿￿￿￿ = γˆ￿￿￿￿ .
The condition σ .
√
￿ is respected in this work since σ = 10−￿￿ with 7 ≤ ￿￿ ≤ 5000 and8￿10−5 ≤ ￿ ≤ 10−2.
3.2.4.3 Discussion
In ﬁgure 3.7, γˆ￿￿￿￿ deﬁned by equation (3.34) is plotted against the increase rate ￿ . It is comparedwith γ￿￿￿￿￿ for diﬀerent values of the precision and for γ0 = 0. In ﬁgure 3.7(a), γ￿￿￿￿￿ is representedfor ﬁnite precision cases. The diﬀerences between ﬁnite precision cases and stochastic casesobserved for prec. = 7 and 15 are shown in ﬁgure 3.7(b). The theoretical result γˆ￿￿￿￿ providesa good estimation of the dynamic oscillation threshold as long as the system remains in the
sweep-dominant regime (with a better estimation when the bifurcation delay is small d). Otherwise,
γ￿￿￿￿ is a better approximation of γ￿￿￿￿￿ , as expected in the deterministic regime.Figure 3.8 shows the comparison between γˆ￿￿￿￿ and γ￿￿￿￿￿ (only for ﬁnite precision cases) plottedagainst the initial condition γ0. In ﬁgure 3.8(a), variables are plotted for several values of ￿ and fora ﬁxed numerical precision. The opposite is done in ﬁgure 3.8(b). As in ﬁgure 3.7, γˆ￿￿￿￿ provides agood estimation of the dynamic oscillation threshold in the sweep-dominant regime, as well as γ￿￿￿￿in the deterministic regime.
Finally, to predict theoretically the dynamic bifurcation threshold Γ￿￿￿￿ of the stochastic system(3.11) (as well as of the system (3.8) when it is computed with a ﬁnite precision) the followingprocedure is proposed :
• compute the theoretical estimation γˆ￿￿￿￿ of the stochastic system through eq. (3.34)
• compute the theoretical estimation γ￿￿￿￿ of the system without noise through eq. (3.10)
• if γˆ￿￿￿￿ < γ￿￿￿￿ the system remains in the “sweep-dominant regime” and the dynamic threshold Γ￿￿￿￿
is equal to γˆ￿￿￿￿ , otherwise the “deterministic regime” is attained and the dynamic threshold Γ￿￿￿￿is equal to γ￿￿￿￿ .
Figure 3.9 compares the relative error RE of the three theoretical predictions of the oscillationthreshold (γ￿￿ , γ￿￿￿￿ and Γ￿￿￿￿) with respect to γ￿￿￿￿￿ , as a percent value :
RE [X ] = 100× ￿ |γ￿￿￿￿￿ − X |
γ￿￿￿￿￿
￿
￿ (3.35)
where X takes successively the values of γ￿￿ , γ￿￿￿￿ and Γ￿￿￿￿ .For standard double-precision (ﬁg. 3.9(a), prec.=15), the sweep-dominant regime is prevalent
throughout most of the range of increase-rates studied in this article. Higher precisions (for instanceprec.=100) imply the appearence of the deterministic-regime for lower increase-rates. In this case,Γ￿￿￿￿ provides a better estimation of the oscillation threshold of the clarinet with a linearly increasingblowing pressure. Indeed, in situations represented in ﬁgure 3.9, RE ￿Γ￿￿￿￿￿ never exceeds 15% while
RE [γ￿￿ ] and RE ￿γ￿￿￿￿ ￿ can reach 60% and 145% respectively. At slightly lower values of ￿ than thelimit between the two regimes, γ￿￿￿￿ still provides a better estimation of γ￿￿￿￿￿ than Γ￿￿￿￿ , a situationthat occurs for all values of the precision, according to ﬁgure 3.7.
d. This is an expected result because of the initial assumption of a small bifurcation delay in the presence of noise,leading to ﬁrst-order Taylor expansions γ￿￿ in previous calculation (see equation (3.23)).
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F￿￿￿￿￿ 3.7 – Graphical representation of γ￿￿￿￿￿ for diﬀerent precisions (prec. = 7, 15, 30, 100, 500 and 5000)with respect to the slope ￿ and for γ0 = 0. Results are also compared to analytical static and dynamicthresholds : γ￿￿ , γ￿￿￿￿ and γˆ￿￿￿￿ . (a) γ￿￿￿￿￿ and only ﬁnite precision cases are represented. (b) Both ﬁnite precision
cases and noisy cases are represented for prec. = 7 and 15.
3.2.5 Conclusion
In many situations, the ﬁnite precision used in numerical simulations of the clarinet systemdoes not produce major errors in the ﬁnal results that are sought. Such is the case, for instance,when estimating the amplitudes for a given regime.
However, when slowly increasing one of the control parameters, the distances between thestate of the system and the invariant curve can become smaller than the round-oﬀ errors of thecalculation, with dramatic eﬀects on the time required to trigger an oscillation. In these cases, theinclusion of a stochastic variable in the theory allows to correctly estimate the threshold observedin simulations, which lies between the static and dynamic thresholds found for precise cases.
As a ﬁnal remark, the present theoretical study is probably not restricted to describe numericalsimulations. Indeed, the noise level σ measured in an artiﬁcially blown instrument is typically ofthe order of magnitude of 10−3. The domain of validity of the results : σ . √￿ suggests that thecomparison with experiment using blowing pressure with increase rates ￿ > 10−6 (typically forusual clarinets that corresponds to ≈ 5Pa/s), seems to be possible although the noise level usually
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(a) Numerical precision is ﬁxed (prec. = 50). γˆ￿￿￿￿ and γ￿￿￿2￿￿are computed for ￿ = 10−4 , 6 · 10−4 . (b) The increase rate of γ is ﬁxed (￿ = 3 · 10−4). γˆ￿￿￿￿ andγ￿￿￿2￿￿ are computed for numerical precisions equal to 15and 100.
F￿￿￿￿￿ 3.8 – Comparison between theoretical prediction of dynamic oscillation threshold (without noise :
γ￿￿￿￿ and with noise : γˆ￿￿￿￿ ) and the dynamic threshold γ￿￿￿￿￿ computed on numerical simulations for ﬁniteprecision case. Variable are plotted with respect to the initial condition γ0.
increases with the pressure applied to the instrument.
It is known that the static oscillation of the clarinet is diﬃcult to measure by increasing, evenslowly, the mouth pressure. The phenomenon of dynamic bifurcation is a possible reason. If thatwere proven experimentally, we could imagine to inverse the equation (3.34) to deduce the staticthreshold from the measurement of the noise level, the increase rate of the blowing pressure andthe dynamic threshold.
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3.2.6 Annexes
3.2.6.1 Limit of the linear calculation
The method presented in Section 3.2.4 is based on a ﬁrst-order Taylor expansion of the system
(3.11) around the invariant curve φ(γ￿) leading to deﬁne the linear system (3.14). Following Baesens[10, 9], we give here the upper bound of the domain of validity of this linear approximation.
Using equations (3.20) and (3.31), the expression B￿ is given by :
B￿ = σ 22
￿
π
￿ K
exp￿K
￿
(γ￿ − γ￿￿)2￿×
￿
erf
￿￿
K
￿
(γ￿ − γ￿￿)
￿
+ 1
￿
￿ (3.36)
We investigate the behavior of E ￿￿2￿￿ before γ￿ enters in the neighborhood of the static
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F￿￿￿￿￿ 3.9 – Relative errors : RE [γ￿￿ ], RE ￿γ￿￿￿￿ ￿ and RE ￿Γ￿￿￿￿￿ for numerical precisions equal to 15 (a) and100 (b).
oscillation threshold γ￿￿ . More precisely, we compute an approximate expression of E ￿￿2￿￿ when
γ￿ < γ￿￿ − ν , where ν is deﬁned by equation (3.29). To do this, the error function in equation (3.36)is expanded in a ﬁrst-order asymptotic series [2] (the asymptotic expansion of the error function
erf(￿) for large negative ￿ is recalled in Appendix 3.2.6.2) :
B￿ = σ 22
￿
π
￿ K exp
￿K
￿
(γ￿ − γ￿￿)2￿×
⎡
⎣−1− exp
￿
−K￿ (γ￿ − γ￿￿)2￿￿
Kπ
￿
(γ￿ − γ￿￿) + 1
⎤
⎦ ￿ (3.37)
which is simpliﬁed in :
B￿ = − σ 22K (γ￿ − γ￿￿) ￿ (3.38)
Using the explicit form of γ￿, solution of equation (3.8b) :
γ￿ = ￿ ￿+ γ0￿ (3.39)
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and (3.38), we have :
￿
B￿ = σ√2K￿ 1√￿￿￿ − ￿￿ (3.40)where ￿￿￿ is the iteration for which γ￿￿ is reached.Equation (3.40) means that when γ￿ < γ￿￿−ν , the standard deviation￿E [￿2￿] ≈ √B￿ increaseswith the time (i.e. with ￿) like 1/√￿￿￿ − ￿ to order σ /√￿ , and therefore remains small if σ ￿ √￿ .Otherwise, if σ & √￿, the orbit of the series ￿+￿ leaves the neighborhood of invariant curve φ(γ)before the static oscillation threshold is reached. In this case, linear calculation made in Section3.2.4 is no longer valid.
3.2.6.2 Asymptotic expansion of error function
The asymptotic expansion of the error function erf(￿) for large negative ￿ (￿ → −∞) is [2] :
erf(￿) ≈ −1− exp ￿−￿2￿√
π￿
×
￿
1 + +∞￿
￿=1
(−1)￿ 1 · 3 ￿ ￿ ￿ (2￿− 1)￿2￿2￿￿
￿
(3.41)
Fin de l’article [Début page 64]
3.3 Inﬂuence des autres paramètres du modèle
Cette section présente des résultats complémentaires à ceux obtenus précédemment et présentésdans [19, 20]. Est étudiée l’inﬂuence du second paramètre de contrôle du modèle ζ et du paramètrede pertes λ.
3.3.1 Inﬂuence du second paramètre de contrôle ζ
Cette section étudie l’inﬂuence du second paramètre de contrôle du modèle ζ jusqu’ici toujourségal à 0.5. Ce n’est pas une étude dynamique en ζ puisque nous n’allons pas faire varier leparamètre d’embouchure mais étudier comment évolue le seuil dynamique d’oscillation, lors d’unerampe en γ , en fonction de la valeur de ζ .
Sur la ﬁgure 3.10, les seuils numérique γ￿￿￿￿￿ et théoriques sans bruit γ￿￿￿￿ (cf. équation (2.36))et avec bruit γˆ￿￿￿￿ (cf. équation (3.34)), sont tracés en fonction de ζ pour trois valeurs de la pente ￿de γ : ￿ = 10−4 et ￿ = 10−3 en ﬁgure 3.10(a) et ￿ = 10−2 en ﬁgure 3.10(b). Enﬁn la précision decalcul est ﬁxée à une valeur usuelle de 15 chiﬀres signiﬁcatifs. De manière générale, les seuilsdynamiques (numérique et théorique) diminuent quand ζ augmente. Il est tout de même à noterque le seuil théorique γ￿￿￿￿ peut posséder une phase d’augmentation aux faibles valeurs de ζ (voirles courbes γ￿￿￿￿ pour ￿ = 10−2 et ￿ = 10−3. Cette phase d’augmentation s’étale sur un domaine de
ζ qui est d’autant plus grand que ￿ est petit.
Pour les plus faibles valeurs de ￿ (cf. ﬁgure 3.10(a)), le système évolue dans un "sweep-dominant
regime" (cf. paragraphe 3.2.4.1) et le seuil théorique γˆ￿￿￿￿ prédit bien le seuil γ￿￿￿￿￿ déduit dessimulations. Comme attendu la prédiction est d’autant meilleure que ￿ est petit.
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(a) ￿ = 10−4 and 10−3 (b) ￿ = 10−2
F￿￿￿￿￿ 3.10 – Comparaison entre les seuils d’oscillations théoriques sans bruit γ￿￿￿￿ et avec bruit γˆ￿￿￿￿ et leseuil γ￿￿￿￿￿ calculé numériquement. Les diﬀérents seuils sont tracés en fonctions du paramètre d’embouchure
ζ . Le seuil statique d’oscillation γ￿￿ est également représenté. γ0 = 0 et (a) ￿ = 10−4 et 10−3 et (b) ￿ = 10−2.La précision numérique utilisée est égale à 15 chiﬀres signiﬁcatifs.
Nous avons déjà remarqué, aux ﬁgures 3.6 et 3.7 par exemple, que pour une précision donnée,les grandes valeurs de ￿ favorisent le "deterministic regime". Cette observation se retrouve sur laﬁgure 3.10(b) où, après l’intersection entre γ￿￿￿￿ et γˆ￿￿￿￿ (ζ > 0￿32 environ), la comparaison entre
γ￿￿￿￿￿ et γ￿￿￿￿ montre un bon accord indiquant que le système évolue de façon déterministe. Nous nepouvons pas conclure sur la présence du "sweep-dominant regime" avant l’intersection entre γ￿￿￿￿et γˆ￿￿￿￿ . En eﬀet, pour une raison que nous ne connaissons pas à ce jour, aucun des deux seuilsthéoriques ne permet de prédire γ￿￿￿￿￿ . Enﬁn, la présence d’allongements du retard à la bifurcationpour certaines valeurs de ζ est à signaler (voir annexe C).
3.3.2 Inﬂuence du paramètre de pertes λ
3.3.2.1 Diﬀérences avec le cas sans pertes
Jusqu’à présent nous n’avons traité que le modèle sans pertes en ﬁxant le paramètre λ à 1, cecipour présenter les méthodes générales d’obtention de l’expression analytique du seuil dynamiqueen s’aﬀranchissant des diﬃcultés techniques du traitement du cas où λ < 1. Cependant, si l’on veutdans le futur, pouvoir comparer les résultats théoriques avec l’expérience, la prise en compte despertes est indispensable.
Traiter des situations où le paramètre de pertes est diﬀérent de 1 ne modiﬁe pas les méthodesexposées au chapitre 2 et aux sections 3.2 et 3.3.1 qui ont un caractère général (elle sont enparticulier indépendantes de la fonction d’itération). Les ﬁgures 3.1(b) et 3.11, qui comparent le cassans pertes à un cas où λ = 0￿95, montre d’ailleurs que les caractéristiques du seuil d’oscillationdynamique dans ces deux situations sont qualitativement les mêmes. Le présence des pertes ajuste tendance à augmenter le retard à la bifurcation.
La diﬀérence entre les cas sans et avec pertes se trouve au niveau de la courbe de points ﬁxes
￿+∗(γ) de la fonction G et de la valeur du seuil d’oscillation statique γ￿￿ . Listons les grandeursqu’il faut modiﬁer pour traiter le cas λ < 1 :
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• La courbe invariante :
φ(γ￿ ￿) ≈ ￿+∗(γ) + ￿ ∂￿+∗(γ)
∂γ
∂￿G (￿+∗(γ)￿ γ)
∂￿G (￿+∗(γ)￿ γ)− 1 ￿ (3.42)
dont la modiﬁcation va notamment inﬂuer sur la valeur du seuil d’oscillation théorique γ￿￿￿￿ ducas déterministe, déﬁni par :
￿ γ￿￿￿￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿ = 0￿ (3.43)
• Le seuil dynamique théorique prenant en compte l’inﬂuence du bruit :
γˆ￿￿￿￿ = γ￿￿ +
￿
−2￿K ln
￿￿π
K
￿1/4 σ
￿5/4
￿
￿ (3.44)
où il faut modiﬁer :— Le seuil d’oscillation statique γ￿￿ ;— La constante K = ∂￿￿G (￿+∗(γ￿￿)￿ γ￿￿) (cf. equation (3.23)).
3.3.2.2 Courbes des points ﬁxes et seuil statique d’oscillation obtenu par méthode perturbative
La courbe des points ﬁxes. La courbe des points ﬁxes ￿+∗(γ) (ou ￿∗(γ) dans le chapitre 1, nousgardons ici les notations utilisées dans [19, 20]) de la fonction d’itération G (ou ￿ dans le chapitre 1)s’obtient à partir de l’expression du régime statique non oscillant ￿∗(γ) de la pression dans lebec, donnée par l’équation (1.41). Cette expression n’est pas facilement utilisable (notammentdérivable, par exemple quand ￿+∗(γ) est développé en série de Taylor, cf. équation (B.14)). De plus,lorsque λ se rapproche de 1, en particulier pour les faibles ζ , l’argument de la fonction arc cosinuspeut devenir très proche de -1 en rendant fausse l’estimation de la fonction par un ordinateur
utilisant une précision usuelle. Nous proposons une méthode perturbative permettant d’obtenir
une expression théorique de ￿∗(γ), certes approchée mais plus simple à utiliser. Le principe de laméthode est de développer ￿∗(γ) en série de puissances du paramètre de perturbation β = 1− λ.Dans la suite nous allons traiter le cas où λ = 0￿95, ce qui donne à β une valeur relativementimportante de 0.05. Le développement de ￿∗(γ) jusqu’à l’ordre 2 est donc nécessaire. L’expressionobtenue est :
￿∗(γ) = (1− λ)F (0￿ γ)2￿ ￿￿ ￿Ordre 1
+ (1− λ)2F (0￿ γ)4
￿
∂F (0￿ γ)
∂￿
+ 1￿￿ ￿￿ ￿Ordre 2
+O ￿(1− λ)3￿ ￿ (3.45)
où F est la caractéristique non linéaire de l’instrument, donnée par l’équation (A.3b). Le termed’ordre 0 est nul puisque dans un cas sans pertes ￿∗ = 0. Les détails de la méthode pour obtenirl’équation (3.45) sont présentés en annexe B.1, en particulier la ﬁgure B.1 montre la comparaisonentre les expressions (1.41) et (3.45).
Une fois obtenue l’expression de ￿∗(γ), celle de ￿+∗(γ) s’obtient facilement en utilisant leséquations (1.35) et (3.45) :
￿+∗(γ) = 12 [￿∗(γ) + F (￿∗(γ))] ￿ (3.46)
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Le seuil d’oscillation statique. En supposant que ￿∗(γ) reste égal à zéro en présence de pertes,l’expression du seuil statique d’oscillation est donnée par l’équation (1.49) tirée de [60]. Même sil’écart entre cette expression théorique et un seuil statique calculé numériquement est relativementfaible (typiquement de l’ordre de 5 · 10−3 pour λ = 0￿95, voir ﬁgure B.2(b)), nous avons besoinici d’une expression plus précise. Toujours en utilisant une méthode perturbative, détaillée àl’annexe B.2, l’expression suivante est obtenue :
γ￿￿ ≈ ψ(ζ￿ λ)
￿ ￿￿ ￿Ordre 0
+ (1− λ)F (0￿ ψ(ζ￿ λ))2￿ ￿￿ ￿Ordre 1
￿ (3.47)
où le terme d’ordre 0, ψ(ζ￿ λ), est égal au seuil donné par l’équation (1.49) :
ψ(ζ￿ λ) = 19
￿ 1
ζΛ
+
￿
3 + 1(ζΛ)2
￿2
￿ (3.48)
L’ordre 1 est suﬃsant pour retrouver précisément le seuil statique obtenu par simulationnumérique (voir ﬁgure B.2).
3.3.2.3 Étude d’un cas typique : λ = 0￿95
Dans ce paragraphe nous allons utiliser les résultats précédents pour étudier un cas où
λ = 0￿95, valeur typique du paramètre de pertes pour une clarinette. La ﬁgure 3.1(b) montre déjàle proﬁl de γ￿￿￿￿￿ en fonction de ￿ et pour plusieurs précisions de calcul. La ﬁgure 3.11 la reproduiten ajoutant les seuils théoriques γ￿￿￿￿ et γˆ￿￿￿￿ . La prédiction est aussi bonne que dans le cas sanspertes. On observe toujours une sous-estimation du seuil du "sweep-dominant regime" lorsque le
retard à la bifurcation devient trop important. Ceci pour les raisons précédemment évoquées au
paragraphe 3.2.4.3.
F￿￿￿￿￿ 3.11 – Représentation de γ￿￿￿￿￿ (ligne noire) en fonction de ￿ pour diﬀérentes précisions (prec. = 7,15, 30, 100, 500 and 5000). Comparaison avec les seuils théoriques statique γ￿￿ (points noirs) et dynamiques
γ￿￿￿￿ (pointillés bleus) et γˆ￿￿￿￿ (pointillé rouge). γ0 = 0, ζ = 0￿5 et λ = 0￿95.
Il est particulièrement intéressant de tracer les seuils dynamiques γ￿￿￿￿￿ , γ￿￿￿￿ , γˆ￿￿￿￿ , en leurretranchant le seuil statique γ￿￿ (i.e. en traçant le retard à la bifurcation). La ﬁgure 3.12(a)
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montre γ￿￿￿￿￿ − γ￿￿ en fonction de ￿ pour les cas sans pertes et avec pertes pour λ = 0￿95 (noté
"Raman" sur la ﬁgure). Nous pouvons remarquer que l’inﬂuence des pertes n’est visible que lorsquele système évolue de façon déterministe (i.e. lorsque c’est γ￿￿￿￿ qui permet de prédire le seuildynamique). En revanche, lorsque le système évolue en "sweep-dominant regime" l’inﬂuence despertes sur γ￿￿￿￿￿ − γ￿￿ est inﬁme indiquant que les diﬀérences observées à la ﬁgure 3.11 sontprincipalement dues au changement de seuil statique en présence de pertes, la contributiondynamique étant pratiquement inchangée. Ces observations se retrouvent sur les seuils théoriquesdu cas déterministe γ￿￿￿￿ (voir ﬁgure 3.12(b)) et du "sweep-dominant regime" γˆ￿￿￿￿ (voir ﬁgure 3.12(c)).
(a)
(b) (c)
F￿￿￿￿￿ 3.12 – Seuil d’oscillation dynamique moins le seuil d’oscillation statique en fonction de ￿ pourdiﬀérentes précisions (prec. = 7, 15, 30, 100, 500 and 5000) : (ligne bleue) λ = 1 et (pointillés rouges)
λ = 0￿95. (a) γ￿￿￿￿￿ − γ￿￿ , (b) γ￿￿￿￿ − γ￿￿ et (c) γˆ￿￿￿￿ − γ￿￿ . γ0 = 0 et ζ = 0￿5.
Chapitre 4
Reconstruction d’enveloppe
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4.1 Avant-proposL￿ section 4.2 de ce chapitre est la reproduction d’un article soumis à Acta Acustica united withAcustica [4]. Il est intitulé : "Estimation of the attack transient in a clarinet with time-varying
blowing pressure" et est écrit en collaboration avec André Almeida (premier auteur), ChristopheVergez et Bruno Gazengel.
Dans des situations réelles l’alimentation en pression par le système respiratoire humain nepeut pas augmenter indéﬁniment. En général, elle ﬁnit par se stabiliser avant que les oscillations necroissent jusqu’à un niveau audible. Cet article présente une méthode de reconstruction d’enveloppede la variable ￿+ pour un proﬁl de γ prenant en compte cette observation. Nous utilisons un proﬁlacadémique possédant une phase d’augmentation linéaire et une phase de stabilisation où γ estconstant (voir ﬁgure 4.1). La discontinuité de dérivée d’un tel proﬁl fait que la phase d’augmentationet la phase de stabilisation peuvent être étudiées séparément.
Le traitement de la phase de stabilisation ne pose pas de problème (voir paragraphe 4.2.5).Comme γ est constant, le transitoire en ￿+ est décrit par une fonction exponentielle dont la seuleinconnue est la condition initiale (valeur de ￿+ en ￿ = N , voir ﬁgure 4.1). Cette condition initialeest donnée par le traitement de la phase d’augmentation linéaire de γ , fait au paragraphe 4.2.4.Pour ce faire nous utilisons les expressions analytiques de l’écart entre ￿+ et la courbe invariante
φ (i.e. la variable ￿) : cas déterministe (cf. équation (2.35)) et cas bruité (cf. équation (3.20)).
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F￿￿￿￿￿ 4.1 – Proﬁl temporel de la pression dans la bouche (paramètre de contrôle γ utilisé dans [4].
L’apport principal de l’article se situe au niveau de l’étude du cas bruité (ou à précision decalcul ﬁnie) présentée au paragraphe 4.2.4.3. La méthode proposée par Baesens [10, 9] est modiﬁéepour obtenir des reconstructions analytiques d’enveloppe plus proches de celles obtenues par lasimulation du modèle.
4.2 Article en ﬁn d’écriture :
A. Almeida, B. Bergeot, C. Vergez et B. Gazengel. "Estimation of the attack transient in
a clarinet with time-varying blowing pressure"
Début de l’article
4.2.1 Introduction
The clarinet can be seen as a dynamic system in which two main parameters are used bythe musician to control its oscillatory behavior : the blowing pressure and the lip force upon thereed. Mathematical models exist to explain and simulate the behavior of the instrument [90, 81].McIntyre et. al [69] proposed a general method to compute the oscillations of self-sustained musical
instruments based on a coupling of a linear resonator and a nonlinear exciter. By considering
severe simpliﬁcations for the resonator and the exciter, he could describe the system as a nonlinear
"iterated map". This simplistic model is certainly unable to describe or predict with reﬁnement
the exact harmonic content of the sound, or the inﬂuences of such important details as the reedgeometry and composition or the vocal tract of the player. However, the iterated map approachcan explain the role of essential factors for the production of sound. For example, it can be usedto estimate the thresholds of oscillation, extinction, beating regimes, etc. [60, 29], amplitudes andstability of the steady state regime [74] and phenomena of period doubling [59, 86].
The thresholds of oscillation are often diﬃcult to measure, either in real or simulated instruments.In fact, near the oscillation threshold the time needed to obtain a steady periodic regime is long(see Chaigne and Kergomard [26], sect. 9.3.2), and likewise, a sweep on the blowing pressure showsthat the oscillations start at much higher values than the one predicted by Kergomard et. al [60],as shown in [83]. This shift of threshold for varying parameters is also observed in real instruments[22], although the threshold values are not consistent between simulations and artiﬁcially blowninstruments.
A previous study focused on steady linear increases of the blowing pressure using iterated map
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F￿￿￿￿￿ 4.2 – Schematic diagram of a single-reed mouthpiece used in Schumacher’s model. U is the ﬂow
created by the pressure imbalance ∆P = P￿ − P between the mouth and the bore, ￿ represents thedisplacement of the tip of the reed relative to its equilibrium position and H is the displacement when thereed is closed.
approach [19], showing that the delay on the oscillations can be correctly predicted using resultsfrom dynamic bifurcation theory [10, 42] when unlimited precision is used in numerical simulations.An extension of this theory using stochastic perturbations [10], and [20] for clarinet-like instruments,allows to predict the delays seen in numerical simulations performed with machine-precision.
The aim of the present article is to propose a method to calculate the amplitude envelope
for archetypal time proﬁles of the mouth pressure. In a ﬁrst time, a prediction is given for a casewith a simple linear growth and then when the linear growth is suddenly interrupted, implying adiscontinuity of the derivative of the mouth pressure through time.
Section 4.2.2 starts with a summarized introduction to the model used as a metaphor for aclarinet-like instrument. Some important results for stationary regimes are then recalled : thresholds
of oscillation and amplitudes of oscillation are given as a function of the playing parameters (mouth
pressure and force applied to the reed). Section 4.2.4 recalls and extends some important resultsfrom the dynamic bifurcation theory from previous works [19, 20] that can be applied for continuouslyincreasing parameters, introducing a prediction of the amplitude envelope during the entire attack.An extension of these results for a sudden stop in the parameter is given in section 4.2.5. Finally,some examples of applications of the method are presented in section 4.2.6.
4.2.2 Elements of clarinet theory
4.2.2.1 The elementary model
The model proposed by Schumacher [69] and used in other studies [64, 26] divides the clarinetinto two basic elements, a resonator and an exciter coupled by the two acoustic variables, pressure
P(￿) and ﬂow U(￿) measured at the input of the straight bore.
The exciter is the reed-mouthpiece system, as depicted in Fig. 4.2. The reed is assumed tobehave as an ideal spring characterized by its static stiﬀness per unit area K￿. The response ofthe reed position ￿ to the pressure diﬀerence ∆P = P￿ − P is considered as linear, given by :
￿ = −∆PK￿ ￿ (4.1)
From (4.1) we can deﬁne the static closing pressure PM which corresponds to the lowest
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pressure that completely closes the reed channel (￿ = −H) :
PM = K￿H￿ (4.2)
The non-linearity of the exciter is introduced by the Bernoulli equation which relates the ﬂow
U to the acoustic pressure P [52, 51]. This relation is the nonlinear characteristics of the exciter,given by :
U =
⎧⎪⎨
⎪⎩ UA
￿1− ∆PPM
￿￿
|∆P|
PM sgn(∆P) if ∆P < PM ; (4.3a)0 if ∆P > PM ￿ (4.3b)
The ﬂow UA is calculated using the Bernoulli theorem :
UA = S
￿2PM
ρ
￿ (4.4)
where S is the opening cross section of the reed channel at rest and ρ the density of the air. Themotion of the reed can create an additional ﬂow, which is ignored in this model.
The following dimensionless variables and control parameters are introduced [26] :
∆￿ = ∆P/PM
￿ = P/PM
￿ = Z￿ U/PM
γ = P￿/PM
ζ = Z￿ UA/PM ￿
(4.5)
Z￿ = ρ￿/S￿￿￿ is the characteristic impedance of the cylindrical resonator of cross-section S￿￿￿
(￿ is the sound velocity). Using dimensionless variables deﬁned by equation (4.5), equation (4.3)becomes :
F (￿) =
￿
ζ (1− γ + ￿)￿|γ − ￿| sgn(γ − ￿) if γ − ￿ < 1 ; (4.6a)0 if γ − ￿ > 1￿ (4.6b)
The parameters γ and ζ are the control parameters of the system. An example of the function
F is shown in Fig. 4.3(a).
The resonator is simply modeled as a straight, lossless cylindrical air column. The acousticvariables can be decomposed in terms of traveling waves, allowing to write :
￿(￿) = ￿+(￿) + ￿-(￿)￿ (4.7)
￿(￿) = ￿+(￿)− ￿-(￿)￿ (4.8)
The incoming wave ￿−(￿) at the bore input can be calculated from a previous value of the outgoingwave ￿+(￿ − τ), since no losses in the propagation or reﬂection are considered. In practice, onlyone value of ￿+(￿) is calculated in each round-trip of the wave, with a duration of τ = 2￿/￿, where
￿ is resonator length and ￿ is the sound velocity. All the variables can thus be discretised, ￿￿meaning the value of a variable ￿ at time ￿τ .
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F￿￿￿￿￿ 4.3 – Non-linear characteristics in ￿ = F (￿) representation (a) and ￿+ = G(￿-) representation (b)for γ = 0￿42 and ζ = 0￿6.
The complete system can then be resumed in a single iterative equation obtained by combiningequations (4.6) and (4.7). Moreover, in order to simplify the notation, the variable ￿+ will behereafter written as ￿ :
￿￿ = ￿+￿ = G (￿￿−1) ￿ (4.9)
Function G can be obtained by replacing (4.7) in function F . An explicit formulation for G isgiven by Taillard et al. [86], for ζ < 1. Figure 4.3(b) shows that the change from coordinates (￿￿ ￿)to (￿+￿ ￿−) can be performed graphically as a mirror about the axis ￿ = 0 and a 45◦ rotation aboutthe origin.
4.2.2.2 Stationary regime with constant parameters : static bifurcation diagram
Stationary regimes can be identiﬁed by choosing an arbitrary initial value for ￿ , performinga large number of iterations and checking whether the system stabilizes in a ﬁxed point or alimit-cycle. This allows tracing a static a bifurcation diagram that shows the limit values of any
variable as a function of the parameters, see ﬁgure 4.4.
Whenever this curve has N values for a single abscissa, the stationary solution has period N ,corresponding to the ﬁxed points of the successive iterates of function G. We write G￿ the ￿-th
iterate of G and ￿￿∗ its ﬁxed points, except for the ﬁrst iterate for which we use simply G and ￿∗.Fixed points can be obtained analytically by solving equation :
￿N∗ = GN ￿￿N∗￿ = ￿Gγ ◦ Gγ ◦ ￿ ￿ ￿ ◦ Gγ￿￿ ￿￿ ￿
N times
￿
￿N∗
￿
￿ (4.10)
Solutions of period N = 1 (non-oscillating), corresponding to the ﬁxed point ￿∗, have a simpleexpression
￿∗(γ) = ζ2 (1− γ)√γ￿ (4.11)deﬁned for all values of γ > 0 and represented as a dashed line in ﬁgure 4.4. The reason why the
a. The word "static" is used to emphasize that the diagram is obtained with constant control parameters.
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F￿￿￿￿￿ 4.4 – Static bifurcation diagram based on variable ￿ for ζ = 0￿5.
gray curve stops following the dashed line after a certain value in ﬁgure 4.4 is that the ﬁxed pointbecomes unstable after a certain threshold of γ . This corresponds to the appearance of solutionsof period 2. Stability of a ﬁxed point ￿∗ can be found by observing the derivative of the function
G [35, 61] :
￿∗ is stable ⇐⇒ ￿￿G￿ (￿∗)￿￿ < 1￿ (4.12)
This criterion is used to calculate the static oscillation threshold γ￿￿ , at which the clarinetsystem transits from static (period 1 solutions) to oscillating [58] :
γ￿￿ = 13 ￿ (4.13)
4.2.2.3 Beginning of the transient with constant parameter
Before looking into the evolution of the system for variable parameters, this section analysesits evolution until it stabilizes in a stationary (constant or oscillating) solution. The reason whythere is a transient in this case is that at time ￿ = 0 the mouth pressure γ can be seen as jumpingfrom 0 to a static value. The observations made in this section will be proven to be helpful inunderstanding the behavior in the more complex situations arising from varying parameters.
The evolution of the iterative system resulting from successive computations of equation (4.9)can be constructed graphically from the graph of the iterative function G and the identity line.An example is shown in ﬁgure 4.5(a) : the initial iterate ￿0 is transformed into its next iterate
￿1 = G(￿1), etc., then the new iterate is transferred back to the ￿-axis so that the new iterate can
be calculated ￿2 = G(￿1), nd so on. A possible evolution of the system (orbit), for γ > γ￿￿ , is shownin ﬁgure 4.5(a). In this case, the ﬁxed point (of period 1, by deﬁnition located at the intersectionbetween the iterative function graph and the identity line) is unstable, and a limit-cycle of period
2 is stable. The orbits (or iterations) of this system are said to be repelled by the unstable pointand attracted by the stable limit cycle. They move away from the ﬁxed point ￿∗ of the function Gand reach a stationary 2-valued regime. The nature of the stationary regime depends on the value
of the mouth pressure parameter γ (see section 4.2.2.2).
We denote
￿￿ = ￿￿ − ￿∗￿ (4.14)
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F￿￿￿￿￿ 4.5 – Graphical solution of equation (4.9) for γ = 0￿42 and ζ = 0￿5. (—–) Path of the successiveiterates 0, 1, 2, etc ; (—–) iterative function G and (- - -) identity ￿ = ￿ . (a) ￿0 = 0￿1 and (b) ￿0 = 0￿01.
the distance from the ￿-th iteration to the ﬁxed point, its initial value ￿0 is indicated in ﬁgure 4.5(a).The duration of the transient, i.e. the number of iterations needed to reach a vicinity of the stationaryregime, depends on ￿0. The closer the initial iterate ￿0 to the ﬁxed point, the longer the transient.Indeed, in ﬁgure 4.5(a), ￿0 = 0￿1 and about 6 iterations are needed to reach the stationary regimewhile 22 iterations are required if ￿0 = 0￿01 (see ﬁgure 4.5(b)).An orbit starting close to the ﬁxed point can be followed by linearizing function G around
￿∗(γ) :
￿￿ ≈ G (￿∗) + [￿￿−1 − ￿∗]G￿ (￿∗) ￿ (4.15)
Using equation (4.14), equation (4.15) can be simpliﬁed to :
￿￿ = ￿￿−1G￿ (￿∗) ￿ (4.16)
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F￿￿￿￿￿ 4.6 – (—–) Time evolution of the outgoingpressure ￿ , solution of equation (4.9) for diﬀerentvalues of its initial value ￿0 = ￿∗ + ￿0, from topto bottom : ￿0 = 0￿1, ￿0 = 0￿01, ￿0 = 10−5 and
￿0 = 10−10. (- - -) Exponential envelope deducedfrom the function (4.17).
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F￿￿￿￿￿ 4.7 – Graphical representation of the timeenvelopes of the variable ￿ using a logarithmicscale for the ordinate axis. (—–) envelope obtainedfrom the numerical solution of equation (4.9) and(- - -) envelopes deduced from the function (4.17).
Equation (4.16) is a common geometrical series whose general solution is :
￿￿ = ￿0 ￿G￿ (￿∗)￿￿ ￿ (4.17)
Figure 4.6 shows the time evolution of variable ￿ , solution of equation (4.9), for diﬀerent valuesof ￿0, from top to bottom : ￿0 = 0￿1, ￿0 = 0￿01, ￿0 = 10−5 and ￿0 = 10−10. In the same ﬁgure,the exponential envelope deduced from equation (4.17) is also plotted in red. Time envelopes of
￿ , are also represented in ﬁgure 4.7 where a logarithmic scale is used for the ordinate axis. Asabove, the smaller ￿0, the longer the transient. Moreover, as expected, for small values of ￿0, theexponential function (4.17) predicts the orbit over a longer part of the transient.
4.2.3 Problem statement
This section formally introduces the particular problem that will be studied on the modelpresented above, that is, the evolution of the system (in particular its oscillation amplitude) whenone of its parameters varies regularly through time. When the control parameter increases at a
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constant slow rate ￿ at each new iteration, the system is modeled by the following system ofequations :
￿
￿￿ = G (￿￿−1￿ γ￿) (4.18a)
γ￿ = ￿￿+ γ0￿ (4.18b)
In this case, the evolution of the variable ￿￿, as a function of the mouth pressure parameter
γ , can be interpreted as a dynamic bifurcation diagram. One might suppose that the systemremains close to the limit cycles represented in ﬁgure 4.4 and the dynamic diagram can be agood approximation of the static diagram. However, dynamic diagrams plotted by performing asweep in parameter γ produce very diﬀerent ﬁgures, even if the sweep is performed slowly. In theregion of ﬁgure 4.8 highlighted by a red rectangle, the two bifurcation diagrams do not coincide. A
"macroscopic oscillation" (signiﬁcant amplitude of oscillation), is reached at a much higher value γ￿￿(dynamic oscillation threshold ) than the static oscillation threshold γ￿￿ obtained in equation (4.13).This eﬀect is known as bifurcation delay [42, 10]. In the case of the clarinet model, the dynamic
oscillation threshold (and therefore the bifurcation delay), is analytically predicted by Bergeot et
al. [19, 20]. Beyond the dynamic threshold, the dynamic diagram converges to the static diagram.
Static bifurcation diagram 
Dynamic bifurcation diagram 
F￿￿￿￿￿ 4.8 – Static and dynamic bifurcation for ζ = 0￿5. Dynamic diagram is obtained with ￿ = 10−3 and
γ0 = 0.
4.2.4 Sound envelope with variable parameters
The new results beginning in section 4.2.4.2 describe analytically the envelope of the oscillationswhen the mouth pressure γ varies linearly through time ; in particular, in the region where thetwo bifurcation diagrams (static and dynamic) are not coincident. The method is described inthis section by recalling the concept of invariant curve, introduced in previous works [19, 20]. Inreal situations, the mouth pressure cannot grow indeﬁnitely and is usually be stabilized beforethe oscillations grow to an audible level. An archetypal proﬁle corresponding to this situation isstudied in section 4.2.5.
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4.2.4.1 Invariant curve
For variable parameters and in the range of parameters corresponding to a period 1 solution,it can be shown that the system does not tend exactly to the curve given by the static ﬁxed pointsat the current value of the parameter (γ￿ ￿∗(γ)). Although this is not apparent in ﬁgure 4.8, zoomingcloser to the orbit (ﬁg. 4.9) shows that the dynamic system follows closely a slightly diﬀerent curveknown as invariant curve and denoted φ￿ .The system remains close to the invariant curve even after the variable parameter has grownbeyond the value of the static bifurcation point γ￿￿ (see ﬁg. 4.9). In ﬁgure 4.10, a simulation is runusing a higher increase rate ￿, emphasizing that the invariant curve is followed by the systemuntil the oscillations become apparent.
F￿￿￿￿￿ 4.9 – (black points) Numerical simulation of the system (4.18). (dashed black line) Invariant curve
φ￿ (γ). (gray line) Curve of ﬁxed points ￿∗(γ). ζ = 0￿5, ￿ = 10−3 and γ0 = 0.
F￿￿￿￿￿ 4.10 – (dashed line) Numerical simulation of the system (4.18). (gray line) Invariant curve φ￿ (γ).(black line) Curve of ﬁxed points ￿∗(γ). ζ = 0￿5, ￿ = 10−2 and γ0 = 0.
The invariant curve is followed exactly by a system initialized with parameter γ and variable
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￿ on this curve, similarly to a (stable or unstable) ﬁxed point in a static parameter case. For aparameter growing at a constant rate, the following diﬀerence equation can be used to calculatethe invariant curve :
φ￿(γ) = G (φ￿(γ − ￿)￿ γ) ￿ (4.19)
Although eq. 4.19 usually leads to expressions that cannot be calculated analytically, theinvariant curve can be determined approximately with a perturbation method given by Baesens [10],leading to the following general form :
φ￿(γ) = ￿∗(γ) + ￿￿
￿=1
￿￿φ￿(γ) + ￿(￿￿+1)￿ (4.20)
The ﬁrst order is usually a good approximation for most applications shown below. This iscalculated for the present clarinet model in the appendix of Bergeot et al. [19]. The perturbationmethod and the explicit expressions of the ﬁrst order terms of the invariant curve are recalled insimpler form in 4.2.9.1. The parameter ￿ shown as index to the invariant curve indicates that thiscurve depends on the rate of growth ￿ (this will eventually be dropped in further mathematicalexpressions).
The invariant curve will be used later in two contexts : ﬁrst to compare the trajectories of thesystem, secondly for the calculation of the oscillation amplitudes (envelope). The ﬁrst context isonly for veriﬁcation purposes. A precise following of the envelopes requires an extreme precision inthe invariant curve, but this is not crucial for the estimation of the envelopes as it will be seen. Inthe second context, a lower precision in the invariant curve does not have dramatic consequences.
4.2.4.2 Actual trajectories of the system
￿￿ is the state variable of the system described in section 4.2.2 at iteration (or half-period) ￿.With the knowledge of ￿￿ and its previous value ￿￿−1 all remaining variables of the system can becalculated. In [19] it is shown that during an important part of a slow transient, the evolution of ￿￿is close to the invariant curve φ￿(γ) described above.The theoretical study presented in section 4.2.2.3 for constant parameters is based on a Taylorexpansion of the iterated function G. The linearization provides an analytical expression of thedistance ￿ from the ﬁxed point curve ￿∗(γ) (see equation (4.17)). This expression is valid as longas the orbit remains close to the ﬁxed point (see ﬁgures 4.7 and 4.7) and predicts the growth ofthe oscillations as an exponential function.
As suggested in ﬁgs. 4.9 and 4.10, if the parameter γ varies through time, it is more appropriateto study the distance of the orbit from the invariant curve instead of the distance from the ﬁxedpoints as the invariant curve is now playing the role of the ﬁxed point. Therefore the deﬁnition ofthe variable ￿ is modiﬁed :
￿￿ = ￿￿ − φ(γ￿)￿ (4.21)
The deﬁnition of ￿￿ given in (4.14) for static parameter cases is a particular case of eq. (4.21).Indeed, if the parameter γ is constant (￿ = 0), all perturbation terms in (4.20) are multiplied byzero and the invariant curve φ￿(γ) is simply ￿∗(γ).For small amplitudes ￿￿ the function G in equation (4.18a) is expanded as a ﬁrst-order Taylor
98 Chapitre 4. Reconstruction d’enveloppe
series around the invariant curve :
￿￿ ≈ G (φ(γ￿ − ￿)￿ γ￿)
￿ ￿￿ ￿
,φ￿ (γ) ; see eq.(4.19)
+ [￿￿−1 − φ(γ￿ − ￿)]G￿ (φ(γ￿ − ￿)￿ γ￿) ￿ (4.22)
or, using equations (4.19) and (4.21) :
￿￿ = ￿￿−1∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (4.23)
The advantage of switching to this description is that future values of the oscillation amplitude
|￿￿| can be approximated using a simple formula relating to an initial iteration ￿0 (see [19] fordetails) :
|￿￿| ≈ |￿0| exp￿ 1
￿
￿ γ￿+￿
γ0+￿ ln
￿￿G￿ ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿￿ ￿￿ ￿
I(γ￿+￿)−I(γ0+￿)
￿
￿ (4.24)
where G￿ is the derivative of G with respect to ￿ and
I(γ) = ￿ γ
γ￿￿
ln ￿￿G￿ ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿￿ (4.25)
For the applications shown in this article, only diﬀerences of I taken at diﬀerent abscissas willbe used. The lower bound in the integral of eq. (4.25) is thus arbitrary. γ￿￿ is used in this article asa reference point close to the minimum amplitude, although for ￿ ￿= 0 the minimum is attained at aslightly lower pressure.
Equation (4.24) shows that ￿￿ approaches the invariant curve as long as the derivative G￿ issmaller than 1 (dimensionless unit) in modulus, which happens before the static threshold γ￿￿ isreached. Beyond this threshold, ￿￿ moves away from the invariant curve, but initially at a veryslow pace, because the logarithm is close to 0.
Although this curve is not easy to calculate analytically, for small values of the increase rate ￿ ,the derivative G￿ ￿φ(γ￿ − ￿)￿ γ￿￿ can be approximated by its value at the ﬁxed point G￿ ￿￿∗(γ￿)￿ γ￿￿,and the integral I(γ) written in the form :
I˜(γ) = ￿ γ
γ￿￿
ln ￿￿G￿ ￿￿∗(γ)￿ γ￿￿￿￿￿γ￿￿ (4.26)
The expressions involved in the calculation of the derivative G￿ are too complex if G is used inits explicit form. However, they can be obtained in a simple form (see 4.2.9.1) from the deﬁnition of
F (in coordinate (￿￿ ￿)), and a numerical calculation of the integral is easily obtained. The error in
I(γ) committed in this approximation is inferior to ￿ , see ﬁg. 4.11. In the rest of this paper we usethe approximation form (4.26).
The actual amplitude of the system (distance to the invariant curve) corresponds to
￿(γ) = |￿0| exp
￿
I˜(γ + ￿)− I˜(γ0 + ￿)
￿
￿
￿ (4.27)
The function ￿(γ) is the predicted amplitude of the system when the parameter goes throughvalue γ , so that the amplitude at iteration ￿, |￿￿| = ￿(γ￿). The graphic 4.11 provides some insight
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F￿￿￿￿￿ 4.11 – Integral I(γ) calculated using equation (4.25) (dashed line) and approximately using equa-
tion (4.26) (solid line). ζ = 1/2, ￿ = 1/20.
on the behavior of the system : starting at a value γ0, the distance to the invariant curve is amonotonic function of I˜(γ + ￿). Whenever I˜(γ + ￿) < I˜(γ0 + ￿), the amplitude is smaller than thestarting distance. Conversely, when I˜(γ + ￿) > I˜(γ0 + ￿) the amplitude is higher. I˜(γ + ￿) = I˜(γ0 + ￿)corresponds to the dynamic oscillation threshold, as deﬁned in [19].
The curve described by equation (4.27) is often a good approximation of the envelope for mostof the range of the growing parameter, except for large values of ￿￿, which typically arise in 2situations :
• In the beginning of the transient, where the iterate ￿0 can be far from the invariant curve,depending on the initial conditions. Note that the invariant curve usually diverges (i.e. tendsinﬁnity) for low values of γ .
• At the end of the transient, where ￿￿ ﬁnally diverges from the invariant curve.
In practice these two situations can be avoided by correctly choosing the time interval ofinterest. For example, a few initial iterations can be calculated exactly using the recursive relation,until they move close enough to the invariant curve.
4.2.4.3 Inﬂuence of limited precision or noise
Bifurcation delay is known to be very sensitive to noise [9, 10, 20]. Indeed, the trajectoriescalculated using the previous formulæ (4.27) lead to a delay in the start of oscillations that isoften not observed in real conditions nor in simulations. This happens because ￿￿ can approachthe invariant curve so closely that the inﬁnitesimal distances are disturbed as soon as turbulencenoise or approximation errors exist.
To illustrate this behavior an example is depicted in ﬁgure 4.12. It shows the comparisonbetween the static bifurcation diagram and numerical simulations of the system (4.18) (i.e. dynamicbifurcation diagram). The dynamic diagrams are obtained with ￿ = 10−3. An ad hoc additive whitenoise is introduced in system (4.18) with a level σ , 3 values of σ are used corresponding to 3diﬀerent dynamic diagrams. The dynamic bifurcation point arrives later for lower noise levels.
When performing the simulations with arbitrarily high precision (using mpmath, the arbitraryprecision library of Python), results are aﬀected for noise levels well below the normal double-
precision of a CPU, which is equivalent to an additive noise with level σ ≈ 10−16. This implies thatin numerical simulations, the noise due to round-oﬀ errors must be taken into account in the model.
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F￿￿￿￿￿ 4.12 – Static and dynamic bifurcation for ζ = 0￿5. Dynamic diagram is obtained with ￿ = 10−3 and
γ0 = 0. Moreover, an ad hoc additive white noise is introduced in system (4.18) with three diﬀerent levels :
σ = 10−12, σ = 10−45 and σ = 10−200.
The minimum distance to the invariant curve gives an indication on the precision required tocorrectly simulate the system. The minimum value of ￿(γ) (see equation (4.27)) corresponds to theminimum of I˜(γ + ￿), located in γ + ￿ = γ￿￿ (see ﬁgure 4.11). It is more practical to calculate thedecimal logarithm of the minimum amplitude, which will be associated to the required precision :
Prec = − log10
￿
|￿0| exp
￿
I˜(γ￿￿)− I˜(γ0 + ￿)
￿
￿￿
(4.28)
and the minimum amplitude is 10−Prec.
As an example, for ζ = 1/2, starting with an amplitude of ￿0 = 1, a precision of 10−13 isrequired for an increase rate of the parameter ￿ = 10−2, whereas for ￿ = 10−3 a precision of10−130 is required. As a consequence, a correct measurement of the actual amplitude envelope in asimulation can only be obtained with a suﬃciently accurate invariant curve.
We can also get, from the value of Prec, an idea of the number of perturbation terms (i.e. thevalue of ￿ in equation (4.20)) required for the invariant. Indeed, the last term of the series (4.20),proportional to ￿￿, must have the the same order of magnitude of the minimum amplitude 10−Prec.Therefore, the approximated value of ￿ is calculating using the following equation :
￿￿ ≈ 10−Prec ⇐⇒ ￿ ≈ − Preclog10(￿) ￿ (4.29)
In the previous examples, ￿ = 10−2 would require 7 perturbation terms, whereas ￿ = 10−3would require 65 of them ! Luckily, the last part ("macroscopic") of the envelope can be estimatedwithout a precise estimation of the whole envelope or of the invariant curve throughout the wholesimulation.
Trajectory of the system aﬀected by noise. If numerical simulations are run with a precisionsmaller than Prec calculated through (4.28) , the previous formulæ must be extended. Performing
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simulations with limited precision (i.e. < Prec) is equivalent to adding a stochastic variable (witha standard deviation of σ = 10−Prec) in the system [20]. This case is studied in [20]. A "squared
average" trajectory < ￿2￿ > is described by the formula :
< ￿2￿ > ≈ ￿20 exp
￿￿ γ￿+￿
γ0+￿ 2 ln
￿￿G￿ ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿
￿ ￿￿ ￿
A￿
+
σ 2
￿
￿ γ￿+￿
γ0+￿
￿exp￿￿ γ￿+￿
γ+￿ 2 ln
￿￿G￿ ￿φ(γ￿ − ￿)￿ γ￿￿￿￿ ￿γ￿
￿
￿￿
￿γ￿￿ ￿￿ ￿
B￿
￿ (4.30)
The two terms of the right-hand side of equation (4.30) are denoted A￿ and B￿. The term A￿corresponds to the approximation of the trajectory in the absence of noise (it is the same equationas (4.24)), and the term B￿ is an expected additional distance to the invariant curve due to thepresence of noise. In practice, when the noise level is suﬃciently high or the precision low (relativeto the estimation of equation (4.28)), only the term B￿ becomes relevant, i.e. the trajectory of thesystem is described by :
￿
< ￿2￿ > ≈￿B￿￿ (4.31)
It is interesting to notice that the inner integral in B￿ in equation (4.30) is equivalent to thedeﬁnition of I˜(γ) (4.26). This allows to rewrite B￿, using equation (4.27), as :
B￿ = σ 2
￿
￿ γ￿+￿
γ0+￿
￿
￿(γ￿)
￿(γ￿)
￿2
￿γ￿￿ (4.32)
For ￿ suﬃciently small, since I˜ > 0 and considering equation (4.27), it can be deduced that
￿(γ￿)￿ ￿(γ) for γ close to γ￿￿ . This allows us simplifying the expression of B￿ using a methoddescribed in the remaining of this section.
We consider that I˜(γ) is approximately parabolic close to γ￿￿ (see ﬁgure 4.11). The second-ordrer
Taylor expansion of I˜(γ) around the static oscillation threshold γ￿￿ is :
I˜(γ) ≈ I˜(γ￿￿) + (γ − γ￿￿ )˜I ￿(γ￿￿) + (γ − γ￿￿)22 I˜ ￿￿(γ￿￿)￿ (4.33)
Through equation (4.26), by deﬁnition, we have I˜(γ￿￿) = 0. At the static threshold, the expressionof the ﬁrst and the second derivatives of I˜(γ) are :
I˜ ￿(γ￿￿) = ln ￿￿G￿(￿∗(γ￿￿)￿ γ￿￿)￿￿ = 0￿ (4.34)
and, since I˜(γ) is the integral of a known function, the parabolic coeﬃcient can be calculated fromthe derivative of ln |G￿(￿∗(γ)￿ γ)| at γ = γ￿￿ :
I˜ ￿￿(γ￿￿) = ￿ ￿
￿γ
ln ￿￿G￿(￿∗(γ)￿ γ)￿￿￿
γ=γ￿￿ ￿ (4.35)
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Equation (4.35) can be calculated explicitly from the expression of G￿(￿∗(γ)￿ γ), given by equa-
tion (4.68), and estimated the resulting expression in γ = γ￿￿ . After calculation we obtain :
I˜ ￿￿(γ￿￿) = 3√3ζ￿ (4.36)
Finally, close to γ￿￿ we approximate :
I˜(γ) ≈ 3√3ζ2 (γ − γ￿￿)2￿ (4.37)
Using equation (4.27), equation (4.32) is developed,
B￿ = σ 2
￿
￿ γ￿+￿
γ0+￿
￿
￿(γ￿)
￿(γ￿)
￿2
￿γ￿
= σ 2
￿
￿ γ￿+￿
γ0+￿ exp
￿
2
￿
I˜(γ￿ + ￿)− I˜(γ0 + ￿)− I˜(γ￿ + ￿) + I˜(γ0 + ￿)
￿
￿￿
￿γ￿
= σ 2
￿
exp
￿
2 I˜(γ￿ + ￿)
￿
￿￿ γ￿+￿
γ0+￿ exp
￿
2
￿
−I˜(γ￿ + ￿)
￿
￿￿
￿γ￿￿ (4.38)
and replacing I˜(γ) by its expression given by equation (4.37), the term B￿ is approximated by :
B￿ = σ 2
￿
exp
￿
2 I˜(γ￿ + ￿)
￿
￿￿ γ￿+￿
γ0+￿ exp
￿
−3√3ζ
￿
￿
γ￿ + ￿ − γ￿￿￿2
￿
￿γ￿￿ (4.39)
Equation (4.39) can be formally integrated using the error function erf(￿) [47] :
B￿ = σ 2
￿
exp
￿
2 I˜(γ￿ + ￿)
￿
￿ 12
￿
π￿3√3ζ
⎡
⎣erf
⎛
⎝
￿3√3ζ
￿
￿
γ￿ + ￿ − γ￿￿￿
⎞
⎠
⎤
⎦γ￿+￿
γ0+￿
￿ (4.40)
The term in square brackets in equation (4.40) is now developed :
⎡
⎣erf
⎛
⎝
￿3√3ζ
￿
￿
γ￿ + ￿ − γ￿￿￿
⎞
⎠
⎤
⎦γ￿+￿
γ0+￿
=
⎡
⎢⎢⎢⎢⎢⎣erf
⎛
⎝
￿3√3ζ
￿
(γ￿ + 2￿ − γ￿￿)
⎞
⎠
￿ ￿￿ ￿
≈1 : see ﬁgure 4.13
− erf
⎛
⎝
￿3√3ζ
￿
(γ0 + 2￿ − γ￿￿)
⎞
⎠
￿ ￿￿ ￿
≈−1 : see ﬁgure 4.13
⎤
⎥⎥⎥⎥⎥⎦ ￿ (4.41)
Figure 4.13 shows the plot of the function
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￿(γ) = erf
⎛
⎝
￿3√3ζ
￿
(γ + 2￿ − γ￿￿)
⎞
⎠ ￿ (4.42)
In most situations, both γ0 and γ￿ are outside the range of variation of the error function. Inﬁgure 4.13, we can notice that on the left side of the static oscillation threshold γ￿￿ , if γ0 is muchlower than it, the function ￿ is equal to −1. On the right side of γ￿￿ , if γ￿ is much larger than thestatic threshold, the function ￿ is equal to 1. This allows us greatly simplifying equation (4.41) :
⎡
⎣erf
⎛
⎝
￿3√3ζ
￿
￿
γ￿ + ￿ − γ￿￿￿
⎞
⎠
⎤
⎦γ￿+￿
γ0+￿
≈ 2￿ (4.43)
Finally, using equation (4.43), the expression of B￿ becomes :
B￿ = σ 2￿ π3√3ζ￿ exp
￿
2 I˜(γ￿ + ￿)
￿
￿
(4.44)
= σ 2￿ π3√3ζ￿ exp
￿
2 I˜(γ0 + ￿)
￿
￿￿
￿(γ￿)
￿0
￿2
￿ (4.45)
Equation (4.45) shows that in presence of noise and far beyond the static threshold, the envelopefollowed by the system has the same shape as without noise, but with a diﬀerent amplitude, i.e inthis case we have :
￿
< ￿2￿ > ≈￿B￿ ≈ K ￿(γ￿)￿ (4.46)
where K is a constant deduced from equation (4.45).
Moreover, this amplitude does not depend on the starting amplitude ￿0, and is thus independentof the starting value of γ , see equation (4.44).
As a remark, a similar calculation is made in a previous article [20] to determine the dynamicthresholds in presence of noise. The approximations involved are diﬀerent in that article, as thederivative of G at the ﬁxed point is approximated as a linear function in the calculation of the innerintegral in equation (4.32).
4.2.5 Interrupted variation of the parameter
As stated in section 4.2.3, in real situations the mouth pressure cannot grow indeﬁnitely. Itwill usually be stabilized before the oscillations grow to an audible level. An archetypal proﬁleapproximating this situation is a linear growth of the parameter at a constant rate ￿ (the "growingphase") followed by an arbitrary period where it is kept constant at a value γM (the "stationaryphase"). The instant at which this transition happens is given by the iteration number M . Theparameter is therefore formally deﬁned as :
γ￿ = ￿ ￿￿+ γ0 if ￿ ≤ M (4.47a)
γM if ￿ > M￿ (4.47b)
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F￿￿￿￿￿ 4.13 – Graphical representation of the function erf￿￿ 3√3ζ￿ (γ + 2￿ − γ￿￿ )
￿as a function of γ as for
ζ = 0￿5 and for three diﬀerent values of the slope ￿ .
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4.2.4.1
Stationary phase
Constant
parameter
see section
4.2.2.3
F￿￿￿￿￿ 4.14 – Schematic representation of the time proﬁle of the control parameter γ : linear growth at aconstant rate ￿ (the "growing phase") followed by an arbitrary period where it is kept constant at a value
γM . The instant at which this transition happens is given by the iteration number M (the "stationary phase").
see ﬁgure 4.14.
Due to the discontinuity in derivative at ￿ = M the "growing phase" and the "stationary phase"can be studied independently. An amplitude envelope ￿−￿ is computed for the "growing phase" andanother ￿+￿ for the "stationary phase". The two envelopes are connected at ￿ = M since the initialvalue ￿+M is deduced from ￿−M . The method is described in the next sections and summarized inﬁgure 4.15.
4.2.5.1 Amplitude envelope of the growing phase : ￿−
As explained in section 4.2.4.2, the ﬁrst few iterations must usually be performed manually.These correspond to an "approach phase" that brings the system close enough to the linearizedregime that is used in the remaining sections. The number of iterations required for this approachis denoted Nlin.
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F￿￿￿￿￿ 4.15 – Algorithm for determination of envelope
At iteration Nlin the state of the system is given by :
￿ = Nlin
￿Nlin = GNlin (￿0) = G ◦ G ◦ ￿ ￿ ￿ ◦ G￿ ￿￿ ￿
Nlintimes
γNlin = γ0 +Nlin￿
￿+Nlin = ￿Nlin − φ￿(γNlin ) (4.48)
The number of iterations required for the approach phase depends on the starting value of γand the increase rate ￿ . In practice Nlin is calculated using the condition ￿−Nlin < ￿ .
Remark. Even in a regime where the linearized approach is valid, the system can pass througha superstable point γ￿￿ deﬁned by G￿ (￿∗(γ￿￿)￿ γ￿￿) = 0. At this point it is cumbersome to give ananalytical description, as the system can get arbitrarily close to the invariant curve.
Remarque. Dans cet article nous ne détaillons pas plus ce passage à proximité du point superstable. Pour plus d’information le lecteur peut de référer à l’annexe C de ce manuscrit.
The amplitude value in γNlin is given by :
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￿￿￿−Nlin￿￿ = ￿￿￿−0 ￿￿ exp
￿
I˜(γNlin + ￿)− I˜(γ0 + ￿)
￿
￿
￿ (4.49)
￿￿￿￿−Nlin￿￿￿ is used as a new initial value of the envelope now given by :
￿￿￿−￿ ￿￿ = ￿￿￿−Nlin￿￿ exp
￿
I˜(γ￿ + ￿)− I˜(γNlin + ￿)
￿
￿
￿ (4.50)
When the precision is lower than required for simulating the exact system (see equation (4.28)),the initial value of γ (i.e. γ0) does not aﬀect the growth of oscillations. In this case, an averagesquared amplitude is given by equation (4.44) starting from γ￿￿ . Therefore, the envelope is givenby :
￿−￿ = σ
￿
π3√3ζ￿
￿1/4 exp￿ I˜(γ￿ + ￿)
￿
￿
￿ (4.51)
4.2.5.2 Amplitude envelope of the stationary phase : ￿+
After the stop in the growth in the parameter at ￿ = M b, γ becomes constant and the behaviorof the system has been already studied in section 4.2.2.3. The amplitude envelope correspondsto an exponential growth (for γM > γ￿￿), given by equation (4.17) where the initial value ￿0 isreplaced by ￿+M deduced from the previous study of the growing phase :
￿￿￿+￿ ￿￿ = ￿￿￿￿+M ￿G￿(￿∗(γM )￿ γM )￿(￿−M)￿￿￿ ￿ (4.52)
The starting amplitude ￿+M for the stationary phase is given by the formula :
￿+M = ￿−M + φ￿(γM )− ￿∗(γM )￿ (4.53)
If the amplitude ￿−M is suﬃciently small (i. e. ￿−M ￿ |￿∗(γM )− φ￿(γM )|), the starting amplitudecan be given simply by the diﬀerence between the invariant curve and the curve of ﬁxed points :
￿+M = φ￿(γM )− ￿∗(γM )￿ (4.54)
The oscillation can start very close to the ﬁxed point ￿∗(γM ). This ensures that the linearapproximation is valid on a large part of the transient (see ﬁgures 4.6 and 4.7).
4.2.6 Examples
A few examples of simulations are presented in this section, showing how to apply the methoddescribed above, and the limits of the predictions. In examples presented in sections 4.2.6.1and 4.2.6.2 the numerical precision is higher than that required by equation (4.28). The eﬀect ofintroducing a stochastic variable in the system, which plays a similar role as performing simulationswith low precision [20], is shown in the example of section 4.2.6.3.
b. At this point, the invariant curve switches from φ(γ) to ￿∗(γM ) (the ﬁxed points).
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4.2.6.1 Case of small γM
In the ﬁrst example, depicted in ﬁgure 4.16, the increase in mouth pressure γ is stopped ata relatively small value of the parameter. In consequence, the amplitude of the oscillations isconsiderably small when the increase is interrupted. Due to the change of deﬁnition of ￿ at γ = γM(distance to the invariant curve before γM and to the ﬁxed point after), we therefore observe a jumpin the relative amplitude at this instant, when it is plot using a logarithm scale (see ﬁgure 4.16(b)).
In this example, 6 iterations (Nlin) are required to reach the linear approximation. Moreover
￿−M ￿ |￿∗(γM )− φ￿(γM )|, therefore the starting amplitude for the constant parameter phase (￿+M )is deduced from equation (4.54). Then, the envelope is computed following the method describedabove (see ﬁgure 4.15).
In ﬁgure 4.16(b), we can see a large diﬀerence between the prediction and the "actual envelope"
(labelled "Iteration" in ﬁgure 4.16) for ￿ between 10 and 110. It is due to the fact that the "actual
envelope" is calculated with respect to an invariant curve φ￿ where too few perturbation terms
were included (i.e. condition (4.29) is not respected), so that the envelope is incorrect for very smallamplitudes. However, the prediction for largest amplitudes, after ￿ ≈ 110, does not suﬀer from thispoor approximation, as it follows fairly the envelope "actual envelope".
Figure 4.16(b) shows also a slight discrepancy, from ￿ ≈ 110 to ￿ = 150, between theactual envelope and the prediction. This is due to the fact that I˜(γ) is calculated using a severeapproximation φ￿(γ − ￿) ≈ ￿∗(γ) (see equation (4.26)). For small values of ￿ the approximation issatisfactory. The advantage of using this approximation is that a single curve I˜(γ) can be used forany value of the growth rate.
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F￿￿￿￿￿ 4.16 – Simulation and invariant curve and envelope predictions. Unlimitted precision, ￿ = 0￿005,
ζ = 1/2, γM = 0￿7, γ0 = 1/100, ￿0 = 0￿5. (a) ￿￿ and γ with a linear ordinate scale. (b) ￿￿ (predicted andsimulated) with a logarithm ordinate scale.
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4.2.6.2 Case of large γM
In ﬁgure 4.17, the parameters remain the same as the previous example, but γ reaches a highervalue. This results in higher values of amplitude ￿￿ when the parameter stops increasing.
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F￿￿￿￿￿ 4.17 – Simulation and invariant curve and envelope predictions. Unlimitted precision, ￿ = ￿02,
ζ = 1/2, γM = 0￿8, ￿0 = 0￿5, γ0 = 1/100. (a) ￿￿ and γ with a linear ordinate scale. (b) ￿￿ (predicted andsimulated) with a logarithm ordinate scale.
The envelopes during the growing phase are estimated using the same method as above. Atiteration M , since the system is estimated to have an amplitude that is higher than the diﬀerence
|φ(γ)− ￿∗(γM )|, the new amplitude ￿+M is the same as the distance to the invariant curve of thegrowing phase ￿−M , the remaining envelope being the exponential ￿+M exp |G￿(￿∗(γM )￿ γM )|, as inthe example above.
The biggest diﬃculty in estimating the amplitude of the ﬁnal (constant-γ) phase arises whenthe amplitude ￿−M is similar to |φ(γ)− ￿∗(γM )|. In this case, the iterate at n=M can be either veryclose to the ﬁxed point curve or at twice the distance between the two reference curves, whichwill imply very diﬀerent amplitudes for the stationary phase. This phenomenon is very unusualand never observed it in our simulations.
Finally, in Figure 4.17(b), the jump in the relative amplitude at the beginning of the stationaryphase exists but it is not visible because the amplitude of the oscillation at γ = γ￿ is relativelylarge compare to the case shown in previous example (see ﬁgure 4.16(b)).
4.2.6.3 Simulations with noise
In this example the simulation is performed adding a stochastic variable (with a standarddeviation of σ ) in the system.
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F￿￿￿￿￿ 4.18 – Simulation and invariant curve and envelope predictions. Unlimitted precision, ￿ = ￿01,
ζ = 1/2, ￿0 = 0￿5, γ0 = 1/10, σ = 10−4. (a) ￿￿ and γ with a linear ordinate scale. (b) ￿￿ (predicted andsimulated) with a logarithm ordinate scale.
In ﬁgure 4.18, the system is simulated with an addition of a random variable to the sequence γ￿,having a uniform probability distribution whose variance is σ = 10−4 (equivalent to a simulationwithout noise but with a numerical precision ﬁxed to 4 signiﬁcant digits [20]). The sequence B￿ (eq.(4.44)) is calculated with this value of σ , and its square-root plotted as the envelope prediction.
The prediction is valid from γ = γ￿￿ = 1/3, where B￿ reaches its minimum value. This gives rise toa reduced delay in the departure of the oscillations compare to a case without noise.
In general, because of the reduction in the bifurcation delay, the oscillations are seen to departmuch earlier than the stop in increase of the parameter γ , so that the envelope shown in this caseis valid until the amplitude corresponding to γ￿ is reached. However, for very early stops (valuesof γM ), the remaining envelope of the recipe given in section 4.2.5.2 can be applied, giving rise to asimilar discontinuity in the envelope as seen in ﬁgure 4.16.
Due to the random nature of the parameter γ￿, the prediction should not be interpreted as anapproximation to the exact envelope, but rather as the envelope followed in average by a series ofruns of the simulation. In fact, in this case, for a series of runs, the actual envelope can be shiftedtowards the right or the left by about 4 iterations.
4.2.7 Discussion on the dynamic oscillation threshold
For a constantly increasing parameter, the dynamic oscillation threshold γ￿￿ [19, 20] givesthe approximate value of the mouth pressure parameter for which an audible sound appears (thedistance from the invariant ￿ curve becomes "macroscopic"). When the linear growth of the mouthpressure is suddenly stopped at ￿ = M and then kept constant at a value γM , two situations must
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be distinguished :
• γM < γ￿￿ : the audible ("macroscopic") sound begins at γ = γM (see section 4.2.6.1) ;
• γM > γ￿￿ : the audible ("macroscopic") sound begins at γ = γ￿￿ (see sections 4.2.6.2 and 4.2.6.3).
4.2.8 Conclusion
In a few examples, it is shown that an analytic reconstruction of the oscillation envelope canpredict reasonably well the simulations of a simpliﬁed clarinet system performed with arbitrarilyhigh precision. These reconstructions are applied to a simple proﬁle of the blowing pressure thatincludes a discontinuity in derivative. For low values of the blowing pressure, the oscillations areseen to appear at a macroscopic scale after the discontinuity in derivative.
Most of the results shown in this article can be applied to simulations of clarinet models thatdo not include reed dynamics. The method can in principle be extended to include frequencyindependent losses [29]. The mathematical expressions however are more complicated, making itharder to calculate the invariant curves, for instance (the methods presented in appendix 4.2.9.1cannot be applied directly). More complicated models of clarinets are known to exhibit similarphenomena [83].
In real cases, bifurcation delay has also been observed in this instrument, and the oscillationsseen to be triggered close to the inﬂexion point of the blowing proﬁle [21]. This would be theexpected case for low values of γ as shown in the example in section 4.2.6.1.
As a ﬁnal perspective, It is also possible to extend the method presented here to other timeproﬁles of parameter by an appropriate redeﬁnition of the control parameter and the iterativefunction.
4.2.9 Annexes
4.2.9.1 Perturbation methods for the invariant curve
This section presents an alternative perturbation method to calculate the invariant curve, usingonly expressions of function ￿ = F (￿) (see equation (4.6)). This has the advantage of producingmuch simpler expressions than using function ￿+ = G(−￿−) . Higher order terms are needed onlywhen determining ￿￿ from a simulation. For all other purposes used in this article, the ﬁrst orderterm is usually suﬃcient.
Generic forms of the invariant curve. The invariant curve satisﬁes the following equation :
φ￿(γ) = G (φ￿(γ − ￿)￿ γ) ￿ (4.55)
The perturbation to order ￿ consists in expressing φ as a series of terms depending on powersof ￿ (the perturbation) :
φ(γ) = ￿￿
￿=0
￿￿φ￿(γ) + ￿(￿￿+1) (4.56)
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Both φ and G are developed in a power series, φ around γ :
φ(γ − ￿) = ￿￿
￿=0
(−1)￿ ￿￿
￿!
∂￿φ
∂γ￿
+ ￿(￿￿+1)￿ (4.57)
and G around the ﬁrst term φ0 :
G(￿￿ γ) =
￿￿
￿=0
(￿ − φ0)￿
￿!
∂￿G(φ0)
∂γ
+ ￿
￿
(￿ − φ0)￿+1
￿
￿ (4.58)
The right-hand side of equation (4.55) is then, to 2nd order :
G (φ￿(γ − ￿)￿ γ) = G (φ0(γ)￿ γ) +
G￿ (φ0(γ￿ γ)
￿
φ1(γ) − φ￿0(γ)
￿
￿+￿
1
2
￿
φ1(γ) − φ￿0(γ)
￿￿G￿￿ (φ0(γ￿ γ) + G￿ (φ0(γ￿ γ)￿φ2(γ) − φ￿1(γ) − 12φ￿￿0 (γ)
￿
+
O(￿3)￿ (4.59)
By equating expression (4.57) on the left-hand side and (4.59), it is possible to isolate terms oneach power of ￿ , and extract expressions for each of the functions φ￿.The ﬁrst term is nothing butthe deﬁnition of the ﬁxed point :
φ0(γ) = G (φ0(γ)) ￿ (4.60)
Each of the higher order terms is obtained from lower-order ones :
φ1 =
G￿ (φ0)φ￿0
G￿ (φ0) − 1 (4.61)
φ2 =
G￿ (φ0)
￿
2φ1φ￿0 − φ21 − φ￿20
￿
+ G￿￿ (φ0)
￿
2φ1 − φ￿￿0
￿
2 (G￿ (φ0) − 1) (4.62)
￿ ￿ ￿
All functions and derivatives of the functions φ￿ are taken at γ . As expected, all the derivatives of
G are taken at the ﬁxed point φ0, and this remains true for higher-order terms too.
Derivatives of G at the ﬁxed point. Derivatives of function G , as given by Taillard [86] are hardto calculate, as the expressions are complicated. However, the derivatives of G are related to thoseof function F . ￿ = G(￿) can be deﬁned as a parametric curve (with parameter ￿) as the locus ofpoints :
￿(￿) = −￿− = −1
2
(￿− F (￿)) ￿ (4.63)
￿(￿) = ￿+ =
1
2
(￿ + F (￿)) ￿ (4.64)
The derivative of the curve ￿ = G(￿) is :
G￿ =
∂￿
∂￿
∂￿
∂￿
=
F ￿ + 1
F ￿ − 1 =
−2√γ − ￿ + ζ (3(￿− γ) + 1)
2
√
γ − ￿ + ζ (3(￿− γ) + 1) ￿ (4.65)
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All higher order derivatives can be calculated iterativelly :
G(￿) = ∂G(￿−1)∂￿
∂￿
∂￿
￿ (4.66)
For instance the second derivative is :
G￿￿ = − 4F ￿￿(F ￿ − 1)3 = − 8ζ(−3γ + 3￿− 1)￿2√γ − ￿+ ζ (3(￿− γ) + 1)￿3 ￿ (4.67)
In general these formulas are not of much use because they are functions of ￿ instead of
￿ . However, it is easy to verify that the ﬁxed point of G corresponds to ￿ = 0 (the line ￿ = ￿corresponds to the axis ￿), so that :
G￿(φ0(γ)) = −2√γ + (1− 3γ)ζ2√γ + (1− 3γ)ζ ￿ (4.68)
and
G￿￿(φ0(γ)) = − 8ζ(3γ + 1)￿2√γ + (1− 3γ)ζ￿3 ￿ (4.69)
Perturbation terms. From equations (4.61) and (4.62), the ﬁrst perturbation terms can be written :
φ0(γ) = ζ2 (1− γ)√γ￿ (4.70)
φ1(γ) = (1− 3γ)ζ
￿(3γ − 1) ζ + 2√γ￿16γ ￿ (4.71)
and,
φ2(γ) = −
￿9γ2 − 1￿ ζ2 ￿5ζ (3γ − 1) + 8√γ￿256γ5/2 ￿ (4.72)
Fin de l’article [Début page 88]
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F￿￿￿￿￿ 4.19 – First four terms of the perturabtion approximation to the invariant curve, each plotted as afunction of γ for four diﬀerent values of ζ (1/8, 3/8, 5/8 and 7/8).
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Troisième partie
Résultats expérimentaux :
mesures in vitro
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Chapitre 5
Réponse d’une clarinette à diﬀérents
proﬁls de pression dans la bouche :
Utilisation d’une bouche artiﬁcielle
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5.1 Avant-propos
L
’objectif de ce chapitre est de chercher à vériﬁer si les phénomènes mis en évidence sur le
modèle dit de "Raman" dans la partie II du mémoire (tel que le retard à la bifurcation et sespropriétés) sont purement numériques ou s’ils correspondent également à une réalité expérimentale.
La section 5.2 de ce chapitre est la reproduction d’un article soumis au Journal of the Acoustical
Society of America en décembre 2012 [21]. L’article, écrit en collaboration avec André Almeida,Christophe Vergez, Bruno Gazengel et Didier Ferrand, s’intitule "Response of an artiﬁcially blown
clarinet to diﬀerent blowing pressure proﬁles". Pour s’aﬀranchir des contraintes liées à la présenced’un instrumentiste, les expériences sont réalisées in vitro : l’instrument joue, inséré dans unebouche artiﬁcielle, dispositif expérimental permettant de mettre l’instrument en auto-oscillation
sans avoir recours au musicien. La bouche artiﬁcielle utilisée est celle développée au LMA dans le
cadre du projet ANR C￿￿￿￿￿￿￿￿. Sa particularité est l’asservissement en pression d’alimentation
de la bouche artiﬁcielle, qui permet notamment de reproduire des proﬁls d’évolutions temporellesacadémiques. Une brève description de son fonctionnement est eﬀectuée au paragraphe 5.2.2.1,en particulier la ﬁgure 5.3 en montre le schéma de principe. Pour plus de détails, se référer àFerrand et al. [36, 37]. L’article se divise en deux grandes parties étudiant le comportement d’uneclarinette de laboratoire : en réalité c’est un cylindre en plastique ﬁxé sur le barillet et le bec
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d’une vraie clarinette (cf. ﬁgure 5.1(a), la ﬁgure 5.1(b) montre la lèvre artiﬁcielle utilisée). Deuxproﬁls temporels de pression dans la bouche sont utilisés.
Bouche artificielle
Débitmètre
Instrument
(a)
Lèvre artificielle
Bec
(b)
F￿￿￿￿￿ 5.1 – (a) Vue générale du dispositif expérimental utilisé dans [21]. (b) Vue latérale du bec placé dansla bouche artiﬁcielle. La lèvre artiﬁcielle est placée dans la position utilisée dans l’expérience.
Dans la première partie, la naissance des oscillations dans le bec de l’instrument est étudiéelorsque la pression dans la bouche augmente linéairement. Les proﬁls temporels de la pressiondans la bouche utilisés dans ce cas sont appelés "ramp" proﬁles dans l’article. Les paramètres dumodèle de "Raman" (rappelé au paragraphe 5.2.3) sont déduits de la mesure de la caractéristiquenon linéaire de l’instrument, permettant d’obtenir la valeur théorique du seuil d’oscillation statique.Un seuil d’oscillation dynamique expérimental est estimé à l’aide des signaux de pression dans lebec. Sa valeur est étudiée en fonction de la pente de la pression dans la bouche. Premièrement, leseuil dynamique expérimental est toujours supérieur au seuil statique, ceci mettant en évidence
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la présence d’un retard à la bifurcation. Deuxièmement, nous observons que le seuil dynamiqueexpérimental augmente avec la pente de la pression dans la bouche, comme le prédit l’expressionthéorique prenant en compte le bruit (cf. chapitre 3 équation (3.34), page 77). Enﬁn, la comparaisonentre les signaux mesurés et ceux issus des simulations numériques du modèle montre de fortessimilitudes de comportement (§ 5.2.4.3) mettant en évidence la capacité du modèle de "Raman" (si
basique !) à prévoir des comportements observés expérimentalement.
(a)
(b)
F￿￿￿￿￿ 5.2 – Mesure in vivo de l’attaque d’une note de clarinette. Pression dans la bouche de l’instrumentiste
(en noir) et pression dans le bec de l’instrument (en gris). (a) Première attaque d’une gamme détachée
eﬀectuée en pianissimo. (b) Attaque lors d’un exercice d’échauﬀement spontané, sans consigne précise.
Dans la seconde partie, nous utilisons un profil temporel de pression dans la bouche se voulant
plus proche de celui que l’on peut rencontrer lors de l’attaque d’une note par un musicien : une
phase où la pression augmente suivie d’une phase de stabilisation. À titre informatif, la figure 5.2
montre la mesure in vivo (l’instrument est joué par un instrumentiste et les grandeurs physiques sont
mesurées au cours du jeu) de l’attaque d’une note de clarinette. Nous pouvons observer la pression
dans la bouche de l’instrumentiste (composantes statique et acoustique) et la pression acoustique
dans le bec de l’instrument. Les signaux ont été générés par Pierre-André Taillard (instrumentiste
expert et expérimentateur) en utilisant un bec instrumenté développé dans le cadre du projet ANRS￿￿￿-A￿￿￿. La figure 5.2(a) montre la première attaque d’une gamme détachée eﬀectuée avec une
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nuance pianissimo et la ﬁgure 5.2(b) une attaque lors d’un exercice d’échauﬀement spontané, sansconsigne précise. Dans ces deux exemples, la naissance des auto-oscillations semble avoir lieu
après que le musicien ait stabilisé la pression dans sa bouche. C’est d’autant plus visible sur la
ﬁgure 5.2(b), où l’on observe bien la composante acoustique de la pression dans la bouche. Dansl’article, nous avons utilisé un proﬁl temporel de pression dans la bouche simpliﬁé par rapport àceux que l’on peut observer à la ﬁgure 5.2 mais possédant tout de même une phase d’augmentation(linéaire) et une phase de stabilisation où la pression est constante. Ce proﬁl est appelé "plateau"
proﬁle. Les deux résultats principaux de l’étude sont :
• La constante de temps de la croissance exponentielle des oscillations est indépendante de ladurée de la phase d’augmentation de la pression dans la bouche. Ce résultat se retrouve dansdes simulations numériques du modèle de "Raman" (cf. chapitre 4) et de modèles plus raﬃnés (cf.Silva et al. [84] (ﬁgure 1)) mais aussi analytiquement (cf. chapitre 4).
• Le début de la croissance des oscillations se trouve localisé au voisinage de la ﬁn de la phased’augmentation de la pression dans la bouche. Ce résultat peut être mis en parallèle avec lesrésultats théoriques au chapitre 4 où il est montré que le passage d’une phase dynamique à unephase statique (c’est ce qui se passe quand la pression dans la bouche devient constante aprèsla phase d’augmentation) rompt le retard à la bifurcation en provoquant la mise en oscillationinstantanée du système.
5.2 Article JASA :
B. Bergeot, A. Almeida, C. Vergez, B. Gazengel et D. Ferrand. "Response of an artiﬁcially
blown clarinet to different blowing pressure proﬁles"
Début de l’article
5.2.1 Introduction
The clarinet is one of the most well-described instrument in terms of scientiﬁc theories for its
behavior. The relative simplicity of its elements and their couplings has allowed to explain several
features of the sustained sound of the clarinet, such as the playing frequency, the harmonic content,or the amplitude of the sound, and their variation with the action of the musician on its instrument.An important part of the timbre of this musical instrument can thus be understood with currentlyexisting models. However, the timbre does not only depend on the characteristics of the sustainedsound but to a great extent, on the quick variations that happen at the onset of the sound, i. e., theattack transient.
The ﬁrst studies [32, 29, 86, 60, 28, 26] concerning the clarinet assume that the mouth pressureis constant and does not depend on time. We call this approach the “static case”. These studiesuse simple resonator models (single mode [32], iterated map [29, 86] or continuation methods of theHopf bifurcation [56]) and a linear approximation of the non-linear characteristic function of the
exciter to predict the threshold pressure, the bifurcation diagram and the temporal shape of thepressure inside the mouthpiece. Results show that the oscillation threshold pressure, which willbe called in this article the “static oscillation threshold” is related to reed stiﬀness, the mouthpieceopening and the losses inside the resonator [60, 29]. The calculated and the measured thresholdsshow qualitative agreement if the threshold pressure is measured while the mouth pressure isslowly decreasing [28]. Prediction of the transient using a linearization of the exciter characteristicagrees well with numerical simulations [32] and shows that the acoustic pressure starts with an
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exponential envelope before reaching saturation [26]. For a given resonator and a ﬁxed embouchure,the γ coeﬃcient of the exponential growth (￿0￿γ￿ ) depends only on the value of the constant mouthpressure.
In a real situation, the attack of a note is produced with a complex combined action of severalgestures. In special occasions, a musician will perform a “breath attack” without using his tongue.These transients show that the mouth pressure increases quickly, typically in 40ms [45] and thatplayers overshoot a desired blowing pressure and then “decay” back to a “sustain” level.
More recent articles have studied the behavior of the instrument for time-varying pressures.
Typically, these have used “Continuous Increasing Mouth Pressure” (CIMP), in which the blowingpressure increases with time at a constant rate, and “Interrupted Increasing Mouth Pressurefollowed by a Plateau” (IIMPP), in which the constant increase is stopped at the “interrupting time”,being followed by a constant pressure. Using a CIMP, Atig et al [7] notices that oscillation thresholdpressure calculated using numerical simulation is higher than the static oscillation threshold.Bergeot et al [19] provide an analytical/numerical study of a simple clarinet model (also usedin this paper and presented in section 5.2.3) in CIMP situations and propose the term “dynamicoscillation threshold” to deﬁne the beginning of mouthpiece pressure oscillation in dynamic cases.An analytical expression is proposed for the dynamic threshold, predicting that it is always higherthan the “static threshold”. This phenomenon is known in mathematical literature as bifurcation
delay [43]. We wish to emphasize that the term “delay” in bifurcation delay does not necessarilyrefer to a time diﬀerence but to a shift in the oscillation threshold. In this work, the word “delay”often refers to that shift.
The comparison between theoretical results and numerical simulations reveals an importantsensitivity to the precision (i.e. the number of digits) used in numerical simulations. Indeed, numericalresults only converge to the theory when the simpliﬁed model (the same as used for analyticalinvestigation) is computed with hundreds or thousands of digits [19]. Otherwise, theoretical resultsbecome useless in predicting the behavior of the simulated model. In this case, the dynamicthreshold increases with the increase rate of the mouth pressure. Silva [84] performs numericalsimulations of an IIMPP, showing that the beginning of the envelope of the mouthpiece pressure isan exponential ￿0￿γ￿ arising once the mouth pressure stops increasing, and in which the growthconstant γ does not depend on the duration of the mouth pressure increase.
In this paper, the operation of a simpliﬁed clarinet under simpliﬁed conditions (CIMP andIIMPP mouth pressure proﬁles) is studied experimentally. The “clarinet” is a simple cylindricaltube attached to a clarinet mouthpiece – it has no bore variations, no ﬂare, no bell and no tone orregister holes.
To characterise the onset, three main parameters will be used : the time (or value of mouthpressure) at the start of the oscillations, their initial amplitude, and the growth constant (whichas will be seen, can be vary through time in some cases). These parameters can be equivalentlyexpressed as a function of time or as a function of mouth pressure, since the latter is an aﬃnefunction of time.
In the case of the CIMP proﬁle, these parameters, measured using the artiﬁcial mouth, arecompared to the parameters estimated using simulations of a simpliﬁed clarinet model for diﬀerentvalues of the increase rate of the CIMP.
In the case of the IIMPP, the starting time of the oscillations and the growth constant arerelated to the characteristics of the mouth pressure proﬁle, in particular the “interrupting time” ofthe IIMPP, and the value of constant pressure reached at the end of the IIMPP.
The paper is organized as follows : section 5.2.2 presents the experimental system (artiﬁcialmouth). Section 5.2.3 presents the physical model used for simulating the clarinet system. The
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experimental results are presented and discussed in section 5.2.4 for CIMP proﬁles and in section5.2.5 for IIMPP proﬁles of mouth pressure. In section 5.2.4 experimental results obtained for CIMPproﬁles are compared to numerical simulations.
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Mouth pressure 
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F￿￿￿￿￿ 5.3 – Principle of the Pressure Controlled Artiﬁcial Mouth (PCAM).
5.2.2 Experimental setup and conﬁgurations
We describe here the experimental setup and the two experimental protocols used in the work.An outline schematic of the experimental setup is presented in ﬁg. 5.3.
5.2.2.1 Materials
A simpliﬁed clarinet is inserted by its mouthpiece into Pressure Controlled Artiﬁcial Mouth(PCAM). The PCAM is responsible for controlling the mouth pressure and provides a suitablesupport for the sensors used in measuring the physical quantities of interest [36, 37].
The simpliﬁed clarinet is made of a plastic cylinder connected to the barrel of a real clarinet.The total length of cylinder and barrel is ￿ = 0￿52m (this is also the eﬀective length of the instrument,calculated from L = ￿/4￿ , where ￿ is the sound velocity and ￿ the playing frequency) and theinternal diameter is 15mm.
The artiﬁcial mouth is made of a Plexiglas box which supports rigidly both the mouthpiece andthe barrel. It is a chamber with an internal volume of 30cm3 where the air pressure P￿ is to becontrolled. The artiﬁcial lip is made of a foam pad sitting on the reed.
Both the internal mouth pressure and the pressure inside the mouthpiece are measured usingdiﬀerential pressure sensors (Endevco 8510B and 8507C respectively). Finally, a ﬂowmeter (Bürkert
8701) is placed at the entrance of the artiﬁcial mouth to measure the input volume ﬂow entering
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F￿￿￿￿￿ 5.4 – (a) Time evolution of the mouth pressure P￿(￿) (CIMP proﬁle) and of the pressure inside themouthpiece P(￿). The slope ￿ of the mouth pressure is equal to 0.1 kPa/s. (b) Measured signals in an IIMPPcase : blowing pressure P￿(￿) (solid black line) and pressure inside the mouthpiece P(￿) (solid gray line).
into the reed channel.
Control of the mouth pressure is based on high-precision regulation of the air pressure inside
the Plexiglas box. This regulation enables the control of blowing pressure around a target which
can either be a ﬁxed value or follow a function varying slowly over time. A servo-valve (Bürkert
2832) is connected to a compressed air source through a pressure reducing valve. The servo valveis a proportional valve in which the opening is proportional to the electric current. The maximumpressure available is approximately 6 · 105Pa. A pressure reducer is used to adjust the pressureupstream the servo-valve which is connected to the entrance of the artiﬁcial mouth itself. An air
tank (120 litres) is inserted between of the servo-valve and the artiﬁcial mouth in order to stabilize
the feedback loop during slowly varying onsets. This large tank is used for experiments performed
with the CIMP proﬁle, and is replaced by a much smaller tank (approx. 2 litres) when faster varyingtargets are tested (IIMPP proﬁle). The control algorithm is implemented on a DSP card (dSpace
DS1104), modifying the volume ﬂow through the servo-valve every 40µs in order to minimize the
diﬀerence between the measured and the target mouth pressure. Moreover, because of the longresponse time of the ﬂowmeter, the volume ﬂow is measured but is not used in the control loop.
5.2.2.2 Experimental protocol
"CIMP" proﬁle. Starting from a low value (0.2 kPa in our experiment) the mouth pressure P￿(￿)is increased at a constant rate ￿ (the slope) until a few seconds after the clarinet starts to sound.The mouth pressure is then decreased with a symmetric slope (￿ ￿ = −￿ ). During the experiment,the mouth pressure P￿(￿), the pressure in the mouthpiece P(￿) and the incoming ﬂow U(￿) arerecorded. Fig. 5.4(a) shows an example of the time proﬁle of P￿ and P with ￿ = 0￿1 kPa/s.The experiment is repeated three times for each of the target slope values ￿ given as a commandto the PCAM. The actual values of the slope obtained during the experiment are estimated usinga linear ﬁt and shown in table 5.1. We can see that the use of the PCAM provides a very goodrepeatability on the increase/decrease rate of the blowing pressure.
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T￿￿￿￿￿￿ 5.1 – Estimation of the slope for each repetition in experiment plus averages.
Experiment 1 2 3 4 5 6
Values of ￿ (kPa/s) (incr. blowing pressure)1st time 0.100 0.140 0.233 0.751 1.557 2.6812nd time 0.100 0.140 0.233 0.752 1.557 2.7123rd time 0.100 0.140 0.233 0.753 1.559 2.711Average 0.100 0.140 0.233 0.752 1.558 2.702
T￿￿￿￿￿￿ 5.2 – Averages and standard deviations of the measured (∆￿)P￿ and ￿ obtained for each PCAMcommand for (∆￿)P￿ .
Experiment 1 2 3 4
Command for (∆￿)P￿ (s) 0.05 0.2 0.5 1
Average of measured (∆￿)P￿ : (∆￿)P￿ (s) 0.0747 0.2047 0.4590 0.9168
Standard deviation of measured (∆￿)P￿ (s) 0.0100 0.0108 0.0029 0.0060
Average of measured ￿ : ￿ (kPa/s) 80.7354 29.9284 13.4157 7.4133
Standard deviation of measured ￿ (kPa/s) 7.6354 1.0262 0.2061 0.0378
"IIMPP" profile. For the IIMPP proﬁle, the blowing pressure has two phases, ﬁrst increasingat a faster rate than that used for the CIMP proﬁle, then kept at an almost constant value. Forexample, in ﬁg. 5.4(b), the blowing pressure P￿ starts at a low value (approx. 0.1 kPa), increasesfor a certain time (hereafter referred as (∆￿)P￿ ), reaches a target value (approx. 7 kPa) and is thenkept constant. The experiment is repeated for diﬀerent values of (∆￿)P￿ (target values are 0.05s,0.2s, 0.5s and 1s corresponding respectively to experiments numbered 1, 2, 3 and 4, cf. table 5.2)and repeated ﬁfteen times for each value of (∆￿)P￿ . Table 5.2 shows a good agreement betweenthe command and the measurement of (∆￿)P￿ . This indicates that the control of the PCAM workseven for rapid variations in blowing pressure. However, for the fastest (experiment 1), the diﬀerencebetween the command and measurement is about 50% of the command. Table 5.2 also shows good
repeatability of the blowing pressure slope during the increasing part.
In this experiment, only the blowing pressure P￿ and the internal mouthpiece pressure P are
recorded (see fig. 5.4(b)).
5.2.3 Clarinet model
This section presents the physical model of the clarinet used in this work. The numerical
simulations of the model will be compared to experimental results in section 5.2.4 for the CIMP
profile.
5.2.3.1 Equations
The model divides the instrument into two elements, the exciter and the resonator.
Exciter. The exciter of a clarinet is the reed-mouthpiece system, characterized by four physical
quantities, the flow U across the reed channel, the pressure diﬀerence ∆P = P￿ − P , the reed
position ￿ and the reed volume velocity U￿ (fig. 5.5). For lower frequencies than the resonance
5.2. Article JASA 125
y(t)
−H
0 U(t)
Ur(t)
Uin(t)
P (t)
Mouthpiece
Reed
Lip
Mouth
Pm
Reed channel
F￿￿￿￿￿ 5.5 – View of the physical quantities used in the model.
frequency of the reed, and in a non-beating regime (this is the case in this work because we study
the beginning of the oscillations), U￿ can be considered as a length correction [71]. We thus assumethat U￿ = 0 so that U = U￿￿, and take the length correction into account in the eﬀective length ofthe resonator. Ignoring reed damping and inertia, the pressure diﬀerence and reed position areproportional.
With these assumptions, the model can be described by two physical quantities ∆P and Ulinked through the nonlinear characteristics of the exciter :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
U = ζ
Z￿
(PM − ∆P)
￿
|∆P|
PM
sgn(∆P)￿ (5.1a)
if ∆P < PM ;0￿ if ∆P > PM ￿ (5.1b)
where PM is the static closing pressure of the reed. Parameter ζ is a non dimensional parameterwritten as
ζ = Z￿ S
￿ 2
ρPM
￿ (5.2)
where S is the cross-section of the reed channel at rest, ρ the air density and Z￿ = ρ￿/Scyl thecharacteristic impedance of the cylindrical resonator of cross-section Scyl.
Resonator. The resonator is assumed to be a perfect cylinder in which only plane waves propagate.
In linear acoustics, any unidimensional single-frequency pressure distribution can be expanded
into two waves propagating in opposite directions. Using this property, the acoustic pressure P isthe sum of an outgoing wave P+ and an incoming wave P− :
P+ = 12 (P + Z￿U) ; P− = 12 (P − Z￿U) ￿ (5.3)
Using the variables P+ and P− instead of the variables P and U , the resonator can be describedby its reﬂection function ￿(￿), satisfying
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P−(￿) = ￿￿ ∗ P+￿ (￿)￿ (5.4)
A monochromatic planar wave of frequency ￿ propagates in the resonator with a damping factor
α taking into account the visco-thermal losses, which at low frequencies are dominant over theradiation losses. The approximate expression of α is [57] :
α ≈ 3 · 10−5√￿ /R ￿ (5.5)
where R is the bore radius.
Even if the acoustic signals P+ and P− are not monochromatic, the damping factor α is assumedto be constant, calculated at the playing frequency [64, 58, 59, 74, 29] and ignoring dispersion.Using this restrictive assumption Dalmont and Frappe [28] obtain a good agreement betweentheoretical an experimental results for threshold, in particular the oscillation threshold, providedthat embouchure parameters P￿ and ζ are well estimated. Because the damping factor α isassumed to be constant, the reﬂection function ￿(￿) becomes a simple delay with sign inversion(multiplied by an attenuation coeﬃcient λ) and is written
￿(￿) = −λδ(￿ − τ)￿ (5.6)
where,
λ = ￿−2αL￿ (5.7)
is the attenuation coeﬃcient, τ = 2L/￿ is the travel time of the wave over the resonator length Lat speed ￿.
5.2.3.2 Solutions
From equation (5.6), equation (5.4) can be simpliﬁed as follows :
P−(￿) = −λP+(￿ − τ)￿ (5.8)
Moreover, by substituting the variables P and U with variables P+ and P− in equation (5.1)we have :
P+ = G ￿−P−￿ ￿ (5.9)
An explicit expression for function G can be found in Taillard et al [86], recalled in appendix 5.2.7.1and plotted in ﬁg. 5.6.
Using equations (5.8) and (5.9), the complete system can be described by the following equation :
P+(￿) = G ￿λP+(￿ − τ)￿ ￿ (5.10)
Finally, knowing variables P+ and P−, it is possible to calculate P using
P(￿) = P+(￿) + P−(￿) = P+(￿)− λP+(￿ − τ)￿ (5.11)
and U using
Z￿U(￿) = P+(￿)− P−(￿) = P+(￿) + λP+(￿ − τ)￿ (5.12)
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F￿￿￿￿￿ 5.6 – Function G for ζ = 0￿6, PM = 10kPa and Z￿ = 3￿6 · 104 kPa · s ·m−3.
5.2.3.3 Static oscillation threshold
A study of the stability of the ﬁxed points of function G based on the usual static bifurcationtheory (i.e. assuming that the mouth pressure is constant over time) gives an analytical expression
P￿￿￿ of the static oscillation threshold [60] :
P￿￿￿ = 19
⎛
⎝ tanh(α￿)
ζ
+
￿
3 + ￿ tanh(α￿)
ζ
￿2⎞⎠2 PM ￿ (5.13)
In practice P￿￿￿ is the minimum value of a static blowing pressure above which an instabilitycan emerge.
Using a linearization of the characteristic curve of the exciter, it can be shown [26] that if themouth pressure P￿ is constant and lower than P￿￿￿ , the mouthpiece pressure P(￿) convergesexponentially to a non oscillating regime (called static regime in the literature). If P￿ is higherthan P￿￿￿ , the pressure P(￿) increases exponentially from the static regime reaching asymptoticallya signal of constant amplitude. For a given resonator and a ﬁxed embouchure (i.e. a given ζ in themodel), the time growth constant γ of the exponential depends only on the value of the constantmouth pressure.
5.2.4 Results for the "CIMP" proﬁle
The aim of this section is to compare the parameters of the transient deduced from experimentalsignals and numerical signals. The parameters of interest are :— The bifurcation delay BD deﬁned as the diﬀerence between the dynamic oscillation threshold
P￿￿￿ and the analytical static oscillation threshold P￿￿￿ deﬁned through equation (5.13).— The time growth constant τ of the onset transient of the RMS envelope of P(￿).— The pressure growth constant η of the onset transient of the RMS envelope of P(P￿).Firstly, the input parameters of the theoretical model (ζ and PM ) are estimated from theexperimental data in order to calculate the value of P￿￿￿ and to calculate the values of P deducedfrom equations (5.10) and (5.11). Secondly, the method used for calculating the parameters BD, τand η is presented, as shown in ﬁg. 5.8.
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F￿￿￿￿￿ 5.7 – Experimental nonlinear characteristics of the exciter (gray line) for increasing and decreasingblowing pressure and comparison with ﬁtted model (black line) for increasing blowing pressure. (ζ = 0￿19and PM = 10￿12 kPa) In this example the increase rate ￿ of the blowing pressure is equal to 0.1kPa/s.
T￿￿￿￿￿￿ 5.3 – Averages of the slope ￿ , of the parameters PM , ζ and of the static oscillation threshold P￿￿￿obtained for increasing and decreasing blowing pressure.
Experiment 1 2 3 4 5 6
Increasing blowing pressure
￿ (kPa/s) 0.100 0.140 0.233 0.752 1.558 2.702
PM (kPa) 10.1249 10.1018 10.3133 10.6686 11.3559 11.7668
ζ (Ad.) 0.1858 0.1858 0.1829 0.1755 0.1619 0.1614
P￿￿￿ (kPa) 3.9811 3.9723 4.0658 4.2358 4.5760 4.7448
Decreasing blowing pressure
￿ ￿ (kPa/s) -0.100 -0.140 -0.235 -0.707 -0.679 -0.631
PM (kPa) 10.0302 9.8651 9.9945 10.2835 10.4859 10.4577
ζ (Ad.) 0.1734 0.1763 0.1750 0.1685 0.1616 0.1646
P￿￿￿ (kPa) 3.9806 3.9040 3.9602 4.1018 4.2155 4.1903
Then, the method is applied to experimental and numerical signals leading to experimentalparameters BD￿￿￿, τ￿￿￿ and η￿￿￿ and to numerical parameters BD￿￿￿, τ￿￿￿ and η￿￿￿. Finally,we compare transient parameters deduced from experimental and simulated signals.
5.2.4.1 Estimation of the parameters used in the model
The damping factor α is calculated at the playing frequency, which is around 160Hz, usingequation (5.5). Parameters PM and ζ are deduced from the experimental non linear characteristicsof the exciter, prior to the oscillation, by estimating the coordinates of the maximum of thecharacteristic curve (Pmax￿Umax), through equations (5.14) and (5.15) :
Pmax = PM3 ￿ (5.14)
5.2. Article JASA 129
Onset
transient
Time
P
re
ss
u
re
•
•
σn
4σn
Pmdt
P1/2
Pend
tstart
t1/2
tend
∼ exp
(
t
τ
)
Pm
PRMS
Onset
transient
Mouth pressure
P
re
ss
u
re
(P
R
M
S
)
•
•
•
Pmdt P1/2 Pend
∼ exp
⇣
Pm
η
⌘
Onset
transient
Mouth pressure
P
re
ss
u
re
(P
R
M
S
)
•
Bifurcation
delay
(BD)
Pmst Pmdt
F￿￿￿￿￿ 5.8 – Outline schematic showing the deﬁnition of the diﬀerent indicators of the transient. At the top :blowing pressure P￿ and of the RMS envelope PRMS of the pressure inside the mouthpiece as functions oftime. Illustrations of ￿￿￿￿￿￿ , ￿￿￿￿ , P￿￿￿ , P￿￿￿ and τ . In the middle : PRMS as a function of P￿. Illustration of η.At the bottom : illustration of the bifurcation delay (BD), corresponding to the pressure diﬀerence betweenthe dynamic oscillation threshold P￿￿￿ and the static oscillation threshold P￿￿￿ (see equation (5.16)).
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and
Umax = 23√3 PMZ￿ ζ￿ (5.15)
Figure 5.7 shows an example of an experimental nonlinear characteristic (gray line). As statedpreviously [30, 5, 28], due to the visco-elasticity of the reed, there is a diﬀerence between thecharacteristics measured for increasing and decreasing blowing pressures.
The values of the parameters ζ and PM estimated for the 6 values of the slope ￿ (table 5.1) aregiven in table 5.3 for the increasing and decreasing blowing pressures. The diﬀerence between theparameters estimated in both cases is low (less than 2 %). For this reason, we used the values of ζ
and PM deduced for increasing blowing pressure. In this case, the value of the static oscillation
threshold pressure is calculated using the first three values of ￿ and leads to P￿￿￿ = 4￿01 kPa.
Due to the response time of the flowmeter (≈ 0￿3s), in experiments 4, 5 and 6 (with faster varying
pressures) the closing pressure PM and static oscillation threshold P￿￿￿ are overestimated.
5.2.4.2 Estimation method of bifurcation delay and growth constants
As a reminder, due to the aﬃne relation between pressure and time, the diﬀerence in time,
between the time at which the mouth pressure crosses the static threshold and the moment the
oscillations actually start can be mapped to a pressure diﬀerence. The bifurcation delay BD is
formally defined as the diﬀerence in threshold values of the mouthpieces pressure :
BD = P￿￿￿ − P￿￿￿ ￿ (5.16)
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F￿￿￿￿￿ 5.9 – PRMS plotted against P￿ for each value of the slope ￿ . (a) Experimental signals, (b) signals
generated by the numerical simulation of the model with parameters ζ and PM estimated experimentally
(cf. section 5.2.4.1), plotted against the measured blowing pressure P￿(￿). Arrows represent the evolution
through time and highlight an hysteretis cycle.
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with P￿￿￿ the dynamic oscillation threshold and P￿￿￿ the static oscillation threshold estimatedin the previous section (see ﬁg. 5.8, at the bottom). P￿￿￿ is estimated as follows : consideringthat the acoustic pressure P is a zero mean signal with variance σ 2￿ before the threshold, thebeginning of the oscillation, at time ￿￿￿￿￿￿ , is empirically estimated when PRMS (￿￿￿￿￿￿) ≥ 4σ￿. Thenthe dynamic oscillation threshold is deﬁned as P￿￿￿ = P￿(￿￿￿￿￿￿) (cf. ﬁg. 5.8).The part of the signal used for the determination of σ￿ is manually delimited. The mean valueof the standard deviation of the noise σ￿ over all the measurements is 0.01kPa (≈ 0￿35% of the
PRMS value during the stationary regime).For the estimation of the growth constants τ and η, ﬁrstly the end time of the transient ￿￿￿￿is estimated as the time corresponding to a local minimum of the second derivative of the RMSenvelope [54]. Then, assuming that the transient is exponential for a time-varying mouth pressure
as it is for linear looped systems in static case, the time growth constant τ is calculated between
￿￿￿￿￿￿ and ￿1/2 = ￿￿￿￿￿￿ + (￿￿￿￿ − ￿￿￿￿￿￿)/2, as follows :
τ =
￿1/2 − ￿￿￿￿￿￿
ln(PRMS (￿1/2)) − ln(PRMS (￿￿￿￿￿￿)) ￿ (5.17)
Given that the blowing pressure is an aﬃne function of time, PRMS can be described usingsimilar functions of either time or blowing pressure. The growth constant η is therefore calculatedon PRMS (P￿) between P￿￿￿ = P￿(￿￿￿￿￿￿) and P1/2 = P￿(￿1/2) :
η =
P1/2 − P￿￿￿
ln(PRMS (￿1/2))− ln(PRMS (￿￿￿￿￿￿)) ￿ (5.18)
5.2.4.3 Comparison between experiment and simulation
Experimental signals are ﬁrst compared to numerical solutions of equations (5.10) and (5.11).The simulation uses the experimental blowing pressure P￿(￿) and reed parameters ζ and PMestimated in section 5.2.4.1. Then, experimental parameters BD￿￿￿, τ￿￿￿ and η￿￿￿ are compared tonumerical parameters BD￿￿￿, τ￿￿￿ and η￿￿￿.
Comparison between experimental and numerical pressure signals. In ﬁg. 5.9, the RMS enve-
lope PRMS is plotted as a function of the mouth pressure P￿ for diﬀerent slopes of the blowing
pressure (ﬁg. 5.9(a) : experimental signals and ﬁg. 5.9(b) : simulated signals). First of all, in ﬁg. 5.9(a),it is worth noting that for all values of the slope ￿ , the state reached at the end of the transientbelongs to the same periodic branch (slight repeatability errors aside).
Secondly, we can observe a substantial diﬀerence between the experimental and numericalsignal amplitudes. Two reasons can explain this diﬀerence. The ﬁrst is the fact that the dampingfactor is estimated at the playing frequency. A second reason could be the error made on theestimation of the reed parameters. Note also that the model used for these simulations is a veryrough approximation to the instrument under study.
Figure 5.9 highlights a hysteresis cycle : the dynamic threshold estimated during the increasingphase is higher than the value of P￿ at which oscillation stops during the decreasing phase.Figure 5.7 shows a change of embouchure parameters between the ascending and descendingphases of the blowing pressure. Although this could explain the hysteresis cycle observed inﬁg. 5.9(a) (experimental results), the hypothesis is not conﬁrmed by numerical results shown inﬁg. 5.9(b). Indeed, numerical simulations are run with constant embouchure parameters during theascending and descending phases of the blowing pressure, also showing a hysteresis cycle. This
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F￿￿￿￿￿ 5.10 – Bifurcation delay estimated on experimental signals (BD￿￿￿ (+)) and on simulated signals(BD￿￿￿ (◦)) as functions of the slope ￿ .
provides a strong indication that the hysteresis in the envelope of P in the experiment cannot bedue uniquely to the viscoelastic change in reed properties.
Finally, ﬁg. 5.9(a) also shows that a direct Hopf bifurcation takes place, since the RMS envelopeapproaches zero continuously as the blowing pressure decreases.
Dynamic oscillation threshold. The indicators BD￿￿￿ and BD￿￿￿ are plotted as functions of theslope ￿ in ﬁg. 5.10, where all recordings and all simulations are represented. The measurementsare repeatable, showing little diﬀerence between the three tests of each slope ￿ .
As suggested by ﬁg. 5.9, the gaps BD￿￿￿ and BD￿￿￿ are always positive and increase with theslope ￿ . This is as predicted by recent theoretical predictions on a discrete time system aﬀectedwith noise[ ?]. Figure 5.10 shows that the indicator BD￿￿￿ estimated on numerical simulations isalways smaller than the experimental BD￿￿￿. A possible reason for this is that the static oscillationthreshold is underestimated in the ﬁt to the model (see sect. 5.2.4.1). Indeed, in ﬁg. 5.9(b), thedecreasing slope of simulations ￿1, ￿2 and ￿3 shows an extinction of the sound close to the staticoscillation threshold P￿￿￿ = 4￿01kPa. On the other hand, for experimental signals (cf. ﬁg. 5.9(a)),the extinction is close to 4.5 kPa, which can indicate that the static threshold is close to this value.The consistently lower value of the estimated static oscillation threshold P￿￿￿ could in principlebe due to an underestimation of the acoustic losses α . However, as pointed in section 5.2.3.1,using assumption (5.5), Dalmont and Frappe [28] obtain a good agreement between theoretical anexperimental results. Therefore, we believe that the error in the static oscillation threshold probablycomes from the estimation of the parameters PM and ζ . Indeed, underestimation is common whenusing a ﬁt of non-linear characteristics [38].
Despite this underestimation, the delay in the start of the oscillations still occurs even if thestatic threshold is close to 4.5 kPa. Moreover, its dependence on the variation of the parameter ￿is unchanged.
Growth constants of the onset transient. This section is devoted to comparing the indicators
τ￿￿￿, η￿￿￿, τ￿￿￿ and η￿￿￿.
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(a) Experiment (b) Simulation
F￿￿￿￿￿ 5.11 – Time proﬁle of the RMS envelope PRMS (￿) (solid gray line) compared to its exponential ﬁtduring the onset transient (dashed black line). (a) Experimental signal and (b) simulated signal. ￿ = 0￿23kPa/s.
First of all, ﬁg. 5.11 shows an example of the mouthpiece pressure proﬁle on a logarithmic scale(experimental signal in ﬁg. 5.11(a) and simulated signal in ﬁg. 5.11(b)) compared to the exponentialﬁt of the onset transient (dashed line on ﬁg. 5.11). Even if the mouth pressure depends on time(CIMP with ￿ = 0￿23kPa/s), the pressure P inside the mouthpiece (for both experimental andsimulated signal) increases exponentially during the onset transient.
Figure 5.12 shows that τ￿￿￿, η￿￿￿, τ￿￿￿ and η￿￿￿ are close to each other. Figure 5.12(a) showsthat τ￿￿￿ and τ￿￿￿ decrease with the increase rate ￿ of mouth pressure. Conversely, in ﬁg. 5.12(b)
η￿￿￿ and η￿￿￿ appear to increase with ￿ .
5.2.4.4 Discussion
The similarity between experimental and simulated envelope proﬁles (as functions of blowingpressure) provides a good indication that the simplistic model is able to provide good predictionsof dynamic instrument behaviors, as it has already provided for static values of the parameters [28].In diﬀerent numerical simulations [19] of the same simple model the dynamic thresholds were foundto be much higher than the ones found in experimental results, mostly because the time-proﬁle of
the pressure is not aﬀected by noise whereas the experimental one is. A better prediction of the
dynamic threshold can be performed by introducing stochastic variables in the modeling[ ?]
Secondly, the fact that the values P￿￿￿￿￿￿ (and also P￿￿￿￿￿￿ ) are always larger than the staticoscillation threshold P￿￿￿ can be explained by the intrinsic diﬀerence between the system describedby the static theory where the blowing pressure P￿ is assumed to be constant (a static case)and the system used in experiments where the blowing pressure is increasing (a dynamic case).Recent theoretical and experimental works [43, 42, 87] on dynamic nonlinear systems show that, indynamic cases (as in our experiments), the oscillations start signiﬁcantly after the static theoreticalthreshold has been exceeded. This phenomenon is known as bifurcation delay.
Finally, the time growth constant τ decreases with the slope ￿ of the blowing pressure.Conversely, the pressure growth constant η increases with ￿ . This means that even if the speed (asa function of time) of the onset transient of the acoustic pressure inside the mouthpiece increaseswith ￿ , the blowing pressure sees a smaller variation during the onset transient.
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F￿￿￿￿￿ 5.12 – Parameters τ (a) and η (b) as a function of the increase rate ￿ of blowing pressure. (+)Experiment and (◦) simulation.
5.2.5 Results for the "IIMPP" proﬁle
The aim of this section is to study the evolution of two indicators deduced from the mouthpiecepressure as a function of the increasing duration of the mouth pressure. The ﬁrst indicator is theoscillation start time, compared to the “interrupting time” of the IIMPP. The second indicator is thetime growing constant.
5.2.5.1 Indicator estimation
As in the previous section, a few indicators are extracted from the measured signals, althoughwith a few diﬀerences. An illustration of the indicators is depicted in ﬁg. 5.13.
The increasing phase of P￿ is detected from a threshold on the derivative of the measured P￿.Two reference points, the start time (￿start)P￿ and the “interrupting time” (￿end)P￿ , result from thisdetection, and allow to estimate the duration of the transient of the blowing pressure :
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F￿￿￿￿￿ 5.13 – Schematic representation of (a) the blowing pressure P￿ and (b) its ﬁrst time derivative. (c)Schematic representation of log[PH1 (￿)]. Gray lines depict the duration (∆￿)PH1 of the onset transient of thepressure P inside the mouthpiece. Vertical dashed lines demarcate the duration (∆￿)P￿ of the transient ofP￿. The delay T , deﬁned by equation (5.21), is also represented.
(∆￿)P￿ = (￿end)P￿ − (￿start)P￿ ￿ (5.19)
Assuming that the growth of P￿ is linear, its slope ￿ is estimated between the times (￿start)P￿and (￿end)P￿ .In this section, during the increasing part of the mouth pressure IIMPP proﬁles, the increaserates ￿ are higher than the ones used in section 5.2.4. In this case, we have noted that the useof the amplitude of the ﬁrst harmonic PH1 (￿) instead of the RMS envelope PRMS (￿) allows thedetection of sound emergence at lower amplitudes.
Amplitude of individual harmonics is extracted using heterodyne detection. Detection of acomponent at frequency ￿ is performed by constructing a new complex vector resulting from theproduct of signal ￿￿ by exp(￿2π￿ ￿). This vector is then multiplied by a 4-period-long window of
type “Blackman-Harris”, and the absolute value of the result is summed over the window andnormalized.
This algorithm was tested in 2 diﬀerent signals : one with a jump in amplitude and one witha jump in frequency (from ￿ to 2￿ ) with accurate results, and a precision (smoothing) of about 2periods in both cases.
In fact, the noise background is lower if calculated at a narrower range of frequencies than for
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the RMS envelope which is wideband. Therefore, in this section transient parameters are estimatedon PH1 (￿).Two reference values of PH1 (￿) are ﬁrst determined, a low one corresponding to the noisebackground close to the note end, and high value, the absolute maximum of the logarithm envelope.Then, the ﬁrst value of log [PH1 /Pref] crossing the midpoint between these two previous values isused as a reference time ￿50. Four other points are detected with abscissa log [PH1 /Pref] : ￿10, ￿30,
￿70 and ￿90. Using these reference points the duration of the onset transient of the pressure P isdeﬁned as :
(∆￿)PH1 = ￿90 − ￿10￿ (5.20)
Next, the delay T deﬁnes the diﬀerence in time between the beginning of the onset transientof P and the end of the blowing pressure increase :
T = ￿10 − (￿end)P￿ (5.21)
This indicator provides some information on the causality link between the discontinuity inthe blowing pressure proﬁle and the onset of oscillations, a positive value indicating that theoscillations may not be a consequence of the stop of the pressure growth.
Finally, assuming that the onset transient consists of an exponential growth where PH1 (￿) ∼
￿￿/τH1 , the time growth constant τH1 is estimated as the slope of log [PH1 (￿)/Pref] between ￿30 and
￿70.
5.2.5.2 Experimental results
The indicators deﬁned above are calculated for each trial. Some of the original trials wereremoved from the analysis when the fundamental frequency ￿0(￿) was higher than expected (≥200Hz,whereas the expected playing frequency is around 160Hz) for a long period of time during the onsetphase. These correspond to squeaks or higher regimes which afterwards decay to the fundamental.The trials where the onset phase lasts longer than 400ms were also removed. After this treatment,four signal are removed from the ﬁfteen originals trials.
In the remainder of this paper, the ﬁgures show the averages of the indicators over 4 trials of aparticular conﬁguration (written with an overline) and the standard deviations as a function of theaverage of the measured (∆￿)P￿ noted (∆￿)P￿ (cf. table 5.2). Moreover, all time quantities are madedimensionless using T￿ = 1/￿￿, where ￿￿ ≈ 160Hz is the playing frequency.The example depicted in ﬁg. 5.14 shows that the amplitude of the sound grows exponentially atthe beginning of the onset. Moreover, we can see that the time growth constant τH1 looks constantregardless of the value of (∆￿)P￿ .Figure 5.15 shows the time growth constants τH1 obtained for each value of (∆￿)P￿ . Figure 5.15conﬁrms the observations made in ﬁg. 5.14 : time growth constant τH1 does not depend on thevalue of (∆￿)P￿ . The repeatability of the measurement is good for τH1 : the standard deviation isbetween 7% and 14% of the average.
Indicator T is plotted on fig. 5.16. We can notice that the beginning of the onset transient of
the mouthpiece pressure is close to the “interrupting time” of the blowing pressure.
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F￿￿￿￿￿ 5.15 – Average and standard deviation (error bars) of the time growth constant τH1 obtained foreach value of (∆￿)P￿ .
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5.2.5.3 Discussion
In a fast linear increase in the blowing pressure followed by a stationary phase (i.e. IIMPPcase), the results highlight that there is no “soft or fast” onset when the tongue is not used. Thespeed (i.e. τH1 ) of the onset transient of sound is roughly the same regardless of the duration ofthe blowing pressure transient. The only impact of increasing (∆￿)P￿ is an increased delay in thecurve of PH1 (cf. ﬁg. 5.14). Silva et al. [84] obtained similar conclusions on numerical simulations.A possible reason for this is the fact that the beginning of the onset transient of the mouthpiecepressure is close to the end of the blowing pressure growth. This is shown in ﬁg. 5.16 where thevariable T is plotted. Therefore, for most of the mouthpiece pressure onset transient, the mouthpressure is constant and equal for each experiment, i.e. oscillations increase in “static” situation.In this case, as recalled in section 5.2.3.3, simple linear loop models predict that the time growthconstant depends only on the value of the constant mouth pressure. However, to conclude that forIIMPP proﬁles the time growth constant of the mouthpiece pressure in the onset transient dependsonly on the target value of the mouth pressure, further measurements with diﬀerent target valuesof the mouth pressure are required.
Th inﬂuence of the increase rate ￿ on the time growth constant τ￿￿￿ seen in section 5.2.4 couldbe explained by the fact that blowing pressure still increases during the onset transient.
5.2.6 Conclusion
When a clarinet is blown using a linearly increasing mouth pressure, oscillations appear at amuch higher value than those predicted by static bifurcation theory. This explains why increasingsweeps of the blowing pressure do not provide accurate information on the oscillation close to thestatic oscillation threshold. Decreasing the rate of pressure variation shows a limited improvement.
For interrupted fast attacks in mouth pressure, the oscillations start at the moment the blowingpressure is stabilized. the oscillations then follow an exponential envelope with a time growthconstant that only depends on the target values of the parameters. An extension to musical contextswould require a validation with in vivo measurements taking into account more complex mouthpressure proﬁles and the inﬂuence of the tongue.
Finally, the similarity observed between experimental and simulated envelope proﬁles suggeststhat the complex behaviors observed experimentally with a time-varying blowing pressure can be
described analytically by applying the same blowing pressure time proﬁle to a simple classical
model of the clarinet.
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5.2.7 Appendices
5.2.7.1 Explicit expression of the function G
The analytical expression for function G, deﬁned by equation (5.9), is obtained by Taillard et
al [86]. Its expression is recalled in this appendix where the following notations are used :
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P = P+ + P− = G(￿)− ￿ ; (5.22)
U = P+ − P− = 1Z￿ (G(￿) + ￿) ￿ (5.23)
These notations are slightly diﬀerent from those used by Taillard et al [86].
From the expression of the nonlinear characteristic, given by equations (5.1), the non-beating
regimes with positive ﬂow and negative ﬂow can be explicitly written :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U (∆P) = ζZ￿ (PM − ∆P)
￿∆P
PM (5.24a)if 0 < ∆P < PM (Non-beating reed, positive ﬂow) ;
U (∆P) = − ζZ￿ (PM − ∆P)
￿
−∆P
PM (5.24b)if − PM < ∆P < 0 (Non-beating reed, negative ﬂow) ;
U (∆P) = 0 (5.24c)if ∆P > PM (Beating reed)￿
In the following sections, we recall the analytical expression for function G for each of thethree operating regimes (beating regime, non-beating regime with positive ﬂow and negative ﬂow)of the instrument.
Beating reed regime. For the beating case, the ﬂow U is equal to zero. Therefore, from equa-
tion (A.2), the expression of G is simply :
G(￿) = −￿￿ (5.25)
Non-beating reed regimes. From equation (A.1) and recalling that ∆P = P￿ − P , function Gcan be written as follow :
G(￿) = P￿ + ∆P (U) + ￿￿ (5.26)
Therefore, inverting equations (5.24b) and (5.24c) leads to a direct analytical expression offunction G for the positive and negative ﬂow cases respectively. In practice, inverting (5.24b) and(5.24c) consists in solving a third order polynomial equation, as explained by Taillard et al [86].
Positive ﬂow. For the non-beating reed regime with positive ﬂow, the analytical expressionfor function G is :
G(￿) = P￿ − PM
⎛
⎝−23η sin
⎛
⎝13 arcsin
⎛
⎝ψ − 92
￿ 3
PM (P￿ + 2￿)− 1￿
ζη3
⎞
⎠
⎞
⎠+ 13ζ
⎞
⎠
2
+ ￿￿ (5.27)
with,
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ψ = 1
ζ2 ; η =￿3 + ψ￿ (5.28)
Negative ﬂow. As stated above, inverting equation (5.24c) consists in solving a third orderpolynomial equation. For the non-beating reed regime with negative ﬂow, the analytical expressionof function G depends on the sign of the discriminant of the polynomial :
Discr = ￿3 + ￿2￿ (5.29)
with
￿ = 19 (3−ψ) ; ￿ = −
ψ + 92 ￿ 3PM (P￿ + 2￿)− 1￿27ζ ￿ (5.30)
Positive discriminant. In this case, the expression of G is :
G(￿) = P￿ + PM ￿￿1 − ￿
￿1 −
13ζ
￿2 + ￿￿ (5.31)
where,
￿1 = ￿￿ +√Discr￿1/3 ￿ (5.32)
Negative discriminant. G is :
G(￿) = P￿ + PM
⎛
⎝23η￿ cos
⎛
⎝13 arccos
⎛
⎝−ψ − 92
￿ 3
PM (P￿ + 2￿)− 1￿
ζη￿3
⎞
⎠
⎞
⎠− 13ζ
⎞
⎠
2
+ ￿￿ (5.33)
with,
η￿ =￿−3 + ψ￿ (5.34)
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Conclusion et perspectives
L￿ travail de recherche présenté dans ce manuscrit est une contribution à l’étude des transitoiresd’attaque dans les instruments auto-oscillants de type clarinette. En situation réelle, l’instru-
mentiste contrôle d’une part l’ouverture du canal anche-table par sa langue, d’autre part la forcede sa lèvre sur l’anche et enﬁn la pression dans la cavité buccale, aﬁn de contrôler le transitoire.La variation temporelle de ces trois paramètres détermine le signal de pression acoustique générépar l’instrument. Dans ce travail, nous nous sommes focalisés sur son enveloppe d’amplitude, et enparticulier sur trois indicateurs extraits de l’évolution temporelle de cette enveloppe : la pressionde seuil, déﬁnie comme la pression pour laquelle les auto-oscillations apparaissent, le paramètrecaractérisant le taux de croissance de l’enveloppe et la durée du transitoire.
Tout au long l’étude théorique présentée dans la seconde partie de ce mémoire, seule lavariation temporelle de la pression dans la cavité buccale est considérée, la force de la lèvre surl’anche étant constante. De plus, le résonateur est ici un cylindre dont les pertes sont indépendantesde la fréquence et l’anche est assimilée à un ressort pur (modèle dit "de Raman").
L’analyse "dite statique" (i.e. en supposant la pression dans la bouche constante) du modèlede "Raman" conduit à une valeur théorique du seuil d’oscillation qu’il est souvent impossible decorréler avec l’apparition des oscillations dans des signaux issus de simulations numériques oud’expériences in vitro dans lesquelles la pression dans la bouche varie linéairement. Dans ce cas,en eﬀet, on observe en général l’apparition du son quand la pression dans la bouche atteint unevaleur supérieure à la prédiction théorique. L’apport majeur de cette recherche est d’interpréter cephénomène par la présence d’un retard à la bifurcation.
L’objectif principal a été d’étudier analytiquement le comportement "dit dynamique" du modèle de"Raman", dans le but de prévoir le retard à la bifurcation mais aussi être en mesure de reconstruirel’enveloppe du signal. Le second objectif a consisté à valider ces résultats théoriques par descomparaisons avec des simulations numériques du modèle de "Raman" et à des expériences in vitro.
L’étude théorique présentée dans la partie II est basée sur le concept de "courbe invariante" :l’état du système mesuré comme une distance à cette courbe, permet d’observer les oscillationsles plus inﬁmes dans une simulation qui serait eﬀectuée avec une précision inﬁnie. Prenant lerisque de donner au lecteur une impression de redite, il nous semble important de refaire ici unedescription du comportement "dynamique" du modèle aﬁn de prendre du recul sur la notion deretard à la bifurcation. Lorsque la pression dans la bouche varie, le système se rapproche de sacourbe invariante jusqu’à arriver à des écarts exponentiellement petits (ou microscopiques). L’écartminimum est atteint au moment où le paramètre arrive au niveau du seuil d’oscillation statique.Dès lors, le système commence à changer de régime en s’écartant de la courbe invariante. Ainsi,si on utilise la déﬁnition statique du point de bifurcation, c-à-d la valeur du paramètre où unchangement qualitatif de l’état du système apparait, alors le retard à la bifurcation n’existe pas !
Cependant, comme l’orbite est exponentiellement proche de la courbe invariante, il faut un certain
temps avant que l’écart ne devienne tangible ou macroscopique, temps pendant lequel le paramètre
a eu le temps de passer à une valeur significativement diﬀérente. Cette valeur définit le point de
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bifurcation dynamique (ou seuil dynamique d’oscillation pour la clarinette) dont la déﬁnition estdonc bien diﬀérente de celle du point de bifurcation statique.
Résultats théoriques. De par l’obtention d’expressions théoriques, les propriétés du seuil dyna-
mique d’oscillation ont pu ainsi être reliées aux caractéristiques de la variation temporelle de la
pression dans la bouche, que sont sa valeur initiale et sa pente. Quand la pression dans la boucheatteint le seuil statique d’oscillation, le système commence à s’écarter de la courbe invariante. Letemps nécessaire pour arriver au seuil dynamique va donc être d’autant plus long que l’écart à lacourbe invariante au niveau du seuil statique est petit. Cet écart, exponentiellement petit, va êtrelimité par la présence de bruit, même si ce dernier provient des erreurs d’arrondi de l’ordinateur.Le bruit va donc avoir tendance à raccourcir le retard à la bifurcation, mais pas seulement. En eﬀet,selon que le bruit puisse être ignoré ou non, les propriétés du retard à la bifurcation changent. Sile bruit peut être ignoré, le retard est indépendant de la pente de la pression dans la bouche maistrès dépendant de sa valeur initiale. En revanche, si le bruit n’est plus négligeable, au contraire, leretard devient indépendant de la valeur initiale de la pression de souﬄe mais augmente avec sapente. Ces résultats sont en accord avec ceux trouvés dans la littérature pour d’autres systèmesdiscrets.
Dans des situations réelles, pendant l’attaque d’une note, la pression dans la bouche ne peutpas augmenter indéﬁniment. En général, elle ﬁnit par se stabiliser avant que les oscillations necroissent jusqu’à un niveau audible. Nous avons étudié la réponse du modèle à un proﬁl de pressiondans la bouche académic prenant en compte cette observation. Ainsi une méthode systématique,permettant la reconstruction analytique de l’enveloppe du son lorsque la pression dans la boucheaugmente linéairement puis s’arrête et reste constante a été proposée. En général, du fait duretard à la bifurcation, nous observons que les oscillations ne commencent qu’à partir du momentoù la pression dans la bouche devient constante.
Ces résultats théoriques sont validés par la comparaison avec des seuils dynamiques et desenveloppes issus de la simulation numérique du modèle de "Raman".
Résultats expérimentaux. Le retard à la bifurcation peut sembler être une notion abstraite et il
est légitime de s’interroger sur son existence en dehors des situations idéales étudiées dans la
partie II (simulations numériques d’un modèle très simple en utilisant des proﬁls de pression dans
la bouche académiques). La campagne de mesures réalisée dans cette thèse (dont les résultatssont présentés en partie III) met en évidence expérimentalement le retard à la bifurcation sur uneclarinette de laboratoire et d’étudier les conséquences que ce retard peut avoir lorsque l’instrumentest excité avec une pression d’alimentation possédant un proﬁl temporel plus réaliste. La réalisationde mesures in vitro, à l’aide d’une bouche artiﬁcielle asservie en pression d’alimentation, nous apermis de nous aﬀranchir des contraintes liées à l’instrumentiste et d’étudier le comportement del’instrument en réponse à des proﬁls de pression dans la bouche académiques ; ceci constituantun pas de plus dans l’analyse d’une situation musicale (cf. ﬁgure 1 page 7).
La première expérience a consisté à exciter l’instrument avec une pression d’alimentationaugmentant lentement et linéairement. Dans ce cas, les seuils d’oscillation dynamiques extraitsdes signaux expérimentaux se trouvent toujours supérieurs au seuil d’oscillation statique théoriquecalculé à partir des paramètres du modèle déduits de la mesure de la caractéristique non linéairede l’instrument. Le retard à la bifurcation ainsi mesuré est d’autant plus important que la pente dela pression de souﬄe est élevée, comme le prédit le modèle lorsque le bruit est pris en compte. Unautre résultat marquant, est la faculté du modèle de "Raman", pourtant très simple, à reproduire descomportements observés expérimentalement. Ceci peut nous rendre conﬁant quant à la capacité desexpressions théoriques obtenues dans la partie II (cf. section 3.3.2) à prévoir les seuils dynamiques
Conclusion et perspectives 143
expérimentaux.
La seconde expérience a consisté à stopper la croissance de la pression dans la bouche unefois une valeur cible atteinte, la pression de souﬄe étant ensuite maintenue constante. Dans cecas, en gardant pour chaque expérience la même valeur cible, nous observons une croissanceexponentielle des oscillations dont la constante de temps est indépendante de la durée nécessairepour atteindre la valeur cible. Ce phénomène est aussi observé sur des simulations numériques oùil peut même être prédit analytiquement (cf. chapitre 4). L’autre constat de cette seconde expérienceest que le début de la croissance des oscillations se trouve localisé au voisinage de la ﬁn de laphase d’augmentation de la pression dans la bouche. Ce phénomène, également observé sur dessignaux mesurés in vivo (cf. ﬁgure 5.2), est la conséquence probable du retard à la bifurcation quimaintient l’amplitude de la pression acoustique à des niveaux imperceptibles pendant la phased’augmentation ; et ce même si le seuil statique d’oscillation est dépassé. Il est intéressant de sedemander si le musicien a conscience de ce décalage entre le moment où il commence à augmenterla pression dans sa bouche et le démarrage de l’oscillation ; et si l’anticipation de ce décalage faitpartie des réﬂexes à acquérir pour la bonne maitrise de l’instrument.
Ce travail ne constitue qu’une mince partie d’un vaste et complexe champ d’investigation, maispermet de mettre en évidence et de comprendre des phénomènes jusqu’à présent inconnus dans ledomaine de la physique des instruments de musique.
Perspectives. La comparaison quantitative entre les seuils dynamiques d’oscillations théoriqueset les seuils obtenus expérimentalement apparait être la première suite à donner à ce travail.Les résultats théoriques proposés ont pu être étendus à des modèles qui prennent à la fois encompte l’inﬂuence des pertes et du bruit, ce qui laisse présager que cette comparaison est possible.Cependant, dans le modèle dit "de Raman" les pertes sont indépendantes de la fréquence et
l’expression du seuil dynamique suppose la présence d’un bruit additif. Il est tout à fait possible que
la dispersion inﬂue sur le retard à la bifurcation ou qu’il soit plus pertinent d’envisager un bruit
multiplicatif plutôt qu’additif. Une étape intermédiaire serait de comparer les seuils dynamiques
obtenus sur un modèle très simple à des seuils calculés sur des signaux provenant de la simulation
de modèles plus raﬃnés.
Une autre suite à donner à ce travail serait d’étudier analytiquement d’autres proﬁls temporels
de pression dans la bouche. En eﬀet, lorsque la variation du paramètre n’est pas linéaire, il estsouvent possible, par une redéﬁnition appropriée du paramètre de contrôle et de la fonctiond’itération de revenir à un cas de variation linéaire qui peut être traité par la méthode présentéedans ce mémoire. Ceci permettrait de considérer des proﬁls où la pression dans la bouche s’arrêtede croître et reste constante sans qu’il y ait une discontinuité de dérivée imposée par la variationlinéaire.
Nous sommes conscients que l’écart entre les résultats présentés ici et la prédiction desituations musicales est important. Par exemple nous n’abordons pas la question de l’évolution dela fréquence instantanée qui pourtant a une importance probable dans la perception que l’on ades sons instrumentaux. L’étude de la variation de la fréquence instantanée dans des systèmesdont la pression dans la bouche varie apparait donc également indispensable. Pour cela, on peutenvisager d’utiliser les outils de la bifurcation dynamique pour étudier analytiquement le modèlede clarinette à temps continu dit "modèle à un mode" (modèle qui décrit l’instrument comme un
oscillateur de type Van der Pol [31, 32]). Cependant, le travail présenté dans ce mémoire étudie dessystèmes à temps discret et le passage au continu n’est pas forcément évident, entre autres parceque les communautés scientiﬁques ne sont pas les mêmes. Néanmoins, nous abordons l’analysedes systèmes à temps continu depuis peu avec un mathématicien spécialiste. On peut également
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songer à eﬀectuer des études purement numériques, ce qui laisse plus de libertés sur les situationsétudiées mais aussi la possibilité d’analyser des modèles plus raﬃnés, par exemple en utilisant lesméthodes de synthèse de Guillemain et al. [48] et/ou Silva et al. [85]. Une étude préliminaire, sur dessignaux de synthèse, de l’évolution de la fréquence instantanée pour des proﬁls de pression dansla bouche de type "plateau" (voir section 5.2) est proposée dans [84]. Enﬁn, ces études analytiqueset numériques pourraient être complétées par l’étude de la fréquence instantanée sur des signauxmesurés in vitro et in vivo lors du transitoire d’attaque.
Lors de l’attaque d’une note, la mise en oscillation de l’instrument n’est pas le seul mécanismeimportant. Le musicien doit également pouvoir maitriser la nature du régime établi de l’instrument.Il est en général souhaité de jouer sur le régime fondamental même si dans certains contextesmusicaux, jouer sur les régimes supérieurs est un eﬀet voulu. Sur la ﬂûte à bec par exemple, l’étudestatique de bifurcations permet de connaitre l’existence d’un régime en fonction de la valeur dela pression dans la bouche. En faisant varier la pression, un retard au changement de régimeest observé, qui peut avoir pour conséquence que certains régimes sont "manqués" [25]. Il serait
intéressant de voir s’il est possible d’observer le même genre de comportement sur la clarinette ou
le saxophone.
Dans ce travail, seule l’inﬂuence de la pression dans la bouche du musicien est étudiée et lesperspectives qui viennent d’être énoncées (dans une liste non exhaustive bien sûr) montrent qu’ilreste beaucoup de choses à entreprendre. Cependant, pendant un transitoire d’attaque, l’évolutionde la force d’appui de la lèvre du musicien sur l’anche doit également avoir des répercussionssur la mise en oscillation de l’instrument [49]. Il est aussi fort possible que l’inﬂuence de cesdeux paramètres ne soient pas décorrélée. Par conséquent, la mesure simultanée en situationde jeu, de la pression dans la bouche et de la force d’appui de la lèvre sur l’anche, à l’aide d’unbec instrumenté, permettrait d’observer quelles sont réellement les stratégies employées par lemusicien pendant l’attaque d’une note. De nombreuses mesures de ce types ont déjà été eﬀectuéesdans le cadre du projet S￿￿￿-￿￿￿￿, il reste à les analyser.
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Annexe A
Fonction d’itération
Sommaire
A.1 Anche battante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
A.2 Anche non battante . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148A.2.1 Débit positif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148A.2.2 Débit négatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148L’expression analytique de la fonction d’itération ￿ déﬁnie à l’équation (1.31) est obtenue parTaillard et al. (Annexe A de [86]). Son expression est donnée dans cette annexe où les notationssuivantes sont utilisées :
￿ = ￿+ + ￿− = ￿ (￿)− λ￿ (A.1)
￿ = ￿+ − ￿− = ￿ (￿) + λ￿￿ (A.2)
L’expression de la caractéristique non linéaire, donnée par les équations (1.20b) et (1.20b), estrappelée ici, où les régimes d’anche non battante avec débit positif et d’anche non battante avecdébit négatif sont écrits explicitement :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
￿ = ζ(1 + ￿− γ)√γ − ￿ si 0 < γ − ￿ < 1 (A.3a)(Anche non battante et débit positif ) ;
￿ = −ζ(1 + ￿− γ)√￿− γ si − 1 < γ − ￿ < 0 (A.3b)(Anche non battante et débit négatif ) ;
￿ = 0 si γ − ￿ > 1 (A.3c)(Anche battante)￿
A.1 Anche battante
La condition d’anche battante est γ − ￿ > 1 soit γ − ￿ (￿) + λ￿ > 1, dans ce cas le débit ￿ estnul et donc, en utilisant les équations (A.2) et (A.3c), l’expression de ￿ est :
￿ (￿) = −λ￿￿ (A.4)
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A.2 Anche non battante
L’expression de ￿ est diﬀérente suivant que le débit ￿ soit positif ou négatif.
A.2.1 Débit positif
La condition d’anche battante avec un débit positif est 0 < γ−￿ < 1, soit 0 < γ− ￿ (￿)+λ￿ < 1.La fonction ￿ est calculée en trouvant les racines d’un polynôme du troisième degré. Ce polynômeest obtenu en remplaçant les variable ￿ et ￿ dans (A.3a) par leurs expressions (A.1) et (A.2). Aprèscalcul, l’expression de ￿ est :
￿ (￿) = γ −
￿
−23η sin
￿13 arcsin
￿
ψ − 92 (3(γ + 2λ￿)− 1)
ζη3
￿￿
+ 13ζ
￿2 + λ￿￿ (A.5)
avec,
ψ = 1
ζ2 ; η =￿3 + ψ￿ (A.6)
A.2.2 Débit négatif
La condition d’anche battante avec un débit négatif est −1 < γ−￿ < 0, soit −1 < γ−￿ (￿)+λ￿ <0. La fonction ￿ est également calculée en recherchant des racines d’un polynôme du troisième degré,qui cette fois est obtenu à partir de l’équation (A.3b). Dans le cas d’un débit négatif, l’expressionde ￿ dépend aussi du signe du discriminant ∆ du polynôme :
∆ = ￿3 + ￿2￿ (A.7)
avec,
￿ = 19 (3−ψ) ; ￿ = −ψ +
92 (3(γ + 2λ￿)− 1)27ζ ￿ (A.8)
Discriminant positif. Dans ce cas l’expression de ￿ est :
￿ (￿￿ λ) = γ + ￿￿1 − ￿
￿1 −
13ζ
￿2 + λ￿￿ (A.9)
où,
￿1 = ￿￿ +√∆￿1/3 ￿ (A.10)
Discriminant négatif. Dans ce cas l’expression de ￿ est :
￿ (￿￿ λ) = γ +
￿23η￿ cos
￿13 arccos
￿
−ψ − 92 (3(γ + 2λ￿)− 1)
ζη￿3
￿￿
− 13ζ
￿2 + λ￿￿ (A.11)
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avec,
η￿ =￿−3 + ψ￿ (A.12)
150 Annexe A. Fonction d’itération
Annexe B
Régime statique non oscillant et seuil
statique d’oscillation :
Cas où λ < 1 - Calcul par méthode perturbative
Sommaire
B.1 Régime statique non-oscillant du modèle "Raman" . . . . . . . . . . . . . . . . . . 151B.1.1 Solution exacte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151B.1.2 Solution approchée : méthode des perturbations . . . . . . . . . . . . . . . 152
B.2 Seuil d’oscillation statique du modèle de "Raman" . . . . . . . . . . . . . . . . . . 154
B.1 Régime statique non-oscillant du modèle "Raman"
B.1.1 Solution exacteL￿ régime statique non-oscillant en pression ￿∗ est, lorsque l’on prend en compte des pertesindépendantes de la fréquence (i.e. modèle de "Raman"), solution de l’équation (1.37), rappeléeici. Nous rajoutons explicitement la dépendance de la caractéristique non linéaire en γ :
￿∗ − F (￿∗￿ γ) = −λ (￿∗ + F (￿∗￿ γ)) ￿ (B.1)
dont la solution est ￿∗ = 0 s’il n’y pas de pertes, i.e si λ = 1. Lorsque λ < 1, la solution exactede (B.1) est obtenue par la méthode de Cardan, son expression est donnée par (1.41), égalementrappelée ici :
￿∗(γ) = 2￿−Σ3 cos
￿13 arccos
￿
−Π2
￿
−27
Σ3
￿￿
− ￿3 ￿ (B.2)
avec,
￿ = ￿Λ
ζ
￿2
− 3γ + 2 ; ￿ = (1− γ)(1− 3γ) ; ￿ = −γ(1− γ)2 ; Λ = λ+ 1
λ− 1 ￿ (B.3)
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et,
Σ = −￿23 + ￿ ; Π = 2￿
3
27 + ￿￿3 + ￿￿ (B.4)
L’expression de la caractéristique non linéaire F est donnée par l’équation (1.20) pour un débitpositif, en anche non battante :
F (￿) = ζ(1 + ￿− γ)√γ − ￿￿ (B.5)
B.1.2 Solution approchée : méthode des perturbations
L’expression (B.2) n’est pas facilement utilisable (notamment dérivable). De plus, lorsque λ serapproche de 1, en particulier pour les faibles ζ , l’argument de le fonction arccos￿−Π/2￿−27/Σ3￿peut devenir très proche de -1 et peut rendre fausse l’estimation de la fonction par un ordinateur
utilisant une précision usuelle.
Nous nous proposons de donner une expression analytique approchée de (B.2) obtenue parune méthode perturbative. Le paramètre de perturbation est β = 1− λ, l’équation (B.1) se réécritdonc :
￿∗(2− β) = βF (￿∗)￿ (B.6)
Ensuite la solution ￿∗β (γ) de (B.6) est développée en série de puissance du paramètre β :
￿∗β (γ) = ￿￿
￿=0
β￿￿∗￿ (γ) + ￿￿β￿+1￿ ￿ (B.7)
où le terme d’ordre 0 est la solution du système sans pertes, i.e. ￿∗0(γ) = 0. La fonction F est quantà elle exprimée sous la forme d’un développement limité autour de ￿∗0(γ) = 0 :
F (￿￿ γ) = ￿￿
￿=0
￿￿
￿!
∂￿F (0￿ γ)
∂￿￿
+ ￿
￿
￿￿+1
￿
￿ (B.8)
En reportant les expressions (B.7) et (B.8) dans l’équation (B.6) et en résolvant ordre par ordre,on obtient les expressions des fonctions ￿∗￿ (γ). En s’arrêtant à l’ordre 2, on trouve :
￿∗(γ) ≈ (1− λ)F (0￿ γ)
2￿ ￿￿ ￿Ordre 1
+ (1− λ)2F (0￿ γ)
4
￿
∂F (0￿ γ)
∂￿
+ 1
￿
￿ ￿￿ ￿Ordre 2
(B.9)
= −1
8
(γ − 1)ζ(λ− 1)
￿
3γζ(λ− 1) + 2√γ(λ− 3)− ζλ + ζ
￿ (B.10)
Une fois obtenue l’expression de ￿∗β (γ), celle de ￿∗(γ) (régime statique non-oscillant de la
variable onde aller ￿+∗ ou ￿) s’obtient facilement en utilisant les équations (1.35) et (B.10) :
B.1. Régime statique non-oscillant du modèle "Raman" 153
￿∗(γ) = 12 [￿∗(γ) + F (￿∗(γ))]
= 164(γ − 1)ζ
￿
− 4￿18(γ − 1)ζ(λ− 1)2 ￿3γζ + 2√γ − ζ￿− 12(γ − 1)√γζ(λ− 1) + γ
×
￿3γζ2(λ− 1)2 + 2√γζ ￿λ2 − 4λ+ 3￿− ζ2(λ− 1)2 + 8￿
− 4(λ− 1)2 ￿3γζ + 2√γ − ζ￿+ 16√γ(λ− 1)
￿
(B.11)
La ﬁgure B.1(a) montre la comparaison entre l’expression exacte de ￿∗(γ) (cf. équation (B.2)) etl’expression approchée (cf. équation (B.10)). La même comparaison pour le régime statique de lavariable ￿ (ou ￿+) est donnée en ﬁgure B.1(b).
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F￿￿￿￿￿ B.1 – (a) Comparaison entre l’expression exacte de ￿∗(γ) (cf. équation (B.2) ; ligne rouge) etl’expression approchée (cf. équation (B.10) ; ligne pointillée bleue). (b) Même comparaison pour ￿∗(γ).
ζ = 0￿5 et λ = 0￿95.
154 Annexe B. Régime statique non oscillant et seuil statique d’oscillation pour λ < 1
B.2 Seuil d’oscillation statique du modèle de "Raman"
Toujours en utilisant une méthode perturbative nous fournissons une expression approchée suseuil statique déﬁni par l’équation (1.47) :
γ￿￿ − ￿∗ (γ￿￿) = 19
￿ 1
ζΛ
+
￿
3 + 1(ζΛ)2
￿2 = ψ(ζ￿ λ)￿ (B.12)
Le paramètre de perturbation est toujours β = 1− λ et le seuil statique est développé en sériede puissance du paramètre β :
γ￿￿￿β = ￿￿
￿=0
β￿γ￿￿￿￿ + ￿￿β￿+1￿ ￿ (B.13)
Le régime statique ￿∗(γ) est quant à lui exprimé sous la forme d’un développement limité autourde la solution γ￿￿￿0, le terme d’ordre 0 de (B.13) :
￿∗(γ) = ￿￿
￿=0
￿
γ − γ￿￿￿0￿￿
￿!
￿￿￿∗(γ)
￿γ￿
+ ￿
￿￿
γ − γ￿￿￿0
￿￿+1￿
￿ (B.14)
où l’expression de ￿∗(γ) est celle obtenue, également par méthode perturbative, au paragraphe B.1.2(cf. équation (B.7)).
En substituant les expressions de γ￿￿ et ￿∗(γ) dans l’équation (B.12) par leurs développementsen séries (B.13) et (B.14) respectivement, et en se limitant à l’ordre 1, on obtient :
γ￿￿￿0 + βγ￿￿￿1 − ￿∗
￿
γ￿￿￿0 + βγ￿￿￿1
￿
= ψ(ζ￿ λ)
γ￿￿0 + βγ￿￿1 − ￿∗ (γ￿￿0)− βγ￿￿1
￿￿∗ (γ￿￿0)
￿γ
= ψ(ζ￿ λ)
γ￿￿￿0 + βγ￿￿￿1 − β
F (0￿ γ￿￿￿0)
2
− β
2γ￿￿￿1
2
∂F (0￿ γ￿￿￿0)
∂γ
= ψ(ζ￿ λ)￿ (B.15)
Les expressions de γ￿￿￿0 et γ￿￿￿1 sont obtenues en résolvant (B.15) ordre par ordre, en ignorantles termes d’ordre 2 :
γ￿￿￿0 = ψ(ζ￿ λ)￿ (B.16)
Comme attendu, nous retrouvons l’expression donnée par Kergomard et al. [60]. Le terme d’ordre1 est :
γ￿￿￿1 =
F ￿0￿ γ￿￿￿0￿
2
=
F (0￿ ψ(ζ￿ λ))
2
￿ (B.17)
Finalement, à l’ordre 1 en β , l’expression approchée du seuil statique d’oscillation est :
γ￿￿ ≈ ψ(ζ￿ λ)￿ ￿￿ ￿Ordre 0 + (1− λ)
F (0￿ ψ(ζ￿ λ))
2￿ ￿￿ ￿Ordre 1
￿ (B.18)
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(c) λ = 0￿98
F￿￿￿￿￿ B.2 – (a), (b) et (c) Représentation du digramme de bifurcation statique (points bleus) et du seuilstatique d’oscillation donné par (B.13) (ordre 0 : pointillés rouges ; ordre 1 ligne orange) pour trois valeursdu paramètre de pertes λ : (a) λ = 0￿92, (b) λ = 0￿95, valeur typique pour une clarinette et (c) λ = 0￿98.
ζ = 0￿5.
L’expression (B.18) est représentée à la ﬁgure B.2, où les développements jusqu’à l’ordre 0 età l’ordre 1 sont comparés pour diﬀérentes valeurs du paramètres de pertes λ. Notamment pour
λ = 0￿95, valeur typique du paramètre de pertes pour une clarinette, la comparaison avec lediagramme de bifurcation montre que le développement jusqu’à l’ordre 1 permet une meilleureprédiction du seuil statique d’oscillation (cf. ﬁgure B.2(b)). Le taux de variation par rapport au seuilstatique sans pertes γ￿￿(λ = 1) = 1/3 déﬁni en pour cent par :
γ￿￿(λ)− γ￿￿(1)
γ￿￿(1) × 100￿ (B.19)est calculé pour l’ordre 0 et l’ordre 1 et tracé à la ﬁgure B.3 pour λ compris entre 0.9 et 1.
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F￿￿￿￿￿ B.3 – Taux de variation du seuil statique d’oscillation γ￿￿ (λ) donné par (B.13) par rapport au seuilstatique du modèle sans pertes γ￿￿ (λ = 1) : développement jusqu’à l’ordre 0 (pointillés rouges) et jusqu’àl’ordre 1 (ligne orange). ζ = 0￿5.
Annexe C
Passage à proximité d’un point
superstable
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C.1 Position du problème
La ﬁgure 3.1(a) du chapitre 3 est reportée ici (cf. ﬁgure C.1). Une partie de la ﬁgure est repéréepar un encadré orange où l’on observe des pics dans la courbe de γ￿￿￿￿￿ . Ces pics correspondent àun allongement du retard à la bifurcation pour certaines valeurs de la pente ￿ de la pression dansla bouche. Ce phénomène, déjà évoqué au paragraphe 3.2.4.1, est dû à la nature discrète du système.Dans l’exemple de la ﬁgure C.2, l’allongement du retard à la bifurcation n’est observé que lorsquele système évolue dans un régime déterministe (niveau de bruit très faible, cf. paragraphe 3.2.4.1)détaillé au chapitre 2. Le but de cette section est de donner une expression modiﬁée de l’intégrale
I(γ￿) = ￿ γ￿+￿
γ0+￿ ln
￿￿∂￿G ￿φ(γ￿ − ￿)￿ γ￿￿￿￿￿γ￿￿ (C.1)
aﬁn de proposer une prédiction théorique du seuil d’oscillation dynamique qui puisse rendrecompte de ce phénomène. Nous verrons a posteriori que cette prédiction n’est cependant pas toutà fait satisfaisante.
Dans l’équation (2.33) qui décrit l’évolution dans le temps de la variable ￿￿ = ￿+￿ − φ(γ￿) =
￿0￿￿￿=1 ∂￿G (φ(γ￿ − ￿)￿ γ￿) on remarque que si le terme ∂￿G (φ(γ￿ − ￿)￿ γ￿) s’annule à une itérationdonnée, pour une valeur de γ notée γ￿φ , la variable ￿￿ devient et reste égale à zéro jusqu’à la ﬁndu processus. La valeur de γ￿φ est proche du point superstable γ￿￿ du système déﬁni par :
∂￿G
￿
￿+∗(γ￿￿)￿ γ￿￿￿ = 0￿ (C.2)
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F￿￿￿￿￿ C.1 – Figure 3.1(a) du chapitre 3. L’encadré orange met en relief la zone où se produisent desallongements localisés du retard à la bifurcation.
(a) (b)
F￿￿￿￿￿ C.2 – (a) Seuil dynamique γ￿￿￿￿￿ calculé sur la simulation du système (2.23) comparé à la prédictionthéorique γ￿￿￿￿￿ obtenu par la résolution de l’équation (2.36) pour γ0 = 0￿01 < γ￿φ (courbes du haut) et
γ0 = 0￿1 > γ￿φ (courbe du bas). (b) Point γ￿φ et point superstable γ￿￿ en fonction de ￿ . ζ = 0￿5 et la précisionutilisée est de 200 chiﬀres signiﬁcatifs.
alors que γ￿φ est déﬁni par :
∂￿G
￿
φ(γ￿φ − ￿)￿ γ￿φ￿ = 0￿ (C.3)
La méthode pour obtenir l’expression de γ￿￿ est exposée dans l’encadré gris ci-dessous, titré :
"Expression du point superstable".
Dans la pratique, si ∂￿G (φ(γ￿ − ￿)￿ γ￿) s’annule, même si le système évolue dans un régimedéterministe, du fait de la présence du bruit ou à cause de la précision de calcul, la valeur minimalede ￿￿ est égale (en moyenne) au niveau de bruit σ (cf. paragraphe contenant l’équation (3.21),
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page 74). En eﬀet on peut montrer que si ∂￿G (φ(γ − ￿)￿ γ) = 0, le terme A￿ qui correspond àl’équation (2.33) (page 54) est bien égal à zéro. Par contre on montre que le terme B￿, dû au bruit,vaut σ 2. Pour s’en rendre compte, développons les termes A￿ et B￿ jusqu’à ￿ = ￿￿φ correspondantà l’instant où le système passe sur γ￿φ . Aﬁn d’alléger la notation on note ∂￿G (φ(γ − ￿)￿ γ) = ￿(γ) :
A￿￿φ = ￿20 exp
￿
2 ￿￿φ
￿=1
ln |￿(γ￿ )|
￿
(C.4)
= ￿20 exp
⎛
⎝2￿ ln |￿(γ1)|+ ln |￿(γ2)|+ ln |￿(γ3)|+ ￿ ￿ ￿+ ln ￿￿￿ ￿γ￿φ￿￿￿￿ ￿￿ ￿
→−∞
￿⎞⎠ (C.5)
= 0￿ (C.6)
et,
B￿￿φ = σ 2
￿￿φ
￿=1
exp
￿
2 ￿￿φ
￿=￿+1
ln |￿(γ￿)|
￿
(C.7)
= σ 2
⎡
⎣exp
⎛
⎝2￿ ln |￿(γ2)|+ ln |￿(γ3)|+ ￿ ￿ ￿+ ln ￿￿￿(γ￿φ)￿￿￿ ￿￿ ￿
→−∞
￿⎞⎠ (C.8)
+ exp
⎛
⎝2￿ ln |￿(γ3)|+ ￿ ￿ ￿+ ln ￿￿￿(γ￿φ)￿￿￿ ￿￿ ￿
→−∞
￿⎞⎠ (C.9)
+ ￿ ￿ ￿ (C.10)
+ exp
⎛
⎜⎜⎜⎜⎜⎝2
￿￿φ
￿=￿￿φ+1
ln |￿(γ￿)|
￿ ￿￿ ￿
￿>￿￿φ donc=0
⎞
⎟⎟⎟⎟⎟⎠
⎤
⎥⎥⎥⎥⎥⎦ (C.11)
= σ 2￿ (C.12)
où l’on a utilisé la convention ￿￿2￿=￿1 = 0 si ￿1 > ￿2.Ainsi, pour des niveaux de bruit faible, si la valeur initiale de γ0 est inférieure à γ￿φ et que l’unedes itérations de γ￿ passe sur γ￿φ , l’écart entre la courbe invariante et l’orbite peut devenir trèsfaible ce qui a pour conséquence d’allonger le retard à la bifurcation. La ﬁgure C.2(a) montre lesseuils dynamiques γ￿￿￿￿￿ et γ￿￿￿￿ calculés dans deux situations diﬀérentes. Sur les courbes du haut,
γ0 < γ￿φ , et des allongements du retard à la bifurcation sont observés sur le seuil numérique. Parcontre, nous remarquons qu’en l’état la prédiction théorique, calculé par (2.36) (cf. page 55), n’estpas en mesure de reproduire le phénomène. Lorsque γ0 > γ￿φ (cf. courbes du bas) l’allongementdu retard à la bifurcation n’est plus observé. La ﬁgure C.2(b) montre le proﬁl de γ￿φ en fonctionde ￿ correspondant aux cas tracés à la ﬁgure C.2(a). Le point γ￿φ est obtenu par la résolutionnumérique de (C.3).
Toujours à la ﬁgure C.2(b), γ￿φ est également comparé à la valeur du point superstable γ￿￿ quiest indépendante de la pente de la pression dans la bouche. Dans la situation étudiée, le point γ￿φse trouve au dessus de γ￿￿. L’écart entre les deux valeurs reste cependant toujours inférieur à ￿ .
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Expression du point superstable
En remarquant que (voir équation (1.45), page 24, avec λ = 1) :
∂￿G
￿
￿+∗(γ)￿ γ￿ = ∂￿F (￿∗(γ)￿ γ) + 1
∂￿F (￿∗(γ)￿ γ)− 1 ￿ (C.13)où F est la caractéristique non linéaire de l’instrument (voir équations (1.20b) et (1.20c)) et :
∂￿F (￿￿ ￿) = ∂F (￿￿ ￿)
∂￿
￿ (C.14)
nous pouvons déduire que l’équation (C.2) est équivalente à :
∂￿F (￿∗(γ￿￿)￿ γ￿￿) = −1￿ (C.15)
Dans un cas sans pertes, l’équation (C.15) est facile à résoudre car ￿∗ (le régime statique non-oscillant
de la variable ￿) est nul (voir équation (1.37)). L’expression de γ￿￿ est ﬁnalement :
γ￿￿ = 3 ζ2 + 2− 2
￿3 ζ2 + 19 ζ2 ￿ (C.16)
C.2 Prise en compte du phénomène dans la prédiction du seuil dyna-
mique
La diﬀérence entre le seuil γ￿￿￿￿￿ , qui peut posséder des singularités et donc provoquer unallongement du retard à la bifurcation, et le seuil théorique γ￿￿￿￿ , vient du passage de l’équation (2.34)(cf. page 54), une somme discrète, à l’intégrale (2.35). Sur le schéma C.3 nous pouvons voir que sil’une des itérations de γ￿ est égale γ￿φ et que ￿ est trop grand l’équation
￿
￿￿
￿=1
ln |￿(γ￿ )| ≈ ￿ γ￿+￿
γ0+￿ ln
￿￿￿(γ￿)￿￿￿γ￿￿ (C.17)
n’est plus respectée. Dans ce cas, une meilleure approximation de la somme est :
￿
￿￿
￿=1
ln |￿(γ￿ )| ≈ ln ￿￿￿(γ￿φ)￿￿ ￿ + ￿ γ￿+￿
γ0+￿ ln
￿￿￿(γ￿)￿￿￿γ￿￿ (C.18)
qui consiste simplement à ajouter à l’intégrale ￿ γ￿+￿γ0+￿ ln |￿(γ￿)|￿γ￿ la grandeur ￿ ln ￿￿￿(γ￿φ)￿￿ corres-
pondant à l’aire rectangle bleuté sur la ﬁgure C.3.
Pour prendre en compte la correction apportée par l’équation (C.18) dans la prédiction du seuildynamique γ￿￿￿￿ , nous proposons une version modiﬁée de l’intégrale I(γ) (cf. équation (C.1)), notée
I￿φ(γ) :
I￿φ(γ￿) = ￿ γ￿+￿
γ0+￿ ln
￿￿￿(γ￿)￿￿￿γ￿ + ￿￿ ln ￿￿￿ ￿α￿φ￿￿￿− ln |￿ (α￿U+1/2)| ￿￿ (C.19)
avec,
α￿φ =
￿
arrondi
￿
γ￿φ − γ0
￿
￿￿
￿ + γ0 (C.20)
et,
α￿U+1/2 = γ￿φ + ￿2 ￿ (C.21)
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ε
γ γ
ln |g(γ)| ln |g(γ)|
γsφ γsφ
F￿￿￿￿￿ C.3 – Comparaison entre la somme ￿￿￿￿=1 ln |￿(γ￿ )| et l’intégrale ￿ γ￿+￿γ0+￿ ln |￿(γ ￿)|￿γ ￿. À gauche :aucune itération de γ￿ n’est égale à γ￿φ . À droite : l’une des itération de γ￿ est égale à γ￿φ .
(a) γ0 = 10−6 (b) γ0 = 10−2
F￿￿￿￿￿ C.4 – Seuil dynamique numérique γ￿￿￿￿￿ (ligne bleue) et théorique γ￿￿￿￿ obtenu par (C.22) (pointillésrouges). (a) γ0 = 10−6 et (b) γ0 = 10−2. ζ = 0￿5 et la précision utilisée est de 200 chiﬀres signiﬁcatifs.
La fonction arrondi(￿) renvoie l’entier le plus proche de ￿ .
Ainsi, pour une condition initiale γ0 et une pente ￿ données, si une itération de γ￿ est égale à
γ￿φ , alors le terme α￿φ = γ￿φ . Dans ce cas ln ￿￿￿ ￿α￿φ￿￿￿ diverge, permettant la prise en compte del’allongement du retard à la bifurcation. Le terme ln |￿ (α￿U+1/2)| est ajouté pour que lorsque le point
γ￿φ se trouve entre deux itérations, i.e. si arrondi￿γ￿φ−γ0￿ ￿ ∈ Z+ 12 (l’ensemble des demi-entiers),l’on puisse retrouver la valeur de I(γ) et ne pas surestimer le retard.
Finalement, il est possible d’obtenir une estimation théorique du retard à la bifurcation γ￿￿￿￿ ,
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solution de :
I￿φ
￿
γ￿￿￿￿
￿ = 0￿ (C.22)
Le seuil dynamique théorique déﬁni par (C.22) est représenté et comparé au seuil numérique
γ￿￿￿￿￿ à la ﬁgure C.4. Deux valeurs de γ0 sont utilisées : γ0 = 10−6 (ﬁgure C.4(a)) et γ0 = 10−2(ﬁgure C.4(b)). Même si le seuil théorique prend dorénavant en compte l’allongement du retard àla bifurcation nous pouvons remarquer que la position des pics présents sur les courbes de γ￿￿￿￿ et
γ￿￿￿￿￿ n’est pas la même. Ceci est dû à la mauvaise estimation de γ￿φ . Nous émettons 3 hypothèsespour expliquer cette mauvaise estimation :
Hypothèse 1. L’estimation numérique de γ￿φ n’est pas assez précise. Nous verrons à l’hypothèse 3que cette première hypothèse peut être écartée.
Hypothèse 2. La courbe invariante est mal déﬁnie en γ￿φ . En eﬀet, déﬁnie à l’ordre 1 en ￿ parl’équation (2.29) (cf . page 54), la courbe invariante diverge en γ = 0 (ceci est aussi vrai pourdes ordres supérieurs) or par déﬁnition (voir équation (2.43), page 61) elle doit être proche de lacourbe des points ﬁxes ￿+∗(γ) qui elle est nulle en zéro. Il est donc possible qu’arriver en γ￿φ ,nous ne soyons pas assez éloigné de 0 pour que l’approximation linéaire faite à l’équation (2.43)soit respectée et donc que la courbe invariante soit mal déﬁnie. Mais le tableau C.1 qui montrel’écart entre la courbe invariante φ et la courbe des points ﬁxes ￿∗ en γ = γ￿φ permet d’écarterégalement cette hypothèse.
T￿￿￿￿￿￿ C.1 – Écart entre la courbe invariante φ et la courbe des points ﬁxes ￿∗ en γ = γ￿φ pour ￿ = 10−3,
￿ = 5 · 10−3 et ￿ = 10−2.
￿ 10−3 5 · 10−3 10−2￿￿φ ￿γ￿φ￿ ￿￿− ￿+∗ ￿γ￿φ￿￿￿ 1￿8 · 10−6 4￿7 · 10−5 1￿9 · 10−4
Hypothèse 3. Le nombre d’itérations nécessaires pour que l’orbite de ￿+￿ rentre dans le voisinagede la courbe invariante n’est pas atteint en γ￿φ . Toujours parce que la courbe invariante divergeen γ = 0, il faut un certains nombre d’itérations pour que ￿+￿ et φ(γ￿) soient assez proches pourque l’approximation linéaire soit respectée (il ne faut pas oublier que tout le travail théoriqueprésenté dans ce mémoire repose sur la linéarisation du système autour de la courbe invariante,voir équation (4.22), page 98, par exemple). Cette hypothèse semble se justiﬁer lorsque l’on tracele seuil dynamique estimé à l’aide de la simulation du système linéarisé autour de la courbeinvariante. Le système linéarisé est déﬁni à la section 2.2.3.2, son expression (2.32) est rappeléeici :
￿￿ = ￿￿−1∂￿G (φ(γ￿ − ￿)￿ γ￿) ￿ (C.23)
On observe en eﬀet dans ce cas que les allongements localisés du retard à la bifurcation ontlieu pour les mêmes valeurs de ￿ que le résultat théorique γ￿￿￿￿ (voir la courbe verte et la courbeen pointillés rouges sur la ﬁgure C.5). Au passage le bon accord entre γ￿￿￿￿ et γ￿￿￿￿￿ calculé sur ￿￿déﬁni par (C.23) permet d’écarter la l’hypothèse 1.
Malheureusement, d’autres simulations numériques tendent à montrer que même lorsquel’approximation linéaire est respectée, le décalage entre les pics de γ￿￿￿￿ et γ￿￿￿￿￿ est toujours
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(Eq. C.23)
F￿￿￿￿￿ C.5 – Seuils dynamiques numériques γ￿￿￿￿￿ (ligne bleue) calculé sur la simulation du système nonlinéaire (2.23) et (ligne verte) sur la simulation du système linéarisé autour de la courbe invariante (2.32)et seuil théorique γ￿￿￿￿ obtenu par (C.22) (pointillés rouges). ζ = 0￿5 et γ0 = 10−2.
observé. Il reste donc encore du travail pour comprendre les écarts observés sur la ﬁgure C.4.
Un dernière remarque : toute la démarche présentée dans cette section pour fournir uneexpression théorique du seuil dynamique pouvant prédire les allongements de retard à la bifurcationpeut être évitée en calculant le seuil théorique γ￿￿￿￿ directement sur la somme, i.e. en résolvant￿￿
￿=1 ln |￿(γ￿ )| = 0. En eﬀet, le seuil γ￿￿￿￿ calculé ainsi prend en compte directement un possibleallongement du retard a. Cependant, la démarche présentée ici permet la compréhension desphénomènes mis en jeu même si des zones d’ombres subsistent.
a. Procéder ainsi n’améliore pas les résultats, les écarts entre les "pics", observés à la ﬁgure C.4, sont toujoursprésents.
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T￿￿￿￿ ￿￿ D￿￿￿￿￿￿￿
Baptiste BERGEOT
Naissance des oscillations dans les instruments de type clarinette à paramètre de
contrôle variable
Birth of oscillation in clarinet-like interments with variable control parameter
Résumé
Le travail de recherche présenté dans ce manuscrit est une contri-
bution à l’étude des transitoires d’attaque dans les instruments
auto-oscillants de type clarinette. L’objectif principal est d’analyser
le comportement de l’instrument en réponse à une variation lente
et linéaire de la pression dans la bouche du musicien.
Dans des simulations numériques ou des expériences in vitro,lorsque la pression dans la bouche du musicien varie lentement etlinéairement dans le temps, on observe en général l’apparition duson lorsque la pression dans la bouche atteint une valeur, appelée
seuil d’oscillation dynamique, supérieure au seuil d’oscillationstatique théorique. L’apport principal de ce travail est d’interpréterce phénomène par la présence d’un retard à la bifurcation.L’approche analytique est privilégiée. La contribution majeurede ce doctorat est de comprendre les fondements de la théorie dela bifurcation dynamique et de s’inspirer de la méthodologie pourétudier le retard à la bifurcation dans un modèle de clarinettesimple et bien connu de (le modèle dit "de Raman"). Les propriétésdu seuil dynamique d’oscillation sont ainsi reliées aux caractéris-tiques de la variation temporelle de la pression dans la boucheque sont sa valeur initiale et sa pente. L’une des caractéristiquesnotoires du retard à la bifurcation se révèle être sa grande dépen-dance au bruit, même si ce dernier provient des erreurs d’arrondide l’ordinateur. Les propriétés du seuil dynamique changent selonque le bruit peut être ignoré ou non.Nous montrons ensuite expérimentalement à l’aide d’unebouche artiﬁcielle et d’une clarinette de laboratoire que le retardà la bifurcation n’est pas qu’un phénomène numérique. Il estainsi non seulement mis en évidence expérimentalement, maisses propriétés sont également étudiés et comparées avec cellesobtenues dans le cas numérique.
Abstract
The research presented in this thesis is a contribution to thestudy of attack transients in clarinet-like instruments. The mainobjective is to understand the behavior of the instrument whenthe mouth pressure of the musician is increased slowly throughtime at a constant rate.Although previous research proves that oscillations can ap-pear at a value of the mouth pressure corresponding to 1/3 ofthe pressure needed to close the reed (the static oscillation thre-shold), numerical simulations and in vitro experiments show thatfor gradual increases of the mouth pressure, the audible soundgenerally appears when mouth pressure reaches a much highervalue, called the dynamic oscillation threshold. This phenomenonis referred to as bifurcation delay in this work.A major part of this work follows an analytical approach,using the foundations of dynamic bifurcation theory to study thebifurcation delay in a simple and well known clarinet model(the "Raman" model). The properties of the dynamic oscillationthreshold are related to indicators of the time variation of themouth pressure such as its initial value and its slope. One ofthe remarkable features of the bifurcation delay is its strongdependence on noise, including that arising from round-oﬀ errorsof the computer. The properties of the dynamic threshold arediﬀerent according to whether the noise can be ignored or not.Additionally, an artiﬁcial mouth is used on a clarinet-likeinstrument to show that the bifurcation delay is not only a nu-merical phenomenon. Experimental observations performed on aclarinet-like instrument blown by an artiﬁcial mouth prove thatbifurcation delay exists not only on numerical simulations, but alsoon real-life systems. These observations show that the propertiesof the bifurcation delay observed in low-precision simulations aresimilar to experimental ones.
Mots clés
Acoustique musicale, Clarinette, Cartes itérées, Transitoires, Bifur-cation dynamique, Retard à la bifurcation.
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Musical acoustics, Clarinet, Iterated maps, Transient processes,Dynamic bifurcation, Bifurcation delay.
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