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Introduction
Let G = (V (G), E(G)) be a simple graph with vertex set V (G) of finite order and edge set E(G). The neighbourhood N G (v) of a vertex v is the set of all vertices adjacent to v in G and the closed neighbourhood N G [v] = N G (v) ∪ {v}. The degree deg G (v) = |N G (v)| of a vertex v is the number of edges incident to v in G. Let L (G) be the set of all leaf of G, that is the set of vertices with degree 1. A vertex that is a neighbour of a leaf is called a support. We denote by S (G) the set of supports in G.
A subset S of V (G) is a dominating set(DS) in G if for every u ∈ V (G) \ S, there exists v ∈ S such that uv ∈ E(G), i.e., N [S] = V (G). The domination number of G is the minimum cardinality of a dominating set in G and is denoted by γ(G).
Another variant of domination was introduced by Sampathkumar and Walikar in [8] which they called connected domination. A dominating set S is said to be connected dominating set(CDS), if the induced subgraph S is connected. The connected domination number of G is the minimum cardinality of a connected dominating set in G and is denoted by γ c (G). A connected dominating set D in G is called a restrained connected dominating set if for every u ∈ V (G) \ D, there exists a v ∈ V (G) \ D such that uv ∈ E(G). The minimum cardinality of a restrained connected dominating set in G is called the restrained connected domination number of G and is denoted by γ rc (G). A dominating set ( resp. restrained connected dominating set ) D in G with |D| = γ(G) ( resp. |D| = γ rc (G) ) is called a γ-set ( resp. γ rc -set).
Any undefined terms maybe found in [2] or [6] .
Results
We begin with some basic properties of restrained connected dominating sets.
(ii) every support is in D;
(iii) every leaf is in D;
(ii) Note that every support is a cut-vertex, hence by (i) the result follows.
Remark 2.2 Let G be any connected graph of order n, then the following hold:
(ii) γ rc (G) ∈ {1, 2, . . . , n − 2, n}. Theorem 2.3 Let G be a connected graph of order n ≥ 3. γ rc (G) = 1 if and only if G = K 1 + H, where H has no isolated vertices.
Proof : If G = K 1 +H where H has no isolated vertex, then obviously, γ rc (G) = 1. Suppose that γ rc (G) = 1. Let D = {x} be an γ rc -set in G. Then H = V (G) \ {x} has no isolated vertices and deg
Next, we establish another characterization. For this purpose, we denote by A the family of graphs such that K 2 ∈ A and G belongs to A if and only if for each pair of adjacent non-cut-
Theorem 2.4 Let G be a connected graph of order n ≥ 2. γ rc (G) = n if and only if G ∈ A.
Proof : Suppose G ∈ A. If G = K 2 , then γ rc (G) = 2. Suppose that n ≥ 3. Let S be a γ rc -set of G and suppose S = V (G). Then there exist u, v ∈ V (G) \ S such that uv ∈ E(G). By Theorem 2.1(i), u and v are non-cut vertices of G. Hence V (G) \ {u, v} is disconnected. This is not possible because S is a subgraph of V (G)\{u, v} and S is a CDS in G (and hence of V (G)\{u, v} ). Therefore, S = V (G), that is, γ rc (G) = n. For the converse, suppose that
The following remark is an immediate consequence of Theorem 2.4.
Remark 2.5 Let n be any positive integer and T n be any tree of order n. Then γ rc (P n ) = n and γ rc (T n ) = n. Theorem 2.6 Let G be a connected non-trivial graph and H be any graph. Then a nonempty set
Corollary 2.7 Let G be a connected graph of order n ≥ 1 and H be any graph of order m. Then γ rc (G • H) = n(1 + k), where k is the number of isolated vertex in H. In particular, if H has no isolated vertices, then γ rc (G • H) = n.
Proof : Let S be the set of isolated vertices in H and suppose that
Since S is a restrained dominating set, there exists
The converse is clear.
Corollary 2.9
Let H be any graph of order n ≥ 2. Then
where k is the number of isolated vertices of H.
Proof : Let k be the number of isolated vertices of H. If H is connected, then
Suppose H is disconnected. Let E be the set of isolated vertex in H. Then V (H) \ E has no isolated vertices. It follows from Theorem 2.8 that
Theorem 2.10 Let G and H be any graphs of orders m ≥ 2 and n ≥ 2, respectively. Then S ⊆ V (G + H) is an RCDS of G + H if and only if at least one of the following holds:
Proof : Suppose S is an RCDS in G + H. Then, consider the following cases:
H). Since S is an RCDS of G + H, S is a CDS of H. If S = V (H), then G has no isolated vertices because V (G + H) \ S = G has no isolated vertices. Similarly, if S ∩V (H) = ∅, then S ⊆ V (G) is a CDS of G and H has no isolated vertices whenever S = V (G). Case 2: S ∩ V (G) = ∅ and S ∩ V (H) = ∅
Consider the following subcases
Corollary 2.11
Let G and H be any graph of orders m ≥ 2 and n ≥ 2, respectively. Then 1 ≤ γ rc (G + H) ≤ 2. Moreover, γ rc (G + H) = 1 if and only if either γ(G) = 1 or γ(H) = 1.
Proof : Clearly, 1 ≤ γ rc (G+H). Let S = {a, b} where a ∈ V (G) and b ∈ V (H). By Theorem 2.10(v), S is a RCDS of G + H. Hence, γ rc (G + H) ≤ 2. Next suppose that γ rc (G + H) = 1. Let S = {v} be a minimum RCDS of G+H. If S ⊆ V (G), then γ(G) = 1. If S ⊆ V (H), then γ(H) = 1. Conversely, suppose that γ(G) = 1 or γ(H) = 1. WLOG, suppose that γ(G) = 1. Let S = {x} be a DS of G. Then S is a CDS of G. By Theorem 2.10(ii), S is an RCDS of G + H. Therefore, γ rc (G + H) = 1.
In [1] , the following characterization of connected dominating sets in the composition of connnected graphs is obtained.
, where S ⊆ V (G) and T x ⊆ V (H) for each x ∈ S, is a connected dominating set in G[H] if and only if S is a connected dominating set in G, where T x is a connected dominating set in H whenever |S| = 1. Theorem 2.13 Let G and H be any non-trivial connected graphs. A nonempty
, where S ⊆ V (G) and T x ⊆ V (H) for every x ∈ S, is a restrained connected dominating set in G[H] if and only if S is a connected dominating set in G and the following hold:
where
(ii) T x is a connected dominating set in H whenever S = {x}
Proof : Suppose C is an RCDS of G[H]. Then, by Theorem 2.12, S is a CDS in G and T x is a CDS whenever S = {x}. Now let
∈ T x . This shows that ∃b ∈ V (H) \ T x such that ab ∈ E(H). Therefore, V (H) \ T x has no isolated vertices.
For the converse, suppose that S is a CDS of G and condition (i) and (ii) hold. Then, by Theorem 2.12, C is a CDS in G[H]. Let (x, a) / ∈ C. Consider the following cases:
Corollary 2.14 Let G and H be non-trivial connected graphs. Then
Proof : Consider the following cases:
Suppose γ(H) = 1. Let S = {x} and D = {a} be a DS in G and H, respectively. Let
Let S be a γ c -set of G. Since γ(G) = 1, |S| = 1. Let a ∈ V (H) and let T x = {a}, ∀x ∈ S. Since H is non-trivial,
* is a CDS in G by Theorem 2.12. Thus,
Theorem 2.15 Let G and H be non-trivial connected graphs of orders m and n, respectively. If S and E are CDS of G and H, respectively, then
Proof : Let S and E be CDS of G and H, respectively.
∃y ∈ S such that xy ∈ E(G). This implies that (x, a)(y, a) ∈ E(G H). Since y ∈ S, (y, a) ∈ C 1 . Also, since H is non-trivial and connected, ∃b ∈ V (H) such that ab ∈ E(H). This implies that (x, b) ∈ V (G H) \ C 1 and (x, a)(x, b) ∈ E(G H). Thus, V (G H) \ C 1 has no isolated vertex. Therefore, C 1 is a restrained dominating set in G H. Now, let (y, b), (z, c) ∈ C 1 , where (y, b) = (z, c) and (y, b)(z, c) / ∈ E(G H). Then y, z ∈ S and b, c ∈ V (H). Consider the following cases: Corollary 2.16 Let G be a non-trivial connected graph of order m and let K n be the complete graph of order n ≥ 2. Then γ rc (G K n ) ≤ min{m, n · γ c (G)}.
