Abstract Let S n be a simple random walk (SRW) defined on Z 3 . We construct a stochastic process from S n by erasing loops of length at most N α , where α ∈ (0, ∞) and N is the scaling parameter that will be taken to infinity in determining the limiting distribution. We call this process the N α loop erased walk (N α LEW). Under some assumptions we will prove that for 0 < α < 1 1+2ζ
INTRODUCTION
A loop erased walk (LEW) is a stochastic process constructed from the simple random walk (SRW) by erasing paths that lead to the formation of loops. G. Lawler has proven that the limiting distribution of LEW in Z d , d ≥ 4 is Gaussian (see [L1] ). The low dimensional cases remain open. It is conjectured, however, that it is non-Gaussian.
In this paper we consider a stochastic process constructed from the SRW in Z 3 by erasing loops using only finite memory. At each step the first N α loops will be erased (see section 2 for the definition of N α loops). Here α ∈ [0, ∞], and N is a scaling parameter which will be taken to ∞ in determining the limiting distribution of LEW. We call this process the N α LEW. Note that α = 0 is the case of SRW and α = ∞ is that of LEW. Under some assumptions we will prove that the N α LEW has a Gaussian distribution for 0 < α <
1+2ζ
, where ζ is the intersection exponent of random walks in Z 3 . For α > 2 we will show that the N α LEW has the same limiting distribution as the original LEW. It can be implied from our work that if there is a critical point α c then it must be between 1 1+2ζ
and 2. The existence of α c and the behavior of the N α loop erased walk for
be a segment of a path of an SRW. We say that λ forms an N α loop if S i = S j and 0 ≤ |i − j| ≤ N α for some fixed N and α. Let σ α (0) = sup{j : S(j) = 0, |j| ≤ N α }, and for
. From now on we write σ(i) for σ α (i). However, sometiems we expilicitly write σ α (i) to indicate to the reader the dependence of σ(i) on α. Our goal is to find lim N →∞Ŝ
We say that n belongs to an N α loop if ∃i and j such that i ≤ n ≤ j with S i = S j and |i − j| ≤ N α . For each n we say n is N α loop free if n does not belong to an N α loop. Suppose n is N α loop free. Then loop erasing before n and after n are independent. If n is N α loop free, then n is not erased. However the converse is not in general true. In order to analyze the behavior ofŜ (N ) N for large N we need to investigate how many steps of the SRW remain after the first N α loops have been erased. Note that we may still have some small loops remaining after the first N α loops have been erased.
However, the algorithm to generateŜ n only requires finite memory depending on n.
Y j is the number of points remaining of the first n points after the first N α loops are erased. Let a n,α = E(Y n,α ) be the probability that the n th point is not erased. For the asymptotic behavior of ρ α (N), we have,
G. Lawler proved analogous results in higher dimensions for α = ∞ (see [L1] ). Our next result is about the limiting distribution of the N α LEW. Let
Here by ⌈·⌉ we mean the greatest integer function. Then we have,
Clearly, q satisfies 0 < q ≤ αζ. However, we were unable to prove the existence of q. For a sufficiently large α we have,
Suppose that
PROOFS
For 0 ≤ j < k < ∞, we denote by Z(j, k) the indicator function of the event "there is no N α loop free point between j and k including j and k".
Proof: From Theorem 1.1 of [L2] it follows that there is a c 3 such that in the interval [k − 4N α ] the probability of an N α loop free point is at least c 3 .
Consider now an interval I of length N β divided into 1 4 N β−α small intervals of length 4N
α . Then the probability of no N α loop free point in I is bounded by (1 − c 3 ) 1 4 N β−α which can be written in the form c 1 e −c 2 N β−α .
Suppose that for some k, where 0 ≤ k ≤ N, N α loops are erased only on S[k, ∞), so that S k is considered to be the origin. Let Y N,k be the probability that S N is not erased in this procedure. Clearly 
Let λ = 1 − 2αζ − ǫ 1 − α. Then,
Since ǫ 1 is arbitrary, for α < 1 1+2ζ
, λ > 0 and the right side of (3) goes to 0 as N → ∞. Let now ǫ 2 << min{ǫ 1 − δ; δ 2 }. Then using (2) we get
Put δ − ǫ 2 = γ. Then (4) goes to 0 by (3). From (4) it follows that 1 N a N k Y k −Ỹ k → 0 in probability. We can write Ỹ k = 1 + X i , where X i are the independent random variables, X i = j i −1 k=j i−1Ỹ k . Then, using (3) and Chebyshev's Inequality, we can show,
kỸk → 1 in probability. From (3) and Lemma 3.1 follows that E( N k=0Ỹ k ) ∼ Na N , completing the proof of the theorem.
Proof of (a): Let s > 0 be a constant. It suffices to prove that
Then for a fixed t there exists a sequence ξ t such that ξ
By Theorem 2..1 and (2) the upper and lower bounds of this inequality converge to 1 in probability. Substituting
Since this holds for all
→ 1 in probability. This and Proposition 3.1a imply a σ(N ) (τ N ) −1 → 1 in probability. Using Prop.3.1a again, we get, σ(N)τ N (N) −1 → 1 in probability.
Proof of Thm 2.2 The proof of Theorem 2.2 follows from Theorem 3.1 and Proposition 3.1.
Theorem 3.1 Let X j be i.i.d. random variables with E(X j ) = 0 and V ar(X j ) = 1. Let ν n be positive integer valued random variables such that νn n → c in probability. Then
Sν n √ cn p converges in distribution to a standard normal random variable N .
Proof of Thm 2.3 For each N, choose 0 ≤ j 1 < j 2 ... < j m , satisfy-
We show the L 2 norm of the difference of the N α LEW and the LEW goes to 0. Let 
