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Abstract
In this paper, we derive explicit formulas for the first-passage probabilities of the
process S(t) = W(t)−W(t +1), where W(t) is the Brownian motion, for linear and
piece-wise linear barriers on arbitrary intervals [0, T ]. Previously, explicit formulas
for the first-passage probabilities of this process were known only for the cases of a
constant barrier or T ≤ 1. The first-passage probabilities results are used to derive
explicit formulas for the power of a familiar test for change-point detection in the
Wiener process.
Keywords First passage probability · Change-point detection · Slepian process ·
MOSUM test
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1 Introduction
Let T > 0 be a fixed real number and let S(t), t ∈ [0, T ], be a Gaussian process with
mean 0 and covariance
ES(t)S(t ′) = max{0, 1 − |t − t ′|} .
This process is often called Slepian process and can be expressed in terms of the
standard Brownian motion W(t) by
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Let a and b be fixed real numbers and x < a. We are interested in an explicit formula
for the first-passage probability
Fa,b(T | x) := Pr(S(t) < a + bt for all t ∈ [0, T ] | S(0) = x); (1.2)
note Fa,b(T | x) = 0 for x ≥ a.
The case of a constant barrier, when b = 0, has attracted significant attention in
literature. In his seminal paper Slepian (1961), D.Slepian has shown how to derive an
explicit expression for Fa,0(T | x) in the case T ≤ 1; see also Mehr and McFadden
(1965). The case T > 1 is much more complicated than the case T ≤ 1. Explicit
formulas for Fa,0(T | x)with general T were derived in Shepp (1971); these formulas
are special cases of results formulated in Section 2. We believe our paper can be
considered as a natural extension of the methodology developed in Slepian (1961)
and Shepp (1971); hence the title of this paper.
In the case T ≤ 1, Slepian’s method for deriving formulas for Fa,0(T | x)
can be easily extended to the case of a general linear barrier. An explicit formula
for the first-passage probability Fa,b(T | x) was first derived in Zhigljavsky and
Kraskovsky (1988, p. 81) (published in Russian) and more than 20 years later it
was independently derived in Bischoff and Gegg (2016) and Deng (2017). In Zhigl-
javsky and Kraskovsky (1988), the first-passage probability Fa,b(T | x) for T ≤ 1
was obtained by using the fact that S(t) is a conditionally Markov process on the
interval [0, 1]. It was shown in Mehr and McFadden (1965) that after condition-
ing on S(0) = x, S(t) can be expressed in terms of the Brownian motion by
S(t) = (2− t)W(g(t)) + x(1− t) (0 ≤ t ≤ 1) with g(t) = t/(2− t). Consequently,
the first-passage probabilities for S(t), t ∈ [0, T ] with T ≤ 1 can be obtained using
first-passage formulas for the Brownian motion. This methodology, like many others,
fails for T > 1.
For general T > 0, including the case T > 1, explicit formulas for Fa,b(T | x)
were unknown. Derivation of these formulas is the main objective of this paper. To
do this, we generalise the methodology of Shepp (1971). The principal distinction
between Shepp’s methodology and our results is the use of an alternative way of
computing coincidence probabilities. Shepp’s proofs heavily rely on the so-called
Karlin-McGregor identity, see Karlin and McGregor (1959); we use an extension of
this identity formulated in Katori (2011) and discussed in Section 2.1.
The Karlin-McGregor identity has many deep implications in probability. In
Katori (2011) and Katori and Tanemura (2010), the identity was used to show a
connection between n independent Brownian motion processes conditioned to never
collide and eigenvalues of random matrices. More specifically, if X(t) represents a
system of n independent Brownian motions starting from the origin and conditioned
never to collide with each other, then the distribution of X(t) can be obtained using
the probability density of eigenvalues of random matrices in the Gaussian Unitary
Ensemble, also see Katori et al. (2004) and Katori and Tanemura (2002). Moreover,
if an appropriate initial distribution of X(t) is used, then it can be shown that non-
colliding Brownian motion is a determinantal process; by this, we mean that any joint
transition density can be expressed by a determinant of a matrix kernel, see Katori and
Tanemura (2007). In Böhm and Mohanty (1997), after a slight generalisation of the
Karlin-McGregor identity (a generalisation different to the one used in this paper),
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the authors show applications in queuing theory. Another important application of the
Karlin-McGregor identity deals with finding boundary crossing probabilities for var-
ious scan statistics, see Naus (1982), Glaz et al. (2009), and Noonan and Zhigljavsky
(2020).
The structure of the paper is as follows. In Section 2.2, we provide an expression
for Fa,b(T | x) for integer T and in Section 2.4 we extend the results for non-integer
T . In Sections 3 and 4, we extend the results to the case of piecewise-linear barriers.
In Section 5, we outline an application to a change-point detection problem; this
application was our main motivation for this research. In the Appendix, we provide
detailed proofs of all theorems.
2 Linear barrier a + bt
The key result of this section is Theorem 1, where an explicit formula is derived for
the first-passage probability Fa,b(T | x) defined in Eq. 1.2 under the assumption that
T is a positive integer, T = n. First, we formulate a lemma that is key to the advances
of this paper and can be obtained from Katori (2011, p. 5) or Katori (2012, p.40). In




for the normal density with variance s. For the standard Brownian motion process
W(t), ϕs(a − c)dc = Pr(W(s) ∈ dc | W(0) = a) is the transition probability. We
shall also use
Wn+1 = {x = (x0, . . . , xn)′ ∈ Rn+1 : x0 < x1 < . . . < xn}
for the so-called Weyl chamber of type An, see Fulton and Harris (2013) for details.
2.1 An important auxiliary result
Lemma 1 (From Katori 2011, p. 5) For any s > 0 and a positive integer n,
let Wμ(t) := (W0(t), W1(t), . . . , Wn(t)), t ∈ [0, s], be an (n + 1)-dimensional
Brownian motion process with drift μ = (μ0, μ1, . . . , μn)′. Then
Pr
{










ϕs(ai − cj )
]n
i,j=0 dc0dc1 . . . dcn (2.2)
where ‖ · ‖ denotes the Euclidean norm, a = (a0, a1, . . . , an)′ ∈ Wn+1, c = (c0,
c1, . . . , cn)
′ ∈ Wn+1 and dc = (dc0, . . . , dcn), where dc0, . . . , dcn are infinitesimal
intervals around c0, . . . , cn.
Lemma 1 is an extension of the Karlin-McGregor identity of (1959), when applied
specifically to the Brownian motion, and accommodates for different drift parameters
μi of Wi(t).
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Corollary 1 Under the same assumptions as Lemma 1, we have
Pr
{















ϕs(ai −ci +μis). (2.3)
Proof Denote the transition density for the process Wi(t) by ϕs,μi (a − c); that is,
ϕs,μi (a − c)dc = Pr(Wi(s) ∈ dc | Wi(0) = a). Using the relation ϕs,μi (a − c) =
ϕs(a − c+μis) and dividing both sides of Eq. 2.2 by Pr(Wμ(s) ∈ dc | Wμ(0) = a),
we obtain the result.
2.2 Linear barrier a + bt with integer T
Let ϕ(t) = ϕ1(t) and Φ(t) =
∫ t
−∞ ϕ(u)du be the density and the c.d.f. of the







































and let μi , ai and ci be i-th components of vectors μ, a and c respectively (i =
0, 1, . . . , n). Note that we start the indexation of vector components at 0.
Theorem 1 For any integer n ≥ 1 and x < a,









exp(−‖μ‖2/2 + μ′(c − a))
× det [ϕ(ai − cj )
]n
i,j=0 dxn+1 dxn. . . dx2 , (2.5)
where μ, a and c are given in Eq. 2.4.
Theorem 1 is a special case of Theorem 3 with (using the notation of Theorem 3)
n = T and T ′ = 0. Theorem 1 is formulated as a separate theorem as it is the first
natural extension of Shepp’s results of (1971). Indeed, if b = 0 then μ = 0 and
Eq. 2.5 coincides with Shepp’s formula (2.15) in (1971) expressed in the variables
yi = xi + ia (i = 0, 1, . . . , n).
2.3 An alternative representation of formula (2.5)
It is easier to interpret Theorem 1 by expressing the integrals in terms of the val-
ues of S(t) at times t = 0, 1, . . . , n. Let x0 = 0, x1 = −x. For i = 0, 1, . . . , n
we set si = xi − xi+1 with s0 = x. It follows from the proof of Eq. 2.5, see
Appendix A.2, that s0, s1, . . . , sn have the meaning of the values of the process S(t)
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at times t = 0, 1, . . . , n; that is, S(i) = si (i = 0, 1, . . . , n). The range of the vari-
ables si in Eq. 2.5 is (−∞, a + bi), for i = 0, 1, . . . , n. The variables x1, . . . , xn+1
are expressed via s0, . . . , sn by xk = −s0 − s1 − . . . − sk−1 (k = 1, . . . , n + 1) with
x0 = 0. Changing the variables, we obtain the following equivalent expression for
the probability Fa,b(n | x):









exp(−‖μ‖2/2 + μ′(c − a))
× det [ϕ(ai − cj )
]n
i,j=0 dsn. . . ds2ds1 ,


























In a particular case of n = 1 we obtain:






ϕ(x) ϕ(x + s1 − a − b)
ϕ(a) ϕ(s1 − b)
]
ds1
= Φ(a + b) − exp
(
−(a2 − x2)/2 − b(a − x)
)
Φ(x + b), (2.6)
which agrees with results in Zhigljavsky and Kraskovsky (1988), Bischoff and Gegg
(2016), and Deng (2017).
2.4 Linear barrier a + bt with non-integer T
In this section, we shall provide an explicit formula for the first-passage probability
Fa,b(T | x) defined in Eq. 1.2 assuming T > 0 is not an integer. Represent T as
T = m + θ , where m = 
T  ≥ 0 is the integer part of T and 0 < θ < 1. Set
n = m + 1 = T .
Let ϕθ (t) and ϕ1−θ (t) be as defined in Eq. 2.1. Define the (n + 1)- and

































































and let a1i and c1i be i-th components of vectors a1 and c1 respectively (i = 0, 1,
. . . , n). Similarly, let a2i and c2i be i-th components of vectors a2 and c2 respectively
(i =0, 1, . . . , m). Recall that we start the indexation of vector components at 0.
Theorem 2 For x < a and non-integer T = m + θ with 0 < θ < 1, we have














exp(−θ‖μ1‖2/2 + μ′1(c1−a1)) exp(−(1−θ)‖μ2‖2/2 + μ′2(c2 − a2))
× det[ϕθ (a1i − c1j )]ni,j=0 det[ϕ1−θ (a2i − c2j )]mi,j=0
dvm+1 . . . dv1dv0dum+1 . . . du2 .
A proof of Theorem 2 is provided in Appendix A.1. If b = 0 then the above
formula for Fa,b(T | x) coincides with Shepp’s formula (2.25) in Shepp (1971)
expressed in variables xi = ui +ia and yi = vi +ia (i = 0, 1, . . . , n). For m = 0 and
hence T = θ , Theorem 2 agrees with results in Zhigljavsky and Kraskovsky (1988),
Bischoff and Gegg (2016), and Deng (2017).
3 Piecewise linear barrier with one change of slope
3.1 Boundary crossing probability
In this section, we provide an explicit formula for the first-passage probability for
S(t) with a continuous piecewise linear barrier, where not more than one change of
slope is allowed. For any non-negative T , T ′ and real a, b, b′ we define the piecewise-
linear barrier BT,T ′(t; a, b, b′) by
BT,T ′(t; a, b, b′) =
{
a + bt t ∈ [0, T ],
a + bT + b′(t − T ) t ∈ [T , T + T ′] ;
for an illustration of this barrier, see Fig. 1. We are interested in finding an expression
for the first-passage probability
Fa,b,b′(T,T
′ | x) :=Pr(S(t)<BT,T ′(t; a, b, b′) for all t ∈[0,T+T ′] | S(0)=x). (3.1)
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Fig. 1 Graphical depiction of a general boundary BT,T ′ (t; a, b, b′) with b < 0 and b′ > 0
We only consider the case when both T and T ′ are integers. The case of general T , T ′
can be treated similarly but the resulting expressions are much more complicated.










b′ + T b












x2 + 2a + b
...
xT + T a + (T −1)T2 b
xT +1 + (T + 1)a + bT + (T −1)T2 b
xT +2 + (T + 2)a + 2bT + b′ + (T −1)T2 b
...










x2 + a + b
x3 + 2a + 3b
...
xT + (T − 1)(a + b) + (T −2)(T −1)2 b
xT +1 + T (a + b) + (T −1)T2 b
xT +2 + a(T + 1) + bT + (T −1)T2 b + b′ + T b
...





and let a3i and c3i be i-th components of vectors a3 and c3 respectively (i =
0, 1, . . . , T + T ′).
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Theorem 3 For x < a and any positive integers T and T ′, we have
Fa,b,b′(T , T













xT +T ′−a−bT −b′T ′
exp(−‖μ3‖2/2 + μ′3(c3 − a3)) det
[
ϕ(a3i − c3j )
]T +T ′
i,j=0 dxT +T ′+1 . . . dx2 . (3.4)
The proof of Theorem 3 is included in the appendix, see Appendix A.2. Note that
if b = b′ then Eq. 3.4 reduces to Eq. 2.5 with n = T + T ′.
3.2 Two particular cases of Theorem 3
Below we consider two particular cases of Theorem 3; first, the barrier is
B1,1(t; a, −b, b) with b > 0; second, the barrier is B1,1(t; a, 0, −b′) with b′ > 0.
See Figs. 2 and 3 for a depiction of both barriers. As we demonstrate in Section 5,
these cases are important for problems of change-point detection.
For the barrier B1,1(t; a, −b, b), an application of Theorem 3 yields














Fig. 2 Barrier B1,1(t; a,−b, b)
with b > 0
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Fig. 3 Barrier B1,1(t; a, 0,−b′)
with b′ >0
For B1,1(t; a, 0, −b′), Theorem 3 provides:












ϕ(x) ϕ(−x2 − a) ϕ(−x3 − 2a + b′)
ϕ(a) ϕ(−x − x2) ϕ(−x − x3 − a + b′)




4 Piecewise linear barrier with two changes in slope
4.1 Boundary crossing probability
Theorem 3 can be generalized to the case when we have more than one change in
slope. In the general case, the formulas for the first-passage probability become very
complicated; they are already rather heavy in the case of one change in slope.
In this section, we consider just one particular barrier with two changes in slope.
For real a, b, b′, b′′, define the barrier B(t; a, b, b′, b′′) as




a + bt, t ∈ [0, 1],
a + b + b′(t − 1), t ∈ [1, 2],
a + b + b′ + b′′(t − 2), t ∈ [2, 3] .
As will be explained in Section 5, the corresponding first-passage probability
Fa,b,b′,b′′(3| x) :=Pr(S(t)<B(t; a, b, b′, b′′) for all t ∈ [0, 3] | S(0)=x) (4.1)
is important for some change-point detection problems.
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b + b′ + b′′
⎤
⎥⎥






x2 + 2a + b









x2 + a + b
x3 + 2a + 2b + b′




and let a4i and c4i be i-th components of vectors a4 and c4 respectively (i =
0, 1, 2, 3).
Theorem 4 For any real a, b, b′, b′′ and x < a








exp(−‖μ4‖2/2 + μ′4(c4 − a4)) det
[




For the proof of Theorem 4, see Appendix A.3.
4.2 A particular case of Theorem 4
In this section, we consider a special barrier B(t; h, 0, −μ, μ) (depicted in Fig. 4),
which will be used in Section 5. In the notation of Theorem 4, a = h, b = 0,
b′ = −μ, b′′ = μ and we obtain












ϕ(x) ϕ(−x2 − h) ϕ(−x3−2h+μ) Φ(−x3−2h+μ)
ϕ(h) ϕ(−x−x2) ϕ(−x−x3−h+μ) Φ(−x−x3−h+μ)
ϕ(x2 + 2h + x) ϕ(h) ϕ(x2−x3+μ) Φ(x2 − x3 + μ)




4.3 Another linear barrier with two changes in slope
For real h and μ, define the barrier B(t; h, 0, 0, −μ, μ) by




h, t ∈ [0, 2],
h − μ(t − 2), t ∈ [2, 3],
h − μ + μ(t − 3), t ∈ [3, 4] .
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Fig. 4 Barrier B(t;h, 0,−μ,μ) with μ>0
The barrier B(t; h, 0, 0, −μ, μ) looks similar to the barrier depicted in Fig. 4, except
the constant part is two units long. The corresponding first-passage probability
Fh,0,0,−μ,μ(4| x) :=Pr(S(t)<B(t; h, 0, 0, −μ, μ) for all t ∈[0, 4] | S(0)=x) (4.5)
will be important in Section 5.


















ϕ(x) ϕ(−x2−h) ϕ(−x3−2h) ϕ(−x4−3h+μ) Φ(−x4−3h+μ)
ϕ(h) ϕ(−x−x2) ϕ(−x−x3−h) ϕ(−x−x4−2h+μ) Φ(−x−x4−2h+μ)
ϕ(x2+2h+x) ϕ(h) ϕ(x2−x3) ϕ(x2−x4−h+μ) Φ(x2−x4−h+μ)
ϕ(x3+3h+x) ϕ(x3+2h−x2) ϕ(h) ϕ(x3+μ−x4) Φ(x3+μ−x4)





The proof of Theorem 5 is very similar to the proof of Theorem 4.
5 Application to change-point detection
5.1 Formulation of the problem
In this section, we illustrate the natural appearance of the first-passage probabilities
for the Slepian process S(t) for piece-wise linear barriers and in particular the barriers
considered in Sections 3.2 and 4.2.
Suppose one can observe the stochastic process X(t) (t ≥ 0) governed by the
stochastic differential equation
(5.1)
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where ν > 0 is the unknown (non-random) change-point and μ = 0 is the drift
magnitude during the ‘epidemic’ period of duration l with 0 < l < ∞; μ and l may
be known or unknown. The classical change-point detection problem of finding a
change in drift of a Wiener process is the problem Eq. 5.1 with l = ∞; that is, when
the change (if occurred) is permanent, see for example (Pollak and Siegmund 1985;
Moustakides 2004; Polunchenko 2018; Polunchenko and Tartakovsky 2010).
In Eq. 5.1, under the null hypothesis H0, we assume ν = ∞ meaning that the
process dX(t) has zero mean for all t ≥ 0. On the other hand, under the alternative
hypothesis H1, ν < ∞. In the definition of the test power, we will assume that ν is
large. However, for the tests discussed below to be well-defined and approximations
to be accurate, we only need ν ≥ 1 (under H1).
In this section, we only consider the case of known l, in which case we can
assume l = 1 (otherwise we change the time-scale by t → t/ l and the barrier by
B → B/√l). When testing for an epidemic change on a fixed interval [0, T ] with
l unknown, one possible approach is to construct the test statistic on the base of
max0<s<t<T [W(t) − W(s)], the maximum over all possible choices of l and loca-
tions. This idea was discussed in Siegmund (1986), where asymptotic approximations
are offered. The case when l is unknown is more complicated and the first-passage
probabilities that have to be used are more involved.




dX(t) t ≥ 0 .
The stopping rule for S1(t) is defined as follows
τ(h) = inf{t : S1(t) ≥ h}, (5.2)
where the threshold h is chosen to satisfy the average run length (ARL) constraint
E0(τ (h)) = C for some (usually large) fixedC (here E0 denote the expectation under
the null hypothesis). Since l is known, for any μ > 0 the test with the stopping rule
Eq. 5.2 is optimal in the sense of the Abstract Neyman-Pearson lemma, see Theorem
2, Grenander (1981, p. 110).
The process S1(t)−ES1(t) = W(t + 1)−W(t) is stochastically equivalent to the






μ(t − ν + 1) for ν − 1 < t ≤ ν
μ(1 − t + ν) for ν < t ≤ ν+1
0 otherwise.
5.2 Approximation forE0(τ (h ))
The problem of construction of accurate approximations for E0(τ (h)) was addressed
in Noonan and Zhigljavsky (2019). For completeness, we briefly review the approach.
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Fh,0(T | x)ϕ(x)dx .
UnderH0, the distribution of τ(h) has the form (1−Φ(h))δ0(ds)+ qh(s)ds , s ≥
0, where δ0(ds) is the delta-measure concentrated at 0 and
qh(s) = − d
ds
Fh,0(s), 0 < s < ∞





There is no easy computationally convenient formula for qh(t) as expressions for
Fh,0(s) are very complex. One of the simplest (yet very accurate) approximation for
Fh,0(s) takes the form:
Fh,0(T )  Fh,0(2) · λ(h)T −2, for all T > 0, (5.4)
with λ(h) = Fh,0(2)/Fh,0(1). Using Eq. 5.4, we approximate the density qh(s) by
qh(s)  −Fh,0(2) log[λ(h)] · λ(h)s−2, 0 < s < ∞.
Subsequent evaluation of the integral in Eq. 5.3 yields the approximation
E0(τ (h)) ∼= − Fh,0(2)
λ(h)2 log[λ(h)] . (5.5)
Numerical study shows that the approximation Eq. 5.5 is very accurate for all h ≥ 3.
Setting h = 3.63 in Eq. 5.5 results in C  500.
5.3 Approximating the power of the test
In this section we formulate several approximations for the power of the test Eq. 5.2
which can be defined as
P(h, μ) := lim
ν→∞P1 {S1(t) ≥ h for at least one t ∈ [ν − 1, ν + 1] | τ(h) > ν − 1} ,
(5.6)
where P1 denotes the probability measure under the alternative hypothesis. Define
the piecewise linear barrier Qν(t; h, μ) as follows
Qν(t; h, μ) = h − μmax{0, 1 − |t − ν|}.
The barrier Qν(t; h, μ) is visually depicted in Fig. 5. The power of the test with
the stopping rule Eq. 5.2 is then
P(h, μ)= lim
ν→∞P {S(t)≥Qν(t; h, μ) for at least one t ∈[ν−1, ν+1] | τ(h)>ν−1} .
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Fig. 5 Graphical depiction of the boundary Qν(t;h,μ)
Consider the barrier B(t; h, 0, −μ, μ) of Section 4 with t ∈ [0, 3]. Define the
conditional first-passage probability
γ3(x, h, μ) :=P{S(t)≥B(t; h, 0, −μ, μ) for some t ∈[1, 3] |S(0)
= x; S(t) < h, ∀t ∈[0, 1]}
= 1 − P {S(t) < B(t; h, 0, −μ, μ) for all t ∈ [0, 3] |S(0) = x}
P {S(t) < h for all t ∈ [0, 1]|S(0) = x}
= 1 − Fh,0,−μ,μ(3| x)
Fh,0(1|x) . (5.7)
The denominator in Eq. 5.7 is very simple to compute, see Eq. 2.6 with b = 0
and a = h. The numerator in Eq. 5.7 can be computed by Eq. 4.4. Computation of
γ3(x, h, μ) requires numerical evaluation of a two-dimensional integral, which is not
difficult.
Our first approximation to the power P(h, μ) is γ3(0, h, μ). In view of Eq. 1.1
the process S(t) forgets the past after one unit of time hence quickly reaches the sta-
tionary behaviour under the condition S(t) < h for all t < ν − 1. By approximating
P(h, μ) with γ3(0, h, μ), we assume that one unit of time is almost enough for S(t)
to reach this stationary state. In Fig. 6, we plot the ratio γ3(x, h, μ)/γ3(0, h, μ) as
a function of x for h = 3 and μ = 3. Since the ratio is very close to 1 for all con-
sidered x, this verifies that the probability γ3(x, h, μ) changes very little as x varies
implying that the values of S(t) at t = ν − 2 have almost no effect on the probability
γ3(x, h, μ). This allows us to claim that the accuracy |P(h, μ) − γ3(0, h, μ)| of the
approximation P(h, μ)  γ3(0, h, μ) is smaller than 10−4 for all h ≥ 3.
Consider the barrier B(t; h, 0, 0, −μ, μ) of Section 4.3 with t ∈ [0, 4]. Define the
conditional first-passage probability
γ4(x, h, μ) :=P{S(t)≥B(t; h, 0, 0, −μ, μ) for some t ∈[2, 4] |S(0)=x,S(t)<h, ∀t ∈[0, 2]}
=1− P {S(t) < B(t; h, 0, 0, −μ, μ) for all t ∈ [0, 4] |S(0) = x}
P {S(t) < h for all t ∈ [0, 2]|S(0) = x} =1−
Fh,0,0,−μ,μ(4| x)
Fh,0(2|x) .
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Fig. 6 Ratio
γ (x, h, μ)/γ (0, h, μ) for h = 3
and μ = 3
The numerator in γ4(x, h, μ) requires numerical evaluation of the three-
dimensional integral in Eq. 4.6. The denominator can be computed using Theorem 1
with a = h and b = 0. Our second approximation to the power P(h, μ) is
γ4(0, h, μ). The accuracy of the approximation P(h, μ)  γ4(0, h, μ) is smaller
than 10−6 for all h ≥ 3 and μ ≥ 0. In particular, |γ4(1, 3, 3)/γ4(−1, 3, 3) − 1| <
10−7, compare this with Fig. 6. For h = 3.11 and hence C  100, we have
|γ4(0, h, 3)/γ3(0, h, 3) − 1| < 3 · 10−5 and |γ4(0, h, 4)/γ3(0, h, 4) − 1| < 6 · 10−6.
We have chosen γ3(0, h, μ) as our main approximation since it is almost as precise
as γ4(0, h, μ) but computationally γ3(0, h, μ) is much cheaper.
As seen from Figs. 2 and 4, the barrier B1,1(t; h, −μ, μ) is the main compo-
nent of the barrier B(t; h, 0, −μ, μ). Instead of using the approximation P(h, μ) 
γ3(0, h, μ) it is therefore tempting to use a simpler approximation P(h, μ) 
γ2(0, h, μ), where
γ2(x, h, μ) := P{S(t)≥B1,1(t; h, −μ, μ) for some t ∈[0, 2] |S(0)=x}
= 1 − Fh,−μ,μ(1, 1| x) .
To compute values of γ2(0, h, μ) we only need to evaluate the one-dimensional
integral in Eq. 3.5 with b = μ.
To assess the impact of the final line-segment in the barrier B(t; h, 0, −μ, μ) on
the power (the line-segment with gradient μ in Fig 5, t ∈ [ν, ν + 1]), let
γ1(x, h, μ) :=P{S(t)≥B1,1(t; h, 0,−μ) for some t ∈ [1, 2] |S(0) = x, S(t) < h, ∀t ∈ [0, 1]}
= 1 − P
{
S(t) < B1,1(t; h, 0, −μ) for all t ∈ [0, 2] |S(0) = x
}
P {S(t) < h for all t ∈ [0, 1]|S(0) = x} = 1 −
Fh,0,−μ(1, 1| x)
Fh,0(1|x) .
Then we make the approximation P(h, μ)  γ1(0, h, μ), where the quantity
Fh,0,−μ(1, 1| 0) can be computed using Eq. 3.6 with b′ = μ. The denominator can
be computed using Eq. 2.6 with b = 0 and a = h.
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In Table 1, we provide values of P(h, μ), γ2(0, h, μ) and γ1(0, h, μ) for dif-
ferent μ, where the values of h have been chosen to satisfy E0(τ (h)) = C for
C = 100, 500, 1000; see Eq. 5.5 regarding computation of the ARL E0(τ (h)). Since
the values in Table 1 are given to three decimal places, these values of P(h, μ) can
be obtained from either γ3(0, h, μ) or γ4(0, h, μ); both of these two approximations
provide a better accuracy than 3 decimal places. Comparing the entries of Table 1
we can observe that the quality of the approximation P(h, μ)  γ2(0, h, μ) is rather
good, especially for large μ. By looking at the columns corresponding to γ1(0, h, μ),
one can also see the expected diminishing impact which the final line-segment in
B(t; h, 0, −μ, μ) has on power, as μ increases. However, for small μ the contribu-
tion of this part of the barrier to power is significant suggesting it is not be sensible
to approximate the power of our test with γ1(0, h, μ).
To summarize the results of this section, for approximating the power func-
tion P(h, μ), we propose one the following two approximations: a very accurate
approximation γ3(0, h, μ) requiring numerical evaluation of a two-dimensional inte-
gral and γ2(0, h, μ), a less accurate but simpler approximation requiring evaluation
of a one-dimensional integral only. The approximation P(h, μ)  γ4(0, h, μ) is
extremely accurate but too costly whereas the approximation γ1(0, h, μ) is less accu-
rate than γ2(0, h, μ) but slightly cheaper, requiring the numerical evaluation of a
two-dimensional integral. The approximation P(h, μ)  γ1(0, h, μ) has been stud-
ied mainly for assessing the impact which the final line-segment in B(t; h, 0, −μ, μ)
has on the power.
Table 1 P(h, μ), γ2(0, h, μ) and γ1(0, h, μ) for different μ for three choices of ARL
h = 3.11, C  100 h = 3.63, C  500 h = 3.83, C  1000
μ P γ2 γ1 P γ2 γ1 P γ2 γ1
2 0.305 0.292 0.239 0.138 0.131 0.104 0.096 0.090 0.071
2.25 0.388 0.375 0.315 0.195 0.187 0.152 0.140 0.134 0.108
2.5 0.476 0.464 0.402 0.264 0.255 0.213 0.198 0.191 0.157
2.75 0.568 0.557 0.494 0.345 0.336 0.288 0.269 0.262 0.221
3 0.656 0.647 0.587 0.434 0.426 0.373 0.351 0.344 0.297
3.25 0.737 0.730 0.676 0.527 0.520 0.466 0.442 0.435 0.385
3.5 0.808 0.802 0.757 0.620 0.613 0.561 0.536 0.530 0.479
3.75 0.865 0.861 0.825 0.706 0.701 0.653 0.629 0.623 0.574
4 0.910 0.907 0.880 0.782 0.778 0.737 0.715 0.710 0.666
4.25 0.943 0.941 0.922 0.846 0.843 0.810 0.790 0.787 0.749
4.5 0.965 0.964 0.951 0.896 0.894 0.869 0.852 0.850 0.819
4.75 0.980 0.980 0.971 0.933 0.932 0.913 0.901 0.899 0.876
5 0.989 0.989 0.984 0.959 0.958 0.946 0.937 0.936 0.919
First passage times for Slepian process...
Appendix A
A. 1 Proof of Theorem 2
Using Eq. 1.1, the first-passage probability Fa,b(T | x) can be equivalently expressed
as follows
Fa,b(T | x) = Pr{W(t) − W(t + 1) < a + bt for all t ∈ [0, m + θ ] | W(0) − W(1) = x}
= Pr(W(t) − W(t + 1) < a + bt, W(t + 1) − W(t + 2)
< a + b(t + 1), . . . , W(t + m) − W(t + m + 1)
< a + b(t + m) for all t ∈ [0, θ ] and W(τ + θ) − W(τ + θ + 1) < a
+bθ + bτ, W(τ + θ + 1) − W(τ + θ + 2) < a + b + bθ + bτ, . . . ,
W(τ + (m − 1) + θ) − W(τ + m + θ) < a + bθ + (m − 1)b
+bτ for all τ ∈ [0, 1 − θ ]| W(0) − W(1) = x)
= Pr
{
W(t) < W(t + 1) + a + bt < . . . < W(t + m + 1)
+(m + 1)(a + bt) + (m + 1)m
2
b ∀t ∈ [0, θ ] and W(τ + θ)
< W(τ + θ + 1) + a + bθ + bτ < . . . < W(τ + θ + m)
+ m(a + bθ + bτ) + (m − 1)m
2
b∀τ ∈ [0, 1 − θ ]| W(0) − W(1) = x
}
.
Let Ω be the event
Ω =
{
W(t) < W(t + 1) + a + bt < . . . < W(t + m + 1) + (m + 1)(a + bt)
+ (m + 1)m
2
b ∀t ∈ [0, θ ] and W(τ + θ) < W(τ + θ + 1) + a + bθ + bτ
< . . . < W(τ + θ + m) + m(a + bθ + bτ) + (m − 1)m
2
b ∀τ ∈ [0, 1 − θ ]
}
.
By integrating out over the values ui and vi of W at times i and i + θ , i =
0, 1, . . . , m +1, by the law of total probability we have




Pr{Ω | W(0)=u0, . . . ,W(m+1)=um+1, W(θ)=v0, . . . ,
W(m+1+θ)=vm+1, W(0)− W(1)=x}
×Pr{W(0)∈du0, . . . ,W(m+1)∈dum+1, W(θ)∈dv0, . . . ,
W(m+1+θ)∈dvm+1 | W(0)−W(1)=x}. (A.1)
Since W(0) − W(1) = x and W(0) = 0, we have W(1) = x1 = −x. Define the
processes
Wi(t) = W(t + i) + i(a + bt) + (i − 1)i
2
b, 0 ≤ t ≤ θ, i = 0, 1, . . . , m + 1 ,
W ′j (t) = W(τ + θ + j) + j (a + bθ + bτ) +
(j − 1)j
2
b, 0 ≤ τ ≤ 1 − θ, j = 0, 1, . . . , m .
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Then the event Ω can be equivalently expressed as Ω = Ω1 ∩ Ω2 with
Ω1 = {W0(t) < W1(t) < · · · < Wm+1(t) for all t ∈ [0, θ ]},
Ω2 = {W ′0(τ ) < W ′1(τ ) < · · · < W ′m(τ) for all τ ∈ [0, 1 − θ ]}.
Under the conditioning introduced in Eq. A.1 we have for i = 0, 1, . . . , m + 1 and
j =0, 1, . . . , m:
Wi(0) = W(i) + ia + (i − 1)i
2
b = ui + ia + (i − 1)i
2
b ,
Wi(θ) = W(i + θ) + i(a + bθ) + (i − 1)i
2
b = vi + i(a + bθ) + (i − 1)i
2
b ,
W ′j (0) = W(j + θ) + j (a + bθ) +
(j−1)j
2
b = vj + j (a + bθ) + (j − 1)j
2
b ,
W ′j (1−θ) = W(j+1) + j (a + b) +
(j − 1)j
2
b = uj+1 + j (a + b) + (j − 1)j
2
b .
Now under the above conditioning, the processes are independent and so the
conditional probability of Ω in Eq. A.1 becomes a product of the conditional
probabilities of Ω1 and Ω2. Therefore, Eq. A.1 becomes






Ω1 | Wi(0) = ui + ia + (i − 1)i
2
b, Wi(θ)
= vi + i(a + bθ) + (i − 1)i
2




Ω2 | W ′j (0) = vj + j (a + bθ) +
(j − 1)j
2
b, W ′j (1 − θ)
= uj+1 + j (a + b) + (j − 1)j
2
b (0 ≤ j ≤ m)
}
×Pr {W(0) ∈ du0, . . . , W(m + 1) ∈ dum+1, W(θ) ∈ dv0, . . . ,
W(m + 1 + θ) ∈ dvm+1|W(0) − W(1) = x} . (A.2)
The region of integration for the variables ui in Eq. A.2 is determined from the
following chain of inequalities:
−x − a < u2 + 2a + b < . . . < um + ma + (m − 1)m
2
b
< um+1 + (m + 1)a + (m + 1)m
2
b .
Whence, the upper limit of integration with respect to ui+1 is infinity and the
lower limit for the integral with respect to ui+1, i = 1, . . . , m is given by the formula
ui−a−ib. For the variables vj in Eq. A.2, we have the following chain of inequalities
v0 < v1+a+bθ < . . .< vm+m(a + bθ)+ (m − 1)m
2
b
< vm+1+(m + 1)(a + bθ)+ (m + 1)m
2
b .
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Once again, the upper limit of integration with respect to vi+1 is infinity and the
lower limit for the integral with respect to vi+1 (i = 0, . . . , m) is vi − a − bθ − ib.
For v0, the upper and lower limits of integration are infinite. Now using Eq. 2.3 with
n = m + 1 we obtain
Pr
{
Ω1 | Wi(0) = ui + ia + (i − 1)i
2
b, Wi(θ) = vi
+i(a + bθ) + (i − 1)i
2
b, (0 ≤ i ≤ m + 1)
}




ϕθ (a1i − c1i + θμ1i ),
where ϕθ (·) is given in Eq. 2.1, a1 and c1 are given in Eq. 2.7. Similarly, using Eq. 2.3
with n = m we have
Pr
{
Ω2 | W ′j (0) = vj + j (a + bθ) +
(j − 1)j
2
b, W ′j (1 − θ) = uj+1
+ j (a + b) + (j − 1)j
2
b, (0 ≤ j ≤ m)
}




ϕ1−θ (a2i − c2i + (1 − θ)μ2i ),
where ϕ1−θ (·) is given in Eq. 2.1, a2 and c2 are given in Eq. 2.8. The third probability



















ϕθ (ui − vi)ϕ1−θ (vj − uj+1)
and collating all terms, we obtain the result. 
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A.2 Proof of Theorem 3 (and Theorem 1)
We recall that the proof of Theorem 1 can be obtained by setting n = T and T ′ = 0
in the following proof of Theorem 3. Using Eq. 1.1 we rewrite Fa,b,b′(T , T ′ | x) as
Fa,b,b′(T , T
′ | x)
= Pr{W(t) − W(t + 1) < a + bt for all t ∈ [0, T ],
W(t) − W(t + 1) < a + bT + b′(t − T ) for all t ∈ [T , T + T ′] | W(0)
−W(1) = x}
= Pr{W(t) − W(t + 1) < a + bt, W(t + 1) − W(t + 2) < a + b(t + 1), . . . ,
W(t + T − 1) − W(t + T ) < a + b(t + T − 1), W(t + T ) − W(t + T + 1)
< a + bT + b′t, W(t + T + 1) − W(t + T + 2) < a + bT + b′(t + 1) . . . ,
W(t + T + T ′ − 1) − W(t + T + T ′) < a + bT + b′(t + T ′ − 1) ∀t ∈ [0, 1]
| W(0) − W(1) = x}
= Pr {W(t) < W(t + 1) + a + bt < . . . < W(t + T ) + T (a + bt) + (T − 1)T
2
b
< W(t + T + 1) + a(T + 1) + bT + (T − 1)T
2
b + (b′ + T b)t < . . . <
W(t + T + T ′) + a(T + T ′) + bT T ′ + (T
′ − 1)T ′
2
b′ + (T − 1)T
2
b
+(T ′b′ + T b)t for all t ∈ [0, 1]| W(0) − W(1) = x}.
Let Ω be the event defined as follows
Ω =
{
W(t) < W(t + 1) + a + bt < . . . < W(t + T ) + T (a + bt) + (T − 1)T
2
b
< W(t + T + 1) + a(T + 1) + bT + (T − 1)T
2
b + (b′ + T b)t < . . . <
W(t + T + T ′) + a(T + T ′) + bT T ′ + (T
′ − 1)T ′
2
b′ + (T − 1)T
2
b
+ (T ′b′ + T b)t for all t ∈ [0, 1]
}
,
and let xi = W(i), i = 0, . . . , T + T ′ + 1. Integrating out over the values xi , by
the law of total probability we obtain:
Fa,b,b′(T , T




Pr{Ω | W(0) = x0, . . . , W(T + T ′ + 1)
= xT +T ′+1, W(0) − W(1) = x}
×Pr {W(0) ∈ dx0, . . . , W(T + T ′ + 1) ∈ dxT +T ′+1 | W(0)
−W(1) = x} . (A.3)
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Note that W(1) = x1 = −x, since W(0) − W(1) = x and W(0) = 0. Define the
following processes which take different forms depending on the value of i:
Wi(t) = W(t + i) + i(a + bt) + (i − 1)i
2
b , for 0 ≤ i ≤ T ;
Wi(t) = W(t + i) + ai + bT (i − T ) + (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b
+{(i − T )b′ + T b}t,
for T + 1 ≤ i ≤ T + T ′, with 0 ≤ t ≤ 1 for all processes. The event Ω can now be
expressed as
Ω = {W0(t) < W1(t) < . . . < WT (t) < . . . < WT +T ′(t) for all t ∈ [0, 1]}. (A.4)
Under the conditioning introduced in Eq. A.3, depending on the size of i we have:
for 0 ≤ i ≤ T
Wi(0) = xi + ia + (i − 1)i
2
b , Wi(1) = xi+1 + i(a + b) + (i − 1)i
2
b ;
and for T + 1 ≤ i ≤ T + T ′
Wi(0) = xi + ai + bT (i − T ) + (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b ,
Wi(1) = xi+1 + ai + bT (i − T ) + (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b
+(i − T )b′ + T b .









Ω | Wi(0) = xi + ia + (i − 1)i
2
b , Wi(1) = xi+1
+ i(a + b) + (i − 1)i
2
b (0 ≤ i ≤ T ), Wi(0) = xi + ai + bT (i − T )
+ (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b , Wi(1) = xi+1 + ai + bT (i − T )
+ (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b + (i − T )b′ + T b
(T ≤ i ≤ T + T ′), W0(0) − W0(1) = x
} ×
Pr{W(0) ∈ dx0, . . . , W(T + T ′ + 1) ∈ dxT +T ′+1 | W(0) − W(1) = x}. (A.5)
The region of integration in Eq. A.5 is determined from the following inequalities
which ensure that the inequalities in Eq. A.4 hold at t = 0 and t = 1:
x1 <. . .< xT +1+T (a+b) + (T −1)T
2
b < xT +2 + a(T + 1) + bT + (T − 1)T
2
b
+b′ + T b < . . . < xT +T ′+1 + a(T + T ′) + bT T ′ + (T
′ − 1)T ′
2
b′
+ (T − 1)T
2
b + T ′b′ + T b.
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From this, the upper limit of integration is infinity for all xi . For 0 ≤ i ≤ T + 1, the
lower limit for xi is xi−1 − a − (i − 1)b. For T + 2 ≤ i ≤ T + T ′ + 1, the lower
limit for xi is xi−1 −a −bT −b′(i −T −1). Since the conditioned Brownian motion
processes Wi(t) are independent, application of Eq. 2.3 with n = T + T ′ provides
Pr
{
Ω | Wi(0) = xi + ia + (i − 1)i
2
b , Wi(1) = xi+1 + i(a + b)
+ (i − 1)i
2
b (0 ≤ i ≤ T ),
Wi(0) = xi + ai + bT (i − T ) + (i − T − 1)(i − T )
2
b′ + (T − 1)T
2
b ,
Wi(1) = xi+1 + ai + bT (i − T ) + (i − T − 1)(i − T )
2
b′
+ (T − 1)T
2
b + (i − T )b′ + T b
(T ≤ i ≤ T + T ′), W0(0) − W0(1) = x
}





ϕ(a3i − c3i + μ3i ),
whereμ3 and a3 are given in Eq. 3.2 and c3 is given in Eq. 3.3. The second probability
in the right-hand side of Eq. A.5 is
∏T +T ′
i=1 ϕ(xi − xi+1)dxi+1. We finish the proof
by collating all terms and noting
T +T ′∏
i=0
ϕ(a3i − c3i + μ3i ) =
T +T ′∏
i=0
ϕ(xi − xi+1) .
A.3 Proof of Theorem 4
The proof of Theorem 4 is similar to the proof of Theorem 3. We modify the event
Ω as follows:
Ω = {W(t) < W(t + 1) + a + bt < W(t + 2) + 2a + b + bt + b′t
< W(t + 3) + 3a + 2b + b′ + (b + b′ + b′′)t for all t ∈ [0, 1]} .
By the law of total probability,




Pr{Ω | W(0) = x0, . . . , W(4) = x4, W(0) − W(1) = x}
×Pr{W(0) ∈ dx0, . . . , W(4) ∈ dx4 | W(0) − W(1) = x}. (A.6)
First passage times for Slepian process...
Define individually the following processes:
W0(t) = W(t)
W1(t) = a + bt + W(t + 1)
W2(t) = 2a + b + (b + b′)t + W(t + 2)
W3(t) = 3a + 2b + b′ + (b + b′ + b′′)t + W(t + 3)
with 0 ≤ t ≤ 1 for all processes. The event Ω can be re-written as
Ω = {W0(t) < W1(t) < W2(t) < W3(t) for all t ∈ [0, 1]}.
The conditioning introduced in Eq. A.6 results in:
W0(0) = 0 W0(1) = x1
W1(0) = a + x1 W1(1) = a + b + x2
W2(0) = 2a + b + x2 W2(1) = 2a + 2b + b′ + x3
W3(0) = 3a + 2b + b′ + x3 W3(1) = 3a + 3b + 2b′ + b′′ + x4.
From this, we can express Eq. A.6 as






Ω | W0(0) = 0, . . . ,W3(0) = 3a + 2b + b′
+ x3, W0(1) = x1, . . . , W3(1) = 3a + 3b + 2b′ + b′′
+x4, W0(0) − W0(1) = x}
×Pr{W(0) ∈ dx0, . . . , W(4) ∈ dx4 | W(0) − W(1) = x}.
(A.7)
The region of integration for Eq. A.7 is determined from the following inequalities
(see proof of Eq. 2.5 for similar discussion):
x1 < x2 + a + b < x3 + 2a + 2b + b′ < x4 + 3a + 3b + 2b′ + b′′.
Thus, the upper limit of integration is infinity for all xi . For integration with respect
to x4, the lower limit is x3−a−b−b′ −b′′. For integration with respect x3, the lower
limit is x2 − a − b − b′. Finally, for x2, the lower limit is x1 − a − b = −x − a − b.
Now using Eq. 2.3 with n = 3 we obtain
Pr
{
Ω|W0(0) = 0, . . . , W3(0) = 3a + 2b + b′ + x3, W0(1)
= x1, . . . , W3(1) = 3a + 3b + 2b′ + b′′ + x4, W0(0) − W0(1) = x
}
= exp(−‖μ4‖2/2 + μ′4(c4 − a4)) det[ϕ(a4i , c4j )]3i,j=0/
3∏
i=0
ϕ(a4i − c4i + μ4i ),
μ4, a4 and c4 are given in Eq. 4.2. The second probability in the right-hand side of
Eq. A.7 is
∏3
i=1 ϕ(xi − xi+1)dxi+1. Using the fact
3∏
i=0




and collecting all results we complete the proof.
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