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The methods for Software Effort Estimation are divided into two, these methods are grouped into Non 
Machine Learning (non-ML) and Machine Learning (ML) methods [1]. The k-NN method has the 
disadvantage of being unable to tolerate irrelevant features and greatly affect the accuracy of k-NN. The 
k-NN method is also difficult to deal with missing data problems and feature categorization problems 
such as features that are not relevant, weight features that are not optimal, and the same features [2]. 
Whereas the dataset of Software Effort Estimation still has some serious challenges such as the 
characteristics of the data set, which are irrelevant features and the level of influence of each feature in 
the estimated data of the software effort [3]. This study compared the k-NN individual method with the 
combination of feature selection method with k-NN to find out which method was the best. The results 
showed that the Forward Selection (FS) method and Median Weighted Information Gain with k-Nearest 
Neighbor can overcome the problem of irrelevant features so as to increase accuracy in the RMSE 
Software Effort Estimation dataset, which is smaller in the Albrecht dataset of 5,953 using the Median 
method -WIG k-NN, the Miyazaki dataset is 55,421 and Kemerer is 123,081 using the FS k-NN method. 
The combination of kNN with Feature Selection is proven to be able to improve the estimation results 
better than kNN individuals. With the FS k-NN method being the best by winning in 2 datasets Miyazaki 
and Kemerer.Keywords: Software Effort Estimation, irrelevant feature, Forward Selection (FS), Median 
Weighted Information Gain, k-Nearnest Neighbor. 
1. PENDAHULUAN 
1.1 Latar Belakang  
Estimasi usaha pengembangan perangkat 
lunak merupakan kegiatan dalam 
memperkirakan berapa banyak sumber daya 
yang dibutuhkan untuk menyelesaikan sebuah 
rencana proyek [4]. Software Effort Estimation 
adalah salah satu masalah tertua dan paling 
penting yang dihadapi dalam manajemen 
proyek perangkat lunak. Bisa merencanakan 
dengan benar adalah dasar untuk semua 
kegiatan manajemen proyek. Seseorang tidak 
dapat mengelola proyek tanpa mengetahui 
sumber daya apa yang dibutuhkan untuk 
mencapai tujuan proyek [5]. Dalam 
perkembangannya metode-metode untuk 
estimasi usaha pengembangan perangkat lunak 
terbagi menjadi dua, metode-metode tersebut 
di kelompokan menjadi metode Non Machine 
Learning (non-ML) dan Machine Learning 
(ML) [1]. 
Beberapa metode non machine learning 
yang telah diusulkan untuk melakukan 
estimasi usaha pengembangan perangkat lunak 
diantaranya COCOMO [6], expert judgement 
[7], function point (FP) [8] dan use case point 
(UCP) [9]. Namun menurut hasil penelitian 
Nunes et al metode-metode non machine 
learning merupakan metode konvensional 
yang memiliki tingkat keakuratan yang relatif 
rendah [10]. 
Selain metode non machine learning yang 
banyak digunakan dalam Software Effort 
Estimation adalah machine learning. Hasil 
tinjauan literatur review Wen et all [2] 
menunjukkan bahwa hasil perbandingan antara 
model ML dan model non-ML dengan 
menggunakan model metrik MMRE. Sebagian 
besar percobaan menunjukkan bahwa model 
ML mengungguli model non-ML. Secara 
spesifik bahwa 66% (52 dari 79) hasil 
eksperimen menunjukkan keunggulan model 
ML sedangkan hanya 34% (27 dari 79) hasil 
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eksperimen menunjukkan keunggulan model 
non-ML. 
Metode-metode machine learning yang 
telah digunakan untuk estimasi usaha 
pengembangan perangkat lunak diantaranya k-
Nearnest Neighbor (k-NN) [11], [12], [13], 
[14]. Artificial Neural Networks (ANN) atau 
Neural Network (NN) [11], [15], [16], Support 
Vector Machines [11], [17], Naive Bayes (NB) 
[18], Bayesian Networks (BN) [19], Decision 
Trees (DT) [12], Linear Regression (LR) [20]. 
Dari metode-metode ML tersebut hasil 
tinjauan literatur review yang dilakukan Wen 
et all [2] menunjukkan bahwa pendekatan 
CBR learning k-NN adalah teknik yang paling 
banyak digunakan, yaitu sebanyak 37%. Hasil 
perbandingan menunjukkan bahwa pendekatan 
CBR learning k-NN lebih akurat daripada 
model regresi. Pendekatan CBR dengan 
menggunakan algoritma k-NN mempunyai 
hasil yang lebih akurat dalam estimasi usaha 
perangkat lunak dibandingkan metode ML 
lainnya. 
Menurut hasil tinjauan literatur review 
yang dilakukan Wen et all [2], algoritma k-NN 
merupakan metode yang mudah dimengerti 
dan menggunakan penalaran yang mirip 
dengan pemecahan masalah manusia, sehingga 
pengguna lebih mudah memahami. Algoritma 
k-NN juga memperlihatkan hasil yang bagus 
untuk kumpulan data kecil dan juga mampu 
mengatasi data yang outlier. Namun algoritma 
k-NN tidak dapat toleran terhadap fitur yang 
tidak relevan dan sangat mempengaruhi 
akurasi k-NN. MacDonell dan Shepperd 
berpendapat bahwa jika tidak ada teknik 
dominan yang dapat ditemukan maka 
menggabungkan beberapa teknik yang 
beragam dapat meningkatkan akurasi estimasi 
[21]. Penelitian yang dilakukan oleh Jørgensen 
[7] juga menemukan bahwa model gabungan 
menghasilkan estimasi yang lebih baik 
daripada model individual. 
Dataset public software effort yang sering 
digunakan untuk estimasi usaha perangkat 
lunak diantaranya Albercht, Miyazaki, China, 
Desharnais, Maxwell, Kitchenham dan 
Cocomo. Label dalam dataset software effort 
terbagi menjadi dua, yaitu: hours dan mount. 
Beberapa penelitian telah menunjukkan 
bahwa tingkat akurasi dalam Software Effort 
Estimation sangat bergantung pada fitur yang 
digunakan. Selain itu, pemilihan fitur yang 
digunakan telah menunjukkan pengaruh yang 
penting terhadap ketepatan estimasi [17]. 
Beberapa teknik dikembangkan untuk 
mengatasi masalah pengurangan fitur yang 
tidak relevan dan redundant fitur (fitur yang 
sama). Seleksi Fitur (variable elimination) 
membantu dalam memahami data, mengurangi 
kebutuhan komputasi, mengurangi efek 
dimensi dan meningkatkan kinerja prediksi 
[22]. 
Menurut Kabir, Shahjahan dan Murase 
[23] tujuan utama dari seleksi fitur adalah 
untuk menyederhanakan dan meningkatkan 
kualitas dataset dengan memilih fitur-fitur 
yang relevan. Seleksi fitur dilakukan dengan 
menghapus fitur yang kurang relevan dari 
kumpulan data asli tanpa mengorbankan 
kinerjanya. 
Secara umum, pendekatan pemilihan fitur 
terbagi menjadi tiga kategori, yaitu: Filter, 
Wrappers, atau Embedded algorithms [24], 
[25]. Teknik filter dilakukan dengan menilai 
relevansi fitur dengan melihat sifat intrinsik 
data. Dalam banyak kasus, nilai relevansi fitur 
dihitung, dan fitur dengan skor rendah atau 
batasan yang ditentukan akan dihapus. Setelah 
itu, fitur pilihan ini disajikan sebagai data baru 
untuk algoritma klasifikasi/prediksi. Dalam 
metode filtering, sebuah fitur dapat dipilih 
berdasarkan beberapa kriteria yang telah 
ditetapkan sebelumnya [25].  
Karena hal tersebut maka dalam penelitian 
ini peneliti akan melakukan komparasi kinerja 
metode indiviudal k-NN dan metode seleksi 
fitur dengan algoritma k-NN pada Software 
Effort Estimation. Sehingga dapatkan 
diketahui model yang lebih akurat untuk 
Software Effort Estimation. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang di atas maka 
rumusan masalah penelitian ini yaitu: 
“Bagaimana komparasi kinerja antara metode 
individual k-NN dengan metode seleksi fitur 
dengan algoritma k-NN pada Software Effort 
Estimation?” 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah di atas maka 
penelitian ini bertujuan untuk mengetahui 
kinerja terbaik antara metode individual k-NN 
dengan metode seleksi fitur dengan algoritma 
k-NN pada Software Effort Estimation. 
1.4 Manfaat Penelitian 
Hasil penelitian ini diharapkan dapat 
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memberikan manfaat sebagai berikut: 
a. Dapat digunakan untuk melakukan 
estimasi berapa banyak sumber daya 
yang dibutuhkan untuk menyelesaikan 
sebuah proyek pengembangan 
perangkat lunak sehingga lebih 
akuran. 
b. Memberikan sumbangan dalam 
pengembangan dan penerapan model 
gabungan untuk meningkatkan kinerja 
algoritma k-Nearest Neighbor dalam 
menangani masalah data dengan fitur 
yang tidak relevan pada dataset 
Software Effort Estimation. 
 
2. TINJAUAN PUSTAKA 
2.1 Penelitian Terkait 
Beberapa penelitian terkait estimasi usaha 
perangkat lunak yang dijadikan state-of-the-art 
pada penelitian ini sebagai berikut: 
Wen, Li, Lin, Hu dan Huang [2] yang 
melakukan Literature Review tentang metode-
metode Software Effort Estimation yang 
digunakan dalam melakukan estimasi dari 
tahun 1991 sampai 2010. Dari 84 paper yang 
terdiri dari 59 paper yang terbit di jurnal, 24 
paper yang terbit di conference atau 
proceeding dan satu paper dari chapter buku 
diketahui bahwa algoritma k-Nearest Neighbor 
(k-NN) merupakan yang paling banyak 
digunakan untuk melakukan estimasi usaha 
perangkat lunak yaitu sebanyak 37% dan 
disusul oleh Artificial Neural Networks 
(ANN) sebanyak 26%. Metode k-NN 
memperlihatkan hasil yang bagus untuk 
kumpulan data kecil dan juga mampu 
mengatasi data yang outlier. Namun metode k-
NN tidak toleran terhadap fitur yang tidak 
relevan dan sangat mempengaruhi akurasi k-
NN. 
Aditya [11] yang melakukan perbandingan 
metode individual Machine Learning 
menggunakan dua dataset Software Effort 
Estimation yaitu Albercth dan Deshernanis. 
Metode yang dibandingkan yaitu support 
vector machine, k-nearest neighbor, neural 
network dengan parameter evaluasi yang 
digunakan adalah Root Mean Square Error 
(RMSE). Dari hasil komparasi RMSE anatara 
tiga model yang digunakan menunjukkan 
bahwa k-NN lebih unggul dibandingkan 
dengan SVM dan NN. Namun dengan 
penggunaan hanya 2 dataset Software Effort 
Estimation penelitian ini masih memiliki 
kelemahan pada inkonsitensi hasil penilitian 
jika digunakan pada dataset lain. 
Liu, Xiao dan Zhu [14] tentang Software 
Effort Estimation berfokus pada algoritma k-
NN sebagai algoritma estimasi. Penulis 
mengkombinasikan algoritma k-NN dengan 
metode usulan untuk pemilihan fitur yaitu 
localized neighborhood mutual information 
based feature selection (LFS). Metode LFS 
diusulkan untuk meminimalkan dampak 
informasi yang tidak dapat dijelaskan dalam 
pemilihan fitur. Metode validasi model 
eksperimen menggunakan leave-one-out cross 
validation (LOOCV) dengan keritera evaluasi 
yang digunakan yaitu: Mean Absolute 
Residual (MAR) dan Mean Magnitude 
Relative Error (MMRE). 
2.2 Landasan Teori 
2.2.1 Software Effort Estimation 
Menurut Presman estimasi sumber daya, 
biaya, dan waktu untuk usaha rekayasa 
pengembangan perangkat lunak membutuhkan 
pengalaman serta akses terhadap historis 
informasi yang baik. Caper Jones juga 
menyebutkan bahwa pendekatan estimasi yang 
baik dan historis data yang solid dapat menjadi 
harapan yang baik akan keberhasilan atas 
permasalahan estimasi yang tidak mungkin 
[26]. Steve McConnell menyebutkan bahawa 
estimasi yang bagus adalah estimasi yang 
memberikan pandangan yang cukup jelas 
tentang kenyataan proyek sehingga pemimpin 
proyek dapat mengambil keputusan yang baik 
tentang bagaimana mengendalikan proyek agar 
mencapai targetnya [5] 
2.2.2 Data Mining 
Data mining adalah proses menemukan 
pola dan pengetahuan dari sejumlah besar 
data. Sumber data dapat mencakup database, 
server data, Web, repositori informasi lain atau 
data yang dialirkan ke sistem secara dinamis. 
Sebagai sebuah proses penemuan 
pengetahuan, data mining biasanya melibatkan 
pembersihan data, integrasi data, pemilihan 
data, transformasi data, penemuan pola, 
evaluasi pola, dan menemukan pengetahuan. 
Salah satu domain dalam data mining adalah 
Machine learning. Metode machine learning 
melakukan pengolahan data dengan mesin atau 
computer [27]. 
2.2.3 k-Nearest Neighbor 
k-Nearest Neighbor (k-NN) adalah suatu 
metode yang menggunakan algoritma 
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supervised dimana hasil dari query instance 
yang baru diklasifikan berdasarkan mayoritas 
dari kategori pada k-NN. [28]. 
k-Nearest Neighbor (k-NN) adalah 
algoritma klasifikasi yang sederhana dan 
efektif. k-NN terdiri dari dua tahap, yaitu: 
pelatihan dan ujian yang dilakukan dengan 
memeriksa jarak dari setiap sampel uji ke 
sampel pelatihan untuk mengklasifikasikan 
setiap sampel uji. Nilai k karus dipilih 
berdasarkan dataset yang memiliki kelas 
sedangkan metrik jarak adalah parameter 
penting lainnya yang digunakan untuk 
menghitung dekat atau jauhnya tetangga dari 
sampel uji [29]. 
Tahapan untuk algoritma k-NN dapat 
penulis urutkan yaitu: 1) Tentukan nilai K, 2) 
Hitung jarak antara data baru dan semua data 
latih yang sudah ada dengan metrik jarak, 3) 
Tentukan K label data yang mempunyai jarak 
yang paling minimal, 4) Klasifikasikan data 
baru kedalam label data yang mayoritas 
Ada berbagai metrik jarak pada k-NN 
namun metrik jarak Manhattan dan Euclidean 
merupakan matrik jarak yang paling banyak 
digunakan. Akurasi hasil dari kedua metrik 
jarak tersebut memperoleh hasil yang berbeda-
beda [29]. 
3. METODE PENELITIAN 
3.1 Persiapan Data 
Penelitian ini menggunakan dataset public 
untuk Software Effort Estimation yang dapat 
diunduh melalui situs 
http://openscience.us/repo/effort/. Pada tahap 
pengolahan data, transformasi data dan 
pemilihan fitur pada masing-masing dataset 
dilakukan ke dalam bentuk yang dibutuhkan 
pada penelitian untuk metode yang diusulkan. 





Satuan Min Max Mean 
Albrecht 8 24 Hours 0,5 105,2 22 
Miyazaki 9 48 Hours 5,6 1.586 87 
Kemerer 8 15 Hours 23,2 1.107 219 
 
3.2 Metode yang Diusulkan 
Peneliti mengusulkan untuk melakukan 
mengkomparasi metode machine learning k-
Nearest Neighbor (k-NN) dan menambahkan 
algoritma Seleksi Fitur Median Weighted 
Information Gain (Median WIG) dan Forward 
Selection (FS). 
Model yang diusulkan dalam penelitian ini 
mulai dari pengolahan dataset hingga 
menghasilkan model dan selanjutnya model 
akan diuji dengan menggunakan dataset 
testing. Dataset akan dilakukan pengujian 
dengan menggunakan algoritma berbeda 
secara bergantian. Hasil dari pengujian ini 
akan dilakukan komparasi algoritma mana 
yang paling akurat. Tahapan eksperimen dan 
pengujian metode dalam penelitian ini adalah 
sebagai berikut: 
1. Melakukan pengujian metode individual k-
Nearest Neighbor menggunakan 3 dataset 
public Software Effort Estimation berlabel 
hours yaitu: Albrecht, Miyazaki, Kemerer. 
2. Melakukan pengujian metode seleksi fitur 
Forward Selection (FS) k-Nearest 
Neighbor menggunakan 3 dataset public 
Software Effort Estimation berlabel hours 
yaitu: Albrecht, Miyazaki, Kemerer. 
3. Melakukan pengujian metode Median-
WIG k-NN menggunakan 3 dataset public 
Software Effort Estimation berlabel hours 
yaitu: Albrecht, Miyazaki, Kemerer. 
Tahapan-tahapan pengujian metode 
yang diusulkan dalam penelitian ini adalah 
sebagai berikut: 
a. Lakukan pengolahan data awal dengan 
transformasi setiap data pada dataset 
asli dengan fungsi Binary Sigmoid 
(Logsig). 
b. Lakukan seleksi fitur dengan Median 
Weighted Information Gain (Median 
WIG) dan bentuk dataset baru dengan 
cara menentukan fitur yang relevan 
dengan kriteria (threshold) yaitu nilai 
fitur yang diatas median akan 
dipertahankan untuk digunakan dan 
fitur dibawah median akan 
dihilangkan. 
4. Melakukan pembahasan komparasi hasil 
estimasi menggunakan nilai RMSE antara 
metode individual k-Nearest Neighbor, 
metode seleksi fitur Forward Selection 
(FS) dengan k-Nearest Neighbor dan 
metode seleksi fitur Median Weighted 
Information Gain (Median WIG) dengan 
k-Nearest Neighbor. 
4. HASIL PENELITIAN 
4.1 Pengujian Metode Individual k-Nearest 
Neighbor 
Hasil perhitungan dengan Rapidminer 
metode individual k-NN menggunakan 
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parameter k = 1 dan perhitungan jarak 
Euclidean Distance diperoleh hasil perhitungan 
nilai RMSE pada public Software Effort 
Estimation berlabel hours sebagai berikut: 






Dapat diketahui berdasarkan tabel diatas 
hasil perhitungan nilai RMSE yang diperoleh 
pada dataset Albrecht sebesar 6.583, dataset 
Miyazaki sebesar 68.096, dataset Kemerer 
sebesar 143.634. 
4.2 Pengujian Metode Seleksi Fitur 
Forward Selection (FS) dengan 
Algoritma k-Nearest Neighbor 
Hasil perhitungan dengan Rapidminer 
metode Forward Selection (FS) k-NN dengan 
parameter k-NN menggunakan k = 1 dan 
perhitungan jarak Euclidean distance diperoleh 
hasil perhitungan nilai RMSE pada 6 dataset 
Software Effort Estimation sebagai berikut: 
Tabel 3 Keseluruhan Nilai RMSE metode FS 
k-NN 





Dapat diketahui bahwa hasil perhitungan 
metode FS k-NN pada tabel diatas 
menunjukkan nilai RMSE yang diperoleh untuk 
dataset Albrecht sebesar 1391.497,  dataset 
Miyazaki sebesar 55.421, dataset Kemerer 
sebesar 123.081. 
4.3 Pengujian Metode Seleksi Fitur Median 
WIG k-Nearest Neighbor 
Langkah pertama lakukan pengolahan data 
dengan melakukan transformasi setiap data 
dengan fungsi Binary Sigmoid (Logsig). 
Setelah diperoleh data hasil transformasi setiap 
data dengan fungsi Binary Sigmoid (Logsig) 
lakukan perhitungan nilai entropy setiap data. 
Setelah diperoleh data hasil entropy lalu hitung 
nilai gain setiap data tersebut dan kemudian 
hitung median kumpulan data untuk nantinya 
dilakukan seleksi fitur pada dataset. 
Pengujian Metode Median WIG k-Nearest 
Neighbor pada Dataset Albrecht diperolah 
nilai median sebesar 0.197 sehingga terdapat 3 
fitur yang akan dihilangkan dikarenakan nilai 
dibawah median (fitur tidak relevan) yaitu fitur 
Input, Inquiry dan File. Serta terdapat 4 fitur 
diatas median (fitur relevan) yaitu fitur Output, 
FPAdj, RawFPcounts, AdjFP serta 1 label 
Effort yang akan dipertahankan. Pada Dataset 
Miyazaki diperolah nilai median sebesar 0.109 
Sehingga terdapat 3 fitur yang akan 
dihilangkan dikarenakan nilai dibawah median 
(fitur tidak relevan) yaitu: KLOC, ESCRN, 
EFILE. Serta terdapat 4 fitur diatas median 
(fitur relevan) yaitu fitur SCRN, FORM, FILE, 
EFORM serta 1 label MM yang akan 
dipertahankan. Pada Dataset Kemerer 
diperolah nilai median sebesar 0.221 Sehingga 
terdapat 3 fitur yang akan dihilangkan 
dikarenakan nilai dibawah median (fitur tidak 
relevan) yaitu: Language, Hardware, KSLOC. 
Serta terdapat 3 fitur diatas median (fitur 
relevan) yaitu: Duration, AdjFP, RAWFP serta 
1 label EffortMM yang akan dipertahankan.  
Pengujian dataset baru Software Effort 
Estimation dengan algoritma k-Nearest 
Neighbor menggunakan rapidminer. Hasil 
perhitungan dengan Rapidminer metode usulan 
Median-WIG k-NN dengan parameter k-NN 
menggunakan k = 1 dan perhitungan jarak 
Euclidean distance diperoleh hasil perhitungan 
nilai RMSE sebagai berikut: 
Tabel 4 Keseluruhan Nilai RMSE metode 
Median-WIG k-NN 





Dapat diketahui bahwa hasil perhitungan 
metode Median-WIG k-NN pada tabel diatas 
menunjukkan nilai RMSE yang diperoleh untuk 
dataset Albrecht sebesar 5.958,  dataset Miyazaki 
sebesar 62.363, dataset Kemerer sebesar 131.027. 
4.4 Pembahasan Komparasi Hasil Nilai 
RMSE 
Pada tahap ini dilakukan perbandingan 
nilai RMSE dari seluruh metode dengan 
parameter k-NN menggunakan k = 1 dan 
perhitungan jarak Euclidean Distance. 
Berdasarkan hasil pengujian metode individual 
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k-Nearest Neighbor, seleksi fitur Forward 
Selection (FS) dan k-Nearest Neighbor, 
metode usulan seleksi fitur Median Weighted 
Information Gain (Median WIG) dan k-
Nearest Neighbor yang keseluruhan hasil nilai 
RMSE dapat dilihat pada tabel dibawah ini: 







Albrecht 6.583 6.454 5.958 
Miyazaki 68.096 55.421 62.363 
Kemerer 143.634 123.081 131.027 
 
Dari hasil pengujian yang telah di lakukan 
diatas menghasilkan nilai RMSE terkecil 
yaitu: pada dataset Albrecht sebesar 5.953 
menggunakan metode Median-WIG k-NN, 
pada dataset Miyazaki sebesar 55.421 
menggunakan metode FS k-NN, pada dataset 
Kemerer sebesar 123.081 menggunakan 
metode FS k-NN. 
Hasil pengujian menunjukkan bahwa 
metode individual k-NN memperoleh nilai 
RMSE yang paling rendah dibandingkan 
dengan metode integrasi seleksi fitur dan k-
NN, hal ini menunjukkan bahwa metode 
individual k-NN tidak dapat mengatasai data 
dengan fitur yang kurang relevan dan sangat 
mempengaruhi dari akurasi estimasi yang 
dilakukan. 
Dari hasil komparasi seluruh pengujian 
tersebut diketahui bahwa metode seleksi fitur 
terbukti mampu meningkatkan akurasi 
estimasi yang ditunjukkan dengan penurunan 
nilai RMSE yang signifikan pada seluruh 
dataset. Sehingga terjadi peningkatan kinerja 
setelah menggunakan metode seleksi fitur. 
Secara keseluruhan dilihat dari RMSE seluruh 
dataset metode FS k-NN memiliki kinerja 
yang paling baik karena telah unggul pada 2 
dataset. 
Metode FS dapat meningkatkan akurasi 
secara signifikan algoritma k-NN pada 
Software Effort Estimation dengan unggul 
pada 2 dataset. Hal ini membuktikan fitur yang 
tidak relevan sangat mempengaruhi akurasi 
dalam melakukan estimasi. Dengan 
penggunaan metode yang diusulkan dengan 
menghilangkan fitur yang tidak relevan 
mampu meningkatkan akurasi estimasi yang 
dilihat dari penurunan nilai RMSE secara 
signifikan menjadi lebih kecil. 
5. KESIMPULAN 
Berdasarkan hasil penelitian yang telah 
dilakukan maka kesimpulan dari peneliti ini 
yaitu: 
Fitur yang tidak relevan sangat 
mempengaruhi akurasi dalam melakukan 
estimasi. Dengan penggunaan metode seleksi 
fitur dapat mengatasi masalah fitur yang tidak 
relevan, hal tersebut mampu meningkatkan 
akurasi estimasi yang dilihat dari penurunan 
nilai RMSE secara signifikan menjadi lebih 
kecil dari pada penggunaan metode individual 
k-NN. 
Hasil komparasi menunjukkan bahwa 
metode Forward Selection (FS) dan Median 
Weighted Information Gain dengan k-Nearest 
Neighbor dapat mengatasi masalah fitur yang 
tidak relevan sehingga mampu meningkatkan 
akurasi pada dataset Software Effort 
Estimation dengan RMSE menjadi lebih kecil 
yaitu pada dataset Albrecht sebesar 5.953 
menggunakan metode Median-WIG k-NN, 
pada dataset Miyazaki sebesar 55.421 dan 
Kemerer sebesar 123.081 menggunakan 
metode FS k-NN. 
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