Generalized algebraic structures for the representation of discrete systems  by Moeller, Thomas L. & Milstein, Jaime
Generalized Algebraic Structures 
for the Representation of Discrete Systems 
Thomas L. Moeller and Jaime Milstein 
The Aerospace Corporation+ 
2350 East El Segundo Boulevard 
El Segundo, Califo~rnia 90245 
Submitted by Moshe Goldberg 
ABSTRACT 
General algebraic structures are introduced and used to develop representations 
for discrete systems. Properties of the structures and mappings between the structures 
are derived. The first general structure presented is based on a free monoid of 
m-tuples of mappings. A second general structure is presented that is based on a 
commutative ring of functions with finite support. These structures are specialized to 
obtain representations for three models of discrete systems: finite-state machines. 
Petri nets, and inhibitor nets. Uniqueness of the representations is established, and 
examples of representations for each type of svstem are given. 0 1998 Elseviclr 
Science Inc. 
INTRODUCTION 
Previous work on algebraic representations for discrete systems has 
concentrated on developing representations for finite-state machines. These 
representations are in the form of elements of semigroups [l], formal 
languages [2], and power series [3, 41. 
We developed algebraic structures appropriate for representation of fi- 
nite-state machines [5, 61. In this paper we present a generalized form of 
those structures, applicable to representation of a wide range of discrete 
systems including finite-state machines, Petri nets, and inhibitor nets. 
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Starting with finite sets and well-defined mappings, we develop an abelian 
monoid and a commutative ring whose elements can be associated with 
discrete systems. General expressions for elements of these structure are 
given, and conditions under which representations of systems are valid are 
established. The representations are shown to be unique in the sense that any 
two systems with different behavior map into distinct elements of the 
algebraic structure. 
Specialization of the structures to the representation of finite-state ma- 
chines, Petri nets, and inhibitor nets is accomplished. Examples for each of 
the three systems which illustrate specific 
are given in terms of elements of both the 
ring structures. 
2. PRELIMINARIES 
properties of the representations 
abelian monoid and commutative 
Denote the ring of integers by Z, the set of positive integers by Z+, and 
the set of nonnegative integers by N. Define the finite index set Jk (which 
will be used throughout this article), for any k E Zf, as Jk = 11, . . . , k), and 
Jo as the null set 0. 
We next define certain sets and functions that are essential for our theory. 
These sets are the building blocks for constructing mappings to algebraic 
structures that we define in later sections. 
2.1. The Sets !P and !ff 
Let E be an arbitrary finite, nonempty set enumerated by E = 
{5i>, . . , El} with lE\ = 1, 1 E Z+. Then for any positive integer m define the 
set T of Cartesian products 
I$J= HE f+’ 
(1) 
i=l 
For H E *with H = (H,,..., H,) and Y as given in Equation (l), and 
for any ZJ E Y, then define Vy E N’ as the r-tuple, r = lm, of nonnegative 
integers 
and also denote by 0 the r-tuple, r = lm, for which each component is zero. 
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Let $ be the subset of q given by 
+ = {H qv/ovy E Y}. (3) 
2.2. Finite-State Machines 
A finite-state machine is defined as a 5-tuple (Q, 2, A, 6, A) in which Q. 
2, and A are finite, nonempty, disjoint sets, and 6 : Q X I: + Q and 
h : Q X c - A are maps. Elements of Q are termed states, elements of x 
are termed inputs, elements of A are termed output.s, 6 is termed the 
next&ate mapping, and h is termed the output mapping. Let Q, C, and A 
be enumerated by 
Q = I9w.T 9A C = {x ,,..., x,}, and A = (2, ,..., z,~} 
with s, t, u E Z+, s = 191, t = ICI, and u = 1 Al. See [7] for&uther discussion 
of this 5-tuple representation for finite-state machines. 
Let E” = Q U c U A, and Y0 be a finite, nonemptv set disjoint from 
Eo, with Y, enumerated as 
yo = {y,, . ..> y,), Iy,l = n, n = st. (4) 
Let L E nf=,N’o “O with L = (L,, L,), where L,, L; E NB~lx’~~l are given 
for every (5, y) E a0 X Y0 by 
1 if 5=9ifori~I,~andy=y(,~,,t+kfork=1 . . . . . 1. 
&(JF>Y) = 1 if <= xk fork EJ~ and y = Y(,_,),+~ for i = I . . . . . . Y, 
0 otherwise, 
(*5) 
1 if & = S(qi, xk) and y = y(, ,jt+k for i E J, and k E 1, 
L,(5> y) = 1 if g= h(q,, xk) and y = Y~~_,,,+~ for i EJ,~ and k ~1, 
0 otherwise. 
Next define qM according to Equation (11, V,, according to Equation (2>, and 
TM according to Equation (3), each with m = 2, E = Z,,, and Y = Y. as 
given by Equation (4). Then L E T.&t, since the set Y,, is finite, E,, is 
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TABLE 1 
DEFINITION OF NEXT-STATE MAP 6 
41 
q2 
41 
92 
92 
41 
91 
41 
nonempty, and Y,, n &, = 0. Further, by choice of Ya, for each y E Y, 
there exists an xi, E 8, and qk, E E, such that LJx,,, y) = 1 and 
L2(9+ y) = 1. Thus Vy Z 0 for every y E Y,, and we have L E ‘bM. 
It is acceptable to represent finite-state machines as elements of &, 
because the choice of YO and definitions of L, and L, mappings imply that 
distinct finite-state machines will be represented as distinct elements of @M. 
The element L E ‘PM with L = (L,, L,) represents the finite-state 
machine (Q, C, A, 6, A) with L, and L, interpreted as follows: The arrival of 
input xi, when the machine is in state qk, is indicated by L,(rio, yj) = 1 and 
Li(qk,, yj) = 1 for some yj E Y,, with L,(t, yj> = 0 for all other 5 E ;a. 
The corresponding next state is indicated by L2( 6( xi,, qk,), yj) = 1, with the 
output of the finite-state machine indicated by L,(A( xi,, qk,), yj) = 1, and 
with L2([, yj) = 0 for all other 5 E 8,. 
EXAMPLE 1. (A finite-state machine as an element of @M). An example 
finite-state machine is given by the 5-tuple (Q, Z,, A, 6, A) with Q = {9i, 92}, 
z = IX,, X2, x,1, A = {z,, z,}, the map S defined in Table 1, and the map A 
defined in Table 2. Then using 8, = Q U Z U A-Y,, = { yi, . . . , y,}, R = 6, 
we can form the set @M. Then an element L E qM can be associated with 
this finite-state machine where L = (L,, L,) with L,, L, E NEoxYo given 
according to Equations (5) and (6) and specified in Table 3. The entries of 
Table 3 are interpreted as L,([, y): L&t, y), with empty entries taken as 
0 : 0. 
TABLE 2 
DEFINITION OFOUTPUT MAPh 
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TABLE 3 
DEFINITION OF MAPS L, AND L, 
L, : L, 
61 yo: Yl Yz Y3 Y4 Y5 YS 
Yl 1:l l:o 1:l 0:l 0: 1 
Y2 0:l I:1 1:o 1 :o 
XI 1:o 1 : 0 
Nq l:o 1 : 0 
x3 I:0 1:o 
2 , 0:l 0:l 0: 1 
z2 0:l 0:l 0: 1 
2.3. Petri Nets 
A Petri net is defined as a 4-tuple ( P, T, D,, D,) where P and T are 
finite, disjoint sets, and D,, D, E Npx T. Elements of P are termed places, 
and elements of T are termed transitions. Also associated with every Petri 
net is a mapping p E NP termed a mm-king for the net. Execution of a Petri 
net is defined in terms of changes to the marking function as defined below. 
The three basic concepts of Petri nets are given in terms of the above sets 
and mappings as follows: 
(1) Given a Petri net (P, T, D,. De) with marking F E NP, the transition 
ti E T is said to be enabled if p( 11) > Dl( p, t,) for every p E P. 
(2) Given a Petri net (P, T, D,, Dn> with marking p E NP, an enabled 
transition tj E T j&-es by generating a new marking p’ E NP for the net 
determined by 
p’( p) = p(p) - Dl( ~1, tj) + Dz( P> ‘1) vp E P. 
(3) A given Petri net (P, T, D,, D2) with initial marking p” E NP is said 
to execute by sequentially firing enabled transitions for as long as there is at 
least one enabled transition. 
The 4-tuple representation for Petri nets that we use was first introduced 
in [S]. See [9] for further discussion of Petri nets. 
N_ext define q&, according to Equation (l), V,, according to Equation @), 
and qh, according to Equation (3), all assuming m = 2, % = P, and Y = T. 
For the Petri net (P,T, D,, D,) let D E FIf=,NPXT, D = CD,, D,), where 
D,, D, E Npx?‘. Assume T # 0. Since P n T = 0 by definition, then we 
have D E TX. Further, assume that for every t E T, there exists p. E P and 
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TABLE 4 
DEFINITION OFMAPS D, AND D, OFEXAMPLE 2 
D,: D, 
P T: t, t‘2 t3 t4 t 5 
Pl 
P2 
P3 
P4 
P5 
l:o 0:3 0:3 0:l 
1:o 
0:l 2:o 
1:l l:o 1:o 1:l 
0:l 0 : 1 0:l l:o 
i, E {J, 2) such that DiU( p,, t) # 0. Then V, # 0 for every t E T. Therefore 
D E qA,. 
The above assumptions imply that all Petri nets represented by elements 
of *,v must have at least one transition, and have no isolated transitions 
according to the definition of isolated transitions given in [9]. 
EXAMPLE 2 (A Petri net represented as an element of @N). Let %‘N be 
defined as above for P = {p,, p,, p,, p,, p5} and T = {tr, t,, t,, t,, ts). Then 
D E r&NPXT with D = (D,, D,), where D,, D, E NPxT are defined in 
Table 4, where entries are interpreted as Dl( p, t): D,( p, t>, with empty 
entries taken as 0 : 0. This represents the Petri net (P, T, D,, D,). 
2.4. Inhibitor Nets 
An inhibitor net is defined as a 5-tuple (P, T, B,, B,, B3) where P and 
T are finite, disjoint sets of places and transitions respectively (similar to 
Petri nets) and B,, B,, B, E Npx?‘. The mappings B, and B, satisfy 
B,(p, t)B,(p, t> = 0 for every (p, t> E P X T. 
The three basic concepts of Petri nets are modified for inhibitor nets and 
given in terms of the above sets and mappings as follows: 
(1) Given an inhibitor net (P, T, B,, B,, B,) with marking /.L E NP, 
the transition tj E T is said to be enabled if p( p> 2 B,( p, tj) and 
k.(p)B,(p, tj> = 0 for every p E P. 
(2) Given an inhibitor net (P, T, B,, B,, B,) with marking p E NP, the 
enabled transition tj E Tfires by generating a new marking p’ E NP for the 
net given by 
k(P) =p(P> -Bl(P,tj) + B2(P,tj) vp E P. 
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(3) A given inhibitor net (P, T, B,, B,, B,) with initial marking II” E N’ 
is said to execute by sequentially firing enabled transitions for as long as there 
is at least one enabled transition. 
See [lo] for further discussion of inhibitor nets. 
Next define *I according to Equation (l), Vy according to Equation (2). 
and +r according to Equation (3), all assuming m = 3, B = P, and Y = T. 
Let B E flfzlNPXT with B = (B,, B,, B,), where B,, B,, B,? E N”“‘ 
satisfy the constraint B,( p, t)B,( p, t) = 0 for every ( p, t) E P X ‘l’. Analo- 
gous to the Petri net case, assume T # 0. Since P n T = 0 by definition, 
then we have B E qI. Further, assume that for every f E T there exists 
PCI E P and i, E {1,2, 3} such that B,,$p,, t) f 0. Then V, f 0 for even 
t E T. Therefore B E +I. 
The above assumptions imply that all inhibitor nets represented b\r M 
elements of ?, must have at least one transition, and have no i.coZnterl 
transitions, as was the case for Petri nets. 
EXAMPLE 3 (An inhibitor net as an element of $,,). Let 
P = { p,, . . . , pl,,} and T = {r,, . . . , t6}. 
Let B E FIp=,NPXT with B = (B,, B,, B3) with B,, B2, B, E N”” ck- 
fined in Table 5, where entries are interpreted as B,( p, t) : B,( p, t) : B:,( p. t). 
with empty entries taken as 0 : 0 : 0. 
TABLE 5 
DEFINITIOK OF MAPS A, / B,, AND B, OF EXAMPLE 3 
B,:B,:B:, 
P T: t, t, t, t, ts tfi 
PI 1:o:o 0:l:O 
Pz 0:l:O l:o:o 1 : 0 : 0 0:l:O 0 : 1 : 0 
P, 0: l:o 1 : 0 : 0 1 :o:o 1:o:o 
P4 2:o:o 
P,5 3:o:o 
P6 0:l:O 0:O:l 1 : 0 : 0 
Pi 0:3:0 
PS 
PSI 
PlO 
l:o:o 1:o:o 
0:4:0 0:4:0 
l:O:O 
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3. REPRESENTATIONS BASED ON AN ABELIAN MONOID 
In what follows we define a monoid 6” and an abelian monoid fP/E 
with its canonical map r. 
3.1. The Free Monoid h* 
Let E be the arbitrary finite, nonempty set as in Section 2.1. Let N” be 
the multiplicative abelian monoid of maps from B to N, with multiplication 
given for any yi,’ y2 E N’ by 
The unit element of N” is given by the zero map on B, and is denoted by e. 
For any 5 E Z and k E Z+, let tk denote the mapping in N” whose 
value at 5 is k and value at any J, E 5, rC, # 5, is zero. Then any I_L E N’ 
can be uniquely expressed as a product 
where the product is taken over those elements of 5 for which ~(0 f 0. 
Such a product will be called a primitive monomial expression for p as in 
ml. 
We next define an algebraic structure that will be the foundation of 
everything that follows. 
Let m be a positive integer, and define fl to be the abelian monoid 
formed by the direct product of the multiplicative abelian monoid N” with 
itself m times; i.e., 
fl=fiN” (7) 
i=l 
with unit element given by the m-tuple e = (e, . . . , e), where e is the unit 
element of N’. 
Let d be the set given by ITi. = s1 - ie). Let A* denote the free monoid 
of all finite sequences of elements of R with concatenation as its binary 
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operation. We shall call elements of 6* strings. The set fi* can be written 
as 
fi* = {h E fiZ+ Isupp( h) = J,, for some n E IV}, (8) 
where supp(h) = J,, is the support set for h, i.e., 
supp( h) = (i E Z+ [h(i) f e}. 
Further, the binary operation for 6* is defined for any strings g, h E Cl* by 
(g, h) * gh, where 
i 
s(i) if i EJn, 
(gh)(i) = h(i -n) if i EJ?~,~ 
e if i>n+-k 
with 
I,,. k = 
if n = 0, k E Zf, 
if k = 0, n E Zf, 
+ 1,. . . ,TL + k} if n, k E Z+. 
The unit element of A* is given by E, with e(i) = e for every i E Z+. We 
call E the empty string. 
We express h E b* in sequence notation as 
h = (h ,,..., h,,e ,...) 
where hJ E fi, with hj = h(j), j = 1,. . . , n, and e is the unit element of R. 
Note that the hj, j = 1, . . . . n, need not be distinct. Let the length of 
h E iZ* , denoted as Length(h), be d e me f d as the cardinality of the support 
set of h, /supp(h 
3.2. The Multiplicative Abelian Monoid f?*/E 
Define the relation E c h* X h* for any strings g, h E fi2* with 
Length( g 1 = q and Length(h) = T, according to (g, h) E E if and only if 
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g=h= E or 
(a> 4, 7- E Z+ and q = r, and 
(b) there exists a bijection u : J, + Jq such that for i = 1, . . . , q we have 
g@(i)) = h(i). 
It is easy to show that E is an equivalence relation. 
For h E fi*, the equivalence class of h is denoted [h] and is given by 
PI = klk4 E El. 
The quotient set of 6* by E is denoted by fi*/E and given by 
fi*/E = [[h]lh E fi*}. (9) 
The canonical map of 6* on its quotient by E, rr : fi* -+ fl*/E, is given by 
r(h) = PI Vh E 6*. 
Then fi*/E is itself a multiplicative abelian monoid with multiplication 
defined for every [g 1, [h] E fl*/E by 
Mhl = khl* 
Th,e unit element of fl*/E is given by [ E], where E is the unit element of 
0. 
3.3. The Fapping v 
Let H E q with H = (H,, . . . , H,) where Hi E IVEx ‘, i = 1, . . . , m. 
Let Y be enumerated by 
y = (Yl,...> y,), IYI = 72, n E Z+. 
For H as defined above we define the map v : @ -+ 6*/E by H ++ [h] 
where h E A* is such that Length(h) = n and 
h = (h, ,..., h,,e ,...) 
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with hj E .ii,j = l,..., rr, given in column notation by 
where hij E N”, i = 1,. . . , m, j = 1,. . . , n, are given by 
where the notation hij = Hi(*, yj> indicates that the first component is to be 
taken as an independent variable. Note that it is necessary for H to be an 
element of @ to guarantee that hj # e for j = 1,. . . , n. 
We next give properties of the abelian monoid fi*/E that will allow 
expressing v(H) in a succinct form. 
3.4. Properties of l?*/E 
Let f : A + B be a map, and B’ a subset of B. We denote the inverse 
image of B’ by f-‘( B’), i.e., the subset of A consisting of all x E A such 
that f(x) E B’. 
Let A’ be a subset of A. We denote the image of A’ under f by f(A), 
i.e., the subset of B consisting of all b E B such that b =f<u> for some 
a E A’. Note that f(A) = Im f. 
LEMMA 1. Let g, h E 6*. Then (g, h) E E ifand onEy if Im g = Im h 
and I g-‘({w))l = Ih- ‘((w)>l for every w E 6. 
Proof. See Appendix. 
A direct consequence of Lemma 1 is 
PROPOSITION 1. For any [g ] E fi*/E with [g] z [e] and Length(g) = n, 
n E Z+, there exists {wl,. . . , w,} c h, r E Zf and k,, . . . , k, E Z’ such 
that 
g(J”) = Iwl>...awrl 
and ki E Z+, i = 1, . . . , r, are given by 
ki =k’(bd)l~ 
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If w E d and j E Z+, we denote by wi the element of 6*/E given by 
,i = K. - ’ w, . . . , w , e, . . . ,] = l$ Kw7 e7. * - >I * 
By Proposition 1, any [h] E 6*/E with Length(h) = n can be expressed as 
the product 
%GW/’ = w,“l . ..w.“r (11) 
with 
i=l 
and ki E Z+, i = 1,. . . , r, given from Proposition 1 by 
The product (11) will b e called a primitive monomial of fi*/E. Note that ki 
is the number of times that wi appears in any string g E [h]. 
THEOREM 1. The primitive monomial expression for every [h] E fi*/E 
is unique. 
Proof. Let [h] h ave the primitive monomial expansion 
with {w,, . . . , w,) = h(J,) and 
ki =Ih-l({wi])l, i = l,..., t-. 
GENERALIZED ALGEBRAIC STRUCTURES 173 
Suppose there exists [g] E fl*/E with primitive monomial expansion 
where (v,, . . . , vq) = g(Jn) and 
ji =Ig-‘({vt])l, i = I,..., q, 
such that [g] = [h]. 
From the supposition [g] = [h] we have g E [h] and h E [g], which 
implies (g, h) E E. Th en Lemma I implies Im g = Im h, which implies 
r = c/ and 
{b-, VJ = {w, . . . > w,} .
Because the two sets are equal, there exists a bijection v : Jr + Jr such that 
wi=v C(Z)) i = l,..., r. 
Lemma 1 implies 
(gel({v,,iJ)l =lh-‘({wi})l, i = l,...,r. 
By definition of the exponents in a primitive monomial expression in b*/E: 
we have 
kt =ju(i)T i = l,...,r. 
Then by commutativity of multiplication in fi*/E we have that the primitive 
monomial expression for [h] is unique. ??
In Section 2 we presented examples of representations as elements of a 
suitable specialization of *. In what follows, we show that mapping these 
representations into a monoid is valid. 
3.5. Applicability of the Monoid Representation 
Because the mapping v : * -+ flIl*/E is not an injection, we must 
demonstrate for each system that such a mapping is an appropriate represen- 
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tation. In order to establish conditions under which the monoid representa- 
tions are valid, we introduce two equivalence relations on @. 
DEFINITION (The equivalence relation R). Let R c @ X @ be the 
equivalence relation defined as follows: if H, H’ E @ with 
H = (H, ,..., H,) andH’ = (Hi ,..., HA), 
where Hi E N”’ ’ and Hi E N” “’ for i = 1, . . . , m, then (H, H’) E R if 
and only if 
(a) 1Y 1 = (Y’l, and 
(b) there exists a bijection r : Y -+ Y’ such that 
Hi( 6, y) = HI( 5, r(y)) V( 5> Y) E E X Y, i = 1,. . . , 771. 
Note that when Y is enumerated as { yr, . . . , yn} and Y’ is enumerated as 
1y;>. * * > y,}, then r induces the permutation jr,. . . , j, of Jn with j, such 
that r(yk) = yjr, k = 1,. . . , 12. This permutation is denoted by cr : In -+ Jn 
with 
o(k) =j,, k = l,...,n. 
DEFINITION (The equivalence_kemel E,). Let E, denote the equiva- 
lence kernel of the mapping_ v : T + h*/E defined previously; i.el, E, is 
the equivalence relation on 9 X q defined such that for H, H’ E q, then 
(H, H’) E E, if and only if v(H) = v(H’). 
PROPOSITION 2. E, = R. 
Proof. Let H, H’ E @ be as in the definition of equivalence relation R. 
Let Y and Y’ be enumerated by Y = { yr, . . . , yn) and Y’ = ( y;, . . . , y;}. 
Assume (H, H’) E R. This implies that n = k and that there exists a 
bijection r : Y + Y’ such that Hi( 5, yj> = Hi( 5, T( y,)), i = 1,. . . , m, for 
eveiy(t,yj)EEXY,j=l ,..., n. Invoke the mapping v to obtain v(H) 
= [h] and v(H’) = [h’] with [h] = [(h,, . . . , h,, e,. . .>] and 
[h’] = [(h; ,..., K”,e ,... )]. 
Define the bijection (T : J,, + JR as j t-) a(j) such that 
r( Yj> = Y:(j)> j = l,...,n. 
This implies from the definition of mapping v that 
hj = h>(j), j = l,...,n. 
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Then by definition of the equivalence relation E we have (h, h’) E E. 
Further, by definition of the equivalence kernel E,, we have (H, H’) E E,. 
Thus R c E,. 
Conversely, assume (H, H’) E E,. This implies v(H) = v(H’). Let 
[h],[h’] E fi*/E b e such that v(H) = [h] and v(H’) = [RI. Since v(H) 
= v(H’), we have h E [h’] and h’ E [h]. Thus (h, h’) E E, which implies 
there exists a bijection CT : J,, -+ J,, such that 
We shall write u as j c) kj, j = 1,. . . , n. From the definition of the v 
mapping we have 
Hi( 6, Yj) = HI( 5, Y;,)> j = 1,. . . ) n, i = 1,. . . ) m. 
. 
Further, we define 7:Y -+ Y’ as y + 7(y) such that forj = l,...,n and 
i = l,...,m 
Hi( if> Yj) = N[( 5, ‘( Yj)). 
Thus r is given by 
T( Yj> = Yi,T j = l,...,n, 
and is a bijection, since g is a hijection. This implies (H, H’) E R. Thus 
E, c R. Therefore E, = R. ??
3.6. Monoid Representation of Finite-State Machines 
Let Cl, be the abelian monoid formed by the direct product of Equation 
(7) with m = 2, and s = E,, where zO = Q U x U A as defined in Section 
2.2: 
Further, define E, A*,, and flii*,/E as in Section 3.2, and v as in Section 3.3. 
For finite-state machines, the equivalence classes with respect to the 
equivalence relation R of Section 3.5 form collections of finite-state machines 
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with identical behavior. From Proposition 2 all finite-state machines written _ 
as elements of qM having the same behavior will map under Y to the same 
element of A&/E. Thus elements of @M that map by v to the same element 
of fii*,/E represent the same finite-state machine. 
Invoke the mapping v : ‘$M -+ f.lL/E on L E @,, with L = (L,, L,), 
where L, and L, are defined by Equations (5) and (6), to obtain v(L) = [Z] 
with [Z] E fli*,/E given for 1 E @$ by 
2 = (I1 ) . . . ,  l,,e )...) 
where n = st and lj E 6, , j = 1, . . . , n, are given by 
with lij, laj E N”o, j = 1,. . . , n, given by 
where the notation Li(-, yj), i = 1,2, indicates that the first component is to 
be taken as an independent variable. Note that all lj, j = 1,. . . , n, are 
distinct, which implies all exponents in the primitive monomial expression for 
[I] are equal to 1, and we have 
PI = ,fic. (13) 
We now express the finite-state m_achine of Example 1 as an element of 
an appropriate abelian monoid. With W, and f&/E defined in terms of the 
set E, of Example 1, we can invoke the mapping v : @j --) flii*,/E to obtain 
v(L) = [Z], where 
[l] = [(11, .. . . l,,e,...)] with j=l >a.., 6, 
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obtained using Equation (12) 
Table 3: 
41x1 
4121 
42x1 
92 z1 
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with the definitions of L, and L, taken from 
This can be written in primitive monomial notation as 
and is expanded to obtain 
PI = f-pi (14 
3.7. Monoid Representation of Petri Nets 
Let R,. be the abelian monoid formed by the direct product (7) with 
nl = 2, and E = P, where P is the place set for Petri nets from Section 2.3: 
Further, define E, Liii,, and 6*,/E as in Section 3.2, and v as in Section 3.3. 
For Petri nets, the equivalence classes with respect to equivalence rela- 
tion R of Section 3.5 form collections of nets with identical behavior. From 
Proposition 2 all Petri nets written as elements of @,Y having the same 
behavior will map under v to the same element of 6*,/E. 
Invoke the mapping - v : qx + fiTT/E to obtain ~(0) = [ctl with 
[n] G 0,/E given by 
IdI = [Cd,, . . . ,d,,, e, . .>I, 
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where dj E A,, j = = l,..., n, are given by 
with dij E NP, i = 1,2, j = l,..., n, given by 
(15) 
where D, and D, are defined in Section 2.3. Since for Petri nets dj, 
j = l,..., n,_need not be distinct, we can write [d] in primitive monomial 
notation of fin*,/E as 
WI = rJu”’ (16) 
with 
{Ul,. . .aurl = 6 Idjl 
j=l 
and ki E Z+, i = 1,. . . , r, given by 
kj =ld-‘({uj})l. 
We now express the Petri net of Example 2 as an element of an 
appropriate abelian monoid. With @N and flii*,/E defined in terms of the 
place set P of Example 2, we can invoke the mapping v : @N + fii*,/E to 
obtain v(D) = [d], where 
[d] = [(d, ,..., d,,e,...)] 
are obtained using Equation (15) with the definitions of D, and D, taken 
GENERALIZED ALGEBRAIC STRUCTURES 179 
from Table 4. This yields 
d,=(;:), d,=(P;;;;4), 
Note that the two identical columns in Table 4 corresponding to t, and t, 
yield identical ordered pairs d, and d,. Thus [d] can be written in primitive 
monomial notation of &/E as 
with 
u1 = d,, uz=&, uz=ds> u4=4 
and k, = k, = k, = 1 and k, = 2. This primitive monomial is expanded to 
obtain an abelian monoid representation of the Petri net of Example 2 given 
bY 
3.8. Monoid Representation of Inhibitor Nets 
Let 0, be the abelian monoid formed by the direct product of Equation 
(7) with m = 3, and E = P, where P is the place set for inhibitor nets from 
Section 2.4: 
R,= fiiv’.. 
i=l 
Further, define E, (ii;, and flT/E as in Section 3.2, and v as in Section 3.3. 
Invoke the mapping v : @I + flT/E to obtain v(B) = [b] with [b] E AT/E 
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given by 
where bj E A,, j 
with bij E NP, i = 1,2,3, j = 1,. . . , n, given by 
where B,, B,, and B, are defined in Section 2.4. Since the b,, j = 1, . . . , n, 
need not be distinct, we can write [b] in primitive monomial notation of 
@/E as 
with 
and ki E Z’, i = 
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[b] = [(bl,,...,b,,e,...)], 
1 > *.*> n, are given by 
lb,i 
bj = b,j 
,b3j 
{Vl,..., vrJ = (J {bj} 
j=l 
1 >.--> r, given by 
ki = lb-‘({vi})l. 
We now express the inhibitor net of Example 3 as an element of an 
appropriate abelian monoid. With @I, and bT/E defined in terms of the 
place set P of Example 3, we can invoke the mapping v : @I + fiT/E to 
obtain v(B) = [b] where 
lblj 
\ 
[bl = [(bl,...,b6,e,...)] with bj = b,j , j = 1,. . . ,6, 
b3j / 
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obtained using Equation (18) with the definitions of B, 
from Table 5: 
, B,, and I?, taken 
b,=b,= j;;;j, b,= (p’3;10]. 
Note that the two identical columns in Table 5 corresponding to t, and t, 
yield identical ordered pairs b, and b,. Thus [b] can be written in primitive 
monomial notation of fiF/E as 
with 
VI= ,> b ~2 = b, > v:j = b,, Vd = bs, v5 = b, 
and k, = k, = k, = k,5 = 1 and k, = 2. This primitive monomial can be 
expanded as 
4. REPRESENTATIONS BASED ON A COMMUTATIVE RING 
_Our strategy is to map elements of fi*/E into a commutative monoid 
NC*), which is a subset of the desired commutative ring. 
4.1. The Monoid_N(” 
We denote by N (o) the additive monoid of mappings 6 + N yhich are 
zero almost everywhere with addition defined for any J+!J,, I+!J; E N’““’ by 
($1 + &j(w) = ICI,(w) + &(w) VW E 5. 
The unit element of N”) is given by the zero map on fi, denoted by 0. 
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For any subset A C d let, x_+, : d -+ {0, l} denote the characteristic 
function for A; i.e., 
4.2. Category C 
Let C be the category whose objects are the maps of d into monoids. Let 
N and M be monoids. If g : d + N and f : d + M are two objects in 
category C, we define a morphism from g to f to be a monoid homomor- 
phism y : N_+ M such that f = y 0 g. 
Let p : R + fi*/E be the injective mapping 
p(w) = w1 VW E ii. 
Let cp : fi -+ N (‘) be the injective mapping 
v(w) = X(w) VW E ii. 
(21) 
(22) 
THEOREM 2. 6*/E z N'"', 
We first prove two lemmas. 
LEMMA 2. Every element of fi*/E can be written uniquely as a finite 
produd of elements of Im p. 
Proof. From Theorem 1, [h] E fi*/E can be written uniquely as 
We can write [h] as 
for{wr,..., w,} c d and ki E Z+, i = 1,. . . , r, with ki = jh-‘({w,})l. Since 
r and all ki are finite, [h] has been written as a finite product of elements of 
GENERALIZED ALGEBRAIC STRUCTURES 183 
Im CL. Since [h] 1s arbitrary, this completes the proof. ??
LEMMA 3. Every element of NC’) can he written uniquely as a finite 
sum of elements of Im cp. 
Proof. By definition, for any nonzero element I) E N”) there exists 
{WI,. . . ,wJ = supp(J/) c d and ki E Z’, k, = I,!J(w~>, i = 1, . . . , r, and 
I)(W) = 0 for all other w E a. Therefore, I) can be uniquely written in 
characteristic-function notation as 
* = C ki X(w,). 
i=l 
However since 
then I+!J has been written as a finite sum of elements of Im q. Since Cc, is a 
general element of N (o), this completes the proof. ??
Proof of Theorem 2. To prove there exists an isomorphism from fi*/E 
to N(o), let /A and q be the maps defined by Equations (21) and (22) 
respectively. Then both p and 9 are in category C. Given any abelian 
monoid M and any object f of category C for which f : h + M, by Lemma 
2 (i.e., every element of fi*/E can be written uniquely as a finite product of 
elements of Im /_L) there exists a unique morphism from /_L to f denoted by 
f * : 6*/E -+ M that satisfies f = f * 0 R. Then /.L is a universal object of C. 
When the binary operation of the abelian monoid M is written additively, 
this unique morphism f * : fi*/E + M is given by the monoid homomor- 
phism 
f* ( l!iw:‘) = I? k,f(wi) 
i=l i=l 
for every primitive monomial wfl .a. w,!r of b*/E. 
Using Lemma 3, a similar argument implies p is also a universal object in 
C. Then_ we can write the morphism from p to p taking f * = q* and 
M = NC”‘, i.e., ‘p* : fi*/E -+ N cn), is the unique monoid homomorphism 
given for every primitive monomial w,“l .*a w,“r of fi*/E by 
P* ,Ijw/’ = i: ki’P(wi). 
i I i=l 
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Since p and q are both universal objects in the ,same category, then by 
uniqueness of universals, the morphism from Al. to p given by qo* is an 
isomorphism. Therefore 6*/E is isomorphic to N(o). ??
4.3. , The Commutative Ring Z(“) 
In what follows we introduce the desired commutative ring and the 
appropriate mappings. 
For any mapping 5 : s1 + Z denote the support set of 5 by supp( 5 ). Let 
Zen) be the set of all mappings from R to Z that are zero almost everywhere; 
i.e., 
Z(o) = (5 E Z”lIsupp( [)I < m}. (23) 
Define addition and multiplication for any <r, c2 E Z(O) for every w E fl by 
( 4-1 + L?>(w) = 51(w) + 52(w) 7 
Then Z(‘) together with these addition and multiplication operations consti- 
tute an entire ring, which we call the R-algebra over Z. The additive unit 
element is given by the zero function on 0, which we denote as 0. The 
multiplicative unit element is denoted as e E Zen) and given by 
e(w) = 1 1 for w=e, 0 for w#e VW E s1. 
For any subset A C fl let xA : s1 + (0, 1) denote the characteristic 
function for A c Cl. Then by definition of Z’“‘, for any [ E Z’“‘, iJ Z 0, 
there exists r E Z+, {wl,. . . , w,} c iI, and zi E Z - (01, i = 1,. . . , r, such 
that 
supp(5) = {W~,...,W,) 
with 
l(w) = 
i 
(“,i if w=wiforiEJr, 
if wPsupp(5) 
VW&, 
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so that 5 can be written as 
J= i'i*(w,) 
i= 1 
We call this the characteristic-functio7E expression for 5. 
4.4. The_ Mapping K 
Since N(n) c Z’“‘, we can define the insertion L : N’“’ - Z’“’ as 
We define K : fi*/E +Z(‘) by K= Lo(p*, where q* is the unique 
monoid homomorphism given in the proof to Theorem 2. Using the defini- 
tions of L, cp, and ‘p.+ , we obtain 
= k ki X(w,) 
i=l 
(24) 
for every primitive monomial WV:’ *e* w,“r of b*/E. 
COROLLARY 1. K is an injective map. 
Proof. Since L is an injection by definition, and q.+ is an isomorphism 
by Theorem 2, then K is an injection. H 
Corollary 1 implies that distinct elements of fi*/E are mapped by K into 
distinct elements of the ring Z(o). 
We can now map any element of 3! to Z (“) bv invoking the mappings v , 
and K. 
Figure 1 summarizes all the mappings with their domains and ranges. 
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FIG. 1. Basic mappings. 
4.5. Bracket Notation for Characteristic Functions 
For A c R, with A a singleton subset of CI, we have A = {w] C a, with 
where wi E N”, i = l,...,m. 
We shall write kx,,, for any k E Z+ as k[w], or 
X 
and call this the bracket notation for N(n) c Z(“). 
4.6. Commutative-Ring Representation of Finite-State Machines 
Let Z(‘M) be the R,-algebra as defined in Section 4.3 with fi, the 
multiplicative monoid of Section 3.6. 
We now invoke K : 62*,/E + Z(‘M) on the representation for finite-state 
machine given by [I] E fi*,/E, where [I] is given by Equation (13). This 
yields a representation for the finite-state machine as an element of the ring 
Zen,) given by K([Z]) = h with h E N(~M) given by 
= c X(1,). 
j=l 
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We now express the finite-state machine of Example 1 as an element of 
an appropriate commutative ring. With A*,/E defined as in Section 3.6, we 
can invoke mapping K to obtain ~([l]) = A given by 
Factoring yields 
A= [:::],([:jx+ [Jr],) + [;:],[ajx 
+[;:],([::],+ [ :I,) [:::l,[r:]x* 
4.7. Commutatioe-Ring Representation of Petri Nets 
Let Zen\) be the RN-algebra over Z as define in Section 4.3, with fl, the 
multiplicative monoid of Section 3.7. We now invoke K : h2*,/E + Zcnh) on 
the representation [d] E 6,/E with [d] gi ven by Equation (161, to obtain a 
representation as an element of the ring 6 E Zcnw) given by ~([d]) = 6, i.e., 
We express the Petri net of Example 2 as an element of an appropriate 
commutative ring. With @,,/E as defined in Section 3.7 for the place set of 
Example 2, we can invoke the mapping K : bg/E --+ Zcnv) on the represen- 
tation [d] E $!$/E to obtain ~([d]) = 6, where [d] is given by Equation 
(17), to obtain an element of Z (“J) written in bracket notation as 
4.8. Commutative-Ring Representation of Inhibitor Nets 
Let Zcnf) be the 01-algebra over Z as defined in Section 4.4, with fl, the 
multiplicative monoid of Section 3.8. We now invoke K : AT/E + Z(‘I) on 
the representation [b] E hT/E with [b] given by Equation (19), to obtain a 
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p E Zcn~) given by ~([b]) = p, i.e., 
\i=l / i=l 
We express the inhibitor net of Example 3 as an element of an appropri- 
ate commutative ring. With fiT/E as defined in Section 3.8 for the place set 
of Example 3, we can invoke the mapping K : bT/E + Zcnl) on the repre- 
sentation [b] E hT/E to obtain ~([b]) = P, where [b] is given by Equation 
(20), to obtain an element of Zcnl) written in bracket notation as 
Factoring yields 
APPENDIX. PROOF OF LEMMA I 
LEMMA 1. Let g, h E fi*. Then (g, h) E E if and only if Im g = Im h 
and Ig-‘({w})l = lhpl({w))l VW E A. 
Proof. Assume Im g = Im h and I g- ‘({w))l = I h- ‘({w))l VW E 5. To 
prove that lsupp(g)l = lsupp(h)l, let lsupp(g)l = n and Isupp(h)l = k. By 
definition of 6* we have 
supp(g) =L = u g-l(IwH. 
wc1mg W#EZ 
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Since g-‘C(w)) n g-l((w’}) = 0 for w z w’, then the sets 
kl({wl) CInIw E (Im g) - {e)} 
form a partition of Jn. Similarly 
{hel({wl) CJklw E (Im h) - Iel} 
??
form a partition of Jk. Thus 
and 
k = IJkl = c lh-‘((w})l. 
wf $me h 
The assumption that for g and h the cardinalities of all inverse images of 
singleton subsets of fi are equal implies I],,1 = 1~~ I. Therefore n = k and we 
have established that the lengths of g and h are the same. 
Next we prove there exists a bijection CT : I,, + Jn such that g(i) = 
h( a(i)), for i E Jn. We will construct such a mapping. 
Observe that since supp(g) = supp(hI = J,, (by the previous argument) 
and since by assumption Im g = Im h, then the image of J,, under g equals 
the image of J,, under h; i.e., 
g(Jn) = h(JJ = (~1, . ..> wr} = 6, r E z+, r < n. 
Let elements of g -‘({wJ) be sequenced in ascending order 
i, < i, < ... < i, 
with k, = Igp’({wl}>l Let elements of h-l({~l}) be sequenced in ascending 
order j, <j, < e-v <j,!. Define the maps 7~~ : g-‘((wJ) + h-‘((wJ), 1 = 
1 >...> r, by 
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These mappings are well defined, since by assumption 
lg-‘({w}>l =lh-‘({w})l VW E 6 
and are all bijective mappings because they are all injective and surjective. 
Then we can construct o : J,, + J,, as an extension of the individual rrI 
maps: 
I 7ri(i) 
if i E g-‘({w,}), 
a(i) = ! 
q(i) if i E gp’({w,}). 
It is clear that cr is bijective, since each TV, I = 1,. . . , T, is bijective. 
Therefore, (g, h) E E. 
Next, assume (g, h) E E. We prove that Im g = Im h and 
lg-l({w))l = Ih-‘((w})l VW E 6. 
By definition of A*, (g, h) E E implies 
63) Isupp(g)l = Isupp(h)l = n, n E Z+; 
(b) there exists a bijection u : J,, + Jn such that 
ddi)) = h(i) Vi EJn. 
If w E Im h, w # e, then there exists i, E Jn such that h(i,) = w. Also, 
we have w = g(cr(i,,)). Thus, w E Im g, so Im h c Im g. 
Similarly, if u E Im g, u z e, then there exists j, E Jn such that 
g(j,) = U. Also, we have u = h(u-‘(j,,)). Thus, u E Im h, so Im g C Im h. 
Therefore, Im g = Im h. 
Next, let w E Im g, and define A c Z+ by A = Ii E Z+I g(i) = w). 
Then 
IAl =lg~‘({w})l. 
Since w is also in the image of h (because Im g = Im h from the above), we 
can define B c Z+ by 
B = {i E Z’lh(i) = w}. 
Then 
IBl =lh-‘({+I. 
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Since for every i E A there is a corresponding j = a-l(i) such that j E B, 
then A c B. So IAl Q IBI and Ig-‘({wJ)l < Ih-l({wI)l. 
Similarly, if j E B there is a corresponding i = a(j) such that i E A, 
then B c A. So I BI < I Al and lh-‘((w}>l < Ig-‘({wJ)l. Therefore 
lg-‘({w})l = IF-‘({+I. 
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