We present an empirical investigation of a recent class of Generative Adversarial Networks (GANs) using Integral Probability Metrics (IPM) and their performance for semi-supervised learning. IPM-based GANs like Wasserstein GAN, Fisher GAN and Sobolev GAN have desirable properties in terms of theoretical understanding, training stability, and a meaningful loss. In this work we investigate how the design of the critic (or discriminator) influences the performance in semisupervised learning. We distill three key take-aways which are important for good SSL performance: (1) the K + 1 formulation, (2) avoiding batch normalization in the critic and (3) avoiding gradient penalty constraints on the classification layer.
Introduction
Most success in machine learning has been booked in the domain of supervised learning, when large quantities of labeled data are available. However it is commonly agreed that this is not a sustainable way forward, as we want algorithms that can learn new tasks and generalize to new domains even when there is no or very little labeled data available. One succesful approach to unsupervised and semi-supervised learning are Generative Adversarial Networks (GANs) [1] , which are formulated as a min-max game between a generator g θ (z) which defines an implicit density Q θ over X ⊂ R d from which we can sample, and a discriminator D (or critic f ) which measures a distance between the "real" P r and "fake" Q θ distribution. In order to use GANs for semi-supervised learning [2, 3] or unsupervised learning [4] , typically the discriminator network is in some sense shared with a learned classifier p(y|x), with y ∈ {1 . . . K} the discrete label set. The underlying assumption is that features that are helpful towards telling real/fake apart, are also helpful towards classification. Specifically the idea of the discriminator having "K + 1" output directions, with the K + 1 th "fake" direction competing with the K "real" directions [3] has lead to strong empirical results [5] . Figure 1 : "K+1" parametrization of the IPM critic for semi-supervised learning.
In WGAN [10, 11] we approximate F the class of Lipschitz functions. WGAN-GP [11] uses a pointwise gradient norm penalty. Fisher GAN [13] introduces a tractable constraint on
which is enforced on samples from µ = P+Q 2 . Sobolev GAN [15] introduces the tractable constraint on E x∼µ ∇ x f (x) 2 on the same µ. In this paper, we investigate which IPM formulations are amenable towards semi-supervised learning, and whether we can leverage the K + 1 formulation of classical JSD-based GANs [3] .
We will investigate the "K + 1 parametrization" of the critic as introduced in [13] (See Figure 1) :
The training objective for critic and classifier now becomes:
Where the constraint term L C can contain the real and fake terms of the critic f + and f − separately. Note that p(y|x) = Softmax( S, Φ ω (x) ) y appears both in the critic formulation and in the CrossEntropy term. Intuitively this critic uses the K class directions of the classifier S y to define the "real" direction, which competes with another K + 1 th direction v that indicates fake samples.
We empirically investigate the merit of this K + 1 formulation in IPM-based GANs in Section 2.1. In Section 2.2 we investigate on which parts of the critic f, f + , f − to apply the constraint terms. Finally, in Section 2.3, we investigate the influence of activation normalization in the critic f , such as batch normalization (BN) [19] and layer normalization (LN) [20] .
Experiments
We will provide experimental results on CIFAR-10 [21] and SVHN [22] using the CNN architectures as in [13] for g θ and f , which is very close to the discriminator architecture used in [3, 23] . Unless noted otherwise this CNN will have no normalization (LN or BN) in the critic, but g θ always includes BN. Similar to the standard procedure in other GAN papers we use 4k labeled samples for CIFAR-10, 1k labeled samples for SVHN, and do hyperparameter and model selection on the standard CIFAR-10 and SVHN validation split. Hyperparameter details are in Appendix B. We provide purely supervised baseline results of the critic architecture in Appendix C.
K + 1 formulations.
We show in Table 1 the results for plain vs K + 1 critic formulation. "Plain v, Φ ω (x) " indicates the plain critic f = v, Φ ω (x) not interacting with the classifier. For the K + 1 formulations, the constraints act on the full critic, except for the combination where Fisher acts on f but Sobolev is applied to f − (see next Section). 2). In gray we indicate all settings which failed to improve over straight-up supervised training with the small set of labeled samples (Appendix C). The third and sixth column of Table 1 present results for a modified
In this formulation, f H + (x) is the negative entropy −H[p(y|x)] of the classifier for a given x, which is what is being optimized as the sole objective in [2] . This f H + is not sensitive to the magnitude of, or an additive bias to, the S y , Φ ω (x) because of the normalization constant log Z Y (x) = log(
). This could either stabilize the training and shift more focus on the K + 1 th direction v, or could limit the effectiveness of f + in contrasting between real and fake samples -which makes it interesting to investigate.
We see that in the two succesful IPMs (Fisher and Fisher+Sobolev), the K + 1 formulations give a strong gain over the plain formulation. Best results are obtained for the (unmodified) K + 1 formulation and Sobolev + Fisher constraint. Take-Away 1. The K + 1 formulation is superior over the plain f (x) = v, Φ ω (x) formulation.
2.2 K + 1: constraints on f , f + or f − Similar to the notation in [13, 15] we write the Fisher and Sobolev constraint respectively asΩ
The WGAN-GP constraint is ∇ x f (x) = 1 for points interpolated between real and fake, this is enforced throughΩ GP (f ) =
BothΩ F andΩ S are enforced with augmented lagrange multipliers with hyperparameters ρ F and ρ S , whileΩ GP is enforced with a large fixed penalty weight λ GP = 10.0.
Note now that the constraints can be enforced on either f + , f − , or the full critic f = f + − f − . To ensure that the critic is bounded, at least some constraint has to be acting on f − directly or through f , while the boundedness of f + could in principle be ensured through the CE term on the small labeled set. Note there will be non-trivial interaction between λ GP , ρ F , ρ S and λ CE . In Table 2 are results for the four different constraints and combinations acting on different parts of the critic. We see that formulations with constraints only action on f − failed: clearly the CE term alone is not enough to constrain f + . Another important conclusion is that any combination where a gradient-norm constraint (Sobolev or WGAN-GP) is acting on the full critic f , the classifier is compromised: in these settings it is impossible for the network to fit even the small labeled training set (heavy underfitting), causing bad SSL performance. Take-Away 2. We need some form of constraint acting on both f − and f + ; the CE term alone is not enough to control f + . Take-Away 3. Constraints including the gradient norm (WGAN-GP, Sobolev) should only act on f − , otherwise the network underfits.
How to normalize the critic
In the original DCGAN [24] architecture, batch normalization (BN) [19] was a crucial ingredient, both in the generator and discriminator. Even though the original WGAN still relies on BN, both WGAN-GP, Fisher GAN, and Sobolev GAN report strong results without any layerwise normalization. When the constraint involves a norm of the gradient, BN is problematic since it couples the different samples in the batch. Here we investigate as alternative to BN either layer normalization (LN) [20] or having no normalization in the critic.
One important detail which usually glossed over, is how layernorm exactly is extended to the convolutional setting, where the activations at a given layer are ∈ R C×H×W . Specifically we need to decide whether we will accumulate the statistics mean µ and variance σ 2 either into a singleton (∈ R 1×1×1 ), or separate per feature map (∈ R C×1×1 ). Similarly, we need to decide whether we will parametrize the scale g and bias b separate per feature map (∈ R C×1×1 ), or separate per pixel (∈ R 1×H×W ). In the above, we used broadcasting notation, meaning that the singleton dimensions will be expanded to perform the elementwise operations. For reference, in batch normalization for convolutional networks both mean µ, variance σ 2 , scale g/γ and bias b/β are collected separately per feature map, i.e. ∈ R C×1×1 . Implementation-wise we follow [25] in adding a small inside the square root in √ σ 2 + . The results in Table 3 lead us to conclude:
Take-Away 4. Avoid batchnorm, definitely when constraining the gradient norm in objective, but it also hurts for Fisher GAN! Take-Away 5. The layer normalization formulation with singleton stats (µ, σ 2 ∈ R 1×1×1 ) and parameters per feature map (g, b ∈ R C×1×1 ) is superior. Fisher GAN benefits from this LN, while for Sobolev+Fisher no normalization is better.
Conclusion
We empirically investigated how different types of IPM-based Generative Adversarial Networks can be used for semi-supervised learning. A comparison with literature results is given in Appendix A. Our main conclusions are (1) the K +1 formulation works, (2) batch normalization should be avoided, also in Fisher GAN, and (3) gradient penalty constraints should act on f − only, not on the full critic which includes the classifier p(y|x). 
A CIFAR-10: Comparison against literature

B Hyperparameters
Unless noted otherwise, we use Adam with learning rate η = 2e−4, β 1 = 0.5 and β 2 = 0.999, both for critic f (with and without BN / LN) and Generator (always with BN). We use λ CE = 1.5 for the K + 1 formulations (when the CE objective competes with the IPM objective), but found a lower λ CE = 0.1 optimal for the regular "plain" formulation where the classification layer S doesn't interact with the classifier. We train all CIFAR-10 models for 350 epochs and SVHN models for 100 epochs. We used some L2 weight decay: 1e−6 on ω, S (i.e. all layers except last) and 1e−3 weight decay on the last layer v. We have ρ F = 1e−7, and ρ S = 1e−8. We keep critic iters n c = 2, but we noticed marginally better results with n c = 1 for the last experiment in Table 4 . For WGAN-GP we use the WGAN-GP defaults of λ GP = 10.0, n c = 5, learning rate η D = η G = 1e−4.
C Purely supervised baseline
Misclassification rate of CIFAR-10 and SVHN, for either the typical small labeled set, or using all labels. This provides a baseline result for the performance of our critic CNN f . Here, results with BN are better than with LN, which is slightly better than without normalization. 
