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We show that postselection offers a nonclassical advantage in metrology. In every parameter-
estimation experiment, the final measurement or the postprocessing incurs some cost. Postselection
can improve the rate of Fisher information (the average information learned about an unknown
parameter from an experimental trial) to cost. This improvement, we show, stems from the neg-
ativity of a quasiprobability distribution, a quantum extension of a probability distribution. In
a classical theory, in which all observables commute, our quasiprobability distribution can be ex-
pressed as real and nonnegative. In a quantum-mechanically noncommuting theory, nonclassicality
manifests in negative or nonreal quasiprobabilities. The distribution’s nonclassically negative val-
ues enable postselected experiments to outperform even postselection-free experiments whose input
states and final measurements are optimized: Postselected quantum experiments can yield anoma-
lously large information-cost rates. We prove that this advantage is genuinely nonclassical: no
classically commuting theory can describe any quantum experiment that delivers an anomalously
large Fisher information. Finally, we outline a preparation-and-postselection procedure that can
yield an arbitrarily large Fisher information.
I. INTRODUCTION
Our ability to deliver new quantum-mechanical im-
provements to technologies relies on a better understand-
ing of the foundation of quantum theory: When is a phe-
nomenon truly nonclassical? We take negativity as our
notion of nonclassicality: Quantum states can be rep-
resented by quasiprobability distributions, extensions of
classical probability distributions. Whereas probabilities
are real and nonnegative, quasiprobabilities can assume
negative and nonreal values. Quasiprobabilities’ nega-
tivity stems from the impossibility of representing quan-
tum states with joint probability distributions [1–3]. The
distribution we use, an extension of the Kirkwood-Dirac
distribution [4–6], signals nonclassical noncommutation
through the presence of negative or nonreal quasiproba-
bilities.
One field advanced by quantum mechanics is metrol-
ogy, which concerns the statistical estimation of unknown
physical parameters. Quantum metrology relies on quan-
tum phenomena to improve estimations beyond classical
bounds [7]. A famous example exploits entanglement [8].
Consider using N separable and distinguishable probe
states to evaluate identical systems in parallel. The best
estimator’s error will scale as N−1/2. If the probes are en-
tangled, the error scaling improves to N−1 [9]. As Bell’s
theorem rules out classical (local realist) explanations of
entanglement, the improvement is genuinely quantum.
A central quantity in parameter estimation is the
Fisher information, I(θ). The Fisher information quan-
tifies the average information learned about an unknown
parameter θ from an experiment [10–12]. I(θ) lower-
bounds the variance of an unbiased estimator θe via the
Crame´r-Rao inequality: Var(θe) ≥ 1/I(θ) [13, 14]. A
common metrological task concerns optimally estimating
a parameter that characterizes a physical process. The
experimental input and the final measurement are opti-
mized to maximize the Fisher information and to mini-
mize the estimator’s error.
Classical parameter estimation can benefit from post-
selecting the output data before postprocessing. Posts-
election can raise the Fisher information per final mea-
surement or postprocessing event (Fig. 1). Postselection
can also raise the rate of information per final measure-
ment in a quantum setting. But classical postselection is
intuitive, whereas an intense discussion surrounds post-
selected quantum experiments [15–28]. The ontological
nature of postselected quantum states, and the extent to
which they exhibit nonclassical behavior, is subject to
an ongoing debate. Particular interest has been aimed
at pre- and postselected averages of observables. These
weak values can lie outside an observable’s eigenspectrum
when measured via a weak coupling to a pointer parti-
cle [15, 29]. Such values offer metrological advantages in
estimations of weak-coupling strengths [17, 22, 30–34].
In this article, we go beyond this restrictive setting and
ask, can postselection provide a nonclassical advantage
in general quantum parameter-estimation experiments?
We conclude that it can. We study metrology experi-
ments for estimating an unknown transformation param-
eter whose final measurement or postprocessing incurs an
experimental cost. Postselection allows the experiment
to incur that cost only when the postselected measure-
ment’s result reveals that the final measurement’s Fisher
information will be sufficiently large. We express the
Fisher information in terms of a quasiprobability distri-
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2FIG. 1. Classical experiment with postselection. A nonop-
timal input device initializes a particle in one of two states,
with probabilities p and 1− p, respectively. The particle un-
dergoes a stochastic transformation Γθ set by an unknown
parameter θ. Only the part of the transformation that acts
on particles in the lower path depends on θ. If the final mea-
surement is expensive, the particles in the upper path should
be discarded: they possess no information about θ.
bution. Quantum negativity in this distribution enables
postselection to increase the Fisher information above the
values available from standard input-and-measurement-
optimized experiments. Such an anomalous Fisher infor-
mation can improve the rate of information gain to ex-
perimental cost, offering a genuine quantum advantage in
metrology. We show that, within a commuting theory, a
theory in which observables commute classically, postse-
lection can improve information-cost rates no more than
a strategy that uses an optimal input and final measure-
ment can. We thus conclude that experiments that gen-
erate anomalous Fisher-information values require non-
commutativity.
This article is structured as follows. In Sec. II, we
review quantum parameter estimation and present a for-
mula for the Fisher information available from posts-
elected quantum states. In Sec. III, we first define
a quasiprobability distribution and express the postse-
lected (quantum) Fisher information in terms of it. Sec-
ond, we prove that no classically commuting theory can
describe a postselected experiment which generates more
Fisher information than can a postselection-free experi-
ment with an optimized input state and optimized final
measurement. We further prove that, whenever the post-
selected Fisher information assumes an anomalous value,
it decomposes in terms of a quasiprobability distribution
that contains negative or nonreal values. In Sec. IV, we
describe how quantum negativity leads to a metrological
advantage by enabling nonclassically large information-
cost rates. Finally, in Sec V, we discuss practical and
fundamental implications of our results.
II. POSTSELECTED FISHER INFORMATION
Consider an experiment with outcomes i and associ-
ated probabilities pi(θ), which depend on some unknown
parameter θ. The Fisher information about θ is [12]
I(θ) =
∑
i
pi(θ)[∂θ ln(pi(θ))]
2 =
∑
i
1
pi(θ)
[∂θpi(θ)]
2.
(1)
Repeating the experiment N  1 times provides, on av-
erage, an amount NI(θ) of information about θ. The
estimator’s variance is bounded by Var(θe) ≥ 1/[NI(θ)].
Below, we define and compare two types of metrolog-
ical procedures. In both scenarios, we wish to estimate
an unknown parameter θ that governs a physical trans-
formation.
Optimized prepare-measure experiment: An in-
put system undergoes the partially unknown transforma-
tion, after which the system is measured. Both the input
system and the measurement are chosen to provide the
largest possible Fisher information.
Postselected prepare-measure experiment: An
input system undergoes, first, the partially unknown
transformation and, second, a postselection measure-
ment. Conditioned on the postselection’s yielding the
desired outcome, the system undergoes an information-
optimized final measurement.
In quantum parameter estimation, a quantum state
is measured to reveal information about an unknown
parameter encoded in the state. We now compare, in
this quantum setting, the Fisher-information values gen-
erated from the two metrological procedures described
above. Consider a quantum experiment that outputs a
state ρˆθ = Uˆ(θ)ρˆ0Uˆ
†(θ), where ρˆ0 is the input state and
Uˆ(θ) represents a unitary evolution set by θ. The quan-
tum Fisher information is defined as the Fisher infor-
mation maximized over all possible generalized measure-
ments [7, 11, 35–37]:
IQ(θ|ρˆθ) = Tr
[
ρˆθΛˆ
2
ρˆθ
]
. (2)
Λˆρˆθ is the symmetric logarithmic derivative, implicitly
defined by ∂θρˆθ =
1
2 (Λˆρˆθ ρˆθ + ρˆθΛˆρˆθ ) [10].
If ρˆθ is pure, such that ρˆθ = |Ψθ〉 〈Ψθ|, the quantum
Fisher information can be written as [38]
IQ(θ|ρˆθ) = 4 〈Ψ˙θ|Ψ˙θ〉 − 4| 〈Ψ˙θ|Ψθ〉 |2, (3)
where |Ψ˙θ〉 ≡ ∂θ |Ψθ〉.
We assume that the evolution can be represented in
accordance with Stone’s theorem [39], by Uˆ(θ) ≡ e−iAˆθ,
where Aˆ is a Hermitian operator. We assume that Aˆ
is not totally degenerate: If all the Aˆ eigenvalues were
identical, Uˆ(θ) would not imprint θ onto the state in a
relative phase. For a pure state, the quantum Fisher in-
formation equals IQ(θ|ρˆθ) = 4Var(Aˆ)ρˆ0 [7]. Maximizing
Eq. 1 over all measurements gives IQ(θ|ρˆθ). Similarly,
IQ(θ|ρˆθ) can be maximized over all input states. For
a given unitary Uˆ(θ) = e−iAˆθ, the maximum quantum
Fisher information is
maxρˆ0
{IQ(θ|ρˆθ)} = 4maxρˆ0{Var(Aˆ)ρˆ0} = (∆a)2, (4)
where ∆a is the difference between the maximum and
minimum eigenvalues of Aˆ [7].1 To summarize, in an op-
timized quantum prepare-measure experiment, the quan-
tum Fisher information is (∆a)2.
1 The information-optimal input state is a pure state in an equal
superposition of one eigenvector associated with the smallest
eigenvalue and one associated with the largest.
3FIG. 2. Preparation of postselected quantum state.
We now find an expression for the quantum Fisher
information in a postselected prepare-measure experi-
ment. A projective postselection occurs after Uˆ(θ) but
before the final measurement. Figure 2 shows such a
quantum circuit. The renormalized quantum state that
passes the postselection is |Ψpsθ 〉 ≡ |ψpsθ 〉 /
√
ppsθ , where we
have defined an unnormalized state |ψpsθ 〉 ≡ Fˆ |Ψθ〉 and
the postselection probability ppsθ ≡ Tr(Fˆ ρˆθ). As before,
ρˆθ = Uˆ(θ)ρˆ0Uˆ
†(θ). Fˆ =
∑
f∈Fps |f〉 〈f | is the postse-
lecting projection operator, and Fps is a set of orthonor-
mal basis states allowed by the postselection. Finally,
the postselected state undergoes an information-optimal
measurement.
When |Ψpsθ 〉 ≡ |ψpsθ 〉 /
√
ppsθ is substituted into Eq. 3,
the derivatives of ppsθ cancel, such that
IQ(θ|Ψpsθ ) = 4 〈ψ˙psθ |ψ˙psθ 〉
1
ppsθ
− 4| 〈ψ˙psθ |ψpsθ 〉 |2
1
(ppsθ )
2
. (5)
Equation 5 gives the quantum Fisher information avail-
able from a quantum state after its postselection. Unsur-
prisingly, IQ(θ|Ψpsθ ) can exceed IQ(θ|ρˆθ), since ppsθ ≤ 1.
Also classical systems can achieve such postselected infor-
mation amplification (see Fig. 1). Unlike in the classical
case, however, IQ(θ|Ψpsθ ) can also exceed the Fisher in-
formation of an optimized prepare-measure experiment,
(∆a)2. We show how below.
III. QUASIPROBABILITY REPRESENTATION
In classical mechanics, our knowledge of a point par-
ticle can be described by a probability distribution for
the particle’s position, ~x, and momentum, ~k: p(~x,~k).
In quantum mechanics, position and momentum do not
commute, and a state cannot generally be represented by
a joint probability distribution over observables’ eigenval-
ues. A quantum state can, however, be represented by a
quasiprobability distribution. Many classes of quasiprob-
ability distributions exist. The most famous is the
Wigner function [40–42]. Such a distribution satisfies
some, but not all, of Kolmogorov’s axioms for probability
distributions [43]: the entries sum to unity, and marginal-
izing over the eigenvalues of every observable except one
yields a probability distribution over the remaining ob-
servable’s eigenvalues. A quasiprobability distribution
can, however, have negative or nonreal values. Such val-
ues signal nonclassical physics in, for example, quantum
computing and quantum chaos [2, 6, 44–52].
A cousin of the Wigner function is the Kirkwood-
Dirac quasiprobability distribution [4–6]. This distribu-
tion resembles the Wigner function for continuous sys-
tems but is well-defined for discrete systems, even qubits.
We cast the quantum Fisher information for a postse-
lected prepare-measure experiment in terms of a doubly
extended2 Kirkwood-Dirac quasiprobability distribution
[6]. To begin, we define the quasiprobability distribution
of an arbitrary quantum state ρˆ:
qρˆa,a′,f ≡ 〈f |a〉 〈a| ρˆ |a′〉 〈a′|f〉 . (6)
Here, {|f〉}, {|a〉} and {|a′〉} are bases for the Hilbert
space on which ρˆ is defined. We can expand ρˆ [53, 54]
as3
ρˆ =
∑
a,a′,f
|a〉 〈f |
〈f |a〉 q
ρˆ
a,a′,f . (7)
Let {|a〉} = {|a′〉} denote an eigenbasis of Aˆ, and let
{|f〉} denote an eigenbasis of Fˆ . We can express the post-
selected quantum Fisher information (Eq. 5) in terms of
the quasiprobability values qρˆθa,a′,f (Supp. Mat. A).
IQ(θ|Ψpsθ ) = 4
∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
aa′ − 4
∣∣∣ ∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
a
∣∣∣2, (8)
where a and a′ denote the eigenvalues associated with
|a〉 and |a′〉, respectively.4 This expression contains a
conditional quasiprobability distribution, qρˆθa,a′,f/p
ps
θ . If
Aˆ commutes with Fˆ , as they do classically, then they
share an eigenbasis for which qρˆθa,a′,f/p
ps
θ ∈ [0, 1], and the
postselected quantum Fisher information is bounded as
IQ(θ|Ψpsθ ) ≤ (∆a)2:
Theorem 1 In a classically commuting theory, no post-
selected prepare-measure experiment can generate more
Fisher information than the optimized prepare-measure
experiment.
Proof of Theorem 1.—We upper-bound the right-hand
side of Eq. 8. First, if {|a〉} = {|a′〉} = {|f〉} is a eigen-
basis shared by Aˆ and Fˆ , Eq. 6 simplifies to a probability
distribution:
qρˆθa,a′,f = 〈a| ρˆθ |a′〉 [|f〉 = |a〉][|a′〉 = |f〉] ∈ [0, 1], (9)
2 The modifier “doubly extended” comes from the experiment in
which one would measure the distribution: One would prepare ρˆ,
sequentially measure two observables weakly, and measure one
observable strongly. The number of weak measurements equals
the degree of the extension [6].
3 If any 〈f |a〉 = 0, we perturb one of the bases infinitesimally while
preserving its orthonormality.
4 We have suppressed degeneracy parameters γ in our notation for
the states, e.g., |a, γ〉 ≡ |a〉.
4where [X] is the Iverson bracket, which equals 1 if X is
true and equals 0 otherwise. Second, summing qρˆθa,a′,f/p
ps
θ
over f ∈ Fps, we find∑
f∈Fps
qρˆθa,a′,f/p
ps
θ = 〈a| ρˆθ |a′〉 〈a′| Fˆ |a〉 /ppsθ . (10)
By the eigenbasis shared by Aˆ and Fˆ , the sum simplifies
to 〈a| ρˆθFˆ |a′〉 [|a′〉 = |a〉]/ppsθ . We can thus rewrite Eq.
8:
IQ(θ|Ψpsθ ) =4
∑
a,a′
〈a| ρˆθFˆ |a′〉 [|a′〉 = |a〉]
ppsθ
aa′
− 4
∣∣∣∑
a,a′
〈a| ρˆθFˆ |a′〉 [|a′〉 = |a〉]
ppsθ
a
∣∣∣2
=4
∑
a
qaa
2 − 4
(∑
a
qaa
)2
, (11)
where we have defined the probabilities qa ≡
〈a| ρˆθFˆ |a〉 /ppsθ =
∑
f∈Fps 〈a| ρˆθ |a〉 [|f〉 = |a〉]/ppsθ .
Apart from the multiplicative factor of 4, Eq. 11 is in
the form of a variance with respect to the observable’s
eigenvalues a. Thus, Eq. 11 is maximized when qamin =
qamax =
1
2 :
max
{qa}
{IQ(θ|Ψpsθ )} = (∆a)2. (12)
This Fisher-information bound must be independent of
our choice of eigenbases of Aˆ and Fˆ . In summary, if Aˆ
commutes with Fˆ , then all qρˆθa,a′,f/p
ps
θ can be expressed
as real and nonnegative, and IQ(θ|Ψpsθ ) ≤ (∆a)2. 
In contrast, if the quasiprobability distribution con-
tains negative values, the postselected quantum Fisher
information can violate the bound: IQ(θ|Ψpsθ ) > (∆a)2.
In Supp. Mat. B, we prove a second theorem:5
Theorem 2 An anomalous postselected Fisher informa-
tion implies that the quantum Fisher information can-
not decompose in terms of a real, nonnegative doubly ex-
tended Kirkwood-Dirac quasiprobability distribution.
This inability to decompose implies that Aˆ fails to com-
mute with Fˆ . We propose two experiments that yield
anomalous Fisher-information values in Supp. Mats. C
and D.
For pure states ρˆ = |Ψ〉 〈Ψ|, the doubly extended
quasiprobability distribution can be time-symmetrically
expressed in terms of the standard Kirkwood-Dirac dis-
tribution [4–6, 50–52]: qρˆa,a′,f =
1
pf
qρˆa,f
(
qρˆa′,f
)∗
, where
qρˆa,f ≡ 〈f |a〉 〈a| ρˆ |f〉 and pf ≡ | 〈f |Ψ〉 |2.6 The distribu-
tion is invariant under complex conjugation.7 A negative
5 The theorem’s converse is not generally true.
6 See [18, 55] for discussions about time-symmetric interpretations
of quantum mechanics.
7 Not every element of the distribution is invariant, though the set
of elements is invariant.
qρˆa,a′,f therefore implies negative or nonreal values of q
ρˆ
a,f .
Similarly, a negative qρˆa,a′,f implies a negative or nonreal
weak value 〈f |a〉 〈a|Ψ〉 / 〈f |Ψ〉 [15], which possess inter-
esting ontological features (see below). Thus, an anoma-
lous Fisher information is closely related to a negative or
nonreal weak value. Had we weakly measured the observ-
able |a〉 〈a| of ρˆθ with a qubit or Gaussian pointer particle
before the postselection, and had we used a fine-grained
postselection {1ˆ− Fˆ , |f〉 〈f | : f ∈ Fps}, the weak mea-
surement would have yielded a weak value outside the
eigenspectrum of |a〉 〈a|. It has been shown that such an
anomalous weak value proves that quantum mechanics,
unlike classical mechanics, is contextual: quantum out-
come probabilities can depend on more than a unique set
of underlying physical states [22, 34, 56]. If ρˆθ had under-
gone the aforementioned weak measurement, instead of
the postselected prepare-measure experiment, the weak
measurement’s result would have signaled quantum con-
textuality. Consequently, a counterfactual connects an
anomalous Fisher information and quantum contextual-
ity. While counterfactuals create no problems in classical
physics, they can lead to logical paradoxes in quantum
mechanics [56–59]. Hence our counterfactual’s implica-
tion for the ontological relation between an anomalous
Fisher information and contextuality offers an opportu-
nity for future investigation.
IV. IMPROVED METROLOGY VIA
POSTSELECTION
In every real experiment, the preparation and final
measurement have costs, which we denote CP and CM ,
respectively. For example, a particle-number detec-
tor’s dead time, the time needed to reset after a de-
tection, associates a temporal cost with measurements
[60]. Also, the cost of postprocessing can be incorpo-
rated into CM .8 We define the information-cost rate
as R(θ) := NI(θ)/(NCP + NCM ) = I(θ)/(CP + CM ).
If our experiment conditions the execution of the fi-
nal measurement on successful postselection of a frac-
tion ppsθ of the states, we include a cost of postse-
lection, Cps. We define the postselected experiment’s
information-cost rate as Rps(θ) := Nppsθ Ips(θ)/(NCP +
NCps +Nppsθ CM ) = ppsθ Ips(θ)/(CP + Cps + ppsθ CM ), whereIps(θ) is the Fisher information conditioned on success-
ful postselection. Generalizing the following arguments
to preparation and measurement costs that differ be-
tween the postselected and nonpostselected experiments
is straightforward.
8 In an experiment, these costs can be multivariate functions that
reflect the resources and constraints. Such a function could com-
bine a detector’s dead time with the monetary cost of liquid
helium and a graduate student’s salary. However, presenting the
costs in a general form benefits this platform-independent work.
5In classical experiments, postselection can improve the
information-cost rate. See Fig. 1 for an example. But
can postselection improve the information-cost rate in
a classical experiment with information-optimized in-
puts? Theorem 1 answered this question in the nega-
tive. Ips(θ) ≤ max{I(θ)} in every classical experiment.
The maximization is over all physically accessible inputs
and final measurements. A direct implication is that
Rps(θ) ≤ max{R(θ)}.
In quantum mechanics, IQ(θ|Ψpsθ ) can exceed
maxρˆ0{IQ(θ|ρˆθ)} = (∆a)2. This result would be impossi-
ble classically. Anomalous Fisher-information values re-
quire quantum negativity or nonreality in the doubly ex-
tended Kirkwood-Dirac distribution. Consequently, even
compared to quantum experiments with optimized in-
put states, postselection can raise information-cost rates
beyond classically possible rates: Rps(θ) > max{R(θ)}.
This result generalizes the metrological advantages ob-
served in the measurements of weak couplings, which
also require noncommuting operators. References [61–
70] concern metrology that involves weak measurements
of the following form. The primary system S and the
pointer P begin in a pure product state |ΨS〉 ⊗ |ΨP〉;
the coupling Hamiltonian is a product Hˆ = AˆS ⊗ AˆP;
the unknown coupling strength θ is small; and just the
system is postselected. Our results govern arbitrary in-
put states, arbitrary Hamiltonians (that satisfy Stone’s
theorem), arbitrarily large coupling strengths θ, and ar-
bitrary projective postselections. Our result shows that
postselection can improve quantum parameter estimation
in experiments where the final measurement’s cost out-
weighs the combined costs of state preparation and post-
selection: CM  CP + Cps. Earlier works identified that
postselection cannot increase the Fisher information av-
eraged over all trials, including the trials in which the
postselection fails [71, 72]. In accordance with practi-
cal metrology, not only the Fisher information, but also
measurements’ experimental costs, underlie our result.
So far, we have shown that IQ(θ|Ψpsθ ) can exceed
(∆a)2. But how large can IQ(θ|Ψpsθ ) grow? In Supp.
Mat. C, we show that, if the generator Aˆ has M ≥ 3
not-all-identical eigenvalues, there is no upper bound
on IQ(θ|Ψpsθ ). If CP and Cps are negligible compared
to CM , then there is no theoretical cap on how large
Rps(θ) can grow. In general, when IQ(θ|Ψpsθ ) → ∞,
ppsθ × IQ(θ|Ψpsθ ) < (∆a)2, such that information is lost
in the events discarded by postselection. But if Aˆ has
doubly degenerate minimum and maximum eigenvalues,
ppsθ ×IQ(θ|Ψpsθ ) can approach (∆a)2 while IQ(θ|Ψpsθ ) ap-
proaches infinity (see Sup. Mat. D). In such a scenario,
postselection can improve information-cost rates, as long
as Cps < (1−ppsθ )CM—a significantly weaker requirement
than CM  CP + Cps.
V. DISCUSSION
From a practical perspective, our results highlight an
important quantum asset for parameter-estimation ex-
periments with expensive final measurements. In some
scenarios, the postselection’s costs exceed the final mea-
surement’s costs, as an unsuccessful postselection might
require fast feed-forward to block the final measurement.
But in single-particle experiments, the postselection can
be virtually free and, indeed, unavoidable: an unsuccess-
ful postselection can destroy the particle, precluding the
triggering of the final measurement’s detection appara-
tus [73]. Thus, current single-particle metrology could
benefit from postselected improvements of the Fisher in-
formation. A photonic experimental test of our results is
currently under investigation.
From a fundamental perspective, our results highlight
the strangeness of quantum mechanics as a noncommut-
ing theory. Classically, an increase of the Fisher infor-
mation via postselection can be understood as the a pos-
teriori selection of a better input distribution. But it
is nonintuitive that quantum mechanical postselection
can enable a quantum state to carry more Fisher infor-
mation than the best possible input state could. The
optimized Crame´r-Rao bound, obtained from Eq. 4,
can be written in the form of an uncertainty relation:√
Var(θe)(∆a) ≥ 1 [7]. Our results highlight the prob-
abilistic possibility of violating this bound. More gener-
ally, the information-cost rate’s ability to violate a clas-
sical bound leverages negativity, a nonclassical resource
in quantum foundations, for metrological advantage.
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8SUPPLEMENTARY MATERIAL
Appendix A: Derivation of Eq. 8
The nonrenormalized postselected quantum state is |ψpsθ 〉 = Fˆ Uˆ(θ) |Ψ0〉, where |Ψ0〉 〈Ψ0| ≡ ρˆ0. The first term of
the quantum Fisher information (Eq. 5) is
4
ppsθ
〈ψ˙psθ |ψ˙psθ 〉 =
4
ppsθ
Tr
(
Fˆ
˙ˆ
U(θ)ρˆ0
˙ˆ
U†(θ)Fˆ †
)
=
4
ppsθ
Tr
(
Fˆ AˆρˆθAˆ
)
(A1)
=
4
ppsθ
Tr
(∑
a
|a〉 〈a|aρˆθ
∑
a′
|a′〉 〈a′|a′
∑
f∈Fps
|f〉 〈f |
)
, (A2)
where, in Eq. A2, we have expressed Aˆ and Fˆ in their corresponding eigendecompositions. This expression can be
rewritten in terms of the doubly extended Kirkwood-Dirac quasiprobability distribution (Eq. 7):
4
ppsθ
∑
a,a′,
f∈Fps
Tr
(
aa′qρˆθa,a′,f
|a〉 〈f |
〈f |a〉
)
=
4
ppsθ
∑
a,a′,
f∈Fps
qρˆθa,a′,faa
′. (A3)
Similarly, the second term of Eq. 5 is
4
(ppsθ )
2
∣∣ 〈ψpsθ |ψ˙psθ 〉 ∣∣2 = 4(ppsθ )2 ∣∣Tr(Fˆ ρˆθAˆ)∣∣2 = 4(ppsθ )2
∣∣∣ ∑
a,a′,
f∈Fps
qρˆθa,a′,fa
∣∣∣2. (A4)
Combining the expressions above gives Eq. 8:
IQ(θ|Ψpsθ ) = 4
∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
aa′ − 4
∣∣∣ ∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
a
∣∣∣2. (A5)
Appendix B: Proof of Theorem 2
Here, we prove Theorem 2. First, we upper-bound the right-hand side of Eq. 8, assuming that all qρˆθa,a′,f/p
ps
θ ∈ [0, 1].
We label the M eigenvalues of Aˆ and arrange them in increasing order: a1, a2, ..., aM , such that a1 ≡ amin and
aM ≡ amax. Initially, we assume that the 0-point of the eigenvalue axis is set such that a1 = 0 and aM = ∆a. In this
scenario, all the components of the first term of Eq. 8 are nonnegative. We temporarily ignore the form of qρˆθa,a′,f/p
ps
θ ,
and treat this ratio as a general quasiprobability distribution. Then, IQ(θ|Ψpsθ ) maximizes when qρˆθa,a′,f/ppsθ vanishes
at all a′ values except a′ = amax. We define qa ≡
∑
a′,f∈Fps q
ρˆθ
a,a′,f/p
ps
θ , such that all qa ∈ [0, 1] and
∑
a qa = 1. If
qρˆθa,a′,f/p
ps
θ is nonzero only when a
′ = amax, Eq. 8 becomes
IQ(θ|Ψpsθ ) = 4aM
∑
a
qaa− 4
(∑
a
qaa
)2
. (B1)
Expanding each sum, we obtain
IQ(θ|Ψpsθ ) =4aM (qa1a1 +K + qaMaM )
− 4(qa1a1 +K + qaMaM )2 (B2)
=4aM (K + qaMaM )− 4(K + qaMaM )2, (B3)
where we used qa1a1 = 0 and defined K ≡
∑
a∈{a2,...,aM−1} qaa ≤ aM . As Aˆ is not totally degenerate, aM 6= 0, and
Eq. B3 is maximized when qaM = (aM − 2K)/(2aM ). This yields
max{IQ(θ|Ψpsθ )} = a2M = (∆a)2, (B4)
9where we have recalled that aM = ∆a.
We are left with proving that we can always set a1 = 0 and aM = ∆a. We continue to assume that q
ρˆθ
a,a′,f/p
ps
θ ∈ [0, 1],
and we shift all the eigenvalues by a constant real value δa. The effect on IQ(θ|Ψpsθ ) is
IQ(θ|Ψpsθ )→ 4
∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
(a+ δa)(a
′ + δa)− 4
[ ∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
(a+ δa)
]2
(B5)
= 4
∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
aa′ − 4
[ ∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
a
]2
+ 4δa
( ∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
a−
∑
a,a′,
f∈Fps
qρˆθa,a′,f
ppsθ
a′
)
= IQ(θ|Ψpsθ ). (B6)
The last equality holds because qρˆa,a′,f =
(
qρˆa′,a,f
)∗
generally and we are assuming that qρˆa,a′,f ∈ R. Consequently, if
all qρˆθa,a′,f/p
ps
θ ∈ [0, 1], then IQ(θ|Ψpsθ ) ≤ (∆a)2. If IQ(θ|Ψpsθ ) > (∆a)2, then qρˆθa,a′,f must have negative or nonreal
entries. 
Appendix C: Infinite postselected quantum Fisher information
Here, we show that the postselected quantum Fisher information IQ(θ|Ψpsθ ) can approach infinity. The proof is by
example; other examples might exist.
We assume that the generator Aˆ has M ≥ 3 eigenvalues that are not all identical. We also assume that we possess
an estimate θ0 that lies close to the true value of θ: δθ ≡ θ− θ0, with |δθ|  1. (The derivation of the quantum Fisher
information also rests on the assumption that one has access to such an estimate [11].)
By Eqs. 5, A1 and A4,
IQ(θ|Ψpsθ ) =
4
ppsθ
Tr
(
Fˆ AˆUˆ(θ)ρˆ0Uˆ(θ)
†Aˆ
)
− 4
(ppsθ )
2
∣∣∣Tr(Fˆ Uˆ(θ)ρˆ0Uˆ(θ)†Aˆ)∣∣∣2. (C1)
We now choose Fˆ and ρˆ0 such that IQ(θ|Ψpsθ ) approaches infinity. Crudely, ppsθ must approach 0 while
Tr(Fˆ AˆUˆ(θ)ρˆ0Uˆ(θ)
†Aˆ) either stays constant or approaches 0 more slowly.We label the M eigenvalues of Aˆ and arrange
them in increasing order: a1, a2, ..., aM , such that a1 ≡ amin and aM ≡ amax.
First, we choose Fˆ = |f1〉 〈f1|+ |f2〉 〈f2|, where
|f1〉 ≡ |amax〉+ |amin〉√
2
, (C2)
|f2〉 ≡
i√
2
(|amax〉 − |amin〉) + |ak〉√
2
, (C3)
and |ak〉 6= |amax〉 , |amin〉 . We also choose ρˆ0 = |Ψ0〉 〈Ψ0| such that
|Ψ0〉 ≡ |Ψ0(θ0, φ)〉 = Uˆ†(θ0) 1√
2
{
[cos (φ)− sin (φ)] i√
2
(|amin〉 − |amax〉) + [cos (φ) + sin (φ)] |ak〉
}
. (C4)
φ ≈ 0 is a parameter that can be tuned to maximize the postselected Fisher information for a given approximation
accuracy δθ. As φ is a parameter of the input state, variations in the Fisher information with φ will reflect the effects
of disturbances to the input state. Substituting the expressions for Fˆ and ρˆ0 into Eq. C1, we find
IQ(θ|Ψpsθ ) =8
{
5− 2 cos(2φ)( cos[(aM − ak)δθ] + cos[(ak − a1)δθ])+ cos[(aM − a1)δθ][sin(2φ)− 1]− sin(2φ)}−2
×
{
2a2M − aMak + a2k + 2a21 − (3aM + ak)a1 + (aM − ak)(ak − a1) cos(4φ)
(
cos[(aM − a1)δθ]− 1
)
+ (aM − ak)(ak − a1) cos[(aM − a1)δθ] + 2(aM − a1) cos[2φ]
(
(a1 − ak) cos[(aM − ak)δθ]
+ (ak − aM ) cos[(ak − a1)δθ]
)− 2(aM − a1)2 sin(2φ) + (aM − a1)((ak − a1) cos[(aM − ak)δθ]
+ (aM − ak) cos[(ak − a1)δθ]
)
sin(4φ)
}
. (C5)
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The postselection probability is
ppsθ =
1
8
{
5− 2 cos(2φ)( cos[(aM − ak)δθ] + cos[(ak − a1)δθ])+ cos[(aM − a1)δθ][sin(2φ)− 1]− sin(2φ)}. (C6)
In the limit as our estimate θ0 approaches the true value of θ, such that δθ → 0,
lim
δθ→0
ppsθ = sin
2(φ), (C7)
lim
δθ→0
IQ(θ|Ψpsθ ) =
(cot (φ)− 1)2
2
(∆a)2, and (C8)
lim
δθ→0
ppsθ × IQ(θ|Ψpsθ ) =
1
2
[1− sin (2φ)](∆a)2. (C9)
In the limit as φ→ 0,
lim
φ→0
[
lim
δθ→0
ppsθ
]
= 0, (C10)
lim
φ→0
[
lim
δθ→0
IQ(θ|Ψpsθ )
]
=∞, and (C11)
lim
φ→0
[
lim
δθ→0
ppsθ × IQ(θ|Ψpsθ )
]
=
1
2
(∆a)2. (C12)
According to Eq. C11, if first δθ and then φ approaches 0 in Eq. C5, IQ(θ|Ψpsθ ) approaches infinity.
There are a few points to note. First, IQ(θ|Ψpsθ ) diverges in the two ordered limits. In any real experiment, one
could not blindly set φ = 0, but would have to choose φ based on an estimate of θ. Second, if δθ ≈ 0, then θ0 ≈ θ, and
the pre-experiment variance of our initial estimate θ0, Var(θ0), must be small. That is, we begin the experiment with
much information about θ. Guided by the Crame´r-Rao bound, we expect that, in a useful experiment, IQ(θ|Ψpsθ )
would grow large, while 1/Var(θ0) < IQ(θ|Ψpsθ ). Figure 3 shows IQ(θ|Ψpsθ ) × Var(θ0) as a function of φ and δθ for
an experiment where a1 = −1, ak = 1, aM = 3 and Var(θ0) = 10−6. If θ0 is within a few σθ0 ≡
√
Var(θ0) of θ,
then IQ(θ|Ψpsθ )×Var(θ0) 1. Figure 3 shows that large values of 1/δθ can result in even larger values of IQ(θ|Ψpsθ ).
Figure 3 also illustrates the effect of input-state disturbances of φ on IQ(θ|Ψpsθ )×Var(θ0). Third, while the theoretical
strategy investigated in this appendix achieves an infinite postselected quantum Fisher information, the postselection
also “wastes” information as limφ→0[limδθ→0 p
ps
θ ×IQ(θ|Ψpsθ )] < (∆a)2. If Aˆ possesses certain properties, it is possible
to avoid wasting information through the postselection; we show how in the following appendix.
Appendix D: Infinite postselected quantum Fisher information without loss of information
If the generator Aˆ has M ≥ 4 eigenvalues, and the minimum and maximum eigenvalues are both at least dou-
bly degenerate, then IQ(θ|Ψpsθ ) can approach infinity without information’s being lost in the events discarded by
postselection. We show how below.
First, we assign the orthonormal eigenvectors |amin1〉 and |amin2〉 to the eigenvalues a1 = amin and a2 = amin,
respectively. Here, we have reused the eigenvalue notation from Supp. Mat. C. Similarly, we assign the orthonormal
eigenvectors |amax1〉 and |amax2〉 to the eigenvalues aM = amax and aM−1 = amax, respectively. Second, we set
Fˆ = |f1〉 〈f1|+ |f2〉 〈f2|, where
|f1〉 ≡ |amax2〉 − |amin1〉√
2
, (D1)
|f2〉 ≡ |amin2〉 − |amax1〉√
2
. (D2)
We also choose |Ψ0〉 such that
|Ψ0(θ0, φ)〉 =Uˆ†(θ0)1
2
{
[cos (φ)− sin (φ)](|amax2〉+ |amin2〉) + [sin (φ) + cos (φ)](|amax1〉+ |amin1〉)
}
. (D3)
As in App. C, φ ≈ 0 is a parameter that can be tuned to maximize IQ(θ|Ψpsθ ) for a given approximation accuracy of
δθ.
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FIG. 3. The postselected quantum Fisher information (Eq. C5) multiplied by Var(θ0) as a function of φ and δθ. For small
values of δθ and φ, the value of IQ(θ|Ψpsθ )×Var(θ0) diverges. The eigenvalues a1, ak and aM are set to −1, 1 and 3, respectively.
Var(θ0) was set to 1× 10−6.
Substituting the expressions for Fˆ and ρˆ0 into Eq. C1, we find
IQ(θ|Ψpsθ ) =
sin2 (2φ)(aM − a1)2(
1− cos (2φ) cos [(aM − a1)δθ]
)2 . (D4)
The postselection probability is
ppsθ =
1
2
{
1− cos(2φ) cos[(aM − a1)δθ]
}
. (D5)
Again, we investigate the limit as our estimate θ0 approaches the true value of θ:
lim
δθ→0
ppsθ = sin
2(φ), (D6)
lim
δθ→0
IQ(θ|Ψpsθ ) = cot2 (φ)(∆a)2, and (D7)
lim
δθ→0
ppsθ × IQ(θ|Ψpsθ ) = cos2 (φ)(∆a)2. (D8)
In the limit as φ→ 0,
lim
φ→0
[
lim
δθ→0
ppsθ
]
= 0, (D9)
lim
φ→0
[
lim
δθ→0
IQ(θ|Ψpsθ )
]
=∞, and (D10)
lim
φ→0
[
lim
δθ→0
ppsθ × IQ(θ|Ψpsθ )
]
= (∆a)2. (D11)
In conclusion, the above strategy allows us to obtain an infinite value for IQ(θ|Ψpsθ ), while ppsθ × IQ(θ|Ψpsθ ) = (∆a)2.
No information is lost in the postselection. As in Supp Mat. C, the results hold for the two ordered limits.
