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Bezeichnungen: 
lR K6rper der reellen Zahlen, 
C Körper der komplexen Zahlen, 
k4 Menge der natürlichen Zahlen, 
i? Menge der ganzen Zahlen, 
L, (X,Y) Menge der stetigen linearen Abbildungen des 
normierten Raums X in den normierten Raum Y. 
Menge der k mal stetig differenzierbaren Ab- 
bildungen der offenen Menge .Cl c R~ in 6. 
Menge der beliebig oft differenzierbaren 
Abbildungen von fi in , 
Menge der beliebig oft differenzierbaren 
Funktionen vonn in C mit kompaktem Träger 
:= lxixen(u(x) + 03- in C2. 
F Ü ~  Multi-Indizes CCE(M,)~  = ( Y  U 5 03)~ und 
TE$ setzen wir 
:=  ... 6 , 
\U\ 
: = X, wi . Für ucc (n) : 
fcn 
:= (-ia/d~,)~:. . . (-ia/dx,) U. 
:= ~ X E R ( E ,  > 03, 
:= C~XER(XL 03.
:=  'if:xiyi ist in den ersten vier Abschnitten 
das Skalarprodukt in R ~ .  F ür p E [.tim) -. 
ist der Banachraum der Äquivalenzklassen der 
Lebesgue-messbaren Funktionen f von der 
offenen ifenge 0 IR? in C mit k\f lP < co 
nach der Relation der " Gleichheit bis auf 
Piengen vom Lebesgue-Mass Sull I ' .  Im folgen- 
den verwenden wir für die hnktionen und 
ihre Klassen jeweils das gleiche Symbol, aus 
dem Zusammenhang ist dann zu entnehmen, ob 
im Einzelfall die Klasse oder ein Reprasen- 
tant gemeint ist. 
1 Einleitung 
F. E. Browder zeigte in seiner 1961 erschienenen Ar- 
beit [%] , dass gleichmassig elliptische Differentialopera- 
toren A, Fredholmoperatoren in L,@) (pct1,w)) sind, 
wenn fl eine beschränkte offene Menge in IR" ist und wenn 
der Definitionsbereich D„ von 8, durch Dirichlet - Rand- 
bedingungen gegeben ist. Dabei lasst sich der Beweis, 
dass A, ein Semi - Fredholmoperator mit endlichdimensio- 
nalem Kern ist*', auf einen'?unktionalanalytischen Satz 
( Theorem VII.2.1 in 19'1 ) zurückführen. Dessen Voraus- 
setzungen sind für den Operator A, erfüllt, weil Rellichs 
Auswahlsatz gilt - d a R  beschränkt ist - und weil die 
gleichmassige Elliptizitat folgende a - priori - Ab- 
schätzung impliziert: 
(1) V uaD, = H ~ ~ ' ~  (n) n HO'? (n): 
lul*.'p(n) ,)C(~IA~(U)II'~(~) + I I U I I ~ ~ < ~ ,  1 
( siehe S. Agmon, The L p  - approach to the Dirichlet 
problem I: Regularity theorems, Ann. Scuola Norm. Sup. 
Pisa 13 (1959), 405 - 443; vgl. 121 und 141 ). 
Insbesondere implizieren Rellichs Auswahlsatz und die 
Ungleichung (I), dass auch die Voraussetzungen des fol- 
genden Satzes, einer einfachen Konsequenz aus Theorem 
~11.2.1 I91 , erfüllt sind: 
Satz 2.5: Ist T ein abgeschlossener linearer Operator 
in einem Banachraum X und ist die ~inbettung 
i,: (D„ iI l lT )3x H X E X  kompakt, so ist T ein Semi - Fred- 
holmoperator mit endlichdimensionalem Kern. 
Dabei bezeichnet I1 I, die Graphennorn zu T. Wenn für 
einen Operator T in einem Banachraum X die Einbettung i, 
kompakt ist, so sagen wir, I habe die Eigenschaft der 
kompakten Zinbettung (abgekürzt: K E ) .  
*I 
D 
siehe Definition 2.6, S. 8 
Die vorliegende Arbeit soll dazu beitragen, einer Cha- 
rakterisiemg der linearen partiellen Differentialope- 
ratoren A: Lp (fl) D, -t Lp(f2) mit der kEE für nicht not- 
wendig beschränkte Mengen n näherzukommen. Dieses Vorha- 
ben motivieren zusätzlich zu Satz 2.5 die Ergebnisse von 
Abschnitt 2, in dem die Eigenschaft der kompakten Einbet- 
tung von linearen Operatoren T in einem Banachraum X un- 
tersucht wird: Für abgeschlossene Operatoren mit nicht - 
leerer Resolventenmenge erhält man die Äquivalenz von 
kFE und Kompaktheit der Resolventen (Lemma 2.12), damit 
haben diese Operatoren diskrete Spektren. Wir erhalten 
in Satz 2.13 unter diesen Voraussetzungen an T ausserdem, 
dass T -1Id für alle 3\cc ein Fredholmoperator vom Index 
Null ist. Die Aussage Über den Index scheint zumindest 
nicht allgemein bekannt zu sein; die Endlichkeit der 
Kodimension des Bildes RT-Xu kann man auch aus einem 
Ergebnis von F. 5. Browder ( vgl. Lemma 17 in ab- 
leiten, allerdings unter Benutzung vektorwertiger Inte- 
gration, die wir im Beweis von Satz 2.13 nicht benötigen. 
In Abschnitt 3 leiten wir aus einem Satz von A. N .  Kolmo- 
gorov, A. N. Tulaikov 1471 und M. Riesz 1451 Über relativ- 
kompakte Mengen in Lp - Räumen eine Charakterisierung 
der kompakten linearen Abbildungen T eines normierten 
Raums X in einen Lp - Raum durch L, - ~bschatzungen ab. 
Dabei zeigt sich, dass für die kEE eine Koerzivitäts- 
ungleichung notwendig ist und nicht nur hinreichend wie 
oben die ~bschätzung (1) für die Operatoren 8,. 
Kir können die Kompaktheit der stetigen linearen Opera- 
toren T von X in einen Lp - Raum mit gewichteter Norm 
auch dadurch charakterisieren, dass Abbildungen rPoT mit 
(rp (f) = f IC und Dr n beschränkt ) kompakt sind und P 
dass eine honvergenzbedingung erfüllt ist (Satz 3.7). 
Die Formulierung solcher Bedingungen geht auf F. Rellich 
zurück, der in [ I ' + ]  6ie Kompaktheit der Einbettung 
H: (0) -+ L Z ( 9 )  in beliebigen Gebieten IRn 
charakterisierte. Rellich zeigte dann, dass seine Kom- 
paktheitsbedingung in unbeschränkten Gebieten erfüllt 
ist, die für \X\+ CO beliebig schmal werden. Bellichs 
Ergebnis folgt nun auch m i t  Hilfe des allgemeineren Kri- 
teriums Satz 3.7 - siehe Anhang zu Abschnitt 4. 
In Abschnitt 4 finden wir schwache hinreichende Bedingungen 
für die Koeffizienten von Differentialoperatoren, die die 
kEE nach den Kriterien aus Abschnitt 3 implizieren. Aus 
Ergebnissen von L. Hörmander und aus Lemma 2.7 er- 
halt man eine Charakterisierung der kEE von linearen 
partiellen Differentialoperatoren L = ,z& a < ~ *  mit kon- 
stanten Koeffizienten a, und Def initionsbereich C:(n) in 
L,(n), wenn n beschränkt ist, durch eine Aussage Über die a,. 
Weil Dif ferentialoperatoren A in L,(R") mit D, =i c:(R* ) , 
deren Einbettung kompakt ist, wenigstens einen unbe- 
schränkten Koeffizienten haben (Satz 4.1), betrachten 
wir Operatoren der Form A = L + P auf c;(Fln). Dabei hat 
L konstante Koeffizienten a„ und für P gilt P(u) = pu 
mit Re p(x),;+Zw, Re p nach unten beschränkt. 
Die schwächste Bedingung an L, die wir unter diesen 
Voraussetzungen an p verlangen müssen, damit i, noch 
kompakt ist, lautet: 
(4) 3 ( s:R"+R: : S(O) = o A s in o stetig) V UGC:(C) 
2 V t.$: &\U(. + t) - ulz ( s(t)[~e(~(u),u)~~ +rllulL2] . 
Wir charakterisieren die Abschätzung (4) durch die Koef- 
fizienten - Eigenschaft Re ,Ar a,Cgz~m* 
Beim Schluss von (4) auf die Eonvergenzaussage kann man 
nicht wie bei den bekannten Beweisen für die Notwendig- 
keit von Koeffizientenbedingungen für gewisse Koerzivi- 
tatsabschatzungen mit der verallgemeinerten Leibnizregel 
von L. Hörmander arbeiten (vgl. [d  11 ,1421) , da die linke 
Seite von (4) keine Ableitungsterme enthält. Wir ver- 
schaffen uns stattdessen mit Hilfe der Beschreibung der 
Abschliessung nach Simader und Louhivaara T421 eine ge- 
eignete I$- Folge, die aus der Lp - Abschatzung eine 
punktweise Abschatzung der Integranden macht. - Wir er- 
halten ausserdem, dass für die speziellen Operatoren L * 
auf C : ( @ )  ~=(\q") die Abschatzung (4) äquivalent ist 
zur ~oerzivitatsungleichung 
-k (5) 1 ( a: + So : a(x),$,ta> V u ~ c 9 ( ~  > :  
( + I F U  5 Re(L(u) ,dL1 + cnui:=. 
( Fu ist die Fouriertransformierte von U ). 
Für beliebige Operatoren gilt nur: (5) + (4). Der Be- 
weis dieser Implikation und das allgemeine Kompaktheits- 
kriteriwn aus Abschnitt 3 liefern nebenbei einen neuen 
Beweis einer Verallgemeinerung von Rellichs Auswahlsatz, 
die von B. Malgrange stammt 1431 : Ist .Q C beschränkt, 
+ ist a: R"+ 5, eine stetige Funktion mit a ( x ) , ~ ~ ~  und 
gilt ( V ua~g(n): ~ull; := fC(a + I) \FU? < cu ), so ist 
die Einbettung Y : = (Ca@), \\ BY )3u * ueL,(n) kompakt. - 
Aus Kriterium 3.7 und aus Browders Verbesserung der 
a - priori - ~bschatzung (1) ( Theorem 2' in L41 ) er- 
halten wir die kF3 für elliptische Differentialoperatoren 
OL 
, s,12m a,D + P, p wie oben, in unbeschränkten offenen 8, = Z 
Mengen fl , wobei B, nicht gleichmassig stark elliptisch 
sein muss. DAe ist durch Dirichlet - Randbedingungen gege- 
ben. (Satz 4.9). 
Für gleichmassig stark elliptische Differentialoperato- 
ren Be mit beschränkten a,:und p wie oben folgt die kEE 
auch aus Browders Theorem 24 in 143 . Dort zeigt er, dass 
die Resolventenmenge nicht leer ist und dass die Resol- 
venten kompakt sind. Im allgemeineren Fall von Satz 4.9 
ist nicht bekannt, ob die Resolventenmenge der Abschlies- 
N 
sung A, nicht - leer ist. 
Eine weitere Anwendung von Satz 3.7 geben wir im Anhang 
zu Abschnitt 4. Da wird ein Kriterium für die Gültigkeit 
von Rellichs Auswahlsatz für Sobolev - Räume mit gewichte- 
ten Normen in beliebigen offenen Xengen C l  !$ abgelei- 
tet. Wir konstruieren dann zu jedemn Gewichtsfunktionen, 
6ie dieses Kriterium erfüllen. - Da wir für gewisse gleich- 
massig stark elliptische Sesquilinearformen erster ord- 
-nung zeigen können, dass sie in Sobolev - Räumen mit ge- 
wichteter Norm beschränkt sind und einer ~arding - 'Jnglei- 
chung genügen, erhalt man die Fredholm - Alternative für 
das verallgemeinerte Dirichlet - Problem in diesen R ~ U -  
men mit gewichteter Norm, falls noch das Auswahlsatzkri- 
terium erfüllt ist. Ein Beispiel, bei dem alle Bedingungen 
im Fall eines unbeschränkten Gebietes n erfüllt sind, ge- 
ben wir auf S. 39 an. 
Lemma 2.12, Satz 2.13 und die Ergebnisse von F. E. Brow- 
der I41 und von K. Friedrichs L71 (1934) motivieren die 
Frage, ob es Erweiterungen A p  zu den in Abschnitt 4 un- 
tersuchten Operatoren A = L + P in L,(R" ) mit der kEE 
gibt, deren Resolventenmengen nicht leer sind und die 
selbst auch die kEE besitzen. Wir zeigen in Abschnitt 5, 
dass die Operatoren A = L + P aus Abschnitt 4 den Voraus- 
setzungen eines Satzes von Browder 131 Über formalad- 
jungierte Paare von Abbildungen genügen, der die Existenz 
einer der gesuchten Erweiterungen sichert. - 
Betrachtet man den Operator A = - A +  p auf C:($ )cL,(R" ) 
( p wie oben ), so besitzt die aus A konstruierbare 
Friedrichs - Erweiterung AF ein diskretes Spektrum (Fried- 
richs 1934 137). Auch zu nicht - symmetrischen Operatoren 
im Hilbertraum, die regulär akkretiv sind, kann man 
( siehe M. Schechter I461 ) Friedrichs - Erweiterungen 
konstruieren ( mit dem eingeschränkten Ziel, Fortsetzungen 
mit nicht - leerer Resolventenmenge zu erhalten. Fried- 
richs wollte sich selbstadjungierte Fortsetzungen zu sym- 
metrischen Operatoren verschaffen.). M. Schechter gibt in 
[461 ~oraussetzungen an die Operatoren A = L + q an 
( q darf beschränkt sein ), die die Konstruktion einer 
Friedrichs - Erweiterung ermöglichen.. Man sieht, dass 
diese Voraussetzungen an A und diejenigen, die die kEE 
implizieren, verträglich sind. Wir beweisen: Wenn ein 
Operator A = L + P eine Friedrichs - Erweiterung besitzt 
und wenn A die hinreichenden kEX - Bedingungen aus Ab- 
schnitt 4 erfüllt, so hat AF auch die =X. Damit ist 
eine Klasse auch nicht - elliptischer Operatoren der 
Form A = L + P in L%($ ) gefunden, deren Friedrichs - 
Erweiterungen diskrete Spektren besitzen. 
2 Lineare Abbildungen in Banachräumen mit der kEE 
Seien X und Y Banachräume, D,< X ein linearer Teilrawn, 
T: D, + Y eine lineare Abbildung. NT bezeichne ihren Kern 
~XGD~\T(X) = 01 und R, ihr Bild, I\ I\, die Graphennorm 
D,rx * I\ T(x) I ly  + ii XI\, . Dann ist die Einbettung 
i,: (D„ 11 iI,)~x c) xeX stetig. 
2.1 Definition: T hat die Eigenschaft der kompakten Ein- 
bettung kEE: 9 i, ist kompakt. 
Dabei heisst eine lineare Abbildung eines normierten li- 
nearen Raumes X, in einen normierten linearen Raum Y, 
kompakt, wenn das Bild der abgeschlossenen Einheitskugel 
relativkompakt in Y, ist. Jede kompakte lineare Abbildung 
ist stetig, Kompositionen kompakter linearer Abbildungen 
und stetiger linearer Abbildungen sind kompakt. 
2.2 Lemma: (DT, 11 ) ist ein Banachraum -+ T ist abge- 
schlossen. 
Beweis: T abgeschlossen + Graph G(T) in XxY abgeschlos- 
sen* G(T) vollständig in XxY. Sei G(T) vollständig, 
eine Cauchyfolge in (D„ U I\, ) . Dann ist (~„lT(u,))~,~ 
eine Cauchyfolge in G(T), konvergiert gegen ein (u,T(u)), 
also gilt U, +- u in (D„ \\ I\,), und (D„ li \,) ist voll- 
ständig. Die Umkehrung ist klar. 
2.3 Lemma: Seien X , c X ,  Y,cY lineare dichte Teilräume und 
sei T, :X, -t Y, eine kompakte lineare Abbildung ( bezüg- 
lich der durch die eingeschränkten Normen induzierten To- 
pologien ). Die eindeutig bestimmte stetige Fortsetzung 
T von T, auf X ist kompakt, und es gilt T(X) Y,. 
Beweis: C183, s. 209. 
Lemma 2.3 wird benutzt, um den Nachweis der kYE einer 
Xbschliessung auf den der E 2  des abzuschliessenden Ope- 
rators zu reduzieren. 
2.4 Lemma: Sei T abschliessbar mit Abschliessung 5. Dann 
gilt: T hat die kEE u T hat die kEE. 
- 
Beweis: T habe die kEE. Dann folgt: G(?) = G(I), (D„\I 11,) 
liegt daher dicht in (DT, I I\?) mit \\ by(D, = \1 $ . Nach 
2.2 ist (D?,\\ \\F) ein Banacilraum. 2.3 für i„ X = (D,-, 11 \\Y), 
X, = (D„ it \IT ) , Y = Y,, = X gibt nun die Behauptung für T. 
Hat ? die H E ,  so ist i, die Einschr'änkung von ir auf 
(DT," 1lT ), es gilt iT(~x6~,\\ixi\, S 15) iT(\~~~p(li~~r~'I 3 ) )  
daher ist mit der rechten Menge auch die linke relativ- 
kompakt in X. 
2.5 Satz: T sei abgeschlossen und habe die k E 3 .  Dann 
gilt: dim NT < s, A RT abgeschlossen. 
Zum Beweis: Der normierte Raum (D„ i\ I\,) ist nach 2.2 
vollsthdig. Mit B, : = (DT, P \ \T)  sind alle Voraussetzungen 
von Theorem VII.2.. , Teil ii) in C93 erfüllt. - In 15'1, 
S. 94 wird eine Version von Satz 2.5 in lokalkonvexen 
~äumen bewiesen, aber da in den folgenden Abschnitten 
nur Operatoren in Banachräumen betrachtet werden, genügt 
hier die Aussage von Satz 2.5. 
Mit der nächsten Definition sagt Satz 2.5: '' Jeder abge- 
schlossene lineare Operator mit der kEE ist ein Semi - 
Fredholmoperator mit endlichdimensionalem Kern 'I. 
2.6 Definition: Eine liiieare Abbildung T: X>D,+  Y 
heisst Fredholmoperator, wenn gilt: T ist abgeschlossen, 
N, ist endlich-d3.mensiona1, B, ist abgeschlossen, die 
Kodimension von R, ist endlich. 
z(T) := din NT - codim R, heisst dann Index von T. 
T heisst Semi-Fredholmoperator, wenn T abgeschlossen 
ist, w e m  R, abgeschlossen ist und wenn dim NT oder B 
codim R, endlich ist. 
Die Umkehrung von Satz 2.5 ist falsch: Sei A, die kb- 
schliessung des Operators ) J C:($ )*UWA ueL,(~~ ) . 
'Wegen B (8, ) = IR: nach M23 etwa gilt - 1 €Q(A, ) ( Resol- 
ventenmenge zu A, ) , also ist A : = A, - Id abgeschlossen 
( Lemma 2.8 und 2.2 ) mit NA = 103, 2 ,  = L, (E  ), damit 
ein Fredholmoperator. Hätte A die kEE, so auch A\C;(K?) 
( Lemma 2.4 ). AIC:(~) ist ein Differentialoperator 
mit konstanten Koeffizienten. Nach Satz 4.1 folgt da- 
raus ein Widerspruch gegen die Aussage " A hat die kEE ". 
2.7 Lemma: Sei T abgeschlossen und injektiv. Dann gilt: 
T hat die kEE + T-' : (R„\\ \Iy \ RT) J X ist kompakt. 
- 
Beweis:"+ 'I: T hat die UE-$ R, = R, ( nach 2.5 ). 
Dann ist T-' beschränkt ( denn ist eine lineare Ab- 
bildung des Banachraums (R„\\ I\Y \ R,) in den Banachraum X 
mit abgeschlossenem Graphen ). Für yeRT folgt 
\\T4 (y)l\, = 1 T-?Y)\\~ + I\ Y!\~ 3 c\\yI\, + \\Y\\„ also ist 
die von T-' durch fi (y) : = T-' (y) induzierte Abbildung 
T+" A 
von R, in (D,, ii \IT) stetig. Wegen T-' = i,o~-' und 
wegen der Kompaktheit von iT folgt die von T" . 
A 
I'-+ I': Sei T die von T induzierte Abbildung von (D„(\ \, ) 
A 
in (RT ,\I \ I y  ! R,) . Es gilt + = T-~O T, aus der Kompaktheit 
A 
von T-"olgt die von q,  da T stetig ist. 
Im folgenden werden für ( abgeschlossene ) lineare Ab- 
bildungen in einem Banachraum X Über dem Körper C die 
Zusammenhänge zwischen der kEE und dem Spektrum unter- 
sucht. 
2.8 Lemma: Sei T: X>D,+ X linear. Dann gilt: Die Graphen- 
normen zu den Abbildungen S + AId: X>D,sx - T(x) + XxeX 
sind für aiiel~a untereinander äquivalent. 
Beweis: Seien h, €6, dann gilt für xeD,: C' 
 XI\^+,,^ = \\X\\ + \ \ T ( x )  +?,X\\ = \ \X\ \  + \I T(x) + PX + @ - P  ) X  \\ 
I + i~ - tux\\ + a T<X) + ?XI\) = (1 + \ X - ~ \ ) \ \ X \ \ ~ + ~ ~ ~  - 
-. 
2 -9 Lemma: T hat die kEE (3 ( V A 6  : T + X  Id hat die 
kEE ). 
Beweis von '' ' I :  Die Einheitskugel in (DT,\\ I\„.- ) 
liegt nach 2.8 in der Kugel vom Radius (1 + \X\) im 
Raum (D„ \\ \\T), daher gilt 
G+% ( ~ x E D ~ \ \ \ x \ I ~ + ~ ~  5 \) C iT(l~t~T\ \\x\lT ( (1 + \X\ ) J )  
K mit einer kompakten Menge K in X wegen der kEE von T. 
2.10 Definition: Sei T: X=D,+ X abgeschlossen. Die Besol- 
ventemenge 9 (T) ist die Menge E ~ € C  \ T - X Id hat eine 
Rechtsinverse in L, ( x , x ) ~  . Diese Rechtsinverse R(T,A) zu 
7\~g(T) und T - hId  heisst Resolvente von T im Funkth . 
Das Spektrum von T ist die Menge G (T) : = C q (T) . 
(T) := ~x~.E~(T)\o < dim NTTMd <co3 heisst Punktspektrum 
von T, (T) : = 1 ~ 6 ~  (T) \ dim NT-,u = 0 A R,-xq abgeschlos- 
sen A R,-, + XI heisst Restspektrum von T, 
6, (T) : = 6 (T)\ (Gp (T) U GR (T)) heisst kontinuierliches 
Spektrum von T. 
L,(X,X) bezeichnet dabei die stetigen linearen Abbil- 
dungen von X in X.6(T) ist dann Vereinigung der paar- 
weise disjunkten Mengen 6?(T),GR (T), E c ( T ) .  Diese Zer- 
legung des Spektrums ist motiviert durch 
2.11 Satz: T: X>D,-t X sei abgeschlossen und linear. 
T habe die B. Dann gilt : 6 (T) + 6p (T) u 6 (T). 
Beweis: Mit T sind alle T +hId,he C ,  ab$eschlossen 
( vgl. den Beweis von Lemma 2.12 ) . Nach Satz 2.5 und 
Lemma 2.9 gilt dann für alle'haa: dim NwAl&< CO und 
RT+hu= BT+nl.d, also: 6(T) GV(T) U G~(T). 
2.12 Lemma: Sei T abgeschlossen und sei2 (T) nicht leer. 
Dann gilt: 
i) T hat die kEE + VX~Y(T): R(T,l) ist kompakt, 
ii) (3. 9 (T) : R(T,';\) kompakt) + !C hat die kE3. 
Beweis: von i): Seilr%(T), nach 2.9 hat T -?,I& die 
kEE, ist injektiv und abgeschlossen, nach Lexma 2.7 ist 
die Resolvente kompakt. 
Zu ii): Sei für hc~(T) R(T,X) kompakt. T - 3\Id ist dann 
, 
und Lemma 2.8 ),  Lemma 2.7 gibt: T -XId hat die kEE, 
also nach dem Beweis von Lemma 2.9 auch T. 
Zum Beweis von Lemma 2.12 braucht man nur eine schwa- 
chere Version von Lemma 2.7: Man darf die Stetigkeit 
der Inversen voraussetzen, da die Resolventen stetig 
sind, und kommt daher im Beweis ohne den Satz vom abge- 
schlossenen Graphen aus. - Aus Lemma 2.12 folgt, dass 
alle Resolventen kompakt sind, wenn R(T,X) für ein Ac 6 
kompakt ist. Sonst zeigt man das über die Resolventen- 
gleichung. 
2.13 Satz: Sei T: X>D, -P X eine abgeschlossene lineare 
Abbildung, q(T) sei nicht leer und die Resolventen seien 
kompakt. Dann gilt: 
i) V h e C :  T -XId ist ein Fredholmoperator vom Index Null, 
ii) 6 (T) ist in 6 diskret, und es gilt: 6 (T) = bp (T). 
Beweis: von i) : Sei \E 6 und ?\,€q(T). T - XId ist ein 
Fredholmoperator: Es gilt der Satz (Bol ,  S. 111): 
Seien X, ,Y, Banachraume . T,€ L, (X, ,Y, ) ist genau dann ein 
Fredholmoperator, wenn es Abbildungen S, , S,€ L,(Y, ,X, ) 
gibt mit S,o T, - Idx, , T,o S, - Idy, kompakt. 
Die Voraussetzungen dieses Satzes sind erfüllt, wenn T, 
der von T - X Id induzierte Operator von (DT , 11 ) in.  
Y, := X, S, := S, := ( von R(T,l,) induzierter Operator 
von X in (D„\\ "T-hrd ) )  ist: 
(D„\\ NT-Xrd ) ist ein Banachraum, da T abgeschlossen ist 
und die Lemmata 2.8 und 2.2 gelten. T -hId induziert 
eine stetige lineare Abbildung von (D„ h ) in X. 
H(T,h,) ist kompakt und ( vgl. den Beweis von Lemma 2.7 ) 
induziert eine stetige lineare Abbildung von X in 
(D„\\ \lT-~,xd ), also wegen Lemma 2.8 in (D„\\ \\T-lu). 
ITach Lemma 2.12 hat T die H E ,  nach Lemma 2.9 auch 
T -  AI^, also ist iT-Xld kompakt, für alle XGX gilt 
(RiT,k0)\DT)(~) = ((R(T,xo)\ DT)~i~-~~d)(~)7 
die von B(T,x,)\ DT induzierte Abbildung von (I)„\\ i\ ,\ D,) 
in (D~,\\ ist stetig ( vgl. Beweis von 2.7 ), 
injektiv. Mit T ist T -XId abgeschlossen ( Lemma 2.2 
die Komposition einer stetigen und einer kompakten line- 
aren Abbildung ist kompakt - also induziert R(T,&)ID~ 
eine kompakte lineare Abbildung von (D,,\\ ) in 
(DT,\\ \\T-A,Id ) , wegen Lemma 2.8 von (D„ ii i\,xrd ) in 
(DT, 11 \\T- ?,I.d) 
Es gilt ersichtlich für alle x6DT: 
R(T,A,)O(T -T\I~)(x) = R(T,X,)O(T - s\,I~) + (A,-A)I~(x) 
= IdDT (X) + (Io -X)(R(T,%)\D,)(x). 
Für alle xeX: 
(T - AI~)OR(T, X,) (X) = ldy (X) + (71, - -A )R(T,.x,) (X). 
Aus dem zitierten Satz folgt nun: dim NT-hM <Co* 
codim BT-rn  < m , RT-nId abgeschlossen in X. Nach 
Lemma 2.8 und 2.2 ist T -XId abgeschlossen, daher ein 
Fredholmoperator in X nach Definition 2.6. 
ES gilt ( V n e C :  a(T  XI^) = O), dem: 
Jede Abbildung T -7Id induziert einen stetigen Fred- 
holmoperator FA : (D„ 11 Li,) + X mit Z (Fh) = Z (T - h Id) 
( Lemma 2.8 ) nach dem bisher bewiesenen. Die Abbildung 
a: &sX W FcL,((D,\\ NT) ,X) ist stetig: 
Vx<DT: \\(F7\- F')(x)\\ = \\T(x) -Ax - T(x) + X\\ = 
\E\ -p\llx\\, daher \\Fx - Fr\\ 5 \ X  -?\ . C^  
Die Abbildung b: IF'E L, ((DT, ll NT ) ,X) 1 F' Predholmoperator~.i~ 
mit F'+ X (F') ist stetig bezüglich der von und 
Lc ((DT,\\ liT) ,X) induzierten Topologien ([403, S. 107). 
Also ist boa stetig, als Abbildung einer zusammenhängen- 
den Menge in die Mengez konstant. PÜr ?\€q(T) ist offen- 
bar~(T -1Id) = 0, also verschwindet der Index Überall 
in C. 
Zu ii): =(T) = op(T) folgt aus i): Wegen 2.12 und 2.11 
ist zu zeigen: 6g(T) = 0. Sei 7 \ ~ ß ~ ( S ) .  Wegen z(T - hId) = 
= 0 ist T -XId surjektiv und injektiv, die Bechtsinver- 
se ist stetig, weil T -XId mit T abgeschlossen ist und 
weil X ein Banachraum ist. Daher gilt XG~(T) im Wider- 
spruch ZU q(T) n 6 (T) = $. 
Die Aussage I' 6 (T) diskret in 6 " kann man wie Üblich 
ableiten: Aus der Kompaktheit aer Resolventen und aus B 
den bekannten Sätzen Über Spektren kompakter Abbil- 
dungen in Banachraumen folgt, dass~@(T,h)) fÜr~eq(T) 
eine sich höchstens gegen 0 häufende abzahlbare Menge 
ist, ferner gilt: d€6(~) + (X -$)-'ES(R(T,X)). I 
'3 kEE - Kriterien 
Um möglichst schwache hinreichende Bedingungen für die 
kEE von Differentialoperatoren in Lp - Räumen zu finden, 
wird die Kompaktheit von linearen Abbildungen T eines 
normierten Raumes X in Lp(n) ( fl IR" offen, nicht leer, 
pc[l,m)) charakterisiert durch Abschatzungen. In der An- 
wendung ist T die Einbettung i, zum linearen partiellen 
Differentialoperator A. 
T ist kompakt, wenn das Bild der Einheitskugel i n X  
unter T relativkompakt in Lp(n) ist.Die Relativkompakt- 
heit von Mengen in L~(A). charakterisiert ein Kriterium 
von A. N. Kolmogorov und M. Riesz: 
3.1 Satz: Sei ,CO), n c R? offen. Sei M L? (n). 
Dann gilt: M relativkompakt in Lp(n) * 
i) M beschränkt A 
ii) ( Es gibt eine Ausschöpfung vonn mit L,+ \uiP 0 gleichmässig auf M ) A 
iii) ( ( \U(. + t) - U\P -4 0 gleichmässig auf M ). 
C' -L+ 0 
Dabei bezeichnet 5 die Fortsetzung von u durch den Wert 
0 auf lf' , und G(- + t) ist durch x u  %(X + t) definiert. 
Unter einer Ausschöpfung vonS1 verstehen wir eine Folge 
offener beschränkter 'Peilmengen von n mit nP Re+' für 
alle ? r M  und mit U n  N t' =n. - Der Beweis von Satz 3.1 
ergibt sich aus dem des entsprechenden Satzes für n = IS~ 
in 1151 S. 201, mit Null - Fortsetzung. 
3.2 Satz: Sei psL1 ,Co), sei n offen und beschränkt. 
Dann gilt für eine Teilmenge M G Lp(SL): 
I1 relativkompakt + ( Bedingung i) und Bedingung iii) 
aus Satz 3.1 sind für M erfüllt ). 
Beweis: Folgt aus Satz 3.1 mit fl ? : = . C l  für allertM. - 
Aus Satz 3.1 erhält man: 
3.3 Satz: Sei X ein normierter linearer Raum über dem 
Körper 6;. Sei n Rn offen und sei pc [I ,m). Sei 
TCL, (x,LP (Cl)). Dann gilt: T kompakt 
i) ((  Es gibt eine Ausschöpfung (np)„# vonR mit: 
- L 
P Ir(u) 1 0 gleichmässig auf IT(u)\ U ullX 5 11 ) ,, n\n, 
ii) ( 71~~) ( - '  + t) - ~ 5 1 1 %  4 o gleicbässig auf 
Rn C* 0 
Beweis: Die Implikation l l - + t l  folgt aus Satz 3.1 und den 
Bemerkungen davor. Die Implikation I' folgt aus Satz 3.1, 
weil wegen TtL, (X,Lp(n)) die Menge <tT(u)\ \(U\ < 1 3  be- X - 
schränkt ist und daher die Bedingung i) aus Satz 3.1 
erfüllt ist, und aus den Bemerkungen vor Satz 3.1. 
3.4 Satz ( Kriterium mit Abschätzungen ): Sei X ein 
normierter linearer Raum Über dem Körper C, sei die 
Menge n Rn offen, sei pe ß ,a) und sei T aus L, (X,Ls(n)). 
Dann gilt: T kompakt 4 
i) ( Es gibt eine Ausschöpfung ,N von .Cl und eine 
Folge (s ) 6 mit sp,O für alle pcH und mit s p  0 ,  
. ; P  
sodass fur alle W und für alle UeX gilt: 
jfi,n \T(u) Ip )f ( %\\U\) 
e 
ii) ( Es gibt eine Abbildung s: mn += R: mit s(0) = 0, 
die in 0 stetig ist, sodass für alle t c c  und für 
h * 
alle ucX gilt: ( 1  T )  + t) - ?(U)\') 5 s(t)\iu\>O. 
Rn 
Die Abbildung s und die Folgenglieder sC, sind dabei von 
T abhängig. 
Beweis von Satz 3.4: Zu zeigen ist: ( Bedingung i) aus 
Satz 3.4 ( Bedingung i) aus Satz 3.3 ) und 
( Bedingung ii) aus Satz 3.4 )¢3 ( Bedingung ii) aus 
Satz 3.3 ). 
Sei Bedingung i) in Satz 3.4 erfüllt. Für alle uaX mit ,p 
\lUUX L 1 fDlgt: 
L 
\T(u)iP sp -+ 0, ( '"\L+ 
damit Bedingung i) in Satz 3.3. 
Analog ergibt Bedingung ii) aus Satz 3.4 die Bedingung 
ii) aus Satz 3.3. 
Sei Bedingung i) aus Satz 3.3 erfüllt. Es folgt: 
/i 
[T(u)iP )F ( UGX n IuUX ( 13 -) 0. 
C"+= 
Setze sp := sup i...? ) 0. FÜr U = 0 ist die Behauptung 
richtig, für alle uaX\\O] folgt: 11 u\IX 4 0 und 
\\l\ul\~'ul~~ = 1, also für alle P-' 
( Ln, I T(\luir%) iP )Q 5 s >( P '  
daraus folgt die behauptete Ungleichung für U. 
Sei Bedingung ii) aus Satz 3.3 erfüllt. Wie oben folgt 
N 
für s(t) := sup I( J~,,IT.(U)(- + t) - ~%)\?>9\\\u\\~( 11 
für alle t t ~ ~ :  s(t) 2 0 und s(t) +-= 0. 
Für UGX\IO] und für alle tcmn gilt d-: 
4. 
s(t) 2 (J~\-)( .  + t) - - 1 ~ ) ~  = 
( lRm\ T(G( - + t) - \-)L? )+ = 
~UII: ( I \G)(- + t) - T(;)\?);, 
W 
also ist Bedingung ii) von Satz 3.4 erfüllt. 
Aus Satz 3.4 kann man wie oben ein Kriterium für den 
Fall einer beschränkten Menge n IR" herleiten, welches 
die Kompaktheit von T durch Bedingung ii) aus Satz 3.4 
charakterisiert. 
Angewendet wird Satz 3.4 auf die Einbettungsabbildung 
iA für einen linearen partiellen Ijifferentialoperator A 
in l Lp  (n) mit Def initionsbereich c ~ ( R )  oder 
juin\ueC'(irin) A ( \ X \  < r n  3 ~";lj;an= o ) I  - 
letzterer , wenn B ellipsisch und von der Ordnung 2m ist. 
Bedingung ii) aus Satz 3.4 lasst sich dann als eine 
schwache Koerzivitätsungleichung für B auffassen. Sie 
lautet für ik: 
( 2 )  3 ( s: R" R" R: : s(0) = 0 n s in 0 stetig ) 
V t CR" V ueDA: 
- 
(i , \Z(- + L) - 81s < S(~)(UU\\~<~ 
- + \ \A(u)  \\ ~ ~ ' f i )  
Man schätzt also - falls s(@'n\ \Oi ) kt - die Differen- 
zenquotienten bezüglich s(t) - statt \t\ - der ueDA 
gleichmässig in t durch die Graphennorm zu A ab. Sonst 
wird von Koerzivitatsungleichungen gesprochen, wenn 
die Ableitungen bis zu einer gewissen Ordnung in Lp- lJorm 
durch die Graphennorm zu A abgeschätzt werden. 
Die folgende Überlegung motiviert die Auffassung von Be- 
dingung ii) in Satz 3.4 als schwache Koerzivitätsunglei- 
chung zusätzlich: Betrachtet man auf C:(R~) die von Poly- 
noinen P($) = t adtd ( a,c C ) definierten Diff eren- 
141sr 
tialoperatoren L: U ct a,~*u in Ll(@), so kann 
man zeigen: Iol\>r 
( 3 c.R: Vua,: IluX > < c(llull Lzc,.) + \~L(u)\lLzCIRn) 
+ ( 3  C'ER+ 3 dc@ V % € @  : I$( Z~+-\P(~)I 2 C'ITI 
- Beweis der xquivalenz wie in P21fÜr 2t - koerzitive 
Operatoren. Die Differentialoperatoren mit diesen beiden 
Eigenschaften heissen dann I - koerzitiv. Im nächsten Ab- 
schnitt wird gezeigt, dass solche Operatoren die Eigen- 
schaft (2) besitzen, (2) ist daher für Differentialopera- 
toren mit konstanten Koeffizienten eine gchwächere Aus- 
sage als die der 1 - Koerzitivität. 
Für die Einbettung iA lautet Bedingung i) von Satz 3.4: 
3 ( ~usschöpfung (nr)„d von n 3 ((s? &.* : sP + o A 
( V p ~ q  : S~ER:))  V U E D ~  V ~ W :  
L 
Wir geben eine äquivalente Bedingung an, die sich leich- 
ter verifizieren lasst: 
(3) 3 ( ~usschöpfung (fi ) von fi ) 3 ( : n +6 mess- r F" 
bar: inf tq\n\np + ) \d ueDA: 
I P+- 
( ~ I U I ~ Y  ) ? < U ullA. 
Wir zeigen zunächst: 
3.5 Satz: Sei T eine lineare Abbildung eines normierten 
linearen Raumes X in Lp(0) .  fl C lf sei offen, es gelte 
p E [I ,m) . Dann sind die folgenden Aussagen äquivalent: 
. 
i) 3 ( Ausschöpfung (fle)yaN von fl ) 3 ( : l2 -f $ mess- 
bar: inf(ylRi -+co)VxcX: 
ii) 3 ( ~usschöpfung (f2,)„~ von L I  ) 3 ( Folge (s 
in R+: sy+ o A q s P  < m  ) V XEX v ~ ~ Y :  r & € ~  
A 
Beweis: " + I': Aus der Voraussetzung Über folgt, dass 
ejne ~usschöpfung (4) von existiert mit PGN 
inf (ipin\.Q~) 2 6' für alle (A ( man wähle eine Teilfolge 
von ). Bezeichnet die charakteristische 
Funktioi zu ( X, (X) = 1 für XE$ und = 0 sonst ), so 
'-1. L folgt mit sp:=(n die Behauptung a;s 
Y ?  e w  ~xsx: ( l  ~r(x)fL*L ' s ( I , Iq 
n C" n\nP 
A 
P ( i Vi~(x)iP ) 5 U XI, also: QpcN V xcx: 6 ( &\dz(x)lP 
n 
ZU 11+ 'I: setze für ~ t n  $(P) :=(E: (I - Xap(T)))p . 
Die Summe aus nichtnegativen Gliedern konvergiert für 
alle Tdl, da stets fast alle Glieder verschwinden. 
i 
n 
ip' ist messbar als punktweiser Limes messbarer Funktionen. 
a) Behauptung: VxcX: ( ( Q'\~(xl\p 1' 5 (~~sp)llx\\. 
Beweis mit dem Satz von B. Levi (803, S. 47 ) :  Setze 
f .(P) : = I - xfifi(V) 3'1 T(x) (e) . Der Summeniahtor 
[ . . .I' ist in beschkänkt und messbar, also ist wegen 
ic(x)c~~(n) f, summierbar. Die Folge (f,)„d ist punkt- 
weise monoton wachsend und hat eine beschränkte Integral- 
folge: 
'I 
f = ( !(1:1 - ~ ~ 2 7  \T(X)\' ) 5 
IZ, n 
-*(((I - X  )p\~(x)~?)+5 (X?S>I\X\\S (X:~~')I\~II. 
-L , 
Nach dem Satz von B. Levi konvergiert (f,.,,)„~ fast über- 
all in R gegen eine summierbare Funktion f mit ' = lim &-, . 
ija (fm)meN punktweise in fi gegen \ql\~(x)\~ geht, folgt 
die Behauptung a). 
b) Setze M'' ln\nk :=  $,  V'' \n, :=  I. Dann gilt : < positiv 
und messbar, und:p> 2 3 inf 
i, $IT(X)I~ = X + h\nApl IT(X)IP - <
P 
Il~(x)il~~, + (X? sr)'iixl\' 5 (HTII' + (X: q)P)~~~P. 
r := (1 T U' + (11 s?)~ folgt die Behauptung. 
Die Äquivalenzbehauptung vor Satz 3.5 ergibt sich nun au5 
3.6 Lemma: Sei lZc P.? offen, p<Ll,n), T: X + L,(Q) li- 
near. Dann ist Bedingung i3 aus Satz 3.4 für die Abbil- 
dung T aquivalent zu: 
3 ( Ausschöpfung (np)p.d von L2 ) 3 ( Folge (sP )„, in Rf : 
Beweis von " 3" : 
sei (n;)~e t4 
eine ~usschöpfung und 
(sPbeM eine Nullfolge in iR , sodass Bedingung i) in 
Satz 3.4 für die Abbildung T erfüllt ist. Eine Teilfolge 
( s ~ ~ ) ~ E ~  von (sf*)?Ed erfüllt z7sPv < W  , (fly,)„N ist 
eine iiusschöpfung vonn , und für ( ~ 2 ~ ~ ) ~ ~  und (sp ad 
gelten die behaupteten ~bschätzun~en. 
In zwei Anwendungen in Abschnitt 4 werden die Bedingungen 
der folgenden " approximativen " Kriterien nachgewiesen. 
Sei ipsca (.Q,$), n m" offen. Lpb,cq) ist für peL1,m) 
definiert als Menge der Äquivalenzklassen messbarer 
Funktionen f: R += C mit L\f tPY < a, nach der Relation 
der Gleichheit bi; auf Lebesgue - Nullmengen. Mit der 
L 
Norm ilf l\Lpc-R,ip) : = ( (lf tPiq ) wird Lp ein Banachraum 
n 
Über &. 
3.7 Satz: Sei X ein normierter linearer Raum, of- 
fen, p~b,<n), ~ECO(~,&). Sei T$L,(x,L~(~,~)). Dann gilt: 
T ist kompakt & ( Es gibt eine ~usschöpfung (fl ) 
vonn, sodass gilt: 
f? 
i) \T(X)\'~ 3 0 gleichmassig auf {T(x)\ \\X\\ ( 15 
n\ np F+ 
ii) i o r o T ist für alle peN kompakt. ) P P 
Dabei sind i und rp 6ie Abbildungen 
Lp(.Clc*,yln )3f t, ( Fortsetzung von f durch 0 aaf 0 )€Lp (f2,cy) e 
und ~~(Q,lpbg - g\npeLp(np,cqint) - 
Beweis von Satz 3.7: Zu "+": ii) folgt für beliebige 
iiusschö~fungen aus der Kompaktheit von T uid der Stetig- 
keit von ip und r i) zeigt man wie den ensssrechenden r ' 
Beweisteil von Satz 3.1 : Sei M := fT(x)\ \i XI\ ( I]. M ist 
relativkompakt in L,(~,Q), also existiert zu & > 0 eine 
endliche Menge Ig„. . . ,g& Lp ( f l , ~ )  mit: 
V ftn ~~a[l,i]o~: III - gA~iLPcnipi 5 2-2. 
Zu E > 0 und zu jedem gx gibt es eine Treppenfunktion 
mit kompaktem Träger K,, in und \I th - L ,  5 BE 
( Diese Treppenfunktionen liegen auch für c 1 dicht in 
Lp (L2 , Y ) ,  denn in Lp (n, iq) sind die Funktionen mit kompak- 
ten Trägern infi dicht, wie man durch Abschneiden leicht 
sieht, auf Kompakta n, in n sind L p ( n 4 ,  q\n4 ) - Norm und 
Lp(%l) - Norm äquivalent, daher kann man auf die : 
Funktionen mit Träger infl,, den bekannten Satz für V =  1 
anwenden, um auch die Approximation durch Treppenfunktionen 
in Lp(fiA ,cpLQ,) - Norm zu erhalten.) 
Zuf2 konstruiert man unabhängig von E eine Ausschöpfung 
- etwa durch L2 &G$ 1 \ai <?)nfi .  Es gibt ein E (E) P := 
mit: p 2 po j n, 3 U K, . Für p 2 $' und für alle 
f€M folgt, w e m  man 'h geeignet wie oben zu f wählt: 
Beweis von "+ ": Die Menge der kompakten linearen Abbil- 
dungen in L,(X,Y) ( Y ein Banachraum ) ist abgeschlossen 
( [ I81  , S. 207 ). T lasst sich in L, (X,Lp(O,y)) - Norm 
durch die kompakten i,o rpo I approximieren: V xeX: 
- I - 
P i r 0 T - X I 1 = ( i o r T )  - ( ) I p  ) = t V 2 1 p r  
X ) < s X mit s -+ 0, denn aeäingung i) 
- C* t' 
implikiert Bedingung i) aus Satz 3.4. Es folgt: 
I\ i or oT - Ti\ 5 s -t C. 
e r r 
3.8 Satz: Sei A ein linearer Operator in Lp(n) ( fl C 
offen, p€ [I ,a)). Für alle W mit offen, beschränkt 
und für alle ucDA liege u\w in H"? (U) C ~~(4)). 
Es gebe eine Ausschöpfung (Qp)p,w v o n n ,  sodass für 
alle fly einen C* - glatten Rand besitzt, mit 
* 
( ~ n ~ ~ / P q d P s ~ \ ~ ~ R  undmit 
< k NullA. ii) VprN 3 k p  R: Y U ~ D ~ :  Uu\n$i ysC"S - C 
Dann hat A die kEE. 
Dabei ist H' (U) als Teilmenge von Lp (U) definiert: 
((3) := f fr~~(u)\ 3 ( V m4: U,EC~(U) h 
J\U,\' < m ) h  U,+f  in$(^) * ( 4 E ( k 4 , ) O *  \W\ = 1 * 
W (~5.)~~~ Cauchyfolge in L, (o ) ) l .  
Beweis von Satz 3.8: Die Voraussetzungen in Satz 3.7 
für die Kompaktheit von T := i, sind erfüllt: i) in Satz 
3.7 wegen i) in Satz 3.8 mit dem Üblichen Schluss auf 
( I, U!, 5 I + (Lnplp )*' 5 (inf(qin\n,> )-( ) und der 
Konvergenz der rechten Seite gegen Null. 
< kr. Also Zu ii), Satz 3.7: iluliA 5 1 =+ l l ~ l ~ ~ l l „ ~ , ~ ~  -
liegt das Bild der Einheitskugel in (DA, \\ I \ & )  unter r ci 
im Bild der Kugel um Null vom Raeius kC, in (Q ) P A  t' 
unter der Abbildung jp: XAiP (I2 )+U I+ ucL (fl ) ( Es gilt 
ja r o i (U) = j r  (u\n,) ) . C P P  P A jp ist wegen der Glattheitsvoraussetzungen an OC, kom- 
pakt (167, S. 31 ), also ist (rya iA) (lue~~\\\u\l~ L 11 ) 
relativkompakt. Dann sind r o i, und i o r i kompakt, 
das war zu zeigen. C" P P A  
Die Glattneitsvoraussetzung in Satz 7.8 lasst sich 
- 
durch die Bedingung ( V p  E kl : np+,,) ersetzen. Statt 
des Satzes aus C61 ist im Beweis von Satz 3.8 dann eine * 
Folgerung aus Hellichs Auswahlsatz zu verwenden: 
" Sei n C offen, ¿j 0, U offen und beschränkt. Dann 
ist die Abbildung (fl)~ui+ U\W €Lp(~) kompakt". 
4 Differentialoperatoren mit kompakter Einbettung 
Betrachtet werden zuerst Differentialoperatoren 
k :  L?(@' )~C;(IR~) = DAsu I+ ~(u) + pu c L,($) mit 
L(u) : = a,~&u, a 2  C für 1x1 5 r, und mit p:  IR^+ 6: 
r 
messbar und lokal wesentlich beschränkt. Letzteres heisst: 
V x G K? 3 U.~(X) 3 K* IR: f,3(N U: N ~ullmen~e) %cU\iI: 
\P(%)\ 5 Kx- 
Denn aus den Sätzen Über Differentialoperatoren mit 
kompakter Ifnverser in L. ~Örmanders Dissertation I?4] 
ergibt sich eine Charakterisierung der durch Polynome 
mit komplexen Koeffizienten L( ) auf c:(.Cl) definierten 
Operatoren L in L,@) mit der kEE, wsnnflbeschränkt ist: 
W 
L hat die KEE genau dann, wenn die Abschliessung L die 
kEE hat. Diese Bbschliesaung ist injektiv (1.241 ) . Mit 
L, (.) := (r IL (*'(.)12 11, L~~)(.) = (a/ae,)?.(a~y,if,(.) 
gilt nach Theorem 2 .I 5 in V11 : hat eine kompakte In- 
verse auf (Rr 7 1 11 L1(a- \ Re ) + LA (? ) ,GOD* - 
Wegen Lemma 2.7 folgt: L hat die kEE 4 L, (?)@,OD . 
Für unbeschrädcte Gebiete liegt die einfachste Situation 
im Fall S l  = R~ vor. Dann gilt: 
4.1 Satz: Ist A, : L,($ )2Dpu3u e A,,(U)EL~(R~) ein Diffe- 
-L 
rentialoperator mit DA, = C:(@), A, (U) = ,L a,D U mit 
Koeffizienten a,: re + C , so gilt: A, hat die kEE 3 
ein Koeffizient a von A, ist unbeschränkt. 
=o 
Insbesondere dürfen nicht alle Koeffizienten von A 
konstant sein. Daher ist es sinnvoll, zunächst in der 
oben dargestellten Situation mit unbeschränktem p nach 
schwachen hinreichenden aedingungen für die kZE zu suchen. 
Beweis von Satz 4.1: Xatte A, die kEE und wären alle a, 
wesentlich beschränkt, so würde folgen: 
~~ER+VUEC;(F?): \iulIA4 <k\jujjN~zie, , die Einheits- 
kugel von (D I1 \Lpy ) wÜrde die Kugel vom Eadius k-' in 
AA ' 
CZ(C ) n H:' (IR? ) um 0 umfassen, wegen der kEE von A, 
wäre diese relativkompakt in L,(m"). Das würde zum Wider- 
spruch führen. 
Zum Nachweis der Aussagen (2) und (3) für A, die nach 
Abschnitt 3 die kEZ für A liefern, wird die Realteil- 
methode " benutzt: 
4.2 Satz: Sei DcL,(If) ein linearer Teilraum. P: D + L,(@) 
sei ein linearer Operator, gegeben durch Multiplikation 
mit einer messbaren Funktion p: RO+ Q mit Re p 2 -k 
für ein kcR und mit Re p(x)„,za. 
L, : D + L2(\Rn ) sei ein linearer Operator mit 
(4) 3 ko~lR: 3 ( s: iR" + IR: : s(0) = 0 A s in 0 stetig ) 
tj trR V ucD : 
&lu(- + t) - U? 5 s(t)l~e(~~(u) ,u)L2cRnT kol\u h:zLRhl] 
Dann hat A, := L, + P die 1ZEE. 
Beweis: UGD 3 pu~~,(iR" ) +- pu .Ü~L, ( R ~ )  3 ( ~ e  P)\ut2 = 
~e(pu.Ü)eL,(~). Folgt für alle uoD: 
- 
2 ( wegen (4) gilt Re(L,(u) ,u)„cIPR.., t koi\ u l\ LzcRq., 2 0 ) 
< Re(A,(u) ,u)„cR-) + (ko+lk\ + ~)\lul\~~~,p~ -
< 2-" \\ A, (U) \c2C\Rn) + (ko + \k\ + 2-' 3) \\U , 
-
mit Re p(x) 4 W erhalt man (3): 
Mit (Vreti 3 R~G$: 1x12 Re+ Re p(x) 2 p ) k a m  man 
die AusschÖpfung definieren durch f2? : = tx @ \\X\ < R 1 . 
0.B.d.k. gilt stets Rp < Ry+4 und Rp+ oo , daher: 
t' 
f2,c , U 5 = 'R" und inf (Re p + k + l)\m",n 
Analog folgt (2) aus (4) : e r +  k +  I *  
2 
s(t)(2-4 + k,+ 
Mit $(t) := .sP(t)(%+ Ikl + 2-" ) folgt (2). 
Bemerkungen zur Realteilmethode: Die Forderung an p ga- 
rantiert Bedingung (3) für 8, , die an L, (2) für A,. Die 
Realteilvoraussetzungen sichern, dass sich die Eigenschaf- 
ten von p,L, auf A, übertragen, ohne dass der jeweils 
andere Anteil L,,p stört. Dabei muss der Anteil L,, die 
Bedingung (2) liefern, und - wenigstens wenn L,, ein Dif- 
ferentialoperator mit konstanten Koeffizienten auf 
D = CZ(~) ist - der Anteil p gerade (3), nicht umge- 
kehrt, denn 
i) L, allein kann keine ~bschatzung der Form 
erfüllen, weil die rechte Seite invariant gegen Verschie- 
bung von U ist und die linke nicht, und 
ii) Re p ( mit Re p > 0 lokal wesentlich beschränkt und 
messbar ) allein kann keine Abschatzung folgender Form 
erfüllen: 
3( s:e+~: : s(0) = O A  s i n 0  stetig) V tacR"Vuec~(n7n)~ 
A ( I  \U(. + t) - U\? ( s(t)[{ (Re p)lu\P]' 
Beweis: Wähle x e c ,  auf einer Umgebung U von X sei Re p 
durch k beschränkt ( abgesehen von einer Nullmenge ). 
Wähle ein t o e ~ " \ ~ 0 ~  mit ( \tl < \t,\ + s(t)kS ( 1 ). 
Für geeignete ue~z(IR") und kleine t R*\\IO? gilt dann: 
supp U n supp U(. + t) = !d, supp U $. !J, supp U U, 
supp U(- + t) CU. Aus der Annfhme einer Abschatzung 
wie oben folgt: 2\\u\\ < k-$ kFl\nll , also U = 0, Wider- 
spruch. 'P - L~ 
Ein Nachweis von ((2) A (3)) ohne die Realteilmethode 
wurde gesucht, aber nicht gefunden. Bekannte Abschatzungen 
der Form Ilipu llL, ( klluliA mit Q messbar, für alle ueDA, 
die ohne die Realteilmethode bewiesen werden ( etwa in 
126 ] ), benötigen Beschranktheitsvoraussetzungen any , 
die (3) ausschliessen. 
Eine (2) verwandte ~oerzivitatsungleichung wie in Be- 
dingung ii) von Satz 3.8 lasst sich für gewisse ellip- 
tische Differentialoperatoren mit variablen, nicht be- 
schränkten Koeffizienten beweisen: Siehe Satz 4.9. 
Bedingung (4) für einen linearen Operator L, in L=($ ) 
folgt aus einer Koerzivitatsungleichung ohne unbequeme 
Differenzenquotienten: 
(5) 3 ( a: a + : a(y),Gm+w) 3 k~ R: V U ~ D ~  : 
(a + I ) IFUI~ < Re(L., (U) + kilul~:~L~~) . 
V 
Dabei bezeichnet F die Fouriertransformation in L,(@). 
(5) ist - mehr noch als (4) - eine ~oerzivitatsunglei- 
chug bekannter Form: Für a := ( 1 .  l2 + I)' bekommt man 
im linken Term von (5) die Norm von H'" (tRn) zurück. 
Beweis von "(5) +- (4)" : Konstruiere eine stetige Mino- 
rate b von a + 1 mit b 2 1, b(T),T;',m . Setze für t e d '  
s(t) := sup \I - exp(i(p,t))\=.b-" ( e ) .  Folgt s(0) = 0, 
5's ar" 
s 2 0.  
4.3 Lemma: s ist in 0 stetig. 
Beweis: Sei (t,)„N eine Nullfolge in . Zu jedem t~ 
gibt es ein $,G mit c(tv ) = \ 1 - exp(i(~t, )12 bVA (T,), 
denn für s(t,) = 0 kann man F, = 0 setzen, und für s(t,) 
positiv existiert wegen b(y)+ + W  ein RE$ mit: 
- A  - A  \Y\ 2 R + \ 1 - exp(i(tv,$ b-" (T) 5 4(8 s(t,) ) 
= 2-A s(ty), und auf I$[ \$I 5 Rl nimmt die stetige 
Funktion H \I - exp(st, ,T )V b(7)-' ihr Maximum an, 
das dann gleich s(t,) ist. 
i) Falls \Y,\+ W , folgt aus den Voraussetzungen Über b 
s(t,) = l... \zb(fiv)-A 5 4 b($,)-'+ 0, was zu zeigen war. 
ii) Falls beschre&t ist - etwa durch k - gilt: 
s(tv) = 1-1 - exp(i(tV,yv))t2 b(qb)-' 5 
l...? (inflb(~)\ I%( 5 k~)-~. 
Wegen b > 0 und wegen der Kompaktheit der Kugel vom Ra- 
P 
dius k ist das Infimum positiv, es folgt: 
s(t,,) 5 \ E: (i(tv ,~v)) ~ l z  (infl-..I )-4 5 
P 
i n .  - *  ( ' t V  5 
( t* (i*-!)-A \ty\P k.) = 
(...)-Alexp(k\t,\ ) - 11 3 0 ,  was zu zeigen war. 
iii) Sei nun (t„)„N eine Teilfolge von (t, die be- 
sitzt eine weitere Teilfolge (t„&,,# mit (7  be- 
schrankt oder \ $  -+ CO , nach i) und ii) gilt: 
+ 0.  
iv) Die Stetigkeitsbehauptung folgt aus der leicht zu 
zeigenden Aussage: Sei (a,)„y eine Folge inR. Dann 
gilt: a,+ 0 Jede Teilfolge von (a, )„H besitzt eine 
gegen 0 konvergente Teilfolge. 
Nach Konstruktion gilt: 
'dteRn ~ F ~ R ~ :  s(t)(l + a(g)) 2 s(t)b(~) 2 I1 - exp(i(g,k))\2 
Nultiplikation mit I FU($)\~ für U E D ~  t L?(@) und Inte- 
gration ergibt für alle tcc: 
Die behauptete Implikation folgt nun aus 
4.4 Lemma: fe~,(i$) V t~ if: 
J If(- + t) - f i2 = / I I  - exp(i(t,y))12 \F~(T)\' dg. Rn K' 
Beweis: Für alle ua~:(iR") und für alle t e I$ existiert 
2 
- exp(i(t,t))l?. lhi(~)lcd~, weil \I - exp(i(t, . ) ) [  5 + 
messbar ist. Es gilt: 
2 )  / @ l ~ ( .  + t) - u l  = (IF(u(. + t) -U),2 = 
/ \F(u(- + t)) - FU\', 
mit F(u(. + t)) (X) = C exp(-i(~,&)u(~ + t)dk = 
cj exp(-i( 7 - t,x))u(y)dT = exp(i(t,x))~u(x) folgt die 
Behauptung des Lemmas für die U€C:(I$). Für beliebige 
f€L1(R?) ergibt sie sich mit der Stetigkeit der Fourier- 
transformation, der Translation und mit der Beschränkt- 
-
heit von ( 1 - exp(i(t,.))12 aus i:(P) = L,(@), 
Wir haben bewiesen: 
4.5 Satz: Sei DcL,(mn) ein linearer Teilraum. P sei ein 
linearer Operator von D in L , ( R ~ ) ,  gegeben durch Multi- 
plikation mit einer messbaren Funktion 6 mit 
Re p 2 -k für ein kclR und mit Re p(~),~;If;m. 
L, : D += L,(R-) sei ein linearer Operator mit 
(5) 3 ( a:~"+ IR: : a(p),Iz-p) 3 k€ IX: V ueD: 
&(a + I > I Y ~ ?  ( RecL,, (U) ,U„„ + . 
Dann hat der Operator A = L,,+ P die kEE. 
-. 
Wir charakterisieren (5) für D = C:(@) und 
L, = L: Deu H Z a DU , a,€C für (el\ ( r, durch eine 
141SY * 
Eigenschaft des L definierenden Polynoms L@) = Z a,qd. 
La \L * 
4.6 Satz: ( Für L gilt (5) mit einer messbaren Funktion a) 
& Re L(%) -+W. \P\+ 
Beweis: 'I+- " folgt mit Fouriertransf ormation: Re L(?) ++ 
+Re L(-) nach unten beschränkt, etwa durch k,. Setze 
i- 
a := Re L(- ) + Ik,l . a ist messbar mit Werten in R„  
erfüllt a(7) $+zm, und es gilt für uacY(if ) : 
(a + l)\fif = Re ~(.)lFu? + (Ik,\+ I)\Fu\~, 
nach Integration erhalt man (5). 
Zu "=) : L ist abschliessbar zum Operator L in L,(@') 
- etwa wegen des dicht definierten adjungierten Operators 
L*, L*=> L mit L (U) = Z~D~U. 
1414V 
i) Es gilt: vfE+: { (a + 1)\Ffl2 5 ((~e L(-) + k)\Ff12. 
Denn: Sei feD~. Dann gibt es eine Fomge (um),ea in c~(R) 
N 
mit U, -t f und L(um) -t L(f) in L, - Norm, 
~(u,) 4?(f) + FL(u,) 3 Fx(f). Es gilt (1421, S. 20) 
für fast alle ?E V:  FL(~)(T) = L(~)F~(T), und: 
FL(u,) ($) = L($)Fu,($). 
Daher: L(. )firn(- ) + L(# )Ff (. ) in L, - Norm. 
Mit ]Re L(-)\ 5 \L(-)\ und mit Fum+Ff folgt 
(Re L(.) + k)Fum+ (Re L(-) + k)Ff, mit der Schwarz - 
Ungleichung: U 
((Re L( -1  + k)Fu,,,,Fu,) 
L, CRn) + ((Re L(. + k)Ff ,Ff . 
Aus (5) erhalt m z n  nach Fouriertransformation der rech- 
ten Seite: 
( Fu,)„u definiert eine Cauchyf olge im Hilbertrap 
LL(Rn , a + I), der durch die Norm ( (a + l) \hi2 )" gege- 
Rn 
ben ist, die gegen ein g in L,(@ ,a + I) konvergiert. 
Wegen a 2 0 definiert g ein Element von L,(@) mit 
Pu, 3 g in L,(@ ) , damit g = Ff . Zusammen: 
( (a + I)\Fu,\'. 4 f(a + 1) \~f\'. 
Die Behauptung i) ergibt sich nun aus (5) durch GrenzÜber - 
gang. 
ii) Es gilt: V<L,(R~) A L(- )vaL,(E?) + F-'veDC. 
Beweis: c121, S. 19 und 20. 
iii) Sei FE$. Wähle eine Folge in C:(@') mit 
Trägern in der Kugel vom Radius 1 um 9 ,  sodass die von 
den lu,?def inierten Distributionen ( \um 1' )d die Evaluation 
in f ( 2 - Distribution in? ) approximieren ( in der To- 
pologie von B'(Rn)). Dann ist für alle m L( -)U, in L,(@'), 
also F-"U,ED~, und FOF-'U, = U,. Wegen supp U, 
~ ~ C I R "  [ \ ?  - T\ < 15 darf man in der in i) gezeigten 
Abschatzung ( für die F-Lu,) noch einq€~:(~") mit 
?\I .  .f = 'I unter die Integrale nehmen. Man findet: 
( iU , \ z ) , ( i l (~e~ ( .~+k) ) ) ( \ u~2 .  )d(q(a + 1)). Für m+ cu folgt 
(a(7) + I) L (Re L(?) + k). Daraus ergibt sich die ge- 
suchte Implikation. 
0. 4.7 Korollar: Sei L(?) = Z aaT ein Folynom mit kom- \W!< v- 
plexen Koeffizienten, es gelte Re L ( ? ) , ~ S ~ .  
Sei p:IR"-+ C eine messbare lokal wesentlich beschränkte 
Funktion mit He p(x),y\i-p und mit Re p 2 - k für ein kcR. 
Dann hat der Operator 
A:  L~(@)=C;(R~)~U H L a&D\ + pucL,(rRn) 
die BE. \*\B V 
Beweis: Satz 4.6 und 4.7. 
Anmerkungen: 
i) Xie Satz 4.6 zeigt man: L )  
\p\ - W 
ii) Die 1 - koerzitiven Operatoren aus Abschnitt 3 erfül- 
len L(Y),~~$" und haben daher für p = 2 die in 3 behaup- 
tete Eigenschaft (2). 
iii) Die (5) charakterisierende Eigenschaft von L(=) ist 
analog zu der Eigenschaft, die für beschränkte Gebiete fl 




iv) Für Operatoren L, die durch Polynome L(.) definiert 
sind, ist (5) äquivalent zu (4): 
4.8 Satz: Sei L(.): H a,gK ein Polynom mit komple- 
\d \€r  
xen Koeffizienten. Der Differentialoperator 
L : L,(@ )DC?(R~ )3u e,gsr$a,~"u~ L,(@) 
erfülle (4). Dann gilt: Re L(&)-i+m. \T\+ m 
Anmerkung iv) ergibt sich aus Satz 4.8, Satz 4.6 und 
dem Schluss von (5) auf (4). Es wäre interessant zu wis- 
sen, ob es Differentialoperatoren gibt, die (4), aber 
nicht (5) erfüllen, und wie man sie beschreiben kann. 
Beweis von Satz 4.8: Aus (4) folgt zunächst nach Lemma 
4.4, dass für t ~ e  und für utcZ(@) gilt: 
Wie beim Beweis von Satz 4.6, "+." , schliesst man auf: 
Daraus folgt s(Rnn\I0\) $: ~(t) = 0 3 
( V Y ~ R ~  : \I - exp(i(%,t))\ = 0) * 
( V7\e iR : exp(i')\lt12 ) = 1) + t = 0. 
Sei 7 E R~\Io]. Mit t := \$r2 7 folgt: 
\I - exp(i) ~~s(lp\-~$ )-I ( Re L(?) + k,. 
4- Wir zeigen die behauptete Limes - Aussage: Sei R e m .  Es 
gibt ein &ER+ zu R-I mit ( \tl 5 +- s(t) B-' ). P 
Für \Y (  L J-' folgt: 2 + 0 und '$1 < , also 
s(I$\-~$ ) < R-I. Damit: 11 - exp(i)\'~ 5 
V) Beim Beweis von (5)+(4) hatten wir gezeigt: 
" Sei a:iRn + IR: mit a(x)+ 1 ~ 1 - 3 0  3 und mit . 
( V u~c~(R~ ) : / (a + 1) IFuIZ < ) gegeben. Dann existiert 
+ 
eine Funktion s: IR" + IR, mit s(0) = 0, s in 0 stetig, 
sodass für alle tele und für alle uc~z(IR") gilt: 
Der Beweis bleibt richtig, wenn man statt cC(R") C:(.Cl) 
für .Q iR" offen und beschränkt betrachtet. Mit dieser 
Abschätzung erhalt man für den normierten Raum 
X := ( C ) ,  ( (a + folgende Verallgemei- IR"' 
nerung von Rellichs Auswahlsatz, die B. Malgrange mit 
einer anderen Methode in r431 zeigte ( vgl. dort den Be- 
weis von Lemma 1.2.2 ): 
I' Ist L2 beschränkt, so ist die Einbettung i: X o u ~  ue~~(fl) 
kompakt " . 
Beweis: Wegen a 2 0 ist i stetig. D a n  beschränkt ist, 
bleibt nach Satz 3.4 und der Bemerkung danach zu zeigen: 
3 ( s:iR" + R; : s(0) = 0 A s in 0 stetig ) V t~ mn f j  uecr(n1 
k ( &\U(. + t) - C\' )i 5 s(~)u UI\~, und das folgt aus der 
Mit den Kriterien aus Abschnitt 3 erhalt man die kEE 
für elliptische Differentialoperatoren, die nicht 
gleichmassig elliptisch sein müssen. 
Voraussetzungen: 
Sei iR" offen und gleichmassig regulär von der Klas- 
se C'" ( Definition: S. 28 in [41 ). 
Fcr d E(N,)" und \CL\ = ol; < 2m seien a~:Q + C steti- 
ge, auf jeder beschränkten Teilmenge von fl beschränkte 
Funktionen. 
Zu jeder beschränkten Teilmenge U cfi gebe es eine 
Funktion : 10,l) + IR:, stetig in 0 mit G(0) = 0 und 
mit: l o ~ l < 2 m ~  \ X -  y((S<1 A X E W A Y E L ~  3 
I aa(x) - aM(y) 1 sG(8). 
V:Q + & sei stetig, auf jeCer beschränkten Teilmenge 
4, C l  beschränkt, und es gelte auch für V: 
X c o A  YEWA \ X  - Y \  < 1 +- \V(X) - V(y)\ ( G  (d) .  
Dann ist auf 
DA := ~ulfl\u~~(iR") A ( \Q\ < m +- ~(~ulan = O)] 
OC A: u\n t t Z a o c D u  + V u  ein wohldefinierter 
Differentialoperator in L2(fl), DA ist durch Dirichlet - 
Randbedingungen gegeben. 
A sei abschliessbar ( Das-kann durch zusätzliche Glatt- 
heitsvoraussetzungen an die Koeffizienten erreicht wer- 
den, die garantieren, dass A* dicht definiert ist ). 
fir jede beschränkte Teilmenge W c n  sei der durch 
( X , )  a,(x)$& + V(X) definierte Differen- 
tialoperator A, in Lz(w) regulär elliptisch in w 
( Definition: gleichmassig elliptisch in U ,  Uurzelbe- 
dingung erfüllt. Siehe S. 4-4 in 141 von der Ordnung 2m. 
C 2 
Es gelte: 3 ksR V u o ~ ~ :  Re(,&2maoLD~,~) > - k \ \ ~ l \ ~ , ~ ~ .  
LZ(n) - 
Es gebe eine AusschÖpfung (Lly)CGi vonf2 mit: 
VPcN: 0 gleichmassig regulär von der Klasse c~~ h e 
C !JC U ((J np,) n ( ~ f i ) ) O  A inf (Re Vlfl\n )++m . 
C" 
Dabei ist ( (an ) n (ZiQ) )O der offene Kern von ( . . .) in e+-' 
der Topologie von anyy, die von K? induziert ist. 
N Be V sei durch ein - kciR nach unten beschränkt. 
4.9 Satz: A und die Abschliessung A haben die =E. 
Beweis: Mit einer a - priori - Abschatzung von Y. E. 
Browder wird Bedingung ii) von Satz 7.8 für A nachgewie- P 
Sen. Wegen der Realteilvoraussetzungen ergibt sich auch 
Bedingung i) von Satz 3.8. Mit Lemma 2.4 und Satz 3.8 
folgt die Behauptung. 
zunächst ist offenbar erfüllt, dass für W beschränkt 
und offen und für ucDA ulw in H~'' (U) liegt. 
Zu Bedingung i): V ist stetig, also auch Re V. F& 
V' := Re V + % + 1 gilt inf((elin\n ? ) + + C O ,  und für u€DA: 
ln$\uf = (n(~e V + E + l)lu12 =(G + 1)huf + Re (Vu, u)L2(n) 
oL 
< (k + k + l)Ju12 
- + Re( a p  U,U?,~+ R e ( v ~ , u ) ~ ~  
" 2. 
< Ik + k + Il llu\L2cn) + Re(A(u) ,u)LzCn) 
-
<(lk + k + 11 + 2-')(llull„cn.> + I\A(u>IILl~n~ 
- )": 
Setze V : =  ( ~ k  + k + 11 + 2-4)-4~'. 
Zu Bedingung ii): Theorem 2' in [4 1 besagt: 
4.10 Satz: Sei!J'c@ offen und gleichmassig regulär von 
der Klasse CZrn . Sei an' offen. Sei C n' offen mit 
- 
C n' U r kompakt gegeben. 
Seien für CLE(N,)" und \X\ 5 2m (mcN ) a:: !J'-+ C be- +. 
schränkte Funktionen. Es gebe eine ~unktionw:[~,?)-t~~, 
stetig in 0 mit w(O) = 0 und mit 
(\a\ 52 m ~  x c d ~  A \ X  - y \  L 6 < 1 + 
I - aL(y)\ LU (6) < CL 1)-
Der durch W L aAD w auf 
j v ~ a  vccz(~~) n ( igl < m =t ~ P v i r  = 0 13 
definierte Operator A' in L,(n ')  sei regulär elliptisch 
von der Ordnung 2m. 
Dann gibt es eine von C,n' und A' abhängige Konstante K 
mit ( weDd => \I W\ C\\ H~""(c) - < Kll~\\~,)- 
Satz 4.10 lasst sich mit Ideen aus 141 beweisen. 
Sei nun ~ E N  und ueDA, dann liegt u \ n  in ci4 
j v ~ n  ?TA / v~c:($) - . ( \CI C m 3 D ~ V /  ((anC~n(an))o = 0)). 
ES gilt: nr fl„, U ((an„> n (an))', n, offen, 
- 
n, kompakt, nf, C ++, 
/ 
Auf npi4 sind die a, und V beschränkt. Anp, ist auf 
C . . . }  definiert und regular elliptisch von der Ordnung 
2m. Die Koeffizienten a,\3p+4 , V\nPA haben die in 
Satz 4.10 verlangten Stetigkeitseigenschaften. Aus Satz 4.10 
folgt mit uln = (uln?„ )In, für ucD,: t' 
< uu~~,i~,2mlzcn~ r = n cu'n, )inpiH2,,,12~nrl -
9. (!Anp4 (u1Qr+4 ) llLz<w + au\Qr+4\\Lzui-,d - C 
K. (\\A(u)\(~~(~) + \I ull ,z„, ) , das ist 13edingung ii) von 
Satz 3.8. 
OL 
Setzt man für A noch voraus, dass der Anteil a,D 
gleichmassig elliptisch inn ist mit beschränkten ad und 
globaler 5 -  Bedingung für die a,( nicht für V ), so 
erhalt man die kEE einfacher - ohne Satz 4.10 - aus der 
Garding - Ungleichung 
CL Z b' utD,: ~ull~rnt2~~~ < c (Re(,T& a,D ~ , u ) ~ ( ~ -  + lluXLd$J, 
der Realteilmethode, den Wachstumseigenschaften von Re V 
und aus Satz 3.8. Die Stetigkeitsvoraussetzung an V und 
Re V kann dann abgebaut werden. 
Ein Beispiel für einen nicht gleichmassig stark ellipti- 
schen Differentialoperator, der-die Voraussetzungen von 
Satz 4.9 erfüllt: 
Seim = 1, fl = \XE@ \ X, > 03, 
CL 2 
( X  = , ,  + exp( - X,)?: für X& und?€@, 
IN142 
V erfülle die Voraussetzungen in Satz 4.9. 
Wegen exp( - x,)%--O ist der zugeordnete Differential- 
operator nicht gleichmässig stark elliptisch. 
Für geeignete ~usschöpfungen vonn sind dann alle Voraus- 
setzungen von Satz 4.9 erfüllt. 
rl 2 
Wir zeigen: 3 k& V ueDA : Re( ,Ls2 adD u,u)~(,) 2 -klluIILZcI1). 
Sei ucDA, dann folgt niiit partieller Integration wegen 
der Randbedingung: 
aL 
Re( aolD u,u)L,(nl = 
0 , . , 4 , . . ,  0 2 Re E: I\ D u ii L2(,> + Re(D<~~~,..tdU,D L-~,o~..,o) (-pT, )u)~,~~ 
Y 
( nach Produktregel ) 1 
, D 4 .  2 
- \(D (.(,'J,..+) U,UD «,o,..,o) 
~ I L ~ c f i ~ e r ~ o C - p r ~ ~  exp (-PT, )L,<n)\ 
> . . . - 11 (~["~t''t~> U) \D (."0~-$9 1 
- exp(-pr, )12,L(*)' 
1 D (41~,..iO) 1 
exp(-pr )lVILlcQ) - 
Mit , DC<'~'"'d) 
exp(-pr, )( = expo (-pr, ) und mit 
1 ) expo(-pr, ) in !2 folgt weiter: 
> .*. - 11 D(AtO~..,~) 
- ullL2(n,=xp.tpr.n 2 
2 
... - 
Ebenso findet man Beispiele A mit unbeschränkten Koeffi- 
zienten a„ die die Voraussetzungen von Satz 4.9 erfül- 
n 2 len: Man betrachte in den durch (dopr, ) (X) 5: + LtY + V(x) 
gegebenen Operator mit 0 < I d'i2 d auf n und d unbe- 
schränkt ( Die Voraussetzung an d' ermöglicht wieder die 
globale ~bschatzung nach unten ). 
Anhang 
Satz 3.7 liefert einen Auswahlsatz für Soboleaäume 
mit gewichteten Normen. 
4.11 Satz: Sei C R? offen, sei = (i4,) ,<, mit 
(P,€C0(Q,d) gegeben. Dann gilt für pell ,a): 
i: 13'lp (Z2,ip)3f & faLp ) kompakt ¢3 
3 ((D,) Ausschöpfung von Q : C I  Pi 3 C Q ? + ~  ) : 
<I\ + 0. , sup [ ~'lulpA ~ S H * ' ~  ( n , ~ )  n IIuU , - 
n\nr F+W 
Dabei gilt: H " ~  :=  
jfcLp(Q,ip, ) I  3 Folge in Crn«l) n Lp(n,iqQ): 

F Ü ~  uccY(f2) C= CZ(C ) sei zu x'~i9"-' C „  die durch 
X, i+ u(x, ,X' ) definierte Funktion in C:(IR). 
Xn sei die charakteristische Funktion zu 12 . 
pr' bezeichne die Projektion ~"3x r, X e  iq"-" , analog sei 
pr, die Projektion R?ax W x,eR. 
Dann gilt für xAe(R und für alle x'E@'-' : 
Y 
X 4  
Ud (X, = / (Zx, ) , daher für alle X ' E ~ - ~  und für alle 
-m T 
x,ER: 
X A Y A 
2 2 \U.(x.)\ < ( (  i ( u x ' ) i  F-= ( l I(u„)~IX~(.,X~)) . 
-9) I - W  
Es gibt eine Funktion v~CO(pr, (fl) X prl (Q)  ,R+) mit 
( V X'E prl (n): l€L,(pr, (Q) ,Y(. ,X' 1) > und 
( 3 AC$ V X'EP~' (0): ' s A 1. 
- Man hat dazu nur zu Überlegen, dass es so eine 
Funktion zu fl = rR" gibt. Diese ist dann auf pr, (0)xpr' (Q) 
einzuschränken. Man suche etwa ein +,E cO(R,~') mit 
(p tp~<m und setze y(x) := v4 (X,). - 
Es folgt: 
X' 2 ( ( icax,)%i6(. ,x~)' s tr \(G;. )p,(. ,x~)$(.,xl)q%. ,X') 
- 00 R 
Wegen supp(U„ ) prA (12) und (Cx, )%G C:(@ und E 
( X ) 5 A wird mit der Schwsrz - Ungleichung 
weiter abgeschätzt: 
5 ( (  \(Gxt )?I' ,X' 
R 
Multiplikation mit 9 und Integration Über I nach X, gibt: 
~ I ~ ~ ~ I " ~ ( . , X ' )  5 (U(ux, )%I2 I-p-'(*,xi)>.~'. 
Mit (Gxl ) (X,) = (aU/i3x,)(x0x'), mit dem Satz von Fubini 5 
Über mehrfache Integration und D Q'Ol"'d U \ = \ 2 u/a X, ( 
erhalt man nach Integration Über tRn-, : 
( \ultY A'&, (D b'Ov"o'u h-* , das ergibt die gesuchte Rn 
~bschätzung M t  $LO,.i,i) : = A - ~  
und yy ,o,..,d : = 4-* und 
y a : =  1 sonst. 
t 
Mit Satz 4.11 in der Version für E: (fl,y) erhalt mari 
für das verallgemeinerte Dirichlet - Problem zu stark 
elliptischen Sesquilinearformen mit Ableitungstermen bis 
zur ersten Ordnung und geeignet anwachsenden Koeffizien- 
ten die Fredholm - Alternative in L,(n,iq,). Diese Verall- 
gemeinerung der bekannten Aussage Über die Lösungen auf 
den Fall nicht notwendig beschränkter Gebiete fl wollen 
wir nun zeigen. 
Wenn die Einbettung H: (0,~)3u I+ U E L ~ ( ~ , ~ J ~  ) kompakt ist 
und wenn die auf H? ( f l , ~ )  x ~1,'2 ( ~2 ,~ )  beschränkte Sesqui- 
linearform B eine ~ a r d i n ~  - Ungleichung erfüllt: 
2 Z 
IB(u,u)l ) cAl\ul\H"aZcn,\p) - 4~\~'\,~(n,~,1 3 
so gilt für die ~Ösungen von 
($1 ( V +  EH? (n,~): NU,+) = (f,4),,cQ,rq,l 1 für fc~,(~,rpo) 
die Fredholm - Alternative. Das zeigt man etwa wie in 111, 
die Fredholm - Alternative bezieht sich dann auf das 
Problem ($) für B und für die " adjungierte Form " B*, 
die durch B* (u,v) = B(v,u) gegeben ist. 
Sei n C offen, Wir betrachten auf X c Z ( ~ )  eine 
Sesquilinearform 
- - - 
B: (u,v) f (xn atk aiuakv + 1; aivau + 1; a!,uJiv + 
!J i,kA a u ~ )  
mit stetigen komplexwertigen Koeffizienten aufn . Zur 
Abkürzung setzen wir dabei Bi U := au/axi. 
4.14 Satz: Es gelte 
i) Re aik (x)7;Yk ) ei (X) \$;? für alle X&, T E cn 
mit stetigen Funktionen ei : 0 4 , 
ii) 3 c,c< : max\a.,,\ (. c3min ei und 
iii) max i\a\ , \a,\ , . . . , \ an\ , \ a; \ , . . . , \an \f > 0 in fl . 
Sei € ~(0,l). Für 
(0 
I ycc := ei für \ o ~ (  = 1, = /I folgt: 
I iv) E! c,t R' V (+,y)~~r(~) x C;(R): 
I 
I 5 ii+llH$2 c A ~ , ~ I \ ~ l l H ~ c f i l y )  und 
( V) 3 cAIE  3 cZIL E 9: \d +EC;(~) : 
Beweis: Zu V): Sei Qc:(fl). Folgt: 
IB(@,4)I L Re B(@,@) 2 
ei I + ~e 1,2 ai4ai+ + Re ln2  ai+&$ + aekic~t 
1 - 
1) Re( x:ai$ai+ = Re( <$ai+e;3a,+ 2 
n A n 
- f ({e; 1ai@ia )'(( \a;i2 e\* )' ( Schwarz - Unglei- 
R R 
chung ) 
> - X: ( aA~ki~ai+t + (2~)-~L\a~\' e~'\4\~ 1,
-
2) wie in 1) folgt: 
-. 
- 
R e a i  - ( e - ( 2 ~ ~ 7  la!)'e-;\+\'), 
R n 
zusammen : 
[(T - i){lQfi..-) + {fi14?(.-.)1 = 
R 
(1 - ~ ) i l @ l l ~ ~ ~ ~ ~ , ~ ~ )  - ( ~ - E ) I I Q I \ ~ ~ ~ ~ ~ ~ ( ~ ) ~  - 
Zu iv): Seien $ und aus c:(fl). Für icll, . . ,n\ gilt: 
3) i~;aa,4i = 1k$a~4a~e:$~~ 5 < 
(kiiai4iz )'( Jiaii- R e;'\*iZ 5 1\41 U4s(n,s<L,) (2t)=i1~11 
.... 1 
4) wie in 3) folgt: 
0 
A 
- E \ J  a\mai, 1 5 (2~) U+l,re(n„"f)> II+l~Hgiin,ip~~) .
R 
5) offenbar gilt: \ (  abv\ 5 ( l lal \$P $ ( {  (allyi12 1' 5 
n n LI 
ll &B ,A,= Ily 11 ,,t+ (n, $9 - 
6) Mit Voraussetzung ii) folgt: 
A "z 
a k a i @ G  I r c,((ei~ai+12 ek\a,q12 5 
n R n 
C3 11 4 (Q, vwl I\ + ,.,T I . Zusammen: 
\B($ ,Y)/ 5 (cjnL + 1 + (8&)%n) @lugcn,p~ii I q  KHy(olvk~ii) - ' 
Damit ist Satz 4.14 bewiesen. 
Wegen der Stetigkeitsvoraussetzung an die Koeffizienten 
von B sind die \p,stetig, wegen der Voraussetzungen i) 
und iii) positiv. 
4.15 Korollar: Sei E €(0,1). Unter den Voraussetzungen 
von Satz 4.14 an B gilt für das verallgemeinerte Dirichlet- 
Problem (%) die Fredholm - Alternative in H:'~ (~2,~'') ), 
wenn q(L' die Bedingung von Satz 4.11 ( Version mit 
H 4iL (n,iq) ) erfüllt. 
Beispiel: Sei n := \X& lf \X, > 0 A X, > Of . Eine Aus- 
schöpfung, wie sie in Satz 4.11 benötigt wird, ist gege- 
ben durch n,:= lxai~~1 1x1 < p l  n \xr~\dist(x,\on) > P-*]  . 
Der Beweis von Satz 4.12 
zeigt, dass für jedes V,€ CO (fl,$) 
mit: 
V ~ N  : ~ ~ J ( Q ~ + A \  oe) 5 
v:\(n„\ o, 1, 
iqk(x) := (1 + X:)-' für x € n  
und Y,:= für IN\ = I 
gilt: Die Einbettung 
(n,'9)3~ H ufL,(n,y0) ist 
kompakt. 
Wir betrachten die Sesquilinearform B, die durch 
A 
mit 1 a(x)( 5 auf R \ n gegeben ist. a sei eine e+:'. r 
Funktion im Baum CO (n), fur iq, gelte: 
V ~ C W  : pvpi (n„,\+) 5 V;\ (ne+*\nP). 
Dann erfüllt B die Voraussetzungen von Satz 4.14 mit 
e, (X) = 1 + X:, und es gilt für E ~(0,l): 
= '9, + ( 2 ~ ) - *  (I + ~r:)-' \a12 , 
= '4. (X) + (2~)-* V;(X), 
kann wie <po abgeschätzt werden. 
(6)  I - I  2 Mit (s, (X) = T, (X) = 1 + X, für (U\ = 1 ergibt sich 
nach den vorigen Bemerkungen, dass die Einbettung 
H;' ( Q ,  '" )3u ci ucL,(Q, ) für E ~(0,l) kompakt ist. 
Nach Korollar 4.15 gilt fÜr die Lösungen der Aufgabe (i) 
zu B, e'E) die Fredholm - Alternative in L,@, ) . 
Die Koeffizienten aik von B wachsen fÜrlx,l+co gegenm, 
die anderen Koeffizienten verschwinden für \X\+ m und 
für X+-an. 
Die Sätze 3.7 und 4.11 verallgemeinern Ergebnisse von 
F. Rellich 118, der zeigte;. dass für unbeschräIikte Ge- 
biete n, die für 1x1- a, beliebig schmal werden, der 
Auswahlsatz richtig bleibt. Sein Resultat lasst sich da- 
her aus Satz 3.7 ableiten. Wie Satz 4.11 folgt 
4.16 Satz: Sei c~~ offen, sei pe[l , W ) .  Wenn'es eine 




< I f - -30 ,  sup1(ln\* IU\P)')U~I„„(,~ -
P C"'" 
SO ist die Einbettung H~'' @)du- u€Lp(fl) kompakt. 
Zum Beweis: Auf die Relativkompaktheitsvoraussetzung 
von Satz 4.11 kann verzichtet werden, da hier V,= I 
für alle X mit \M\ ( 1 gilt d weil man statt Hellichs 
Auswahlsatz im Beweis von Satz 4.11 auch den Auswahlsatz 
" Die Einbettung B"P  PU H ueLp (n) ist kompakt, wenn 311 
C"- glatt und w e m  n beschränkt ist " verwenden kann. 
Satz 4.16 bleibt richtig, wenn man H' '~  (Cl )  durch H:' 0) 
ersetzt. 
Wenn !2 1~~ ( n 2 ) für Ixl+co in einer Dimension 
beliebig schmal wird - man kann wie Rellich das Schmal- 
werden mit dem kleinsten Eigenwert-der Dirichlet - Rand- 
wertaufgabe für den Laplace - Operator auf Querschnitten 
von n messen - , lasst sich die Kompaktheitsbedingung 
aus Satz 4.16 für 'da (n) nachweisen. 
Vorausgesetzt werde etwa: P 
Y E  > o ~ R ~  > o V ~ E I I ? :  1 7 ~ 1  L R ~  , , $ ~ n  + I$,\ <E. ,  
ferner, dass fl c4 - glatten Rand hat. Man sucht eine Aus- 
schöpfung von Cl mit cA-  glatten Rändern und mit: 
 LI>^ 3 R~ CR+: (n,nP) C n \ iE.ai \Q.I < R& A R + m C 
und zeigt dann zu E > 0, R, und einem pE mit 5 > RR, für 
p , dass für UEC~(~) mit I\ U < 1 und für Cm - e 
die Abschätzung 
2 f \U? \U\ gilt, schreibt dann den 
n\ n, ' 'n 0 156 RA ie,i.ab 
rechten Term als Integral nach X,, und nach (X„ ..., X,), 
erhält für das X,, - Integral nach einer bekannten Ab- 
schatzung ( weil u kompakten Träger besitzt ):  
mit einer nur von n abhängigen Konstanten C. Integration 
... 
< 1: , nach (X„. . ,X,) ergibt mit \\U ll,,4p(n) -
\U? 5 4cc2 , nun folgt leicht die gesuchte Bedingung, 
5 Erweiterungen von kEE - Differentialoperatoren 
mit diskreten Spektren 
Die Differentialoperatoren A = L + P besitzen abge- 
schlossene Erweiterungen in LI(@ ) mit nicht - leerer 
Resolventenmenge, wenn sie die Voraussetzungen von 
Satz 4.2 erfüllen. Dies wird sich aus einem Satz von 
F. E. Browder 131 Über die Existenz kompakter Inverser 
zu Paaren f ormalad jungierter linearer Abbildungen in 
reflexiven Banachraumen ergeben. Wegen der Anwendung 
für Operatoren in Ii,(Rn) werden im folgenden nur Opera- 
toren in einem 6 - Hilbertraum betrachtet. Allgemeinere 
Existenzsätze für kompakte Inverse finden sich in [SI. 
5.1 Definition: Ein Paar (T, ,T:) von linearen Abbil- 
dungen in einem C -  Hilbertraum H heisst formalad- 
jungiert, wenn gilt: DTe = H = DTk A 
( 'd X C D ~ ~  'V' yeD,~ : (y,T, (X)) = (T;(Y),X) 1. 
Ist (T, ,T:) ein formaladjungiertes Paar in H, so 
folgt T, (T:)* ( die Hilbertraumadjungierte existiert 
wegen D, = H ). Daher ist T. abschliessbar zu Fii. mit 
- N 
T, c T, : f (T: )* . T, heisst minimaler Operator zum Paar 
( T  T ) T heisst maximaler Operator zum Paar (T. ,T,). 
5.2 Satz: Sei (T, ,T: ) ein formaladjungiertes Paar abge- 
schlossener linearer Abbildungen im Hilbertraum H. 
Wenn die Inversen Ti1 und TL-" auf qo und R,; existie- 
ren und als Abbildungen von (RTC , (\ U,, \ RTo ) und 
(q: ,\I I$.,\ RT: ) in H kompakt sind, gibt es eine abgeschlos- 
sene Erweiterung T von T, mit kompakter Inverser auf H 
und mit T, C T C T,. 
Zum Beweis: Ein entsprechender Satz ist in 1 3 1  als 
Theorem 3.5 für Paare formaladjungierter linearer Abbil- 
dungen in reflexiven Banachraumen bewiesen. Der Beweis fi 
Übertragt sich auf den Fall eines Hilbertraums, bei dem 
T, durch die Hilbertraumadjungierte aefiniert ist. 
Die Operatoren A: L,(IR~)JC;(IR~ )3u L(u) + pu E L, (V  ) 
und Al :L,(R*)>C;(R")~U+ E(u) + ZUG L,(R") 
mit L(u) = %D%, 
- \d \ST  
~(u) = a*D U, aoLcd: für I&[ ( r, P:  IR^-+ C mess- 
bar und lokal wesentlich beschränkt, 
bilden in L,($) ein f ormaladjungiertes Paar, wie man 
durch partielle Integration sieht. Es folgt leicht, dass 
auch die Abschliess~gen ein formaladjungiertes Paar in 
L,(iRn ) bilden. 
Wenn A die Voraussetzungen von Satz 4.2 erfüllt, so 
auch A' mit den gleichen Konstanten k, und k in den Ab- 
schätzungen. A und A' haben die kEE und erfüllen.( siehe 
Beweis von Satz k.2 ): 
V u~c~D(R~): (Re p + k + l)lula < 
- 
R~(A(~),U),,~, + (ko + k + I ) ~ ~ ~ u ~ ~ ~ ~ ~ ~  = 
~ e (  A' (U) , u ) ~ ~ < ~ ~ ~  + (ko + k + 1)1lull~~ 
. 
+ Oaher gibt es ein k, €IR, sodass für A + k,Id und 
A' + k,Id gilt: 
Wegen Lema 2.9 haben A + k,Id und A' + k,Id die BE, 
sie bilden ein formaladjungiertes Paar in L , ( ~ R " ) ,  weil 
(A,A' ) eines ist. Die Abschliessungen A a  und 
~ m d  haben nach Lemma 2.4 auch die kZ3, und sie 
bilden ein formaladjungiertes Paar in L,(Rn). Aus den 
~bschatzungen oben ergibt sich durch Abschliessen auch 
die Injektivitat von q d  und v d .  Nach 
- Lemma 2.7 erfüllen k + k,Id und A-d alle Voraus- 
setzungen von Satz 5.2. Deshalb existiert eine abge- 
schlossene surjektive lineare Fortsetzung T von A + k,Id 
mit kompakter Inverser T-" und mit: 
. . 
Damit ist fast bewiesen, dass gilt: 
oL 
5.3 Satz: Der Differentialoperator A: U .,ssr..adD U + pu 
in L2(Rn) mit Definitionsbereich C:(@), a,EC fur \ o ~ \  5 r 
und mit p messbar, lokal wesentlich beschränkt und den Ei- 
genschaf ten 
i) Re p 2 -k für ein kcR und Re p(x) + + W  , 
o( 3 +cn w\+m ii) Re LEI\-V- q a,? \ q \ 3 0  
besitzt eine abgeschlossene lineare ~r'weiterun~ Ap mit 
den Eigenschaften 
iii) Aq C A, = (Al)*, 
iv) ?(AT> f @, .. 
V) \d 1 C 9 (8 ) : R(A9 , I )  ist kompakt. P 
Beweis: Für Ag:= T - k,Id gilt: Ag ist abgeschlossen, 
-k4c$Ap), R(Ag ,-k,) = T-* ist kompakt, also sind alle Re- 
-
solventen kompakt. Aus T -=, A + k,Id = Ä- + k,Id ( leicht zu 
- 
sehen ) folgt A C Ag. 
Es gilt: T (A + k,Id), = A,, + k,Id. 
Beweis der Gleichung: Wegen (A + k,Id), = (A' + k,~d)* 
und wegen A, + k,Id = A'* + k,Id ist zu zeigen: 
(A! + k,,1d)* = B'* + k,Id. - Dies wird 5& Lemma 5.4 be- 
wiesen, damit erhält man: 
A = T - k,Id A„ Satz 5.3 ist bewiesen. 9 
5.4 Lemma: T: H2D,+ H sei eine dicht definierte lineare 
Abbildung im C - Hilbertraum H. Dann existieren für alle 
C<& die Hilbertraumadjungierten (T + c~d)*, und es gilt: 
T* + CId = (T + c~d)*. 
=weis: x*ED~.+ = D+ +=- ( xeDT: (~(x) ,X*) = (x,T* (X*)) 
+ ( xcD,: ((T + cId)(x) ,X*) = (x,TV(x*)) + (x,cx*) = 
(x,(~* + EI~)(X))) +- 
A (T + CI~)" (X* ) = (T* + 21d) (X*) . 
&DCT+ ' l d l f  
Bleibt zu zeigen: D(,+ C DT*+ Für X*€ D (T t cldl*  
folgt : 
( 'd xrDT: (T(x),x*) = (x,(T + CI~)*(X*)) - ( x , k Y )  = 
(X, ((T + cId)* - G1d) (X*)]) =+ 
X*ED~* = DTwfZId. 
5-5 Korollar: Der Differentialoperator k erfülle die 
Voraussetzungen in Satz 5.3. Dann gilt: 
i) 6,(A) ist in 6 diskret ( und damit höchstens abzähl- 
bar ), 
ii) es gibt eine abgeschlossene Erweiterung Ap von A mit 
- 
A Ag C A4, sodass 6(Ap) in 6 diskret ist und dass 
gilt: 6 (8,) = bp (AG). 
Für alle h e  C ist B - hId ein Fredholm - Operator 
vom Index Null. 
Beweis: ii) folgt aus Satz 5.3 und aus Satz 2.13. i) 
folgt aus ii) mit G~(A) = ~XECIO < dim N,-„ <-f c 
17-'LlO < dim N A9-_d 1 <(AT) = (Bp). 
Der Beweis von Satz 5.3 beruhte auf dem Nachweis der kEE 
und der Injektivität für die Operatoren m d  und 
m d .  Die Injektivitat ergab sich aus den Realteil- 
voraussetzungen. Wie oben kann man deshalb unter zusatz- 
lichen Voraussetzungen für die Existenz eines farmalad- 
jungierten Paares (A,B' ) für die Operatoren A von Satz 4.9 
ein Analogon zu Satz 5.3 beweisen. 
wenn der Anteil I&-zma,~OL noch gleichmassig stark el- 
liptisch ini1 ist und wenn die a,infl beschränkt sind, 
gilt sogar 9 (8) + fl ( siehe Theorem 24 in I +I ) , und 
deshalb nach Lemma 2.12, Satz 2.13, Satz 4.9 ( siehe 
auch die Bemerkungen nach dem Beweis von Satz 4.9 ): 
E(:) = 6, (Ä) ist in d: diskret, für alle 7\€e ist 
- IId 
/ ein Fredholm - Operator vom Index Null. 
Wenn die Differentialoperatoren A = L + P, die die 
Voraussetzungen von Satz 5.3 erfüllen, eine Friedrichs - 
Erweiterung A, besitzen, so hat auch A, die kEE. 
Friedrichs - Erweiterungen sind regulär akkretiv und ha- 
ben deshalb nicht - leere Resolventenmengen. In diesem 
Fall hat also eine konstruierbare Erweiterung von A dis- 
kretes Spektrum. 
Das soll nun gezeigt werden. 
Seien H, und H C- Hilberträume und sei e: H,, + H eine 
stetige, lineare und injektive Abbildung mit e(~,) = H. 
Sei a:X, x H, -+ C eine beschränkte Sesquilinearfom. 
Setze 
D = \xc~,\ 3 V X,,EH,: a(e-*(x).x4 ) = (y,e(x,)),,>- 
y ist dann zu xeDTa eindeutig bestimmt, da e(H,) dicht 
in H ist. Daher definiert DTa3x- yeH eine lineare Abbil- 
dung T, in H. T, heisst der zu a assoziierte Operator. 
5.6 Definition: Eine lineare Abbildung T im C - Hilbert- 
raum H heisst regülär akkretiv, wenn existieren: 
ein & - Hilbertraum H, und eine stetige lineare injektive 
Abbildung e von H, in H mit dichtem Bild, 
eine beschra&te Sesquilinearform a auf H, x H, mit 
( 3  NE$^ 3 C e c  V xfH, : ilx4\C4 5 c(Re a(x, ,X, ) + Nl e(x,)l(), 
und wenn T der zu a assoziierte Operator ist. 
5.7 Lemma: Ein regulär akkretiver Operator in H ist abge- 
schlossen. 
Beweis: Siehe Theorem 6.14 in 1461 , S. 29. 
5.8 Satz: Seien H, und H d: - Hilberträume. H, sei durch 
-
eine Abbildung e stetig, linear und mit e(H, ). = H in H 
eingebettet. Sei U Hl ein dichter Teilraum. Sei T ein 
linearer Operator in H mit D, e(U). Es gebe eine be- 
schränkte Sesquilinearfocm a: U x U -+ C mit: 
3 CG@,~ NEZ V ucU: llull* < C(Re a(u,u) + Nlie(u)~; ), 
und es gelte: 
V u6U t/ X E D ~ :  a(e-' (X) ,U) = (T(x) ,e(u)),. 
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Dann lässt sich a stetig zu einer beschränkten Sesqui- 
linearform aF auf H, X H, fortsetzen, und der zu a, 
assoziierte Operator T, in H ist regulär akkretiv mit a, 
als zugehöriger Sesquilinearform. a, erfüllt auf H, die 
gleiche Abschätzung wie a auf U. 
T, heisst Friedrichs - Erweiterung zu T. 
I Beweis zu Satz 5.8: Siehe Theorem 6.6 in 1461 , S .  24. 
5.9 Satz: Sei T: H=D,-tH regulär akkretiv. Dann gilt 
6(T) I h c ~ l ~ e  3\ > -N) mit der Konstanten N aus der re- 
gulär - akkretiv - Abschätzung der zugehörigen Sesquili- 
nearf orm . 
Beweis: Siehe S. 25, S. 26 U1 [16] und Lemma 5.7. 
Insbesondere haben also Friedrichs - Erweiterungen 
nicht - leere Resolventenmengen. 
5.10 Satz: T erfülle mit einer Sesquilinearform a die 
Voraussetzungen von Satz 5.8. Es gelte Dt = e(U), und es 
sei die Menge MT := {XED~/ I(T(X),X)~I + \\XI( 5 I 1 
relativkompakt in H. 
Dann hat T F  die =E. 
Beweis: Wegen \xED~*\ lix~l~~ ( 11 C 
\x6DTF I laF(e-' (X), e-I (X) ) I  + II X 1: 2-4 3 ) 
( l l c n  , weil ~a,(e-~(x),e-'(x>>l = l(TF(x),x),, [ ( 
2-I IIT, (X)II: + 2-I ) 
folgt die Behauptung aus der Relativkompaktheit von 
K(a,> := jxeD 1 \a,(e-4(x),e-4(x))( + lix~c 5 13. - TF 
Nach Voraussetzung ist M, relativkompakt in H, also 
auch 
~ ( a )  := Ixee(u) = D,/ \a(e-"(x),e-"(X))\ + \\XI\; 5 13 = M, 
' und damit für alle C E li\+ 
A 
M(a,c) :=  \xce(U>j \a(e-4(x),e-"(x))l + ~xn; ( c3 = ca~(a) . 
Die Relativkompaktheit von M(a,) folgt nun aus: 
3 cec: ~(a,) ~(a,c). 
Beweis davon: Sei x€M(aF). Wegen 
e ( X  5 c(Re a,(e-* (X) ,ee*(x) + ~11x1~) 
- da xcM(a,-) DTF C e(H,) nach Konstruktion der Fried- 
richs - Erweiterung als assoziierter Operator zu a, - 
< C(N + l)(l(a,(e-d(x),e-l(x))( + i\xll~) 5 "(N + I), 
- 
wegen Ü = H, und der Stetigkeit von e gibt es eine Folge 
(U<'' )ne, in U mit U, ?, e-'(X) und e(ur' ) -t X, 
2 \\e(uAn )U,, < 2 und I I ~ ~ ( ~ ~  I$, 5 C(N + 1) + 1 für alle n.N. 
Zu zeigen bleibt: 
3 C r < xe~(a~) V n d :  e(u> ) E ~(a,c). 
Es gilt: 
V xcM(aF) tf neN: e(un )ee(U) = D, A 
\a(e-'(e(u;' )),e-4(e(uF')))\ + \\e(u? )\PH 5 
~(a)\\u$'<'\c~ + ie(ti. )\: ( K(~)[c(A + 1) + I] + 2, 
weil a auf U X U beschränkt ist, und nach Wahl der Folgen 
*> 
( ~ n  )ned' 
Mit c := ~(a) ~C(H + 1) + 11 c 2 folgt e(uF' )~M(a,c) 
für alle xcM(a,), mit e(ur' ) -+ X gilt also M(a,) C m, 
damit ist der Satz bewiesen. 
Für Differentialoperatoren A = L + P, die die Voraus- 
setzungen von Satz 5.3 erfüllen, isf;die Menge MA rela- 
tivkompakt in H : = L,(@) : 
Wegen Satz 4.6 sind die Voraussetzungen von Satz 4.5 er- 
füllt, daher die von Satz 4.2. Man geht wie im Beweis von 
Satz 4.2 vor und erhält die ~bschätzungen: 
Yu~D,: {,(xe p + K  + I)IUI' < ( k o  + \k\ + 4 ) e  
.(R~(A(U) ,U)~~(C) + UUII:~~) und: 
3( s:tRn 4 ~ z :  s(0) = 0 A s in 0 stetig) V ucD, ~tehn: 
2 
&U( - + t) - UI 5 s(t)[~e(~(u),~)~~~~) + (ko + I ~ I ) I I u I I ~ ~ ~ & ~ ~  
Daraus folgt : 
VUEM,: IRn(~e p + k + I)IUI' 5 k0 + ~ki + 1, und: 
YUCM, V trkn: ( ~ u ( .  + t) - u12 )i 5 s+(t)~. + ILI+I)! 
Mit den vorausgesetzten Grenzwerteigenschaften von Re p 
und mit s(0) = 0, s in 0 stetig erhalt man aus Satz 3.1 
die Relativkompaktheit von MA ( M A  ist beschränkt, da 
M, C (Einheitskugel in L,(@') nach Definition von M, ). 
Hinreichende Bedingungen dafür, dass A die in Satz 5.10 
benötigten Voraussetzungen von Satz 5.8 erfüllt, werden 
in[16langegeben. Diese Bedingungen sind mit den Voraus- 
setzungen in Satz 5.3, die die Relativkompaktheit von MA 
garantieren, vertraglich. 
W 
5.11 Satz: Sei ein Polynom L(.): ~~3 7 ag7e6. mit 
a,c 6 gegeben mit: ~u.(sr 
3 c c c 3  MeP Y %.P: \In L($)[ 5 C(Re I<($) + M). 
Sei P:R'+=c messbar, lokal wesentlich beschränkt gege- 
ben mit: 
-k 
- min(Re p,O) beschränkt A 3. C,ER: 
IIm P I  5 C,(max(Re p,O) + I). 
Dann besitzt der Differentialoperator 
DL 8:  U ,&Gr %D U + Pu in ~ 2 ( @  ) mit Definitionsbereich 
c~(R~) eine Friedrichs - Erweiterung A,  in L,(R~). A er- 
füllt die Voraussetzungen in Satz 5.8. 
Beweis ( Reduktion auf Theorem 2.2, S. 123 in 1461 nach 
M. Schechter ): T?Ür A sind die Voraussetzungen von Satz 
5.8 zu konstruieren. Setze H := ~ ~ ( r f ) ,  U := c:(IR"). 
Die Sesquilinearform 
( y , ~ )  '-' &(R. L(.> + M + l)Fyq + JRumax(~e p,O)'pji 
macht U zu einem Skalarproduktraum (U, ( - , . ) . 
Sei H, die ~ervollständigung von (U, (. ,. ) in H, also 
H,, = I f 6 H I  3 (u-),,~~ Cauchyfolge in (ii,(. ,.)" ):  u,".fJ. 
2 Wegen ( H, + U ~ J <  = x~I\:~~~) = ii FpilLzcrri 5 ( q , ~ ) ~  = 
11~11: ) ist H, , versehen mit der stetigen Fortsetzvng 
( , , von ( , )U auf H( X H, als Skalarprodukt, ein 
iiilbertrauii, und die Einbettung e: q3xi-txcH ist stetig 
- 
mit dichtem Bild ( H Ü = m) C e(~,) ) . 
Nach Konstruktion ist U in H, dicht. 
a(iq,y) := (A(iP),Y)LI~~~-) für (P und y.~ aus U definiert auf 
U x U eine Sesquilinearform. Es gilt e(U) = U = D, und: 
V V E U  Vy  €D*: a(e-'(y),~) = (A(iti),e(y)), . 
Damit folgt die Behauptung von Satz 5.11 aus Satz 5.8, 
wenn noch gezeigt werden kam: 
i) a ist auf U %U beschränkt bezüglich \i- U, , 
ii) 4 C€R~'*.~N~R: 'd urU: l\ull: 5 C(Re a(u,u) + ~lle(u)lc). 
Diese beiden Aussagen ergeben sich nach Theorem 2.2 in 
1 1 6 1 ,  S.113 aus den Voraussetzungen an L und p. Die 
garantieren im wesentlichen, dass die mit L + P defi- 
nierte Form a durch die nur mit Re L(.) und Re p defi- 
nierte H, - Norm abgeschätzt werden kann. Die Forderungen 
an L und p, die das Wachstum der Real- und Imaginärteile 
verknüpfen, können noch abgeschwächt werden - vergleiche 
Theorem 2.3 in C461 , S.  123. 
Speziell bedeuten sie für L(. ) mit G(:) = L ( @ )  : 
E(:) clzc&\Im z 5 C(Re z + M)\. Satz 5.11 und Satz 5.9 
sagen d-: Wenn 6(z) in einem Widcelgebiet liegt, dann 
gibt es eine Erweiterung (L + P)F von L + P, deren 
Spektrum in einer Halbebene liegt. 
5.12 Korollar: Sei L(- ) : lRni 5 -,f+ra,Fs C ein Polynom 
mit komplexen Koeffizienten und den Eigenschaften: 
i Re 
ii) 3 CER+ 3 NaR+ vfefLn: IIm L($)[ L C(Re L ( $ )  + M). 
Sei * : i R " i ,  C messbar, lokal wesentlich beschrankt, und 
es gelte: 
iv) 3 c,c$: \1m p\ 5 C,(max(Re p,O) + 1). 
cC 
Dann hat der Differentialoperator A: U His+r aaD U + pu 
in L,(R~ ) mit Def initionsbereich cO(R") eine Friedrichs - 
Erweiterung A, mit kompakten Resolventen. Für das Spektrum 
G(A+) gilt 6 (A,) = Gp (AF), es ist höchstens abzählbar, 
diskret in C und liegt in einer Halbebene j z c ~ \ ~ e  z > k] 
mit keR. A, - 'AId ist für alle Ac C ein Fredholm - Operator 
vom Index Null. 
F Ü ~  A gilt: -1 Id ist für alle X E  C ein Semi - Fredholm- 
r. Operator mit endlich-dimensionalem Kern. 6,(A) ist höchstens 
abzählbar, diskret in&, enthalten in einer Halbebene 
fz661~e z > k3 mit kc4. Es gilt 6 (X) = bp (X) U 6R(z). 
Beweis: Die Existenz von A, folgt aus Satz 5.11, ebenso, 
dass die Voraussetzungen von Satz 5.10 ausser der Relativ- 
kompaktheit von MA erfüllt sind. Die folgt aus den Bemer- 
kungen vor Satz 5.11. Satz 5.10 gibt dann die kEE von A,. 
Satz 5.9 liefert ?(B,) c ld und 6 (A,) (zs6\~e z > kf 
für ein ktR. Lemma 2.12 und Satz 2.13 ergeben die Übrigen 
Behauptungen Über Ar. 
Gp(A)  C F,(A,) folgt wie im Beweis von Korollar 5.5. 
A hat die kEE nach Satz 4.6 und Satz 4.5, daher nach 
Lemma 2.4 und X - hId für alleheb: nach Lemma 2.9. 
Satz 2.5 ergibt, dass alle 2 - 7,Id Semi - Fredholmopera- 
toren mit endlichem Kern sind, da sie abgeschlossen sind. 
Satz 2.11 liefert ~(i) = 6?(x) U 6,(2). 
N CI. 
Die Relationen A ,  = A und A, = A lassen sich durch Ei- 
genschaften von % funktionalanalytisch charakterisieren: 
5-73 Lemma: Sei T: X=D, + X eine abgeschlossene lineare 
Abbildung im Banachraum X Übera. Sei Tf eine abgeschlos- 
sene lineare Fortsetzung von T mit der kEE: und mit nicht- 
leerer Resolventenmenge ?(Tf). Dann sind die folgenden 
Aussagen äquivalent: 
i) T = T f y  
ii) ?(T) P 6, 
iii) 31~a: T -AId Fredholm - Operator vom Index Null, 
iv) 3 A E ~ :  T - hId surjektiv. 
Beweis: " i) + ii) " ist klar. 
" ii) + iii) ": Mit T+ hat T die kEE wegen 
i,(~xaDT\l\xll, ( If) = C X E D ~ \ \ I X \ I ~  ( I? C 
\xtDT+\ 11x11~ (13 = i~~(ixcD„\llx\\ < I}). Tf - 
Lemma 2.12 und Satz 2.13 geben mit q (T ) P fi dann iii) . 
iii) +ii) " : Tf - hId ist dann eine abgeschlossene li- 
neare Fortsetzung von T -hId, und beide sind Fredholm - 
Operatoren vom Index 0. Nach Theorem 3.4, S. 12, 1463 
folgt Tf - h Id = T -AI&, daraus T$ = T. 
Wegen Lemma 2.12 und Satz 2.13 gilt'It i) +iv) ll. 
iv)+i$i) I': T -hId surjektiv+Tf -xId surjektiv 
( da nach Lemma 2.12, Satz 2.13 Fredholm - Operator vom 
Index 0 ) 
Tf -hId injektiv+-T -xId injektiv+T -XI& Fredholm - 
Operator vom Index Null, 
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