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I. INTRODUCTION
T HE TECHNIQUE of per-survivor processing (PSP) for adaptive maximum-likelihood sequence detection (MLSD) was introduced independently by several researchers in the early 1990's (e.g., see [1] for a general description). PSP has been demonstrated to offer significant performance gains relative to adaptive MLSD algorithms utilizing a single decision-directed estimator operating on tentative, delayed decisions from a Viterbi-based processor. The tracking of a time-varying frequency-selective fading channel has received attention by several investigators [2] , where PSP-based approaches have proven most useful in channels with relative large Doppler spreads. In [2] , this type of processing was suggested in conjunction with explicit (independent) diversity.
More recently, MLSD for frequency-selective multipath channels from antenna array measurements has attracted attention. This includes MLSD with perfect channel state information (CSI), training-aided estimation of a presumed static channel followed by a Viterbi processor for vector measurements [3] , and adaptive tracking of a time-varying channel [4] . A modeling issue to be addressed in such investigations is the degree to which the signals observed on each array element are correlated. At one end of the spectrum is the assumption of a completely specular model where the signal at each element is identical except for a phase factor, determined by the array geometry and the angle-of-arrival (AOA) of the discrete multipath components. At the other extreme is a completely diffuse model for which the fading channel observed on each element is statistically independent. The concepts of discrete AOA's and antenna diversity are somewhat ingrained in the statistical signal processing and digital communication literature, respectively. For the intended application of cellular/PCS basestation processing, the assumption of the specular model has validity given a basestation located out of the scattering environment. However, precise modeling of such channels is difficult and one may expect a considerable variation between the two extremes in practice [5] , [6] .
If perfect channel state information (CSI) is available, the distinction between the channel model does not affect the receiver processing, which is simply a vector measurement Viterbi processor with the reconstructed noise-free signals used in the metrics. However, estimation and/or tracking of the channel parameters, which is necessary in practice, may differ based on the presumed channel structure and the degree to which an attempt is made to exploit it at the receiver.
In this letter we focus on comparing two approaches to PSPbased MLSD for array measurements with stochastic gradient estimators, and their performance under different channel conditions. The first approach is based on exploiting the presumed specular structure. The second approach estimates the overall channel for each array element without an assumption of detailed structure and is equivalent to the diversity combining suggested in [2] . Further details of the development presented herein can be found in [7] - [9] .
II. SIGNAL MODEL AND PROCESSING

A. Discrete-Time Signal Model
A complex baseband model for a digital QAM modulated signal with arbitrary pulse shaping and a slowly time-varying multipath channel is assumed. An antenna array with elements is employed at the receiver, each connected to a fractionally-spaced whitened (pulse) matched filter (FS-WMF) [10] front-end (FE) processor, sampled every s. The overall impulse response (IR) of the branch corresponding to th array element, , is
where the matrix is determined by the pulse shaping and FE processor [10] . The model in (1) encompasses the two channel model extremes. For the case of a purely specular model, and is a diagonal matrix containing the response of the array elements to a signal impinging at angles . More specifically, this corresponds to a physical channel, with paths spread over symbol times, ; each multipath, with gain , arrives at the receiver at an angle . The diffuse multipath case is defined by setting with being statistically independent circular complex Gaussian vectors. In either case, we assume that the minimum resolvable spacing between paths is , yielding 0090-6778/99$10.00 © 1999 IEEE paths with , and that (2) The outputs of FE processors at time , augmented in vector , can be expressed as (3) The vector contains IR vectors of branches, ; matrix is constructed from the transmitted data sequence [9] . The "mixed inner product" ( operator) is borrowed from [10] in order to extend the baud-spaced signal convolution model to a fractionally spaced one. The noise represents the effect of independent additive white Gaussian (AWGN) processes at each element with power spectral level . It follows that is a circular white Gaussian process, independent between array elements and subsamples, with each subsample process having power [9] . The matrix is defined by (1) and the noise-free portion of (3).
B. Channel Estimation and Data Detection
Without regard to the underlying channel structure, one may always estimate the overall channel IR, , using standard LMS or RLS algorithms [7] . If the specular channel structure is assumed at the receiver, one may instead opt to explicitly estimate the multipath channel taps, , and AOA's, . A stochastic gradient method for this is derived in [9] by calculating the gradients and for the specular model in (1). Estimators can be based on a known sequence (i.e., training) or a conditional data sequence (i.e., decision directed tracking). We refer to these approaches as -tracking and -tracking algorithms, respectively. Either approach can be combined with data detection in a PSP fashion [1] .
III. APPROXIMATE ANALYSIS
In this section we extend the performance analysis of [11] to account for both specular and diffuse channels (Section III-A). Also, we approximate the performance of theand -based PSP algorithms for the specular channel by incorporating the effects of estimation error in the manner described in [10] (i.e., Section III-B).
A. Perfect CSI
Assuming perfect CSI, the standard MLSD upper and lower bounds in [10, Eq. (15)] may be modified by reevaluating the distance related to an error event as (4) with , where are determined from . For a specular channel, , while for an isotropic one and . The remaining steps of the CSI analysis proceed exactly as described in [10] . The primary benefit obtained from array measurements in the specular channel case is a gain in signal-to-noise ratio (SNR) by a factor of . This effect follows from tr tr
Combining (4) and (5), the average SNR is increased by a factor of via (6) In addition to the SNR gain, there are secondary effects in the distance structure induced by (4) . Specifically, the factors in (4), while not affecting the trace, do affect the eigenvalue/eigenvector structure of , and hence the overall error rate.
For the diffuse channel model, the same SNR gain is obtained since (6) is true under either channel model. In addition, the overall diversity order is increased by a factor of . 1 Note that the diversity order associated with the signal at each element is on the order of the rank of .
B. Effect of Estimation Error
For most transmitter/receiver geometries, the AOA's can be assumed to change very slowly. Thus, the tracking of multipath fading taps, , will be the dominant factor in the performance of the -tracking algorithm. Therefore, we assume perfect knowledge of AOA's in the analysis of the -tracker which reduces to a -tracker.
An LMS algorithm can be used to estimate the channel parameters. The estimation effects can be characterized as an additional noise source, which, when thermal noise dominates the performance, may be modeled as additional AWGN, resulting in an effective noise level . The mean-squared error (MSE) associated with the channel estimates is composed of lag error due to channel dynamics, , and gradient noise due to the stochastic gradient approximation, . For a single antenna, the effective noise power in a PSP receiver is approximately [10] ( 7) where the effects of incorrect symbol feedback have been neglected. 2 The misadjustment factor and the lag error are different for the and -tracker. Specifically, for LMS step size , with and for the and -based algorithms, respectively [12] .
In addition to the estimation algorithm and associated parameters, the lag error is a function of the specific FE processing and Doppler spectrum. Specifically, [7] (8) 1 Note that an SNR gain is manifested by a shift in the error rate versus SNR curve and a gain in diversity results in a steeper slope on the same curve. 2 This assumption is valid whenever the error floor induced by lag error is at a reasonably small value (e.g., <10 04 ). )-versus h-tracking for various M . (9) where and and the numerical values have been computed using the simulation parameters described in Section IV.
Using (8) and (9) in conjunction with (7), a simple measure of the difference in performance of both algorithms in the specular channel can be obtained. Furthermore, if one assumes that the estimation error is independent for different antenna elements, the value of obtained can be used in place of in the perfect CSI performance bounds. This assumption is not strictly valid, but was found to yield reasonable results for small values of in the thermal noise dominated performance region.
IV. NUMERICAL RESULTS
A half-wavelength, uniform linear array was used, with FE processing consisting of a FS-WMF matched to a 100% excess bandwidth root raised cosine pulse, sampled at a rate of [9] . A specular multipath fading channel was simulated with and , uniform power profile, and fixed AOA's 5 , 14 , 25 , and 45 . The resulting overall IR extends over symbols. Note that the -based algorithm estimates four multipath coefficients and four AOA's, while the -based approach tracks coefficients. Each channel tap was generated independently with a Clarke's spectrum and normalized Doppler spread [13] . A packetized communication format was used, with packet length of 100 symbols, and BPSK modulation. The error rate is plotted against SNR, characterized by , with being the power of the modulating symbols, and the pulse energy. Tracking performance was investigated by accurately initializing channel estimators and tracking subsequent changes through the algorithms described in Section II-B. Unless otherwise specified, the channel estimates were initialized with the correct values.
The results of simulations for the -and the -tracking algorithms operating on the specular channel, are summarized in Fig. 1 . Note that the -algorithm offers slightly better performance, and this improvement increases with and the SNR. The small step size and the time-invariant AOA values imply that the analysis of Section III can be used to evaluate the difference in performance between -andalgorithms. For , the difference in performance between the two algorithms is computed to be 0.15 dB at dB. For , the difference is 0.66 dB at dB and 0.86 dB for dB. For , we obtain 0.77 dB for dB and 1.03 dB for dB. These numbers agree well with the simulation results, both predicting larger differences for larger .
The performance bounds developed in Section III are plotted for -based algorithms in Fig. 2 for , and . An improvement slightly larger than 3 dB is predicted due to the change of the distance structure with . For , the simulated performance is approaching an error floor at high SNR, accounting for the deviation from the predicted performance [10] .
To evaluate the robustness of both algorithms to symbol synchronization errors, a timing offset was introduced at the FE processors with the results presented in Fig. 3 . In this case, initialization using an RLS algorithm with a 26-bit (random) training sequence was considered (curves labeled "acquired") in addition to the correct initialization. A significant performance degradation is experienced by the -algorithm. Some improvement can be achieved with initialization through acquisition, since the modeling mismatch can be alleviated to some extent by the acquired estimate. On the other hand, there is no degradation in the -algorithm with perfect initialization; a slight degradation is observed when initialized with acquired estimates.
Sensitivity of the algorithms to the underlying channel structure was assessed by a simple partially correlated fading model. Specifically, we simulated channels with (10) where and correspond to the specular and diffuse models, respectively. As illustrated in Fig. 4 , the -tracking algorithm not only is robust to variations in , but exhibits a diversity gain proportional to the level of uncorrelated fading. In contrast, the performance of the ( , )-algorithm degrades significantly as deviates from one.
V. CONCLUDING REMARKS
We have investigated the performance of two PSP algorithms based on stochastic gradient estimators for relatively small arrays. Our results suggest that given adequate training resources, the tracking mode performance is only slightly improved by exploiting any underlying specular structure. Furthermore, these gains are not robust to timing offsets or mismatches in the channel structure. Different conclusions may be obtained with estimation algorithms, and/or larger differentials in the number of estimated parameters in the two approaches. For example, see [14] , which was presented during the review process of this letter.
