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Abstract
This paper proposes a new numerical method based on an implicit difference scheme and the Fourier method which is applied
to construct numerical solutions of mixed parabolic problems. The method is consistent and unconditionally time stable.
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1. Introduction
The main drawback of explicit finite difference schemes for solving partial differential equations is the stability
condition that makes computationally expensive the construction of reliable numerical results due to the stepsize
requirements of the discretized variables, [1, p. 40, 47]. If the scheme is consistent, then the discretization error is
negligible for small enough values of the size of the increments of the discretized variables. The authors of [2] recently
proposed a discrete Fourier method after using an explicit scheme to solve numerically mixed parabolic problems of
the form
r(x)ut (x, t) = [p(x)ux (x, t)]x − q(x)u(x, t), 0 < x < 1, t > 0, (1)
a1ux (0, t)+ b1u(0, t) = 0, t > 0, (2)
a2ux (1, t)+ b2u(1, t) = 0, t > 0, (3)
u(x, 0) = f (x), 0 ≤ x ≤ 1, (4)
where q(x), f (x) are continuous functions, r(x) and p(x) are continuous positive functions with p(x) differentiable
and
|a1| + |b1| > 0, |a2| + |b2| > 0. (5)
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In spite of the good properties of the method proposed in [2], the stability requirements can not be removed in order
to obtain reliable numerical results, see example of Section 6. The aim of this paper is to produce a Fourier method
to solve numerically problems of the type (1)–(5) after considering an implicit difference scheme retaining the good
stability properties of the well-known Crank–Nicholson method used to solve equations of the type (1) where p(x) is
a constant function.
This paper is organized as follows: in Section 2 the implicit discrete scheme is introduced and the several possible
situations due to the condition (5) are simplified. Section 3 deals with the consistency of the scheme. In Section 4
the Fourier method is developed and a constructive procedure for obtaining the numerical solution is proposed. The
stability of the method is treated in Section 5 where the unconditional time-stable property of the method is established.
Section 6 includes examples where it is shown that the method proposed here is greatly efficient and also it is checked
that explicit method is only conditionally stable giving very bad numerical results if the stability condition is removed.
2. Semi-implicit difference schemes
Let us divide the domain [0, 1] × [0,∞[ into a mesh of equal size rectangles of sides ∆x = h,∆t = k. Let N be
a positive integer and let
h = 1
N + 1 , a =
k
h2
. (6)
If (x, t) = (ih, jk) is a mesh point we denote the values of functions u(ih, jk), f (ih), p(ih), q(ih) and r(ih) by
the simplified notation U (i, j), f (i), p(i), q(i) and r(i), respectively.
In order to explain our proposed scheme, let us consider the following approximations:
ut (ih, jk) ≈ U (i, j + 1)−U (i, j)k ; ux (ih, jk) ≈
U (i + 1, j)−U (i, j)
h
, (7)
[p(ih)ux (ih, jk)]x ≈
1
2
{
p(i) [U (i + 1, j)−U (i, j)]− p(i − 1) [U (i, j)−U (i − 1, j)]
h2
}
+ 1
2
{
p(i) [U (i + 1, j + 1)−U (i, j + 1)]− p(i − 1) [U (i, j + 1)−U (i − 1, j + 1)]
h2
}
, (8)
[q(x)u(x, t)](i, j) ≈ q(i)
[
U (i, j + 1)+U (i, j)
2
]
. (9)
Taking into account the approximations (7)–(9) to the corresponding terms of Eq. (1), one gets the difference
scheme
r(i) [U (i, j + 1)−U (i, j)]− a
2
{
p(i)U (i + 1, j + 1)−
[
p(i)+ p(i − 1)+ h2q(i)
]
U (i, j + 1)
+ p(i − 1)U (i − 1, j + 1)+ p(i)U (i + 1, j)−
[
p(i)+ p(i − 1)+ h2q(i)
]
U (i, j)
+ p(i − 1)U (i − 1, j)
}
= 0 1 ≤ i ≤ N , j ≥ 0. (10)
The boundary value conditions (2) and (3) present taking into account (5), four different situations:
Case 1. If a1 6= 0, a2 6= 0, conditions (2) and (3) can be written in the form
ux (0, t)+ h1u(0, t) = 0, t > 0
ux (1, t)+ h2u(1, t) = 0, t > 0
}
where
h1 = b1a1 , h2 =
b2
a2
. (11)
Case 2. If b1 6= 0, b2 6= 0, the boundary conditions take the form
h1ux (0, t)+ u(0, t) = 0, t > 0
h2ux (1, t)+ u(1, t) = 0, t > 0
}
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with
h1 = a1b1 , h2 =
a2
b2
. (12)
Case 3. If a1 6= 0, b2 6= 0, one gets
ux (0, t)+ h1u(0, t) = 0, t > 0
h2ux (1, t)+ u(1, t) = 0, t > 0
}
with
h1 = b1a1 , h2 =
a2
b2
. (13)
Case 4. If a2 6= 0, b1 6= 0, ones gets
h1ux (0, t)+ u(0, t) = 0, t > 0
ux (1, t)+ h2u(1, t) = 0, t > 0
}
with
h1 = a1b1 , h2 =
b2
a2
. (14)
Discretization of boundary conditions yield
U (0, j) = α U (1, j), U (N + 1, j) = βU (N , j), j ≥ 0 (15)
where
Case 1.
α = (1− hh1)−1, β = (1+ hh2)−1. (16)
Case 2.
α = h1(h1 − h)−1, β = h2(h2 + h)−1. (17)
Case 3.
α = (1− hh1)−1, β = h2(h2 + h)−1. (18)
Case 4.
α = h1(h1 − h)−1, β = (1+ hh2)−1. (19)
Substituting the values of h1 and h2 in each case by the expressions (11)–(14) one gets the same values of α and β
given by
α = a1(a1 − hb1)−1, β = a2(a2 + hb2)−1. (20)
Finally, the discretized inicial condition takes the form
U (i, 0) = f (i), 0 ≤ i ≤ N + 1. (21)
Summarizing, the discretized problem is composed by (10), (15) and (21), where α and β are given by (20).
3. Consistency
Let us assume that p(x) is continuously differentiable and let us introduce the operators
Λ[u] = r(ih)ut (ih, jk)− [p(ih)ux (ih, jk)]x + q(ih)u(ih, jk), (22)
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and
Λh,k[U ] = r(i)
(
U (i, j + 1)−U (i, j)
k
)
− 1
2
{
p(i) [U (i + 1, j + 1)−U (i, j + 1)]− p(i − 1) [U (i, j + 1)−U (i − 1, j + 1)]
h2
+ p(i) [U (i + 1, j)−U (i, j)]− p(i − 1) [U (i, j)−U (i − 1, j)]
h2
}
+ 1
2
q(i) [U (i, j + 1)+U (i, j)] . (23)
Let φ(x, t) be a twice differentiable solution of Eq. (1) and let us denote Φ(i, j) = φ(ih, jk). In accordance with
[3, p. 20], the scheme (10) is consistent with Eq. (1) if
lim
h→0,k→0
(
Λ[φ] − Λh,k[φ]
) = 0. (24)
Considering Taylor expansion of φ(·, ·) about the point (ih, jk) it follows that:
Φ(i, j + 1) = Φ(i, j)+ kΦt (i, j)+ k
2
2!Φt t (i, j)+ O(k
3)
Φ(i + 1, j + 1) = Φ(i, j)+ hΦx (i, j)+ kΦt (i, j)+ h
2
2! Φxx (i, j)+ hkΦxt (i, j)
+ k
2
2!Φt t (i, j)+ O(h
3 + k3)
Φ(i − 1, j + 1) = Φ(i, j)− hΦx (i, j)+ kΦt (i, j)+ h
2
2! Φxx (i, j)− hkΦxt (i, j)
+ k
2
2!Φt t (i, j)+ O(h
3 + k3)
Φ(i + 1, j) = Φ(i, j)+ hΦx (i, j)+ h
2
2! Φxx (i, j)+ O(h
3)
Φ(i − 1, j) = Φ(i, j)− hΦx (i, j)+ h
2
2! Φxx (i, j)+ O(h
3)

. (25)
Note that by (22) one gets
Λ[φ] = r(i)Φt (i, j)− [p(i)Φx (i, j)]x + q(i)Φ(i, j)
= r(i)Φt (i, j)− p′(i)Φx (i, j)− p(i)Φxx (i, j)+ q(i)Φ(i, j). (26)
By (23) and (25) it follows that:
Λh,k[φ] = r(i)
(
Φt (i, j)+ k2Φt t (i, j)+ O(k
2)
)
−
{
p(i)
(
1
h
Φx (i, j)+ 12Φxx (i, j)+
k
2h
Φxt (i, j)+ O(h2)
)
− p(i − 1)
(
1
h
Φx (i, j)− 12Φxx (i, j)+
k
2h
Φxt (i, j)+ O(h2)
)}
+ q(i)
(
Φ(i, j)+ k
2
Φt (i, j)+ k
2
4
Φt t (i, j)+ O(k3)
)
. (27)
Taking into account the Taylor expansion of p(x) about xi = ih one gets
p(i − 1) = p(i)− hp′(i)+ O(h2), (28)
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and from (26)–(28) it follows that
Λ[φ] − Λh,k[φ] = k2
[−r(i)Φt t (i, j)+ p′(i)Φxt (i, j)− q(i)Φt (i, j)]− h2 p′(i)Φxx (i, j)+ O(h2 + k2). (29)
From (29) one gets (24) and thus the scheme (10) is consistent with Eq. (1).
4. The Fourier method
In this section we seek, first, solutions U (i, j) of the boundaryvalue problem (10) and (15) of the form
U (i, j) = H(i) G( j), 1 ≤ i ≤ N , j ≥ 0 (30)
where H and G are discrete functions to be determined. By imposing to U (i, j) given by (30) that satisfies (10) one
gets
r(i)H(i)[G( j + 1)− G( j)] − a
2
{[p(i)H(i + 1)− (p(i)+ p(i − 1)+ h2q(i))H(i)
+ p(i − 1)H(i − 1)]G( j + 1)+ [p(i)H(i + 1)− (p(i)+ p(i − 1)+ h2q(i))H(i)
+ p(i − 1)H(i − 1)]G( j)} = 0. (31)
Let us sum for both members of Eq. (31) the terms
a
2
λr(i)H(i)G( j),
a
2
λr(i)H(i)G( j + 1)
where λ is a real number, it follows that:
−a
2
[G( j + 1)+ G( j)][p(i)H(i + 1)− (p(i)+ p(i − 1)+ h2q(i)− λr(i))H(i)
+ p(i − 1)H(i − 1)] + 1
2
r(i)H(i)[(2+ aλ)G( j + 1)− (2− aλ)G( j)] = 0. (32)
It is clear that (32) holds true if {H(i)}, {G( j)} satisfy, respectively, the difference equations
−p(i)H(i + 1)+ [p(i)+ p(i − 1)+ h2q(i)]H(i)− p(i − 1)H(i − 1) = λr(i)H(i), 1 ≤ i ≤ N , (33)
and
(2+ aλ)G( j + 1)− (2− aλ)G( j) = 0, j ≥ 0. (34)
If we impose that U (i, j) given by (30) satisfies the boundary conditions (15) one gets
H(0) = αH(1), H(N + 1) = βH(N ). (35)
The general solution of Eq. (34) is given by
G( j) =
(
2− aλ
2+ aλ
) j
G(0), j ≥ 0. (36)
Eq. (33) together with (35) defines a discrete Sturm–Liouville problem, having N eigenpairs {λ`}N`=1,
{Φ`(i) : 1 ≤ i ≤ N }N`=1 and the eigenfunctions {Φ`(·)}N`=1 are taken orthonormal with respect to the weight function
r(i), see [4, chap. 11] or [2]. The eigenpairs of the discrete Sturm–Liouville problem (33) and (35) satisfy
AΦ` = λ`RΦ`, (37)
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where A is the N × N matrix,
A =

s(1) −p(1) 0 · · · · · · 0
−p(1) s(2) −p(2) ...
0
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
...
. . . s(N − 1) −p(N − 1)
0 · · · · · · 0 −p(N − 1) s(N )

, (38)
with
s(i) = p(i)+ p(i − 1)+ h2q(i), 1 ≤ i ≤ N
s(1) = s(1)− αp(0); s(N ) = s(N )− βp(N )
}
, (39)
and R is the diagonal N × N matrix
R = diag(r(1), r(2), . . . , r(N )). (40)
Note that by (37) the eigenpairs {(λ`,Φ`(·))}N`=1 can be obtained as the eigenpairs of the algebraic eigenvalue
problem
R−1AΦ` = λ`Φ`, 1 ≤ ` ≤ N . (41)
The discrete eigenfunction method developed in [2] suggests to seek a solution of problem (10), (15) and (21) of
the form
U (i, j) =
N∑
n=1
bn( j)Φn(i), 1 ≤ i ≤ N , j ≥ 0. (42)
By imposing to U (i, j) given by (42) that satisfies (10) and taking into account the linearity one gets that
coefficients {bn( j)} must verify
r(i)
N∑
n=1
[bn( j + 1)− bn( j)]Φn(i) = a2
N∑
n=1
{p(i) [Φn(i + 1)− Φn(i)]
− p(i − 1) [Φn(i)− Φn(i − 1)]− h2q(i)Φn(i)} [bn( j + 1)+ bn( j)] . (43)
As (λ`,Φ`(·)) is an eigenpair of the discrete Sturm–Liouville problem (33) and (35) one gets
p(i)Φn(i + 1)− [p(i)+ p(i − 1)]Φn(i)− h2q(i)Φn(i)+ p(i − 1)Φn(i − 1) = −λnr(i)Φn(i), (44)
and by (43) and (44) it follows that:
r(i)
N∑
n=1
[(
1+ a
2
λn
)
bn( j + 1)−
(
1− a
2
λn
)
bn( j)
]
Φn(i) = 0, 1 ≤ i ≤ N . (45)
As r(i) > 0, for 1 ≤ i ≤ N , (45) holds true if(
1+ a
2
λn
)
bn( j + 1)−
(
1− a
2
λn
)
bn( j) = 0, 1 ≤ n ≤ N , j ≥ 0,
or
bn( j) =
(
2− aλn
2+ aλn
) j
bn(0), j ≥ 0. (46)
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From the initial condition (21) and (42) it follows that:
f (i) = U (i, 0) =
N∑
n=1
bn(0)Φn(i), 1 ≤ i ≤ N . (47)
By the discrete Fourier series theory [4, p. 675] one gets
bn(0) =
N∑
i=1
r(i) f (i)Φn(i) = αn, 1 ≤ n ≤ N (48)
and by (46) it follows that:
bn( j) = αn[(2+ aλn)−1 (2− aλn)] j , 1 ≤ n ≤ N , j ≥ 1. (49)
By (42) and (49) it follows that:
U (i, j) =
N∑
n=1
N∑
s=1
(
2− aλn
2+ aλn
) j
r(s) f (s)Φn(s)Φn(i), 1 ≤ i ≤ N , j ≥ 0. (50)
4.1. Algorithm for computing numerical solution
Step 1. Take the time level t0 > 0.
Step 2. Discretization of the domain and the data.
• Select k = ∆t > 0 and the number of time levels j = t0k , with j integer.
• Select h = ∆x > 0 and compute the number of space steps such that N + 1 = 1h and a1− hb1 6= 0, a2+ hb2 6= 0.
• Compute a = kh2 and the constants α = a1a1−hb1 and β =
a2
a2+hb2 .• Compute f (i) = f (ih).
Step 3. Compute eigenpairs (λm,Φm(i))Nm=1 for 1 ≤ i ≤ N with {Φm(·)}Nm=1 orthonormal using (41).
Step 4. Computation of the Fourier coefficients {bn( j)}Nn=1
• Compute αn = bn(0) for 1 ≤ n ≤ N using (48).
• Compute bn( j) for j = t0k using (49).
Step 5. Computation of the solution U (i, j)
• Using (50) compute U (i, j) for 1 ≤ i ≤ N , j = t0k .
5. Stability
This section deals with the stability of the method based on the implicit scheme (10). The first result studies
conditions in order to guarantee that the symmetrical matrix A given by (38) is positive definite. Let H =
[H(1), . . . , H(N )]T be a vector in RN . Computing and taking into account (39) it follows that:
〈AH, H〉 =

s(1)H(1)− p(1)H(2)
−p(1)H(1)+ s(2)H(2)− p(2)H(3)
· · ·
−p(N − 2)H(N − 2)+ s(N − 1)H(N − 1)− p(N − 1)H(N )
−p(N − 1)H(N − 1)+ s(N )H(N )


H(1)
H(2)
· · ·
H(N − 1)
H(N )

T
= s(1)(H(1))2 + s(N )(H(N ))2 +
N−1∑
`=2
s(`)(H(`))2 − 2
N−1∑
`=1
p(`)H(`)H(`+ 1)
= [p(1)+ p(0)+ h2q(1)− αp(0)](H(1))2 + [p(N )+ p(N − 1)+ h2q(N )− βp(N )](H(N ))2
+
N−1∑
`=2
[p(`)+ p(`− 1)+ h2q(`)](H(`))2 − 2
N−1∑
`=1
p(`)H(`)H(`+ 1). (51)
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Taking into account the equality
−2p(`)H(`)H(`+ 1) = p(`)[H(`)− H(`+ 1)]2 − p(`)(H(`))2 − p(`)(H(`+ 1))2 (52)
and using (52) in the last term of (51) one gets
〈AH, H〉 = (1− α)p(0)(H(1))2 + (1− β)p(N )(H(N ))2 + h2
N∑
`=1
q(`)(H(`))2
+
N−1∑
`=1
p(`)[H(`)− H(`+ 1)]2. (53)
Under the hypothesis
p(i) > 0, 0 ≤ i ≤ N , (54)
by (53) one gets that 〈AH, H〉 > 0 for H ∈ RN ∼ {0}, if:
α ≤ 1, β ≤ 1 and q(i) ≥ 0 for 1 ≤ i ≤ N . (55)
Condition (55) holds true under the hypothesis
sig(a1) = −sig(b1) if a1 6= 0, b1 6= 0
sig(a2) = sig(b2) if a2 6= 0, b2 6= 0 and q(i) ≥ 0, 1 ≤ i ≤ N
}
. (56)
If conditions (54) and (56) are satisfied, then matrix A is positive definite and λ > 0 for all λ ∈ σ(A). Furthermore,
note that matrix R−1 as well as R defined by (40) are both symmetrical positive definite under the hypothesis
r(i) > 0, 1 ≤ i ≤ N . (57)
Hence, under hypotheses (54), (56) and (57) both matrices A and R−1 are symmetric positive definite and by
[5, p. 246] or [6] all the eigenvalues of the matrix R−1A are positive. Summarizing the following result is a direct
consequence of (41).
Theorem 5.1. Let us assume conditions (54), (56) and (57). Then all the eigenvalues of the discrete Sturm–Liouville
problem (33) and (35) are positive.
The next result deals with the unconditional stability with respect to the time of the numerical solution given by
(50). For the sake of clarity we introduce the following definition:
Definition 5.1. We say that a difference scheme Λh,k[v] = 0 for problem (1)–(4) is unconditionally time stable, if,
fixed an arbitrary space step h0 > 0 with Nh0 = 1, and for time step k > 0, the solution v(ih0, jk) of the scheme
remains bounded for every k > 0 as k → 0, uniformly for j > 0.
Let us fixe h0 > 0 with Nh0 = 1 and let k > 0. Assume the hypotheses about coefficients of problem (1)–(4)
imposed on Theorem 5.1 and take a = k
h20
. Note that by Theorem 5.1 it follows that∣∣∣∣2− aλn2+ aλn
∣∣∣∣ < 1, 1 ≤ n ≤ N , k > 0. (58)
Note that by the Cauchy–Schwartz inequality it follows that:∣∣∣∣∣ N∑
s=1
r(s) f (s)Φn(s)
∣∣∣∣∣ ≤
(
N∑
s=1
r(s)| f (s)|2
) 1
2
(
N∑
s=1
r(s)|Φn(s)|2
) 1
2
=
∥∥∥√r(·) f (·)∥∥∥
2
∥∥∥√r(·)Φn(·)∥∥∥
2
=
∥∥∥√r(·) f (·)∥∥∥
2
≤
∥∥∥√r(·)∥∥∥
2
‖ f (·)‖2 , (59)
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Fig. 1. Comparison of the exact solution versus the numerical solution obtained using the proposed implicit method and an explicit one, for the
values a = 0.6, h = 0.1 and the time interval t ∈ [0.09, 0.18].
because as {Φn(·)}Nn=1 have been chosen orthonormal with respect to the weigth function r(s), we have∥∥√r(·)Φn(·)∥∥2 = 1.
By (58), (59) and (50) it follows that:
|U (i, j)| ≤
N∑
n=1
N∑
s=1
∣∣∣∣2− aλn2+ aλn
∣∣∣∣ j |r(s) f (s)Φn(s)| |Φn(i)|
≤
N∑
n=1
(
N∑
s=1
|r(s) f (s)Φn(s)|
)
|Φn(i)|
≤
∥∥∥√r(·)∥∥∥
2
‖ f (·)‖2
N∑
n=1
|Φn(i)| , 1 ≤ i ≤ N , j ≥ 0. (60)
As
∥∥√r(·)Φn(·)∥∥2 = 1, it follows that
Φ2n(i)r(i) ≤ 1; |Φn(i)| ≤
1√
r(i)
;
N∑
n=1
|Φn(i)| ≤ N√
r(i)
and by (60) one gets
|U (i, j)| ≤ N
∥∥√r(·)∥∥2 ‖ f (·)‖2√
r(i)
=
∥∥√r(·)∥∥2 ‖ f (·)‖2
h0
√
r(i)
. (61)
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Table 1
Numerical results obtained considering a = 0.6 and h = 0.1 for upper times
t x1 = 0.1 x2 = 0.2 x3 = 0.3 x4 = 0.4
Exac. sol. 0.21 0.0932 0.1841 0.2704 0.3501
Imp-num. sol. 0.0903 0.1781 0.2611 0.3370
Exp-num. sol. −0.7751 1.8190 −1.9893 2.9568
Exac. sol. 1.2 0.0081 0.0160 0.0235 0.0304
Imp-num. sol. 0.0061 0.0120 0.0175 0.0226
Exp-num. sol. 0.4458 · 1021 −0.8433 ·1021 1.1494 · 1021 −1.3310 · 1021
Exac. sol. 3.6 0.0217 · 10−3 0.0429 · 10−3 0.0630 · 10−3 0.0816 · 10−3
Imp-num. sol. 0.0871 · 10−4 0.1718 · 10−4 0.2518 · 10−4 0.3249 · 10−4
Exp-num. sol. 0.6905 · 1071 −1.3061 · 1071 1.7802 · 1071 −2.0614 · 1071
Exac. sol. 5.4 0.0256 · 10−5 0.0505 · 10−5 0.0742 · 10−5 0.0961 · 10−5
Imp-num. sol. 0.0642 · 10−6 0.1266 · 10−6 0.1856 · 10−6 0.2395 · 10−6
Exp-num. sol. 3.0313 · 10108 −5.7341 · 10108 7.8156 · 10108 −9.0501 · 10108
t x5 = 0.5 x6 = 0.6 x7 = 0.7 x8 = 0.8 x9 = 0.9
Exac. sol. 0.21 0.4212 0.4819 0.5307 0.5665 0.5883
Imp-num. sol. 0.4037 0.4595 0.5026 0.5321 0.5470
Exp-num. sol. −2.3118 2.9677 −1.5283 1.8474 0.0877
Exac. sol. 1.2 0.0366 0.0419 0.0461 0.0492 0.0511
Imp-num. sol. 0.0271 0.0309 0.0338 0.0357 0.0367
Exp-num. sol. 1.3683 · 1021 −1.2573 · 1021 1.0101 · 1021 −0.6535 · 1021 0.2260 · 1021
Exac. sol. 3.6 0.0981 · 10−3 0.1123 · 10−3 0.1237 · 10−3 0.1320 · 10−3 0.1371 · 10−3
Imp-num. sol. 0.3892 · 10−4 0.4428 · 10−4 0.4844 · 10−4 0.5128 · 10−4 0.5271 · 10−4
Exp-num. sol. 2.1192 · 1071 −1.9473 · 1071 1.5645 · 1071 −1.0121 · 1071 0.3500 · 1071
Exac. sol. 5.4 0.1156 · 10−5 0.1323 · 10−5 0.1457 · 10−5 0.1555 · 10−5 0.1615 · 10−5
Imp-num. sol. 0.2869 · 10−6 0.3265 · 10−6 0.3571 · 10−6 0.3780 · 10−6 0.3886 · 10−6
Exp-num. sol. 9.3039 · 10108 −8.5494 · 10108 6.8685 · 10108 −4.4433 · 10108 1.5366 · 10108
As r(·) is continuous and positive, let r0 be defined as
r0 = min {r(x); 0 ≤ x ≤ 1} , (62)
then from (61) and (62) one gets
|U (i, j)| ≤
∥∥√r(·)∥∥2 ‖ f (·)‖2
h0
√
r0
; 1 ≤ i ≤ N , j ≥ 0, k > 0. (63)
Thus the numerical solution is unconditionally stable with respect to the time.
In the next section we compare the stability properties of the implicit proposed method here versus the explicit
method presented in [2], as well as with the exact solution, for a constant case example where the exact solution is
known.
6. Example
Let us consider the following problem:
ut (x, t) = uxx (x, t), 0 < x < 1, t > 0 (64)
u(0, t) = 0, t > 0 (65)
ux (1, t) = 0, t > 0 (66)
u(x, 0) = sin
(pix
2
)
, 0 ≤ x ≤ 1 (67)
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(a) Absolute errors of implicit method for the time
interval t ∈ [0.09, 0.18].
(b) Absolute errors of implicit method for the time
interval t ∈ [0.21, 5.4].
Fig. 2. Absolute errors obtained to compare the numerical results of proposed implicit method with the exact solution when the space step size h
decreases and a = 0.6 is fixed.
where
f (x) = sin
(pix
2
)
q(x) = 0
p(x) = 1
r(x) = 1
a1 = 0, ∀b1 6= 0
b2 = 0, ∀a2 6= 0.
By using the separation of variables technique it is easy to show that the exact solution of problem (64) and (67) is
given by
u(x, t) = sin
(pix
2
)
e−
pi2t
4 , 0 ≤ x ≤ 1, t ≥ 0. (68)
Fig. 1 shows several important facts. First of all that the stability condition of the explicit method can not be
removed because taking a bigger than 0.5 the numerical results are very bad, meanwhile for the same value of the
parameter a the numerical results of the implicit method practically coincide with the exact solution. This example
also shows the good properties of the Fourier part of the method, apart from the implicitness of the scheme, because
the numerical computations are not only close to the exact solution but even reproduces very well the behaviour of the
solution.
Table 1 shows that for values of the parameter a bigger than 0.5, concretely a = 0.6, the numerical results of the
explicit method are worse when time increases and using the implicit method the results are also good because of the
uniform time stability of the method.
Finally, Fig. 2 illustrates that the numerical solution obtained using the implicit proposed method here is a better
approximation to the exact solution as the space step h decreases.
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