Abstract-We present a high-dimensional analysis of three popular algorithms, namely, Oja's method, GROUSE and PE-TRELS, for subspace estimation from streaming and highly incomplete observations. We show that, with proper time scaling, the time-varying principal angles between the true subspace and its estimates given by the algorithms converge weakly to deterministic processes when the ambient dimension n tends to infinity. Moreover, the limiting processes can be exactly characterized as the unique solutions of certain ordinary differential equations (ODEs). A finite sample bound is also given, showing that the rate of convergence towards such limits is O(1/ √ n). In addition to providing asymptotically exact predictions of the dynamic performance of the algorithms, our high-dimensional analysis yields several insights, including an asymptotic equivalence between Oja's method and GROUSE, and a precise scaling relationship linking the amount of missing data to the signalto-noise ratio. By analyzing the solutions of the limiting ODEs, we also establish phase transition phenomena associated with the steady-state performance of these techniques.
I. INTRODUCTION
Subspace estimation is a key task in many signal processing applications. Examples include source localization in array processing, system identification, network monitoring, and image sequence analysis, to name a few. The ubiquity of subspace estimation comes from the fact that a low-rank subspace model can conveniently capture the intrinsic, lowdimensional structures of many large datasets.
In this paper, we consider the problem of estimating and tracking an unknown subspace from streaming measurements with many missing entries. The streaming setting appears in applications (e.g. video surveillances) where high-dimensional data arrive sequentially over time at high rates. It is especially relevant in dynamic scenarios where the underlying subspace to be estimated can be time-varying. Missing data is also very common in practice. Incomplete observations may result from a variety of reasons, such as the limitations of the sensing mechanisms, constraints on power consumption or communication bandwidth, or a deliberate design feature that protects privacy of individuals by removing partial records.
GROUSE [1] and PETRELS [2] as well as the classical Oja's method [3] are three popular algorithms for solving the subspace estimation problem. They are all streaming algorithms in the sense that they provide instantaneous, onthe-fly updates to their subspace estimates upon the arrival of a new data point. The three differ in their update rules: Oja's method and GROUSE perform first-order incremental gradient descent on the Euclidean space and the Grassmannian, respectively, whereas PETRELS can be interpreted as a second-order stochastic gradient descent scheme. These algorithms have been shown to be highly effective in practice, but their performance depends on careful choice of algorithmic parameters such as the step size (for GROUSE and Oja's method) and the discount parameter (for PETRELS). Various convergence properties of these techniques have been studied in [2] , [4] - [7] , but a precise analysis of their performance is still an open problem. Moreover, the important question of how the signal-to-noise ratios (SNRs), the amount of missing data, and various other algorithmic parameters affect the estimation performance is not fully understood.
As the main objective of this work, we present a tractable and asymptotically exact analysis of the dynamic performance of Oja's method, GROUSE and PETRELS in the highdimensional regime. Our contribution is mainly threefold:
1. Precise analysis via scaling limits. We show in Theorem 1 and Theorem 2 that the time-varying trajectories of the estimation errors, measured in terms of the principal angles between the true underlying subspace and the estimates given by the algorithms, converge weakly to deterministic processes, as the ambient dimension n → ∞. Moreover, these deterministic limits can be characterized as the unique solutions of certain ordinary differential equations (ODEs). In addition, we provide a finite-size guarantee in Theorem 3,  showing that the convergence rate towards the limits is O(1/ √ n). Numerical simulations verify the accuracy of our asymptotic predictions. The main technical tool behind our analysis is the weak convergence theory of stochastic processes (see [8] - [12] for mathematical foundations and [13] - [15] for recent applications in related estimation problems).
2. Insights regarding the algorithms. In addition to providing asymptotically exact predictions of the dynamic performance of the three subspace estimation algorithms, our highdimensional analysis leads to several insights. First, the result arXiv:1805.06834v3 [cs. LG] 18 Oct 2018 of Theorem 1 implies that, despite their different update rules, Oja's methods and GROUSE are asymptotically equivalent, with both converging to the same deterministic process as the dimension increases. Second, the characterization given in Theorem 2 shows that PETRELS can be examined within a common framework that incorporates all three algorithms, with the difference being that PETRELS uses an adaptive scheme to adjust its effective step sizes. Third, our limiting ODEs also reveal an (asymptotically) exact scaling relationship that links the amount of missing data to the SNR. See the discussion in Section IV-A for details.
3. Fundamental limits and phase transitions. Analyzing the limiting ODEs also reveals phase transition phenomena associated with the steady-state performance of these algorithms. Specifically, we provide in Propositions 1 and 2 critical thresholds for setting key algorithm parameters (as a function of the SNR and the subsampling ratio), beyond which the algorithms converge to "noninformative" estimates that are no better than mere random guesses.
The rest of the paper is organized as follows. We start by presenting in Section II-A the exact problem formulation for subspace estimation with missing data. This is followed by a brief review of the three algorithms to be analyzed in this work. The main results are presented in Section III, where we show that the dynamic performance of Oja's method, GROUSE and PETRELS can be asymptotically characterized by the solutions of certain deterministic systems of ODEs. Numerical experiments are also provided to illustrate and verify our theoretical predictions. To place our asymptotic analysis in proper context, we discuss related work in the literature in Section III-D. We consider various implications and insights drawn from our analysis in Section IV. Due to space limitation, we only present informal derivations of the limiting ODEs and proof sketches in Section V. More technical details and the proofs of all the results presented in this paper can be found in the Supplementary Materials [16] .
Notation: Throughout the paper, we use I d to denote the d × d identity matrix. For any positive semidefinite matrix M , its principal squared root is written as M − 1 2 . Depending on the context, · denotes either the 2 norm of a vector or the spectral norm of a matrix. For any x ∈ R, the floor operation x gives the largest integer that is smaller than or equal to x. Let {X n } be a sequence of random variables in a general probability space. X n P −→ X means that X n converges in probability to a random variable X, whereas X n weakly −→ X means that X n converges to X weakly (i.e. in law). Finally, 1 A denotes the indicator function for an event A.
II. PROBLEM FORMULATION AND OVERVIEW OF ALGORITHMS

A. Observation Model
We consider the problem of estimating a low-rank subspace using partial observations from a data stream. At any discretetime k, suppose that a sample vector s k ∈ R n is generated according to s k = U c k + a k .
Here, U ∈ R n×d is an unknown deterministic matrix whose columns form an orthonormal basis of a d-dimensional subspace, and c k ∈ R d is a random vector representing the expansion coefficients in that subspace. We further assume 1 that the covariance matrix of c k is diagonal:
where λ 1 ≥ λ 2 ≥ · · · ≥ λ d are some strictly positive numbers. The noise in the observations is modeled by a random vector a k ∈ R n with zero mean and covariance matrix equal to σ 2 I n . Furthermore, a k is independent of c k . Since {λ } 1≤ ≤d in (2) indicate the "strength" of the subspace components relative to the noise a k whose variance is σ 2 , we refer to λ /σ as the signal-to-noise ratio (SNR) for the th component of the subspace in our subsequent discussions.
We consider the missing data case, where only a subset of the entries of s k is available. This observation process can be modeled by a diagonal matrix
where v k,i = 1 if the ith component of s k is observed, and v k,i = 0 otherwise. Our actual observation, denoted by y k , may then be written as
Given a sequence of incomplete observations {y k , Ω k } k≥0 arriving in a stream, we aim to estimate the subspace spanned by the columns of U .
B. Oja's Method
Oja's method [3] is a classical algorithm for estimating low-rank subspaces from streaming samples. It was originally designed for the case where the full sample vectors s k in (1) are available. Given a collection of K such sample vectors, it is natural to use the following optimization formulation to estimate the unknown subspace:
where the equivalence between (5) and (6) is established by solving the simple quadratic problem min w k s k − Xw k 2 and substituting the solution into (5). Oja's method is a stochastic projected-gradient algorithm for solving (6) . At each step k, let X k denote the current estimate of the subspace. Then, with the arrival of a new sample vector s k , we first update X k according to
where w k = X k s k and {τ k } is a sequence of positive constants that control the step-size (or learning rate) of the algorithm. We note that, up to a scaling constant, s k w T k in (7) is exactly equal to the gradient of the objective function X s k s k X in (6) due to the new sample s k . Next, to enforce the orthogonality constraint, we compute
where (·)
2 stands for the principal square root of a positive semidefinite matrix. In practice, (8) is implemented using the QR-decomposition of X k .
To handle the case of partially-observed samples, we can modify Oja's method in two ways [17] . First, we estimate the expansion coefficients w k in (7) by solving a least squares problem that takes into account the missing data model:
where y k is the incomplete sample vector defined in (4), Ω k is the corresponding subsampling matrix, and X k is the current estimate of the subspace. Next, we replace the missing elements in y k by the corresponding entries in X k w k . This imputation step leads to an estimate of the full vector:
Replacing the original vectors s k and w k in (7) by their estimated counterparts y k and w k leads to the modified Oja's method, a pseudocode of which is summarized in Algorithm 1.
To ensure that we have enough observed entries in y k , we first check, with the arrival of a new partially observed vector y k , whether
where > 0 is a small positive constant. If this is indeed the case, we then perform the standard update as described above; otherwise, we ignore the new sample vector and do not change the estimate in this step. Note that, under a suitable probabilistic model for the subsampling process (see assumption (A.3) in Section III-C), one can show that (11) is satisfied with high probability as long as < α, where α denotes the subsampling ratio defined in assumption (A.3).
C. GROUSE
Similar to Oja's method, Grassmannian Rank-One Update Subspace Estimation (GROUSE) [1] is a first-order stochastic gradient descent algorithm for solving (5) . The main difference is that GROUSE solves the optimization problem on the Grassmannian, the manifold of all subspaces with a fixed rank. One advantage of this approach is that it avoids the explicit orthogonalization step in (8) , allowing the algorithm to achieve lower computational complexity.
At each step, GROUSE first finds the coefficient w k according to (9) . It then computes the reconstruction error vector
Here, y k and Ω k are defined in (1) and (3), and
Algorithm 1 Oja's method with imputation [3] , [17] Require: An initial estimate X 0 such that X 0 X 0 = I d , a sequence of step-size parameters {τ k } and a positive constant .
else 9:
end if 11: k := k + 1 12: until termination
Algorithm 2 GROUSE [1]
Require: An initial estimate X 0 such that X 0 X 0 = I d , a sequence of step-size parameters {τ k } and a positive constant .
else 10:
end if
12:
k := k + 1 13: until termination where w k is defined in (9) . Next, it updates the current estimate X k on the Grassmannian as
and {τ k } k is a sequence of step-size parameters. The algorithm is summarized in Algorithm 2.
D. PETRELS
When there is no missing data, an alternative to Oja's method is a classical algorithm called Projection Approximation Subspace Tracking (PAST) [18] . This method estimates the underlying subspace U by solving an exponentiallyweighted least-squares problem
Algorithm 3 Simplified PETRELS [2] Require: An initial estimate of the subspace X 0 , R 0 = δ n I d for some δ > 0, and positive constants γ and . 1: 
X k+1 := X k 11:
end if 13: k := k + 1 14: until termination where w k = X T k s k and γ ∈ (0, 1] is a discount parameter. The solution of (15) has a simple recursive update rule
Moreover, one can avoid the explicit calculation of the matrix inverse in (17) by using the Woodbury identity and the fact that (17) amounts to a rank-1 update. Parallel Subspace Estimation and Tracking by Recursive Least Squares (PETRELS) [2] extends PAST to the case of partially-observed data. The main change is that it estimates the coefficient w k in (15) using (9) . In addition, it provides a parallel sub-routine in its calculations so that updates to different coordinates can be computed in a fully parallel fashion. In its most general form, PETRELS needs to maintain and update a different d × d matrix R i k for each of the n coordinates. To reduce computational complexity, a simplified version of PETRELS is provided in [2] , using a common R k for all the coordinates.
In this paper, we focus on this simplified version of PE-TRELS, which is summarized in Algorithm 3. Note that we introduce an additional parameter α in lines 7 and 8 of the pseudocode. The simplified algorithm given in [2] corresponds to setting α = 1. In our analysis, we set α to be equal to the subsampling ratio defined later in (27) . Empirically, we find that, with this modification, the performance of the simplified algorithm matches that of the full PETRELS algorithm when the ambient dimension n is large.
Finally, we note that the computational complexity per iteration of all three algorithms is O(nd 2 ). The most expensive step is the estimation of the missing data. One main contribution of this work is to precisely predict the asymptotic (n → ∞) performance of the algorithms after k = tn iterations, for any t > 0.
III. MAIN RESULTS: SCALING LIMITS
In this section, we present the main results of this work-a tractable and asymptotically exact analysis of the performance of the three algorithms reviewed in Section II.
A. Performance Metric: Principal Angles
We start by defining the performance metric we will be using in our analysis. Recall the generative model defined in (1) . The ground truth subspace is represented by the matrix U , whose column vectors form an orthonormal basis of that subspace. For Algorithms 1, 2, and 3, the estimated subspace at the kth step is spanned by an orthogonal matrix
where X k is the kth iterand generated by the algorithms. Note that, for Oja's method and GROUSE, U k = X k as the matrix X k is already orthogonal, whereas for PETRELS, generally X k X k = I d and thus the step in (18) is necessary.
In the special case of d = 1 (i.e. rank-one subspaces), both U and U k are unit-norm vectors. The degree to which these vectors are aligned can be measured by their cosine similarity, defined as U U k . This concept can be naturally extended to arbitrary d ≥ 1. In general, the closeness of two d-dimensional subspaces may be quantified by their d principal angles [19] , [20] . In particular, the cosines of the principal angles are uniquely specified as the singular values of the d × d matrix
In what follows, we shall refer to Q (n) k as the cosine similarity matrix. Since we will be studying the high-dimensional limit of Q (n) k as the ambient dimension n → ∞, we use the superscript (n) to make the dependence of Q (n) k on n explicit.
B. The Scaling Limits of Stochastic Processes: Main Ideas
To analyze the performance of Algorithms 1, 2, and 3, our goal boils down to tracking the evolution of the cosine similarity matrix Q (n) k over time. Thanks to the streaming nature of all three methods, it is easy to see that the dynamics of their estimates X k can be modeled by homogeneous Markov chains with state space in R n×d . Thus, being a function of X k [see (19) ], the dynamics of Q (n) k forms a hidden Markov chain. We then show that, as n → ∞ and with proper time scaling, the family of stochastic processes Q (n) k indexed by n converges weakly to a deterministic function of time that is characterized as the unique solution of some ODEs. Such convergence is known in the literature as the scaling limits [10] , [12] , [15] , [21] of stochastic processes. To present our results, we first consider a simple one-dimensional example that illustrates the underlying ideas behind scaling limits. Our main convergence theorems are presented in Section III-C.
Consider a 1-D stochastic process defined by a recursion
where f (·) is a Lipschitz function, τ and δ are two positive constants, v k is a sequence of i.i.d. random variables with zero mean and unit variance, and n > 0 is a constant introduced to scale the step-size and the noise variance. (This particular scaling is chosen here because it mimics the actual scaling that appears in the high-dimensional dynamics of Q (n) k we shall study.)
When n is large, the difference between q k and q k+1 is small. In other words, we will not be able to see macroscopic changes unless we observe the process over a large number of steps. To accelerate the time (by a factor of n), we embed {q k } in continuous-time by defining a piecewise-constant process
where · is the floor function. Here, t is the rescaled (accelerated) time: within t ∈ [0, 1], the original discrete-time process moves n steps. Due to the scaling of the noise term in (20) (with the noise variance equal to n −1−2δ for some δ > 0), the rescaled stochastic process q (n) (t) converges to a deterministic limit function as n → ∞. We illustrate this convergence behavior using the following example.
Example 1: Let us consider the special case where f (q) = −q. We plot in Figure 1 simulation results of q (n) (t) for several different values of n. We see that, as n increases, the rescaled stochastic processes q (n) (t) converge to a limit function (the black line in the figure), which will be denoted by q(t). To prove this convergence, we first expand the recursion (20) [by using the fact that f (q) = −q] and get
where ∆ k is a zero-mean random variable defined as
Since {v i } i are independent random variables with unit vari-
). It then follows from (22) that, for any t > 0,
where P −→ stands for convergence in probability. From (23) we can also see why k = nt as used in (21) is the "correct" scaling under which q (n) (t) has a non-trivial limit as n → ∞. Specifically, if the time scaling is too large, e.g. by choosing k = n b t with some b > 1, the limit on the right-hand side of (23) becomes
In this case, the limiting curve q(t) will abruptly drop from q 0 to 0 at t = 0, leaving out any details of the transition between these two extreme values. Similarly, if the time scaling is too small, e.g., k = n b t, with some b < 1, the limiting curve q(t) ≡ q 0 for any finite t, again revealing no information.
For general nonlinear functions f (q), we can no longer directly simplify the recursion (20) as in (22) . However, similar convergence behavior of q (n) (t) still exists. Moreover, the limit function q(t) can be characterized via an ODE. To see the origin of the ODE, we note that, for any t > 0 and k = nt , we may rewrite (20) as described in Example 1 to its deterministic scaling limit. Here, we use δ = 0.25. For each n, the associated error bars indicate ±1 standard deviation over 1000 independent trials.
Taking the limit n → ∞ on both sides of (24) and neglecting the noise term n (1/2)−δ v k , we may then write-at least in a nonrigorous way-the following ODE
which always has a unique solution due to the Lipschitz property of f (·). For instance, the ODE associated with the linear setting in Example 1 is
, whose unique solution q(t) = q 0 e −τ t is indeed the limit established in (23) . A rigorous justification of the above steps can be found in the theory of weak convergence of stochastic processes (see, for example, [12] , [21] ).
Returning from the above detour, we recall that the central objects of our analysis are the cosine similarity matrices Q (n) k defined in (19) . The dynamics of the cosine similarity matrix Q k is fully analogous to the situation demonstrated by the above toy example. In our work, we show that the increment Q k+1 − Q k has a mean of order O(1/n) and a variance of a smaller order. Thus, with time rescaling k = nt and n → ∞, the process Q(t) converges to the solutions of certain limiting ODEs given in the results shown in the next subsection. This phenomenon is demonstrated in Figure 2 , where we plot the cosine similarity Q (n) nt of GROUSE at t = 0.5 for different values of n. In this experiment, we set d = 1 and thus Q (n) nt reduces to a scalar. The standard deviations of Q (n) nt over 100 independent trials, shown as error bars in Figure 2 , decrease as n increases. This indicates that the performance of these stochastic algorithms can indeed be characterized by certain deterministic limits when the dimension is high.
C. The Scaling Limits of Oja's, GROUSE and PETRELS
To study the scaling limits of the cosine similarity matrices Q (n) nt , we embed the discrete-time process Q (n) k into a continuous time process Q (n) (t) via a simple piecewise-constant interpolation: k . The error bars show the standard deviation of Q (n) nt over 100 independent trials. In each trial, we randomly generate a subspace U , the expansion coefficients {c k } and the noise vector {a k } as in (1) . The red dashed lines is the limiting value predicted by our asymptotic characterization, to be given in Theorem 1.
The main objective of this work is to establish the highdimensional limit of Q (n) (t) as n → ∞. Our asymptotic analysis is carried out under the following technical assumptions on the generative model (1) covariance matrix Λ as given in (2) . Moreover, all the higher-order moments of c k exist and are finite, and {c k } is independent of {a k }; (A.3) We assume that v k,i in the observation model (3) is a collection of independent and identically distributed binary random variables such that
for some constant α ∈ (0, 1). Throughout the paper, we refer to α as the subsampling ratio. We shall also assume that the algorithmic parameter used in Algorithms 1-3 satisfies the condition < α. (A.4) The target subspace matrix U and the initial guess X 0 are both incoherent in the sense that
where U i,j and X 0,i,j denote the (i, j)th entries of U and X 0 , respectively, and C is a generic constant that does not depend on n. (A.5) The initial cosine similarity Q (n) 0 converges entrywise and in probability to a deterministic matrix Q(0). (A.6) For Oja's method and GROUSE, the step-size parameters
is a deterministic function such that sup t≥0 τ (t) ≤ C for a generic constant C that does not depend on n. For PETRELS, the discount factor
for some constant µ > 0.
Assumption (A.4) requires some further explanation. Condition (28) essentially requires the basis matrix U and the initial guess X 0 to be generic. To see this, consider a U that is drawn uniformly at random from the Grassmannian for rank-d subspaces. Such a U can be generated as
where X is an n × d random matrix whose entries are i.i.d. standard normal random variables. For such a generic choice of U , one can show that its entries U i,j ∼ O(1/ √ n) and that (28) holds with high probability when n is large.
Theorem 1 (Oja's method and GROUSE): Fix T > 0, and let Q (n) (t) t∈[0,T ] be the time-varying cosine similarity matrices associated with either Oja's method or GROUSE over the finite interval
where weakly −→ stands for weak convergence and Q(t) is a deterministic matrix-valued process. Moreover, Q(t) is the unique solution of the ODE
where
Here α is the subsampling ratio, and Λ is the diagonal covariance matrix defined in (2) .
In Section V, we present a (nonrigorous) derivation of the limiting ODE (31) . Full technical details and a complete proof can be found in the Supplementary Materials [16] . An interesting conclusion of this theorem is that the cosine similarity matrices Q (n) (t) associated with Oja's method and GROUSE converge to the same asymptotic trajectory. We will elaborate on this point in Section IV-A.
To establish the scaling limits of PETRELS, we need to introduce three auxiliary d × d matrices
where the matrices R k and X k are those used in Algorithm 3. Then, the cosine similarity matrix can be expressed by Q
into continuous-time processes:
The following theorem, whose proof can be found in the Supplementary Materials [16] , characterizes the asymptotic dynamics of PETRELS. 
, and
as n → ∞, where
and A(t), K(t), W (t) is the unique solution of the following system of coupled ODEs:
Here, J 1 , J 2 and J 3 are functions defined by
where µ > 0 is the constant given in (29) .
Theorem 1 and Theorem 2 establish the scaling limits of Oja's method, GROUSE and PETELS, respectively, as n → ∞. In practice, the dimension n is always finite, and thus the actual trajectories of the performance curves will fluctuate around their asymptotic limits. To bound such fluctuations via a finite-sample analysis, we first need to slightly strengthen assumption (A.5) as follows:
be the initial cosine similarity matrices. There exists a fixed matrix Q(0) such that
where · 2 denotes the spectral norm of a matrix and C > 0 is a constant that does not depend on n. Theorem 3 (Finite Sample Analysis): Let Q (n) (t) be the time-varying cosine similarity matrices associated with Oja's method, GROUSE, or PETELS, respectively. Let Q(t) denote the corresponding scaling limit given in (31) 
where C(T ) is a constant that can depend on the terminal time T but not on n.
The above theorem, whose proof can be found in the Supplementary Materials [16] , shows that the rate of convergence towards the scaling limits is O(1/ √ n). Example 2: To demonstrate the accuracy of the asymptotic characterizations given in Theorem 1 and Theorem 2, we compare the actual performance of the algorithms against their theoretical predictions in Figure 3 . In our experiments, we generate a random orthogonal matrix U according to (30) with n = 20, 000 and d = 4. For Oja's method and GROUSE, we use a constant step size τ = 0.5. For PETRELS, the discount factor is γ = 1 − µ/n with µ = 5, and R 0 = δ n I d with δ = 10. The covariance matrix is set to
the subsampling ratio is α = 0.5 and the variance of the background noise σ 2 = 1. Figure 3 (a) shows the evolutions of the cosines of the 4 principal angles between U and the estimates given by Oja's method (shown as crosses) and GROUSE (shown as circles). We compute the theoretical predictions of the principal angles by performing a SVD of the limiting matrices Q(t) as specified by the ODE (31) . (In fact, this ODE has a simple analytical solution; see Section IV-B for details.) Figure 3 (b) shows similar comparisons between PETRELS and its corresponding theoretical predictions. In this case, we solve the limiting ODEs (40) and (41) numerically.
D. Related Work
The problem of estimating and tracking low-rank subspaces has received a lot of attention recently in the signal processing and learning communities. Under the setting of fully observed data, an earlier work [22] studied a block-version of Oja's method and provided a sample complexity estimate for the case of d = 1. Similar analysis is available for general ddimensional subspaces [23] , [24] . The streaming version of Oja's method and its sample complexities have also been extensively studied, e.g., [25] - [29] .
For the case of incomplete observations, the sample complexity of a block version of Oja's method with missing data is analyzed in [30] under the same generative model as in (1) . In [7] , the authors provide the sample complexity for learning a low-rank subspace from subsampled data under a nonparametric model: the complete data vectors are assumed to be i.i.d. samples from a general probability distribution on a subset of the Euclidean unit ball in R n . Different from that work, we study the dynamics of performance of the three algorithms rather than sample complexity. In the streaming setting, Oja's method, GROUSE, PETRELS are three popular algorithms for tackling the challenge of subspace learning with partial information. Other interesting approaches include online matrix completion methods [31] - [33] . See [17] for a recent review of relevant literature in this area. Local convergence of GROUSE is given in [4] , [5] . Global convergence of GROUSE is established in [6] under the noiseless setting. In general, establishing finite sample global performance guarantees for GROUSE and other algorithms such as Oja's and PETRELS in the missing data case is still an open problem. Unlike most work in the literature that seeks to establish finite-sample performance guarantees for various subspace estimation algorithms, our results in this paper provide an asymptotically exact characterization of three popular methods in the high-dimensional limit. The main technical tool behind our analysis is the weak convergence of stochastic processes towards their scaling limits that are characterized by deterministic ODEs or stochastic differential equations (see, e.g., [8] - [10] , [15] ).
Using ODEs to analyze stochastic recursive algorithms has a long history [34] , [35] . An ODE analysis of an early subspace tracking algorithm was given in Yang [36] , and this result was adapted to analyze PETRELS for the nonsubsampled case [2] . Our results in this paper differ from previous analysis in several important aspects. First, it handles the more challenging case of incomplete observations. Second, previous ODE analysis in Yang [36] and Chi et al. [2] keeps the ambient dimension n fixed and studies the asymptotic limit as the step size tends to 0. The resulting ODEs involve O(n) variables. In contrast, our analysis studies the limit as the dimension n → ∞, and the resulting ODEs only involve at most 3d 2 variables, where d is the dimension of the subspace which, in many practical situations, is a small constant. This lowdimensional characterization makes our limiting results more practical to use, especially when the ambient dimension n is large.
Our results build upon a previous work [13] that obtains the ODE limits of Oja's method under the fully observed model, for the special case of d = 1. This paper extends that line of work to the more challenging case with missing data, and for arbitrary d. The partially observed setting presents several technical difficulties: First, unlike the fully observed case with Gaussian noise where the cosine similarity Q k forms a low-dimensional closed Markov chain, the situation is more complicated under partial observations. Due to subsampling (which breaks rotational symmetry), the cosine similarity Q k no longer forms a closed Markov chain at any finite dimension n. Only when we take the asymptotic limit n → ∞ do we obtain a closed dynamics given by the ODE limits. Second, in the partially observed case, an extra estimation step of the missing data should be made. This presents some additional technical challenges in the performance analysis.
It is important to point out a limitation of our asymptotic analysis: we require the initial estimate X 0 to be asymptotically correlated with the true subspace U . To see why this is an issue, we note that if the initial cosine similarity matrix Q(0) = 0 [i.e., a fully uncorrelated initial estimate, which can be obtained by setting X to be an n × d i.i.d. Gaussian matrix, and assigning X 0 = X(X T X) −1/2 ], then the ODEs in Theorems 1 and 2 only provide a trivial solution Q(t) ≡ 0, yielding no useful information. Strictly speaking, our asymptotic predictions are still valid in this random initialization case, since Assumptions (A.4) and (A.5) are satisfied, but the predictions are not useful as Q(t) ≡ 0 for any finite t. It means that, starting from a random initialization, the algorithms cannot escape from the initial region in O(n) iterations. The utility of our results is to predict and trace the performance of the algorithms in the second phase of the dynamics, after the algorithms already have some estimates that are correlated with the true subspace. In practice, a correlated initial estimate can be obtained by performing PCA on a small batch of samples [7] , [37] ; it may also be available from additional side information about the true subspace U . Therefore, the requirement that Q(0) be invertible is not overly restrictive. In practice, we observe in numerical simulations that, under sufficiently high SNRs, Oja's method, GROUSE and PETRELS can successfully estimate the subspace by starting from random initial guesses that are uncorrelated with U . Extending our analysis framework to handle the case of random initial estimates is an important line of future work.
IV. IMPLICATIONS OF HIGH-DIMENSIONAL ANALYSIS
The scaling limits presented in Section III provide asymptotically exact characterizations of the dynamic performance of Oja's method, GROUSE, and PETRELS. In this section, we discuss implications of these results. Analyzing the limiting ODEs also reveals the fundamental limits and phase transition phenomena associated with the steady-state performance of these algorithms.
A. Algorithmic Insights
By examining Theorem 1 and Theorem 2, we draw the following conclusions regarding the three subspace estimation algorithms.
1. Connections and differences between the algorithms. Theorem 1 implies that, as n → ∞, Oja's method and GROUSE converge to the same deterministic limit process characterized as the solution of the ODE (31). This result is somewhat surprising, as the update rules of the two methods (see Algorithm 1 and Algorithm 2) appear to be sufficiently different.
Theorem 2 shows that PETRELS is also intricately connected to the other two algorithms. We here consider a special case that K(0) = U X 0 is a diagonal matrix. In this case, A(t), K(t) and W (t) will also be diagonal matrices for any t > 0. Define
One can show that the evolution of G(t) and Q(t) as defined in (35) is also governed by a first-order ODE, which can be deduced from (36) as
Here, F is the function defined in (32) and H is a function defined by
(42) The ODE (40) of the cosine similarity matrix Q(t) for PETRELS has exactly the same form as the one for GROUSE and Oja's method shown in (31), except for the fact that the nonadaptive step-size τ (t)I d in (31) is replaced by a d × d matrix G(t), itself governed by an ODE (40). Thus, G(t) in PETRELS can be viewed as an adaptive scheme for adjusting the step-size.
To investigate how G(t) evolves, we run an experiment for d = 1. In this case, the quantities Q(t), G(t) and Λ reduce to three scalars, denoted by Q(t), G(t), and λ, respectively. Figure 4 shows the dynamics of PETRELS to recover this 1-D subspace. It shows that G(t) increases initially, which helps boost the convergence speed. As Q(t) increases (meaning the estimates becoming more accurate), however, the effective step-size G(t) gradually decreases, in order to help Q(t) reach a higher steady-state value.
2. Subsampling vs. the SNR. The ODEs in Theorems 1 and 2 also reveal an interesting (asymptotic) equivalence between In this case, the two matrices Q(t) and G(t) reduce to two scalars Q(t) and G(t). The variable G(t) acts as an effective step-size, which adaptively adjusts its value according to the change in Q(t). The error bars shown in the figures represent one standard deviation over 50 independent trials. The signal dimension is n = 10 4 .
the subsampling ratio α and the SNR as specified by the matrix Λ. To see this, we observe from the definition of the functions F in (32) and J 1 , J 2 , J 3 in (37) that α always appears together with Λ in the form of a product αΛ 2 . This implies that an observation model with subsampling ratio α and signal strength Λ will have the same asymptotic performance as a different model with subsampling ratio α and signal strength α/ α Λ. In simpler terms, having missing data is asymptotically equivalent to lowering the signal strength in the fullyobservable setting. We note that [7] pointed out a connection between the subsampling ratio and the sample complexity. Here, we reveal a connection between the subsampling ratio and the SNR.
B. Oja's Method and GROUSE: Analytical Solutions and Phase Transitions
Next, we investigate the dynamics of Oja's method and GROUSE by studying the solution of the ODE given in Theorem 1. To that end, we consider a change of variables by defining
One may deduce from (31) that the evolution of P (t) is also governed by a first-order ODE:
are two diagonal matrices. Thanks to the linearity of (44), it admits an analytical solution
Note that the first two terms on the right-hand side of (47) represent the influence of the initial estimate P (0) = [Q(0)Q (0)] −1 on the current state at t. In the special case of the algorithms using a constant step size, i.e., τ (t) ≡ τ > 0, the solution (47) may be further simplified as
(n) (t)(Q (n) (t)) are exactly equal to the squared cosines of the d principal angles θ n (t) between the true subspace U and the estimate given by the algorithms. We say an algorithm generates an asymptotically informative solution if
i.e., the steady-state estimates of the algorithms achieve nontrivial correlations with all the directions of U . In contrast, a noninformative solution corresponds to
in which case the steady-state estimates carry no information about U . For d > 1, one may also have a third situation where only a subset of the directions of U can be recovered (with nontrivial correlations) by the algorithm. Proposition 1: Let θ (n) (t) denotes the th principal angle between the true subspace and the estimate obtained by Oja's method or GROUSE with a constant step size τ . Under the same assumptions as in Theorem 1, we have
where {λ } are the SNR parameters defined in (2) . It follows that the two algorithms provide asymptotically informative solutions if and only if split the other two matrices in (48) as P (0) =
and
. Applying the block matrix inverse formula to (48), we get
− e −tB1 P 1,2 e tB2 e tB2 P 2,2 e tB2 + Z 2
It is easy to verify from the definitions of B and Z that
, . . . ,
.
(55) Similarly, we may verify that
Substituting (55) and (56) into (54) and recalling that the eigenvalues of P −1 (t) are exactly equal to the squared cosines of the principal angles, we reach (52). Applying the conditions given in (50) and (51) to (52) yields (53).
C. Steady-State Analysis of PETRELS
The steady-state property of PETRELS can also be obtained by studying the limiting ODEs as given in Theorem 2. The coupling of Q(t) and G(t) in (40) and (41), however, makes the analysis much more challenging. Unlike the case of Oja's method and GROUSE, we are not able to obtain closedform analytical solutions of the ODEs for PETRELS. In what follows, we restrict our discussions to the special case of d = 1. This simplifies the task, as the matrix-valued ODEs (40) and (41) reduce to scalar-valued ones.
It is not hard to verify that, for any solution Q(t), R(t) with an initial condition Q(0), R(0) , there is a symmetric solution −Q(t), G(t) for the initial condition −Q(0), G(0) . To remove this redundancy, it is convenient to investigate the dynamics of Q 2 (t) and G(t), which satisfy the following ODEs Figure 5 visualizes several different solution trajectories of these ODEs as the black curves in the Q-G plane. These solutions start from different initial conditions at the borders of the figures, and they converge to certain stationary points. The locations of these stationary points depend on the SNR {λ }, the subsampling ratio α and the discount parameter µ used by the algorithm. In Figures 5(a) and 5(b), the stationary points correspond to Q 2 > 0, and thus the algorithm generates asymptotically informative solutions according to the definition in (50). In contrast, Figure 5 
where µ is the parameter defined in (29) , λ denotes the SNR in (2), and α is the subsampling ratio. Proof: It follows from Theorem 2 that verifying conditions (50) and (51) boils down to studying the fixed point of a dynamical system governed by the limiting ODEs (57) and (58). This task is in turn equivalent to setting the left-hand sides of the ODEs to zero and solving the resulting equations.
Let {Q * , G * } be any solution to the equations (57) and (58), we see that {Q * , G * } must fall into one of the following three cases:
Case I: G * = 0 and Q * can take arbitrary values; Case II: Q * = 0 and G * is the unique positive solution to
Case III: Q * = 0 and G * = 0. A local stability analysis, deferred to the end of the proof, shows that the fixed points in Case I are always unstable, in the sense that any small perturbation will make the dynamics move away from these fixed points. Thus, we just need to focus on Case II and Case III, with the former corresponding to an uninformative solution and the latter to an informative one. We will show that, under (59), a fixed point in Case III exists and it is the unique stable fixed point. That solution disappears when (59) ceases to hold, in which case the solution in Case II becomes the unique stable fixed point.
To see why (59) provides the phase transition boundary, we note that a solution in Case III, if it exists, must satisfy
The above two equations are derived from dQ 2 (t) dt = 0 and dG(t) dt = 0. In Figure 5 , the functions f (G) and h(G) are plotted as the green and red dashed lines, respectively.
It is easy to verify from their definitions that f (G) and h(G) are both monotonically decreasing in the feasible region (0 ≤ Q 2 ≤ 1 and G > 0).
, where f −1 and h −1 denote the inverse function of f and h, respectively. Thus, a solution in Case III exists if f −1 (0) > h −1 (0), which then leads to (59) after some algebraic manipulations.
Finally, we examine the local stability of the fixed points in Case I and Case II. In both cases, a fixed point (Q * , G * ) of the 2-dimensional ODE (57) and (58) is stable if and only if
are the functions on the right-hand side of (57) and (58), respectively. It follows that all the Case I fixed points are always unstable, because
Furthermore, the Case II fixed point is also unstable if (59) holds, because
where G * is the value specified in (60). On the other hand, when (59) does not hold, the Case II fixed point becomes stable.
Example 3: Proposition 2 predicts a critical choice of µ (as a function of the SNR λ and the subsampling ratio α) that separates informative solutions from noninformative ones. This prediction is confirmed numerically in Figure 6 . In our experiments, we set d = 1, n = 10, 000. We then scan the parameter space of µ and αλ 2 /σ 2 . For each choice of these two parameters on our search grid, we perform 100 independent trials, with each trial using a different realizations of c k and a k in (1) and a different U drawn uniformly at random from the n-D sphere. The grayscale in Figure 6 shows the average value of the squared cosine similarity Q(t) at t = 10 3 . Figure 6 . The grayscale in the figure visualizes the steady-state squared cosine similarities of PETRELS corresponding to different values of the SNR λ 2 , the subsampling ratio α, and the step-size parameter µ. The red curve is the theoretical prediction given in Proposition 2 of a phase transition boundary, below which no informative solution can be achieved by the algorithm. The theoretical prediction matches numerical results.
V. DERIVATIONS OF THE ODES AND PROOF SKETCHES
In this section, we present a nonrigorous derivation of the limiting ODEs and sketch the main ingredients of our proofs of Theorems 1 and 2. More technical details and the complete proofs can be found in the Supplementary Materials [16] .
A. Derivations of the ODE
In what follows, we show how one may derive the limiting ODE in Theorem 1. We focus on GROUSE, but the other two algorithms can be treated similarly.
Our first observation is that the dynamic of GROUSE can be modeled by a Markov chain (X k , U k ) on R 2dn , where U k ≡ U for all k. The update rule of this Markov chain is
where the vectors r k and p k are defined in (12) and (13), and
The indicator function 1 A k in (63) encodes the test in line 3 of Algorithm 2. This test guarantees that the matrix inverse in (64) exists. Multiplying both sides of (63) from the left by U , we get
specifies the increment of the cosine similarity from Q k to Q k+1 . To derive the limiting ODE, we first rewrite (65) as
where E k denotes conditional expectation with respect to all the random elements encountered up to step k − 1, i.e., c j , a j , Ω j 0≤j≤k−1 in the generative model (1) and the initial state (X 0 , U ). One can show that
where F (·, ·) is the function defined in (32) , and · denotes the spectral norm. Substituting (69) into (67) and omitting the zero-mean difference term
Let Q(t) be a continuous-time process defined as in (26), with t = k/n being the rescaled time. In an intuitive but nonrigorous way, we have
This then gives us the ODE in (31).
In what follows, we provide some additional details behind the estimate in (69). To simplify our presentation, we first introduce a few variables. Let
where s k and Ω k are defined in (1) (14), we rewrite θ k used in (63) as
which is an O(1/n) quantity. Thus, it is natural to expand the two terms cos(θ k ) and sin(θ k ) that appear in (63) via a Taylor series expansion, which yields
Here, the last terms in the above expansions are the remainders of the Taylor expansions, in which ϕ and ϕ are some numbers between 0 and θ k . Substituting (72) and (73) into (66) gives
A rigorous justification of this step is presented as Lemma 7 in the Supplementary Materials. One can show that, as n → ∞, Z k and z k defined in (71) converge to αI d and ασ 2 respectively, the quantity Q k → αQ k , and 1 {z k > } → 1 (for any < α). Furthermore,
for some constant C, where M is the spectral norm for a matrix of M . (The convergence of these variables is established in Lemma 6 in the Supplementary Materials.) Finally, by substituting the limiting values of the variables (74), we reach the estimate in (69).
B. Main Steps of Our Proofs
The proofs of Theorems 1 and 2 follow a standard argument for proving the weak convergence of stochastic processes [8] , [9] , [11] . For example, to establish the scaling limit of Oja's method and GROUSE as stated in Theorem 1, our proof consists of three main steps.
First we show that the sequence of stochastic processes {{Q (n) (t)} 0≤t≤T } n=1,2,... indexed by n is tight. The tightness property then guarantees that any such sequence must have a converging sub-sequence. Second, we prove that the limit of any converging (sub)-sequence must be a solution of the ODE (31) . Third, we show that the ODE (31) admits a unique solution. This last property can be easily established from the fact that the function F (·, ·) on the right-hand side of (31) is a Lipschitz function (noting that Q i,j (t) ≤ 1 given the initial condition Q i,j (0) ≤ 1, where Q i,j (t) is the entry of Q(t) at the ith row and jth column). Combining the above three steps, we may then conclude that the entire sequence of stochastic processes {{Q (n) (t)} 0≤t≤T } n=1,2,... must converge weakly to the unique solution of the ODE.
VI. CONCLUSION
In this paper, we present a high-dimensional analysis of three popular algorithms, namely, Oja's method, GROUSE, and PETRELS, for estimating and tracking a low-rank subspace from streaming and incomplete observations. We show that, with proper time scaling, the time-varying trajectories of estimation errors of these methods converge weakly to deterministic functions of time. Such scaling limits are characterized as the unique solutions of certain ordinary differential equations (ODEs). Numerical simulations verify the accuracy of our asymptotic results. In addition to providing asymptotically exact performance predictions, our high-dimensional analysis yields several insights regarding the connections (and differences) between the three methods. Analyzing the limiting ODEs also reveals and characterizes phase transition phenomena associated with the steady-state performance of these techniques.
[34] T. G. Kurtz, "Solutions of ordinary differential equations as limits of pure jump Markov processes," Journal of Applied Probability, vol. 
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S-I. OUTLINE OF THE PROOFS OF THEOREMS 1-3
In the supplementary materials, we prove Theorems 1-3 stated in the main text.
Section S-II dicusses the convergence of a general sequence of stochastic processes. In particular, we prove two lemmas: Lemma 1 is a generalized version of Theorems 1 and 2, and Lemma 2 is a generalized version of Theorem 3. We provide a set of sufficient conditions (C.1)-(C.5) for the two lemmas to hold. Once we have proved Lemma 1 and Lemma 2, the remaining task is to show that the specific stochastic processes associated with Oja's method, GROUSE, and PETRELS satisfy this set of sufficient conditions.
In Section S-III, we provide some useful inequalities that will be used later, and in Section S-IV we prove some common inequalities that only depend on the generative model (1) .
In Section S-V, we prove two lemmas that are specialized for GROUSE. In Section S-VI, we prove their counterparts specialized for Oja's method. Then, in Section S-VII, we prove that Condition (C.1)-(C.5) are satisfied for both GROUSE and Oja's method using the lemmas proved in Section S-V (for GROUSE) and Section S-VI (for Oja's method). This section completes the proof of Theorems 1 and 3 for these two algorithms.
In Section S-VIII, we prove that Condition (C.1)-(C.5) are also satisfied for PETRELS. This then completes the proof of Theorems 2 and 3 for PETRELS.
Finally, the two lemmas claimed in Section S-II are proved in Section S-IX.
S-II. DETERMINISTIC SCALING LIMIT OF STOCHASTIC PROCESSES
In this section, we provide a set of sufficient conditions on when a general stochastic process converges to a deterministic process. Theorems 1-3 in the main text will be proved on top of this result in subsequent sections.
Consider a sequence of d-dimensional discrete-time stochastic processes {q
.. , with some constant T > 0. We assume that the increment q
can be decomposed into three parts
is a martingale, and
Then, we have the following two lemmas.
k with k = nt . Assuming Conditions (C.1)-(C.5) hold, and assuming that q (n) 0 converges weakly to a deterministic q 0 , then the sequence of {{q (n) (t)} t∈[0,T ] } n=1,2,... converges weakly to a deterministic process {q(t)} t∈[0,T ] , which is the unique solution of the ODE
The proof can be found in Section S-IX. Lemma 2: If Conditions (C.1)-(C.3) hold, and
with a positive 3 , then for any finite n, we have
where q(·) is the solution of the ODE (S-2). The proof of this lemma can be found in Section S-IX.
S-III. SOME USEFUL INEQUALITIES
In the proofs of Lemmas 1 and 2, we repeatedly use the following inequality: for any positive integer and some variable a 1 , . . ., a m , we have
This is a consequence of the convexity of the function f (x) = x on the interval x ≥ 0 and for ≥ 1.
The following lemmas are also useful in our proofs. Lemma 3: Let a 1 , a 2 , . . ., a n be n i.i.d. random variables with zero mean, unit variance and bounded higher-order moments E |a i | ≤ ∞ for some > 2, then
Moreover, for any fixed vector x ∈ R n ,
where x i is ith element of x, and C is a constant.
Proof: See the reference [15, Lemma 6]. Lemma 4: Let n be a positive integer and x 0 , x 1 , x 2 , . . . be a sequence of variables satisfying
with some positive constant C, B and . Then for all nonnegative integer k ≤ nT with some T > 0,
Proof: For any k ≤ nT , we apply the inequality (S-6) iteratively, and get
, where in reaching the last line we used an inequality that (1 + 1 a ) a < e for any a > 0.
S-IV. INEQUALITIES ON THE SAMPLES s k , AND
OBSERVATION MASK MATRIX Ω k We provide two lemmas showing some inequalities on the observation data s k , and Ω k , where s k and Ω k are defined in (1) and (3) respectively. We emphasis that X k stated in the following two lemmas can be any matrix that are not necessarily associated with any algorithm.
Let E k denote the expectation w.r.t. s k and Ω k . Lemma 5: Let X k be any d×n matrix such that X k X k = I d . The variables Z k , z k , q k and q k defined in (71), in which s k and Ω k are defined in (1) and (3) satisify
where is any positive integer, and C( ) is a constant that can depend on but not on the ambient dimension n Proof of Lemma 5: The inequalities (S-7) and (S-8) are straightforward due to the submultiplicativity of the induced matrix norm, and Ω k ≤ 1:
For (S-9), we have
where the second line is due to U c k ≤ U 2 · c k ≤ U F · c k . Furthermore, in reaching the second last line, we used (S-3) and in reaching the last line we used (S-4) that
Let x k,i denote the ith column of X k . For (S-10), we have
where v k,i is the ith diagonal element in Ω k . Here, the second last line is due to (S-3), and in reaching the last line we used (S-5). Since q k is a d-dimensional vector, where d is a finite number, the above inequality implies (S-10). (Note that C( ) depends on the fixed number d, but we omit d for the sake of simplifying notations.) Finally, (S-11) can be proved in the same way as we prove (S-10).
Lemma 6:
Under the same setting as stated in Lemma 5, the variables defined in (71) satisfies
Proof: The proof utilizes a fact that v k,i , i = 1, 2, . . . , n, the diagonal terms of Ω k , are i.i.d. Bernoulli random variables with mean α. Therefore,
,i ) (S-17) for any matrices A and B with the consistent dimensions.
The first three inequalities are straightforward. For (S-12),
We can prove (S-13) in the same way. For (S-14),
Then, we can bound the threes terms in the last inequality using (S-17) and Assumption (A.4) in the same way as we prove (S-12), which yields (S-14).
Next, we prove (S-15) and (S-16). By definitions (71), we know
where s k is defined in (1) . From the definition of the generative model (1) and (3), we can explicitly compute the average
where in reaching the second last line, we used Assumption (A.4). This inequality implies (S-15). In the same way, we can prove (S-16).
S-V. DYNAMICS OF GROUSE
We first show some extra details of the formal derivation that has been briefly introduced in Section V-A in the main text. Then, we present two lemmas: Lemma 7 bounds the remainder term in the increment of Q k+1 − Q k , and Lemma 8 shows that the 4th moment s k in Lemma 6 is bounded by C(T )n −1 . We first recall that (X k , U ) forms a Markov chain whose update rule is given in (63). It is driven by Ω k , c k , a k and the initial states (X 0 , U ). We denote the expectation over all these random variables by E[·], and denote by
is consistent with the notation E k defined in the previous section.)
A. Formal derivation of the ODE for GROUSE
We here provide additional details of the formal derivation, which has been introduced in Section V-A in the main text.
From (64) and (71), we have
Then, with (12) and (13), we have
Substituting the above equations into (14), we get the expression of θ k shown in (72). Next, substituting Taylor's expansions (73) into (63), we can rewrite (63) as (71), and D k collects higher-order terms whose explicit form is
where in reaching the last line, we used (72), Lemma 5, and Z
. Multiplying from the right by U on both sides of (S-21), we get
where R k = U D k is the remainder term collecting all highorder contributions. This is (74) in the main text.
B. The remainder terms and higher-order moments
We prove the following two lemmas that will be used in the proof of Theorems 1 and 3 in Section S-VII.
Lemma 7: For all k ≤ nT , the higher-order term in the update rule (S-24) of Q k is bounded by
Proof: From (S-22), the explicit expression of the remainder term of R k = U D k can be written as
Then, based on Lemma 5 and the facts that
, it is straightforward to prove (S-25).
Lemma 8: Let X k be the iterand of the GROUSE algorithm, whose update rule is given in (63). Then, for all k ≤ nT ,
where C(T ) is a constant can depend on T but not on n.
Proof: Let b k,i be the ith row of the matrix X k . It is sufficient to prove that -27) holds for all i = 1, 2, . . . , n.
We first prove an iterative inequality between E b k+1,i
Lemma 5, from (S-21), we get
In addition, from Lemma 5 and (S-21), we can also show that
where in reaching the last line, we used (S-20), and u i is the ith row of the matrix U . Then, we have
In reaching the last line, we used (S-28), (S-29), Young's inequality and a fact that
, with some constant C. Finally, using Lemma 4 we can prove (S-27) from (S-30), and therefore (S-26) holds.
S-VI. DYNAMICS OF OJA'S METHOD
In this section, we first provide a formal derivation of the ODE for Oja's method and then prove two lammas that are counterparts of Lemmas 7 and 8 for Oja's method. The proofs follows the same procedure as we did in the previous section except that we now consider X k as the iterand of the Algorithm 1.
In Algorithm 1, Line 7 involves an inverse of the matrix X k X k . In order to ensure this inverse is well-defined, we add a check before this line. Specifically, if λ min ( X k X k ) ≤ , then the update of this step is skipped by assigning X k+1 = X k . We set a small number strictly less than 1 (e.g., = 0.1). This check is used in both theoretical analysis and practical implementation in order to avoid the error of dividedby-zero. We note that the probability that this check is violated tends to zero as n → ∞, since
A. Formal derivation of the ODE for Oja's method
The update rule of Algorithm 1 is formulated as
(S-31) where X k = X k + τ n B k . Here, 1 A k is an indicator function which is 1 if λ min (X k Ω k X k ) > , and 0 otherwise. Furthermore, 1 A k is another indicator function which is 1 if λ min ( X k X k ) > , and 0 otherwise. The matrix B k is defined as
where q k , Z k are defined in (71). Then, we know that
where q k and z k are defined in (71).
Note that when 1 A k 1 A k = 1, the matrix X k X k is positive-definite since
Then, we use Taylor's expansion 2 to expand X k X k ) − 1 2 up to the first order term
Here, D k represents high-order terms, which is bounded by
where in reaching the last line, we used Lemma 5. Combining (S-31) with (S-33), (S-35) and (S-36), we have
(S-38) where S k collects all the high-order terms defined as
Multiplying U from the left on both sides of (S-38), we get
(S-40) 2 Taylor's expansion of the positive-definite matrix
2 . Taylor's expansion is done by expanding its eigenvalues as (1 + µ i )
Now, we get the update equation of Q k , which is the same as (S-24) except that the definition of the high-order term R k is different. Thus, we know the dynamics of Q k of Oja's method and GROUSE are asymptotically the same. They only differ in the high-order term, which is vanishing when the ambient dimension n → ∞.
B. The remainder terms and higher-order moments
Next, we introduce the counterpart of Lemmas 7 for Oja's method.
Lemma 9: For k ≤ nT , the increment, Q k+1 − Q k , is (S-40) with the high-order term R k bounded by
Proof: From (S-39) and (S-41), we have
Substituting (S-33)-(S-35) into the above equation, and with Lemma 5, we can prove (S-42).
The following lemma for Oja's method is the counterpart of Lemmas 8 for GROUSE.
Lemma 10: Let X k being the iterand of the Oja's algorithm, whose update rule is given in (S-31). For all k ≤ nT ,
where C(T ) is a constant can depend on T but not on n. Proof: We prove this lemma in the same way as that of Lemma 8. In particular, let b k,i be the ith row of the matrix X k . We can show that
Then, we bound E b k,i 4 iteratively as we did in (S-30).
Since the proof is the same as what we did in proving Lemma 8, we omit the details here.
S-VII. PROOF OF THEOREMS 1 AND 3 FOR GROUSE AND OJA'S METHOD Next, we prove Theorems 1 and 3 for both GROUSE and Oja's method. The proof is based on the general convergence results as stated in Lemmas 1 and 2. Specifically, the main task in this section is to check that Conditions (C.1)-(C.5) presented in Section S-I hold for the stochastic process Q k def = U X k , where X k is the iterand in Algorithms 1 and 2. The following proofs are valid for both GOURSE and Oja's methods.
Note that Q k is a d-by-d matrix. In order to use Lemmas 1 and 2, we need to reshape the matrix Q k to an n 2 -dimensional vector. This is equivalent to replace the vector norm in Conditions (C.1)-(C.5) by the Frobenius norm Q k F . For any finite d, the Frobenius norm is equivalent to the spectral norm Q k in the sense that there are two constants C 1 and C 2 such that
Therefore, we directly work in the matrix representation using the spectral norm.
We first decompose the increment of Q k into three parts
Here, the first term
contains the leading-order contribution to Q k − Q 0 , in which F (·, ·) is defined in (32) . The second term is a martingale term defined as
where q k , q k are defined in (71). The last term in (S-44) is
which collects all higher-order contributions. Since Q k ≤ 1, Conditions (C.3), (C.4) and (C.5) trivially hold.
Furthermore, Condition (C.1) also holds, because from (S-46) and (S-47), we get
, where the last line is due to Young's inequality, (S-10) and (S-11).
Finally, Condition (C.2) is ensured by the following lemma. Lemma 11: For all k ≤ nT , we have
Proof: From (S-48), we have
(S-49) Therefore, the proof is divided into two steps, which bound the expectations of the two terms on the right-hand side separately.
The first term can be bounded straightforwardly. From (S-15), (S-16), (S-47), and Lemma 8 for GROUSE (Lemma 10 for Oja's method), we immediately get
Next, we are going to bound the expectation of the second term on the right hand side of (S-49). From Lemma 7 for GROUSE (and Lemma 9 for Oja's method), we have
Its expectation can be bounded by
(S-51) Here, we used (S-47).
The first term on the right hand side of (S-51) is bounded by
due to Lemma 7 for GROUSE (and Lemma 9 for Oja's method).
The second term on the right hand side of (S-51) is bounded by
where in reaching the last line we used (S-12), and Lemma 8 for GROUSE (and Lemma 10 for Oja's method).
The remaining task is to bound the terms in the last three lines of (S-51). Specifically, the third last line of (S-51) is bounded by
where in reaching the third line, we used Z
, and Lemma 5, and the last line is due to Lemma 8 for GROUSE (Lemma 10 for Oja's method). Similarly, the second last line of (S-51) is bounded by
where in reaching the last inequality, we used Z
, and Lemma 5 and Lemma 8 for GROUSE (Lemma 10 for Oja's method). The term in the last line of (S-51) can be bounded in the same way, which yields
(S-56) Finally, substituting (S-52)-(S-56) into (S-51), we reach
Combining the above inequality with (S-50) and (S-49), we finish the proof of Lemma 11.
S-VIII. CONVERGENCE OF SIMPLIFIED PETRELS We first provide the formal derivation of the limiting ODE for the simplified PETRELS. The rigorous proof will be presented in subsequent subsections.
A. Formal derivation of the limiting ODE
Recall that pseudo-code of this algorithm as presented in Algorithm 3. Note that (X k , R k ) k=0,1,2,... forms a Markov chain on R d×n+d 2 . It is driven by the initial states (X 0 , A 0 ), and the randomness Ω k , c k and a k . Those random variables generate the observation sample s k = Ω k (U c k + a k ) according to (1) and (4). The update rule, from Algorithm 3, is
and 1 A k is an indicator function which is 1 if λ min (X k Ω k X k ) > , and 0 otherwise. We denote by E k the conditional expectation of the Markov chain given the states (X 0 , A 0 ), (X 1 , A 1 ) ,. . . ,(X k , A k ), and denote by E the expectation of all the randomness.
It is convenient to change the variable
as defined in (33) . The update rule of the Markov chain can be written as
where µ is the rescaled discount parameter such that γ = 1− µ n . In what follows, we derive the limiting ODE for A(t), K(t) and W (t), whose definitions are in (34), when n goes to infinity. Following the same paradigm of the formal derivation as stated in Section V-A for GROUSE, we only need to find the leading terms in
. It is convenient to introduce the variables Z k , z k , q k and q k that are defined in (71). Then, from (33) and (S-58)-(S-57), we have
Analogous to Lemma 6, when n → ∞, we know that
and 1 A k is equal to 1 with high probability. The rigorous justification of the above claim will be presented in Lemma 15 in the next subsection. Then, substituting (S-63) into (S-60), (S-61) and (S-62), we can derive the limiting ODE (36) as shown in the main text.
B. Bounds and Moment Estimates
Lemma 12: For all positive integer k, the symmetric matrices A k and W k as defined in (33) satisfying
(S-67)
Proof: From (S-59), we know that
Then, using the inequality that (1 − 1 x ) −x > e for all x > 1, we can prove (S-64).
From (S-62), we know that W k+1 −W k is a positive semidefinite matrix. Thus, using Weyl's inequality, we have
which imply (S-66) and (S-67). This Lemma ensures that A −1 k is bounded by a constant C(T ) for any k ≤ nT , where T is any finite positive number, and W k is always invertible. Thus the overlap matrix
k is well-defined. Similar to Lemma 5, we have the following lemma for the simplified PETRELS.
Lemma 13: The variables defined in (71) satisfy Proof: From (S-60), we have
, where in reaching the second last line we used Young's inequality, and the last line is due to Lemma 13. Then, using this iterative bound, Lemma 4 implies (S-73).
Similarly, we can prove (S-74). We omit the details here.
Similar to Lemma 6, we have the following lemma for the simplified PETRELS algorithm.
Lemma 15: For all non-negative integer k ≤ nT , the following inequalities hold. Let s k
Proof: From Lemma 6, we know that
The remaining task is to prove s k ≤ C(T )
n . Let b k,i be the ith row of the matrix X k . Since (S-84) where v k,i is the ithe diagonal term of Ω k , and s k,i is the ith entry of s k , and Z k and q k are defined in (71). Then, we have
where u i is the ith row of U . Since Q k Z 
Now, having completed all the preparations, we are ready to prove the convergence of A k , K k , and W k .
C. Convergence of the Simplified PETRELS
In this section, we prove Theorem 2 and Theorem 3 by using Lemmas 1 and 2.
In order to use Lemmas 1 and 2, we specialize the general stochastic process q (n) k in Section S-II to be the tuple of A k , K k and W k . More specifically, we consider q (n) k as a 3d 2 -dimensional vector that are the concatenation of the vectorized form of the three d × d matrices A k , K k and W k . Thus, we have q
In what follows, we check that Conditions (C.1)-(C.5) are satisfied for this specialized process on R and W −1 is uniformly bounded, and
are also uniformly bounded. Furthermore, we can rewrite the functions J 1 , J 2 and J 3 defined in (37) as 
where in reaching the last inequality, we used (S-74). Furthermore, from (S-65), we have P max k=0,1,2, nT
where in reaching the last inequality, we used Lemma 13. In addition, we note that K k ≤ W 
(S-88)
Combining (S-86), (S-87), and (S-88), we proved that Conditions (C.4) holds.
Similarly, it is not difficult to check Conditions (C.5) also holds from Lemmas 12, 13, and 14. We omit the details here.
In the remaining part of this subsection, we show that Conditions (C.1) and (C.2) hold. Following the recipe stated in Section S-II, we decompose each of A k , K k , and W k into three parts:
The remainder terms R
And, we can show that
The proof is the following. From (S-104) and (S-107), we have
where in reaching the second line, we applied the independent increment property of a martingale to m (n) k , and in reaching the last line, we used Condition (C.1) and (C.3).
Since q (n) k is simply a finite-difference approximation of the ODE (S-2) with a step size 1 n , it is straightforward that
(S-108)
Finally, combining (S-105), (S-107) and (S-108), we have
