Abstract. Given a Euclidean graph G in R d with n vertices and m edges, we consider the problem of adding an edge to G such that the stretch factor of the resulting graph is minimized. Currently, the fastest algorithm for computing the stretch factor of a graph with positive edge weights runs in O(nm + n 2 log n) time, resulting in a trivial O(n 3 m + n 4 log n)-time algorithm for computing the optimal edge. First, we show that a simple modification yields the optimal solution in O(n 4 ) time using O(n 2 ) space. To reduce the running time we consider several approximation algorithms.
in areas such as metric space searching [29, 30] and broadcasting in communication networks [2, 14, 25] . Several well-known theoretical results also use the construction of t-spanners as a building block; for example, Rao and Smith [32] made a breakthrough by showing an optimal O(n log n)-time approximation scheme for the well-known Euclidean traveling salesperson problem, using t-spanners (or banyans). Similarly, Czumaj and Lingas [7] showed approximation schemes for minimum-cost multiconnectivity problems in geometric graphs. The problem of constructing geometric spanners has received considerable attention from a theoretical perspective; see [1, 3, 4, 5, 8, 9, 10, 17, 20, 21, 23, 24, 33, 36] , the surveys [12, 16, 34] , and the book by Narasimhan and Smid [28] . Note that considerable research has also been done in the construction of spanners for general graphs; see, for example, the book by Peleg [31] or the recent work by Elkin and Peleg [11] and Thorup and Zwick [35] .
All the existing algorithms construct a network from scratch, but in many applications the network is already given, and the problem at hand is to extend the network with an additional edge, or edges, while minimizing the stretch factor of the resulting graph. The problem was first stated by Narasimhan [26] and, surprisingly, it had not been studied earlier, to the best of the authors' knowledge. In this paper we study the following problem.
Problem. Given a graph G, construct a graph G by adding an edge to G such that the stretch factor of G is minimized.
The results presented in this paper are summarized in Table 1 . Note that some of the presented bounds hold for any graph with positive edge weights (weighted graphs), while some hold only for Euclidean graphs.
Finally, throughout this paper we will use G P to denote the optimal solution, while t P and t denote the stretch factor of G P and the input graph G, respectively.
Three simple algorithms.
A naive approach to deciding which edge to add is to test every possible candidate edge. The number of such edges is obviously (
. Testing a candidate edge e entails computing the stretch factor of the graph G = (V, E ∪ {e}), denoted the candidate graph. Therefore we briefly consider the problem of computing the stretch factor of a given graph with positive edge weights. This problem has recently received considerable attention; see, for example, [13, 22, 27] .
Exact algorithms.
We consider the problem of computing an optimal solution G P . That is, we are given a t-spanner G = (V, E), and the aim is to compute a t P -spanner G P = (V, E ∪ {e}).
A trivial upper bound is obtained by computing the length of the shortest paths between every pair of vertices in G . This can be done by running Dijkstra's algorithm -implemented using Fibonacci heaps-n times, resulting in an O(mn+n 2 log n)-time algorithm using linear space. This approach is quite slow, and we would like to be able to compute the stretch factor more efficiently, but no faster algorithm is known for any graphs except planar graphs, paths, cycles, stars, and trees [13, 22, 27] . Applying the stated bound to the problem of computing the exact stretch factor of G gives that G P can be computed in time O(n 3 (m + n log n)) using linear space. A small improvement can be obtained by observing that when an edge (u, v) is about to be tested, we do not have to check all possible shortest paths between two vertices x, y ∈ V again; it suffices to check whether there is a shorter path using the edge (u, v) . That is, we only have to compute y) , and d G (x, y), which can be done in constant time since the length of a shortest path between every pair of vertices in G has already been computed (provided that we store this information). Hence, by first computing allpair-shortest paths of G we obtain the following lemma.
Lemma 1. Given a graph G with positive edge weights, an optimal solution
Computing the all-pair-shortest path requires cubic time, and all the distances are stored in an n×n matrix. The O(n 2 ) edges are tested for insertion: for each candidate edge compute the length of the shortest path between every pair of points in G, each of which can be done in constant time as described above.
A (1+ε)-approximation for Euclidean graphs.
In the previous section we showed that an optimal solution can be obtained by testing a quadratic number of candidate edges. Testing each candidate edge entails O(n 2 ) distance queries, where a distance query asks for the length of a shortest path in the graph between two query points. One way to speed up the computation is to compute an approximate stretch factor. t is said to be a β-approximate stretch factor of G if t G ≤ t ≤ β · t G , where t G is the stretch factor of G. The problem of computing an approximate stretch factor of a geometric graph was considered by Narasimhan and Smid in [27] . They showed the following fact.
Fact 1 (Narasimhan and Smid [27] ). Given a Euclidean graph G and a real value τ > 0, a (1 + τ ) 2 -approximative stretch factor of G can be computed by performing O(n/τ d ) many (1 + γ)-approximate distance queries, where γ is a positive constant smaller than τ .
The algorithm is almost as stated in the previous section with the exception that when the stretch factor of the candidate graph is computed we approximate it by only performing O(n/τ d ) shortest path queries as stated in Fact 1. As a result the time to compute the stretch factor decreases from O(n 2 ) to O(n/τ d ); thus the total running time decreases from O(n
Theorem 2. Given a Euclidean graph G = (V, E) and a real constant ε > 0,
Proof. The time bound follows from the above discussion setting τ = √ 1 + ε − 1, where τ is as stated in Fact 1. It remains to prove that G has stretch factor ((1+ε)·t P ).
For each candidate graph G i , let t i be its approximate stretch factor as computed by the algorithm, and let t i be its exact stretch factor. From Fact 1 it follows that for each candidate graph G i , t i ≤ (1 + τ ) 2 · t i . Assume that t P = t j and that t = t k = min i t i , for some indices j and k. As a result we have
3. Adding a bottleneck edge. Consider a graph G = (V, E) with positive edge weights and stretch factor t. In this section we analyze the following simple algorithm: Add an edge between a pair of vertices in G with stretch factor t; this edge is called a bottleneck edge of G.
Let G B be a graph obtained from G by adding a bottleneck edge, and let t B be the stretch factor of G B . Note that G B can be computed in the same time as the stretch factor of G can be decided, i.e., in O(mn + n 2 log n) time for graphs with positive edge weights. Lemma 3. Given a graph G with positive edge weights, it holds that t B < 3t P . Proof. Recall that t denotes the stretch factor of G and that G P denotes the optimal graph. Let (x, y) be the edge added to G to obtain G P , and let (u, v) be the edge added to G to obtain G B ; i.e., (u, v) is a bottleneck edge of G, as illustrated in Figure 1 .
First note that if t P > t/3, then the lemma holds and we are done. Thus we may assume that t P ≤ t/3. The proof of the lemma is done by considering a pair of vertices, denoted (a, b), that are endpoints of a bottleneck edge of G B . Fix a path δ G P (a, b). If this path does not include the edge (x, y), , b) and we are done. Therefore, we may assume that the path δ G P (a, b) includes (x, y). Also, we will assume without loss of generality that a shortest path in G P from a to b goes from a to x and then to b via y; otherwise the labels a and b may be switched. Note that δ G P (u, v) must pass through (x, y); otherwise we have
which means that t = t P , which contradicts the assumption that t P ≤ t/3. Furthermore, we assume that a shortest path in G P from u to v goes from u to x and then to v via y; otherwise the labels u and v may be switched.
As a first step we bound the distance between the endpoints of the bottleneck edge u and v. This is done by bounding the length of the path in G between x and y as follows (see Figure 1 ):
Also,
which implies that
and
which gives that
By putting together (2) and (4) we have
Now we are ready to put together the results:
(from (5)).
This completes the proof of the lemma since t B < 3t P . We conclude by stating the main result of this section followed by a lower bound for the bottleneck approach.
Theorem 4. Given a graph G = (V, E) with positive edge weights, a t B -spanner
Proof. Consider the graph G, as in Figure 2 (a). More specifically, G is a graph with ten vertices In the case where edge (p 2 , p 7 ) is added to G, as shown in Figure 2 (c), the resulting graph has stretch factor (2 + δ)/δ. Combining the upper and lower bounds gives
, where the last equality follows if we set δ = min{1,
Grüne [15] improved the lower bound in Observation 1 to (3 − ε), so the upper bound stated in Lemma 3 is tight. 
A (2 + ε)-approximation for Euclidean graphs.
In the remainder of the paper we will develop approximation algorithms for Euclidean graphs. In this section we present a fast approximation algorithm which guarantees an approximation factor of (2+ε). The algorithm is similar to the algorithms presented in section 2 in the sense that it tests candidate edges. Testing a candidate edge entails computing the stretch factor of the input graph augmented with the candidate edge. The main difference is that we will show, in section 4.2, that only a linear number of candidate edges need to be tested to obtain a solution that gives a (2 + ε)-approximation, instead of a quadratic number of edges.
Moreover, in section 4.3 we show that the same approximation bound can be achieved by performing only a linear number of shortest path queries for each candidate edge. The candidate edges are selected by using the well-separated pair decomposition, which we briefly define below.
Well-separated pair decomposition.
Our algorithm uses the well-separated pair decomposition defined by Callahan and Kosaraju [6] . We briefly review this decomposition before we state the algorithms.
Definition 5 (see [6] The parameter s will be referred to as the separation constant. The next lemma follows easily from Definition 5.
Lemma 6 (see [6] 
Linear number of candidate edges.
In this section we show how to obtain a (2 + ε)-approximation in cubic time. As mentioned above, the algorithm is similar to the algorithm presented in section 2 in the sense that it tests candidate edges. Here we will show that only a linear number of candidate edges need to be tested to obtain a solution that gives a (2 + ε)-approximation.
The approach is straightforward. First the algorithm computes the length of the shortest path in G between every pair of points in V . The distances are saved in a matrix M . Next, the WSPD is computed. Note that, in step 5, the candidate edges will be chosen using the WSPD. In step 6, the function StretchFactor returns the stretch factor of the graph on V with edge set E ∪ (a i , b i ); i.e., in steps 5-8, a candidate edge is tested by computing the stretch factor of G with the candidate edge (a i , b i ) added to G.
Algorithm ExpandGraph(G, ε)
Input: Euclidean graph G = (V, E) and a real constant ε > 0.
Select arbitrary points a i ∈ A i and b i ∈ B i . 6.
Next, we bound the running time of the approximation algorithm and then prove the approximation bound.
Lemma 8. Algorithm ExpandGraph requires O(n 3 /ε 2d ) time and O(n 2 ) space. Proof. The complexity of all steps of the algorithm, except step 6, is straightforward to calculate. Recall that step 1 requires O(mn + n 2 log n) time and quadratic space, and step 2 requires O(n/ε 2d + n log n) time according to section 4.1. Thus, it remains to consider step 6 of the algorithm. Note that the number of times step 6 is executed is O(n/ε 2d ).
Since we computed the all-pair-shortest distances of G and stored the results in a matrix M , it holds that shortest path distance queries in G i can be computed in constant time. That is, for a query = (a, b) be an optimal edge, and let (A i , B i ) be the well-separated pair such that a ∈ A i and b ∈ B i . At first sight, it seems that the edge (a i , b i ) tested by the algorithm should be a good candidate. However, the separation constant of our WSPD depends only on ε, which implies that the shortest path between a and a i , and between b and b i , could be very long compared to the distance between a and b. In Lemma 9, we show the existence of a "short" edge e that is a good approximation of the optimal edge and then, in Lemma 10, we show that ExpandGraph computes a good approximation of e . Let Δ(p, q) denote the set of point pairs in V such that the point pair (u, v) belongs to Δ(p, q) if and only if (p, q) ∈ δ G∪{(p,q)} (u, v). That is, Δ(p, q) is the set of point pairs for which a shortest path between them in G ∪ {(p, q)} passes through (p, q).
Lemma 9. For any given constant 0 < λ ≤ 1, there exists a point pair p, q ∈ V such that (I) |uv| ≥ λ 2 |pq| for every pair (u, v) ∈ Δ(p, q), and (II) the stretch factor of G ∪ {(p, q)} is bounded by (2 + λ) · t P .
Proof. The proof is done in two steps. First a point pair p j , q j ∈ V is selected that fulfills (I). Then we prove that this pair will also fulfill (II), i.e., that the stretch factor of G ∪ {(p j , q j )} is bounded by (2 + λ) · t P .
Consider an optimal solution Figure 3(a) . If (p 2 , q 2 ) fulfills (I), then (p = p 2 , q = q 2 ) and we are done. Otherwise, let e 3 = (p 3 , q 3 ) denote the closest pair in Δ(p 2 , q 2 ). We continue this procedure until we find a point pair (p j , q j ) that satisfies (I). Since, for each i > 0,
where (p i , q i ) are the point pairs constructed above. We claim that G j has stretch factor at most (2 + λ) · t P . Before we continue we need to prove
The inequality is obviously true for i = 1.
Since G is a subgraph of G i , the length of the shortest path in G i between p i+1 and q i+1 must be bounded by the length of the shortest path in G between p i+1 and q i+1 , which is bounded by t P · |p i+1 q i+1 |. Thus, inequality (6) holds.
We continue with the second part of the proof. following holds (see Figure 3 (a) for an illustration):
Thus, t j < (2 + λ) · t P , which concludes the lemma.
In the previous lemma we showed the existence of a "short" candidate edge (p, q) for which the resulting graph has small stretch factor. Note that Algorithm ExpandGraph might not test (p, q). However, in the following lemma it will be shown that Algorithm ExpandGraph will test an edge (a, b) that is almost as good as (p, q).
Lemma 10. For any given constant 0 < ε ≤ 1 it holds that the graph G returned by Algorithm ExpandGraph has stretch factor at most (2 + ε) · t P .
Proof. According to Lemma 9, there exists an edge (p, q) such that for every pair (u, v) ∈ Δ(p, q) it holds that |uv| ≥ λ 2 |pq|, and the stretch factor t H of H = G∪{(p, q)} is bounded by (2 + λ) · t P . Let (A i , B i ) be the well-separated pair computed in step 2 of the algorithm such that p ∈ A i and q ∈ B i . According to Definition 7 such a well-separated pair must exist. Next, consider the candidate edge (a i , b i ) tested by the algorithm, such that a i , p ∈ A i and b i , q ∈ B i . For simplicity of writing we will use a and b to denote a i and b i , respectively.
Our claim is that the stretch factor t of G = G∪{(a, b)} is bounded by (1+ε/4)· t H . Thus, setting λ = ε/4 would then prove the lemma since (2+ε/4)(1+ε/4) < (2+ε) for ε ≤ 1. Now we are ready to prove the claim. To compute the stretch factor of G the algorithm performs a shortest path distance query between each pair of points in V . If it holds that (x, y) / ∈ Δ(p, q) for every pair of points x, y ∈ V , then the claim is obviously true; thus we have to consider only the pairs x, y for which it holds that (x, y) ∈ Δ(p, q); see Figure 3 (b). Now the claim is 128 |pq|, which is less than
Hence, claim (7) holds, which we will need below. Next, we consider the length of the path in G between x and y as illustrated in Figure 3 (b). Recall that x and y are two arbitrary points of V for which it holds that (x, y) ∈ Δ(p, q). Without loss of generality we have
The stretch factor of the path in G between x and y is
Finally, according to Lemma 9 and the fact that λ = ε/4, it holds that t H ≤ (2 + ε/4) · t P . This completes the lemma since (2 + ε/4)(1 + ε/4) < (2 + ε).
We may now conclude this section with the following theorem.
Speeding up Algorithm EXPANDGRAPH.
In the previous section we showed that a (2+ε)-approximate solution can be obtained by testing a linear number of candidate edges. Testing each candidate edge entails O(n 2 ) shortest path queries. One way to speed up the computation is to compute an approximate stretch factor. As in section 2.2 we will use Fact 1 by Narasimhan and Smid [27] .
Their idea is to compute a WSPD of size O(s d n) with respect to s = 4(1 + τ )/τ , and then for each well-separated pair (A i , B i ) select an arbitrary pair a i ∈ A i and b i ∈ B i . They prove that these are the only pairs for which the (1 + τ ) 2 -approximate stretch factor needs to be computed.
We will use their idea to speed up step 6 of Expandgraph from O(n 2 ) to O(n/ε d ); i.e., we check a linear number of pairs in order to compute an approximate stretch factor using Fact 1. However, we will not use the fact that only approximate distance queries are needed; instead the exact shortest distance will be computed, and thus γ = 0 where γ is as stated in Fact 1. There will be two main changes in the ExpandGraph algorithm; two WSPDs will be computed, and the computation of the stretch factor will be different. Instead of computing the exact stretch factor of G with the candidate edge (a i , b i ) added to G, we compute the approximate stretch factor. This is done by a call to ApproximateStretchFactor, or ASF for short, with parameters (a i , b i ), M , and S. The ASF algorithm is stated in more detail below. Note that the number of point pairs in S is bounded by O(n/ε d ).
Algorithm ExpandGraph2(G, ε) Input: Euclidean graph G = (V, E) and a real constant ε > 0.
Select an arbitrary point c j of C j and an arbitrary point
Select an arbitrary point a i of A i and an arbitrary point b i of B i . 10.
For completeness we also state the ASF algorithm.
Algorithm ASF ((a, b) , M, S) Input: Vertex pair (a, b) ∈ V 2 , distance matrix M , and a set of point pairs S.
Theorem 12. Given a Euclidean graph G = (V, E) and a real constant
Proof. The complexity of all steps of the algorithm, except step 10, is as in Lemma 8. Steps 1-7 require O(mn + n 2 log n + n/ε 2d ) time. It remains to consider In Lemma 10 it was proven that the solution returned by algorithm ExpandGraph had a stretch factor that was at most a factor (2 + ε) worse than the stretch factor of an optimal solution. Since the modified algorithm does not compute the exact stretch factor of a candidate graph, but instead computes a (1 + ε) 2 -approximate stretch factor it is not hard to verify that the same arguments as in Lemma 10 can be applied to prove that the algorithm ExpandGraph2 returns a graph with stretch factor at most (1 + ε) 2 · (2 + ε) · t P . Setting ε = min{ /10, 1} concludes the proof of the theorem.
A special case:
G has constant stretch factor. In the special case when the stretch factor of a graph G is known to be constant there are well-known tools that we can use to decrease both the time complexity and the space complexity of the algorithms and improve the approximation factor.
Fact 2 (see [18] ). Let V be a set of n points in R d , let t > 1 and 0 < ε ≤ 1 be real numbers, and let
time, we can preprocess G into a data structure of size O(
ε 2d n log tn) such that for any two distinct points p and q in V , a (1 + ε)-approximation to the shortest path distance between p and q in G can be computed in time O (t 5 /ε 2 ) d . The query structure in Fact 2 is denoted M and is constructed by algorithm QueryStructure. We have to use a modified version of ASF, denoted ASF , that takes the query structure M as input instead of the matrix M . The shortest path distance queries using M in ASF are replaced in ASF by performing approximate shortest path distance queries using M .
Next we state the main algorithm. Recall that the parameter t is a constant and an upper bound on the stretch factor of the input graph G. Also note that this algorithm only needs one WSPD.
Algorithm ExpandGraph3(G, t, ε)
Input: Euclidean t-spanner G = (V, E) and two real constants t > 1 and ε > 0.
←WSPD of V with respect to the separation constant s = 8(t + 1)/ε. 3. for j ←1 to k 4.
Select an arbitrary point a j of A j and an arbitrary point b j of B j . ∪ {(a 1 , b 1 )}) and G 2 = (V, E ∪ {(a 2 , b 2 )}), and let t 1 and t 2 denote the stretch factor of G 1 and G 2 , respectively. It holds that t 1 ≤ (1 + ε)t 2 .
Proof. It suffices to prove that for every pair of points (u, v) ∈ Δ(a 2 , b 2 ) there exists a path in G 1 of length at most (1 + ε) · d G2 (u, v) . Without loss of generality we may assume that the shortest path between u and v in G 2 goes from u to a 2 and to v via b 2 . We have
In the second inequality we used Lemma 6, in the fifth inequality we used the fact that s = 8(t + 1)/ε, and in the final step we used that d G2 (u, v) ≥ |a 2 b 2 | since (u, v) ∈ Δ(a 2 , b 2 ). The lemma follows. Lemma 15. Algorithm ExpandGraph3 returns a graph with stretch factor at most (1 + ε) 3 · t P . Proof. Assume that t P is the stretch factor of an optimal solution G ∪ {(p, q)}, and let G with stretch factor t C be the output of the above algorithm.
We will use the same notation as in the algorithm. For each i let t * i be the stretch factor of G i = G ∪ {(a i , b i )}. According to Fact 1 we have t * i ≤ t i ≤ (1 + ε) 2 · t * i for each i.
Let (A j , B j ) be the pair in the WSPD such that p ∈ A j and q ∈ B j , or p ∈ B j and q ∈ A j . From Lemma 14 it follows that t * j ≤ (1 + ε) · t P . As a result it follows that t C ≤ t j ≤ (1 + ε) 2 · t * j ≤ (1 + ε) 3 · t P . Therefore t P ≤ t C ≤ (1 + ε) 3 · t P , which completes the lemma.
The following theorem follows by setting ε = min{ϕ/15, 1} and combining Lemmas 13 
Concluding remarks.
We considered the problem of adding an edge to a Euclidean graph such that the stretch factor of the resulting graph is minimized and gave several algorithms. Our main result is a (2 + ε)-approximation algorithm with running time O(nm + n 2 (log n + 1/ε 3d )) using O(n 2 ) space. Several problems remain open:
1. Is there an exact algorithm with running time o(n 4 ) using linear space? 2. Can we achieve a (1 + ε)-approximation within the same time bound as in Theorem 12? 3. A natural extension is to allow more than one edge to be added. Can we generalize our results to this case?
