We comment on some apparently weak points in the novel strategies recently developed by various authors aiming at a proof of the Riemann hypothesis. After noting the existence of relevant previous papers where similar tools have been used, we refine some of these strategies.
As is well known, the Riemann zeta function, ζ R , has zeros at all negative even integers, these are called trivial zeros. The Riemann hypothesis [1] conjectures that all of the remaining zeros, i.e., the nontrivial ones, have real part equal to 1 2 . There is no doubt that the proof of the Riemann hypothesis is one of the most outstanding open problems in Mathematics. Suffice to say that it is the only one problem that has been transferred from the famous list of Hilbert of AD 1900 to the new list elaborated under the auspices of the Clay Institute in AD 2000.
Recently, a beautifully simple approach towards the resolution -in the positive sense-of the Riemann hypothesis (also called sometimes the Riemann conjecture) has been elaborated in work by M. Pitkänen [2] , and by C. Castro, A. Granik, and J. Mahecha [3, 4] . It is an interesting approach, which involves powerful techniques of zeta function regularisation [5] , together with the more commonly employed methods that make use of the correlation function of the distribution of the non-trivial zeros of ζ R and of the statistical fluctuations of a chaotic system related with them [6] . That these authors have been able to connect both types of strategies, which apparently seem to be completely unrelated and far from each other, is already a remarkable achievement.
In essence, two are the main ideas involved in the strategies developed by the above authors: first, to formulate the problem of finding the non-trivial zeros of ζ R in terms of orthogonality properties of some functions belonging to a Hilbert space and, second, the already mentioned one of regularisation of the scalar product through analytical continuation by means of the zeta function. Although (surprisingly) not quoted by these authors, the first (extremely nice) idea has been pursued in the mathematical literature for a number of years (see [7] for just a few quite recent references). Concerning the second issue, as specialists in the field we should point out the following.
The power and usefulness of the analytical continuation implied by the zeta regularisation method is not always without danger [8] . Quite on the contrary, a big amount of erroneous calculations performed by using this method have been reported in the literature [8] , and the moral is that one must be extremely cautious at every step, when applying the procedure. In particular, a most common source of error has its roots in the loss of linearity introduced by the zeta function. Specifically, the zeta trace of a differential (more generally of a pseudodifferential) operator is not linear [9] , e.g.,
what leads immediately to the appearance of a generic multiplicative anomaly of the zeta determinant of the operator (this holds even for commuting operators, [A, B] = 0) [10] 
which can be nicely expressed in terms of the Wodzicki (or non-commutative) residue [11] . This is, let us repeat, a clear consequence of the loss of linearity that occurs when performing the analytic continuation [9] .
We now go back to the first fundamental issue in all the (related) approaches introduced in [2, 3, 4] , namely, the definition of a convenient Hilbert space on the half-line (0, ∞) (see also [7] ), with the scalar product
and consider therein the eigenfunctions, ψ s (t) with complex eigenvalues s ∈ C, of a convenient differential operator, D with respect to the variable t,
The operator D acts on complex-valued functions defined on (0, +∞).
The scalar product
yields a finite result as far as the eigenvalues s are constrained to a domain that corresponds, in all these approaches, to the region delimited by the abscissa of convergence of the zeta function of the relevant operator [5] . The existence of the nontrivial zeros of the Riemann zeta function only on the critical line Re z = 1/2 is then reduced (iff) to an orthogonality condition of the eigenfunctions with respect to the above scalar product, which definition must be necessarily extended beyond the domain of absolute convergence in the variables s 1 , s 2 . This is most naturally done by using zeta function regularisation in its most basic version, that is, by extending on the rhs a convenient representation of the zeta function -which coincides with the integral at the rhs of the definition of the scalar product at the aforementioned domain of absolute convergence-to the rest of the complex plain, that is [4] 
Here k and l are real numbers, that can be chosen conveniently, and s 12 = s * 1 + s 2 = x 1 + x 2 + i(y 2 − y 1 ). The problem is now that the "analytically continued scalar product" thus obtained ceases in fact to be a scalar product. In particular, it is no more bilinear, aside from the additional problem of not being positive definite. This last condition, positivity, can be apparently restored (by switching in a convenient global constant), at least in the domain of the complex plane relevant for the final argument, the one that leads to the proof of the Riemann hypothesis. However, the loss of linearity -similar to the one that gives rise to the multiplicative anomaly of the determinant, as explained before-is not so easy to fix and will require some deeper investigation (in particular, the product ψ s |ψ 1−s is needed to be given sense as a scalar product). Unless we manage to have in fact a scalar product in the analytically continued domain, all further references to the concept and properties of orthogonality, in its one-to-one relation with the presence of a zero (at the critical line Re s = 1/2) of the Riemann zeta function -that appears on the rhs of Eq. (6)-simply stop to make sense. This precludes the obtaintion of a mathematical proof of the elusive Riemann conjecture.
A first line of thought in order to resolve the issue dealt with here might go through a deeper understanding of the space of eigenfunctions and, eventually, also through the construction of a different operator D, in an attempt to restore the linearity of the scalar product in the analytically continued domain relevant for the proof. To this end, we would like to add here some specific considerations, along the lines of Refs. [2, 4, 7] , but trying always to deal with a proper scalar product in a suitable Hilbert space.
Let us consider the Hilbert space L 2 (0, ∞) referred to the usual scalar product
induced by Lebesgue's measure. Consider then the differential operator (generalized annihilation operator)
is a dense linear manifold in L 2 (0, ∞). The ω above is a smooth non-negative function which we shall specify shortly. Unfortunately, despite D(A) being dense, it turns out that iA (as well
, because of the lack of a boundary condition) fails in fact to be symmetric and thus no self-adjoint extensions are possible. This entails that, at this step, the usual tools of spectral analysis for self-adjoint operators cannot be directly implemented.
Notwithstandingthat, it is easy to show that
is a formal eigenfunction for A corresponding to the eigenvalue s/4, s being an arbitrary complex number. Moreover, for our aims, the function ω(T ) is conveniently chosen as
As a result, one gets that, for each s ∈ C, φ s ∈ D(A), since ||φ s || < ∞ and no boundary condition has been imposed at T = 0. This means that all of the φ s are proper eigenvector of A. Notice that the imposition of boundary conditions in the definitions of D(A) would select only some of the above formal eigenfunctions as proper eigenfunctions. This fact could be useful in further investigations. However, we want here to focus attention on the simplest case only.
By performing the change of variables t = exp T , one finds that
for all pairs s, z ∈ C. Above, we have introduced the function F (s), which is analytic in the whole complex plane and defined by
We also have the relation
for all s, z, w ∈ C. Thus,
where φ 0 is the zero mode of A.
On the other hand, in the theory of the Riemann zeta function, the following relation is well known to be valid in the whole complex plane
Since Γ(s/2) has no zero, s, with Re s = 1/2, the relation above and (13) allow us to re-state Riemann's hypothesis in terms of eigenfunctions of the operator A and a (well posed) Hilbert scalar product as follows.
First, we have the Proposition. For the complex numbers z = −4n, n = 1, 2, 3 . . ., consider (φ 0 , φ z + φ 2−z ) = 4 z(2 − z) .
The complex number s = z/2 is a zero of ζ R if and only if z satisfies (16).
From Eq. (16) and using Eq. (13) we also get the Corollary. The value s = z/2 = 1/2 + iy (where y is real) is a non-trivial zero of ζ R iff (φ 0 , φ 1+i2y + φ 1−i2y ) = 4 1 + 4y 2 .
This is, in our view, a valid step towards the complete resolution of the problem, although the identification of the operator as corresponding to a precise (physical) process is still lacking.
