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Abstract
We consider slow–fast systems of differential equations, in which both the slow and fast
variables are perturbed by noise. When the deterministic system admits a uniformly
asymptotically stable slow manifold, we show that the sample paths of the stochastic system
are concentrated in a neighbourhood of the slow manifold, which we construct explicitly.
Depending on the dynamics of the reduced system, the results cover time spans which can be
exponentially long in the noise intensity squared (that is, up to Kramers’ time). We obtain
exponentially small upper and lower bounds on the probability of exceptional paths. If the
slow manifold contains bifurcation points, we show similar concentration properties for the
fast variables corresponding to non-bifurcating modes. We also give conditions under which
the system can be approximated by a lower-dimensional one, in which the fast variables
contain only bifurcating modes.
r 2003 Elsevier Science (USA). All rights reserved.
MSC: 37H20; 34E15 (primary); 60H10 (secondary)
Keywords: Singular perturbations; Slow–fast systems; Invariant manifolds; Dynamic bifurcations;
Stochastic differential equations; First-exit times; Concentration of measure
Corresponding author. PHYMAT, Universite´ de Toulon, B.P. 132, 83957 La Garde Cedex, France.
E-mail addresses: berglund@cpt.univ-mrs.fr (N. Berglund), gentz@wias-berlin.de (B. Gentz).
0022-0396/03/$ - see front matter r 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-0396(03)00020-2
1. Introduction
Systems involving two well-separated timescales are often described by slow–fast
differential equations of the form
e ’x ¼ f ðx; y; eÞ;
’y ¼ gðx; y; eÞ; ð1:1Þ
where e is a small parameter. Since ’x can be much larger than ’y; x is called the fast
variable and y is called the slow variable. Such equations occur, for instance, in
climatology, with the slow variables describing the state of the oceans, and the fast
variables the state of the atmosphere. In physics, slow–fast equations model in
particular systems containing heavy particles (e.g. nuclei) and light particles (e.g.
electrons). Another example, taken from ecology, would be the dynamics of a
predator–prey system in which the rates of reproduction of predator and prey are
very different.
System (1.1) behaves singularly in the limit e-0: In fact, the results depend on the
way this limit is performed. If we simply set e to zero in (1.1), we obtain the
algebraic–differential system
0 ¼ f ðx; y; 0Þ;
’y ¼ gðx; y; 0Þ: ð1:2Þ
Assume there exists a differentiable manifold with equation x ¼ x%ðyÞ on which
f ¼ 0: Then x ¼ x%ðyÞ is called a slow manifold, and the dynamics on it is described
by the reduced equation
’y ¼ gðx%ðyÞ; y; 0Þ: ð1:3Þ
Another way to analyse the limit e-0 is to scale time by a factor 1=e; so that the
slow–fast system (1.1) becomes
x0 ¼ f ðx; y; eÞ;
y0 ¼ egðx; y; eÞ: ð1:4Þ
In the limit e-0; we obtain the so-called associated system
x0 ¼ f ðx; y; 0Þ;
y0 ¼ 0; ð1:5Þ
in which y plays the roˆle of a parameter. The slow manifold x ¼ x%ðyÞ consists of
equilibrium points of (1.5), and (1.4) can be viewed as a perturbation of (1.5) with
slowly drifting parameter y:
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Under certain conditions, both the reduced equation (1.3) and the associated
system (1.5) give good approximations of the initial slow–fast system (1.1), but on
different timescales. Assume for instance that for each y; x%ðyÞ is an asymptotically
stable equilibrium of the associated system (1.5). Then solutions of (1.1) starting in a
neighbourhood of the slow manifold will approach x%ðyÞ in a time of order ejlog ej:
During this time interval they are well approximated by solutions of (1.5). This ﬁrst
phase of the motion is sometimes called the boundary-layer behaviour. For larger
times, solutions of (1.1) remain in an e-neighbourhood of the slow manifold, and are
thus well approximated by solutions of the reduced equation (1.3). This result was
ﬁrst proved by Gradsˇteı˘n [17] and Tihonov [28].
Fenichel [13] has given results allowing for a geometrical description of these
phenomena in terms of invariant manifolds. He showed, in particular, the existence
of an invariant manifold
x ¼ %xðy; eÞ with %xðy; eÞ ¼ x%ðyÞ þ OðeÞ; ð1:6Þ
for sufﬁciently small e; whenever x%ðyÞ is a family of hyperbolic equilibria of the
associated system (1.5). The dynamics on this invariant manifold is given by the
equation
’y ¼ gð %xðy; eÞ; y; eÞ; ð1:7Þ
which can be treated by methods of regular perturbation theory, and reduces to (1.3)
in the limit e-0: In fact, Fenichel’s results are more general. For instance, if x%ðyÞ is
a saddle, they also show the existence of invariant manifolds associated with the
stable and unstable manifolds of x%ðyÞ: See [19] for a review.
New, interesting phenomena arise when the dynamics of (1.7) causes y to
approach a bifurcation point of (1.5). For instance, the passage through a saddle–
node bifurcation, corresponding to a fold of the slow manifold, produces a jump to
some other region in phase space, which can cause relaxation oscillations and
hysteresis phenomena (see in particular [18,26], as well as [23] for an overview).
Transcritical and pitchfork bifurcations generically lead to a smoother transition to
another equilibrium [21,22], while the passage through a Hopf bifurcation is
accompanied by the delayed appearance of oscillations [24,25]. There exist many
more recent studies of what has become known as the ﬁeld of dynamic bifurcations,
see for instance [4].
In many situations, low-dimensional ordinary differential equations of the form
’x ¼ f ðxÞ are not sufﬁcient to describe the dynamics of the system under study. The
effect of unknown degrees of freedom is often modelled by noise, leading to a
stochastic differential equation (SDE) of the form
dxt ¼ f ðxtÞ dt þ sFðxtÞ dWt; ð1:8Þ
where s is a small parameter, and Wt denotes a standard, generally vector-valued
Brownian motion. On short timescales, the main effect of the noise term sFðxtÞ dWt
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is to cause solutions to ﬂuctuate around their deterministic counterpart, but the
probability of large deviations is very small (of the order econst=s
2
). On longer
timescales, however, the noise term can induce transitions to other regions of phase
space.
The best understood situation is the one where f admits an asymptotically stable
equilibrium point x%: The ﬁrst-exit time tðoÞ of the sample path xtðoÞ from a
neighbourhood of x% is a random variable, the characterization of which is the
object of the exit problem. If f derives from a potential U (i.e., f ¼ rU) of which
x% is a local minimum, the asymptotic behaviour of the typical ﬁrst-exit time for
s51 has been long known by physicists: it is of order e2H=s
2
; where H is the height of
the lowest potential barrier separating x% from other potential wells. A theory of
large deviations generalizing this result to quite a large class of SDEs has been
developed by Freidlin and Wentzell [16]. More detailed information on the
asymptotics of the expected ﬁrst-exit time has been obtained, see [2,14] and the
very precise results by Bovier, Eckhoff, Gayrard and Klein [8,9] on the relation
between the expected ﬁrst-exit time, capacities and the spectrum of the generator of
the diffusion. The distribution of t has been studied by Day [11].
The more difﬁcult problem of the dynamics near a saddle point has been
considered in [12,20]. The situation where f depends on a parameter and undergoes
bifurcations has not yet been studied in that much detail. An approach based on the
notion of random attractors [1,10,27] gives information on the limit t-N; when the
system has reached a stationary state. Note, however, that the time needed to reach
this regime, in which (in the gradient case) xt is most likely to be found near the
deepest potential well, may be very long if the wells are separated by barriers
substantially higher than s2: The dynamics on intermediate timescales, known as the
metastable regime, is not yet well understood in the presence of bifurcations.
In this work, we are interested in the effect of noise on slow–fast systems of the
form (1.1). Such systems have been studied before in [15], using techniques from
large deviation theory to describe the limit s-0: Here we use different methods to
give a more precise description of the regime of small, but ﬁnite noise intensity, our
main goal being to estimate quantitatively the noise-induced spreading of typical
paths, as well as the probability of exceptional paths. We will consider situations in
which both the slow and fast variables are affected by noise, with noise intensities
taking into account the difference between the timescales. In (1.8), the diffusive
nature of the Brownian motion causes paths to spread like s
ﬃﬃ
t
p
: In the case of the
slow–fast system (1.1), we shall choose the following scaling of the noise intensities:
dxt ¼ 1e f ðxt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; eÞ dWt;
dyt ¼ gðxt; yt; eÞ dt þ s0Gðxt; yt; eÞ dWt: ð1:9Þ
In this way, s2 and ðs0Þ2 both measure the ratio between the rate of diffusion squared
and the speed of drift, respectively, for the fast and slow variable. We consider
general ﬁnite-dimensional xARn and yARm; while Wt denotes a k-dimensional
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standard Brownian motion. Accordingly, F and G are matrix-valued functions of
respective dimensions n  k and m  k: The matrices Fðx; y; eÞ will be assumed to
satisfy some (rather weak) non-degeneracy condition, see Remark 2.3. We consider
e; s and s0 as small parameters, and think of s and s0 as functions of e: We limit the
analysis to situations where s0 does not dominate s; i.e., we assume s0 ¼ rs where r
may depend on e but is uniformly bounded above in e:
We ﬁrst consider the case where the deterministic slow–fast system (1.1) admits an
asymptotically stable slow manifold x%ðyÞ: Our ﬁrst main result, Theorem 2.4,
states that the sample paths of (1.9) are concentrated in a ‘‘layer’’ surrounding the
adiabatic manifold %xðy; eÞ; of the form
BðhÞ ¼ fðx; yÞ :/ðx  %xðy; eÞÞ; %Xðy; eÞ1ðx  %xðy; eÞÞSoh2g; ð1:10Þ
up to time t; with a probability behaving roughly like 1 ðt2=eÞeh2=2s2 as long as the
paths do not reach the vicinity of a bifurcation point. The matrix %Xðy; eÞ; deﬁning the
ellipsoidal cross-section of the layer, is itself a solution of a slow–fast system, and
depends only on the values of F and @xf on the slow manifold. In particular, %Xðy; 0Þ
is a solution of the Lyapunov equation
A%ðyÞX þ XA%ðyÞT þ Fðx%ðyÞ; y; 0ÞFðx%ðyÞ; y; 0ÞT ¼ 0; ð1:11Þ
where A%ðyÞ ¼ @xf ðx%ðyÞ; y; 0Þ: For instance, if f derives from a potential U ; A%
is the Hessian matrix of U at its minimum, and BðhÞ is more elongated in those
directions in which the curvature of U is smallest.
Theorem 2.6 gives a more detailed description of the dynamics inside BðhÞ; by
showing that paths ðxt; ytÞ are concentrated in a neighbourhood of the deterministic
solution ðxdett ; ydett Þ at least up to times of order 1: The spreading in the y-direction
grows at a rate corresponding to the ﬁnite-time Lyapunov exponents of the
deterministic solution.
Next, we turn to situations where the deterministic solution approaches a
bifurcation point of the associated system. In this case, the adiabatic manifold %xðy; eÞ
is not deﬁned in general. However, by splitting x into a stable direction x and a
bifurcating direction z; one can deﬁne a (centre) manifold x ¼ %xðz; y; eÞ which is
locally invariant under the deterministic ﬂow. Theorem 2.8 shows that paths of the
stochastic system are concentrated in a neighbourhood of %xðz; y; eÞ: The size of
this neighbourhood again depends on noise and linearized drift term in the stable
x-direction.
In order to make use of previous results on the passage through bifurcation points
for one-dimensional fast variables, such as [5–7], it is necessary to control the
deviation between solutions of the full system (1.9), and the reduced stochastic
system obtained by setting x equal to %xðz; y; eÞ: Theorem 2.9 provides such an
estimate under certain assumptions on the dynamics of the reduced system.
We present the detailed results in Section 2, Section 2.2 containing a summary of
results on deterministic slow–fast systems, while Section 2.3 is dedicated to the
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random case with a stable slow manifold and Section 2.4 to the case of bifurcations.
Sections 3 to 5 contain the proofs of these results.
2. Results
2.1. Preliminaries
Let D be an open subset of Rn  Rm and e040 a constant. We consider slow–fast
stochastic differential equations of the form
dxt ¼ 1e f ðxt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; eÞ dWt;
dyt ¼ gðxt; yt; eÞ dt þ s0Gðxt; yt; eÞ dWt; ð2:1Þ
with drift coefﬁcients fAC2ðD ½0; e0Þ;RnÞ and gAC2ðD ½0; e0Þ;RmÞ; and diffusion
coefﬁcients FAC1ðD ½0; e0Þ;RnkÞ and GAC1ðD ½0; e0Þ;RmkÞ:
We require that f ; g; and all their derivatives up to order 2 are uniformly bounded
in norm in D ½0; e0Þ; and similarly for F ; G and their derivatives. We also assume
that f and g satisfy the usual (local) Lipschitz and bounded-growth conditions which
guarantee existence and pathwise uniqueness of a strong solution fðxt; ytÞgtXt0
of (2.1).
The stochastic process fWtgtX0 is a standard k-dimensional Brownian motion on
some probability space ðO;F;PÞ; and stochastic integrals with respect to fWtgtX0
are to be understood as Itoˆ integrals. Initial conditions ðx0; y0Þ are always assumed
to be square-integrable with respect to P and independent of fWtgtX0: Our
assumptions on f and g guarantee the existence of a continuous version of
fðxt; ytÞgtX0: Therefore we may assume that the paths o/ðxtðoÞ; ytðoÞÞ are
continuous for P-almost all oAO:
We introduce the notation Pt0;ðx0;y0Þ for the law of the process fðxt; ytÞgtXt0 ;
starting in ðx0; y0Þ at time t0; and use Et0;ðx0;y0Þ to denote expectations with respect to
Pt0;ðx0;y0Þ: Note that the stochastic process fðxt; ytÞgtXt0 is a time-homogeneous
Markov process. Let ACD be Borel-measurable. Assuming ðx0; y0ÞAA; we
denote by
tA ¼ infftX0 : ðxt; ytÞeAg ð2:2Þ
the ﬁrst-exit time of ðxt; ytÞ fromA: Note that tA is a stopping time with respect to
the ﬁltration of ðO;F;PÞ generated by the Brownian motion fWtgtX0:
Throughout this work, we use the following notations:
* Let a; b be real numbers. We denote by Jan; a4b and a3b; respectively, the
smallest integer greater than or equal to a; the minimum of a and b; and the
maximum of a and b:
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* By gðuÞ ¼ OðuÞ we indicate that there exist d40 and K40 such that gðuÞpKu for
all uA½0; d; where d and K of course do not depend on e; s or s0:
* We use jjxjj to denote the Euclidean norm of xARd and /; S for the associated
inner product. For a matrix AARd1d2 ; we denote by jjAjj the corresponding
operator norm. If AðtÞ is a matrix-valued function deﬁned for t in an interval I ; we
denote by jjAjjI the supremum of jjAðtÞjj over tAI ; and often we write jjAjjN if the
interval is evident from the context.
* We write AT for the transposed of a matrix, and Tr A for the trace of a square
matrix.
* For a given set B; we denote by 1B the indicator function on B; deﬁned by
1BðxÞ ¼ 1; if xAB; and 1BðxÞ ¼ 0; otherwise.
* If Rn  Rm{ðx; yÞ/f ðx; yÞARd is differentiable, we write @xf ðx; yÞ and @yf ðx; yÞ
to denote the Jacobian matrices of x/f ðx; yÞ and y/f ðx; yÞ; respectively.
2.2. Deterministic stable case
We start by recalling a few properties of deterministic slow–fast systems of the
form
e ’x ¼ f ðx; y; eÞ;
’y ¼ gðx; y; eÞ: ð2:3Þ
Deﬁnition 2.1. Let D0CRm and assume that there exists a (continuous) function
x% :D0-R
n such that
* ðx%ðyÞ; yÞAD for all yAD0;
* f ðx%ðyÞ; y; 0Þ ¼ 0 for all yAD0:
Then the set fðx; yÞ : x ¼ x%ðyÞ; yAD0g is called a slow manifold of system (2.3).
Let A%ðyÞ ¼ @xf ðx%ðyÞ; y; 0Þ: The slow manifold is called
* hyperbolic if all eigenvalues of A%ðyÞ have non-zero real parts for all yAD0;
* uniformly hyperbolic if all eigenvalues of A%ðyÞ have real parts uniformly
bounded away from zero (for yAD0);
* asymptotically stable if all eigenvalues of A%ðyÞ have negative real parts for all
yAD0;
* uniformly asymptotically stable if all eigenvalues of A%ðyÞ have negative real
parts, uniformly bounded away from zero for yAD0:
Gradsˇteı˘n [17] and Tihonov [28] have shown that if x% represents a uniformly
hyperbolic slow manifold of (2.3), then system (2.3) admits particular solutions
which remain in a neighbourhood of order e of the slow manifold. If, moreover, the
slow manifold is asymptotically stable, then the solutions starting in a neighbour-
hood of order 1 of the slow manifold converge exponentially fast in t=e to an
e-neighbourhood of the slow manifold.
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Fenichel [13] has given extensions of this result based on a geometrical approach.
If (2.3) admits a hyperbolic slow manifold, then there exists, for sufﬁciently small e;
an invariant manifold
x ¼ %xðy; eÞ ¼ x%ðyÞ þ OðeÞ; yAD0: ð2:4Þ
Here invariant means that if y0AD0 and x0 ¼ %xðy0; eÞ; then xt ¼ %xðyt; eÞ as long as t
is such that ysAD0 for all spt: We will call the set fð %xðy; eÞ; yÞ : yAD0g an adiabatic
manifold. It is easy to see from (2.3) that %xðy; eÞ must satisfy the PDE
e@y %xðy; eÞgð %xðy; eÞ; y; eÞ ¼ f ð %xðy; eÞ; y; eÞ: ð2:5Þ
The local existence of the adiabatic manifold follows directly from the centre-
manifold theorem. Indeed, we can rewrite system (2.3) in the form
x0 ¼ f ðx; y; eÞ;
y0 ¼ egðx; y; eÞ;
e0 ¼ 0; ð2:6Þ
where prime denotes derivation with respect to the fast time t=e: Any point of the
form ðx%ðyÞ; y; 0Þ with yAD0 is an equilibrium point of (2.6). The linearization of
(2.6) around such a point admits 0 as eigenvalue of multiplicity m þ 1; the n other
eigenvalues being those of A%ðyÞ; which are bounded away from the imaginary axis.
The centre-manifold theorem implies the existence of a local invariant manifold
x ¼ %xðy; eÞ: Fenichel’s result shows that this manifold actually exists for all yAD0:
Being a centre manifold, the adiabatic manifold is not necessarily unique (though
in the present case, %xðy; 0Þ ¼ x%ðyÞ is uniquely deﬁned). Nevertheless, %xðy; eÞ has a
unique Taylor series in y and e; which can be obtained by solving (2.5) order by order.
The dynamics on the adiabatic manifold is described by the so-called reduced equation
’y ¼ gð %xðy; eÞ; y; eÞ ¼ gðx%ðyÞ; y; 0Þ þ OðeÞ: ð2:7Þ
If x%ðyÞ is uniformly asymptotically stable, %xðy; eÞ is locally attractive and thus any
solution of (2.3) starting sufﬁciently close to %xðy; eÞ converges exponentially fast to a
solution of (2.7).
2.3. Random stable case
We turn now to the random slow–fast system given by the stochastic differential
equation
dxt ¼ 1e f ðxt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; eÞ dWt;
dyt ¼ gðxt; yt; eÞ dt þ s0Gðxt; yt; eÞ dWt; ð2:8Þ
where we will assume the following.
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Assumption 2.2. For s ¼ s0 ¼ 0; system (2.8) admits a uniformly hyperbolic,
asymptotically stable slow manifold x ¼ x%ðyÞ; yAD0:
By Fenichel’s theorem, there exists an adiabatic manifold x ¼ %xðy; eÞ with
%xðy; 0Þ ¼ x%ðyÞ; yAD0: We ﬁx a particular solution ðxdett ; ydett Þ ¼ ð %xðydett ; eÞ; ydett Þ of
the deterministic system. (That is, ydett satisﬁes the reduced equation (2.7).) We want
to describe the noise-induced deviations of the sample paths ðxt; ytÞtX0 of (2.8) from
the adiabatic manifold.
It turns out to be convenient to use the transformation
xt ¼ %xðydett þ Zt; eÞ þ xt;
yt ¼ ydett þ Zt; ð2:9Þ
which yields a system of the form
dxt ¼
1
e
fˆ ðxt; Zt; t; eÞ dt þ
sﬃﬃ
e
p Fˆ ðxt; Zt; t; eÞ dWt;
dZt ¼ #gðxt; Zt; t; eÞ dt þ s0Gˆ ðxt; Zt; t; eÞ dWt; ð2:10Þ
where the new drift and diffusion coefﬁcients are given by
fˆ ðx; Z; t; eÞ ¼ f ð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ
 e@y %xðydett þ Z; eÞgð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ  er2s2rðx; Z; t; eÞ;
Fˆ ðx; Z; t; eÞ ¼Fð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ
 r ﬃﬃep @y %xðydett þ Z; eÞGð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ;
#gðx; Z; t; eÞ ¼ gð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ  gð %xðydett ; eÞ; ydett ; eÞ;
Gˆ ðx; Z; t; eÞ ¼Gð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ: ð2:11Þ
Here rðx; Z; t; eÞ stems from the contribution of the diffusion coefﬁcients in (2.8) to
the new drift coefﬁcient, cf. Itoˆ’s formula. The lth component of rðx; Z; t; eÞ equals
1
2
Trð@yy %xlðydett ; eÞGð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞ
 Gð %xðydett þ Z; eÞ þ x; ydett þ Z; eÞTÞ; ð2:12Þ
where %xlðy; eÞ denotes the lth component of %xðy; eÞ; and @yy %xlðy; eÞ the Hessian matrix
of y/ %xlðy; eÞ: In the sequel, we will only use the fact that each component of
rðx; Z; t; eÞ is at most of order m:
Note that because of property (2.5) of the adiabatic manifold, we have
fˆ ð0; Z; t; eÞ ¼ er2s2rð0; Z; t; eÞ ¼ Oðmer2s2Þ: We introduce the notation
Aðydett ; eÞ ¼ @xf ð %xðydett ; eÞ; ydett ; eÞ  e@y %xðydett ; eÞ@xgð %xðydett ; eÞ; ydett ; eÞ ð2:13Þ
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as an approximation for the linearization of fˆ at ð0; 0; t; eÞ; where we neglect the
contribution of rðx; Z; t; eÞ to the linearization. Note that for e ¼ 0; we have
Aðydett ; 0Þ ¼ @xf ð %xðydett ; 0Þ; ydett ; 0Þ ¼ A%ðydett Þ; so that by Assumption 2.2, the
eigenvalues of Aðydett ; eÞ have negative real parts for sufﬁciently small e:
One of the basic ideas of our approach is to compare the solutions of (2.10) with
those of the ‘‘linear approximation’’
dx0t ¼
1
e
Aðydett ; eÞx0t dt þ
sﬃﬃ
e
p F0ðydett ; eÞ dWt;
dydett ¼ gð %xðydett ; eÞ; ydett ; eÞ dt; ð2:14Þ
where F0ðydett ; eÞ ¼ Fˆ ð0; 0; t; eÞ: Note that the deﬁnition of the adiabatic manifold
implies F0ðy; 0Þ ¼ Fðx%ðyÞ; y; 0Þ: For ﬁxed t; x0t is a Gaussian random variable with
covariance matrix
Covðx0t Þ ¼
s2
e
Z t
0
Uðt; sÞF0ðydets ; eÞF0ðydets ; eÞT Uðt; sÞT ds; ð2:15Þ
where Uðt; sÞ denotes the principal solution of the homogeneous system e’x ¼
Aðydett ; eÞx:
We now observe that s2 Covðx0t Þ is the X -variable of a particular solution of the
deterministic slow–fast system
e ’X ¼ Aðy; eÞX þ XAðy; eÞT þ F0ðy; eÞF0ðy; eÞT ;
’y ¼ gð %xðy; eÞ; y; eÞ: ð2:16Þ
This system admits a slow manifold X ¼ X%ðyÞ; given by the Lyapunov equation
A%ðyÞX%ðyÞ þ X%ðyÞA%ðyÞT þ F0ðy; 0ÞF0ðy; 0ÞT ¼ 0; ð2:17Þ
which is known [3] to admit the (unique) solution
X%ðyÞ ¼
Z N
0
esA
%ðyÞF0ðy; 0ÞF0ðy; 0ÞT esA%ðyÞ
T
ds: ð2:18Þ
Moreover, the eigenvalues of the operator X/AX þ XAT are exactly ai þ aj ;
1pi; jpn; where ai are the eigenvalues of A: Thus the slow manifold X ¼ X%ðyÞ is
uniformly asymptotically stable (for small enough e), so that Fenichel’s theorem
shows the existence of an adiabatic manifold
X ¼ %Xðy; eÞ ¼ X%ðyÞ þ OðeÞ: ð2:19Þ
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Note that %Xðydett ; eÞ is uniquely determined by the ‘‘initial’’ value %Xðydet0 ; eÞ via the
relation
%Xðydett ; eÞ
¼ UðtÞ %Xðydet0 ; eÞ þ
1
e
Z t
0
UðsÞ1F0ðydets ; eÞF0ðydets ; eÞT UðsÞT ds
 
UðtÞT ; ð2:20Þ
where UðtÞ ¼ Uðt; 0Þ and UðsÞT ¼ ½UðsÞ1T :
We now introduce the set
BðhÞ ¼ fðx; yÞ : yAD0;/ðx  %xðy; eÞÞ; %Xðy; eÞ1ðx  %xðy; eÞÞSoh2g; ð2:21Þ
assuming that %Xðy; eÞ is invertible for all yAD0: The set BðhÞ is a ‘‘layer’’ around the
adiabatic manifold x ¼ %xðy; eÞ; with ellipsoidal cross-section determined by %Xðy; eÞ:
For ﬁxed t; the solution x0t of the linear approximation (2.14) is concentrated (in
density) in the cross-section of BðsÞ taken at yt: Our ﬁrst main result (Theorem 2.4)
gives conditions under which the whole sample path ðxt; ytÞ of the original equation
(2.8) is likely to remain in such a set BðhÞ: By
tBðhÞ ¼ infftX0 : ðxt; ytÞeBðhÞg; ð2:22Þ
we denote the ﬁrst-exit time of the sample path ðxt; ytÞ from BðhÞ: In order
to estimate the probability of tBðhÞ being small, we need to assume that %Xðy; eÞ and
%Xðy; eÞ1 are uniformly bounded in D0; which excludes purely multiplicative noise.
Remark 2.3. Fix y for the moment. If X%ðyÞ1 is bounded, then %Xðy; eÞ1 is
bounded for sufﬁciently small e: A sufﬁcient condition for X%ðyÞ1 to be bounded is
that the symmetric matrix F0ðy; 0ÞF0ðy; 0ÞT be positive deﬁnite. This condition is,
however, by no means necessary. In fact, X%ðyÞ is singular if and only if there exists
a vector xa0 such that
F0ðy; 0ÞT esA%ðyÞ
T
x ¼ 0 8sX0; ð2:23Þ
which occurs if and only if
xT A%ðyÞlF0ðy; 0Þ ¼ 0 8l ¼ 0; 1; 2;y : ð2:24Þ
Because of the Cayley–Hamilton theorem, this relation holds for all lX0 provided it
holds for l ¼ 0;y; n  1: Conversely, X%ðyÞ is nonsingular if and only if the matrix
½F0ðy; 0Þ A%ðyÞF0ðy; 0Þ ? A%ðyÞn1F0ðy; 0ÞARnnk ð2:25Þ
has full rank. This condition on the pair ðA%ðyÞ; F0ðy; 0ÞÞ is known as controllability
in control theory, where X%ðyÞ is called a controllability Grammian.
N. Berglund, B. Gentz / J. Differential Equations 191 (2003) 1–54 11
In what follows, we need ðA%ðyÞ; F0ðy; 0ÞÞ to be controllable for all yAD0; but in
addition the smallest eigenvalue of X%ðyÞ should be uniformly bounded away from
zero.
Theorem 2.4. Assume that jj %Xðy; eÞjj and jj %Xðy; eÞ1jj are uniformly bounded in D0:
Choose a deterministic initial condition y0AD0; x0 ¼ %xðy0; eÞ; and let
tD0 ¼ inffs40 : yseD0g: ð2:26Þ
Then there exist constants e0;D0; h040 (independent of the chosen initial condition y0)
such that for all epe0; DpD0; hph0; and all 0ogo1=2; the following assertions hold.
(a) The upper bound: For all t40;
P0;ðx0;y0ÞftBðhÞot4tD0gpCþn;m;g;Dðt; eÞ 1þ
h2
s2
 
ek
þh2=s2 ; ð2:27Þ
where
kþ ¼ g½1 OðhÞ  OðDÞ  Oðmer2Þ  Oðeconst=e=ð1 2gÞ ð2:28Þ
and
Cþn;m;g;Dðt; eÞ ¼ const
ð1þ tÞ2
De
½ð1 2gÞn þ en=4 þ em=4: ð2:29Þ
(b) The lower bound: There exists t040 of order 1 such for all t40;
P0;ðx0;y0ÞftBðhÞotgXCn;mðt; e; h; sÞek
h2=s2 ; ð2:30Þ
where
k ¼ 1
2
½1þ OðhÞ þ Oðeconst ðt4t0Þ=eÞ ð2:31Þ
and
Cn;mðt; e; h; sÞ ¼ const 1 en=4 þ
em=4
De
 
ek
h2=ð2s2Þ
 
: ð2:32Þ
(c) General initial conditions: There exist d040 and a time t1 of order ejlog hj such
that for all dpd0; all initial conditions ðx0; y0Þ which satisfy y0AD0 as well as
/x0; %Xðy0; eÞ1x0Sod2; and all t; t2 with tXt2Xt1;
P0;ðx0;0Þ sup
t2pspt4tD0
/xs; %Xðys; eÞ1xsSXh2
( )
pCþn;m;g;Dðt; eÞ 1þ
h2
s2
 
ek
þh2=s2 ; ð2:33Þ
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where Cþn;m;g;Dðt; eÞ is the same prefactor as in (2.27), and
kþ ¼ g½1 OðhÞ  OðDÞ  Oðmer2Þ  Oðdeconst ðt241Þ=e=ð1 2gÞÞ: ð2:34Þ
Unless explicitly stated, the error terms in the exponents kþ and k are uniform in t;
but they may depend on the dimensions n and m:
Estimate (2.27) shows that for hbs; paths starting in BðhÞ are far more likely to
leave this set through the ‘‘border’’ fyA@D0;/x; %Xðy; eÞ1xSoh2g than through the
‘‘sides’’ fyA intD0;/x; %Xðy; eÞ1xS ¼ h2g; unless we wait for time spans exponen-
tially long in h2=s2: Below we discuss how to characterize tD0 more precisely, using
information on the reduced dynamics on the adiabatic manifold. If, for instance, all
deterministic solutions starting in D0 remain in this set, tD0 will typically be very
large.
Upper bound (2.27) has been designed to yield the best possible exponent kþ;
while the prefactor Cþn;m;g;D is certainly not optimal. Note that an estimate with the
same exponent, but with a smaller prefactor holds for the probability that the
endpoint ðxt; ytÞ does not lie in BðhÞ; cf. Corollary 3.10. The parameters D and g can
be chosen arbitrarily within their intervals of deﬁnition. Taking D small and g close
to 1=2 improves the exponent while increasing the prefactor. A convenient choice is
to take D and 1=2 g of order h or e: The kind of time dependence of Cþn;m;g;D is
probably not optimal, but the fact that Cþn;m;g;D increases with time is to be expected,
since it reﬂects the fact that the probability of observing paths making excursions
away from the adiabatic manifold increases with time. As for the dependence of the
prefactor on the dimensions n and m; it is due to the fact that the tails of standard
Gaussian random variables show their typical decay only outside a ball of radius
scaling with the square root of the dimension.
Upper bound (2.27) and lower bound (2.30) together show that the exponential
rate of decay of the probability to leave the set BðhÞ before time t behaves like
h2=ð2s2Þ in the limit of s; e and h going to zero, as one would expect from other
approaches, based for instance on the theory of large deviations. The bounds hold,
however, in a full neighbourhood of s ¼ e ¼ h ¼ 0:
Finally, estimate (2.33) allows to extend these results to all initial conditions in a
neighbourhood of order 1 of the adiabatic manifold. The only difference is that we
have to wait for a time of order ejlog hj before the path is likely to have reached the
set BðhÞ: After this time, typical paths behave as if they had started on the adiabatic
manifold.
Remark 2.5. In Theorem 2.4, the error terms in the exponents k7 grow with the
norms jjf jj and jjgjj; and thus depend in general on the dimensions n and m: If the
SDE (2.8) describes a large number of coupled similar subsystems (e.g. coupled
oscillators), the error terms will not depend on the number of subsystems if,
for instance, each one is coupled only to a ﬁnite number of neighbours. In
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mean-ﬁeld-type models, the error terms will be bounded if the interaction is properly
scaled with the number of subsystems.
The behaviour of typical paths depends essentially on the dynamics of the reduced
deterministic system (2.7). In fact, in the proof of Theorem 2.4, we use the fact that yt
does not differ too much from ydett on timescales of order 1 (see Lemma 3.4). There
are thus two main possibilities to be considered:
* either the reduced ﬂow is such that ydett reaches the boundary of D0 in a time of
order 1 (for instance, ydett may approach a bifurcation set of the slow manifold);
then yt is likely to leave D0 as well;
* or the reduced ﬂow is such that ydett remains in D0 for all times tX0; in that case,
paths can only leave BðhÞ due to the inﬂuence of noise, which we expect to be
unlikely on subexponential timescales.
We will discuss the ﬁrst situation in more detail in Section 2.4. In both situations,
it is desirable to have a more precise description of the deviation Zt of the slow
variable yt from its deterministic counterpart y
det
t ; in order to achieve a better control
of the ﬁrst-exit time tD0 :
The following coupled system gives a better approximation of the dynamics of
(2.10) than system (2.14):
dx0t ¼
1
e
Aðydett ; eÞx0t dt þ
sﬃﬃ
e
p F0ðydett ; eÞ dWt;
dZ0t ¼ ½Bðydett ; eÞZ0t þ Cðydett ; eÞx0t  dt þ s0G0ðydett ; eÞ dWt; ð2:35Þ
where G0ðydett ; eÞ ¼ Gˆ ð0; 0; t; eÞ ¼ Gð %xðydett ; eÞ; ydett ; eÞ and the Jacobian matrices B
and C are given by
Bðydett ; eÞ ¼ @Z #gð0; 0; t; eÞ
¼Cðydett ; eÞ@y %xðydett ; eÞ þ @ygð %xðydett ; eÞ; ydett ; eÞ; ð2:36Þ
Cðydett ; eÞ ¼ @x #gð0; 0; t; eÞ
¼ @xgð %xðydett ; eÞ; ydett ; eÞ: ð2:37Þ
The coupled system (2.35) can be written in compact form as
dz0t ¼Aðydett ; eÞz0t dt þ sF0ðydett ; eÞ dWt; ð2:38Þ
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where ðz0ÞT ¼ ððx0ÞT ; ðZ0ÞT Þ and
Aðydett ; eÞ ¼
1
e Aðydett ; eÞ 0
Cðydett ; eÞ Bðydett ; eÞ
 !
;
F0ðydett ; eÞ ¼
1ﬃ
e
p F0ðydett ; eÞ
rG0ðydett ; eÞ
 !
: ð2:39Þ
The solution of the linear SDE (2.38) is given by
z0t ¼ UðtÞz0 þ s
Z t
0
Uðt; sÞF0ðydets ; eÞ dWs; ð2:40Þ
where Uðt; sÞ denotes the principal solution of the homogeneous system
’z ¼Aðydett ; eÞz: It can be written in the form
Uðt; sÞ ¼ Uðt; sÞ 0
Sðt; sÞ Vðt; sÞ
 !
; ð2:41Þ
where Uðt; sÞ and Vðt; sÞ denote, respectively, the fundamental solutions of e’x ¼
Aðydett ; eÞx and ’Z ¼ Bðydett ; eÞZ; while
Sðt; sÞ ¼
Z t
s
Vðt; uÞCðydetu ; eÞUðu; sÞ du: ð2:42Þ
The Gaussian process z0t has a covariance matrix of the form
Covðz0t Þ ¼ s2
Z t
0
Uðt; sÞF0ðydets ; eÞF0ðydets ; eÞTUðt; sÞT ds
¼ s2 X ðtÞ ZðtÞ
ZðtÞT YðtÞ
 !
: ð2:43Þ
The matrices X ðtÞARnn; Y ðtÞARmm and ZðtÞARnm are a particular solution of
the following slow–fast system, which generalizes (2.16):
e ’X ¼ Aðy; eÞX þ XAðy; eÞT þ F0ðy; eÞF0ðy; eÞT ;
e ’Z ¼ Aðy; eÞZ þ eZBðy; eÞT þ eXCðy; eÞT þ ﬃﬃep rF0ðy; eÞG0ðy; eÞT ;
’Y ¼ Bðy; eÞY þ YBðy; eÞT þ Cðy; eÞZ þ ZT Cðy; eÞT þ r2G0ðy; eÞG0ðy; eÞT ;
’y ¼ gð %xðy; eÞ; y; eÞ: ð2:44Þ
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This system admits a slow manifold given by
X ¼ X%ðyÞ;
Z ¼ Z%ðy; eÞ ¼  ﬃﬃep rAðy; eÞ1F0ðy; eÞG0ðy; eÞT þ OðeÞ; ð2:45Þ
where X%ðyÞ is given by (2.18). It is straightforward to check that this manifold is
uniformly asymptotically stable for sufﬁciently small e; so that Fenichel’s theorem
yields the existence of an adiabatic manifold X ¼ %Xðy; eÞ; Z ¼ %Zðy; eÞ; at a distance
of order e from the slow manifold. This manifold attracts nearby solutions of (2.44)
exponentially fast, and thus asymptotically, the expectations of x0t ðx0t ÞT and x0t ðZ0t ÞT
will be close, respectively, to s2 %Xðydett ; eÞ and s2 %Zðydett ; eÞ:
In general, the matrix YðtÞ cannot be expected to approach some asymptotic value
depending only on ydett and e: In fact, if the deterministic orbit y
det
t is repelling,
jjY ðtÞjj can grow exponentially fast. In order to measure this growth, we introduce
the functions
wð1ÞðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjVðs; vÞjj
 
du; ð2:46Þ
wð2ÞðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjVðs; vÞjj2
 
du: ð2:47Þ
The solution of (2.44) with initial condition Y ð0Þ ¼ Y0 satisﬁes
Y ðt; Y0Þ ¼VðtÞY0VðtÞT þ r2
Z t
0
Vðt; sÞG0ðydets ; eÞG0ðydets ; eÞT Vðt; sÞT ds
þ Oððeþ r ﬃﬃep Þwð2ÞðtÞÞ: ð2:48Þ
We thus deﬁne an ‘‘asymptotic’’ covariance matrix %ZðtÞ ¼ %Zðt; Y0; eÞ by
%Zðt; Y0; eÞ ¼
%Xðydett ; eÞ %Zðydett ; eÞ
%Zðydett ; eÞT Y ðt; Y0Þ
 !
; ð2:49Þ
and use %ZðtÞ1 to characterize the ellipsoidal region in which zðtÞ is concentrated.
Theorem 2.6. Assume that jj %Xðydets ; eÞjj and jj %Xðydets ; eÞ1Þjj are uniformly bounded for
0pspt and that Y0 has been chosen in such a way that jjY ðsÞ1jj ¼ Oð1=ðr2 þ eÞÞ for
0pspt: Fix an initial condition ðx0; y0Þ with y0AD0 and x0 ¼ %xðy0; eÞ; and let t be such
that ydets AD0 for all spt: Define
RðtÞ ¼ jj %Zjj½0;t½1þ ð1þ jjY1jj1=2½0;tÞwð1ÞðtÞ þ wð2ÞðtÞ: ð2:50Þ
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There exist constants e0;D0; h040; independent of Y0; y0 and t; such that
P0;ð0;0Þ sup
0pspt4tD0
/zu; %ZðuÞ1zuSXh2
( )
pCnþm;g;Dðt; eÞekh2=s2 ð2:51Þ
holds, whenever epe0; DpD0; hph0RðtÞ1 and 0ogo1=2: Here
Cnþm;g;Dðt; eÞ ¼ const tDe
l m 1
1 2g
 ðnþmÞ=2
þeðnþmÞ=4
" #
; ð2:52Þ
k ¼ g½1 Oðeþ Dþ hRðtÞÞ: ð2:53Þ
Let us ﬁrst consider timescales of order 1: Then the functions jj %Zjj½0;t; wð1ÞðtÞ and
wð2ÞðtÞ are at most of order 1; and jjY ðtÞ1jj remains of the same order as jjY10 jj:
Probability (2.51) becomes small as soon as hbs: Because of the restriction
hph0RðtÞ1; the result is useful provided jjY1jj½0;t5s2: In order to obtain the
optimal concentration result, we have to choose Y0 according to two opposed
criteria. On the one hand, we would like to choose Y0 as small as possible, so that the
set /zu; %ZðuÞ1zuSoh2 is small. On the other hand, jjY10 jj must not exceed certain
bounds for Theorem 2.6 to be valid. Thus we require that
Y04½s23ðr2 þ eÞ1m: ð2:54Þ
Because of the Gaussian decay of probability (2.51) in s=h; we can interpret the
theorem by saying that the typical spreading of paths in the y-direction is of order
sðrþ ﬃﬃep Þ if sorþ ﬃﬃep and of order s2 if s4rþ ﬃﬃep :
The term r is clearly due to the intensity s0 ¼ rs of the noise acting on the
slow variable. It prevails if r4s3 ﬃﬃep : The term ﬃﬃep is due to the linear part of the
coupling between slow and fast variables, while the behaviour in s2 observed when
s4rþ ﬃﬃep can be traced back to the nonlinear coupling between slow and fast
variables.
For longer timescales, the condition hph0RðtÞ1 obliges us to take a larger Y0;
while Y ðtÞ typically grows with time. If the largest Lyapunov exponent of the
deterministic orbit ydett is positive, this growth is exponential in time, so that the
spreading of paths along the adiabatic manifold will reach order 1 in a time of order
logjs3ðr2 þ eÞj:
Remark 2.7. Consider the reduced stochastic system
dy0t ¼ gð %xðy0t ; eÞ; y0t ; eÞ dt þ s0Gð %xðy0t ; eÞ; y0t ; eÞ dWt ð2:55Þ
obtained by setting x equal to %xðy; eÞ in (2.8). One may wonder whether y0t
gives a better approximation of yt than y
det
t in the case s
040: In fact, one can
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show that
P0;ð0;0Þ sup
0pspt4tD0
jjy0s  ydets jjXh1
( )
pcð1þ tÞem=4 exp  k1h
2
1
ðs0Þ2ð1þ wð2ÞðtÞÞ
( )
;P0;ð0;0Þ sup
0pspt4tBðhÞ
jjys  y0s jjXh
( )
pcð1þ tÞem=4 exp  k1h
2
1
ðs0Þ2ð1þ wð2ÞðtÞÞ
( )
þ c 1þ t
e
 
em=4 exp  k2h
2
½ðs0Þ2h2 þ s2eð1þ wð2ÞðtÞÞ
( )
ð2:56Þ
holds for all h; h1 up to order wð1ÞðtÞ1 and some positive constants c; k1; k2: (The
proofs can be adapted from the proof of Lemma 3.4.) This shows that the
typical spreading of y0t around y
det
t is of order s
0ð1þ wð2ÞðtÞ1=2Þ ¼ rsð1þ wð2ÞðtÞ1=2Þ;
while the typical deviation of paths y0t of the reduced system from paths yt of the
original system is of order s
ﬃﬃ
e
p ð1þ wð2ÞðtÞ1=2Þ: Thus for r4 ﬃﬃep ; the reduced
stochastic system gives a better approximation of the dynamics than the
deterministic one.
If VðtÞ has no eigenvalues outside the unit circle, the spreading of paths will
grow more slowly. As an important particular case, let us consider the situation
where ydett is an asymptotically stable periodic orbit with period T ; entirely
contained in D0 (and not too close to its boundary). Then all coefﬁcients in (2.35)
depend periodically on time, and, in particular, Floquet’s theorem allows us
to write
VðtÞ ¼ PðtÞ eLt; ð2:57Þ
where PðtÞ is a T-periodic matrix. The asymptotic stability of the orbit means
that all eigenvalues but one of the monodromy matrix L have strictly negative
real parts, the last eigenvalue, which corresponds to translations along the orbit,
being 0: In that case, wð1ÞðtÞ and wð2ÞðtÞ grow only linearly with time, so that the
spreading of paths in the y-direction remains small on timescales of order
1=ðs3ðr2 þ eÞÞ:
In fact, we even expect this spreading to occur mainly along the periodic orbit,
while the paths remain conﬁned to a neighbourhood of the orbit on subexponential
timescales. To see that this is true, we can use a new set of variables in the
neighbourhood of the orbit. In order not to introduce too many new notations, we
will replace y by ðy; zÞ; where yARm1 describes the degrees of freedom transversal to
the orbit, and zAR parametrizes the motion along the orbit. In fact, we can use an
equal-time parametrization of the orbit, so that ’z ¼ 1 on the orbit, i.e., we have
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zdett ¼ t ðmod TÞ: The SDE takes the form
dxt ¼ 1e f ðxt; yt; zt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; zt; eÞ dWt;
dyt ¼ gðxt; yt; zt; eÞ dt þ s0Gðxt; yt; zt; eÞ dWt;
dzt ¼ ½1þ hðxt; yt; zt; eÞ dt þ s0Hðxt; yt; zt; eÞ dWt; ð2:58Þ
where h ¼ Oðjjytjj2 þ jjxt  xdett jj2Þ and the Floquet multipliers associated with the
periodic matrix @ygðxdett ; 0; zdett ; eÞ are strictly smaller than one in modulus. As linear
approximation of the dynamics of ðxt; ZtÞ ¼ ðxt  xdett ; yt  ydett Þ ¼ ðxt  xdett ; ytÞ we
take
dx0t ¼
1
e
Aðzdett ; eÞx0t dt þ
sﬃﬃ
e
p F0ðzdett ; eÞ dWt;
dZ0t ¼ ½Bðzdett ; eÞZ0t þ Cðzdett ; eÞx0t  dt þ s0G0ðzdett ; eÞ dWt;
dz0t ¼ dt þ s0H0ðzdett ; eÞ dWt; ð2:59Þ
which depends periodically on time. One can again compute the covariance matrix of
the Gaussian process ðx0t ; Z0t ; z0t Þ as a function of the principal solutions U and V
associated with A and B: In particular, the covariance matrix YðtÞ of Z0t still obeys
the ODE
’Y ¼Bðzdet; eÞY þ YBðzdet; eÞT þ Cðzdet; eÞ %Z þ %ZT Cðzdet; eÞT
þ r2G0ðzdet; eÞG0ðzdet; eÞT : ð2:60Þ
This is now a linear, inhomogeneous ODE with time-periodic coefﬁcients. It is well
known that such a system admits a unique periodic solution Y pert ; which is of order
r2 þ e since %Z is of order r ﬃﬃep þ e and r2G0GT0 is of order r2: We can thus deﬁne an
asymptotic covariance matrix %ZðtÞ of ðx0t ; Z0t Þ; which depends periodically on time. If
zt ¼ ðxt; ZtÞ; Theorem 2.6 shows that on timescales of order 1 (at least), the paths zt are
concentrated in a set of the form /zt; %ZðtÞ1ztSoh2; while zt remains h-close to zdett :
On longer timescales, the distribution of paths will be smeared out along the
periodic orbit. However, the same line of reasoning as in Section 3.2, based on a
comparison with different deterministic solutions on successive time intervals of
order 1, can be used to show that zt remains concentrated in the set
/zt; %ZðtÞ1ztSoh2 up to exponentially long timescales.
2.4. Bifurcations
In the previous section, we have assumed that the slow manifold x ¼ x%ðyÞ is
uniformly asymptotically stable for yAD0: We consider now the situation arising
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when the reduced deterministic ﬂow causes ydett to leave D0; and to approach a
bifurcation point of the slow manifold.
We call ðxˆ ; yˆ Þ a bifurcation point of the deterministic system
e ’x ¼ f ðx; y; eÞ;
’y ¼ gðx; y; eÞ; ð2:61Þ
if f ðxˆ ; yˆ ; 0Þ ¼ 0 and @xf ðxˆ ; yˆ ; 0Þ has q eigenvalues on the imaginary axis,
qAf1;y; ng: We consider here the situation where qon and the other n  q
eigenvalues have strictly negative real parts.
The most generic cases are the saddle–node bifurcation (where q ¼ 1),
corresponding to a fold in the slow manifold, and the Hopf bifurcation (where
q ¼ 2), in which the slow manifold changes stability, while absorbing or expelling a
family of periodic orbits. In these two cases, the set of bifurcation values yˆ typically
forms a codimension-1 submanifold of Rm:
The dynamics of the deterministic slow–fast system (2.61) in a neighbourhood
of the bifurcation point ðxˆ ; yˆ Þ can again be analysed by a centre-manifold
reduction. Introduce coordinates ðx; zÞ in Rn; with xARnq and zARq; in
which the matrix @xf ðxˆ ; yˆ ; 0Þ becomes block-diagonal, with a block AARðnqÞðnqÞ
having eigenvalues in the left half-plane, and a block A0ARqq having eigenvalues
on the imaginary axis. On the fast timescale t=e; (2.61) can be rewritten as
ðxÞ0 ¼ f ðx; z; y; eÞ;
z0 ¼ f 0ðx; z; y; eÞ;
y0 ¼ egðx; z; y; eÞ;
e0 ¼ 0; ð2:62Þ
which admits ðxˆ ; zˆ ; yˆ ; 0Þ as an equilibrium point. The linearization at this point has
q þ m þ 1 eigenvalues on the imaginary axis (counting multiplicity), which
correspond to the directions z; y and e: In other words, z has become a slow
variable near the bifurcation point.
The centre-manifold theorem implies the existence, for sufﬁciently small e and
ðz; yÞ in a neighbourhood N of ðzˆ ; yˆ Þ; of a locally attracting invariant manifold
x ¼ %xðz; y; eÞ; with %xðzˆ ; yˆ ; 0Þ ¼ xˆ : %x plays the same roˆle the adiabatic manifold
played in the stable case, and the dynamics on %x is governed by the reduced
equation
e’z ¼ f 0ð %xðz; y; eÞ; z; y; eÞ;
’y ¼ gð %xðz; y; eÞ; z; y; eÞ: ð2:63Þ
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The function %xðz; y; eÞ solves the PDE
f ð %xðz; y; eÞ; z; y; eÞ ¼ @z %xðz; y; eÞf 0ð %xðz; y; eÞ; z; y; eÞ
þ e@y %xðz; y; eÞgð %xðz; y; eÞ; z; y; eÞ: ð2:64Þ
Let us now turn to random perturbations of the slow–fast system (2.61). In the
variables ðx; z; yÞ; the perturbed system can be written as
dxt ¼
1
e
f ðxt ; zt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt ; zt; yt; eÞ dWt;
dzt ¼ 1e f
0ðxt ; zt; yt; eÞ dt þ
sﬃﬃ
e
p F 0ðxt ; zt; yt; eÞ dWt;
dyt ¼ gðxt ; zt; yt; eÞ dt þ s0Gðxt ; zt; yt; eÞ dWt: ð2:65Þ
The noise-induced deviation of xt from the adiabatic manifold is described by the
variable xt ¼ xt  %xðzt; yt; eÞ; which obeys an SDE of the form
dxt ¼
1
e
fˆ ðxt ; zt; yt; t; eÞ dt þ
sﬃﬃ
e
p Fˆ ðxt ; zt; yt; eÞ dWt; ð2:66Þ
with, in particular,
fˆ ðx; z; y; t; eÞ
¼ f ð %xðz; y; eÞ þ x; z; y; eÞ  @z %xðz; y; eÞf 0ð %xðz; y; eÞ þ x; z; y; eÞ
 e@y %xðz; y; eÞgð %xðz; y; eÞ þ x; z; y; eÞ  s2rðx; z; y; t; eÞ; ð2:67Þ
where rðx; z; y; t; eÞ is at most of order m þ q: Note that (2.64) implies that
fˆ ð0; z; y; t; eÞ ¼ s2rð0; z; y; t; eÞ ¼ Oððm þ qÞs2Þ: ð2:68Þ
We further deﬁne the matrix
Aðz; y; eÞ ¼ @xf ð %xðz; y; eÞ; z; y; eÞ  @z %xðz; y; eÞ@xf 0ð %xðz; y; eÞ; z; y; eÞ
 e@y %xðz; y; eÞ@xgð %xðz; y; eÞ; z; y; eÞ ð2:69Þ
as an approximation to @x fˆ
ð0; z; y; t; eÞ; where we neglect the contribution of r:
Since Aðzˆ ; yˆ ; 0Þ ¼ A; the eigenvalues of Aðz; y; eÞ have uniformly negative real
parts, provided we take the neighbourhood N and e small enough.
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Consider now the ‘‘linear approximation’’
dx0t ¼
1
e
Aðzdett ; ydett ; eÞx0t dt þ
sﬃﬃ
e
p F0 ðzdett ; ydett ; eÞ dWt;
dzdett ¼
1
e
f 0ð %xðzdet; ydet; eÞ; zdett ; ydett ; eÞ dt;
dydett ¼ gð %xðzdet; ydet; eÞ; zdett ; ydett ; eÞ dt ð2:70Þ
of (2.65) and (2.66), where F0 ðz; y; eÞ ¼ Fˆ ð0; z; y; eÞ: Its solution x0t has a Gaussian
distribution with covariance matrix
Covðx0t Þ ¼
s2
e
Z t
0
Uðt; sÞF0 ðzdets ; ydets ; eÞF0 ðzdets ; ydets ; eÞT Uðt; sÞT ds; ð2:71Þ
where U is the fundamental solution of e’x0 ¼ Ax0: Note that s2 Covðx0t Þ is the
X-variable of a particular solution of the slow–fast system
e ’X ¼ Aðz; y; eÞX þ XAðz; y; eÞT þ F0 ðz; y; eÞF0 ðz; y; eÞT ;
e’z ¼ f 0ð %xðz; y; eÞ; z; y; eÞ;
’y ¼ gð %xðz; y; eÞ; z; y; eÞ; ð2:72Þ
which admits an invariant manifold X ¼ %Xðz; y; eÞ for ðz; yÞAN: We thus expect
the paths to be concentrated in a set
BðhÞ ¼ fðx; z; yÞ:ðz; yÞAN;
/x  %xðz; y; eÞ; %Xðz; y; eÞ1ðx  %xðz; y; eÞÞSoh2g: ð2:73Þ
The following theorem shows that this is indeed the case, as long as ðzt; ytÞ remains in
N:
Theorem 2.8. Assume that jj %Xðz; y; eÞjj and jj %Xðz; y; eÞ1Þjj are uniformly bounded in
N: Choose a deterministic initial condition ðz0; y0ÞAN; x0 ¼ %xðz0; y0; eÞ; and let
tN ¼ inffs40 : ðzs; ysÞeNg: ð2:74Þ
Then there exist constants h040; D040 and nAð0; 1 such that for all hph0; all DpD0
and all 0ogo1=2;
P0;ðx

0
;z0;y0ÞftBðhÞot4tNgpCn;m;q;g;Dðt; eÞ 1þ h
2
s2
 
ekh
2=s2 ; ð2:75Þ
N. Berglund, B. Gentz / J. Differential Equations 191 (2003) 1–5422
provided ejlogðhð1 2gÞÞjp1: Here
k ¼ g½1 OðDÞ  Oðhnð1 2gÞ1njlogðhð1 2gÞÞjÞ; ð2:76Þ
Cn;m;q;g;Dðt; eÞ
¼ const 1þ t
De
 
1þ t
e
 
½ð1 2gÞðnqÞ þ eðnqÞ=4 þ em=4 þ eq=4: ð2:77Þ
The exponent n is related to the maximal rate of divergence of solutions of the
reduced system (2.63), see Section 5.1.
This result shows that on timescales of order 1 (and larger if, e.g.,N is positively
invariant), paths are likely to remain in a small neighbourhood of the adiabatic
manifold x ¼ %xðz; y; eÞ: The dynamics will thus be essentially governed by the
behaviour of the ‘‘slow’’ variables z and y:
In fact, it seems plausible that the dynamics of (2.65) will be well approximated by
the dynamics of the reduced stochastic system
dz0t ¼
1
e
f 0ð %xðz0t ; y0t ; eÞ; z0t ; y0t ; eÞ dt þ
sﬃﬃ
e
p F0ð %xðz0t ; y0t ; eÞ; z0t ; y0t ; eÞ dWt;
dy0t ¼ gð %xðz0t ; y0t ; eÞ; z0t ; y0t ; eÞ dt þ s0Gð %xðz0t ; y0t ; eÞ; z0t ; y0t ; eÞ dWt; ð2:78Þ
obtained by setting x equal to %xðz; y; eÞ in (2.65). This turns out to be true under
certain hypotheses on the solutions of (2.78). Let us ﬁx an initial condition ðz00; y00ÞAN;
and call z0t ¼ ðz0t ; y0t Þ the corresponding process. We deﬁne the (random) matrices
Bðz0t ; eÞ ¼
@zf
0 @yf
0
e@zg e@yg
 !
x¼ %xðz0t ;y0t ;eÞ;z¼z0t ;y¼y0t
; ð2:79Þ
Cðz0t ; eÞ ¼
@xf
0
e@xg
 !
x¼ %xðz0t ;y0t ;eÞ;z¼z0t ;y¼y0t
: ð2:80Þ
Observe that Cððzˆ ; yˆ Þ; 0Þ ¼ 0 because of our choice of coordinates, so that
jjCðz0t ; eÞjj will be small in a neighbourhood of the origin. We denote, for each
realization z0ðoÞ; by Vo the principal solution of
dztðoÞ ¼
1
e
Bðz0t ðoÞ; eÞztðoÞ dt: ð2:81Þ
(Note that we may assume that almost all realizations z0ðoÞ are continuous.) We
need to assume the existence of deterministic functions Wðt; sÞ; WCðt; sÞ; and a
stopping time tptBðhÞ such that
jjVoðt; sÞjjpWðt; sÞ; jjVoðt; sÞCðz0s ðoÞ; eÞjjpWCðt; sÞ ð2:82Þ
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hold for all sptptðoÞ and (almost) all paths ðz0uðoÞÞuX0 of (2.78). Then we deﬁne
wðiÞðtÞ ¼ sup
0pspt
1
e
Z s
0
Wðs; uÞi du;
wðiÞC ðtÞ ¼ sup
0pspt
1
e
Z s
0
sup
upvps
WCðs; vÞi
 
du ð2:83Þ
for i ¼ 1; 2; and the following result holds.
Theorem 2.9. Assume that there exist constants D; W040 (of order 1) such that
Wðs; uÞpW0 and WCðs; uÞpW0 whenever 0os  upDe: Then there exist constants
h0; k040 such that for all hph0½wð1ÞðtÞ3wð1ÞC ðtÞ1 and all initial conditions
ðx0 ; z00; y00ÞABðhÞ;
P0;ðx

0
;z0
0
;y0
0
Þ sup
0pspt4t
jjðzs; ysÞ  ðz0s ; y0s ÞjjXh
 
pCm;qðt; eÞ exp k0 h
2
s2
1
wð2ÞC ðtÞ þ hwð1ÞC ðtÞ þ h2wð2ÞðtÞ
( )
; ð2:84Þ
where
Cm;qðt; eÞ ¼ const 1þ te
 
eðmþqÞ=4: ð2:85Þ
This result shows that typical solutions of the reduced system (2.78) approximate
solutions of the initial system (2.65) to order swð2ÞC ðtÞ1=2 þ s2wð1ÞC ðtÞ; as long as
wð1ÞðtÞ51=s: Checking the validity of condition (2.82) for a reasonable stopping time
t is, of course, not straightforward, but it depends only on the dynamics of the
reduced system, which is usually easier to analyse.
Example 2.10. Assume the reduced equation has the form
dz0t ¼
1
e
½y0t z0t  ðz0t Þ3 dt þ
sﬃﬃ
e
p dWt;
dy0t ¼ 1; ð2:86Þ
i.e., there is a pitchfork bifurcation at the origin. We ﬁx an initial time t0o0 and
choose an initial condition ðz0; y0Þ with y0 ¼ t0; so that y0t ¼ t: In [7] we proved that
if sp ﬃﬃep ; the paths fzsgsXt0 are concentrated, up to time ﬃﬃep ; in a strip of width of
order s=ðjy0j1=23e1=4Þ around the corresponding deterministic solution.
Using for t the ﬁrst-exit time from a set of this form, one ﬁnds that wð2ÞC ð
ﬃﬃ
e
p Þ is of
order
ﬃﬃ
e
p þ s2=e and that wð1ÞC ð
ﬃﬃ
e
p Þ is of order 1þ s=e3=4: Thus, up to time ﬃﬃep ; the
typical spreading of zs around reduced solutions z
0
s is at most of order se
1=4 þ s2= ﬃﬃep ;
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which is smaller than the spreading of z0s around a deterministic solution. Hence the
reduced system provides a good approximation to the full system up to time
ﬃﬃ
e
p
:
For larger times, however, wð2ÞC ðtÞ grows like et
2=e until the paths leave a
neighbourhood of the unstable equilibrium z ¼ 0; which typically occurs at a time of
order
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ej log sjp : Thus the spreading is too fast for the reduced system to provide a
good approximation to the dynamics. This shows that Theorem 2.9 is not quite
sufﬁcient to reduce the problem to a one-dimensional one, and a more detailed
description has to be used for the region of instability.
3. Proofs—exit from BðhÞ
In this section, we consider the SDE
dxt ¼ 1e f ðxt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; eÞ dWt;
dyt ¼ gðxt; yt; eÞ dt þ s0Gðxt; yt; eÞ dWt ð3:1Þ
under Assumption 2.2, that is, when starting near a uniformly asymptotically stable
manifold. We denote by ðxdett ; ydett Þ; with xdett ¼ %xðydett ; eÞ; the deterministic solution
starting in ydet0 ¼ y0AD0:
The transformation
xt ¼ %xðydett þ Zt; eÞ þ xt;
yt ¼ ydett þ Zt ð3:2Þ
yields a system of the form (2.10), which can be written, using Taylor expansions, as
dxt ¼
1
e
½Aðydett ; eÞxt þ bðxt; Zt; t; eÞ dt þ
sﬃﬃ
e
p ½F0ðydett ; eÞ þ F1ðxt; Zt; t; eÞ dWt;
dZt ¼ ½Cðydett ; eÞxt þ Bðydett ; eÞZt þ cðxt; Zt; t; eÞ dt
þ s0½G0ðydett ; eÞ þ G1ðxt; Zt; t; eÞ dWt: ð3:3Þ
There are constants M; M1 such that the remainder terms satisfy the bounds
jjbðx; Z; t; eÞjjpMðjjxjj2 þ jjxjjjjZjj þ mer2s2Þ;
jjcðx; Z; t; eÞjjpMðjjxjj2 þ jjZjj2Þ;
jjF1ðx; Z; t; eÞjjpM1ðjjxjj þ jjZjjÞ;
jjG1ðx; Z; t; eÞjjpM1ðjjxjj þ jjZjjÞ ð3:4Þ
for all ðx; ZÞ in a compact set and all t such that ydett AD0: Note that M and M1 may
depend on the dimensions n and m (see Remark 2.5). The term mer2s2 stems from
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the term rðx; Z; t; eÞ in (2.11). We shall highlight its m-dependence since it will in
general be unavoidable.
3.1. Timescales of order 1
We ﬁrst examine the behaviour of xu on an interval ½s; t with D ¼ ðt  sÞ=e ¼
oeð1Þ: For this purpose, we ﬁx an initial condition y0AD0 and assume that t is chosen
in such a way that ydetu AD0 for all upt:
To ease notations, we will not indicate the e-dependence of %XðyÞ: We assume that
jj %XðyÞjjpKþ and jj %XðyÞ1jjpK for all yAD0; and deﬁne the functions
CðtÞ ¼ 1
e
Z t
0
jjUðt; uÞT %Xðydett Þ1Uðt; uÞjj du;
FðtÞ ¼ 1
e
Z t
0
Tr½Uðt; uÞT %Xðydett Þ1Uðt; uÞ du;
YðtÞ ¼ 1
e
Z t
0
jjUðt; uÞjj du; ð3:5Þ
where Uðt; uÞ again denotes the principal solution of e’x ¼ Aðydett ; eÞx: Note that the
stability of the adiabatic manifold implies that jjUðt; uÞjj is bounded by a constant
times expfK0ðt  uÞ=eg; K040; for all t and upt: Hence CðtÞ and YðtÞ are of
order 1; while FðtÞ is of order n: In particular, FðtÞpnCðtÞ holds for all times t:
We ﬁrst concentrate on upper estimates on the probabilities and will deal with the
lower bound in Corollary 3.5. Let us remark that on timescales of order 1; we may
safely assume that the deviation Zs of ys from its deterministic counterpart remains
small. We ﬁx a deterministic h140 and deﬁne
tZ ¼ inffs40 : jjZsjjXh1g: ð3:6Þ
Lemma 3.4 provides an estimate on the tails of the distribution of tZ: The following
proposition estimates the probability that xt leaves a ‘‘layer’’ similar to BðhÞ during
the time interval ½s; t despite of Zu remaining small. Note that in the proposition the
‘‘thickness of the layer’’ is measured at ydetu instead of yu:
Proposition 3.1. For all aA½0; 1Þ; all gAð0; 1=2Þ and all m40;
sup
x0 : /x0; %Xðy0Þ1x0Spa2h2
P0;ðx0;0Þ sup
spupt4tZ
/xu; %Xðydetu Þ1xuSXh2
( )
p e
mer2
ð1 2gÞn=2
exp gh
2
s2
½1 a2  M0ðDþ ð1þ mÞh þ ðh þ h1ÞYðtÞÞ
 
þ eFðtÞ=4CðtÞexp h
2
s2
m2ð1 M0DÞ
8M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p þ h1=hÞ2CðtÞ
( )
ð3:7Þ
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holds for all ho1=m; with a constant M0 depending only on the linearization A of
f ; Kþ; K; M; jjF0jjN; and on the dimensions n and m via M:
Proof. The solution of (3.3) can be written as
xu ¼UðuÞx0 þ
sﬃﬃ
e
p
Z u
0
Uðu; vÞF0ðydetv ; eÞ dWv
þ sﬃﬃ
e
p
Z u
0
Uðu; vÞF1ðxv; Zv; v; eÞ dWv þ
1
e
Z u
0
Uðu; vÞbðxv; Zv; v; eÞ dv; ð3:8Þ
where UðuÞ ¼ Uðu; 0Þ as before. Writing xu ¼ Uðu; sÞU u and deﬁning
tx ¼ inffuX0 :/xu; %Xðydetu Þ1xuSXh2g; ð3:9Þ
the probability on the left-hand side of (3.7) can be rewritten as
P ¼ P0;ðx0;0Þ sup
spupt4tx4tZ
jjQðuÞU ujjXh
( )
; ð3:10Þ
where QðuÞ ¼ QsðuÞ is the symmetric matrix deﬁned by
QðuÞ2 ¼ Uðu; sÞT %Xðydetu Þ1Uðu; sÞ: ð3:11Þ
To eliminate the u-dependence of Q in (3.10), we estimate P by
PpP0;ðx0;0Þ sup
spupt4tx4tZ
jjQðtÞU ujjXH
( )
; ð3:12Þ
where
H ¼ h sup
spupt
jjQðuÞQðtÞ1jj
 1
: ð3:13Þ
In order to estimate the supremum in (3.13), we use the fact that QðvÞ2 satisﬁes the
differential equation
d
dv
QðvÞ2 ¼ 1
e
Uðs; vÞ Aðydetv Þ %Xðydetv Þ  %Xðydetv ÞAðydetv ÞT þ e
d
dv
%Xðydetv Þ
 
Uðs; vÞT
¼ 1
e
Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞT Uðs; vÞT ; ð3:14Þ
and thus
QðuÞ2QðtÞ2 ¼ 1þ QðuÞ2 1
e
Z t
u
Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞT Uðs; vÞT dv
¼ 1þ OðDÞ: ð3:15Þ
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(Recall that t  upt  speD in this section, which implies jjUðs; vÞjj ¼ 1þ OðDÞ and
jjQðuÞ2jjpKð1þ OðDÞÞ:) Therefore, H ¼ hð1 OðDÞÞ:
We now split U u into three parts, writing U u ¼ U 0u þ U 1u þ U 2u; where
U 0u ¼ UðsÞx0 þ
sﬃﬃ
e
p
Z u
0
Uðs; vÞF0ðydetv ; eÞ dWv;
U 1u ¼
sﬃﬃ
e
p
Z u
0
Uðs; vÞF1ðxv; Zv; v; eÞ dWv;
U 2u ¼
1
e
Z u
0
Uðs; vÞbðxv; Zv; v; eÞ dv; ð3:16Þ
and estimate P by the sum of the corresponding probabilities
P0 ¼ P0;ðx0;0Þ sup
spupt
jjQðtÞU 0ujjXH0
 
;
P1 ¼ P0;ðx0;0Þ sup
spupt4tx4tZ
jjQðtÞU 1ujjXH1
( )
;
P2 ¼ P0;ðx0;0Þ sup
spupt4tx4tZ
jjQðtÞU 2ujjXH2
( )
; ð3:17Þ
where H0; H1; H2 satisfy H0 þ H1 þ H2 ¼ H: Note that P2 can be estimated trivially
using the fact that
sup
spupt4tx4tZ
jjQðtÞU 2ujj
p
ﬃﬃﬃﬃﬃﬃ
K
p
MðKþh2 þ
ﬃﬃﬃﬃﬃﬃ
Kþ
p
hh1 þ mer2s2Þð1þ OðDÞÞYðtÞ ¼: %H2: ð3:18Þ
Now, we choose
H2 ¼ 2 %H2;
H1 ¼ mhH;
H0 ¼H  H1  H2 ð3:19Þ
for 0omo1=h; and estimate the remaining probabilities P0 and P1 by Lemmas 3.2
and 3.3. When estimating H20 ; we may assume M0hYðtÞo1; bound (3.7) being trivial
otherwise. &
Lemma 3.2. Under the hypotheses of Proposition 3.1, we have for every gAð0; 1=2Þ;
P0 ¼ P0;ðx0;0Þ sup
spupt
jjQðtÞU 0ujjXH0
 
p 1
ð1 2gÞn=2
exp gH
2
0  a2h2
s2
 
; ð3:20Þ
holding uniformly for all x0 such that /x0; %Xðy0Þ1x0Spa2h2:
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Proof. For every #g40; ðexpf#gjjQðtÞU 0ujj2gÞuXs is a positive submartingale and,
therefore, Doob’s submartingale inequality yields
P0 ¼ P0;ðx0;0Þ sup
spupt
e#gjjQðtÞU
0
ujj2Xe#gH
2
0
 
pe#gH20E0;ðx0;0Þfe#gjjQðtÞU 0t jj2g: ð3:21Þ
Now, the random variable QðtÞU 0t is Gaussian, with expectation E ¼ QðtÞUðsÞx0
and covariance matrix
S ¼ s
2
e
QðtÞ
Z t
0
Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞT Uðs; vÞT dv
 
QðtÞT : ð3:22Þ
Thus, using completion of squares to compute the Gaussian integral, we ﬁnd
E0;ðx0;0Þfe#gjjQðtÞU 0t jj2g ¼ e
#g/E;ð12#gSÞ1ES
ðdet½1 2#gSÞ1=2
: ð3:23Þ
By (2.20), we can write
S ¼ s2QðtÞUðs; tÞ½ %Xðydett Þ  UðtÞ %Xðydet0 ÞUðtÞT Uðs; tÞT QðtÞT
¼ s2½1 RRT ; ð3:24Þ
where R ¼ QðtÞUðsÞ %Xðydet0 Þ1=2; and we have used the fact that
Uðs; tÞ %Xðydett ÞUðs; tÞT ¼ QðtÞ2: This shows in particular that
det½1 2#gSXð1 2#gs2Þn: ð3:25Þ
Moreover, since jjRRT jj ¼ jjRT RjjAð0; 1Þ; we also have
/E; ð1 2#gSÞ1ES ¼/ %Xðydet0 Þ1=2x0; RTð1 2#gSÞ1R %Xðydet0 Þ1=2x0S
p a2h2jjRT ð1 2#gs2½1 RRT Þ1Rjj
p a2h2ð½1 2#gs2jjRT Rjj1 þ 2#gs2Þ1pa2h2 ð3:26Þ
for all x0 satisfying /x0; %Xðy0Þ1x0Spa2h2: Now, (3.20) follows from (3.23) by
choosing #g ¼ g=s2: &
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Lemma 3.3. Under the hypotheses of Proposition 3.1,
P1 ¼ P0;ðx0;0Þ sup
spupt4tx4tZ
jjQðtÞU 1ujjXH1
( )
pexp ðH
2
1  s2M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2FðtÞÞ2
8s2M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2H21CðtÞ
( )
ð3:27Þ
holds uniformly for all x0 such that /x0; %Xðy0Þ1x0Sph2:
Proof. Let t denote the stopping time
t ¼ tx4tZ4inffuX0 : jjQðtÞU 1ujjXH1g; ð3:28Þ
and deﬁne, for a given g1; the stochastic process
Xu ¼ eg1jjQðtÞU 1ujj
2
: ð3:29Þ
ðXuÞu being a positive submartingale, another application of Doob’s submartingale
inequality yields
P1peg1H
2
1E0;ðx0;0ÞfXt4tg: ð3:30Þ
Itoˆ’s formula (together with the fact that ðdWuÞT RT R dWu ¼ TrðRT RÞ du for any
matrix RARnk) shows that Xu obeys the SDE
dXu ¼ 2g1
sﬃﬃ
e
p XuðU 1uÞT QðtÞ2Uðs; uÞF1ðxu; Zu; u; eÞ dWu
þ g1
s2
e
XuTr½RT1 R1 þ 2g1RT2 R2 du; ð3:31Þ
where
R1 ¼ QðtÞUðs; uÞF1ðxu; Zu; u; eÞ;
R2 ¼ ðU 1uÞT QðtÞ2Uðs; uÞF1ðxu; Zu; u; eÞ: ð3:32Þ
The ﬁrst term in the trace can be estimated as
Tr½RT1 R1 ¼ Tr½R1RT1 pM21 ðjjxujj þ jjZujjÞ2 Tr½QðtÞT Uðs; uÞUðs; uÞT QðtÞ
pM21 ðjjxujj þ jjZujjÞ2 Tr½Uðt; uÞT %Xðydett Þ1Uðt; uÞ; ð3:33Þ
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while the second term satisﬁes the bound
Tr½RT2 R2 ¼ jjF1ðxu; Zu; u; eÞT Uðs; uÞT QðtÞ2U 1ujj2
pM21 ðjjxujj þ jjZujjÞ2jjUðs; uÞT QðtÞjj2jjQðtÞU 1ujj2
¼M21 ðjjxujj þ jjZujjÞ2jjUðt; uÞT %Xðydett Þ1Uðt; uÞjjjjQðtÞU 1ujj2: ð3:34Þ
Using the fact that jjxujjp
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h; jjZujjph1 and jjQðtÞU 1ujjpH1 hold for all
0pupt4t; we obtain
E0;ðx0;0ÞfXu4tg
p1þ g1
s2
e
M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2
Z u
0
E0;ðx0;0ÞfXv4tg
 ½Tr½Uðt; vÞT %Xðydett Þ1Uðt; vÞ þ 2g1H21 jjUðt; vÞT %Xðydett Þ1Uðt; vÞjj dv; ð3:35Þ
and Gronwall’s inequality yields
E0;ðx0;0ÞfXt4tgpexpfg1s2M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2½FðtÞ þ 2g1H21CðtÞg: ð3:36Þ
Now, (3.30) implies
P1pexpfg1ðH21  s2M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2FðtÞÞ
þ 2g21s2M21 ð
ﬃﬃﬃﬃﬃﬃ
Kþ
p
h þ h1Þ2H21CðtÞg; ð3:37Þ
and (3.27) follows by optimizing over g1: &
Proposition 3.1 allows to control the ﬁrst-exit time of ðxt; ytÞ from BðhÞ; provided
Zs ¼ ys  ydets remains small. In order to complete the proof of part (a) of Theorem
2.4 we need to control the tails of the distribution of tZ: The following lemma
provides a rough a priori estimate which is sufﬁcient for the time being. We will
provide more precise estimates in the next section.
Recall the notations Vðu; vÞ for the principal solution of ’Z ¼ Bðydetu ; eÞZ; and
wð1ÞðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjVðs; vÞjj
 
du; ð3:38Þ
wð2ÞðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjVðs; vÞjj2
 
du: ð3:39Þ
from Section 2.3.
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Lemma 3.4. There exists a constant cZ40 such that for all choices of t40 and h140
satisfying ydets AD0 for all spt and h1pcZwð1ÞðtÞ1;
sup
x0 : /x0; %Xðy0Þ1x0Sph2
P0;ðx0;0Þ sup
0pupt4tBðhÞ
jjZujjXh1
( )
p2 t
De
l m
em=4 exp
mer2
ðr2 þ eÞwð2ÞðtÞ
 
 exp k0 h
2
1ð1 OðDeÞÞ
s2ðr2 þ eÞwð2ÞðtÞ 1 M
0
0 w
ð1ÞðtÞ h1 1þ Kþh
2
h21
   
; ð3:40Þ
where k040 is a constant depending only on jjFˆ jjN; jjGˆ jjN; jjCjjN and U ; while the
constant M 00 depends only on M; jjCjjN and U : Note that cZ may depend on the
dimensions n and m via M:
In the sequel, we will typically choose h1bs; so that the prefactor becomes
negligible.
Proof of Lemma 3.4. We ﬁrst consider a time interval ½s; t with t  s ¼ De: Let
uA½s; t and recall the deﬁning SDE (3.3) for Zu: Its solution can be split into four
parts, Zu ¼ Z0u þ Z1u þ Z2u þ Z3u; where
Z0u ¼ s0
Z u
0
Vðu; vÞGˆ ðxv; Zv; v; eÞ dWv;
Z1u ¼
sﬃﬃ
e
p
Z u
0
Sðu; vÞFˆ ðxv; Zv; v; eÞ dWv;
Z2u ¼
Z u
0
Vðu; vÞcðxv; Zv; v; eÞ dv;
Z3u ¼
1
e
Z u
0
Sðu; vÞbðxv; Zv; v; eÞ dv; ð3:41Þ
with
Sðu; vÞ ¼
Z u
v
Vðu; wÞCðydetw ; eÞUðw; vÞ dw: ð3:42Þ
Let t ¼ tBðhÞ4tZ: It follows immediately from the deﬁnitions of tBðhÞ; tZ and the
bounds (3.4) that
jjZ2u4tjjpMð1þ OðDeÞÞwð1ÞðtÞðKþh2 þ h21Þ;
jjZ3u4tjjp M 0wð1ÞðtÞðKþh2 þ
ﬃﬃﬃﬃﬃﬃ
Kþ
p
hh1 þ mer2s2Þ ð3:43Þ
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for all uA½s; t: Here M 0 depends only on M; U and jjCjjN: Furthermore, using
similar ideas as in the proof of Lemma 3.3, it is straightforward to establish for all
H0; H140 that
P0;ðx0;0Þ sup
spupt4t
jjZ0ujjXH0
 
p em=4 exp  H
2
0 ð1 OðDeÞÞ
8ðs0Þ2jjGˆ jj2Nwð2ÞðtÞ
( )
;
P0;ðx0;0Þ sup
spupt4t
jjZ1ujjXH1
 
p em=4 exp  H
2
1 ð1 OðDeÞÞ
8s2ecSjjFˆ jj2Nwð2ÞðtÞ
( )
; ð3:44Þ
where cS is a constant depending only on S: Then the local analogue of estimate
(3.40) (without the t-dependent prefactor) is obtained by taking, for instance, H0 ¼
H1 ¼ 12h1  2ðM þ M 0Þwð1ÞðtÞðKþh2 þ h21 þ mer2s2Þ; and using h1pcZwð1ÞðtÞ1; where
we may choose cZp1=ð2M 00Þ:
It remains to extend (3.40) to a general time interval ½0; t for t of order 1: For this
purpose, we choose a partition 0 ¼ u0ou1o?ouK ¼ t of ½0; t; satisfying uk ¼ kDe
for 0pkoK ¼ Jt=ðDeÞn: Applying the local version of (3.40) to each interval
½uk; ukþ1 and using the monotonicity of wð2ÞðuÞ; the claimed estimate follows from
P0;ðx0;0Þ sup
0pupt4tBðhÞ
jjZujjXh1
( )
p
XK1
k¼0
P0;ðx0;0Þ sup
ukpupukþ14tBðhÞ
jjZujjXh1
( )
: & ð3:45Þ
We will now show that Proposition 3.1 and Lemma 3.4 together are sufﬁcient to
prove parts (a) and (b) of Theorem 2.4 on a timescale of order 1: We continue to
assume that y0AD0 but we will no longer assume that ydetu AD0 automatically holds
for all upt: Instead, we will employ Lemma 3.4 to compare yuAD0 and ydetu ; taking
advantage of the fact that on timescales of order 1; Zt is likely to remain small. Note
that if the uniform-hyperbolicity Assumption 2.2 holds for D0; then there exists a
d40 of order 1 such that the d-neighbourhood Dþ0 ðdÞ also satisﬁes this assumption.
We introduce the ﬁrst-exit time tdetD0 of the deterministic process y
det
u from D
þ
0 ðdÞ as
tdetD0 ¼ inffuX0 : ydetu eDþ0 ðdÞg ð3:46Þ
and remark in passing that tBðhÞ4tZptdetD0 holds whenever h1pd:
Corollary 3.5. Fix a time t40 and h40 in such a way that hpc1wð1Þðt4tdetD0 Þ1 for a
sufficiently small constant c140 and wð2Þðt4tdetD0 Þpðr2 þ eÞ
1: Then for any aA½0; 1Þ;
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any gAð0; 1=2Þ and any sufficiently small D;
Cn;mðt; eÞek
ð0Þh2=s2pP0;ðx0;0ÞftBðhÞotgpCþn;m;gðt; eÞek
þðaÞh2=s2 ð3:47Þ
holds uniformly for all x0 satisfying /x0; %Xðy0Þ1x0Spa2h2: Here
kþðaÞ ¼ g½1 a2  OðDÞ  Oðmer2Þ  Oðð1þ wð1Þðt4tdetD0 ÞÞhÞ; ð3:48Þ
kð0 Þ ¼ 1
2
½1þ OðhÞ þ OðeK0t=eÞ; ð3:49Þ
Cþn;m;gðt; eÞ ¼
t
De
l m 1
ð1 2gÞn=2
þ ðen=4 þ 2em=4Þekþð0Þh2=s2
" #
; ð3:50Þ
Cn;mðt; eÞ ¼
ﬃﬃﬃ
2
p
r
h
s
41
 !
eOðmer
2Þ
 en=4 þ 4 t
De
l m
em=4
 
e
 h
2
2s2½1Oðe
K0 t=eÞOðmer2ÞOðð1þwð1Þðt4tdet
D0
ÞÞhÞ
: ð3:51Þ
Proof. We ﬁrst establish the upper bound. Fix an initial condition ðx0; 0Þ satisfying
/x0; %Xðy0Þ1x0Spa2h2; and observe that
P0;ðx0;0ÞftBðhÞotgpP0;ðx0;0ÞftBðhÞot4tZg þ P0;ðx0;0ÞftZot4tBðhÞg
¼P0;ðx0;0ÞftBðhÞot4tdetD04tZg þ P0;ðx0;0ÞftZot4tdetD04tBðhÞg: ð3:52Þ
To estimate the ﬁrst term on the right-hand side, we again introduce a partition
0 ¼ u0ou1o?ouK ¼ t of the time interval ½0; t; deﬁned by uk ¼ kDe for
0pkoK ¼ Jt=ðDeÞn: Thus we obtain
P0;ðx0;0ÞftBðhÞot4tdetD04tZgp
XK
k¼1
P0;ðx0;0Þfuk1ptBðhÞouk4tdetD04tZg: ð3:53Þ
Before we estimate the summands on the right-hand side of (3.53), note that by the
boundedness assumption on jj %XðyÞjj and jj %X1ðyÞjj; we have %XðyuÞ1 ¼ %Xðydetu Þ1 þ
Oðh1Þ for uptdetD04tZ: Thus the bound obtained in Proposition 3.1 can also be
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applied to estimate ﬁrst-exit times from BðhÞ itself:
P0;ðx0;0Þfuk1ptBðhÞouk4tdetD04tZg
pP0;ðx0;0Þ sup
uk1puouk4tdetD04tZ
/xu; %Xðydetu Þ1xuSXh2ð1 Oðh1ÞÞ
8<
:
9=
;; ð3:54Þ
while the second term on the right-hand side of (3.52) can be estimated directly by
Lemma 3.4. Choosing
m2 ¼ 8M21 ½
ﬃﬃﬃﬃﬃﬃ
Kþ
p
þ h1=ðhð1 Oðh1ÞÞÞ2Cðt4tdetD0 Þ=½1 Oðh1Þ  M0D ð3:55Þ
and h1 ¼ h= ﬃﬃﬃﬃﬃk0p in the resulting expression, we see that the Gaussian part of xt gives
the major contribution to the probability. Thus, we obtain that the probability in
(3.52) is bounded by
t
De
l m emer2
ð1 2gÞn=2
exp gh
2
s2
½1 a2  OðDÞ  OðhÞ
 
þ en=4eh2=s2
"
þ2em=4 exp h
2ð1 Oðwð1Þðt4tdetD0 ÞhÞ  OðDeÞ  Oðmer2ÞÞ
s2ðr2 þ eÞwð2Þðt4tdetD0 Þ
( )#
; ð3:56Þ
where we have used the fact that FðtÞpnCðtÞ; while CðtÞ and YðtÞ are at most of
order 1. The prefactor emer
2
can be absorbed into the error term Oðmer2Þ in the
exponent. This completes the proof of the upper bound in (3.47).
The lower bound is a consequence of the fact that the Gaussian part of xt gives the
major contribution to the probability in (3.47). To check this, we split the probability
as follows:
P0;ðx0;0ÞftBðhÞotg
XP0;ðx0;0Þf*txot; tZXtg þ P0;ðx0;0ÞftBðhÞot; tZotg
¼ P0;ðx0;0Þf*txot4tZg  P0;ðx0;0Þf*txotZotg þ P0;ðx0;0ÞftBðhÞot; tZotg
XP0;ðx0;0Þf*txot4tZg  P0;ðx0;0ÞftZot4tBðhÞg; ð3:57Þ
where
*tx ¼ inffuX0 : /xu; %Xðydetu Þ1xuSXh2ð1þ Oðh1ÞÞg; ð3:58Þ
and the Oðh1Þ-term stems from estimating %XðyuÞ1 by %Xðydetu Þ1 as in (3.54). The ﬁrst
term on the last line of (3.57) can be estimated as in the proof of Proposition 3.1:
A lower bound is obtained trivially by considering the endpoint instead of the
whole path, and instead of applying Lemma 3.2, the Gaussian contribution can
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be estimated below by a straightforward calculation. The non-Gaussian parts
are estimated above as before and are of smaller order. Finally, we need an
upper bound for the probability that tZot4tBðhÞ; which can be obtained
from Lemma 3.4. &
3.2. Longer timescales
Corollary 3.5 describes the dynamics on a timescale of order 1; or even on a
slightly longer timescale if wð1ÞðtÞ; wð2ÞðtÞ do not grow too fast. It may happen,
however, that ydett remains in D0 for all positive times (e.g. when D0 is positively
invariant under the reduced deterministic ﬂow). In such a case, one would expect the
vast majority of paths to remain concentrated in BðhÞ for a rather long period of
time.
The approach used in Section 3.1 fails to control the dynamics on timescales on
which wðiÞðtÞb1; because it uses in an essential way the fact that Zt ¼ yt  ydett
remains small. Our strategy in order to describe the paths on longer timescales is to
compare them to different deterministic solutions on time intervals ½0; T ; ½T ; 2T ;
y, where T is a possibly large constant such that Corollary 3.5 holds on time
intervals of length T ; provided yt remains in D0: Essential ingredients for this
approach are the Markov property and the following technical lemma, which is
based on integration by parts.
Lemma 3.6. Fix constants s1ps2 in ½0;N; and assume we are given two continuously
differentiable functions
* j : ½0;NÞ-½0;NÞ; which is monotonously increasing and satisfies jðs2Þ ¼ 1;
* j0 : ½0;NÞ-R which satisfies j0ðsÞp0 for all sps1:
Let XX0 be a random variable such that PfXosgXj0ðsÞ for all sX0: Then we have,
for all tX0;
Ef1½0;tÞðX Þ #jðXÞgp #jðtÞPfXotg 
Z s24t
s14t
j0ðsÞj0ðsÞ ds; ð3:59Þ
where #jðsÞ ¼ jðsÞ41:
We omit the proof of this result, which is rather standard. See, for instance, [7,
Lemma A.1] for a very similar result.
When applying the preceding lemma, we will also need an estimate on the
probability that /xT ; %XðyTÞ1xTS exceeds h2: Corollary 3.5 provides, of course,
such an estimate, but since it applies to the whole path, it does not give optimal
bounds for the endpoint. An improved bound is given by the following lemma.
Recall the deﬁnition of the ﬁrst-exit time tD0 of yt from D0 from (2.26).
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Lemma 3.7. If T and h satisfy hpc1wð1ÞðT4tdetD0 Þ1 and wð2ÞðT4tdetD0 Þpðr2 þ eÞ1; we
have, for every gAð0; 1=2Þ;
sup
x0 : /x0; %Xðy0Þ1x0Sph2
P0;ðx0;0Þf/xT ; %XðyT Þ1xTSXh2; tD0XTg
pCˆ n;m;gðT ; eÞek0h2=s2 ; ð3:60Þ
where
k0 ¼ g½1 OðDÞ  OðhÞ  Oðe2K0T=e=ð1 2gÞÞ; ð3:61Þ
Cˆ n;m;gðT ; eÞ ¼ e
mer2
ð1 2gÞn=2
þ 4Cþn;m;gðT ; eÞe2k
þð0Þh2=s2 : ð3:62Þ
Proof. We decompose xt as xt ¼ x0t þ x1t þ x2t ; where
x0t ¼ UðtÞx0 þ
sﬃﬃ
e
p
Z t
0
Uðt; uÞF0ðydetu ; eÞ dWu;
x1t ¼
sﬃﬃ
e
p
Z t
0
Uðt; uÞF1ðxu; Zu; u; eÞ dWu;
x2t ¼
1
e
Z t
0
Uðt; uÞbðxu; Zu; u; eÞ du; ð3:63Þ
and introduce the notations *tx and *tZ for the stopping times which are deﬁned like tx
and tZ in (3.9) and (3.6), but with h and h1 replaced by 2h and 2h1; respectively. The
probability in (3.60) is bounded by
P0;ðx0;0Þf/xT ; %XðydetT Þ1xTSXh2ð1 Oðh1ÞÞ; *tZ4Tg þ P0;ðx0;0Þf*tZpTg: ð3:64Þ
Let H2 ¼ h2ð1 Oðh1ÞÞ: As in the proof of Proposition 3.1, the ﬁrst term can be
further decomposed as
P0;ðx0;0Þf/xT ; %XðydetT Þ1xTSXH2; *tZ4Tg
pP0;ðx0;0Þfjj %XðydetT Þ1=2x0T jjXH0g þ P0;ðx0;0Þf*tZ4T ; *txpTg
þ P0;ðx0;0Þfjj %XðydetT Þ1=2x1T jjXH1; *tZ4T ; *tx4Tg
þ P0;ðx0;0Þfjj %XðydetT Þ1=2x2T jjXH2; *tZ4T ; *tx4Tg; ð3:65Þ
where we choose H1; H2 twice as large as in the proof of Proposition 3.1, while
H0 ¼ H  H1  H2:
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The ﬁrst term on the right-hand side can be estimated as in Lemma 3.2, with the
difference that, the expectation of x0T being exponentially small in T=e; it leads only
to a correction of order e2K0T=e=ð1 2gÞ in the exponent. The second and the third
term can be estimated by Corollary 3.5 and Lemma 3.3, the only difference lying in a
larger absolute value of the exponent, because we enlarged h and h1: The last
term vanishes by our choice of H2: Finally, the second term in (3.64) can
be estimated by splitting according to the value of tBð2hÞ and applying Lemma 3.4
and Corollary 3.5. &
We are now ready to establish an improved estimate on the distribution of tBðhÞ:
As we will restart the process ydett whenever t is a multiple of T ; we need the
assumptions made in the previous section to hold uniformly in the initial condition
y0AD0: Therefore we will introduce replacements for some of the notations
introduced before. Note that wð1ÞðtÞ ¼ wð1Þy0 ðtÞ and wð2ÞðtÞ ¼ wð2Þy0 ðtÞ depend on y0 via
the principal solution V : Also tdetD0 ¼ tdetD0 ðy0Þ naturally depends on y0: We deﬁne
#wð1ÞðtÞ ¼ sup
y0AD0
wð1Þy0 ðt4tdetD0 ðy0ÞÞ; ð3:66Þ
#wð2ÞðtÞ ¼ sup
y0AD0
wð2Þy0 ðt4tdetD0 ðy0ÞÞ: ð3:67Þ
In the same spirit, the wðiÞðTÞ-dependent OðÞ-terms in the deﬁnitions of kþðaÞ; k0
and the prefactors like Cþn;m;gðT ; eÞ are modiﬁed.
We ﬁx a time T of order 1 satisfying #wð2ÞðTÞpðr2 þ eÞ1: T is chosen in such a way
that whenever hpc1 #wð1ÞðTÞ1; Corollary 3.5 (and Lemma 3.7) apply. Note that
larger T would be possible unless r is of order 1; but for larger T the constraint on h
becomes more restrictive which is not desirable. Having chosen T ; we deﬁne the
probabilities
PkðhÞ ¼ P0;ð0;0ÞftBðhÞokT4tD0g; ð3:68Þ
QkðhÞ ¼ P0;ð0;0Þf/xkT ; %XðykT Þ1xkTSXh2; tD0XkTg: ð3:69Þ
Corollary 3.5 provides a bound for P1ðhÞ; and Lemma 3.7 provides a bound for
Q1ðhÞ: Subsequent bounds are computed by induction, and the following
proposition describes one induction step.
Proposition 3.8. Let #kpkþð0Þ4k0: Assume that for some kAN;
PkðhÞpDke #kh2=s2 ; ð3:70Þ
QkðhÞpDˆke #kh2=s2 : ð3:71Þ
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Then the same bounds hold for k replaced by k þ 1; provided
Dkþ1XDk þ Cþn;m;gðT ; eÞDˆk
g
g #k e
ðg #kÞh2=s2 ; ð3:72Þ
Dˆkþ1XDˆk þ Cˆ n;m;gðT ; eÞ: ð3:73Þ
Remark 3.9. Below we will optimize with respect to #k; but note that in the case
kþð0Þ ¼ k0 ¼ g; we may either choose #kokþð0Þ4k0; or we may replace (3.72) by
Dkþ1XDk þ Cþn;m;gðT ; eÞDˆk 1þ log
Cþn;m;gðT ; eÞ
Dˆk
egh
2=s2
  
: ð3:74Þ
Proof of Proposition 3.8. We start by establishing (3.73). The Markov property
allows for the decomposition
Qkþ1ðhÞpP0;ð0;0ÞftBðhÞokT ; tD0XkTg þ E0;ð0;0Þf1ftBðhÞXkTg
 PkT ;ðxkT ;0Þf/xðkþ1ÞT ; %Xðyðkþ1ÞTÞ1xðkþ1ÞTSXh2; tD0Xðk þ 1ÞTgg
pQkðhÞ þ Cˆ n;m;gðT ; eÞe #kh2=s2 ; ð3:75Þ
where the initial condition ðxkT ; 0Þ indicates that at time kT ; we also restart the
process of the deterministic slow variables ydett in the point ykTAD0: In the second
line, we used Lemma 3.7. This shows (3.73).
As for (3.72), we again start from a decomposition, similar to (3.75):
Pkþ1ðhÞ ¼P0;ð0;0ÞftBðhÞokT4tD0g
þ E0;ð0;0Þf1ftBðhÞXkTgPkT ;ðxkT ;0ÞftBðhÞoðk þ 1ÞT4tD0gg: ð3:76Þ
Corollary 3.5 allows us to estimate
Pkþ1ðhÞ
pPkðhÞ þ E0;ð0;0Þf1f/xkT ; %XðykT Þ1xkTSph2g½jð/xkT ; %XðykT Þ
1xkTSÞ41jtD0XkTg
 P0;ð0;0ÞftD0XkTg ð3:77Þ
with
jðsÞ ¼ Cþn;m;gðT ; eÞeðg #kÞh
2=s2egðh
2sÞ=s2 : ð3:78Þ
Eq. (3.71) shows that
P0;ð0;0Þf/xkT ; %XðykTÞ1xkTSosjtD0XkTgXjkðsÞ; ð3:79Þ
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where
jkðsÞ :¼ ð1 Dˆke #ks=s
2Þ=P0;ð0;0ÞftD0XkTg: ð3:80Þ
The functions j and jk fulﬁl the assumptions of Lemma 3.6 with
egs2=s
2 ¼ Cþn;m;gðT ; eÞ1e #kh
2=s2 and e #ks1=s
2 ¼ Dˆk: ð3:81Þ
For h2ps1; (3.70) becomes trivial, while for h24s1; Lemma 3.6 shows
Pkþ1ðhÞpPkðhÞ  jðh24s2Þ½1 P0;ð0;0Þf/xkT ; %XðykT Þ1xkTSoh2; tD0XkTg
þ jðs1Þ þ
Z s24h2
s1
j0ðsÞDˆke #ks=s2 ds
pPkðhÞ þ Cþn;m;gðT ; eÞDˆk
g
g #k e
ðg #kÞh2=s2e #kh
2=s2 : ð3:82Þ
Now, (3.72) is immediate. &
Repeated application of the previous result ﬁnally leads to the following estimate.
Corollary 3.10. Assume that y0AD0; x0 ¼ %xðy0; eÞ: Then, for every t40; we have
P0;ðx0;y0ÞftBðhÞot4tD0g
pCþn;m;gðT ; eÞ 1þ Cˆn;m;gðT ; eÞ
1
2
þ t
T
 2 g
2ðg #kÞ
" #
eð2 #kgÞh
2=s2 : ð3:83Þ
In addition, the distribution of the endpoint xt satisfies
P0;ðx0;y0Þf/xt; %XðytÞ1xtSXh2; tD0XtgpCˆn;m;gðT ; eÞ
t
T
l m
e #kh
2=s2 : ð3:84Þ
Proof. We already know bounds (3.70) and (3.71) to hold for k ¼ 1; with D1 ¼
Cþn;m;gðT ; eÞ and Dˆ1 ¼ Cˆn;m;gðT ; eÞ: Now the inductive relations (3.72) and (3.73) are
seen to be satisﬁed by
Dˆk ¼ kCˆn;m;gðT ; eÞ;
Dk ¼Cþn;m;gðT ; eÞ 1þ Cˆn;m;gðT ; eÞ
g
g #k e
ðg #kÞh2=s2 Xk1
j¼1
j
" #
: ð3:85Þ
The conclusion follows by taking k ¼ Jt=Tn and bounding the sum by
1
2
ðt=TÞðt=T þ 1Þp1
2
ðt=T þ 1=2Þ2: &
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To complete the proof of part (a) of Theorem 2.4, we ﬁrst optimize our
choice of #k; taking into account the constraint #kpkþð0Þ4k0: By doing so, we ﬁnd
that
g
2ðg #kÞ e
ð2 #kgÞh2=s2p2h
2
s2
ekh
2=s2 ; ð3:86Þ
where we have set
k ¼ g½1 OðhÞ  OðDÞ  Oðmer2Þ  Oðeconst=e=ð1 2gÞÞ: ð3:87Þ
Simplifying the prefactor in (3.83) ﬁnally yields the upper bound
P0;ðx0;y0ÞftBðhÞot4tD0g
pconst ð1þ tÞ
2
De
1
ð1 2gÞn þ e
n=4 þ em=4
 
1þ h
2
s2
 
ekh
2=s2 : ð3:88Þ
Note that the lower bound in part (b) of Theorem 2.4 is a direct con-
sequence of the lower bound in Corollary 3.5, so that only part (c) remains to be
proved.
3.3. Approaching the adiabatic manifold
The following result gives a rather rough description of the behaviour of paths
starting at a (sufﬁciently small) distance of order 1 from the adiabatic manifold. It is,
however, sufﬁcient to show that with large probability, these paths will reach the set
BðhÞ; for some h4s; in a time of order ejlog hj:
Proposition 3.11. Let t satisfy the hypotheses of Corollary 3.5. Then there exist
constants h0; d0; c0 and K0 such that, for hph0; dpd0; gAð0; 1=2Þ and D40
sufficiently small,
sup
x0 : /x0; %Xðy0Þ1x0Spd2
P0;ðx0;0Þ sup
0pspt4tD0
/xs; %XðysÞ1xsS
ðh þ c0deK0s=eÞ2
X1
( )
p t
De
l m 1
ð1 2gÞn=2
þ ðen=4 þ 2em=4Þekh2=s2
" #
ekh
2=s2 ; ð3:89Þ
where k ¼ g½1 OðhÞ  OðDÞ  Oðmer2Þ  OðdÞ:
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Proof. We start again by considering an interval ½s; t with t  s ¼ De: Let ydet0 ¼
y0AD0: Then
P ¼P0;ðx0;0Þ sup
spupt4tD04tZ
/xu; %XðyuÞ1xuS
ðh þ c0deK0u=eÞ2
X1
( )
pP0;ðx0;0Þ sup
spupt4t
/xu; %Xðydetu Þ1xuSXH2
 
; ð3:90Þ
where t is a stopping time deﬁned by
t ¼ tD04tZ4inffuX0 : /xu; %Xðydetu Þ1xuSXðh þ c0deK0u=eÞ2ð1 OðDÞÞg; ð3:91Þ
and H2 is a shorthand for H2 ¼ H2t ¼ ðh þ c0deK0t=eÞ2ð1 OðDÞÞ:
The probability on the right-hand side of (3.90) can be bounded, as in Proposition
3.1, by the sum P0 þ P1 þ P2; deﬁned in (3.17), provided H0 þ H1 þ H2 ¼ H: Since
jjUðsÞjj decreases like eK0s=e ¼ eK0DeK0t=e; we have
P0p
1
ð1 2gÞn=2
exp gH
2
0  const d2e2K0De2K0t=e
s2
 
: ð3:92Þ
Following the proof of Lemma 3.3, and taking into account the new deﬁnition of t;
we further obtain that
P1pen=4 exp H
2
1
s2
1
M21 const ½ðh þ h1Þ2CðtÞ þ c20d2ðt=eÞe2K0t=e
( )
: ð3:93Þ
As for P2; it can be estimated trivially, provided
H2Xconst
M
K0
ðh2 þ hh1 þ mer2s2ÞYðtÞ þ c20d2eK0DeK0t=e
h i
: ð3:94Þ
Choosing H1 in such a way that the exponent in (3.93) equals H
2=s2; we obtain
Pp 1
ð1 2gÞn=2
þ en=4eH2=ð2s2Þ
 !
 exp gH
2
s2
½1 OðDÞ  Oðmer2Þ  Oðh þ h1 þ c0dÞ
 
; ð3:95Þ
where we choose h1 proportional to h þ c0deK0DeK0t=e: The remainder of the proof is
similar to the proofs of Lemma 3.4 and Corollary 3.5. &
The preceding lemma shows that after a time t1 of order ejlog hj; the paths are
likely to have reached BðhÞ: As in Lemma 3.7, an improved bound for the
distribution of the endpoint xt can be obtained. Repeating the arguments leading to
N. Berglund, B. Gentz / J. Differential Equations 191 (2003) 1–5442
part (a) of Theorem 2.4, namely using Lemma 3.6 on integration by parts and
mimicking the proof of Corollary 3.10, one can show that after any time t2Xt1; the
probability of leaving BðhÞ behaves as if the process had started on the adiabatic
manifold, i.e.,
P0;ðx0;0Þ sup
t2pspt4tD0
/xs; %XðysÞ1xsSXh2
( )
pCþn;m;g;Dðt; eÞ 1þ
h2
s2
 
ek
þh2=s2 ; ð3:96Þ
uniformly for all x0 such that /x0; %Xðy0Þ1x0Spd2: Here Cþn;m;g;Dðt; eÞ is the same
prefactor as in Theorem 2.4, cf. (2.29), and
kþ ¼ g½1 OðhÞ  OðDÞ  Oðmer2Þ  Oðdeconstðt241Þ=e=ð1 2gÞÞ: ð3:97Þ
This completes our discussion of general initial conditions and, in particular, the
proof of Theorem 2.4.
4. Proofs—dynamics of ft
In this section, we consider again the SDE
dxt ¼ 1e f ðxt; yt; eÞ dt þ
sﬃﬃ
e
p Fðxt; yt; eÞ dWt;
dyt ¼ gðxt; yt; eÞ dt þ s0Gðxt; yt; eÞ dWt ð4:1Þ
under Assumption 2.2, that is, when starting near a uniformly asymptotically stable
manifold. We denote by ðxdett ; ydett Þ; with xdett ¼ %xðydett ; eÞ; the deterministic solution
starting in ydet0 ¼ y0AD0: The system can be rewritten in the form (3.3), or, in
compact notation, as
dzt ¼ ½Aðydett ; eÞzt þBðzt; t; eÞ dt þ s½F0ðydett ; eÞ þF1ðzt; t; eÞ dWt; ð4:2Þ
where zT ¼ ðxT ; ZT Þ; A andF0 have been deﬁned in (2.39), and the components of
BT ¼ ðe1bT ; cTÞ and FT1 ¼ ðe1=2FT1 ; rGT1 Þ satisfy bounds (3.4).
The solution of (4.2) with initial condition zT0 ¼ ðxT0 ; 0Þ can be written in the form
zt ¼UðtÞz0 þ s
Z t
0
Uðt; sÞF0ðydets ; eÞ dWs
þ
Z t
0
Uðt; sÞBðzs; s; eÞ ds þ s
Z t
0
Uðt; sÞF1ðzs; s; eÞ dWs: ð4:3Þ
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The components of the principal solution Uðt; sÞ satisfy the bounds
jjUðt; sÞjjp const eK0ðtsÞ=e;
jjSðt; sÞjjp constjjCjjN
e
K0
ð1 eK0ðtsÞ=eÞ sup
spupt
jjVðt; uÞjj: ð4:4Þ
We want to estimate the ﬁrst-exit time
tz ¼ inffuX0 : /zu; %ZðuÞ1zuSXh2g; ð4:5Þ
with %ZðuÞ deﬁned in (2.49). The inverse of %ZðuÞ is given by
%Z1 ¼ ð
%X  %ZY1 %ZTÞ1  %X1 %ZðY  %ZT %X1 %ZÞ1
Y1 %ZT ð %X  %ZY1 %ZTÞ1 ðY  %ZT %X1 %ZÞ1
 !
: ð4:6Þ
Since we assume jj %XjjN and jj %X1jjN to be bounded, jj %ZjjN ¼ Oð
ﬃﬃ
e
p
rþ eÞ and
jjY1jj½0;t ¼ Oð1=ðr2 þ eÞÞ; we have
%Z1 ¼ Oð1Þ Oð1Þ
Oð1Þ Oð1=ðr2 þ eÞÞ
 !
: ð4:7Þ
As in Section 3, we start by examining the dynamics of zu on an interval ½s; t with
D ¼ ðt  sÞ=e ¼ oeð1Þ:
The following functions will play a similar roˆle as the functions F and C;
introduced in (3.5), played in Section 3:
#FðtÞ ¼
Z t
0
Tr½JðvÞTUðt; vÞT %ZðtÞ1Uðt; vÞJðvÞ dv;
#CðtÞ ¼
Z t
0
jjJðvÞTUðt; vÞT %ZðtÞ1Uðt; vÞJðvÞjj dv; ð4:8Þ
where
JðvÞ ¼ 1ﬃﬃﬃ
2
p
M1hjj %Zjj1=2N
F1ðzv; v; eÞ ¼
Oð 1ﬃep Þ
OðrÞ
 !
ð4:9Þ
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for vptz: Using representations (2.41) of U and (4.6) of %Z1 and expanding the
matrix product, one obtains the relations
#FðtÞpFðtÞ þ r2
Z t
0
Tr½Vðt; vÞT Y ðtÞ1Vðt; vÞ dv
þ Oððn þ mÞð1þ wð1ÞðtÞ þ wð2ÞðtÞÞÞ;
#CðtÞpCðtÞ þ r2
Z t
0
jjVðt; vÞT YðtÞ1Vðt; vÞjj dv
þ Oð1þ wð1ÞðtÞ þ wð2ÞðtÞÞ; ð4:10Þ
valid for all tptz: Now we are ready to establish the following analogue of
Proposition 3.1.
Proposition 4.1. Fix an initial condition ðx0; y0Þ with y0AD0 and x0 ¼ %xðy0; eÞ; and let
t be such that ydetu AD0 for all upt: Then, for all aA½0; 1; all gAð0; 1=2Þ and all m40;
sup
z0¼ðx0;0Þ : /x0; %Xðy0Þ1x0Spa2h2
P0;z0 sup
spupt4tD0
/zu; %ZðuÞ1zuSXh2
( )
p e
Oðmer2Þ
ð1 2gÞðnþmÞ=2
 exp gh
2
s2
½1 a2  OðDþ eþ mh þ hjj %Zjj½0;tð1þ jjY1jj1=2½0;twð1ÞðtÞÞÞ
 
þ e #FðtÞ=4 #CðtÞ exp h
2
s2
m2ð1 OðDÞÞ
16M21 jj %Zjj½0;t #CðtÞ
( )
ð4:11Þ
holds whenever
ﬃﬃﬃﬃﬃﬃﬃﬃ
ms2
p
pho1=m:
Proof. Writing zu ¼ Uðu; sÞU u; we have
P0;z0 sup
spupt4tD0
/zu; %ZðuÞ1zuSXh2
( )
¼ P0;z0 sup
spupt4tD04tz
jjQðuÞU ujjXh
( )
; ð4:12Þ
where QðuÞ is the symmetric matrix deﬁned by
QðuÞ2 ¼ Uðu; sÞT %ZðuÞ1Uðu; sÞ: ð4:13Þ
As in the proof of Proposition 3.1, we want to eliminate the u-dependence of Q in
(4.12). It turns out that the relation jjQðuÞQðtÞ1jj ¼ 1þ OðDÞ still holds in the
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present situation, although the proof is less straightforward than before. We
establish this result in Lemma 4.2.
Splitting U u into the sum U u ¼ U 0u þ U 1u þ U 2u; where the U iu are deﬁned in a way
analogous to (3.16), we can estimate the probability in (4.12) by the sum P0 þ P1 þ
P2; where
P0 ¼P0;z0 sup
spupt4tD0
jjQðtÞU 0ujjXH0
( )
;
P1 ¼ P0;z0 sup
spupt4tD04tz
jjQðtÞU 1ujjXH1
( )
;
P2 ¼ P0;z0 sup
spupt4tD04tz
jjQðtÞU 2ujjXH2
( )
; ð4:14Þ
and H0 þ H1 þ H2 ¼ hð1 OðDÞÞ: Following the proof of Lemma 3.2, it is
straightforward to show that
P0p
1
ð1 2gÞðnþmÞ=2
exp  g
s2
ðH20  a2h2Þð1 OðeÞÞ
n o
; ð4:15Þ
the sole difference being the factor OðeÞ in the exponent which stems from the fact
that /z0; %Zð0Þ1z0S ¼ /x0; %Xð0Þ1x0Sð1þ OðeÞÞ: Furthermore, similar arguments
as in the proof of Lemma 3.3 lead to the bound
P1pexp 
ðH21  2s2M21h2jj %Zjj½0;t #FðtÞÞ2
16s2M21h
2H21 jj %Zjj½0;t #CðtÞ
( )
: ð4:16Þ
Finally, the estimate
jjQðtÞU 2u4tz jj
2
p
Z u4tz
0
Z u4tz
0
jjBðzv; v; eÞTUðt; vÞT %ZðtÞ1Uðt; wÞBðzw; w; eÞjj dv dw
pconst½h4jj %Zjj2½0;tð1þ jjY1jj½0;twð1ÞðuÞ2Þ þ ðmer2s2Þ2ð1þ wð1ÞðuÞÞ; ð4:17Þ
which holds whenever hX
ﬃﬃﬃﬃﬃﬃﬃﬃ
ms2
p
; shows that P2 ¼ 0 for
H2XOðh2jj %Zjj½0;tð1þ jjY1jj1=2½0;twð1ÞðtÞÞ þ mer2s2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ wð1ÞðtÞ
q
Þ: ð4:18Þ
Hence (4.11) follows by taking H1 ¼ mh2ð1 OðDÞÞ: &
In the proof of Proposition 4.1, we have used the following estimate.
N. Berglund, B. Gentz / J. Differential Equations 191 (2003) 1–5446
Lemma 4.2. For D ¼ ðt  sÞ=e sufficiently small,
sup
spupt
jjQðuÞQðtÞ1jj ¼ 1þ OðDÞ: ð4:19Þ
Proof. Using the fact that QðvÞ2 satisﬁes the ODE
d
dv
QðvÞ2 ¼ Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞTUðs; vÞT ; ð4:20Þ
we obtain the relation
QðuÞ2QðtÞ2 ¼ 1þ QðuÞ2
Z t
u
Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞTUðs; vÞT dv: ð4:21Þ
The deﬁnition of F0 and bound (4.4) on jjSjj allow us to write
Uðs; vÞF0ðydetv ; eÞF0ðydetv ; eÞTUðs; vÞT ¼
Oð1=eÞ OðDþ r= ﬃﬃep Þ
OðDþ r= ﬃﬃep Þ OðD2eþ r2Þ
 !
: ð4:22Þ
Using estimate (4.7) for %Z1 and the fact that we integrate over an interval of length
De; it follows that
QðuÞ2QðtÞ2  1 ¼ D Oð1Þ OðDeþ r
ﬃﬃ
e
p Þ
Oð1Þ Oðeþ r ﬃﬃep Þ
 !
; ð4:23Þ
which implies (4.19). &
Now, Theorem 2.6 follows from Proposition 4.1, by taking a regular partition of
½0; t with spacing De and m ¼ 4M1jj %Zjj1=2½0;t #CðtÞ1=2: We use in particular the fact that
#CðtÞ ¼ Oð1þ wð1ÞðtÞ þ wð2ÞðtÞÞ; and that the right-hand side of (2.51) exceeds 1 for
ho
ﬃﬃﬃﬃﬃﬃﬃﬃ
ms2
p
:
5. Proofs—bifurcations
We consider in this section the behaviour of the SDE (2.1) near a bifurcation
point. The system can be written in the form
dxt ¼
1
e
fˆ ðxt ; zt; yt; t; eÞ dt þ
sﬃﬃ
e
p Fˆ ðxt ; zt; yt; eÞ dWt;
dzt ¼ 1e fˆ
0ðxt ; zt; yt; eÞ dt þ
sﬃﬃ
e
p Fˆ 0ðxt ; zt; yt; eÞ dWt;
dyt ¼ #gðxt ; zt; yt; eÞ dt þ s0Gˆ ðxt ; zt; yt; eÞ dWt; ð5:1Þ
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cf. (2.65) and (2.66). We consider the dynamics as long as ðzt; ytÞ evolves
in a neighbourhood N of the bifurcation point, which is sufﬁciently small for
the adiabatic manifold to be uniformly asymptotically stable, that is, all the
eigenvalues of @xfˆ
ð0; z; y; eÞ have negative real parts, uniformly bounded away from
zero.
5.1. Exit from BðhÞ
Let hZ; hzX0: In addition to the stopping time
tZ ¼ inffs40 : jjZsjjXhZg; ð5:2Þ
cf. (3.6), we introduce the corresponding stopping time for zs  zdets ; namely,
tz ¼ inffs40:jjzs  zdets jjXhzg: ð5:3Þ
The following result is obtained using almost the same line of thought as in
Section 3.1.
Proposition 5.1. Let t be of order 1 at most. Then, for all initial conditions x0 such that
/x0 ; %X
ðy0; z0Þ1x0 Spa2h2 with an aAð0; 1; all gAð0; 1=2Þ; and all sufficiently small
D40;
P0;ðx

0 ;z0;y0Þ sup
0pspt4tN4tZ4tz
/xs ; %X
ðys; zsÞ1xs SXh2
( )
p t
De
l m eOððmþqÞ3=2sÞ
ð1 2gÞðnqÞ=2
exp gh
2
s2
½1 a2  OðDþ ð1þ mÞh þ hZ þ hzÞ
 
þ t
De
l m
eðnqÞ=4 exp h
2
s2
m2ð1 OðDÞÞ
Oðð1þ ðhZ þ hzÞ=hÞ2Þ
( )
: ð5:4Þ
Proof. The proof is similar to the proof of Corollary 3.5, the main difference being
the need for the additional stopping time tz: Note that this results in error terms
depending on hZ þ hz instead of hZ only. For h2Xðm þ qÞs2; the term s2r ¼
Oððm þ qÞs2Þ yields an error term of order h in the exponent, while for h2o
ðm þ qÞs2; it produces the prefactor eOððmþqÞ3=2sÞ: &
Next, we need to control the stopping times tZ and tz: Lemma 3.4 holds with
minor changes, incorporating the zt-dependent terms. We ﬁnd that
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Lemma 5.2. Let x0 satisfy /x

0 ; %X
ðy0; z0Þ1x0 Sph2: Then
P0;ðx0;0Þ sup
0pupt4tBðhÞ4tz
jjZujjXhZ
( )
p2 t
De
l m
em=4exp k0
h2Zð1 OðDeÞÞ
s2ðr2 þ eÞwð2ÞðtÞ
(
 1 O wð1ÞðtÞ hZ 1þ h
2
h2Z
þ h
2
z
h2Z
þ ðm þ qÞ s
2
h2Z
 ! !" #)
: ð5:5Þ
The contribution of s2=h2Z to the error term might be puzzling at ﬁrst glance, but
we will apply the preceding lemma for hZ chosen proportional to hbs; so that s2=h2Z
will actually be negligible.
The next result allows to control the stopping time tz: Let U0ðt; sÞ denote the
principal solution of e’z ¼ A0ðzdett ; ydett ; eÞz; where A0ðz; y; eÞ ¼ @zf 0ðz; y; eÞ; and deﬁne
wð1Þz ðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjU0ðs; vÞjj
 
du; ð5:6Þ
wð2Þz ðtÞ ¼ sup
0pspt
Z s
0
sup
upvps
jjU0ðs; vÞjj2
 
du: ð5:7Þ
Lemma 5.3. Let x0 satisfy /x

0 ; %X
ðy0; z0Þ1x0 Sph2: Then
P0;ðx

0 ;z0;y0Þ sup
0pspt4tBðhÞ4tZ
jjzs  zdets jjXhz
( )
p2 t
De
l m
eq=4exp k0eh
2
zð1 OðDeÞÞ
s2wð2Þz ðtÞ
(
 1 O wð1Þz ðtÞ hz 1þ
h2
h2z
þ h
2
Z
h2z
þ ðm þ qÞs
2
h2z
 ! !" #)
: ð5:8Þ
Proof. The proof is almost identical with the proof of Lemmas 3.4 and 5.2, with s0
replaced by s=
ﬃﬃ
e
p
and V replaced by U0: &
Below, we will choose hz proportional to h=
ﬃﬃ
e
p
for hbs; so that the term
ðm þ qÞs2=h2z becomes negligible.
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Proof of Theorem 2.8. We can repeat the proof of Corollary 3.10 in Section 3.2,
comparing the process to different deterministic solutions on successive time
intervals of length T : The only difference lies in new values for the exponents kþð0Þ
(resulting from Proposition 5.1) and k0: In fact, choosing hZ proportional to h; hz
proportional to ð1þ wð2Þz ðTÞ=eÞ1=2h and, ﬁnally, m proportional to 1þ ðhZ þ hzÞ=h;
shows that
P0;ðx

0 ;z0;y0Þ sup
0pspT4tN
/xs ; %X
ðys; zsÞ1xs SXh2
( )
pCn;m;q;gðT ; eÞekþðaÞh2=s2 ; ð5:9Þ
valid for all x0 satisfying /x

0 ; %X
ðy0; z0Þ1x0 Spa2h2 and all T of order 1 at most.
Here
Cn;m;q;gðT ; eÞ ¼ TDe
" #
eOððmþqÞ
3=2sÞ
ð1 2gÞðnqÞ=2
þ eðnqÞ=4 þ 2em=4 þ 2eq=4
" #
; ð5:10Þ
kþðaÞ ¼ g 1 a2  OðDÞ  O 1þ w
ð2Þ
z ðTÞ
e
 !
h
 !" #
: ð5:11Þ
Similar arguments as in the proof of Lemma 3.7 yield a bound of the form
P0;ðx

0 ;z0;y0Þf/xT ; %XðyT ; zTÞ1xTSXh2; tNXTgpCˆ ek
0h2=s2 ; ð5:12Þ
where
k0 ¼ g 1 OðDÞ  O 1þ w
ð2Þ
z ðTÞ
e
 !
h
 !
 O e
2K0T=e
1 2g
 " #
: ð5:13Þ
In order for estimates (5.9) and (5.12) to be useful, we need to take T of order e:
However, this leads to an error term of order 1 in the exponent k0; which is due to the
fact that xt has too little time to relax to the adiabatic manifold. In order to ﬁnd the
best compromise, we take T ¼ ye41 and optimize over y: Assume we are in the
worst case, when jjU0jj grows exponentially like eKþt=e: Then wð2Þz ðTÞ is of the order
eye2Kþy: The choice
ey ¼ ½hð1 2gÞ1=ð2ðK0þKþÞÞ ð5:14Þ
yields an almost optimal error term of order hnð1 2gÞ1njlogðhð1 2gÞÞj; with n ¼
K0=ðK0 þ KþÞ: The smaller Kþ; i.e., the slower wð2Þz ðtÞ grows, the closer n is to
one. &
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5.2. The reduced system
Given the SDE (5.1), we call
dz0t ¼
1
e
fˆ 0ð0; z0t ; y0t ; eÞ dt þ
sﬃﬃ
e
p Fˆ 0ð0; z0t ; y0t ; eÞ dWt;
dy0t ¼ #gð0; z0t ; y0t ; eÞ dt þ s0Gˆ ð0; z0t ; y0t ; eÞ dWt ð5:15Þ
the reduced system of (5.1). It is obtained by setting xt ¼ 0: Let z0t ¼ ðz0t ; y0t Þ and
zt ¼ ðzt  z0t ; yt  y0t Þ: Subtracting (5.15) from (5.1) and making a Taylor expansion
of the drift coefﬁcient, we ﬁnd that ðxt ; ztÞ obeys the SDE
dxt ¼
1
e
½Aðz0t ; eÞxt þ bðxt ; zt; z0t ; eÞ dt þ
sﬃﬃ
e
p F˜ðxt ; zt; z0t ; eÞ dWt;
dzt ¼
1
e
½Cðz0t ; eÞxt þ Bðz0t ; eÞzt þ cðxt ; zt; z0t ; eÞ dt
þ sﬃﬃ
e
p *Gðxt ; zt; z0t ; eÞ dWt; ð5:16Þ
where jjbjj is of order jjxjj2 þ jjzjj2 þ ðm þ qÞs2; jjcjj is of order jjxjj2 þ jjzjj2 and
jj *Gjj is of order jjxjj þ jjzjj; while jjF˜jj is bounded. The matrices A; B and C are
those deﬁned in (2.69), (2.79) and (2.80).
For a given continuous sample path fz0t ðoÞgtX0 of (5.16), we denote by Uo and
Vo the principal solutions of e’x ¼ Aðz0t ðoÞ; eÞx and e’z ¼ Bðz0t ðoÞ; eÞz: If we
further deﬁne
Soðt; sÞ ¼ 1e
Z t
s
Voðt; uÞCðz0uðoÞ; eÞUoðu; sÞ du; ð5:17Þ
we can write the solution of (5.16) as
ztðoÞ ¼
sﬃﬃ
e
p
Z t
0
Voðt; sÞ *Gðxs ðoÞ; zsðoÞ; z0s ðoÞ; eÞ dWsðoÞ
þ sﬃﬃ
e
p
Z t
0
Soðt; sÞF˜ðxs ðoÞ; zsðoÞ; z0s ðoÞ; eÞ dWsðoÞ
þ 1
e
Z t
0
Voðt; sÞcðxs ðoÞ; zsðoÞ; z0s ðoÞ; eÞ ds
þ 1
e
Z t
0
Soðt; sÞbðxs ðoÞ; zsðoÞ; z0s ðoÞ; eÞ ds: ð5:18Þ
Concerning the ﬁrst two summands in (5.18), note that the identities
Voðt; sÞ ¼Voðt; 0ÞVoðs; 0Þ1;
Soðt; sÞ ¼Soðt; 0ÞUoðs; 0Þ1 þVoðt; 0ÞSoðs; 0Þ1 ð5:19Þ
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allow to rewrite the stochastic integrals in such a way that the integrands are adapted
with respect to the ﬁltration generated by fWsgsX0:
We now assume the existence of a stopping time tptBðhÞ and deterministic
functions Wðt; sÞ; WCðt; sÞ such that
jjVoðt; sÞjjp Wðt; sÞ;
jjVoðt; sÞCðz0s ðoÞ; eÞjjp WCðt; sÞ; ð5:20Þ
uniformly in e; whenever sptptðoÞ; and deﬁne
wðiÞðtÞ ¼ sup
0pspt
1
e
Z s
0
Wðs; uÞi du; i ¼ 1; 2; ð5:21Þ
wðiÞC ðtÞ ¼ sup
0pspt
1
e
Z s
0
sup
upvps
WCðs; vÞi
 
du; i ¼ 1; 2: ð5:22Þ
The following proposition establishes a local version of Theorem 2.9.
Proposition 5.4. Let D be sufficiently small, fix times sot such that t  s ¼ De; and
assume that there exists a constant W040 such that Wðu; sÞpW0 and WCðu; sÞpW0;
whenever uA½s; t: Then there exist constants k0; h040 such that for all
hph0½wð1ÞðtÞ3wð1ÞC ðtÞ1;
P0;0 sup
s4tpuot4t
jjzujjXh
 
p2eðmþqÞ=4 exp k0h
2
s2
1
wð2ÞC ðtÞ þ hwð1ÞC ðtÞ þ h2wð2ÞðtÞ
( )
: ð5:23Þ
Proof. The proof follows along the lines of the proof of Lemma 3.4, the main
difference lying in the fact that the stochastic integrals in (5.18) involve the principal
solutions Uo; Vo depending on the realization of the process. However, the
existence of the deterministic bound (5.20) allows for a similar conclusion. In
particular, the ﬁrst and second term in (5.18) create respective contributions of the
form
eðmþqÞ=4 exp  H
2
0
16s2h2M21w
ð2ÞðtÞ
 
; ð5:24Þ
eðmþqÞ=4 exp  H
2
1
16s2M21w
ð2Þ
C ðtÞ
( )
ð5:25Þ
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to probability (5.23). The third and fourth terms only cause corrections of order
hwð1ÞðtÞ and hwð1ÞC ðtÞ½1þ ðm þ qÞs2=h2 in the exponent. Note that we may assume
h2bðm þ qÞs2 as well as hbðm þ qÞs2wð1ÞC ðtÞ; because estimate (5.23) is trivial
otherwise. &
Now Theorem 2.9 follows from Proposition 5.4 by using a partition of the interval
½0; t into smaller intervals of length De:
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