We analyze the statistical properties of nonparametric regression estimators using covariates which are not directly observable, but have be estimated from data in a preliminary step. These so-called generated covariates appear in numerous applications, including twostage nonparametric regression, estimation of simultaneous equation models or censored regression models. Yet so far there seems to be no general theory for their impact on the final estimator's statistical properties. Our paper provides such results. We derive a stochastic expansion that characterizes the influence of the generation step on the final estimator, and use it to derive rates of consistency and asymptotic distributions accounting for the presence of generated covariates.
1. Introduction. A wide range of statistical applications requires nonparametric estimation of a regression function when some of the covariates are not directly observed, but have themselves only been estimated in a (possibly nonparametric) preliminary step. Examples include triangular simultaneous equation models [e.g., Newey, Powell and Vella (1999) , Blundell and Powell (2004) , Imbens and Newey (2009)] , sample selection models [Das, Newey and Vella (2003) ], treatment effect models [Heckman, Ichimura and Todd (1998) , Heckman and Vytlacil (2005) ], censored regression models [Lewbel and Linton (2002) ], generalized Roy models [d 'Haultfoeuille and Maurel (2009)] , stochastic volatility models [Kanaya and Kristensen (2009)] and GARCH-in-Mean models [Conrad and Mammen (2009) ], amongst many others. In contrast to fully parametric settings [Pagan (1984) ], there seems to be no general theoretical results on how to derive the statistical properties of such nonparametric two-step estimators. Instead, most available results This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2012 , Vol. 40, No. 2, 1132 -1170 . This reprint differs from the original in pagination and typographic detail. 1 in the literature typically exploit peculiarities of a specific model, and can thus not easily be transferred to other applications.
In this paper, we study the statistical properties of a nonparametric estimatorm LL of a conditional mean function m 0 (x) = E(Y |r 0 (S) = x) when the function r 0 is unknown, but can be estimated from data. While we are specific about estimating m 0 by local linear regression [Fan and Gijbels (1996) ] to simplify technical arguments, we neither require the generated regressorsR =r(S) to emerge from a specific type of model, nor do we require a specific procedure to estimate them. We only impose high-level conditions on the accuracy and complexity of the first step estimate. In particular, our main result holds irrespectively of whether the function r 0 is, for example, a density, a conditional mean function or a quantile regression function, or whether it is estimated by kernel methods, orthogonal series or sieves. Moreover, our results are not confined to nonparametrically generated covariates, but also apply in settings where r 0 is estimated using parametric or semiparametric restrictions.
Our main result uses techniques from empirical process theory to show that the presence of generated covariates affects the first-order asymptotic properties ofm LL only through a smoothed version of the estimation errorr(s) − r 0 (s). This additional smoothing typically improves the rate of convergence of the estimator's stochastic part, reducing the "curse of dimensionality" from estimating r 0 to a secondary concern in this context. It does not, however, affect the order of magnitude of the deterministic component. Still, the estimatorm LL can have a faster overall rate of convergence than the first step estimatorr if the latter has a sufficiently small bias.
We extensively illustrate the implications of our main result for the important special case that r 0 is the conditional mean function in an auxiliary nonparametric regression. For this setting, we derive simple and explicit stochastic expansions that can not only be used to establish asymptotic normality or the rate of consistency of the estimated regression function itself, but also study the properties of more complex estimators, in which estimation of a regression function merely constitutes an intermediate step, such as structured nonparametric models imposing additive separability [Stone (1985) ]. Our results thus cover a wide range of models, and should therefore be of general interest. We use our techniques to study two such examples in greater detail: nonparametric estimation of a simultaneous equation model and nonparametric estimation of a censored regression model.
To the best of our knowledge, there are only few papers on nonparametric regression with estimated covariates not tailored to a specific application. Andrews (1995) derives some results for generated covariates converging at a parametric rate. Sperlich (2009) uses restrictive assumptions which lead to asymptotic results that are different from the ones obtained in the present paper. Song (2008) considers series estimation of the functional g(x, r) = E(Y |r(X) = x) indexed by x ∈ X ⊂ R and r ∈ Λ, where Λ is a function space with finite integral bracketing entropy, and derives a rate of consistency uniformly over (x, r) ∈ X × Λ; see also Einmahl and Mason (2000) for a related problem.
Our paper is also related to a recent literature on semiparametric estimation problems with generated covariates. Li and Wooldridge (2002) consider a partial linear model with generated covariates. Hahn and Ridder (2011) use pathwise derivatives to derive the influence function of semiparametric linear GMM-type estimators. Escanciano, Jacho-Chávez and Lewbel (2011) provide stochastic expansions for sample means of weighted semiparametric regression residuals with potentially generated regressors, and study their application to certain index models. Compared to the nonparametric problems studied in this paper, semiparametric applications typically exhibit several additional technical issues. In particular, different techniques are needed to control the magnitude of certain remainder terms. Addressing these issues would require substantial refinements our results, which are not needed for the class of nonparametric problems we are focusing on. To keep the present paper more readable, we study semiparametric estimators with generated covariates separately in Mammen, Rothe and Schienle (2011) .
The outline of this paper is as follows. In the next section, we describe our setup in detail. Section 3 gives some motivating examples. Section 4 establishes the asymptotic theory and states the main results. In Section 5, we apply our results to some of the examples given in Section 3, thus illustrating their application in practice. Finally, Section 6 concludes. All proofs are collected in the Appendix.
2. Nonparametric regression with generated covariates. The nonparametric regression model with generated regressors can be written as Y = m 0 (r 0 (S)) + ε with E(ε|r 0 (S)) = 0, (2.1) where Y is the dependent variable, S is a p-dimensional vector of covariates, m 0 : R d → R and r 0 : R p → R d are unknown functions and ε is an error term that has mean zero conditional on the true value of covariates to covariates r 0 (S). 1 We assume that there is additional information available outside of the basic model (2.1) such that the function r 0 is identified. For example, r 0 could be (some known transformation of) the mean function in an auxiliary nonparametric regression, which might involve another random vector, say T , in addition to Y and S.
Our aim is to estimate the function m 0 (x) = E(Y |r 0 (S) = x). Since r 0 is unobserved, obtaining a direct estimator based on a nonparametric regression of Y on R = r 0 (S) is clearly not feasible. We therefore consider the 1 Note that in contrast to an earlier working paper version of this paper, we do no longer assume that the "index" r0(S) is a sufficient statistic for the covariates S, which would imply that E(Y |r0(S)) = E(Y |S).
following two-stage procedure. In the first stage, an estimater of r 0 is obtained. We do not require a specific estimator for this step. Instead, we only impose the high-level restrictions that the estimatorr is uniformly consistent, converging at a rate specified below, and takes on values in a function class that is not too complex. Depending on the nature of the function r 0 , these kind of regularity conditions are typically satisfied by various common nonparametric estimators, such as kernel-based procedures or series estimators, under suitable smoothness restrictions. In the second step, we then obtain our estimatem LL of m 0 through a nonparametric regression of Y on the generated covariatesR =r(S), using local linear smoothing. That is, our estimator is given bym LL (x) =α obtained from
where
product kernel with univariate kernel function K, and h = (h 1 , . . . , h d ) is a vector of bandwidths that tend to zero as the sample size n increases to infinity.
For the later asymptotic analysis, it will also be useful to comparem LL to an infeasible estimatorm LL that uses the true function r 0 instead of an estimater. Such an estimator can be obtained by local linear smoothing of Y versus R = r 0 (S), that is, it is given bym LL (x) =α, where
In order to distinguish these two estimators, we refer tom LL in the following as the real estimator, and tom LL as the oracle estimator. Our use of local linear estimators in this paper is based on the following considerations. First, in a classical setting with fully observed covariates, estimators based on local linear regression are known to have attractive properties with regard to boundary bias and design adaptivity [see Fan and Gijbels (1996) for an extensive discussion], and they allow a complete asymptotic description of their distributional properties. In the present setting with generated covariates, these properties simplify the asymptotic treatment. The design adaptivity leads to a discussion of bias terms that does not require regular densities for the randomly perturbed covariates, and the complete asymptotic theory allows a clear description of how the final estimator is affected by the estimation of the covariates. On the other hand, our assumptions on the estimation of the covariates are rather general and can be verified for a broad class of smoothing methods, including sieves and orthogonal series estimators.
3. Motivating examples. There are many statistical applications which involve nonparametric estimation of a regression function using nonparamet-NONPARAMETRICALLY GENERATED COVARIATES 5 rically generated covariates. In this section, we give an overview of some of the most popular examples and explain how they fit into our framework. In Section 4, we revisit the first three of these examples, studying their asymptotic properties in detail. A thorough treatment of the remaining examples involves several additional technical issues beyond dealing with the presence of estimated covariates, such as boundary problems, and is thus omitted for brevity. See also Mammen, Rothe and Schienle (2011) for an extensive discussion of semiparametric problems with generated covariates.
3.1. The generic example: Nonparametric two-stage regression. In many applications, the unknown function r 0 is a conditional expectation function from an auxiliary nonparametric regression. As a first motivating example, we therefore consider a "two-stage" nonparametric regression model given by
where ζ is an unobserved error term that satisfies E[ζ|S] = E[ε|r 0 (S)] = 0. As the structure of this example is particularly simple, it is used extensively in Section 4 below to illustrate the application of our main result. Proceeding like this is instructive, as the types of technical difficulties encountered in this example are representative for those in a wide range of other statistical applications.
3.2. Nonparametric censored regression. Consider a nonparametric regression model with fixed censoring, that is,
where U is an unobserved mean zero error term that is assumed to be independent of the covariates X. Fixed censoring is a common phenomenon in many applications, for example, the analysis of wage data. Note that the censoring threshold could be different from zero, as long as it is known. Lewbel and Linton (2002) establish identification of the function µ 0 under the tail condition lim u→−∞ uF U (u) = 0 on the distribution function F U of U . In particular, they show that the function µ 0 can be written as
where r 0 (x) = E(Y |X = x), q 0 (r) = E(I{Y > 0}|r 0 (X) = r), and λ 0 is some suitably chosen constant. An estimate of the function µ 0 can then be obtained from a sample analog of (3.2), that is, through numerical integration of a nonparametric estimate of the function q 0 (r) −1 . Nonparametric estimation of q 0 involves nonparametrically generated regressors, and thus fits into our framework with (Y, S) = (I{Y > 0}, X) and r 0 (S) = r 0 (X).
3.3. Nonparametric triangular simultaneous equation models. Covariates that are correlated with disturbance terms appear in many economic models and are denoted as endogenous. When, for example, analyzing the relationship between wages and schooling, unobserved individual characteristics like ability or motivation might affect both the outcome and the explanatory variable. A common approach is to model these quantities jointly, achieving identification by using so-called instrumental variables, that are independent of unobservables, affect the endogenous variable, but exert no direct influence on the outcome. Consider, for example, the nonparametric triangular simultaneous equation model discussed in Newey, Powell and Vella (1999) , which is of the form
Here the interest is in estimating the function µ 1 . To achieve identification, one imposes the restrictions E(V |Z 1 , Z 2 ) = 0, E(U ) = 0 and E(U |Z 1 , Z 2 , V ) = E(U |V ), which follow, for example, if the vector of exogenous covariates and instruments Z = (Z 1 , Z 2 ) is jointly independent of the disturbances (U, V ).
Under the above assumptions, it is straightforward to show that
where λ(v) = E(U |V = v). The first component of this additive model could, for example, be estimated by marginal integration [Newey (1994a) , Linton and Nielsen (1995) ], which relies on the fact that
where f V is the probability density function of V . Implementing a sample version of (3.5) requires estimating the function m. Since the residuals V are not directly observed but must be estimated by some nonparametric method, this fits into our framework with (Y, S) = (Y, (X 1 , Z 1 , Z 2 ), X 1 ) and
Remark 1. An alternative to marginal integration would be an approach based on smooth backfitting [Mammen, Linton and Nielsen (1999) ]. Smooth backfitting estimators avoid several problems encountered by marginal integration in case of covariates with moderate or high dimension, but involves a more involved statistical analysis which is beyond the scope of the present paper. We are going to study smooth backfitting with nonparametrically generated covariates in a separate paper.
3.4. Generalized Roy model. D'Hautfoeuille and Maurel (2009) consider a generalized Roy model of occupational choice that is related to the previous example in the sense that it also leads to an additive regression model. Let Y k denote the individual's potential earnings in sector k ∈ {0, 1} of an economy, X = (X 0 , X 1 , X c ) a vector of covariates, and assume that E(Y k |X, η 1 , η 2 ) = ψ k (X k , X c ) + η k , where (η 0 , η 1 ) are sector-specific productivity terms known by the agent but unobserved by the analyst. Expected utility from working in sector k is assumed to be
, the sum of sector-specific expected earnings and a nonpecuniary component that depends on X. Along with X, the analyst observes the chosen sector D, which satisfies D = I{U 1 > U 0 }, and the realized earnings
One object of interest in this context is the pair of functions (ψ 1 , ψ 0 ). Under some weak additional conditions, d 'Haultfoeuille and Maurel (2009) show that
for d ∈ {0, 1}, which is again an additive model involving unobserved covariates, namely the conditional probabilities Pr(D = d|X) of choosing sector d. This setting fits into our framework in the same way as the previous example. 
Nonseparable models have become popular in the recent econometric literature, as they allow for substantially more general forms of unobserved heterogeneity than specifications in which the disturbance terms enter additively. The focus here is typically on averages of the function µ 1 , such as the average structural function,
To achieve identification, assume that the function µ 2 is strictly monotone in its last argument, that V is continuously distributed, and that the unobserved disturbances (U, V ) are jointly independent of Z. Then it can be shown that U and (X 1 , Z 1 ) are independently conditional on the so-called control variable W = F X 1 |Z (X 1 , Z), where F X 1 |Z denotes the distribution function of X 1 given Z. Under an additional support condition, this result implies that the ASF is identified through the relationship (3.8) where m(x 1 , z 1 , w) = E(Y |X 1 = x 1 , Z 1 = z 1 , W = w). Since the control variable W is unobserved and has to be estimated in order to implement a sample analog estimator of (3.8), this setting also fits into the framework of 8 E. MAMMEN, C. ROTHE AND M. SCHIENLE this paper. In particular, nonparametric estimation of m is covered with (Y, S) = (Y, (X 1 , Z 1 , Z 2 ), X 1 ) and r 0 (S) = (X 1 , Z 1 , F X 1 |Z (X 1 , Z)).
4. Asymptotic properties. It is straightforward to show thatm LL consistently estimates the function m 0 under standard conditions. Obtaining refined asymptotic properties, however, requires more involved arguments. In this section, we derive a stochastic expansion of the difference between the real and the oracle estimator, in which the leading terms are kernel-weighted averages of the first stage estimation error. This is our main result. It can be used, for example, to obtain uniform rates of consistency for the real estimator, or to prove its asymptotic normality. We demonstrate this in the next section for specific forms of r 0 andr.
Throughout this section, we use the notation that for any vector a ∈ R d the value a min = min 1≤j≤d a j denotes the smallest of its elements, a + = d j=1 a j denotes the sum of its elements, a −k = (a 1 , . . . , a k−1 , a k+1 , . . . , a d ) denotes the d − 1-dimensional subvector of a with the kth element removed and a b = (a
For ease of presentation in the following, we avoid logarithmic terms in rates of convergence; that is, we state assumptions and results in the form o P (n ξ ) instead of O P (log n γ ) with ξ, γ > 0.
4.1.
Assumptions. In order to analyze the asymptotic properties of the local linear estimator with nonparametrically generated regressors, we make the following assumptions.
Assumption 1 (Regularity conditions). We assume the following properties for the data distribution, the bandwidth, and kernel function K:
(ii) The random vector R = r 0 (S) is continuously distributed with compact support I R . Its density function f R is twice continuously differentiable and bounded away from zero on I R .
(iii) The function m 0 is twice continuously differentiable on I R . (iv) E[exp(l|ε|)|S] ≤ C almost surely for a constant C > 0 and l > 0 small enough.
(v) The kernel function K is a twice continuously differentiable, symmetric density function with compact support, say [−1, 1].
(vi) The bandwidths h = (h 1 , . . . , h d ) satisfies h j ∼ n −η j for j = 1, . . . , d and η + < 1.
Most conditions in Assumption 1 are standard regularity and smoothness conditions for kernel-type nonparametric regression, with the exception of Assumption 1(iv). The subexponential tails of ε conditional on S assumed there are needed to apply certain results from empirical process theory in our proofs. Such a condition is not very restrictive though.
Assumption 2 (Accuracy). The componentsr j and r 0,j ofr and r 0 , respectively, satisfy
for some δ j > η j and all j = 1, . . . , d.
Assumption 2 is a "high-level" restriction on the accuracy of the estimatorr. It requires each component of the estimate of the function r 0 to be uniformly consistent, converging at rate at least as fast as the corresponding bandwidth in the second stage of the estimation procedure. This is typically not a restrictive condition, and it allows for estimatorsr that converge at a rate slower than the oracle estimatorm LL . Uniform rates of consistency are widely available for all common nonparametric estimators; see, for example, Masry (1996) for results on the Nadaraya-Watson, local linear and local polynomial estimators, or Newey (1997) for series estimators.
Assumption 3 (Complexity). There exist sequences of sets M n,j such that:
(ii) For a constant C M > 0 and a function r n,j with r n,j − r 0,j ∞ = o(n −δ j ), the set M n,j = M n,j ∩ {r j : r j − r n,j ∞ ≤ n −δ j } can be covered by at most C M exp(λ −α j n ξ j ) balls with · ∞ -radius λ for all λ ≤ n −δ j , where 0 < α j ≤ 2, ξ j ∈ R and · ∞ denotes the supremum norm.
Assumption 3 requires the first-stage estimatorr to take values in a function space M n,j that is not too complex, with probability approaching 1. Here the complexity of the function space is measured by the cardinality of the covering sets. This is a typical requirement for many results from empirical process theory; see van der Vaart and Wellner (1996) . The second part of Assumption 3 is typically fulfilled under suitable smoothness restrictions. For example, suppose that M n,j is the set of functions defined on some compact set I S ⊂ R p whose partial derivatives up to order k exist and are uniformly bounded by some multiple of n ξ * j for some ξ * j ≥ 0. Then Assumption 3(ii) holds with α j = p/k and ξ j = ξ * j α j [van der Vaart and Wellner (1996) , Corollary 2.7.2]. For kernel-based estimators of r 0 , one can then verify part (i) of Assumption 3 by explicitly calculating the derivatives. Consider, for example, the one-dimensional Nadaraya-Watson estimatorr n,j with bandwidth of order n −1/5 . Choose r n,j equal to r 0,j plus asymptotic bias term. Then one can check that the second derivative ofr n,j − r n,j is absolutely bounded by O P ( √ log n) = o P (n ξ * j ) for all ξ * j > 0. For sieve and orthogonal series estimators, Assumption 3(i) immediately holds when the set M n,j is chosen as the sieve set or as a subset of the linear span of an increasing number of basis functions, respectively. For a discussion of entropy bounds and further references, we refer to van de Geer (2000) .
exists and is twice differentiable with respect to its first argument, with derivatives that are uniformly bounded in absolute value, and satisfies
for all r 1 , r 2 ∈ M n and a constant C * B > 0.
Assumption 4 imposes certain smoothness restrictions on the conditional expectation of ρ(S). The term ρ(S) can be thought of as capturing the influence of the underlying covariates S on the outcome variable Y that is not excreted through the "index" r 0 (S). In certain applications, the "index" r 0 (S) is a sufficient statistic for the function m 0 , and thus ρ(S) = 0 with probability 1. In this case, Assumption 4 is trivially satisfied. Note that ρ(S) = E(ε|S), and that τ B (·, r 0 ) ≡ 0 by construction.
4.2.
The key stochastic expansion. With the assumptions given in the previous section, we are now ready to state our main result, which is a stochastic expansion of the real estimatorm LL (x) around the oracle estimator m LL (x). Our aim is to derive an explicit characterization of the influence of the presence of generated regressors on the final estimator of the function m 0 . To this end, we define w(x, r) = (1, (
for any r ∈ M n , where
Finally, we put∆(x) = ∆(x,r) andΓ(x) = Γ(x,r). With this notation, we can now state our main theorem.
where κ = min{κ 1 , . . . , κ 3 } with
The two leading terms in our stochastic expansion of the real estimatorm LL (x) around the oracle estimatorm LL (x), which are accounting for the presence of generated covariates, are both smoothed versions of the firststage estimation errorr(s) − r 0 (s). To see this more clearly, note that it follows from standard arguments for local polynomial smoothing that
is a subset of I R }. In order to achieve a certain rate of convergence for the real estimator, it is thus not necessary to have an estimator of r 0 that converges with the same rate or a faster one, since the asymptotic properties of the estimator using nonparametrically generated regressors only depend on a smoothed version of the first-stage estimation error. While smoothing does not affect the order of the estimator's deterministic part, it typically reduces the variance and thus allows for less precise first-stage estimators. Note that the first adjustment term is negligible in regions where the regression function is flat, since m ′ 0 (x) = 0 in this case. Conversely, the impact of generated covariates is accentuated when the true regression function is steep. Also note thatΓ(x) = 0 when E(ε|S) = 0, as the latter implies that ρ(s) ≡ 0. This is a natural condition in certain empirical applications.
Remark 2. In Theorem 1 no assumptions are made about the process generating the data for estimation of r 0 . In particular, nothing is assumed about dependencies between the errors in the pilot estimation and the regression errors ε i . We conjecture that better rates than n −κ can be proven under such additional assumptions, but the results would only be specific to the respective full model under consideration. One way to extend our approach to such a setting would be to use our empirical process methods to bound the remainder term of higher order differences betweenm andm, and to treat the leading terms of the resulting higher order expansion by other, more direct methods.
Examples revisited.
In this section, we apply our high-level results from Section 4 to some of the motivating examples presented in Section 3, which are representative for the others in terms of employed techniques. Assuming a specific nature of the function r 0 and a specific method to estimate it, explicit forms of the adjustment terms∆(x) andΓ(x) in Theorem 1 can be derived in order to account for the presence of generated covariates. Our focus in this section is on the practically most important case that r 0 is the conditional mean function in an auxiliary nonparametric regression. Many other applications can be treated along the same lines. 5.1. Generic example: Two-stage nonparametric regression. The main setting in which we illustrate the application of the stochastic expansion from Theorem 1 is the "two-stage" nonparametric regression model given by
where ζ is an unobserved error term that satisfies E[ζ|S] = E[ε|r 0 (S)] = 0. For simplicity, we focus on the case that R = r 0 (S) is a one-dimensional covariate, but generalizations to multiple generated covariates or the presence of additional observed covariates are immediate.
Our strategy for deriving asymptotic properties ofm LL in this framework is to first provide an explicit representation for the adjustment terms∆(x) andΓ(x) from Theorem 1, which are then combined with standard results about the oracle estimatorm LL . For this approach it is convenient to use a kernel-based smoother to estimate r 0 . Since the bias of both∆(x) andΓ(x) is of the same order as of this first-stage estimator, we propose to estimate the function r 0 via qth order local polynomial smoothing, which includes the local linear estimator as the special case q = 1. Formally, the estimator is given byr(s) =α, where
)/g is a p-dimensional product kernel built from the univariate kernel L, g is a vector of bandwidths, whose components are assumed to be the same for simplicity, and 1≤u + ≤q denotes the summation over all u = (u 1 , . . . , u p ) with 1 ≤ u + ≤ q. When r 0 is sufficiently smooth, the asymptotic bias of local polynomial estimators of order q is well known to be O(g q+1 ) uniformly over x ∈ I R (if q is uneven), and can thus be controlled. A further technical advantage of using local polynomials is that the corresponding estimator admits a certain stochastic expansion under general conditions, which is useful for our proofs. We make the following assumption, which is essentially analogous to Assumption 1, except for Assumption 4(iii). This additional assumption requires higher order smoothness of the kernel, necessary to bound the kth derivative of the estimatorr. This allows us to verify Complexity Assumption 3 forr.
Assumption 5. We assume the following properties for the data distribution, the bandwidth and kernel function L:
, and the random vector S is continuously distributed with compact support I S . Its density function f S is bounded and bounded away from zero on I S . It is also differentiable with a bounded derivative. The residuals ζ satisfy E|ζ| ǫ < ∞ for some ǫ > 2.
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(ii) The function r 0 is q + 1 times continuously differentiable on I S . (iii) The kernel function L is a k-times continuously differentiable, symmetric density function with compact support, say [−1, 1], for some natural number k ≥ max{2, p/2}.
(iv) The bandwidth satisfies g ∼ n −θ for some 0 < θ < 1/p.
To simplify the presentation, we also assume that the function r 0 (s) is strictly monotone in at least one of its arguments, which can be taken to be the last one without loss of generality. This assumption could be easily removed at the cost of a substantially more involved notation in the following results.
Assumption 6. The function r 0 (u −p , u p ) is strictly monotone in u p , and we have that r 0 (u −p , ϕ(u −p , x)) = x for some twice continuously differentiable function ϕ.
The following proposition shows that in the present context the function ∆(x) can be written as the sum of a smoothed version of the first stage estimator's bias function, a kernel-weighted average of the first-stage residuals ζ 1 , . . . , ζ n , and some higher order remainder terms. For a concise presentation of the result, we introduce some particular kernel functions. Let L * denote the p-dimensional equivalent kernel of the local polynomial regression estimator, given in (A.27) in the Appendix, and define the one-dimensional kernel functions
Then, with this notation, we obtain the following proposition.
Proposition 1. Suppose that Assumptions 1 and 4-6 hold. Then we have for the correction factor∆ in Theorem 1 that
where the terms∆
Moreover, uniformly over
) with a bounded function b(s) given in (A.25) in the Appendix, and the term∆ A (x) allows for the following expansions uniformly over x ∈ I − R,n , depending on the limit of g/h:
It should be emphasized that in all three cases of the above proposition the leading term in the expression for∆ A (x) is equal to an average of the error terms ζ i weighted by a one-dimensional kernel function, irrespective of p = dim(S). The dimension of the covariates thus affects the properties of∆(x) only through higher-order terms. Furthermore, it should be noted that one can also derive expressions of∆(x) similar to the ones above for values of x close to the boundary of the support. Likewise these take the form of a one-dimensional kernel weighted average of the error terms ζ i plus a higher-order term. The corresponding kernel function, however, has a more complicated closed form varying with the point of evaluation.
The following proposition establishes a result similar to Proposition 1 for the second adjustment termΓ(x). We again introduce a particular onedimensional kernel function, defined as
where L * still denotes the p-dimensional equivalent kernel of the local polynomial regression estimator, given in (A.27) in the Appendix.
Proposition 2. Suppose that Assumptions 1 and 4-6 hold. Then we have that
where the termsΓ A (x) andΓ B (x) satisfy
) with a bounded function b(s) given in (A.25) in the Appendix, and the termΓ A (x) allows for the following expansion uniformly over x ∈ I − R,n :Γ
Again, the leading term in the expression forΓ A (x) is equal to an average of the error terms ζ i weighted by a one-dimensional kernel function, and thus behaves similarly to one-dimensional nonparametric regression estimator. A similar result could be established for regions close to the boundary of the support. Note that in contrast to Proposition 1, the details of the result in Proposition 2 do not depend on the relative magnitude of the bandwidths used in the first and second stage of the estimation procedure.
Combining Theorem 1 and Propositions 1-2 with well-known results about the oracle estimatorm LL , various asymptotic properties of the real estimatorm LL can be derived. In the following corollaries we present results for the most relevant scenarios, addressing uniform rates of consistency and stochastic expansions of order o P (n −2/5 ) for proving pointwise asymptotic normality. More refined expansions of higher orders such as o P (n −1/2 ), which are useful for the analysis of semiparametric problems in which m 0 plays the role of an infinite dimensional nuisance parameter [e.g., Newey (1994b) , Andrews (1994) , Chen, Linton and Van Keilegom (2003) ], would also be possible. We do not present such results here as they would require strong smoothness restrictions that are unattractive in applications. See Mammen, Rothe and Schienle (2011) for an alternative approach to controlling the influence of generated covariates in semiparametric models.
Starting with considering the uniform rate of consistency, it is well known [Masry (1996) ] that under Assumption 1 the oracle estimator satisfies
This implies the following result.
Corollary 1. Suppose that Assumptions 1, 4 and 5 hold. Then
Straightforward calculations show that, under appropriate smoothness restrictions, it is possible to recover the oracle rate for the real estimator given suitable choice of η and θ, even if the first-stage estimator converges at a strictly slower rate. Note that the rate in Corollary 1 improves upon a bound on the uniform rate of convergence of a two-stage regression estimator derived in Ahn (1995) for a similar setting.
Next, we derive stochastic expansions ofm LL of order o P (n −2/5 ) for the case that η = 1/5. Such expansions immediately imply results on pointwise asymptotic normality of the real estimator. We start with the case that θ = η, in which the stochastic termsΓ A (x) and∆ A (x) are of the same order of magnitude (other bandwidth choices will be discussed below). During the analysis of this setting, it becomes clear that applying Theorem 1 requires pθ < 3/10. Thus in order to use the expansion in Proposition 1(b), only p = 1 is admissible; that is, S must be one-dimensional for the choice θ = η to be feasible. In this setting, the notation for the kernel functions appearing in the stochastic expansions can be somewhat simplified. We definẽ
, where r −1 0 is the inverse function of r 0 , which exists by Assumption 6. Corollary 2. Suppose that Assumptions 1 and 4-6 hold with η = θ = 1/5 and p = q = 1. Then the following expansions hold uniformly over x ∈ I − R,n :m
where the bias is given by
In particular, we have
Under the conditions of the corollary, the limiting distribution ofm LL (x) is generally affected by the pilot estimation step, although a qualitative description of the impact seems difficult. Depending on the curvature of m 0 and the covariance of ε and ζ, the asymptotic variance of the estimator using generated regressors can be bigger or smaller than that of the oracle estimatorm LL . There thus exist settings where in practice it would be preferable to base inference on the real estimator even if one was actually able to compute the oracle estimator.
The next corollary considers the case that θ > η, and thus g/h → 0. Again, applying Theorem 1 requires pθ < 3/10 in this setting, and thus only p = 1 is admissible when using Proposition 1(a) for such a choice of bandwidths. The corollary also focuses on the special case that ρ(S) := E(Y |R) − E(Y |S) = 0, which implies thatΓ(x) = 0 with probability 1. This condition is satisfied for certain empirical applications, such as, for example, models IV models. Without this additional restriction, an expansion of the differencem LL (x) − m 0 (x) would be dominated by the termΓ A (x), which is O p ((log(n)/(ng)) 1/2 ) and thus converges at a slower rate than the oracle estimator.
Corollary 3. Suppose that Assumptions 1, 4 and 5 hold with η = 1/5, 1/5 < θ < 3/10 and p = q = 1, and that ρ(S) = 0 with probability 1. Then the following expansion holds uniformly over x ∈ I − R,n :
is the asymptotic variance.
The limiting distribution ofm LL (x) is again affected by the use of generated covariates under the conditions of the corollary. In this particular case, the form of the asymptotic variance has an intuitive interpretation: the es-timatorm LL (x) has the same limiting distribution as the local linear oracle estimator in the hypothetical regression model
where ε * = ε − m ′ 0 (r 0 (S))ζ. As in Corollary 2 above, depending on the curvature of m 0 and the covariance of ε and ζ, the asymptotic variance of the estimator using generated regressors can be bigger or smaller than that of the oracle estimatorm LL .
The next corollary discusses the case when θ < η. For such a choice of bandwidth, applying Theorem 1 requires no restrictions on the dimensionality of S. It turns out that in this casem LL (x) =m LL (x)+o p (n −2/5 ), and thus the limit distribution ofm LL is the same as for the oracle estimatorm LL . The effect exerted by the presence of nonparametrically generated regressors is thus first-order asymptotically negligible for conducting inference on m 0 in this case. 
where σ 2 m (x) = Var(ε|R = x) K(t) 2 dt/f R (x) is the asymptotic variance.
Nonparametric censored regression.
Consider estimation of the censored regression model in (3.1). Letr(x) be the qth order local polynomial estimator of the conditional mean r 0 (x) = E(Y |X = x), and letq(r) be the local linear estimator of q 0 (r) using the generated covariatesr(X i ). Then an estimate of µ 0 is given byμ
where the constant λ is chosen large enough to satisfy λ > max i=1,...,nr (X i ) with probability tending to one. Generalizing Lewbel and Linton (2002) , we consider the use of higher-order local polynomials for the first stage estimator, and allow the bandwidth used for the computation ofr andq to be different. For presenting the asymptotic properties ofμ, let s 0 (x) = E(I{Y > 0}|X = x) be the proportion of uncensored observations conditional on X = x, and assume that this function is continuously differentiable and bounded away from zero on the support of X. We then obtain the following result.
Corollary 5. Suppose that Assumptions 1 and 5 hold with (Y, S, T ) = (I{Y > 0}, X, Y ) and R = r 0 (S) = r 0 (X). Furthermore, suppose that θ ∈ (θ,θ) where θ andθ are constants depending on η, q and p as follows:
Under these conditions, we have that
The corollary is analogous to Theorem 5 in Lewbel and Linton (2002) . However, using our results, substantially simplifies the proof and provides insights on admissible choices of bandwidths. Note that the lower bound θ is chosen such that both the bias ofr andq tends to zero at a rate faster than (ng p ) −1/2 . Due to this undersmoothing, the limiting distribution ofμ − µ is centered at zero. Note that the final estimator converges at the same rate as the generated regressors. This is due to the fact that the functionr is not only used to computeq, but also determines the limits of integration in (5.3). The "direct" influence of the generated regressors in the estimation of q is asymptotically negligible in this particular application. 5.3. Nonparametric triangular simultaneous equation models. Now consider nonparametric estimation of the structural function µ 1 in the triangular simultaneous equation model (3.3)-(3.4) using a marginal integration estimator. In order to keep the notation simple, we restrict our attention to the arguably most relevant case with a single endogenous regressor, but allow for an arbitrary number of exogenous regressors and instruments. Letμ 2 (z) be the qth order local polynomial estimator of µ 2 (z) = E(X 1 |Z = z), and letm(x 1 , z 1 , v) be the local linear estimator of m(
The latter is computed using the generated covariateŝ V i = X 1i −μ 2 (Z i ) instead of the true residuals V i from equation (3.4). For simplicity, we use the same bandwidth for all components ofm; that is, we put η j ≡ η for all j = 1, . . . , (2 + d 1 ). The marginal integration estimator of µ 1 (x 1 , z 1 ) is then given by the following sample version of (3.5):
The following result establishes the estimator's asymptotic normality.
Corollary 6. Suppose that Assumption 1 holds with (Y, S, T ) = (Y, (X 1 , Z 1 , Z 2 ), X 1 ) and R = r 0 (S) = (X 1 , Z 1 , X 1 − µ 2 (Z 1 , Z 2 )), and that Assumption 5 holds with r 0 (S) = µ 2 (Z 1 , Z 2 ). Furthermore, suppose that η ∈ (max{1/ (5 + d 1 ), 1/(2p + 3)}, 1/(1 + d 1 )), and that θ ∈ (θ,θ), where θ andθ are constants depending on η, q and d j = dim(Z j ) as follows:
,
Under the conditions of the corollary, the asymptotic variance ofμ 1 (x 1 , z 1 ) is not influenced by the presence of generated regressors: Ifm was replaced in (5.4) with an oracle estimatorm using the actual disturbances V i instead of the reconstructed ones, the result would not change. Also, note that the exclusion restrictions on the instruments imply that E(Y |X 1 , Z 1 , V ) = E(Y |X 1 , Z 1 , Z 2 ). Therefore Assumption 4 is automatically satisfied, and the adjustment termΓ(x) from Theorem 1 is equal to zero and does not have to be considered for the proof.
Conclusions.
In this paper, we analyze the properties of nonparametric estimators of a regression function, when some the covariates are not directly observable, but have been estimated by a nonparametric first-stage procedure. We derive a stochastic expansion showing that the presence of generated regressors affects the limit behavior of the estimator only through a smoothed version of the first-stage estimation error. We apply our results to a number of practically relevant statistical applications.
APPENDIX: PROOFS
Throughout the Appendix, C and c denote generic constants chosen sufficiently large or sufficiently small, respectively, which may have different values at each appearance. Furthermore, defineM n =M n,1 × · · · ×M n,d .
A.1. Proof of Theorem 1. In order to prove the statement of the theorem, we have to introduce some notation. Throughout the proof of this and the following statements, we denote the unit vector (1, 0, . . . , 0) T in R p+1 by e 1 . We also write w i (x, r) = (1, (r 1 (
and put w i (x) = w i (x, r 0 ),ŵ i (x) = w i (x,r) andw i (x) = w i (x,r). We also de-
0 )). Furthermore, define ε * = ε − ρ(S) and note that we have E(ε * |S) = 0 by construction. It also holds that
Next, it follows from standard calculations that the real estimatorm LL can be written aŝ
wherem LL,j (x) =α j for j ∈ {A, B, C, D, E}, and
Similarly, the oracle estimatorm LL can be represented as
Note that by construction,
We now argue that
For a proof of (A.2) note thatm LL,A (x) andm LL,A (x) are given by the first elements of the vectorsM (x)
, respectively. Using these representations, one sees that (A.2) follows from Lemmas 1 and 2 below.
As a second step, we now show that
Using Lemma 4 and some results of Lemma 3, we then find that
uniformly over x ∈ I R . Using standard smoothing arguments, we also get that
uniformly over x ∈ I R . This shows the claim in (A.3). Finally, from Lemmas 2 and 3 we get that
and it is easy to see that
Taken together, the results in (A.1)-(A.6) imply the statement of the theorem.
Lemma 1. Suppose that the conditions of Theorem 1 hold. Then
Proof. We only prove the first statement of the lemma. The second claim can be shown using essentially the same arguments. Without loss of generality, we also assume that
If κ 1 ≤ (δ − η) min the statement of the lemma follows from a direct bound. For C 1 , C 2 > 0 large enough (see below) we choose C ε such that Pr max
With this choice of C ε we define
For the proof of the lemma we apply a chaining argument; compare, for example, the proof of Theorem 9.1 in van de Geer (2000). Now for s ≥ 0, let M * s,n,j be a set of functions chosen such that for each r ∈M n,j there exists r * ∈M * s,n,j such that r − r * ∞ ≤ 2 −s n −δ j . That is, the functions inM * s,n,j are the midpoints of a (2 −s n −δ j )-covering ofM n,j . By Assumption 3, the setM * s,n,j can be chosen such that its cardinality #M * s,n,j is at most
. For r 1 , r 2 ∈M n we now choose r s 1 , r s 2 ∈M * s,n such that r s 1,j − r 1,j ∞ ≤ 2 −s n −δ j and r s 2,j − r 2,j ∞ ≤ C2 −s n −δ j , for all j. We then consider the chain
, r 2 ), where G n is the smallest integer that satisfies G n > (1 + c G )(κ 1 − (δ − η) min ) log(n)/ log(2) for a constant c G > 0. With this choice of G n , we obtain that for l = 1, 2
Now for any a > c G define the constant c a = ( ∞ s=1 2 −as ) −1 . It then follows that Pr sup
Pr sup
where the functions r * ,s 1 ,r * ,s 1 ∈M * s−1,n and r * * ,s 1 ,r * * ,s 1 ∈M * s,n are chosen such that
We now show that both T 2 and T 3 tend to zero at an exponential rate:
We only show (A.11), as the statement (A.12) follows by essentially the same arguments. Using Assumption 3, we obtain by application of the Markov inequality that
where γ n,s = c γ 2 (2−a)s n −κ 1 +1−η + +2(δ−η) min with a constant c γ > 0, small enough. Now the last term on the right-hand side of (A.13) can be bounded as follows:
where we have used that
for n large enough because of (A.7). Inserting (A.14) into (A.13), we obtain, if a and c γ were chosen sufficiently small, that
Finally, it follows from a simple argument that .15) because the setM * 0,n can always be chosen such that it contains only a single element.
From (A.10), (A.11), (A.12) and (A.15), we thus obtain that sup x∈I R Pr sup
Now for C I > 0 choose a grid I R,n of I R with O(n C I ) points, such that for each x ∈ I R there exists a grid point x * = x * (x) ∈ I R,n such that x − x * ≤ n −cC I . If C I is chosen large enough, this implies that A.17) for large enough n, with probability tending to one. Furthermore, it follows from (A.16) that
The statement of the lemma then follows from (A.8)-(A.9) and (A.17)-(A.18), if the constants C 1 and C 2 were chosen large enough.
Lemma 2. Suppose that the conditions of Theorem 1 hold. Then
for j, l = 1, . . . , q j = l and 0 ≤ a + b ≤ 2, 0 ≤ a, b.
Proof. The lemma follows from
for r 1 , r 2 ∈M n and from
which follows from a simple calculation.
Lemma 3. Suppose that the assumptions of Theorem 1 hold. For a random variable R n = O p (1) that neither depends on x nor i, it holds that
is an equals one ifr(S i ) − x lies in the support of the kernel function K h and zero otherwise, and
Proof. Claim (A.19) follows by a simple calculation. Claim (A.20) is a direct consequence of Lemma 2, and (A.21) follows from standard arguments from kernel smoothing theory. For the stochastic part, one makes use of Lemma 5, given in Appendix A.7, below.
Lemma 4. Suppose that the assumptions of Theorem 1 hold. Then it holds that
Proof. For a proof of (A.22) one proceeds as in Lemma 1. Claim (A.23) follows by classical smoothing arguments. Note that we have that E(μ(x, r 0 )) = 0.
A.2. Proof of Proposition 1. In order to prove Proposition 1, we use the fact that the local polynomial estimator satisfies a certain uniform stochastic expansion if Assumption 4 holds. In order to present this result, we first have to introduce a substantial amount of further notation. For simplicity we assume g 1 = · · · = g p , and we write g for this joint value and for the vector g = (g, . . . , g).
be the number of distinct q-tuples u with u + = i. Arrange these q-tuples as a sequence in a lexicographical order (with the highest priority given to the last position so that (0, . . . , 0, i) is the first element in the sequence, and (i, 0, . . . , 0) the last element). Let τ i denote this one-to-one mapping, that is, τ i (1) = (0, . . . , 0, i), . . . , τ i (N i ) = (i, 0 . . . , 0). For each i = 1, . . . , q, define a N i × 1 vector µ i (x) with its kth element given by x τ i (k) , and write µ(x) = (1, µ 1 (x) T , . . . , µ q (x) T ) T , which is a column vector of length
Now define the N × N matrices M q and M n,q (x) by
Finally, denote the first unit q-vector by e 1 = (1, 0, . . . , 0). With this notation, it can be shown along classical lines that the local polynomial estimatorr admits the following stochastic expansion:
where sup s∈I S R n (s) = O p ((log(n)/ng p ) 1/2 ), and B n is a bias term that satisfies .25) To prove the proposition, define the stochastic component and the bias term of the expansion (A.24) asr
, respectively. Now the function∆ can be written aŝ
uniformly over x ∈ I R . We first analyze the term∆ B (x). Through the usual arguments from kernel smoothing theory, one can show for
since the function E(b(S)|r 0 (S) = x) is continuous with respect to x because of Assumptions 5 and 6. Explicitly, we have
Next, consider the term∆ A (x). Note that for x ∈ I − R,n we have that
. Define I − S,n as the set that contains all s ∈ I S that do not lie in a g-neighborhood of the boundary of I S . Uniformly over s ∈ I − S,n , we have that
Note that L * is the equivalent kernel of the local polynomial regression estimator; see Fan and Gijbels (1996) , Section 3.2.2. For q = 0, 1 the equivalent kernel is in fact equal to the original one, whereas L * (t) is equal to L(t) times a polynomial in t of order q for q ≥ 2, with coefficients such that its moments up to the order q are equal to zero. The kernel L * n,g (u, t) has the same moment conditions in t as L * g but depends on u. We now derive explicit expressions for the leading term in equation (A.26) for the cases (a)-(c) of the proposition. Starting with case (a), in which g/h → 0, it follows by substitution and Taylor expansion arguments that 
Together with Lemma 5 in Appendix A.7, we thus obtain that 1
as claimed. To show statement (b) of the proposition, we rewrite the function ψ n as follows:
A.3. Proof of Proposition 2. To show the result, note that
uniformly over x ∈ I R and r ∈ M n . Since E(ρ(S)|r 0 (S)) ≡ 0 by construction, it suffices to consider the term E(ρ(S)|r(S) = x). To simplify the exposition, we strengthen Assumption 6 and suppose that in addition to r 0 all functions r ∈ M n are strictly monotone with respect to their last argument, and write ϕ r for corresponding the inverse function that satisfies r(u −p , ϕ r (u −p , x)) = x (without this condition, the notation would be much more involved, as we would have to consider all regions where the functions r ∈ M n are piecewise monotone with respect to the last component separately). Using rules for integrals on manifolds, we derive the following explicit expression for E(ρ(S)|r(S) = x):
Set the numerator of the above expression as γ 1 (x, r) and the denominator as γ 2 (x, r). Then clearly γ 2 (x,r) = f R (x) + o p (1) uniformly over x ∈ I R . Moreover, note that the mapping
is Hadamard differentiable at r 0 , with derivative
It follows with γ 1 (x, r 0 ) = 0 that
. We evaluate the term γ 1 (x,r), substitute the uniform expansion (A.24) for r(s) − r 0 (s) into the explicit expression derived above, and use standard arguments from kernel smoothing theory. This gives the desired expansion forΓ A . The form ofΓ B follows from the same arguments used to derive the form of∆ B in the proof of Proposition 1.
A.4. Proofs of Corollaries 1-4. The statements of these corollaries follow by direct application of Proposition 1-2 and Theorem 1. The statement of Corollary 1 is immediate. For Corollaries 2-4, we only have to check that the error bounds in Theorem 1 and Proposition 1-2 are of the desired order. We only discuss how the constants α, δ and ξ can be chosen. Note that all these constants have no subindex because we only consider the case d = 1. We apply Theorem 1 conditionally on the values of S 1 , . . . , S n . Then the only randomness in the pilot estimation comes from ζ 1 , . . . , ζ n . We can decomposer intor A +r B , wherer A is the local polynomial fit to (S i , ζ i ), andr B is the local polynomial fit to (S i , r 0 (S i )). Conditionally given S 1 , . . . , S n , the value ofr B is fixed, and for checking Assumption 3, we only have to consider entropy conditions for sets of possible outcomes ofr A . We will show that with α = p/k one can choose for δ and ξ any value that is larger than (1 − pθ)/2 or −pk −1 (1 − pθ)/2 + pθ, respectively. Note that then α ≤ 2 because of Assumption 4(iii). It can be easily checked that we get the desired expansions in Corollaries 1 and 2 with this choices of α = p/k, δ and ξ (with δ and ξ small enough). In particular note that we can make δα + ξ as close to pθ as we like.
It is clear that Assumption 2 holds for this choice of δ. This follows by standard smoothing theory for local polynomials. Compare also Lemma 5 and the proof of Proposition 1. It remains to check Assumption 3. It suffices to check the entropy conditions for the tuple of functions (n −1 n i=1 L h (S i − s)[(S i − s)/g] π ζ i : 0 ≤ π + ≤ q, π j ≥ 0 for j = 1, . . . , p). This follows because we getr A by multiplying this tuple of functions with a (stochastically) bounded vector. We now argue that all derivatives of order k of the functions n −1 n i=1 L h (S i − s)[(S i − s)/g] π ζ i can be bounded by a variable B n that fulfills B n ≤ b n = n ξ * * ) with probability tending to one. Here ξ * * is a number with ξ * * > − 1 2 (1 − pθ) + kθ. This bound holds uniformly in s and π. Furthermore, the functions n −1 n i=1 L h (S i − s)[(S i − s)/g] π ζ i can be bounded by a variable A n that fulfills A n ≤ a n = n ξ * ) with probability tending to one. Here ξ * is a number with ξ * > − 1 2 (1 − pθ). Again, this bound holds uniformly in s and π. We now consider the set of functions on I S that are absolutely bounded by a n and that have all partial derivatives of order k absolutely bounded by b n . We argue that this set can be covered by C exp(λ −p/k b p/k n ) balls with · ∞ -radius λ for λ ≤ a n . Here the constant C does not depend on a n and b n . This entropy bound shows that Assumption 3 holds with these choices of α, δ and ξ. For the proof of the entropy bound one applies an entropy bound for the set of functions on I S that are absolutely bounded by 1 and that have all partial derivatives of order k absolutely bounded by 1. This set can be covered by C exp(λ −p/k ) balls with · ∞ -radius λ for λ ≤ 1. The desired entropy bound follows by rescaling of the functions. Note that we have that b −1 n a n → 0.
A.5. Proof of Corollary 5. Our proof has the same structure as the one provided by Lewbel and Linton (2002) , but making use of Theorem 1 considerably simplifies some of their arguments. First, note that the restriction that θ < θ <θ implies that (ng p ) 1/2 h 2 → 0 and (ng p ) 1/2 g q+1 → 0. From a second-order Taylor expansion, we furthermore obtain that µ(x) − µ 0 (x) = 1 q 0 (r 0 (x)) (r(x) − r 0 (x)) 
since s 0 (x) = q 0 (r 0 (x)). To prove the corollary, it thus only remains to be shown that the remaining four terms in the above expansion are of smaller order than T 1 . Under the conditions of the corollary, it is easy to show with straightforward rough arguments that inf q(s) > 0, supq ′ (s) = O p (1) and sup |q(s) − q 0 (s)| 2 = o p ((ng p ) −1/2 ) where the supremum and infimum are taken over s ∈ (r o (x) − ǫ, λ 0 + ǫ) for some ǫ > 0, respectively. This directly implies that T 3 + T 4 + T 5 = o p ((ng p ) −1/2 ). Now consider the term T 2 . From Theorem 1, we obtain that
whereq(x) is the oracle estimator of the function q obtained via local linear regression of I{Y > 0} on r 0 (X), and∆(s) andΓ(x) are the adjustment terms that appear in the main expansion in Theorem 1, with the necessary adjustments to the notation. Using similar arguments as in the proof of Proposition 1-2 and Corollaries 2-4, and the restriction that θ < θ <θ, we obtain that Thus T 2 = o p ((ng p ) −1/2 ). Finally, straightforward calculations show that θ < θ <θ also implies that O p (n −κ ) = o p ((ng p ) −1/2 ). This completes the proof.
A.6. Proof of Corollary 6. Letf = (m,μ 2 ) andf = (m, µ 2 ), define the functional S n (f ) as
and letṠ n (f )[h] = lim t→0 (S n (f +th)−S n (f ))/t denote its directional derivative. One then obtains through direct calculations that for any f = (f 1,A + f 1,B , f 2 ) with bounded second derivatives we have that
where f
1,A (x 1 , z 1 , v) = ∂ v f 1,A (x 1 , z 1 , v). Using the same kind of arguments as in the proof of Proposition 1, under the conditions of the corollary one can derive the following stochastic expansion ofm up to order o p ((nh 1+d 1 ) −1/2 ), uniformly over (x 1 , z 1 , v) in the h-interior of the support of (X 1 , Z 1 , V ):
where ε i = Y − m(X 1i , Z 1i , V i ). A similar, but notationally more involved expansion can be derived for values of (x 1 , z 1 , v) in the proximity of the boundary. Note that since exclusion restriction on the instruments that E(U |Z 1 , Z 2 , V ) = E(U |V ) implies that E(ε|Z 1 , Z 2 , V ) = 0. In the notation of Theorem 1, this means that ρ(s) ≡ 0, and hence the term corresponding toΓ(x) is equal to zero and does not need to be considered. Now letf 1,A denote the sum of the function m and the leading term of the expansion (A.29), and denote the remainder term byf 1,B . Then it follows from, for example, Masry (1996) and the conditions on η and θ, that f 2 −f 2 ∞ = O P ((log(n)/(ng d 1 +d 2 )) 1/2 ) = o p ((nh 1+d 1 ) −1/4 ),
