In this paper, the H 2 optimal approximation of a n y × n u transfer function G(s) by a finite dimensional systemĤ d (s) including input/output delays, is addressed. The underlying H 2 optimality conditions of the approximation problem are firstly derived and established in the case of a poles/residues decomposition. These latter form an extension of the tangential interpolatory conditions, presented in [1, 2] for the delay-free case, which is the main contribution of this paper. Secondly, a two stage algorithm is proposed in order to practically obtain such an approximation.
Introduction
Model approximation plays a pivotal role in many simulation based optimization, control, analysis procedures. Indeed, due to memory and computational burden limitations working with a reduced order model in place of the original one, potentially large-scale, might be a real advantage. To this aim, most of the results presented in the literature address the linear dynamical systems approximation problem in the delay-free case 1 . More specifically, this problem has been widely studied using either Lyapunov-based methods [3, 4, 5] , interpolation-based algorithm [6, 1, 2, 7] , or matching moments approaches [8, 9] , leading to a variety of solutions and applications. Recent surveys are available in [10, 11, 12] . The presence of input/output delays in the approximation model was tackled in [13] (exploiting both Lyapunov equations and grammians properties derived in [4] for the free-delay case). The bottleneck of this approach is that it requires to solve Lyapunov equations which might be costly in the large-scale context. From the moment matching side, [14] proposed a problem formulation that enables the construction of an approximation which contains very rich delay structure (including state delay), but where the delays and the interpolation points are supposed to be a priori known. From the Loewner framework side, [15] and after [16] generalizes the Loewner framework from [17] to the state delay case enabling data-driven interpolation. However, as for the moment matching case, the delays and the interpolation points are supposed to be a priori known.
In this paper, the problem of approximating a given large-scale model by a low order one including (a priori unknown) I/O delays using the interpolatory framework, is addressed. An alternative "poles/residues"-based approach is developed, which enables to reach the H 2 optimality conditions, treated as interpolation ones. Then, the main contribution of this paper consists in extending the interpolation results of [1] to the case of approximate models with an extended structure, namely, including non-zero input(s)/output(s) delays. Last but not least, H 2 optimality conditions for such cases are also elegantly derived together with a single numerical procedure.
The paper is organized as follows: after introducing the notations and the mathematical problem statement in Section 2, Section 3 recalls some necessary preliminary results related to the computational aspects of the H 2 inner product and H 2 norm when the calculations are based on the poles/residues decomposition of a transfer function. Section 4 establishes the H 2 optimality conditions solving the input/output delay dynamical model approximation problem. It also proposes an algorithm which permits to practically compute such an approximation. Section 5 details the results obtained after treating an academic example. Conclusions and prospects end this article in Section 6.
Notations and problem statement
Notations. Let us consider a stable Multiple-Input/Multiple-Output (MIMO) linear dynamical system, denoted by G in the sequel, with n u (resp. n y ) ∈ N * input(s) (resp. output(s)), represented by its transfer function G(s) ∈ C n y ×n u . Let H n y ×n u 2 be the Hilbert space of holomorphic functions F : C → C n y ×n u which are analytic in the open right-half plane and for which
, the associated inner-product reads:
and the H n y ×n u 2 induced norm can be explained:
where G 2 F = G, G F and G, H F = trace(GH T ) are the Frobenius norm and inner-product, respectively. Dynamical system H will be said real iff. ∀s ∈ C, H(s) = H(s). It is noteworthy that if G(s), H(s) ∈ H n y ×n u 2 are real, then G, H H 2 = H, G H 2 ∈ R + . Besides, any dynamical matrix ∆(s) will belong to H n y ×n u ∞ iff. sup{σ max (∆(iω))/ω ∈ R} < +∞. σ max (∆(iω)) refers to the largest singular value of matrix ∆(iω).
Followingly, letĤ d be a multiple-input/output delays MIMO system s.t.Ĥ d (s) ∈ H n y ×n u 2 and represented by:
whereÊ,Â ∈ R n×n (with state dimension n ∈ N * ),B ∈ R n×n u ,Ĉ ∈ R n y ×n and ∆ i and ∆ o are delay operators. The matrix transfer functions∆ i (s) and∆ o (s) defined in (5) represent the frequency behavior of the delays operators ∆ i and ∆ o , receptively. The transfer function of the underlying system (3) from inputû(t) to outputŷ(t) vectors is given by:
2 where:
From this point, we will denote byĤ d = (Ê,Â,B,Ĉ,∆ i ,∆ o ) a MIMO input/output delayed system of the form (4).Ĥ d will also be said to have order n N (where N is the original model order).
Problem statement. The main objective addressed in this paper is to solve the following H 2 approximation problem: 
This search for an optimal solution will be carried out assuming that both G andĤ from Eq. (5) have semi-simple poles i.e., s.t. their respective transfer function matrix can be decomposed as follows:
where ∀ j = 1 . . . N, ∀k = 1 . . . n, r j ,b k ∈ C n u ×1 and l j ,ĉ k ∈ C n y ×1 . The poles µ j ,λ k are elements of C − so that G andĤ belong to H n y ×n u 2 .
Preliminary results
In this section, some elementary but important, results, which will be useful along this paper, are recalled and generalized.
First of all, a fundamental result dealing with the H 2 norm invariance in case of input/output delayed systems is presented.
be a stable dynamical system and
Proof.
will then read by definition:
One can easily check that condition (7) appearing in Proposition 3.1 is satisfied by the delays matrices of the two last lines of (5) when M =∆ i and N =∆ o . In other words, the H 2 norm does not depend on the input, nor output delays. The following proposition makes now explicit the calculation of the H 2 norm associated with the dynamical mismatch gap G −Ĥ d , which conditions Problem 2.1 criterion.
The H 2 norm of the approximation gap (or mismatch error), denoted by J, can be expressed as:
Proof. Simply develop the H 2 norm using the inner product definition and exploit the previous result
Obviously, regarding Eq. (8), minimizing J is equivalent to minimize −2 G,∆ oĤ∆i H 2 + Ĥ 2 H 2 and thus to look for the optimal values of the decision variables contained in both the realizationĤ ∈ H n y ×n u 2 and the delay blocks∆ i ,∆ o ∈ H n y ×n u ∞ . At this point, it could be profitable to derive suitable analytical expressions for the inner-product and the H 2 norm ofĤ in order to define more precisely the aforementioned H 2 gap between the two transfer functions. To this aim, the previous assumption made for both G andĤ systems (see Eq. (6)) will be essential to obtain the following results. Proposition 3.3. (H 2 inner product computation with input/output delays) Let G,Ĥ be two systems ∈ H n y ×n u 2 whose respective transfer functions G(s) andĤ(s) can be expressed as in (6) .
Proof. Observing that the poles of the complex functionĤ d (−s)G(s) are µ 1 , µ 2 , . . . , µ N ∈ C − and −λ 1 , −λ 2 , . . . , −λ n ∈ C + , let us consider the following semi-circular contour Γ C located in the left half plane s.t.:
with:
Thus, for a sufficient large radius value R, the Γ C contour will contain all the poles of the transfer function G(s) i.e., µ 1 , µ 2 , . . . , µ N . Thus, by applying the residues theorem, it follows that:
where Res(.) denotes the residue operator. The second equality line holds true since:
One may note that Proposition 3.3 is a generalization of Lemma 3.5 appearing in [1] in the case of MIMO systems with multiple-input/output delays. It is noteworthy that the∆ i ,∆ o matrices defined by (5) clearly verifies the hypothesis Proposition 3.3.
Remark 3.1. (Delay-free case "symmetry") An equivalent proposition was derived in the delay-free case [1] . It can be recovered from Proposition 3.3 by taking∆ i = I n u and∆ o = I n y . The result corresponds to the symmetric expression of the inner product i.e., the evaluation of G in the poles ofĤ and its associated residuesĉ k andb k s.t.:
In the presence of input/output delays, since the H 2 norm cannot be approximated using one contour containing the poles ofĤ d only, this result is no longer true. Indeed, it can be easily shown that in this case, the integral on Γ R will depend on a positive exponential argument which will not converge to 0 + when R → +∞. This justifies the assumption that sup{ ∆ o (s), ∆ i (s) /s ∈ C − } = M < +∞ and relevance of Proposition 3.3.
Finally, let us recall the pole(s)/residue(s) H 2 norm formula.
and thatĤ d =∆ oĤ∆i . Besides, suppose thatĤ can be expressed such as in (6), then,
Proof. See [1] .
In the next section, the main result, namely H 2 optimality conditions related to Problem 2.1, are firstly established and an interpolation-based algorithm is proposed to numerically compute the approximationĤ d .
Approximation by multiple I/O delays MIMO systems: H 2 optimality conditions
Considering the mathematical formulation of Problem 2.1 and the reduced order system structureĤ d =∆ oĤ∆i , whereĤ(s) is given as in (6), the underlying optimization issue that must be solved is parameterized by (k = 1, . . . , n): (i) the n pole(s)λ k ∈ C − ; (ii) the n bi-tangential directions (b k ,ĉ k ) ∈ C n u ×1 × C n y ×1 ; and (iii) the n u + n y delay values (τ l ,γ m ), l = 1 . . . n u , m = 1 . . . n y . Our primary objective consists in rewriting the expression of the H 2 gap J as a function of these latter parameters which will subsequently facilitate the derivation of the H 2 optimality conditions for Problem 2.1. This forms the topic of the three following propositions and of Theorem 4.1, which stands as the main result of the paper.
Proposition 4.1. From the preliminary results, the mismatch H 2 gap defined previously in Proposition 3.2 can be equivalently rewritten as:
Proof. The result is immediate. To be established, it requires to develop the H 2 norm expression showing the inner product and then to use both Proposition 3.3 and Corollary 3.1 results.
From the previous equation (10), the first-order optimality conditions related to the minimization of J can be analytically computed. The gradient expressions of the H 2 gap w.r.t. each parameters (delays, tangential directions and poles) are detailed in the two following propositions. Starting with the simplest calculations, we first derive the gradient of J w.r.t. the delays since the second term of the right-hand side part of (10) is delay-dependent, only. Proposition 4.2. The gradients of the H 2 gap J with respect to the delays read ∀l = 1 . . . n u , ∀m = 1 . . . n y :
where elements of D l ∈ R n u ×n u , D m ∈ R n y ×n y , are defined as:
Proof. The proof is straightforward to establish since both∆ i and∆ o terms are diagonal matrices and the exponential derivative function is obvious.
Proposition 4.3. The gradients of the H 2 gap J with respect to parametersĉ k ,b k andλ k , ∀k = 1 . . . n read:
and whereG andĤ are the Laplace derivative ofG andĤ, respectively.
Proof. By definingr j =∆ i (−µ j )r j andl T j = l T j∆ o (−µ j ) with j = 1 . . . N, the H 2 gap can be written as:
Then, calculating the gradients w.r.t.b l ,ĉ l andλ l (l = 1 . . . n) gives:
Thus, by computing both terms on this expression
one obtains the gradient. It is noteworthy that ∇ĉ l J can be obtained in the same way as ∇b is straightforwardly derived as follows:
Theorem 4.1 gathers all the first-order optimality conditions related to Problem 2.1 and stands as the main result of the paper. 
for all k = 1 . . . n, l = 1 . . . n u and m = 1 . . . n y whereG(s) is given by (11). (12) 
Proof. The interpolation conditions gathered in
is a local optimum of Problem 2.1, then the following conditions hold:
for all k = 1 . . . n, and whereG is as in (11):
Remark 4.2 (Impulse response ofG(s) and advance effect). The H 2 -optimality conditions given in Theorem 4.1 involves a modelG(s) which has a pole-residue decomposition defined by (11) . For simplicity, let us consider the SISO case where G andG is given by
Thus, the the impulse response ofG(s) is
where 1(t) corresponds to the Heaviside step function and g(t) is the impulse response of model G(s). Therefore,G(s) behaves as a time advance of G(s) and correspond to the "causal part" of the model G(s)e sτ .
Practical considerations
In this subsection, three considerations about Problem 2.1 and Theorem 4.1 are discussed. These latter are relevant to sketch an algorithm which enables the computation of model∆ oĤ∆i satisfying the optimality conditions of Theorem 4.1. Let us consider thatĤ d =∆ oĤ∆i is a local minimum of the H 2 optimization Problem 2.1 whereĤ is given by (6), then:
• Consideration . If the matrices∆ o ,∆ i and the reduced order model polesλ 1 ,λ 2 , . . . ,λ n are assumed to be known, Problem 2.1 is reduced to a much simpler problem that can be solved, for example, by using the well-known Loewner framework such as in [17] ;
• Consideration . If the delay matrices∆ o ,∆ i are known, then Problem 2.1 can be solved by finding a model realizationĤ which satisfies the interpolation conditions (12) of Theorem 4.1, only. This can be done using, for instance, a very efficient iterative algorithm, e.g., IRKA (see [1] );
• Consideration . Assume that the system realizationĤ has already been determined. It follows that Problem 2.1 is equivalent to look for optimal delays matrices (
Interestingly, since ∆ oĤ∆i , G H 2 → 0 when the delays go to infinity, this problem can be restricted to a compact set and thus a global solution exists.
Computational considerations
An algorithm which allows to numerically compute a modelĤ d satisfying the previous H 2 optimality conditions is proposed in this subsection. It relies on the considerations above discussed (Section 4.1). Therefore, the proposed approach corresponds to an iterative algorithm in which each iteration can be decomposed in two steps. The first one aims at computing a realizationĤ which satisfies the interpolation conditions (12) while fixing the matrices∆ o ,∆ i at their values obtained from the previous iteration. This can be done using, for instance, the IRKA algorithm (Step 4). In the second step, the resultingĤ is then exploited to determine the n u + n y optimal values for the∆ o ,∆ i matrices elements (Step 5). This step is achieved by solving the nonlinear optimization problem defined in (16) using an appropriate solver. Then, the whole process is repeated and these two steps performed again until the convergence 2 . At the end of the procedure, the model built will satisfy the H 2 optimality conditions on which Theorem 4.1 relies. This sequential procedure can be summarized such as in Algorithm 1, and referred to as MIMO IO-dIRKA.
Algorithm 1 MIMO IO-dIRKA (MIMO Input Output delay IRKA)
Require: A N th -order model G ∈ H n y ×n u 2 , dimension n ∈ N * (n N) and initial guesses for
Set it ← it + 1 3: BuildG it as in (11) 4:
BuildĤ it satisfying the bi-tangential interpolation conditions (12) 
Structured input/output delays
All the previous results are left unchanged in the case of structured input/output delays i.e., if, for example, delays does not apply on given input(s) and/or output(s) ofĤ d . The results can be derived in a straightforward way, without any loss of generality, just by considering the following ordered delays matrices (where delays are present on the first n d1 < n u inputs and n d2 < n y outputs):
One can easily note that the preliminary results from Sections 3 and 4 still remain true when introducing these matrices. The main result stated in Theorem 4.1 thus remains unchanged.
Numerical application
This section is dedicated to the application of the results obtained in Sections 4, namely, the input/output-delay optimal H 2 model approximation and its first -order optimality conditions. We will emphasize the potential benefit and effectiveness of the proposed approach.
Let us consider a model G of order N = 20, given by the following transfer function
where µ j ∈ R − ( j = 1, . . . , N) are linearly spaced between [−2 − 1]. The impulse response of G is given by the solid dotted blue line in Figure 1 . Interestingly, it behaves like a system with an input delay. In order to fit the framework proposed in this paper, input-delay H 2 optimal model H d =∆ oĤ∆i of order n = 2 (solid red) was obtained by applying Theorem 4.1 and IO-dIRKA, as described in Section 4. The obtained delay model is compared with delay-free approximations of order n = {2, 3, 4}, obtained with As clearly shown on Figure 1 , the proposed methodology allows to obtain an input-delay H 2 approximation of model G that clearly provides a better matching than the delay-free cases, even for higher orders (here, IRKA with n = 4 still have a bad matching and exhibits difficulties in accurately catching the delay and main dynamics). Indeed, the delay-free cases exhibits an oscillatory behaviour during the first seconds while the input-delay modelĤ d takes benefit of the delay structure to focus on the main dynamical effect. Moreover, the approximation model ofĤ d satisfies the conditions given in Theorem 4.1. • When evaluating
τµ j , one obtains 9.7284 × 10 −5 , which is close to zero, as stated by condition (15).
With reference to Figure 2 , similar results are obtained in the case of an input delay-dependent approximation of order n = 4 (using IO-dIRKA) and delay-free approximation of order n = {4, 5, 6} (using IRKA). Then, Figure 3 shows the impulse response mismatch error for these different configurations. For each reduced order models, the mean square absolute error ε of the impulse response are computed. The main observation that can be made is that the mismatch error obtained forĤ d of order n = 4 is lower that the one obtained by a delay-free modelĤ of order n = 6 (a better result is obtained for a delay-free model with an order n = 7). This motivates the use of the specific approximation model delay structure. 
Conclusion
The main contribution of this paper is the derivation of the first-order H 2 optimality conditions for Problem 2.1. It forms a direct extension of the bi-tangential interpolation conditions of the delay-free case derived in [1, 2] . Theorem 4.1 establishes that ifĤ d =∆ oĤ∆i is a local optimum, then the parameters of this latter verify an extended set of matricial equalities. These ones are of two types: first, (i) a subset of interpolation conditions (12) satisfied by the rational partĤ ofĤ d , which generalizes the delay-free case; secondly, (ii) a subset of matricial relationships (13) focussing on the input/output delay blocks∆ o ,∆ i . These conditions all are dependent on the reduced order model parametrization described byb k ,ĉ k ,λ k ,τ l andγ m , and solving Problem 2.1 requires to tackle a non-convex optmization problem. Nevertheless, an algorithm referred to as IO-dIRKA, has been proposed to practically address this issue. This latter decorrelates the decision variables between them by solving, firstly for given∆ i ,∆ o matrices, an optimal H 2 approximation problem, and then, in a second stage, a nonlinear maximization problem (16) to determine the optimal values of the delays. Both optimizations rely on descent methods, taking benefits from the analytical expressions of the gradients of the H 2 mismatch gap ∇J. Numerical experiment have also been presented, illustrating the benefit of the proposed approximation delay structure with respect to standard delay-free approximation methods.
