Composition of quadratic forms and tensor product of quaternion algebras  by Yuzvinsky, Sergey
JOURNAL OF ALGEBRA %, 347-367 (1985) 
Composition of Quadratic Forms and 
Tensor Product of Quaternion Algebras 
SERGEY YUZVINSKY * 
Department of Mathematics, University of Oregon, 
Eugene, Oregon 97403 
Communicated by A. Frahlich 
Received November 11, 1983 
This paper is concerned with the problem of compsition of quadratic 
forms (the Generalized Hurwitz Problem). Let F be a field of characteristic 
different from 2 and let (U, qu) and (V, q”) be non-singular quadratic 
spaces over F. A composition law is a bilinear map U x V +p V such that 
q,(p(x, y)) = q”(x) qu(y), x E U, y E V. The basic problem is to describe all 
pairs of quadratic spaces over F for which a composition law exists. 
For the complex field or the real field and positive definite forms the 
problem was solved by, A. Hurwitz [S] and J. Radon [lo]. We describe 
their result in the form which is convenient for our purposes. Let n + 1 be 
the dimension of U. Then a composition law exists if and only if the dimen- 
sion of V is divided by 2”‘“’ where 
u(n)=: if n = 0,6 (mod 8) 
n+2 =- 2 if n = 2,4 (mod 8), 
n+l =- 2 if n = 1,3,5 (mod 8), 
n-l =- 2 ifn=7(mod8). 
The first results over an arbitrary field F (of characteristics not 2) appeared 
much later in the book [7] of T. Lam and in the series of papers [13-151 
by D. Shapiro. The latter author developed the elegant theory of spaces of 
similarities which in particular allowed him to prove that the 
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Hurwitz-Radon condition is necessary for the existence of a composition 
law in general. He sharpened this condition for many specific fields and 
forms and made several conjectures. In particular, he conjectured that any 
form qu of dimension 2”‘“‘, which has a composition law with a form q,, of 
dimension n + 1, is similar to a Plister form (the Pfister Factor Conjecture). 
To describe the results and the approach of this paper we have to make 
a routine reduction. Here and in the rest of the paper every non-explained 
notation is standard and can be found in [7]. An obvious necessary con- 
dition for the existence of a composition law is D,(q,) n G,(q,) # 0. If this 
condition holds and c1 is a non-zero element from the intersection then a 
composition law for (qu, qv) exists if and only if a composition law for 
((l/cc) qu, qv) exists. This allows us to assume that 1 ED, and to 
represent qu as q, = (1) I (-a) where (T is a non-singular form of a 
dimension n on a subspace U, of U. Throughout the paper we denote by 
C= C(a) the Clifford algebra of cr and by J the involution on C generated 
by J(x) = -x for every x E U,. We call J the Clifford algebra inuolution. If 
W is a C-module with a non-singular bilinear form b then we say that b 
admits C or is admissible if b(cx, y) = b(x, cJy), x, y E W, c E C (see [4] or 
Section 3). If G is symmetric then this terminology is applied to the 
corresponding quadratic form also. 
It is well known (see, for example, [7, Theorem 1.5.5 and 
Remark V.5.71) that a composition law for (qu, qu) exists if and only if 
there exists a representation of the Clifford algebra C = C(a) on V which is 
admitted by ql,. 
In this paper we study the following variation of the composition 
problem: given a non-singular quadratic space (U,, a) of dimension n to 
describe all non-singular quadratic spaces (V, q) where V is a C-module 
and q admits C. The method applied in this paper is the decomposition of 
C in the involutorial tensor product of quaternion algebras. On one hand, 
the parameters of the quaternion algebras can be expressed easily in terms 
of (r. On the other hand, they give certain information about C-modules 
and forms on them. The initial plan was to use this method together with 
multiquadratic field extensions for a proof of Shapiro’s Pester Factor Con- 
jecture. This is not yet carried out though certain new partial results are 
proved (see Section 4). Then it turned out that the method allowed one to 
prove somewhat more unified versions of basic results from [ 131. A typical 
example is Corollary 5 which in particular contains the Shapiro 
generalization of the Hurwitz-Radon Theorem. 
This paper is organized as follows. In Section 1, we describe a method to 
construct an involutorial factorization of C= C(a) given a diagonalization 
of 0. This method is used throughout the paper. In Section 2, we study the 
simple C-modules. All relevant properties of (T concentrated in the notion 
of the Schur index s=s(a) of 0. Several results are given computing s in 
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certain particular cases. Section 3 is concerned with the existence of 
admissible forms on C-modules. The factorization of C gives an immediate 
answer when all factors split and the field extension technique transfers the 
results to the general situation. In particular, it is shown (Corollary 5) that 
the existence of a symmetric admissible form on a C-module V depends 
only on the dimensions of cr and I/ and on the signed determinant 6 of 0 (if 
n is odd). In Section 4, we study the types of admissible forms. Several con- 
ditions on cr are given which imply that all symmetric admissible forms are 
hyperbolic (Theorems 5 and 6). This includes Shapiro’s result [13, 
Corollary 3.153 though Corollary 7 gives a much more general sufficient 
condition (which is still not necessary). In Theorem 7, we prove the Plister 
Factor Conjecture for a particular case not covered by [13-151. 
1. INVOLUTORIAL FACTORIZATIONS OF CLIFFORD ALGEBRAS 
Let (V, 0) be a regular quadratic space of dimension n and C be the Clif- 
ford algebra of c with the Clifford algebra involution J. It is well known 
that C is the tensor product of quaternion algebras if n is even and the ten- 
sor product of quaternion algebras and a two-dimensional algebra when n 
is odd [7, Sect. 5.31. Our goal in this section is to write these factorizations 
explicitly in terms of u and find the involution J on the factors. We fix an 
orthogonal basis e, ,..., e, in V, put tli= a(e,), i= l,..., n, and consider two 
different cases. 
(A) The dimension n is even. We set n = 2p. 
DEFINITION 1. (Cf. [23). Let {fl ,..., f,; g, ,..., g,} be a set of 
generators of C. We call this set a quaternion generating set if f: E F, gf E F, 
f igi=-gifiFfigj=gjfi,fifj=fjfi, gigj=gjg;, i, j=L...,p, i# j. 
The following simple lemma gives a convenient way to construct quater- 
nion generating sets from e, ,..., e,. To state it we denote by E the [F,-vector 
space with the basis e ,,..., e,, by E the symplectic form on E given by 
&(e;, ej) = 1, i # j, and by cp the map E + C defined by cp(ei, + ... + e,,) = 
ei,eiz*‘*eik, 1 Gi, <i,< ... <i,<n. 
LEMMA 1. (i) The form E is non-degenerate. 
(ii) For each symplectic basis B of E the image q(B) is a quaternion 
generating set of C. 
ProojI (i) Let e be an arbitrary non-zero element of E and e = xi=, eik. 
If I is even then s(e, ei,) = 1. If I is odd then I < n and there exists i, 1 < i < n, 
such that i # i,, k = l,..., 1. We have a(e, e,) = 1. 
(ii) Obvious. 
48 l/96/2-? 
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Using this method, we construct the quaternion generating set which will 
be fixed for the rest of the paper. A similar set was considered in [ 163. Put 
fi=e,e2...e2j-l, gi=ele2...e2j-2e2j, i = 1) 2 ,...) p. (1) 
We put also ai= f:, pi= gf, i= 1, 2 ,..., p, and note that cli = 
(- l)‘-‘a,a,... %-I, pi= (- l)‘~‘a,a,~~~~,~~,a,,. Using the standard 
notation for quaternion algebras Qi generated by fj and gi we have 
C=QlQQzQ ... QQ, , i = 1 ,..., p. (2) 
The formulas (1) for fi and gj show that Qj is invariant with respect to 
the involution J. Furthermore, the straightforward calculation shows that 
f”=(-l)ifi, g; = ( - 1 )i g,, i = l,..., p. (3) 
This can also be expressed in the form that odd factors are provided with 
the symplectic involution (which is unique) and each even factor is 
provided with an orthogonal one (see [ 12, p. 2151). 
(B) The dimension n is odd. We set n = 2p + 1. Representing 
r~ = o0 1 (a,), where crO = (a, ,..., a, _ , ), and applying [7, Corollary 2.7, 
p.1131 and A, we obtain 
C=Q,QQ,Q .” QQ,OF(S> 
where 6 is the signed determinant of IJ and F( 13) = F(,,,b) if 6 $ k2”, 
F(6) = F x F otherwise. All factors are invariant with respect to the 
involution J. On Qi the induced involution is defined by the above for- 
mulas (3). The two-dimensional algebra F(6) is generated by the element 
z=e,e2 . . . e, and 
zJ=(-1)PfiZ. (4) 
2. SIMPLE CLIFFORD MODULES 
(A) The dimension n is even, n = 2~. 
Let us denote by s = s(a) the Schur index of C, that is, if C= M,(D) 
where D is a division algebra then dim D = s2. We will also call s the Schur 
index of rr. According to [l, Theorem 5.171 s is a power of 2. It is well 
known that the dimension t of the irreducible module of C is given by 
t=s~$G-Cs2~. (5) 
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Our first goal is to express s as a function on the Witt ring W(F). We use 
the standard notation IF for the ideal of W(F) generated by even-dimen- 
sional forms, [o] for the element in W(F) represented by the form u, and 
oL for the form obtained from c by an extension L/F of scalars. 
THEOREM 1. The Schur index s of o is the minimum degree of separable 
field extensions L/F such that 
[0]E[(l, -6)]+Z3L. (6) 
Proof: We set 0’ = cr-L ( 1, -8) and c’ = C(a’). Since the sign deter- 
minant d, c’ = 1, then 6’ E Z*F (see [7, p. 403). Using [7, Corollary 2.7, 
p. 1131 we obtain 
-1,6 C=C@C((-l,b))=C@ F . 
( > 
The inclusion (6) gives now that 
[U’]E [(l, -6, 1, -S)] +Z3L 
which according to [3] and [9], is equivalent to the fact that 
Cc’1 = s2M - 1) 44) (8) 
(in the notation of [9]). By the Merkurjev theorem [8] the equalities (7) 
and (8) are equivalent to the fact that L is a splitting field for C. In turn, 
this is equivalent to the inequality [L:F] > s and a separable maximal sub- 
field of D realizes the corresponding equality (see, for example, [ 1, 
Chap. IV] ). 
Remark 1. One can give several other characterizations of s in terms of 
Galois cohomology or the leading forms (see [6]). 
The characterization of s given by Theorem 1 is hard to apply to 
calculations with concrete forms. We will give two methods which will 
allow us to find s for some examples. The first method is induction onp. 
PROPOSITION 1. (Cf. [ 111). Let D be a central division F-algebra of 
index s,,, let Q = (a, b/F), let A = D @ Q, and let s be the index of A. Then 
s=+&-J ifQ is isomorphic to a subalgebra of D; 
= s(J ifQ is not isomorphic to any subalgebra of D but 
(a, b > represents 1 over a subfield L of D; 
= 2s, otherwise. 
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Proof: A is a division algebra if and only ifs = 2s,. Otherwise, it follows 
from [ 1 l] and [7, p. 581 that (a, 6) represents 1 over a subfield L of D 
(one can show this by a direct calculation independently of the cited sour- 
ces). 
In this case, set A = M,(F) 0 D’, where D’ is a division algebra. We have 
AOQ=D@M,(F)=M,(F)@D’@Q (9) 
which implies that r = 2 or 4 and correspondingly s = s0 or f sO. Further- 
more, (9) implies that r = 4 (i.e., s = 4 sO) if and only if D = D’ 0 Q, which 
completes the proof. 
As an application of this proposition, we prove the following 
generalization of [ 7, V.3.231. 
THEOREM 2. Let n = 4 and let 6 = ol( - 1, d), where d is the deter- 
minant of a. Then the dimension t of the irreducible C-module is given by 
t= 4 if 6 is hyperbolic, ifind 2 2? 
= 8 ifind = 1, 
= 16 $5 is anisotropic, 
where inda is the Witt index of 5. 
Proof. Set a=(a,,a,,a,,a,). We have C=Q,QQz where Q,= 
(a,, a,/F) and Q2= ( -ala2a3, -a,a,a,/F). Set a1 = (-a,, -a2, alaz) 
and a2 = (a,aza3, ala2a4, a3a4). Then (1 )la, is the norm form of Qi 
(i= 1,2) and ~x(l/alaz)((-ai) I a*). We consider now two cases. 
(i) The equality t = 4 is equivalent to s(a) = 1 which is in turn 
equivalent to Q, %Q2, that is, aiza2. The latter occurs if and only if 
( -a,) I aZ is hyperbolic, that is, 5 is hyperbolic. If indc? = 2, a deter- 
minant consideration shows that 6 is hyperbolic. 
(ii) The equality t = 8 is equivalent to s(a) = 2. We now have two 
possibilities. If at least one of Q, and Q2 splits then one of ai and a2 is 
isotropic and 5 is isotropic. If the both Q, and Q2 do not split than by 
Proposition 1 there exists an element a E F such that the both Qi and Q2 
split over L = F(h). This implies that al,L and a2,L are isotropic and con- 
sequently by [7, VII.3.11 contain subforms similar to (1, -a). A deter- 
minant consideration shows that they contain the form ( -a) and con- 
sequently Cr is isotropic. According to (i), inda = 1. 
If conversely indo = 1, then either ai is isotropic for some iE { 1,2} or a, 
and a2 represent an element a E F. In the former case, Q,xM,(F) and the 
equality t = 8 follows from (i). In the latter case, a determinant con- 
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sideration shows that o1 and c2 contain subforms similar to (1, a). This 
implies that Qi and Qz split over F(G) and the equality t = 8 follows 
from Proposition 1 and i. 
To complete the proof we note that t = 16 is equivalent to s(c) = 4. 
The second method of finding s for concrete forms is multiquadraticfield 
extensions. First of all we find an upper bound for s. For any a E& we 
denote by & the square class of CI (an element of the group &‘//I”). We keep 
the notation of Section 1 and set oi = ( -ai, --pi, aiPi), i= l,..., p. 
PROPOSITION 2. For an arbitrary choice of yip D(a,) (i= l,..., p), let G 
be the subgroup of k/p2 generated by ( -pi). Then s divides IGI. 
Proof Let K= F(fi, G,..., &) = F(,/@. According to the 
Kummer theory [EF] = IGl. Since det bi = 1 then CJ~,~ is isotropic and 
Qi@ K = M2 (K). In particular K is a splitting field for C and the result 
follows from [ 1, 4.221. 
We consider now the particular case when G = Z/2 for a choice of yi and 
thus s = 1 or 2. In other words, there exists y E P such that for every 
i = l,..., p, ci represents either 1 or y. If the second possibility occurs, that 
is, cri(v) = y for some v E F3, we denote by -di an element of P represented 
by oi on the orthogonal complement (I’}‘. (Another definition of ai: 
-Si( 1, y) is a subnorm of (T?) Otherwise we set di= 1. 
THEOREM 3. The Schur index s(o) = 1 if and only if 6 = nf’= I 13~ is a 
norm of the extension F(&)/F. 
ProoJ: Since every factor Qi for which rri represents 1 is a total matrix 
algebra, it does not influence s and 6. So we can assume that every ci 
represents y and Qj = ( -y, 6,/F). As in (l), we use the notation f i and gi 
for the quaternion generators of Qi, that is, f 3 = - y, g: = di, fi g, = - gi f i, 
i = l,..., p, and all other pairs commute. Consider now the subset S= 
{c 1 ,..., cp, . d, ,..., d,} of C defined by 
ci= gl g2”’ gi7 
i = 1, 2 ,..,, p - 1, 
(10) 
The following properties of S can be verified directly. 
(i) S is a quaternion generating set of C. 
(ii) e= -y2c:, i= 1,2 ,..., p- 1. 
(iii) c’, = -y, &p = 6. 
If we put Qj = (c:, d!/F) then (i) implies that C= Q; @Q; @ ... @Q’, 
and (ii) implies that QizM2(F) for i= 1, 2,..., p- 1. Thus s is the Schur 
index of Q’, = ( -y, 6/F) and the statement follows. 
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Note. One can avoid the consideration of generating sets using instead 
the bilinearity of a Steinberg symbol. 
COROLLARY 1. (Cf. [7, V.41). Let 
k times 
CJ = ( l,..., 1, - l,..., - 1 ) 
for some k, 0 < k <n ( = 2~). Then S(B) = 2 ifp - k E 1 or 2 (mod 4) and the 
level of F is greater than 2. Otherwise s(a) = 1. 
Proof: First of all we renumerate a, putting 2/p - k( coefficients of the 
same sign ahead and continuing with the alternating sequence 
(1, - 1, 1 - l,...). A direct calculation shows that the only possibly non-split 
factors Qj are those with i< Ip- k( where i is even if k> p and i is odd if 
k < p. Furthermore, for every such i, Qi= ( - 1, -l/F). Using the 
notation of the theorem we have y = 1 and 6 = 1 if p - k = 0 or 3 (mod 4), 
6 = - 1 if p-k E 1 or 2 (mod 4). Since - 1 is a norm in the extension 
F(,/?)/F if and only if the level of F is less than or equal to 2, we obtain 
the result. 
(B) The dimension n is odd, n = 2p + 1. 
Recall that by Section l(B), C=Q,@ ... @Q,@F(s). Put Co= 
Q, @ . . . @ Qp and note that Co is the Clifford algebra of the form cr” = 
(a, ,..., a,-,) and C= C’OF(6). 
Remark 2. Theorem V.2.4 of [7] gives C= Co@ F(6) where Co is the 
“even part” of C. If 6 EF’ then Co and Co are obviously isomorphic. If 
6 4 % then Co and Co can be non-isomorphic. For instance, if F= IR and 
g= (-1, -1,1) then C,=M,([W) but Co= (-1, -l/k!). 
The structure of C essentially depends on the square class of 6. If 6 E % 
then C = Co x Co and has two non-isomorphic irreducible modules of the 
same dimension. If 6 $% then C= C(at) where L =F(fi). Thus, it is 
reasonable to include the condition on 6 in the definition of the Schur 
index. 
DEFINITION 2. The Schur index s = s(a) of 0 of odd dimension is 
defined by s(a) = s(ai) where L = F(d). 
The dimension t of the irreducible C-modules is connected with s by 
t = &gS2P, where eg = [F($): F]. (11) 
The above definition allows one to use any information about s from 
part (A) of the section applying it to a0 and substituting n - 1 instead of n 
and L instead of F. We will give two examples of such an application. The 
first one relates to Theorem 2. 
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THEOREM 2’. Let n = 5 and 6 = al ( - 1). Then the dimension t of the 
irreducible C-modules is given by 
t= 4E if Z:L is hyperbolic, ifind d, > 2, 
= 8.5 if ind gL = 1, 
= 16~ if 6.L is anisotropic, 
where L = F(fi) and E = [L: F]. 
Proof: Put a= (al, a*, a3, ad, as), a’= (a,, a*, ax, ad), and ti”=aO1 
(-1, a1a2a3a4). It is clear that 5’zg and the statement follows 
immediately from Theorem 2 and ( 11). 
The second example relates to Corollary 1. 
COROLLARY 1’. Let a be the form from Corolllary 1 (but now 
n = 2p + 1). Then s(a) = 2 if the level of F is greater than 2 and p - k - 1 
(mod 4). Otherwise s(a) = 1. 
Proof: If 6 = - 1, that is, L = F(n), then the level of L is 1 and by 
Corollary 1, s(a) = s(a’) = 1. Thus it suffices to consider the case when 
6=1, that is, L=F. Since g=(-l)“-k+n(“-1)‘2=(-l)p--k+1 we have 
p-k+l=O (mod2). If k <n we can define a0 in such a way that a= 
a01 ( - 1) and use Corollary 1. If k = n, we define a0 so that a = a01 ( 1) 
and substitute k- 1 instead of k in Corollary 1. Together, these conditions 
imply the statement. 
Remark 3. The theorems of [7, V.43 immediately follow from the 
corollaries and (11). 
3. THE EXISTENCE OF ADMISSIBLE FORMS 
In this section we consider bilinear forms MQ FM + b F on C-modules 
M. For the sake of the quadratic form theory it suffices to consider only 
symmetric forms. But it is more convenient to include into consideration 
skew-symmetric forms also. Following D. Shapiro, we define the parity l(b) 
of a symmetric or a skew-symmetric form b by 
A(b)= 1 if b is symmetric, 
=-- 1 otherwise. 
We need a restriction on b saying in terms of [4] that b admits C. Slightly 
abusing language, we give the following definition. 
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DEFINITION 3. Let C be a Clifford algebra of a quadratic form 0, let J 
be the Clifford algebra involution of C, and let M be a C-module. An F- 
bilinear non-singular form M x M -+b F is called admissible if 
b(cx, Y) = W, c-‘Y), x, yeA4, CEC. (12) 
Viewing b as an isomorphism 6: M + Horn (M, F), one easily sees that 
for any other admissible form b, the linear operator b;’ b commutes with 
the action of C. In particular, if’M is absolutely irreducible module then all 
admissible forms are similar to each other. 
The goal of this section is to solve the question of the existence of 
admissible forms of different parity. 
We use consistently the notation introduced in Sections 1 and 2. 
LEMMA 2. Let n = 2p and cri = 1, i = l,..., p. Then an irreducible C- 
module has only symmetric admissible forms if p - 0,3 (mod 4) and only 
skew-symmetric ones if p E 1, 2 (mod 4). 
ProoJ: Under the conditions of Lemma an irreducible C-module is 
absolutely irreducible. Thus the admissible forms are similar to each other 
and it suffices to study one of them. Since ai = 1, Qi splits for each 
i=l >..., p, and has a two-dimensional irreducible representation. One of the 
‘matrix forms of this representation is 
f;H(A -y)=& g,$ pIi. 
A direct calculation shows that an admissible bilinear form bj for this 
representation can be given by 
bi= if i is odd, and bi= if i is even. 
An irreducible representation of C can be given in dimension 24 by the 
matrices 
P 
fiH @ xij, giH 6 yij, (13) 
j= 1 j=l 
where X, = Y, = Zz (two-dimensional identity matrix) if j # i, Xii = Ai, and 
Yii=Bi, i= l,..., p (the outer tensor product). Obviously the matrix 
b = @I$‘=, bi defines an admissible bilinear form for this representation and 
the parity of b depends on p according to the statement. 
LEMMA 3. Let n = 2p + 1, aj = 1, i = l,.,., p, and 6 E %. Then each 
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irreducible C-module has an admissible form tf and only tfp E 1 (mod 2). All 
such forms are similar and are symmetric if p E 3 (mod 4) and skew-sym- 
metric tfp = 1 (mod 4). 
Proof This time, there exist two non-isomorphic irreducible represen- 
tations of C of dimension 2p which we again describe explicitly. For both of 
them the matrices corresponding to fi and gi are given by (13) and 
z --f + (I,, where { is a fixed square root of 6 in F. Let b be a bilinear form 
for Co the existence of which is guaranteed by Lemma 2. Applying (4) we 
have 
4x, ~)=(-lP’+~b(x, Y) 
for any two vectors x and y which implies the statement. 
DEFINITION 4. Let w, and w2 be two C-modules of the same dimension 
and for each c E C let ci be the operator corresponding to c on Wi (i = 1,2). 
A non-singular F-bilinear form b is called ( W,, W,)-admissible if 
b(c,x, y)=b(x,c;y), XE W,, YE W,, CEC. 
Remark 4. (i) Clearly ( W, W)-admissible forms are admissible forms 
for a C-module W. 
(ii) The existence of a ( W, , W,)-admissible form is equivalent to the 
fact that W:x Wi. 
(iii) The uniqueness (up to a scalar factor) would follow from the 
absolute irreducibility of one of the modules. 
(iv) If a form is symmetric or skew-symmetric and ( W,, W,)- 
admissible then it is ( W,, W,)-admissible. 
LEMMA 4. Under the condition of Lemma 3, let WI and W-, be non- 
isomorphic irreducible C-modules. Then a ( W, , W- I )-admissible form exists 
tf and only if p - 0 (mod 2). All such forms are similar. They are symmetric 
if p = 0 (mod 4) and skew-symmetric if p - 2 (mod 4). 
The proof is similar to the proof of Lemma 3 and we omit it. 
LEMMA 5. Zf the conditions of one of Lemmas 2, 3, and 4 for the 
existence of symmetric forms hold and n > 1 then all these forms are hyper- 
bolic. 
Proof If n > 1, an admissible form is given by an explicit formula in the 
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proof of Lemma 2. If this form is symmetric it is the tensor product of two 
skew-symmetric forms and thus is hyperbolic. 
The next two lemmas allow us to deal with field extensions. 
LEMMA 6. Let W be an irreducible C-module and let L/F be a finite field 
extension. If there exists an admissible symmetric or skew-symmetric L- 
bilinear form on the C@ L-module WQ L then there exists an admissible F- 
bilinear form on W of the same parity. 
Proof Fix an F-basis in L and for any VE L denote by vi,..., v, 
(r = CL: F]) its coordinates with respect to this basis. If 6: 
W@ L x W@ L + L is an L-bilinear form then define F-bilinear forms bi, 
i= l,..., r, by b;(x, Y) = (b(x, Y))i, x, YE W. (This is the composition of 
Scharlau’s transfer [7, p. 1901 and the restriction to a subspace.) If b is 
admissible then each bj satisfies (12). This implies that W;L = 
{XE Wlbi(X, y)=O> Ye W} is invariant with respect to C. Since W is 
irreducible, W,l is either (0) or W. Since b # 0, there exists i such that bi is 
non-singular. At last, if b is symmetric or skew-symmetric then b, has the 
same parity. 
Let us fix notation for the next lemma. Let W, and W, be two absolutely 
irreducible C-modules of dimension t and W= of= , Zi where Z,= W, if 
i = l,..., k, Zi% W, if i= k+ l,..., 1. Fix linear bases in Wi (i = 1,2) which 
gives bases in each Z, and in W. Now we identify bilinear forms on the 
modules with their matrices with respect to the fixed bases. 
LEMMA 7. A non-singular tl x tl matrix B is an admissible form on W if 
and only tf it can be represented as 
where Bi is an admissible form on Wi or 0 for i = 1 and 2, B3 is a ( W, , W,)- 
admissible form or 0, B4 is a ( W,, W, )-admissible form or 0, and Mi is an 
arbitrary matrix of size k x k for i = 1, (1 -k) x (1 -k) for i = 2, k x (1 -k) 
for i=3, and (I-k)xk for i=4. 
Proof For any c E C, denote by Ai the matrix of the action of c on 
Wi (i= 1, 2) and by A(c) the similar matrix for W. A(c) is a block-diagonal 
matrix with k blocks A,(c) and l-k blocks A,(c). The fact that B is 
admissible is equivalent to the equality A’(c) B= BA(cJ), c E C. 
Representing B as a block matrix with blocks B, of size t x t (i, j= 
1,2 ,..., 1) we obtain that A; (c) B,= BijA,(cJ) for i, j= l,..., k, A;(c) B, = 
B,A,(c-‘) for i, j= k + l,..., 1, Ai (c) Bit= BijA,(cJ) for i= l,..., k, 
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j = k + l,..., 1, and Ai (c)Bij=BijA,(cJ) for i=k+ l,..., 1, j= l,..., k. Since 
Wj is an absolutely irreducible module (i = 1,2), the blocks B, are similar 
to each other within the four ranges for i and j. This immediately implies 
the statement. 
COROLLARY 2. In the notation of Lemma 7, let k = 1 and let W, have a 
symmetric or skew-symmetric admissible form B,. Then W has admissible 
forms only of the parity of B, if 1 is odd and W has admissible forms of any 
parity if 1 is even. 
Proof We have B = B, Q M, where M, is a non-singular 1 x 1 matrix. 
For B to be symmetric or skew-symmetric M, should also have one of 
these properties. If 1 is odd M, can only be symmetric and B has the same 
parity as B,. If 1 is even one can choose M, with any of these properties. 
COROLLARY 3. In the notation of Lemma 7, let there exist a symmetric 
or skew-symmetric form B, admissible for the both modules and let there be 
no ( Wi, Wj)-admissible form, if j. Then W has admissible forms only of the 
parity of B, if either k or 1 -k is odd and it has admissible forms of any 
parity otherwise. 
Proof: We have B = B, Q M where M = ( y1 & ) with Mi non-singular 
matrices of sizes k x k and (I- k) x (I - k). The end of the proof is similar 
to that of the preceding corollary. 
COROLLARY 4. In the notation of Lemma 7, let there be no admissible 
form on Wi (i = 1,2) and let there exist a symmetric or skew-symmetric form 
B, which is ( W, , W,)-admissible. Then W has admissible forms of any parity 
if I= 2k and does not have any if I# 2k. 
ProoJ The proof is similar to those of the preceding lemmas and 
depends on the fact that a block matrix (“,, ,“I) can be non-singular only 
if the blocks are square. 
When n is odd, we will need the following invariant of C-modules. 
DEFINITION 5. Let n be odd, let W be a C-module, and let F be the 
algebraic closure of F. The algebra CO F has two non-isomorphic 
absolutely irreducible modules. The non-ordered pair (k,, k2) of the mul- 
tiplicities of these modules in the decomposition of W@F is called the 
weight of W. We say that the weight is even if the both multiplicities are 
even; otherwise, we say the weight is odd. We say that W is balanced if 
k,=k,. 
For any given module, the calculation of the weight is provided by the 
following lemma. 
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LEMMA 8. (i) In terms of Definition 5, let A(z) be the linear operator of 
the action ofz on W. Then A(z) has at most two eigenvalues and their mul- 
tiplicities divided by 2p form the weight of W. 
(ii) If 6 # % then each C-module is balanced. 
Proof: (i) Follows from the fact that under two absolutely irreducible 
non-isomorphic representations z is mapped to the matrices [Z2P and -<I,, 
where 4: E F, c’ = 6. 
(ii) Let 6 4 %. Then C h as a unique (up to isomorphism) irreducible 
module over F(d) which can be realized taking an irreducible Co-module 
and assigning ZH $Z. Choosing the F-basis (1, fi) in F(d), we obtain 
that in an irreducible C-module (over F) ZH (7 t) @ I. By (i), this module 
is balanced and consequently any C-module is balanced. 
Now we can solve the problem of the existence of admissible forms on C- 
modules. 
THEOREM 4. Let W be a C-module of dimension 12p. 
(i) Let n be even. If 1 is odd then W has only symmetric admissible 
forms when p = 0,3 (mod 4) and only skew-symmetric ones when p = 1,2 
(mod 4). If 1 is even then W has admissible forms of any parity. 
(ii) Let n be odd and W be balanced of weight (k, k) (of course, 
2k = 1). If k is odd then W has only symmetric admissible forms when p E 3 
(mod 4) and only skew-symmetric ones when p E 1 (mod 4). Lf either p or k 
is even then W has admissible forms of any parity. 
(iii) Let n be odd and W be unbalanced (in particular 6 E %). Then W 
has an admissible form only if p is odd. If the weight of W is odd then all 
such forms are symmetric when p E 3 (mod 4) and skew-symmetric when 
p = 1 (mod 4). Zf the weight of W is even there are forms of either parity. 
Proof Put K=F(,/&, & ,..., A, $), C,= CQK, and W,= 
WOK. Due to Lemma 6, it suffices to study the existence of admissible 
forms on CKmodule Wk. Since for each quaternion factor Qi@ K of C, we 
have QiO K= (1, pi/K) and 6 E i2, the irreducible CKmodules have 
dimension 2p and are absolutely irreducible. 
(i) Let n be even. Then there exists a unique (up to isomorphism) 
irreducible C=module W,. The multiplicity of W, in the decomposition of 
W is 1. So the statement follows immediately from Lemma 2 and 
Corollary 2. 
(ii) and (iii) Let n be odd and W be balanced of weight (k, k). If p is 
odd then according to Lemmas 3 and 4 we can apply Corollary 3. If p is 
even the same lemmas allow us to apply Corollary 4. The corollaries give 
the statements. 
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Studying the minimal dimensions of C-modules which have admissible 
forms, we obtain the following result. 
COROLLARY 5. (i) Zf s(a) > 1 then for any C-module there exists a C- 
module of the same dimension with a symmetric admissible form. 
(ii) Let s(a) = 1. Then C-modules with symmetric admissible forms 
exist in the dimensions which are divisible by 2” where 
u = n/2 if n = 0,6 (mod 8), 
n+2 =- 
2 
zfn = 2,4 (mod 8), 
if 6 E % then 
n+l u=- 2 ifn = 1,3,5 (mod 8), 
n-l =- 2 ifn SE 7 (mod 8), 
if 6 # % then 
n+l u=- 
2 
ifn = 1, 5, 7 (mod 8), 
n+3 =- 
2 
if n = 3 (mod 8). 
(14) 
(15) 
(16) 
In any case when S(G) is known this gives explicit formulas. For example, 
combining Corollaries 1, l’, and 5 we obtain the following result. 
COROLLARY 6. Let 
0 = (1, l,..., 1, - 1, - l)...) - 1 ). 
- 
Then a C-module of a given dimension with a symmetric admissible form 
exists tf and only tf this dimension is divisible by 2” where u is as follows. 
(i) Zf the level of F is 1, then u is given by (14), (15). 
(ii) Zf the level of F is 2, then u is given by (14) (15) when p-k is 
odd and by (14), (16) when p - k is even. 
(iii) Let the level of F be greater than 2. Ifn is even then u = (n + 2)/2 
when p - k s 1,2 (mod 4) and u is given by (14) when p-k = 0,3 (mod 4). 
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Zfn is odd then u = (n + 1)/Z when p -k E 1 (mod 4), u is given by (15) when 
p-kz3(mod4),anduisgiuenby(16)whenp-kiseven. 
Remark 5. The dimensions of the spaces which allow composition laws 
can be obtained easily from Corollary 5 by adding 1 to n. 
4. THE TYPES OF ADMISSIBLE FORMS 
In this section, we are concerned only with C-modules which have sym- 
metric admissible forms. We consider several particular cases when we can 
find the types of the forms. First of all, we prove that the forms are com- 
pulsory hyperbolic in certain cases. 
THEOREM 5. Let s(o) = 1 and W be a C-module having a symmetric 
admissible form q. Then q is hyperbolic in the following cases. 
(i) n is even and p G 1 or 2 (mod 4); 
(ii) n is odd, 6 E %, and p z 0, 1 or 2 (mod 4) (as usuaZZy p = [n/2]. 
Proof: Suppose that n is even or 6 E j2. Due to (5) and (1 1 ), the dimen- 
sion of the irreducible C-modules is 2p and these modules are absolutely 
irreducible. According to Theorem 4, these modules have only skew-sym- 
metric admissible forms when .n is even or p = 1 (mod 4) and no admissible 
forms when n is odd and p = 0 (mod 2). If W is a primary module, that is, 
the direct sum of isomorphic irreducible modules, then any symmetric 
admissible form q on W can be represented as q = q0 0 q1 where q0 is an 
admissible form on an irreducible summand of W, and q1 is a bilinear form 
(cf. Corollary 3). Consequently, if p = 1 (mod 4) or p = 2 (mod 4) and n is 
even then q0 and q1 are skew-symmetric and q is hyperbolic. If W is not a 
primary module (which implies that n is odd) then W = W’ 0 W” where w’ 
and w” are primary. If again p = 1 (mod 4) then there is no (IV’, IV”)- 
admissible form (cf. Lemma 4) and q = q’ 1 q” where both q’ and q” are 
hyperbolic. Consequently, q is hyperbolic. If p 3 0 (mod 2) then Theorem 4 
implies that W is balanced. Due to Lemmas 4 and 7, q can be represented 
by a matrix of the form 
B=B,O( &* “;‘> 
where B, and M are non-singular square matrices and B, is either sym- 
metric (if p E 0 (mod 4)) or skew-symmetric (if p = 2 (mod 4)). In any case 
it is clear that q is hyperbolic. 
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THEOREM 6. Let C have the property that for some odd i, 1 < i < p, Qiz 
M,(F). If W is a C-module with a symmetric admissible form q then q is 
hyperbolic. 
Proof Denote by C’ the centralizer of Qi in C. We have the involutorial 
decomposition C = Qi 0 C’. Note that C’ is the Clifford algebra of a form 
of dimension n -2 but the involution on C’ may not be the Clifford 
algebra involution. Any C-module W can be represented as the outer ten- 
sor product of a Qrmodule W,, and a C-module w’. That is, W= 
WOOFW and (a@c)(x@y)=ax@cy, where aEQi, CEC’, XE W,, and 
YE IV’. If W, is an irreducible two-dimensional Qi-module then the cen- 
tralizer of C in the algebra of all linear operators on W is isomorphic to the 
centralizer of C’ in the algebra of all linear operators on IV’. This and 
Lemma 2 imply that in any case each admissible form q on W can be 
represented as q = qO@ q’ where q,, is a non-zero skew-symmetric two- 
dimensional form and q’ is an admissible form on IV. If q is symmetric 
then it is obviously hyperbolic which completes the proof. 
Remark 6. Recall that the even factors Qi (i = 2,4,...) of C differ from 
the odd ones by the types of the involutions induced on them by J (see Sec- 
tion l(A)). “Odd” cannot be omitted in Theorem 6. For example, if F= [w 
and cr= (-1, -1, -1, -1) then Q2= (1, l/R)%MM,(R) but the %dimen- 
sional irreducible C-modules have positive definite admissible forms. 
COROLLARY 7. Let o have a subform z with the signed determinant 1 of 
dimension r such that r G 1 or 2 (mod 4) and r < n if n is odd. Then each 
symmetric admissible form on a C-module is hyperbolic. 
Proof Choose an orthogonal basis (e,,..., e,) for cr such that (e,,..., e,) 
forms a basis for T. As usual we put o(e,) = ai, i = l,..., n. We consider now 
two cases. 
(i) r - 1 (mod 4), r <n. Applying the formula for cli from Section 1, 
we obtain for i = (r + 1)/2 
tLi=ala2 . . . a, = d, (TJ = 1. 
Thus Qix M,(F). Since i is odd one can apply Theorem 6. 
(ii) r = 2 (mod 4). We put J= r/2. Then, Ej=nrIj cli, fij= 
a, n;:: ai= -l/al_ i. Consider now the form rr’ given by (T’ = (a,,..., ardl, 
1, 4, a,- 1, a,, ,,..., a,- ,a,) and denote by Q; = (&, /?~/I;) (i= l,..., p) the 
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standard quaternion factors (2) of C(a’). We have ~1; = a,, /I, =/Ii in p/p2 
for, i= l,..., p, i # j. At the same time, 
Since j is odd the involution on Qj and Q) is the unique symplectic 
involution of the quaternion algebra. Thus C(a) and C(a’) are isomorphic 
as algebras with involutions. Applying Theorem 6 to C(a’) we obtain the 
result. 
COROLLARY 8. [ 13, Corollary 3.151. u o represents 1 then each sym- 
metric admissible form on a C-module is hyperbolic. 
Remark 7. The condition of Corollary 8 is stronger than the one of 
Corollary 7. It can be seen as follows. 
EXAMPLE. Let cp be a 4-fold Pfister form cp = ((a, 6, c, d) ) such that 
the pure subform cp’ of cp does not represent 1 (see [7, X.11). Put c = 
(a, b, c, d, abed, ab). Since 0 is a subform of cp’, it does not represent 1. On 
the other hand (a, b, c, d, abed) is a subnorm of Q and has the signed 
determinant 1. 
We will consider now another case where we can characterize admissible 
forms. We prove first an auxiliary result. 
LEMMA 9. Let Q be a quaternion algebra with an arbitrary involution * 
(of the first kind) and W be a 4-dimensional Q-module. Then any admissible 
symmetric form on W is similar to a Pfister form. 
Proof:’ Let us fix a quaternion generating set (f, g} in Q such that 
either f * = -f, g* = - g (the symplectic involution) or f * = f, g* = g (an 
orthogonal involution). Put f 2 = a, g2 = 6. There exists a unique (up to 
isomorphism) 4-dimensional representation of Q. It can be described in the 
following matrix form 
(17) 
where T=(y i), c = u/b. A direct calculation shows that the matrices of 
’ D. Shapiro has shown me a shorter though not so constructive proof of the lemma using 
certain facts from Similarity Theory. 
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admissible forms for this representation form the subvariety of all non- 
singular matrices of the 4-dimensional linear space with the basis 
\ 0 0 0 --Ebc/ 
(18) 
where E = 1 for the symplectic involution and E = - 1 for the orthogonal 
one. If E = 1 the symmetric admissible forms are similar to q1 = (( -b, c)). 
If E = - 1 the general symmetric admissible form is q = I?= 1 tiqi, tin F, 
i = 1, 2, 3. The standard diagonalization gives 
if ( 1 # 0 and q is hyperbolic if l1 = 0. 
To formulate the next theorem, we need certain new notation. Keeping 
the notation of Section 1 we denote by H the subgroup of p/F2 generated 
by the square classes E,, I?&,..., cIp if n is even and by these classes and S if n 
is odd. Note that for even n the group H is a specialization of the group G 
introduced in Proposition 2. If H is trivial then the conditions of Lem- 
mas 2, 3, and 4 hold and Lemma 5 together with Theorem 5 show that all 
symmetric admissible forms on C-modules are hyperbolic. We will consider 
now the case when H = Z/2. 
DEFINITION 6. A C-module is called prime if it has a symmetric 
admissible form and does not have any proper submodule with this 
property. In [13] such a module is called 1-unsplittable. 
THEOREM I. Suppose H = Z/2 and let W be a prime C-module. Then 
each symmetric admissible form on W is similar to a Pfister form. 
ProojI The condition H = Z/2 implies that there exist a subset t= 
(il, i2,..., i, } of {l,...,p} and aE&such that &=cl if iGrand &=l if i$i: 
We consider the product c’ = @ f= 1 Q, and reconstruct its quaternion 
481/96/2-4 
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generating set in the same way as was done in (10). Recall that we set cj = 
gi, gi2 . . g,, dj = fi,fi,+ , cj for j = l,..., I- 1, and cI = fi,, d, = gi, . . . g,. One 
easily checks (cf. the proof of Theorem 3) that cj and dj generate a quater- 
nion algebra Q) for each j, 1 6 j < Z, that C’ = Q.i 0 . . . @ Q;, that Q(, splits 
for j < Z, and that Q; = ( CI, P/F) for some /I E E Furthermore, if n is odd 
and 6 $ % (that is, 6= 8) then we replace Q; by the algebra Q’ generated 
by d, and c,d,z (recall that z = e, ... e,). The algebra Q” is a quaternion 
algebra and it splits over F. Summing up, we consider two different cases. 
(i) Suppose n is even or 6 E p”. In this case, we represented C as the 
tensor product of factors all of which except maybe one are isomorphic to 
M,(F). The exclusive factor is either a quaternion algebra or the two- 
dimensional algebra F(6). Any irreducible C-module W (each two of them 
are isomorphic) has admissible forms and every one of them is the tensor 
product of the forms admissible for the factors. If among the admissible 
forms on W there is a symmetric one then due to Lemma 9 it is either 
hyperbolic or similar to a Plister form (note that since we deal only with 
dimensions which are powers of 2 every hyperbolic form is Plister). 
Otherwise all these forms are skew-symmetric and any symmetric 
admissible form on a C-module is hyperbolic (cf. Theorem 5). A prime 
module in this case is the direct sum of two irreducible ones. By the above 
dimension consideration any symmetric admissible form on it is Pfister. 
(ii) Suppose n is odd and 6 E %. In this case C = Co x Co where Co 
has a factorization of the type described in (i). A prime C-module W is 
isomorphic either to one of the irreducible C-modules W, and W-, or to 
W, 0 W-i. In any case, each symmetric admissible form on W is the ten- 
sor product of several two-dimensional forms and may be a form from 
Lemma 9. The statement follows. 
COROLLARY 9. If cr = n( - 1 ), then the conclusion of Theorem 7 holds. 
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