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Completed symplectic cohomology and Liouville cobordisms
Saraswathi Venkatesh
Symplectic cohomology is an algebraic invariant of filled symplectic cobordisms
that encodes dynamical information. In this thesis we define a modified sym-
plectic cohomology theory, called action-completed symplectic cohomology, that
exhibits quantitative behavior. We illustrate the non-trivial nature of this invari-
ant by computing it for annulus subbundles of line bundles over complex projec-
tive space. The proof relies on understanding the symplectic cohomology of the
complex fibers and the quantum cohomology of the projective base. We connect
this result to mirror symmetry and prove a non-vanishing result in the presence
of Lagrangian submanifolds with non-vanishing Floer homology. The proof uses
Lagrangian quantum cohomology in conjunction with a closed-open map.
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1.1 A historical overview
This thesis is concerned primarily with symplectic cohomology, a variant of Floer theory. Floer theory
traces its origins back to Mikhail Gromov’s famous 1985 paper Pseudo holomorphic curves in sym-
plectic geometry [34], which emerged accidentally out of Aleksei Pogorolev’s work on the rigidity
of surfaces. “Defeated by formulas”, Gromov translated Pogorolev’s analytic problems into geo-
metric ones; the inspiration to examine Cauchy-Riemann equations on symplectic manifolds soon
followed, and pseudoholomorphic curve theory was born [33].
Pseudoholomorphic curve theory was transformed in 1988 by Andreas Floer. In a quest to
understand Hamiltonian dynamics Floer used pseudoholomorphic curves to build Morse-esque
homologies on the loop spaces of symplectic manifolds (e.g. [23][24]). These “Floer theories” were
applicable both to the study of periodic orbits of a dynamical system (or “closed strings”) and the
study of trajectories of a dynamical system with endpoints on Lagrangian submanifolds (the “open
strings”).
Lagrangian submanifolds are of immense importance in symplectic geometry. The “symplectic
creed” of Weinstein states that everything is a Lagrangian submanifold (1981) [52]. Perhaps with this
adage in mind, Kenji Fukaya introduced in 1993 an A∞-category formed out of Lagrangian sub-
manifolds and their Floer theories, now called the Fukaya category [30]. The influence of the Fukaya
category has been felt far and wide, from new attacks on classical problems in symplectic geome-
try, such as Arnol’d’s nearby Lagrangian conjecture [2], to finding mathematical formulations for the
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phenomenon of mirror symmetry occurring in theoretical physics [35].
Closed-string and open-string Floer theories use the same tools to study different aspects of the
same dynamical system. It seems clear that they should be intimately related. This thesis thus falls
under the wide umbrella of the following question.
QUESTION 1 Do closed-string Floer theories detect the Fukaya category?
Question 1 was first considered for closed symplectic manifolds in the 1994 ICM address Homolog-
ical algebra of mirror symmetry, when Maxim Kontsevich conjectured that the Fukaya category is a
categorification of quantum cohomology [35]. Specifically, Kontsevich conjectured that there is an
isomorphism between the quantum cohomology of a compact manifoldM (a closed-string theory)
and the Hochschild homology of its Fukaya category:
QH∗(M) ∼= HH∗(F(M)). (1)
Equation (1), enigmatic as it is, has fostered a multitude of interesting relationships between closed-
and open-string theories. In particular, symplectic geometers have attempted to understand (1) in
the context of manifolds with boundary, on which symplectic cohomology, written SH∗(M), takes
the place of quantum cohomology. Symplectic cohomology was first introduced by Kai Cieliebak,
Andreas Floer, Helmut Hofer, and Chris Wysocki between 1994 and 1995 [17][18][25][26][27]. It
entered mirror symmetry in 2002, when Paul Seidel defined a map, called the closed-open map [48]
CO : SH∗(M) −→ HH∗(F(M)). (2)
In 2010 Mohammed Abouzaid defined the counterpart of (2), the open-closed map [1]
OC : HH∗(F(M)) −→ SH∗(M). (3)
These maps have proved very useful in finding generating sets for the Fukaya category [1][4][45][50].
Indeed, as an example particularly relevant to this thesis, Alex Ritter and Ivan Smith used an ex-
tension of equation (3) to find generating families for the wrapped Fukaya category of negative line
bundles over complex projective space (2016, [45]).
Equations (2) and (3) involve powerful machinery, but they have a simpler consequence: they
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induce maps between symplectic cohomology and the Floer cohomology of a Lagrangian subman-
ifold L
HF∗(L, L) OC−−→ SH∗(M) CO−−→ HF∗(L, L). (4)
The map SH∗(M) CO−−→ HF∗(L, L) was studied by Seidel and Smith in [47] to show that an exact
symplectic manifold M containing an exact Lagrangian L has non-vanishing symplectic cohomol-
ogy (2010). In particular, they showed that the (non-zero) unit in HF∗(L, L) is in the image of CO.
This result has further implications for closed-string theories onM.
Symplectic cohomology has a dual closed-string theory called symplectic homology, written
SH∗(M). If there is an exact Lagrangian L ⊂M then the non-vanishing of SH∗(M) implies the non-
vanishing of SH∗(M). There is a natural map c∗ : SH∗(M) −→ SH∗(M) whose cone is isomorphic
to yet another closed-string theory associated to the boundary ∂M of M, called Rabinowitz Floer
homology and written RFH∗(∂M,M) (2010, [19]). In other words, there is a long-exact sequence
· · · −→ SH∗(M) c∗−→ SH∗(M) −→ RFH∗(∂M,M) −→ SH∗+1(M) −→ · · · (5)
In this setting, c∗ is never an isomorphism when SH∗(M) 6= 0, and so
SH∗(M) 6= 0 ⇐⇒ SH∗(M) 6= 0 ⇐⇒ RFH∗(∂M,M) 6= 0. (6)
The equivalences (6) were observed by Ritter in 2013 [44]. In particular,
ASSERTION 1 IfM is exact and contains an exact compact Lagrangian submanifold then RFH∗(∂M,M) 6=
0.
Symplectic geometers prefer the relative simplicity of exact symplectic manifolds, but there is
nothing inherently exact about the above story. Yet Peter Albers and Jungsoo Kang produced a
paper in 2017 showing that negative line bundles equipped with non-exact symplectic forms have
uniformly-vanishing Rabinowitz Floer homology [9]. As noted above, some of these line bundles
were studied by Ritter-Smith, and in these examples they found compact Lagrangian tori with
non-vanishing Floer theory. It seemed that analogues of Assertion 1 would not hold beyond the
exact setting. This thesis is devoted to reconciling the results of Albers-Kang with the findings of
Ritter-Smith.
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All manifolds we study can be completed to a manifold with a conical end, that is, outside a
compact set the complete manifold is symplectomorphic to the product of an interval (a,∞) ⊂ R
with a contact manifold Σ. There is a key difference between exact symplectic manifolds and the
monotone examples we will study: Liouville manifolds have a one-parameter family of diffeo-
morphisms identifying a hypersurface {r} × Σ with any other hypersurface {r ′} × Σ. This takes a
non-displaceable Lagrangian submanifold contained in some {r} × Σ to a sibling non-displaceable
Lagrangian submanifold in {r ′}× Σ. Monotone manifolds no longer have this property. For exam-
ple, the Lagrangian tori shown by Ritter-Smith to split-generate the wrapped Fukaya category are
contained in precisely one hypersurface; no other hypersurfaces seem to carry information about
the wrapped Fukaya category.
QUESTION 2 Is there a variant of Rabinowitz Floer homology that detects precisely when a hypersurface
contains a non-trivial element of the Fukaya category?
This thesis will partially answer Question 2. Along the way we will discover interesting behav-
ior of the symplectic cohomology already appearing in the literature, discuss closed-open maps in
the monotone setting, and finally circle back to the mirror-symmetric origins of our discussion.
1.2 Explanation and summary of results
1.2.1 Completing Floer chain complexes
The symplectic cohomology of a compact manifold M with contact boundary ∂M is, at the chain
level, generated roughly by the singular cochains of M and the set of disks with boundary a
positively-traversed Reeb orbit of ∂M. We set coefficients to be the Novikov field Λ, over which,
for example, singular cohomology becomes the small quantum cohomology ring. We start with a
toy example to illustrate the geometry of the construction. Consider the disk of radius R, DR ⊂ C,
equipped with the standard symplectic form ω. Let H : Int(DR) −→ R be a monotone-increasing
bounded function, dependent only on the radius, whose slope approaches infinity near ∂DR. The
non-constant one-periodic orbits of H are in bijection with Reeb orbits on ∂DR and cluster near
∂DR. Choose capping disks γn± : D2 → DR for the two n-covered periodic orbits of H with starting
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point on the real line. The symplectic cochain complex of DR is
SC∗(DR) := K
〈




−, · · ·
〉
for a fixed coefficient field K. One can determine a posteriori the radius of the domain we have





∗ω ≈ −piR2n. (7)
We want to turn this observation into a useful invariant.
With an appropriate choice of almost-complex structure, the integral (7) is increased by the
differential on SC∗(DR). This defines a filtration {Fa}a∈R of SC
∗(DR), and therefore a bidirected














ŜH∗(DR) is the homology of formal sums of elements of SC∗(DR) whose symplectic area ap-
proaches negative infinity. Dualizing yields completed symplectic homology, ŜH∗(DR).
SC∗(DR) contains the singular cochains of DR as a subcomplex (in this case, the rank-1 vector
space generated by {0}), and the inclusion defines a map QH∗(DR) −→ ŜH∗(DR). This map, and
the dual map, define for all radii R ′ < R the map c∗ of the long-exact sequence (5)
ŜH∗(DR ′) ŜH∗(DR)
QH∗(DR ′ , ∂DR ′) QH∗(DR)
c∗
(9)
where the bottom map is a quantum-corrected version of the map coming from the long-exact
sequence of a pair. The cone of c∗ is defined to be the completed symplectic cohomology of the
annulus cobordism A(R ′,R) := (R ′, R)× S1 ⊂ C, ŜH∗(A(R ′,R)).
Extend this construction to an exact or monotone manifold V with convex boundary contained
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inside another such manifoldM. IfM is monotone, symplectic cochains are generated by all possi-
ble capping disks of all periodic orbits, up to symplectic area. In this thesis we will assume that the
complement W := M \ V is exact. The following theorem is a consequence of the definitions and
mimics equation (5).
THEOREM 1 There is a long-exact sequence
· · · −→ ŜHi(V ;Λ) −→ ŜHi(M;Λ) −→ ŜHi(W;Λ) −→ ŜHi+1(V ;Λ) −→ · · ·
1.2.2 Computations for line bundles
The above example is trivial because all of the completed symplectic homology groups vanish.
This is an illustration of the results in Appendix A, which show that the completed symplectic
cohomology of an exact domain is isomorphic to the uncompleted symplectic cohomology with
Novikov coefficients. However, we will use the construction of ŜH∗(DR) to examine the completed
symplectic cohomology of the line bundles E := Tot (O(−k) −→ CPm) with 1 ≤ n ≤ m. E is an
example of a negative line bundle, that is, a line bundle E ρ−→ B over a symplectic manifold (B,ω)
such that cE1 is negatively proportional to [ω]. In fact, it is shown in Oancea’s paper [41] that a
line bundle is negative if and only if it can be equipped with a Hermitian metric with curvature
F satisfying F(v, Jv) < 0 for all ω-compatible J and all v 6= 0. Such a Hermitian metric induces
a connection form α satisfying dα = ρ∗ω, a radial coordinate r, and the symplectic form dα +
d(pir2α). With this structure, there are three important facts about E.
FACT 1 (THEOREM: CHO-OH [21]) E contains a monotone Lagrangian torus L in the circle bundle of
radius 1/
√
pi(1+m− k) such that the Floer cohomology of L, twisted by an appropriate line bundle, is
non-vanishing.
FACT 2 (THEOREM: RITTER-SMITH [45]) There exist 1 +m − k choices of local systems {γi}1+m−ki=1 on
L such that the pairs {(L, γi)} split-generate the wrapped Fukaya category of E.
These imply the third fact.
FACT 3 SH∗(E) 6= 0. In fact, Ritter computed in [43] that SH∗(E) has rank 1+m− k.
Facts 1, 2, and 3 lend the following Theorem significance.
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THEOREM 2 Let E = Tot
(
O(−k)
ρ−→ CPm) be a negative line bundle with 1 ≤ k ≤ m, and equip E
with a Hermitian metric that induces an angular form α satisfying dα = ρ∗ωFS, a radial coordinate r, and









Thus, for these examples, ŜH∗ detects precisely when an annulus subbundle contains the gen-
erator of the wrapped Fukaya category. For nested annuli A(r ′,r) ⊂ A(R ′,R) there is a morphism of
Λ-modules
ŜH∗(A(R ′,R)) −→ ŜH∗(A(r ′,r))
that is an isomorphism if ŜH∗(A(r ′,r)) 6= 0. Taking the limit over all annuli containing a circle




R̂FH∗(Σ) is non-vanishing precisely when r = 1/
√
pi(1+m− k), yielding an experiential answer to
Question 2.
As mentioned above, the proof of Theorem 2 relies on the computation ŜH∗(DR) = 0. This
follows the method engineered by Albers-Kang in [9], where they showed that Rabinowitz Floer
homology vanishes for certain circle bundles. Let DRE be the disk subbundle of radius R in E.




The diagonal component ∂0 of the differential ∂ is the component-wise differential on each SC∗(DR)i.
We will show that any cocycle X1 in SC∗(DRE) is a sum of cocycles in each SC∗(DR)i. As SC∗(DR)i
vanishes, X1 is in the image of ∂0. Suppose X1 = ∂0(Y1). Then the differential applied to Y1 de-
fines some cocycle X2, with ∂(Y1) = X1 + X2. X2 is again a sum of cocycles in each SC∗(DR)i,
and so there exists some Y2 with X2 = ∂0(Y2). We can iterate this procedure to find a sequence
7







This inductive procedure is illustrated in Figure 1.1 and explained again, both heuristically and
technically, in Section 4.1. We will show that the sum
∞∑
i=1
Y is an element of the completed chain
complex if and only if R < 1/
√
pi(1+m− k). The computation for ŜH∗(DR), the dual computation
for ŜH∗(DR), and the long-exact sequence appearing in Theorem 1 will together prove Theorem 2.
The difference between this setup and the exact case is in the symplectic area of the generating
disks. The completion (8) allows formal sums of disks whose area approaches negative infinity.
In the exact setting, any infinite formal sum of discs will have positive area (as the periods of
the bounding Reeb orbits are positive). In the monotone setting however, the area of the capping
disk is not dictated solely by the boundary behavior. For example, the capping disk of a period-`
Reeb orbit on the boundary of DRE is the sum of the fiber disk and some a-multiple of a sphere
representing a ∈ H2(CPm) ∼= Z. The fiber disk has area piR2` and the a-multiple of the sphere has
area a. Thus, the area of the capping disk is a + piR2`. A formal sum of these disks a priori have
areas with unpredictable limiting behavior, depending entirely on the weights a and the radius R.
Figure 1.1: Trying to form a coboundary
1.2.3 Proving non-vanishing
The vanishing result in Theorem 2 is proved using very special properties of the line bundle E.
We do not expect to be able to prove general vanishing results in the absence of elements of the
Fukaya category. However, using the machinery of Lagrangian quantum cohomology developed
by Biran-Cornea in [12][13][14] in conjunction with the techniques of Seidel-Smith in [47], we prove
the following Theorem.
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THEOREM 3 Let M be a monotone symplectic manifold and W ⊂ M a Liouville cobordism. Suppose that
W contains a compact, oriented monotone Lagrangian L. If L admits a flat line bundle Eγ such that the Floer
homology HF∗(L, Eγ) 6= 0, then
ŜH∗(W;Λ) 6= 0.
If Λ is defined over a coefficient field of characteristic not equal to two, we also require the Lagrangian to be
spin.
We construct a non-zero map from ŜH∗(M) to the twisted Lagrangian quantum cohomology
QH∗(L, Eγ) by counting “half-tubes”: Floer solutions on the half-cylinder [0,∞)×S1 with boundary
on L and limit a periodic orbit appearing as a generator of ŜC∗(M). The unit of QH∗(L, Eγ) is in
the image of this map: it is represented by a half-tube satisfying a Floer equation of data (Hs, J),
where Hs = 0 for s >> 0. In particular, this half-tube represents the (quantum-corrected) unital
component of the map H∗(M) −→ H∗(L), factoring through ŜH∗(M).
An action argument shows that the map ŜH∗(M) −→ QH∗(L, Eγ) is zero on the image of c∗. This
map therefore factors through a submodule of ŜH∗(W), from which we conclude that ŜH∗(W) 6= 0.
1.3 Overview of contents
In Chapter 2 we define the action-completed symplectic cohomology of a Liouville cobordism W
with monotone filling, denoted by ŜH∗(W;Λ). Rather than work with a single Hamiltonian with
infinite growth, we will build a cochain complex as the homotopy colimit of a family of Hamilto-
nians. This is a less intuitive approach, but it simplifies the technical framework without diluting
the behavior of the resulting homology theory. After recalling Hamiltonian Floer theory we define
action-completed symplectic cohomology and homology, as well as action-completed Rabinowitz
Floer homology. We then define the completed symplectic cohomology of a Liouville cobordism.
In Chapter 3 we prove that ŜH∗(W;Λ) 6= 0 whenever W contains a compact, oriented, mono-
tone Lagrangian with non-vanishing Floer theory. We recall the definition of Lagrangian quantum
cohomology, then use this definition to prove the result.
In Chapter 4 we show that the converse is true for monotone negative line bundles over pro-
jective space: if W is an annulus subbundle then ŜH∗(W;Λ) 6= 0 if and only if there exists such a
Lagrangian L in W. We use this result to examine closed-mirror symmetry predictions for these
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spaces. In Chapter 5 we illustrate the phenomenon of Chapter 4 by finding an explicit chain model
for ŜH∗(W;Λ) for W is an annulus subbundle in the blow-up of C2 at a point. Finally, in the Ap-





2.1 Hamiltonian Floer theory on monotone manifolds
Let M be a compact symplectic manifold of dimension 2n, equipped with symplectic form ω. Un-
der favourable conditions one can define the Floer theory of M as a homology theory on the loop
space LM of M. In this chapter we assume three conditions that, in conjunction, prove excep-
tionally favorable. The first condition requires M to be monotone: there exists a constant c > 0
satisfying
cTM1 = c[ω].
The second condition requires the boundary ofM to be contact. Thus, there is a one-form λ defined
near the boundary of M satisfying dλ = ω, and such that λ
∣∣
∂M
is a contact form on ∂M. The




. This is equivalent to asking that the Liouville flow Xλ defined by ω(Xλ,−) = λ points
outwards along the boundary.
Given a suitable Hamiltonian functionH :M×S1 −→ R (defined in Section 2.2) , one can define
a Floer cohomology theory as follows. Define the set of closed orbits of H to be
P(H) =
{
x ∈ C∞(S1,M) ∣∣ x˙ = XH(x)} .
11








x ∈ P(H)∣∣[x] = [β]}. For each x ∈ Pβ(H) choose a path x˜ from x to β.







∣∣∣∣aj ∈ K, kj ∈ R, n ∈ N
 .
We will define the structure of a cochain complex on the set Γ 〈P(H)〉. Let ox be the orientation




Γ ⊗Z ox. (10)
The Conley-Zehnder index µCZ gives P(H) a well-defined Z/2Z - grading, and we grade Γ trivially
by setting |T | = 0. Elements ζx ∈ ox, for x ∈ P(H), are then graded by |ζx| = µCZ(x) ∈ Z/2Z. If
K = Z/2Z one can replace each orientation line ox in (10) by the corresponding periodic orbit x.
See [46] for details on the Conley-Zehnder index.
The negative flow of Xλ defines a collar neighborhood [−, 0] × ∂M of the boundary of M, on
whichω(r,x) = erdr∧λx+erdλx (where r is the coordinate on [−, 0]). Let J be an almost-complex
structure onM that is cylindrical on the collar neighborhood of ∂M. Recall that a cylindrical almost-
complex structure satisfies
erdr = J∗λ.
We will always choose our cylindrical almost-complex structures to beω-compatible.
















||dw− XH ⊗ dt||2ds∧ dt. (12)
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If the energy of w is finite, w(s, ·) converges asymptotically in s to periodic orbits of XH. For any
two periodic orbits x− and x+, define M0(x−, x+) to be the space of rigid solutions w(s, t) of (11)
satisfying lim
s→±∞u(s, ·) = x±(·). Each such w has an R-action of translation in the s-direction, and
modding out by this R-action produces a compact zero-dimensional moduli space M^0(x−, x+).
Each w further induces an isomorphism dw : ox+ −→ ox− of orientation lines (see Lemma 1.5.4 of
[3]). We denote by x˜−#w#(−x˜+) the element of pi2(M) formed by gluing w to x˜− and x˜+, the latter














As M is monotone, ∂fl is well-defined. Extending the differential T -linearly yields the cochain
complex CF∗(H; Γ).









and set AH(Tαζx) = AH(Tαx) for any ζx ∈ ox. A standard computation shows that the differential
increases AH. Thus, the subsets
CF∗a(H; Γ) := K
〈{
Tαζx
∣∣ α ∈ R; ζx ∈ ox; x ∈ P(H); AH(Tαζx) > a}〉
are subcomplexes and form a filtration of CF∗(H; Γ).
For a < b define the quotient complex






There are natural chain maps
CF∗(a,b)(H; Γ) ↪→ CF∗(a ′,b)(H; Γ) and CF∗(a,b)(H; Γ) CF∗(a,b ′)(H; Γ) (13)
whenever a ′ ≤ a or b ′ ≤ b, given by, respectively, inclusion and projection. Following the example
of [16], we will use this quotient complex and the natural maps of (13) to define a Novikov-type
completion of different Floer homology theories on open manifolds.
REMARK 1) The (a, b)-filtered complex is independent of lifts x 7→ x˜, as choosing a different lift
corresponds to rescaling x by some power of T .
2.2 Symplectic cohomology
Hamiltonian Floer theory is not invariant under the choice of Hamiltonian when working on man-
ifolds with boundary. To rectify this, one usually takes a colimit over the Floer homologies of all
suitable Hamiltonians. The resulting homology theory captures information about the singular co-
homology of M and the positively-traversed Reeb orbits of various contact hypersurfaces in the
conical completion ofM.
Our construction of symplectic cohomology mimics the homotopy construction of [45], which
is based on the telescope constructions in [5]. We use a more restricted class of Hamiltonians than
is usual in the literature; in particular, we will require that the Reeb orbits captured in our cohomol-
ogy theory cluster near ∂M. This will define a Floer cohomology of M (as opposed to its conical
completion) that we will show displays, under completion-by-action, surprising behavior.
Choose M > 0. The Liouville flow near the boundary of M enables us to smoothly attach
[0, M)× ∂M toM via ∂M. Define the enlarged manifold
M˜ =M ∪∂M [0, M)× ∂M.
Choose any C2-small function H : M × S1 −→ R with non-degenerate, constant time-one orbits.
Choose a sequence {n}n∈N that is monotone decreasing, bounded above by M, and converges to





M×S1 = H for all i,
2. Hτi ≥ Hτj whenever i ≥ j,
3. Hτi is C2 close to a radially-dependent function hτi(er) on [0, M) × ∂M for some function
hτi : R+ −→ R,
4. hτi is linear of slope τi on (|i|, M),
5. τi > 0 if and only if i ≥ 0,
6. |Hτi | is universally bounded on one-periodic orbits, and
7. the one-periodic orbits of Hτi are non-degenerate.
Finally, require that τ0 be smaller than the smallest period of a positive Reeb orbit on ∂M. See
Figure 2.1 for a cartoon of the elements of Ad(M).
REMARK 2) Item 3 merits a discussion. We require the one-periodic orbits of each Hn to be non-
degenerate to avoid defining chain complexes through cascades. However, later proofs require
knowing a fair amount about the behavior of Floer solutions. This is most easily achieved if the
Hamiltonians are radially-dependent around one-periodic orbits, which then leaves the periodic
orbits only transversely non-degenerate. A result by Bourgeois-Oancea, which we recall as Theo-
rem 4, says that there is a bijection between an isolated cascade defined through radially-dependent
Floer data (h, J) and an isolated Floer trajectory defined through non-degenerate Floer data that is
C2-close to (h, J). We will therefore prove results for Floer solutions of the radially-dependent Floer
data, then use Theorem 4 to transfer these proofs to results about the non-degenerate Floer data
{Hτi }. We discuss Theorem 4 at the end of this section.
DefineAd+(M) to be the non-negatively-indexed Hamiltonians andAd−(M) to be the negatively-
indexed Hamiltonians.
REMARK 3) Instead of attaching [0, M) × ∂M to M, we could have attached the entire positive
symplectization [0,∞)× ∂M, and extended each Hτi linearly to define elements of Ad(M) on this
completed manifold. The Floer theory of Hτi is well-defined in this setting. Condition (4) and the
maximum principle ensure that Floer trajectories ofHτi of finite energy, in particular the trajectories
used to define the differential, do not exit M˜. All of the data used to define CF∗(Hτi ; Γ) therefore
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Figure 2.1: The family of Hamiltonians defining completed symplectic homology and cohomology,
and completed Rabinowitz Floer cohomology
lives in M˜, and so we can “do Floer theory” on M˜ instead of on the completed manifold. In this
paper we will only define Floer theory on manifolds of the form M˜, and never on the full completed
manifold.
There are continuation maps ci : CF∗(Hτi ; Γ) −→ CF∗(Hτi+1 ; Γ) for each i induced by a monotone-
decreasing homotopy from Hτi+1 to Hτi . Again by Condition (4) and the maximum principle each
ci is well-defined. These maps respect the action filtration, thereby inducing continuation maps
ci : CF∗(a,b)(H
τi ; Γ) −→ CF∗(a,b)(Hτi+1 ; Γ).
This leads to a directed system
· · · c
−2
−−→ CF∗(a,b)(Hτ−1 ; Γ) c−1−−→ CF∗(a,b)(Hτ0 ; Γ) c0−→ CF∗(a,b)(Hτ1 ; Γ) c1−→ · · ·
The non-negatively-indexed continuation maps induce a chain map



















with differential given by
δ∗ =





For ease of notation let θ be a formal variable of degree |θ| = −1 satisfying θ2 = 0. Rewrite the





















The maps between filtered chain complexes in equation (13) extend componentwise to chain maps
SC∗(a,b)(M; Γ) ↪→ SC∗(a ′,b)(M; Γ) and SC∗(a,b)(M; Γ) SC∗(a,b ′)(M; Γ)
that defines a bi-directed system. Define the completed symplectic cochains to be the limit over this
bi-directed system, and denote it by





Note that, under our conventions, the limits take a to negative infinity and b to positive infinity.
REMARK 4) By Theorem 5.6 in [29], taking the limits in the opposite order creates an isomorphic
complex. (Also see [16] for an application of this theorem to Morse Theory.)
Completed symplectic cohomology is the homology of this complex, and is denoted by ŜH∗(M; Γ).
REMARK 5) By Condition (6) on Ad(M), the action of a one-period orbit of any admissible Hamil-
tonian is close to the negative symplectic area of its chosen lift. We can therefore write the elements






∣∣∣∣aj ∈ K; kj ∈ R; ζj ∈ oxj for some xj ∈ ⋃
H∈Ad(M)
P(H); lim
j→∞−ω(x˜j) + kj =∞
 .
Thus, the completed symplectic cochain complex agrees with the complex formed by taking a
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∣∣∣∣aj ∈ K;kj ∈ R; limj→∞kj =∞
 . (15)
Since the differential respects the Λ action, we will henceforth take coefficients of completed com-
plexes in Λ, working with ŜC∗(M;Λ) := ŜC∗(M; Γ).
2.2.1 Morse-Bott Floer theory and cascades
We follow the exposition in [15]. To set up Theorem 4, let H be a Hamiltonian, linear at in-
finity, whose one-periodic orbits are either constant or correspond to Reeb orbits of the contact
boundary of M. For each non-constant orbit x ∈ P(H) choose a generic perfect Morse func-
tion fx : S1 −→ R. A choice of ω-compatible almost-complex structure J defines cascades: tu-
ples u = (cm, um, cm−1, um−1, . . . , u1, c0) associated to a sequence of orbits xm, xm−1, . . . , x0 with
xm−1, . . . , x1 non-constant, such that
1. ci ∈ im(xi)
2. ui is a finite-energy Floer solution corresponding to the Floer data (H, J),
3. lim
s→∞ui(s, 0) is in the stable manifold of ci (or ci = lims→∞ui(s, t) if xi is constant), and
4. ci is in the stable manifold of lim
s→−∞ui+1(s, 0) (or ci = lims→−∞ui+1(s, t) if xi is constant).
Choose capping discs x˜i for x0 and xm. The union x˜m#−um#−um−1# . . . #−u1#− x˜0 represents a
homology class A ∈ H2(M). Let p and q be constant orbits of H or critical points of some functions
fx and fx ′ . The moduli space M̂Am(q, p) is the space of tuples (cm, um, cm−1, um−1, . . . , u1, c0)
representing class A such that cm is in the stable manifold of p (or equal to a constant orbit p) and
c0 is in the stable manifold of q (or equal to a constant orbit q). Each component of M̂A(q, p) carries






For each non-constant x ∈ P(H) choose a neighborhoodU of the image of x and a bump function
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ρ :M −→ R achieving a maximum value of 1 at every point in the image of x. Let τx be the period
of the Reeb orbit underlying x. Symplectically parametrize U ∼= S1 × Rk in coordinates (θ, z).
THEOREM 4 (BOURGEOIS-OANCEA: THEOREM 3.7 IN [15]) For small enough δ > 0 the time-dependent
Hamiltonian
Hδ(t, θ, z) := H− δ
∑
x∈P(H)
ρx(θ, z) · fx(t− τxθ)
has only non-degenerate periodic orbits, and these periodic orbits correspond bijectively to the union of the
constant periodic orbits of H and the critical points of {fx}.
Let xp correspond to p and xq to q under this bijection, and suppose µ(xq) − 1 − 2c1(A) = µ(xp).
Let MA(xq, xp;Hδ) be the moduli space of Floer solutions corresponding to Hδ representing A. Then there
exists δ0 > 0 such that






is the moduli space formed by varying δ, then MA(0,δ0)(xq, xp) is a one-dimensional manifold whose
components correspond bijectively to components of MA(q, p).
While Theorem 4 is stated in [15] for exact symplectic manifolds, monotone symplectic mani-
folds satisfy the necessary energy bounds needed to carry the result over to setting.
REMARK 6) Suppose that {hτn }n∈N and {hτns }n∈N are the autonomous Hamiltonians used to define
Ad(M). There may not be a single “δ0” such that Theorem 4 holds for every Hamiltonian hτnδ
with n ∈ N and δ < δ0. To skirt this issue we can modify the definition of the symplectic cochain
complex as follows. Choose a non-increasing sequence {δn ≥ 0}n∈N such that Theorem 4 applies to
all dimension-zero moduli spaces associated to the Floer data (hτn , J), (hτn+1 , J), and (hτns , J), and
all parameters δ ≤ δn. For notational simplicity, let Fn =
∑
x∈P(hτn) ρxfx be the perturbation term










. . . and so forth. Let ci be as before for i ∈ N+ 1
2
, and let ci be the bijection of Theorem 4 for i ∈ N>0.
Applying the telescope construction to this new data yields a complex that is homotopy equivalent
to the one before and that can be canonically identified with a Morse-Bott cochain complex. We
will suppress this modification from future notation.
2.3 Symplectic homology
Symplectic homology is defined analogously to symplectic cohomology. The negative continuation
maps induce a chain map
















with differential δ∗ as in (14).








Completed symplectic homology is the homology of this complex, and is denoted by ŜH∗(M;Λ).
REMARK 7) By Poincare´ duality, there is a chain isomorphism
SC
(a,b)







where |ζ| = 1 and ζ2 = 0.















In particular, ŜC∗(M;Λ) is chain-isomorphic to the dual complex of the completed symplectic
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cochain complex (after a shift in grading), and is thereby deserving of its name, despite the co-
homological conventions used to define it.
2.4 Rabinowitz Floer cohomology
There is a map from (a, b)-truncated symplectic homology to (a, b)-truncated symplectic cohomol-
ogy, given on chains by projecting onto CF∗(a,b)(H
τ−1 ; Γ)θ, applying the continuation map c−1, and
then including. Call this map c.
SC
(a,b)
∗ (M; Γ) SC∗(a,b)(M; Γ)
CF∗(a,b)(H






REMARK 8) One does not need to truncate by action; on monotone and exact domains the map c
extends to a map on the full complexes SC∗(M) −→ SC∗(M). It was shown in [19] that the Rabi-
nowitz Floer homology of the contact boundary of a Liouville domain is the cone of the induced
map c∗ : SH∗(M) −→ SH∗(M). This motivates the following definition.
DEFINITION 1 Define the (a, b)-truncated Rabinowitz Floer cochain complex RFC∗(a,b)(M) to be







There is a triangle
SC
(a,b)





The inverse limit lim←−
b
is exact (the Mittag-Leffler condition is easily satisfied via surjection of the
projection maps defining the limit). Clearly the limit lim−→
a
is exact. Applying the action-window
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Its homology is denoted by R̂FH∗(M;Λ).
Note that applying homology to (17) yields the exact sequence
· · · −→ ŜHi(M;Λ) −→ ŜHi(M;Λ) −→ R̂FHi(M;Λ) −→ ŜHi+1(M;Λ) −→ · · · (18)
REMARK 9) While we abuse language in calling our construction “completed Rabinowitz Floer ho-
mology”, we expect that R̂FH∗(M;Λ) is, after a degree adjustment, isomorphic to the Rabinowitz
Floer homology found in the literature (defined for sphere bundles in negative line bundles). [9],
[19], [28].
2.5 Symplectic cohomology of a Liouville cobordism








, we call B a positive boundary component. If the two orientations disagree, we say that B is
a negative boundary component. In general, ∂W decomposes as the union of the positive boundary
components (∂+W,α+ = α
∣∣
∂+W




Suppose thatM decomposes as the union of a Liouville cobordismW and a compact, monotone
symplectic manifold V , glued along the boundary of V and the negative boundary of W. We will




generalizes to a map
ŜH∗(V ;Λ) −→ ŜH∗(M;Λ),
and we will define the completed symplectic cohomology of W analogously to completed Rabi-
nowitz Floer cohomology. We first fix notation and technical conventions.
As in the previous sections, we will work over M˜ =M∪ [0, M)× ∂M. If the flowΦtXλ(x) of Xλ
is defined for all t ∈ (T1, T2) and x ∈ ∂±W, we identify the subdomain
{
ΦtXλ(x)
∣∣t ∈ (T1, T2), x ∈ ∂±W}
with the subspace (T1, T2)×∂±W of the symplectization of ∂±W. Let r be the coordinate on (T1, T2)
and x the coordinate on ∂±W. Under this identification, λr,x = er(α±)x. Fix R > 0 such thatΦXλ is
defined on (−R, R)× ∂−W and (−R, M)× ∂+W, and
{(−R, R)× ∂−W} ∩ {(−R, M)× ∂+W} = ∅ .
LetW+ = (W ∪ [0, M)× ∂+W) \ [0, R)× ∂−W
In the previous section we considered the set of admissible Hamiltonians Ad(M) = Ad+(M) unionsq
Ad−(M). Leave the subfamily Ad+(M) unchanged and redefine Ad−(M) as follows. Choose V ∈
(0, R). Let {i}i∈Z<0 be a monotone decreasing sequence bounded above by R and converging to












2. There exists hτi : R −→ R such that Hτi(r, x) is C2-close to hτi(er) on [0, R)× ∂−W.
3. Hτi is convex on (i, R)× ∂−W and concave on (0, i)× ∂−W (adjust H if necessary).
4. hτi is linear of slope τi on ∂−W × [i − V , i],













6. Hτi+1 ≥ Hτi everywhere.
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We denote the set of such Hamiltonians by Ad−(V,M) and let Ad(V,M) = Ad+(M) unionsq Ad−(V,M).
See Figure 2.2 for a cartoon.
REMARK 10) Solutions of x˙ = XHτi (x) are partitioned by whether or not they live in
V ∪ ([0, V ]× ∂−W). We will see that conditions (2) – (5) ensure that solutions living ”close to
V” form a subcomplex of the Floer cochain complex of Hτi and that this subcomplex computes
the symplectic homology of V . Conditions (5) and (6) enable continuation maps to respect these
subcomplexes, and condition (1) bounds the action of constant orbits, so that they are all eventually
accounted for under completion by action.
Figure 2.2: The family of Hamiltonians Ad(V,M) used to define the completed symplectic coho-
mology of a Liouville cobordismW with monotone filling V .
To see these conditions in play, let
CF∗V,(a,b)(H
τi ; Γ) =
〈
Tαζx ∈ CF∗(a,b)(Hτi ; Γ)
∣∣∣∣ ζx ∈ ox; x ⊂ V ∪ [0, V ]× ∂−W〉 .
LEMMA 1 For Hτi ∈ Ad−(V,M), the subset CF∗V,(a,b)(Hτi ; Γ) is a subcomplex of CF∗(a,b)(Hτi ; Γ).
PROOF: We show that if Hτi is instead an autonomous Hamiltonian, there are no solutions of
Floer’s equation (11) with positive limit a periodic orbit in V ∪ [0, V ]× ∂−W and either
1. negative limit a non-constant orbit inW+ ∪ (V , R]× ∂−W, or
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2. negative limit a constant orbit inW+ ∪ (V , R]× ∂−W.
After invoking Theorem 4 this proves the result.
Assume for contradiction that u(s, t) is a solution of Floer’s equation with positive end an orbit
x(t) in V ∪ [0, V ]× ∂−W and negative end an orbit y(t) in (V , R]× ∂−W ∪W+.
1. This can be found in [20]. Assume that y(t) is a non-constant orbit. By the construction
of Hτi , y(t) ⊂ (i, R) × ∂−W. Since h(r) is convex in this region, the proof of Proposition
5 in [15] shows that u(s, t) “rises above” y(t). In other words, if y(t) ⊂ {r1} × ∂−W, there
exists (s1, t1) ∈ R × S1 and r2 ∈ (r1, R) such that u(s1, t1) ⊂ {r2} × ∂−W. The integrated
maximum principle then applies to reach a contradiction. We recall this final argument, which
we learned from [3].
Let ρ : [−R, R] × ∂−W −→ R be projection onto the r-coordinate, and choose r3 ∈ (r1, r2) so
that r3 is a regular value of ρ ◦ u. Consider the surface
Σ = u−1 ([r3, R]× ∂−W ∪W+) .
Define v : Σ −→ M˜ by v = u∣∣
Σ
. As v is a solution to Floer’s equation (11), the energy defined






















v∗ω− v∗dHτi ⊗ dt.







































λ(dv− XHτi ⊗ dt). (21)
A solution v(s, t) of Floer’s equation satisfies (dv−XHτi ⊗dt)(0,1) = 0.As J is conical andHτi

















−erd(r ◦ v) ◦ j.
A properly-oriented boundary vector ζ on ∂Σ implies that jζ points inwards. Since r ◦ v
achieves its minimum on ∂Σ, d(r ◦ v)(jζ) ≥ 0. The energy thus satisfies
E(v) ≤ 0.
However, by definition, E(v) ≥ 0, and so E(v) = 0. Unpacking the properties of Floer solu-
tions, this condition is only satisfied if v is constant in s. We reach a contradiction: v cannot,
in fact, exist.
2. Assume that y(t) is a constant orbit. Thus, y ∈ W+. Assume without loss of general-
ity that i is a regular value of ρ ◦ u, and let Σ = u−1 ([i, R]× ∂−W ∪W+) . Note that
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H((i, x)) = λ(i,x)(XHτi ) + σ for some constant σ > 0. While Equation (19) still holds, Σ
now decomposes a priori as a collection of bounded regions in C∗ and one unbounded re-
gion, which we call ∂+Σ. The previous computation shows that, in fact, the bounded regions
do not exist. Choose s ∈ R such that u∣∣
{s}×S1 ∈ Σ and |λ(∂tu(s, t))| < σ for all t. The lat-
ter condition is possible because y(t) is a constant orbit to which the curves u(s, ·) converge
smoothly, and so lim
s→−∞ λ(∂tu(s, t)) = λ(∂ty(t)) = 0. The curves ∂+Σ and {s} × S1 bound a
region inR×S1, which we call Σ ′. Let v = u∣∣
Σ ′ . Note that the boundary orientation of {s}×S1









{s}×S1 ⊂ [i, R] × ∂+W ∪W+, a region on which Hτi is negative. Thus,
maxt∈S1 H(u(s, t)) < 0. Applying a computation similar to the computation above, we find
that
0 ≤ E(v) =
∫
∂+Σ














A contradiction is again reached.

We have shown that CF∗V,(a,b)(H
τi ; Γ) is a subcomplex of CF∗(a,b)(H
τi ; Γ), but, recalling the def-









when equipped with the differential δ∗ of equation (14).
Due to condition (6) on elements of Ad(V,M), there exists a constant κi > 0 such that
Hτi
∣∣





Let χ(s) be a bump function that is 1 when s is very negative and 0 when s is very positive. Let






((i+1,R)×∂−W)∪W+ + κi · χ(s).
After choosing a suitable almost-complex structure, Hs induces a continuation map
ci : CF∗(a,b)(H
τi ; Γ) −→ CF∗(a,b)(Hτi+1 ; Γ).
LEMMA 2 The continuation map ci restricts to a map ci : CF∗V,(a,b)(H
τi ; Γ) −→ CF∗V,(a,b)(Hτi+1 ; Γ). .
PROOF: Let y ⊂ (V , R] × ∂−W ∪W+ be a one-periodic orbit of Hτi+1 . Choose a neighborhood
U of y inside (i+1, R) × ∂−W ∪W+. By construction, XHs is independent of s on U. The proof of
Lemma 1 now applies verbatim, being only concerned with the behavior of trajectories in the part










τi ; Γ)[θ]. (22)
and denote the action-completion of ̂SCV,(a,b)∗ (M; Γ) by ŜCV∗ (M;Λ).
LEMMA 3 There is a chain isomorphism
ŜC∗(V ;Λ) ∼= ŜCV∗ (M;Λ).




; Γ) be the Floer complex associated to the
restricted Hamiltonian Hτi : V ∪ [0, V)× ∂V −→ R. The elements of CF∗(a,b)(Hτi ∣∣V ; Γ) are in clear
bijection with the elements of CF∗V,(a,b)(H
τi ; Γ). Furthermore, by the proof of Lemma 1, the differ-














After taking action limits, the left-hand side agrees with the completed symplectic chain complex
of V .

Choose a continuation map c : CF∗(a,b)(H
τ−1 ; Γ) −→ CF∗(a,b)(Hτ0 ; Γ). This choice induces a chain
map c : CF∗V,(a,b)(H
τ−1 ; Γ) −→ CF∗(a,b)(Hτ0 ; Γ). Define a map c by the commutative diagram
SC
V,(a,b)
∗ (M; Γ) SC∗(a,b)(M; Γ)
CF∗V,(a,b)(H






As ∂fl commutes with continuation maps, c is a chain map.
DEFINITION 3 The (a, b)-truncated symplectic cochain complex ofW is the cone of c. Denote it by




∗ (M; Γ) −→ SC∗(a,b)(M; Γ)) .






The homology of this complex is denoted by ŜH∗(W;Λ).
Analogously to the computations in Section 2.4, there is a long exact sequence
· · · −→ ŜHn(V ;Λ) i−→ ŜHn(M;Λ) q−→ ŜHn(W;Λ) −→ ŜHn+1(V ;Λ) −→ · · · (24)
which shows
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THEOREM 1 There is a long-exact sequence
· · · −→ ŜHi(V ;Λ) −→ ŜHi(M;Λ) −→ ŜHi(W;Λ) −→ ŜHi+1(V ;Λ) −→ · · ·
REMARK 11) AsM is monotone, the symplectic chain and cochain complexes are well-defined with-
out truncating each Floer complex by action. Taking coefficients in an arbitrary ring R, denote these
complexes by SC∗(V ;R) and SC∗(M;R), respectively. The map c is also well-defined without trun-
cating by action; call the cone of c the symplectic cochain complex of W, denoted by SC∗(W;R).
These three ”uncompleted” complexes form a triangle analogous to (16), and taking homology
results in a long exact sequence analogous to (24):




Computing symplectic cohomology is quite difficult; it has only been computed (in the monotone
case) for negative line bundles by Ritter in [43]. An easier line of inquiry is to ask, “is symplectic co-
homology non-zero?” One method of answering this question affirmatively is to find a Lagrangian
submanifold L ⊂Mwith non-vanishing Floer homology and show that there exists a map of unital
rings SH∗(M) −→ HF∗(L) from the symplectic cohomology ofM to the Floer homology of L.
For example, equation (6.4) of [45] says that a monotone Lagrangian L contained in a monotone
manifoldM admits a map of unital rings
SH∗(M;Λ) −→ HF∗(L;Λ).
We will show that if, under suitable conditions, a Lagrangian L is contained in the Liouville cobor-
dism W ⊂M, then this map factors through ŜH∗(W;Λ) via the map q : ŜH∗(M;Λ) −→ ŜH∗(W;Λ)





From this we will deduce the following theorem.
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THEOREM 3 Let M be a monotone symplectic manifold and W ⊂ M a Liouville cobordism. Suppose that
W contains a compact, oriented monotone Lagrangian L. If L admits a flat line bundle Eγ such that the Floer
homology HF∗(L, Eγ) 6= 0, then
ŜH∗(W;Λ) 6= 0.
If Λ is defined over a coefficient field of characteristic not equal to two, we also require the Lagrangian to be
spin.
The conditions on L, orientability and monotonicity, control the behavior of Maslov discs. Recall
that a Lagrangian L ⊂ M is monotone if the area and the Maslov index of any J-holomorphic disc
with boundary on L are positively proportional. That is, there exists a constant c > 0 associated to
L such that for every J-holomorphic map u : (D2, ∂D2) −→ (M,L) the symplectic area of u and the





If L is also orientable then the Maslov index of any such non-constant disc is at least two.
3.1 Lagrangian quantum cohomology
Fix a coefficient fieldK. The Lagrangian Floer cohomology of a monotone Lagrangian submanifold
L with coefficients in a flat line bundle Eγ is isomorphic to the Lagrangian quantum cohomology
of Lwith coefficients twisted by γ ∈ H1(L), where the holonomies of Eγ are determined by γ. (This
is stated in Section 2.4 of [12] and worked out in detail in [14] in the untwisted case.) We recall the
definition of Lagrangian quantum cohomology.
Define a valuation on Λ by








kn ∃ cn 6= 0
∞ else (28)
Let UΛ = val−1(0), and fix γ ∈ H1(L,UΛ). Fix a Morse-Smale pair (f, g) on L and a generic
almost-complex structure J onM.
Let Φt be the flow of −∇g(f). For critical points x and y of f and an integer ` ≥ 1, let
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M`(x, y; f, g, J) be the moduli space of tuples (u1, . . . , u`), where
1. ui : (D2, ∂D2) −→ (M,L) is a non-constant J-holomorphic disc for all 1 ≤ i ≤ `,
2. for every 1 ≤ i < ` there exists a unique t ∈ (−∞, 0) such thatΦt(ui+1(1)) = ui(−1), and
3. u1(1) lies in the unstable manifold of x and u`(−1) lies in the stable manifold of y.
Let Aut(D2,±1) be the automorphisms of the disc fixing −1 and 1, so that Aut(D2,±1)` acts on
M`(x, y; f, g, J). Let M0(x, y; f, g) be the moduli space of gradient flow lines of f with negative
asymptotic limit x and positive asymptotic limit y. R acts on elements of M0(x, y; f, g) by transla-
tion. Denote by M0(x, y; f, g, J) the rigid elements of
M0(x, y; f, g)/R ∪
⋃
`≥1
M`(x, y; f, g, J)
/
Aut(D2,±1)` .
REMARK 12) Transversality of the moduli spaces M`(x, y; f, g, J) for generic triples (f, g, J) is not
automatic. The discs may not be simple, or they may not be absolutely distinct. However, Biran-
Cornea showed in [13] that somewhere-injectivity does not fail for dimension 0 and 1 strata of
M`(x, y; f, g, J)
/
Aut(D2,±1)` . We can therefore use the moduli spaces M0(x, y; f, g, J) to define a
Floer homology theory, invariant up to generic choice of data (f, g, J).





A Z/2Z-grading on critical points is given by the Morse index, and we grade T by |T | = 0. The






±Tω([u1]+···+[u`])〈γ, [∂u1] + · · ·+ [∂u`]〉 · x.
The differential counts weighted ‘pearly trajectories’ between x and y (see Figure 3.1). The sign
is determined by a choice of orientations on the unstable manifolds of critical points of f and a
choice of spin structure on L. (See the Appendix of [12] for a careful discussion of orientations,
in particular Section A.2, or [53] for orientations using orientation lines.) As shown in [12], ∂ is
well-defined and squares to zero. The homology of CF∗(L, Eγ) is the Lagrangian Floer homology
HF∗(L, Eγ).
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Figure 3.1: The Lagrangian quantum differential
Define the action A of an element Tkx, where x ∈ Crit(f) and k ∈ R, to be A(Tkx) = k. As





∣∣ k ∈ R, , x ∈ Crit(f), A(Tkx) > a〉 ,
with cohomology denoted by HF∗a(L, Eγ), and the quotient complex





with cohomology denoted by HF∗(a,b)(L, Eγ).






















HF∗(a,b)(L, Eγ) ∼= HF









PROOF: The first isomorphism is a canonical identification, analogous to Remark 5. To see the
second isomorphism, note that the right-hand sum of (29) is finite and so commutes with both
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Λ · x (32)
∼= CF∗(L, Eγ). (33)
As the quantum differential is T -linear, the result follows. 
REMARK 13) The Lagrangian Floer cohomology of L, HF∗(L, Eγ), is a unital ring. Suppose
HF∗(L, Eγ) 6= 0. If f has a unique minimum m, then m represents the unit, and therefore survives in
cohomology.
3.2 Proof of Theorem 3
We first define a map SC∗(a,b)(M; Γ) −→ CF∗(a,b)(L, Eγ). This map will count ’half-cylinder’ solu-
tions to Floer’s equation that rise asymptotically to generators of some CF∗(a,b)(H
τi ; Γ) and whose
boundary lies in L.
To these ends, fix a Hamiltonian Hτi . Recall the function H built into the definition of Hτi
(see Section 2.2), and without loss of generality assume that H < 0 in a neighborhood of L. Let
{Hτis }s∈[0,∞) be a one-parameter family of Hamiltonians such that Hτis = Hτi for s >> 0, and
Hτis (x) = 0 when both s is close to zero and x is close to L. Further assume that Hτis is monotone
decreasing in s. These conditions will ensure that we create a well-defined chain map.
For a periodic solution x ofXHτi and generic one-parameter family of cylindrical almost-complex
structures {Js}s∈[0,∞), let M(x, L;Hτi) be the moduli space of mapsw : [0,∞)× S1 −→M satisfying
1. lim
s→∞w(s, t) = x(t),
2. w
∣∣
{0}×S1 ∈ L, and (?)
3. ∂s(w) + Js(∂t(w) − XHτis ) = 0.
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Fix a Morse-Smale pair (f, g) on L so that f has a unique minimum m. Let Φt be the flow of
−∇g(f). For each integer ` ≥ 1 and p ∈ Crit(f), let M`(p, x;Hτi) be the moduli space of tuples
(u1, . . . , u`), where
1. ui : (D2, ∂D2) −→ (M,L) is a non-constant J-holomorphic disc for all 1 ≤ i ≤ `− 1,
2. u` ∈M(x, L;Hτi),
3. u1(1) is in the unstable manifold of p, and
4. for every 1 ≤ i < ` there exists a unique t ∈ (−∞, 0) such thatΦt(ui+1(1)) = ui(−1).










Denote by M0(p, x;Hτi) the rigid elements of M(p, x;Hτi). Fix a class γ ∈ H1(L;UΛ). Fix a spin
structure on L and Morse orientations, so that any element u ∈ M0(p, x;Hτi) determines a map
du : ox −→ ±1. Let
ω(u) = ω(u`#(−x˜)) +ω(u1) + · · ·+ω(u`−1) (34)
and
[∂u] = [∂u1] + · · ·+ [∂u`−1] + [u`(0, ·)]. (35)











ω(u)〈γ, [∂u]〉 · p.
Geometrically, we are mapping a cylinder x˜ ∈ M to the sum of cylinders −x˜#w with boundary on
L formed by gluing x˜ to the cylinder w, and adding in ’pearls’ from pearly trajectories between
w(0, 1) and p. See Figure 3.2.
LEMMA 5 ιτi(a,b) is well-defined and descends to a map on homology.
The techniques sketched to prove Lemma 5 appear in detail in [12] and [13] in the case K = Z/2Z.
They also appear in [53] for arbitrary Kwith a slight modification: the disc with one interior punc-
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Figure 3.2: The map ιτi
ture appearing in M(x, L) is replaced by a disk with one boundary puncture, and the Hamiltonians
Hns are “turned off” away from the puncture, instead of at all points of the disc’s boundary. The
discussion of orientations in [53] does not depend on this modification, and so translates precisely
to our setup. We therefore omit a discussion of orientations and refer to [53] for signs.
SKETCH OF PROOF: We first check that ιτi(a,b) respects the action filtration. A standard computation
shows that, if (u1, . . . , u`) ∈M0(p, x;Hτi), then the energy of u` is












s )(u`)dsdt ≤ ω(u`#(−x˜)), so
AHτi (x) ≤ ω(u`#(−x˜))
by the assumption that Hτis is monotone decreasing in s. Finally, γ ∈ H1(L;UΛ) implies that
〈γ,w(0, ·)〉 ∈ UΛ, and each ui is J-holomorphic, soω(ui) ≥ 0. It follows that
Tω(u)〈γ,w(0, ·)〉 ∈ Λω(−x˜#u`).
Let S be a stratum of the set of maps {u = (u1, . . . , u`) ∈ M(p, x;Hτi)} of fixed homology class
A: [−x˜#u`]+[u1]+ · · ·+[u`−1] = A ∈ H2(M,L ∪ β)
/
ker(ω) , where β is the fixed representative in
[x] (see section 2.1). Assume that dim(S) ≤ 1, as these are the only strata contributing to the study
of ιτi(a,b). The transversality for pearly trajectories proved in Section 3 of [13] and the transversality
for half-tubes discussed in [6] show that S is cut out transversely whenever the virtual dimension
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of S is less than or equal to 1, and thus, by regularity, whenever dim(S) ≤ 1. We therefore only need
to show that bubbling does not contribute to compactification.
There are six types of limit points that, a priori, contribute to the compactification of S (see
Figure 3.3).
a) cylinder breaking contributing to ιτi(a,b) ◦ ∂fl,
b) pearly-trajectory breaking contributing to ∂ ◦ ιτi(a,b)
c) sphere-bubbling,
d) side-bubbling, where a disc bubbles off at a boundary point ui(q), where q 6= ±1 if i < ` and
q 6= 1 if i = `,
e) disc bubbling at q = ui(±1) (when i < `) or at q = u`(1), and
f) Morse-trajectory shrinking, where the trajectory between some ui and ui+1 collapses, causing
ui(−1) and ui+1(1) to collide.
It thus suffices to show that, if S has dimension less than 2, the sum contribution of types (c),
(d), (e), and (f) is zero.
We first tackle (c) and (d). By monotonicity and orientability of L, the virtual dimension of side-
bubbling or sphere-bubbling is at least 2. If either occurs in a limit, then the other component of
the limit is a stratum S ′ of M(p, x;Hτi) of virtual dimension two less than the virtual dimension of
S. But by regularity this implies that dim(S ′) ≤ dim(S) − 2 < 0. This shows that (c) and (d) cannot
occur.
There is a canonical bijection between elements of type (e) and elements of type (f). An analysis
of signs shows that an element of type (e) contributes with the opposite sign of its type (f) partner.
See Section A.2.1 in [12] and Theorem 5.1 in [53] for a careful treatment of signs. Thus, counting the
limit points of both types (e) and types (f) yields zero.
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Figure 3.3: Degenerations of S
If dim(S) = 0 then limits of types (a) and (b) cannot occur for index reasons, proving that ιτi(a,b)
is well-defined.
If dim(S) = 1 then the analysis of the boundary yields the equivalence





τi ; Γ) −→ HF∗(a,b)(L, Eγ) be the descent of ιτi(a,b) to cohomology.






induces a map lim−→
i
HF∗(a,b)(H
τi ; Γ) −→ HF∗(a,b)(L, Eγ).
PROOF: We must show that (ιτi+1(a,b))




(a,b) ◦ ci − ιτi(a,b) = S ◦ ∂fl + ∂ ◦ S.
Let x ∈ P(Hτi). Choose a regular homotopy {Hs}s∈R with Hs = Hτi when s > 0 and Hs = Hτi+1
when s < −1.
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Choose a generic smooth family of Hamiltonians H : [0,∞) × R × S1 × M −→ R such that
H
∣∣
{s}×{s}×S1×M is equal to H
τi+1
s when s < s − 1 and Hτis when s > s. Assume that, for s ∈ [−1, 0],
lim
s→∞ (H(s, s+ s, t, x) −Hs(t, x)) = 0.
Choose a generic [0,∞)-family of domain-dependent cylindrical almost-complex structures Js,s.
Fix p ∈ Crit(f). LetM1(p, x,A;H) be the one-dimensional strata of the space of tuples (s, (u1, . . . , u`)s),
where s ∈ [0,∞) and (u1, . . . , u`)s ∈M0(p, x,A;Hs). Also require that [−x˜#u`]s+[u1]s+· · ·+[u`]s =
A is a fixed class inH2(M,L ∪ β)
/
ker(ω) for every s, where β is the fixed representative in [x] (see
section 2.1). This is a 1-dimensional manifold with a compactification given by cylinder-breaking
and disc-bubbling. A priori, the (0-dimensional) boundary components of the compactification
take one of six forms.
a) On the boundary s = 0 appears the elements of the moduli space M0(p, x,A;Hτi). This
corresponds to the part of ιτi(a,b)(ζx) that contributes terms of actionω(A), twisted by γ.




M0(p, z, B;Hτi+1)×M0(z, x, C;Hs),
where M0(z, x, C;Hs) is the space of index-0 Floer solutions between x and z induced by
the family of Hamiltonians Hs, and contributing terms in ‘Tω(C)oz’ to ci(ζx). This product
contributes terms of actionω(A) to ιτi+1(a,b) ◦ ci(ζx), twisted by γ.
c) The moduli space can degenerate at an interior point s ∈ (0,∞), and near s = ∞, yielding





M−1(p, z, B;Hτis )×M0(z, x, C;Hτi),
where M−1(p, z, B;Hτis ) is the moduli space of rigid Floer/pearly trajectory amalgamates of
virtual dimension −1 that can occur between z and p ifHs is not regular (restricted, of course,
to the relative homology class B).
d) The moduli space can degenerate at an interior point s ∈ (0,∞) and within a pearly trajectory,
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M0(p, q,C)×M−1(q, x, B;Hτis ).
e) Finally, bubbling may occur. However, as in the proof of Lemma 5, the contribution of disc
and sphere bubbling is zero.
Standard gluing techniques show that the degenerations of types (a) – (d) do indeed appear. In the













ω(u)〈γ, [∂u]〉 · q
and extend T -linearly.
As the limiting degenerations at s = ∞ are regular it follows from Gromov compactness that
there are finitely many degenerations of types (c), (d), and (e), and so S is well-defined.
Counting boundary components of type (c) yields the “Tω(A)” component of S ◦ ∂fl and count-




(a,b) ◦ ci − ιτi(a,b) = S ◦ ∂fl + ∂ ◦ S.

There is a surjective map






























SH∗(a,b)(M; Γ) −→ 0.












τi ; Γ) −→ HF∗(L, Eγ)






Î∗ = ι̂∗ ◦ Ψ : ŜH∗(M;Λ) −→ HF∗(L, Eγ).
LEMMA 7 The map Î∗ is non-vanishing.
PROOF: As Ψ is a surjection, it suffices to prove that ι̂∗ is non-vanishing.
As in [47], we build a representative of the unit of ŜH∗(M;Λ) inside HF∗(Hτ0). Let Hs be an
R-family of Hamiltonians that is equal to Hτ0 when s << 0 and identically zero when s >> 0.
Choose a generic R-family of cylindrical almost-complex structures Js. Let M0(x) be the set of
finite-energy rigid mapsw : R× S1 ∪ {∞} −→M satisfying ∂sw+ Js(∂tw−XHs) = 0, and such that
lim





Tω(x˜#w) · ζwx ∈ CF∗(Hτ0 ;Λ).
The usual analysis of the boundary of a dimension-one moduli space of curves shows that Z is a
well-defined cycle.
Recall that we chose the Morse function f on L to have a unique minimum m. For p ∈ Crit(f),
let M0(p,A) be the space of rigid pearly trajectories {(u1, . . . , u`)}`≥1, defined in the same way
as M0(p, x,A;Hτ0), but where u` is also now a (possibly constant) J-holomorphic disc with one
interior marked point. If u` is not constant, the sequence (u1, . . . , u`) is not rigid. If u` is constant
and p 6= m then either
1. there is a non-constant gradient trajectory β(t) with β(0) = Im(u`), in which case sliding the
image of u` along β(t) shows that (u1, . . . , u`) is not rigid, or
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2. Im(u`) ∈ Crit(f) \m. Then ` > 1 and φt(u`(1)) = u`−1(−1) for all t ∈ (−∞, 0), contradicting





Define ιτ0 : CF∗(Hτ0 ; Γ) −→ CF∗(L, Eγ) analogously to ιτ0(a,b), but without truncating by action.
As in the proof of Lemma 6,
ιτ0(Z) = m + ∂ ◦ S(Z)
for some chain homotopy S, and so (ιτ0)∗([Z]) = [m].
By assumption,HF∗(L, Eγ) is a non-zero unital ring with unit represented by m (see Remark 13).
It follows that (ιτ0)∗(Z) 6= 0.
As Z is a cycle, ιτ0 descends to a non-trivial map (ιτ0)∗ on homology. We will show that the
non-vanishing of this map implies Lemma 7.











τ0 ; Γ) ∼= HF∗(Hτ0 ;Λ).

















It follows that (ι̂τ0)∗ 6= 0.
The inclusion CF∗(a,b)(H
τ0 ; Γ) ↪→ lim−→
i
CF∗(a,b)(H































from which we deduce that ι̂∗, and therefore Î∗, is non-vanishing.

We are now in position to prove Theorem 3.
PROOF: The long-exact sequence (24) induces a short-exact sequence
0 −→ ŜH∗(V ;Λ)/Ker(i∗) −→ ŜH∗(M;Λ) −→ Im(q∗) −→ 0
where Im(q∗) ⊂ ŜH∗(W;Λ).
We want to show that Î∗ factors through Im(q∗). By the universal property of quotients, it
suffices to show that Î∗ ◦ i∗ is zero on ŜH∗(V ;Λ). Fix A ∈ R. The Mittag-Leffler condition is triv-
ially satisfied for each inverse system {SC(A,b)∗ (V ; Γ)}b and {Λ(A,b)}b (the maps defining the inverse
systems are surjective). To each inverse system is therefore associated a Milnor lim1 short exact
sequence. By naturality of this sequence, and as direct limits preserve exactness, there is a commu-













































HF∗(a,b)(L, Eγ) is zero. In
particular, it suffices to show that each map SH(a,b)∗ (V ;Λ) −→ HF∗(a,b)(L, Eγ) is zero.
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Let X ∈ SH(a,b)∗ (V ;Λ). A representative cochain of X is of the form










Define a map ιτi(a,b) : CF
∗
(a,b)(H
τi ; Γ) −→ CF∗(a,b)(L, Eγ) by extending the construction of the
maps defined in Section 3 to the Floer cochain complexes of negatively-indexed Hamiltonians. We
choose Hamiltonians Hτis to define each ι
τi
(a,b) so that XHτis agrees with XHτ0s on W+ ∪ (i+1, R) ×
∂−W for all s. In particular, Hτis (x) is constant when both x is close to L and s is close to 0, and
|Hτis (q) − H









([X]) = (ι(a,b) ◦ c−1)∗([η−1]) = (ιτ0(a,b) ◦ c−1)∗([η−1]) = (ιτ−1(a,b))∗([η−1]), (37)
where the last equality follows from the equality
(ιτi(a,b) ◦ ci−1)∗ = (ιτi−1(a,b))∗ (38)
derived in the proof of Lemma 6.







Composing with ιτi(a,b) yields the componentwise equalities
ιτi(a,b)(ηi) = ι
τi
(a,b) ◦ ∂fl(ζi) + ιτi(a,b) ◦ ci−1(ηi−1).
The proof of Lemma 5 shows that (ιτi(a,b) ◦ ∂fl)∗ = 0, and so
(ιτi(a,b))
∗([ηi]) = (ιτi(a,b) ◦ ci−1)∗([ηi−1]). (39)
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∗([η−1]) 6= 0. (40)
By assumption, the action A of every non-zero summand of ιτi(a,b)(ηi) is in (a, b). As limi→−∞ τi =
−∞, we may choose i so that
sup
q∈L
Hτi0 (q) < a− b. (41)
If ηi = 0 for all i >> 0 then (40) is a contradiction. Otherwise, choose a large i so (41) holds







α`y`i for some y
`
i ∈ ox` ; x` ∈ P(Hτi), α` ∈ R, and
a` ∈ K∗, and whereAHτi (η`i) ∈ (a, b). Suppose thatw(s, t) is a Floer solution of XHτis with positive
asymptotic limit some x`. A contribution of w to ιτi(a,b)(ηi) is of the form kT
α`+ω(w#(−x˜`))+κp,
where k ∈ K, p ∈ Crit(f) and κ ≥ 0 is the (necessarily non-negative) area of the J-holomorphic
discs in a rigid pearly trajectory starting at p and ending at w(0, 1).
Recall that the action is decreased by Floer trajectories induced by monotone-decreasing homo-
topies. By assumption, α` +AHτi (x`) ∈ (a, b). Thus,




and so by (41) and the non-negativity of κ,
b = a+ (b− a) < a−
∫1
0
Hτi0 (w(0, t))dt < α` +ω(−x˜`#w) + κ.
It follows that 0 = [kTα`+ω(w#(−x˜`))+κp] ∈ CF∗(a,b)(L;Eγ). We conclude that
(ιτ0(a,b) ◦ c−1)∗([η−1]) = (ιτi(a,b))∗([ηi]) = 0.

EXAMPLE 1) The total space of the line bundle O(−k) −→ CPm is monotone whenever 1 ≤ k ≤ m,
and contains a Lagrangian torus in the radius- 1√
pi(1+m−k)
sphere bundle that satisfies the condi-
tions of Theorem 3 [45]. It follows that ŜH∗(W;Λ) 6= 0 for any Liouville cobordism W containing





Computations for negative line
bundles
4.1 Line bundles over projective space
Let E = Tot
(
O(−k)
ρ−→ CPm) be a line bundle over projective space satisfying 1 ≤ k ≤ m. As
shown in [42], [43], and [45], the constraints on k allow for a monotone symplectic structure on E.
For completeness we repeat this construction.
Let ωFS be the Fubini-Studi form on CPm, scaled so that 〈[ωFS], [CP1]〉 = 1. The scaling of ωFS
implies that cTM1 = (1 + m)[ωFS] and c
E
1 = −k[ωFS]; the latter condition defines E as a negative
line bundle. Let J be an ωFS-compatible complex structure on CPm. Let | · | be a Hermitian metric
on E with induced Chern curvature F. Define a radial coordinate r by r(w) = |w| and a fiber-wise



















Note that α defines a contact one-form on the corresponding prequantization bundle. Let
Ω = (1+ kpir2)dα+ 2kpirdr∧ α = dα+ d(kpir2α)




zero section = −
i
2pik
ρ∗F + {area form of fiber}.




∗ωFS] − k[ρ∗ωFS] = (1+m− k)[Ω].
The purpose of this chapter is to prove the following theorem computing action-completed
symplectic cohomology for monotone negative line bundles over projective space.
THEOREM 2 Let E = Tot
(
O(−k)
ρ−→ CPm) be a negative line bundle with 1 ≤ k ≤ m, and equip E
with a Hermitian metric that induces an angular form α satisfying dα = ρ∗ωFS, a radial coordinate r, and









The line bundle O(−k) −→ CPm contains a Lagrangian torus in the radius– 1√
pi(1+m−k)
sphere
bundle that satisfies all of the conditions of Theorem 3 [45]. If W is a Liouville cobordism between
two sphere bundles, then Theorem 3 guarantees that ŜH∗(W;Λ) 6= 0 if W contains the radius–
1√
pi(1+m−k)
sphere bundle. Theorem 2 is thus an illustration of the converse phenomenon.
Cieliebak-Frauenfelder-Oancea showed in [19] that if M is instead a Liouville domain then the
uncompleted symplectic cohomology of a trivial cobordism W ⊂ M˜ containing ∂M is isomorphic
to the uncompleted Rabinowitz Floer homology of ∂M. We expect a relationship in this flavor
between R̂FH∗(Σ;Λ) and the Rabinowitz Floer homology of a contact hypersurface Σ in a negative
line bundle E studied by Albers-Kang [9]. In particular, Albers-Kang showed that the Rabinowitz
Floer homology of a sphere bundle in E of radius less than 1√
pi(1+m−k)
vanishes. While they claim
that this vanishing result extends to the sphere bundle of radius 1√
pi(1+m−k)
, Theorem 2 implies
otherwise.
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We first compute action-completed symplectic cohomology and homology of the disc bundles
of radii R1 and R2, then show how these computations imply Theorem 2. For simplicity of notation
we set K = Z/2Z in this chapter. Thus, each orientation line ox appearing as a generator of a Floer
complex is replaced by the corresponding critical point x. It will be clear from the method of proof
that the results extend to arbitrary coefficient fields.
4.2 Symplectic cohomology of disc bundles
THEOREM 5 Let (E,Ω) be a degree −kmonotone negative line bundle overm-dimensional complex projec-
tive space with monotonicity constant τ = 1+m− k. Let DR be the disc subbundle of radius R. Then
ŜH∗(DR;Λ) ∼=
 0 R <
1√
piτ
SH∗(E;Λ) R ≥ 1√
piτ
.
To compute symplectic cohomology we will use a particular family of almost-complex struc-
tures and a particular family of Hamiltonians.
4.2.1 The Hamiltonians
Fix a radius R ∈ (0,∞). We will construct a chain complex generated by one-periodic orbits that
cluster near the boundary of DR. Fix a constant C > 0 and let {hn : R −→ R}n∈N be a family of
functions where each hn is
1. convex and monotone increasing on R≥0,
2. bounded in absolute value by C on [0, kpiR2], and




on (kpiR2n,∞), for some Rn < R.
Further assume that the sequence {Rn} tends to R as n tends to∞ (see Figure 4.1). To simplify later
proofs, we also require that
1. hn and h ′n are monotone increasing, and
2. hn ≤ hn+1 everywhere.
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Choose a perfect Morse function function f : CPm −→ R that is C2-small. Let r be the radial
coordinate on the fibers of E determined by the Hermitian metric. Define a family of Hamiltonians
{Hn : E −→ R}n∈N by
Hn = hn(kpir
2) + (1+ kpir2)ρ∗f.
We assume that the one-periodic orbits of Hn are transversally nondegenerate. For example, we









Figure 4.1: A family of Hamiltonians {hn(kpir2)}









is the Reeb vector field of the contact form α
∣∣
{r=r}
and the simply-covered orbits




2) + ρ∗f)dr+ (1+ kpir2)ρ∗df,




2) + ρ∗f)Rα + Xhf ,
where Xhf is the unique vector field in the horizontal distribution H satisfying ρ∗(X
h
f ) = Xf. Thus,
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the one periodic orbits of Hn correspond precisely to the orbits of Rα
∣∣
DR
of period between one
and n that lie in fibers above the critical points of f, and the critical points of f itself.
For each n choose an R-family of functions hsn : R → R, monotonely decreasing in s, with
hsn = hn when s >> 0 and hsn = hn+1 when s << 0. Set Hsn = hsn(kpir2) + (1+ kpir2)ρ∗f.
4.2.2 The almost-complex structure
Let J(ωstd) be the space of S1-families of almost-complex structures on C compatible with the
standard symplectic form, and such that each almost-complex structure is cylindrical in a neigh-
borhood of periodic orbits and at infinity. Let J(ωFS) be the space of S1-families of almost-complex
structures on CPm compatible with ωFS. Choose it ∈ J(ωstd) and jt ∈ J(ωFS). The one-form α
determines a splitting of TE into a vertical component V ∼= C and horizontal component H. Let
Lt(H,V) be the space of S1-families of linear maps from H to V . Let U be an open set comprised of
small neighborhoods of the circle bundles on which live non-constant periodic orbits of each Hn,
as well as small neighborhoods of the constant orbits. Let B(it, jt) be the elements Bt ∈ Lt(H,V)
with compact support in the complement of U, and satisfying itBt + Btρ∗jt = 0 for all t. We will
use this data to define a set of almost-complex structures. These conditions will then ensure that






 ∈ End(TE) ∣∣∣∣ it ∈ J(ωstd), jt ∈ J(ωFS), Bt ∈ B(it, jt), Jt isΩ–tame
 .
4.2.3 The coefficient fields
Let T be a formal variable of degree −2τ, and let
Γ = K[T, T−1]
the ring of Laurent polynomials in T . Define Γa to be the subgroup of Γ comprised of polynomials









4.2.4 The chain complex
To be able to set up Floer theory we need to either perturb the Hamiltonian or use Morse-Bott meth-
ods. We have applied a Morse perturbation directly to CPm to rid ourselves of the “horizontally-
degenerate” critical points. We use Morse-Bott methods on the remaining S1 families.
Let CF∗(Hn; Γ) be the Floer cochain complex associated to a Hamiltonian Hn, as above, and an
almost-complex structure in J(Ω). Each transversely non-degenerate orbit contributes two gener-
ators to CF∗(Hn; Γ) representing the maximum and minimum of a perfect Morse function on the
orbit. We Z-grade a generating orbit x by choosing the fibre disc as a capping disc x˜ of the un-
derlying Reeb orbit. The grading |x| of x is defined to be the Conley-Zehnder index µHn of x˜, as
defined in [15], with a shift. The following computation appears in the literature in various guises,
for example [9][15][38][39][41].
LEMMA 8 Let x be a periodic orbit of Hn corresponding to a critical point of a perfect Morse function f on
an underlying Reeb orbit of period `. Let µf(ρ ◦ x) be the index of ρ ◦ x as a critical point of f. Then
µHn(T
ax˜) = −2`+ 2τa+ µf(ρ ◦ x) −m− 1
if x corresponds to the minimum of f and
µHn(T
ax˜) = −2`+ 2τa+ µf(ρ ◦ x) −m
if x corresponds to the maximum of f.
SKETCH OF PROOF: The pointwise splitting of TE into horizontal and vertical distributions H and




⊂ H and dφt
∣∣
TD2
⊂ TD2. By the additivity axiom of Conley-Zehnder






). If φft is the flow of Xf on CPm, then
ρ ◦ φt = φft and so dρ ◦ dφt = dφft. But dρ
∣∣
H






t) = µf(ρ ◦ x) −m,
where the final equality holds because f is a C2-small Morse function on a manifold of real dimen-
sion 2m.
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Oancea computes in [41] that the Robbin-Salamon index of dφt
∣∣
TD2
is iRS = 2` + 12 . A compu-













To ease notation we shift all gradings up bym+ 1
2
. Thus,
|Tax| = −2`+ 2τa+ µf(ρ ◦ x)± 1
2
.
In the previous chapters we defined Floer theory through non-degenerate Hamiltonians. In this
chapter we will use the methods of cascades discussed in subsection 2.2.1. Let u = (cm, um, . . . , c0)
be a rigid cascade corresponding to Hn with cm ∈ im(x) and c0 ∈ im(y). As hinted in subsec-
tion 2.2.1, u contributes a term Tω((−x˜)#u#y˜)y to the differential ∂fl, where (−x˜)#u#y˜ is the sphere
formed by gluing x˜ with reversed orientation and y˜ with the same orientation to the concatenated
cylinder um# . . . #u1. Geometrically, we are replacing the capping y˜ with the capping x˜#(−u). The






















where ∂ is constructed from the Floer differential and the continuation maps {cn} that are induced
by the Hamiltonians Hsn.
In subsection 4.2.5 we show that (42) is well-defined.
53
4.2.5 Moduli spaces of Floer solutions
LEMMA 9 (REGULARITY (ALBERS-KANG [9])) There exists a comeager subset of J(Ω) for which the
finite-energy cascades of Hn and Hsn, for any n, are cut out transversally.
PROOF: Let Jreg(ωFS) ⊂ J(ωFS) be the subset for which finite-energy Floer solutions of the equa-
tion
∂su+ jt(∂tu− Xf),
as well as simple jt-holomorphic spheres, are regular. Similarly, let Jreg(ωstd) ⊂ J(ωstd) be the





are regular. It follows from the usual arguments that Jreg(ωFS) and Jreg(ωstd) are each comeager
[38]. Take jt ∈ Jreg(ωFS) and it ∈ Jreg(ωstd). Let x and Tay be weighted one-periodic orbits of
Hn and letM(x, Tay) be the moduli space of Floer solutions from x to y of weight α. There are now
two cases:
1. Elements of M(x, Tay) pass through the complement of U. This occurs if x and y live in
different fibers of E or α 6= 0. In these cases, we need to show that, for generic Bt ∈ B(it, jt),
the linearized Floer equation associated to Hn and Jt =
 it Bt
0 ρ∗jt
 is surjective. Recall the
pointwise splitting of the tangent bundle TpE ∼= Vp ⊕ Hp. As jt is regular, surjectivity in the
horizontal direction is automatically achieved. We need to show surjectivity in the vertical
direction. Let (v, h) ∈ TpE be a tangent vector with h 6= 0, written with respect to the splitting
Vp⊕Hp. Fix B ∈ B(it, jt). By the methods in [38] it suffices to findC ∈ TBτB(iτ, jτ) satisfying Ch = viτC+ Cjτ = 0.
Define C by Ch = v, Cjτh = −iτv, and C
∣∣
span{h,jh}⊥ = 0. Then
(iτC+ Cjτ)h = iτv− iτv = 0
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and
(iτC+ Cjτ)jτh = iτCjτh− Ch = iτ(−iτv) − v = v− v = 0.
2. In the other case, x and y live in the same fiber Ep and α = 0. Let u ∈M(x, y). It follows from
regularity of jt that ρ ◦ u is constant, and so u remains in the fiber. Thus, the moduli space
M(x, y) is canonically identified with the moduli space of Floer trajectories from x to y in C
satisfying the Floer equation of the pair (hn(pir2)+ (1+pir2)f(p), it). This is a manifold of the
expected dimension |x|− |y|, and so regularity is achieved.

LEMMA 10 (GROMOV COMPACTNESS I) (Gromov compactness I) Sequences of cascades of Hn or Hsn
between two fixed periodic orbits remain in a compact region of E, for any n.
PROOF: This follows from an integrated maximum principle, as in the proof of Lemma 12. Indeed,
by assuming that it is cylindrical and Bt = 0 outside of DR, we can assume that all Floer solutions
appearing in a cascade remain in DR.

LEMMA 11 (GROMOV COMPACTNESS II) Bubbling does not occur in the limit of sequences of index-0, 1
and index-2 cascades defining the chain complex.
PROOF: By monotonicity of E, all J-holomorphic spheres have index at least two. They therefore
will not be seen by moduli spaces of cascades of dimension less than two. These moduli spaces
include those appearing in the arguments showing that
• the differential is well-defined as a map on vector spaces (dimension 0);
• continuation maps are well-defined as maps on vector spaces (dimension 0);
• continuation maps are chain maps (dimension 1); and
• continuation maps are invariant under choice of underlying Hamiltonian families (dimension
1).
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It remains to consider the dimension-2moduli spaces of cascades that appear in showing ∂2 = 0.
Note that only index-2 bubbles will a priori interfere, and so it suffices to consider the case k = m,
that is, E = Tot(O(−m) −→ CPm). Let M2(x, y) be the two-dimensional component of the moduli
space of cascades connecting period orbits x and y, and associated with generic Floer data (Hn, J).
Suppose that bubbling occurs within the moduli spaceM2(x, y). By an argument in [46], any bubble
must intersect a dimension-0 component of M(x, y); in particular, x = y and any bubble passes
through x. We will show that x lies on the zero-section.
Let v : Σ −→ E be a non-constant J-holomorphic sphere of index 2. As the symplectic form on E
is exact away from the zero-section, Σ must intersect the zero-section (else, by Stokes’ Theorem, Σ
would have zero symplectic area, contradicting that v is non-constant). Assume for contradiction
that Σ leaves the zero-section. Recall that we chose it cylindrical in a neighborhood of each circle
bundle containing a non-constant periodic orbit. Choose a generic disc bundle D containing no
non-constant periodic orbits, but such that it is cylindrical on ∂D. Suppose that v leaves D. Ap-
ply the integrated maximum principle from [3] to v−1(E \ D). This computation shows that the
symplectic area of v−1(E \ D) is negative, contradicting J-holomorphicity.
Thus, the image of v only intersects constant orbits, and we conclude that x is a constant orbit
contained in the zero section. Usually one could argue that an S1-family of Jt-holomorphic spheres
have codimension three, and therefore do not generically intersect a zero-dimensional constant
orbit. However, the requirement Bt = 0 in a neighborhood of the constant orbits means that we
cannot necessarily perturb an almost-complex structure in a direction required to “push” it off of a
constant orbit. We will instead show that no sequence of maps in M2(x, x) converges to a broken
trajectory. This will show that, even if M2(x, x) “sees” bubbling, it does not affect the computation
∂2 = 0.
Suppose that a sequence of cascades ui ∈M2(x, x) converges to a broken cascade u ∈M1(x, z)×
M1(z, x). As f is a perfect Morse function, the space of one-dimensional cascades of (f, jt) is empty.
z must therefore be a Reeb orbit on some hypersurface of some period k ∈ Z>0. But by Lemma 12
this is impossible.

Define w(x) to be the winding number of a non-constant periodic orbit x, viewed as a map from
the circle into C∗. Define w(x) of a constant orbit x to be zero.
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LEMMA 12 Let u be a solution of Floer’s equation (11) with lim
s→±∞u(s, t) = x±(t). Then w(x+) ≥ w(x−).
PROOF: Assume for contradiction that w(x−) > w(x+). Say that x± lives in the sphere bundle of
radius σ±. If x± are non-constant then the Rα-orbit underlying x± has period 1kw(x±). From the

























As hn is convex, we deduce that σ− > σ+. If x+ is constant and x− is non-constant it follows
immediately that 0 = σ+ < σ−.
Choose a generic circle subbundle S of radius σ, with σ+ < σ < σ−, and on which B = 0 and it
is cylindrical. For example, if σ is close to σ+ or σ− these conditions will, by construction, be met.
Let D be the region bounded by S, and denote Σ = u−1(E \D). Let v : Σ −→ E \D be the restriction
of u. We will equate Σwith its image under the inclusion into R× S1 and use the coordinates (s, t)
induced on Int(Σ).
Let cx = hn(kpix2)−h ′n(kpix2)kpix2 be the y-intercept of the tangent line to hn at kpix2. Then on








We employ the integrated maximum principle. Let ∂Σ+ be the boundary component of Σmap-






(Ω(∂sv, J∂sv) +Ω (∂tv− XHn(v), J(∂tv− XHn(v)))ds∧ dt ≥ 0
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We consider this final equation in pieces. A solution v(s, t) of Floer’s equation satisfies
(dv− XHn ⊗ dt)(0,1) = 0.
We have that, on S, dr ◦ it = −2kpirα and Bt = 0. The former implies that JRα is proportional to
∂r and the latter implies that JXhf lives in the horiziontal distribution. So altogether, α(JXHn) = 0.
Thus, the first term equals
∫
∂Σ+





































− + cσ− + (1+ kpiσ
2
−)ρ


















































Σ is a collection of bounded regions in C∗ and one unbounded region. As dt is exact on C∗, the
bounded regions contribute nothing to the right-hand side of (43). Let Σ˜ be the unbounded com-
ponent. Near infinity Σ is contained in a neighborhood of x−, and so all boundary components of
Σ˜ occur within the intersection of Σ with some annulus (−∞, R]× S1. Let h be a function on Σ˜ that
is equal to h ′n(kpiσ2) − cσ on Σ˜ ∩
(
(−∞, R]× S1) and equal to h ′n(kpiσ2−) − cσ− for all large radii

















2) − h ′n(kpiσ
2
−)) + (cσ− − cσ).
As hn is convex by assumption and σ < σ−, both
(
h ′n(kpiσ




< 0 and (cσ− − cσ) <
0. It follows that
EJ(v) ≤ (h ′n(kpiσ2) − h ′n(kpiσ2−)) + (cσ− − cσ) < 0.
which yields the desired contradiction.

4.2.6 A heuristic outline of the proof of Theorem 2
We adapt a technique first used by Albers-Kang in [9] in the context of Rabinowitz Floer homology
to show the vanishing of symplectic (co)homology for small enough disc bundles.
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The choice of Hamiltonians implies that periodic-orbits x(t) of Hn satisfy

α(x˙) = h ′n(kpir(x)
2) + f(ρ(x))
dr(x˙) = 0
ρ∗x˙ = Xf(ρ ◦ x)
Thus, x(t) is a Reeb orbit of α lying in the fiber above a critical point of f. Conversely, if p is a critical
point of f and Ep is the fiber above p, the one-periodic orbits of the Hamiltonian gn : C −→ R
defined by gn = hn(kpir2) + (1 + kpir2)f(p) correspond to one-periodic orbits of Hn in Ep. The
choice of almost-complex structure J furthermore implies that any Floer solution in C of the data
(gn, it) represents a Floer solution of (Hn, J). Thus, CF∗(Hn; Γ) contains one copy of CF∗(gn; Γ) for
each critical point of f. It is shown in Lemma 16 that CF∗(gn; Γ) corresponds to the chain complex





− . . . . . . T
n−1xn+ T
nxn−
Figure 4.2: The chain complex CF∗(gn; Γ)
After making a (non-essential) assumption, we will conclude that continuation maps act as













− · · ·
Figure 4.3: The chain complex SC∗(C)
We decompose the Floer differential as ∂ = ∂0 + ∂>0, where ∂0 is the component of the differ-
ential depicted as the horizontal arrows in Figure 4.3. Let (xn±)p be the “xn±” orbit of Figure 4.3 in
the fiber Ep. The method of computing symplectic cohomology is roughly as follows.
1. Suppose (xn1+ )p1 is a summand of a cocycle X. Then
∂((xn1+ )p1) = ∂0((x
n1
+ )p1) + ∂>0((x
n1
+ )p1) = (x
n1−1
− )p1 + ∂>0((x
n1
+ )p1).
There must therefore be some (xn2+ )p2 , another summand of X, with (x
n1−1




+ )p2). But then
∂((xn2+ )p2) = (x
n2−1
− )p2 + ∂>0((x
n2
+ )p2)
So there is some (xn3+ )p3 , a further summand of X, with (x
n2−1
− )p2 a summand of ∂>0. Iter-
ating, we build a sequence {(xn+)p, (x
n1
+ )p1 , (x
n2
+ )p2 , . . . } of summands of X (see Figure 4.4a).
We will show that lim
i
A((xni+ )pi) 6= ∞ when R < 1√piτ , which will contradict that X is an
element of SC∗(DR).










A((xni+ )pi) = ∞,
and so (xn1− )p1 is a coboundary.
(a) Trying to form a coycle out of some (xn+)p (b) Trying to form a coboundary via some (x
n
+)p
Figure 4.4: Cocycles and coboundaries
4.2.7 Computing ŜH∗(DR) when R < 1√piτ
Each periodic orbit x of a HamiltonianHn lies in a fiber above a critical point of f, and we choose its
lift x˜ to be a capping disk in the fiber. As ρ ◦ x˜ is a critical point of f, ρ induces a map from the lifted
one-periodic orbits of Hn to the critical points of f with constant capping. Let µf : CF∗(f; Γ) −→ R
be the Conley-Zehnder index associated to Novikov-weighted critical points of f. Note that a Floer





Tax ∈ CF∗(Hn; Γ)
∣∣∣∣ µf(Taρ ◦ x) ≥ p〉 , (44)
and the differential decomposes as
∂ = ∂0 + ∂1 + ∂2 + . . .











We define the differential of (45) as the map induced by the differential on each CF∗(Hn; Γ). The
“pr” stands for “pre-quotient”, as this is a chain complex that computes symplectic cohomology
after first identifying generating sums of periodic orbits through continuation maps, as illustrated
by the following lemma.
LEMMA 13 Let c : ŜC∗pr(DR;Λ) −→ ŜC∗pr(DR;Λ) be the linear extension of the continuation maps {cn}.
There is an isomorphism
ŜH∗pr(DR;Λ)
/
im(c∗ − id∗) ∼= ŜH∗(DR;Λ). (46)







CF∗(a,b)(Hn; Γ) ∼= ŜC∗pr(DR;Λ).
Thus, ŜC∗(DR;Λ) is chain isomorphic to ŜC∗pr(DR;Λ) ⊕ ŜC∗pr(DR;Λ)[1]. If ι1 is inclusion into the







yields a long-exact sequence on homology
· · · −→ ŜH∗pr(DR;Λ) ι∗1−→ ŜH∗(DR;Λ) pi∗2−→ ŜH∗pr(DR;Λ) c∗−id∗−−−−−→ ŜH∗+1pr (DR;Λ) −→ · · · (48)
This begets the short exact sequence
0 −→ ŜH∗pr(DR;Λ)/im(c∗ − id∗) −→ ŜH∗(DR;Λ) −→ ker(c∗ − id∗) −→ 0. (49)
We want to show that ker(c∗ − id∗) = 0. Consider a sum X =
∑∞
n=0 ηn ∈ ŜH∗pr(DR;Λ), where
ηn ∈ CF∗(Hn; Γ). By construction, (c − id)(X) is a coboundary if and only if each ηn satisfies
cn(ηn) − ηn+1 = ∂
fl(ζn+1) for some ζn+1. In particular, η0 is a coboundary.
We proceed by induction. Suppose that all ηn with n ≤ N are coboundaries. Continuation
maps preserve coboundaries, and so cn(ηn) is a coboundary. It follows that
ηn+1 = cn(ηn) − ∂
fl(ζn+1)
is a coboundary, and soX is a coboundary as well. Thus, ker(c∗−id∗) = 0, and equation (49) proves
the lemma.

We now further investigate the behavior of c∗. Let w(
∑j
i=0 diT
aixi) be the maximum of the
winding numbers of the periodic orbits xi.
LEMMA 14 If x is a one-periodic orbit of Hn then w(cn(x)) ≤ w(x)
PROOF: This is the analogous continuation-map statement of Lemma 12, using the fact that the
Hamiltonian Hsn defining cn is monotone decreasing in s.

For simplicity we will make the following assumption:
ASSUMPTION 1 hn = hn+1 on some interval [0, kpiR2n] such that hn is linear on (kpiR2n, kpiR2]. The
Hamiltonian Hsn inducing a continuation map is constant on [0, kpiR2n]. In particular, Hsn is constant on a
disc bundle containing all periodic orbits of Hn.
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This assumption is not necessary, but it simplifies later proofs due to the following Corollary of
Lemma 14.
COROLLARY 1 Under Assumption 1, cn coincides with the canonical inclusion, i.e. all Floer solutions
contributing to cn are constant.
PROOF: Lemma 14 implies that any non-constant Floer solution contributing to cn must leave and
re-enter the region of Ewhere (Hn)s is s-independent. Applying the integrated maximum principle
as in Lemma 12 and using the fact that the continuation Hamiltonians hsn are monotone decreasing
in s now yields the desired result.

LEMMA 15 The action of a sequence of distinct terms
{
Taizi ∈ CFk(Hni ; Γ)
∣∣ µf(Taiz) = pi}i∈N
grows like (1− piτR2)pi.
PROOF: Following the methods of Albers-Kang in [9], we can rephrase the action in terms of
symplectic area [9]. The first observation is that, for a periodic orbit Taz with w(z) = `, the index
formula can be manipulated:
k = −2`+ 2τa+ µf(ρ(z))± 1
2
⇐⇒ ` = −1
2
(




















Hn(z(t)) + (1+ kpir(z)
2)ρ∗F(z(t))dt (51)
= a− `pir(z)2 +
∫1
0












Hn(z(t)) + (1+ kpir(z)
2)ρ∗F(z(t))dt (53)













Hn(z(t)) + (1+ kpir(z)
2)ρ∗F(z(t))dt
is uniformly bounded. A sequence of distinct orbits zi satisfy r(zi) → R. Thus, AHn(Taizi) grows
like (1− piτR2)ai.
On the other hand
pi = 2(τ+ k)ai + µf(ρ(z)),
grows linearly in ai. If R 6= 1√piτ the Lemma immediately follows.
So suppose R = 1√
piτ
. By the assumptions of boundedness and convexity on each hn, as well as
























n→∞Rn = 1√piτ , this implies that 1−piτR2n < 1n
for large enough n. If Taz ∈ CF∗(Hn; Γ) for sufficiently large n, then
0 < (1− piτR2n)w(z) ≤ (1− piτR2n)n < 1.
The Novikov weight a and the winding numberw(z) are linearly dependent. A sequence of distinct
orbits zi in degree k satisfy w(zi)→∞ as i→∞, implying that ni →∞. The Lemma follows.

We can now begin to compute the differential. Each S1-family of periodic orbits of Hn appears
twice in the set of generators of CF∗(Hn; Γ), corresponding to the maximum and minimum of a
perfect Morse function on S1.
LEMMA 16 Let x`+, respectively x
`+1
− , be the maximum, respectively minimum, of a perfect Morse function
on an S1-family of Reeb orbits of period `, respectively `+ 1, in the same fiber. Then ∂0(x`+1− ) = x`+.
PROOF: Let u(s, t) be a Floer solution contributing to ∂0(x`+). Then ρ ◦ u = p is constant, and so u
remains in a single fiber Ep. u therefore corresponds to a Floer solution v on C satisfying
∂sv+ it(∂tv− Xhn(kpir2)+f(p)(1+kpir2)) = 0. (55)
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Conversely, any rigid solution of (55) contributes to ∂0. It therefore suffices to understand the Floer
theory of the data (hn(kpir2) + f(p)(1 + kpir2), it) on C. This is a complex generated by a single
one-periodic orbit in every degree between −n and 0 (see Figure 4.2). The degree-zero orbit is the
constant orbit at the origin. The even-degree orbits are the maxima of perfect Morse functions on
Reeb trajectories, and the odd-degree orbits are the minima. By Assumption 1 the continuation
maps act as canonical inclusions, and so the full symplectic cochain complex is rank one in every
non-positive degree. As shown in [47], SH∗(C) = 0. The constant orbit therefore needs to lie in
the image of the differential; it must be precisely the image of the degree-one orbit. The differential
squares to zero, and so the degree-two orbit needs to lie in the image of the differential; it must
be precisely the image of the degree-three orbit. Proceeding inductively, the result follows. A
schematic is shown in Figure 4.3.

LEMMA 17 If X =
∑∞
i=0 ciT
aixi is a cocycle in ŜCkpr(DR;Λ) then every xi is either constant or corre-
sponds to the maximum of the perfect Morse function on the underlying trajectory.
PROOF: Suppose for contradiction that there exists n0 such that xn0 is the minimum of the per-
fect Morse function on an underlying trajectory. Recall the filtration (44), and choose p0 so that
Tan0xn0 ∈ Fp0 \Fp0+1. By Lemma 17, ∂0(Tan0xn0) 6= 0. Thus, there exists τ1 > 0 and xn1 such that
∂0(T
an0xn0) is a summand of ∂τ1(T
an1xn1). Setting p1 = p0−τ1, we have T
an1xn1 ∈ Fp1 \Fp1+1.
By degree considerations, using the fact that f : CPm −→ R is perfect, xn1 is also the minimum of a
perfect Morse function on an underlying trajectory. Thus, ∂0(xn1) 6= 0.
Iterating this construction, we find an infinite sequence of terms
{Tan0xn0 ∈ Fp0 \ Fp0+1, Tan1xn1 ∈ Fp1 \ Fp1+1, Tan2xn2 ∈ Fp2 \ Fp2+1, . . . }
with p0 > p1 > p2 > . . . a decreasing sequence of integers. By Lemma 15, lim
i→∞A(Tanixni) = −∞.




im(c∗ − id∗) = 0.
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PROOF: Let X be a cocycle in ŜCkpr(DR;Λ). We will show that there exists Y ∈ ŜCk−1pr (DR;Λ) such
that ∂(Y) ≡ X. To ease notation, note that ∂0 : CF∗(Hn; Γ) −→ CF∗(Hn; Γ) restricts to a bijection from
{minima of Morse functions on S1-families of Reeb orbits} to {constant trajectories and maxima of
Morse functions on S1-families of Reeb orbits of period less than n}. If x lives in the latter set, we
will define ∂−10 (x) accordingly, and extend Γ -linearly.
By Lemma 15, there is some p ∈ Z such that all summands ofX live in Fp. Write c(X) =
∑∞
i=p ηi,
where ηi ∈ Fi. Corollary 1 and Lemma 17 imply that each ηi is in the image of ∂0. We will build Y
inductively:
Set ζ0 = ∂−10 (η0). Assume there exists ζ0, ζ1, . . . , ζj such that
j∑
i=0




in ŜCkpr(DR;Λ). By index considerations, all summands of ∂j−i+1ζi are Novikov-weighted constant
orbits or maxima of Morse functions on S1-families of Reeb orbits. Again by Lemma 17, c (∂j−i+1ζi)






∂−10 (c (∂j−i+1ζi)) .
Then ∂0(ζj+1) = ηj+1 +
∑j
i=0 c (∂j−i+1ζi). It follows that
j+1∑
i=0














Now set Y =
∑∞
i=0 ζ0. By construction ∂(Y) ≡ X. We need to check that the minimum action of
terms in ζi goes to∞ with i. But continuation maps increase µf, and so ζi ∈ Fi. Through Lemma
15, we conclude that Y ∈ ŜCk−1pr (DR;Λ). 
4.2.8 Computing ŜH∗(DR;Λ) when R ≥ 1√piτ
Let SH∗(E;Λ) be the uncompleted symplectic cohomology of E with coefficients in Λ. SH∗(E;Λ) is
independent of the family of non-degenerate Hamiltonians used to define it, given that each Hamil-
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tonian is of linear slope near infinity and the slopes increase to infinity as one runs through the
family. In the context of E, “linear slope near infinity” means that each Hamiltonian is linear in the
coordinate 1+kpir
2





for r >> 0. By the smallness of f, the one-periodic orbits of Hn and H˜sn are canonically identified,
and the integrated maximum principle applies to canonically identify the Floer differentials as well.
Let H˜sn be a monotone decreasing homotopy with H˜sn = Hn for s << 0 and H˜sn = H˜n for s >> 0.
Applying the integrated maximum principle as in the proof of Lemma 12 shows that the contin-
uation map induced by H˜sn acts as the canonical identification, and so CF∗(Hn; Γ) ∼= CF∗(H˜n; Γ).
Continuation maps, as canonical inclusions, commute with this identification as well. It follows








We assume for the rest of this subsection that R ≥ 1√
piτ
. To compute ŜH∗(DR;Λ) we will need
the following fact.
LEMMA 18 For every k ∈ N there exists a B ∈ R such that if Tax ∈ CFk(Hn; Γ), for any n ∈ N, then
AHn(T
ax) < B.









which is positive whenever




wherem is the complex dimension of the base. Note that there are finitely many elements Tsxwith
|Tsx| = k that do not satisfy (57). Recall that each Hamiltonian Hn is bounded between 0 and some
fixed constant C > 0. If R > 1√
piτ
, equation (54) now shows that
AHn(T















∣∣ 2w(x) ≤ −k + 2m+ 1
2
}
∪ {C ′} .
If R = 1√
piτ
then the proof of Lemma 15 shows that the action is similarly uniformly bounded, and
we define B accordingly.

PROPOSITION 2 For every k ∈ Z there is an isomorphism
κ : SCk(E;Λ)
'−→ ŜCk(DR;Λ).
PROOF: ŜC∗(DR;Λ) is defined by equation (42). Denote lim→
a
CFk(a,b)(Hn; Γ) by CF
k
(−∞,b)(Hn; Γ).










Let B be as in Lemma 18. Then for every b ′ ≥ B the map
hocolim
n∈N
CFk(−∞,b ′)(Hn; Γ) −→ hocolim
n∈N
CFk(−∞,B)(Hn; Γ)













As the colimit over a commutes with the homotopy colimit over n, the result follows.

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4.3 Symplectic homology of disc bundles













THEOREM 6 Let (E,Ω) be a degree −k monotone negative line bundle over CPm with monotonicity con-
stant τ = 1+m− n. Let DR −→ CPm be the disc subbundle of radius R. Then
ŜH∗(DR;Λ) ∼=
 0 R <
1√
piτ
SH∗(E) R ≥ 1√
piτ
.
LEMMA 19 There is a vector-space isomorphism
SH∗(E) ∼= SH∗(E).
PROOF: Let V = Λm. Ritter defines a Λ-linear map c : V −→ V and computes SH∗(E) as the
homology of the chain complex
V
c−→ V c−→ V c−→ V c−→ · · ·
with the zero differential. In particular, SH∗(E) ∼= V
/
ker(cm) . Dualizing, symplectic homology is
the homology of
· · · c
∗
−→ V∗ c∗−→ V∗ c∗−→ V∗ c∗−→ V∗
with zero differential, and so SH∗(E) ∼= im((c∗)m). Finally,










As in the above computation of symplectic cohomology, it will be useful to work with the
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smaller chain complex







equipped with the componentwise Floer differential. As in Lemma 13, there is a short exact se-
quence
0 −→ ŜHpr∗ (DR;Λ)/im(c∗ − id∗) −→ ŜH∗(DR;Λ) −→ ker(c∗ − id∗) −→ 0. (59)






im(c∗ − id∗) and ker(c∗ − id∗) are zero. We
omit proofs that proceed entirely analogously to the dual proofs for symplectic cohomology.
LEMMA 20 Let x`+, respectively x
`+1
− , be the maximum, respectively minimum, of a perfect Morse function
on an S1-family of Reeb orbits of period `, respectively `+ 1. Then ∂0(x`+) = x
`+1
− . Furthermore, ∂0(x0) =
x1−.
LEMMA 21 There exists a constant Ck for each k ∈ Z such that if x ∈
⋃
n P(Hn) has w(x) = ` and T
ax








LEMMA 22 If X =
∑∞
i=0 ciT
aixi is a cycle in ŜC
pr
k (DR;Λ) such that every xi corresponds to the mini-
mum of the perfect Morse function on the underlying trajectory then [X] is a boundary.
PROOF: Let xi ∈ P(Hni). We proceed analogously to the proof of Proposition 1. By Lemma 20
there exists ζi0 such that ∂0(ζ
i
0) = ciT









Note that the Conley-Zehnder index µf of each summand of ζij is µf(ciT
aixi) + j. The winding
number of elements of P(Hni) is bounded above by ni, and so, by Lemma 21, there exists ji such








i=0 ζi. By construction, ∂(Y) = X. We need to check that AHni (ζi) −→ ∞ as
i −→ ∞. By Lemma 15, if Taixi ∈ Fpi \ Fpi−1, then limi→∞ pi = ∞. By construction, ζi ∈
SCk(DR;Λ) \ Fpi−1. Again by Lemma 15, AHni (ζi) −→∞.

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LEMMA 23 If X =
∑∞
i=0 ciT
aixi is a cycle in ŜC
pr
k (DR;Λ) such that every xi corresponds to either
a constant orbit or the maximum of the perfect Morse function on the underlying trajectory then [X] ∈
im(c∗ − id∗).




αixi be the projection of X




aixi) be realized by Tajxj. If ∂0(cjTajxj) 6= 0 then Xn is not a cycle: any canceling
contributions of ∂0(Tajxj) to ∂(Xn) would come from elements Taixi of strictly smaller Conley-
Zehnder f-index than Tajxj, contradicting the choice of Tajxj. Lemma 20 now implies that w(xj) =
n. Thus, if the projection ofX onto the ‘CFk(−Hn;Λ)’ summand is non-zero,X includes a summand
with periodic-orbit of winding-number −n.
By Lemma 21 and the assumption that AH(Taixi) −→ ∞, there exists N > 0 such that w(xi) ≥
−N for all i. Thus, the projection of X onto the ‘CFk(−Hn;Λ)’ summand is zero for all n > N. Write
X =
∑N







where we set c0 = id. Then

























Thus, (c∗ − id∗)([Y ]) = [X].

LEMMA 24 ker(c∗ − id) = 0.
PROOF: Lemma 22 and the proof of Lemma 23 show that any degree-k cycle [X] 6= 0 in ker(c∗−id∗)
is a finite sum. Write X =
∑N
n=0 ηn, for ηn ∈ CFk(Hn;Λ) \ {0}. Without loss of generality, assume
ηN is non-zero in HF∗(HN;Λ). Let piN be projection onto theNth factor, and note that piN is a chain
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map. Then





By assumption, [ηN] 6= 0, and so [(c − id)(X] 6= 0. 
PROPOSITION 3 If R < 1√
piτ
then ŜHk(DR;Λ) = 0.
PROOF: By degree considerations either the conditions of Lemma 22 or of Lemma 23 hold. The
result now follows from the exact sequence (59).

LEMMA 25 For every k there existsA such that if Tax ∈ CFk(−Hn; Γ), for anyn ∈ Z≥0, thenAHn(Tax) >
A.
PROPOSITION 4 There is an isomorphism κ : ŜC∗(DR;Λ) −→ SC∗(E) if R ≥ 1√piτ .
Theorem 6 now follows from Lemma 19, Proposition 3, and Proposition 4.
4.4 Symplectic cohomology of annulus bundles
Recall the chain map
ĉ : ŜC∗(DR1 ;Λ) −→ ŜC∗(DR2 ;Λ) (60)
from Chapter 2. Let A(R1,R2) be the annulus subbundle between radii R1 and R2. The action-
completed symplectic cohomology of A(R1,R2), denoted by ŜH∗(A(R1,R2);Λ), is defined to be the
homology of the cone of ĉ. We now wish to prove Theorem 2:
THEOREM 2 Let E = Tot
(
O(−k)
ρ−→ CPm) be a negative line bundle with 1 ≤ k ≤ m, and equip E
with a Hermitian metric that induces an angular form α satisfying dα = ρ∗ωFS, a radial coordinate r, and










To prove Theorem 2 we recall the construction in [44] of symplectic cohomology. Define a
Hamiltonian Hn = (1 + pir2)(n + 12 + ρ
∗f) for each n ∈ Z. These Hamiltonians have precisely
m one-periodic orbits: the constant orbits corresponding to the the critical points of f on the zero-
section. Let gt = e2piit be the Hamiltonian action rotating the fibers; this action corresponds to the
Hamiltonian K = 1 + pir2. It follows that g∗(Hn) = Hn−1. Let g˜t be a lift of gt to LM preserving
the constant discs mapping to critical points of f.
Define an isomorphism S : CF∗(H; J) −→ CF∗+2(g∗H;g∗J) by u 7→ g˜−1 · u.
THEOREM 7 (RITTER, [44])





It follows from Theorem 7 that the complex
CF∗(H0; J) CF∗(H1; J) CF∗(H2; J) · · ·c0 c1 c2
is isomorphic to the complex
CF∗(H0; J) CF∗(H1; J)





which is isomorphic to
CF∗+2(H−1) CF∗+4(H−1) · · ·
CF∗(H0) CF∗+2(H0) CF∗+4(H0)
c−1 c−1S S S
(61)
We have thus far defined the chain complexes through models for homotopy limits and colimits.
To fit with the above description of symplectic cohomology and to be compatible with the results
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in [16] we now switch to definitions of symplectic cohomology and homology as direct and inverse
















This is justified by Lemma 26.
LEMMA 26 There are quasi-isomorphisms
lim→
n






CF∗(a,b)(Hn; Γ) ∼= holim
n∈N
CF∗(a,b)(H−n; Γ).
PROOF: The colimit case is shown in [5] in the proof of Lemma 3.12. The inverse limit case follows
similarly.

REMARK 14) The quasi-isomorphisms of Proposition 2 and Proposition 4 induce quasi-isomorphisms
κ : SC∗(E;Λ) −→ ŜC∗(DR;Λ) and κ : ŜC∗(DR;Λ) −→ SC∗(E;Λ)
when R > 1√
piτ
.
The final ingredient needed to prove Theorem 2 is the computation of the map
c∗ : ŜH∗(DR1 ;Λ) −→ ŜH∗(DR2 ;Λ)
when both groups are non-zero.









The proof of Proposition 5 uses a proposition due to Cieliebak-Frauenfelder [16]. We recall
this result. Let (A,≤) and (B,≤) be two ordered sets and let G = {Gba}a∈A,b∈B be a family of
abelian groups double-indexed by A and B. Assume that for all b ∈ B and a1 ≤ a2 ∈ A there
exists a homomorphism piba2,a1 : G
b
a1
−→ Gba2 and for all a ∈ A and b1 ≤ b2 ∈ B there exists a
homomorphism ιab1,b2 : G
b1
a −→ Gb2a . Call (G,pi, ι) a bidirect system. Fixing a, the direct limit of the
maps ιab1,b2 over B induce a map ι
a. Fixing b, the inverse limit of the maps piba1,a2 over A induce a
map pib.
LEMMA 27 (PROPOSITION 1.3 IN [16]) There exists unique homomorphisms κb and κ such that the fol-
lowing diagram commutes.
Gba lim← Gb lim→ lim← G






PROOF OF PROPOSITION 5: Let H−1 = −H0. The quasi-isomorphism c is defined by the composi-
tion
SC∗(E) −→ CF∗(H−1) −→ CF∗(H0) −→ SC∗(E).
We first check that the induced map c is a quasi-isomorphism. As symplectic homology and coho-
mology and the continuation map c−1 only depend on the behavior of the Hamiltonians at infinity,
we can use Ritter’s model to understand c.
We omit grading shifts from the notation. Dualizing (61), SC∗(E) is isomorphic to the inverse
limit
CF∗(H0) CF∗(H0) CF∗(H0)





Poincare` duality in Floer theory implies that there are commutative diagrams
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CF∗(H0) CF∗(H−1) CF∗(H−1) CF∗(H0)






We therefore have the diagram
CF∗(H−1) CF∗(H−1)
CF∗(H0) CF∗(H0) · · · = SC∗(E)







As CF∗(H0) has rank m, the image of the map (c−1 ◦ S)i stabilizes when i = m. Thus, the bot-
tom complex is isomorphic to im ((c−1 ◦ S)m) ⊂ CF∗(H0) and the top complex is isomorphic to
CF∗(H0)
/
ker ((c−1 ◦ S)m) . Under these isomorphims the map c becomes
im ((c−1 ◦ S)m) c−1◦S−−−−→ CF∗(H0) −→ CF∗(H0)/ker ((c−1 ◦ S)m) .
By the stabilization of c−1 ◦ S, we have (c−1 ◦ S)
(
im ((c−1 ◦ S)m)
)
= im ((c−1 ◦ S)m). In particular,
(c−1 ◦ S)
∣∣
im((c−1◦S)m) is injective, and so im ((c−1 ◦ S)
m) injects into CF∗(H0)
/
ker ((c−1 ◦ S)m) .
As these vector spaces have the same dimension, c is an isomorphism. But by construction the
differentials of both SC∗(E) and SC∗(E) are zero. Thus, c∗ = c is an isomorphism.































commute. Noting that the κ appearing here corresponds to the κ appearing in (63), this follows
from Lemma 27. For example, let A be the indexing set n ∈ N and let B be the indexing set a ∈ R.
In the notation of the proposition, it then suffices to show that
pi ◦ ιa = ιa−1 ◦ pia−1, (64)




CF∗(a,∞)(Hn) lies in the image of some ιa. By construction, (64) holds.

REMARK 15) The maps κ can always be defined, not just when the completed and uncompleted
Floer theories coincide. Thus, the commutativity of the diagram in Proposition 5, eschewing the
horizontal isomorphism symbols, holds for all radii.
COROLLARY 2 The uncompleted symplectic cohomology of an annulus bundle, defined in Chapter 2 as the
cone of c∗, vanishes for all radii:
SH∗(A(R1,R2);Λ) = 0.
Theorem 1 says that there is a long-exact sequence
· · · −→ ŜH∗(DR1 ;Λ) ĉ∗−→ ŜH∗(DR2 ;Λ) −→ ŜH∗(A(R1,R2);Λ) −→ ŜH∗+1(DR1 ;Λ) −→ · · · (65)
PROOF OF THEOREM 2: If R2 < 1√piτ then by Theorem 5 and Theorem 6 both ŜH
∗(DR2 ;Λ) = 0
and ŜH∗(DR1 ;Λ) = 0. It follows from the long-exact sequence (65) that ŜH∗(A(R1,R2);Λ) = 0.
Similarly, if R1 > 1√piτ , Proposition 5 says that the map ŜH∗(DR1 ;Λ) −→ ŜH∗(DR2 ;Λ) in the long-




< R2, then Theorem 6 says that ŜH∗(DR1 ;Λ) = 0 and Theorem 5 says that ŜH∗(DR2 ;Λ) ∼=
SH∗(E), implying that
ŜH∗(A(R1,R2);Λ) ∼= ŜH∗(DR2 ;Λ) ∼= SH
∗(E).

The following Theorem, due to Ritter, computes uncompleted symplectic cohomology for these
bundles [43].
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(x1+m−k − (−k)kT) 1 ≤ k < 1+ m2
has rank a multiple of 1+m− k 1+ m
2
≤ k ≤ m
.
Combing Theorem 2 and Theorem 8 yields Corollary 3.
COROLLARY 3 If R1 < 1√piτ < R2 then the completed symplectic cohomology of A(R1,R2) is
ŜH∗(A(R1,R2);Λ) ∼= Λ
1+m−k.
4.5 Closed-string mirror symmetry




(v1, . . . , vm+1) ∈ Rm+1
∣∣∣∣ vi ≥ 0∀ i ∈ {1, . . . ,m+ 1}; −v1 − · · ·− vm + kvm+1 ≥ −1}
(see, for example, Subsection 7.6 in [42] or Subsection 12.5 in [45]).
Let K = C and set Λ∗ = Λ \ {0}. Recall the valuation val, defined in (27). The mirror of E is the
subset of (Λ∗)m+1 given by
E∨ :=
{
(z1, . . . , zm+1) ∈ (Λ∗)m+1
∣∣ (val(z1), . . . , val(zm+1)) ∈ ∆o} ,
equipped with superpotential
W : E∨ −→ Λ (66)
(z1, z2, . . . , zm+1) 7→ z1 + z2 + · · ·+ zm + zm+1 + Tz−11 z−12 . . . z−1m zkm+1. (67)
(See Example 7.12 in [42] or Proposition 4.2 in [11].) Mirror symmetry predicts an isomorphism
between the symplectic cohomology of a toric variety and the Jacobian of W. For example, compu-









(∂z1W,∂z2W, . . . , ∂zm+1W) =: Jac(W). (68)
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This story generalizes to domains of restricted size. Let A(R1,R2)E be the annulus bundle be-




(z1, . . . , zm+1) ∈ E∨





For I = (i1, . . . , im+1) ∈ Rm+1 and z = (z1, . . . , zm+1), denote (zi11 , . . . , zim+1m+1 ) by zI. We denote
the ring of functions on A(R1,R2)E








∣∣∣∣ ci ∈ Λ; Ii ∈ Rm+1; limi→∞ val(cizIi) =∞ ∀ z ∈ A(R1,R2)E∨
}
.










1+m−k , then val(Tz
−1−m+k
m+1 ) > 0 for all zm+1 ∈ A(R1,R2). It follows that 1−(−k)kTz−1−m+km+1





Similarly, if piR21 >
1
1+m−k , then val(T
























The tautological bundle over CP1
In this chapter we illustrate Theorem 2 by specializing to E = Tot(O(−1) −→ CP1 and constructing
an explicit symplectic cochain complex. Theorem 2 yields the following example, which we will
verify by explicit computation.
EXAMPLE 2) Let E be the total space of the line bundle O(−1) −→ CP1 with area one exceptional
divisor. Let W be a cobordism in E between a sphere bundle of radius R1 (possibly empty) and a
sphere bundle of radius R2, with R1 ≤ R2. Then
ŜH∗(W;Λ) ∼=






E contains a monotone Lagrangian with non-vanishing Floer homology in the sphere bundle of
radius 1√
pi
. It is shown in Figure 5.1 as the purple dot, and the sphere bundle it lies in is the dashed
purple line. The three dotted black lines represent families of Maslov disks with boundary on L.




5.1 Setting up Floer theory





with Chern class c1(E) = −[ωFS], where ωFS is the Fubini-Studi form rescaled to give CP1 an area
of one. The unit sphere bundle SE has a contact form α satisfying dα = ρ∗ωFS. This defines a




,∞)× S3, d((1+ pir2)α)) ,
where r is the coordinate on the interval ( 1




traverse the fibers of the subbundle SE ρ−→ CP1, and the simple orbits have period
1+ pi [43].
Let f : CP1 −→ R be a C2-small Morse function with two critical points: a maximum value at
N (north) and a minimum value at S (south). The function f has a Hamiltonian vector field Xf
defined through ωFS. Fixing a radius R, let {hn}n∈N be a family of Hamiltonians as in Chapter 4,



















(ρ ◦ x)(t) = Xf(x(t))
(70)
Solutions of (70) are in bijection with the set of Reeb orbits on SEwith projection to CP1 equal toN
or to S.
Each non-constant solution of (70) occurs in an S1-family. Apply Morse-Bott methods to fix a
maximumM and a minimumm of each S1 family. Define CF∗(Hn; Γ) to be the chain complex over
Γ generated by the maximumM and minimumm of each family of solutions of (70).
The generators of CF∗(Hn; Γ) occur in six flavors: there are 4 Reeb orbits of period k(1 + pi) for
each k ∈ {1, . . . , n} that correspond to a unique choice of S or N and m or M. There are also the
minimum and maximum constant orbitsN and S themselves. Let us fix notation. x0− is the constant
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orbit mapping toN and y0− is the constant orbit mapping to S. xk+ is the maximumM of the family
of period-k(1 + pi) orbits lying above N and xk− is the minimum m. yk+ is the maximum M of the
family of period-k(1+ pi) orbits lying above S and yk− is the minimumm.
An element
Tsz; z ∈ {xk±, yk±}, s ∈ R
of CF∗(Hn; Γ) is R-graded by
µ(Tsz) = −2k+ 2s+ µF(ρ ◦ z)± 1
2
, (71)
where µF(ρ ◦ z) is the Morse index of the critical point of F corresponding to ρ ◦ z. Note that these
are cohomological gradings.
Lift a period-k Reeb orbit z to the k-fold fiber disc z˜. Choose a generic, cylindrical almost-







− (h ′(pir2) + ρ∗f)Rα − ρ∗Xf
)
= 0, (72)
As in Chapter 4, we restrict to the space J ofΩ-tame almost-complex structures of the form







with respect to the splitting TE ∼= V ⊕H induced by α.
5.2 Computing the differential
We use Lemmas 28 – 31 to determine the differential of ŜC∗(E;Λ). A cartoon of the Floer complex is
given in Figure 5.2. The “horizontal” differentials correspond to Floer trajectories in the fiber above
a critical point. The “diagonal” differentials correspond to Floer trajectories whose projection onto
CP1 either covers all of CP1 \ {N, S} (in the case of an arrow from x to y) or is a Morse flow-line of
F (in the case of an arrow from y to x).
LEMMA 28 (ALBERS-KANG [9]) Any solution of (72) with vanishing symplectic area and with both asymp-












2y1− . . . . . . T
nyn+ T
n+1yn−
Figure 5.2: The trajectories contributing to CF∗(Hn; Γ)
with a trajectory of Xhn(pir2)+(1+pir2)f(p) in C, for some p ∈ {N, S}.
Utilizing grading considerations and the fact that SH∗(C;Λ) = 0 (see [47]), the differential restricted
to generators in the complex lines above N and S are the horizontal differentials shown in Figure
5.2.
LEMMA 29 The winding number is decreased by the differential. The only Floer trajectories with both
asymptotes contained in the same Reeb orbit have image identically equal to this Reeb orbit.
PROOF: The first claim is precisely Lemma 12. To see the second claim, suppose u(s, t) is a Floer so-
lution with both positive and negative asymptote some non-constant periodic orbit x. Then u(s, t)
either intersects the zero section or has zero energy. In the latter case, u is constant. In the former
case, consider the complement of a small neighborhood U of the zero section. If v = u
∣∣
u−1(E\U)
has only one component then the integrated maximum principal implies E(v) ≤ 0, and so v
must be constant, a contradiction. If v has multiple components, let v ′ be the component with
lim
s→∞ v ′(s, t) = x. Then the integrated maximum principal again implies E(v ′) ≤ 0.

LEMMA 30 (ALBERS-KANG [9]) If u is a Floer solution of (72) then ρ◦u is a Floer solution of Xf; in par-
ticular, the Conley-Zehnder index of critical points of Xf increases from the positive to the negative asymptote
of the trajectory ρ ◦ u.
LEMMA 31 (RITTER [43]) HF∗(Hn;Λ) ∼= Λ[x]
/






Lemma 29 also holds for continuation maps induced byR-families of Hamiltonians that are monotone-
decreasing in R. We may thus choose continuation maps that act as the canonical inclusions. Al-
lowing all rigid cascades that satisfy Lemmas 28, 29, and 30, that define a differential that squares
to zero, and that yield Lemma 31, produces the complex shown in Figure 5.2.







∣∣∣∣ ai ∈ K;∃ n s.t. Tsizi ∈ CFk(Hn; Γ); limi→∞A(Tsizi) =∞
}〉
.
As in Chapter 4, the action of an element Tsz ∈ CF∗(Hn; Γ) can be reformulated as
AHn(T
sz) = (1− piR2n)s+ C(z),











∗F(z(t))dt is uniformly bounded.
Recall from Theorem 5 that the completed symplectic cohomology of a disc bundle of radius R
is
ŜH∗(ER;Λ) ∼=
 0 R <
1√
pi
Λ R ≥ 1√
pi
.
This can be seen from Figure 5.2 as follows.
1. Suppose piR2 < 1. Then lim




T i−1xi+ + T
iyi+. (73)









By T -linearity of the differential, this computation extends to produce an annihilator for any
element of the form Tkx0−.
Tkx0−, Tk+ixi−, and Tk+i+1yi− are equivalent in cohomology, and so every cocycle generating
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ŜC∗(E;Λ) is killed by a completed coboundary. Similarly, any completed cocycle is killed by
formally adding together the annihilators of the individual summands (by construction this
formal sum will be an element of ŜC∗(ER;Λ)). Thus, ŜH∗(ER;Λ) = 0.
2. If piR2 ≥ 1 the infinite sum (73) is no longer an element of ŜC∗(ER;Λ). The cohomology theory
reduces to the uncompleted version and is therefore of rank one.
Similarly, writing the dual of a periodic orbit z as z∨, the completed symplectic homology of the




∨ + T i+1(yi+)
∨
precisely when R ≥ 1√
pi
.
Equation (69) when R1 < 1√pi now follows from the long-exact sequence (24). The case R1 ≥ 1√pi
follows from the following lemma.




PROOF: By Poincare´ duality, CF∗(H0; Γ) is isomorphic (up to grading) to the cochain complex
defined by the Hamiltonian −H0 − F ◦ ρ, which we denote by CF∗(−H0; Γ). We will abuse notation
and continue to denote the generators of CF∗(−H0; Γ) by x0− and y0−. Let c−1 : CF∗(−H0; Γ) −→
CF∗(H0; Γ) be a continuation map. If R1 > 1√pi then ŜC∗(ER1 ;Λ) and ŜC
∗(ER2 ;Λ) are canonically
isomorphic to the uncompleted theories, and the map ŜC∗(ER1 ;Λ)
c−→ ŜC∗(ER2 ;Λ) is determined
by the image of x0− + T−1y0− ∈ CF∗(H0; Γ) under the composition
CF−∗(H0; Γ) ∼= CF∗(−H0; Γ)
c−1−−−→ CF∗(H0; Γ) ↪−→ SC∗(E; Γ).
Recall the maps ι−1(a,b) and ι
0
(a,b) from Section 3, defined through a Morse-Smale pair (f, gL) on L,
and suppose that f has a unique minimum p. Analogous maps ι−1, respectively ι0, are defined from
the (untruncated) Floer complexes CF∗(−H0; Γ), respectively CF∗(H0; Γ) to CF∗(L; Γ). The proof of
Lemma 6 extends to the equality
(ι0 ◦ c−1)∗ = (ι−1)∗. (74)
We will use this identity to understand the map c−1.
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(see [11], [45]). An index calculation now shows that the quantum differential ∂ on HF∗(L;Λ) is the
ordinary differential on H∗(L;Λ) (Proposition 6.1.4 (a) in [13]). Therefore, p is the only representa-
tive of the unit of HF∗(L; Γ) in CF∗(L; Γ). To analyze the contributions to the unit of ι0 and ι−1, it
therefore suffices to analyze the pearly/Floer trajectory amalgamates that negatively asymptote to
p.





be a metric on E with respect to the splitting TE ∼= V ⊕ H, as in section 5.1. Choose a generic
almost-complex structure J. Denote the quantum cochain complex associated to a Morse-Smale
pair (F, g) on M by QC∗(F). Consider a map φ−1 : QC∗(−H − F ◦ ρ) −→ QC∗(L), respectively
φ0 : QC∗(H + F ◦ ρ) −→ QC∗(L), that counts rigid configurations of the type shown in Figure 5.3.
Explicitly, φ−1(x), respectively φ0(x), is the count of rigid configurations (u1, . . . , u`) such that
1. ui : (D2, ∂D) −→ (M,L) is a J-holomorphic disc that is non-constant if i < `,
2. u1(1) = p,
3. there exists a unique t ∈ (−∞, 0) such that Φt(ui+1(1)) = ui(−1) for all i < `, where Φt is
the time-t flow of f, and
4. there exists a flow line β(t) of −Hτ0 − ρ∗F, respectively Hτ0 + ρ∗F, with lim
t→∞β(t) = x and
β(0) = u`(0, 0).
As in section 3.1, we only consider such configurations up to action by Aut(D2,±1)`−1, where
Aut(D2,±1) is the set of automorphisms of D2 fixing ±1. The maps φ−1 and φ0 are the unital
component of the dual of the quantum inclusion map studied in Section 5.4 of [13].
If pip : CF∗(L;Λ)→ Λ ·p is the projection onto theΛ-span of p, then under the PSS isomorphism,
(pip ◦ ι−1)∗ = (φ−1)∗ and (pip ◦ ι0)∗ = (φ0)∗. (75)
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Figure 5.3: Configurations defining φ−1(x) and φ0(x)
,
The dimension-zero configurations (u1, . . . , u`) have |x| = µ(u1) + · · · + µ(u`), where |x| is the
Morse grading and µ(ui) is the Maslov index of ui, [13]. Thus, φ0(y0−) is a multiple of T0 = 1 and
φ0(x0−) is a multiple of T . In fact, there is precisely one gradient trajectory β(t) with lim
t→∞β(t) = y
and β(0) = p, and so φ0(y0−) = 1. This is the yellow curve in Figure 5.4a.
The configurations contributing toφ0(x0−) look like a single Maslov index-2 disc uwith u(1) = p
and u(0, 0) intersecting a gradient flow line that converges at positive infinity to x0−. There is one
such configuration, represented by the green curve in Figure 5.4a. Thus, φ0(x0−) = T .
Similarly, φ−1(y0−) = 0 and φ−1(x0−) = T , where the only contributing configuration is repre-
sented by the blue curve in Figure 5.4b.















As [x0− + Ty0−] = 0 in SH∗(E;Λ), (c−1)∗(y0−) = 0. And [T−1x0−] = [y0−] generates SH∗(E;Λ), so
(c−1)∗(x0−) generates SH∗(E;Λ). Thus, (c−1)∗(x0− + T−1y0−) generates SH∗(E;Λ). We conclude that
the map c : SH∗(ER1 ;Λ) −→ SH∗(ER2 ;Λ) is an isomorphism.











(b) Spiked trajectories of −Hτ0 − F ◦ ρ
Figure 5.4: The configurations contributing to φ0 and φ−1.
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Appendix
We have assumed in this thesis thatM is a monotone symplectic manifold; however, the definitions
of action-completed Floer theories translate easily to the exact setting. Suppose M is a Liouville
domain, that is, an exact, convex open symplectic manifold, decomposing into a smaller Liouville
domain V and a Liouville cobordism W. Define ŜH∗(M), ŜH∗(V), and ŜH∗(W) according to the
recipe of Chapter 2.
It transpires that these objects are redundant, as shown by the following Proposition.
PROPOSITION 6 The action-completed symplectic (co)homology of a Liouville manifold or cobordism M is
isomorphic to the uncompleted symplectic (co)homology with Novikov coefficients:
ŜH∗(M;Λ) ∼= SH∗(M;Λ).
PROOF: The proof of this Proposition is very similar to those of Proposition 2 and Lemma 26,
so we omit some details. Uncompleted symplectic cohomology of a Liouville manifold M with
















It therefore suffices to check that the limits over the action window commute with both the direct
sum and the direct product over the Hamiltonian Floer groups. We will achieve this by showing
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that the elements in a fixed degree k have action bounded above or below.
First consider symplectic cohomology. Let θ be the choice of primitive for the symplectic form
ω on M. Recall that the family of Hamiltonians {Hn}n∈N are universally bounded on M by some
constant C. Let x˜ be any capping of a periodic orbit x of some Hn, and suppose x lives in some




x∗θ = −h ′n(e
R)eR < 0.
whereas a constant orbit x trivially satisfies
∫
S1



















































Similarly, if x is a one-periodic orbit of some H−n then
AH−n(x) ≥ −C,
and the analogous result for symplectic homology follows.
If W is a Liouville cobordism with Liouville filling V then, using the above results, it suffices to
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This proof proceeds as in the proof of Lemma 26.

Comparisons to the literature
In [19] and [20] Cieliebak-Frauenfelder-Oancea and Cieliebak-Oancea defined the symplectic co-
homology of a Liouville cobordism with exact filling. These works became the inspiration and
guiding influence for our corresponding definitions in the monotone case. In this section we de-
tail the precise correspondence between our definitions and their work, especially in the context
of Proposition 6. These papers defined the symplectic cohomology of a cobordism by studying
a directed family {Hˇτ} of “v-shaped” Hamiltonians. A “v-shaped” Hamiltonian is any that is C2
small on the Liouville cobordism W, positive on the complement of V , and linear at infinity. Fix a






symplectic homology was defined as














The “cfo” tag, standing, of course, for Cieliebak-Frauenfelder-Oancea, is simply to denote the a




SHcfo∗ (V) ∼= SH∗(V).
REMARK 16) The only discrepancy is that we take homology at the final step, whereas in all of
their theories homology is taken first. This does not matter for symplectic cohomology, as taking
homology commutes with taking direct limits. It likewise does not matter for symplectic homology
because the Mittag-Leffler condition is satisfied (each Floer group CF∗(Hn) is a finite-dimensional
vector space).
THEOREM 9 (CIELIEBAK-OANCEA) There is a long-exact sequence
· · · −→ SH∗(V) c∗−→ SH∗(M) −→ SH∗cfo(W) −→ SH∗+1(V) −→ · · · (78)
As we are working over a field, the comparable long-exact sequences from Theorem 9 and equation
(25), as well as Proposition 6, show the following Proposition.
PROPOSITION 7 There are isomorphisms
ŜH∗(W) ∼= SH∗(W) ∼= SH∗cfo(W).
REMARK 17) In the papers [19] and [20] the coefficients are always chosen to lie in a field when
working with an exact triangle. These papers apply the inverse limit over b to a long-exact sequence
on homology, and the field coefficients ensure that this operation is exact. However, one can, in our
specialized circumstance, circumvent this constraint by only taking homology at the final step,
thereby applying lim←
b
to chain complexes on which the connecting maps are projections. With
coefficients in an arbitrary ring, Theorem 9 no longer immediately shows Proposition 7. Thus
modifying the definition of SH∗cfo(M) and counterparts, we sketch a proof of Proposition 7 with
ring coefficients.
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PROOF OF PROPOSITION 7 (WITH RING COEFFICIENTS): The first isomorphism is just restating
Proposition 6. We sketch the proof of the second isomorphism.
Recall the family of Hamiltonians Ad(V) used to define the symplectic homology of V . This
was defined with the help of a C2-small Hamiltonian H. Let {Hn,m}n,m∈N be a bidirected family of
Hamiltonians which is
1. after shifting by a constant, equal to Hτ−n on V ∪ [0, R)× ∂−W,
2. and equal to Hτm onW+.
(See Figure A.5.) These are, for all of our purposes, equivalent to the Hamiltonians Hˇτ used by















The inclusions CF∗V(Hn,m) ↪→ CF∗(Hn,m) induce an inclusion
χ : SC∗(V) ↪→ SC∗(M)













The Five Lemma now yields a quasi-isomorphism
Cone(c) ∼= Cone(χ).

















































for eachm. This quasi-isomorphism is induced precisely by the inclusions
CF∗V(Hnb,m) ↪→ CF∗(b,∞)(Hnb,m).

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