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Abstract
Quantum systems with finite Hilbert space where position x and momentum
p take values in Z(d) (integers modulo d) are considered. Symplectic tran-
formations S(2ζ,Z(p)) in ζ-partite finite quantum systems are studied and
constructed explicitly. Examples of applying such simple method is given
for the case of bi-partite and tri-partite systems. The quantum correlations
between the sub-systems after applying these transformations are discussed
and quantified using various methods. An extended phase-space x−p−X−P
where X,P ∈ Z(d) are position increment and momentum increment, is in-
troduced. In this phase space the extended Wigner and Weyl functions are
defined and their marginal properties are studied. The fourth order interfer-
ence in the extended phase space is studied and verified using the extended
Wigner function. It is seen that for both pure and mixed states the fourth
order interference can be obtained.
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Introduction
1.1 About the thesis
In quantum mechanics, the formalism of the quantum systems is usually stud-
ied in the context of harmonic oscillator where the systems are continuous. In
that case the position and momentum take values in R(Real numbers). The
wavefunction describing a particle can be represented in either the position
or momentum space. In many cases it is much useful to present the state of
the particle in the space of both position and momentum; the phase-space.
This phase-space method [1, 2, 3, 4] is mathematically analogues to the one
used in signal theory, where time-frequency space is replaced by position-
momentum space. Wigner function and Weyl function are among the most
important distribution functions used in the phase-space methods. They
describe the noise and general correlations in the quantum systems respec-
tively. Extended phase space [5, 6] x-p-X-P (position-momentum-position
increment-momentum increment) is introduced to show more physical con-
1
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nection between the noise and the correlations of the systems.
The formalism of the phase space was also developed in the context of
quantum systems with finite Hilbert space. Here, position and momen-
tum are integers modulo the dimension of the space. These finite systems
which were originally studied by Weyl [7] and Schwinger [8] show very in-
teresting properties. Recently, they have been studied by many authors
(e.g.[9, 10, 11, 12, 13, 14]) and reviewed in Ref.[15]. There is a wide range
of applications for the theory of finite quantum systems including quantum
optics, quantum information, coding, etc. May be one of the most interesting
point in finite quantum systems is its binding with number theory where it
provides exciting applications.
The main aim of this thesis is to study some aspects in quantum systems
with finite Hilbert space. The original work is based on the contribution of
using a simple method to construct the symplectic transformation in finite
quantum systems and in introducing the extended phase space formalism in
finite quantum systems showing the fourth order interference.
1.2 Structure of this thesis
This thesis consists of six chapters. This chapter is an introduction to the the-
sis. Chapter 2 gives a brief introduction to quantum mechanics and quantum
phase space. A brief discussion about some fundamental aspects in quantum
systems with continuous Hilbert space is given. The Wigner and Weyl func-
tions are defined and their marginal properties are studied. The concept of
extended phase space in harmonic oscillator is described.
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In chapter 3, The formalism of the quantum systems with finite Hilbert space
is studied. The notation is defined and followed afterward throughout the
thesis.
Chapter 4 discusses the symplectic transformations of the multi-partite
finite quantum systems in detail. The simple numerical method used to con-
struct the symplectic transformation is introduced. The method is applied
for bi-partite and tri-partite systems. Entanglement between the sub-systems
was witnessed after the transformation. The correlations before and after
the symplectic transformation are quantified using various entropic quanti-
ties along with the negativity test.
In chapter 5, the extended phase space in finite quantum systems is stud-
ied. The extended Wigner function and extended Weyl function are in-
troduced. These two functions are quartic functions of the quantum state
showing fourth order interference. The properties of these extended functions
are studied. Examples of pure and mixed momentum states are given. The
fourth order interference is shown for both cases. Another example is given
using the Legendre state which is an eigenvector of the Fourier transform
based on Legendre symbol.
In chapter 6 the main conclusions of this thesis are discussed and some ideas
for further work are given.
Chapter 2
Phase-space for harmonic
oscillator
This chapter gives a brief introduction to the quantum systems and the corre-
sponding phase-space for the harmonic oscillator. The very elementary topics
in quantum mechanics, which are studied in most textbooks (e.g. [16]), will
be considered without detailed definitions. Most of the well known equations
are given without proof. However, the more important parts relevant to our
work are well defined in this chapter. The formalism discussed in this chap-
ter is general and not necessarily applied to finite quantum systems. More
details on the finite quantum systems are discussed in chapter 3.
4
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2.1 Introduction
The quantum theory has successfully explained numerous phenomena in na-
ture which cannot be explained classical mechanically. This is especially
associated with the sub-atomic particles. Quantum mechanics proposed that
particles behave according to their duality nature as a wave and a particle at
the same time. For example, the diffraction of electrons by a crystal shows
their wave-like nature, whereas the interaction between the electron and a
photon in Compton experiment[17] is totally a particle-like nature. The wave
nature of a particle is described by a wavefunction. In order to calculate the
wavefunction we need to solve its equation of motion. This equation is called
Schrodinger equation. The energy of the system (E) corresponding to that
wavefunction (ψ(x)) can be obtained from the energy operator which is called
the Hamiltonian (H). The time-independent Schrodinger equation is written
as:
Hψ(x) = Eψ(x). (2.1)
The energy is simply the eigenvalue of the Hamiltonian and the wavefunction
is the corresponding eigenvector.
It is well known that the measurable quantities in quantum mechanics such
as position, momentum and energy are represented by operators and their
corresponding measurements are only numbers.
The quantization of light is actually the reverse procedure. In this case the
waves of light exhibit particle-like properties (e.g. Compton effect). The
duality nature also applies to the electromagnetic field ’particles’. These
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particles has no rest mass and are called photons. The quantum theory of
light is based on the harmonic oscillator described in section 2.6.
2.2 The quantum state and wavefunction
The quantum state is used to describe the state of an object in a quantum
system. Physically, it gives the wavefunction of the considered object. In
more statistical point of view, the quantum state can be expressed as a
mixture of two ’pure’ states or more. The term ’pure’ here means that the
state could be represented by a single vector in a vector space. We are going
to describe this vector space (which is called the Hilbert space) in the next
subsection. Later on in this thesis we are going to give more examples in
the pure and mixed states as in section 2.5 and chapters 4 and 5. It is the
probability of having the object in one of the ’pure’ states that is taken into
account in constructing the state of the system. For more objects in a system,
the system is said to be a multi-partite quantum system.
Numerically, the quantum state is represented by a vector with dimension
equal to that of the quantum system it belonges to. By the dimension of the
vector, we mean the number of the basis used to describe the vector. These
basis form a complete set of orthogonal normalized vectors. For example in
Cartesian space the unit vectors in x,y,z coordinates form a set of basis. The
probability Pa,b of finding the particle described by a wavefunction (ψ(x))
within a position interval x = a to x = b can be given as:
Pa,b =
∫ b
a
|ψ(x)|2dx. (2.2)
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The fact that the particle must be somewhere in the space requires that the
total probability over the whole space is one. In one-dimensional system:
∫
|ψ(x)|2dx = 1. (2.3)
If the wavefunction satisfies the above equation then we say that it is nor-
malized. Two wavefunctions are orthogonal if their inner-product is zero, i.e.
the functions ψ(x) and φ(x) are orthogonal if:
∫
ψ∗(x)φ(x)dx = 0. (2.4)
For a given Hamiltonian, any of its eigen functions are orthogonal to each
other. They are also normalized. If the Hamiltonian has n eigen functions
ψn(x), then we can write:
∫
ψ∗m(x)ψn(x)dx = δ(m,n). (2.5)
where δ(m,n) is the Kronecker delta function
δ(m,n) = 0 if m 6= n
= 1 if m = n. (2.6)
We say then that these two functions are orthonormal. The orthonormal
eigen functions of a Hamiltonian form a complete set of basis. Therefore,
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any arbitrary function Ψ(x) can be spanned by this set of basis as
Ψ(x) =
∑
i
λiψi(x) (2.7)
where λi is a complex number and satisfies
∑
i
|λi|2 = 1. (2.8)
The |λi|2 value is actually the probability of finding the system in the state
ψi(x). For this reason, the quantity |Ψ(x)|2 = Ψ(x)∗Ψ(x) is called the prob-
ability density. The vector space that the eigenvectors span is called Hilbert
space and is discussed in the next section.
2.3 Hilbert Space
In Hilbert space, the wave functions are represented by unit vectors orthog-
onal to each other with suitable coefficients. Each unit vector points in a
different direction. The number of these unit vectors determines the dimen-
sion of the Hilbert space. Quantum systems like the quantum harmonic
oscillator have an infinite number of eigen vectors.
Any quantum mechanical operator Oˆ acts on a quantum state ψ changes it
to another state ψ′. This can be described in Hilbert space as if the basis
of the original state are rotated with some coefficients in the same space.
Mathematically, the matrix representation of the operators shows it more
clearly. This state vector is actually the superposition of the unit vectors
with some coefficients. These coefficients change after applying the operator
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matrix leading to another vector with new direction.
The operator Oˆ has its own eigenvectors followed from the eigenvalue equa-
tion:
Oˆφi = Oiφi. (2.9)
These eigen vectors also perform a complete orthonormal basis. Hence, we
can span our quantum state ψ by this set of basis as:
ψ =
∑
i
ciφi (2.10)
Applying the operator Oˆ on the state prepared initially in the state φi gives
the eigenvalues Oi. This leads us to the measurement in quantum mechanics
where the outcome of measuring an observable quantity is always one of its
eigenvalues. More fucus on the quantum measurement is described in the
section (2.4).
2.3.1 Dirac notation
Dirac notation was introduced by Dirac[18] to represent the quantum states
and the corresponding properties. In this shorthand notation, the quantum
state (wave function) is represented by a ket vector and its complex conjugate
is represented by a bra:
ψ ≡ |ψ〉 ψ∗ ≡ 〈ψ|. (2.11)
CHAPTER 2. PHASE-SPACE FOR HARMONIC OSCILLATOR 10
The overlap integrals showing the inner-product of two wavefunctions are
represented accordingly as
〈ψ|φ〉 ≡
∫
ψ∗φdx. (2.12)
This is equivalent to projecting one state vector onto another. This projection
is zero for the orthogonal states. Hence, the functions with zero overlap are
orthogonal. When an operator Oˆ acts on a state ψ this is represented as
Oˆ|ψ〉 = |ψ′〉 (2.13)
and the matrix elements of the operator Oˆ is written as:
〈n|Oˆ|m〉 =
∫
ψ∗n Oˆ ψmdx. (2.14)
2.4 Measurements in quantum mechanics
We have already described in the previous section that the result of measuring
a quantum observable is one of its eigen values. Referring to Eqs.(2.9,2.10),
when the operator Oˆ acts on ψ, it is actually changes the coefficients ci into
c′i = Oici, giving another state spanned by the φi basis. To measure the
values of the coefficients ci we take the overlap between the state ψ and the
unit vector φi
ci = 〈φi|ψ〉. (2.15)
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We then say that the state ψ is a linear combination of all the probable
states of the system with corresponding probability coefficients. In order to
know which state of the system correspond to a given quantum quantity, we
need to apply some sort of measurements on the state ψ. This measurement
is done by applying an operator associated to such quantity. We call this
operator an observable. Returning to the operator Oˆ, if a particle in state ψ
enters an apparatus described by the operator Oˆ in one of the eigenvectors
φi, then the result of measurement is Oi. This shows that the measurement
causes the wave function to collapse into only one state. The collapse due
to measurement can be explained as follows. If the particle enters with an
arbitrary state ψ and we make the measurement and obtain the result Oi
then certainly we know that the particle will emerge with the state φi which
is corresponding to the result obtained. This also explains that measurement
disturbs the system and changes its state.
The probability of obtaining the result Oi for a particle entering the appa-
ratus in state ψ is |ci|2. If we repeat the experiment several times then the
average result equals
〈Oˆ〉 =
∫
ψ∗ Oˆ ψdx. (2.16)
In Dirac notation it is 〈ψ|Oˆ|ψ〉. This quantity is called the expectation value.
The error in the measurement is given as
∆O =
√
〈(Oˆ − 〈Oˆ〉)2〉. (2.17)
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It gives the uncertainty in the result of the quantity that has been measured.
2.4.1 Uncertainty principle
In some cases, two different operators can be applied on a wave function at
the same time without any interference. It is then possible to obtain their
accurate corresponding measurements simultaneously. Such operators are
said to commute, i.e. their commutator is zero.
The commutator of any two operators A and B is given as:
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ. (2.18)
If the two operators do not commute, then it is not possible to measure their
corresponding values with complete accuracy at the same time. In that case,
the measurements of one observable change the result of the subsequent mea-
surement of the other.
Two of the most important quantities in quantum mechanics are the posi-
tion x and the momentum p. They are described by the two correspond-
ing operators xˆ, pˆ. The commutation relation can be obtained by applying
their commutator on a wavefunction ψ taking into account that xˆ = x and
pˆ = −i~ ∂
∂x
and show that
[xˆ, pˆ]ψ = −i~
(
x
∂ψ
∂x
− ∂(xψ)
∂x
)
= i~ψ. (2.19)
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The two operators do not commute:
[xˆ, pˆ] = i~. (2.20)
The uncertainty principle states that for any two Hermitian operators Aˆ and
Bˆ such that [Aˆ, Bˆ] 6= 0 then [19, 20]
(∆A)2(∆B)2 ≥ |[Aˆ, Bˆ]|2/4 (2.21)
where ∆A,∆B are the uncertainties in measuring the two quantities. This
inequality is proved as follows:
For any two operators A and B the Cauchy-Schwarz inequality for the inner
product of the two vectors Aˆ|ψ〉 and Bˆ|ψ〉 is given by:
||Aˆ|ψ〉||2||Bˆ|ψ〉||2 = 〈ψ|Aˆ†Aˆ|ψ〉〈ψ|Bˆ†Bˆ|ψ〉 ≥ |(〈ψ|Aˆ)(Bˆ|ψ〉)|2. (2.22)
The expectation value of the product AˆBˆ is greater than the magnitude of
its imaginary part:
|〈ψ|AˆBˆ|ψ〉|2 ≥ | 1
2i
〈ψ|AˆBˆ − BˆAˆ|ψ〉|2 (2.23)
and putting the two inequalities together for Hermitian operators we obtain
the Robertson-Schrdinger relation
〈Aˆ2〉〈Bˆ2〉 ≥ 1
4
|〈[Aˆ, Bˆ]〉|2. (2.24)
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The uncertainty principle is a special case, where we use Aˆ−〈Aˆ〉 and Bˆ−〈Bˆ〉
instead of Aˆ and Bˆ. This is not going to change the commutation relation
and so we get the result in inequality (2.21).
This shows that a precise measurement of one operator increases the
uncertainty in measuring the other. It follows from Eq.(2.20) that
∆x∆p ≥ ~/2. (2.25)
This result is called Heisenberg uncertainty principle. The minimum for the
product of the two uncertainties shows that the position and momentum
cannot be both measured precisely at the same time.
2.5 The phase space
In this section, we consider the phase space methods used to describe the
states of quantum particles on a real plane R × R. In quantum mechanics,
the position and momentum of a particle are given by the hermitian operators
xˆ and pˆ. We define the position states and the momentum states as the eigen
vectors of these operators:
xˆ|x〉 = x|x〉
pˆ|p〉 = p|p〉. (2.26)
x and p are the eigenvalues and are real numbers (because their operators
are hermitian).
In quantum mechanics, the position and momentum coordinates form what
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is called the phase space [21, 22]. Any quantum state can be represented in
the phase space by position or momentum representation which is described
in the following context.
The eigen states of the position operator |x〉 are orthogonal and form a
complete set.
∫ ∞
−∞
|x〉〈x|dx = 1. (2.27)
Therefore, we can expand any quantum state |ψ〉 into position states.
|ψ〉 =
∫ ∞
−∞
|x〉〈x|ψ〉dx ≡
∫ ∞
−∞
ψ(x)|x〉dx (2.28)
where we define
ψ(x) ≡ 〈x|ψ〉. (2.29)
Similarly, for the eigen states of the momentum operator |p〉 where they also
form a complete set and we expand |ψ〉 as
|ψ〉 =
∫ ∞
−∞
ψ(p)|p〉dp (2.30)
and define
ψ(p) ≡ 〈p|ψ〉. (2.31)
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We call the two wave functions |ψ(x)〉 and |ψ(p)〉 the position representation
and momentum representation of the state |ψ〉 respectively. They are related
to each other through the Fourier transform (Here we use the units ~ = 1
for simplicity)
ψ(x) = (2π)−1/2
∫ ∞
−∞
ψ(p)eixpdp. (2.32)
2.5.1 Density operator
In the previous sections we described the quantum state by a state vector.
However, it is not always possible to describe it this way. There are quantum
states which we call mixed states where we cannot represent them by a
single state vector. We have discussed in section (2.2) the probability and
the probability density associated to a given quantum state. Given that a
particle is described by the state ψ, then the probability density (weight) of
finding the particle at position x is
W (x) = |ψ(x)|2 = 〈x|ψ〉〈ψ|x〉
= 〈x|ρˆ|x〉 (2.33)
where ρˆ is called the density operator
ρˆ ≡ |ψ〉〈ψ|. (2.34)
The density operator is used to describe the quantum state rather than using
the state vector. It is possible to write a quantum mixed state described by
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the following density operator
ρˆ = 1/2 (|ψ〉〈ψ|+ |φ〉〈φ|) (2.35)
which cannot be described by a single state vector.
For the superposition state given as
|ψ〉 =
∞∑
m=0
ψm|m〉 (2.36)
its associated pure density operator is written as
ρˆ = |ψ〉〈ψ| =
∞∑
m,n=0
ρm,n|m〉〈n|; ρm,n = ψmψ∗n. (2.37)
Since we can represent any operator by a matrix, the expectation value of a
given operator Oˆ is given as the trace of the product of the density matrix
and the operator
〈Oˆ〉 = Tr[Oˆρˆ]. (2.38)
For a normalized density operator (Trρˆ=1), the expectation value of the
density matrix is
〈ρˆ〉 = Tr[ρˆ2] ≤ 1. (2.39)
This can be proved using the fact that any probability is less than or equal
to 1 so the probability square value is less than or equal to the probability
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itself. The equal sign in Eq.(2.39) occurs for a pure state only. In this case
ρˆ2 = ρˆ. The density matrices of the form of Eq.(2.37) are called seperable.
It is also possible to get entangled states described by density matrices that
cannot be written in the form of Eq.(2.37). Entanglement topic is discussed
in section 2.7 and in more details in chapter 4. For more discussions on the
density operators and the seperability we refer to [26, 27].
2.6 Quantum harmonic oscillator
The nature of photons and other wave-like systems are well described in terms
of the harmonic oscillator formalism. The potential of the simple harmonic
oscillator is used to solve the Schrodinger equation in order to obtain the wave
function of the system. The quantization appears because the system can be
only in some selected energies. There are forbidden energies where the system
cannot be find in. To give an example on this, we take the simple harmonic
oscillator consists of a mass m attached to a spring of spring constant k. If
the mass is displaced from its equilibrium position and then released, the
system starts to oscillate by an angular frequency ω =
√
k
m
. The potential
energy of the system at position x is given as
V (x) =
1
2
kx2 =
1
2
mω2x2. (2.40)
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If we use this potential in the time-independent Schrodinger equation to find
the wave function ψ(x) we get
− ~
2
2m
∂2ψ(x)
∂x2
+
1
2
mω2x2ψ(x) = Eψ(x). (2.41)
The solution of this equation is
ψn(x) = Fn(x)exp
(−mω
2~
x2
)
Fn(x) =
(
1/n!2na
√
π
)1/2
Hn(x/a). (2.42)
where Hn(x) are the Hermite polynomials and a = (~/mω)
1/2. The corre-
sponding energy is
En =
(
n+
1
2
)
~ω (2.43)
where n is a non-negative integer. Eq.(2.43) shows that the energy of the
quantum harmonic oscillator is quantized. In the quantum theory of light it
shows the energy of the photons. Each photon carries a quantized amount
of energy equals to ~ω.
We express the Hamiltonian of the Harmonic oscillator in the position and
momentum operators as
Hˆ =
1
2
mω2xˆ2 +
pˆ2
2m
. (2.44)
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It follows from Eq.(2.43) that the ground state energy is not zero (E0 =
1
2
).
Hence we define the number operator nˆ as
Hˆ = ~ω(nˆ+
1
2
I) (2.45)
We also define the number states |n〉 as the eigen vectors of the number
operator and they form a complete basis
nˆ|n〉 = n|n〉
∞∑
n=0
|n〉〈n| = I. (2.46)
The wave function obtained in Eq.(2.42) is the position representation of the
number state. We define new operators aˆ and aˆ† as
aˆ ≡ (2m~ω)−1/2(mωxˆ+ ipˆ)
aˆ† ≡ (2m~ω)−1/2(mωxˆ− ipˆ). (2.47)
They obey the canonical commutation relation
[aˆ, aˆ†] = I. (2.48)
We can use the units ~ = ω = m = 1 and the number operator is then equal
to aˆ†aˆ. Then we write the number states as
aˆ†aˆ|n〉 = n|n〉. (2.49)
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The operators aˆ†, aˆ act on the number state as follows
aˆ†|n〉 = (n+ 1)1/2|n+ 1〉
aˆ|n〉 = n1/2|n− 1〉. (2.50)
The coefficients (n + 1)1/2 and n1/2 that appear in the above equations are
needed to ensure the normalization of the states. This equation shows that
the operator aˆ† creates one quantum of energy by rising the system from |n〉
to |n + 1〉. Therefore, the operator aˆ† is called the creation operator or the
rising operator. On the other hand, the operator aˆ destroys one quantum
of energy by lowering the system from |n〉 to |n − 1〉 and thus called the
annihilation operator or the destruction operator.
The vacuum state |0〉 is defined as
aˆ|0〉 = 0 (2.51)
2.6.1 Displacement operator and parity operator
The displacement operator causes displacement on the state in the phase
space. It is defined as
Dˆ(z) = exp(zaˆ† − z∗aˆ). (2.52)
where z is a complex number and can be expressed in terms of x and p as
z = x+ip√
2
. Therefore, the displacement operator can be expressed in terms of
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the position and momentum operators xˆ, pˆ as
Dˆ(x, p) = exp(ipxˆ− ixpˆ). (2.53)
We also define the parity operator around the origin in the phase space
as
Pˆ0 = exp(iπaˆ
†aˆ) =
∞∑
n=0
(−1)n|n〉〈n|. (2.54)
A very important operator in the context of quantum systems is the Fourier
operator. It is defined as
Fˆ = exp(i
π
2
aˆ†aˆ). (2.55)
The Fourier operator is actually the square root of the parity operator and
we can write:
Pˆ0 = Fˆ
2. (2.56)
We also introduce the displaced parity operator Pˆ (x, p) which gives the parity
around a given point (x, p) in the phase space[23, 24, 25]. It is defined as
Pˆ (x, p) ≡ Dˆ(x, p)Pˆ0Dˆ(x, p)†
= Dˆ(2x, 2p)Pˆ0 = Pˆ0Dˆ(−2x,−2p). (2.57)
The displaced parity operator is related to the displacement operator through
CHAPTER 2. PHASE-SPACE FOR HARMONIC OSCILLATOR 23
the Fourier transform
Pˆ (α, β) =
1
2π
∫
D(γ, δ)exp[i(βγ − αδ)]dγdδ. (2.58)
Furthermore, by using the following Baker-Campbell-Hausdorff relation
eA+B = eAeBe−(1/2)[A,B] (2.59)
along with Eq.(2.52) we can show that [25]
Dˆ(z1)Dˆ(z2) = exp
[
1
2
(z1z
∗
2 − z∗1z2)
]
Dˆ(z1 + z2). (2.60)
2.6.2 Coherent state
The coherent state shows a quantum mechanical equivalent to the monochro-
matic wave. Its importance to quantum optics was first realized by Glauber
in 1963 [28]. It is defined as a displaced vacuum state
|z〉 ≡ Dˆ(z)|0〉, (2.61)
where z is a complex number. It is also the eigen state of the destruction
operator
aˆ|z〉 = z|z〉 (2.62)
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The coherent state is actually a superposition of number states given as
|z〉 = exp
(
−1
2
|z|2
) ∞∑
n=0
(n!)−1/2zn|n〉. (2.63)
We use the units ~ = c = kB = 1. The average number of photons 〈n〉 in the
coherent state is equal to |z|2. One of the important features of the coherent
state is that the position and momentum uncertainties are equal and kept in
their minimum values
∆x = ∆p =
1√
2
, ∆x∆p =
1
2
. (2.64)
The completeness relation for the coherent states is
1
π
∫
|z〉〈z|d2z = 1. (2.65)
where d2z = d( Rez)d( Imz). This can be shown from the completeness of
the number states (i.e.
∑
n |n〉〈n| = 1); and by using Eq.(2.63) we show
∫
|z〉〈z|d2z = π
∑
n
|n〉〈n| (2.66)
This leads directly to Eq.(2.65).
2.6.3 Wigner function and Weyl function
One of the common phase space formulation of quantum mechanics is based
on Wigner function. It reveals some important properties of the quantum
state described by a density operator. The Wigner function and other phase-
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space distributions describe more clearly the similarities and differences be-
tween classical and quantum mechanics. The Wigner function, which was
described by E. Wigner in 1932 [1], depends on two variables; x the position
and p the momentum. It is defined as
W (x, p) ≡ 1
2π
∫ ∞
−∞
〈x+ 1
2
X| ρˆ |x− 1
2
X〉 exp(−ipX) dX. (2.67)
It can also be expressed in the momentum representation of the state using
Eq.(2.32) to show the momentum distribution as
W (x, p) ≡ 1
2π
∫ ∞
−∞
〈p+ 1
2
P | ρˆ |p− 1
2
P 〉 exp(ixP ) dP. (2.68)
X and P are the position increment and the momentum increment respec-
tively. It is also expressed in terms of the displaced parity operator as
W (x, p) =
1
π
Tr[ρˆPˆ (x, p)] (2.69)
The Wigner function corresponding to the density matrix is real. How-
ever, we can replace the operator ρˆ by any operator not necessarily to be
hermitian and in that case the Wigner function is complex. The Wigner dis-
tribution can have negative values for quantum states which have no classical
counterpart. For example, considering a pure density operator that describes
a superposition state, the Wigner distribution shows interference with some
negative values.
Another function which is very useful in the quantum phase space methods
is the Weyl function. It is a function of the position increment X and the
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momentum increment P and is defined as:
W˜ (X,P ) ≡
∫ ∞
−∞
〈x+ 1
2
X| ρˆ |x− 1
2
X〉 exp(−ixP ) dx
=
∫ ∞
−∞
〈p+ 1
2
P | ρˆ |p− 1
2
P 〉 exp(ipX) dp. (2.70)
The Weyl function is interpreted as a generalized correlation function where
it shows the overlap between the displaced state and the state itself. It is
expressed in terms of the displacement operator as
W˜ (X,P ) = Tr[ρˆDˆ(X,P )]. (2.71)
It is a generalized correlation function because it shows the correlation by
displacing the state in the phase space, i.e. in both position and momentum
and taking the overlap between the state and the desplaced state.
The Wigner and weyl functions are related to each other through the two
dimensional Fourier transform
W˜ (X,P ) =
∫
W (x, p)exp[−i(xP − pX)] dx dp. (2.72)
2.6.4 Extended phase space
The extended phase space x − p − X − P (position-momentum-position
increment- momentum increment)was introduced in [5, 6]. This phase space
aims to show the quantum correlations in X−P plane and its relation to the
x−p plane. The uncertainties in position δx and momentum δp are obtained
along with the quantum correlation in position δX and momentum δP . It
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shows connection between the uncertainties and the quantum correlations.
It is shown that [5] for a pure state the uncertainties in the extended phase
space show equality with the ordinary uncertainties in phase space
δx = 2−1/2 ∆x, δp = 2−1/2 ∆p (2.73)
whereas for mixed states δx and δp are different from ∆x and ∆p. It is also
shown that for a pure state
δX = 21/2 ∆x, δP = 21/2 ∆p. (2.74)
The following relations are also proved
δXδp ≥ 2−1Tr[ρˆ2]
δxδP ≥ 2−1Tr[ρˆ2]. (2.75)
The extended Wigner function and extended Weyl function are introduced
in [6]. They are quartic functions of the quantum state and show connection
between the quantum noise and quantum correlations. The extended Wigner
function is defined as:
W(x, p,X, P ) ≡ (2π)2
∫ ∫
dx′dp′W (x+
1
2
x′, p+
1
2
p′)W (x− 1
2
x′, p− 1
2
p′)
× exp[i(p′X − x′P )]
=
∫ ∫
dX ′dP ′W˜ ∗(X +
1
2
X ′, P +
1
2
P ′)W˜ (X − 1
2
X ′, P − 1
2
P ′)
× exp[i(pX ′ − xP ′)]. (2.76)
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It is a real function and it shows that W(x, p,X, P ) = W(x, p,−X,−P ).
The extended Weyl function is defined as
W˜(x′, p′, X ′, P ′) ≡ (2π)2
∫ ∫
dxdpW (x+
1
2
x′, p+
1
2
p′)W (x− 1
2
x′, p− 1
2
p′)
× exp[−i(pX ′ − xP ′)]
=
∫ ∫
dXdPW˜ ∗(X +
1
2
X ′, P +
1
2
P ′)W˜ (X − 1
2
X ′, P − 1
2
P ′)
× exp[i(p′X − x′P )]. (2.77)
The extended wigner function is related to the extended Weyl function
through the four-dimension Fourier transform
W˜(x′, p′, X ′, P ′) = 1
4π2
∫
dxdpdXdPW(x, p,X, P )
× exp[−i(pX ′ − xP ′ −Xp′ + Px′)]. (2.78)
2.7 Quantum correlation: Entanglement
Entanglement is purely a quantum mechanical aspect with no classical coun-
terpart. It shows the strong quantum correlations between two quantum
systems. Schrodinger was first used this term in [29]. If two systems (pho-
tons) are entangled, then applying some measurement on one system leads
directly to the knowledge of the other system with no further measurements
on it. No matter how far the systems are from each other, it is still possible
to apply the measurement on one system to know exactly the state of the
other.
The correlated photon pairs in ’EPRB’ experiment [30] shows this concept
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clearly. The polarizations of the two photons emitted from a single source
are detected and the correlations between the two photons polarizations are
shown.
In multi-partite systems, a system is said to be entangled if the state of
the system cannot be factorized into a product of the states describing each
subsystem. It means that the entangled state cannot be written as a tensor
product of the sub-states. For example, considering two photons with two
possible arrangements of polarizations. The state |0〉 describes the horizon-
tally polarized state and |1〉 describes the vertically polarized state. Then
the following state shows that the two photons in the system are entangled
|Ψ〉 = 1√
2
(|0, 1〉+ |1, 0〉) (2.79)
This is one of the famous Bell states [31] which describes perfect entangled
pairs of states. It is obviously seen that this pure state is not factorizable.
Measuring the state of one photon leads directly to the knowledge of the
other photon’s state.
There are various quantities used to quantify the entanglement which has
been extensively studied in the past few years[32]. In our work we are going
to study the entanglement between the subsystems in a multi-partite system
after applying some symplectic transformations on it (chapter 4). Entan-
glement has various applications in the field of quantum optics, quantum
informatics and quantum teleportation.
CHAPTER 2. PHASE-SPACE FOR HARMONIC OSCILLATOR 30
2.8 Summary
In this chapter we stated some of the most important concepts in quantum
mechanics. Starting with the wave function of a particle, which shows the
wave-like nature of the particles, several properties of the state of the particle
can be studied accordingly. The state of the system is easily understood by
spanning it by some basis in a vector space called the Hilbert space. We can
apply some measurements on the system like measuring the position, mo-
mentum or energy of the state at a particular time. This is done by acting
on the state by an operator called the observable. The result is one of the
eigen values of the observable operator.
In some cases, it is not possible to measure two types of quantities simul-
taneously with high accuracy. This happens if the observable operators do
not commute and they give rise to the uncertainty principle. Position and
momentum are two types of these quantities.
We also consider the phase space and the methods used to represent the
states and show their properties. The quantum system may consist of more
than one particle. According to the density operator of the state, we can
get either pure or mixed states. The Wigner function and the weyl function
are of the most famous functions used in phase-space methods. They show
the noise and correlations in the quantum systems respectively. To get more
information about the relation between the noise and correlation of a system
and get deeper interference, the extended phase space is introduced. The
extended Wigner and extended weyl functions are described.
It is important to study the simple harmonic oscillator to understand the
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quantum theory of photons. Wave-like particles such as photons are de-
scribed by a wave function and energy based on the quantum harmonic os-
cillator. It is seen that the energy of the photons are quantized. The number
states describe the number of photons within the states. The annihilation
and creation operators are introduced and their effect on the number states
are described. The coherent state is the eigen vector of the destruction op-
erator and is described as a displaced vacuum state. It is shown that it is a
superposition of number states with suitable coefficients. The coherent state
exhibit some classical properties in which the uncertainty in measuring the
positions and momentum are equal and kept in the minimum value.
Finally, we briefly study the concept of entanglement and states some of its
applications
Chapter 3
Quantum systems with finite
Hilbert space
In this chapter, we present some basic concepts of the quantum systems
with finite Hilbert space. The analogues formalism for the case of finite
Hilbert space to that described in the harmonic oscillator context is studied.
The phase-space in this case is based on the integer values of position and
momentum modulo the dimension of the space, d; i.e. x, p ∈ Z(d) (set of in-
tegers modulo d). Therefore, the phase-space is a toroidal lattice Z(d)×Z(d).
The phase-space methods like the Heisenberg-Weyl group and the symplectic
transformations are studied. We also define the Wigner and weyl functions
in the finite quantum systems and study their properties.
32
CHAPTER 3. QUANTUM SYSTEMS WITH FINITE HILBERT SPACE33
3.1 Introduction
Some of the known relations in the theory of finite quantum systems are stud-
ied (without proofs) in this chapter. The notation established here is followed
through the rest of the thesis. A quantum system with d-dimensional Hilbert
space is considered. In most cases d is considered to be an odd integer in or-
der to avoid the problems arising in defining the Wigner function and other
equations in even dimension space which is discussed more clearly in sec-
tion 3.6. This case is well stated before considering such concepts. In some
cases such as in defining the symplectic transformations the dimension of the
Hilbert space is considered to be a prime number. In that case the set Z(d)
is a field and all its non-zero elements have an inverse [33]. It forms a group
in which the symplectic transformations are well defined. More generally, if
the dimension d is the power of a prime number (d = pn), then Z(d) is a field
called the Galois field GF (pn). The powerful geometrical properties of such
field leads to well defined rotations and transformations [34, 35].
3.2 Fourier operator
A quantum system with a d-dimensional Hilbert space H is considered. The
position and momentum are integers modulo d. The orthonormal basis of
position states are denoted as |X ;n〉, where n ∈ Z(d). The position states
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are orthogonal to each other and form a complete basis:
〈X ;m|X ;n〉 = δ(m,n),
∑
m∈Z(d)
|X ;m〉〈X ;m| = 1, (3.1)
where δ(m,n) is the Kronecker delta.
The Fourier operator in finite systems [36] is defined as
Fˆ = d−1/2
∑
m,n∈Z(d)
ω(mn)|X ;m〉〈X ;n|
ω(n) ≡ ωn = exp
[
i
2πn
d
]
. (3.2)
The following relation is very important and it is used to prove many equa-
tions in this work
1
d
∑
n∈Z(d)
ω(mn) = δ(m, 0). (3.3)
This relation is used to prove the following properties of the fourier operator
Fˆ Fˆ † = Fˆ †Fˆ = 1, Fˆ 4 = 1. (3.4)
Another orthonormal basis, the momentum states, are considered and de-
noted as |P;n〉. They are defined as
|P;n〉 = Fˆ |X ;n〉 = d−1/2
∑
m∈Z(d)
ω(mn)|X ;m〉. (3.5)
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Here P is not a variable but it indicates the momentum states. We can
expand any state |ψ〉 in H using the position or momentum basis as
|ψ〉 =
∑
n∈Z(d)
λn|X ;n〉 =
∑
m∈Z(d)
µm|P;m〉
λn = d
−1/2 ∑
m∈Z(d)
ω(mn)µm. (3.6)
The uncertainty relation states that the two quantities (position and mo-
mentum) cannot be measured accurately at the same time. The uncertainty
relation is based on the entropies
Hx = −
∑
n
|λn|2 log|λn|2, Hp = −
∑
m
|µm|2 log|µm|2 (3.7)
The entropic uncertainty relation for finite quantum systems [37] is given as
Hx +Hp ≥ log(d) (3.8)
The eigenvalues of the Fourier operator are 1,−1, i,−i. This is clearly
seen from the fact that Fˆ 4 = 1. The multiplicity of these eigenvalues is given
in [9] for the four possible cases of d: d = 4m, d = 4m + 1, d = 4m + 2, d =
4m+3. The eigenvectors of the Fourier operator are discussed in [38, 39, 40].
In the case that d is an odd prime number p, we define the following
Legendre state based on the Legendre symbol.
|M〉 = (p− 1)−1/2
p−1∑
k=0
(
p
k
)
|X ; k〉. (3.9)
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p
k
)
is the Legendre symbol [41] and is defined as
(
p
k
)
=

0 if k = 0 (mod p).
1 if k 6= 0 and there exist y such that k = y2 (mod p).
−1 if k 6= 0 and there is no y such that k = y2 (mod p).
It is known that
(
p
k
)
= k(p−1)/2 (mod p). (3.11)
Similar states have been defined in the algorithms for shifted quadratic char-
acter [42]. This state is an eigenvector of the Fourier operator[41]
Fˆ |M〉 = µ|M〉, µ = p−1/2
p−1∑
k=1
(
p
k
)
ω(k). (3.12)
It is shown (in the theory of Gauss sums) that µ = 1 if p = 4m+1 and µ = i
if p = 4m+ 3.
3.3 Displacement operator
We have defined in the previous section the position and momentum states.
The position operator and momentum operator are defined accordingly as
xˆ =
∑
n∈Z(d)
n|X ;n〉〈X ;n|
pˆ =
∑
n∈Z(d)
n|P;n〉〈P;n| (3.13)
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The position-momentum phase space in d-dimensional Hilbert space is the
toroidal lattice Z(d) × Z(d). In this phase-space we define the following
displacement operators
Zˆα|P;m〉 = |P;m+ α〉, Zˆα|X ;m〉 = ω(αm)|X ;m〉
Xˆ β|X ;m〉 = |X ;m+ β〉, Xˆ β|P;m〉 = ω(−βm)|P;m〉, (3.14)
where α, β ∈ Z(d). The operators in Eq.(3.14) obey the relations
Xˆ d = Zˆd = 1, ZˆαXˆ β = Xˆ βZˆαω(αβ). (3.15)
We consider a Hilbert space with odd dimension d = 2j + 1, where j is an
integer. In this case, the 2 and d are coprime and the inverse of 2 exists
(i.e. 2−1 ∈ Zd). it is seen that since 2(j + 1) = 1 mod(d = 2j + 1), then
2−1 = j + 1.
We then define the general displacement operators as
Dˆ(α, β) ≡ ZˆαXˆ βω(−2−1αβ). (3.16)
We can easily show that
[Dˆ(α, β)]† = Dˆ(−α,−β). (3.17)
The phase factor ω(−2−1αβ) in Eq.(3.16) is included so that Eq.(3.17) and
some other relations are correct without additional factors.
The operators Dˆ(α, β)ω(γ) form a representation of the Heisenberg-Weyl
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group[15, 43]. Using Eqs.(3.15,3.16)) we can prove the following multiplica-
tion
Dˆ(α, β)Dˆ(γ, δ) = Dˆ(α+ γ, β + δ)ω[2−1(αδ − βγ)]. (3.18)
The general displacement operator performs the following displacements on
the position and momentum states
Dˆ(α, β)|X ;n〉 = ω(2−1αβ + αn)|X ;n+ β〉
Dˆ(α, β)|P;n〉 = ω(−2−1αβ − βn)|P;n+ α〉. (3.19)
The parity operator Pˆ0 around the origin in this phase-space is defined as
Pˆ0|X ;n〉 = |X ;−n〉, Pˆ0|P;n〉 = |P;−n〉. (3.20)
The displaced parity operator Pˆ (α, β) gives the parity around the point (α, β)
in the phase-space [25]. It is defined as
Pˆ (α, β) ≡ Dˆ(α, β)Pˆ0Dˆ†(α, β) = Dˆ(2α, 2β)Pˆ0 = Pˆ0Dˆ(−2α,−2β). (3.21)
The Fourier operator acts on the displacement operators as
Fˆ Dˆ(α, β)Fˆ † = Dˆ(β,−α). (3.22)
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The matrix elements of the displacements operators are given by
〈X ;n|Dˆ(α, β)|X ;m〉 = ω(2−1αβ + αm)δ(n,m+ β)
〈P;n|Dˆ(α, β)|P;m〉 = ω(−2−1αβ − βm)δ(n,m+ α). (3.23)
Hence, the trace of Dˆ(α, β) is
1
d
Tr[Dˆ(α, β)] = δ(α, 0)δ(β, 0). (3.24)
It is shown that for systems with odd-dimensions the displacements operators
obey the following marginal properties [15]
1
d
∑
α
Dˆ(α, β) = |X ; 2−1β〉〈X ;−2−1β|
1
d
∑
β
Dˆ(α, β) = |P; 2−1α〉〈P;−2−1α|
1
d
∑
α,β
Dˆ(α, β) = Pˆ0, (3.25)
The displaced parity operator Pˆ (x, p) obeys the following properties in
systems with odd dimension
1
d
∑
α
Pˆ (α, β) = |X ; β〉〈X ; β|
1
d
∑
β
Pˆ (α, β) = |P;α〉〈P;α|
1
d
∑
α,β
Pˆ (α, β) = 1 (3.26)
The displacement operators and the displaced parity operators are related
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through the two-dimensional Fourier transform
1
d
∑
α,β
Dˆ(α, β)ω(βγ − αδ) = Pˆ (γ, δ) (3.27)
If d is a power of a prime number pn then α, β take values in the Galois field
GF (pn). In this case the ’generalized resolution of the identity’ [44] is given
as
1
pn
∑
α,β∈GF (pn)
Dˆ(α, β)
Aˆ
Tr(Aˆ)
[Dˆ(α, β)]† = 1 (3.28)
for an arbitrary operator A.
3.4 Symplectic transformations
We discussed in the previous sections the quantum systems with a d-dimensional
Hilbert space. In the special case when d is a power of a prime pn, then Z(pn)
is a Galois field where all the non-zero elements have an inverse. We consider
the case when n = 1, for which Z(p) is a field. The quantum systems with
such dimension have stronger properties (e.g. [45, 46, 47]). For example,
the symplectic transformations S(2,Z(p)) are well defined. These are uni-
tary transformations which when applied on a displacement operator give
another displacement operator, and preserve Eq.(3.15). They are studied in
more detail in Chapter 4.
We consider a Hilbert space with an odd prime dimension p. Quantum sys-
tems with dimension 2n are discussed in [48]. In the phase-space Z(p)×Z(p)
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of a quantum system, we define the symplectic transformations S given by
the relations [15]
Xˆ ′ = SˆXˆ Sˆ† = Xˆ aZˆb
Zˆ ′ = SˆZˆSˆ† = Xˆ cZˆd (3.29)
where Xˆ , Zˆ are defined in Eq.(3.14). a, b, c, d ∈ Z(p) and they obey the
following constraint
ad− bc = 1 (mod(p)). (3.30)
This constraint ensures that Eq.(3.15) is preserved. Therefore, Xˆ ′, Zˆ ′ are
also displacement operators that perform displacements in different directions
than those performed by Xˆ , Zˆ. Three of the variables a, b, c, d can be chosen
independently and the fourth is defined by the constraint in Eq.(3.29). For
prime-dimensional Hilbert space, the inverses of the elements of Z(p) exist
and the constraint can be solved for the fourth variable. For example if a, b, c
are given, then d = a−1(bc+ 1).
The Symplectic operators Sˆ transform the position and momentum basis as:
Sˆ|X ;n〉 = |X ′;n〉; Sˆ|P;n〉 = |P ′;n〉 (3.31)
3.5 Multi-partite finite quantum systems
In this section we consider a multi-partite quantum system comprised of ζ
systems with Hilbert space H = H⊗ ....⊗H. We consider Hilbert spaces H
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with an odd-prime dimension. We use the following notation for the position
states
|X ;n1, ..., nζ〉 = |X ;n1, 〉 ⊗ ...⊗ |X ;nζ〉. (3.32)
Similar notation is used for the momentum states. We use the following
notation for the displacement operators
Zˆ(α1, ..., αζ) = Zˆα1 ⊗ ...⊗ Zˆαζ
Xˆ(β1, ..., βζ) = Xˆ β1 ⊗ ...⊗ Xˆ βζ . (3.33)
It is more convenient to simplify the notation as
Zˆ(α) = Zˆ(α1, ..., αζ)
Xˆ(β) = Xˆ(β1, ..., βζ). (3.34)
We also introduce the notation
Zˆi ≡ Zˆ(0, ..., 0, 1, 0, ..., 0)
Xˆi ≡ Xˆ(0, ..., 0, 1, 0, ..., 0), (3.35)
where 1 is in the i-th position. These displacement operators obey the fol-
lowing relation
Zˆ(α)Xˆ(β) = Xˆ(β)Zˆ(α)ω
(
ζ∑
i=0
αiβi
)
. (3.36)
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The general displacement operators in these systems are defined as
Dˆ(α, β) = Zˆ(α)Xˆ(β) ω
(
−2−1
ζ∑
i=0
αiβi
)
= [Zˆ1Xˆ1 ⊗ ...⊗ ZˆζXˆζ ] ω
(
−2−1
ζ∑
i=0
αiβi
)
= Dˆ(α1, β1)⊗ ...⊗ Dˆ(αζ , βζ). (3.37)
We define the symplectic transformation in ζ-partite quantum systems S(2ζ,Z(p))
as[15]
Xˆ ′i = SˆXˆiSˆ
† = (Xˆ a1i1 Zˆb1i1 )⊗ ...⊗ (Xˆ aζiζ Zˆbζiζ )
Zˆ ′i = SˆZˆiSˆ
† = (Xˆ c1i1 Zˆd1i1 )⊗ ...⊗ (Xˆ cζiζ Zˆdζiζ ) (3.38)
where
∑
λ
(aλibλj − bλiaλj) = 0∑
λ
(cλidλj − dλicλj) = 0∑
λ
(aλidλj − bλicλj) = δ(i, j). (3.39)
These constraints ensure that Eq.(3.36) is obeyed. The number of these pa-
rameters in Z(p) is 4ζ2 and we have 2ζ2 − ζ constraints to be solved. The
inverse of these parameters are exists because Z(p) is a field and the con-
straints can be solved. In this case we have 2ζ2 + ζ independent parameters.
In chapter 4, we study how to construct the symplectic transformations for
the multi-partite systems and give different examples.
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3.6 Wigner function and Weyl function in fi-
nite quantum systems
In section 2.5 we studied the Wigner and Weyl functions for the harmonic
oscillator. In this section we study the properties of these functions in finite
phase-space. Recently, there has been a lot of work on Wigner functions for
such systems (e.g.[15, 44, 45, 49, 50, 51, 52]).
We Consider quantum systems with d-dimensional Hilbert space. In this
work we consider only the ’Bose case’ with odd d to avoid the problems in
defining Wigner and Weyl functions in the ’Fermi case’ where d is an even
number[15].
Let Aˆ be an arbitrary operator with matrix elements
Aˆ(X ;m,n) ≡ 〈X ;m|Aˆ|X ;n〉, Aˆ(P;m,n) ≡ 〈P;m|Aˆ|P;n〉. (3.40)
The Wigner function WA(x, p), where x, p ∈ Z(d), is defined as
WA(x, p) = Tr[AˆPˆ (x, p)] =
∑
ν∈Z(d)
ω(2xp− 2pν)Aˆ(X ; ν, 2x− ν)
=
∑
ν∈Z(d)
ω(−2xp+ 2xν)Aˆ(P; ν, 2p− ν). (3.41)
It is easily seen that if Aˆ =
∑
i αiAˆi, where αi are complex numbers, then
WA(x, p) =
∑
i
αiWAi(x, p). (3.42)
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The Weyl function W˜A(X,P ), where X,P ∈ Z(d) are position increment and
momentum increment, is defined as
W˜A(X,P ) = Tr[AˆDˆ(X,P )] =
∑
ν∈Z(d)
ω(2−1XP + Pν)Aˆ(X ; ν,X + ν)
=
∑
ν∈Z(d)
ω(−2−1XP −Xν)Aˆ(P; ν, P + ν). (3.43)
The Wigner function and the Weyl function are related through the two-
dimensional Fourier transform
WA(x, p) =
1
d
∑
X,P∈Z(d)
W˜A(X,P )ω(−Px+Xp)
W˜A(X,P ) =
1
d
∑
x,p∈Z(d)
WA(x, p)ω(Xp− Px) (3.44)
If Aˆ = |X ;n〉〈X ;m|, then the corresponding Wigner and Weyl functions
are
Umn(x, p) = 〈X ;m|Pˆ (x, p)|X ;n〉
= ω(2xp− 2pn)δ(2x,m+ n)
U˜mn(X,P ) = 〈X ;m|Dˆ(X,P )|X ;n〉
= ω(2−1XP + Pn)δ(X,m− n). (3.45)
The Umn(x, p) form an orthonormal basis in the Hilbert space of functions of
two variables. We can show that
1
d
∑
x,p
[Umn(x, p)]∗Um′n′(x, p) = δ(m,m′)δ(n, n′)
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1
d
∑
m,n
[Umn(x, p)]∗Umn(x′, p′) = δ(x, x′)δ(p, p′). (3.46)
In order to prove these equations, we multiply Eq.(3.45) by its complex con-
jugate and perform summation using Eq.(3.3). The U˜mn(X,P ) also obey
similar properties.
The Wigner function and Weyl function of an operator Aˆ can then be ex-
pressed in terms of Umn(x, p) and U˜mn(X,P ) as
WA(x, p) =
∑
m,n
Aˆ(X ;n,m)Umn(x, p)
W˜A(X,P ) =
∑
m,n
Aˆ(X ;n,m)U˜mn(X,P ) (3.47)
The Wigner function obeys the following marginal properties, taking into
account that d is odd
1
d
∑
x
WA(x, p) = Aˆ(P; p, p)
1
d
∑
p
WA(x, p) = Aˆ(X ;x, x)
1
d
∑
x,p
WA(x, p) = Tr(Aˆ). (3.48)
If the operator Aˆ is taken to be the hermitian density operator ρˆ, then the
corresponding Wigner function is real. The Wigner function can take nega-
tive values (as seen in the interference of pure state discussed in chapter 5).
This shows that the Wigner function is not exactly a probability distribution
but its marginal properties show that its summation over one axis in the
phase-space gives the probability distribution along the other axis. There-
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fore, the Wigner function is considered as a pseudo-probability distribution.
There are also marginal properties involve the absolute value of the Wigner
function squared [5, 15]
1
d
∑
x
|WA(x, p)|2 =
∑
ℓ∈Z(d)
|Aˆ(X ; ℓ, 2p− ℓ)|2
1
d
∑
p
|WA(x, p)|2 =
∑
ℓ∈Z(d)
|Aˆ(X ; ℓ, 2x− ℓ)|2
1
d
∑
x,p
|WA(x, p)|2 = Tr[AˆAˆ†]. (3.49)
The Weyl function obeys the following marginal properties
1
d
∑
X
W˜A(X,P ) = Aˆ(P;−2−1P, 2−1P )
1
d
∑
P
W˜A(X,P ) = Aˆ(X ;−2−1X, 2−1X)
1
d
∑
X,P
W˜A(X,P ) = WA(0, 0). (3.50)
The following relations involve the absolute value of theWeyl function squared
[5, 15]
1
d
∑
X
|W˜A(X,P )|2 =
∑
ℓ∈Z(d)
|Aˆ(P; ℓ, P + ℓ)|2
1
d
∑
P
|W˜A(X,P )|2 =
∑
ℓ∈Z(d)
|Aˆ(P; ℓ,X + ℓ)|2
1
d
∑
X,P
|W˜A(X,P )|2 = Tr[AˆAˆ†]. (3.51)
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3.7 summary
In this chapter we studied the quantum systems with finite Hilbert space.
The position and momentum are integers modulo d, the dimension of the
space (x, p ∈ Z(d)). The phase space is the toroidal lattice Z(d) × Z(d).
We have studied the position and momentum states and the Fourier opera-
tor. The eigenstates of the Fourier operator are discussed and the Legendre
state, which is an eigenstate of the Fourier operator is defined. We have
also defined the displacement operators, parity operators and the displaced
parity operators. We studied the symplectic transformations in finite Hilbert
space. In the case that d is a prime number p, then Z(p) is a field and all
non-zero elements have an inverse. So, the symplectic transformations are
well defined. We studied the case of multi-partite systems and define the
displacement operators in that case.
In the odd-dimensional phase space we defined the Wigner function and the
Weyl function of an arbitrary operator. The marginal properties of these
functions are discussed.
Chapter 4
Symplectic transformations in
multipartite systems
We have defined the symplectic operator in d-dimensional Hilbert space
S(2,Z(p)) in the previous chapter. We have discussed the case of multi-
partite quantum systems. In this chapter, we study the numerical tech-
niques used to construct the symplectic operator Sp(2ζ,Z(p)) in ζ-partite
p-dimensional quantum systems. The simple general method introduced in
this chapter is applied to examples of bi-partite and tri-partite systems. The
resultant symplectic matrices calculated using this method are compared and
checked with the more complicated method used in [58]. The two methods
show the same results. The effect of the symplectic transformations on the
correlations and entanglement between the subsystems is discussed.
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4.1 Introduction
There has been an extensive work on the symplectic transformations S(2ζ,R)
for harmonic oscillators (e.g. [53, 54, 55, 56]). In this chapter we construct
explicitly the symplectic transformations for finite quantum systems. We
consider quantum systems with d-dimensional Hilbert space H. We showed
in chapter 3 that the symplectic transformations are well defined in the case
that d is a power of a prime number pℓ. The position and momentum take
values on the Galois field GF (pℓ). We consider here the case where ℓ = 1 so
that Z(p) is a field. For ℓ ≥ 2, addition and multiplication rules in GF (pℓ)
are different from the normal ones and are not easy to construct[44]. The
symplectic transformations for Galois quantum systems have been studied
[12, 13, 14, 36, 57] and constructed [58] in the context of quantum coding.
In this work, we extend the results achieved in [58] and present a simpler
numerical technique to calculate the symplectic transformations. We use
this method to calculate the symplectic transformations in bi-partite and
tri-partite systems. We study the effect of these transformations on the
correlations between the subsystems. Various methods are used to quantify
the entanglement.
4.2 Symplectic S(2ζ,Z(p)) transformations
Multi-partite finite quantum systems have been studied in chapter 3. The
symplectic transformations are defined in Eq.(3.38). These transformations
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preserve the equation
Xˆ ′(β)Zˆ ′(α) = Zˆ ′(α)Xˆ ′(β)ω
[
−
∑
i
αiβi
]
. (4.1)
The symplectic transformations defined in Eq.(3.38) are global. We also
define the local symplectic transformations S(2,Z(p))× ...×S(2,Z(p)). They
form a subgroup of the group of the global symplectic transformations. The
term ’local’ is with respect to a given subsystem. In this section we describe
how to evaluate the symplectic transformations numerically. We have defined
Zˆi, Xˆi operators in the previous chapter and we show that
Zˆpi = 1; [Zˆi, Zˆj] = 0 (4.2)
Since Zˆi operators commute with each other, then we can get a common
eigenvector |X ;n1, ..., nζ〉 such that
Zˆi|X ;n1, ..., nζ〉 = ω(ni)|X ;n1, ..., nζ〉; i = 1, ..., ζ. (4.3)
There is an eigenvalue ω(ni) associated with each operator Zˆi and p
ζ−1 num-
ber of corresponding eigenvectors. Our aim is to calculate the common eigen-
vector |X ;n1, ..., nζ〉. In order to achieve this, we define the projector to this
eigen space πi(n) as
[Zˆi − ω(n)1]πi(n) = 0; i = 1, ..., ζ; n ∈ Z(p). (4.4)
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This set of projectors have the following properties
∑
n∈Z(p)
πi(n) = 1; πi(n)πi(m) = πi(n)δ(n,m). (4.5)
They actually project to the null space of [Zˆi − ω(mi)1]. We can also show
that
πi(n) =
1
p
{1+ ω(−n)Zˆi + [ω(−n)Zˆi]2 + ...+ [ω(−n)Zˆi]p−1}. (4.6)
This equation results from the fact that Zˆpi = 1. Since Zˆi, Zˆj commute, then
the following commutation relation is concluded
[πi(n), πj(m)] = 0; n,m ∈ Z(p); i, j = 1, ..., ζ. (4.7)
This result along with Eq.(4.4) shows that the projector to the common null
space of all [Zˆi − ω(n)1] operators can be written as
π(m1, ...,mζ) ≡ π1(m1)...πζ(mζ). (4.8)
so that it satisfies
[Zˆit − ω(mit)1][π(mi1 , ...,miζ ) = 0; t = 1, ..., ζ. (4.9)
This common null space is one-dimensional.
Applying the symplectic operator on all the above operators gives their ’prime
counterparts’ with all the above relations are valid. To calculate the matrix
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elements of the symplectic transformation, we first evaluate Zˆ ′i matrices using
Eqs.(3.38). Then the projectors π′i(m) to the null spaces are calculated using
a numerical library (e.g. MATLAB). The projector to the common null
space is calculated using Eq.(4.8) which leads to the common eigenvector
|X ′;m1, ...,mζ〉 of all Zˆ ′i. This eigenvector is defined up to a phase factor.
The next step is to find the phase factor starting from the equation
(Xˆ ′1)
m1 ...(Xˆ ′ζ)
mζ |X ′; 0, ..., 0〉 = |X ′;m1, ...,mζ〉. (4.10)
We start from the state |X ′; 0, ..., 0〉 for which the phase is chosen arbitrarly
and use the above equation. The |X ′;m1, ...,mζ〉 vector calculated from this
equation is different from the one obtained from Eq.(4.9) only by a phase
factor. Eq.(4.10) gives the phase and at the same time it is a test that our
numerical calculations are correct.
The matrix elements of the symplectic transformation is given by
Sˆ(m1, ...,mζ |n1, ..., nζ) = 〈X ;m1, ...,mζ |X ′;n1, ..., nζ〉. (4.11)
4.3 Examples in bi-partite systems
In this section we consider a bi-partite system. The Hilbert space is H =
H1⊗H2, where the dimension of H1,H2 is 7. We study two examples. In the
first example (call it A), we study the symplectic transformation SˆA given
by the following equations
Xˆ ′1 = SˆAXˆ1SˆA = (Xˆ−3Zˆ−3)⊗ (Xˆ−3Zˆ−2)
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Xˆ ′2 = SˆAXˆ2SˆA = (Xˆ 3Zˆ−3)⊗ (Xˆ 3Zˆ)
Zˆ ′1 = SˆAZˆ1SˆA = (Xˆ Zˆ2)⊗ (Xˆ 2)
Zˆ ′2 = SˆAZˆ2SˆA = (Zˆ−1)⊗ (Xˆ Zˆ−3) (4.12)
These equations obey the constraints in Eq.(3.39).
A second example (we call it B) is studied. The symplectic transformation
SˆB is given by the following equations
Xˆ ′1 = SˆBXˆ1SˆB = (Xˆ−3Zˆ−3)⊗ (Xˆ−3Zˆ3)
Xˆ ′2 = SˆBXˆ2SˆB = (Xˆ 3Zˆ−1)⊗ (Xˆ 2Zˆ2)
Zˆ ′1 = SˆBZˆ1SˆB = (Xˆ Zˆ−3)⊗ (Xˆ Zˆ−2
Zˆ ′2 = SˆBZˆ2SˆB = (Xˆ 3)⊗ (Xˆ 2Zˆ) (4.13)
These equations also obey the constraints in Eq.(3.39). We then calculated
the matrix elements of the symplectic transformation Eq.(4.11). In the ex-
amples considered, there are 74 matrix elements. In table (4.1) we present
the matrix elements SˆA(m1,m2|0, 1) for example (A).
We apply the symplectic operator of the two examples on the following
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Table 4.1: The symplectic matrix SˆA(m1,m2|0, 1) for example A in Eq.(4.12).
Here z1 = −0.13597 + 0.14667i , z2 = z1ω(1), z3 = z1ω(2), z4 = z1ω(3),z5 =
z1ω(4),z6 = z1ω(5), z7 = z1ω(6), ω(1) = exp(i2π/5).
m2=0 m2=1 m2=2 m2=3 m2=4 m2=5 m2=6
m1=0 z1 z2 z7 z2 z1 z4 z4
m1=1 z7 z7 z4 z5 z3 z5 z4
m1=2 z3 z2 z5 z5 z2 z3 z1
m1=3 z3 z1 z3 z2 z5 z5 z2
m1=4 z7 z4 z5 z3 z5 z4 z7
m1=5 z1 z4 z4 z1 z2 z7 z2
m1=6 z6 z1 z7 z3 z3 z7 z1
normalized factorizable pure states:
|s〉 =

0.0658 + 0.0658i
0.1316− 0.1316i
0.1974 + 0.1974i
0.2632− 0.2632i
0.3290 + 0.3290i
0.3948− 0.3948i
0.4606

⊗

0.1195− 0.0598i
0.0598− 0.1793i
0.4183 + 0.2988i
0.3586− 0.4183i
0.2988 + 0.1195i
0.2390− 0.2390i
0.1793 + 0.3586i

;
|t〉 =

0.0619− 0.1134i
0.1186 + 0.1701i
0.1753− 0.2268i
0.2320 + 0.2835i
0.2887− 0.3402i
0.4021 + 0.3969i
0.4536i

⊗

−0.1697 + 0.0970i
0.2505− 0.1859i
−0.1131 + 0.2748i
−0.3637i
−0.3637 + 0.4526i
0.0970− 0.5415i
0.0647

(4.14)
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This results in the following states
|s′〉 = SˆA|s〉; |t′〉 = SˆA|t〉;
|s′′〉 = SˆB|s〉; |t′′〉 = SˆB|t〉 (4.15)
We also consider the mixed state described by the following density matrix
ρˆ12(µ) = µ|s〉〈s|+ (1− µ)|t〉〈t| 0 ≤ µ ≤ 1. (4.16)
The corresponding symplectically transformed matrices are
ρˆ′12(µ) = SˆA ρˆ12(µ) Sˆ
†
A = µ|s′〉〈s′|+ (1− µ)|t′〉〈t′|
ρˆ′′12(µ) = SˆB ρˆ12(µ) Sˆ
†
B = µ|s′′〉〈s′′|+ (1− µ)|t′′〉〈t′′| (4.17)
for both symplectic transforms of examples A and B.
4.3.1 Entanglement between the sub-systems
In this subsection we verify numerically how the symplectic transformations
generate entanglement between the subsystems. We start with the factoriz-
able states |s〉, |t〉 of Eq.(4.14) and apply the transformations of Eqs.(4.12,4.13)
to get the new states |s′〉, |t′〉 and |s′′〉, |t′′〉 of Eqs.(4.15). We also consider the
density matrix ρˆ12(µ) of Eq.(4.16) and apply the symplectic transformations
of both examples A,B to get the transformed matrices ρˆ′12(µ),ρˆ
′′
12(µ) of Eqs.
(4.17). We have used various quantities to quantify the entanglement in the
states before and after applying the transformations.
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A first step in these calculations is to find out the reduced density matrices
by taking the partial traces of the density matrix ρˆ12(µ)
ρˆ1(µ) = Tr2 ρˆ12(µ); ρˆ2(µ) = Tr1 ρˆ12(µ). (4.18)
The reduced density matrices ρˆ′1, ρˆ
′
2 of ρˆ
′
12(µ) and ρˆ
′′
1, ρˆ
′′
2 of ρˆ
′′
12(µ) are also
calculated. The first quantity we used to verify the entanglement in the pure
state is the linear entropy E which for the case of µ = 1 is defined as
E = 1− Tr[ρˆi(1)2]; i = 1, 2. (4.19)
If the value of this entropy is greater than zero, then this means that [ρˆi(1)]
2 6=
ρˆi(1), i.e. the reduced density matrix is mixed. In this case the pure state
described by ρˆ12(1) is entangled.
The entropy S(ρ) of a given density matrix ρˆ, is defined as[60]
S(ρ) = −Tr (ρˆ log ρˆ). (4.20)
As a second test, we used the mutual information[61], which for the mixed
density matrix ρˆ12(µ) is defined as
H(ρ1, ρ2) = S(ρ1(µ)) + S(ρ2(µ)) + S(ρ12(µ)) (4.21)
This quantity is non-negative. Positive values indicate correlation between
the two subsystems described by ρˆ1 and ρˆ2.
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In our third test, we calculated the conditional entropies
H(ρi|ρj) = S(ρ12(µ))− S(ρj(µ)); i, j = 1, 2; i 6= j. (4.22)
If these quantities are negative, then the system is entangled, whereas positive
values are inconclusive[32, 62].
The negativity [63] is also calculated to quantify the entanglement. It is
defined as
N = 1
2
(Tr[σ12(µ)
†σ12(µ)]
1/2 − 1) (4.23)
where σ12(µ) is the partial transpose of ρˆ12(µ) with respect to the first sub-
system. The trace in this definition gives the sum of the singular values of
σ12(µ). Non-zero values of the negativity indicates entanglement between the
sub-systems.
4.3.2 Results
We have calculated the linear entropies for the state |s〉 which is described
by the density matrix ρˆ12(1) before and after the symplectic transformations
of both examples A and B. We have also calculated the mutual information
for the states described by the density matrices ρˆ12(1) and ρˆ12(0.4) before
and after the transformations. We present the results in table (4.2). In this
table, we also show the conditional entropies for the mixed state ρˆ12(0.4) and
the negativity for the same state before and after the transformations. The
logarithm in the entropy is taken to be the natural logarithm and the unit
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of the entropy is nat. From Table(4.2), we can see that the linear entropy
Table 4.2: Some quantities used to quantify the entanglement before and
after the symplectic transformations SˆA and SˆB.
before the transf. after transf. SˆA after transf. SˆB
E for the state |s > 0 0.7775 0.7298
H(ρ1, ρ2) for state |s > 0 3.2288 2.9073
H(ρ1, ρ2) for ρˆ12(0.4) 0.5448 2.8640 2.6783
H(ρ2|ρ1) for ρˆ12(0.4) 0.0725 -1.1043 -1.0152
H(ρ1|ρ2) for ρˆ12(0.4) 0.0468 -1.0957 -0.9991
N for ρˆ12(0.4) 0 1.5409 1.4216
E > 0 after the transformations SˆA and SˆB. This shows that the factorizable
state |s〉 becomes entangled after applying the symplectic transformations.
The increments in the values of the mutual information H(ρ1, ρ2) after the
transformations SˆA and SˆB shows the increment in the correlations (classical
and quantum correlations) between the subsystems. This result is shown
clearly in Fig.(4.1), where this quantity is plotted for the mixed state ρˆ12(µ)
before and after both transformations as functions of µ.
The negative values of the conditional entropies H(ρ1|ρ2) and H(ρ2|ρ1) af-
ter applying the symplectic transformations shown on Table (4.2) and in
Figs.(4.2,4.3) indicate the entanglement between the subsystems.
The negativity calculated before and after the transformations presented in
Table(4.2) also shows that the symplectic transformations create entangle-
ment between the subsystems. The results of the negativity is plotted for the
state ρˆ12(µ) in Fig.(4.4) before and after both transformations as functions
of µ. The zero values of the negativity for the seperable state ρˆ12(µ) are com-
pared with the non-zero values of the entangled states ρˆ′12(µ) = SˆAρˆ12(µ)Sˆ
†
A
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and ρˆ′′12(µ) = SˆBρˆ12(µ)Sˆ
†
B.
The quantities discussed in this chapter can be used as measures of entan-
glement. However, we cannot tell using one quantity which state is more
entangled than another because this depends on the quantity used. It is pos-
sible [58] that according to one quantity, one system is seemed to be more
entangled than another, while using another quantity it is the other way
around.
4.4 Examples in tri-partite systems
In this section we study the tri-partite systems where we construct the sym-
plectic transformations S(6,Z(p)). In the following example (we call it C),
we consider a tri-partite system comprises of 5-dimensonal Hilbert spaces
H1,H2,H3 where H = H1 ⊗H2 ⊗H3.
The symplectic transformation SˆC is given by the following equations
Xˆ ′1 = SˆCXˆ1SˆC = (Xˆ 2Zˆ2)⊗ (Xˆ−2Zˆ2)⊗ (Xˆ−2Zˆ−2)
Xˆ ′2 = SˆCXˆ2SˆC = (Xˆ−1Zˆ2)⊗ (Xˆ−1Zˆ2)⊗ (Xˆ−2)
Xˆ ′3 = SˆCXˆ3SˆC = (Xˆ 2Zˆ2)⊗ (Xˆ−2Zˆ−2)⊗ (Xˆ )
Zˆ ′1 = SˆCZˆ1SˆC = (Xˆ−2Zˆ−2)⊗ (Xˆ 2Zˆ−2)⊗ (Zˆ2)
Zˆ ′2 = SˆCZˆ2SˆC = (Xˆ 2Zˆ−2)⊗ (Xˆ 2Zˆ−2)⊗ (Xˆ−1)
Zˆ ′3 = SˆCZˆ3SˆC = (Xˆ−1Zˆ−2)⊗ (Xˆ Zˆ2)⊗ (Xˆ−1) (4.24)
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Figure 4.1: Mutual information H(ρ1, ρ2) for ρˆ12(µ) (curve A); H(ρ
′
1, ρ
′
2)
for ρˆ′12(µ) = SˆAρˆ12(µ)Sˆ
†
A (curve B); and H(ρ
′′
1, ρ
′′
2) for ρˆ
′′
12(µ) = SˆBρˆ12(µ)Sˆ
†
B
(curve C), as functions of µ.
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Figure 4.2: Conditional entropy H(ρ1|ρ2) for ρˆ12(µ) (curve A); H(ρ′1|ρ′2)
for ρˆ′12(µ) = SˆAρˆ12(µ)Sˆ
†
A (curve B); and H(ρ
′′
1|ρ′′2) for ρˆ′′12(µ) = SˆBρˆ12(µ)Sˆ†B
(curve C), as functions of µ.
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Figure 4.3: Conditional entropy H(ρ2|ρ1) for ρˆ12(µ) (curve A); H(ρ′2|ρ′1)
for ρˆ′12(µ) = SˆAρˆ12(µ)Sˆ
†
A (curve B); and H(ρ
′′
2|ρ′′1) for ρˆ′′12(µ) = SˆBρˆ12(µ)Sˆ†B
(curve C), as functions of µ.
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Figure 4.4: Negativity N for ρˆ12(µ) (curve A); N for ρˆ′12(µ) (curve B); and
N for ρˆ′′12(µ) (curve C) as functions of µ.
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The exponents in these equations obey the constraints in Eq.(3.39).
We have calculated the 53 × 53 matrix elements of the symplectic transfor-
mation. We present in Table(4.3) the matrix elements SˆC(m1,m2, 0|1, 2, 0)
as an example.
Table 4.3: The symplectic matrix SˆC(m1,m2, 0|1, 2, 0) for example C in
Eq.(4.24). Here z1 = 0.0276 + 0.0851i , z2 = z1ω(1), z3 = z1ω(2),
z4 = z1ω(3),z5 = z1ω(4), ω(1) = exp(i2π/5).
m2 = 0 m2 = 1 m2 = 2 m2 = 3 m2 = 4
m1 = 0 z1 z5 z1 z4 z4
m1 = 1 z1 z3 z2 z3 z1
m1 = 2 z5 z5 z2 z1 z2
m1 = 3 z3 z1 z1 z3 z2
m1 = 4 z5 z1 z4 z4 z1
We consider the following two normalized factorizable pure states
|u〉 =

0.1280− 0.1280i
0.2561
0.3841− 0.2561i
0.5121− 0.1280i
0 + 0.6402i

⊗

0.2540i
−0.1270− 0.1270i
0.2540− 0.5080i
0.3810 + 0.1270i
0.1270− 0.6350i

⊗

0.1890− 0.0944i
0.0944− 0.5670i
0.5670− 0.0944i
0.2834− 0.1890i
0.3780 + 0.1890i

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|v〉 =

0.2085 + 0.3128i
0.2085− 0.2085i
0.3128 + 0.6255i
0.2085− 0.3128i
0.3128− 0.2085i

⊗

0 + 0.2373i
0.3842− 0.2260i
0.6327 + 0.2260i
0.2260− 0.3390i
0.3390 + 0.1130i

⊗

0.2682
0.4342
0.7151
0.2554
0.3831− 0.1277i

(4.25)
We also consider the mixed state described by the density matrix
ρˆ123 = µ|u〉〈u|+ (1− µ)|v〉〈v|; 0 ≤ µ ≤ 1. (4.26)
By applying the symplectic transformation of Eq.(4.24) on the states of
Eqs.(4.25,4.26), we get the corresponding transformed states
|u′〉 = SˆC |u〉; |v′〉 = SˆC |v〉;
ρˆ′123 = SˆC ρˆ123 SˆC = µ|u′〉〈u′|+ (1− µ)|v′〉〈v′|. (4.27)
The system considered is comprised of six subsystems denoted as Si, Sij where
i, j = 1, 2, 3; i 6= j. The entanglement between these subsystems are quanti-
fied after applying the symplectic transformation SˆC using various quantities.
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First, we need to calculate the reduced density matrices
ρˆi = Trjk(ρˆ123); ρˆij = Trk(ρˆ123)
i 6= j 6= k; i, j, k = 1, 2, 3. (4.28)
The linear entropies for the pure states are then given as:
Ei = 1− Tr(ρˆ2i ) = 1− Tr(ρˆ2jk) (4.29)
Non-zero values of the linear entropies Ei indicates the entanglement between
the subsystem Si and the subsystem Sjk. We calculated the following quan-
tities regarding that our system is comprised of a subsystem Si and a joint
subsystem Sjk.
We have calculated the mutual information
H(ρi, ρjk) = S(ρi) + S(ρjk)− S(ρ123). (4.30)
This quantity is non-negative and describes the correlations between the
subsystems. We have also calculated the conditional entropies
H(ρjk|ρi) = S(ρ123)− S(ρi)
H(ρi|ρjk) = S(ρ123)− S(ρjk). (4.31)
Negative values of these quantities indicate that the subsystem Si is entangled
with the subsystem Sjk as described earlier.
There is another entropic quantity used in tri-partite systems to verify if the
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system is separable which is called the conditional mutual information and
it is given as
H(ρj; ρk|ρi) = S(ρij) + S(ρik)− S(ρ123)− S(ρi) (4.32)
This is a non-negative quantity according to the strong subadditive property
[63, 64]. If this quantity is zero, then the reduced density matrix ρˆjk is
separable [65].
4.4.1 Results
We present in Table(4.4) some numerical results for the calculated quantities
before and after applying the symplectic transformation SˆC . We can see how
the linear entropies change from zero values for the factorizable state |u〉 to
non-zero values after the transformation. This shows that the state became
entangled after the transformation. The correlation between the sub-systems
increases after the symplectic transformation as seen from the increment in
the mutual information H(ρi, ρjk). The entanglement is also verified using
the conditional entropies where they become negative after the transforma-
tion. We also present some values of the conditional mutual information
before and after the transformation.
We have also plotted some of these quantities for the mixed state ρˆ123(µ) be-
fore and after the symplectic transformation as functions of µ. In Figs.(4.5,4.6,4.7),
the mutual informations H(ρi, ρjk) are plotted against µ before and after the
transformation. The mutual information increased considerably after ap-
plying the symplectic transformation showing more correlation between the
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Table 4.4: Some quantities used to quantify the entanglement before and
after the symplectic transformation SˆC .
before transf. after transf. SˆC
E1 for the state |u > 0 0.7348
E2 for the state |u > 0 0.7366
E3 for the state |u > 0 0.5496
H(ρ1, ρ23) for ρˆ123(0.4) 0.5938 2.9136
H(ρ2, ρ13) for ρˆ123(0.4) 0.5247 3.0417
H(ρ3, ρ12) for ρˆ123(0.4) 0.3748 2.6094
H(ρ23|ρ1) for ρˆ123(0.4) 0 -0.8557
H(ρ13|ρ2) for ρˆ123(0.4) 0.1482 -0.8918
H(ρ12|ρ3) for ρˆ123(0.4) 0.2982 -0.8570
H(ρ2; ρ3|ρ1) for ρˆ123(0.4) 0 1.7007
H(ρ1; ρ3|ρ2) for ρˆ123(0.4) 0.0691 1.5726
H(ρ1; ρ2|ρ3) for ρˆ123(0.4) 0.2190 2.0050
subsystems Sjk and Si.
In figures (4.8,4.9,4.10), we plotted the conditional entropies H(ρjk|ρi) as
functions of µ before and after the transformation. After the transformation,
the conditional entropies became negative which indicate the entanglement
between the subsystems Sjk and Si. Similar conclusion is given for the plots
of the conditional entropies H(ρi|ρjk) in Figs.(4.11,4.12,4.13).
In Figs.(4.14,4.15,4.16) we present the conditional mutual informationH(ρj; ρk|ρi)
before and after the transformation as functions of µ. It shows that this
quantity is non-negative which is consistent with the strong subadditivity
property.
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Figure 4.5: Mutual information H(ρ1, ρ23) for ρˆ123(µ) (solid line) and
H(ρ′1, ρ
′
23) for ρˆ
′
123(µ) = SˆC ρˆ123(µ) Sˆ
†
C (dashed line), as functions of µ.
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Figure 4.6: Mutual information H(ρ2, ρ13) for ρˆ123(µ) (solid line) and
H(ρ′2, ρ
′
13) for ρˆ
′
123(µ) = SˆC ρˆ123(µ) Sˆ
†
C (dashed line), as functions of µ.
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Figure 4.7: Mutual information H(ρ3, ρ12) for ρˆ123(µ) (solid line) and
H(ρ′3, ρ
′
12) for ρˆ
′
123(µ) = SˆC ρˆ123(µ) Sˆ
†
C (dashed line), as functions of µ.
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Figure 4.8: Conditional entropy H(ρ23|ρ1) for ρˆ123(µ) (solid line) and
H(ρ′23|ρ′1) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.9: Conditional entropy H(ρ13|ρ2) for ρˆ123(µ) (solid line) and
H(ρ′13|ρ′2) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.10: Conditional entropy H(ρ12|ρ3) for ρˆ123(µ) (solid line) and
H(ρ′12|ρ′3) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.11: Conditional entropy H(ρ1|ρ23) for ρˆ123(µ) (solid line) and
H(ρ′1|ρ′23) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.12: Conditional entropy H(ρ2|ρ13) for ρˆ123(µ) (solid line) and
H(ρ′2|ρ′13) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.13: Conditional entropy H(ρ3|ρ12) for ρˆ123(µ) (solid line) and
H(ρ′3|ρ′12) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions of µ.
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Figure 4.14: Conditional mutual information H(ρ2; ρ3|ρ1) for ρˆ123(µ) (solid
line) and H(ρ′2; ρ
′
3|ρ′1) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions
of µ.
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Figure 4.15: Conditional mutual information H(ρ1; ρ3|ρ2) for ρˆ123(µ) (solid
line) and H(ρ′1; ρ
′
3|ρ′2) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions
of µ.
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Figure 4.16: Conditional mutual information H(ρ1; ρ2|ρ3) for ρˆ123(µ) (solid
line) and H(ρ′1; ρ
′
2|ρ′3) for ρˆ′123(µ) = SˆC ρˆ123(µ) Sˆ†C (dashed line), as functions
of µ.
CHAPTER 4. SYMPLECTIC TRANSFORMATIONS IN MULTIPARTITE SYSTEMS82
4.5 summary
In this chapter we studied the symplectic transformations in multi-partite
finite systems. The symplectic transformations are constructed explicitly.
The method described to construct these transformations are based on the
projectors πi(m) to the null space Zˆi − ω(m)I. The commutativity of these
projectors, i.e. [πi(m), πj(n)] = 0, leads to the projector to the common eigen
space πi,...,ζ(m1, ...,mζ) defined in Eq.(4.8). This projector gives the common
eigenvector to all Zˆi operators. The phase of this common eigenvector is
chosen so that Eq.(4.10) is obeyed. We then construct the matrix elements
of the symplectic transformation Sˆ using Eq.(4.11).
This method is used to construct symplectic transformations S(4,Z(p)) in
bi-partite systems and S(6,Z(p)) in tri-partite systems. In the examples
discussed in section 4.3, we applied the symplectic transformations on a fac-
torizable pure state and on seperable mixed states ρˆ12(µ). We used various
quantities to quantify the correlations and entanglement between the subsys-
tems before and after the transformations. Results presented in Figs.(4.1-4.4)
show that the symplectic transformations affect the correlations between the
subsystems and that entanglement is been generated after applying these
transformations.
We have also studied the effect of the symplectic transformations on the cor-
relations and entanglement between the subsystems in tri-partite systems.
Figs.(4.5-4.16) present various entropic quantities to quantify the correlations
and entanglement before and after the transformations. After the symplectic
transformation the subsystems become entangled.
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The symplectic transformation have important properties in both classical
and quantum mechanics. Classically, they preserve the Poisson brackets
and quantum mechanically, they preserved the commutation relations. We
stated that the symplectic transformations in finite quantum systems pre-
serve Eq.(4.1) and hence the constraints in Eqs.(3.39) must be obeyed. While
all global unitary transformations are expected to cause entanglement, the
importance of the symplectic transformations in preserving Eq.(4.1) make
them of special interest. They play an important role in many quantum ap-
plications [66, 67].
There has been a lot of work related to the symplectic transformations
S(2ζ,R) in the context of harmonic oscillator, and here we extend that work
to the finite quantum systems.
Chapter 5
Extended phase space in finite
systems
The Wigner function and Weyl function are studied in chapter 2 for the
harmonic oscillator and in chapter 3 for finite quantum systems. These two
functions are related to each other through two-dimensional Fourier trans-
form. The Wigner function gives information about the quantum noise in
the system while the Weyl function is interpreted as a generalized correlation
function. Extended phase space is introduced in the context of harmonic os-
cillator in [5, 6]. In this chapter, we are going to study the extended phase
space in finite quantum systems. In this extended phase space we define the
extended Wigner and extended Weyl functions and study their properties.
The formalism of the extended phase space shows deeper connection between
the quantum noise and quantum correlations. More properties of the system
can be investigated using the extended Wigner function like the fourth order
interference.
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5.1 Introduction
We studied the phase space and some related phase-space methods in chap-
ters 2 and 3 in both infinite and finite systems. We can also introduce higher
order phase-space with 2n dimensions. For any two functions defined as
ψ(x1, ..., xn) and φ(y1, ..., yn) and are related through n-dimensional Fourier
transform, we define a 2n dimensional phase space with all the variables
xi − yi.
For example the functions ψ(x1, x2) and φ(y1, y2) can be considered to be the
Wigner function W (x, p) and the Weyl function W˜ (X,P ) which are related
through a 2-dimensional Fourier transform. In this case, we can define the
4-dimensional phase-space x− p−X − P , which we call the extended phase
space. In this extended phase space, we can define a new Wigner and weyl
functions which we call extended functions.
Extended phase space methods for the harmonic oscillator were introduced
and their properties were studied in [5, 6]. In this work, we consider quantum
systems with finite Hilbert space and introduce the extended phase space for
finite systems. We define the extended Wigner and weyl functions and study
their properties. Extended phase space methods provide more information
about the state like the fourth order correlation and fourth order interference.
We discuss the second and fourth order interference and give some examples.
In this chapter we are using the units ~ = c = ξ = 1, where ξ is the unit for
momentum. The unit for position is ξ−1 = 1. Momentum and position are
dimensionless integer values in Z(d), where they are presented as the ratio
of the physical quantities over ξ and ξ−1 respectively. In the figures of this
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chapter, all the quantities are dimensionless.
5.2 Wigner and Weyl functions and Second
order interference
The Wigner function for the density matrix ρˆ in d-dimensional finite system
is given as
Wρ(x, p) =
∑
m∈Z(d)
ω(2xp− 2pm)〈X ;m|ρˆ|X ; 2x−m〉 (5.1)
The corresponding Weyl function is
W˜ρ(X,P ) =
∑
m∈Z(d)
ω(2−1XP + Pn)〈X ;m|ρˆ|X ;X −m〉 (5.2)
We consider the orthogonal pure states |ψ1〉, |ψ2〉 and the mixed state de-
scribed with the density matrix
ρˆmix = |κ|2ρˆ1 + |λ|2ρˆ2
ρˆj = |ψj〉〈ψj|; |κ|2 + |λ|2 = 1 (5.3)
We also consider the pure state |ψ〉 which is the superposition of the two
states
|ψ〉 = κ|ψ1〉+ λ|ψ2〉; |κ|2 + |λ|2 = 1 (5.4)
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This pure state is described with the following density matrix
ρˆ = |ψ〉〈ψ| = |κ|2ρˆ1 + |λ|2ρˆ2 + σˆ
σˆ = κλ∗|ψ1〉〈ψ2|+ κ∗λ|ψ2〉〈ψ1| (5.5)
the term σˆ in Eq.(5.5) describes the second order interference resulted from
the superposition of the two states. The Wigner function of this states shows
the interference terms more clearly.
The Wigner functions Wρmix(x, p) for the mixed states described by the den-
sity matrices ρˆmix could be written as
Wρmix(x, p) = |κ|2Wρ1(x, p) + |λ|2Wρ2(x, p) (5.6)
The Wigner function Wρ(x, p) for the pure state described by the density
matrix ρˆ is
Wρ(x, p) = Wρmix(x, p) +Wσ(x, p) (5.7)
The second order interference appear in the case of the the superposition
state described by the pure state. This is given by the term Wσ(x, p) in the
above equation.
Similarly, we write the Weyl functions for both states as
W˜ρmix(X,P ) = |κ|2W˜ρ1(X,P ) + |λ|2W˜ρ2(X,P )
W˜ρ(X,P ) = W˜ρmix(X,P )) + W˜σ(X,P ) (5.8)
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5.2.1 examples
We are going to calculate the Wigner and Weyl functions for the following
examples. The dimension of the system is considered to be equal to 13. In
our first example we consider the momentum states |P; 0〉 and |P; 12〉 and
the mixed state described by the density matrix ρˆmix
ρˆmix = 2
−1(|P; 0〉〈P; 0|+ |P; 12〉〈P; 12|) (5.9)
In the second example, we consider the superposition pure state
|ψ〉 = 2−1/2(|P; 0〉+ |P; 12〉) (5.10)
which is described by the following density matrix
ρˆ = ρˆmix + σˆ; σˆ = 2
−1(|P; 0〉〈P; 12|+ |P; 12〉〈P; 0|) (5.11)
In the third example we consider the Legendre state |M〉 defined in Eq.(3.9).
The Wigner function for the pure state of Eq.(5.11) is plotted in Fig(5.1) and
for the mixed state of Eq.(5.9) in Fig.(5.2). The second order interference is
shown by comparing the two functions. In Fig.(5.1), the interference pattern
is located in p = 6. It is clear that this interference term is generated by the
σˆ term in Eq.(5.11).
The Weyl function is also plotted for the pure state of Eq.(5.11) in Fig.(5.3),
and for the mixed state of Eq.(5.9) in Fig.(5.4). We can also see the interfer-
ence terms for the case of pure state (Fig.(5.3)) which are located at P = 1
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and P = 12.
The Wigner and Weyl functions for the Legendre state with dimension 13
are presented in Figs.(5.5,5.6).
It is clearly seen that the Wigner and Weyl functions of the Legendre state
have symmetry around the origin. It is known that [69]
(
p
k
)
= c
(
p
−k )
(5.12)
where c = 1 if p = 4n + 1 and c = −1 if p = 4n + 3. This also verifies the
relation [70]WFρF †(x, p) = Wρ(p,−x). Since Fˆ |M〉 = λ|M〉, then Fˆ ρˆFˆ † = ρˆ.
Eq.(3.9) shows that the Legendre state is a superposition of all position states
with proper coefficients. This explains the negative values of the Wigner
function in Fig.(4.1).
5.3 Extended Wigner function and extended
Weyl function
In the extended phase space (x-p-X-P) with d-dimensional Hilbert space, we
define the extended Wigner function for a pair of operators Aˆ1 and Aˆ2 as:
We(Aˆ1, Aˆ2;x, p,X, P ) ≡
∑
k,ℓ∈Z(d)
ω[2P (x− k)− 2X(p− ℓ)−][WA1(k, ℓ)]∗
× WA2(2x− k, 2p− ℓ)
=
∑
k,ℓ∈Z(d)
ω[2p(X − k)− 2x(P − ℓ)][W˜A1(k, ℓ)]∗
× W˜A2(2X − k, 2P − ℓ) (5.13)
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Figure 5.1: The Wigner function for the pure density matrix ρˆ of Eq.(5.11)
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Figure 5.2: TheWigner function for the mixed density matrix ρˆmix of Eq.(5.9)
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Figure 5.3: The absolute value of the Weyl function for the pure density
matrix ρˆ of Eq.(5.11)
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Figure 5.4: The absolute value of the Weyl function for the mixed density
matrix ρˆmix of Eq.(5.9)
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Figure 5.5: The Wigner function for the legendre state of Eq.(3.9)
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Figure 5.6: The absolute value of the Weyl function for the the legendre state
of Eq.(3.9)
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In this context, x, p,X, P ∈ Z(d). In order to prove the equality in Eq.(5.13),
the Wigner function is substituted with the Weyl function using Eq.(3.44)
and the variables k, ℓ are changed into 2x − k, 2p − ℓ respectively. The
summation is then performed over X,P using Eq.(3.3). We can also define
the corresponding Weyl function as
W˜e(Aˆ1, Aˆ2;x
′, p′, X ′, P ′) ≡
∑
k,ℓ∈Z(d)
ω[P ′(2−1x′ + k)−X ′(2−1p′ + ℓ)][WA1(k, ℓ)]∗
× WA2(x′ + k, p′ + ℓ)
=
∑
k,ℓ∈Z(d)
ω[p′(2−1X ′ + k)− x′(2−1P ′ + ℓ)][W˜A1(k, ℓ)]∗
× W˜A2(X ′ + k, P ′ + ℓ)
(5.14)
where x, p,X, P ∈ Z(d). This equality is proved following the same procedure
as in Eq.(5.13).
If we multiply Eq.(5.13) by ω(Xp′−X ′p+xP ′−x′P ) and take the summation
over x, p,X, P using Eq.(3.3) we can show that
W˜e(Aˆ1, Aˆ2;x
′, p′, X ′, P ′) = d−2
∑
x,p,X,P
We(Aˆ1, Aˆ2;x, p,X, P )
× ω(Xp′ −X ′p+ xP ′ − x′P ) (5.15)
This shows that the Extended Wigner and extended Weyl functions are re-
lated through a four-dimensional Fourier transform.
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We can show that
[We(Aˆ1, Aˆ2;x, p,X, P )]
∗ =We(Aˆ2, Aˆ1;x, p,X, P ) (5.16)
In order to prove this equation we take the complex conjugate of the ex-
tended Wigner function in Eq.(5.13). We then change the variables k, ℓ into
2x − k′, 2p − ℓ′ and the summation is then performed over k′, ℓ′. In the fol-
lowing context, we consider the ’extended auto-wigner function’, for which
the two operators Aˆ1, Aˆ2 are equal; Aˆ1 = Aˆ2 = Aˆ. So we are going to use
the simpler notation We(Aˆ;x, p,X, P ) for the extended Wigner function and
W˜e(Aˆ;x
′, p′, X ′, P ′) for the extended Weyl function.
It follows from Eq.(5.16) that the extended Wigner functionWe(Aˆ;x, p,X, P )
is real. The extended Weyl function is complex and we can show that
[W˜e(Aˆ;x
′, p′, X ′, P ′)]∗ = W˜e(Aˆ;−x′,−p′,−X ′,−P ′) (5.17)
This equation is proved by taking the complex conjugate of the extended
Weyl function in Eq.(5.14). Then, we change the variables k, ℓ into x′ +
k′, p′ + ℓ′ and the summation is then performed over k′, ℓ′ using Eq.(3.3).
The extended Wigner function for the special operator Aˆ = |X ;m〉〈X ;n| is
Umnm′n′(x, p,X, P ) =
∑
k,ℓ∈Z(d)
ω[2P (x− k)− 2X(p− ℓ)−][Umn(k, ℓ)]∗
× Um′n′(2x− k, 2p− ℓ) (5.18)
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where Umn(k, ℓ) is defined in Eq.(3.45). The corresponding extended Weyl
function is
U˜mnm′n′(x′, p′, X ′, P ′) =
∑
k,ℓ∈Z(d)
ω[P ′(2−1x′ + k)−X ′(2−1p′ + ℓ)][Umn(k, ℓ)]∗
× Um′n′(x′ + k, p′ + ℓ) (5.19)
The extended Wigner and extended Weyl functions could be expressed in
terms of these functions as
We(Aˆ;x, p,X, P ) =
∑
mnm′n′
[Aˆ(X ;n,m)]∗Aˆ(X ;n′,m′)
× Umnm′n′(x, p,X, P )
W˜e(Aˆ;x
′, p′, X ′, P ′) =
∑
mnm′n′
[Aˆ(X ;n,m)]∗Aˆ(X ;n′,m′)
× U˜mnm′n′(x′, p′, X ′, P ′) (5.20)
where Aˆ(X ;n,m) are the matrix elements of the operator Aˆ.
5.3.1 The marginal properties
In this subsection we are going to study some properties of the extended
Wigner and extended Weyl functions defined in Eq.(5.13,5.14). The system
considered here is d-dimensional where d is odd. We can prove the following
marginal properties of the extended Wigner function [71] where we perform
the summation over the variables using Eq.(3.3)
d−2
∑
XP
We(Aˆ;x, p,X, P ) = |WA(x, p)|2
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d−2
∑
xp
We(Aˆ;x, p,X, P ) = |W˜A(X,P )|2
d−3
∑
xpXP
We(Aˆ;x, p,X, P ) = Tr(AˆAˆ
†) (5.21)
We used Eq.(3.49) to prove the last of Eqs.(5.21). Similarly, we can prove
the following marginal properties of the extended Weyl function
d−2
∑
X′P ′
W˜e(Aˆ;x
′, p′, X ′, P ′) = [WA(−2−1x′,−2−1p′)]∗WA(2−1x′, 2−1p′)
d−2
∑
x′p′
W˜e(Aˆ;x
′, p′, X ′, P ′) = [W˜A(−2−1X ′,−2−1P ′)]∗W˜A(2−1X ′, 2−1P ′)
d−2
∑
x′p′X′P ′
W˜e(Aˆ;x
′, p′, X ′, P ′) = We(Aˆ; 0, 0, 0, 0) (5.22)
Since the dimension of the system is odd, then 2−1 ∈ Z(d). The summation
over 2−1x′ covers all the values in Z(d). So, in order to prove the last equation
of Eqs.(5.22) we change the variables x′ = −2k, p′ = −2ℓ and perform the
summation over k, ℓ.
There is another set of marginal properties which include the squares of the
extended Wigner function. If we multiply Eq.(5.13) by its complex conjugate
and perform the summation using Eq.(3.3)we can show that
d−2
∑
XP
[We(Aˆ;x, p,X, P )]
2 =
∑
k,ℓ
|[WA(k, ℓ)]∗WA(2x− k, 2p− ℓ)|2
d−2
∑
xp
[We(Aˆ;x, p,X, P )]
2 =
∑
k,ℓ
|[W˜A(k, ℓ)]∗W˜A(2X − k, 2P − ℓ)|2
d−3
∑
xpXP
[We(Aˆ;x, p,X, P )]
2 = Tr[(AˆAˆ†)]2 (5.23)
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The last of the above equations is proved using Eq.(3.49). Similarly for the
extended Weyl function we prove the following properties including its square
value
d−2
∑
X′P ′
|W˜e(Aˆ;x′, p′, X ′, P ′)|2 =
∑
k,ℓ
|[WA(k, ℓ)]∗WA(x′ + k, p′ + ℓ)|2
d−2
∑
x′p′
|W˜e(Aˆ;x′, p′, X ′, P ′)|2 =
∑
k,ℓ
|[W˜A(k, ℓ)]∗W˜A(X ′ + k, P ′ + ℓ)|2
d−3
∑
x′p′X′P ′
|W˜e(Aˆ;x′, p′, X ′, P ′)|2 = Tr[(AˆAˆ†)]2 (5.24)
5.4 Fourth order interference
In this section we are going to study the fourth order interference showed by
the extended Wigner and extended Weyl functions. We consider the pure and
mixed states ρˆ, ρˆmix defined in Eqs.(5.5,5.3). By inserting the Wigner func-
tion Wρmix(x, p) from Eq.(5.6) into Eq.(5.13) the extended Wigner function
for the mixed state of Eq.(5.3) can be written as
We(ρˆmix;x, p,X, P ) = |κ|2We(ρˆ1;x, p,X, P ) + |λ|2We(ρˆ2;x, p,X, P )
+ W (ρˆmix;x, p,X, P )
W (ρˆmix;x, p,X, P ) = 2|κ|2|λ|2 Re[We(ρˆ1, ρˆ2;x, p,X, P )] (5.25)
The W (ρˆmix;x, p,X, P ) term in the above equation gives the fourth order
interference.
If we insert the Wigner function for the pure state Wρ(x, p) from Eq.(5.7)
into Eq.(5.13), we could write the extended Wigner function for the pure
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state of Eq.(5.5) as
We(ρˆ;x, p,X, P ) = |κ|2We(ρˆ1;x, p,X, P ) + |λ|2We(ρˆ2;x, p,X, P )
+ V (ρˆ;x, p,X, P )
V (ρˆ;x, p,X, P ) = W (ρˆmix;x, p,X, P ) +We(σˆ;x, p,X, P )
+ 2|κ|2Re[We(ρˆ1, σˆ;x, p,X, P )]
+ 2|λ|2Re[We(ρˆ2, σˆ;x, p,X, P )] (5.26)
The V (ρˆ;x, p,X, P ) term in this equation gives the fourth order interference
in pure state. This term is equal to the term W (ρˆmix;x, p,X, P ) for the
mixed state plus some extra terms.
We can also write down the extended Weyl function for the pure and mixed
states of Eqs.(5.3,5.5). For the mixed state, the extended Weyl function is
written as
W˜e(ρˆmix;x
′, p′, X ′, P ′) = |κ|2W˜e(ρˆ1;x′, p′, X ′, P ′) + |λ|2W˜e(ρˆ2;x′, p′, X ′, P ′)
+ W˜ (ρˆmix;x
′, p′, X ′, P ′)
W˜ (ρˆmix;x
′, p′, X ′, P ′) = |κ|2|λ|2[W˜e(ρˆ1, ρˆ2;x, p,X, P )
+ W˜e(ρˆ2, ρˆ1;x, p,X, P )] (5.27)
For the pure state the extended Weyl function is
W˜e(ρˆ;x
′, p′, X ′, P ′) = |κ|2W˜e(ρˆ1;x′, p′, X ′, P ′) + |λ|2W˜e(ρˆ2;x′, p′, X ′, P ′)
+ V˜ (ρˆ;x′, p′, X ′, P ′)
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V˜ (ρˆ;x′, p′, X ′, P ′) = W˜ (ρˆmix;x
′, p′, X ′, P ′) + W˜e(σˆ;x
′, p′, X ′, P ′)
+ |κ|2[W˜e(ρˆ1, σˆ;x′, p′, X ′, P ′)
+ W˜e(σˆ, ρˆ1;x
′, p′, X ′, P ′)]
+ |λ|2[W˜e(ρˆ2, σˆ;x′, p′, X ′, P ′)
+ W˜e(σˆ, ρˆ2;x
′, p′, X ′, P ′)] (5.28)
5.4.1 Examples
We consider the examples studied in subsection (5.2.1). The extendedWigner
function and the extended weyl functions are calculated and plotted for both
cases of pure and mixed states. The extended Wigner function We(x, p, 0, 0)
and We(0, 0, X, P ) for the pure state of Eq.(5.11) are plotted in figs.(5.7,5.8)
correspondingly. For the mixed state of Eq.(5.9), the extended Wigner func-
tion We(x, p, 0, 0) and We(0, 0, X, P ) are plotted in figs.(5.11,5.12). Com-
paring figs.(5.7,5.11) shows the fourth order interference in both the pure
and the mixed states. The interference patterns are located at p = 6 in
both figures. We also plot the extended Weyl function W˜e(x
′, p′, 0, 0) and
W˜e(0, 0, X
′, P ′) for the pure state of Eq.(5.11) in figs.(5.9,5.10) and for the
mixed state of Eq.(5.9) in figs.(5.13,5.14). The interference patterns are
shown in figs(5.9,5.13) at p = 1, p = 12. We also present the extended
Wigner function We(x, p, 0, 0) and We(0, 0, X, P ) for the Legendre state of
Eq.(3.9) in figs.(5.15,5.16) and the extended Weyl function W˜e(x
′, p′, 0, 0) and
W˜e(0, 0, X
′, P ′) for the Legendre state in figs.(5.17,5.18).
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Figure 5.7: The extended Wigner function We(x, p, 0, 0) for the pure density
matrix ρˆ of Eq.(5.11)
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Figure 5.8: The extended Wigner functionWe(0, 0, X, P ) for the pure density
matrix ρˆ of Eq.(5.11)
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Figure 5.9: The absolute value of the extended Weyl function W˜e(x
′, p′, 0, 0)
for the pure density matrix ρˆ of Eq.(5.11)
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Figure 5.10: The absolute value of the extended Weyl function
W˜e(0, 0, X
′, P ′) for the pure density matrix ρˆ of Eq.(5.11)
CHAPTER 5. EXTENDED PHASE SPACE IN FINITE SYSTEMS 107
0
2
4
6
8
10
12
0 2
4 6
8 10
12
0
2
4
6
8
p
x
W
e
(x,p,0,0)
Figure 5.11: The extended Wigner function We(x, p, 0, 0) for the mixed den-
sity matrix ρˆmix of Eq.(5.9)
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Figure 5.12: The extended Wigner function We(0, 0, X, P ) for the mixed
density matrix ρˆmix of Eq.(5.9)
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Figure 5.13: The absolute value of the extended Weyl function W˜e(x
′, p′, 0, 0)
for the mixed density matrix ρˆmix of Eq.(5.9)
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Figure 5.14: The absolute value of the extended Weyl function
W˜e(0, 0, X
′, P ′) for the mixed density matrix ρˆmix of Eq.(5.9)
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Figure 5.15: The extended Wigner function We(x, p, 0, 0) for the Legendre
state of Eq.(3.9)
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Figure 5.16: The extended Wigner function We(0, 0, X, P ) for the Legendre
state of Eq.(3.9)
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Figure 5.17: The absolute value of the extended Weyl function W˜e(x
′, p′, 0, 0)
for the Legendre state of Eq.(3.9)
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Figure 5.18: The absolute value of the extended Weyl function
W˜e(0, 0, X
′, P ′) for the Legendre state of Eq.(3.9)
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5.5 Extended Wigner tomography
It is shown that for a Galois quantum system with dimension p, the Radon
transform [68] of the Wigner function is given by [15]
1
d
∑
κ,λ∈Z(p)
WA(κ, λ)δ(aκ− bλ,m) = 〈P ′;m|Aˆ|P ′;m〉
1
d
∑
κ,λ∈Z(p)
WA(κ, λ)δ(−cκ+ dλ, n) = 〈X ′;n|Aˆ|X ′;n〉 (5.29)
Where a, b, c, d are defined in Eq.(3.29) and the ’prime states’ are defined in
Eq.(3.31).
This implies that the summation of the Wigner function of operator Aˆ on a
line gives the matrix elements of that operator with appropriate states. If
the operator Aˆ is a density operator then this gives the probabilities which
are measurable quantities. By taking the Fourier transform of Eq.(5.29) and
using Eq.(3.44) we show that
W˜A(b n, a n) =
∑
m
〈P ′;m|Aˆ|P ′;m〉ω(−mn)
W˜A(d m, c m) =
∑
n
〈X ′;n|Aˆ|X ′;n〉ω(mn) (5.30)
This is the inverse Radon transform which gives the Weyl function. The
Wigner function is then obtained using Eq.(3.44). We could take the opera-
tor Aˆ to be a density matrix with measurable matrix elements (probabilities)
and use Eqs.(5.29,5.30) to find out the Wigner function from these measur-
able quantities.
Furthermore, we can use Eqs.(5.13,5.14) also to construct the extendedWigner
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and extended Weyl functions from the measurable probabilities provided by
the corresponding density operator by inserting the ’measured’ Wigner func-
tion in these equations.
5.6 summary
In this chapter, we have introduced the extended phase space for finite
quantum systems, x − p − X − P position-momentum-position increment-
momentum increment. The values of x− p−X − P are integers modulo d,
the dimension of the system. We have defined the extended Wigner function
in Eq.(5.13) and the extended Weyl function in Eq.(5.14). These two func-
tions are related through a four-dimensional Fourier transform, Eq.(5.15).
We have also proved the marginal properties for the extended Wigner func-
tion in Eqs.(5.21,5.23) and the marginal properties for the extended Weyl
function in Eqs.(5.22,5.24).
The extended phase space reveals more properties of the states and shows
some characteristics that the ordinary phase space do not show directly. For
example, we can use the extended phase methods to study fourth order cor-
relations and fourth order interference. In this work, we studied the fourth
order interference shown by the extended Wigner and extended Weyl func-
tions.
In the examples studied we compared the results of the second order inter-
ference shown by the Wigner and Weyl functions in figs.(5.1-5.6) with the
fourth order interference shown by the extended Wigner and extended Weyl
functions in figs.(5.7-5.18). It is proved in Eqs.(5.25,5.27) that for the case of
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the mixed state ρˆmix the extended Wigner and extended Weyl functions have
fourth order interference terms which are shown clearly in figs.(5.11,5.13). In
Eqs.(5.26,5.28) we have shown that the extended Wigner and extended Weyl
functions for the pure state ρˆ have fourth order interference as expected due
to the superposition. The two extended functions, however, have more inter-
ference terms in this case. This result is shown in figs.(5.7,5.9). We have also
studied the Legendre state defined in Eq.(3.9) and plotted the corresponding
extended Wigner and extended Weyl functions in figs.(5.15-5.18).
Chapter 6
Conclusion
In this work we studied some phase space methods for quantum systems with
finite Hilbert space. There has been an extensive work on the phase space
methods for finite systems in the recent publications. The unitary operators
such as displacement operators and symplectic transformations are well de-
fined. Wigner and Weyl functions are studied widely in the finite systems.
In this work, we have studied the symplectic transformations in multi-partite
finite quantum systems and introduce a simple method to construct the ma-
trix elements of the symplectic transformations. We have also introduced the
extended phase space for finite quantum systems and study the Wigner and
Weyl functions in this extended phase space.
The method introduced to calculate the symplectic transformation matrix
is very simple compared to the method used in [58] and it can be used
for any number of subsystems. It is based on the projectors to the eigen
spaces of the displacement operators Zˆi. The very useful commutation rela-
tion [Zˆi, Zˆj] = 0 leads to the commutativity in the corresponding projectors
118
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[πi(m), πj(n)] = 0. The common projector is therefore defined as in Eq.(4.8)
which gives the common eigenvector for all Zˆi. The phase is modified accord-
ing to Eq.(4.10). The matrix elements of the symplectic operator is given by
Eq.(4.11).
This method is explained in chapter 4 and used to calculate the symplectic
transformations S(4,Z(p)) for the bi-partite systems and S(6,Z(p)) for tri-
partite systems. Various quantities are used to quantify the correlations and
entanglement between the subsystems before and after the transformations.
It is seen that the symplectic transformations generate entanglement in the
initially seperable systems. The powerful property of the symplectic transfor-
mations in preserving Eq.(4.1) make them of special important. Therefore,
although all global unitary transformations may cause entanglement in the
systems, the symplectic transformations remain of special interest.
The extended phase space x, p,X, P in d-dimensional quantum systems has
been introduced , where x, p,X, P ∈ Z(d) (integers modulo d). We have de-
fined the extendedWigner function and extendedWeyl function in Eqs.(5.13,5.14)
and studied their properties in Eqs.(5.21-5.24). These functions show fourth
order interference. In the examples discussed, the extended Wigner and ex-
tendedWeyl functions show fourth order interference as proposed by Eqs.(5.25-
5.28) and shown in Figs.(5.7-5.14). In this work, we have also defined the
Legendre state in Eq.(3.9) which is based on the Legendre symbol and shown
that it is an eigenvector of the Fourier operator. We have plotted the Wigner
and weyl functions of this state in Figs.(5.5,5.6) and the extended Wigner
and extended Weyl functions in Figs.(5.14-5.18). The negative values of the
Wigner function for the Legendre state shows that this state is actually a
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superposition of eigenvectors of the Fourier operator.
The extended phase methods are used to describe more properties of the
state that cannot be described using the ordinary phase space. It shows the
ability to describe fourth order correlations. The Wigner and Weyl functions
defined in this extended phase space show fourth order interference.
6.1 Further Work
This work of extended phase space methods may be extended to study how
to use the quantum tmography in measuring higher order Wigner functions
and how to apply these methods in studying higher order correlations. As
we extend the phase-space, more physical properties of the quantum system
could be revealed.
The relation between the number theory and quantum theory in the context
of finite Hilbert space can be studied further and applied for coding and
quantum cryptography.
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