We show how to perform universal adiabatic quantum computation using a Hamiltonian which describes a set of particles with local interactions on a two-dimensional grid. A single parameter in the Hamiltonian is adiabatically changed as a function of time to simulate the quantum circuit. We bound the eigenvalue gap above the unique groundstate by mapping our model onto the ferromagnetic XXZ chain with kink boundary conditions; the gap of this spin chain was computed exactly by Koma and Nachtergaele using its q-deformed version of SU(2) symmetry. We also discuss a related time-independent Hamiltonian which was shown by Janzing to be capable of universal computation. We observe that in the limit of large system size, the time evolution is equivalent to the exactly solvable quantum walk on Young's lattice. [3, 4] . Although the class of universal Hamiltonians originally considered (nearest neighbor interactions between six dimensional particles in two dimensions) is not practically viable, perturbation gadget techniques [5, 6] were later used to massage it into simpler forms [7, 8] . However, these techniques have the disadvantage of requiring impractically high variability in the coupling strengths which appear in the Hamiltonian (see, e.g., the analysis in [9] ). Given this state of affairs, it is of interest to consider how to construct a universal adiabatic quantum computer with a simple Hamiltonian without using perturbative gadgets.
We show how to perform universal adiabatic quantum computation using a Hamiltonian which describes a set of particles with local interactions on a two-dimensional grid. A single parameter in the Hamiltonian is adiabatically changed as a function of time to simulate the quantum circuit. We bound the eigenvalue gap above the unique groundstate by mapping our model onto the ferromagnetic XXZ chain with kink boundary conditions; the gap of this spin chain was computed exactly by Koma and Nachtergaele using its q-deformed version of SU(2) symmetry. We also discuss a related time-independent Hamiltonian which was shown by Janzing to be capable of universal computation. We observe that in the limit of large system size, the time evolution is equivalent to the exactly solvable quantum walk on Young's lattice. Adiabatic quantum computation [1] is a computational model where the groundstate of a simple Hamiltonian is converted into the groundstate of a more complicated Hamiltonian using adiabatic evolution with a slowly changing Hamiltonian. This model was shown to be equivalent to the standard quantum circuit model [2] through the use of the Feynman-Kitaev circuit-toHamiltonian construction [3, 4] . Although the class of universal Hamiltonians originally considered (nearest neighbor interactions between six dimensional particles in two dimensions) is not practically viable, perturbation gadget techniques [5, 6] were later used to massage it into simpler forms [7, 8] . However, these techniques have the disadvantage of requiring impractically high variability in the coupling strengths which appear in the Hamiltonian (see, e.g., the analysis in [9] ). Given this state of affairs, it is of interest to consider how to construct a universal adiabatic quantum computer with a simple Hamiltonian without using perturbative gadgets.
An alternative type of circuit-to-Hamiltonian mapping which is conceptually distinct from the Feynman-Kitaev construction has been used by some authors [10] [11] [12] [13] [14] [15] [16] . In these works a quantum circuit is mapped to a Hamiltonian which acts on a Hilbert space with computational and "local" clock degrees of freedom associated with every qubit in the circuit. This idea was first explored by Margolus in 1989 [10] , just four years after Feynman's celebrated paper on Hamiltonian computation [3] . Margolus showed how to simulate a one-dimensional cellular automaton by Schrödinger time evolution with a time-independent Hamiltonian. More recently, Janzing [11] presented a scheme for universal computation with a time-independent Hamiltonian. In reference [14] it was claimed that an approach along these lines can be used to perform universal adiabatic quantum computation; unfortunately, the analysis presented by Mizel et al. does not establish the claimed results. The local clock idea was developed further in the recent "space-time circuitto-Hamiltonian construction" and was used to prove that approximating the ground energy of a certain class of interacting particle systems is QMA-complete [16] .
Our main result is a new method which achieves efficient universal adiabatic quantum computation using the space-time circuit-to-Hamiltonian construction. The Hamiltonian we use describes a simple system of interacting particles which live on the edges of a two dimensional grid. To prove that the resulting algorithm is efficient we use a mapping from our Hamiltonian to the ferromagnetic XXZ model with kink boundary conditions [17] . Our work can be viewed as a carefully tuned adaptation of the proposal from reference [11] to the quantum adiabatic setting. In the final part of this work we turn our attention to Janzing's proposal for computation with a time-independent Hamiltonian and we present a new analysis based on the quantum walk on Young's lattice.
Universal adiabatic quantum computation We consider the universal circuit family used in reference [11] and depicted in Fig. 1(a) , i.e., 2n-qubit circuits which can be schematically drawn as a rotated n × n grid (shown in Fig. 1(b) ) where each plaquette p on the grid corresponds to a two-qubit gate U p . For technical reasons we further restrict the circuit so that many of the gates are fixed to be the identity; in particular, we set k = √ n 16 and select the rotated k × k subgrid with its left corner in the center of the original lattice as the "interaction region"; see Fig. 1(c) . In this interaction region the gates U p are unrestricted, elsewhere they are identity gates.
We map such a circuit to a Hamiltonian H(λ) which depends on a single parameter λ ∈ [0, 1]. We will demonstrate that (a) H(λ) has a unique groundstate for all λ ∈ [0, 1], (b) the groundstate of H(0) can be efficiently prepared, (c) The output of the quantum circuit is obtained with sufficiently high probability by performing a simple measurement in the groundstate of H(1), and (d) the eigenvalue gap above the ground energy of H(λ) is lower bounded as 1 poly(n) for all λ ∈ [0, 1]. These properties allow us to efficiently simulate the given quantum circuit using the quantum adiabatic algorithm with interpolating Hamiltonian H(λ).
We consider a multi-particle Fock space where the particles live on the edges of the rotated n × n grid, and each particle has a two dimensional internal degree of freedom that encodes a qubit. For an edge with midpoint that intersects horizontal and vertical coordinates (t, w) (as shown in Fig. 1(b) , these are unrotated coordinates) we define an operator a t,x [w] which annihilates a particle on that edge with internal state x ∈ {0, 1}, and a number operator n t,
which counts the number of particles in this state. H(λ) is defined using these operators and, as we will see, it conserves the total number of particles on each horizontal line w. We restrict our attention to the sector where there is exactly one particle for each w ∈ {1, . . . , 2n}; for the rest of this paper we work in this finite-dimensional Hilbert space. The coordinate t can be viewed as a local time variable (local, since different particles may be located on edges with different values of t). For our purposes it is irrelevant whether the particles are fermions, bosons or distinguishable particles, since each particle never strays from its horizontal line of edges.
For a gate U p with plaquette p bordered by edges (t, w), (t + 1, w), (t, w + 1), (t + 1, w + 1), we define
which allows nearest-neighbor particles to hop together. When the particles are both located before (or after) the plaquette, H p prop can map them onto being both located after (or before) it, while their internal qubit degrees of freedom are changed according to U p (or U † p ). For each λ ∈ [0, 1] we define a positive semidefinite operator
is built out of these gate operators as well as an operator H string which ensures that the time variables for different particles remain synchronized. Consider a state where the 2n occupied edges of the grid form a connected string with endpoints at the top and bottom (e.g., the red string in Fig. 1(b) ). Such a string can be represented by 2n bits z = z 1 z 2 . . . ...z 2n , where 0 = / represents an edge going down and to the left and 1 = \ is an edge going down and to the right, with total Hamming weight wt(z) = n. The subspace of the Hilbert space with this property can be identified [26] with the space
A quantum circuit of the form shown in (a) (each gray square is a two qubit gate) is mapped to a Hamiltonian which describes a system of interacting particles that live on the edges of the rotated grid shown in (b). In the groundstate, the edges occupied by particles form a connected string, as illustrated by the red line. (c) Many of the gates are fixed to be the identity; the gates which are unrestricted correspond to plaquettes within a k × k subgrid, the "interaction region", with left corner in the center of the grid.
where z describes the string and x represents the 2n-qubit state encoded in the internal degrees of freedom. It is clear that S string is an invariant subspace for each of the gate operators H p gate (λ)-acting with these operators on a state in S string can move the string forward (or backward) and modify the internal state of the particles, but the string remains connected and fixed at the bottom and top of the grid. H(λ) will contain a term H string which penalizes particle configurations which do not correspond to connected strings; this will ensure that the groundstate of H(λ) is in S string . We define H string = v H v string as a sum of terms for each vertex in the grid, where, if vertex v has four incident edges labeled (t, w), (t + 1, w), (t, w + 1), (t + 1, w + 1), we let
For vertices at the boundaries of the grid which have degree < 4, this definition is modified so that it only includes operators for the edges which are present. Note that H string ≥ 0 in the Hilbert space we are working in (the space with exactly one particle per horizontal line), and its nullspace is equal to S string . More generally, a particle configuration corresponding to a set of occupied edges which form L string segments which are disconnected from one another has energy 2L − 2, the number of "loose ends". In particular, the smallest nonzero eigenvalue of H string is 2.
We are now ready to define the Hamiltonian H(λ). For λ ∈ [0, 1] we let
where H init = n n+1 [w = 1] + n n+1 [w = 2n] is chosen so that in the groundstate of H(0) all particles are lo-cated at the left boundary of the grid, and H input = 2n w=1 t≤n n t,1 [w] ensures that the internal state of each particle is correctly initialized to |0 when the particle is on the left-hand side of the grid. We now investigate the groundspace of H(λ).
To begin, observe that H string commutes with each of the plaquette operators H p prop [27] and also with each of the number operators n t,z [w]. Thus [H string , H(λ)] = 0. As noted above, the ground energy of H string is zero and its first excited energy is 2. In the following we show that the smallest eigenvalue of H(λ) within the space S string is √ 1 − λ 2 . Since √ 1 − λ 2 < 2 this establishes that the corresponding eigenvector of H(λ) is the groundstate.
First consider H(0). Since p H p gate (0) has minimal energy when the string is either 1 n 0 n or z init = 0 n 1 n , and since H init penalizes configurations where the first edge of the string is \ or the last edge is /, we see that the groundspace of H circuit (0) + H string (with eigenvalue 1) is spanned by states |x |z init . The term H input penalizes all of these states except |0
2n |z init which is the unique groundstate of H(0), with ground energy 1. Note that our adiabatic quantum computation can be efficiently initialized since this state is easy to prepare.
To understand the groundspace of H(λ) when λ > 0, it will be convenient to work with a different basis for the space S string which builds in the details of the quantum circuit. For any configuration of the string z ∈ {0, 1} 2n with wt(z) = n, let V (z) be the unitary equal to the product of all the two-qubit gates associated with plaquettes which lie to the left of the string. In other words V (z) is the total unitary of the partially completed circuit with boundary described by z. Define basis vectors
which span S string . The action of H circuit (λ) in this basis has a nice form: it acts nontrivially only on the string degree of freedom; the two-qubit gates which make up the circuit are "rotated away". Moreover, its action on the string register is equivalent (up to a term proportional to the identity and a multiplicative constant) to the ferromagnetic XXZ chain with kink boundary conditions
where [17] (writing X, Y, Z for the Pauli operators)
where 0 ≤ q(λ) ≤ 1 and the q-deformed singlet equals
(|10 − q|01 ). This spin chain can be viewed as a q-analogue of the ferromagnetic Heisenberg chain; it has a remarkable SU q (2) quantum group symmetry which is a deformation of the SU(2) symmetry of the Heisenberg ferromagnet. Its spectral gap, groundspace [17] and excitations are known [17, 18] . In the Supplementary Material we derive an expression for the zero energy groundstate of H XXZ (λ) in the sector with Hamming weight n. Using this expression and (4) we immediately obtain a spanning basis for the √ 1 − λ 2 energy groundspace of H string + H circuit (λ), given by (up to normalization)
where
is the area of the grid which lies to the right of the string (and z j is the jth bit of z). We see that when λ < 1 the associated probability distribution over strings favors the left-hand side of the grid; the most likely string is z init = 0 n 1 n (with A(z init ) = n 2 ), the least likely is 1 n 0 n (with A(z) = 0), etc. The term H input penalizes every state (6) except |Φ λ (0 2n ) , which is the unique groundstate of H(λ), with energy
The groundstate |Φ λ=1 (0 2n ) of the final Hamiltonian is a uniform superposition over basis vectors |0 2n , z V corresponding to all possible configurations of the string z. To obtain the output of the quantum circuit we measure the locations of the 2k particles which lie on horizontal lines that intersect the interaction region. If we find that all of these particles are located on edges to the right of the interaction region then their internal degrees of freedom give the output of the quantum circuit. Since the string is connected, this is guaranteed to occur as long as the nth particle (i.e., the particle on horizontal line w = n) is located on an edge which lies to the right of the interaction region. In the Supplementary Material we show that, with our choice k = √ n 16 , this occurs with probability lower bounded by a positive constant. Finally, we lower bound the eigenvalue gap of H(λ).
This Ω(n −3 ) bound establishes that the adiabatic quantum computation can be performed efficiently. The proof, given in the Supplementary Material, uses the known expression for the eigenvalue gap of H XXZ (λ) and a Lemma for bounding the smallest nonzero eigenvalue of an operator sum.
In an attempt to improve the success probability of a final measurement, one might consider modifying this scheme so that the groundstate of the final Hamiltonian is localized at the right side of the grid. This can be achieved by adding another segment to the adiabatic path: after reaching H(1), replace H init with H endit = n n [w = 1] + n n [w = 2n] and then reduce λ from 1 to 0. With this choice, every state in the groundspace of the final Hamiltonian has particle configuration corresponding to the string 1 n 0 n on the far right. However the groundspace is degenerate (since H input |x, 1 n 0 n V = 0 for all computational input states x). Although the errorfree Hamiltonian has a symmetry which prevents transitions between the groundstate corresponding to the correct input and the other wrong-input states, an imperfect realization could potentially derail the computation.
Universal computation with a time-independent Hamiltonian We now discuss a bare-bones version of the related scheme from [11] . The quantum circuit family is the same as before, except that now the interaction region is chosen to be the first K 2 gates in the circuit with K = n 4 , i.e., the K ×K subgrid at the far left side of the n×n grid. The circuit is simulated using Schrödinger time evolution with initial state |0 2n , z init V and time-independent Hamiltonian H prop = p H p prop . After evolving for time t, one measures the location of each particle and if one finds them all outside the interaction region then the internal degrees of freedom give the output of the circuit. Janzing's analysis of this scheme is based on an equivalence between H prop and the XY model, which can be diagonalized using a Jordan-Wigner transformation (a unitary mapping to a system of noninteracting fermions in one dimension). In the Supplementary Material we extend one of Janzing's Theorems to prove that the above scheme efficiently simulates a quantum circuit. Specifically we prove that, if the evolution time t is randomly (uniformly) chosen in the interval [0, T ] with T = cn 3 (for some constant c), the probability to measure all the particles outside the interaction region is at least
). Here we focus on the limit n → ∞ and directly analyze the time evolution in the given basis without using a Jordan-Wigner transformation. In this way we obtain a detailed picture of the dynamics of the string. To begin, note that a string is associated with a Young diagram (or, equivalently, an integer partition) obtained by rotating the portion of the grid which lies to the left of the string by 45 degrees. In the limit n → ∞, the set of string configurations is in one-to-one correspondence with the set of Young diagrams. In the basis (3), H prop acts nontrivially only on the string degree of freedom and it acts on this space as the adjacency matrix H Y of Young's lattice, shown in Fig. 2 . In this infinite graph two Young diagrams are connected by an edge if they differ by one box. The dynamics of our system is given by the quantum walk on Young's lattice starting from a very special initial state: the empty partition ∅. This quantum walk can be solved exactly [19] ; the solution is where (7).
We see that the quantum walk takes place in a tiny subspace of the full Hilbert space spanned by {|φ m : m ≥ 0}. The probability distribution over partitions σ as a function of time is given by p(σ, t) = (m!) m! , which is known to exhibit a limiting behaviour [21] . Imagine sampling a partition from ρ m , drawing it in the x-y plane and then rescaling both axes by
. As m → ∞, the resulting picture approaches a fixed shape with probability → 1 [20, 21] (we include a plot of this shape in the Supplementary Material). Roughly speaking, for large times we envision the string as a wavefront which moves with constant speed and with scaled shape described by this limit Theorem.
Finally, note that although it was convenient to consider the limit n → ∞, we expect this analysis to be approximately valid for finite n when t is small enough so that (7) is supported almost entirely on partitions contained in the left-hand side of the rotated n × n grid.
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nience and we use it throughout the paper. It is formally defined in the following straightforward way. The string z specifies a set of occupied edges; for each w = 1, . . . , 2n let (tw, w) be the occupied edge on the wth horizontal In this Section we present a derivation of equation (4) . In the basis (1) we have, for z = z,
Note that this expression is only nonzero when z differs from z in two consecutive bits 01 or 10, and when this happens the unitary V (z )V † (z) is always either U p or U † p for some plaquette p. Letting K(z) be the number of occurances of 01 or 10 in z (the number of "kinks" in the string) we have
Now let W = z : wt(z)=n V (z) ⊗ |z z| so that W |x |z = |x, z V . Using equations (8) and (9) we see that
Groundspace of HXXZ(λ)
In this Section we review the exact solution for the groundspace of H XXZ (λ) for 0 < λ ≤ 1. We'll use Bravyi's transfer matrix method for quantum 2-SAT [22] . Our goal is to show that there is a unique zero energy groundstate in the sector with Hamming weight n and to derive an expression for this state.
The q-deformed singlet is related to the standard singlet state by
where ∝ means proportional to and
q(λ) , we have (for each i)
where M i is a positive operator and we used the fact that A ⊗ A|Ψ 1 = (det A) |Ψ 1 for all invertible A. From this and equation (5) we see that the nullspace of QH XXZ (λ)Q is equal to the symmetric subspace (the nullspace of H XXZ (1)). In other words the zero energy groundspace of H XXZ (λ) is equal to the image of the symmetric subspace under the invertible mapping Q. In particular, the unique groundstate of H XXZ (λ) with Hamming weight n is (up to normalization) where f (z) = n j=1 jz j and z j is the jth bit of z. Finally, note that we obtain the same state (up to normalization) if we replace f (z) in the above equation by
which is the area of the rotated grid that lies to the right of the string.
Lower bound on the success probability for a measurement of the groundstate of H (1) Recall that we consider a k × k interaction region rotated and placed with its left corner at the centre of the grid as shown in Figure 1(a) , with k = √ n 16 . In this Section we consider the particle on the horizontal line labeled w = n. We prove that a measurement of the location of this particle in the groundstate |Φ 1 (0 2n ) of H(1) results in an edge which lies to the right of the interaction region with probability lower bounded by a constant independent of n. If this occurs then the whole string lies to the right of the interaction region and the internal degrees of freedom encode the output of the quantum circuit. In this way one obtains the 2k qubits in the output of the quantum circuit with constant probability.
The state |Φ 1 (0 2n ) corresponds to a uniform superposition over configurations of the string. We consider the marginal probability distribution for the edge of the string which lies on the line w = n (since the wth edge of the string gives the location of the wth particle).
It will be convenient to use the rotated coordinate system shown in Fig. 3 . Each vertex of the grid is labeled (i, j) with i, j ∈ {0, . . . , n} and each edge is labeled by a tuple (i, j, x) where (i, j) is the location of its "upper vertex" (the one closer to the top of the Figure) and x ∈ {0, 1} indicates whether the edge goes left or right out of this vertex. Here x = 0 corresponds to an edge going left / while x = 1 is an edge going right \. The edges where the wth particle (with w ∈ {1, . . . , 2n}) may be located are those edges with i + j = w − 1. For example, when w ≤ n these are
Since the distribution over strings is uniform it is simple to compute the probability p (i,j,x) that the string contains a given edge (i, j, x)
To see this, note that i + j j is the number of string segments which connect from the top of the grid to the upper vertex of edge (i, j, x) and
is the number of string segments which connect from the bottom of the grid to the lower vertex of edge (i, j, x). If we fix w = i+j +1 and let j and x vary in equation (12) then we get the marginal probability distribution for the location of particle w. The nth horizontal line intersects the interaction region at 2k = 1 8 √ n edges. The total probability for the nth particle to be anywhere in the right-hand side of the grid is equal to 1 2 . Thus, to prove that this particle has constant probability to be found to the right of the interaction region, it is sufficient to prove a uniform bound
for some constant c < 4 for all edges (i, j, x) with i + j + 1 = n. We now take n > 1 and prove such a bound with c = 2 √ 2. We'll use the fact that
(equation (2.15) in reference [23] ). Suppose that n is even. Then, for i + j + 1 = n we get
If n is odd we use almost the same series of inequalities to get
where in the last line we used the fact that n ≥ 2 implies n − 1 ≥ n 2 . This completes the proof.
Proof of Theorem 1
The following lemma was used implicitly in reference [12] ; here we quote a version of this lemma from [15] (proven in Section E.2 of that paper).
If M is positive semidefinite, write γ(M ) for its smallest nonzero eigenvalue and let H| S be the restriction of an operator H to a subspace S.
Lemma 1 (Nullspace Projection Lemma [12] ; this version quoted from [15] ). Let H A , H B ≥ 0. Suppose the nullspace S A of H A is nonempty and
We'll also use the following Theorem, proven in reference [17] .
Theorem 2 ([17]
). The smallest nonzero eigenvalue of the 2n-qubit XXZ chain with kink boundary conditions (5) is
).
Proof of Theorem 1
We first recall some facts established in the main text of the paper. We work in the Hilbert space with exactly one particle per horizontal line w ∈ {1, . . . , 2n}. Restricted to this space, H string has ground energy 0 and smallest nonzero eigenvalue γ(H string ) = 2. Furthermore, [H string , H(λ)] = [H string , H circuit (λ)] = 0, and the unique groundstate of H(λ) has energy √ 1 − λ 2 and lies in the nullspace S string of H string . Now letH(λ) = H(λ) − √ 1 − λ 2 I ≥ 0, and writē
as a sum of two positive semidefinite terms
We use the Nullspace Projection Lemma to bound the smallest nonzero eigenvalue ofH(λ). To do so, we'll need bounds on γ(H A ), γ(H B | S A ) and H B , where S A is the nullspace of H A .
First consider γ(H A ). Since [H string , H circuit (λ)] = 0, H circuit (λ) ≥ 0 and γ(H string ) = 2 we see that any eigenvector of H A which is orthogonal to S string has eigenvalue at least 2
whichever is smaller. By equation (4) and Theorem 2 we get
where W n = span{|z : z ∈ {0, 1} 2n , wt(z) = n} is the Hamming weight n subspace. To see why the third inequality holds, note that H XXZ (λ) conserves Hamming weight so its smallest nonzero eigenvalue in the sector with Hamming weight n is at least the smallest nonzero eigenvalue in the full Hilbert space. Putting all of this together we get
Next we bound γ(H B | S A ). The nullspace of H A is spanned by the states |Φ λ (x) with x ∈ {0, 1} 2n which are defined in equation (6) for 0 < λ ≤ 1. For λ = 0 we set |Φ 0 (x) = |x, z init V . In this basis H B | S A is diagonal, with matrix elements
where p w (λ) is the probability of finding particle w on the left half of the grid in the state |Φ λ (x) (note this probability does not depend on x). When λ = 1 we have p w (1) = 1 2 since |Φ 1 (x) is a uniform superposition over the states |x, z V where z runs over all configurations of the string. Moreover, as can be seen from equation (6), when 0 < λ < 1 the probability of a string is proportional to
where A(z) is the area of the rotated grid which lies to the right of the string z. Since this is an increasing function of A(z), one might intuitively expect that the probability for a given particle to be found on the left-hand side of the grid does not decrease below 
Proof. When λ = 0 the string z init has probability 1 and the result clearly holds; we therefore consider 0 < λ ≤ 1.
To prove the Lemma, it is sufficient to show that the total probability that the string passes through some edge e = (t, w) on the left hand side (i.e., with t ≤ n) is greater than or equal to the total probability that the string passes through the mirror image edge e = (2n + 1 − t, w) on the right-hand side, obtained by reflecting about the vertical line L which passes through the centre of the grid.
Let ∆ c be the set of all strings which pass through a given edge c. To prove the result, we define a bijection which maps each string z ∈ ∆ e to z ∈ ∆ e such that the probability of z is at least that of z . The bijection we use is illustrated in Fig. 4 . For each z ∈ ∆ e , consider the vertices on the string which are located on the vertical line L (the first and last vertex of the string are always on L, and in general there may be more). In particular, consider the two vertices v 1 , v 2 ∈ L on the string immediately before and after the string visits the edge e (these vertices are indicated in black in the Figure) . Let z be the string obtained from z by reflecting the segment of z between v 1 , v 2 about the line L. The mapping z → z is clearly a bijection. Furthermore, the string z passes through the edge e and satisfies A(z ) ≤ A(z). Hence the probabilty of z is greater than that of z , for all 0 < λ ≤ 1 .
Using equation (16) and Lemma 2 we arrive at the lower bound
. Finally since our Hilbert space contains 2n particles in total we have
Now plugging the bounds (15), (17), and (18) into the Nullspace Projection Lemma we get
Torus geometry
In [16] the space-time construction was analyzed for a torus (with periodic boundary conditions in space and time) instead of a rotated n × n grid. In this geometry, the string around the torus is not held fixed at boundary points but can freely move. Here we discuss the Hamiltonian H prop = p H p prop in this geometry and we show how its action on the string degree of freedom is equivalent to a lattice model of a persistent current ring.
In the torus geometry, the state-space has basis vectors |x |τ |z where x is the internal 2n qubit state, τ ∈ Z D is a boundary point and z ∈ {0, 1} 2n describes a string which forms a closed loop. The Hamiltonian H prop conserves wt(z) and, if n is sufficiently large then there exist closed loops with wt(z) = n and nonzero winding number. It is only possible to have nonzero winding number when 2n > D. For computational purposes we are interested in the sector with wt(z) = n and winding number 0, which we now specialize to. It was shown in [16] that the gates can be rotated away and the action of H prop on the string degree of freedom is unitarily equivalent to
The Hamiltonian is block diagonal in a basis where the boundary variable τ is in a plane-wave state, i.e.,
For even n, H ∂ XY (k) is unitarily equivalent (via a Jordan-Wigner transformation to fermion operators Z 1 ⊗ Z 2 . . . ⊗ Z w−1 ⊗ σ − w → a w and a phaseshift a w → e −2πikw/(2nD) a w ) to a well-known lattice model of a 'persistent current ring'
with k-dependent magnetic flux-variable φ(k) = k D going through the ring and periodic boundary conditions a 2n+1 = a 1 . Note that if one considers using the torus geometry to simulate a quantum circuit, one cannot initialize the computation in a state where the boundary register is |ψ k (which is delocalized over the whole lattice). It might however be interesting to consider whether such a simulation is possible using Schrödinger time evolution where the initial state of the boundary register is a wavepacket.
Efficiency of the scheme for universal quantum computation with a time-independent Hamiltonian
Here we extend Janzing's analysis of the scheme for universal computation with a time-independent Hamiltonian. Janzing proves two relevant Theorems [11] ; however, neither provides a polynomial bound on the total resource requirements. The statement of his first Theorem (labeled Theorem 2 in his paper) includes a condition n K, and the precise meaning of this condition is not clear. The second Theorem (Theorem 3) concerns finite system size but proves a limiting result for T → ∞ and it is not immediately clear whether T = poly(n) suffices. Our goal in this section is to prove that the scheme is efficient.
Recall that the setup is as follows. We choose the interaction region as a subgrid with side length K = n/4, positioned in the left corner of the rotated n × n grid, and we consider the time evolved state
prop , and with time t uniformly chosen in an interval [0, T ] where T = Θ(n 3 ). After the evolution one measures the location of each of the particles. If each of the particles is found to the right of the interaction region then their internal degrees of freedom give the output of the computation. The following result is a finite T variant of Theorem 3 in [11] and provides an Ω(1) lower bound on the probability of finding the whole string outside the interaction region. This establishes that this scheme can be used to efficiently simulate a universal quantum computer. The proof modifies Janzing's Theorem 3 [11] following a strategy from reference [24] . Theorem 3. Let K = n 4 and let the interaction region be the K × K subgrid positioned in the left corner of the rotated n × n grid. There exists a positive constant c such that the following holds. Choose t ∈ [0, T ] uniformly at random, with T = cn 3 . Then the probability of measuring each of the particles outside the interaction region in the state |χ t is at least Proof. We use the fact that the action of H prop in the subspace S string is equivalent to the XY model V x , z |H prop |x, z V = δ x ,x z |H XY |z (20)
Using this equivalence we see that the string register of the state |χ t is described by |ψ t = e −iHXYt |z init .
H XY conserves Hamming weight and this state lives in the sector with Hamming weight n. The approach in [11] is to relate the dynamics of H XY within the Hamming weight n sector to properties of the dynamics within the Hamming weight 1 sector. To this end, we will need the eigenvalues and eigenvectors of H XY in the Hamming weight 1 sector. Within this sector H XY is equal to minus the adjacency matrix of a path with 2n vertices, with eigenvalues and eigenvectors given by λ r = −2 cos πr 2n + 1 |e r = 2 2n + 1
for r = 1, . . . , 2n, where j = 0 j−1 10 n−j−1 is the jth Hamming weight 1 bit-string. Define probability distributions Prob(z, t) = | z|ψ t | 2 and Prob T (z) = 1 T T 0 dt Prob(z, t), and let N = N (z) = n j=1 z j be the random variable which counts the Hamming weight of the first n bits of z. Let Exp T [N ] = z Prob T (z)N (z). At time t = 0 the distribution Prob(z, 0) is concentrated on the string z init which satisfies N (z init ) = 0. On the other hand any string z satisfying N (z) ≥ n/4 lies to the right of the interaction region. Equivalently, M (z) = n − N (z) ≤ 3n/4 guarantees that z lies to the right of the interaction region. Our goal is to prove that, in the distribution Prob T , the probability that M is at least 3n/4 is asympotically upper bounded by ). Markov's inequality relates the probability of this event with the expected value of M :
(with a slight abuse of notation on the LHS). To complete the proof we will establish that we can choose T = cn
3
(where c is a constant) such that
and hence Exp T [M ] ≤ (24) we rely on some facts proven in Appendix D of [11] . The first is that
so it is sufficient for us to prove
We also use the following relationship between the Hamming weight n sector and the Hamming weight 1 sector, which was established in reference [11] (see equation (34) of the arxiv version of that paper) using a Jordan-Wigner transformation
is a time-averaged transition probability in the Hamming weight 1 sector. Using (26) and expanding each of the transition probabilities in the basis (22) we get 
