Controllability of semilinear stochastic evolution equations is studied by using stochastic versions of the well-known fixed point theorem and semigroup theory. An application to a stochastic partial differential equation is given.
Introduction
Among the methods employed for the controllability of nonlinear systems in finite and infinite dimensional Banach spaces, fixed point techniques are widely used. Anichini [3], Dauer [7] and Dauer, et. al [9] studied the controllability of classical nonlinear systems by means of Schaefer's theorem, Fan's theorem, and Leray-Schauder's theorem, respectively. Several authors have extended the classical finite dimensional controllability results to infinite dimensional controllability results represented by the evolution equations with bounded and unbounded operators in Banach spaces using semigroup theorem (see [5, 8] ).
The semigroup theory gives a unified treatment of a wide class of stochastic parabolic, hyperbolic and functional differential equations, and much effort has been devoted to the study of the controllability results of such evolution equations (see [20] ). Stochastic control theory is a stochastic generalization of classical control 1Supported by DST grant No. HR\OY\M-02\95 Govt. of India, New Delhi. theory. Controllability of nonlinear stochastic systems has been one of the wellknown problems discussed in the literature [4, 22, 23] . If the nonlinear terms does not depend on the probability distribution #(t)of the process at time t, then the process is determined to be a standard Markov process. There are numerous papers in the literature discussing the stability of such stochastic equations in Hilbert spaces (for details see [1, 14, 17] ). On the other hand, there are situations where the nonlinear term f depends not only on the state of the process at time t but also on the probability distribution. For example, one may think of an interacting particle system (biological, chemical or physical) in which each particle moves in the space H according to the dynamics described by the equation According to the McKean-Vlasov theory (see [2, 18] ), under proper conditions, the empirical measure-valued process #N converges in probability as N goes to infinity to a deterministic measure-valued function # which corresponds to the probability distribution of the process determined by (1.1). The limiting McKean-Vlasov process has many interesting equilibrium and nonequilibrium asymptotic behaviors (at least in the case H-Rn) and therefore has attracted a lot of research attention in recent years (for more information see [10, 11, 13, 16] ). For example, a stochastic model for drug distribution in a closed biological system with a simplified heart, one organ or capillary bed, and recirculation of the blood with a constant rate of flow, where the heart is considered as a mixing chamber of constant volume was described in [21] .
Drug concentration in the plasma in given areas of the system is assumed to be a random function of time. Assume that for > 0, Xl(S t; w) is the concentration in moles per unit volume at points in the capillary at time t and w G , the supporting set of a complete probability measure space (,A,P) with at being the (r-algebra and P is the probability measure. The heart is considered as a mixing chamber of constant volume given by V Ve/(ln(1 / Ve/Vr) where V r is the residual volume of the heart and V e is the injection volume. It is assumed that an initial injection is given at the entrance of the heart resulting in a concentration z(t),0 _< t _< tl, of the drug in plasma entering the heart, where is the duration of injection. Let the time required for the blood to flow from the heart exit to the entrance of the organ be r > 0, and also let r be the time required for blood to flow from the exit of the organ to the heart entrance. Drug concentration in the plasma leaving the heart z(t; co)satisfies the integral equation (see [6] ) where a(t)
.(t;
and Xl(1 s; co) 0 if s < 0, where C is the constant volume flow rate of plasma in the capillary bed and zl(1,s; co) is the drug concentration in the plasma leaving the organ at time s. The mild solutions are in the form of stochastic integral equations. The main objective of this paper is to derive the controllability conditions of semilinear stochastic evolution equations (1.1) in Hilbert space having the probability measure #(t). The Banach fixed point theorem is employed to get the suitable controllability conditions. The considered system is an abstract formulation of stochastic partial differential equations (see [12] ).
Preliminaries
Consider the stochastic evolution equation for t E J defined on the probability space (f, 5, P) is said to be a mild solution in K of equation (2.1) for a given initial data x 0 (see [1] ). Definition 2.1: The stochastic evolution equation (2.1) is said to be controllable on J, if, for every x(0)-x 0 E H, there exists a control u L2(j;U) such that the solution x(.)of (2.1) satisfies x(T)= x I where x I and T are preassigned terminal state and time, respectively. If the system is controllable for all x 0 at t 0 and for all x I at t-T, it is called completely controllable on J. Hence I I (apx)(t)II c < oo for x e K and it is easy to see that (Ox)(t) is 5t-measurable whenever x(t) is t-measurable and so q maps K into K.
Main Result
To complete the proof, it remains to show that Ox E C(J,F). Let {(apx)(t)'t J}, then it is enough to show that t(apx)(t) is continuous, since x K Since S(t)is strong continuous (see Pazy [19] ), [S(t-s)-I]h converges to 0 as t-+s for any h E H. One can easily derive by Lebesgue's dominated convergence theorem that the first, third and fifth terms on the right-hand side of equation (3.2) tends to 0 as t-+s. Further, since z(t) is a continuous process, z(t)z(s) converges to 0 as t--.s with probability 1. Lebesgue's dominated convergence theorem and the fact trQt < cx can be used to claim that that For any integer n _> 1, by iterations, it follows C'T n C6T 0 n is a contraction map on K and therefore Since for sufficiently large n, n! < 1, itself has a unique fixed point x in K. Any fixed point of (I) is a solution of (2.1) on J satisfying (Ox)(t)x(t)E H for all x 0 and T. Thus, the system (2.1) is completely controllable on J.
Example
Consider the following nonlinear stochastic partial differential equation of the form 0 2 Otx(t, --.x(t, )dt + f (, #(t) , (x(t, ), hl ), ., (x(t ), hn))dt + (Bu)(t)dt + E/ksin(k)dt3k(t) (0, r), t > 0 k=l 0) 0, > 0 (4.1)
x(0,.)--x0(.) e X H L2(0,r), with the following assumptions given by" 0 2
(1) Let doma H2(0, r) 71H(0, r) and (a)( -(), G (0, r), G doma and B is a bounded linear operator from the control space U-L2(0, 7r) into H.
(2) Define the 
