ABSTRACT. A matrix-theoretic method for computing the topological entropy of continuous, piecewise monotonic maps of the interval is presented. The method results in a constructive procedure which is easily implemented on the computer. Examples for families of unimodal, nonunimodal and discontinuous maps are presented.
INTRODUCTION
The measure-theoretic entropy (metric entropy), the Lyapunov exponent and the topological entropy are some of the quantitators of irregular behavior in dynamical systems. Metric entropy is a classical tool of information theory. The orbits of a map with low metric entropy tends tf' be predictable with some degree of accuracy, while this is not the case for maps with high metric entropy. The Lyapunov exponent is defined to be the eigenvalue of the derivative of the map f averaged along orbits. A large derivative reflects large expansion, implying that nearby points are quickly pushed apart. Hence the Lyapunov exponent reflects dependence on initial conditions. That topological entropy is a measure of chaotic behavior is evidenced by the fact that if h(f) > 0, then a phenomenon similar to the horseshoe must exist [3] . Interrelations between metric entropy and the Lyapunov exponent are given in [12] .
While estimating metric entropy and the Lyapunov exponent has been the subject of intense research in the physics literature (see the references in [8) ), the computation of topological entropy has only recently received attention. Using the kneading theory of [4] , an algorithm for computing h(f) was presented in [1] , where f is continuous and unimodal. An improved algorithm using kneading theory was given in [2] . The methods of both [1] and [2] depend critically on a certain ordering lemma (Lemma 2 of [1)), which is known to be true only for continuous, unimodal maps. In [13] , topological entropy is computed using the periodic points of the transformation.
For a piecewise linear Markov map, f, the topological entropy is the maximal eigenvalue of the induced 0-1 matrix M f . The method of this note uses this fact to compute the topological entropy of general piecewise monotonic maps. Let f be any piecewise monotonic map and let {gn} be a sequence of piecewise monotonic maps each of which has the same number of monotonic pieces as f. The main result shows that limn--->oo h(gn) = h(f). Thus, h(f) is computed by finding the maximal eigenvalues of the matrices M . The main gn advantage of this method is the use of preimages of turning points to define the matrix Mgn. (In [13] the constructed approximating matrices use periodic points, which are much harder to find.)
This idea was used in [8, 9] to estimate the absolutely continuous invariant measures of piecewise monotonic expanding and piecewise monotonic, nonexpanding maps, as well as the corresponding Lyapunov exponents. In this context it is interesting to observe that M r codes for two types of information -the Lyapunov exponent through the "absolutely continuous invariant measure -and the topological entropy.
Consider, for example, the skewed triangle map on [0, 1] and let fa denote the symmetric triangle map. In [10] , it is shown that f is topologically conjugate to fa via a homeomorphism which is not absolutely continuous. Hence h(f) = log22 and the absolutely continuous invariant measure of f, Lebesgue measure, is not maximal. Since f is topologically conjugate to fa, Mr is the same as
The Frobenius-Perron operator P f is then directly computed from M f and the slopes of f , and the fixed point of P f is the density of the absolutely continuous invariant measure. We observe that since the maximal measure is singular with respect to Lebesgue measure, the topological entropy is not visible to physical observation, yet it is given by the matrix M f , which yields the observable dynamics associated with the absolutely continuous invariant measure [12] . We present our main result in § §2 and 3. We construct an invariant set X which is a subset of the closure of the set of all preimages of turning points of f, and we prove that for a sequence {gk} of maps approximating f on X, under some additional conditions (see Theorem 2 and Corollary 1), we have
In §3, an algorithm based on the main result is presented. Examples of unimodal, nonunimodal and discontinuous maps are discussed in §4. In the sequel, we shall need the following results of Misiurewicz and Szlenk [3] : 
The following Theorem B is a rephrased version of Theorem 5 of Misiurewicz and Szlenk [3] . 
Theorem B. Let f: I ---> I be a continuous mapping and let X be a closed invariant subset of I such that h(flx)
An interval J is called a homterval if, for any positive integer n , fI~ is a homeomorphism onto its image. It is obvious that the image of a homterval is a homterval. For a p.m. f, the preimage of a homterval is either a homterval or a union of a finite number of homtervals together with some turning points of f.
Let H(f) be the family of all open maximal homtervals of f. It is easy to
We divide H(f) into two subfamilies: The following theorem is proved in [3] . We now prove an analogue of Theorem C by weakening the smoothness assumption at the price of some additional conditions. Let f: X --> X be a p.m. mapping. Let ~ (f) denote the set of p.m. mappings which have the same number of turning points as f . Let x-be a point in (x -y/, x) n X such that f(x-) > f(x), and let x+ be
is an open subset of the set of wandering points W(f). Moreover, f(I \ Y) c 1\ Y and h(iil\Y)
If g E 'if ° (X , X) and Ilg -fll" 0 < e ,then 
for t in (-°1 , We now describe the algorithm which is based on the theoretical results of §2. Let f: I ---+ I be a continuous piecewise monotonic map. Let J = {li}7=1 be the intervals of monotonicity and let Q denote the turning points of f.
Step 1. Set J(k) = V~=Of-i(J), and let {l;k)} denote the intervals in J(k).
Let Q(k) be the set of endpoints of the intervals in J(k). Suppose there are
Step 2. Form the map gk on the partition of J(k) as follows:
to f(a) . Connect all the adjoining points {(a, gk(a)): a E ($(k)} by straight lines. This defines a piecewise linear map gk' which is Markov and which approximates f.
Step 3. Form the square matrix Mk as follows: the ijth entry of Mk is 1 if gk(I;k)) ::) Iy) and is 0 otherwise. If I is continuous, we have already shown that this is the case. To see that h(f) is well defined, let {g~} and {g~} be two different sequences in 1f!(f) such that Ilg~ -fII;,:-o -+ 0, Ilg~ -111,,0 -+ 0 as n -+ 00, but An -+ A and P n -+ P , where A -I-P , and An' P n are the maximal eigenvalues of the 0-1 matrices induced by {g~} and {g~}, respectively. Thus, there exists an e > 0 and an integer N such that IAn -Pnl > e for all n > N. But this implies that the associated 0-1 matrices and the maps which induce them are separated, i.e., Ilg~ -g~ 11",0 > a > 0 as n -+ 00 , which is false. Hence h(f) is well-defined. Define Tn = Tn 0 n' Then {Tn} is a sequence of piecewise linear Markov maps in c{!(T) and IITn -TilteD --+ 0 as n --+ 00. Let P n = Anon' Since An --+ h(f), P n --+ h(f Computed topological entropy for the family of discontinuous maps of Example 3
