In this paper, we introduce a full-rank representation of the generalized inverse A T,S of a given complex matrix A, which is based on an arbitrary full-rank decomposition of G, where G is a matrix such that R(G) = T and N (G) = S. Using this representation, we introduce the minor of the generalized inverse A T,S is obtained. As an application, we use an example to demonstrate that this representation is correct.
Introduction
The set of all m × n complex matrices of rank r is denoted by C m×n r . Tr(A) denotes the trace of a square matrix A; the determinantal rank of A is denoted by ρ(A). |A| or det A denotes the determinant of A. R(A) and N (A) denote the range and null space of A, respectively. adj(A) and A * denote the adjoint and the conjugate transpose of A.
For any matrix A ∈ C m×n , let M and N be Hermitian positive definite matrices of order m and n, respectively, and consider the following equations in X :
X is called a {2} inverse of A if it satisfies (2) . X is called the Moore-Penrose inverse (abbreviated M-P) of A if it satisfies (1)-(4), and denoted by A Ď . X is called the weighted Moore-Penrose inverse of A if it satisfies (1), (2) , (3M) and (4N), and denoted by A Ď M,N . Also, in the case m = n, considering the following equations:
for a positive integer k = ind(A) = min{ p : rank(A p+1 ) = rank(A p )}.
A matrix X = A d is said to be the Drazin inverse of A if (1 k ), (2) and (5) are satisfied. When k = 1, A d is called the group inverse of A and denoted by A g .
Let A ∈ C m×n and L be a subspace of
L . The generalized inverses above can be found in [1, 2] . Let A ∈ C m×n and L be a subspace of
L , which can be found in [3] . The above important common six kinds of generalized inverses are all generalized A (2) T,S , having the prescribed range T and null space S of {2} (or outer) inverse of A.
The following notation will be used in this paper.
denotes the submatrix of A with row indices α and column indices β. For simplicity, we write A[I, J ] as A I J , for any index sets I and J , and let A I * , A * J denote the submatrix of A lying in the row indexed by I and in the column indexed by J respectively. Define
By [4] ,
If A is a square matrix, then the coefficient of |A α,β | in the Laplace expansion of |A| is denoted by
where A[α , β ] denotes the submatrix obtained by deleting the α-rows and β-columns and s(α) denotes the sum of the integers in α.
For the special case α = i, β = j, we get the cofactor of a i j :
Further, if the matrix A is nonsingular, then the Jacobi identity [5] relates the minors of the inverse A −1 to those of A: The following two formulas will be used repeatedly in the following sections.
Moreover if
(1) Laplace expansion formula Let A is a square matrix with order n, and α, β ∈ Q l,n ; then
We use C p (A) to denote the pth compound matrix A with rows indexed by p-element subsets of 1, 2, . . . , m, columns indexed by p-element subsets of 1, 2, . . . , n, and the (α, β)-entry defined by |A αβ |; for α ∈ Q p,m , β ∈ Q p,n .
Preliminaries
In 1974, Ben-Israel [1] gave a definition of A (2) T,S , which is as follows:
). Let A ∈ C m×n be of rank r , let T be a subspace of C n of dimension s ≤ r , and let S be a subspace of C m of dimension m − s. Then A has a {2} inverse X such that R(X ) = T and N (X ) = S if and only if
In this case X is unique. This X is denoted by A
T,S .
The next lemma shows that the common six kinds of generalized inverses:
T,S (for which there exists a matrix G such that R(G) = T and N (G) = S). 
, where M and N are Hermitian positive definite matrices of order m and n, T,S by using the group inverse; this gave a new method for studying A (2) T,S .
Lemma 2.3 ([6]
). Let A ∈ C m×n be of rank r , let T be a subspace of C n of dimension s ≤ r , and let S be a subspace of C m of dimension m − s. In addition, suppose G ∈ C n×m such that R(G) = T and N (G) = S. If A has a {2} inverse of A
Further we have
Lemma 2.4. Let A ∈ C n×n be a nonsingular matrix and
Proof. It is well known that if A is nonsingular, the inverse of A is given by
From this we have
Then by the Jacobi identity, we can obtain In the past thirty years, the subject of computation for A 
By Lemma 2.1, we can get
This means
From this we know that A P is also a full column rank, so AG = A P Q is a full-rank decomposition of AG. According to Lemma 2.3 we know that Ind(AG) = 1. The nonsingularity of Q A P can be easily obtained.
(2) By directly computing, we know that
This implies
Then by the fact that P, Q are full column and full row rank respectively, we can easily get
This shows that A (2)
In the same way, we can get Tr(C s (G A)) = det(Q A P).
So we have
When G = A * and G = A (ind(A) = 1), the above result is exactly the full-rank representation for A Ď and A g , respectively.
Corollary 3.1.1 ([15, Theorem 2.1]). Let A ∈ C n×n , ind(A) = k, r k = r (A k ). Also suppose A k = P Q is a full-rank factorization of A k . Then
(1) Q A P is an invertible complex matrix.
Corollary 3.1.2. Let A ∈ C n×n with rank(A) = r , L be a subspace of C n satisfying AL ⊕ L ⊥ = C n . Let U be a matrix whose columns form a normal orthogonal basis for L. Then
Proof. Let G = P L in Theorem 3.1; according to the condition, we know that P L = UU * is a full-rank factorization of P L . This shows the correction of the formula.
In the same way we can give the generalized Bott-Duffin inverse A (Ď)
L ; here we omit.
In the following theorem, we will introduce the minor of the generalized inverse A
T,S , then give a determinantal representation of it. 
Proof. According to Theorem 3.1, we have
Using the Cauchy-Binet formula and Lemma 2.4, we obtain det A
Note that
where K is the matrix obtained from Q A P by replacing the v-rows of Q A P with the β-rows of P. 
Note that again for all J and α ∈ J , 
This completes the proof.
Remark. This result is simpler than that in [16] . In particular, when G = A * , the result is exactly Miao and Ben-Israel's formula from [17] . When G = A (if ind(A) = 1) the result is Miao's result from [18] , because
det A J I det A I J (by Cauchy Binet formula)
(by ind(A) = 1). 
In Theorem 3.2 let α = j and β = i; then we can derive the result.
for any α, β ∈ Q t,n , 1 ≤ t ≤ r , where
Proof. We obtain the results on taking G = A k in Theorem 3.2.
Number example
Example. Let We can easily show that A R(G) ⊕ N (G) = R 3 ; then by Lemma 2.1 we know that A This shows that using different methods we get the same results.
