This paper studies the delocalized regime of an ultrametric random operator whose independent entries have variances decaying in a suitable hierarchical metric on N. When the decay-rate of the off-diagonal variances is sufficiently slow, we prove that the spectral measures are uniformly θ-Hölder continuous for all θ ∈ (0, 1). In finite volumes, we prove that the corresponding ultrametric random matrices have completely extended eigenfunctions and that the local eigenvalue statistics converge in the Wigner-Dyson-Mehta universality class.
Introduction
Establishing regimes of eigenfunction delocalization, let alone determining the precise location of a localization-delocalization transition, in random matrix models with non-trivial spatial structure remains a major challenge. At one extreme end of this class of problems is the famous Anderson model, whose delocalization regime is only understood for the special case of tree graphs and similar structures [1, 2, 4, 5, 21, 28, 29, 39] . Random band matrices [14, 22] and power-law random band matrices (PRBM) [35] are more amenable to analysis, but, with the exception of a very recent result on Gaussian block-band matrices [41] , most mathematically rigorous methods for band matrices [9-11, 15, 18, 26, 37, 40, 42, 49] break down far from the critical point. In order to understand mechanisms for the occurrence of delocalized phases, it is therefore reasonable to study even simpler models like the ultrametric ensemble of Fyodorov, Ossipov and Rodriguez [23] . This structured random matrix ensemble has a variance profile that decays in a suitable hierarchical metric, mimicking the variance profile of the PRBM, whose off-diagonal entries decay in the Euclidean metric.
Since the work of Dyson [17] , hierarchical models like the ultrametric ensemble have figured prominently by paving the way for the mathematical analysis of more complicated models. Historically, hierarchical approximations have consistently reproduced qualitative features when inserted into the central models of statistical physics while remaining significantly more amenable to rigorous analysis (see for example [7, 13, 24] and references therein). This principle notably fails for the hierarchical Anderson model [12] , which does not have a delocalized regime [30, 36, 45, 47] because of the localizing properties of the hierarchical Laplacian. Nevertheless, due to the random off-diagonal entries, the ultrametric ensemble is significantly less rigid than the hierarchical Anderson model and is expected to retain the core features of the PRBM localization transition [8, 23] .
The ultrametric operator H : ℓ 2 (N) → ℓ 2 (N) is defined by the sum
where ǫ > −1 is a parameter governing the decay rate of the off-diagonal entries. The hierarchical layers Φ ∞,r : ℓ 2 (N) → ℓ 2 (N) have Gaussian entries that are independent up to the symmetry constraint with variances given by
(1.
2)
The metric d in (1.2) is the ultrametric d(x, y) = min {r ≥ 0 | x and y lie in a common member of P r } ,
where {P r } is the nested sequence of partitions defined by N = {1, . . . , 2 r } ∪ {2 r + 1, . . . , 2 · 2 r } ∪ . . .
In (1.2) and throughout this paper, δ x ∈ ℓ 2 (N) denotes the standard site basis element defined by δ x (u) = 1 when u = x and δ x (u) = 0 otherwise. The natural counterpart of H in the finite volume B n = {1, . . . N n }, N n = 2 n is given by the ultrametric ensemble
It is easy to check that the entries of H decay according to
Since the hierarchical metric d(x, y) grows only logarithmically in the volume, whereas the Euclidean metric grows linearly in the volume, this decay rate is the correct hierarchical analogue of the PRBM decay rate E | δ y , Hδ x | 2 = O |x − y| −(2+ǫ) . It is therefore reasonable to suppose that, like the PRBM, the ultrametric ensemble transitions between delocalization and localization as ǫ increases across the critical point ǫ = 0. This critical point has a natural connection to the mixing properties of Dyson Brownian motion [16] (see (1.5) below) and is also in line with the theoretical physics predictions of [23] and the numerical work [8] .
The main results of this paper rigorously establish a delocalized phase when ǫ ∈ (−1, −1/2). The precise formulations of these results require the average density of states ρ n of H n defined by
for any continuous function f . The existence of ρ n ∈ L 1 ∩ L ∞ is guaranteed by the Wegner estimate [48] . Throughout the paper, we will fix a bulk spectral window W , which is characterized by the following requirement.
An explicit proof of the existence of such an interval would require a proof of some additional regularity of the density of states beyond the Wegner estimate, which we leave as an open problem.
In the infinite volume, a principal probe for delocalization concerns the continuity of the spectrum of the random operator H. We note that H is almost surely essentially self-adjoint on the functions of finite support, since the successive removal of off-diagonal matrix elements in B r completely disconnects the system (a detailed proof is contained in Section 6). Our first main result shows that the spectral measures of H are almost surely θ-Hölder continuous in the bulk for any exponent θ ∈ (0, 1). It adds the ultrametric operator H in the regime ǫ ∈ (−1, −1/2) to the few existing examples of infinite-volume random operators for which existence of continuous spectrum is established. Theorem 1.2. Suppose ǫ ∈ (−1, −1/2), let x ∈ N, and let µ x denote the spectral measure of δ x for H. Then, for any bulk set W and any θ ∈ (0, 1), there almost surely exists C
for all E ∈ W and η > 0. Theorem 1.2 has the usual dynamical consequence [33] that any observable A on ℓ 2 (N) obeys the inequality
giving an explicit decay rate for the time-averaged quantum probability of measuring the position of a particle started at x ∈ N in the hierarchical ball B R (x).
Our second main result is a refinement of Theorem 1.2 in finite-volumes, which shows that the normalized eigenfunctions of H n in the bulk are maximally extended throughout the volume B n . The formulation of this result uses the stochastic domination language of [19] , which we retain throughout this paper. Given two N r -dependent random variables X and Y , we say that X is stochastically dominated by Y , written X ≺ Y , if for every θ, p > 0 we have
for all sufficiently large r. 
This result stands in stark contrast to the behavior in the analogous regime of the closely related Rosenzweig-Porter model, where the eigenfunctions are extended but not uniformly across the volume [6, 44] . We thus confirm recent numerical work [8] suggesting that the ultrametric ensemble does not possess an intermediate phase in the regime ǫ ∈ (−1, 0).
The proofs of these theorems take a dynamical perspective, using the fictitious dynamics obtained by representing the Gaussian perturbations Φ n,n in terms of Brownian motion in the real symmetric matrices. It is not hard to see that the ultrametric ensemble can be constructed in a recursive manner by initializing a 1 × 1 random N (0, 2) entry H 0 and setting
Here, H ′ n−1 is an independent copy of H n−1 and
with a symmetric array of standard Brownian motions {B xy } indexed by x, y ∈ {1, . . . , N }. From this point of view, the conjectured critical point ǫ = 0 is natural since it corresponds to the local equilibration time N −1 n of the Dyson Brownian motion [20] governing the evolution of the spectrum under (1.5).
Our analysis is based on strong probabilistic estimates for the local resolvent entries
n with α > 0 small. Given some control on the same scale of the Stieltjes transform of the empirical eigenvalue measure,
our analysis shows that the effect of the Gaussian perturbations Φ Nn (t n ) is to slowly lift the complex energy parameter in the complex plane:
Iterating this observation and applying trivial bounds to the resolvent show that G n (x; z) grows very slowly in n even on almost microscopic scales. Such a bound immediately yields the delocalization of the eigenvectors in Theorem 1.3, whereas the continuity of the spectral measures in Theorem 1.2 now follows from little more than weak convergence. The aforementioned local control on the spectral measures has featured prominently in the random matrix theory literature, where it is the first step of the "three-step-strategy" of Erdös, Schlein, and Yau [20] for proving Wigner-Dyson-Mehta universality of the local statistics. Due to the Gaussian nature of our problem, only one additional step is needed for universality, which is contained in the work of Landon, Sosoe, and Yau [31] . The objects of interest are the local versions of the k-point correlation functions, defined as the k-th marginals of the symmetrized eigenvalue density ρ Hn :
The precise formulation of the theorem considers the difference
.
GOE denotes the k-point correlation function of the N n × N n Gaussian Orthogonal Ensemble and ρ sc is the density of the semicircle law. The function ρ n,f c (E) is defined as the density of the measure whose Stieltjes transform M (z) solves
We conclude this introduction by contrasting our results with those of [46] , which proved that • in the regime ǫ ∈ (0, ∞), the eigenvectors are localized and the local statistics converge to a Poisson point process.
• there is a mean-field regime ǫ ∈ (−∞, −1), for which the last term √ t n Φ n,n in H n already forces delocalization with an estimate that degrades as ǫ → −1 (see also [19] ) and Wigner-Dyson-Mehta universality of the local statistics (see also [31] ).
Since the sums defining H n do not remain bounded if ǫ ∈ (−∞, −1), the results of [46] for this regime rescaled the Hamiltonian by a factor
that keeps the spectrum of H n on order one. The methods of the present paper can easily be adapted to prove that Theorem 1.3 also holds in the mean-field regime, yielding significantly improved bounds that do not blow up as ǫ → −1. We also note that, in the mean-field regime, any compact W ⊂ (−2, 2) is a bulk set due to the validity of the semicircle law (4 − E 2 ) + /(2π) [19, 46] . Our results therefore leave open the regime ǫ ∈ (−1/2, 0), for which we expect all of the main results in this paper to remain valid. Indeed, the assumption ǫ < −1/2 seems of a technical nature. The difficulty is that we cannot prove the necessary local bounds on the spectrum contained in Theorem 4.1 for ǫ ∈ (−1/2, 0). If we assumed the validity of this theorem for all parameters ǫ < 0, our delocalization results would extend to the entirety of the regime as well. Nevertheless, Theorem 4.1 seems to be one of very few results of its kind that are valid when the model does not have a large spread in the sense of [19] .
The paper is organized as follows. Section 2 proves some local bounds for a general random Schrödinger operator and Section 3 expands some previous results on Dyson Brownian motion [44] to better suit the current setting. These results figure in the local bounds for the ultrametric ensemble in Section 4 and the estimates for the Green functions in Section 5. Finally, Section 6 translates these estimates into our main results.
Local Bounds for Random Schrödinger Operators
In our proof of the local law for the ultrametric ensemble, we will require some concentration of measure results for the Stieltjes transform of the empirical eigenvalue measure of a generic random Schrödinger operator. Since these bounds may be of some independent interest, this short section presents them in a more general setting. We consider
are independent random variables. Our goal is to understand the behavior of
The content of the first theorem is that S(z) does not fluctuate on scales larger than Im z ≫ N −1/2 . The statement uses N -independent constants C, c ∈ (0, ∞), whose exact value may change from line to line. We will keep this convention for the rest of this paper.
Theorem 2.1. For any µ > 0 and z = E + iη,
Proof. We consider S(z) as a function of N independent random variables V = (V 1 , . . . , V N ). If V andṼ differ in only one variable, then H = A + V andH = A +Ṽ differ by a rank-one perturbation. Therefore, the eigenvalues of H andH interlace and
The claim now follows immediately from McDiarmid's inequality, which states that
The second theorem gives upper bounds on S(z) on the optimal scale Im z ≫ N −1 . Essentially, it states that the Wegner estimate for random Schrödinger operators has exponential tails even down to mesoscopic scales in Im z.
for all µ > 0 and z = E + iη.
Proof. For the proof of the first statement, we consider g(t) = E exp(t Im S(z)).
Letting E x denote the expectation over a single random variable V x , we estimate
using the fluctuation bound (2.2) and the spectral averaging principle (see [3] ). By Grönwall's inequality we conclude that g(t) ≤ exp te tπ(N η) −1 π ρ ∞ , so setting t = N η and using an exponential Chebyshev estimate proves the first part of the theorem.
The second part follows from the representation
which, after splitting the domain of integration, implies the bound
the claim now follows from (2.3) and the union bound.
We note here that when A is the restriction of the Laplacian to some finite lattice in Z d , it is known (see [27] and references therein) that S(z) obeys the central limit theorem on macroscopic scales in the sense that √ N (S(z) − E[S(z)]) converges to a Gaussian random variable for fixed z ∈ C + .
Results on Dyson Brownian Motion
In this section we expand some results from [44] , which will be of use in controlling the Dyson Brownian motion (1.6) in the iterative construction (1.5) of the ultrametric ensemble. In [44] , we considered
where Φ N (t) is a N × N Dyson Brownian motion as in (1.6) and V = diag(V 1 , . . . , V N ) is a deterministic initial condition that can be taken diagonal without loss of generality. We then studied the evolution of
up to a time T = N −1+ǫ for spectral parameters chosen from
with α ∈ (0, 1) arbitrarily small. This was accomplished by tracking the flow along the random characteristic curves γ(t, z) solving the initial-value probleṁ
The next proposition summarizes two of the three main technical results of [44] . For its statement, we introduce the stopping time
and the stopped characteristic ξ t (z) = γ(t ∧ τ z , z).
The first point below is the content of Theorem 2.1, while the second may be found in the proof of Theorem 2.3 of [44] .
Proposition 3.1 (cf. [44] ). Let z ∈ Ω and let z 1 , z 2 ∈ C + .
1. The change in S t along the characteristic curve satisfies
2. The flow γ(t, ·) obeys the Lipschitz-estimate
as long as Im γ(t, z 1 ), Im γ(t, z 2 ) > 0.
The two results may be combined to control S t (ξ t (z)) for a continuum of points simultaneously. For this purpose, let 
with slightly altered constants. By the union bound, the event
The first term is bounded by C/ √ N η by the definition ofÃ. The second is bounded by Cη −2 |z − z 0 | because of the Lipschitz-continuity of S 0 . Finally, the third term is bounded by Cη −3 |z − z 0 | using the Lipschitz-continuity of S t and the estimate (3.3). This concludes the proof.
Our next goal is to show that one can use the previous results to propagate a lower bound at time t = 0 in a spectral domaiñ
with a coarser spectral parameterη 1 > η to a lower bound at time t = T into the domain Ω with the finer spectral parameter η. This result is valid if there are some K l , K u ∈ (0, ∞) satisfying the initial bounds
and the compatibility conditions
Theorem 3.3. Suppose that the event A occurs and that (3.6) and (3.7) hold. Then the following statements are valid for all z ∈ Ω when N is sufficiently large.
1. There exists w ∈Ω such that ξ T (w) = z and τ w ≥ T .
Im
In particular, the trajectory γ(t, z) has to obey the bounds
when N is sufficiently large.
Let λ denote the time-reversed flow corresponding to (3.1) so thaṫ
for t ≤ T . By construction, we have γ(T, λ(T, w)) = w so the first assertion will follow from λ(T, Ω) ⊂Ω. To prove this, note that λ(T, Ω) is simply connected and open in C + , since the flow (3.9) is a homeomorphism. It follows from the second inequalities in (3.7) and (3.8) that the intersection of the boundary ∂Ω withΩ is mapped toΩ under this flow and that
In order to show that also the remainder of the boundary ∂Ω is mapped toΩ, suppose the contrary. Then there is a line segment parallel to the real axis, which belongs to λ(T, Ω) and whose imaginary part is fixed atη 1 + ε with ε > 0 arbitrarily small. By the first inequality in (3.8) and the boundη 1 T K l > 2, the preimage of this line cannot be aboveη as assumed.
The second assertion follows from the first together with Lemma 3.2. Indeed, we have
where we used that τ z ≥ T for every z ∈ λ(T, Ω).
In addition to the resolvent trace, we will need to consider the evolution of the diagonal Green function along a characteristic curve. The relevant technical results for this are contained in the proof of Theorem 3.1 of [44] , which employs the additional stopping time
Proposition 3.4 (cf. [44] ). Let q ≥ 2. If N is sufficiently large, then
for all z ∈ Ω.
In [44] , the last bound was presented in the form
where the constant C q is the constant for the Burkholder-Davis-Gundy inequality in the form
In the present paper, it will be important that this constant does not grow faster than C q ≤ Cq for q ≥ 2 (see [38] ), which we have already included in (3.10) . Finally, we note that Corollary 2.2 in [44] shows that the distinction between the stopping times τ z and τ (z) is artificial on the event A.
Corollary 3.5 (cf. [44] ). In the setting of Theorem 3.3 we have τ z = τ (z) for any z ∈ Ω.
Local Bounds for the Ultrametric Ensemble
In this section we prove some local bounds for the Stieltjes transform 
where W is the bulk set andW is the neighborhood of W from Definition 1.1. The spectral scale is given by η r = N −1+α r with some α > 0 to be fixed later in Section 6 for the proofs of our main results.
Theorem 4.1. There are constants K l , K u ∈ (0, ∞) such that for any p > 0 and large enough r we have
The upper bounds in the theorem can be established directly for all z ∈ Ω r by regularizing the spectrum with only the diagonal randomness.
Proof of the upper bounds. We will split
into a sum of its diagonal entries V and off-diagonal entries A. Conditioning on the values of A, the upper bounds on Im S r and |S r | are immediate consequences of Theorem 2.2.
The proof of the lower bounds will proceed in two steps. The first step establishes some concentration of measure for S r (z) when the spectral parameter lies in a coarse spectral domaiñ Ω r =W + i(η r , 10 + 2K u t r log(N r )), whereη r > η r andW is the neighborhood of the bulk set W . Since W is a bulk set,
for an appropriately chosen K l > 0, which then implies a lower bound for Im S r uniformly inΩ r with high probability. In the second step, this lower bound is propagated to the finer spectral domain Ω r by applying the results of Section 3 to the Dyson Brownian motion in a single step of the iterative construction (1.5).
Since we are considering the regime ǫ < −1/2, it is possible to choose the coarse spectral scaleη
The lower bound 1/2 <α enables the first step via the following lemma, whose proof is a combination of Theorem 2.1 and the strategy in [25] .
Proof. We again start by splitting H r into diagonal entries V and off-diagonal entries A as in (4.1). For z ∈Ω r , Theorem 2.1 shows that the conditional expectation
To show that E V S r (z) is close to E S r (z), we note that the matrix A can be written as an entrywise product A xy =: Σ xyÃxy of a symmetric matrixÃ with independent N (0, 1) entries and a profile Σ satisfying max
x y |Σ xy | 2 ≤ C uniformly in r ≥ 0. The partial derivatives of E V S r (z) with respect to off-diagonalÃ xy may easily be calculated as
Hence,
where we used the Cauchy-Schwarz inequality with respect to the joint probability and spectral measures and then applied the spectral averaging principle. We conclude that
r by the concentration inequality for Lipschitz-continuous functions of Gaussian random variables (see [43] ). So we have proved that
and combining this with (4.5) yields
for every z ∈Ω r . Since S r isη −2 r -Lipschitz continuous inΩ r , choosing a sufficiently fine grid of z ∈Ω r and applying the union bound proves (4.4) .
Turning to the second step, we recall (1.5) and write
where H ′ r−1 is an independent copy of H r−1 and Φ Nr (t r ) a N r × N r Dyson Brownian motion at time t r .
Proof of the lower bound. After slightly adjusting K l by a small error, the lower bound implied by Lemma 4.2 immediately yields that
for all z ∈Ω r with probability 1 − N −p r . We have t r η r → ∞ and t r log(N r ) → 0 as r → ∞ by (4.3). Since also dist(W 0 , ∂W ) > 0 the domains Ω r ,Ω r and the time t r satisfy the hypothesis (3.6) and (3.7) of Theorem 3.3 for sufficiently large r. After adjusting K l again, we conclude that
for any p > 0 when r is large enough.
Local Green Function Estimates
In this section we will prove the following stochastic domination bound for the local resolvents, which provides the main technical tool in the proofs of Theorems 1.3 and 1.2. Im G n (x, z) ≺ 1.
Since the distribution of G r (x, z) does not depend on x, we restrict our attention to
without loss of generality. The proof again employs the observation (1.5)
using the results of Section 3.
Proof of Theorem 5.1. Let m = (1 − δ)n with δ ∈ (0, 1) to be specified later. Suppose that W takes the form W = [W 1 , W 2 ] so that, for large enough n, the slightly fattened spectral domain
is still contained in the spectral domain Ω r of Theorem 4.1 for all m ≤ r ≤ n. The proof will proceed by recursively controlling the moments
We begin by restricting the expectation in the defintion of X(r + 1, p) to the event A r+1 of (3.4) for the Dyson Brownian motion Φ N r+1 (t). Combined with the trival bound on G r+1 , this yields
LetG denote the evolution of G t along the stopped characteristic featured in Proposition 3.4. On the event A r+1 , Theorem 3.3 shows that there exists some D ′ r ⊂ D r such that D r+1 ⊂ ξ tr (D ′ r ) and τ w ≥ t r+1 for w ∈ D ′ r . Combining this with Corollary 3.5, which lets us replace the stopping time τ (w) by τ w , we obtain sup z∈D r+1
so the function w → ImG t r+1 (w) has Lipschitz constant Cη −3 r+1 . Our choice of Λ r therefore guarantees that
We now take some q > p, apply Jensen's inequality to the conditional expectation with respect to H r , H ′ r , and replace the maximum by a sum: Putting (5.1) and (5.2) together proves that
Provided that p is fixed and q grows only polynomially in n the terms X(m, p) ).
Given θ > 0 andp < ∞, we have to show that P sup z∈Dn Im G(z) > N θ n ≤ N −p n for sufficiently large n. We choose δ ∈ (0, 1) such that (1 − δ) < θ/4 and let q = 32 θ −1 (n − m). Then for any p > 0 and n large enough we have
Taking p = 2θ −1p and using Markov's inequality finishes the proof.
Proofs of the Main Results
We will now turn to translating the resolvent bounds in Theorems 4.1 and 5.1 into the spectral statements in the main results of this paper.
Proof of Theorem 1.3. The bounds for the eigenfunctions follow from Theorem 5.1 and the inequality
Given θ, p > 0, we choose α < θ so that In a slight abuse of notation, extending Φ (1) r to ℓ 2 (N) in the canonical fashion, the symmetric operator
r is thus almost surely bounded. Since H − S 1 is a direct sum of finite-dimensional symmetric matrices, H is almost surely essentially self-adjoint on the finitely supported functions in ℓ 2 (N).
Proof of Theorem 1.2. Since the distribution of the spectral measure µ x of δ x for H does not depend on x ∈ N, it suffices to prove the continuity of µ 1 . The tail bound (6.1) with β ∈ (0, 1) implies that the infinite-volume Green function
can be approximated by its finite-volume counterparts:
On the other hand, combining the Borel-Cantelli lemma with Theorem 5.1 shows that for any γ > 0 we almost surely have sup z∈W +i(ηn,2)
Im G n (z) ≤ N γ n for all sufficiently large n. Given E ∈ W , η ∈ (0, 1), and θ ∈ (0, 1) we choose n ≥ log 2 (η −1 ) · max 4 (1 − β)(1 + ǫ) , 1 (1 − α) , so η n ≤ η and sup E∈W |G(E + iη) − G n (E + iη)| ≤ C ′ β (ω).
Choosing γ sufficiently small this implies that
Finally, Theorem 1.4 is a direct application of the work of Landon, Sosoe, and Yau [31] .
Proof of Theorem 1.4. We choose 0 < α < ǫ so that η n ≪ t n and note that the bounds of Theorem 4.1 extend immediately to the empirical eigenvalue measure of H n−1 ⊕ H ′ n−1 . This means that the analysis of [31] applies, up to the minor technical point that the result of [31] is stated for Gaussian perturbations of deterministic matrices. In the present setting this means that [31] applies when the k-point function (1.7) is the marginal of the symmetrized eigenvalue density conditioned on H n−1 ⊕ H ′ n−1 and that the Stieltjes transform of the scaling density ρ n,f c (E) in (1.8) solves
rather than (1.9). As mentioned in the remarks of [32] , this problem is easily remedied since the local law in Lemma 4.2 and the arguments of Lemma 3.6 of [34] show that the scaling factor ρ n,f c (E) is typically close to its counterpart in the statement of Theorem 1.4. This observation and simple weak convergence arguments then imply the result as stated.
