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I N T R O D U C C IO N
Trawiicionalmente cuando se estudiaban las excitaciones de un sistema fisico 
sus pequenaa anannonicidades se describfaa en términos de una teoria lineal y se 
pensaba en sus estados excitados (fonones, etc) como "casi- particulas” . Debido a 
esas aneirmcnicidades estas ondas (casi-particulas) interzuzcionaban un as con otras 
y esa interacciôn se describia mediante un principio de superposicion, que siempre 
es vàlido para sistemas lineales.
Esta aproximadon esta justificada cuando el grado de excitaciôn del sistema 
estudiado es pequeno, sin embargo cuando no lo es, el método de descripciôn 
basado en una teoria lineal es inadecuado para el fenômeno b'sico, y  el principio  
de superposiciôn no funciona.
A pesar de esto, la idea de casi- parti'cula como excitaciôn elemental, pero no- 
lineal, de un sistema se puede seguir conservando si se introduce un objeto no-lineal: 
la onda solitziria o el solitôn.
De form a anâloga a las casi- particulas, la  interacdôn de solitones es elâstica  
(estrictamente hablando eso sôlo es cierto para los Uamados sistemas com p le tam en te  
ia tegrab les) y  después de la  colisiôn cada uno de ellos conserva asintôticamente su 
form a y velocidad inicial, originando el complejo proceso de interacdôn sôlo un 
cambio de fase en los solitones.
Este cambio de fase para un solitôn dado es la  suma algebraica de los cambios
de fase causados por la colisiôn con cada uno de los otros solitones individualmente, 
y no cabe duda de que el hecho de poder representar la excitaciôn total como la 
suma de excitaciones elementales juega un papel muy im portante en la construcciôn 
matemâtica de una teoria de casi-particulas.
Esto es lo que se hace cuando se expresan las excitaciones en series o intégrales 
de Fourier, y la esencia del método consiste en pasar a unas nuevas variables que 
simpliüquen la ecuaciôn estudiada.
El paso a estas nuevas variables es posible en muchas ecuadones no-lineales, por 
ejemplo K dV  y Sine-Gordon, pero no lo es cuando se aplica a otras ecuadones. A  
este cambio de variables se le denomina M é todo  de la  Transformadôn de S catte ring  
Znverso (1ST) y tiene la ventaja de que évita tener que resolver la ecuaciôn no-lineal, 
reduciéndola a una ecuaciôn integral lineal équivalente. Es por esto que el método 
de casi-particulas lineales y la teoria de solitones tienen mucho que ver.
Sin embargo, a pesar de todo esto, solitones y casi-particulas son sustan- 
cialmente diferentes pues, por ejemplo, los solitones a menudo poseen grados de 
libertad intemos adidonales, y una misma ecuaciôn no-lineal puede presentar 
solitones de una o varias clases particulares, mientras que la diferencia entre casi- 
particulas correspondientes a diferentes sistemas sôlo radica en distintas relaciones 
de dispersiôn.
Hasta aqui nos hemos referido solamente a modelos con ecuadones no-lineales 
que describen situadones fisicas idéales, pero en las aplicaciones prâcticas se hace 
necesario investigar las interacciones de solitones con inhomogenddades del medio 
o fuerzas extemas.
Desde el punto de vista matemàtico esto significa que las soludones de estas
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ecuadones no-lineales difieren de las mencionadas anteriormente por la presencia de 
pequenas correcciones adidonales, que dependen explicitamente de las coordenadas 
y del tiempo. La razôn por la que se requiere que estas correcciones sezm pequenas 
es evitar vziriadones sustandales de la soluciôn en tiempos finitos.
En muchas situadones fisicas el sistema de soluciones se ve afectado por 
perturbaciones extemas aleatorias, como por ejemplo el caso de un sôlido a 
tem peratura hnita, donde las âuctuadones térmicas pueden onginarle defectos en la  
red cristalina. Esto senala la necesidad de estudiar la  dinam ica de los solitones en 
medios fluctuantes o inhomogéneos estocâsticamente y bajo la acciôn de fuerzas 
aleatorias. Por supuesto, la  descripciôn del sistema tiene que ser estadistica. 
Conviene explicar aquf que se entiende por ta l descripciôn.
Puesto que no hay métodos practices que resuelvan las ecuadones no-lineales 
asociadas a estos sistemas, ni es posible obtener las ecuadones para el valor m edio de 
un campo, ni sus correspondientes correlaciones de ôrdenes superiores, es necesario 
recurrir a procedimientos taies como la  teoria de perturbadones basada en la  
linealizaciôn y se requiere como requisito indispensable el que las fuerzas aleatorias 
sean pequenas. En este caso la  descripciôn estadistica se reduce a encontrar los 
momentos de las correladones a la soluciôn inicial, los mâs interesantes de los 
cuales son los cuadrâticos.
E l problema que surge prindpalm ente en esta aproxim adôn esta relacionado 
con la  convergencia de la serie obtenida al desarroUar en el parâm etro pequeno.
Aûn asi, en algunas situadones es posible obtener soludones exactas sobre 
las que se toman valores medios, supuestamente conoddas las caracten'sticas
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estadisticas de las funciones aleatorias.
Estas funciones tienen que ser seleccionadas adecuadamente para obtener una 
respuesta real del sistema. Esta es la razôn por la que se eligen a menudo campos 
Gaussianos, pues por virtud del teorema cen tra l del l im ite  estos campos son los que 
describen la mayor parte de los procesos prototipo en las variaciones microscôpicas 
de los sistemas, como por ejemplo la  presencia de perturbaciones a tem peratura  
fini ta. O tra  razôn mâs es que las propiedades estadisticas de estos campos se 
conocen muy bien.
.4ctualmente se trabaja mucho en la teoria de la propagaciôn de ondas solitarias 
en medios estocâsticos.
Mencionaremos ahora alguno de los problemas que permanecen abiertos. 
Primero: la teoria de perturbaciones estocâsticas basada en la  trasformaciôn de 
scattering inverso perm ite estudiar una gran variedad de problemas y obtener 
de ellos mucha informaciôn, por ejemplo, mediante las denominadas ecuadones 
adiabâticas. Sin embargo este método no describe bien otro tipo de sistemas no- 
lineales que no son resolubles mediante 1ST. Segundo: es im portante generalizar la  
descripciôn de la  dinâm ica de los solitones en campos inhomogéneos con campos 
cuyas propiedades estadisticas difieran de los Gaussianos. Hasta el momento esto 
casi no se h an estudiado y son los problemas que aparecen cuando se investiga la  
turbulencia en plasmas. Tercero: generalmente hasta el momento todos los trabajos 
existentes se lim itan  a calcular un numéro de valores medios y sus fluctuadones, 
pero una descripciôn estadistica compléta requiere câlculos de las fundones de 
correlaciôn de los campos no-lineales y las densidades de probabilidad para varies 
tiempos de sus parâmetros. Cuarto: aunque durante un considerable periodo 
de tiempo la teoria de ecuadones no-lineales ha estado basada en expérimentes
numéricos, la complejidad de llevarlos a cabo en el caso de sistemas estocâsticos 
no-lineales ha restringido las posibilidades de un anâlisis numérico sobre estos 
problemas. Son necesarias, pues, mâs aplicaciones de métodos numéricos a la 
investigaciôn de soluciones de ecuadones estocâsticas no-lineales, ya que ayudarân  
al progreso de la descripciôn teôrica de estos sistemas.
En la présente m emoria abordamos algunas de las cuestiones que acabamos de 
m endonar. E l esquema de la misma es el siguiente:
En la prim era parte se hace un estudio analitico de la  ecuaciôn del modelo <j>* 
perturbado. Este sistema tiene gran interés fîsico por sus numerosas aplicadones: 
el prim er uso im portante fue en la teoria fenomenolôgica de G inzburg- Landau de 
las transidones de fase de segundo orden [1], y mâs redentemente el estudio a nivel 
microscôpico de las transidones de fase en ferromagnéticos [2]. O tra  aplicaciôn 
distinta ha sido a la  teoria de exdtaciones no-lineales en cadenas de pohmeros 
lineales. En Teoria C uântica de Campos se ha utilizado para ilustrar la  conexiôn 
entre excitaciones clâsicas no-lineales y particulas cuânticas [3], [4] y en fîsica nu dear  
como un modelo acoplado a fermiones e ilustrativo de los efectos no-triviales de la  
topologia en el numéro de fermiones.
Este modelo tiene la  ventaja de poseer una soludôn de tipo kinlc semejante 
cualitativamente a los de Sine-Gordon, pero tiene también el inconveniente de no 
ser integrable.
A l perturber sistemas integrables, los efectos que produce la  perturbadôn  
se pueden calcular modifîcando adecuadamente los resultados obtenidos de la  
aplicaciôn del método del scattering inverse a la  ecuadôn no-perturbada. De esta
manera se sabe mucho de K d V  perturbado, de Schrôdinger no-lineal y de Sine- 
Gordon, pero en nuestro caso este anâlisis no era posible.
Por lo tanto para estudiar el efecto de pequenas perturbaciones sobre nuestro 
sistema hemos tenido que recurrir a dos procedimientos: emplear las leyes de 
conservadôn ( no conocemos mâs que dos) modifîcadas adecuadamente de manera 
que den cuenta de la dinâmica del kink en prim era aproxim adôn, y  de un método 
perturbativo a la soluciôn casi- estzwzionaria. Este ultim o tiene la ventaja de 
proporcionar las correcciones a la soluciôn no perturbada en potendâs de un 
parâmetro pequeno. Sin embargo, la serie obtenida sôlo es convergente en una 
cierta regiôu de las vaiiables, y no es uniforme.
En la aplicaciôn de este método perturbativo , los problemas lineales que 
aparecen estân directamente relacionados con la ecuadôn de Schrôdinger para un 
potendal de Hyllerzias, por lo que hemos calculado las soludones correspondieni.es 
a estados ligados y de colisiôn de esta ecuaciôn.
El efecto de las perturbadones sobre las ondas iniciales puede interpretarse en 
prim er orden como una modulaciôn temporal de los parâmetros caracterfsticos de 
la onda. Hemos calculado cuales han de ser estas variaciones para los casos de un 
ruido aditivo y m ultiplicativo, suponiendo que las perturbadones estaban descritas 
por campos Gaussianos estacionarios, localizados en el espado y dependientes d d  
tiempo. Hemos comparado el resultado con el que se obtiene para la  ecuadôn 
de Sine-Gordon. Las soluciones explfdtas para solitones no- relativistas han sido 
calculadas.
Por ultim o, tzunbién se ha calculado exph'citamente (t>*), {v *) y  (v *) para  
solitones relativistas en el caso de un ruido ziditivo con disipadôn, asi como la  
densidad de probabilidad de velocidades asociada.
En la segunda parte se ha estudiado numéricamente la ecuaciôn. discutiéndose 
los diferentes esquemas numéricos a u tilizar asi como las cantidades conser\"adas 
asociadas a ellos. Los efectos en la frontera, la  convergencia y  estabilidad del 
esquema también han sido discutidos aqui.
En el ultim o capitulo se recogen los resultados obtenidos numéricamente, 
pudién-dose comprobar que para ruidos débiles y tiempos pequenos el k ink es 
estable y se comporta ta l y como predice la  teoria en todos los casos tratados. 
Estos han correspondido a ruidos aditivos y multiplicativos con o sin disipaciôn. A  
grandes tiempos no poseemos ninguna predicciôn teôrica, aunque es posible obtener 
resultados numéricos.
Para ruidos fuertes la  form a de la onda inicial cambia totalm ente, incluso para  
tiempos pequenos.
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C A P I T U L O  I
L a  ecuac iôn  d e l m o d e lo  <j>* n o -lin e a l  
y  sus p ro p ie d a d e s
1 .1  In tro d u c c iô n
En la  prim era parte de este capitulo se muestra la  form a de la  ecuaciôn del 
modelo 4>* que vamos a estudiar a lo largo de todo este trabajo. Com o en el fu turo  
vamos a emplear algunas de sus cantidades conservadas, tam bién éstas se definen 
aqui , y se describen algunas soluciones de onda via jera de tipo kink.
Debido a que muchos de los resultados que obtengamos los vamos a comparar 
con los que se habrian deducido para la ecuaciôn de Sine-Gordon, tam bién se 
mencionan aqui las propiedades de esta ecuaciôn que mâs nos interesan.
En la  u ltim a parte del capitulo se tra ta  la  integrabilidad de ambas ecuadones 
utilizando la  conjetura de Ablowitz, Ram ani y  Segur y  se estudia la  propiedad de 
Painlevé de las mismas.
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1.2 E l m o d e lo  o* n o -lin e a l
La ecuaciôn que vamos a estudiar a lo largo de todo este trabajo es la  ecuaciôn 
no lineal en derivadas parciales y en una dimensiôn espacial
— Ôrr — 4- =  0, 9 >  0 (1 .1)
donde <j> =  o { x , t ) , x  y t son reales, c es la velocidad de la  luz y m y g son 
constantes. Es un caso particular de campo escalar proviniente de la densidad 
lagrangiaina
^  =  2 ~ ~  ( 1 2 ) 
donde g{<t>) esta dado por la funciôn
4y \m ^
E l factor 4>* que aparece aqui es del que toma el nombre la ecuaciôn.
De la misma densidad lagrangiana (1 .2), pero para el caso
g(Ô) =  — ( l  — COSg \  m  /
se obtiene como ecuaciôn de evoluciôn la ecuaciôn de Sine-Gordon
— 4 - ^^^s i n =  0- (1 4 )
Mediante un anâlisis dimensioned es fâcil ver que [£] =  A L ~ ^  , [^] =  , [m] —
Z,“ * y  [y] =  , donde por A  se dénota la dimensiôn de una acciôn.
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De ahora en adelante, y en todo lo que sigue tomaremos siempre la velocidad 
de la luz como unidad de velocidades, es decir. c =  1 .
Haciendo el cambio de variable
(1 .5 )
( 1.1) se transforma en
u«( — U rr — u 4- =  0 , ( 1.6 )
que sera la  form a en la  que habitualm ente escribiremos esta ecuaciôn. Las nuevas 
variables z ,  t y u son ahora cantidades adimensionales. La  ecuaciôn ( 1.6) es 
invariante bajo la transform adôn del grupo de Poincaré
u (z , t )  u '( z ' , f ' )  =  u (z ,t ) ,  
t '  =  7 (< 4- v x )  4- a 
x ' — f { x  4- v t)  4- b,
donde 7  ^ = ( 1 — v^)~* y  v ,  a ,  h son constantes reales. Asimismo, si u ( z , t )  es 
soluciôn de (1.6 ), también lo es —u (z ,t )  .
U na le y  de conservadôn asodada a la ecuaciôn (1 .6) es una expresiôn de la  
forma
r ,  4- % . =  0 (1 .7 )
donde T  es la  densidad conservada y es el flujo conservado, siendo T  y  X
fundonales de u y  de sus derivadas. Las cantidades
î i  =  2 “ * )  ~  -  0, (1.8a)
T j =  —u*ut, (1.8b)
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son densidades conservadas por la ecuaciôn ( 1.6 ), suponiendo que tanto u como sus 
derivadas decrecen con suficiente rapidez en | j |  —► oo . Los flujos correspondientes
son:
-Ti =  —U jU t, (1.9a)
X 2  =  2 ( “ ? “ * )  ~  ~  (1.9b)
T i esta asociada a la densidad de energia y T j a la de momento.
Las soluciones explicitas de la ecuaciôn (1 .6) de tipo kink (k )  y antikink (k )  
para ondas solitarias moviéndose con velocidad v , son [5], [6], [7]
u *(x  — v t )  =  tanh ^ ^ ( x  — v t — x q )  =  — u^g(x — v t) ,  ( 1.10)
donde xq es una constante. Estas soluciones no tienden a cero en el infinito, sino 
que conectan dos estados de m inim o del potencial j(u ^  — 1)^ . Para ellas
'7^  A 7
T i =  —  cosh" ^ ( x  -  v t — xo), ( 1.11a)
cosh * ^ ^ (x  — v t — lo ) .  ( 1.11b)
La energia y el momento asociados vienen dados por:
Las densidades T i y T j si estân localizadas en el espacio para las soluciones 
consider adas.
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Asociadas a (1 .6) pueden definirse otras ceintidades como la masa
(invariante relativista) (1 .14)
y el centro de energias
( 1 .1 5 )
J -o o
que para la soluciones ( 1 .10) son, respectivamente
M *  =  | ,  (1 .16 )
Xe =  v t +  Zq. (1 .17 )
E l modelo tiene ademâs otra  propiedad global im portante, como es la  
de ser no-in tegrab le . Se dice que una ecuaciôn en derivadas parciedes (E D P )  
no-lineal représenta a un sistema integrable cuzindo puede resol verse m ediante la  
Transformadôn de! S ca tte ring  Inve rsa  (1ST) [8],[9]. Las ecuadones resolubles por 
1ST son sistemas Ham iltonianos completamente integrabler y dicha trasformaciôn  
es una transformadôn canônica de las variables fisicas a un conjunto in fin ito  de 
variables de acciôn -ângulo. Los problemas que pueden resolverse por 1ST poseen 
una estructura m uy rica, pues sus ecuadones se pueden escribir m ediante pares de 
L a x  en la  forma
L ,  =  [ L , M ] ,
poseen trasform aciones B àck lund , tiene in B n ita s  leyes de conservaciôn  y  adm iten  
soluciones iV -so litânicas  para N  >  3 .
Ninguna de estas propiedades las tiene un sistema no-integrable.
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1.3  L a  ec u ac iô n  de S in e -G o rd o n
Como hemos visto la ecuaciôn de Sine-Gordon (S G ) proviene de la misma 
densidad lagrangiana que pero con una g { ç )  diferente. Haciendo en (1 .4) el 
inismo cambio de variable (1 .5), se obtiene
««« — « IX -t-s in u  =  0 , (1.18)
que es la form a usual de escribir esta ecuaciôn. SG es también invariante bajo la 
mencionada transformaciôn de Poincaré y si u (x ,t )  es soluciôn de (1.18), también 
lo son - a  y  u +  2k ir, 1 =  0 , ± 1, ± 2 . . .
Las cantidades
Ti =  « z )  - t - ( l  -c o s u )  >  0, (1.19a)
Tt =  —« !« ( , (1.19b)
son densidades conservadas paira (1 .18), con los correspondientes flujos
X i  =  —u%U(, ( 1.20a)
.Yj =  -  - I - — (1 — COS u). (1.20b)
Las soluciones de (1.18) de tipo kink (k )  y antikink {k )  moviéndose con 
velocidad v  vienen dadas por
Uk{x  — v t)  =  4arctanexp7 (z  — v t — xo) =  2ir — u j ( z  — v t) ,  (1 .21)
con Xo constante. Estas soluciones, ed igual que (1 .10), también conectan dos
mfnimos del potencial (1 — cos u) y son cualitativamente m uy similares a las del
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modelo ô* • Nos perm itirân compau^ar y contrastar muchos de los resultados que 
vayamos obteniendo en lo sucesivo. Para (1 .10), T\ y 7% vienen dados por
T\ — 47  ^cosh~* 7 ( 1  — v t -  Xo), (1.22a)
T j  =  4 7 * u  cosh"* 7 ( 1  — v t — X o ) .  (1 .22b)
y  E , P , M  y Xe  por
E  =  8y, (1 .23)
P  =  87V , (1 .24)
M *  =  8 , (1 .25)
X c = v t  +  xo. (1 .26)
A l contrario que ô'* , SG si que représenta un sistema integrable y posee, por 
lo tanto, las propiedades que hemos mencionado anteriormente. Asi por ejemplo, si 
escribimos la ecuaciôn (1 .18) en las variables (  , 77 del cono de luz cuya definiciôn 
viene dada por
(  =  5 (^  +  0
T) =  - { x - t ) ,  (1 2 7 )
se tiene que
«(,, =  sinu. (1 .28)
y  la  transformaciôn Bàcklund de esta ecuaciôn en si m ism a tiene la  form a [10], [11]
/ I l  —
- f  2a s in ^ — - — j
Un =  « f, +  (1 .29)
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donde a  es una consteinie y  U , ' i  son soluciones de (1.2S) como se comprueba 
aplicando la condicion de integrabilidad
a las ultimas ecuaciones. Las primeras leyes de conservaciôn de (1.28)
D ( +  F,, =  0
vienen dadas por [12]
D i  =  u * / 2 , F i  =  cosu.
■C>2 =  «î^/4 -  u * , ,  f 2 =U*COSU.
Z?3 =  ( l / 6 )u« -  (2 /3 )u *u *„  +  ( 8 /9 ) u * u ,„  +  (4 /3 )u * „ ,
Fs =  [ ( l /9 )ü *  -  (4 /3 )u * , j  cosu.
Como la ecuaciôn u^, =  sin u es simétrica en (  , 7 , podemos cambiar (  por 7 ,
con lo que apareceràn otras leyes de conservaciôn
D i  =  cosu. F i  =  U ç /2 .
D 2 =  u | cosu, F 2 =  u | /4  — u *j.
Z?3 =  [ ( l / 9 ) u |  -  ( 4 /3 )u | j j  cosu,
Fs =  ( l / 6 )u« -  (2 /3 )u *u *( +  (8 /9 )u *U (((  4- (4 /3 )u |jç .
Las expresiones T\ , X i  dadas en (1.19a) y  (1.20a) corresponden a
D i  =  u * /2  4 - ( l  -  cosu),
F i =  —u^/2  — (1 — cosu).
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mientras que T i , X z  lo hacen a
D i =  u'j^/2 -  {1 -  cosu ), 
F 2 =  u </2 — (1 — cosu).
como se comprueba sin ninguna diHcultad.
1 .4  In te g ra b ilid a d  de 4>* y  p ro p ie d a d  de P a in le v é
Vamos a ver en este apartado cômo pueden probarse algunas de las definiciones 
anteriores referentes a la  integrabilidad de la ecuaciôn (j>* . Para ello vamos a seguir 
el procedimiento expuesto en la referenda [17].
Y a hemos dicho que una E D P  no-lineal resoluble mediante 1ST es integrable. 
T al E D P  puede resolverse por este método si una d e rta  funciôn K { x , x ; t )  es 
soluciôn de la ED P, donde K { x , y ; t )  esta definida por una ecuadôn intégral del 
tipo Gerfand-Levitan-Marchenko (G L M ), [13], [14], [15], [16]
K { x , y ; t )  =  F { x , y , t )  +  j  dz K { x , z \ t ) N { x \ z , y , t ) ,  
para N  una funciôn conocida de F .
Ablowitz, Ram ani y Segur [18],[19] probaron que las soluciones de la ecuadôn 
de G L M  poseen la  propiedad de Painlevé [20], [21], lo que les llevô a enunciar la  
siguiente conjetura:
-  I S
"U na E D P  no-lineal es resoluble mediante 1ST solo si todas las ecua- 
ciones diferenciales ordinarias (E D O ) obtenideis por reduccidn de aquella 
mediante cambios de v’ariable, tienen la p rop ied ad  de Paànlevé
Por ejemplo, de la ecuacidn K d V
+  6çç* +  Ç t i i  =  0
se sabe que es exacttunente resoluble (integrable) bajo ciertas condiciones de 
contomo. Si a dicha ecuacion se le imponen propiedades de simetn'a se obtiene 
una ecuacion diferencial ordinana. Asi K d V  tiene soiuciones con invariancia bajo 
el grupo de Galileo, es decir
q =  f { z ) ,  z =  x  - c t ,
si /  es soluciôn de
/*» *  +  6/ / ,  -  c / i  =  0 ,
que una vez integrada da
/ i *  +  3 / *  — c /  =  const,
que se comprueba que posee la  propiedad de Painlevé [20).
Luego, una form a de comprobar si una E D P  es integrable o no es estudiar la  
propiedad de Painlevé en todas sus posibles E D O . Esto présenta dos problemas:
i) Estudiar to d as  las E D O  que se pueden obtener de una E D P  es m uy diScil, 
pues no siempre se conocen todas las simetn'as de una ecuacion.
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ii) La conjetura de Ablowitz et al. es una condiciôn necesaria , pero no suficiente, 
para asegurar la integrabilidad. Para resolver el prim er inconveniente Weiss el 
al. [17] trataron de estudiar la  propiedad de Painlevé en la E D P  directamente, 
sin recurrir a sus E D O . Elsto hacia necesario définir qué se entendia por dicha 
propiedad en EDP, generalizando el concepto de E D O . En cuanto al segundo 
problems, si bien la mencionada conjetura no servia para probar cuando una  
ecuacion era integrable, era u til, al menos, para probar cuando no lo era.
Este es el criterio que vamos a emplear para mostrar que <(>* no es integrable; 
probar que no satisface la  propiedad de Painlevé .
Siguiendo [17], daremos la  siguiente definiciôn:
D e fln ic iô n  : Sea u ( z i , . . . , z « ) , z,- 6  C , x =  1 ,2 , . . . , n  la  so lu c iô n  d e  u n a  
E D P . Se dice que una E D P  posee la  p rop iedad  de P ain levé cuando u se puede  
e sc r ib ir como
u =  u ( z i , . . . , z „ )  =  ô" ^  OnÔ", (1 .30)
don de
Ô =  Ô(Z1, .  .,Z n ), 
d i  —  0 | ( z i , . .  • , Z * ) ,  X —  0 , 1 ,  2 ,  ■.. 
son funciones ana liticas de z i , . . . ,  z„ en un e n to m o  de l p u n to  «lo» •^ 20» • • • > ^no en 
e l cua l
^(z^Oi ^20 ; 1^nO) "  0
y  a  es un num éro  entero.
Como aplicadôn de esta definiciôn vamos a em plearla prim ero en la  ecuacion 
de S G
Ug, =  sinu, (1 .31)
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y luego al modelo à*
=  - u  +  (1.32)
ambas va escritaa en las variables del cono de luz.
1) Ecuacion de S iae-G ordon
la )  Obtenciôn del término general del desarrollo (1.30).
Mediante el cambio de variable
u =  e‘“ , (1.33)
(1 .31) se transforma en
2(uvtf — VzVt) — v{v^  — 1) =  0. (1.34)
La ûnica posibilidad de que esta ecuacion tenga una soluciôn de la forma 
(1 .30) es que a  =  —2 . Introduciendo
u =  ^  (1.35)
con à  =  ô ( x , t ) ,  a i =  a j ( i ,< ) ,  i =  0 , 1 , . . . ,  en (1 .34) y  operando se
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obtiene el término general:
2 ( a ,a jr t  -  a . r a j t )
i . j = 0
i+ > = r+ 2
+2  ^ 2  [ ( t  — -t- Okiôz) 4- ( t  — 2 )a;airÔrfj
k j=0  
k + l ^ r + 3
<» , ,
+ 2  ^  [(p — 2)(p — q — l)apa,ô tÔ tJ
(1 .36)
P+*=r+4
a ,b ,e = 0
o + t+ e = r+ 4
donde
r  =  —4, —3, —2 , . . .
Or =  0 , cuando r  <  0 .
Esta expresiôn perm ite calcular para un r  dado, el coeficiente Or+ 4  . 
.\lgimos de estos coeficientes son:
00 =  4ôzô(, r  =  —4 (1 .37a)
01 =  —4ôxt, r  =  —3 (1 .37b)
02 =  indeterminado, r  =  —2. (1.37c)
Los demàs coeficientes a i , /  >  3 vienen dados en funciôn de 02 y  sus 
derivadas.
Ib )  Resonancias
E l término general (1.36) también se puede escribir como
8 ( r  +  2 ) ( r + 5 ) ( ^ , ô t ) *  O r+4 = / r + 4 ( a o , o i , • • • , O r+ s ),  ( 1 .3 8 )
donde la  funciôn / r +4 esta de fin ida  por;
/r+4  =  -  2 ^  [a ,a jz t — a,zO jt)
i,;=o 
i+ ;= r + 2
»  j.
— 2 \^{k — l)a i{a kz0 t +  (^kt4>z) +  {k  — ~)oiat<é>x,
k . i= o
t + ( = r + 3
— 2 ^ 2  [(P ~  2 )(p — q — l)apa,ôzÔ «j
p.q=0 
p+q=r+-i 
p,qikr+4
+  OaO&Of — Or =  0, T =  - 4 ,  —3, . . .
a,4,c=0
a+è+c=r+4
a,b,a^r+4
siendo ahora los sumatorios en p , q y  a , b , c taies que ninguno de 
dichos numéros sea igual a r  -t- 4 . Los coeficientes o; y a _ i (nulo por 
defininiciôn) correspondientes a r  =  —2 y  r  =  —5 , respectivamente, 
se denomiman resonancias. A la vista de estos r  para los que se anula 
el coeficiente de a  r+4 , se concluye que (1 .34) es de tipo P, o adm ite la 
propiedad de Painlevé , si y solo si se anula idénticamente. Esta séria 
la comprobaciôn de que el desarrollo (1.35) es correcto. Es fâcil ver que, 
en efecto
/ 2(a o ,o i)  =2(aozOot — <*onox«)
-f-2 ^3a o O iô z «  — a o ( n i i ô »  -t- o i t ô z )  +  o i(o o z Ô «  +  ttQ « ô z )j 
—2oJôzÔt +  3aot*i
es idénticamente nulo, lo que se comprueba utilizando las definiciones 
(1 .37a) y (1.37b).
Esta es la razôn por la  que a j  queda indeterminado.
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le ) Trasformaciones Backlund
El térm ino general (1 .36) perm ite también encontrar las trasfo rm aciones  
B ack lund  para la ecuacion (1.34). Esto se hace imponiendo condiciones 
sobre los coeficientes a „  (recuérdese que o; es indeterm inado), de form a  
tal que dichos coeficientes sean todos nulos a p a rtir  de uno dado. Estas 
condiciones, que se deducen sin ninguna dificultad de (1 .26), son:
2(oox<iot — ttOÛOr»)
+ 2  ^3ooOiôx( — ao (a izd t +  oit4>z) +  Qi(<iotÔt +  (1 .39 )
- 2 o i Ç i i ô f  -t- 3a o a \  =  0  
que ya sabemos que es nula porque es la  condiciôn de com patib ilidad,
2(oaaixt +  ûiOoxf — oor^u ~  ûo«t*ix)
+ 4  ^ao(o2xÔ( +  uzfôx) — O2(aox0r +  ootôx) — no02Ôx(j (1 .40)
—2ajô xf +  4oi 02 0 x0 » — 6ooOi02 — oJ =  0 ,
2 (oo02xt +  O2O0xt — 00x02» ~  Oo«02x )
+ 2(OiOix» — OixOl»)
+2  0^ ; ( 02xÔ» +  02»Ôx) — 02(oixÔ» +  OifÔx) ~  O i02Ôx»j 
—3ooo| — 3oj02 -t- Oo =  0 ,
(1 .41)
2(o]02x» +  O2O1X» — 0%x02« — 0it02x) ~  3o io | +  Oj = 0 ,  (1 .42)
2(o202x» — 02x02») — o | +  02 =  0. (1 .43 )
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Las condiciones (1 .39)-( 1.43) ob ligan  a que
a, =  0. V, >  3
y por lo tanto
V =  4------ :— 1-02 =  —4(ln ô)x» +  o%. (1.44)
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Notese que ahora 02 ya no es cualquier funciôn sino que tiene que ser 
so luciôn de la ecuaciôn de SG (1.43).
Las trasformaciones Backlund para el campo de Sine-Gordon son las ecua- 
ciones (1.40), (1.41) y (1.42). Actualmente se trabaja  en su simplificaciôn, 
ademâs de intentar obtener de ellas las trasformaciones Backlund de SG  
ya corocidas.
Por ultim o es necesario hacer una aclaraciôn : la expresiôn (1 .36) no solo 
proporciona el desarrollo (1 .37), sino otro ademâs en el que
Oo =  oi =  0
02, 03 indeterminados
a>, 7 >  4 en funciôn de 02 y 03
es decir, un desarrollo emaiitico
V =  ^  o„ô" *•
La existencia de estos dos desarrollos para una misma soluciôn puede quedar 
aclarada si comparamos con lo que ocurre sucede en E D O . Como ejemplo
tomaremos la ecuacion
-  1 )W " =  2 i r ( I K ')2 
\V  =  lV {z ) , z €  C
cuya solucion general es
lV {z )  =  tanh(az + 6), a ,b  constantes 
que es singular en los puntos del piano complejo
La solucion tanh( az +  6) adnûte dos desarrollos en serie en tom o a un punto  
zo del piano complejo:
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i ) Serie de Laurent
tanh(az +  b) =  — -[1 +  — (z — zq)^ — — (z — zq)* +  ■
a( 2 — Zo) o 4o
cuando zo =  uJi 
ii) Serie de Taylor
tanh(az +  6) =  tanh(azo +  6) +  —
cosh^(azo +  b)
ta n h (az o  +  b) ;
cosh
^  g^(3 tanh^(dZQ +  6) — 1)
3cosh^(azo +  b)
cuando zq 7^  w* .
(z  — Zq)  ^ +
Si bien ambos desarrollos corresponden a la misma soluciôn , se hacen en tomo  
a puntos de diferente carâcter , ya que unos son puntos singular es de la  soluciôn 
general y otros no.
Una interpretaciôn semejante puede hacerse con los desarrollos de Sine-Gordon 
que hemos expuesto, pero introduciendo los cambios adecuados al tratarse de 
una EDP.
2) M odelo  à*
2a) Obtenciôn del término general del desarrollo (1.30)
La ecuaciôn (1.32) sôlo puede tener una soluciôn de la forma (1.30) si 
a  =  — 1 , es decir
u =  ^  (1.45)
Introduciendo este desarrollo en (1.32) se obtiene el térm ino general: 
ar+l,r< +  Qr+t +  ( »* +  l) (a r + 2.x'?( +  O r+ Î.ld r +  a r+ 2<?i«) +
+  ( r  +  l ) ( r  +  2 )a r+ 3<?x0 « -  ^  a .a y a *  =  0, (1--16)
i+ J  +  k = r + 3
r  =  —3, —2 , . . .
Or =  0 , cuando r  <  0 .
que perm ite dado un r  , calcular Or+s • Algunos de los términos que se 
obtienen son;
2ao<i>x4>t — ÛQ =  r  =  —3 (1 .47a)
ao*<A» +  ooi<J>x +  ao<^rt +  30*01 =  0, r  =  —2 (1 .47b)
ooit +  Oo — 3ooo* — 3og02 = 0 ,  r  =  — 1 (1.47c)
De (1 .46) también se obtiene que
[(r +  l ) ( r  +  — 30g) O r+J =  /r+ 3 (o o , . . . , O r+ 2 )i (1 48)
donde / r +3  se puede escribir sin ninguna dificultad.
2b) Soiuciones
Como se deduce de (1.47a), se obtienen las soiuciones:
i) Oo =  0
En este caso los coeficientes Oi y 03 (resonancias) permanecen indeter­
minados porque (1.48) se escribe como
( r  -b l ) ( r  -f- 2)^ ,^ |O r+3 =  / r + 3(O l, . . .  , Or+2 ),
en donde se puede comprobar que f \  y  se anulan idénticamente 
cuando qq =  0. La  soluciôn (1.45) es enfonces anaiitica en ô y todos 
los coeficientes vienen expresados en funciôn de o; , o; y sus derivadas.
i i )  0,5 =  2ç>rOt
•\hora (1 .48) se escribe como
(r  -  l ) ( r  +  i)à t4> tar+3  =  /r+3(oo, ■ •. .O r+ î) , (1.49)
donde las resonancias sen'zm 04 y a _ i ( éste coeficiente nulo por 
de fin ic iôn ), pero para r  =  l , f i  no se anula idénticamente cuando 
Oq =  2ôzd«. Esto se comprueba si se tiene en cuenta que ahora
a l =24>tàf,
oi =  — g^(ooz<?( +  aot4>z +  oo<Ax<)i 
0-2 = g ^ (o Q r , +  Oo — 3ooO*),
0 3  +  Ol +  (o 2 i<?f -i- a i t 4 > z  +  0 .2 ( f> x t)  —
— SooOioz — a î j , 
y donde f \  viene dado por
/l(o o , . . . , 03) =  02x1 4- 0 2 -1- 2(o3x^j -+- 03t4>z 4" 034>zt)~
— ( 6ooOj02 4- SooOj 4" 80 * 0 2 ).
Esto indica que la  soluciôn (1.45) es solo correcta alrededor de aquellos 
puntos en los que dicha soluciôn no es singular ( apartado i). En los puntos 
en los que la soluciôn es singular u es de la forma
u =  i/i(ln<^) (1.50)
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donde h  una funciôn anaiitica en su argumento. Esto quiere decir que u  
tiene una ram a logaritmica.
Para que (1 .50) sea soluciôn de (1 .32), h tiene que ser soluciôn de
< l> ^h g t — +  h t ( j> z )  +  {2 < t> z O t — +  ô^ )h  — h }  =  0 (1 .51)
e introduciendo en esta ecuaciôn el desarrollo
A =  ^  6n(In<^)’‘ . (1 .52)
se obtiene el térm ino general
( ^  +  l ) ( f  +  2 ) ^ * ^ j 6 r + 3  =  — ( r  +  1 )  ^ < ^ ( ^ r 5 r + l ,«  +  < ^ ( 5 r + l , r  ) +
-b +  <i^i«^)5r+l| —
—  4 > ^ b r ,z t  +  <f>(.<l>zbr,t +  < i> t b r , z ) ~
~{^4>z<Pt — <i>zt<^  4- ô*)&r +  ^  " bib jbk,
« .> .*= 0
i+>+*=«r
(1 .53)
r  =  —2 , —1, . . .  
br =  0 , cuando r  <  0.
En este caso la ûnica soluciôn posible es aquella en la  cual bo y  bi 
permanecen indeterminados y los demâs coeficientes son funciones de estos 
dos y de sus derivadas.
Este resultado prueba que h  es anaiitica en el argumento In y que u tiene 
una singularidad logaritm ica trasladable que hace que la  ecuaciôn <b* no sea 
de tipo Painlevé , y  que por lo tanto no sea integrable.
30
C A P IT U L O  2
E cu ac io n  de S ch rô d in g e r U n id im e n s io n a l 
con un  p o te n c ia l de H y lle ra a s
2.1  In tro d u c c iô n
Cuando un problem a no-lineal se tra ta  perturbativamente, se sustituye por 
infinitos problemas lineales, a menudo mas sencillos de resolver.
Como ya veremos en capftulos posteriores, las ecuaciones lineales que apare- 
ceran en nuestro desarrollo perturbativo del modelo seran ecuaciones de 
Schrôdinger con un potencial de Hylleréias.
En este capitulo se calculan los estados ligados, sus energias y los estados de 
colisiôn, para un potencizd de Hylleraas generalizado y se hzuze la aplicaciôn al caso 
concreto V {x )  =  2 — 3 cosh“ * ( x / \ / 2 ) , que es el que va a aparecer en nuestro 
trabajo.
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2.2  E stados ligados y  sus en erg ias  co rresp o n d ie n te s
Vamos a resolver la  ecuacion de Schrôdinger
- '^ z z  +  U { x ) 't  -  - X ' i , (2.1)
donde =  ^ '(x) con x 6  ( —oo ,+oo) y  U (x )  es un potencial de Hylleraas de la  
forma
U {x )  =  U ocosh~^ax, 
ta l que [7o <  0 , À >  0 y a  sea un numéro real.
\
\
\
\
V
/
/
esrscnco
Hemos puesto A >  0 para obtener los estados ligados del potencial. Por ser 
éste de la forma
vamos a hacer en (2 .1) el cambio de variable [22]
y =  —c ,
» (i) = ( -y ) '( i  -  y)V(y),
( 2 .2a)
( 2 .2b)
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donde
1
1 — 1/1 — 4Co < 0.
(2 .2c)
( 2.2d)
Con este cambio, / ( y )  tiene que ser soluciôn de la ecuziciôn 
y ( l — y) +  ^(1 +  2<r) — ( 2<t +  2p +  l )y j  ^  — 2^p<r +  p ^ j /  =  0 , ( 2.3 )
que es una ecuaciôn hipergeom étrica.
Una ecuaciôn hipergeométrica tiene la form a general [23]
2(1 — 2) j  2 + [c  — (a  +  i» +  l ) z j — abw  =  0 , (2.4)
donde w =  w {z) y  a ,b  , c son constzintes. La soluciôn mas general de (2 .4) en el 
caso en que c , c — a — b y  a — b no sean numéros enteros y en las proximidades de 
ZQ =  0 es
iy(z) =  C iF { a ,  b; c; z) +  C 22*~*^F(a — c +  1,6 — c +  1; 2 -  c; z ), (2 .5)
donde C i y  C 2 son constantes de integraciôn y F {a ,  6; c; z ) es la  funciôn  
hipergeom étrica, definida por
donde
F {a ,b ;c ;z )  =  F {h ,a ;c \z )  =  ^
n=o IF )"
r ( a  +  n )
(a )„  =  a{a  +  1) . . .  (a  +  n — 1) =  
(a)o =  1.
r(a) ’
(2.6a)
(2.6b)
-  33 -
Aplicando este resultado a (2 .3 ), y  deshaciendo los cambios ( 2.2a) y  (2 .2b) se 
llega a que
$ ( x )  =  +  « - : « ) ' [ C :F (o ,6; c; - « - ' = ' ) +
+  C 2( - e - ^ ' * ' ) ‘ - ' F ( a  -  c +  1,5  -  c +  1; 2 -  c; - e '^ » ' ) ]  • 
donde a =  2<T +  p ,b  — p y c =  I  +  2a .
(2.7)
Para fijar ideas supondremos en todo lo que sigue que or >  0 .  La condiciôn 
que debe satisfacer ^ '(x) para que représente un estado ligado es que
» ( i ) cuando |x| -+ +oo. (2.8)
Con el fin de imponer esta condiciôn vamos a estudiar el comportamiento asintôtico 
de 'I'(x ) sôlo cuando x —» —oo, porque al ser U (x )  simetrico en el origen (U (x )  =  
U{ — x ) )  , la  funciôn de ondas tiene paridad definida y las condiciones impuestas en 
X <  0 quedan automaticamente impuestas en x >  0 .
r ( c ) r ( & - g ) ^  ^  r ( c ) r ( g - 6) ^
I—<» r ( 6 ) F ( c  — g )
Asintôticamente, F {a , b ;c ;z )  présenta la forma 
F (g , 6; c; z)
por lo que
r ( g ) r ( c - 6 ) '
(2.9)
n i ± r î E L z H î 2 ( _ i ) - ^ e - i ' i V Â +
r ( p ) r ( i - p )  >
t |v /Â
+ ( - l ) ‘ - ' C 2
r(l 4- 2g)r(2g) 
r(2g + p)F(l + 2<t — p)
F(p — 2<t)F(1 — 2<r — p)
F ( l - 2g )F (2g ) j . , ^
F(p)F(l-p)
(2.10)
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La ûnica form a de que se cum pla (2 .8) es procurando que no aparezca en (2.10) 
ningûn térm ino que \-aya con , que son los que dzm contribuciones infinitas
en el infinito. Las Gammas de Euler que aparecen como coeficientes de 
tienen todas argumentos positivos, a excepciôn de 2(T +  p , que podn'a no serlo.
Escogiendo
2(7 +  p =  —n n =  0 , 1, 2 , . . . ,  (2 .11)
conseguimos que el térm ino no aparezca en (2.10). Esta ecuaciôn (2.11) es
la ecuaciôn de la energia, que déterm ina el valor de A que tiene que corresponderle 
a un estado ligado.
Si denotamos con N  el numéro de estados ligados del potencial, la  condiciôn 
2(7 >  0 im plica que
- p  >  N
que es una cota superior para N  . Para que las Gammas que apzirecen como 
coeficientes de no den contribuciones finitas cuando 2<7 4- p =  —n ,  la
constante C 2 ha de tomarse nula (C 2 =  0). E l término
r ( l  + 2<r)r(-2(7)
r(p)E(i-p)
es finito cuando 2(7 4- p =  —n, ya que es igual a
r ( l  — p — n )P(p  4- n ) _  jp )n  _
r(p)F(l-p) - { l - p - n ) n
Ademâs
1 — p — n ^ l 4"(V  — n > 0.
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Asi pues, la  soluciôn de (2 .1) correspondiente a un estado ligado viene dada
por
^  =  'P „(x) =  C c “ '**e“ '‘ * ( l  +  « " ' " ) ' X
p(p +  I ) . . . ( p 4 * f c  — 1 )____ F(
^  W  ( p + n - l) (p  4- n -  2 ) . . .  (p +  n -  t )
(2.12)
En esta expresiôn C  es una constante de normalizaciôn ya que (2 . 1) es lineal. 
Por o tra  parte, de (2.12) se puede deducir facilmente que ^ 'n (x ) es par cuando 
n =  0 ô par y es im par cuando n es im par, ta l y  como debe ocurrir por la sim etria  
[ / ( x )  =  U {—x ).  P ara A =  0 ,  (2 .12) no es la  soluciôn mâs general de la ecuaciôn 
(2 .1) pero con razonamientos anâlogos es fâcil ver que no bay estados ligados a  
energia cero.
2 .3  E sta d o s  de C o lis iô n
Los estzidos de colisiôn de la  ecuaciôn (2 .1) aparecen cuzmdo A <  0 .Concre- 
tamente, si A =  — fc* con fc un numéro real, entonces a =  \ /Â /2 a  es
<7± =  ± ^ .  (2.13)
En este caso (2 .1 ) tiene dos soiuciones linealmente independientes y con la  misma 
ener-gia, que con ayuda de (2 .7) se pueden escribir como
$ [f^ (x ) = ^ e ' * ' ( l  +  e - : « ) " F ( o _ , 6; c_; (2 .14)
F sc  «
X F (a +  — c+ 4- 1 ,5 — c+ 4- 1; 2 — c+; —c^“ * ) ,  (2 .15)
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donde , c± , F ; , Ta est an definidos por
a±  =  2<t± 4- p, (2.16a)
c± =  14-2cr±, (2.16b)
' • ■ n E e i w S f e
(Nôtese que a+  y son como a_  y c_ pero cambiando k —* —k  ).
Las expresiones (2.14) y (2.15) se pueden escribir de una forma mâs manejable
utilizzindo (2.6a) ,(2 .16a) y (2.16b) como
4 ' [ f ' ( x )  =  4- ( 2 1 7 )
'^ ^ '(x )  =  +  e - « ) ^
Debido a la invariancia de (2 .1) con el cambio i  —* —x,
$^\%) =
por lo que la soluciôn mâs general a  esta ecuaciôn con estados de colisiôn, salvo 
norm alizaciôn, viene dada por
«'i.*’ (x ) ±  » ^ ) ( x ) ,  (2 .19)
donde la combinaciôn 4- (—) es par(im par) en x.
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2 .4  A p lic a c iô n  a l caso V {x )  =  2 — 3 c o s h ~ '(x /\ /2 )
Vamos a resolver eihora la  ecuaciôn
+  [2 -  3 c o s h ~ *(x /V ^ )l'I' =  (2 .20)
En este caso t/'o =  —3 , —A =  — 2 ,  p =  —2.  L a  condiciôn (2 .11) indica que
sôlo hay dos estados ligados. Estos estados, deducidos de (2 .11) y (2 .12) con sus 
energias correspondientes son:
wo = 0 , ^ o (x ) =  ( ~ ^ )  c o s h '^ ( ^ )  par (2 .21)
=\/f' *■<*> = ( ^ )  ^ ( - * )  ‘"P"'
que satisfacen las relaciones de ortonormalidad
(^ n l^ n ')  =  ^nn', n ,n ' =  0 , 1, 2 . . . ,  ( 2 .23)
siendo { f \g )  el producto escalar definido como
U \g ) =  J  dx  / ' ( x ) y ( x )
con /  -  / ( x )  , g =  g {x ) .
E n cuanto a los estados de colisiôn, si A =  — entonces
=  2 +  (2 .24)
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e introduciendo en (2.19) las expresiones (2 .17) y (2.18) y operando, se llega a 
4"^  par =  . 4 ( t ) i [3 tanh^ —j -  — 3 \/2  ik  tanh — (1 +  2A’^ ) ] i
im p a r  t v 2  v 2
—P= +  3 ik  tanh —p=
y/2 v/2
-  , (2 .25)
±e  '*■* [3 tanh^ -ÿ= — ( 1 4* 2 i*)J  j ,
donde .4 ( t )  es un fac to r de normaJizacion. Este factor se puede obtener de la 
condic iôn
('l'^p’ar \ ^ % i r  ) =  -  t ' )  ±  6(k  +  k ') ] .  (2 .26)
tm p a r  im p a r  ^
Usando el resultado (A .4) del Apéndice puede verse que
[ l 6x(t% +  2 ) (2 t :  4-1)1 ■
Las relaciones de ortonormalidad entre los estados ligados y de colisiôn son
( $ " l $ r )  =  dx  $ . ' ( x ) $ i * ) ( z )  =  0 Vit, (2 .28)
donde n =  0 ,1  y A =  pa r, im p a r  , como se muestra con los resultados (A .5 ) del 
Apéndice A . De (2.21), (2 .22), (2 .25) y (2 .28) se obtiene la  reiadôn de cierre
$ ; (x )$ o (z ')  +  $ l ( x ) $ i ( % ') +
+  [ » % ! . ' ( ' ) » % ( ' ' )  +  =  S(x -  x ') ,
derivada en el Apéndice A , expresiones (A .6 ), (A .7) y (A .1 2 ). EIsta reiadôn a  
menudo la emplearemos en la  form a mâs esquemâtica y funcional
__ r+oo
IN ( ^ o |4 - |» i ) ( » i | 4 -  ^  /  d t |t ,A ) ( t ,A | =  Z, (2.30)
A=l,2 -'-°®
donde \k, 1) =  $ (% (% ), | t , 2) =  •
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C A P I T U L O  3
E l e fecto  de p e q u en a s  p e rtu rb a c io n e s  so bre  
e l c o m p o rta m ie n to  de los k in ks
3 .1  In tro d u c c iô n
El efecto de las perturbaciones sobre los kinks puede interpretarse en prim er 
orden como una modulaciôn temporal de los parâmetros caracten'sticos del kink. 
En este capitulo se calculan explicitamente las ecuaciones diferenciales para estos 
peirâmetros mediante leyes de conservaciôn. Estas ecuaciones son la  de la  velocidad 
y la del centro de energias ( "centro ” de ahora en adelante) de la  onda solitaria y 
constituyen la dinâmica del kink perturbado. Son E D O  deducidas de ED P.
El método empleado en su deducciôn utilizando leyes de conservaciôn no es el 
mâs adecuado, aunque proporciona bastante informaciôn. Consecuencias y ejemplos 
referentes a esto también se muestran en este capitulo.
En la u ltim a parte se calculan las ecuaciones dinâmicas en prim er orden para  
kinks de S G perturbados.
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3 .2  E fec to  de pequenas p e rtu rb a c io n e s  sobre la  d in â m ic a  de los k in k s
del m ode lo  o*
En este cap itu le  nos \"amos a dedicar al estudio de la  ecuaciôn del m odelo ô*  
pe rtu rbado
ue« -  U tr -  u 4 - ( 3 . 1 )  
donde e es un numéro real tal que G <  e <C 1 - El térm ino iî[u ] puede représentai 
fuerzas externas, impurezas, efectos de disipadôn, inhomogeneidades espaciales, 
etc.
Mâs concretamente lo que vamos a estudiar es el efecto que tienen estas
perturbaciones sobre la  soluciôn
u o (i — ut) =  tanh ^ ( x  — ut -  io ) i  (3 .2)
correspondiente al kink de la ecuaciôn sin perturbai
U|f — « r r  -  u 4- =  0, (3 .3)
ambas ya expuestas en el Capitulo 1.
Es bien conocido en la litera tu ra  que los efectos de una perturbaciôn sobre un 
k in k  o so litôn , por pequena que sea, producen [25], [26] :
-  Un cam bio en los parâmetros del solitôn que pasan a ser funciones del tiempo.
En nuestro caso los parâmetros son u y xo .
-  Un cambio en la forma del solitôn.
-  La formaciôn de un grupo de ondas de pequena am plitud que normalmente se
conoce con el nombre de radiaciôn.
Estos efectos se pueden ver de la  siguiente manera: Si nos situaimos en el
sistema de referencia en el que el kink uq esta en reposo
uo =  tanh ^  (3 .4)
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y nos preguntamos cuando sera soluciôn
u =  Uo 4- V ,
con \xp\ uq y  ilf =  xl^{x,t) de la ecuaciôn (3 .3 ), al menos en prim er orden de 
perturbaciones, la  respuesta que obtendremos es que cuando 0  sea soluciôn de la  
ecuaciôn lineal
— i>xx +  (3ug -  l) r jf  =  0. (3 .5)
Utilizando para resolver esta ecuaciôn el método de sepziraciôn de variables y  
escribiendo
xi>{x,t) =  (A e '" ' 4- 5 e - ' - ‘ )/»(x) (3 .6)
con A y  B  constantes, h {x )  tiene que ser soluciôn de
—h "(x )  4- V (x )h (x )  =  w^A(x) (3 .7)
donde
U (x ) =  ^2 — 3cosh“ * X 6  ( - 00, 4-00)
La ecuaciôn (3 .7) es la ecuaciôn de Schôdinger con un potencial de Hylleraas,
cuya resoluciôn exacta puede verse en el Capitulo 2. Esta ecuaciôn tiene dos estados
ligados para los cuales wo =  0 y  w% =  siendo sus funciones de onda
|0) = ( ^ )   ^ c o s h ~ * ( ^ ) ,  par (3.8a)
respectivamente, y estados de colisiôn doblemente degenerados taies que
w ( t )  =  \ / 2  4- fc*, fc 6  ( —oc, 4-0 0 )
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y funciôn de ondas
X) =  A (k )  ^[c'**[3 tanh^ — 3>/2 ik  tanh —^  — (1 +  2t^)] ±  c.c.j (3.9) 
donde A =  |  î  |  . c.c. es el complejo conjugado y
"  [ l 6x((k2 +  l ) ( 2F  +  l )
1 /2
\k, 1) es peir y \k, 2) im par cuando se cambia x —* —x  .
Las ecuaciones (3 .8a), (3 .8b) y  (3 .9) satisfacen la  re laciôn de cierre
1 =  !0)(0| +  |1 ) (1 I+  /  < f t |t ,A ) ( t ,A |.  (3.10)
A = l , 2
Esta relaciôn perm ite escribir la soluciôn general de la  ecuaciôn (3 .5) como
w (z ,t )  =  C o ( t ) |0 ) 4 - C i ( t ) | l ) +  ^  d k C x {k , t ) \k ,X } ,  (3.11)
A =l,2
donde
C o (t) = A o  +  B o t, (3.12a)
C i( t )  = A ic ’“ ‘ +  (3.12b)
y
C x (k , t )  ±  C x i - k ,  t )  =  A a (*)c *“ <‘ >‘ +  5 a (* )c - '-< *^ ‘ . (3.12c)
Como puede verse en (3.12a), el modo |0) corresponde a im a trasiaaôn y el |1) a 
una oscilaciôn in te rn a  del kink.
43 -
Si en lu g a j de buscar soluciones de la  ecuaciôn (3 .3), las buscâram os de (3 .1 ), 
ç-(x. t ) tendn'a que ser soluciôn de
+  (3 uq -  1)^^ =  (3 .13)
y las funciones C o ( t ) , C \ { i )  y  C \ { k , t )  vendrian  de term inadas en este caso p o r 
las ecuaciones diferenciales o rd ina rias
+  \ c x  =  ( ^ )  '  dx  _ ^ i î ( u o l ,  (3 .14b )
C 'L ik , t )  +  C 'J i{-k , t) +  (2 +  t )  ±  C x i - k ,  0 ] =
= 2 A {k )  j  d i  |e '* * [3  t a n b * — 3v/2 î A r t t i n h — (1 +  21:^)) ±  c.c .|i2 [uo ].
(3.14c)
En la descomposicidn
  ^ A+OO
0 ( i , t )  =  • •• jO) H | 1 ) + 5 Z  /
se muestra el efecto de Icis perturbaciones antes mencionado: el modo |0) no cam bia  
la form a, pero altéra los parâmetros del kink, mientras que los modos |1) y  | t ,  A) 
son responsables de los cambios de form a y de la apariciôn de radiaciôn.
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3 .3  A p ro x im a c iô n  A d ia b â t ic a  y  o b te n c iô n  d e  las ecuaciones de los 
p a râ m e tro s  de l k in k  en p r im e r a  a p ro x im a c iô n
Debido a que los efectos de las perturbaciones sobre los kinks son generalmente 
difi'ciles de tratar se suele eraplear en su estudio lo que se conoce como aproximaciôn 
ad iabâtica . Esta aproximaciôn solo tiene en cuenta, de todas las modiâcaciones 
que antes bemos mencionado, la  primera; es decir, supone que la forma del soUtôn 
permanece Intacta y que no aparece radiaciôn, pero que los parâmetros del kink se 
convierten en funciones del tiempo.
Veamos ahora cômo se déterm ina esta dependencia para el modelo u ti-
bzando leyes de conservaciôn.
Adm itiendo la aproximaciôn adiabâtica, escribiremos una soluciôn de (3.1) 
como
u ~ t a n h ô ,  (3.15)
donde 4> no estâ conocido del ” todo” , aunque supondremos que es de la  forma
= - ^ { x  -  z ( t ) )  (3.16)
V 2
y  ta l que
z '( f )  =  v (0  +  « i (0 ,  ' =  (3.17)
ademâs de exigir las condiciones
7
n/ 2 ’
(3.18a)
que coincidirian con las del caso en que e =  0 .  En el Capitulo 1 se de&niô la 
densidad conservada
=  2 ( “ * 4^“ * ~
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para la  cual ahora se tiene que
A *  [K "' + “’•) + ^>1=
/ +00 dxU{iZ[u],
que se deduce teniendo en cuenta la  ecuaciôn (3 .1). Esta igualdad indica que cuando 
una ecuaciôn se perturba sus densidades conservadas pueden dejar de serlo. Por 
otra  parte, de ( 1.12) se tiene que
4 : ,
e igualando los segundos miembros de estas dos ecuaciones se Uega a
=  (3 -W )
Haciendo lo mismo con T j en lugar de T i ,
y+oo
=  -  e /  dx  n ,A [u ),
s / .
se obtiene
que coincide con el resultado anterior.
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Y a tenemos la ecuaciôn diferencial que satisface v ( t ) , vamos a ver ahora la de 
5o(0 • Para ello se repite el mismo procedimiento pero utilizando la  densidad x T i , 
asociada al centro de energias, en lugar de T i . En este caso
/ +00 y + o od x X i + e  I  d x x  U(A[u],
de donde se obtiene la ecuaciôn diferencial para el centro del kink
,'(t) =  „ -  , 2 ^  „(1 -  r ° °  dz (3.20)4 y — o o  C O S Q  y
y  p o r lo  tan to
Las ecuaciones (3.19) y (3 .21) describen la  d inâ m ica  del In'nlr en la  aproxizDadon  
ad iabâtica .
Nôtese que cuando « ^  0 ,  la variable z que aparece en (3 .17) sustituye a 
(v t +  xq ) en e =  0 .  Algunas particularizaciones interesantes son:
i) iî[u ] =  —a — bu, a, b constantes
(3 2 2 » )
0^ (3.22b)
ii) i 2[u) =  —a u f, a  >  0 constante
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que représenta un término disipativo.
w' =  — (3.23a)
g; = 0 . (3 .23b)
La ecuaciôn (3.23a) se resuelve mucho mâs fàcilmente si se escribe en la variable 
r  =  7  u , es decir, proporcional al momento (1 .13), ya que entonces
r *  +  e a F  =  0
cuya soluciôn es
r ( t )  =  r(0 )e“ “*‘ (3.24)
que indica un decrecimiento exponendal en esta variable.
iii) Jl[u} im par en u
v' =  0 ^  V =  constante
o lo que es équivalente, que T i signe siendo una densidad conservada.
iv) iî[u ] par en u
0Q =  0 => 00 — constante
que indica que el centro z del kink se mueve con velocidad v .
3.4 Problem as que surgen con el empleo de leyes de conservaciôn
Veamos ahora que habriamos obtenido si en la deducciôn de (3 .20) hubiéramos 
empleado T j en lugar de T i .
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Repitiendo los câlculos anteriores se tiene que
—  J  d x x T ï = - j  d x x { u t U t ) , t  =
/ + a >  y + o od x X i  — i  J  d x x  u *R (u j,
y por otra parte
igualando los segundos miembros résulta:
(3 .23,
que no coincide con (3 .20).
Como ya veremos este problema no es exclus!vo del modelo ô* , sino que 
teimbién aparece en SG.
E l ongen de esta discordancia estâ en el hecho de haber empleado leyes de 
conservaciôn para deducir las ecuaciones adiabâticas, pues no se puede estar seguro 
de si usando otras leyes de conservaciôn se puede llegar o no a contradicciones .
O tro  ejemplo de esta situaciôn es el caso de la  ecuaciôn K d V  con un término 
disipativo [27]:
qt + Qqq* + q ,,, = -r(t)g.
La soluciôn de la ecuaciôn sin perturbar es
q {x , t )  =  2t)^ cosh“ * q ( i  — xo)
donde
xoi =  4q*.
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K d V  tiene inAnitas densidades conservadas, pero solamente nos Sjaremos en
Ti  =  q 
To =  q^.
Utilizando 1ST o un método perturbât!vo no es difïcil escribir la  ecuaciôn diferencial 
para la  aunplitud t} ,
Tjt =  - | r q .  (3 .26)
M ediante las cantidades conservadas antes citadas, y en el orden dom inante se 
obtiene que ;
»)
d i L
de donde se deduce
r)t =  - F ; ) ,  (3 .27)
b)
d  / '+ '*  y+oo
y por lo tanto
2
m  -  -g F r? ,
c) j  y  4-00 y -fo o  y  4-00
—  y  d x x q  =  3 J  d x q ^ - T { t ) J  d x x  q, 
que da como resultado
T)t — - F q .
Evidentemente estos resultados no coinciden. L a  ecuaciôn diferencial correcta 
es (3 .26), pues ha sido calculada por dos métodos diferentes, y sin em bargo con 
ciertas cantidades conservadas se obtiene una ecuaciôn diferente. Esto indica  
que hay que ser sumamente cuidadoso en la  deducciôn de estas ecuaciones y
50 -
que el mejor procedimiento es combinar un método perturbativo o 1ST ( en 
el caso de una ecuaciôn integrable) con la informaciôn suministrada por las 
cantidades conservadas.
3.5  Ecuaciôn de S ine-G ordon
La ecuaciôn perturbada se escribe en este caso
« «  — +  sinu =  « iî[u |, (3.28)
y la  soluciôn sobre la que se tra ta  de ver el efecto de la perturbaciôn [28] viene dada 
por el kink ( 1.21)
uo =  4 arctanexp7 ( i  — v t — iq ) . (3.29)
Adm itiendo la aproximaciôn adiabâtica como en el modelo ô* , la soluciôn de (3.28) 
la escribiremos como
u ~  4 arctan exp 4> (3 .30)
donde
(^  =  7(1  -  z (t )) , (3.31)
y z { i)  satisface la ecuaciôn (3.17).
De la densidtui conservada T) dada por (2.19a) se tiene que
d  y+00 .1 .
d x T i = y  d *  [ - ( u *  +  u * )  +  ( l - c o s u ) j   ^ =
/ +00
y ademâs
d d
* / - o o  =
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igualando los segundos miembros se deduce:
f  = ' ' ' S ' (3 .32)
que es la ecuaciôn para la velocidad. Repitiendo los câlculos con T j se obtiene el 
mismo resultado.
En cuanto a la ecuaciôn del centro del kink, con
^  y  d x x T i = J  d x x  ^ i(u ? +  «*)•+• ( 1 -C O S  u )j  ^ =
/ + 0 0  y + o od x X i + e  J  dxu<R[u]
se obtiene que
y por lo tanto
ÔÆ[tio)
coshô
(3 .33)
(3 .34)
Con estas expresiones puede verse que parecidas son las formas de las ecuaciones 
(3 .19), (3 .21) y (3 .32), (3.34).
Si hubiéramos empleado
/ +00 d x x  To
>oo
en este ultim o caso, la ecuaciôn que habriamos obtenido para z (t )  séria
<t>R[u<i] 
cosh ^
que como ya habiamos mencionado no coincide con (3 .33).
Es im portante mencionar eüiora las ventajeis que tiene que una ecuaciôn 
sin perturbaciôn sea resoluble por 1ST. Por ejemplo en este caso, modificando 
adecuadamente los parâmetros de scattering se puede llegar a una ecuaciôn para la 
velocidad vâlida hasta términos de orden O(e^) [29] y cuya expresiôn es
donde
u =  Uo +  u *^  ^ +  u^*  ^H ,
=  R[uo +  uC)] -  R[uo],
„ c " (x ,o  =  - i^  7 - 0 0  A(A +  u /)*
1/  =  i \ / ( l  +  u ) ( l  -  ü),
y rU ) una cierta funciôn. Lo mismo puede hacerse para el centro de energias, y en 
ese caso:
— u ( l -  y  d iR [u o ]x
r(^)[(A ' -  ! /: )  tanh ô +  2 t'Ai/j 
7-00  (A +  ,v )Z (A :+ u % )
Con este procedimiento tam bién pueden determinarse las correcciones u^^), . . .
originadas por la  perturbaciôn.
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C A P IT U L O  4
Correcciones analîticas a  la  soluciôn 
no p ertu rb ad a  en p rim e r y  segundo orden
4.1 In troducciôn
Como es un sistema no-integrable no se puede resolver m ediante 1ST. Si 
lo hubiera sido, perm itiendo variaciones de prim er orden en aquellos parâmetros 
del método de scattering que son constantes en el tiempo, se habrian obtenido 
las ecuaciones del capitulo anterior y  también, con modificaciones similares, las 
correcciones a la  onda inicial. En nuestro caso estas correcciones tienen que 
calcularse por otros procedimientos.
En este capitulo introducimos una soluciôn casi estacionaria depend!ente de dos 
tipos de variables, un as râpidas y otras lentas, y  calculâmes la  prim era y segunda 
correcciôn para dos casos de perturbaciones F  =  —bq y  F  =  —aqt-
Estas correcciones se calculan con vistas a la  introducciôn de perturbaciones 
estocâsticas en capitules posteriores.
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4 .2  D e s c rip c iô n  d e l m é to d o  p e r tu r b a t iv o
En el capitulo anterior hemos deducido las ecuaciones dinâmicas de un kink 
de 0 * perturbado m ediante leyes de conservaciôn, pero también hemos mencionado 
que ése no era el mejor método para su obtenciôn, aunque indudablemente aportara  
informaciôn. Vamos a desarroUar en este capitulo un método perturbativo que 
proporciona las correcciones analiticas a la  onda no perturbada.
Las ideas bâsicas de este método se pueden explicar de la siguiente forma [8]: 
estudiamos la soluciôn de la ecuaciôn de ondas
qtt -  Çzt -  q +  q^ =  e F { q ,q r , . . . )  0 <  e <  l ,  (4.1)
donde F  puede ser no-lineal en sus au’gumentos. La ecuaciôn sin perturbar (e =  0) 
tiene como soluciôn ( 1.10),
ço (i, t )  =  tanh - ^ ( x  -  v t — xo).
Esta soluciôn la  vamos a escribir en términos de ciertas variables râp idas  y lentas
como
go(x, t )  =  Qo(^, T )  =  tanh (4 .2)
donde 6  es una variable râpida, T  =  et es una variable lenta y 7  =  7 (T )  , 0o =
Oq{T )  son parâmetros que dependen de la  variable lenta. Esta distindôn de escalas
perm ite a las variables ctunbiar a diferente ritm o en el transcurso del tiempo. 
Vamos a generzdizar 6  de m anera que satisfaga
I  =  1. (4 .3 .)
—  =  —V, (4.3b)
donde o =  v ( T ) . Con esto, llamaremos a (4.2) soluciôn casi-estacionaria  y 
escribiremos la soluciôn de (4 .1) como
q =  Q {9 ,T ,€ ). (4 .4)
Posterior mente tendremos que desarroUar ecuaciones para los parâmetros v (T )  y 
6 a {T ) , usando determinadas condiciones, de m anera que nos perm itan escribir para  
Q  una extensiôn de la forma
Q — Qo +  cQ i +  e^Qo +  • • • 1 (4 .5)
donde Q i satisface ciertas propiedades, por ejemplo Q i acotada cuando |5| —♦ oc. 
E l método puede extenderse para Q ff ,  y  lo que se obtiene es:
-  Una regiôn donde dicha serie es vâlida, aunque la  convergencia para \&\ <  oo 
no sea uniforme.
-  Una soluciôn casi-estacionaria que depende sôlo de ^ y  T .
4.3  A p lic a c iô n  a l caso F  =  —bq con b co n stan te  
En este caso la ecuaciôn que queremos resolver es
qtt -  qrx -  q +  q^ =  - ( 6g, (4.6)
donde b es una constante. Si admitimos una soluciôn casi-estacionaria de la forma 
(4 .4), teniendo en cuenta que
d t =  — v d t  4- e & r, 
d t  = d $ ,
Q{9, T , e) tiene que ser soluciôn de
(u* — 1)Q9s ~  q  a  — t{vT Q $  4- 2 v Q tx  — 6Q ) 4- ( * ( —Q t t ) -  (4.7)
Elscribiendo Q  como la  serie (4 .5), donde Q q viene dado por (4 .2), y ordenando
los términos en potencias de e, se obtienen las siguientes ecuaciones:
0 (e ° )  (v *  — l)Qo«# — Qo +  Qo^ =  0 , (4.8)
0 (e ) (u * — l)Q iÿ #  4- ( 3 Qo^ — l ) Q i  =  u tQ o s  4- 2 ü Q o # t ~  6Qo, (4.9)
0 (e *) (w* — 1 )Q 2 9 0  +  (3Qo* — l)Q z  =  —3Q o Q i* 4- v r Q i t +
4- 2 v Q if^  — bQ i — Q o tt»  (4.10)
donde Q o  satisface idénticamente (4 .8).
Vamos a determinar ahora Q% . De (4 .9) tenemos que Q i  es soluciôn de la  
ecuaciôn
L Q i  =  F u  (4 .11)
donde L  es el operador autoadjunto {L  =  L \ )
L  =  — l)5ÿ 4- (3Qo^ — 1), (4.12)
y F \ la funciôn
F \  =  v t Q ob 4" 2uQo#t — 6Qo- (4 .13 )
Con el cambio de variable i  =  j { 9  — 9q) , (4.12) se transforma en el operador
L  =  - ^  +  ( 2 - 3 c o s h - " ^ )  (4 .14 )
cuyos valores y funciones propias ban sido calculadas explfcitamente en el C ap itu lo  
2, y  que tiene asociado la relaciôn de cierre
__ /•+<»
J =  10) (0 | +  | l ) ( l l +  Y ,  /  ( f t |t ,A )(& ,A |,
donde |0 ) , |1) y \k ,X ) vienen dados por (2.21), (2 .22) y (2.25) respectivamente. 
La funciôn QO0  dada por
Q ot =  ^ c o s h " *  I  =  j ( 9  — 9q)
subyace en el espacio vectorial engendrado por [0) , pues L |0) =  0 y  Qog es 
soluciôn de
TQ o 0  — 0 ,
como se demuestra derivando (4 .8) respecto a 9
(u * — \)d 9 $ Q o 0  +  (3 Q o * — l)Q o #  =  0,
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concretamente
/  4 \ 1/2
3)/2^
En cuanto a Q i , puede escribirse como
y+oo
IQ i)  =  |0 ) (0 |Q j}  +  | l ) ( l | Q i ) +  /  d t | t , A ) ( t , A | Q i )
X ^ i. jd -o o
utilizando la relaciôn de cierre, por lo que
I^Qi> = \/||l)(l|Qi)+ Y r ” d*x/2TP|t,A)(*,A|Qi),
ya que
IjO ) =  0,
ill) = \/|li).
I | t , A )  =  ) / 2  +  t : | t , A ) ,
cumpliendose entonces que
(0 | Z Q i ) = 0 ,
es decir, L Q i  subyace en el espacio vectorial ortogonal a  |0). La  condiciôn anterior 
sôlo puede ser cierta si se cumple la  condiciôn de c o m p a tib ilid a d
(0|Fi) =  0. (4.15)
Esta condiciôn élim ina términos secular es que pudieran aparecer como correcciones 
a Qo de la forma
e z ta n h
y/ 2
que son im portantes cuando z  ~  0 ( 1 ).
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Nôtese que una condiciôn de este tipo no es nueva en la literatura [30], pues 
por ejemplo, en la resoluciôn del problema de valores iniciales para u =  u (t) :
u" +  u +  eu* = 0 , 0 <  e C  1
u ( 0 )=  1 (4 .16)
u '( 0 ) =  0
se sabe que la  funciôn E (u )  definida por
E {u )  =  u'* -t- u* +  e ^
es constante, y  que por lo tanto u tiene que estéir acotada. Si se prueba en (4 .16) 
una soluciôn de la forma
u =  Uo +  eui -t- e*U2 4------- ,
Uo =  COS t
la  soluciôn del problema no-perturbado, la  ecuaciôn que se obtiene para u \  es
«1 4- u i  4- COS* f  =  0 
u i(0 )  =  U i(0 )  =  0 ,
cuya soluciôn es
1 1 3  
u i(t )  =  +  ^ c o s 3 t  -  - t s in t
donde aparece el término secular — | t s in t  que da contribuciones no sicota* 
cuando t  0 ( 1 ) ,  que como ya hemos dicho no pueden ser admitidas. 
Expresando el problema en una nueva variable s , dada por
< =  s ( l 4 -eci 4 - c*cj 4------ ) (4 .17)
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donde c,, i =  1 ,2 , . . .  son constantes, (4.16) es equivalence a
+  u -f- e[2ci u -f- u*| -t- (*  [(2c2 -I- c j)u  -I- 2ci u*] +  • • • =  0 
y escribiendo u como
u =  coss 4-«ui(s) +  €*U2(s ) H ,
la ecuaciôn para u i(s ) es ahora
Uj(s) +  ui +  (2ciUo +  Ug) =  0
donde
2 c i Ug +  Ug =2c i COS 3 +  COS* S
= — cos 3s +  ^2ci +  —^  COS s.
Eligiendo 2ci +  j  =  Q, desaparece el término que origina términos seculares en ui 
por lo que
ui =  ^  COS3s,
teniéndose entonces la  soluciôn de (4 .16) escrita como
u =  COS s - t -« ^  COS s +  ^  COS 3s j - I - 0 ( « *  ),
3
=  ^ ( l  +  < g + 0 (e * ) ) ,
pudiéndose continuar el proceso para calcular las correcciones a ôrdenes superiores.
La condiciôn (4 .13) tiene la  misma Analidad que 2ci +  |  =  0, pero con mâs 
complicaciones por no tratarse de E D O .
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Teniendo en cuenta que F i  viene dada por (4 .13 ) y Qo por (4 .2 ), se puede 
escribir como
F i{ x )  =  cosh"* ^  — 4 v ( 7 * y v T ^ ~  -^ ^ o .r )c o s h " *  —  tanh ^ ^ 4 -
4 -27*v*U7’ C osh"*- ^ 1  — 6 t a n h - ^ ,
(4 .18)
por lo que la condiciôn de compatibilidad (4.15) es équivalente a
VT =  0, (4 .19)
indicando que no hay cambio en la  velocidad de la  onda con este tipo  de 
perturbaciôn. Introduciendo (4 .19) en (4.18),
F \(x )  — 27*v^o,Tcosh * tanh — 6 tanh
siendo la ecuaciôn que hay que resolver para obtener Q i , la ecuaciôn de Schrôdinger 
no-homogénea
— j ^  - -t- ^2—3 cosh * ^ ^ ^  Q i =  27*u5o ,r cosh * ^ ^  ta n h -^ = —6 t a n h (4.20)
Impondremos como condiciôn a la soluciôn Q i de esta ecuaciôn que esté acotada 
cuando |z| —» oo.
U na de las soluciones de la  ecuaciôn homogénea, la  que estâ acotada en el 
infinito, ya se obtuvo en el Capitulo 2, pues es en realidad |0) . En cuanto a  la  otra, 
puede obtenerse con el cambio
y =  -  e " '^ *
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+  ^2 -  3cosh * =  0, (4.21)
lo que da para f { y )  la ecuacion
y ( i  -  y ) f "  +  (3 +  y ) / '  =  0,
que es un caso particular de la ecuaciôn hipergeométrica (2 .4), cuya soluciôn viene 
dada por (2 .5), es decir
/ ( y )  =  a +  +  -  4- 61n ly| -  4y 4-
donde a y  b son constantes de integraciôn. Deshaciendo estos ûltimos cambios, la 
soluciôn general de (4.21) puede escribirse como
'^ {x )  =  A ç i( x )  +  B g o ix ) , A ,B  crnstantes (4.22)
donde
g i(x )  =  cosh"* (4.23a)
y î(x )  =  3^-^;=^ cosh * 4* 2 tanh —^  cosh* -^=  4~ 3 tanh ^ = ,  (4.23b)
esta u ltim a no acotada cuando |z| —* oo.
Aphquemos eihora el método de variaciôn de constantes para resolver (4.20). 
Puede hacerse de dos formas, o escribiendo
Q i =  C (z )c o s h "*  ^
con lo cued
- Q "  4- (2 - 3  cosh-* ^ ) Q i  =  Fi
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se escribiria como
- C "  cosh"* tanh —  cosh"* =  F i ,
v /2  n/ 2  V 2  \ / 5
ecuaciôn que sirve para determinar C ( x ) , o bien poniendo 
Q i =  A ( i ) g i ( z )  +  5 ( z )g j( z ) ,
donde ç i y  go vienen dadas por (4.23) y tal que
A 'g i  +  B 'go  =  0 ,
A 'g [ + B 'g '2 =  F i.
En general es preferible el prim er método porque év ita  en muchas ocasiones, 
aunque no siempre, la contribuciôn no acotada de go{x), asi como intégrales mâs 
complicadas. Esto puede verse con el siguiente ejemplo: si F \  estu dera dada por
F \ — —3 tanh —-p=. cosh ^
n/ 2
entonces la  sustituciôn
daria el resultado
Q i  =  C (x)cosh  '  ^
que estâ acotzida cuando |z| -+  oo , y sin embargo 
Q i =  A (x )g i +  B (x)go
nos llevaria a
Q i =  — cosh * —y= +  — tanh — cosh* —ÿ= -I- — tanh —^  — tanh —^  cosh * —ÿ=, 
8 \ V ^ /  V ^ 4 V 2  8  \ / 2  n/ 2  n/ 2
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que no estâ acotada en el infinito. Ahora bien,
y cosh"* 7 tanh cosh* -y=  4- y tanh
8 \ \ / 2 /  \/2  4 v/2  8 ^ 2
es soluciôn de la ecuaciôn homogénea, luego Q i podria escribirse sôlo con
g ,  = - tanh cosh-*
que coincidin'a con la del caso anterior
Una vez mencionado esto, la soluciôn mâs general de (4.20) puede escribirse
como
<5, =  C . c o s h -: i  +  co sh *" ^  | ' “ k " ’
(4,24)
donde C i es una constante de integraciôn. Esta es la  linica constante de integraciôn 
que aparece ya que no hemos introducido g o i^ ) . La expresiôn (4.24) no es vâlida 
para todo x  , sino unicamente para
ex C  1,
es decir
| i | < 0 ( « - * ) .  (4.25)
En cuanto al valor asintôtico de Q i , se tiene
Q i ~  ^  cuando x  —* oo (4.26a)
Ç i ~  ^ cuando i  —» —oo, (4.26b)
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donde x —► oo se lee como 1 C  x 0 {e * ).
Segün el signo de 6 , la correcciôn asintôtica de Q i  a Q q es positiva ( 6 <  0 ) o 
negativa ( 6 >  0 ) cuando z  —» oo. C i puede fijarse imponiendo a Q \ condiciones 
iniciales espedficas u otras condiciones. En el caso C i =  0 ,  Q i es una funciôn 
im par en x .
Vaunos a obtener ahora la segunda correcciôn Qg.
De la ecuaciôn (4.10) se tiene que
L Q 2  =  F 2 ,  (4.27)
donde F 2 viene dado por
F 2 =  — 3 Q o Q i ^  +  v t Q i 0  - \ - 2 v Q i 0 j -  — b Q i  — Q o x v  (4.28)
Esta expresiôn desarroUada puede verse en el Apéndice B. E n  este caso la  condiciôn
-  66 -
de compatibilidad esaaM om a a
{OIF2) =  0, (4 .29)
que teniendo en cuenta las expresiones para Qa , Q i y  la condiciôn u r  =  0 , se 
puede expresar como (Apéndice B)
^o,TT =  0 => $o,T =  constante. (4 .30)
Es im portante decir que la constante C i no aparece nunca en ninguna condiciôn 
de compatibilidad. Esto es general a todos los casos, sea cual sea la perturbaciôn  
considerada.
Procediendo de manera similar a la forma de calcul ar Q i , la  soluciôn Q 2  de 
(4.27) puede escribirse como
Q 2 = C î  cosh ^
+  C j tanh cosh ^ +  C i7 ^udo,r^~2 -^^ tanh cosh ^ +
+  C , i ( ; ^ t . n h ^ c o 5 h - > ^ )  +
+  ^  +  ^ C O , h - ‘  ^ )  +
+  l W i ( ( ^ )  l;m h  ^  c o s h - ' ^  ^  m e h - ' ,
(4 .31)
siendo C ] una constante de integrzw:iôn. Igual que antes, este desarrollo es vâlido  
en el rango
< 1, 
es decir
| x | < 0 ( e - ‘ ).
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AsÎQtoticamente
^ ’ - “ 7  (4.33,
y cuando C i =  C } =  0 , Q 2  es una funciôn impar.
A la vista de todo esto se pueden hacer los siguientes comentarios:
-  M ediante este método perturbativo se pueden calculer las correcciones Q i , 
C 2, . . .  que aptirecen en la  aproximaciôn casi- estacionauia para E D P  no 
integrables. Para aquellas que son integrables estas correcciones también  
pueden obtenerse con 1ST.
-  La d inà m ica  del k in k  viene dada por las condiciones de com patibilidad para  
elim inar términos seculares. En el caso que bemos resuelto son
Vt  = 0,
^o,r =  constante,
que concuerdan con (3 .22).
-  No todo se puede calcular, ya que ^o,r queda indeterm inado y este método no 
lo proporciona. La razôn es que algunos términos de Q i pueden ser absorbidos 
en el orden dominante de Q q cambiando los otros parâmetros. Sin embargo, 
considerando leyes de conservaciôn puede obtenerse que
^o.r =  (4.33)
como dedujimos en (3 .22b).
-  Se podria haber puesto b =  6( f ) .
-  En el caso | i |  0 ( e ” * ) es necesario resolver una ecuaciôn lineal, lo que 
normalmente Ueva asociado la  apariciôn de una cola, que es la  radiaciôn 
[31),[32).
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Con la expresiôn 9o ,t =  , Q i y  Q 2  dadas por (4 .24) y (4.31) y para el
caso C l =  C 2 =  0 ,se escribirian como
■ T  (H:^) ^  +
■ ^ ( ( ; ^ )  c « h - '  ^  ^  CO»h-' ^ ) .
Si la onda se mueve con velocidades no-relativistas (w <C 1 ) ,  hv^ y  , b^v* 
son correcdones a 6 y 6%
Queda por ultim o aclarar lo siguiente: puede pensarse que la ecuaciôn (4.6) no 
es muy relevante, pues puede escribirse como
q t t  -  Ç i r  -  (1 -  e %  +  9 ^ = 0  ( 4.34)
cuya soluciôn exacta es
q { x , t )  =  V l  — « 6 t a n h | - ^ > / l  — e b ( x  — v t  —  z o ) j  ( 4.35)
con V constante; sin embargo, sirve para poner de manifiesto como se emplea el
método perturbativo en casos mâs complejos y comparar sus resultados con loa de
la soludôn exactzu
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4 .4  A p lic a c io n  a l caso d is ip a tiv o  F  =  —aqt 
V’cunos a estudiar ahora la  ecuaciôn
qtt -  9r i  -  9 +  ?’  =  a  >  0 (4 .36)
donde F  =  — og, représenta un térm ino disipativo.
Suponiendo una soluciôn casi-estacionaria para esta ecuaciôn de la form a (4 .4 ), 
(4.36) se escribina como
(ü^ — l)Q $te — Q  -h =  f((v ,T  +  otv)Q$ +  2vQ gT) +  c *(—a Q x  — Q t t )- (4 .37 )
Adm itiendo un desarrollo de la form a (4 .5) y  ordenando en potencias de e se 
obtienen las ecuaciones
0 (e°) (ü* — l)Qoÿÿ — Qo +  Qo* =  0
que lôgicamente es (4 .8),
0 (e )  (ü* — +  (3Qo^ — l ) Q i  = (v ,T  +  otv)Qog 4- 2v(5o#ti (4 .38 )
O (e^) (v^  — l ) Q 2 9 fi +  (3<?o* — l)Ç a  =  — 3Q oQ i^  +  (u ,r  +  o v )Q ig - i-
+  2 v Q i f j '— a Q o T  — Q oTTf (4 .39 ) 
0(«®) (ü* — 1)^3## 4- (3Qo* — l)Q a  =  — Q i*  — 6Q o Q iQ j4 -
4- (u,2* 4- c iv )Q 2 t +  2vQ 2tT> ~
— a Q \ T ~  Q ï TT- (4 .40 )
La prim era correcciôn Q i es soluciôn de
L Q i  =  F i ,
— f 0 —
donde L  esta dado por (4.12) y F\ por
Fi =  (u.T +  c tv)Q f iÿ  4- 2 v Q o f t ,  (4.41)
es decir
F \ =  [(i>,r 4- otv)cosh~* ^  — A v {y ^ v v T -^  — - ^ ^ o .r )  tanh ^  cosh“ * ^ 4 -
4- 2 7 * w * u r  c o s h " *  ,
(4.42)
donde se ha sustituido Q q{6 ,T )  por (4 .2). En este caso la  condicion de compati- 
bilidad (4 .15) es équivalente a
T*VT 4- ou =  0, (4.43)
que coincide con (3.23a) y que como ya dijimos se escribe mas facilmente en la
variable F =  j v ,  cuya soluciôn es
F (() =  r ( 0 ) e - “ *'. (4.44)
Introduciendo (4.43) en (4 .42) y resolviendo la ecuaciôn de Schrôdinger no- 
homogénea correspondiente, se obtiene que Q i viene dada por
Q i =  C l cosh * -^^4-
+  +  (4.45,
donde es necesario escoger C j =  0 con el fin  de que Q i esté acotada cuando |z| 
CO . A  la  vista de (4 .45), el desarrollo
Q  ~  Qo +  eQ i 4- 4- • • •
- T i ­
es vâlido para
| x |< 0 ( € - ‘/*), (4.46)
porque
eQi  ~  e i*  <  1.
La région (4 .46) es menor que en el caso F  =  ~bq tra ta d a  anteriormente. E l valor 
asintôtico de Q i , deducido de (4 .45), viene dado por
e independiente de C i . En este caso | i |  —* oo ha de entenderse como 1 |x|
0 ( e - : / * ) .
En lo que se refiere a la segunda correcciôn Q 2  , tiene que ser soluciôn de 
L Q 2  =  F 2  con F 2 dada por
F 2 =  —3Q 0Q 1* +  (u_T +  o u )Q i*  +  2 u Q i^  — o iQ a j’ — Q o t t j  (4 .48)
donde es necesario introducir Qo y  Q i para hallar su expresiôn. Como esta
es demasiado larga y no la  escribiremos aqui, sin embargo la  condiciôn de 
compatibilidad (O I/2 ) =  0 puede comprobarse , tras largos câlculos, que es 
équivalente a
Oo.TT +  ot^o,r(l — 3u*) =  0, (4.49)
donde no aparece C i , como ya se ha dicho anteriormente.
Eln el Apéndice B puede verse la  forma final de F 2  dada por (4.48). 
Resolviendo la ecuaciôn de Schrôdinger correspondiente, se obtiene para Q 2  
la expresiôn:
Q 2  =C% cosh * —= — C * tanh — cosh *
-  c , f „ % . r ( 2 ( ^ )  tanh ^ ) -
- t ,S V (y '< ix c o s h ‘ ^ Ï  J a ^ c o s h -‘ ^ ) c o a h - = ; ^ +
+  « 7 V ( l „ , r ( 2 | ? ( ^ )  c o s h - = i ) -  
- n 7 ’ a X 7 ( v ^ ( ^ ) ‘ tanh ^  cosh-’  ^ )  +
+  i X . t A -  ( ^ )  tank ^  to s h -’  ^  +  ( ^ )  cosh"’  ^ | ,
donde C 2 es nuevamente una constante de integraciôn. Aunque no hemos podido 
calcular anah'ticamente la  integral cuyo coeficiente es a * 7 *u* , el térm ino
( / t f a c o s h ' ^ l  , i s - ^  c o s h - c o s h - ’ ^
esta 2ux)tado en el infini to, como se puede ver en el Apéndice B . De (4 .50) y  (B .4 .1)- 
(B .4 .2) puede dedudrse el comportamiento asintôtico de Q 2 ,
0 * 7 * " *  -■ * *
O s ~ <
I  - o * 7 * u * ^ ^ )  e**. X - *  - 0 0
-  73 -
Igual que en el caso anterior ^ o,r queda sin determinar con este formalismo pero
utilizando el procedimiento expuesto en el Capitule 3 relacionado con leyes de
conservaciôn, se obtiene que ^o.T =  0 ,  como indica (3.23b). Con este resultado 
(4 .49) se satisface idénticamente y las ecuaciones dinâmicas de la onda vienen dadas 
por lo tanto, por
7*UT +  ou =  0, (4 .51a)
Bo,t  =  0, (4 .51b)
resultado que ya conociamos.
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C A P IT U L O  5
P e rtu rb a c io n e s  estocàsticas lo calizadas  
en el espacio  y  d e p en d ie n te s  de l t ie m p o
5.1  In tro d u c c id n
En este capi'tulo se introducen perturbaciones localizadas en el espacio y 
estocàsticas en el tiempo sobre los kinks de <f>* , consideràndose dos tipos: aditivas 
y m ultiplicativas, con o sin disipacion. Para un kink inicialmente en reposo o 
moviendose con velocidades no relativistas, se calculan expliciteunente los valores 
medios de los paràmetros que caracterizan su dinàm ira, comprobàndose que 
mientras en la perturbaciôn aditiva el movimiento inducidc es no-newtoniano, lo es 
en la  m ultiplicativa.
También se calculan en este capîtulo las ecuaciones de Fokker-Planck para  
cada perturbaciôn y cualquier velocidad inicizil de la  onda en cuestiôn, asi como las 
ecuaciones de variaciôn con el tiempo de los valores medios de taies paràmetros. 
A l final se aplican las mismas ideas a la ecuaciôn de SG, comprobàndose que las 
ecuaciones del caso aditivo son las mismas que para salvo un factor numérico, 
pero que las del caso m ultiplicativo difîeren sustancialmente, debido a la form a que 
tiene el kink de SG sin perturbar.
5 .2  E cuac io nes  de L a n g e v in  de la  d in à m ic a  de los k in k s  d e l m o d è le
En los dos capitulos anteriores hemos estudiado el efecto que tienen las 
perturbaciones analiticas sobre los solitones. Estudiemos ahora
« I l  — U r* — «  +  (5 .1 )
cuando en R[u] aparecen termines aleatorios o estocâsticos. De todos los posibles 
casos que se pueden tra tar nos vamos a lim ita r a dos: 
i) Ruido aditivo con disipaciôn
R(u] =  —F { i )  — a u t, (5 .2 )
donde F ( i )  varia estocâsticamente con el tiempo y estâlocalizada en [—L , + L ] ,  
a  es una constante positiva. En este caso F ( t )  représenta una fuorza extem a. 
ii) Ruido m ultiplicativo con disipaciôn
iî[u ] =  —V (t)u  — a u t,  (5 .3 )
donde V '(f) satisface las mismas propiedades que F ( t )  .
Evidentemente no son estas las perturbaciones mâs générales en las que se 
puede pensar, pero son apropiadas para m ostrar los efectos que este tipo  de térm inos 
inducen sobre las ondas.
Comencemos estudiando el caso aditivo: sustituyendo (5 .2) en las ecuaciones 
que describen la  dinâmica de los kinks de perturbados (3 .19) y  (3 .20) se obtiene
u '(0  =  e | ^ ^ ( l  -  u * )* /* f2 i(7 , z ) f '( f )  -  a u ( l  -  « * ) ] ,  (5 .4a)
z '(t)  =  u +  e ^ v (l -  v * ) r i ( 7 , z ) E ( 0 ,  (5 .4b )
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donde
— tanh -~ = {L  — z) +  tanh —^ { L  -f z), (5.5a)
v 2  v 2
Fi(7> z) = - ^ { L  — z) tanh ^ ( L  — z) — - ^ ( Z ,  4- z) tanh - ^ ( Z  4- z)4-
4 - Incosh ^ ^ ( Z  4 - z) — Incosh ^ ^ ( Z  — z), (5.5b)
donde puede verse que solo la ecuaciôn de la velocidad (5 .4) se ve afectada 
explicitamente por la disipaciôn. Cuando Z —► 4-oo, o zmâlogamente, cuando la 
extensiôn del kink es muy pequena comparada con la  regiôn del ruido D i (7 , z) =  2 
y F i (7 , z) =  0 y por lo tanto
v '( t )  =  e ^ - ^ ( l  — u * ) * / * f  ( ( )  — a u ( l  — u * ) j , (5.6)
z '( t )  =  V. (5.7)
P ara  el ru id o  m u lt ip lic a tiv o  con d is ipaciôn, las ecuaciones (3 .19) y  (3.20) se 
escriben como
v ' { t )  =  ^ [~ 4 ~ (1  ~  ^ ) ^ ( 0  ~  O fv(l — u * ) j , (5.8a)
z ' ( t )  =  u 4- g ^ u ( l  -  v * )F 2 (7 ,z )V ( t) ,  (5.8b)
con 0 2  y  F2 dados po r
0 2 ( 7 » = 2  — z^ ) — tan h* - ^ ( Z  4- z ) j , (5.9a)
T2(7, z) [ta n h  ^ ( Z  -  z) 4- ta n h  ^ ( Z  4- z ) -
_  7 ( ^  4- z )______________y ( L  -  z ) 1 /_ g . .
%/2cosh* ^ ( Z  4 - z) > /2cosh* ^ ( Z  — z ) J ’
en donde lo mismo que antes solo la  ecuaciôn de la  velocidad queda afectada
explicitam ente por la disipaciôn. Si Z  —> +00 , 0 2 ( 7 , z) =  0 , F2( 7 , z) =  1 y
v ' ( t )  =  —e a v ( l  — y*), (5 .10)
z'(<) =  y +  e | v ( l  -  v * )V ( f ) ,  (5 .11)
donde (5 .10) es una E D O  pues no contiene términos estocâsticos.
Las ecuaciones (5 .6), (5 .7), (5.10) y  (5 .11) son las ecuaciones de Langev in  [34), 
[35], [36]de la dinâmica del kink.
Supongamos tdiora que estamos interesados en en el câlculo de los valores 
medios (v ( t ) }  , (z (t)) , (y *(t)) y (z * (f) )  que caracterizan la  onda perturbada. 
Estos valores pueden ser obtenidos de dos formas:
a) Resolviendo las ecuaciones de Langevin correspondientes y tomando valores 
medios.
Para llevar es to a cabo es necesario especificar que clase de ruido es F ( t )  , por 
lo que supondremos que F ( t )  es un ruido Gaussiano estacionario ta l que
(F ( t i ) F ( t 2 ) - - -F ( t2 n + l ) )  = 0
( F ( t i ) F ( h )  ■ ■ • F i h n ) )  =  (2 D )"  Y , 6 ( t i  -  t 2 ) 6 ( U - ( « ) . . .  6 { . . . ) ,  (5 -12)
P ' n '
donde D  es una constante y p son Itis formas de colocar (2n ) bolas distintas 
en n  cajas de forma que baya dos bolas en cada caja,
Las mismas condiciones se imponen para V ( t ) .
b ) Resolviendo la ecuaciôn de Fokker-Planck asociada a  las ecuaciones de Lange­
vin y llevando a cabo las correspondientes intégrales.
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La aplicacion del primer método es muy difîcil en el caso de las ecuaciones 
no-lineales (5 .5), (5 .7) 6 (5.10), (5 .11), pero si el kink esta inicialmente en reposo 
es posible considerar el lim ite no-relativista u 1.
Veamos esto peira el ruido aditivo; cuando y ^  1 , (5 .6) y (5.7) se escriben 
como
y' 4- au =  ^ ^ F ( t ) ,  (5.13a)
r ' =  y, (5.13b)
donde se htm despreciado términos de orden 0 (u * )  en la  ecuaciôn de la  velocidad. 
La ecuaciôn (5 .13a) también aparece en el movimiento Browniano de una p articula  
pequena. La soluciôn de estas ecuaciones, suponiendo que F ( t )  es una ” funciôn 
del tiempo ’ con las condiciones iniciales vq =  u ( 0 ) , zo — z ( 0 ) , son:
y (0  = u o e -" ‘ 4- ^ e " " '  ds e“ *F (s ), (5.14a)
z Jo
z (t) =zo 4— - ( 1  — e " " ')  4- ——  /  d s F ( s )   — e~°* f  ds e°"F(s% 5.14b)
Q 2a  J q Za Jfy
Teniendo en cuenta
{ F i t ) )  = 0 ,
( F ( f ) F ( f ') )  = 2 D 6 { t  - 1 ' ) ,
se tiene que
( y ( 0 )  = u o c - “ ‘ , ( 5 . 1 5 a )
( z ( t ) )  = z o  4 - ^ ( 1  -  e - “ ‘ ) .  ( 5 . 1 5 b )
( y * ( 0 )  = y * e - * “ ‘  +  ^ ( 1  -  c " * “ ‘ ) ,  ( 5 .1 5 c )
( z * ( f ) )  = Z q 4 - ^ z o U o ( l  -  e “ ®‘ )  4 - ^ ( 1  — e ~ * “ ‘ ) * 4 -
4 - 4 - — ( 1  — c " “ ‘ ) ( — 3  4 - e ~ “ ‘ ) | , ( 5 . 1 5 d )
( z ( t ) y ( f ) )  = z o U o e ~ “ ‘  4 - - ^ c ” “ ‘ ( l  -  e " ® ‘ )  4 - ^ ^ ( 1  -  « ~ " ‘ ) * ,  ( 5 .1 5 e )
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como se deduce en el Apéndice C.
Antes nos hemos referido al movimiento Browniano de una particula pequeha; 
concretamente, para el caso de una particula puntual de masa la misma que la del 
kink M  =  dada en (1 .16), la ecuaciôn anâloga a (5.13a) es
3^/9
y' +  aw =  —^ F p u n t i t ) ,  
y se puede obtener de la anterior con el cambio
F [ t )  =  F . r t  
Con este cambio,
£ > 2  0 . . . - 2 ^ .
que indica que la estructura extensa del kink rebaja el coeficiente de difusiôn, o lo
que es lo mismo, muestra los efectos de considerar entes puntuales o extensos.
Pcirael ruido m ultiplicativo, en el caso no-relativista (5.10) y (5 .11) se escriben
y' 4- ou =  0, (5 .16a)
z ' =  y 4 - ^ yV '(t), (5 .16b)
donde se han despreciado términos de orden 0 ( y * ) ,  y sus soluciones son
v { t )  =  yo c-“ ‘ , (5 .17a)
* z (f )  =  zo-b — (1 -  e - “ ‘ ) 4 - ^yo /  d s e -“ 'F ( s ) .  (5 .17b)= +  |v f
J o
Como {V ( t ) )  — G , (V ’( t )V ( f ') )  =  2D 6( t  -  ( ' ) ,  se tienen los valores medios
so -
(v i t ) )  = f o e - “ ‘ , (5.18a)
(z (t)) = ro  + - ^ ( 1  — (5.18b)
(y *(t)) = u je “ *“ ‘ , (5.18c)
(z * (0 )  =z^ +  |z o V o (l -  e - * “ ‘ ) +  ^ ( 1  -  « - * “ •)* +
+  — e"*® '), (5.18d)
(z (t)v (O ) =zoyoe~“ ‘ +  ^ e ~ ® ‘ ( l  -  e“ ®‘ ). (5.18e)
Para determinar valores medios superiores , como por ejemplo (v^),  hay que 
utiliztir correlaciones superiores de F  y V. Lo mismo sucede cuando se resuelven 
ecuaciones de Langevin no-lineales.
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5 .3  E cu a c iô n  de F o k k e r-P la n c k
Anteriormente nos referimos a un método alternativo relacionado con la 
ecuaciôn de Fokker-Planck.  La ecuaciôn de Fokker-Planck (F P ) es una ecuaciôn 
de movimiento determinista para la distribuciôn de probabilidad de variables 
macroscôpicas que fluctûtin [37], [38], [39].
La ecuaciôn de Fokker-Planck équivalente al sistema (5 .6 )-(5 .7 ) tiene la  form a
^  ^
donde W  =  lV (z , v ,t )  es la funciôn de distribuciôn de probabilidad. En el lim ite  
y C  1 y para el sistema (5 .13a)-(5 .13b) esta ecuaciôn se puede escribir como
Veamos cômo se obtiene estas ecuaciones.
Sea el sistema de ecuaciones de Langevin
x\  =  hi + g i j V j { t ) ,  (5 .21)
con i . j  =  l , . . . , i V ,  donde hi  =  h i { x )  y Çij =  Ç i j (x )  y donde r j ( f )  es una 
\-ariable estocâstica con las propiedades
( r x O )  =  0,
(r.(t)F>(t')) =  2 D 6 i j 6 { t  -  f ) .
La ecuaciôn de F P  asociada al sistema (5 .21) es [39]
1=1 1,2=1 '
S2 -
donde IF  =  y los coeficientes de te rm in is tas  D , y  de d ifu s io n  D , j  vienen
dados po r
D ,  =  h i  F>gkj-Q^gi] ,  (5.23a)
D ,; =  D gikg jk ,  k  =  , N  (5.23b)
respectivamente.
Para el sistema (5 .6)-(5 .7 ) se tiene que
h t  =  y,
h „  =  - a y ( i  -  y * ) ,
— giv — gvv — 0»
por lo que
D .  = h t  -  V,
D „  = h „  - f -  Dg vx — g„ ,
=  — a y ( l  — y *)  — — D y (  1 — y * ) * ,
D „  = D g l  =  | d ( 1  -  y*)=,
Dzx —D * ,  =  Dvx ~  0, 
que introducidos en (5.22) dan como resultado (5 .19). En cuanto al sistema (5.13a)- 
(5 .13b),
hx =  y,
A , =  —a u .
gxz — gtv  — gvv — 0,
3 _ ^
2 ’
gvt  —
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de donde resultan los coeficientes
D t  =  y,
D „ =  —ay ,
D tx  =  D tv  =  Dvz  =  0,
con lo que la ecuaciôn de F P  final es (5.20).
Estos son los resultados correspondientes al ruido aditivo con disipaciôn. En  
cuanto al ruido m ultiplicativo, para el sistema (5 .10)-(5 .11), se tiene
h f  =  V,
h „  =  —Q u(l — y*),
9 zx =  | u ( l  -  y*),
Çzv — Çvz ~ Çvv — 0 ,
y por lo tanto, de las definiciones (5 .23) se obtiene que
D z =  hz =  y,
D v =  hv =  - a y ( l  -  y*),
D „ = D < 7 „  =  ^ D y * ( l - y * ) * ,
O  zv — OzfZ — D„t> — 0,
lo que nos pennite escribir
d t
-  S4 -
Para el caso no-relativista representado por (5 .16), tendriamos
h i  = y,
h „  =  - a y ,
3
9t,  =  gU,
9 tv  — 9vz — 9vv — 0»
que junto a
Dz  =  y,
D f  =  —ay,
Dzz =  ^ D y * ,
D ,e  =  =  D „ „  — 0,
nos proporcionan la  ecuaciôn de F P  que buscabamos
at
Veamos ahora cômo es posible obtener los valores medios a p a rtir de estas 
ecuaciones. Igual que antes sôlo nos vamos a ocupar de (y(<)) , (z (f))  , (u *(t)) y 
(z * ( f ) )  y como siempre distinguiremos los casos
i) Ruido aditivo
El valor medio (y (t)) se obtiene m ediante la  integral
(y (t)) =  I dz f d v v W ( z , v , t ) ,  (5 .26)
J —oo J - i
y por lo tanto
d W { z , v , t )
at
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donde se ha empleado la  ecuaciôn (5.19). Teniendo en cuenta las identidades 
s ’  . . d i d
y suponiendo que IV  tiende a cero con suficiente rapidez en el infinito, se llega 
a que
^ ( v ( t ) )  =  - o ( y ( l  -  y *)) -  j D ( v ( l  -  y * )* ) ,  (5 .27)
que es la  ecuaciôn de la  variaciôn temporal de En cuanto a (y * (t ) ) ,
(y *(t)) =  y  dz y  d v v ^ W ( z , v , t ) ,
que junto  a (5 .19) y a las identidades
nos conducen a
^ ( w '( f ) )  =  - 2 a ( ü * ( l  -  y *)) +  9 D ((1  -  4 u * ) ( l  -  u * )* ) , (5 .28)
De igual form a se calculan ( z ( f ) ) , (z * ( t ) )  y  ( r ( f )u (f ) ) .  E l resultado es
| ( z (< )>  =  (ü), (5 .29)
^ ( z * ( < ) ) = 2 ( z u ) ,  (5 .30)
^ ( z ( t ) v ( t ) )  =  (ü*) -  a ( z v ( l  -  y *)) -  y D ( z u ( l  -  y * )* ) .  (5 .31 )
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Para el caso no-relativista, con la correspondiente ecuaciôn de FP  
d W  I d  d  , <9* 9
se obtiene que
^ ( « ( 0 )  =  - a ( u ) ,  (5.32a)
y ( z ( f ) )  =  (u), (5.32b)
^ ( u ' ( 0 )  =  -2 a ( y * )  -t- 9D , (5.32c)
y ( z * ( t ) )  =  2(zu), (5.32d)
^ ( z ( t ) v ( t ) )  =  (y *) - a ( z y ) .  (5.32e)
ii) Ruido m ultiplicativo
Procediendo de manera anâloga, de la  ecuaciôn de F P  (5.24) se obtienen las 
siguientes ecuaciones para los valores medios:
^ («(<)) =  - a ( t ; ( l  -  y * )), (5.33a)
^ (z '(O )  =  (« ). (5.33b)
y ( y * ( t ) )  =  - 2 a ( y * ( l  -  y *)), (5.33c)
y  ( z * (0 )  =  2(zv) - f  | D ( y * ( l  -  y * )* ) ,  (5.33d)
^ ( z ( t ) v ( t ) )  =  (y *) -  a (z u ( l  -  y * )) , (5.33e)
y para el kink no-relativista con
â W  r d  3  8* 9 „  ,1 W
el resultado es
^ (ü (< ))  =  -Q (y ) ,  (5 .34a)
=  (» ), (5 .34b)
^ (« ^ ( 0 )  =  - 2 a (y * ) ,  (5.34c)
^ (2 ^ ( 0 )  =  2(zu) +  ^ D (u * ) , (5 .34d)
^ (z (< )u (0 >  =  («^) -  ot(zi;). (5.34e)
Notese que para obtener las ecuaciones de estos valores medios no ha sido 
necesario conocer I V .
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5.4  R eso lu c io n  de las ecuaciones de los va lores m edios p a ra  k in ks  n o -re la tiv is ta s
Las soluciones para los valores medios en el caso de kinks no-relativistas son 
(5.32a)-(5.32e) para el ruido aditivo y (5 .34a)- (5.34e) para el multiplicativo. Como 
son ecuaciones lineales es fâcil calcular sus soluciones. Imponiendo las condiciones
iniciales ( v ) o  =  (y(0)) , (z)o =  (z(0 )) etc, donde por (• - -)o se entiende el valor
medio de la \-ariable en el instante inicial, estas soluciones son:
i) Ruido aditivo
(y (t)) = (y )o e " “ ‘ , (5.35a)
(z (t)) = (z)o  +  (1 — c “ *), (5.35b)
( v \ t ) )  = (y *)o e -*® ‘ +  ^ ( 1  -  e -*® ‘ ), (5.35c)
(■z^(O) = (^ ^ )o  + ^ ( z u ) o ( l  — e ^“ ‘ ) -t- 1 “  e " * “ ‘ ) * - f
OD
+  ^ [ 2 t  +  ^ ( l  - e - “ ‘ ) ( - 3  +  e -® ‘ ) l ,  (5.35d)
(z (t)v (O ) = {z u )o e -“ ‘ +  ^ e - ® ' ( l  -  e"® ') +  ^ ( 1  -  e"® ')*, (5.35e)
que coinciden con (5.15a)-(5.15e) tal y como debi'a ocurrir. En ausencia de 
disipaciôn (a  —+ 0 ) ,  estas soluciones se reducen a
{v ( t))  =  (u)o, (5.36a)
(z(<)> =  (z)o +  {v)ot, (5.36b)
(y *(t )) =  (y*)o +  9 D f, (5.36c)
(z *(t)) =  (z*)o - f  (zu)ot -t- (y*)ot^ 4- 3D t^ , (5.36d)
(z (f)y (t)) =  {zv)o 4- (u*)ot 4- 9D<*, (5.36e)
que muestran un comport amiento del kink no-newtoniano, ya que z ~  t 
im plicaria z* ~  f* y sin embargo z* ~  t* . Lôgicamente, octirre lo mismo 
con la  velocidad, pues u ~  1 y u* ~  t .
- so
i i )  R u ido  m u lt ip lic a tiv o
(v { t) )  =(y)oC~®‘ . (5 .37a)
(z (t)) ={z )o  +  ^ ( 1  -  e -® ‘ ), (3 .37b )
(y * (0 )  = (u *)o c -*® ‘ , (5 .37c)
(z * (t) ) = (z *)o  +  —(zv )o (l — e “^ ‘ ) +  y ^ ( l  — e~“ ‘ )*-|-
+  ^ ^ ( v * ) o ( l  — (5 .37d )
(z (t)y (t)) = (z v )o e -“ ‘ +  i l ^ e - “ ‘ ( l  -  c"®*). (5 .37e)
que son iguales a (5-18a)-(5.18e). Si no hubiera disipaciôn se tendria:
(u(t)> = (u )o , (5 .38a)
(z ( i))  = (z )o  +  { v ) o t ,  (5 .38b )
(y * (0 )  = (u *)o , (5 .38c)
(z^(0> =(z^)o +  [2(zy)o +  ^ ( u * ) o ] t  +• (u *)o t*, (5 .38d )
(z (t)y (t))  = (zv )o  +  (y*)oZ (5 .38e)
En este caso el comport amiento del kink es newtoniano y z ~  f , z* ~  t* .
A la  vista de estos resultados el movimiento de las ondas solitarias que nos 
ocupan depende mucho de que los valores medios iniciales scan nulos o no. La  
razôn es debida a que en todas las ecuaciones desde (5 .15) hemos om itido el factor 
e por comodidad en la  escritura y hay que introducirlo cambiando
D —  É*D,
Asi en el caso de un ruido aditivo con disipaciôn, un kink que p a rta  del reposo 
es siempre acelerado, aun cuando (v) = 0 ,  ya que (u *) =  « ^ ( 1  — e~ *‘ ®‘ ) . P or
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supuesto, esta aceleraciôn es m enor cuando hay d is ipaciôn  (a  yt 0) que cuando no 
la  hav. G réücam ente
De la  misma forma {z)  indica que no hay variaciôn en el centre de la  onda,
pero (z^) =  +  ;^ (1  — 3 +  es siempre credente, y en el caso
ûf =  0 se reduce a {z^) =  e^ZD t^ .
Cuando los valores medios iniciales no son nulos, los efectos estocâsticos y 
disipativos son correcciones de prim er y segundo orden al movimiento sin perturbar, 
y en la m ayoria de los casos inapreciables para el kink. Sin embargo estas variadones 
existen, como se comprueba con el valor cuadrâtico medio de la  veloddad o del 
centro de energias:
9 D
(«:> -  W  =  -  e - " " * )  =
( z ' )  -  ( z ) '  =  ^ [ 2 f  +  ^ ( 1  -  c - ‘ “ ‘ ) ( - 3  +  e — * ) ]  =  O (e ^ )
En el caso m ultiplicativo nunca se altéra la  velocidad de los kinks de , pero
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el valor cuadrâtico medio del centro crece con el tiempo, alcanzando un valor lim ite  
cuando a  ^  0, ya que
(v^) — (u )* = 0  Vo 
9D
(z ')  -  <z)' =  O(e^)
E l esquema que hemos u tiliz a d o  has ta  ahora ha  sido el s igu iente
EeuAciosss at » ScuÂciaM DE
'  WKKM*t>Uw«e«
V S ^ A e io fU  
DiSESaMcULK 
as L0S vAtaCEs 
MgBios
pero si son ecuaciones no-lineales las que tenemos que reso lver la  o b te n d o n  de 
soluciones es m ucho mâs d ifîc il,  ÿ  a veces im posib le. P o r e jem plo:
u (0  =
d s e ° *F (s )
1 / 2
es so lu d ô n  de (5 .6 ) con u (0 ) =  0 .  C a lcu la r en esta expresiôn {v ( t ) )  es im p o s ib le  
si no  se ad m ite  a lgùn t ip o  de desarro llo  en serie (tie m pos  pequenos, p o te n d a s  de 
e , e tc ...). Lo  m ism o sucede en las ecuadones (5 .27)-(5 .31) y  (5 .33a)-(5 .33e), donde 
pa ra  ca lcu la r (v^) es necesario conocer m om entos de la  ve lo d d a d  de o rden sup e rio r 
com o ( v * ) , o {zv^)  pa ra  h a lla r ( z v ) .
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Y  sin embargo, a veces es posible calcular esas soluciones, como veremos en el 
siguiente capitulo.
5 .5  A p lic a c io n  a la  ecuaciôn de S in e -G o rd o n
LLevando a cabo las sustituciones (5.2) y (5 .3) en las ecuaciones de la dinâmica 
de los kinks de SG (3.32) y (3.33), dadas por
<AA(uo) 
cosh 4> ’
y manteniendo F { t )  y  V’(f) las mismas propiedades, se obtienen los siguientes 
resultados:
i) Ruido aditivo  
En este caso
v ' { t )  =  e [ j ( l  -  -  a v ( l  -  v ^ )], (5.39a)
z ' { t )  =  t; +  (^ t ; ( l  -  u ^ ) r i ( 7 ,z )F ( t ) ,  (5.39b)
donde
f l i ( 7 , z)  = arc tan (s in h7 (L  — z )) +  arctan(s inh7 (L  +  z )) ,
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Lo mismo que para o*  , la disipaciôn solo afecta exph'citamente a la ecuacion 
de la velocidad. En el lim ite L  —» + 0 0 , =  tt y r i ( 7 , r )  =  0 ( por
peuridad ), teniendose entonces
v ' { t )  = e ^ ^ ( l  — v ^ y ^ ^ F ( t )  — a v ( l  — , (5 .40)
2 '( t )  =u . (5 .41)
Estas ecuaciones coinciden con (5 .6) y (5 .7), salvo un factor numérico: —♦
:
4 •
Para obtener magnitudes como E  y  P , dadas por (1 .23) y (1 .24), se tienen  
ahora las ecuaciones
E '  +  a v ^ E  =  2 i r v F ( t ) ,  (5 .42a)
P '  +  a P  =  2 t F ( 0 ,  (5 .42b )
que ban sido obtenidas con (5 .40) y (5.41).
La ecuacion de FP  asociada a las ecuaciones de Langevin (5 .40), (5 .41) se puede 
obtener de (5.19) correspondiente a (^* con los cambios
"  ~ P'sa
o  bien
6V 2
obteniéndose por lo tanto
w  = [ " é ’' ~
(5 .43 )
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De la misma forma puede procederse para la obtencion de los valores medics 
a partir de (5 .27)-(5 .31). En este caso ademâs
Dpunt
(27Tf
ii) Ruido m ultiplicative
Ahora se parte de las ecuaciones
donde
v ' { t )  = e ^ (l -  -  Q u (l -  u^)j, (5.44a)
z '(t)  = v  +  «u(l -  ü^ )r2(7 , 2 )V { t ) ,  (5.44b)
Î Î 2(7 ,z )  = (arctanexp  7 (L  -  z ) f  -  (a rc tanexp7 (Z, 4- z))^ ,
y* '^ * X
r 2 i ' r , z ) =  d x ------ -— arctane*.
J — r ( i + z )  coshx
que en el lim ite L  - *  +oo , se reducen a ^ 2( 7 , z) =  ^  , F 2(7 , z) ~  2.101 =  h 
(calculado numéricamente), con lo cual
v ' { t )  = e ^ ^ ( l  — v ^ Ÿ ^ ^ V { t )  — o v ( l  — v ^ )j, (5.45a)
z ' { t )  = v  +  ev { l  -  v '^ )hV{ t) ,  (5.45b)
donde se ve que la  ecuaciàn de la velocidad coincide con la  del caso aditivo 
excepte en un factor numérico tt. La apariciôn de este factor se debe al hecho
de que el kink de SG (1 .21) pasa de 0 a 2?r y V ( t )  aparece m ultiplicado por
uq en (5 .3) [40].
Peira E  y  P  se obtienen ahora las ecuaciones
E '  +  a v ^ E  = 2 n ‘^ v V { t ) ,  (5.46a)
P ' + o P = 2 x V ( 0 ,  (5.46b)
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Aunque (5.45a) aparece en el caso aditivo de <j>* salvo un factor numérico. 
y (5.45b) en el m ultiplicative, estas dos ecuaciones juntas como sistema de 
Langevin son équivalentes a  una ecuacion de F P  mucho mas complicada que 
ninguna de las vistas hasta ahora, pues en este caso, 
h j =  Ü,
hp =  —Cfv(l — u*), 
g „  — Aü(l -  u^),
9*v — 9vv — 0,
per lo que (5.22) se escribin'a como 
dt =  [ ~ ^ ( ^  +  ^ h D ( l  -  v * ) * / * ( l  -  3 i;*)) +  ^ o u ( l  -  v * )+
(5 .47)
dv'^ 16
Las ecuaciones de variacion de los valores medios asodados a (5 .47) y obtenidos 
de igual manera que para son
— (t7(<)> = - o ( v ( l  - w ’ ) ) ,
J^m)  = ( v )  +  ÿ m ( ( l  -  ü ' ) ' / ^ ( l  -  3 u * ) ) ,
^{'^*(0) =  — 2 a ( t ; * ( l  — u*)) 4- — D ( ( l  — »*)’ ), 
| ( z * ( < ) )  = 2 ( z u )  +  y Z J h ( z ( l  -  « : ) ' / : ( l  -  3 v * ) ) +  
4 - 2 D h ' ( u ' ( l - « : ) : ) ,  
—  ( z ( t ) v ( t ) )  = ( u * )  — a ( z t ; ( l  — v * ) )  4 -  y - D h ( v ( l  — v * ) * ^ * )  —
(5 .48a)
(5 .48b )
(5.48c)
(5 .48d)
(5 .48e)
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El caso correspondiente a un kink no-relativista es resoluble exactamente, y 
sus ecuaciones correspondientes son
v' +  a v  =  — V { t ) ,  (5.49a)
z' =  v +  h v V ( t ) ,  (5.49b)
obtenidas con la aproximacion v 1 en (5 .45). Imponiendo las condiclones 
iniciales u(0) =  vq y  z(0)  =  zq , las soludones de este sistema son
v ( t )  = u o e -“ ‘ +  y  c - “ ‘ J *  ds e " V (s ) ,  (5.50a)
z (t )  =zo +  — (1 + uoA /  d s g = 'y (s )4 -
o! 7o
+  ^  f  ds r  d s 'e “ < ' ' - * V ( s ' ) +
4 Jo Ja
+  ^ h  f ds f d s 'e = ( ' ' - 'V ( s ) y ( s ') .  (5.50b)
4 Jo Jo
y los valores medios correspondientes, teniendo en cuenta que V { t )  satisface 
las propiedades (5 .12),
{v { t ) )  (5.51a)
(z ( t ) )  =zo +  y ( l  -  c - “ ‘ ) +  y  D /it , (5.51b)
(v * ( t ) )  =Uoe“ ^“ ‘ 4- - ^ ^ ( 1  — c“ * " ‘ ), (5.51c)
(z * ( t ) )  = z l  4- ^ z o ü o ( l -  e~“ ')4-
+ " g ( A ( i  -  +  ^ ( 1  -  « - “" ' ) ) +
+  -  3 « - ‘ ) +  2(1 -  « - " ' ) )  +
+  ^ ^ ^ z o t 4 -
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+  ^ ( 2 » '  -  2(1 -  ’ " ' f  -  (1 -
16û!*
(z { t ) v { t ) )  =2ouoc~“ * 4— - ( 1  — c~“ *)4*
4- jg "2 ( 1 ~  c “ *)* d— — DhvQte~°‘*. (5.51e)
Todas las intégrales necesarias para obtener estos resultados aparecen en el 
Apéndice C, y a diferenda de lo que ocum'a en 4>* , ahora es necesario evaluar 
intégrales en las que intervienen (V '(t i)V ’( f 2)V ( t 3)V ’(t4)) y  no sôlamente 
( V ( t i ) V ( t 2 )) como hasta ahora.
E n  este caso las desviadones cuadrâticas son
(« ')  -  ( " ) '  = ' ^ ( 1  -  =  0 (« 1 )
+ + 2(1 -  .-"■)] +
+  ^ [ « 2 . 1  -  2(1 -  -  (1 -  +
+ H" - d
donde ya han sido colocadas las potencias de e correspondientes. E l kink es 
acelerado, aunque parta del reposo. En ausencia de disipadôn (5 .51a)-(5 .51e), 
se escriben como
M O ) = " 0 , (5.52a)
(z(f)) =zo 4- vot 4- y D h f ,  (5.52b)
M ( 0 )  = ^ 0  d— g—0  (5.52c)
(z*(<)) =Zg 4- 2zoVo< 4- Vot*4-
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{ 2 D h ^ 4- — D h z o ) t+
+  {n^D hvo  4- ^ D * h * ) t * 4 -  
+  (5 .52d)
( z ( t ) r ( t ) )  =zovo 4- Vgt 4- ^— D hvo t  4- (5.52e)
donde el comportamiento de la onda solitaria perturbzuia no es newtoniano, ya 
que 2 ~  t y 2  ^ ~
En cuanto a la  ecuacion de FP  asociada al sistema lineal (5 .49), es
aw r a, a . ,
at ”  l'âl*'’ + T*'®’ + âï*” + â?*
y las ecuaciones de variacion de los valores medios deducidos de ella
(5 .53)
^ ( v ( t ) )  = - a ( u ) , (5.54a)
d  X*
— (2 (t)) = (u ) 4- y D / i , (5 .54b)
=  -  2 a (v *) 4- y D , (5.54c)
| ( 2* ( t ) )  = 2 (zv ) +  y D A ( z ) 4 - 2 m * ( v * ) , (5.54d)
(r(f)u (< )) = (u *) - a ( z r )  +  ^ D h ( v ) . (5.54e)
Las soludones de estas ecuaciones son (5 .51), como era de esperar.
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C A P IT U L O  6
R e s o lu c io n  e x a c ta  d e  la  d e n s id a d  d e  p r o b a b i l id a d  
d e  v e lo c id a d e s  e n  e l caso  a d it iv o
6 .1  In t r o d u c c io n
Hasta ahora hemos visto las soluciones que se obtem'an para los valores medios 
de los parametros en el caso de movimientos no- relativistas del kink. Sin embargo, 
para el ruido aditivo se pueden calcular exph'citamente los valores medios (v *), 
(v* )  , (u*), etc. en funciôn del tiempo, para todo rango de velocidades y  no 
solamente velocidades pequenas.
También puede calcularse la  densidad de probabilidzwl W {v ,  t )  asociada.
Estos resultados se obtienen aprovechando la  simplificacion que se introduce 
en el problems al pasar a la variable momento en lugar de velocidad.
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6 .2  V a lo r  m ed io  de o rd e n  n d e l m o m en to
La ecuacion de la variacion de la velocidad para un ruido aditivo con disipaciôn 
en el modelo 0 * es, como vimos en {5.6)
v '  =  —- — (1  — i ; * ) * ^ * F ( < )  — a u ( l  — u*). ( 6 . 1 )
Por otra parte, la energia E  y el momento P  asociado zJ kink (1.10) vienen dados 
por (1.12) y (1.13)
con lo que las ecuaciones que deben satisfzwzer E  y  P , teniendo en cuenta (6 .1), 
son;
E ' +  av^  E  = 2 v F { t ) ,  (6.2a)
P ' +  a P  = 2 F { t ) .  (6 .2b)
Como puede verse la ecuacion pzu-a el momento es especialmente sencilla de resolver, 
y en ella aparece un término de rozamiento y una fuerza exterior. La integracion
de (6 .2b) da como resultado
P ( t )  = P o c -“ * +  2 e -» ‘ J *  ds c“ *F (s ) ,
P (0 ) =  Po,
lo  que p e rm ite  escrib ir, si se tienen en cuenta Izis propiedades estadisticas (5 .12) de
F (t),
(P ) =  P o e -“ ‘ , (6.4a)
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(P * ) =  P * g - * “ ‘ +  ^ ( 1  -  (6 .4b )
io n
(P * )  =  P * e - * “ ‘ +  - y  P o « -‘“ ( l  -  (6 .4c)
y asî sucesivamente,o bien las desviaciones
((P  -  (P ) ) * )  =  (P * ) -  (P ) *  =  ^ ( 1  -  e - * " ) ,
( (P  -  (P ))= ) =  (P * )  -  (P )*  =  — P o e -“ ‘ ( l  -  e - * “ ‘ ),
etc., todas ellas de segundo orden en e,
Mas concretaxnente, en el caso Pq — 0, se tiene
( P * " - \ t ) )  =  0, n =  1 ,2 ,3 . . .  (6 .5a )
(P *» (t) )  =  (6 .5b )
que cuando a  —► 0 se reduce a
(P * " ( 0 > = ( 4 Z ) t ) ’‘ i ^ ,  (6 .6 )
y en el caso estacionario o t 1 a
La ecuacion de Fokker-Planck asociada a (6 .2b) puede obtenerse utilizando (5 .22 ) 
y (5 .23), y se escribiria entonces como
VK, =  W [P .  0
W (P ,0 )  =  f ( P ) ,
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donde hemos puesto como condiciôn inicial que la distribuciôn de momentos tenga 
un pico en P  =  0 . La ecuacion (6 .7) corresponde al proceso Ornstein-Uhlenbeck, 
caracterizado por coeficientes deterministas lineales y de difusiôn constantes [38], 
[39], [42], [43]y su solucion se escribe como
lF (P , t )  =  (6 .8)
ViTTcr
que es una distribuciôn Gaussiana cuya desviaciôn cuadrâtica es variable en t , y 
viene dada por
=  — ( 1 ( 6 . 9 )
En el lim ite t —♦ 0,
<7* ~  SDt
y ^
U '(P ,0  =  lim  — * ^ (P ),p—oo y TT
donde por p se ha definido la variable
Ï6Di'
Los valores medios (P * ” ) también pueden calculzu^se con (6 .8) m ediante la ex- 
presiôn
( p 2 " ) =  f  P * " W (P ,t ) ,  
en la cual, utilizando el resultado
n =  1 ,2 , . . .
se obtiene que
(P *" )  =  l - 3 - 5 . . . ( 2 n - l ) < 7 * "
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que concuerda con (6 .5b) ya que
=  l - 3 . . . ( 2 n - l ) ,  n =  l , :
6 .3  S o lu c iôn  e x a c ta  de (v^) , {v*) y  (u*) en  fu n c iô n  d e l t ie m p o
Como ya hemos visto P  =  y  por lo tanto, invirtiendo esta ecuaciôn
donde
Como u =  v ( P ) , ^
( v } =  j  d P v { P ) W { P , t )
donde W { P , t )  esta dada por (6.8). Se tiene entonces que
(« * " - * )  = 0 ,
por consideraciones de simetria, y
=<(ÎW> =
( l  +  r * ) " '
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donde b =  ^  . Para n =  1
+ r2)
y utilizando el resultado
con b >  0 y  R(b)  definida por
f  + « ‘ Æ(6)) ,  (6 .11)
R{b) =  —'i/tt +  2 /  dt & 
J o
se llega a la expresiôn
(6.12)
que es valida para todo rango de velocidades y no solo para velocidades no- rela­
tivistas. La form a de (u^)er viene representada en la  figura
320.00240.00 400.0080.00 160.000 . 0 0
Vamos a ver ahora cômo se puede obtener la  igualdad (6.11). Si dénotâmes
105 -
po r
/ „ ( 6 )  =  dz e - ‘ -* , n =  1 ,2 ,3 ..
I i { b )  se puede escrib ir como
donde
fOO
+  Z^
A sim ism o f i { b )  se puede escrib ir como
f i { b )  -  e‘ ÿ i(6 ) ,
siendo gii(5) la  in te g ra l
que es soluciôn de la  E D O
. ' ^ f b
con la  condic iôn in ic ia l
P i(0) =
Resolviendo esta ecuaciôn d ife rencia l, se tiene
r i
=  Js.
y  operando se llega a la  expresiôn pa ra  / i ( 6 )
A(i) = ~ 2 ® * ^
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Para Ilegar al resu ltado que queremos obtener, hay que tener en cuenta la  iden tidad
I d s s - ^ l ‘ e~‘  = 2  !  d t e ~ ‘ \
Jo Jo
Con  igua l p roced im ien to  se ob tiene (v^) y  (u®), re su ltando
=  (1 +  6 )4 - +  6 )6 '/ 'e * R (6 )  (6.13),
(v®)<r =  ^1 +  - 6  +  +  ^6  +  — ^b^^'^e‘‘R{b) (6.14).
P ara  obtener (6 .13) y  (6.14) ha  sido necesario u t i l iz a r  Iz ib )  e h ib ) .  E n este caso
fz (6) =  / : ( 6).
donde f ’z(b) v iene de fin ido  p o r
/ z ( 6) =  f
Jo
oo - ~ i *
dz
{ i  +  z^Y
y  es la  soluciôn de una c ie rta  ecuaciôn d ife renc ia l que no vamos a escrib ir. Esta 
soluciôn es
/ : ( 6) =  - J i e ‘ + P e *  +  ^ 6«‘  f
2 4 2 7o ^ Jo
De igua l form a,
h { b )  =  - / ; " ( & )
con
/•oo g -* ,»
h i b )  =  J  d z - ^ ^ - ^ ,
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y que una  vez resuelta  su correspondiente ecuaciôn, la  soluciôn se expresa com o
/s (6) -  ;^ 6 +  j
^ 6e* / d s s - ' / ' e " .
2 Jo 4 Jo
Las igualdades
/  ds3‘ /^ c -*  = +  ^ /  d s 3 - ^ l ' ^ e - \
Jo 2 Vo
d s s ' / : e - '  =  - ( ^  +  & )& '/:« -*  +  j  d s s - ^ / ^ e - ,
son tam bién  necesarias pa ra  obtener (6 .13) y  (6.14).
Con (6 .12)-(6 .14) es fâc il p robar que se satisface la  igua ldad  (5 .28)
j ^ { v ^ )  =  - 2 a ( t ; " ( l  -  u ') )  +  9D ((1  -  u® )(l -  v ^ f ) .
Casos interesantes a  destacar son
i)  a  =  0, t  —b oo 
E n  este caso
y  R (b ) se puede poner, con ayuda de ( D . l )  com o
lOS
con lo  que pa ra  el valor as in to tico  de (t- ' )  nos queda
ii)  a  =  0, ( —*• 0 
A ho ra
y ten iendo en cuenta (D .2 ),
. 10 =  — 30,
podemos escrib ir
=  3 . . .  (2n -  l ) (g < T ') " ,
donde cr  ^ =  9> D t. Si desturoUamos (6.15), obtenemos
(ü^)ei ~  9D t — 243Z?^f^ +  • • ■
que coincide con (5.36c) en el orden mas b a jo  de aproxim acion.
i i i )  a  0, (7  ^ ~  ^
(6.15)
109
En esta  situaciôn tenemos que
6 =  60 =  ^ .
Como la funciôn
F(x) =  f  d t e“ ‘ 
Ja
se puede desarroUar en serie de Taylor en un entom o de tq mediante la  
expresiôn
F ( i )  =  F ( * , )  +  £  -  z . r " .
donde H n { i )  son los polinomios de Hermite, se tiene 
ü ( i ) .  - y ;  +  , ( f ( 5 j / > )  +  g  
que introducido en (u^) da el resultado
1 -  -  2F ( 6j / * ) +
°° 1I /2 rr /L l/2\
U tilizando las expresiones de R{h)  cuando 6 —♦ 0 y 6 —► oc dadas anterior- 
mente, también se pueden obtener los limites
( " ‘ J -  +  (5 +  +  2» ' "  Ê  J i s i  +  i i )  •
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6 .4  E x p re s iô n  e x p lic ita  de W { v , t )
La ecuaciôn
-  v^ÿ )  +  ^ \ d { \ -
obtenida integrando en z (5.19) y suponiendo que W { z , v , t )  tiende a cero con 
suficiente rapidez en el infini to, es dificil de resolver directamente. Hasta zdiora 
se saben encontrar soluciones exactas de la ecuaciôn de Fokker-Planck [39]en los 
siguientes casos:
1- Cuando la  parte determinista es lineal y los coeficientes de difusiôn son con­
stantes. La distribuciôn résultante es una distribuciôn Gaussiana en las varia­
bles del problema.
2- Cuando bay una condiciôn de balance detallado y los coeficientes determi­
nistas y de difusiôn obedecen ciertas condiciones de potencial. La soluciôn 
estacionaria se puede obtener por cuadraturas.
3- Si en el problema bay una sola variable se puede obtener la soluciôn esta­
cionaria.
4- Empleando separaciôn de variables siempre y cuando las ecuaciones résultantes 
sean sencillas de resolver.
5- M ediante cambios de variable que la  reduzcan a casos mâs simples.
Evidentemente, este es nuestro caso, porque el cambio de variable que simplifica 
estas ecuaciones es P  =  como ya bemos visto. Asi pues, si hacemos en ( 6 .8 )
-  I l l  -
este cambio, y tenemos en cuenta que
r  d P \ V { P , t ) =  [  d v W { v J )  
J-oo J-1
(6 .17)
obtendremos
3v/5r<r(l —
(6 .18)
que es soluciôn de (6 .16). Las funciones e son funciones de soporte compacto 
utilizadas en distribuciones y pertenecientes ai conjunto C * ( —1,1 ) [24).
P ara term inar decir que (6.18) no sôlo es la  distribuciôn de probabilidad de 
velocidades en el caso aditivo del modelo > sino tam bién la  del aditivo y m ulti- 
plicativo de SG, ya que para este campo se tienen las ecuaciones (5 .40) y  (5.45a):
v '  = ^ ( 1  — v ^ Ÿ ^ ^ F ( t )  — a v ( l  — ü^), aditivo  
v ’ = — (1 — v^ Ÿ ^ ^ V { t )  — o u (l — v^).  m ultiplicativo
y por lo tanto basta hacer el cambio:
para la prim era y
— * 1 2 ^
para la segunda en la  ecuaciôn (6.18).
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P A R T E  I I
E S T U D IO  N U M E R IC O  D E  L A  E C U A C IO N
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C A P I T U L O  7
In te g ra c io n  n u m é ric a  de o*  con p e rtu rb a c iô n
7.1  In tro d u c c io n
U na parte im portante de este trabajo ha consistido en la corroboraciôn 
numérica de los resultados obtenidos analiticamente. Para llevarla a cabo ha 
sido necesario elegir aquel o aquellos esquemas numéricos que mejor describian 
el sistema. Se ha escogido un esquema numérico que conserva la  energia, aunque 
no el momento, y  esa conservacion ha servido para comprobar la  convergencia y  
estabilidad del mismo.
En este capitulo aparece ese esquema asi como las discretizaciones que 
proporciona para cantidades como la energia, el momento, la  velocidad y el centro 
de energias. Tam bién se incluyen los problemas que aparecen en la  frontera y  el 
tratam iento que se les ha dado.
La generaciôn de numéros aleatorios distribuidos normalmente, y justificada  
por el teorema del l im i te  de la teoria de probabilidades aparece al finzd del capitulo, 
asi como las condiciones bajo las que hemos realizado la  integracion numérica.
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7 .2  E sq u e m a  n u m é ric o  p a ra  el m o d e lo  sin  p e r tu r b â t
Como hasta ahora. nuestra ecuaciôn de partida es
«u — Uxt — u +  =  0, (7.1)
que m ultiplicada por u» se puede escribir como
+  “ t )  +  j ( “  ^ -  1)^ ) ^ - { u tU t ) , x  =  0 .
Si se define E  , la  energia asociada a las soluciones de la ecuaciôn (7 .1), por
E  =  d % ( l ( u : + u | )  +  l ( u : - l ) : ) ,  (7.2)
se puede obtener de la anterior relaciôn
= 0  => E  =  constante (7.3)
siempre y cuando u y  sus derivadas tiendzm a cero con suficiente rapidez en el 
infinito. La ecuaciôn (7 .2 ) no es nueva, pues coincide con la definiciôn (1.12). De 
igual form a, m ultiplicando (7 .1 ) por u% se tiene que
—(u t« f ) .t  +  “ * )  ~  4 ^“ * ~  ~  ^
y si definimos el momento P  como
/ +00 d x u x U t ,  (7.4)
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tendrem os que
dt
= 0 P  =  constante, (7.5)
donde lo mismo que antes (7 .4), es la definicion (1 .13).
E l esque m a numérico propuesto en este trabajo  para integrar numéricamente
(7.1) viene dado por
-  2u ;  +  u ; - '  -  2u» +  g ( u " + ‘ ) - g ( u ; - ‘ )
A l *
(7 .6 )
donde n =  1 ,2 , 3 . . . ,  j  =  . . . , - 1 , 0 , 1 , 2 . . . ,  G { x )  =  i ( i *  -  1)* y  u? es el valor 
del campo u { x , t )  en los puntos u ( j A x , n A t ) ,  donde A t  y  A x  son los tamanos 
de la red temporal y espacial elegidos para integrar la  ecuaciôn.
-4
 4 -
- f -
I
j * ' J *i-»l
•tv-i
Este esquema perm ite hallar conociendo cuatro valores de u en instantes 
anteriores. Si u”"*"* no se puede despejar exph'citamente de (7 .6 ), que es lo mâs 
usual, se emplea el método de Newton [49 [para calcular dicho valor.
Veamos ahora qué discretizaciones proporciona (7 .6 ) para las cantidades (7 .2 ) 
y (7 .4 ). P ara  ello, vamos a repetir los mismos pasos que nos han conduddo a F  y  
P  en este apart ado:
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i) Energia
En prim er lugar habiamos multiplicado (7 .1) por u , , ahora vamos a m ultiplicar 
(7 .6) por
fi4»l n-“ lu. — u ;
2At
que es una discretizadôn consistente de esta cantidad cuando A t  —+ 0 . Si se 
tienen en cuenta las identidades:
\  2At A At* /  -
_ 1 ( = ^ ) ’  -  ( ^ ) ’
~  2 At
,w+l A—1 n..m i 1 .
V 2At A At* )  ~~
-  ( = A ^ )  -  ( ^ )  ( : % ^ ) | .
(7.8)
y
l 2 A t A (7  9)
_ 1 /G ( u ; + ‘ ) +  g (u 7 ) G (w ;) +  G ( u ; - ' ) \
~ A t V  2 2 )
y  después de m ultip licar por A i  y  sumar sobre obtiene la  ecuaciôn
pn + l _  rn
 = 0 , v n > l ,  (7.10)
donde hemos definido F "  como
js-OO (7.11)
-  I l :
que es exactamente la version discretizada de (7 .2). Xôtese que (7 .10) es una 
ecuaciôn de conservadôn, pues de eila se deduce que
y ademâs lo es porque el sumatorio de (7 .11 ) esta extendido de —oo a +00  , 
ya que si se tuviera con j i  , finitos, F "  no séria conservada.
Es aqui, precisamente, donde intervienen las condiciones Montera, de las que 
hablaremos posteriormente.
ii) Momento
M ultip licando ahora (7.6) por u ,  discretizado como
V 2 A i  ) 'x
y teniendo en cuenta las identidades
V 2A i  A  A t*  /  ~
2A i l V  A t A  2A t  /  V A t A  A t /J
(7 .12)
f ^j+i  ~  "7-1 \  / " 7+1 ~  +  « 7-1 \  _
V 2A x  A  A l *  /  ~
_  1 ( ^ ) ‘  -  ( = ^ ) ’
“ 2 A i
l i s  -
se obtiene, después de m ultiplicar por A r  y sumar sobre
donde P "  esta definido por
Es im portante darse cuenta de que (7.14) no es una ley de conservacién y 
que por lo tanto, no reproduce discretamente la ecuaciôn (7 .5). Es to se debe 
a la forma del esquema (7 .6)u tilizado para discretizar (7 .1 ). Sin embargo, 
posteriormente veremos en los resultados numéricos que las variaciones de P "  
inducidas por este esquema son de orden despreciable trente a P "  .
Xo séria difïcil escribir un esquema que conservara el momento, pero sin 
embargo la energia habria dejado de serlo. Como la  densidad T i dada en (1.8a) es 
deHnida positiva, hemos preferido m antener el esquema en que lo constante fuera 
la energia, ya que asi nos év ita  posibles no-acotaciones de la  fundôn u cuando se 
obtiene su valor numéricamente.
Si hay algûn esquema que conserve E  y  P  simultâneamente, no se tra ta  aqui.
For ultim o decir que (7 .7 ), (7 .8 ), (7 .9 ), (7 .12) y  (7 .13) son las discretizaciones
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exactas de
-
U«“ r r  =  ( U r W« ) , x  ~
1
U | G ' ( u )  =  ( G( u ) ) , t ,  
«*ue» =  («*«»),« —
_ 1 , 2 ,
U*Uxr =  g lU , ) , , ,
respectivamente.
7 .3  C e n t ro  d e  e n e rg fa s  y  v e lo c id a d
Como ya vimos en el Capftulo 1, el centro de energias asociado a la  ecuaciôn
(7 .1) lo definimos median te
donde
=  2^U( +  «1 ) +  ^ ( “ * -  !) * •
P ara el esquema (7 .6 ), esta cantidad la  expresaremos como
(7.16)
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donde Xj =  j  A x . En un sumando se ha introducido i j  y  en otro
para mantener la estruçtura de la expresiôn, y que sea evaluada en las mismas
coordenadas x que lo es u .
También vimos en el Capitulo 1 que (7 .1) tiene como soluciàn al kink
uo =  tanh ^ ( x  -  vt — x * ),
cuya energia, momento y centro son
por lo que se definimos
se tiene que
X c  =  v t - \ -  X o ,
P
VI =  ^  
dXc
Ul =  Ü2 =  V.
En el esquema discrete definiremos
vj" =  v i(n A t)  =  (7 .17)
V "+ t _  r »
V2 ^  (7 .18)
y compararemos ambos resultados. Las variables X " , u" ( 6  u f ) son los 
paramétrés modulados en el tiempo por la  perturbaciôn.
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7 .4  E fec to s  en la  fro n te ra
Evidentemente, la integraciôn numérica de la ecuaciôn (7 .1 ) no puede hacerse 
en un intervalo infinite por limitaciones de los ordenadores. Esto quiere decir que 
en Xj =  j A x  , j  va desde } % ,. . . ,  j j  con y j 2 finitos, lo que origina errores en 
la integraciôn debido a la Montera. Desde luego estes no son los ilnicos errores que 
aparecen, pues en el calcule también se arrastran errores en los dates iniciales, de 
redondeo, etc. Veamos cuâles son los errores en la frontera:
i) Energia
La ecuaciôn (7 .10) se escribiria en realidad como
= E  [ ( ^ ) ( = = ^ ^ ) -
porque los termines contiguos se cancelan unos con otros, pero si j i  <  j  <  j 2 
entonces
A t  \  A x  J \  2 A t
-  E n  _  / U? -  w?_i \  -  U j ~ - i  \
V A  /
V A x  A  2A t  ) '
pues no hay cancelaciôn en los estremos, lo que indica que E ”  no se conserva 
exact amente.
ü ) Mom ento
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En cuando al momento, (7.14) es en realidad
de donde se deduce sin dificultad que
pn+l_pn 1 r , u ?  -  U
A t
(7.20)
Nosotros pretendemr» comprobar numéricamente unos resultados obtenidos 
anedi'ticamente, por lo que debemos reproducir las condiciones para las que se ha  
resuelto el problema analitico, y siempre teniendo en cuenta que unas condiciones 
frontera m al puestas pueden originar inestabilidades. Vamos a emplear en los bordes 
de integraciôn la condiciôn u* =  0 , es decir
V n > l
y lo mismo para , que es bastante apropiada cuando la  velocidad del solitôn es 
pequena y no se encuentra m uy excitado.
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En la integraciôn numérica hemos evitado los problemas en la frontera lim itân- 
donos a càlculos en tiempos menores del que séria necesario para que aquella 
influyera, por efectos de reflexiôn del trente de la onda en los bordes , en nuestros 
resultados. De esta manera esos efectos son despreciables.
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7 .5  C o n verg e n c ia  y  e s ta b ilid a d  d e l esquem a
Para poder aplicar (7 .6) es necesario estudiar su convergencia y estabilidad.
En una ecuaciôn lineal un esquema es convergente si y sôlo si es estable, pero 
no sucede asi en ecuaciones no-lineales, donde cada propiedad debe estudiarse 
por separado. E l esquema (7 .6) tiene la ventaja de poseer una energia discreta 
conservada, lo que pennite probar su convergencia y estabilidad. L a  forma de 
hacerlo es la siguiente; al pretender estimar u" mediante un esquema numérico 
se produce un error debido a los datos iniciales, a los sucesivos pasos de câlculo, 
etc. Dicho error lo denotaremos por ü" y satisface la  ecuacioo n que se obtiene de 
sustituir u" por u" +  ü" en (7 .6). Esta ecuaciôn es
* 7+ ' -  2a ;  +  a ; - '  -  2ü» +
A i *
(7.21)
donde viene dado por
(3 (u ;+ ^ )"  +  2u ; + ‘ u ; - ‘ +  ( u " - ‘ ) * ) +  
+  a ; - '  (3 (u " " ‘ )^ +  2% ;+ *% ;- ' +  (« ;+ ^ )’ ) +  
+  ( û ; + ‘ ) * ( 3 u ; + ‘ +  « ; - * ) +
+  ( ù ; - ‘ ) * ( 3 u ; - ‘ +  û; + * ) +
+  2û“+ ‘ û ; - ‘ (u ;+^  +  u " - ‘ ) ] .
(7.22)
-  125
Multiplicando (7.22) por —  y sumando sobre j  , se obtiene que
+  A x P i’* - - 2a /  ) = 0 ' (7 .23)A t
donde Ë "  esta definido igual que E "  pero con ü en lugar de u . La cantidad  
^"+ 1  _  Ë " /A t  no tiene por que conservarse ahora, pero la  acotacion de esta 
cantidad lleva directamente a probar la convergencia y  estabilidad. D icha acotacion 
se hace de igual forma que en el caso de SG, lo que puede verse en las referencizis 
[47), [48]y por eso no lo escribiremos aqui.
En el caso de una ecuaciôn de ondas en que no hay térm ino lineal
— « r r  =  0 ,
la condiciôn de estabilideid del esquema es [46]
A t \2
( £ ) < ' ■
La ve loddad de la  red A x / A t  es mayor, por lo tanto, que la  velocidad m axim a  
que nosotros empleamos v =  1 , y  (7 .24) indica que no hay ninguna posibilidad de 
interferencia en el câlculo.
Para el caso no- lineal de 4>*, se obtiene de nuevo la  condiciôn (7 .24) [47], [48], 
por lo que siempre la utilizaremos en nuestros càlculos.
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.6  E sq u em a nu m érico  p a ra  la ecuac iôn  p e r tu rb a d a
Para la ecuaciôn
« u  -  U n  -  u -t- t )  +  t)u  4- o u , =  0, (7 .2 5 )
el esquema de integraciôn empleado es
u j+ i  -  2 u -  +  u ; - :  u?+, -  2u" +  u"_i
A t *  A i *
, G ( u ; + ' ) - G ( u % - ^ )  
u " + ‘ -  u ; - ‘
p n + l  ^  p n - l  y n + l  ^  y n - l  n + l  ^
+ — r ^ -  +  (  '  2 '  ) (  '  2 h
+ « ( "  2Â r ~ ) " ° ’ ”  =  1 . 2 , 3 , . . .  (7.26)
1+1donde en cada paso u" se détermina mediante el método de Newton.
Como F  , V  y ou, son perturbaciones, la energia de la  onda inicial (7 .2) en 
lugar de ser constante tiene la  variaciôn
~ J  d x u t { F +  V u  +  a u t ) \  (7.27)
el momento viene dado por (7 .14) y 
d P
dt
o bien
— ~j  d i U i ( F - f  V u  +  a u ,),  
d P
Z ^  +  a P  =  -  d i u . ( F  +  V u ). (7.28)
dt  J
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Estas expresiones se pueden escribir, con ayuda de (7.26) como
= - E  2A t  ) l — T - - +A t
A —1
(7 .29)
que corresponde a (7.27) y donde F "  esta dado por (7.11) y
pn+l _  p n
— s —  +  =
(7 .30)
siendo P "  (7.15).
Las cantidades v" , Vj y J f” se calculan ahora igual que en (7 .16 ), (7 .17 ) y 
(7 .18). En ellas no aparecen F ,  V  ni ot expUcitamente, pero se han introducido  
a través de u como soluciôn de (7 .25). Son los valores medios de estas variables, y 
de sus cuadrados los que vamos a determ inar numéricamente, y cuyo valor teorico 
en funciôn del tiempo se ha calculado en el Capitulo 5.
Los valores medios se encuentran integrando (7 .26) varitis veces ( =  30 ,
por ejemplo ) para cada instante de tiempo y cada coordenada del espacio, y  luego 
promediando sobre esos valores.
Si (7 .25) no se ve como una ecuaciôn perturbativa de ti„  — u , *  — u +  u * = 0 ,  
sino como una ecuaciôn a resolver con un cierto dato inicial, m ultiplicândola por 
U( résulta
( -  1 ) ^ +  F u  4 -  -  -
^  ^ J ^ ' (7 .31 )
-  (u ,u ,) ,  z  — F ,u  — +  au? — 0,
123
donde ahora
E t  =  J  d i ( ^ ( u ?  +  u^) + j ( u ^ - 1 ) ^  +  F u  +  ^ V u ^ ]  (7.32)
es la energia total y su variaciôn respecto al tiempo viene dada por
=  j  dx (^FfU +  =  0. (7.33)
El momento total se define de la misma forma que antes
/ + 00 dx UrUt,
y su variaciôn se expresa como
=  - a F  -  y  dx (^FrU +  ^ V ^ u '^ y  (7.34)
Las discretizaciones de (7.32) y (7 .33) proporcionadas por (7.26) son 
F f  =  F " +  g  (7.35)
con F "  dado en (7 .11), y
respectivamente.
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En cuanto a  ^ , en este caso es
. v f „ = ^  [E -.V ?  ^  g  A x  X,
^  ;= -«»  (7.37), v,^(u7)' + y ,"-X u ;-'):^j
donde X ”  ha sido definido en (7.26).
Para la  obtenciôn de estas très ultimas ecuaciones se han utilizado las 
igualdades
_  1 -t- u^Fp u JFp  +  u ; - ‘ F 7 ~ ‘ \
^ A t V  2 2 ) ~
1 x v “+ ‘ ( “ r ‘ )’ + ‘ ' “ ( “ P ’  v ; '“ ( “ r ' ) s
~ 2A tV  2 2 )
_  1 / ( « ; + ' ) :  +  -  v ;"-^  \
2 \  2 A  2 A t /
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7 .7  S im u la c iô n  n u m é ric a  de l ru id o
En todo este trabajo hemos supuesto que F ( t )  y V ( t )  eran ruidos Gaussianos 
variando estocâsticamente en el tiempo con las propiedades
{F ( t ) )  =  0, (7.38a)
( F ( t ) F ( t ' ) )  =  2 D 6 ( t  -  t ‘ ). (7.38b)
La simulaciôn de estos ruidos se ha llevado a cabo con un generador de numéros 
aleatorios distribuidos segiin una densidad de probabiblidad Gaussiana, es decir:
P ( x )  =  ■ V  , I  €  ( —oo,-t-oo).
V 2%(T
El valor medio a y la varianza <r* se han elegido como
a =  0, (7.39a)
o n
(7.39b)
ya que estos valores son los que ajustan (7 .38a)-(7 .38b).
La elecciôn de a es triv ia l por (7.38a), y sôlo vamos a m ostrar por qué se tom a  
CT* asi.
•\1 discretizar se pasa de una ftmciôn estocâstica ’’continua” F ( t )  a otra  
’’discreta” de la  forma
y por lo tanto
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donde ya se ha utilizado (7 .38b).D e aqui se obtiene
que era lo que queriamos probar.
La generadôn de numéros aleatorios a la  que hemos hecho referenda se basa 
en un conoddo teorema empleado en el Método de Montecarlo: el teorema cen tra l  
del l im i te .
Este teorema puede enundarse asi: Sean N  variables aleatorias , ( 2, . . .  
independientes e idénticas de modo que sus distribudones de probabilidad co ind - 
dan. En este caso
(6 > =  (6 ) =  • • • =
(6 > -  (6 ) =  (6 ) -  (6 ) =  • • • =  {^n ) -  {^n ) =  6*.
Designemos por pi>/ la suma de estas variables
Pff — i l  +  2^ +  ' ”  +
con lo que
' {p n ) =  (6 ) +  (6 ) H h U n ) =  iVm ,
{Pn ) - { p n )^ = N b ^ ,  
pues al ser , * =  1 , . . . ,  iV independientes
i i i i j )  =  { i i ) i i j )
Tomemos ahora una variable aleatoria norm al (o Gaussiana) 7 , con a =  N m  
y  a *  =  iVb* . E l teorema central del lim ite  dice que cualquiera que sea el intervalo
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(a',  6') se tiene que para valores grandes de .V
P [ a  <  PS <  b'} •Xi I  d x P y {x ) ,  
J a '
donde
a =  iVm ,
(T* =  iV5*.
E l significado de este teorema es muy sencillo; la suma p s  de una gran  
czmtidad de variables aleatorias idénticas es aproximadamente Gaussiana xx
P j )  ■ Es precisamente este teorema el que explica por qué las variables aleatorias 
normales aparecen con tanta frecuencia en la prâctica.
En nuestro caso hemos cogido rV =  12 , y las variables , i  =  1 , . . . ,  12 
distribuidas uniformente en el intervalo [0,1].  Esto quiere dedr que para estas 
variables
l
1
d x p {x )  =  1 => p (z ) =  1
y que
1
( 0  =  d x x p { x )  =  ^
((^ ) =  ^  d zz^ p (x ) =  ^ => 6  ^ =  ^ .
Por lo tanto la  variable aleatoria
P =  +  Ça H------+  Çia
esta distribuida normzdmente y su m edia y varianza son
0 = 6,
<7^  =  1,
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respectivamente.
Para pasar de esta \Tuiable gaussiana (  a otra  ta l que
( ( ')  =  a. <T( =<T
basta hacer el cambio
i '  =  <r(i  — 6) 4- a.
7 .8  C o n d ic io n e s  im p u es ta s  en  la  in te g ra c iô n  n u m é ric a
Para integrar la ecuaciôn (7 .1) con el esquema (7.6) hemos empleado las 
condiciones iniciales
u°  =  tanh ^ ( ; A x  -  xo), 
u j =  tanh - ^ ( j A x  — v A t  — xg),
ya que lo que nos interesa es la  estabilidad del kink ( 1.10) 
Normalmente se ha tomado
A t  =  2.5 X 1 0 -2 ,
A x  =  5.0 X 10“ 2,
aunque tam bién se ha empleiwio otros intervalos, siempre teniendo en cuenta  
la  reladôn (7.24).
-  134
El intervalo espacird de integraciôn ha sido [-20, 20]y el intervalo en que actuaba 
el ruido [-10, 10]. Se ha elegido asi por vmias razones. Como el intervalo del 
ruido es mucho menor que el espacial, las perturbaciones en forma de radiaciôn 
que surgian en el borde [-10, 10]no llegaban a influir en la frontera.
E l ruido era localizado en el espacio, pero a la vez mucho mâs extenso que las 
dimensiones caracteristicas de la onda (1.10). Elstas dimensiones son del orden 
de [-1.5, 1.5]y se han obtenido de la region donde la anchura de la densidad de 
energia ( 1.11a) es apreciable. Esto permite utilizar L  - *  oo en (5 .4a) y (5.4b).
La ecuaciôn se ha integrado temporalmente en T  €  [0,12.5] 6 T  £  [0 ,20 ]. Es­
tos intervalos de tiempo de tiempo son très veces o mâs el tiempo caracteristico 
de la soluciôn (1 .10). Este tiempo se ha estimado como
siendo wi =  el prim er valor propio no nulo en el desarrollo perturbativo del 
Capitulo 2. Se han considerado esos tiempos porque si el kink ténia que sufrir 
cambios im portantes no era descabellado pensar que fuera en esos intervalos.
La mayor parte de los valores medios se han efectuado sobre L  =  30 
realizadones.
Atendiendo a los efectos producidos por los ruidos sobre los solitones, hemos 
llamado ruidos débiles a aquellos para los que <7 <  0.1 , y ruidos fuertes al 
resto.
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7 .9  G râ fic a s
-  Figura 1. : Representacion de la evolucién del kink (1 .10) para v =  0.2 .
-  Figura 2. : Representaciôn de la  densidad de energia T, dada en ( 1.11a) para
V  =  0.2 .
-  Figura 3. ; P { t )  — P (0 )  frente a t  para v — 0.2
-  Figura 4. : — P " ) /P "  frente a t  cuando no hay perturbaciôn en <p*
y la  velocidad inicial del kink es 0.2. Como puede verse esta cantidad es del 
orden 10“ .
-  Figura 5. : P ( t )  en funciôn de t  para el modelo <p* con disipaciôn y sin
ruido ( F  =  V  =  0) ; v =  0 .2 , xg =  5 y o =  0.1. E l valor exacto es
P { t )  =  • y  ligeramente por encima del valor numérico. E n  la
grâfica ambos tq>arecen superpuestos.
-  F igura 6 . ; Simulaciôn del ruido gaussiano. Valores generados con a  — 0 .01 , 
a =  0 en (7 .39a)-(7 .39b). En el eje vertical sôlo se ha considerado el intervalo  
[—0.03,0.03) por la régla de ias très sigmas:
/  d x p {x )  ~  0.9,
J a - 3 9
-  F igura 7. : (v)  en funciôn de t para el modelo en el caso de un ruido  
aditivo sin disipaciôn. «r =  0 .0 1 , a =  0. E l valor teôrico es (v) =  0 .
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-  F ig u ra  8. ; (u *) — (u)* en func iôn  de t  para o * , en el caso de un  ru id o  a d it ivo  
sin d is ipac iôn  con <7 =  0.01 y  a =  0 . La rec ta  es el va lor teôrico O D t , donde
D  =  =  0.125 X 1 0 "*.
L  =  30 realizaciones. v ha sido caiculada con la  definiciôn v" dada en (7.17) 
y luego promediada. E l solitôn perturbado ténia velocidad inicial nula y estaba 
centrado en el origen.
-  Figura 9. (z * ) — (r )*  en funciôn de t  para un ruido aditivo sin disipaciôn 
de iguales caracteristicas que en la ügura 8 . La pairâbola superior es el valor 
teôrico 3 D P  .
-  Figura 10. : X c  dado en (1 .15), X *  y v\ para una sola realizaciôn y un ruido 
aditivo sin disipaciôn para el cual a =  0 .0 1 , u =  0.2
-  Figura 11. : Lo mismo que en el caso anterior pero para u(x, t ) . Como puede 
verse la form a de la curva no ha cambiado, pero se ha desplazado ligeramente. 
Las grâficas para t  =  0 y  t =  5 han aparecido superpuestas en el dibujo.
-  Figura 12. :u (x , t )  en el modelo 4>* para distintos t y un ruido fuerte  
(<7 =  25). Caso aditivo sin disipaciôn. .\q u i puede verse que ya para tiempos 
pequenos la  estruçtura inicial se destruye. X =  30 .
-  Figura 13. ; Representaciôn grâfica del valor exacto
(v*) =  1 +  6 '/:g »R (6 ) 
dada en (6 .12) en funciôn del tiempo. <7 =  1.
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f ig u ra
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C O N C LU S IO N E S
Vamos a recordar ahora las principales aportaciones que se recogen en esta 
memoria.
Estudiamos los efectos de perturbaciones estocasticas pequenas sobre les kinks 
de la ecuaciôn . Concretamente nos referimos a dos casos: ruido aditivo y  ruido  
multiplicativo con y sin disipadon.
Antes de tratar el caso de perturbaciones estocasticas nos restringimos a un 
cierto tipo de perturbaciones analiticas: dependientes del tiempo, de la  funciôn y de 
sus derivadas.
Si cp* fuera un sistema integrable, aplicândole el método de 1ST obtendriamos 
la  forma explicita de las correcciones a la  onda inicial y la  ecuaciôn diferencial de sus 
peirâmetros. Pero ÿ'* no es integrable. En el Capitulo 1, aplicando la  conjetura de 
Ablowitz, Ram ani y Segur, probamos que no es integrable porque no satisface la  
propiedzwi de Painlevé , y que no es posible encontrar transformaciones Bâcklund 
en este formalisme. Hacemos la comparaciôn con la  ecuaciôn de Sine-Gordon, 
comprobando que satisface dicha propiedad y dando explidtam ente la  expresiôn de 
sus transformaciones Bâcklund.
Ante la  imposibilidad de emplear 1ST, en el Capitulo 3 deducimos las ecuaciones 
de variaciôn de los paramétrés del kink, que ahora ya no tienen por que ser constantes 
como en el caso inicial, mediante ley es de conservadôn. En este capitulo senalamos
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que el uso de estas leyes debe hacerse cautelosamente, pues hay casos en los que 
dan lugar a ecuaciones contradictorias entre si. Tarabién mostramos que hay una 
variable ( el momento de la onda ), en términos de la cual es mâs sencillo encontrar 
soluciones a Izis ecuaciones de variaciôn.
En el Capitulo 4 calculâmes las correcciones a la soluciôn casi estacionaria en 
primer y segundo orden de perturbaciones, para dos casos diferentes, une de ellos 
disipativo. Los resultados obtenidos, son:
i) que las correcciones mencionadas son soluciones de la ecuaciôn de Schrôdinger con 
un potencial de Hylleraas. Esta ecuaciôn se resuelve exactamente en el Capitule  
2 determinando sus estados ligados y de colisiôn para un potencial de Hylleraas 
generalizado, y se hace la particularizaciôn al caso
F (x )  =  2 - 3 c o s h - ^ (x /V 2 ) .
ii) que las ecuaciones de variaciôn de los paramétrés que ya habiamos obtenido an- 
teriormente con leyes de conservaciôn, son precisamente las ecuaciones nec es arias 
para elim inar los términos seculares del desarrollo perturbativo. Estes termines 
secular es hay que eliminarlos porque de le contrario dan lugar a correcciones a 
la onda inicial no- acotadas para determinados tiempos.
iii) que todas las correcciones de primero, segundo orden, etc., dependen de un 
param étré que se détermina con las condidones inidales impuestas a la  soludôn, 
pero que ese paramétré nunca interviene en las condidones de compatibilidad.
iv) el range de tiempos en los que es valide el desarrollo mencionado para cada una 
de las perturbadones consideradas.
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Las soluciones analiticas obtenidas con el método perturbativo son de gran utili- 
dad cuando las perturbaciones originales se sustituyen por perturbaciones estocasticas 
con unas propiedades estadisticas dadas. En muchos casos, tomando valores medios 
en estas soluciones, se pueden encontrar las correcciones estocasticas a la  soluciôn 
inicial.
En el Capitulo 5 se obtienen las ecuaciones de variaciôn de los param étrés de 
la soluciôn no-perturbada en el caso de perturbaciones estocasticas, localizadas en el 
espacio y dependientes del tiempo, asi como las soluciones explicitas para los valores 
medios de los paramétrés cuando el movimiento de la  onda es no- relativista. Este 
procedimiento se Ueva a cabo de dos maneras: resolviendo las ecuaciones de Langevin  
y tomando valores medios de esas soluciones a continuaciôn, y hzdlando las soluciones 
a través de la  ecuaciôn de Fokker- Planck. Âmbos resultados coinciden.
En el valor cuadrâtico medio de la velocidad y del centre de energias de la  onda 
perturbada, las correcciones debidas a las perturbaciones estocasticas son de segundo 
orden para tiempos pequenos.
En el Capitulo 6 se détermina exactamente ( u * ) , (v* )  y  (u*) en funciôn del 
tiempo para kinks relativistas, asi como la densidad de probabilidad de velocidades 
eisociada.
En cuanto a los resultados numéricos se ha observado que concuerdan con los 
teôricos para ruidos débiles y tiempos cortos. Para ruidos grandes la  estructura de la  
onda inicial se destruye totalmente.
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A P E N D IC E  A
1 . O b te n c io n  d e l fa c to r  (2 .2 7 )
Los estados de colisiôn (2.25) estàn dados por
donde
/ j  \ x )  =  3 tanh^ — — 3 \/2  i k  tanh —ÿ= — (1 4- 2k^) ,  (A .1 .1)
V 2 v 2
/ 2*^(x) =  3tanh^ ^  +  3 \/2  i k  tanh — ( 1 +  2fc*). (A .1.2)
Lo que queremos czdculax es la  integred
I  p a r  =  f  (x )^ '^ *p lr  (%),
i m p a r  J - o o  t m p a r  i m p a r
donde
/ | * ^ ( - x )  = / 2*^(x) Vfc,x realea ,
y  por lo tanto
/  p-r =  2 A ' ( t ) A ( t ' )  r ~ d x f e ' < * - * ' ) V l ‘ ’^ (x )/< * '^ (x )±
t m p a r  J - a o  '•
± e ' ( * + * ' ) ' / ( * ) " ( x ) X " ' ) ( x ) ] .
Con la  relaciôn
/ ^ * ^ x )  = /< *> (x), V i ,x
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y las definiciones
l2p(k) =  t a n h ^ ' ( ^ ) ,
1 /■+*’ X
h p + i { k )  = - r  j  dxe'** t a nh^ ^ ' * ' * ( -^ ) ,  p =  0 , 1 , 2 , . . .  
o equivalentemente
/■+<» .  ,  
h p ( k )  ^  J  d x COS 1-x t a n h ' ' ( ^ ) ,  (.4 .2 .1 )
/ + 0O d x s in l:x ta n h ^ '^ ‘ ( ^ ) ,  (.4 .2 .2 )
se Uega a que
I  par^ =  2 A " ( t ) A ( t ' ) { 9 A ( t  -  it') +  9 V 2 ( t  -  fc ')/3(it -  jt ')+  
+  [—3(1 -f- 21;'*) +  181:1;' — 3(1 +  21;*)] l 2 { k  — 1;')+  
+  [-3 V ^ ib (l +  21;'*) +  3V2Jb'(l +  2it*)| h { k  -  1:')4-
+  ( l  +  2i t * ) ( l - | - 21: ' * ) / o ( i t - l : ' ) ±
±  { t  - *  t ' } } ,
donde { 1: —» t ' }  indica que hay que sumar algo igual a todo el térm ino anterior 
pero cambiando k —* k ' . Estas intégrales son iguales a
Toik) =  2r 6( t ) ( A 3 . 1 ) ,
I i ( k )  -  2 C { k )  + ( A . 3 . 2 )
h i k )  =  2 ,6 (1;) -  T { k ) , ( A . 3 . 3 )
/ 3 ( l ; )  =  2 C ( t ) + ( l ^ ) r ( t ) , ( A . 3 . 4 )
/ 4 ( l ; )  =  2 , 6 ( * ) - ( i ^ ) T ( l ; ) . ( A . 3 . 5 )
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donde
C (l;) =  - i - t - V P j ,  
T ( k )  =
s in h ( ^ ) '
con V p k  la distribuciôn valor pr inc ipa l  de j  . Introduciendo (A .3 .1 )-(A .3 .5 ) en 
la ultim a expresiôn para I  par , se Uega a que
^.mpar ^  +  2 ) (2 t*  +  1) [|A(Jt)|*6(it -  k ' )  ±  A ‘ { k ) A ( - k ) S ( k  +  Jt')]. ( A.4)
Eligiendo .4(1:) como
A {k )  =  ^
1 11/2
16 t (1:2 +  2 )(2 1 :2  +  1 )J
se satisface la condiciôn de normalizaciôn (2.26). Es oportuno hacer aqui algunos 
comentarios:
i) En (.4.4) también aparecen términos que van con C (k  — k ' ) , pero como es bien 
conocido, la distribuciôn V P ^  es exactamente igual a la funciôn j  siempre 
y cuando k 0 ,  pero no cuztndo 1: =  0 [24]. En nuestro caso C { k  — k ' )  
apareci'a m ultiplicado por una expresiôn que se anulaba idénticamente cuando 
k =  k ' , por lo que esos términos no aparecen en (A .4 ).
ii) Câlculo de lo , I i  , h  , l î  e U  .
Integrando por partes en (A .2 .1 ) y (A .2.2) y teniendo en cuenta las definiciones
sinAx 
lim   =  S ( i ) ,
A— + 0 0  X X
Um
A— + 0 0  X X  X
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se Uega fâcilmente a
h p { k )  =  2x6( 1:) +  - ^ ( / z p + i  -  h p - i ) ,  
h p + i ( k )  =  2 ^ - -  +  V P - j  -  ( / îp + î -  fîp ),
que indica que son nec es arias dos intégrales colocadas adecuadamente para conocer 
una dada. Nosotros sabemos que
/ o ( i f c )  =  d ie '* *  =  2x 6( 1:),
/ •
=  2x6(fc) -  T ( t ) ,
+00 gitz
cosh* ^
donde T { k )  esta dada por 
La integral
. _ c 2^ L  -  irm
y_oo cosh^i s in h ( i^ )  
se obtiene m ediante el teorema de los residues. U na vez conocidas /q e ya se 
pueden calcular / i , /s  e / * .  E l resultado es (A .3 ).
iii) A  titulo de ejemplo, y  debido al hecbo de que este tipo de intégrales se nos van 
a presentar Crecuentemente, vamos a calcular
/+0O ^ im t
I H r
y  _oo C03cosh X
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Las soluciones de coshz =  0 para j  un numéro complejo son zq =  ((2n +  1)^  
con n =  0 . ± 1. ± 2 , . . .  . lo que indica que
/ ( z )  =
cosh z
tiene infinitos puntos singulares en el eje imaginario. Para hallar I  tomaremos 
el axco de integration de la figura
y después el lim ite R  —* +oo . For el teorema de los residues: 
f  e'”** /  e*"*' w \
donde el arco 7  esta dado por
7 =  71 +  72 +  73 +  7 4 .
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E n el arco  71 , z =  x  p o r lo  que
r+ «i* gimz f  ■ c*’" *
/ , !  cosher J -R  c o s h ^ i ’
en 73 , z =  X +  l'jr y
Jf  e " " *  g i m ( x + i i r )' d z ------- 5— =  /  <ix --
% cosh z y+R  cosh (x  +  i f )
/ + / t  - i m xR  cosh I
en 72 , z =  i î  +  iy  y
f  g i m x  r »  g i m ( H + i j )
y ,, cosh ' Z Jo ^ c o sh '( i î  +  ly) ’
y en 74 , z =  — +  :y
f  gimx fO g«m( —
cosh ' Z y ,  ^ c o s h '( - i2  +  iy)
Vamos a ver ahora que las dos u ltim a s  in tégra les son nu las cuando R  —► +00
lu t iliz a n d o  esta desigualdad
r» g i m ( R + i j r )Üf '  » (K *») I 4 f "0 ‘^^co8h'(H +  i y ) | - ( c « - c - « ) ' y o
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pues dye~" '^  es un numéro finito. De igual form a se hace con la integral a lo 
largo de 74 . De esta manera, cuando R  —► +00  ,
Ahora solo fa lta calcular este resi'duo. Hadendo el cambio u =  z — , f { z )  cambia
a g(u )  con g {u )  daulo por
ÿ(u) =
cosh (u +  i j )  
es decir,
-im *
y(u) =  -■
sinh' u
M ediante los desarrollos en serie
e ~ ^ s ' ” "  f  v }  u *  v }
g { u )  = ---------------------  (1  +  3F + 5r + 7r  +  - - - )
2 (1 +  im u  -t------ —-------1----- ) ( 1  — 4------ )
se calcula
cosh
resultamdo finalmente
/  =
s in h ( i^ )
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2 . O b te n c io n  de la  ig u a ld ad  (2 .2 8 )
Teniendo en cuenta las definiciones (2 .21), (2 .22) y (2 .25) se comprueba que 
las intégrales
/+00 d z $ : ( x ) $ i * ) ( x )
son nulas cuando n =  0 ,1  y A =  par,  im p a r  . Para verlo basta u tiliza r los 
resultados
/
/
/.
/
i:
i:
d z e " " '
+ 00
sinh' z 7Tm(2 — m ')
cosh  ^z 6 s in h (Y )  ’
sinhz iirm*
cosh' z ~  2 s in h ( i^ ) ’
1 irm
cosh' x " s in h (= ^ ) ’
sinhz i i rm
cosh'X -  c o s h i ^ y
sinh' X rr(l — m*)
cosh'X “  2 c o s h (i^ ) ’
sinh' X i i rm {5  — m *)
(A .5 .1 )
(Æ 5 .2 )
-oo  1.2 _ "  (A .5 .3 )
(A .5 .5 ) 
(A .5 .6 )
csdculadas todas estas integrzdes por el teorema de los resfduos y consideraciones 
de simetria.
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3. O b te n c io n  de la  re la c iô n  de c ie rre  (2 .2 9 )
De (2.25) y de las definiciones (.4..1.1) y (.A.1.2) se obtiene que
=  2 dk  |A ( t ) | '  [ « - ' * ( ' - '  ) /(*)" (% )/< *)(% ') +  g ' * C - ' ' ) / ( * ) " ( z ) / < * ) ( / ) ] .
(A .6)
Vamos a calcular esta u ltim a integral. De (2.27) se concluye que
.4(1:) =  A { - k ) ,
que junto a la igualdad
=  / 2* ^ x )  v t,x  r e a l ts  ,
nos permite escribir
J ^ ^ ' d k Z  |A ( fc ) | ' [ e - ‘ ( " - ‘ ' ) / î ‘ > ' ( x ) /< * \x ' )  +  e '* ( ' - * ' ) /< ‘ ^ * (x ) / f> (x ') ]  =
=  |A ( t ) | 'e - ' * C - ' ' ) / ( * ) " ( x ) / ( * ) ( x ' ) .
(A .7 )
Empleando (2.27) y  (.A.1.1), (.4(Ar)|'/i*^ (x ) / i* ^ (x ')  se escribiria como
(A .8 )
donde se han introducido las funciones a^, i =  0 , . . . ,  4 de x , x ' definidas por
o o (x ,x ') =  (3  ta n h ' ^  — l) (3 ta n h ' ^  -  1), (A .9 .1 )
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a i ( i , i ' )  =  —(3 tanh ' — 1) 3>/2 i tanh - ^ +
V 2 v 2
+  (3 ta n h ' — 1) 3v/2 i  tanh — ( A. 9. 2)
v 2 v 2
a i { x , x ' )  =  —2 (3 ta n h ' —^  — 1) — 2 (3 ta n h ' *^= — 1) +
I  x '
+  18 tanh tanh (A .9.3)
03( 1 , 1 ' )  =  —Qy/l  i  tanh ^  +  6 \ /2  t tanh (A .9 .4 )
04( 1 , 1 ' )  =  4. (A .9 .5 )
Con la expresiôn (A .8 ), la  integral (A .7 ) se reduce al câlculo de las intégrales
=  1 6 7 ( t %+ 2 ) ( 2 t 2  +  l ) '  ’^  =  0 -1 -2 ,3 . (A .IO )
Este câlculo se hace mediante el teorema de los resfduos, tom ando los ciclos de 
integraciôn de la figura con R —» + 0 0  en ambos casos. E l  resultado es
A ( x )  =  = F ^  _  g - V ? l ' l ( _ v /2 f ) " - ' ] , ( A . l l )
donde la prim era expresiôn es para z  >  0 y la segunda para z  <  0 .  Con este 
resultado se Uega, m ediante câlculos largos pero elementzdes, a que
f ' d k i  lA (Â :)|'e -‘‘ < ' - ‘ '>/<‘ > *(z )/< *> (z ') =  S(x -  x ' )
+  _  ^ ( 0 2  -  | o 4 )  ?  +  V 5 ( o o  -  0 4 ) ]  j 2 )
—  * [ i » 2 a 3  —  v ^ ( a j  —  - 0 4 )  f  l o j  +  ^ ^ ( « o  —  04) j
= 6 ( x  -  z ' )  -  $ ; ( z ) iP o ( z ' )  -  $ I ( z ) » i ( z ' ) ,
lo que prueba precisamente (2.29).
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A P E N D IC E  B
l .  D e s a r ro l lo  d e  F 2 d a d o  p o r  (4 .2 8 )
Teniendo en cuenta Qo y  Q i dados por (4 .2) y (4 .24) junto  con la  definiciôn 
X =  ■y{9 — 9 o ) , F i  que vem'a definido en (4.28) como
F i  =  —3QoQi^ +  v t Q i 0 +  2vQi0^  — bQi — Q o tt>
puede expresarse en la forma
F i  =  C l  ^—3 tanh ~  cosh"* +
t a n h c o s h  *
—4 tan h ' cosh"' 4- 2 cosh"* +
y/2 y / 2  V 2 /
4-Ci6(^3—p: tanh —p. cosh * —p  4- 3 tan h ' —p  cosh * —p  — cosh '  —r=^ 4- 
^ y /2  y /2  y /2  y /2  y /2  y /2 ^
4 -7 * w ^ ^ o .r (~ 3 (^ ) *  tanh ^  cosh"* ^  4 -4  tanh ^  cosh"'
—A—p  tan h ' —p  cosh '  —7= 4- 2 —ÿ= cosh * — 4- 
y /2  y /2  y /2  y /2  y / 2 '
^  cosh"' 4-
4-&'^——( —/= ) '  tanh —p  cosh"* —p  — — ta n h ' —p —
\  y /2  y /2  ^  y /2
3 I  ,2  I  . _2 X I I  , _2 X . 1  , , X \
" 2 ^ " ^  ' : â  2
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r ^ f 3 ( —p : ) ' ta n h —7= cosh * —p  +  5 —7= tan h " —^  cosh ~
\  V2 y / l  \ / 2  y /2  y /2  y / l
- 3  tzinh -4= cosh"' ------ ;= cosh"*  p  cosh"' +
s/2  \ /2  \ /2  s/2  s /2  s / 2 '
-^ u '^ o .T r fs  cosh '  — — 4 —^  tanh —7= cosh ' —7= ^ 4- 
s /2  ' \  s / 2  s / 2  s / 2  s / 2 '
y^^o.TTCOsh (B . l )
donde ya se ha introducido vx  =  0 .
2. O btencion de la ecuaciôn (4 .30 )
La condiciôn de compatibilidad (4 .29) puede escribirse como la  integral
J  dx  cosh - ^ F i i x )  — 0
donde F i ix )  viene dado por (B .l) .  Los ùnicos términos que intervienen en dicha 
integral son
C n^v9o,T : ^  d x ( - 3 ; ^ t a n h ; ^ c o s h - * ^ -
-  2 tanh’  cosh-* ^  4- cosh~‘  ,
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7  - 4  X
- 9 o , t t  : J dx  cosh~
siendo las dos primeras nulas como es fâcil de comprobar (aqui se ve que C i  no 
interviene en la condiciôn de compatibilidad) y las otras dos las que dan lugar al 
resultado
^ o .rr  =  0.
3. Expesiôn final de F i  dada p o r (4 .4 8 )
U na vez sustituidas Qo y Q i dadas por (4 .42) y (4 .45) respectivamente, en 
la  expresiôn (4.48) junto  con las condidones de com patibilidad (4 .43) y  (4 .49 ), la  
forma final de F i  es la  siguiente
F i = C '^ —3 tamcosh * ^ = ^ 4 -
4( ; ^ )  c o r f . - *  ^  +  2  t a n t  ^  c o s h ' "  +
C i7 'u^o 6 (—^ )  tanh —^  cosh * —=  — 4 tanh'  —p  cosh '  —^  4- 2 cosh * —
' \  W2'  v/2 v/2 v/2 v /2  y/2'
a S V ( ^ c o s h - ' ^ ) +
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+ a ' 7 '.;-‘ ( 8( ^ ) '  tanh ^  cosh-' ^ - 4 ^  cosh"' ^ )  +
+ a ' . , ' / ( - ^ ( ^ ) * t a n h ^ c o s h - * ^ 4 .
+ ( ^ j ’ ( - 4 c o s h - '  ^  +  6 cosh-* +  3 ( ^ ) '  tanh ^  co sh-' ^ )  +
+ ; ^ 7 ' t ; ' g o . T ( l 2 ( ^ ) t a n h ^ c o s h - '  ^  _ 3 c o s h - ' +
+  ^ 7 'u*(?o,T ( - 6( ^ ) '  tanh ^  cosh'*
+ ( ^ ) ' ( - 1 2 c o s h - '  ^  +  IS co sh -* ^ ) +
+ 6 ( ^ )  tanh ^  co sh-' +
+ 7 *^0,T co sh -' +
+ l * ^ l , W  ( - 3 ( ^ ) ^  tanh ^  cosh"*
—= ( —4 cosh ' —= 4 - 6  cosh * —^ ) -t-3 tanh —^  cosh ' —;= V  (B .2)
\/2  V 2 s/2 s/2 s /2 '
Se puede comprobar que
/ +00 Xdx  co sh -' ^ F 2(x ) =  0
sin mas que utilizaur las intégrales
/•+ '*>  . 4
j  dx tanh X cosh- x — — , (J5.3.1)
f dx  ta n h ' xcosh"* x =  — , (B .3 .2 )Jo to
f+oo a
/  dx cosh-* X =  — , (B .3 .3 )Jo to
/•+'» 1 ^2I d x x ’  ta n h x co s h -* x =  —-  4- — , (3 .3 .4 )Jo 6  4 5
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i:
i:
i:
i:
r+oo
. , 2
r-f oo
dx  cosh~* X =
1
3 ^  1 8 ’
( 3 . 3 . 5 )
1 2 , '
3
( 3 . 3 . 6 )
• * X :
1
6 ’
( 3 . 3 . 7 )
( 3 . 3 . 8 )
donde (B .3 .4), (B .3 .5) y (B .3 .6) han sido calculadas m ediante el teorema de los 
resi'duos.
4. C o m p o rta m ie n to  a s in to tic o  de G (x ) =  f  dx  c o s h * i / *  ds a cosh * s
i) Cuando i  3»
G (x ) =  f  dx  cosh* X /  dss  cosh” * s ~  —^ ------- — +
J  J  8 16
-2(p+n)r ^  p 4- 2n +  2
« ....................................................
,2
”  16 ‘ V6 ' 72>
Este desarrollo asintotico puede obtenerse de la siguiente manera:
cosh”* = 16e” * ' ( l  4 - e - ' * ) ” *
1 6 e -*‘ ^ (  ) cuando I  >
0
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donde se ha desarrollado ( 1 -t- e * en serie de potencias de e . y por lo 
tanto
con lo que
cosh* X J  dsscosh” * 3 =  —(c*^ +  4 c '*  +  6 -f-4e“ ' *  +  e“ * * ) x  
' - 4 \  g-(2"+4)« / 1
de donde se obtiene (B .4 .1) con una nueva integraciôn. Nôtese en esta expresiôn 
que (* )  =  0 para p >  4.
ii) Cuando x <C
Con eu'gumentos anâlogos se puede obtener que
~ T  "  H  ~ M ) ■ ■ ■ •
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A P E N D IC E  C
1. C â lc u lo  de  1 =  J ‘ ds / ;  ds' -  s)
Para calcular esta integral y  todas las de este apéndice vamos a a u tilizar la 
definiciôn
donde
6(x) =  lim  6 ((x ) 
<10
1 =  ds d s 'e = (''- ')â (s ' -  s) =
=  Iim  / *  ds r  -  j ) ,
«10 Jo Jo
16S -
y por la definiciôn de 6 f(x )  solo contribuye a la intégrai el dominio de la figura.
.■\si
donde
m n
i )
I  =  Iim (/i  +  I 2 ) 
<10
h  =-  r  ds l ’ d / -1)1 0
« Jo Jo ae 12 a J ;j;
4 / 1  /■  -  i).T. I
y por lo tante
ds J *  6(3' - s )  =  ^ (C . l )
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2 . C â lc u lo  d e  r  =  J *  ds ' / /  d z 'c » C '+ ' 'V ( j '  -  x ')
Pueden darse dos casos:
a) m in(s, i )  =  i
y \  » •*
/  =  +  I 2 )
«10
=7 r  r  T “
y por consigiiiente
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b) m in ( j ,x )  =  3,
es iguzJ que en el caso anterior, pero cambiando x —► s en ei result ado final 
Asi se llega a que
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3 . C â lc u lo  de /  =  /„' Jx  J ‘  ds'  -  x)
Aqui también pueden darse dos casos;
a) m in (( , j )  =  t
donde
h  = -  dx  -  1) -  _ 0 ,
e Vo Jo ae  La 2 J «i»
h J . f  dz  j , ' _  i ) - 0 ,
(  A / 2  V r - , / 2  ^
con l o que
I  =  t
b)  j )  =  j
- 172
donde
I  =  ü m (/i +  / j )  
<10
/, =- r*  ds'J^o Jo
1 /■* /’*'+*/2h=- ds' I
« Je/2 J»‘-t /2
r*'+ ‘ /2 
/< t ’ e j Z
que es el mismo caso que el anterior pero cambiando t —► s y a —a  , con lo que
I — s,
resultando
I . y V - x )  =  { ‘  (C .3 )
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Todas las intégrales dobles que aparecen en las soluciones de las ecuaciones de 
Langevin para <}>* y  SG cuando u 1, se reducen a alguna de las anteriores.
4 . C â lc u lo  d e  (z '( t ) )  en  S G  p a ra  i; <  1
Las ecuaciones de la  dinamica de SG en el caso no relativista vienen dad as por 
(5 .49), cuya solucion z(t) es de la  forma
z(f) =zo H (1 —e ***) + uqA f ds e (s)4-
ot Vo
+ ^  f  ds r  ds'e*(''-')y(s')+
4 Jo Jo
+ f  ds f  ds'e“<''->y(s)K(s').
4 Jo Jo
A1 calculer (z^ (t)) apwece la integral
j* ds J' dx J* ds' I ’ <fx'e“(*'-+*'-‘>(F(s)F(s')F(i)r(i')) =
=  (2.D)*(G i +  G ) +  Gs)
donde
G i =  f  ds f  dx r  ds' r  - s')6{x - i'),Jo Jo Jo Jo
Gj s  dsj‘ dx£ ds' j ‘  di'c“<''-+*'-*>â(s' - x')6{s - i),
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G j =  f  ds f  dx r  ds' f  dx '  -  ^)S{s  -  x ').
Jo Jo Jo Jo
Calculemos ahora G i , G t y G j. G i se puede calcular facilmente con (C .l) ,  
resulcando
Si empleamos (C .2 ) en Gz, esta se puede escribir como
siendo el recinto de integraciôn que tenemos que considerar por la  definiciôn de 
6{x )  el de la figura
M  '  '
y por lo tanto
G% =  lim (g i + 9 2  +  9 3  +  94),eiO
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donde
r‘ /2
92 f  ds r  d x e - “ <*+‘ > ( e * «  -  1 )  =
V«/2 J,-t/2
^  ( d  -  e— /» )(, _  î )  _  ± ( i  .  -  , — ))  _
1 f«—«/2 />*+«/2
■ '» /  V - - 1 )  =
94 5 - L  f  ds f  d x  « - " ( ' + ' ) ( « " "  -  1 )  =
2ote y»-«/2 y,
=  é ; ( l  +  4 r ( ' -  '" •>  -  -  ' ° ' " ) )  r n " '<io
l o  q u e  c o n d u c e  a  q u e
G.. =  ,
2 a  V. 2 a= (C4)
E n  c u a n t o  a  G 3  e s  n u l a  p o r q u e  s o n  d i s j u n t o s  l o s  i n t e r v a l o s  d e  i n t e g r a c i ô n  y  l o s  
c o n j u n t o s  d o n d e  l a s  d e l t a s  s o n  d i s t i n t a s  d e  c e r o ,
G ,  =  f *  ds f  d x e -“<'+‘ > r  d s ' e " f ( s '  -  x ) / *  d x 'c “ *'<5( s  -  x ') .
Jo Jo Jo Jo
y  p u e d e n  d a r s e  d o s  c a s o s
a )  m i n ( x , j )  =  3 ,
176 -
la integral f *  da' e“ * S{a' — i )  es nula porque
« *  x - V i  ^
el intervalo de integracioôn [0, s] y el conjunto [x — e /2 , i  +  e/2] donde 6 es 
distinta de cero son disjuntos. No podria darse el caso
<  . . I---------  5«
X- 3 5* y *  (fx
porque entonces habria una / j   y s® tendria m in(x , s) =  i , en contra
«io
de la hipôtesis.
b) n ü n ( x , s ) = x ,
en este caso la integral nula es dx'e“ *  6{a — x ') .
*  S -Vx s 54-Vî,
- 1 :
A P E N D IC E  D
1. D e s a rro lio  a s in to tic o  de d ie  c u an d o  x —♦ 0 
Si definimos F ( x )  como
F ( x ) =  r  d te ~ ^ \
Jo
desaxrollando en serie de Taylor alrededor de i  =  0 , se tiene:
( O ' ,
que tiene radio de convergencia infinito.
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2. D e s a rro lio  a s in to tic o  de d t e ‘ cu an d o  x —► oo 
Sea
G (x ) =  J  d te  * ,
y  por lo tanto
G (x ) =  c " * ’ j T ”  dt 
Haciendo el cambio de variable
u: =  -  x"
se tiene que 
y si desarrollamos
u2x -1/2
en serie de potencias de ^  para grandes i  y efectuamos las correspondientes 
intégrales, se llega al desarrolio
/  1 1 3  1 3  5
que era lo que buscabamos.
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