ABSTRACT
INTRODUCTION
In recent years, there has been an increasing interest in applying data mining algorithms in various fields such as medicine, marketing, education, engineering so forth, due to its benefits in transforming huge amount of such data into useful knowledge. Data mining (DM), or in other words Knowledge Discovery in Databases (KDD), can be defining as a multi-disciplinary field in which several computing paradigms converge: decision-trees, artificial neural networks, rule induction, instance-based learning, Bayesian learning, logic programming, statistical algorithms, etc. The most well-known data mining techniques are Clustering, Classification, Association rule mining and Description and visualisation [1] .
The growing availability of data in educational databases attracts many researchers to analyse and evaluate such data to enhance education and provide optimal solutions for associated issues. This emerging discipline is called Educational data mining (EDM) where we apply data mining (DM) techniques or develop new DM methods to explore educational data in order to understand student's learning process and their outcomes [2] .
Within the education field DM seeks to analyse students learning by developing approaches that merge student's data and data mining algorithms to benefit the students and enhance their learning process. However, student's performance plays a crucial role in students' academic achievement. The final grades obtained by the students throughout his/her academic study inspire their future. Therefore, it becomes essential to determine whether the students will pass or fail the module. If the predictive model can characterize the students with high risk of failure prior the examination then the academics can provide extra effort to improve students' performance and assist them to pass the module or obtain higher results.
In this connection, this study seeks to address the following:
• Factors affecting the prediction of the high risk of failure of students in higher education institutions and universities,
• Predictive data mining models using classification algorithms based on level 1 student final grades, modules related data and students admission datasets.
RELATED WORK
Researchers have been increasingly attempting to analyse students' datasets using data mining and machine learning algorithms in order to understand how students learn and to ultimately increase the performance of students and the quality of learning. However, a considerable amount of literature has been published on predicting the performance of the students based on different factors and attributes. These are summarized in Table 1 .
Cortez and Silva [3] conducted a study to predict the performance of secondary school students based on demographic, social and past school grades. By means of Classification and Regression algorithms (Decision Trees, Random Forest, Neural Networks and Support Vector Machines), it was found that the past evaluation of the students were highly influenced with their performance. Also, there were other factors that correlated with the students' academic performance (such as: number of absences, parent's job and education, alcohol consumption).
Preliminary work on mining student datasets to predict their performance was undertaken by AlRadaideh et al. [4] . They applied Classification algorithms ID3, C4.5, and Naïve Bayes on student's data that obtained via questionnaire for the academic members of C++ programming course at Yarmouk University, Jordan. The attributes included in this study were students demographic and tutors related data such as degree, gender and affiliated department. Weka mining tool was used in this investigation to develop the predictive models. The outcome expressed the correlation between the high school grades and students' academic performance.
Aher and L.M.R.J. [5] attempted to analyse the examination performance of final year students for undergraduate module using Weka mining tool. The algorithms Association Rule, Classification (ZeroR), Prediction and Clustering (DBSCAN) were applied on student's examination data to study the possibility of applying data mining on educational systems. The outcome of their result indicates the usefulness of data mining algorithms for higher education data especially to improve the students' performance.
A comparative analysis has been conducted by Yadav and Pal [6] to predict the final exam performance for engineering students . They applied ID3, C4.5 and CART decision trees algorithms on student's datasets that include personal, social, psychological and environmental factors for the prediction task. The obtained results reveal that C4.5 decision tree prediction model gives better result than ID3 and CART with accuracy of 67.77% for identifying the weaker students before the examination and that help them to improve their study for better exams results.
Another study was conducted by López et al. [7] to predict the final grades of the students based on their participation in the online forum using Weka mining tool. By means of Clusteing algorithms (EM, FarthestFirst, HierarchicalClusterer, sIB, SimpleKMeans, and XMeans) they found that students participation in the course forum is a predictive factor for predicting student final grade in a module.
As shown in Table 1 , researchers have attempted to analyse students demographic, social and assessment data to predict the slow learning students in order to improve their performance and reduce failure rate prior the exam [8] [11] . Also, there are several studies which compared Naive Bayes method with other classification methods to classify the students and identify their abilities, interests and weaknesses [9] [10]. High school dataset (Demographic, Personal Data and Admission data) 69.73% [11] personal, social and psychological data 67.77% [6] Personal and pre-university data 65.94% [9] Demographic, personal and psychological data 61.53% [10] Demographic, personal and tutors related data 38.05 % [4] Naïve Bayes Demographic, CGPA and course assessments data 73% [8] Demographic, social data and past grades (first and second periods) 65.13% [11] Demographic, psychological and environmental data 63.59% [10] Demographic and pre-university data 58.10% [9] Bayesian classification method was applied by Bekele and Menzel [12] to predict students' performance based on values of social and personal attributes. The empirical result revealed that Bayesian network classifier is a valuable method for predicting the students having satisfactory, or above/bellow satisfactory performance.
Another Bayesian classification method (in particular Naïve Bayes) was modelled by Bhardwaj and Pal [13] to predict the slow and the high learner's students. The study conducted on 300 student records for BCA module (Bachelor of Computer Applications) from five colleges at Awadh University, Faizabad, India. The attributes included in this investigation were demographic, academic and socio-economic that obtained from students questionnaire and the database of the university. By means of Naïve classification approach, it was stated that student's performance in university level is dependent on Senior Secondary Examination grades, students living location, teaching mode and other potential factors such as (Mother's Qualification, Students Habit, Family annual income and family status).
However, the predictive data mining model presented in this paper is different from what excites in the literature as it does not involve social, psychological, environmental and personal factors to predict the academic performance of the students, it based on a combination of three data categories which are admission, module-related data and student's level 1 final grade.
DATA MINING PROCESS
In the educational sector, student overall grades of the Modules is an important factor to determine whether the student pass or fail the Module. The overall grade is calculated by adding the student assessment grades, course activities and final examination results. Therefore, we performed steps to predict students at high risk of failing the Module based on their final or overall grades and other aspects. These steps are as follow:
Data selection and Pre-processing
This study considers students and modules data obtained from the Admission and the Department of Computer Science databases at Brunel University London, UK. The integrated data considered in this investigation could be categorised into three categories, are as follows:
I. Admission Data the data relating to students information when they register at the university such as Student Enrolment Status, Student Route name, Fee Status, Student Mode of studying, Qualification on Entry, Location of Study, previous institution … etc (see Table 2) II. The attributes and the domain values for the selected attributes for the current study are defined in Table 2 for reference. A total of 129 student records (instances) for the year 2015/16 are involved in this investigation to develop the predictive model for the prediction of the students at high risk of failure in some of year 2 modules as the following:
Level 1 Final Grades
• Table 3 ). We performed steps for the implementation of the classification and clustering algorithms to predict the academic performance of the students for some of year 2 computer science core modules which are: Algorithms and their Applications, Usability Engineering, Software Development and Management and Year 2 Group Project using Java API and Weka Mining tool.
Since the number of students final grades classes is large with five possible values (A, B, C, D and F) and that will influence the performance of the predictive models, we merged students overall grades to reduce the number of classes for the targeted Modules using 'Merges many values' filter in Weka into three classes which are low risk, medium risk and high risk of failure classes. Low risk class is for students who have obtained A and B in the targeted module. Medium risk class is for students obtained C in the module. Whereas, the high risk class for students obtained D and F (see Table 3 ). 
Clustering
Clustering is identifying groups of objects in which the objects of such groups are similar to one another in some aspects and different from the objects in the other groups [14] . Clustering is considered as the most applied unsupervised learning technique in data mining.
In educational data mining, clustering is applied to group the students according to their performance in the course into weak and strong students to help the weak students improve their studies [15] and [16] . Also, it used to identify the active and the non-active students based on their performance in course activities [5] .
In our study we applied the simple K-Means clustering algorithm to each module using Java API in order to find interesting groups of student according to their final results (academic performance) in the predicted module. We obtained a number of three clusters which are cluster0, cluster1 and cluster2 providing adequate correlations of student groups with the class attribute Overall Grade (academic performance).
Classification
Classification, a form of supervised learning, is a very common data mining technique that is applied to map datasets into sets of classes [5] . To develop such models, the data undergo a process that consists of learning and classification. In the learning process, the training set is analysed using classification algorithms to generate logical rules based on the relation between the selected attributes. Consequently, the classification process identifies the accuracy of the model by applying obtained rules on the test sets to evaluate the classifier [13] .
The machine learning algorithms applied for classification process in this study were naïve Bayes and C4.5 decision tree. Since the dataset was not large with only 129 student records, we encountered class implanting issue. To solve this, we applied the Synthetic Minority Oversampling Technique (SMOTE) to the minority class which was the Medium risk class in order to resample the dataset. When applying this technique, new minority class instances are created based on the percentage of SMOTE for the minority class.
We obtained the test results of the predictive models by10-fold cross validation evaluation method. The predictive models 'resulted from the classification process' illustrate ways to identify whether the student at high, medium or low risk of failure.
EXPERIMENTAL RESULTS
The student datasets used in this study WAS analysed using Java API and Weka Mining tool with two classification algorithms used to develop the predictive models, those were Naïve Bayes and C4.5 Decision tree. A comparison of accuracy of the selected classification algorithms is provided in Table 4 and Figure 1 . In fact, Algorithms and their Applications Module obtained the highest accuracy result in both Naïve Bayes and C4.5 decision tree (see Table 4 ) comparing to other Modules. However, all the predictive models produced accurate results in terms of (69%-84%) compared to what found in the literature. The sensitivity analysis of the predictive models summarised in Table 5 illustrates the comparison of True Positive rate (TP) and the False Positive rate (FP) of the applied algorithms (Naïve Bayes and C4.5 Decision tree) on different modules. The highlighted probabilities in the following table indicate the highest TP rates and the lowest FP rates were found at high risk failure for each specific module. In particular, the probability of correctly detection of high risk failure in "Algorithms and their application" module is identified by the highest TP rate of 0.969 and 0.938 exploiting Naïve Bayes and C4.5 Decision tree, respectively. Figure 2 presents the best preform C4.5 decision tree model that predicts the students at high risk of failure. Student Overall Grade is the predicted feature in this classification model, and only a number of features were considered (8 of 33). Interestingly, remarkable result to emerge from the predictive model is that, student qualification has a high impact on the prediction of the high risk of failure students. From the Prefuse tree in Figure 3 'which is Weka visualization tool that uses Prefuse toolkit to best explore the generated tree' we can extract some interesting rules that ended to high risk students. These rules indicate the influence of student's qualification on their academic performance in Algorithms and their Applications Module, for example: 
CONCLUSION AND FUTURE WORK
This study is an attempt to apply C4.5 and Naïve Bayes classification methods to analyse level 2 students' academic performance based on their admission, course related data and level 1 final grades. The main goal of the current investigation was to develop a predictive data mining model for students' academic performance in university level so to identify the high risk of failure students. The second aim was to identify the key features affecting the predictive model.
By applying C4.5 and Naïve Bayes algorithms we revealed that Naïve Bayes performs better than C4.5 decision tree algorithm in predicting the students at high risk of failing the Module with an accuracy result of 88.48% for Naïve Bayes and 84.29% for C4.5 algorithm. Another major finding was that student qualifications on entry have high impact on students' academic performance. Moreover, some of level1 Modules final grades are influencing the results of the students in level2 Modules.
These findings provide the following insights for future investigation in Education Data Mining. The prediction of students' performance could be influenced by other factors or features. We are attempting to investigate other student's features that may influence the prediction process and provide better accuracy results. Moreover, different classification algorithms could be applied to obtain better predictive models using the same dataset.
