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Summary (English)
Technologies such as Virtual and Augmented Reality has gained extensive pop-
ularity in the recent years. Simultaneously, vision systems and computing power
have reached a point, where it is possible to acquire and process geometric and
appearance data to produce photorealistic renderings that can appear indistin-
guishable from real photographs. This enables new ways for Human-Computer
Interaction (HCI) methods and applications, which should be further evaluated
to explore their full potential.
This thesis addresses a set of vision based challenges concerning HCI. The pre-
sented contributions fall into the overall themes of geometric acquisition of re-
fractive objects, photorealistic rendering for computer graphics applications,
and demonstration of systems for advanced and realistic applications for HCI.
Accordingly, the work of this thesis is presented in a four-element taxonomy:
Geometry and appearance digitization, tracking, visualization and interaction,
and datasets. The work contributes to state of the art methods and prepares
the ground for future research within the above-mentioned topics and generally
the field of visual HCI.

Summary (Danish)
Teknologier som Virtual Reality og Augmented Reality har inden for de se-
neste år opnået massiv popularitet. Samtidig er visuelle computersystemer og
beregningskraft nået til et punkt, hvor det er muligt at opsamle og processere
geometri og komplekse materialemodeller til produktion af fotorealistiske rende-
ringer, som for mennesker kan være svære at skelne fra fotografier. Dette skaber
nye muligheder for metoder og applikationer for interaktion imellem mennesket
og computeren (Human Computer Interaction - HCI), der derfor bør undersøges
nærmere for at udforske deres fulde potentiale.
Denne afhandling adresserer Computer Vision-baserede problemstillinger rela-
teret til HCI, og bidragene falder inden for følgende overordnede temaer: Digita-
lisering af geometrisk data og håndtering af refraktive (gennemsigtige) objekter,
fotorealistisk rendering til applikationer inden for computergrafik samt systemer
til avancerede og realistiske applikationer inden for HCI. Projekterne præsen-
teret i denne afhandling er opdelt i fire kategorier: Digitalisering af geometri
og komplekse materialemodeller, kamerabaseret tracking, visualisering og inter-
aktion samt datasæt. Bidragene er nye metoder inden for ovenstående emner
- og overordnet set forbedringer til visuel baseret computerinteraktion (Visual
Human Computer Interaction).

Preface
This thesis was prepared at the Image Analysis and Computer Graphics section
at the Department of Applied Mathematics and Computer Science, Technical
University of Denmark (DTU). It is done in fulfilment of the requirements for
obtaining a doctor of philosophy degree in applied mathematics and computer
science with emphasis on the field of computer vision.
The research presented in this thesis contributes with 7 publications within the
topics of geometry and appearance digitization, tracking, and visualization and
interaction.
The project has been supervised by Associate Professor Henrik Aanæs. The
research has been carried out at the section for Image Analysis and Com-
puter Graphics, DTU Compute. External research has been conducted at Mas-
sachusetts Institute of Technology and at the University of California, San Diego.
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Chapter 1
Introduction
Human-Computer Interaction (HCI) in a simplified manner is about the ex-
change of information or communication between a human and a computer.
Humans interpret information through the use of senses, and modern technolo-
gies are enabling computers to mimic these interaction techniques. As examples
of this, a speaker or a microphone utilizing text-to-speech and speech recogni-
tion, has already made the first steps for a computer to talk and understand
human spoken languages. Likewise, the digital camera has enabled the computer
to see, and modern screens and projectors are able to present digital images that
can appear more sharp and colorful than the real world.
The title of this thesis refers to the visual interaction between the human and the
computer, which covers both how the computer visually acquires and interprets
the physical world, but also how to visualize digital content. The primary focus
of this thesis is to target relevant challenges of visual HCI using a set of cases
mainly within the field of Computer Vision but with strong ties to Computer
Graphics. Figure 1.1 shows a diagram to illustrate how visual human-computer
interaction is defined in this thesis.
The ultimate goal of HCI is to provide a tool for humans to better interact with
a computer or machine that can assist with a specific task. Thus it is necessary
to outline what the human visual system is capable of to fully understand the
potential of a visual computer system.
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Figure 1.1: Diagram of the Visual Human-Computer Interaction pipeline as
it is defined in this thesis. Three elements are surrounding the
computer in the middle: The visual input to the computer here
illustrated with a camera, the visual output of the computer here
illustrated with a monitor, and finally the human interacting with
the computer. The three central and interlinked themes are the
field of Computer Vision, Computer Graphics and Computer In-
teraction. All three are important blocks of HCI, and sometimes
goes under the common term Visual Computing.
The human visual system is a complex mechanism, and it has a significant
impact on how we can interpret and navigate in the physical world. We can
detect and distinguish colors and operate in a high dynamic range of light. The
fact that we have two eyes adds additional valuable information so that we can
see what is near and what is far away, enabling us to interpret structure and 3D
information. In our early stage of life, we gain experience on how to interpret
the physical world, and we learn to recognize things that we have seen before.
Not only can we recognize what an object is, but we can also by appearance
recognize its approximate physical properties, i.e., mass, hardness, if it is liquid
or solid, rough or smooth, if it feels cold or warm, and so on. This makes the
human visual system extraordinarily sophisticated and a very powerful tool for
understanding our surroundings.
Because we as humans are so good at interpreting the physical world, it can,
on the other hand, be difficult to convince us that something generated by a
computer is real, which means that realistic visualizations are difficult to achieve.
Due to the strengths and weaknesses of the human visual system, there is a
massive potential in visual computing concerning HCI. Already today advanced
algorithms and technology have made many complex vision tasks possible, and
some of them can outperform humans. But there are certainly still tasks that
prove to be particularly challenging for today’s computer vision systems.
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The specific challenges are exemplified through a set of cases which is the foun-
dation of the research projects presented in this thesis. In the next section, the
relevance and applications of these cases are motivated followed by the thesis
scope, objective and research methodology. Finally, a thesis outline is provided
to give the reader an overview of the chapters.
1.1 Applications and Motivation
Virtual and augmented reality are two visual-based interactive techniques that
prove a number of benefits with regard to HCI. They have the ability to visualize
complex geometry and appearance data in a realistic and life-like way, that
enhance intuitive interaction. Both of these systems rely heavily on Computer
Vision to measure and interpret the environment, i.e., the ability to see, and
on the ability to render content through Computer Graphics. The following
cases exemplify how this has been investigated in the thesis, and while they
are different in nature, they all perfectly align with the parts of the visual HCI
pipeline described in Figure 1.1.
Case 1: Modeling and evaluating heterogeneous scenes with
refractive geometry
A problem that is not yet solved in the field of Computer Vision is the ability
to cope with refractive, or transparent objects. It is however very relevant
to address this issue, as such objects can cause problems for vision systems,
and they frequently appear in real-life settings. It would be suitable for an
Augmented Reality (AR) system or an autonomous robot that rely on vision,
to label or segment refractive objects.
Glass itself is almost invisible, so what one is actually seeing, is not so much
the material itself, but rather distorted light from the surroundings. In other
words, glass takes its appearance from its surroundings and this is for some
applications a very nice feature - it can, for example, be used to redirect light
in a camera lens. But this property also makes glass quite complex for vision
tasks such as geometric acquisition, object detection, and appearance capture
as illustrated in Figure 1.2.
When inspecting glass, we can see the light is refracted, reflected and absorbed.
The difficult part is that these interactions can happen simultaneously, resulting
in both the reflected light and refracted light being visible in the same spot.
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Figure 1.2: Rendering of three glass objects. The overall shape can be inter-
preted, but only because of the context.
Humans can use the light interactions to interpret the shape of a glass object,
but this task is very complicated for many computer vision methods because
most visible light implementations are designed for light to bounce off and not
pass through an object.
It is desired to acquire and evaluate the geometry of heterogeneous scenes, i.e.
scenes containing objects with different radiometric properties, including glass.
A method for assessing such acquisition can be accomplished by capturing all
geometric components of the scene, reassemble the geometry and render the
final result as a digital image. Then a comparison can be made of the rendering
and the actual scene. Due to the complex nature of glass, it is a perfect fit for
evaluating how accurately the geometry is captured, as small errors in the ge-
ometry will completely change the appearance of the glass object. Additionally,
it is desired to investigate how analysis by synthesis can be utilized to improve
the acquired geometry and appearance.
The potential use case of such a method is the ability to scan glass for error
detection in a production line or scan real glass objects for catalogue renderings.
Additionally, verified realistic renderings could be used to produce synthetic
training data for, e.g., machine learning algorithms that learn from images of
the real world. Note that glass is used to exemplify the case, but other similar
complex radiometric objects could be relevant.
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Case 2: Automated gaze mapping for mobile eye tracking
Eye tracking, or gaze tracking, is an important technology within the field of
HCI as it allows for both interaction and control using one’s eyes, but also for
analyzing the usability of various HCI applications. Gaze trackers are getting
more common, and can now be found in some laptops, smartphones, and Virtual
Reality (VR) and AR headsets. Often the term mobile eye tracker, or gaze
tracker, is used when the device is attached to the user. In this thesis, they
are defined as a head-mounted pair of glasses that records what a respondent is
looking at, using a traditional video camera (the technology is further described
in Section 2.3.1). This means that we only know what the respondent is looking
at relative to a video stream, and not to the actual physical scene. Utilizing
Computer Vision techniques we wish to design a method for automated gaze
mapping between the user and the physical scene for mobile gaze trackers. The
specific use case in this regard is described subsequently.
The company iMotions provides a platform for synchronizing data from biomet-
ric sensors such as gaze trackers, Electroencephalography (EEG) and Galvanic
Skin Response (GSR). This case focuses specifically on mobile gaze trackers,
which are used in many different fields of research to study human behavior in
various scenarios. When conducting a study with gaze tracking, there is often
a goal of monitoring if a respondent is looking at certain key objects or regions
in a given scene. These regions are known as Areas of Interest (AOI), and have
to be manually annotated by a human for the software to determine if and in
which area, a gaze point falls within. Figure 1.3 shows an example of how an
AOI can look like.
Figure 1.3: An AOI (inside the yellow border) shown on top of a video frame
from the gaze tracker.
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Figure 1.4: Video frame from the gaze tracker: Motion blur often occur in
the video due to rapid head movements in conjunction with poor
lighting conditions.
At the beginning of this PhD project, such a task was performed manually by
drawing a polygon with mouse-clicks in every frame of the gaze tracker video
stream. Recordings with mobile gaze trackers can last from seconds to several
hours allowing for extensive studies of where the respondent looks and focuses
on. This results in millions of mouse-clicks which is cumbersome, error-prone,
and a very time-consuming process. A way to ease this process is to utilize the
video feed from the mobile gaze tracker to create a semi-automatic computer-
assisted annotation method. With the AOI annotated, it is possible to map
gaze points and construct an attention heat map.
The method should require a minimum effort from the operator and prefer-
ably only need commercial off-the-shelf hardware components. Alongside these
constraints, a challenge of this case is the video output from the mobile gaze
trackers, which can be noisy at times, as shown in Figure 1.4.
Case 3: Virtual reality as an interactive tool for geometry
and appearance visualization.
VR is a technology that has existed for many years but has gained quite a lot of
attention recently due to improvements in both VR hardware and the evolution
of the Graphics Processing Unit (GPU). It is now something that potentially
soon could be found in almost every home and to some extent, it practically
already is, as any smartphone can be converted into a simple VR device. A
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full spherical view and a one-to-one physical control can be achieved with VR
technology, enabling the possibility for a lifelike and intuitive experience. Thus
it is an excellent candidate to be used for visualization and interaction of data
for HCI applications, and the potential use-cases are many. VR can be used for
robot control, simulations for training and education, entertainment and gaming
applications, and inspection of complex data.
Accordingly, it is desired to explore the potential of VR as a tool for visualiz-
ing complex geometry and appearance data. Currently, a vast amount of VR
applications belong to the entertainment industry, and the computer-generated
content is still kept at a minimum for performance reasons and necessary high
frame rate requirements. But it is expected that more complex geometry and
appearance models can be visualized as time progress, and it is worth investi-
gating what types of applications are suitable for VR.
The three above-mentioned cases are specifically targeted in the contributions
presented in this thesis and will be further addressed in the contributions section.
1.2 Scope and Objective
The work in the thesis addresses several aspects of the visual HCI pipeline with
the focus on the process of accurately going from the physical to the digital
domain, and back in the form of a graphical visualization. While this is a broad
topic, the scope of the research presented in this thesis, aims to investigate
and propose solutions to specific tasks, which contribute to optimizing accurate
acquisition and realistic visualization.
The spectrum of the research projects presented in this thesis contributes to
solving a set of challenges exemplified in the cases described in the previous
section. From these challenges, a set of four central topics has been selected to
group the contributions. The objectives of the topics are presented below, and
the links between the topics in relation to HCI are illustrated in Figure 1.5
Geometry and Appearance Digitization: Scenes in the real world are often
heterogeneous with respect to radiometric properties, where diffuse, transparent,
specular or translucent objects can be present simultaneously. The objective is
to target multimodal acquisition of heterogeneous scenes, specifically including
glass, and acquire geometry and appearance data to be used for accurate digi-
tization as motivated in Case 1. Furthermore, it is investigated how analysis by
synthesis can be utilized to evaluate acquisition techniques using quantitative
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Figure 1.5: Illustration of the links between the thesis topics with basis in Fig-
ure 1.1. The different parts of the HCI pipeline is explored in the
contributions of this thesis. The approach is data driven, therefore
datasets play an important role in all steps of the pipeline.
comparison. This has many practical applications for assessing realistic render-
ings and 3D acquisition methods used in both research and industry context.
Tracking: The objective is to provide a method for AOI tracking and gaze
mapping specifically for Case 2, contributing with a technical implementation
for industrial purposes. Besides applying to the mentioned case, image- and
video-based tracking, in general, are highly relevant for AR applications and
navigation of autonomous vehicles and robots.
Visualization and Interaction: The objective is to target visualization meth-
ods specifically for geometry and appearance digitized from physical objects. It
is explored how VR can be used as a method to visualize complex geometry and
appearance data, as mentioned in Case 3, and how gaze data from eye trackers
can be augmented onto geometry for accurate and intuitive data interpretation.
Specifically, AR and VR applications are highly relevant as modern computers
and hand-held electronics can perform fast computations with vast amounts of
data, enabling the opportunity for fluid real-time interfacing.
Datasets: The objective is to provide data to support the above mentioned
topics. This includes a multimodal dataset containing geometry and appearance
data obtained using different acquisition methods, a gaze dataset with images,
video, and gaze data from eye-tracking experiments and finally a synthetically
generated dataset to be used for, e.g., learning algorithms and assessment. The
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collected and generated data is a crucial component for designing and evaluating
the methods presented in this thesis.
This defines the scope of this thesis, and the objectives of the contributions to
the four topics. Based on these, the methodology is presented in the following
section.
1.3 Methodology
The work presented in this thesis aims meet the above defined objectives mainly
using a practical and data-driven approach. This means that much work has
gone into collecting data and designing frameworks, dictated mainly by the
cases introduced previously in this chapter. While such a process is intricate
and time-consuming, it also allows to genuinely design the data and framework
to match the problem we are trying to solve.
Both acquisition of real world data and generation of synthetic data has been
carried out for the work presented in this thesis. The experimental hardware
equipment includes a high precision industrial robot with an interchangeable
mount, an industrial CT scanner, a structured light scanner, a mobile gaze
tracker, industrial cameras and RGB-depth sensors. Synthetic data has been
generated with physically based rendering tools and GPUs. The methodological
contributions presented in this thesis stem primarily from the field of Computer
Vision with an overlap of Computer Graphics. Hence, it is a multidisciplinary
effort that includes research areas such as image-based tracking, 3D vision, deep
learning, Physically Based Rendering (PBR), VR, AR and gaze-tracking.
1.4 Thesis Outline
To present the work of this PhD, the thesis is divided into the chapters outlined
below. After the introduction chapter, the background theory is introduced
followed by a summary of contributions and a conclusion of the thesis. A list of
papers can be found on page ix. The chapters contains the following material:
Background and Related work - chapter 2 introduces a selected set of the
fundamental concepts and theories used in the contributions of this thesis. Im-
age acquisition, camera geometry, and calibration is introduced in the beginning
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of the chapter, followed by a range of geometry acquisition methods. Then fol-
lows an introduction to graphics related concepts, including how to understand
and simulate light interaction with materials and how to realistically synthesize
images with regard to color and appearance. Finally, there is an introduction
to interaction techniques which describes VR and AR technologies and meth-
ods and how to interpret and visualize data from gaze trackers. Note that the
background and related work chapter is not directly a one-to-one correspondence
with how the contributions are presented in Chapter 3. Instead, the background
and related work are presented so that the first part of the chapter is Computer
Vision related topics, the second part is Computer Graphics related topics, and
the final part is interactive technologies as demonstrated in Figure 1.1.
Contributions - chapter 3 describes the contributions of this thesis, which
has been ordered in the following scheme according to the thesis objectives: Ge-
ometry and Appearance Digitization, Tracking, Visualization and Interaction,
and Datasets.
Conclusion - chapter 4 concludes the contributions of this thesis.
Contributions - appendix contains the publications mentioned throughout
this thesis. They are included in their submitted format. A technical note has
been added to this thesis describing an ongoing research project related to the
presented contributions.
Chapter 2
Background and Related
Work
This chapter provides an overview of the concepts and technologies used for the
research presented in this thesis. Due to the broad scope of this thesis, there will
only be a brief introduction to relevant topics, however related work is referenced
for further and more detailed descriptions on the topics. The individual topics
are divided into the following three central themes aligned with Figure 1.1,
namely:
Vision and Acquisition which describes how to acquire and digitize geometry
from the physical world. The section contains an introduction to basic camera
geometry and various geometric acquisition methods.
Graphics and Visualization which describes how to render images, obtain
realistic appearance, and interpret light and colors.
Data Interpretation and Interaction describing the methods for interac-
tion and how data is interpreted and used for visualization. This includes an
introduction to hardware components such as gaze trackers, VR and AR tech-
nologies.
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2.1 Vision and Acquisition
In the field of computer vision the camera is commonly used to acquire geometry
from a given scene. This thesis focuses mainly on 3D vision, which, as opposed to
2D imaging, enables the ability to get structural information from our physical
three-dimensional world.
Consequently, this section will outline the basic theory of how the physical world
is digitally modelled using a camera. Accurate acquisition and reconstruction of
geometry have a wide range of applications such as the preservation of cultural
heritage [GPBS14] and additive manufacturing [GRS10, ZDES16]. Equally im-
portant is the general geometric interpretation of the physical world, which is
used in, e.g., autonomous vehicle navigation [JGBG17]. So the following will
describe the basic camera geometry and calibration procedure followed by 3D
acquisition techniques such as structured light scanning and Structure from
Motion (SfM). Additionally, the hardware tools used for geometry capture is
introduced in this section.
2.1.1 Camera Geometry
To acquire the world in 3D from a vision system, it is necessary to understand
camera geometry and how a camera depicts the world. A simplified way to
describe a camera is by the pinhole camera model [HZ03], which works the
following way. A box with an infinitely small hole, also known as a pinhole or
aperture, is facing a scene illuminated by an arbitrary light source. The light, or
photons from the light source, hit the scene and bounce off the scene elements in
all sorts of directions. The light, or photon paths, is referred to as rays or light
rays. As the light rays are bouncing off the scene, most of them will continue
and hit other objects, while some of them will continue through the pinhole.
Since the pinhole is infinitely small, it can be considered a single point, so all
rays that enter the box will intersect this point. The result is a flipped 2D
projection of the illuminated scene on the backside of the box, which is denoted
the image plane. The distance from the pinhole, or aperture, to the image plane
is named the focal length. For a more intuitive understanding of the projection,
the non-flipped frontal image plane is defined as being one focal length in front
of the aperture. Figure 2.1 shows an illustration of the pinhole camera model,
where an illuminated 3D scene is projected onto the 2D image plane through
the aperture.
In a real digital camera, the image plane consists of a 2D grid of sensors that
converts light waves into electrical signals. The two main technologies used for
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Figure 2.1: Illustration of the pinhole camera model. The light from an illumi-
nated 3D scene is projected through the aperture into the backside
of the camera box revealing a 2D projection.
this is either Charge-Coupled Device (CCD) or Complementary Metal Oxide
on Silicon (CMOS), which each has various and proven benefits such as power
consumption and sensitivity, however, the CMOS technology is most commonly
used in digital cameras today [Sze11]. For both technologies, it holds, that the
photon energy is integrated over a time period, exposure time, and converted
to an electrical signal for each sensor in the grid. This results in a 2D discrete
matrix of values also referred to as pixels.
The pinhole camera model can be used to mathematically describe the geometric
relationship between a 2D image and the 3D scene as illustrated in Figure 2.2.
Two coordinate systems are defined: the three-dimensional world coordinate
system, often measured in meters, and the two-dimensional image coordinate
system measured in pixels.
The image point corresponding to a world point is found where the line between
the world point and the focal point intersects the image plane. After a point
is projected to the image plane, that pixel alone does no longer contain any
information about the relative depth of its 3D position.
The relation between the world point Q to the image point q is a geometric
transformation defined as the camera matrix P [HZ03]:
q = PQ, (2.1)
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Figure 2.2: Relationship between a 3D world point and its corresponding im-
age point.
where
P = A
[
R t
]
. (2.2)
The rotation matrix R and the translation vector t represents the extrinsic
parameters, and A is the intrinsic matrix:
A =
f s ∆x0 f ∆y
0 0 1
 , (2.3)
with the focal length f , the coordinates of the optical axis [∆x ∆y] and the
skew s. The skew parameter can be neglected and set to zero in most cases
for a modern camera [HZ03]. These parameters are estimated when performing
camera calibration, which is further described in Section 2.1.2. A real camera
is equipped with a lens system, and so it should be noted that radial distortion
can be present and should be accounted for in the pinhole camera model if
high accuracy is needed. The radial distortion occurs as a deformation in the
image referred to as a ’barrel’- and ’fisheye’ distortion. This happens because
the incoming light rays are bent more towards the edges of the lens compared
to the optical center. The distortion can be approximated with the following
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expressions [HS97, Sze11]:
x′ = x(1 + k1r2 + k2r4 + k3r6)
y′ = y(1 + k1r2 + k2r4 + k3r6),
(2.4)
where (x′, y′) are the corrections of the coordinates (x, y). (k1, k2, k3) are the
radial distortion coefficients of the lens and r =
√
x2 + y2 is the distance, or
radius, from the optical axis.
If the lens and the camera sensor is not perfectly parallel, then tangential distor-
tion should also be accounted for in the camera model. The tangential distortion
is modeled by [HS97]
x′ = x+ [2p1xy + p2(r2 + 2x2)]
y′ = y + [p1(r2 + 2y2) + 2p2xy],
(2.5)
where (x′, y′) are the corrections of the coordinates (x, y) and (p1, p2) are the
tangential distortion parameters.
The above theory is crucial when designing a computer vision system, but
equally important is estimating and tuning the parameters from the mentioned
equations. This is done using camera calibration and is described next.
2.1.2 Camera Calibration and Pose Estimation
To accurately model the camera, a number of distortion parameters should be
accounted for. A common method to perform a camera calibration is presented
in [Zha00] and only requires the camera to observe a planar pattern from min-
imum two different positions. A checkerboard pattern with known dimensions
is a good calibration object, since corners, or saddle points, are easy to detect
with high precision. Points on the planar pattern are detected in multiple im-
ages, and knowing the relative distance between these points, it is possible to
estimate both the intrinsic camera parameters, the distortion coefficients, and
the pose transformation between the camera positions, i.e., the extrinsic camera
parameters.
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Figure 2.3: Camera calibration: A checkerboard is observed from three dif-
ferent camera positions, and saddle points are detected on the
checkerboard (blue dots). A relative camera position can be cal-
culated for each view, knowing corresponding points across each
view.
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Figure 2.3 demonstrates a typical calibration setup, where points on the checker-
board are detected from three different camera positions. Note that either
camera or checkerboard should be moved, but all calibration points need to
remain visible in the images. The result of the calibration can be verified by re-
projecting the detected points, using the estimated parameters, onto the images
of the checkerboard. The offset between actual points and re-projected points is
referred to as the re-projection error. The method is implemented in MATLAB
[Mat, Bou] and OpenCV [Bra00]. More images can increase the precision of the
camera calibration, and one should ensure that calibration points are present in
all areas of the image. However, too many calibration images can cause over-
fitting and result in worse calibration results, which can be monitored in the
re-projection error.
Pose Estimation or extrinsic calibration can likewise be obtained from a set
of 2D projected points from, e.g., a known 3D object. Techniques to accomplish
this is described in [Sze11] where the relative transformation between an object
and the camera is derived. When estimating the pose for calibration purposes, a
checkerboard calibration target as described above is typically used [Mat, Bou],
but self-calibration methods exist [FLM92, Har93]. Image feature points, or
other types of known markers, can also be used for this purpose.
Stereo Camera Calibration is the process of determining the transforma-
tion [R t] between the two cameras, and follows the same principle as above.
Before estimating the relative position between the stereo pair, each camera
should be calibrated individually following the method described above. For
the stereo calibration, it can be beneficial to allow the calibration algorithm to
iteratively update the camera parameters using minimization while estimating
poses [HZ03]. It should be noted that the same type of checkerboard pictures
can be used for calibrating both the stereo pair and the individual cameras as
long as all checkerboard points are visible in all images from both cameras. The
re-projection error is again used for validation and optimization and is obtained
by projecting points from one stereo camera to the other.
Working with a calibrated camera system is advantageous in many computer
vision applications. In the next subsections, two techniques of obtaining ge-
ometry with a camera system are presented; Structured Light Scanning where
a calibrated stereo camera setup is beneficial, and SfM where pose estimation
proves to be useful.
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Figure 2.4: Two cameras and a projector constitute a structured light scanner.
A coded pattern is projected onto a 3D scene, and the deformation
of the projected pattern reveals the geometry of the scene.
2.1.3 Structured Light Scanning
A structured light scanner is a device that can perform a 3D scanning of a
scene or object using one or more calibrated cameras and a light projector. The
scanner can be realized from rather inexpensive hardware components, yet it can
produce high-quality point clouds if the system is properly set up, as presented
in [MT12, EWPA16]. It works by projecting a known structured pattern onto
the surface of a scene, which is then decoded in the images from the cameras.
Figure 2.4 sketches the structured light setup used for research presented in this
thesis. It consists of a calibrated stereo camera setup and a projector, all three
devices mounted on the same baseline.
A number of structured light patterns are compared in [SFPL10], and binary
patterns and Gray coding is selected for our system due to its robustness and
simplicity. A set of patterns comprised of unique vertical light stripes are pro-
jected onto the static scene. The cameras capture images for each projected
pattern, and the intersection between a scan line and a projected stripe is used
to compute 3D points by triangulation [Gen11].
Compared to other structured light methods, the binary coding technique allows
a pixel to only have two values, and it is, therefore, less sensitive to surface char-
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acteristics [Gen11]. But the general limitation of the structured light scanner is
the ability to require geometry with diffuse radiometric properties. Because the
system relies on the presence of a light pattern on the scanned object, the sur-
roundings should ideally be dark for optimal results. In addition, the presence of
specularity, transparency, or significant absorption will contaminate the perfor-
mance. This complicates digitization of many real-life scenarios as such scenes
are often heterogeneous and therefore hard to acquire only with structured light.
Our implementation is not speed optimized, so it is crucial for the scanner rig
and scanned scene to remain static while scanning. Real-time implementations
exist [Wil16], but are not needed for our applications. It should be noted that
points can only be obtained from the area lit by the projector, thus, the effective
output from a single scan will be a 2.5-dimensional reconstruction. However,
multiple scans can be acquired from different angles, either by moving the struc-
tured light setup [SDA11], or by rotating the scanned object [EWPA16]. Point
clouds can subsequently be combined for more coverage of the object using
pose estimation information and refined with an Iterative Closest Point (ICP)
algorithm as proposed in [LHZB+16].
Despite its disadvantages, a structured light system is an excellent tool for diffuse
surfaces, and therefore it is used for the acquisition of such geometry in the
research presented later in this thesis.
2.1.4 Structure From Motion
Structure from Motion (SfM) [KVD91] is a technique to obtain 3D geometry
and a camera motion path from a sequence of 2D images. It is important to
introduce this concept of this method, as it is essential for the contribution to
Case 1. SfM has the advantage of only relying on a single camera, and unlike
structured light, it is not relying on a projected pattern, while it still remains
a non-contact method. To create a correspondence between images, SfM uses
image features such as corners [HS88], or more advanced features like the Scale-
Invariant Feature Transform (SIFT) [Low04] or Speeded Up Robust Features
(SURF) [BETVG08]. Feature points are matched by their descriptors across all
images, and Random Sample Consensus (RANSAC) [FB81] is applied to filter
out false positive matches, leaving only inlier points within a given threshold
[HZ03]. The inlier matches are used to determine extrinsic camera parameters,
and the result can be refined with a bundle adjustment [TMHF99]. Figure 2.5
shows a camera capturing images of a 3D scene from two different positions.
Feature points are detected on each image in the sequence and matched pairwise,
as illustrated in Figure 2.6 (left). The points are used to sparsely reconstruct
the scene and estimate the camera poses, as illustrated in Figure 2.6 (right).
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Figure 2.5: A 3D scene observed from two different positions and the corre-
sponding 2D images from each view.
Image 1 Image 2 3D Reconstruction
Feature Points Feature Matches Estimated Poses
Figure 2.6: Detecting feature points in each image (blue dots) and matching
them across images (red lines). The information is used to estimate
a 3D reconstruction of the feature points and camera poses.
It should be noted that the camera used for SfM in this thesis is calibrated to
compensate for distortion in the acquired images. The result is often a sparse
point cloud, and more dense results can be obtained using the method described
in [FP10].
Because the method relies on image features, the quality of the images has a
significant impact on how well it performs, both with respect to image resolu-
tion and image distortion. It is likewise essential that image features exist in the
image, and that these are repeated across the sequence of images. This means
that very smooth or soft convex scenes with a homogeneous appearance should
be expected to have a lack of features and therefore can be hard to reconstruct.
On the other hand, a scene with a repeating pattern, i.e., repeating features,
may result in confusing the matching of true positives. Finally, scenes con-
taining elements whose appearance changes drastically based on view direction,
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such as glass or chrome, is a significant problem for a feature-based approach.
However, the SfM technique is desirable with respect to hardware requirements
and portability. The accuracy is very dependent on the restrictions mentioned
above, and will often be far from a calibrated scanner rig, like, e.g., structured
light. Consequently, this method is well suited for applications without a ded-
icated scanner system, mobile AR and 3D reconstructions of large-scale data
[WBG+12].
This concludes the methods, utilized in this thesis, for obtaining geometry using
a camera system. In the following subsection, another technique is introduced to
obtain geometric information of physical objects without the information from
visible light.
2.1.5 Computed Tomography Scanning
A Computed Tomography (CT) Scanner uses X-rays to produce tomographic
images of the scanned object. Using an X-ray source and X-ray detectors, 2D
slices are generated based on the attenuation of the media which the X-ray
beam is traveling through. The slice can be considered a traditional 2D image,
comprised of pixels as 2D squares in the XY plane. The thickness of the slice
is the Z axis, comprising a volume element, or voxel, with the pixels in the XY
plane [Rom95].
The CT slice image is reconstructed from many independent detector measure-
ments. Errors in these measurements may lead to unwanted artifacts in the
reconstructed image, and some of these are identified in [BK04]. An example
is streak artifact in the reconstructed image, occurring due to the beam hard-
ening effect, where the mean energy of the X-ray beam changes when traveling
through neighbouring materials with high-density variation [BK04, SDN+17].
Avoidance or handling of such artifacts should be kept in mind when designing
a system relying on CT scans, to avoid losing accuracy.
The CT is advantageous because objects can be scanned all the way through,
revealing hidden geometry, and transparent and semi-transparent materials also
appear on a CT scan. However, the physical construction size of a CT scanner
is often large and not easily portable. See Figure 2.7 for an image of the scanner
used for the research presented in this thesis.
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Figure 2.7: Images of the CT scanner utilized for research presented in this
thesis. The left photo gives an idea about the physical size of the
machine, and the right photo shows the inside of the scanner.
2.1.6 Imaging Robot
Much of the image data used for research in this thesis is generated with an
imaging robot [AJV+16]. The robot is a 6-axis industrial robot arm, which
can repeat pre-programmed motion paths with high precision [AD15]. Two
cameras and a projector are mounted on the robot arm, so both stereo images
and structured light scans can be captured. A photograph of the robot mount
is shown in Figure 2.8. The robot is located in an enclosure that blocks almost
all incoming light, and both robot and enclosure are covered with diffuse black
paint to eliminate light bounces. Furthermore, programmable LED light sources
are mounted inside the enclosure, enabling to control both the amount of light
and light direction. The setup is well suited for experiments, where many images
or structured light scans need to be captured within a controlled environment.
The robot provides data for pose estimation, but this information can also be
acquired by calibrating the extrinsic parameters of the mounted stereo camera
system.
A series of vision based techniques have been presented in this section, and all
of these are used in contributions presented later in this thesis. The next section
provides an equivalent overview of the graphics and visualization tools.
2.2 Graphics and Visualization
It has previously been described how to acquire geometry using different vision
techniques. The following sections focus on the Computer Graphics related top-
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Figure 2.8: Photo of the imaging robot. The mount contains two cameras and
a projector to be used for stereo images and structured light. The
picture is from Contribution A.
ics, which explains how to generate images of acquired data and how light and
appearance is typically handled by a computer. This includes how to simulate
images using ray tracing, how to obtain realistic global illumination with High
Dynamic Range (HDR) images, and finally, how to evaluate appearance by per-
ception. The techniques presented in this chapter are important, as they are
used in many applications in, e.g., movie production, computer games, adver-
tisement, additive manufacturing, but also in, e.g., geometry from appearance
research applications. In this thesis, the techniques are used to evaluate geomet-
ric acquisition using analysis by synthesis, for producing realistic VR content,
and to synthesize training data for machine learning.
2.2.1 Light Simulation and Realistic Rendering
While geometry acquisition from images is a way to digitize the physical world
from visual appearance, rendering can be understood as the reverse action,
namely, visualizing digital data as it would appear, if it were the physical world.
This section gives a brief understanding of the basic technique used by computer
software to describe the appearance of a digital model. First, consider the
pinhole camera model shown in Figure 2.1, where the 3D world is projected into
a 2D image. The same principle yields for ray tracing [App68], but now a ray is
traced from the focal point or the pinhole. The focal point is denoted the eye,
and now only the frontal image plane is considered. When rendering the image,
the color of each pixel should be determined by what light eventually hits that
pixel. This task is realized by tracing rays in the scene [Gla89], i.e., ray tracing.
Figure 2.9 shows how pixels are colored by tracing rays in a 3D Scene.
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Figure 2.9: Ray tracing of two pixels in a simple scene with a red and a blue
3D object. Rays are traced in the direction from the eye point to
the pixel point on the image plane. The pixel’s color is determined
by the appearance of the object it hits.
Light interacts differently depending on the type of surface it hits, so only trac-
ing a single ray per pixel is not sufficient to produce an accurate simulation.
Recursion is needed, so the result from multiple rays are combined for each
pixel, for effects like refraction, reflection and shadows to appear realistically
[Whi80].
On a very basic level, the light interaction in a medium can be characterized as
reflection, transmission and absorption. Depending on the properties of the ma-
terial, there will be a combination of these basic interactions that all contribute
to the appearance of the material. Figure 2.10 illustrates the ray interacting be-
tween two media. Note that the absorbed ray is not reflected, nor refracted, but
transformed into another type of energy such as, e.g., heat. The type of media
and the surface boundary, on a micro-scale level, between the two media, will
determine how light interact and thus the appearance. More surface roughness
will typically result in a more diffuse appearance.
Rays can reflect and refract both from one medium to another and internally
in one medium, which can cause effects such as subsurface scattering and spec-
ular highlights. The color of the object is determined by the ray interaction,
specifically which wavelengths are absorbed and reflected respectively.
To synthesize the ray interaction with materials, there exist mathematical mod-
els to describe how rays should interact depending on its incidence angle. An
example of such a mathematical model is the Bidirectional Reflectance Distri-
bution Function (BRDF) [Nic65]. PBR follows the laws of mathematics and
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Figure 2.10: Different types of ray interactions between two media. An inci-
dent ray travels in medium 1 and interacts with the boundary
to medium 2. From here it can reflect or refract, and depending
on the properties of the boundary and the types of media, the
ray can scatter in multiple directions causing either a diffuse or
specular appearance.
physics [PJH16], so images produced with PBR will appear realistically as if it
was an image captured of a real-world scene. This is an important link to HCI,
as PBR is the key to visualize geometry and materials in a way that the human
visual system is familiar with. PBR is a complex task because humans very
often can tell, perhaps not right away, that a computer-generated image is syn-
thetic. The following PBR tools have been evaluated during this project: Cycles
[Prob], Mitsuba Physically Based Renderer [Jak], and NVIDIA R© OptiXTMRay
Tracing Engine [PBD+10]. The OptiX framework provides ray tracing on the
GPU and proves to be well suited due to its speed performance, realistic results,
and the fact that it is highly customizable.
An essential factor in reproducing scenes as realistic renderings are to accu-
rately model illumination. Next, it is explained how images can be used for
global illumination of a scene, which is a favorable method to achieve a realistic
appearance.
2.2.2 Image-Based Lighting
In an outdoor daylight scenario, the sun will be the only dominant source of
light, and in an indoor scene, the light will most likely originate from lamps. It
is important to remember that indirect illumination typically constitutes a vast
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amount of the light that hits an object in a real-world setting. In an outdoor
daylight scenario, this is, e.g., all the light that originates from the sun, but has
bounced off from various surfaces there may be. Using global illumination is
a favorable method to synthesize realistic appearance and examples of this are
presented in [Deb12].
The method in [Deb08] proposes to acquire a HDR spherical image of the sur-
roundings to be used as a global illumination source as opposed to specific
synthetic light sources. In this image-based lighting method, each pixel in the
spherical image contributes to the scene as a light source, and these are assumed
to be very far away from the scene.
Methods for acquiring environment maps involves photographing a mirror sphere
[Deb08] or using a rotating camera at a fixed location. When photographing
a mirror sphere, there will be an almost complete coverage of the scene in the
reflection from the sphere. This method requires a warping of the image from
the reflection of the sphere [RHD+10] and the method specifically used for this
thesis is described in [SDN+17, Nie16]. The other method of using images from
a rotating camera requires the images to be warped and stitched to a sphere.
Using stitched images can create a high-resolution environment map, but the
image acquisition is slower than the mirror sphere, as multiple angles need to be
captured depending on the cameras field of view. Almost the full environment
map is captured from only a single angle when using a mirror sphere, but it will
result in an uneven resolution, as a large area is covered by few pixels close to
the edges of the mirror sphere, and the camera will be visible in the reflection.
Finally, there is also the option of using a 360-degree camera.
The effect of HDR and how to interpret the data is explained next.
2.2.3 High Dynamic Range Imaging and Tone Mapping
High Dynamic Range Imaging (HDRI) is a technique to capture images in a
broader dynamic range of illumination. The advantage is that a scene con-
taining both low and high illuminated areas is captured more accurately, and
unwanted effects known from traditional photography, such as over- and under-
exposure, is avoided. The illumination from sunlight is in the order of 105cd/m2,
while indoor lighting is 102cd/m2, and moonlight can be as low as 10−1cd/m2
[RHD+10], i.e., a difference of 6 orders of magnitude. The human visual sys-
tem is excellent at adapting light sensitivity in different situations, so we can
see during the day and night, giving us the ability to operate within a highly
effective range of illumination.
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As opposed to the human visual system, traditional cameras are using 8-bit per
pixel for respectively the red, green, and the blue color channel to store infor-
mation. In other words, a pixel can distinguish 256 intensities for each color
channel, resulting in 2563 = 16.7 million colors per pixel in total. In some
cases, this information is sufficient for capturing a scene, but in many cases,
information is omitted. This is visible as regions of an image being either over-
or underexposed. Light sources, or the area lit directly by a light source, will
be saturated in order for darker areas, for example, illuminated by indirect illu-
mination to be within range and vice versa. When there is a need for modeling
realistic illumination, to be used for realistic visualization purposes, it is crucial
to have the HDR information [Deb08].
The method for acquiring HDR images of the real world from a standard cam-
era is to capture multiple exposures of the same scene and then combine the
information in the images [RHD+10, DM97]. Using this method, the scene
is sampled in different ranges, so both low and high intensities are captured
relatively and finally stored in commonly 16- or 32-bit.
HDR displays exist but are certainly not common property. Most displays today
have 8-bits per color channel, so a transformation is needed in order to display
an HDR image on a Low Dynamic Range (LDR) display. One of the first ap-
pearances of tone mapping for computer graphics is presented in [TR93]. Here,
the importance of sensation preservation when presenting images on a screen
is highlighted for gray-scale images. It is noted that good tone reproduction
is dependent on radiance, luminance, and brightness. Several Tone Mapping
Operators (TMO) exist [RSSF02, Ash02, RHD+10], and [EMU17] contains a
study of TMO for HDR video.
The above-mentioned methods are utilized in the contributions of this thesis
and the actual ray tracing implementation is beyond the scope of this thesis.
The following describes how to evaluate the accuracy of the rendered images
using color difference.
2.2.4 Color Difference
A measure of color difference can be used as a score to tell how different or how
much alike two colors are. A difference can be understood in numerous ways,
but in this thesis, the desired parameter for comparison is the human perceptual
difference. A very basic color difference in the RGB space could be the l2-norm,
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which for two RGB colors is calculated in the following way:
dRGB =
√
(R2 −R1)2 + (G2 −G1)2 + (B2 −B1)2. (2.6)
However, this measure does not take the human visual perception into account.
It is known that the human visual system is not equally capable of seeing the
differences in respectively reds, greens, and blues. So a shift in the green color
channel compared to the numerically same shift in the blue color will by a human
perceptual difference measure not necessarily be the same for the two cases.
A distance metric, ∆E∗ab, is introduced, which operates in the CIELAB color
space. CIELAB is an approximation to a uniform color space designed for
perceptual color difference [HRV97]. It is a non-linear re-mapping of the XYZ
color space to compensate for the non-linearity perception in the human visual
system [Sze11]. The difference between two L∗a∗b∗ colors is given by
∆E∗ab =
√
(L∗2 − L∗1)2 + (a∗2 − a∗1)2 + (b∗2 − b∗1)2. (2.7)
A Just-Noticeable Difference (JND) or visual threshold value for the ∆E∗ab ex-
ists, which in [RHD+10] is defined as the minimum amount of increment that
an observer can distinguish. ∆E∗ab ≈ 1 is defined as JND [HRV97] meaning
that two L∗a∗b∗ colors, whose distance is lower than this value, is said to be
indistinguishable for the average human.
Due to inaccuracies, improvements has been made to eq. 2.7, and it was updated
in 1994 to ∆E∗94 [HRV97]. This was once again improved in 2000 to become
the CIEDE2000 color-difference formula [LCR01, SWD05], which is the most
recent color difference equation. Here, the difference between two L∗a∗b∗ colors
is given by
∆E∗00 =
√(
∆L′
kLsL
)2
+
(
∆C ′
kCsC
)2
+
(
∆H ′
kHsH
)2
+RT
∆C ′
kCSC
∆H ′
kHSH
, (2.8)
with ∆L′ being the lightness difference, ∆C ′ the chroma difference, ∆H ′ the hue
difference, and SL, SC and SH being their respectable compensation functions.
kL, kC and kH are the parametric weighting factors and usually set to 1, but
varies depending on the application. RT is the rotation term to compensate for
performance in the blue hue region.
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The methods introduced in this section described how a digital scene can be
realistically rendered into an image and how that image can be perceptually
compared to another image. This is useful when pixel-wise comparing a rendered
image to a real photo of a given scene to determine their similarity. The next,
and final, section of this chapter will introduce the interaction technologies used
in the contributions of this thesis.
2.3 Data Interpretation and Interaction
The following sections will describe the hardware and interaction tools that are
mentioned and examined in this thesis. Furthermore, there will be a description
of how to interpret and visualize specifically data from a gaze tracker.
2.3.1 Gaze Tracking
Gaze tracking, or eye tracking, is the process of measuring in what direction a
person is looking, or what a person is looking at. This is interesting in a broad
spectrum of applications and is found in product analysis, marketing research,
psychological studies of human behavior but is also relevant for HCI related
research [PB06].
In this thesis, gaze tracking has been used as a tool for mapping human attention
to a scene, and the Tobii Pro Glasses 2 has been used for gaze tracking. The focus
has therefore not been on research in gaze tracking, but merely on analyzing the
output from the gaze tracking to build 3D heat maps to visualize the attention
of a respondent. To understand current state-of-the-art gaze tracking, there will
in the following be a brief introduction to the development of this technology.
In [Duc07] multiple eye-tracking techniques, both intrusive and non-intrusive,
are addressed. Early methods consist of measuring muscle activity around the
eye (electro-oculography) or attaching traceable contact lenses to track eye
movements with search coils. Video-based methods have however turned out
to be the most widely used today, and this method is implemented in most
modern eye trackers. The basic concept is to have a camera monitoring a re-
spondent’s eye and detecting the relative pupil position. Often, Infrared (IR)
light is emitted onto the eyeball, and the corneal reflection of the IR light rel-
ative to the pupil will improve the precision of the gaze tracking. For further
technical details, a survey of video-based eye tracking techniques is presented in
[HJ10].
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Figure 2.11: ’Tobii Pro Glasses 2’ gaze trackers. The image is from [Proa].
One can think of two types of gaze tracker devices; screen based gaze trackers
and mobile gaze trackers. The screen-based gaze tracker is a device that is often
attached and calibrated to a display, monitoring only gaze coordinates in that
specific screen space. The advantage here is that it can be directly controlled
what is viewed on the screen; thus it is simple to autonomously record exactly
what a respondent is looking at. The downside is that stimuli are constrained
to be viewed on the screen, and the respondent has to be within the range of
the gaze tracking device. The mobile gaze trackers, on the other hand, are head
mounted directly in front of the respondent’s eye. This enables the possibility
of tracking gaze in real life scenarios, but this also contributes to more complex
post-processing of the data.
The Tobii Pro Glasses 2 [Proa], from now on referred to as Tobii Glasses, shown
in Figure 2.11, have been used for gaze tracking related research in this thesis.
They are a head-mounted pair of glasses equipped with a forward-facing camera
that can record what is being looked at. IR emitters and sensors are on the in-
side of the glasses, facing the respondents’ eyes, and used to calculate the gaze
direction. The glasses have to be calibrated, but afterwards, they can provide
synchronized gaze data in pixel coordinates of the video stream from the forward
facing camera. Additionally, the Tobii Glasses are also equipped with an Iner-
tial Measurement Unit (IMU), more specifically gyroscope and accelerometer,
enabling more accurate motion estimates [KS11].
A general challenge when working with mobile gaze trackers is the complexity of
post-processing the video data. It contains no information about what is viewed,
so a method for tracking AOI is needed to avoid too much manual annotation
as described in Case 2. It should also be mentioned that the output video of the
gaze trackers can be noisy. This is most likely a combination of a person easily
making swift head movement in conjunction with a relatively small image sensor
and lens system. Note that experiments and research regarding gaze tracking
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in this thesis are recordings of indoor scenes with limited light.
To interpret the data from an eye tracker, it is often favorable to visualize both
what a person has been looking at, while simultaneously showing the gaze data
in a way that match the experiment. Next subsection will introduce a method
for visualizing gaze data.
2.3.2 Heat Maps for Gaze Visualization
There are many ways to interpret gaze data, consequently there exist a number
of methods for visualizing such data. Some studies are determined to use all
gaze points from the eye tracker, i.e., the raw data, while other studies prefer
to use only fixations, i.e., an aggregation of gaze points based on a time or
displacement span with a given threshold. These metrics are further described
in [HNA+11]. The method one should use for visualizing gaze data depends on
the study and the type of gaze tracker. An overview of visualization methods
is provided in [TKM+], and an attention map, or heat map, turns out to be a
popular method, but should be used correctly as discussed in [Boj09].
A heat map is a visualization technique showing data as colors, often as an
overlay on another set of data. A common way to visualize gaze data is to
augment a heat map on top of an image of a given AOI, and discussion of
heat maps as a visualization method for such data is provided in [pM07]. For
this thesis a red, yellow, green color coding is used for visualization, where red
denotes the highest value, fading to yellow, fading to green being the lowest
value. The heat map provides an intuitive way to interpret 2D gaze points from
one or more respondents. Figure 2.12 shows an image of cereal shelves in a
supermarket with a heat map overlay generated from gaze data.
There is no standard for generating heat maps, but suggestions for kernel shapes
is presented in [pM07]. Consequently, it should be assumed that a heat map is
used for visualization purposes only unless it is explicitly known how the heat
map is constructed. In this thesis, a 2-dimensional Gaussian kernel is used for
generating the color-coded heat maps
G(x, y) =
1
2piσ2
exp
(
−x
2 + y2
2σ2
)
, (2.9)
where x, y are the points in the kernel, i.e., pixels coordinates when augmenting
the kernel onto an image. σ is the variance of the kernel and for gaze analysis
purposes, this could be the certainty of the measured gaze point, if this measure
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Figure 2.12: An image with augmented heat map generated with the iMotions
Software [iMo]. The figure is from contribution C.
is available. If depth information is available, the kernel size could be dependent
on the distance from the respondent’s eyes to the gaze point on the scene.
In other words, the top point of the kernel is placed in the gaze or fixation
coordinate, and the width of the kernel is determined by how precise that point
is, or how much it should cover. Kernels for all gaze or fixation points are
combined to produce the final heat map.
Visualizing heat maps is relatively simple for gaze data recorded with stationary
gaze trackers of a static scene. For temporal data, such as video sequences or
data from mobile gaze trackers, the visualization becomes more complex as the
respondent is now looking at a dynamic scene. Different solutions for this are
surveyed in [TKM+].
Case 2 presents the problem of analyzing and visualizing data from mobile gaze
trackers. Here we have dynamic content from the gaze tracker video-stream
which is determined by the head position and movement of the respondent. A
method for visualizing gaze data for dynamic content is presented in [KW13].
However, it is relevant to consider a 3D heat map visualization as opposed to
the traditional 2D visualization and several works addresses this opportunity.
In [SNDM11, MHB14] attention maps are added to the surface of virtual 3D
geometry, [Pfe12] proposes 3D attention volumes, and a 3D saliency map using
a SLAM based approach is presented in [PSF+13]. This related work is highly
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relevant to the problem described in Case 2 which will be further elaborated in
the contributions chapter.
It should finally be noted that the video-stream from the gaze tracker along
with gaze coordinates is used in this thesis. The IMU sensor data provided by
the gaze tracker would be relevant to include, but it is beyond the scope of this
thesis.
2.3.3 Virtual and Augmented Reality
The final part of this chapter provides an introduction to Virtual and Augmented
Reality, as these technologies play an important role in this thesis as mentioned
in Case 3. VR is a technology to display virtual content, commonly through a
head-mounted display, and can give the user a sense of being submerged in a
virtual world, while AR is a technology to combine or overlay virtual content on
top of the physical world in, e.g., real-time. In this thesis, VR is demonstrated
for displaying geometry and appearance measured on real-world objects, while
AR is referenced as an application for some of the presented contributions.
Consequently, these technologies are briefly introduced in the following.
Virtual Reality is a technology that enables full visual submersion into a
computer-generated scene by covering a large part of the user’s field of view
commonly with a digital display. Modern VR solutions consist of a headset
and often hand-held controllers that act as the interface with the virtual world.
VR requires a high frame rate and high-resolution images for each eye to give
a fluid and realistic experience, so the computation power needed to generate
interactive VR content is often extensive. However, this problem seems to be
solved by the modern GPU to an extent where it is acceptable. Current popular
VR systems includes the HTC Vive [HTC], Occulus Rift[Ocu], and Playstation
VR[Pla], but also a smartphone can be transformed into a VR headset.
Augmented Reality can be in the shape of many things, such as a screen-
based application overlaying content on top of a camera feed, a computer-
generated projection onto physical objects or a semi-transparent display. AR
is a well-suited technology for HCI, and new AR technologies continuously ap-
pear. An example is the head-mounted Microsoft Hololens [Mic], which pro-
vides AR holograms through a total internal reflection display technique, and
also maintains mapping and localization. In many cases, AR strongly relies on
a well-performing vision system that can handle real-time processing of image
data.
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Localization and Tracking
For many VR and AR technologies, tracking or localization in relation to the
physical world is a requirement. An IMU can be used to track head movement,
and additional sensors can be used to compensate for the degrees of freedom.
Frequently, the terms outside-in versus inside-out tracking is mentioned in VR
and AR systems.
Outside-in tracking means that one or more observers are placed in the sur-
rounding environment to observe the user. An example could be an estimation
of the pose of the human body like the Microsoft Kinect, or trackable markers
attached to the body or device like the Playstation VR [Pla] and the Oculus
Rift [Ocu]. The latter technology currently proves to be the most accurate,
and more external sensors can be added to improve accuracy. It generally also
requires less or no electronics to be attached to the device or body. However,
it is an easy victim for occlusion, i.e., something is blocking the path between
sensor and marker. Also tracking is restricted to a limited area defined by the
field of view of the sensor.
Inside-out tracking means that one or more tracking sensors, such as a cam-
era, a 3D scanner, or similar, is attached to the device or user. Localization is
achieved by observing stationary trackable features on the surroundings, such as
markers, image features, structured light patterns, or similar. The displacement
of these features can be used for pose estimation. The advantage is that the
tracking system is not restricted by a limited area, and is often self-contained, so
no additional setup is necessary. However, such a system can be bulkier as more
electronics, and computational power is needed on the device. The Microsoft
Hololens [Mic], for example, is utilizing the inside-out tracking and is entirely
self-contained.
Use cases
Both VR and AR are, despite some psychological issues [SS01], tools well suited
for HCI, since complex data can be made easily understandable for humans
even without much prior computer experience or similar prerequisites. The
overlay benefit from AR seems to be a good option for information and control
applications, such as machine operation and manufacturing as exemplified in
[EPF+17, WBE+13, NOCM12]. VR is well suited for simulations, where one
has to be fully immersed such as training for scenarios that are difficult to
recreate in real life, or controlling machinery that one cannot be physically
nearby. Additionally, VR is an obvious way to visualize three-dimensional data
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for direct inspection and interaction, and can potentially make such interaction
more intuitive than on a conventional two-dimensional screen.
This chapter provided a brief overview of the research themes presented in this
thesis, namely: vision techniques to capture physical objects, graphics tech-
niques to realistically render and visualize a digital model and a selected set of
human interaction technologies used for the digital visual domain.

Chapter 3
Contributions
This chapter provides a summary of the contributions and perspectives of the
research projects. On an abstract level, the contributions consist of three main
themes, namely how to deal with refractive objects, photorealistic rendering for
computer graphics applications, and systems for advanced and realistic complex
applications for HCI. The arguments for addressing these three themes are as
follows:
Refractive objects are a part of our everyday environment, so to obtain full-
fledged 3D reconstructions outside the laboratory environment, it is crucial to
be able to handle such objects. This has proven to be a complex task in vision
[BeKN13, INKPAL+13], and the contributions in this thesis provide a step in
the direction towards a better understanding by proposing methods to handle
refractive geometry with an experimental and data-driven approach.
For computer graphics to produce photorealistic content, there is a need for
actually comparing renderings to real photos. An early approach to this was
presented in [GTGB84] and later addressed in [UWP06], but recently this has
somewhat fallen in the background, as renderings are often not quantitatively
compared. Contributions in this thesis have made an attempt to revitalize this
part of computer graphics by reinitiating quantitative assessment using state of
the art methods in 3D capturing and rendering.
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In the commercial use-case, Case 2, it is illustrated that there is a need for
complex HCI by mean of wearable devices. In general, there is a trend that
AR and VR technologies are used more widely than before in HCI applications
such as education, training, data monitoring, machine operation, navigation,
and entertainment. These systems are complicated to work with; consequently,
use cases are needed to understand them better and how to design them, which
is part of the contributions of this thesis.
This section will outline some of the more specific contributions and relate them
to the above. To set the contributions of this thesis in perspective, the main
results have been ordered according to a loose and overlapping four-element
taxonomy: geometry and appearance digitization, tracking, visualization and
interaction, and datasets.
The titles of the contributions are as follows, and this list can also be found on
page ix:
A Scene reassembly after multimodal digitization and pipeline evaluation us-
ing photorealistic rendering. [SDN+17]
B A variational study on BRDF reconstruction in a structured light scanner.
[NSL+17]
C Wearable Gaze Trackers: Mapping Visual Attention in 3D. [JSS+17]
D Visualization and labeling of point clouds in virtual reality. [SSGC17]
E Virtual reality inspection and painting with measured BRDFs. [DSL+17]
F Our 3D Vision Data-Sets in the Making. [ACD+15]
G 3D heatmap in marketing research and marketing practice - validation of
an integrating model.
H Technical Note: Learning Refraction with Convolutional Neural Networks.
3.1 Geometry and Appearance Digitization
Much research relating to geometry and appearance digitization has been con-
ducted previously, and many problems have been solved for a wide variety of
methods. But it remains a challenge how to do a complete acquisition of geom-
etry and appearance from a scene containing objects with diverse radiometric
properties.
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Acquisition Reconstruction Reassembly Rendering
Figure 3.1: Main steps of the pipeline from contribution A. First, data is ac-
quired using suitable appearance and geometry acquisition meth-
ods. Then the data is reconstructed and reassembled into the
same coordinate space to finally produce a photorealistic render-
ing of the scene. The rendering in the final step is quantitatively
compared to a reference image, and the last three steps can be
repeated for refinement if necessary.
The work of this thesis relating to geometry and appearance digitization con-
tributes to the understanding of refractive objects and provides a systematic
method for empirical evaluation of computer graphics as described in Case 1.
Contribution A, address a multimodal scene acquisition method, which can cap-
ture, reconstruct and realistically render a scene with objects of both refractive
and diffuse radiometric properties. An end-to-end digitization pipeline has been
realized that can perform the following tasks: acquire both geometry and ap-
pearance using suitable acquisition methods, reconstruct the data, and then
reassemble all individual components. Finally, the combined data is rendered
and evaluated. Thus, it is possible to improve or estimate parameters using
analysis by synthesis, by repeating steps in the pipeline and re-evaluate the
final result. Figure 3.1 shows the outline of the main blocks in the pipeline.
The pipeline utilizes existing methods and techniques known from the fields of
computer vision and computer graphics, but despite that, the implementation
proves many practical challenges. The proof of concept setup consists of a glass
object on top of a cloth and a checkerboard patterned backdrop. A photo of
the setup compared to the final realistic rendering of the scene is presented in
Figure 3.2.
The glass is scanned with a CT scanner, and the remaining scene is scanned
with a structured light system. A marker-based approach is used to accurately
combine the different elements in the reassembly step of the pipeline. Figure 3.3
shows the principle of the marker-based approach. The markers are detected in
both types of scans, which prepare the ground for an accurate transformation
between reference frames.
The radiometric properties of the diffuse part of the scene cannot be captured
with our structured light system, so these are instead captured as BRDFs for
each type of material subsequently. To match appearance and geometry, a
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(a) Rendered Image (b) Reference Image
Figure 3.2: Rendered image produced by the pipeline from Contribution A,
compared with the reference photo.
Figure 3.3: Marker-based approach to combine geometry from two different
acquisitions methods: Markers are detected in images of the scene
and triangulated. Markers are also detected on the CT recon-
struction of the glass object, and this relation is used to compute
a geometric transformation. The figure is from contribution A.
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Original image Label image
Figure 3.4: Segmentation and labeling of the geometry: The first row shows
how the original image is segmented, resulting in a label image.
The second row shows the effect of the micro-polygons, where
sawtooth boundary artifacts are suppressed from left to right. The
figures are from contribution A.
micropolygon labeling approach is used to assign the measured BRDFs to the
correct place in the geometry [SDN+17]. Figure 3.4 shows how images are used
as a basis for segmentation, which is then projected onto the geometry. To get
rid of unwanted boundary artifacts, the mesh is subdivided.
The output of the pipeline is a realistically rendered image of the captured
geometry, see Figure 3.2, and is comparable on a pixel to pixel basis with the
photographed scene. This enables the ability to perform analysis by synthesis,
i.e., the ability to tune parameters and directly observe and compare the changes
in the final result. The comparison of improvements is presented in Figure 3.5.
In summary, contribution A allows for quantitative assessment of appearance
and geometry in an acquired multimodal scene. To the best of our knowledge,
the ability to make empirical comparison of transparent geometry and directly
quantify photorealism of such a scene has not been done previously [SDN+17].
In contribution A, appearance was captured subsequently from the geometry
acquisition process. Ideally, these two steps should be fused as the surface
geometry holds valuable information about appearance and vice versa.
In contribution B it is investigated whether appearance and geometry can be
captured directly in a structured light scanner. The study uses a data-driven
BRDF reconstruction approach to investigate the impact of uncertainties of dif-
ferent parameters [NSL+17]. Four pre-measured BRDFs with varying levels of
specularity are used for the experiment. They are rendered individually on a
sphere positioned in a scene with an added light source to simulate a desired
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Figure 3.5: Comparison and evaluation of improvement steps in the pipeline to
the reference image (g). The result improves from left to right, and
the scores on the images are respectively root-mean-square-error
(high to low) and structural similarity index (low to high). This
demonstrates how each step is directly evaluated and compared.
The figure is from contribution A, where color map and similarity
measures are further explained.
Figure 3.6: Perceptual difference is used as a metric to evaluate the accuracy
of the reconstructed reflectance. The far left image is a rendering
of the reference BRDF, while the next three are renderings of
the BRDF reconstructions from varying the light intensity. The
renderings are from contribution B.
structured light setup. Noise is introduced to the vertex positions, vertex nor-
mals, light position, and light intensity, and the BRDFs are reconstructed from
the synthetic images and re-rendered on a sphere with global illumination (as
described in Section 2.2.2). The re-rendered BRDFs are compared alongside the
original BRDFs, and the images are tone mapped and perceptually compared
using the ∆E00 color difference measure (as described in Section 2.2.4). An ex-
ample of the perceptual compared images are shown in Figure 3.6. A table with
the perceptual impact of the noise parameters is provided in contribution B and
contributes to design considerations towards building a fused appearance and
geometry capturing system.
Contribution H presents a learning-based approach for obtaining geometry from
refractive objects. Inspired by [EPF14] who predicts depth from single images,
we train a Convolutional Neural Network (CNN) with a dataset of rendered
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images of refractive objects for depth estimation. Utilizing computer rendering
enables easy access to large sets of data within a reasonable time frame. The
network is trained with images of both diffuse objects and refractive objects.
The results are promising, and ideally, the network can also work on real images.
This can potentially be a method for rough estimation of refractive geometry.
In conclusion, the work described above contributes to systematic methods for
acquiring appearance and geometry of specific scenes with refractive objects.
It also provides a method for empirical evaluation of computer graphics. Con-
sequently, this is a step towards obtaining more precise geometry of refractive
objects and more realistic computer visualizations.
3.2 Tracking
Tracking is crucial in applications utilizing navigation or positioning in a real-
world setting. Examples of this include AR, autonomous vehicles, and navigat-
ing robots, and here there is often a need for real-time tracking systems. In
other cases, post-processing of data is necessary, and an off-line tracking system
is sufficient. Case 2 states the need for tracking AOI in video data from mobile
eye trackers. The task is however linked with a series of challenges originating
from the mobile gaze tracker as described in Section 2.3.1.
Contribution C suggests to capture the AOI with a consumer Digital Single-
Lens Reflex (DSLR) camera. With that data, it is possible to reconstruct a 3D
model of the scene and build an image based feature descriptor database for
reference. The 3D model is of sufficient quality for visualizing the AOI, which
could not have been achieved using the gaze tracker alone. The visualization is
further addressed in Section 3.3.
Utilizing the feature descriptor database it is possible to match features from the
gaze tracker video stream and determine its relative position. This information
is valuable as it enables to track exactly what a respondent is looking at, which
is also the main problem described in Case 2. Figure 3.7 shows the reconstructed
3D point cloud of the AOI and the relative position and look direction of the
mobile gaze trackers, while Figure 3.8 shows the 3D AOI projected onto a single
video frame from the gaze trackers.
The pipeline contributes to an end-to-end system, with a direct industrial ap-
plication, but is also applicable for other HCI applications within, e.g., AR. In
conclusion, this method allows noisy optical data to be used as a basis for op-
tical localization and tracking with the help from higher quality reference data.
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Figure 3.7: 3D reconstruction of a shelf with cereal boxes. The colored mark-
ers ranging from red to yellow is the estimated poses of the gaze
tracker attached to a respondents head. The figure is from contri-
bution C.
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Figure 3.8: Back projection of the 3D AOI (shown in color) into a frame from
the gaze tracker video (shown in grayscale). Here, it is illustrated
how it is possible to find correspondence between the 3D AOI and
the gaze data, despite a challenging image quality from the gaze
tracker. The orange dot and lines show the gaze point and gaze
path respectively. The figure is from contribution C.
46 Contributions
Figure 3.9: Gazepoints projected onto the 3D AOI as 3D attention heat maps,
shown for two different scenes: A cereal shelf and a wine shelf. The
figure is from contribution C.
The method has made the foundation for the tracking solution implemented in
the software provided by the industrial collaborator of this PhD project.
3.3 Visualization and Interaction
This section addresses the research related to visualization and interaction. The
primary focus here is Case 3 and the visualization part of Case 2 and two VR
applications for visualizing geometry and appearance.
Contribution C was mentioned in the previous chapter as a method for tracking
AOI. But this contribution also suggests a novel approach to visualizing heat
maps in 3D as opposed to the traditional 2D visualization. As mentioned in
Section 3.2, the relative pose information of the mobile gaze trackers is known,
and consequently, it is possible to project the gaze points directly onto the
3D model. A heat map can be replicated in 3D and overlayed directly on the
AOI model using a Gaussian kernel applied at the gaze points (as described in
Section 2.3.2). Figure 3.9 shows two AOI with heat map overlays and estimated
poses of the mobile gaze tracker.
A mobile gaze tracker is mostly used to analyze real-world 3D scenarios, so
it seems obvious and intuitive to visualize the gaze data in 3D. Furthermore,
this method of mapping gaze points also has a series of benefits as opposed to
traditional 2D heat map visualization [JSS+17]. The 3D heat maps combined
with information about the relative spatial position of the gaze trackers is ex-
tremely valuable information when analyzing gaze data and is used practically
in contribution G.
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AR would be an obvious application for this and would be rather uncomplicated
since both pose and the 3D information is available. One could imagine going
to the location of the AOI and inspect the heat map directly on the physical
scene through either a tablet or a wearable AR device (see Section 2.3.3). VR
would also be a useful tool for visualization and would possibly require more
comprehensive data. If so, one could be fully emerged in the data without
physically being present at the actual location. This is exactly what has been
investigated in Contribution D.
Contribution D is an application for displaying point clouds or sequences of
points clouds in VR while also enabling the user to interact with the data. That
way, it allows for direct human interaction with many data points while main-
taining three-dimensional visual feedback. Using a depth sensor, it is possible to
visualize 3D data acquired from the real world in real time. Figure 3.10 shows a
screenshot from the VR application. The method can be used to visualize and
inspect point cloud data as, for example, the data generated in Contribution C,
or obtained by other 3D point cloud acquisition techniques. The advantage here
is that one can see 3D data in a lifelike fashion without actually being physically
present. Another strength of VR point cloud data interaction is to have a fast
and intuitive method to label room scale datasets. The labeled data can also be
used for data-driven algorithms for classification and segmentation purposes in,
e.g., the domain of autonomous robots, or to edit and label real-world animated
VR content.
Another important part of visualization concerning HCI is the ability to repre-
sent appearance realistically in an interactive environment. This is addressed in
the VR painting application in Contribution E.
Contribution E presents a demo-application for visualizing BRDFs directly on
3D models in Virtual Reality. A BRDF, models light based on surrounding
illumination, so VR is an excellent tool for an intuitive way to represent realistic
appearance in a realistic environment. The application enables a selection of
BRDFs to be applied with a paintbrush on the surface of a 3D model. The light
interactions with these realistic material appearances can be inspected with a
point light source or with global illumination from interchangeable environment
maps (as described in Section 2.2.2). User testing proves that the application
contributes to a fast and intuitive way to inspect BRDFs and 3D models under
varying illumination circumstances. The application is a novel idea that both
artists and engineers working with 3D models and appearance can benefit from.
Figure 3.11 shows a screenshot from the VR application.
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Figure 3.10: Screenshot from the VR application from Contribution D. A sin-
gle frame from an animated point cloud is visualized in VR, and
juggler pins on the right side are selected and labeled by the user.
Labeled points in the point cloud are semi-automatically tracked
in subsequent frames of the point cloud sequence.
Figure 3.11: Screenshot of the VR application from contribution E. Each paint
bucket on the table holds a different BRDF and can be applied
to the 3D models with a paintbrush attached to the hand-held
controller. Light interacting with the surface of the models is
inspected by moving the light bulb or 3D model around, also with
the hand-held controllers. The global scene illumination can be
changed to a selection of HDR environment maps available.
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In both Contribution D and Contribution E there were experiments with the
use of haptic feedback when interacting with geometry. This can potentially
enhance the feeling of the digital data from the virtual world being present as
it was the physical world.
This concludes the contributions made within visualization and interaction tech-
niques for HCI in this thesis. The contributions presented adds valuable results
with regard to making HCI a more smooth and intuitive experience.
3.4 Datasets
This final section of the contributions chapter will briefly discuss the importance
of the data that has been used for the above-mentioned work. Data is critical
in many research projects within the field of Computer Vision and is often the
foundation for evaluation of a method. Additionally, they can give useful in-
sights in realistic scenarios as mentioned in Contribution F, and using dedicated
hardware and software it is possible to approximate realistic settings. It is, for
example, possible to simulate a motion path or control the lighting of a given
scene.
As mentioned in the methodology section, the research in this thesis has been
mainly data-driven. This also means it has been necessary to generate and
acquire data for evaluation for most of the presented projects. To give an idea
about how to obtain the data, two of the datasets from this thesis is briefly
introduced in the following.
The multimodal pipeline described in Contribution A, contains a range of dif-
ferent acquisitions and is the most comprehensive dataset of this thesis. An
overview of the captured data is listed below, and this data is also published in
its raw format:
CT Scans Volumetric data of scanned glass objects.
BRDF Materials BRDF reconstructions of the materials used in the
scene, in the MERL BRDF format [MPBM03].
Calibration Image Data Checkerboard images for camera calibration and
pose estimation. Color checker images for color
calibration, and chrome sphere images for mapping
of global illumination.
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Scene Image Data Multiple view stereo images of the scene with and
without glass objects.
Structured Light Image Data Images of the scene with projected structured light
patterns to be used for 3D scene reconstruction.
Additionally, processed data from intermediate steps of the pipeline and final
rendering data is also provided. The data is intended for other researchers to
reproduce and improve the results obtained in contribution A. The data can also
be used to test the performance of algorithms, where there is a need for precise
geometric ground truth data of glass objects. This could be geometry estimation
of refractive objects from images, detection and segmentation of glass, or un-
distortion of backgrounds through refractive objects.
Much of this data is captured with an industrial robot arm with high repeata-
bility precision, but it is still important to keep track of calibrations between
captures and ensure scene components does not move between captures. Pro-
gramming of the robot path is also necessary, and this process was iterative to
provide sufficient coverage of the scene after it was set up. The same applies
for pose estimation, where the pose-calibration-target needs to be visible from
all positions. Additionally, the glass objects are CT scanned, and it is essential
that the objects and markers do not change between these different types of
acquisitions. Due to these facts, the data acquisition process is complex and
time-consuming, consequently, this data is considered a valuable contribution.
Contribution H uses a dataset of realistic renderings of refractive objects. The
dataset consists of various shapes rendered on different backgrounds while pro-
viding ground-truth data such as depth-maps, normal-maps, labels, and light
path information. The data has been rendered using the OptiX ray tracing en-
gine, and the images have been realised using a vast amount of customized 3D
models and environment maps. The setup of the automized renderer, model and
environment map selector has required multiple iterations to ensure the output
images are of the necessary quality. The dataset is intended for machine learn-
ing purposes and to explore if computer-generated data can be used as training
data for geometry estimation tasks using such images.
It can be complex and time-consuming to acquire data for testing and evaluating
algorithms. However, it is often worth the effort to get the actual data that is
desired to be used for the specific task. The dataset from Contribution A is
published, and the dataset from Contribution H is planned to be released. These
are considered important contributions as they can be used as benchmarks by
others to improve upon the work presented in this thesis or contribute to further
development of algorithms in similar research projects.
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This concludes the contributions chapter where all the research projects have
been presented and grouped as the four topics: geometry and appearance acqui-
sition, tracking, visualization and interaction, and datasets. In the next chapter,
the work will be summarized and concluded.

Chapter 4
Conclusion
A series of important challenges has been addressed in this thesis, that all have
in common to improve the bridge between the physical and digital domain. The
challenges have been exemplified through a set of cases that overlap the research
areas of Computer Vision, Computer Graphics and Computer Interaction. Due
to the multidisciplinary nature of the work in this thesis, the contributions were
grouped into the four topics; geometry and appearance digitization, tracking,
visualization and interaction, and datasets.
For the first topic, geometry and appearance digitization, it was investi-
gated how scenes with heterogeneous appearance can be acquired. A pipeline
was realized, which enables a multimodal acquisition and reassembling tech-
nique. With this method, it is possible to quantitatively compare photorealism
in renderings with actual photos, which also allows to estimate appearance pa-
rameters using analysis by synthesis.
Prior work has addressed the challenges of generating and evaluating photo-
realistic results of physical scenes, but often renderings are not quantitatively
compared. With the contributions from this thesis, we have revitalized the quan-
titative assessment of photorealism, and to the best of our knowledge, this is
the first work to do so of heterogeneous scenes requiring multimodal acquisition
techniques.
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The contribution also provides an insight into a series of technical and practical
challenges concerning geometry and appearance acquisition of heterogeneous
scenes including glass specifically. While the resulting renderings are good,
but not perfect, the contribution allows to measure the errors in the resulting
renderings. This allows for further improvements that can then be re-rendered.
Future research in this direction should go towards improving how we empirically
evaluate geometric and appearance acquisition techniques.
Another contribution to the first topic is an investigation of the ability to capture
appearance using a structured light scanner. The method uses simulations and
perceptual measures to evaluate the results. Again, the importance of synthesis
as a tool for evaluation is highlighted with this contribution. Future work in the
direction of this research is obviously to build the proposed system and compare
the simulated results, to what can be achieved with a physical implementation
of the system.
Finally, the idea of synthesized data was applied as training data to a CNN.
It is ideal if a complex model can be applied to generate synthetic images that
can be used as a replacement for real photos. It can be very time consuming to
acquire large image datasets, and computer rendering can help to speed up this
process. Future work in this direction is to further investigate the potential of
using CNNs for geometry estimation.
The contributions from the first topic prove that uniting techniques from the
areas of Computer Vision and Computer Graphics is necessary to obtain full
insights when going from a physical to a digital model.
For the second topic, tracking, an innovative technology-to-society solution
was realized based on the SfM algorithm, enabling gaze mapping from mobile
eye trackers of an AOI. The specific case is defined in Case 2, and the solution
provides sufficient accuracy. The method has also contributed to the foundation
for an industrial application, and thereby it proves that this work is applica-
ble. Additionally, it provides an extra layer of information, as relative position
estimation to an AOI is possible with this method. This information has previ-
ously not been directly available from the gaze trackers and provides valuable
information to gaze analysis. Future work in the direction of this research, is to
improve the tracking algorithm so that it only has to rely on the data provided
by the gaze trackers, i.e., without reference images.
For the third topic, Visualization and Interaction, a method for visualizing
3D attention heat maps was realized and relates to the work described just
above. The contribution provides a technique to improve the way gaze data from
mobile gaze trackers is visualized, and while other similar methods exist, it is
important to emphasize the defining constraints and the baseline for comparison
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of the specific case (Case 2) - both with respect to the contribution to gaze
tracking and visualization. Future work in the direction of this research is to
further investigate and prove the benefits of this visualization method.
Furthermore, VR was explored as a method for interacting with realistic appear-
ance and geometry data. Two projects was carried out, which can import real-
time 3D point cloud data into VR and visualize measured appearance (BRDF)
and geometry respectively. Both projects contribute to a unique way of visu-
alizing and interacting with complex data and hopefully motivate the idea of
utilizing interactive technologies as a tool for similar tasks. Future work in the
direction of this research, is to include more types of physical visualizations.
One can imagine to interact with real-time complex meshes or voxels, or to
paint with temporally changing BRDFs. Furthermore, existing and future HCI
technologies should consistently be evaluated.
For the fourth topic, datasets, a series of data has been released regarding
the above-mentioned research projects. Much work is required to design and
acquire datasets in general, which is often forgotten. Accordingly, the published
data is considered a significant contribution. As a matter of fact, for all of
the above-mentioned research projects, it has to some extent been necessary to
acquire data. While not all of this data is published, it is still a remarkable
amount of work put into the data collection, and the insights provided by the
different research projects stem from the work that has been put into collecting
the data. The data provided of reference geometry of physical glass is considered
an exceptionally valuable contribution. Such data is rarely found and can be
used by others to further improve on the presented results, or for other research
projects including refractive geometry.
In short, the following list of highlighted contributions summarize the work of
this thesis:
• A pipeline for capturing multimodal scenes and produce realistic render-
ings comparable on a pixel to pixel basis, using off-the-shelf techniques.
Providing insights into what challenges are associated with such a dig-
itization process, and the complexity of achieving realistic appearance.
(Contribution A)
• A method to evaluate and improve upon appearance parameters in a mul-
timodal scene using analysis by synthesis, which allows for quantitative
assessment of appearance and geometry. Providing insights in which pa-
rameters are dominant when aiming for a one-to-one photorealistic image.
(Contribution A)
• A comparative study of design parameters for reconstruction of BRDFs in
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a structured light scanner. (Contribution B)
• A technology to society implementation of AOI tracking and automated
gaze mapping for mobile eye tracking, also enabling 3D attention heat
maps. (Contribution C)
• A VR application allowing for visualization and interaction with point
cloud sequences. (Contribution D)
• A VR application for visualization of BRDFs on 3D models, enabling
inspection of BRDFs under varying light conditions, and an intuitive and
lifelike way to paint 3D models in the digital domain. (Contribution E)
• A dataset with images and reference geometric data of scenes with glass
objects.(Contributions F and A)
• A large synthetic dataset of refractive objects for learning algorithms.
Currently not publicly available. (Contribution H)
The list of contributions proofs that a set of vision based challenges concerning
HCI has been addressed and thoughtfully analyzed. Even though not all of
the research topics has been investigated in equal depth, they still contribute
with state of the art methods and prepares the grounds for future research and
investigation.
On an abstract level, this thesis contributes to providing insights on going from
the physical to the digital domain using recent Computer Vision and Computer
Graphics methods. Additionally, this thesis also investigates interaction and
visualization techniques that can ease the way humans can interact with the
digital domain. Consequently, it can be concluded that this thesis contributes
with improved visual human-computer interaction towards a smooth and flaw-
less experience.
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Transparent objects require acquisition modalities that are very different from the ones used for objects
with more diffuse reflectance properties. Digitizing a scene where objects must be acquired with differ-
ent modalities, requires scene reassembly after reconstruction of the object surfaces. This reassembly of
a scene that was picked apart for scanning seems unexplored. We contribute with a multimodal digiti-
zation pipeline for scenes that require this step of reassembly. Our pipeline includes measurement of
bidirectional reflectance distribution functions and high dynamic range imaging of the lighting environ-
ment. This enables pixelwise comparison of photographs of the real scene with renderings of the digital
version of the scene. Such quantitative evaluation is useful for verifying acquired material appearance
and reconstructed surface geometry, which is an important aspect of digital content creation. It is also
useful for identifying and improving issues in the different steps of the pipeline. In this work, we use it
to improve reconstruction, apply analysis by synthesis to estimate optical properties, and to develop our
method for scene reassembly. © 2017 Optical Society of America. One print or electronic copy may be made for personal use only.
Systematic reproduction and distribution, duplication of any material in this paper for a fee or for commercial purposes, or modifications of the
content of this paper are prohibited.
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1. INTRODUCTION
Several research communities work on techniques for optical
acquisition of physical objects and their appearance parame-
ters [1–5]. Thus, we are now able to acquire nearly any type
of object and perform a computer graphics rendering of nearly
any type of scene. The range of applications is broad and in-
cludes movie production [2], cultural heritage preservation [3],
3D printing [4], and industrial inspection [5]. A gap left by these
multiple endeavors is a coherent scheme for acquiring a scene
consisting of several objects that have very different appearance
parameters, together with the reassembly of a digital replica
of such a scene. Our objective is to fill this gap for the combi-
nation of transparent and opaque objects, as many real world
scenarios exhibit this combination. An example is a living room,
like the one rendered in Fig. 1 (right). We propose a pipeline
for acquiring and reassembling digital scenes from this type
of heterogeneous real-world scenes. In addition, our pipeline
closes the loop by rendering calibrated images of the digital
scene that are commensurable with photographs of the original
physical scene (see Fig. 1, left). This allows for validation and
fine-tuning of appearance parameters. The quantitative evalua-
tion we get from pixelwise comparison of rendered images with
photographs is a great improvement with respect to validation
of the acquired digital representation of the physical objects.
When addressing the problem of acquiring a heterogeneous
scene, there is an infinite variety of scenes and object types to
choose from. So, to make our task feasible, we focus on scenes
that combine glassware and non-transparent materials, more
specifically, white tablecloth and cardboard with a checkerboard
pattern. We made these choices as glass requires a different
acquisition modality, the tablecloth bidirectional reflectance dis-
tribution function (BRDF) is spatially uniform but not neces-
sarily simple, and the cardboard has simple two-color varia-
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Fig. 1. To the left, we compare rendered images (top) with photographs (bottom). More views are available in Appendix A. The
scenes to the left were digitized using our pipeline and include both glass objects and non-transparent objects (tablecloth and back-
drop). To the right, we exemplify the use of our pipeline for virtual product placement using our digitized glass objects, with esti-
mated optical properties and artifact-reduced removal of markers.
Fig. 2. Overview of our digitization pipeline in four main stages: acquisition, reconstruction, reassembly, and rendering. A video
presentation of our pipeline is available in supplementary Visualization 1. Colored arrows show the path through the pipeline of
transparent objects (dotted blue) and non-transparent objects (dashed red).
tion. The latter is particularly useful for observing how light
refracts through the glass. The chosen case is also of partic-
ular interest, since glass is present in many intended applica-
tions of optical 3D acquisition. Considering the highly multi-
disciplinary nature of our work, we have released our dataset
(http://eco3d.compute.dtu.dk/pages/transparency). This facil-
itates further investigation by other researchers of the different
steps of our pipeline with the possibility of a quantitative feed-
back at the end of the process.
A. Related Work and Contributions
Researchers occasionally compare renderings with photographs
to provide a qualitative verification of a presented rendering
technique. The work by Phong [6], Goral et al. [7], and Takagi
et al. [8] are early examples of this trend. A procedure to bring
a rendered image close to a photograph was first presented by
Meyer et al. [9]. In this work, likeness of images was evalu-
ated perceptually by human observers. Pixelwise comparison of
photographs with rendered images is surprisingly uncommon.
The few examples we have found are by Rushmeier et al. [10],
Karner and Prantl [11], Pattanaik et al. [12], and Jones and Rein-
hart [13, 14]. These examples build on the rendering framework
described by Greenberg et al. [15]. Employing such a framework
for more complex scenes is a long and tedious process [16]. The
key issue is that a scene specification is expected as an input.
Several problems arise as a result of not having correspon-
dence between the physical and the digital scene. Misalignment
due to inaccurate scene and viewing geometry and inaccurate
orientation of the lighting environment are some of the essential
problems identified in previous work [17, 18]. One way to deal
with this problem is to calculate error for image patches when
evaluating results [13, 19, 20]. As opposed to this, our digitiza-
tion pipeline (Fig. 2) provides both reference photographs and
correspondingly calibrated scene and viewing geometry so that
pixelwise comparison becomes meaningful.
Pixelwise comparison of rendered images with photographs
is not only useful for quantifying the photorealism of a ren-
dering in terms of error measurements. We find it particularly
useful for improving the digitization pipeline. The fact that
our pipeline enables quantitative evaluation led us to more spe-
cific contributions in its different steps. These contributions are
mostly in the reassembly and are as follows. (a) A cross-modality
marker-based placement approach, enabling accurate placement
of objects scanned with one modality into scenes scanned with
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Clean transparent object i
Glue markers
Set up object stand in CT scanner
Place transparent object
Adjust scanning volume 
Switch to next object (increment i)
Perform CT scan
CT scan
Align material with Spectralon position
Robot path planning for hand-eye calibration
Set up stand and light arc in robot
Estimate tool transform
Robot path planning for gonioreflectometry
Align Spectralon to light arc
Pass 1: Spectralon HDR images
Replace with flat sample of material i
BRDF acquisition
Set up stand in robot enclosure
Adjust focal length of cameras
Robot path planning for camera calibration
Pass 1: checkerboard images
Place non-transparent objects
Robot path planning for structured light scan
Pass 2: checkerboard images for pose estimation
Pass 3: structured light images
Place transparent object i in scene
Pass i + 3: reference images
Structured light scan
} Photographic capture of the scene Switch to next material (increment i)Pass i + 1: material HDR images
Fig. 3. Our workflow for scanning the geometry of non-transparent objects and collecting reference images (left), for scanning the
geometry of transparent objects (middle), and for measuring material reflectance properties (right).
another modality. (b) A soft object deformation technique deal-
ing with surface intersections after object placement, which is
critical for scenes containing transparent or translucent objects.
(c) A micropolygon labeling approach for assigning BRDFs to
acquired geometry. (d) A color calibration scheme enabling use
of spectral optical properties for calculating reflectance, trans-
mittance, and absorption. (e) Perspective unwrapping of mirror
probe images to improve precision when the environment is
not very distant. (f) Use of analysis by synthesis for fine-tuning
physics-based optical properties.
Digitization is most often unimodal and tailored toward ob-
jects with a specific type of surface reflectance behavior [1].
While unimodal techniques are becoming more versatile [21–23],
objects with a transparent material like glass still pose challeng-
ing problems. Their reflectance behavior is so different that they
require an entirely different modality, such as computed tomog-
raphy (CT) [24]. The transparent object must then be removed
from the scene to be scanned elsewhere. In the meantime, the
surrounding scene can be scanned with a more common tech-
nique. However, as the transparent object takes most of its
appearance from its surroundings, it must be repositioned in the
surrounding scene (physically and digitally) if we are to take
reference images for comparison with rendered images. The
purpose of our scene reassembly is to address this type of issue.
Our digitization technique is multimodal. Currently, such
techniques seem to exist only in the context of sensor fusion [25–
27]. Here, the goal is to optimize reconstruction by fusing data
from different sensor modalities with complementary charac-
teristics. Even so, the different modalities see the same object
and thus work for materials with a similar reflectance behav-
ior. The challenge is then mostly in registration of the scans.
In their final remarks and suggestions for future work, Wein-
mann and Klein [1] discuss possible ways of combining multiple
techniques tailored to different types of surface reflectance. Our
pipeline is a different way to take a step in this direction.
In summary, our work makes it possible to perform multi-
modal digitization and scene reassembly in such a way that
rendered images of the reassembled scene can be quantitatively
compared to photographs of the original. This enables us to
provide the first empirically founded investigation of the appear-
ance accuracy of objects digitized using a non-optical scanner.
2. DIGITIZATION PIPELINE
We divide our pipeline into four stages: (1) acquisition, (2) recon-
struction, (3) reassembly, and (4) rendering. Figure 2 provides
an overview. As illustrated, transparent objects (dotted blue
arrows) and non-transparent objects (dashed red arrows) take
different paths through the pipeline. The acquisition stage in-
cludes structured light scanning of non-transparent objects, CT
scanning of transparent objects, gonioreflectometric reflectance
measurements, and photographic capture of environment, color
chart, and scene reference images. Figure 3 provides details
of our workflow in these acquisition steps (except the simpler
captures of environment and color chart). The second stage in-
cludes reconstruction of surface meshes, material BRDFs, and
color space. The third stage is reassembly of the digital scene
consisting of geometric objects, material appearance properties,
and environment map. The fourth and final stage is rendering
and comparison with reference images.
Our acquisition stage requires an elaborate hardware setup.
We assemble the physical scene in a black light-proof enclosure.
This has five LED light tubes for scene lighting, which we cap-
ture by high dynamic range (HDR) imaging of a light probe. To
acquire non-transparent geometry inside this enclosure, we use
a structured light scanner consisting of a toe-in stereo camera
rig and a light projector mounted on a robotic arm [28, 29]. We
chose a converging camera configuration (toe-in) to increase the
overlap of the fields of view so that we get a denser point cloud
per stereo view. Together with an LED based illumination arc,
we also use this camera rig with exact control for measuring
isotropic BRDFs. For transparent objects, we use a CT scanner.
In the following subsections, we describe the individual steps
of the pipeline with focus on details required for reproducibility
and on non-standard techniques that we introduce.
A. Camera Calibration and Settings
The camera system is calibrated using a standard technique [30].
Our calibration board is an 11 by 12 black-and-white checker-
board. For the intrinsic calibration (Pass 1 of Fig. 3, left), we
include a large variety of views to estimate good lens distortion
coefficients. To facilitate stereo calibration, we also ensure that
both cameras have the calibration board fully in view. For extrin-
sic calibration (Pass 2 of Fig. 3, left), we balance good coverage
of the scene and good coverage of the calibration board. Since
we cannot change the camera system while collecting data, we
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chose a small aperture to ensure that background and projected
structured light patterns are always in focus from all views. The
full setup is in a dark room environment to eliminate external
light, so we use a long shutter time (600 ms) to obtain sufficient
exposure. A slight noise component is present in the images,
but this is considered negligible. Finally, we use the estimated
distortion coefficients to remove distortion from all images in
the dataset so that subsequent algorithms may assume a pinhole
camera model.
To avoid any compression or manipulation of the images by
the camera software, in particular automatic color correction,
we read the raw sensor data directly. We use bilinear interpo-
lation to reconstruct RGB images from the raw Bayer pattern
images. By doing this, we obtain a consistent RGB color space.
Moreover, the raw sensor data is linear and correlates directly
with radiometric quantities, which allows for better BRDF and
environment map estimation in later stages of our pipeline.
We capture radiometrically relevant parts of our dataset in
HDR by stacking multiple exposures [31]. More specifically,
we stack 11 exposures at one-stop intervals ranging from 1 to
2048 ms. For the other parts of the dataset, we capture a single
image at an exposure time of 600 ms.
B. Surface Reconstruction from Structured Light
We use a standard Gray code structured light approach to gener-
ate raw point clouds for a scene [32, 33]. With camera parameters
from the calibration, we transform these point clouds into the
same world coordinate system.
To reconstruct one connected triangle mesh from the point
clouds, we merge them into a single point cloud and perform
screened Poisson reconstruction with trimming and an octree
depth of nine [34]. This technique requires point normals, so
before the merging we generate normals for each point cloud
as follows. We resample the point cloud down to 100,000 ver-
tices via Poisson disk sampling [35] and then compute normals
via planar fitting to a nearest neighborhood of 500 points (∼16
mm radius). We then reorient all the normals according to the
location of one of the cameras and transfer them back onto the
original point cloud. This procedure ensures smooth contin-
uous normals, necessary for a good performance of the mesh
reconstruction algorithm. As we rely on smoothing, we cannot
reconstruct features in the mesh with the same physical size
as the alignment error accumulated from structured light and
calibration. The aim of the chosen constants was to preserve
features by striking a balance between too noisy and too smooth.
The operability of the pipeline is however not sensitive to the
choice of these constants.
C. Material BRDF Reconstruction
We assume that all non-transparent materials in the scene are
opaque and isotropic, so we model their reflectance properties
by BRDFs. To acquire a BRDF, we combine traditional canonical
gonioreflectometric sampling [36] with a BRDF interpolation (re-
construction) technique [37]. We follow the workflow outlined
in Fig. 3 (right). A light arc illuminates material samples from 11
unique inclinations, evenly distributed from 7.5◦ up to 90◦ with
7.5◦ steps. We place a flat material sample at the center of the
circle partly traced by the light arc. Using the cameras mounted
on the robot, we then measure radiance reflected by the sample
across one octant of a sphere. The center of this sphere coincides
with that of the light arc, while its radius is slightly larger to
avoid collision between the robot and the arc. The robot moves
in steps of 7.5◦ and captures 11 HDR images of the sample per
step, one for each light direction. In total, this yields 2,783 HDR
images per material. We avoid tangential and zenith viewing
directions (90◦ and 0◦, respectively). In the former case, no re-
flected radiance should be visible, while in the latter the light
arc occludes the view of the sample.
The 2,783 observations are too few to faithfully represent the
BRDF of a material in a photorealistic rendering. We need an
interpolation scheme to fill the entire (90× 90× 180) Mitsubishi
Electric Research Laboratories (MERL) format BRDF look-up
table [38]. The reconstruction method by Nielsen et al. [37] is our
interpolation scheme. First, we use each of the 100 BRDFs in the
MERL-dataset [38] as sample points in a 90 · 90 · 180 = 1,458,000
dimensional space. The nonlinear mapping of Nielsen et al. [37]
is then applied to each of the samples. The mapped samples are
ordered as rows of a matrix X ∈ Rm×d where m is the number
of BRDF samples and d is the dimension of the space. The zero-
mean matrix is computed as X − x¯, with x¯ being the sample
mean. From this, the singular value decomposition X − x¯ =
UΣVT is used to compute the eigenvectors and eigenvalues of
the covariance matrix of X− x¯, which are given as the columns of
V and the diagonal elements of Σ, respectively. This is effectively
a principal component analysis (PCA), where the eigenvectors
are the principal components. A matrix composed of the scaled
principal components as columns are computed as Q = VΣ.
Now, the full BRDF can be reconstructed from this princi-
pal component space by projection. Let x′ ∈ Rn be n BRDF
observations measured for a given material. Then, let x¯′ ∈ Rn
be the mean values and Q′ ∈ Rn×k be the scaled eigenvectors
corresponding to the direction pairs of those n observations. A
vector c which spans the full space can be constructed by find-
ing the linear combinations of principal components that best
approximate the n observations. We do this by solving the linear
least-squares optimization problem given by
c = arg min
c
‖(x′ − x¯)′ −Q′c‖2 + η‖c‖2
= (Q′TQ′ + ηI)−1Q′T(x′ − x¯′).
Note that by adding a penalty η to the norm of c, this effectively
becomes a Tikhonov regularized least squares. Now, the full,
mapped BRDF is reconstructed as x = Qc+ x¯. The inverse of the
nonlinear mapping applied to X is applied to x to get the actual,
unmapped BRDF of the material. The described approach is
applied to every single non-transparent material in the scene in
order to obtain models of their reflectance properties.
This approach assumes that the MERL database encompasses
the class of materials present in the scene. Effectively, this is a
practical compromise between dense, unbiased, canonical BRDF
sampling and fast, inferred BRDF sampling. This enables us to
obtain high confidence BRDFs in a matter of a few hours.
D. Surface Reconstruction from CT
In our dataset, we have three glass objects: a sphere, a teapot
(pot and lid) and a bowl (bowl and lid), for a total of five pieces.
All objects have spherical plastic markers glued onto their outer
surface. We CT scan each glass piece to obtain X-ray radiographs
and use the CT PRO 3D reconstruction software from Nikon
Metrology to obtain a volumetric image for each piece. The
resolution of the reconstructed volume is up to 10003 voxels. Due
to beam hardening, high density differences between materials
lead to streak artifacts [39], especially around our markers and
at the top and bottom of the objects (see Fig. 4). We account for
these artifacts in the volumetric segmentation.
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Fig. 4. CT scans of the bowl (top row) and the teapot (bottom
row) with markers glued onto them. In the left column, visu-
alized using a 1D transfer function. Note the different density
of the markers. In the right column, a slice scaled to display
streak artifacts.
From a CT scan, we generate two triangular meshes with
vertex normals: one for the glass object and one the plastic
markers. Figure 5 provides an overview of our procedure. We
start with the markers, which appear as elements of higher
density in the scan. We preprocess the scan by clamping all
the values under a certain threshold to zero and then create a
mesh using dual contouring [40]. Generating the glass mesh is
more cumbersome. We also use dual contouring in this case, but
because of the streak artifacts (Fig. 4) it is not possible to isolate
the glass mesh via a threshold. Instead, we use a lower threshold
that only removes noise, then estimate the marker positions, and
use these to remove the markers from the glass mesh.
To estimate marker positions, we determine a series of cen-
ter/radius pairs (ci, ri) by fitting a multi-sphere model to the
marker mesh vertices using a tuned random sample consensus
(RANSAC) algorithm [41]. We then carve a hole by excluding all
the triangles that are inside a sphere with center ci and radius
(1 + e)ri, where e is usually in the 0.5 to 0.75 range. We store
the marker positions ci so that we can use them to transform
from the local coordinate system of the glass object to the world
coordinate system (see Section F).
After removing the markers, the glass meshes still have alias-
ing artifacts. To deal with this issue, we first decimate the mesh
down to 1% of the original vertices via quadric edge collapse.
The holes are then easy to close by identifying the edge loops
surrounding each hole and filling these with triangles. We then
introduce a subdivision-decimation loop with alternating
√
3-
subdivision [42] and decimation to 33% of the original vertices.
We perform this subdivision-decimation operation four times to
obtain a cleaned mesh. The decimation removes unwanted high
frequency features from the mesh. Thus, we generate smooth
meshes at the cost of some geometric precision. We are again
trying to strike a balance between reconstruction error and too
Markers
After After After
reconstruction simplification cleaning
Fig. 5. Reconstruction from CT with stages illustrated us-
ing Phong shading (top row) and wireframe shading (bot-
tom row). After estimating the marker mesh (first column)
and fitting spheres to the markers, we reconstruct the object
mesh (second column). To eliminate noise, we first simplify
the mesh (third column) and then close the holes and apply
our subdivision-decimation loop to get the final object mesh
(fourth column).
Fig. 6. Labeling of the image to the left results in the label im-
age to the right. Each color in the label image represents a la-
bel that we assign a BRDF to. The black edges between labels
indicate areas where we apply a nearest neighbor method.
much smoothing. In Section 4, we compare our method with a
different cleaning procedure that better preserves geometry.
E. Scene Reassembly for Non-Transparent Objects
Two operations are necessary to prepare the background mesh
for rendering: labeling and deformation. In the labeling, our
objective is to identify BRDFs and label each face of the mesh
with a BRDF. Assuming a scene with a small number of known
BRDFs, we apply edge detection and watershed on the images
of the scene to segment BRDF boundaries. Shadows, specular
highlights, and different viewing angles of the scene complicate
fully automatic BRDF identification. Our approach gets us most
of the way, but we manually correct any residual misclassifica-
tion. Figure 6 shows a label image produced by our labeling
technique.
The label images can be used in multi-view projective tex-
turing of the background mesh. However, we would like to
precompute the view and label selection instead of doing it
millions and millions of times while rendering. To avoid uv-
unwrapping of the mesh for storing precomputed labels, we
take an approach inspired by micropolygon rendering [43]. We
project each vertex of a face onto the label images of the scene
and select the face BRDF according to the image label that most
of the face vertices were projected to. If a vertex projects to an
unknown label, we resolve it by a nearest neighbor search. Since
faces around material boundaries overlap multiple materials,
Research Article Applied Optics 6
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Fig. 7. Subdividing the mesh dissolves unwanted boundary
sawtooth artifacts that originate from the BRDF labeling.
Fig. 8. Deformation of background mesh, where we push the
background vertices down to avoid mesh intersection.
we get sawtooth artifacts. We dissolve these by subdividing the
mesh until the rendered triangles are smaller than the surface
area observed in a pixel, see Fig. 7.
When applying physically based rendering, we observed
intersections between background scene and glass meshes. This
could be due to small errors in reconstruction and positioning,
or perhaps the harder glass objects press down the tablecloth
when placed for reference imaging. It causes significant visual
artifacts since the rendering exposes all surfaces of a transparent
object. To eliminate these artifacts, we accommodate the hard
object (glass) by deforming the soft object (tablecloth), see Fig. 8.
To deform the soft object, we need a “down” direction in which
to push the vertices. We first find contact vertices. These are
vertices in each mesh that are close to any vertex of the other
mesh. We consider vertices close if the distance between them
is less than 7% of the bounding box diagonal of the hard object.
Using least squares regression, we fit a contact plane to the
contact vertices of the soft object. We set the sign of the contact
plane normal so that the upper half-space contains the center of
the hard object bounding box. Projection of a contact vertex to
the normal of the contact plane then measures the height of the
vertex. For each soft object contact vertex x, we find the nearest
hard object contact vertices and push x down below the lowest
one of these.
F. Scene Reassembly for Transparent Objects
To reposition the glass objects in the scene, we rigidly trans-
form the meshes reconstructed from CT to the world coordinate
system of the background mesh. We obtain this transforma-
tion by matching markers in the stereo images with the marker
coordinates ci computed during reconstruction from CT (see
Section D).
To find the markers, we employ a size invariant circle Hough
transform [44]. This works well for our dataset, where the
markers show high contrast against their surroundings. We
match markers in the left and the right images via Sampson dis-
tance [45]. Using this technique, markers on the same epipolar
line lead to false positives, so we manually inspect the result. We
also manually discard detected markers that are visible through
the glass, as the refraction would lead to incorrect positioning.
Markers in both stereo images with no match are discarded. The
result is a set of matched markers in image coordinates as seen
in Fig. 9 (bottom left). We then triangulate the matched markers
Fig. 9. Repositioning a CT scanned object in the background
scene. We identify and match the markers in the stereo image
pairs and calculate their corresponding 3D points. Pairing
these with marker coordinates from the CT scans, we trans-
form the CT scanned piece of an object into the world coordi-
nate system.
Fig. 10. Color calibration: raw images (left) and color cor-
rected images (right). The camera sensor is particularly sen-
sitive to green.
from the stereo views and gather them in clusters of 3D points.
We remove outliers via their distance from the cluster centers,
and for each cluster we select the point with the lowest reprojec-
tion error. An example of the points and clustering is shown in
Fig. 9 (top middle).
We manually pair the 3D marker coordinates from the im-
ages with the marker coordinates ci from the CT scans. We
perform Procrustes analysis [46] on the two point sets, excluding
reflection, since we assume a rigid transformation applied to
each vertex of the mesh. The bowl and the teapot are composed
of multiple pieces. For these objects, we compute the trans-
formation individually for each piece. The result of the object
transformed into the scene is shown in Fig. 9 (top right). We
found that in order to have low error in the transformation the
chosen markers should sample the surface evenly and be visible
from most views.
G. Color Calibration
Images are only quantitatively comparable if they live in the
same color space. Thus, we must ensure that our radiometry-
dependent data, namely reference images, environment map,
and BRDFs, are in the same color space. We do this by imaging
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Fig. 11. Unwrapping of a spherical probe. We know the
sphere radius R from specification, the camera position c
through calibration, and the sphere center o by triangulation.
Radiance at pproj in our image then corresponds to the envi-
ronment map direction~l. The result for the robot enclosure is
in the lower left corner in latitude-longitude panoramic format
(here tone-mapped).
a color chart of precisely known colors. More specifically, we
use second degree root-polynomial color correction [47] based
on a 24 patch ColorChecker Classic from X-Rite. This provides
a matrix that transforms from camera RGB to XYZ, where we
assume illuminant D50 when specifying the XYZ values of the
colorchecker. With the assumption of illuminant D50, we can
transform colors to the CIE L*a*b* color space and then com-
pute color difference using the ∆E00 metric [48]. We use this to
refine our result by minimizing ∆E00 using the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm [49]. The result is in Fig. 10.
The average color difference is ∆E00 = 1.97 ± 1.21, which is
larger than 1 JND (just noticeable difference) [50], but we find it
acceptable.
Since we work with glass objects (and chrome, see Section H),
we need refractive indices to determine reflectance, transmit-
tance, and absorption properties. Refractive indices can be
found per wavelength in tables of research papers. To use such
spectral optical properties together with our trichromatic image
data, we integrate them to CIE RGB using the CIE RGB color
matching functions listed by Stockman and Sharpe [51]. It is
important to normalize these functions [52] and to use RGB
rather than XYZ [53]. This is because a refractive index is not a
color, but rather a quantity that in trichromatic representation
should resemble a sparse sampling of the spectrum. Thus, as
recommended by other authors [54], we choose CIE RGB as
our rendering color space. After transforming our image data
from camera RGB to XYZ, we therefore convert them to CIE
RGB [55]. As a final step, we apply Bradford chromatic adap-
tation [50], adapting to the originally assumed illuminant D50,
so that renderings and reference images get closer to real life
appearance.
H. Environment Lighting
To capture the lighting observed in the reference images, we use
a method similar to the mirror probe technique [56]. However,
we use a pinhole camera model for probe image unwrapping
instead of the standard orthographic model. Our pipeline en-
ables this as we have a calibrated camera and know its position
relative to the photographed mirror probe. With the pinhole
model, we obtain a more precise estimate of the environment
lighting. The environment map is generated from HDR images
and stored in latitude-longitude panoramic format [50]. We use
a polished grade G100 chrome bearing ball as mirror probe.
An environment map represents an infinite area light and
maps a direction to a texture element (a texel). To do unwrap-
ping, we map each texel direction~l to the corresponding pixel
position pproj in a light probe image. Given the configuration
illustrated in Fig. 11, we have
~v =
c− o
‖c− o‖ , ~n =
~v+~l
‖~v+~l‖ , p = o + R~n, pproj = M [p
T 1]T ,
where camera matrix M and camera position c are available from
our calibration. The radius of the sphere R is available from the
bearing ball specification, and we find the center of the sphere
o by manually annotating the sphere and then triangulating
it. We assume that the distance to the actual light along ~l is
equal to the distance between camera and sphere ‖c− o‖. This
assumption works well in practice, leading to an error smaller
than the uncertainty of o caused by the triangulation. With
the original orthographic camera model, we can reconstruct
the lighting for all directions except one (−~v). In our model,
we cannot reconstruct the lighting for a set of directions (~n ·
~v ≤ R/‖c − o‖), so we set them to black. Since we do our
unwrapping in world space, we can combine contributions from
multiple camera views with no need to align them afterwards.
The environment map is color corrected according to Sec-
tion G, which enables us to correct for the angularly dependent
reflectance of chrome. The correction is to divide by Fresnel
reflectance, which we compute during unwrapping. As input
for Fresnel’s equations, we use the angle β between c− p and~n
and the complex refractive index of chrome [57] converted from
spectrum to CIE RGB. The result is shown in the inset of Fig. 11.
I. Rendering
We render images using progressive unidirectional path trac-
ing [58, 59] implemented in OptiX [60]. The captured HDR en-
vironment map is the sole light source in our scene [56]. When
rendering non-specular materials, we importance sample the
environment map to get direct illumination and use sampling of
a cosine-weighted hemisphere to get indirect illumination. From
our labeling, we have one BRDF attached to each triangle in our
scene. For non-transparent objects, we use our measured BRDFs
tabulated in the MERL format [38]. To terminate paths proba-
bilistically, we use Russian roulette based on the bihemispherical
reflectance of each measured BRDF. This reflectance is calculated
in a preprocessing step using Monte Carlo integration. We deal
with transparent objects in the usual way, setting reflectance and
transmittance according to Fresnel’s equations of reflection and
Bouguer’s law of exponential attenuation. Given their small
surface, we were unable to estimate a BRDF for the markers.
Instead, we render them as glass with all refracted rays being
absorbed.
3. ANALYSIS BY SYNTHESIS
The ability to render images comparable to photographs en-
ables us to use our pipeline for improving parameter estimates
through analysis by synthesis. As an example, we need a scaling
factor for our HDR environment map as it measures relative ra-
diance [31]. We estimate this factor by taking ratios of references
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Fig. 12. Analysis by synthesis to estimate absorption of the
glass bowl. We run renderings in low resolution and change
the absorption in each color channel one at the time. In the
case of the bowl, the blue channel is the most sensitive one.
Fig. 13. Scene with checkerboard backdrop, lighting, glass
teapot, and stand with table cloth observed by two cameras
mounted on a 6-axis industrial robot arm.
and renderings with the background scene alone. Another ex-
ample is estimating real and imaginary parts of glass refractive
indices. As analysis by synthesis is fundamentally ill-posed [61],
we take our outset in physics-based initial guesses such as Schott
K5 crown glass (sphere and teapot) and soda lime glass (bowl).
Spectral refractive indices for these glasses were obtained from
an online database (http://refractiveindex.info) and converted
to CIE RGB. All parameters were estimated using different views
than the ones in our comparisons of renderings with references.
As an example of our analysis by synthesis, we plot the evo-
lution of the root-mean-squared error (RMSE) for different ren-
derings of the glass bowl in Fig. 12. For each rendering, we vary
a trichromatic component of the absorption coefficient (which
directly relates to the imaginary part of the refractive index). We
identify a distinct minimum in the error for each channel, with
a slightly larger uncertainty in the red channel. The minimum
values in this figure were used in our renderings of the glass
bowl. We apply the same analysis to the teapot and the sphere.
Given an initial guess for a parameter, we can employ stan-
dard optimization algorithms, defining the RMSE between the
reference and the rendering as a cost function to minimize. To
reduce rendering times, the evaluation of the cost function can
be calculated on a downsampled image or limited to a specific
patch of the images. Various general optimization algorithms
exist for minimizing expensive cost functions [62].
Fig. 14. Markers rendered in blue and added to the reference
image to validate marker positions by looking at pixel offsets.
Fig. 15. Pixelwise error for three rendering-reference pairs.
Error is the `2-norm of 32-bit per channel RGB images, visual-
ized using a base 10 logarithmic scale.
4. RESULTS
Our scenes consist of a backdrop, a stand, and a glass object
(with markers) placed on the stand. The backdrop is a 30 by 20
white-and-gray checkerboard print on 120 cm by 80 cm semi-
matte cardboard and the stand is a tabletop with a white cloth.
An example scene is depicted in Fig. 13. We implemented our
reconstruction and reassembly procedures as a modular soft-
ware pipeline and computed all rendered images using our path
tracer. As illustrated in Fig. 2 and mentioned in Section G, we
color correct both rendered images and reference images to have
a meaningful perceptual comparison. Figure 14 compares mark-
ers in a reference image with rendered markers to validate our
marker positioning. For the teapot, the average distance be-
tween the markers from stereo and the transformed markers
from CT is 0.43 mm.
Figure 15 presents pixelwise comparisons of reference images
and rendered images. The error images allow us to spot subtle
differences not easily noticed in a perceptual comparison, such
as the slight misalignments in geometry and highlights. As
reference photographs were not captured in HDR, we clamp
the renderings correspondingly. This means that areas of strong
light intensity, such as highlights and intense caustics, appear
black in the error images.
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Fig. 16. Qualitative (top) and quantitative (bottom) step-by-step evaluation of our reassembly techniques. The log error images
have the same format as in Fig. 15 and the reference photograph is in the rightmost column (g). In each column, we provide root-
mean-squared error and structural similarity index (RMSE / SSIM). Both measures attain their best score in our final result (f).
Fig. 17. Zoom-in of Figs. 16 (b) and (c) to emphasize the effect
of our background deformation.
Orthographic Perspective Reference
Fig. 18. Zoom-in of Fig. 16 (c) and (d) to emphasize the effect
of our perspective unwrapping of the environment map.
Figure 16 exemplifies the impact on error images of some of
our contributions. In Fig. 16 (a), we only reposition the glass
object in the background scene and apply color correction (Sec-
tions F and G). This means that we use Lambertian materials
(with bihemispherical reflectances from the measured BRDFs),
an orthographic unwrapping model of the environment map,
and no chrome reflectance correction or analysis by synthesis
optimization. We compare to the reference image in Fig. 16 (g),
with error images as in Fig. 15. Figure 16 (b) shows the impact
of using measured BRDFs (Section C), resulting in a more accu-
rate representation of the folds of the cloth in the background
scene (top image) and an overall reduction of the error (bottom
image). In Fig. 16 (c), we add deformation of the background
mesh (Section E), which ensures that the background mesh does
not poke through the glass surface (see a close-up in Fig. 17).
Additionally, we can see how this improves the error on the lid
of the bowl, because of refraction of light in the glass. The next
step, Fig. 16 (d), shows the impact of our modified environment
map unwrapping (Section H) against the standard orthographic
unwrapping rotated according to our camera parameters. A
close-up is available in Fig. 18. Our modified unwrapping pro-
vides a better shape and alignment of highlights and caustics.
Partially due to the assumption of infinitely distant environment
light, some alignment artifacts persist. In Fig 16 (e), we show the
Fig. 19. Trade-off in mesh reconstruction. If we smooth more,
we get less distortion in the refractions, but less precision in
the mesh geometry. From left to right: Rendering with smooth-
ing, reference image, rendering without smoothing.
effect of correcting for chrome reflectance in our environment
map reconstruction. Quantitatively, this changes the distribution
of the error (bottom image). On the cloth, the exposure increases,
exposing the caustics misalignment. On the backdrop, the error
reduces. Interestingly, the structural similarity index (SSIM) im-
proves while the RMSE worsens. Finally, in Fig. 16 (f), we use
analysis by synthesis to adjust glass absorption. This improves
the glass appearance, but it also leads to slight color changes
in other parts of the scene due to indirect light paths. Because
of this global influence, the analysis by synthesis introduces
slightly too much absorption to compensate for the slightly too
bright tablecloth.
As an example of how our pipeline can be used to validate
existing algorithms, we investigate the case of glass object recon-
struction. In Fig. 19, we compare two different reconstruction
methods with focus on two parts of the teapot scene. Smooth re-
construction refers to the procedure described in Section D. The
other procedure is to simply decimate the reconstructed mesh to
2.5% of the original vertices and apply Taubin smoothing [63].
This removes the high frequencies of the noise but much noise
is still present in the midranges leading to wobbly refractions.
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Rendering Reference Log error (as in 15)
Fig. 20. Material transitions: error lines along checker edges
and along the boundary between tablecloth and backdrop.
Rendering Reference Log error (as in 15)
Fig. 21. Effect of separating markers from glass (refracted
light close to marker) and of not accounting for subsurface
scattering (dark areas close to caustics).
Our method in Section D reduces far more noise, but this is at
the cost of greater changes to the overall shape. We note that
a refractive object with a simple geometry is very hard to re-
construct automatically if fidelity and almost no noise are both
required.
5. DISCUSSION
Since our pipeline enables us to compare renderings with pho-
tographs, we can identify problems in acquisition, reconstruc-
tion, and rendering that would otherwise have been hard to
find. Camera calibration issues, for example, reveal themselves
as error lines along edges (visible in Fig. 20). Color calibration
issues reveal themselves as color shift. Such issues led us to
more careful camera calibration procedures and the choice of
root-polynomial color correction. Qualitative comparisons re-
vealed artifacts in surface reconstruction, mesh intersections
calling for deformation, misplacement of highlights, color shift
due to chrome reflectance, and missing absorption in renderings
(Figs. 16–19). Quantitative comparisons confirmed improvement
due to perspective unwrapping of light probe images and led to
analysis by synthesis.
The comparison with reference photographs before and after
deformation (Fig. 17) to some extent validates our soft object
deformation technique. Further validation would be desirable,
but it is difficult to come up with a different experiment. Some
kind of soft, durable memory foam with a scannable surface
would be required as the soft object would otherwise change
shape again once the hard object is removed. Our validation
only supports that the cloth appearance (as observed through
glass) is represented more faithfully after deformation.
We found analysis by synthesis useful for estimating parame-
ters with an outset in physics-based initial guesses. The results in
Fig. 12 show that we can estimate optical properties for a given
material and use them in a different setting (right part of Fig. 1).
The precision of the estimation varies with the impact of the
property on the overall error, and the estimated parameters may
compensate for unrelated errors. In this regard, specific scene
configurations could be used to favor estimation of a particular
parameter.
The most important limitation of our method is that we de-
scribe materials as large patches of isotropic BRDFs. In our
renderings, this assumptions works well for the checkerboard
backdrop but not for the cloth, where we both have subsurface
scattering effects and probably anisotropy due to the weave
structure of the cloth. Fig. 21 reveals that the rendered image
is too dark in areas surrounding caustics. As seen in the light
refracted through the sphere in the vicinity of the marker, our
processing of the glass object to separate glass from markers
causes some imprecision in the geometry. We believe this mainly
influences the shape of the caustic. The bleeding of the caustic
to areas that are much darker in the rendered images looks like
backscattering from the table beneath the cloth. We refer to this
as a kind of subsurface scattering.
Another limitation is seen at the transition between non-
connected elements. It is visible in the renderings at the bound-
ary between the cloth and the backdrop (see Fig. 20). The prob-
lem derives from the fact that the cloth and the backdrop were
too close to each other during dataset acquisition. This resulted
in the Poisson mesh reconstruction interpreting them as a contin-
uous object instead of two separate ones. The problems around
markers (Fig. 21) are also due to transition of materials. The
marker removal and whole closing in the glass surface recon-
struction interrupts the original shape of the surface. Further-
more, the markers are glued onto the glass surface, and the
glue is not considered in the reconstruction and renderings. The
marker glue problem is magnified by the glass refraction.
6. CONCLUSION
We have proposed a pipeline for multimodal scene digitization.
Our work addresses the entire process from acquisition of the
original objects, through reassembly of the digital scene, to accu-
rate modeling of camera and environment. While the pipeline
required several non-trivial steps, the benefits are correspond-
ingly great since we can perform pixelwise comparisons between
rendered images and photographs of the corresponding physi-
cal scene. This means that we have the means to quantitatively
assess the accuracy of an acquired model based on comparison
with empirical evidence. We believe this kind of quantitative
assessment has not previously been possible for transparent
objects. In applications like cultural heritage preservation and
industrial inspection, where the accuracy of a digitization is
important, such comparison with empirical evidence is crucial.
To the best of our knowledge, our work is also the first work
to quantify the photorealism of a heterogeneous scene requiring
multimodal acquisition.
Our dataset is publicly available so that others can test new
techniques for the different steps of the pipeline with quantita-
tive feedback based on photorealistic rendering. The fact that
one can use off-the-shelf rendering techniques for improving
the different steps of a multimodal digitization pipeline is per-
haps the most important benefit of our work. An application
of the full pipeline is the virtual product placement in Fig. 1.
Another important application is the estimation of radiometric
properties through analysis by synthesis. The ability to accu-
rately estimate optical properties through computation rather
than measurement, which might require specialized equipment,
is likely to greatly simplify the digitization of radiometrically
complex objects. In this paper, we estimated absorption and
refractive indices of transparent objects, but analysis by synthe-
sis could be equally useful for other materials with non-trivial
BRDFs. This is another key benefit of our work that we believe
is well worth exploring in the future.
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Fig. 22. Comparison of renderings and photographs as in
Fig. 1 (left), but with more views.
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Abstract
Time-efficient acquisition of reflectance behavior to-
gether with surface geometry is a challenging problem. In
this study, we investigate the impact of system parame-
ter uncertainties when incorporating a data-driven BRDF
reconstruction approach into the standard pipeline of a
structured light scanning system. The parameters investi-
gated include geometric detail of scanned objects; vertex
positions and normals; and position and intensity of light
sources. To have full control of uncertainties, experiments
are carried out in a simulated environment, mimicking an
actual structured light scanning setup. Results show that
while uncertainties in vertex positions and normals have
a high impact on the quality of reconstructed BRDFs, ob-
ject geometry and light source properties have very little
influence on the reconstructed BRDFs. With this analysis,
practitioners now have insight in the tolerances required for
accurate BRDF acquisition to work.
1. Introduction
The topic of accurate appearance capture and digitiza-
tion is gaining attention in areas like the movie and gam-
ing industries [9], preservation of cultural heritage [6], and
quality assurance in production [18]. These applications de-
mand automatic and fast systems that can acquire full and
accurate appearance, including both radiometry and geom-
etry. In combination, these two components define appear-
ance, and numerous methods have been proposed for their
acquisition. Capturing high quality geometric models of
real world objects is today a well-addressed problem with
many good solutions. Different technologies exist such as
structured light (SL) scanners, multi-view stereo, or time-
of-flight, each having their own advantages and disadvan-
tages. With respect to radiometric properties, techniques
such as goniometric setups, curved mirror configurations,
and light domes can be used for accurately estimating bidi-
rectional reflectance distribution functions (BRDFs) of sim-
ple, often flat, geometries. However, robust approaches for
jointly estimating radiometry and geometry are few and of-
ten require advanced and expensive setups or produce low
quality results.
In this paper we investigate how a SL scanner, designed
for high quality geometry acquisition, can be modified with
few adjustments to also capture reflectance samples. Thus,
the scanner can also sample the BRDF of a scanned object
and reconstruct it using state of the art BRDF reconstruc-
tion methods. Using this system as an offset, we investigate
the influence on BRDF estimation caused by various sys-
tem uncertainties. The uncertainties investigated include:
geometric complexity of the scanned object, vertex position
and normal, and light source position and intensity. Our aim
is to gain insight into how BRDF reconstruction is affected
by various error sources and uncertainties. As a main re-
sult, we provide a lookup table for system designers, telling
them the system specifications required for correctly esti-
mating BRDFs in a given material/geometry configuration.
In order to ensure full control of all uncertainties, the exper-
iment is designed as a simulation of an SL scanner system.
The simulation is based on real world parameters from an
actual SL scanning system, as well as real measured BRDFs
from the MERL database [17].
Although this study focuses on an SL scanning system,
we believe that the proposed modification, as well as the
insights into the influence of error sources, applies to most
3D scanning systems where an image-forming sensor and a
light source is present. Likewise, while we apply the BRDF
reconstruction framework of Nielsen et al. [20], we expect
other BRDF modeling frameworks with strong priors to be
applicable as well.
2. Related Work
A multitude of techniques exist for acquiring shape and
appearance [30]. Most techniques are time consuming or
require highly specialized equipment. In the following, we
relate our work to instrumental setups that are similar to the
one we propose. Our setup is a structured light 3D scan-
ner setup with two cameras, a projector light source, and a
turntable. An additional LED source is added to our setup.
© 2017 IEEE
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An example of early work investigating the acquisition
of shape and reflectance properties using images is that of
Ikeuchi and Sato [11]. They fit the Torrance-Sparrow BRDF
model [28] to samples obtained from a range image and a
brightness image. To investigate the convergence of their
method to true values (robustness), they do a simulation
study based on rendered images with different noise levels
applied. This enables them to draw important conclusions
with respect to the sensitivity and range of applicability of
their method. Unfortunately, it seems that such simulation
studies are very uncommon in subsequent work in this area.
To fill this gap, we present a simulation study of this kind
for our more contemporary acquisition technique.
The idea of a camera, a light source, and a turntable for
joint acquisition of shape and appearance (surface geome-
try and BRDF) was pioneered by Lu and Little [15]. They
use a collimated source and estimate the BRDF for (near)
zero half-angle by finding the points of maximum intensity
and tracking them as the object turns around its axis. After
this, they acquire the surface geometry using a shape from
shading approach. Their approach requires assumption of a
smooth object and a uniform BRDF across the object sur-
face. The instrument we consider is similar in complexity,
but based on a structured light setup with a projector light
source and two cameras (stereo). We also flip the proce-
dure and acquire shape using structured light, and then we
estimate a full isotropic BRDF.
It is interesting to note that Lu and Little [15] try pertur-
bations of depth and rotation axis to investigate robustness
of their technique. In addition, they indicate that experi-
ments on synthetic images to perform a more in-depth in-
vestigation would be appropriate. Nevertheless, we are un-
able to find such an investigation in the work following that
of Lu and Little. Our goal is thus to provide one.
Based on robot arm sample rotation and a structured light
range scanner, Sato and Ikeuchi [24] extend their earlier
(range and brightness image) technique to include scan of
the full geometry of an object and estimation of its spatially
varying reflectance properties. The reflectance properties
are, however, parameters in an analytic BRDF model and no
BRDF ground truth is available for validation. Marschner
et al. [16] propose a similar technique, but based on a hand-
held camera and the Lafortune BRDF model [13]. Employ-
ing a more conventional structured light 3D scanner (or a
computed tomography scanner) to obtain surface geometry,
Lensch et al. [14] extend the technique to acquire Lafortune
model parameters for spatially varying BRDFs.
Krzesłowski et al. [12] present a structured light scan-
ner with added LED sources for integrated acquisition of
BRDF and surface geometry. However, they fit their sam-
pled BRDF data to the Blinn-Phong model [2, 22], which
only provides a good BRDF fit for a limited range of mate-
rials [19]. The structured light scan provides a sparse sam-
pling of the BRDF per sample point in the scanned surface
geometry. The Blinn-Phong model is fitted to this sparse set
of BRDF samples. The acquisition approach we investigate
is similar, but we do a simulation study to identify the im-
pact of different potential error sources. We limit our study
to an object with just one BRDF across the object surface,
and we use the BRDF model of Nielsen et al. [20].
Using a beam splitter to have coaxial camera and pro-
jector light source, Holroyd et al. [10] develop a goniore-
flectometer which can also acquire the surface geometry
using structured light. While this technique delivers high
quality acquisitions, it is not a time-efficient approach like
a structured light setup. Sitnik et al. [27] propose a faster
integrated measurement system with a single image sensor.
Here, a multi-spectral camera is combined with a projec-
tor and a grid of 16 broadband light sources to capture both
the 3D geometry and multi-spectral light intensity informa-
tion. In another complex setup, Tunwattanapong et al. [29]
propose a rotating light arc providing spherical harmonic il-
lumination used together with five cameras to reconstruct
reflectance maps. The geometry is then reconstructed us-
ing multi-view stereo based on the diffuse and specular re-
flectance maps. Finally, Schwartz et al. [25] propose a sys-
tem, based on SL and HDR imaging, for measuring bidirec-
tional texure functions (BTFs) using a light dome composed
of 188 LEDs, four projectors, eleven cameras and a rotation
stage. The complexity of these instrumental setups is sig-
nificantly higher than the SL setup that we propose.
3. Implementation
In this study, the BRDF estimation process revolves
around a structured light scanning system like the one il-
lustrated in figure 1. The system is composed of two
cameras used for triangulation, a projector for projecting
an encoding pattern, a rotation stage for rotating a sam-
ple, and a scene light. The principles behind the approach
should be applicable to any 3D scanning system comprised
of components including an image-forming sensor and a
light source. In the following subsections, the modified SL
capturing pipeline is outlined along with the reconstruction
method. The implementation of the modifications required
for a structured light scanning system to estimate BRDFs
is fairly straightforward in practice, however, to ensure full
control of all variables in the study, as well as avoiding un-
foreseen noise sources, the reflectance acquisition part of
the pipeline is here simulated. Below, the details of this
simulation process will also be covered.
3.1. Capture Pipeline
The principles behind estimating a BRDF in the SL
pipeline are based on the assumption that the BRDF can be
observed under a sufficient number of view/light configura-
tions. We need enough to confidently fit a model to the ob-
Figure 1: Structured light scanning system consisting of two
cameras used for triangulation, a projector for projecting an
encoded pattern, a rotation stage for rotating the sample,
and a scene light.
servations. Enough configurations are obtained in scenarios
where a scanned object, with a sufficiently varying surface
geometry, consists of a homogeneous material and is rotated
during the capturing process. Any point on the surface will
thus be observed under different view/light configurations,
and with a sufficiently large number of points with unique
surface normals, a sufficiently large number of BRDF sam-
ples can be acquired for reconstruction.
Clearly, the full four-dimensional space spanned by the
BRDF will not be covered by these observations, let alone
due to the fixed baseline between light source (projector)
and observer (cameras), which corresponds to a fixed dif-
ference angle (θd) in the Rusinkiewicz parametrization [23].
Even in a better posed scenario as figure 1, where an addi-
tional scene light is present, the BRDF space is still very
sparsely sampled. Nonetheless, a sufficient number of ob-
servations can in fact be acquired through this process if we
use a strong prior when fitting a BRDF model.
The SL scanning pipeline involves projecting an encod-
ing pattern onto the target object and triangulating the en-
coded pixels seen by the camera(s). This is sometimes fol-
lowed by a rotation of the sample, after which the scanning
is repeated. The modification to the standard SL scanning
pipeline is simple and consists only in capturing a high dy-
namic range (HDR) image of the sample. This is done be-
fore the sample is rotated (or removed) using the triangula-
tion camera(s) and a fully lit projector. If a scene light is
present, as it is here, an additional HDR image is captured
under its illumination. With the captured HDR images, it
is possible in post-processing to reproject the captured ver-
tices onto these and acquire a radiance value. With knowl-
edge of vertex normal, camera position, light source posi-
tion, and light source intensity, this radiance value may be
converted into a BRDF sample, defined by
fr (ωi,ωr) =
dLr (ωr)
dEi (ωi)
, (1)
Figure 2: Geometry and BRDF capture pipeline in a struc-
tured light scanning system.
which is the ratio between the radiance reflected off a sur-
face in a specific direction and the irradiance hitting a sur-
face from another specific direction.
The overall capturing pipeline is depicted in figure 2.
The pipeline consists of:
1. Structured light scanning
2. HDR image capture
3. Mesh reconstruction
4. Mesh projection onto HDR images
5. Per vertex HDR intensity to reflectance conversion
6. BRDF model fitting
In step 1, a traditional 3D scanning is carried out, in this
case using structured light. Before altering anything in the
scene in any way, e.g. by rotating or removing the sample,
an HDR image is captured in step 2 using the multiple expo-
sure approach of Debevec et al. [3]. This ensures a floating
point precision image conforming with the scanned geom-
etry and camera calibration of the SL scanner. The acqui-
sition part is followed by post processing, initialized with a
meshing in step 3 of the acquired point cloud. As will later
become apparent, a mesh is required for filtering purposes.
In step 4, the mesh is projected onto the HDR images, as-
signing every vertex with an HDR intensity. All vertex in-
tensities are in step 5 converted to reflectance values based
on scene geometry, and finally in step 6 a BRDF model is
fitted to the observed BRDF samples.
3.1.1 Structured Light Scanner
In order to provide a thorough description of our method,
we briefly outline our SL scanning strategy. Please note
that this is by no means a complete description. For specific
details, we refer to the work of others [8, 33, 4].
SL scanning is a form of stereo vision. Essentially, stereo
vision is the process of reconstructing the 3D shape of an
object by using a set of cameras as protractors. The pixel
positions, and thereby the incident angles, of a given 3D
point are found in the camera images. From knowing the
mutual transformations between the cameras, the 3D posi-
tion of the point can be computed based on trigonometry.
The key difficulty is finding corresponding points in the im-
ages. SL based techniques seek to lower the complexity of
this correspondence problem by projecting a known pattern
onto the reconstruction object. There are a plethora of en-
coding strategies available [5], but they all seek to assign
unique ID numbers to pixels based on their distance from
the projector. These ID numbers are then used to determine
pixel correspondences, and from that compute the depth of
the surface under the pixels.
Based on the conclusions made by Eirı´ksson et al. [4],
we have selected a scanner system composed of two cam-
eras and one projector which uses the phase shifting (PS)
encoding strategy [7]. In short, the projector projects a se-
ries of spatially distributed gray-scale sinusoidal patterns
onto the target surface. Each pattern has a given frequency
and phase shift. We use three frequencies with up to 32
phase shifts per frequency for a total of 64 patterns.
3.1.2 Vertex Reflectance Assignment
From the calibration of the SL scanning system, the intrin-
sics and extrinsics have been determined. Commonly these
are described by a pinhole camera model with a projection
matrix P given as:
P = K [R t] , (2)
with R and t being the rotation and translation of the cam-
era respectively, andK being the intrinsic parameters of the
camera [34]. With this, any 3D point in homogeneous co-
ordinates, q, may be projected onto the cameras 2D image
plane by:
qˆ = Pq. (3)
Thus, any vertex from a scanned object may be reprojected
onto its corresponding HDR image and have a specific ra-
diance RGB value assigned to it. By calibration with e.g.
Spectralon, the light intensity at the sample can be prede-
termined, and often this intensity can be assumed constant
over the physical span of the sample. With this prior knowl-
edge, and correcting with the cosine between light and ver-
tex normal, the vertex radiance value may be converted into
a BRDF value:
fr =
HDR(Pvposition)
(ωi · vnormal) I , (4)
where HDR(qˆ) is the HDR radiance value at position qˆ, v is
the vertex, ωi is the normalized light direction, and I is the
predetermined light intensity at the position of the scanned
sample.
Note that some vertices may be projected into shadow
regions in the HDR image. In order to avoid this, two
tests are employed. First, all vertices with a normal facing
away from the camera or light are removed, this is the case
when ωr/i · vnormal <= 0. This test filters most invalid
observations away, but in scenarios where self-shadowing
may occur, a shadow map calculation is also applied [31].
This, however, requires that the scanned object has been
converted into a 3D mesh, which in itself may introduce
artifacts if care is not taken.
3.1.3 Data-Driven BRDF Reconstruction
The challenge of fitting a reflectance model to the sparse
number of BRDF samples calls for a model with a strong
prior. In this study, the data-driven BRDF reconstruction
framework of Nielsen et al. [20, 32] is chosen for this pur-
pose, as it is known to work well for problems where only
very few BRDF samples are available. The model is based
on the MERL database [17] of isotropic BRDFs spanning a
wide range of common materials. Using a log-relative map-
ping of reflectance values, projections in principal compo-
nent space allows inferring missing observations from ex-
isting ones. Effectively the model reconstructs a MERL
format BRDF, i.e. a 90 × 90 × 180 bin tabulated isotropic
BRDF, from any number of input observations provided.
The biggest limitation of this approach is that it requires
the measured material to lie within the convex hull spanned
by the MERL database. If this is met, under ideal lighting
conditions, as little as two images are sufficient to faithfully
reproduce a material.
3.2. Simulation of Pipeline
In order to maintain full control of all uncertainties in this
fairly complex acquisition pipeline, a simulated pipeline is
used to produce realistic HDR images, conforming with a
true SL system. We do this by initially picking a ground
truth mesh and ground truth measured BRDF from the
MERL database. Using these, combined with the true SL
system projection matrices, light source positions, and ro-
tation stage positions, an OpenGL renderer is used to pro-
duce a series of HDR renderings of the chosen geometry
and BRDF as it would have been seen by the SL system.
An example of such renderings is shown in figure 3, where
3 different meshes with the ”blue-rubber” BRDF applied
have been rendered as would be seen by the SL scanning
system (although cropped here). With this, the ground truth
appearance behind every HDR image is available, allowing
for a quantitative evaluation of reconstruction.
3.2.1 Dataset Generation
Four different types of materials and three different types of
geometries were chosen to generate the evaluated dataset.
Material-wise, four different levels of specularity were cho-
sen, all in different colors, covering the span of material
Figure 3: Icospheres with 3 different tessellation levels: 1, 3
and 5. For the highest tesselation level vertex normals have
been smoothed.
behavior that would be expected in the real world. The ma-
terials are ”blue-rubber”, ”green-metallic-paint”, ”purple-
plastic”, and ”specular-black-phenolic”, with the first hav-
ing very soft highlights and the last being highly specu-
lar (renderings are available in the lower left corner of fig-
ures 5–8). As the data-driven BRDF reconstruction model
is also based on the MERL database, these four materials
were excluded in the model-training. Geometry-wise three
different geometries were chosen, spanning the amount of
geometric detail that can be expected from real world ob-
jects. The geometries are based on an icosphere with in-
creasing tesselation levels and are shown in figure 3. This is
motivated by the fact that a sphere naturally covers all pos-
sible surface normals, while a plane only covers a single.
Thus, the closer the geometry is to a sphere, the more ideal
are the BRDF reconstruction conditions from a geometry
point of view. Each of the three meshes has been subdi-
vided to consist of roughly 15000 vertices and are scaled to
have a diameter of 100 mm in the simulator.
We generate a dataset of HDR images using the ma-
terials and geometries described above. Both the scene-
light and projector are used as light sources and both cam-
eras are used for observing, see figure 1. In addition, the
sample is rotated in 10 steps from 0◦ to 180◦. This gives
nconf = nrot×nlights×ncameras = 10× 2× 2 = 40 HDR
images per material/geometry configuration and ntotal =
nconf × nmaterials× = ngeometries = 40 × 4 × 3 = 480
HDR images in total.
3.2.2 Noise Addition
There are a range of elements in the pipeline depicted in
figure 2 that affect the accuracy of the BRDF observations
acquired. Any uncertainties in these will obviously cause
uncertainties in the BRDF model-fitting. To gain insight
into this, four types of uncertainties are investigated:
Vertex position. The precision of the SL system will de-
termine the geometric noise present in a 3D scan. Clearly,
as the vertices are projected onto HDR images, any error in
position will cause a wrong assignment of radiance value.
Vertex normal. Commonly, surface normals are not a di-
rect product of the 3D acquisition procedure but are esti-
mated afterwards, e.g. based on the spatial distribution of
neighboring vertices. This makes the estimation prone to
errors, and any wrong orientation of normals will directly
influence the reflectance estimate.
Light position. While camera positions are very precisely
calibrated, the light position is oftentimes significantly more
difficult to determine. The position affects the light direc-
tion and thus also the reflectance estimate.
Light intensity. Finally, precise knowledge of the light in-
tensity at any given 3D point in the SL system is not easily
obtained. As the light intensity is used to compute the frac-
tion of light reflected off the material surface, it too directly
influences the reflectance estimate.
As the evaluated dataset is simulated, the exact system
parameters are known. This allows for, prior to processing
the data, manually adding a controlled amount of noise to
any of the above components. To apply noise in our exper-
iments, we use a normal distribution (Gaussian noise) with
the given position or normal as mean and σ is standard devi-
ation. For normals, the noise only applies to the polar angle.
To add noise in the case of light intensity, we multiply the
intensity by a normal distribution with unit mean and σ/100
as standard deviation (percentage noise).
3.2.3 Evaluation
Evaluating the quality of an estimated BRDF compared to
the ground truth is not trivial and is indeed a research field
in itself. In these experiments, both qualitative and quanti-
tative measures are presented:
In-plane reflectance profiles. For qualitative evaluation,
45◦ in-plane reflectance profiles of estimated and ground
truth BRDFs are presented. These plots visualize the gen-
eral shape of the specular highlight as well as parts of the
grazing angle behaviour.
Ray-traced sphere renderings. Another qualitative eval-
uation is using a physically based renderer [21]. Here the
BRDFs can be visualized under realistic environment light-
ing conditions, giving the viewer an impression of how the
material would look in the real world. The material exam-
ples shown in figures 5–8 are rendered this way.
Tone mapped color difference. Rendered images, us-
ing the approach above, of the ground truth and recon-
structed BRDFs are compared using the CIEDE2000 color
difference perception measure. The HDR images are first
scaled to the visible range using Reinhard tonemapping, and
gamma correction (γ = 2.2) at F-stop 0 is applied [1]. The
images are then converted to the CIE 1976 L*a*b* color
space, and the CIEDE2000 color difference formula [26]
(with [kL kC kH ] = [1 1 1]) is used to calculate the color
difference ∆E00. The average of all pixel differences is cal-
culated and used as a perceptual similarity measure between
blue-rubber
green-
metallic-
paint
purple-paint
specular-
black-
phenolic
Icosphere 1 0.77±1.02 2.77±2.93 1.56±1.96 1.07±1.13
Icosphere 3 0.37±0.78 2.60±3.11 0.82±1.01 2.50±3.14
Icosphere 5 0.41±0.67 3.00±3.23 0.55±0.75 1.43±1.92
Icosphere 5* 0.52±0.96 5.19±5.20 1.58±1.55 2.29±1.63
Table 1: Errors for increasing geometric detail (icosphere
tesselation level). Errors are measured as the average ∆E00
color difference between tone mapped renderings of ground
truth BRDF and reconstruction. Icosphere 1,3,5 are recon-
structions using two light sources, while 5* are reconstruc-
tions using only the projector as light source.
images, and the standard deviation represents the certainty
of this number.
4. Results
We report results for BRDF estimation under various
noise influences. This includes an evaluation of BRDF es-
timation performance under three different geometry com-
plexities, followed by an evaluation of performance under
influence of uncertainties with respect to vertex position,
vertex normal, light source position, and light source inten-
sity. Due to page limitations, some comparisons of in-plane
reflectance profiles and renderings have been omitted. A
summary of comparisons are reported in tables 1 and 2.
4.1. Geometry Dependency
In order to evaluate how much geometric complexity af-
fects the quality of an estimated BRDF, estimations were
carried out on the simulated icospheres with tesselation lev-
els 1, 3 and 5, depicted in figure 3. The estimates were
computed under ideal conditions, i.e. no noise added to
any of the system components listed in section 3.2.2. In
figure 4, quantitative comparisons of the material ”purple-
paint” are presented in the form of in-plane reflectance pro-
files and renderings. It may be seen that as geometric detail
increases, the quality of reconstruction improves, however
the improvement is surprisingly small. In table 1, the re-
sults for all four materials are listed, using the ∆E00 color-
difference measure between ground truth rendering and re-
constructed rendering. To the convenience of system de-
signers, errors using icosphere level 5 combined with only
the projector as light source is also presented in the bottom
row of table 1.
To provide as ideal conditions as possible for the noise
simulations, the icosphere level 5 geometry will be used in
the following evaluations. For all evaluations, 30 repetitions
were carried out to estimate mean and standard deviation of
reconstruction. Quantitative comparisons for all materials,
Figure 4: Ideal reconstructions of ”purple-paint” material,
using icosphere tesselation levels {1, 3, 5}, shown as 45◦ in-
plane profiles. Solid lines indicate ground truth BRDF RGB
channels, dashed lines are the reconstructed BRDF RGB
channels. Bottom row shows renderings of reference BRDF
(left) and reconstructions for the respective icosphere levels.
under various error influences are reported in table 2 using
the ∆E00 error measure.
4.2. Influence of Vertex Position Noise
Errors in triangulation during the SL scanning procedure
directly affect the precision of vertex positions. Commonly,
but depending on material, SL scanners have a very high
precision in the order of microns [4]. To investigate the
sensitivity to vertex positions, all vertices are affected by
three relatively large levels of noise prior to projection onto
HDR images. The noise is added as a normally distributed
noise on the xyz-components of each vertex with standard
deviations of σ ∈ {1, 3, 5}mm. In figure 5, the qualitative
evaluations for material ”blue-rubber” are presented. As
is apparent, grazing angle behavior is greatly affected by
vertex uncertainties. This is most likely caused by the fact
that even small uncertainties may at grazing angles project
a vertex onto the black background, rather than the target
sample. Likewise, for very specular materials as ”specular-
black-phenolic”, vertices may miss the very narrow high-
light causing errors in estimating the specular reflection.
blue-rubber
green-
metallic-
paint
purple-paint
specular-
black-
phenolic
Ideal 0.41±0.67 3.00±3.23 0.55±0.75 1.43±1.92
1mm 0.66±1.15 3.03±3.44 0.91±1.56 2.27±3.37
Vertex 3mm 2.50±2.82 3.11±4.17 2.11±3.16 3.41±5.15
5mm 4.16±4.08 3.24±4.77 3.59±4.32 4.22±5.76
5◦ 0.42±0.63 3.00±3.20 0.68±1.03 3.15±5.66
Normal 10◦ 0.67±0.98 3.08±3.17 0.99±1.70 3.72±6.92
30◦ 1.81±2.11 4.70±5.08 2.27±3.27 5.24±8.31
10mm 0.51±0.72 3.01±3.26 0.62±0.84 2.17±3.32
Light Pos. 25mm 0.73±0.89 2.68±3.03 1.02±1.16 3.05±5.03
50mm 1.77±1.92 3.14±3.51 1.91±2.27 3.74±6.08
5% 0.64±0.79 3.01±3.29 0.66±0.78 1.90±2.80
Light Int. 10% 1.00±1.15 3.05±3.38 0.96±0.99 1.98±2.81
20% 1.75±1.75 3.40±3.74 1.86±2.10 2.27±2.80
Table 2: Errors for different types of noise introduced to
the structured light scanner system. Errors are measured as
the average ∆E00 color difference between tone mapped
renderings of ground truth BRDF and reconstruction.
4.3. Influence of Vertex Normal Noise
As surface normals are often derived from the mesh, they
often suffer from large uncertainty. This directly affects the
frame of reference in which the BRDF is estimated. To sim-
ulate such uncertainties, all normals in the mesh are tilted
in a random direction away from the true normal by a nor-
mally distributed angle. Three different standard deviations
are reported here: σ ∈ {5◦, 10◦, 30◦}. In figure 6, qualita-
tive evaluations are presented for ”purple-paint”. Although
specular highlights are somewhat affected, it is noteworthy
how large an amount of noise we can add to the normals
while still obtaining a decent recovery of the material.
4.4. Influence of Light Source Position Noise
As mentioned in section 3.2.2, it may be difficult to de-
termine the precise position of light sources in the SL sys-
tem. To simulate such uncertainties, normally distributed
noise is added to the xyz-components of the light posi-
tions (projector and scene-light) with standard deviations of
σ ∈ {10, 25, 50}mm. In figure 7, the influence of this error
is shown for the ”green-metallic-paint” material. Surpris-
ingly, even for the relatively large amounts of noise applied
here, reconstructions remain very close to the results under
ideal conditions as well as the ground truth.
4.5. Influence of Light Source Intensity Noise
Finally, noise applied to the intensity of the light sources
(projector and scene light) is applied. Here, the noise is
Figure 5: BRDF reconstructions of ”blue-rubber” material,
for increasing noise added to vertex positions, shown as 45◦
in-plane profiles. We add Gaussian noise with a standard
deviation of {1, 3, 5}mm. BRDF RGB channels are plot-
ted with solid lines as ground truth and dashed lines as the
mean reconstruction. Shaded regions indicate limits for ±2
standard deviations. Bottom row shows renderings of refer-
ence BRDF (left) and mean reconstructions for the respec-
tive noise levels. Statistics are based on 30 evaluations.
modeled as a normally distributed percentage with a mean
of 100%. The standard deviation of the noises applied are
σ ∈ {5, 10, 20}%. Figure 8 shows the results for the mate-
rial ”specular-black-phenolic”. Here, the strong prior of the
BRDF reconstruction model almost fully handles the un-
certainties in intensity although this property is very tightly
coupled to reflectance.
4.6. Summary
Table 2 summarizes the BRDF errors caused by intro-
ducing the noise types listed above using the ∆E00 error
measure. We observe that, not surprisingly, accuracy of
vertex positions has a great impact on the quality of the re-
covered material. Recall that the object size is 100 mm,
only a few percent error are enough to throw the BRDF es-
timate off. On the contrary, variations in surface normals
are less influencing than we would have expected, requiring
especially for soft materials a lot of noise before throwing
the BRDF recovery off. Finally positions and intensities of
light sources are seen to have a surprisingly small impact on
BRDF reconstructions.
Figure 6: BRDF reconstructions of ”purple-paint” material,
for increasing noise added to vertex normals, shown as 45◦
in-plane profiles. We add Gaussian noise with a standard
deviation of {5◦, 10◦, 30◦}.
Figure 7: BRDF reconstructions of ”green-metallic-paint”
material, for increasing noise added to the two light source
positions, shown as 45◦ in-plane profiles. We add Gaussian
noise with a standard deviation of {10, 25, 50}mm.
5. Discussion and Conclusion
We investigated how a structured light 3D scanning sys-
tem can be modified with minimal effort to also estimate
Figure 8: BRDF reconstructions of ”specular-black-
phenolic” material, for increasing noise added to the
two light source intensities, shown as 45◦ in-plane pro-
files. We add Gaussian noise with a standard deviation of
{5%, 10%, 20%}.
BRDFs. Results indicate that high quality reflectance re-
covery is in fact possible in such a setup. We carried out a
variational study in a simulated environment to investigate
how a range of uncertainties in system parameters affect the
quality of the estimated reflectance properties. The goal of
this study is to provide system designers with a lookup ta-
ble of system parameter uncertainties required to recover
a given material at a given quality-level. This is needed
in the design phase of future systems for full appearance
acquisition. Tables 1 and 2 provide this information and
demonstrate that even under the poor gonioreflectometric
conditions provided by a SL system, very high quality re-
flectance may be recovered. An interesting insight gained
here is that uncertainties in surface normals in fact have a
smaller impact on the quality of estimated BRDFs than one
might have expected. Likewise, uncertainties in illumina-
tion properties, including position and intensity, have little
influence on the recovered reflectance.
Although the experiments carried out here are only simu-
lated, we believe that they reflect well what can be expected
from real world measurements. It has not been the inten-
tion with this paper to cover the physical implementation of
this pipeline as well as the performance of the approach in
real-world scenarios. Nonetheless, the images presented in
figure 2 do in fact originate from an actual implementation
of the system, demonstrating that it also works in practice.
It is our intention to elaborate on these results in the future.
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Abstract. The study of visual attention in humans relates to a wide
range of areas such as: psychology, cognition, usability, and marketing.
These studies have been limited to ﬁxed setups with respondents sitting
in front of a monitor mounted with a gaze tracking device. The introduc-
tion of wearable mobile gaze trackers allows respondents to move freely in
any real world 3D environment, removing the previous restrictions.
In this paper we propose a novel approach for processing visual atten-
tion of respondents using mobile wearable gaze trackers in a 3D environ-
ment. The pipeline consists of 3 steps: modeling the 3D area-of-interest,
positioning the gaze tracker in 3D space, and 3D mapping of visual
attention.
The approach is general, but as a case study we created 3D heat maps of
respondents visiting supermarket shelves as well as ﬁnding their in-store
movement relative to these shelves. The method allows for analysis across
multiple respondents and to distinguish between phases of in-store orien-
tation (far away) and product recognition/selection (up close) based on
distance to shelves.
1 Introduction
The study of human visual attention relates to a wide range of areas such as:
psychology, cognition, useability, and marketing. In order to directly study this
in various settings, eye tracking has become a standard method. A common
way of visualizing and analysing gaze data is using Areas Of Interest (AOI) and
attentional heat maps [13]. The heat maps represent the spatial distribution
of eye movement throughout the AOI and can often be used for quantitative
analysis. The most common method of visualizing heat maps is using a Gaussian
based solution. Here, four parameters are used to determine the appearance of
the heat map: the width of the basic construct, the use of ﬁxations vs. raw data,
whether accounting for duration of ﬁxation and the mapping color altitude form
[3]. For many years, mapping visual attention as heat maps has been limited
to static setups with respondents sitting in front of a screen mounted with a
stationary calibrated gaze tracker. Such a setup can accurately map the visual
attention as a heat map of what is projected on the screen, but obviously limits
c© Springer International Publishing AG 2017
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Fig. 1. Supermarket vegetables shown as a 3D model with heatmap and respondent
viewing points.
the visual attention to a 2D surface. The recent introduction of mobile wearable
gaze trackers (Fig. 2) enables data collection in about any real-world environ-
ment. On mobile wearable eye-trackers, the scene is recorded using a front facing
camera, and gaze data collected from eye tracking cameras can be projected onto
this video. Despite the potential of introducing recordings of three dimensional
scenes, common for both the stationary and mobile wearable eye-tracker is that
ultimately the data is still recorded and analysed in 2D.
Fig. 2. Tobii Pro Glasses 2 [12]. A wear-
able gaze tracker that tracks a respondents
eye movements using IR cameras, while
also recording the environment with a front
facing video camera.
Mapping visual attention data
recorded in a 3D space to a 2D
heatmap is not straightforward. A sim-
ple approach is to ﬁnd the best homo-
graphic correspondence between a ref-
erence image and a given frame from
the eye-tracker, and then map the gaze
according to this homography [4,12].
Figure 3 shows common errors in map-
ping using a homography relative to
the actual mapping onto a 3D AOI.
We argue that gaze collected in 3D
mapped onto a 2D reference image
using a homography will always be
limited as a result of incorrect map-
pings.
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Fig. 3. This ﬁgure shows the common errors relating to mapping gaze. The top row
shows a respondents viewpoint of an AOI with the gaze point in green, while the second
row shows a reference view of an AOI with gaze mapped as homography mapping in red
and mapping according to 3D structure in blue. First column shows mapping, when the
viewpoint of the respondent and reference coincide. In this case, homography mapping
and mapping according to 3D structure will be identical and perfectly overlapping.
Column 2 and 3 show the mapping, when respondent is closer to or further from
the AOI. Using homography mapping, the gaze point does not change along with the
movement of the respondent. Row 4 and 5 show how the mapped gaze changes shape
according to changes in viewpoint for the 3D mapping, while homography mapping
does not change accordingly. The ﬁnal column shows the error, when the homography
is oﬀset from the plane of the actual viewpoint, which introduces parallax error. (Color
ﬁgure online)
We propose a solution to these problems and limitations by modelling an
AOI in 3D as a reference for mapping gaze data. The reference model is recon-
structed from photographs of the AOI to establish a good base for image feature
matching and a high quality model mesh. We demonstrate a fully automatic
pipeline for generating a 3D attention heat map, and furthermore the possibil-
ity of calculating the respondent viewing points as shown in Fig. 1. Our pipeline
enables spatial ﬁltering, positioning and orientation relative to the selected AOI,
as well as correlation of multi-respondent data. We use supermarket shelves as
a case study, but our pipeline is not limited to this setup. Our method requires
a standard digital camera to capture images of the reference model, and a wear-
able gaze tracker with a front facing camera, such as the one shown in Fig. 2, for
recording the scene and gaze data.
There are a number of recent studies that addresses the need to move map-
ping of visual attention to 3D. [11] introduces the potential of measuring 3D gaze
coordinates from head-mounted gaze trackers, and [9] proposes visualisation of
3D gaze data on to virtual computer generated models. A method similar to our
pipeline is described in [10], which demonstrates the use of a Microsoft Kinect
to create a 3D reference model. Our method diﬀers by using images to create a
more dense point cloud, which also enables us to backproject the heat map to a
traditional 2D visualization for comparison.
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2 Data
We have collected data in both a real world supermarket and using a mock-up
supermarket shelf in our lab. Reference data of the AOIs have been captured
using a digital mirrorless camera: a Panasonic GH4 with a 12mm lens (24mm
in 35mm equivalent). To collect respondent data we have used the Tobii Pro
Glasses 2 wearable gaze tracker [12] (Fig. 2), which collects the respondents view
using a front facing video camera, while also recording the respondent gaze
direction using 4 infrared cameras facing the eyes. Both cameras were calibrated
using a standard checkerboard approach [16]. Data was collected of four in-store
product sections in a supermarket: wine, vegetables, ﬂour and cereal, as well as
a mock-up of the cereal section in our lab. We used the digital camera to capture
sets of reference images to cover the desired AOIs (12–20 images of each AOI).
Gaze and video data were collected of respondents visiting the given sections (16
sets), visiting the store but acquired to get cereal (4 sets), and ﬁnally, presented
for a mock-up of the cereal section in the lab (6 sets). All gaze data samples are
raw, so no ﬁxation ﬁltering has been applied [3].
Fig. 4. The 3 steps in our proposed pipeline to construct 3D gaze mapping: Modelling
of an Area-Of-Interest, Eye-tracker frame positioning, and ﬁnally the gaze mapping.
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3 Method
In order to map gaze data onto a 3D AOI, we propose a pipeline consisting of
three parts (Fig. 4): construction of the 3D AOI reference model, localization of
the wearable gaze tracker frames relative to the reference model, and ﬁnally gaze
mapping onto the AOI as a heat map.
3.1 Modelling a 3D Area-Of-Interest
The 3D AOI reference model is built using a series of images of the AOI. This task
is divided further into three steps (Fig. 4). First, we use structure from motion
to ﬁnd the spatial camera positions and a sparse point cloud representation. We
have opted for a structure from motion (SfM) [6] implementation, which requires
a sequence of images followed by an image rectiﬁcation based on the parameters
obtained from the camera calibration. SIFT descriptors [7,15] are found in each
image and sequentially matched across the sequence of images in an iterative
fashion. Images with suﬃcient feature matches are included, while the extrinsic
camera parameters are estimated and reﬁned using bundle adjustment [14].
Given the estimated extrinsic camera parameters, we move onto dense point
cloud estimation using the patch-expansion approach to multiview stereopsis
proposed by Furukawa and Ponce [2]. This method robustly produces dense
representations from which a surfaces are reconstructed using Poisson surface
reconstruction by Kazhdan et al. [5]. A 3D modelled AOI from the cereal section
in a supermarket is shown in Fig. 5(a).
As a preparation step for the localization of the wearable gaze tracker later
in the pipeline, we use backprojection with depth management of the 3D AOI
to project the model into each reference image. This is done in order to project
2D SIFT descriptors [7] into the 3D space, allowing the 2D descriptors between
each frame from the gaze tracker and 3D AOI to be compared.
(a) 3D Area-Of-Interrest reference model.
AccX :  0.3
AccY :-13.2
AccZ: -3.8
||Acc||: 13.8m/s 2
GyroX : -2.0
GyroY : 24.4
GyroZ:  5.0
||R||: 25.0 o /s
Total inliers: 32
Current time:  8.00
(b) 3D AOI backprojected onto a gaze
tracker frame.
Fig. 5. The 3D AOI in (a) is backprojected onto an undistorted gaze tracker frame
and the gaze point with trace from previous frames (b). The frame is shown in black
and white, while the projection is shown in color.
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3.2 Wearable Gaze Tracker Frame Localization
In order to correctly map gaze data on the 3D AOI, each frame from the gaze
tracker has to be positioned relative to the AOI (if visible). The SIFT descriptors
in each frame are matched with the reference 2D descriptors projected into
3D space, when constructing the 3D AOI. These correspondences are sent to a
2D to 3D pose solver, which ﬁnds the best ﬁt camera pose using a RANSAC
approach discarding outliers [1]. Given suﬃcient corresponding points, the solver
will return the correct camera pose relative to the AOI. Without suﬃcient good
matches the solver either fails or returns a false camera pose. Since a given frame
might not cover any part of the AOI, the resulting matching consists of either
a lot of true positive or a few false positive matches. Figure 5(b) shows the 3D
AOI backprojected into a frame from the wearable tracker using the estimated
camera pose. This backprojection is an immediate sanity check, showing the
correctness of the pose estimation. Incorrect pose estimates tends to be very
inconsistent from one frame to the next. To speed things up we have used the
above approach to ﬁnd the pose in keyframes, which are followed by frames,
where the correspondence points are tracked using optical ﬂow [8] (1 keyframe
followed by 5 optical ﬂow frames). This is substantially faster than ﬁnding and
matching features in each frame. The pose solver is initialized with the pose from
the previous frame, which along with the optical ﬂow gives timewise consistency
in the pose estimation.
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(b) Flour shelves
Fig. 6. Estimated respondent poses from visits to the cereal and ﬂour shelves with
timestamp. First row of plot: the framewise number of inliers (y-axis) in the camera
positioning solver. Green points are included as reliable and red points are considered
noise. Noise points are ﬁltered out based on spatial and rotational inconsitency. Second
and third row of plots are the rotation and translation with inliers shown as a connected
graph and the few outliers as single points. (Color ﬁgure online)
72 R.R. Jensen et al.
(a) Estimated poses (b) 3D gaze points
(c) Cereal heatmap (d) Flour heatmap
(e) Wine heatmap (f) Mock-up heatmap
Fig. 7. Poses, gaze points and heatmaps obtained from the data of the 5 sections
included in our study.
3.3 Mapping Gaze Data
The pose estimation is unbiased and may results in a few faulty poses. We
consider these noise and use the following approach to ﬁlter them from the good
poses. Correct pose estimates between consecutive frames is assumed to have
small variation, while incorrect poses are very inconsistent. This inconsistency
is used to identify and discard faulty poses. In Fig. 6 the good pose estimates
is shown as a connected graphs with discarded poses as outlying points. The
number of inliers returned from the 2D to 3D pose solver is a good estimator of
correctness, but thresholding this number is not as robust as ﬁltering the pose.
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A respondent moving in front of the AOI is shown in Fig. 7(a). Using the
good poses, the gaze can be mapped onto the 3D AOI model creating a 3D
heat map as seen in Fig. 7(b). The gaze intersection with the 3D model is found
using backprojection with depth management into the current frame, which is
signiﬁcantly faster than calculating the intersection between the line of sight and
the 3D model.
A similar approach is taken, when creating the heatmap. Here a predeter-
mined symmetric 2D Gaussian function with center at the gaze coordinate is
added to a sum map of Gaussians in 3D space. Using a Gaussian serves both
the fact that sight is not an inﬁnitely small point, while also incorporating some
uncertainty in the gaze estimates. Discussions about the size of the Gaussian,
and whether the raw gaze data or ﬁxation ﬁltered data should be used is beyond
the scope of this work. The resulting heatmaps visualized on the 3D AOIs can
be seen in Figs. 1 and 7(c) to (e).
One beneﬁt worth noticing is, that the approach of mapping Gaussian to
the backprojection of the AOI allows for a normalization of the contribution
from each gaze point. It also addresses the problems shown in Fig. 3. When a
respondent is close, the covering of the Gaussian gaze point of the 3D AOI will
be small with a locally high intensity. Respondents far away will cover a larger
area in the 3D AOI, which will result in less locally intensive mapping. It also
handles change in perspective, while eﬀectively shaping the Gaussian according
to the viewpoint without introducing parallax error. Since the sum of Gaussian
gaze points is done on a 3D model, the heatmap can be projected into any frame
or reference image. The backprojection of the a heatmap is shown in Fig. 8(a)
as an overlay to the original image.
(a) 3D heatmap backprojected into refer-
ence image
(b) 2D heatmap from iMotions software
Fig. 8. Heatmaps based on 3D gaze mapping and 2D gaze mapping. For the 3D
mapping the heatmap has been backprojected into the DSLR frame used for the 2D
mapping.
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4 Results
The core of our presented pipeline is the ability to correctly ﬁnd the pose of the
wearable gaze tracker relative to the 3D AOI in a given frame. Validating this
after ﬁltering puts each frame in one of four categories:
True positive correctly detecting the AOI.
True negative correctly not detecting the AOI.
False positive incorrect detection of the AOI.
False negative incorrectly not detecting the AOI.
Reviewing the output videos with 3D AOI overlay backprojected as presented
in Fig. 5(b) is an easy way to quickly asses the quality of the AOI detection. Such
a review shows non or only a very few false positives, but some false negatives.
Since the gaze tracker has a very small sensor, the sensor struggles with low
indoor light, which results in both frames with motion blur from head move-
ment and rolling shutter. In the supermarket setting, these frames provide the
vast majority of false negatives and one could debate, whether they are actually
false negatives. Occlusion from people or other shelves can also cause false neg-
atives. Reviewing both the frame positions as a graph in Fig. 6 or the resulting
spatial positions in Fig. 7(a) are can also provide quick qualitative veriﬁcations
in addition to reviewing a video with backprojected 3D AOI.
We have reprojected the heatmap into a reference image, which has also been
applied homography gaze mapping using the iMotions 6.2 software [4] and the
results are shown in Fig. 8. The heatmaps are both based on raw data samples
but using diﬀerent techniques: 3D mapping and homography mapping respec-
tively. This means they cannot be compared directly, however there have clear
similarities of the path pattern and duration of attention.
5 Conclusion
We have successfully created 3D AOIs and heat maps for respondents visiting
the ﬁve sections in our data set: vegetables, cereal, ﬂour, wine, and cereal mock-
up. Our proposed pipeline does away with the problems relating to mapping
gaze using a homography. The proposed pipeline is fully automatic and runs at
∼2 fps using a combination of Matlab, mex, vlfeat and OpenCV. A full C++
implementation will provide further speed up, but the scope was to demonstrate
a feasible pipeline, which allows researchers to spend time only on the results,
once processed. Concerns such as visual attention mapped based on ﬁxation vs.
raw data, size of the Gaussian gaze point, and cross respondent analysis has
not been evaluated. We found that our pipeline works well in in-store settings,
since store products tend to have very distinct image features. However, settings
with only repeating image features, such as frames with only the same prod-
uct present, complicates the feature matching. This is often the case, when the
respondent is very near a product shelf. On the other hand, detection works
well in the case where the respondent is inspecting the shelves at an arm length
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distance, which in many cases is the important frames for generating heat maps.
Our approach provides a fully automatic method of mapping gaze data and posi-
tioning of the respondent relative to the AOI, thus adding another dimension to
the resulting data.
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Figure 1: Screen capture from the Virtual Reality application. A point cloud of jugglers is displayed, the left and right images
show the point cloud before and after the juggling pins have been annotated by the user.
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1 INTRODUCTION
We present a Virtual Reality (VR) application for labeling and han-
dling point cloud data sets. A series of room-scale point clouds are
recorded as a video sequence using a Microsoft Kinect. The data
can be played and paused, and frames can be skipped just like in a
video player. The user can walk around and inspect the data while
it is playing or paused. Using the tracked hand-held controller, the
user can select and label individual parts of the point cloud. The
points are highlighted with a color when they are labeled. With a
tracking algorithm, the labeled points can be tracked from frame
to frame to ease the labeling process. Our sample data is an RGB
point cloud recording of two people juggling with pins. Here, the
user can select and label, for example, the juggler pins as shown in
Figure 1. Each juggler pin is labeled with various colors to indicate
different labels.
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2 MOTIVATION
We consider the use case of viewing animated point cloud data in
VR. Although individual frames appear grainy and low-resolution,
when they are animated, they produce a lifelike effect that is suitable
for representing dynamic real-world scenes. However, without
any labeling or metadata, it is difficult to edit or modify these
scenes. Labeling a person with a name, or changing the color of an
object would be examples of basic editing tasks. Segmenting the
point clouds in each frame, and establishing how the segments in
each frame correspond with those in surrounding frames, makes it
possible to perform such tasks.
Furthermore, the same set of user interface affordances can be
used for other use cases as well. The demand for large labeled
point cloud data sets is increasing as the need for classification
algorithms for such data is gaining popularity, especially for data-
driven approaches like deep neural networks. Navigation of self
driving cars, social robots and robot interaction in general often rely
on 3D data that needs to be classified or segmented. Additionally,
the use of 3D sensors is increasing, while these sensors are getting
more mobile, better and more available. This enables the potential
for more and better 3D point cloud data. The website Semantic3D
[Semantic3d 2016] provides examples of large labeled 3D point
cloud data sets. Oftentimes, such 3D data sets are labeled manually
using a 2D computer monitor and a computer mouse or similar
input device. We argue that a two-dimensional human-computer
interaction with three-dimensional data can be inefficient in many
cases. For example, the labeling problem is more difficult with a 2D
interface when the orthogonal xy, xz, or yz planes do not separate
the points to be labeled from those surrounding them.
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Figure 2: The juggling pin is being labeled with a blue label
using the hand-held controller. Haptic feedback in the con-
troller is provided when points are selected.
We present an application that demonstrates an intuitive way
to inspect and label 3D point cloud data. The user simply inspects
the data by moving around in the 3D point cloud, as one would do
in the real world. Labeling is done by pointing and drawing in the
3D space with a hand-held controller to mark relevant parts of the
data.
3 DETAILS
Wehave recorded a data set using aMicrosoft Kinect 2 and a custom-
built software tool. The software records and converts the depth
map and rgb video stream from the Kinect to a point cloud and
stores the (X ,Y ,Z ,R,G,B) data in a binary format. The point clouds
are recorded and stored approximately 30 times per second. The
set of point clouds is loaded into the VR application and visualized
at room scale. We use the HTC Vive setup for VR, which enables
tracking of both headset and the hand-held controllers. Using the
touchpad on the hand-held controller, the user can navigate back
and forward in the point cloud frames. A marker-tool is attached to
the controller and this can be used like a paint brush to label points
in the point cloud (see Figure 2). Haptic feedback is provided when
selecting the points to add the feeling of physically interacting
with the data. Individual parts of the point cloud can be labeled
with different labels, each represented by varying colors. The user
can switch between labels on the controller touchpad, as well as
choosing an eraser-tool to unlabel points in the point cloud. We
argue that interacting with 3-dimensional data in this way is an
easy and fast alternative to a traditional 2-dimensional interface
such as a mouse or a touch screen.
To ease the labeling across frames, we have added a tracking
feature to automatically label subsequent frames in the point cloud
set. The tracking algorithm fits labeled points in f ramei to a portion
of points in f ramei+1, so that we can predict labels from one frame
to the next. Figure 3 shows how three individual parts of the point
cloud has been labeled, and then tracked from one frame to the
next. We implemented two algorithms to fit labeled points. The first
one is an Iterative Closest Point (ICP) algorithm [Besl et al. 1992],
which iteratively detects the closest point in f ramei+1 for each
labeled point in f ramei and estimates the current best rotation
Figure 3: Three frames from the point cloud data. The jug-
gling pins are labeled individually (red, green and blue) by
the user in the first frame. The tracking algorithm is used to
track points from one frame and automatically label them
in the next.
and translation to update the positions of the labeled points. This
iterative process terminates until a predetermined stop criteria
satisfies, for example, the spatial difference between labeled points
and matched points converges. The second algorithm follows the
same pipeline as the first one, but is augmented with color support
to improve tracking accuracy. Instead of detecting the spatially
closest point, the second algorithm selects, for each query point,
the point with the most similar color from k-nearest neighboring
points as the match. We build a k-d tree [Brown 2014], which can be
pre-calculated for each point cloud, to expedite the nearest neighbor
search.
Our method is not limited to Kinect data, thus data of varying
scale and resolution can be visualized and labeled. We also empha-
size the potential of this application for modifying point clouds,
such as deleting noisy points, or cutting out relevant parts of the
data using the same type of labeling and selection method.
4 CONCLUSION
We have realized an application for visualizing and labeling point
clouds in Virtual Reality. The application demonstrates that it is
possible to label and inspect large sets of room-scale point clouds
in a fast and intuitive way. With the application, it is possible to
select and track parts of the data to speed up labeling in sequences
of point clouds. We believe that is a step in the direction towards
incorporating point clouds into an efficient production pipeline for
realistic animated virtual reality content, and more high precision
labeled point cloud data sets for a variety of other applications as
well.
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Figure 1: Pictures illustrating our VR demo application, with an in-game screenshot (left) and a picture of the setup (right).
Paintbucket, table and lightbuld models ©TurboSquid.com, environment maps ©HDRMaps.com and ©Joost Vanhoutte.
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1 INTRODUCTION
This is a virtual reality (VR) painting application that enables the
user to paint on 3D models with real measured materials, much like
in the physical world. A scanned physical object can be imported
into the VR application, and the user can paint on the surface of
the object with a virtual hand-controlled paint brush. The user is
presented with several paint buckets, each containing a material
known from the physical world. These materials are measured bidi-
rectional reflectance distribution functions (BRDFs) of real physical
SA ’17 VR Showcase, November 27-30, 2017, Bangkok, Thailand
© 2017 Copyright held by the owner/author(s).
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materials. The materials and objects present in VR are thus repre-
sented as they would be in the physical world, and the user can
control both the environment lighting and a single light source. The
application enables analog artists to apply their skills directly on a
digital model and it enables engineers to directly inspect BRDFs in a
fast and intuitive way. Figure 1 is a screenshot from the application
showing models that have been painted with BRDFs.
2 MOTIVATION
The realization of our VR demowasmainly driven by two objectives.
The first was to have an intuitive and practical way of inspecting and
visualizing measured BRDFs. Our application enables the user to
apply BRDFs to 3D objects in a simple way that mimics the action of
painting in real life. The user can also interact with the environment
and the objects through an intuitive interface. Some of the actions
the user can perform consist of modifying the light source intensity
and position, the environmentmap, and the position and orientation
of the objects. All these features allow us to quickly visualize and
inspect a chosen BRDF under different lighting conditions without
having to interact with a complicated interface.
Our second objective was to have an application useful in indus-
trial and artistic design [Wald et al. 2006]. We provide a new way
for artists, both digital and analog, to transfer their skills to the 3D
domain by painting materials directly on 3Dmodels that they might
have created or scanned from real objects. By providing a real-time
rendering environment, we enable artists to immediately see the
final results of their creations under different viewing perspectives
and lighting conditions. With this VR application, we aim at moving
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Figure 2: Interaction (left) and paintbrush (right) controller.
Note the icons allowing to change the model and the brush
size, respectively. See Figure 1 for copyright notice.
a first step towards the creation of a tool that will allow artists to
apply materials and colors in a way that is similar to what they
would do in the real world. Thus, we support the more traditional
artistic workflow rather than inventing new artistic workflows for
editing BRDFs [Colbert et al. 2006].
A user entering the virtual world will see a simple scene: a table,
calibrated to match the position and height of a table present in
the real world, a set of paint buckets containing different materials
based on measured BRDFs, several 3D models, and a light-bulb.
The user interacts with the scene through two handheld trackable
controllers, one used as a painting tool and the other one as a
grabbing and interaction tool. He/she can grab, move, rotate, and
scale the 3D models with one hand and paint and select a different
material with the other. The user can also move the position of
the light-bulb and its intensity to get an immediate feedback on
the appearance of their work. Furthermore, we use haptic feedback
to enhance the interaction between user and objects in the scene.
Our application thus creates a bridge between the digital and the
physical domain, with an interface known from the physical world
that the user is already familiar with. All these features help users
immerse themselves and unfold their creativity in an environment
similar to what they would see in a real artist’s studio, and we have
aimed to make this environment as interactive as possible.
3 DETAILS
Our demo is an HTC Vive setup (https://www.vive.com/), using
the two provided controllers as interaction devices. One of the con-
trollers is used for interaction, while the other acts as a paintbrush.
The interaction is activated using the trigger button on the con-
troller, and is used for grabbing and moving objects, including the
light bulb above the table and the paint buckets. We use the small
spheres on the left side of the table to change environment map.
Finally, we have an undo button on the right to undo/redo the last
action performed. Dipping the paintbrush into a bucket changes
the BRDF that it will paint with. Based on the controller touchpads
(see Figure 2), we also added interactions for changing object size
(while grabbed), paintbrush size (on the paintbrush controller), and
light intensity (while the light is grabbed).
We use measured BRDFs both from the MERL database [Matu-
sik et al. 2003] and from our own laboratory. The scene has two
light sources: an environment map and a movable point light in
the form of a light bulb. The environment map contributes with
background, reflections, and an ambient term. The ambient term is
computed through standard spherical harmonics multiplied by the
bihemispherical reflectance ρ of each measured BRDF, calculated
in a preprocessing step using Monte Carlo integration. We mul-
tiply the environment map reflected color by ρ and by the factor
min(1, fmaxCρavg − 1), where fmax is the peak value in the measured
material, ρavg is the average of the three channels of ρ, and C is a
user-defined constant. In case of a material with a strong reflection
peak (such as a metallic paint), ρavg ≪ fmax and the factor will
be equal to one. In a case of a more diffuse material, ρavg ≈ fmax
and the reflection term will not be included. To paint the material,
we intersect a sphere with the vertices of the model. For materials
without a UV map, we write a material label on a per-vertex data
structure. If a UV map is present, we first generate a secondary
texture that maps vertex coordinates to UVs and then write the
labels into a texture using the generated mapping.
4 USER FEEDBACK AND CONCLUSION
We invited an analog artist, a design engineer, and two 3D artists to
test our application. They all found the interface intuitive to work
with. Most noticeably, the analog artist used the full system without
any previous VR experience after a one minute verbal instruction.
This supports the objective of our application to enable transfer of
artistic skills from the analog to the digital domain. Users noted
the bulkiness of the controller compared to real-life painting tools
such as a brush or a pencil. We accept this limitation of the system,
hoping for smaller, lighter, or more customizable solutions in the
future, like the stylus presented by Jackson and Keefe [2016].
Our VR painting application enables the user to paint on 3D mo-
dels with measured BRDFs. Our users praised how our application
is intuitive to use, and how it creates a bridge between the analog
and digital skills. Furthermore, it enables a fast and intuitive way
to inspect BRDFs under various lighting conditions.
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1. Introduction
Over the previous years, we have at the Section for Im-
age Analysis and Computer Graphics at the Technical Uni-
versity of Denmark been working on generating high qual-
ity data sets for computer vision via our lab setup using a
6-axis industrial robot. This has provided a new data set
aimed at feature matching [1, 4], and two data sets aimed
at multiple view stereo [14, 16]. The resulting data sets
are publicly available via http://roboimagedata.
compute.dtu.dk/.
The evaluation of computer vision algorithms on these
data sets has provided useful insights on realistic scenarios
by setting a rigorous framework for evaluation. The results
of these efforts have been well received by the community
and the hardware and software platform associated with the
robot is now well developed. We are currently in the pro-
cess of making three new data sets aimed at 3D vision, with
a special focus on the more challenging aspects, such as
radiometry and the modelling of non-rigid objects. The
construction of these data sets all leverage on our robotic
setup’s ability to produce ground truth camera and surface
geometry, as briefly outlined in Section 2, and there is a
great deal of commonality in the making of the data sets.
This abstract describes our current ongoing work on this
data set construction for 3D vision. The data sets include:
1. A direct extension of our large multiple view stereo
(MVS) data set [14], where we are now includ-
ing transparent and semi transparent objects into the
scenes, Section 3. A challenge in doing this is getting
the ground truth geometry of the transparent objects.
2. A data set addressing the radiometric challenges in 3D
vision as presented in Section 4 where we aim at ex-
tending our MVS data set by explicitly measure the
bidirectional reflectance distribution function (BRDF)
of the surfaces. This will have the additional feature to
finally give a data set for evaluating photometric stereo
with a ground truth.
3. An extension of our data set on feature matching to
Figure 1. Photos of the 6-axis industrial robot mounted with two
cameras and a projector. Cameras allow for MVS, and in conjunc-
tion with the projector SL provides ground truth point clouds.
evaluate these algorithm with non-rigid objects, (Sec-
tion 5) where we use actuators to make stop motion
3D data sets. This data set will also evaluate Non-rigid
Structure from Motion (NRSfM) with realistic objects.
2. Brief System Overview
Our experimental setup, cf. [1], is built around a 6-
axis ABB IRB 1600 industrial robot, providing a flexible,
precise, and highly repeatable camera pose. The robot is
mounted with two Point Grey Grasshopper3 3376×2704 8-
bit RGB cameras and a projector (for previously published
datasets the cameras were 1600 × 1200 8-bit Point Grey
Scorpion cameras). From each position ground truth sur-
face point clouds are obtained using structured light (SL),
and stereo images with a 32 cm baseline are captured with
the camera pair. Five individually controlled 6500K LED
tube lights allow for soft natural illumination of scenes from
varying directions. Figure 1 shows the robot.
Previous evaluations of our system [14] have shown that
the ground truth samples obtained through SL have good
accuracy with a surface standard deviation of 0.14 mm. We
expect similar or better performance in this data set. Posi-
tioning repeatability of the robot is very high, with a stan-
dard deviation of 0.0031 mm over two months.
Additional instruments used for generating the data in-
clude a CT (Computed Tomography) scanner for ground
truth geometry of transparent objects (described in Section
3) and an illumination arch for controlled directional light-
1
Figure 2. Preliminary images from our data set. In the first row,
three glass objects (sphere, bowl, teapot) with markers placed on.
On the second row, three calibration and rendering tools part of the
pipeline: a black and white checkerboard (coordinate estimation),
an X-Rite ColorChecker R© (color balance compensation) and a
chrome sphere (environment light evaluation).
ing (described in Section 4).
3. Transparent Objects
Our goal is to extend our original MVS dataset to ac-
count for transparent objects where the focus is on recon-
struction of geometry and appearance. Usually, the radio-
metric behavior of the objects used in 3D reconstructions
is assumed diffuse and opaque. This leads to a number of
simplifications that we cannot apply to transparent objects.
In the case of transparent objects, refraction and reflection
cause distortion effects that complicate reconstruction.
Previous methods acquire data sets useful for image-
based rendering of a transparent object [18, 11]. However,
these methods do not produce an actual triangle mesh and
require special rendering techniques for reconstruction of
the appearance of the transparent object. A survey on meth-
ods that do provide a triangle mesh is available [13]. In
this survey, they note that CT scanning of refractive objects
like glass is costly but straight forward. Thus, we use CT
scanning to obtain ground truth geometry. Another way is
to acquire shape and pose of a transparent object from mo-
tion [3]. In any case, there seems to be no data set, like the
one we propose, which is useful for multiple view recon-
struction of transparent objects.
3.1. Data
Our data set contains a set of multiple view HDR im-
ages of three glass objects with different radiometric prop-
erties (top row of Figure 2). We use a solid sphere, a bowl
with lid (composed of two parts) and a teapot with multiple
thin glass layers (composed of three parts). The walls of
the bowl and the teapot have different thickness. A diffuse
backdrop is provided for the objects. We have made this
as a gradient checkerboard, so that one half of the squares
varies in color from left to right, and the other half varies in
color from top to bottom. In this way, we can see how light
reflects, refracts and scatters through the objects. The re-
fractive index of the glass objects will be estimated directly
from the scanned images, or, if this is unsuccessful, by the
use of a refractometer. We marked the objects with small
black plastic spheres, in order to easily determine their po-
sition relative to the scene. In our data set, we also provide
high-resolution triangle meshes generated from CT scans.
We use these scans as ground truth for either geometrical
reconstruction algorithms or physically based rendering al-
gorithms for appearance modelling.
Our current data set creation procedure is as follows.
First, we choose a sequence of camera positions and ori-
entations for our industrial robot. The robot enables us to
reproduce a given set of positions and orientations with a
very high precision. Then, we capture a first set of images
placing a black and white checkerboard in the scene. This is
done to obtain the camera positions relative to the scanned
objects and calculate camera parameters for the setup. Sec-
ondly, we scan a commercial color checker, which allows
us to compensate for color channel alterations in the final
images. Finally, we scan a chrome sphere to get an HDR
environment map of the surroundings. We use the result-
ing map as a light source in our rendering algorithms [5],
so we can simulate the resulting scene with high precision.
After these three calibration steps, we can finally scan the
glass objects using the same pre-defined path used for the
calibration images.
Once compiled, we are planning to use this data set to
verify that the radiometric models [9] properly describe the
radiometric properties of the scene. To do this we plan to
feed the ground truth of our data into a custom-built ren-
derer based on the NVIDIA OptiX library [20], and see how
well it reproduces the images. If successful, we have a val-
idated computational model, which in principle we ‘just’
have to invert to do 3D reconstruction of transparent ob-
jects. Following this we plan at applying state of the art
3D reconstruction algorithms and quantify how far the state
of the art has come toward solving this central 3D vision
reconstruction problem.
4. BRDF measurements and Photometric
Stereo
The radiometric behaviour of an object plays a crucial
role in MVS. Often this behaviour has been ignored or at
most assumed Lambertian. This allows for acceptable re-
constructions of geometry, but often poor recovery of the
reflectance. For more accurate MVS and reflectance cap-
ture, the BRDF of an object should be taken into account
and this is a problem that receives a growing amount of
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attention [24, 15]. Within the field of photometric stereo,
the reflectance of an object is the key element in recovering
surface normals and thereby indirectly the object’s geom-
etry. Also here, assumptions about reflectance are made,
these include e.g. Lambertian behaviour [27] or isotropic
BRDFs [12].
For both of the above areas, a multi-view data set having
ground-truth reflectance behaviour would be of great value,
and does, to our knowledge, not currently exist. We are
therefore now working on a MVS data set where not only
the ground-truth geometry is given, but also a densely sam-
pled BRDF ground-truth for all materials in the scene. In
the following, we will elaborate on the details of how this
data set will be acquired and what it will include.
4.1. Concept
Turntable
Illumination Arc
Halogen light-bulbs
7.5°
Table / Static Surface
ABB IRB 1600
Industrial Robot
1200 mm.
1200 mm.
BRDF acquisition layout
CCD Camera 
mounted
Figure 3. Schematic of BRDF capturing setup. Setup includes a 6-
axis industrial robot holding a CCD (stereo) camera for view, and
an arc in conjunction with a turntable for illumination.
Capturing the reflectance of a material generally re-
quires four degrees of freedom: polar and azimuthal an-
gle of illumination-direction, and polar and azimuthal an-
gle of view-direction, ρ(ωi, φi, ωv, φv). Utilizing our lab-
facility’s 6-axis industrial robot, mounted with a stereo-
camera setup, all view directions (ωv, φv) can effectively
be captured. For illumination directions (ωi, φi), we utilize
an illumination arc and a rotation-table. The arc holds a
range of halogen light-bulbs and is capable of covering the
polar angle φi in 7.5◦ intervals. The rotation-table turns the
target sample with a resolution of < 1◦, thus densely cover-
ing θi. Figure 3 shows a schematic of the BRDF capturing
setup, and Figure 4 is a photo of an actual acquisition scene.
Using the above described setup, we intend to densely
sample the BRDFs of a collection objects whose sur-
faces consist of one or a few, isotropic, BRDFs. The
BRDFs of each material will be stored in the 3-dimensional
Rusinkiewicz frame for isotropic BRDFs [21], as also done
in the MERL database[17], although with a coarser reso-
Figure 4. Capturing the BRDF of an object with known geome-
try. All illumination directions and view-directions are covered
for each type material present on the object.
lution of 7.5◦ in each dimension. In conjunction with the
densely sampled BRDFs, stereo images of scenes contain-
ing the sampled objects will be acquired for a wide range
of directions. Objects will be of relatively low geometric
complexity, and scenes will consist of one or more of the
objects.
5. Non-Rigid Structure from Motion
Evaluating Non-rigid feature matching and NRSfM al-
gorithms1 in a quantitative manner has in the literature
proven to be problematic. Deformations are inherently a
dynamic process and subject to the physical properties of
the objects in consideration. Thus, evaluating deformation
modelling algorithms require a reasonable number of differ-
ent objects and set of motions. Also, given the dynamic de-
formation objects might change their topology (e.g. stretch-
ing and tearing) and easily self-occluded some parts of the
shape. For this reason, many approaches have provided sev-
eral models that fit specific types of deformation, but that
cannot comprise all of them. For this reason understanding
the real performance of methods on realistic deformations
is necessary to push forward advancements in this field.
The central problem of producing reference ground truth
has been approached from many different angles. Several
works compare their methods using synthetically generated
images, as the true 3D geometry is readily available[26, 22,
19, 10]. Another popular approach is using MOCAP data,
mainly human motion, for generating both test video se-
quence with 3D reference points [7, 26, 2, 10, 25]. Both
falls short, as the former often lacks the complexity found
in real-life scenes and the latter provides only a sparse set of
reference points that are likely not to be possible to detect
from images because of occlusions. As stated in [22, 8],
there is a lack of and a need for a real-life NRSfM sequence
with a dense 3D reference.
1A review on NRSfM methods, updated to 2010, can be found here:
[23]
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Figure 5. Robot arm carrying cameras for capturing stop motion
frame and structured light data. A Gray code pattern is currently
being projected onto the object.
We seek to remedy this situation by providing a video
recording of real objects with dense 3D ground truth for
each frame. It will be accomplished using a stop motion
like animation techniques and structured light 3D scanning,
combined in our unique recording setup.
5.1. Concept
We wish to simulate motion in a manner similar to stop
motion animated films. Here a rigid object is moved into
a certain pose, an image is taken, the object is slightly
changed with a deformation, another image is taken etc.
The result is a sequence that, when played at an interactive
frame rate, provides the illusion of motion. We will apply
the same principle here, in generating a benchmarking data
set for NRSfM with ground truth.
Now one may ask, why not just record the motion using or-
dinary video format? After all, stop motion techniques does
not properly reproduce motion blur artifacts that are present
in standard recorded video sequences. Our approach has
several significant advantages that greatly outweigh the loss
of motion blur. Most importantly, we can obtain a 3D
ground truth for each frame. After adjusting the object into
its current frame position and acquiring an image for the
stop motion sequence, we will perform a 3D scan using
structured light. Utilizing gray code patterns we obtain a
dense ground truth so obtaining both the image frame and a
3D reference for benchmarking and validation.
Another advantage is that we can obtain data from multiple
views by acquiring images at different angles thus providing
data for evaluating multi-view NRSfM (e.g. [6]). Further-
more, this procedure provides a great degree of control over
both camera movement and object pose. As each frame is
recorded independently, time in between becomes a non-
issue.
Figure 6. Actuators for manipulating the geometry of the mask.
The image of the mask has been superimposed on an image of the
actuators, illustrating their functionality.
5.2. Implementation
Such data could be acquired by pure manual effort, how-
ever that would be extremely time consuming and error-
prone. As such, a robotics solution is currently being de-
veloped with a the data acquisition procedure that is pre-
dictably and reproducibly implemented. In detail, a robotic
arm move the camera and the projector needed for data
acquisition and structured light scan. From this the view
position can be determined with high precision and repro-
ducibility. Figure 5 illustrates this setup.
Additionally, object deformation will also be automated and
Figure 6 shows an example with an object where a mask re-
sembling a human face is put on top of two actuators. Ma-
nipulating the actuators deforms the mask geometry, simu-
lating facial movement. Similar results can be obtained with
cloth, paper and other deformable materials.
6. Concluding Remarks
We have here presented our ongoing work on making
high quality data sets for evaluating and developing meth-
ods for 3D vision. A motivation for doing this is that we see
a need for this, especially with respect to making data sets
that are large enough, so that it is possible to reasonably de-
termine if differences in performance are a statistical fluke,
or are in fact statistically significant.
By presenting our ongoing work in this forum, we hope
to get valuable and constructive feedback on how these data
sets in the making could be adapted to serve the needs of
the computer vision communities as best possible.
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Learning Refraction with Convolutional Neural
Networks
Note: The following is an ongoing research project, and the results presented
in this technical note are preliminary. The work has been carried out during the
PhD studies and is added because it has high relevance to the other contributions
presented in this thesis. The note is written by Jonathan Dyssel Stets, and the
project is carried out in collaboration with Manmohan Chandraker and Zhengqin
Li, University of California, San Diego and Jeppe Revall Frisvad, Technical Uni-
versity of Denmark.
Refractive objects, such as glass, crystal, ice, and some plastics, all have in
common that light can pass through them. In this note, a refractive object is
mainly going to be a perfect glass, i.e., without air bubbles, surface scratches,
or similar.
Refraction occurs when light changes from one medium to another, and the
angle depends on the propagation speed in the medium. Snell’s Law describes
this relationship. If the incidence angle is very large, then the ray will reflect
instead of refracting. This is known as a total internal reflection, and the angle
at which this occurs is denoted the critical angle. But it can also be the case
that both reflection and refraction occur simultaneously, which is defined by the
Fresnel equation.
Because of these different types of interactions, glass has a unique appearance,
which almost exclusively is determined by its surroundings. Consequently, it
proves to be a complex task for visual systems to cope with glass objects [1],
while humans seem to be able to understand the geometry of glass by visual
inspection. Convolutional Neural Networks have proven to perform quite well
on a broad spectrum of computer vision tasks, such as segmentation or depth
estimation. Such an approach also proves to require a large amount of data, but
rendering of synthetic training images can be a way to solve this need for data
[4]. Consequently, in this technical note, we use a learning-based approach to
investigate the possibility of enabling a computer to understand the geometry
of glass, using synthesized data.
1 Data
When working with deep neural networks, there is a need for extensive training
data. This can be a complicated task as some types of data can be hard to acquire
and when it comes to methods for acquiring geometry of glass, the options are
somewhat limited. We need both photos of the glass and geometric ground truth
information. A common method is to coat the glass with a diffuse spray, like
chalk, and then scan it using a visible light-based approach. This is, however,
a slow procedure, and the glass objects need cleaning and in worst case risk
of losing its original appearance by scratches. A non-intrusive method is to use
a Computed Tomography (CT) scanner, but this scanning and reconstruction
procedure is cumbersome.
Instead, we choose to create synthetic data using the OptiX Raytracing Engine
[7] from NVIDIA. A customizable rendering tool gives complete control over
what data to generate, and images sets can be generated relatively fast compared
to a manual acquisition.
We use a set of high dynamic range environment maps and a set of 3D models.
The models are a combination of models from Shapenet [2], and randomly gen-
erated shapes. A demonstration of the types of data generated by the render is
shown in Figure 1. When generating data, we vary parameters such as rotation
of environment map, rotation, and translation of objects and refractive index.
2 Training
The data is intended for a range of experiments, such as depth estimation, nor-
mal estimation, optical flow, and segmentation. All related to estimating the
geometry of the objects.
As a first attempt, we wish to estimate depth from a single image. This has
been done for real-life scenes [5, 6], which proves to work on a depth dataset
recorded with a Microsoft Kinect. For our project, we use an encoder-decoder
network architecture based on VGG16 [8] pretrained on ImageNet [3] for both
segmentation and depth estimation. The segmentation network is trained with
the mask image, and the depth network is trained with relative depth maps
generated by the renderer. First, the network is trained on images with non-
refractive objects - i.e., a textured version of Figure 1(f). Then it is refined with
images of refractive objects as shown in Figure 1(a).
3 Preliminary Results
The network prediction is here demonstrated on two images shown in Figure 2.
The preliminary results for the mask predictions and depth are shown in Figure 3
and Figure 4 respectively.
The results indicate that depth can be learned for synthetically generated refrac-
tive objects. Potentially, other geometric clues such as optical flow and thickness
(a) Glass image. (b) Reflected only. (c) Refracted only.
(d) MPP Coded. (e) Normal map. (f) Lambertian.
(g) Mask. (h) Depth map. (i) Thicnkess map.
(j) Environment map.
Fig. 1. The different types of rendered data generated for the dataset. 1(d) utilizes a
coded environment map, so this image shows a map of the Most Probable Path of rays
in 1(a), where colors correspond to XYZ locations on the environment map.
can also be learned, enabling a technique to estimate geometry of refractive ob-
jects. Ideally, the renderings are photorealism enough so that the network also
can predict from images of real glass objects. In that case, it would be ideal to
render more everyday-like scenes with glass objects to be used as training data.
(a) Diffuse Test Image (b) Refractive Test Image
Fig. 2. The test images used to demonstrate the diffuse and refractive training results
respectively.
(a) Mask Ground Truth. (b) Mask Predicted. (c) Mask Difference.
(d) Mask Ground Truth. (e) Mask Predicted. (f) Mask Difference.
Fig. 3. Mask images: Top row is the diffuse object from Figure 2(a), and bottom row
is the refractive object from Figure 2(b).
(a) Depth Ground Truth. (b) Depth Predicted. (c) Depth Difference.
(d) Depth Ground Truth. (e) Depth Predicted. (f) Depth Difference.
Fig. 4. Depth images: Top row is the diffuse object from Figure 2(a), and bottom row
is the refractive object from Figure 2(b).
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