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Abstract
Smooth manifolds have been always understood intuitively as spaces that are infinitesimally
linear at each point, and thus infinitesimally affine when forgetting about the base point. The
aim of this thesis is to develop a general theory of infinitesimal models of algebraic theories
that provides us with a formalisation of these notions, and which is in accordance with the
intuition when applied in the context of Synthetic Differential Geometry. This allows us to study
well-known geometric structures and concepts from the viewpoint of infinitesimal geometric
algebra.
Infinitesimal models of algebraic theories generalise the notion of a model by allowing the
operations of the theory to be interpreted as partial operations rather than total operations. The
structures specifying the domains of definition are the infinitesimal structures. We study and
compare two definitions of infinitesimal models: actions of a clone on infinitesimal structures
and models of the infinitesimalisation of an algebraic theory in cartesian logic. The last
construction can be extended to first-order theories, which allows us to define infinitesimally
euclidean and projective spaces, in principle.
As regards the category of infinitesimal models of an algebraic theory in a Grothendieck
topos we prove that it is regular and locally presentable. Taking a Grothendieck topos as a
base we study lifts of colimits along the forgetful functor with a focus on the properties of the
category of infinitesimally affine spaces.
We conclude with applications to Synthetic Differential Geometry. Firstly, with the help of
syntactic categories we show that the formal dual of every smooth ring is an infinitesimally
affine space with respect to an infinitesimal structure based on nil-square infinitesimals. This
gives us a good supply of infinitesimally affine spaces in every well-adapted model of Synthetic
Differential Geometry. In particular, it shows that every smooth manifold is infinitesimally
affine and that every smooth map preserves this structure. In the second application we develop
some basic theory of smooth loci and formal manifolds in naive Synthetic Differential Geometry
using infinitesimal geometric algebra.

Contents
Introduction 1
1 Algebraic Theories 7
1.1 Syntactic approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 The language of cartesian logic . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Deduction system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1.3 Categorical semantics . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.4 Finitely generated free T−algebras . . . . . . . . . . . . . . . . . . . 24
1.2 Enriched Lawvere Theories . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3 Clones and their algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.1 Clones in a category with finite products . . . . . . . . . . . . . . . . 28
1.3.2 O-Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.3.3 Free O-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3.5 The clones of linear and affine combinations . . . . . . . . . . . . . 41
1.4 Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1.4.1 Clones and the syntactic approach . . . . . . . . . . . . . . . . . . . 46
1.4.2 Clones and enriched Lawvere theories . . . . . . . . . . . . . . . . . 50
2 Infinitesimal Models of Algebraic Theories 55
2.1 Infinitesimal structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.1.1 Nil-square infinitesimal structures . . . . . . . . . . . . . . . . . . . 58
2.1.2 Infinitesimal structures generated by relations . . . . . . . . . . . . . 71
2.2 Infinitesimal O-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.3 Syntactic infinitesimally affine spaces . . . . . . . . . . . . . . . . . . . . . 83
2.4 Infinitesimalisation of algebraic theories . . . . . . . . . . . . . . . . . . . . 93
2.5 Infinitesimalisation of cartesian theories . . . . . . . . . . . . . . . . . . . . 102
xii Contents
2.5.1 A theory of infinitesimally affine spaces . . . . . . . . . . . . . . . . 104
2.5.2 A theory of infinitesimal clone algebras . . . . . . . . . . . . . . . . 109
2.6 Properties of categories of infinitesimal models . . . . . . . . . . . . . . . . 112
3 Applications 135
3.1 C∞-Rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.2 Well-adapted models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
3.2.1 The classifying topos of archimedean local C∞-rings . . . . . . . . . 146
3.2.2 Formal manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
3.3 Naive Synthetic Differential Geometry . . . . . . . . . . . . . . . . . . . . . 154
3.3.1 Formal 1-manifolds and loci . . . . . . . . . . . . . . . . . . . . . . 154
3.3.2 The tangent bundle of an infinitesimally affine space . . . . . . . . . 158
References 163
Introduction
Smooth manifolds have been always understood intuitively as spaces that become linear spaces
in the infinitesimal neighbourhood of each point. The infinitesimal geometry underlying a
manifold is thus affine geometry.
To be able to make this last statement precise we need a notion of what it means for points
of a manifold to be infinitesimally close to each other, first. We follow Kock in [Koc06] and say
that two points P ,Q ∈ M of a (formal) manifold are 1-neighbours, if (P −Q, P −Q) is annihilated
by any bilinear form when everything is considered in a chart. This yields a symmetric, reflexive
relation ‘∼1’ on M , which is called the first neighbourhood of the diagonal. An n-tuple of
points (P1, . . . , Pn) ∈ Mn is an infinitesimal neighbourhood (an infinitesimal simplex in the
terminology of Kock), if all points are mutual 1-neighbours. In [Koc09] Kock has further shown
that we can form affine combinations of the points of an infinitesimal neighbourhood, and that
the resulting point is a neighbour of each point. The question that has been left unanswered is
thus: In what sense is a formal manifold a model of the theory of affine combinations? This is
the initial question that has lead to the investigations resulting in this thesis.
It is clear that the affine operations are only defined partially. The domains of definition are
given by the spaces of infinitesimal neighbourhoodsM ⟨n⟩, where n stands for the number of
points in a neighbourhood. The n-ary operations of affine combinations are only defined on
M ⟨n⟩ instead ofMn. The structure that we extract from this example is called an infinitesimal
structure. It satisfies M ⟨1⟩ = M , but M ⟨0⟩ is terminal and not an initial object, as we would
intuitively choose for affine combinations. (The necessity for this choice becomes clear once we
attempt to define infinitesimal models of an algebraic theory with constants.) Furthermore, for
a formal manifold the infinitesimal structureM ⟨−⟩ is generated byM ⟨2⟩, which is the relation
‘∼1’. We do not require general infinitesimal structures to have this property. This gives us more
flexibility for the gluing of infinitesimal structures.
The next problem we face is to find a suitable representation of the theory of affine
combinations; we are dealing with the theory of affine combinations over a non-trivial ring R
in some Grothendieck topos S, after all. A natural choice is to represent the theory of affine
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combinations over R by a clone AR in S. In the internal language of S each AR(n) is the
subspace of ®λ ∈ Rn such that the coefficients sum up to 1. We can show that the syntactic
category of the algebraic theory of rings has a clone of affine combinations of the generic ring.
Every ring in a finite-limit category thus comes along with a clone of affine combinations over
that ring. Also, forming affine combinations of an infinitesimal neighbourhood amounts to an
action of AR(n) onM ⟨n⟩.
It remains to clarify what we mean by an action of a clone on an infinitesimal structure.
For the most part we can simply copy the definition of the action of a clone on a set. To make
associativity work, however, we have to introduce a new axiom: the neighbourhood axiom. For
the affine combinations inM it says that if we fix an infinitesimal neighbourhood (P1, . . . , Pn)
then all affine combinations of theses points will be mutual 1-neighbours. In this way it is
ensured that we can substitute affine combinations into each other as we are used to. The
neighbourhood axiom is a slightly stronger requirement than what has been proved by Kock;
but it is not difficult to see thatM satisfies it as well.
From the consideration of the formal manifold M we have finally arrived at a structural
definition of an infinitesimal model of the theory of affine combinations: it is the action of the
clone of affine combinations on an infinitesimal structure satisfying the neighbourhood axiom.
Since clones (in the category Set) are equivalent to algebraic theories, we obtain a notion of
infinitesimal models of algebraic theories.
For the sake of applications to SDG we would like to have a notion of infinitesimal model
for the syntactic presentation of theories, also. Given a (one-sorted) algebraic theory T we have
to construct its infinitesimalisation I[T], which amounts to introduce a generic infinitesimal
structure and make the operations of T partial. In the framework of categorical first-order logic
both, the definition of I[T] and proving it equivalent to the clone approach for clones in Set
are rather cumbersome. This is because the formalism is not designed to deal with partial
operations conveniently.
It is possible to extend the infinitesimalisation construction to first-order theories. We
give a definition of infinitesimalisation of cartesian theories with the aim to apply it to the
many-sorted algebraic theory of clone algebras and to the essentially algebraic theory of affine
spaces. However, for both examples it becomes clear that the construction of infinitesimalisation
we define is not refined enough. At this stage it can merely serve as a guide for how to do such
a construction.
3Motivation and further research
The motivation behind the research conducted in this thesis is two-fold. First of all, having
a notion of infinitesimal model of algebraic theories allows us to define new types of geo-
metric space in Synthetic Differential Geometry (SDG), namely infinitesimally affine spaces,
infinitesimal groups and infinitesimal vector spaces. We can develop an infinitesimal geometric
algebra, which can then be applied to study structures, concepts and problems in SDG. That
such applications are potentially rich is already indicated by the many successful applications
of infinitesimal affine combinations to SDG in [Koc09]. We shall give a basic account of
infinitesimal geometric algebra in chapter 3.3. Unfortunately, we are not able to include
more sophisticated results, like that infinitesimal affine connections on neighbourhood retracts
are equivalent to infinitesimal affine structures on the infinitesimal structure of second-order
neighbours.
The second motivation draws from the pursuit of the following problems. We would like to
define and understand spaces, which are infinitesimally euclidean, infinitesimally projective,
and, more generally, infinitesimal models of other types of homogeneous geometries. Once we
have such notions we would like to understand their relationship with Cartan geometries.
We also have the hierarchy projective→affine→(euclidean, elliptic, hyperbolic). Affine
geometry can be obtained from projective geometry by singling out a hyperplane at infinity.
The other three geometries are obtained by introducing a quadric in addition to the hyperplane
at infinity. Can we reproduce this hierarchy for the infinitesimal models of these geometries?
In this thesis we will only get as far as showing that we can define infinitesimal models for
first-order theories, which allows us to define infinitesimally projective and euclidean spaces, in
principle. However, as we have remarked before, the construction of infinitesimalisation of
first-order theories, which makes the definition of infinitesimal model possible, is still very
unrefined at this stage.
Structure and outline of the thesis
The thesis is split into three chapters. At the beginning of each chapter we include an outline of
the content and state the main results.
The first chapter The aim of the first chapter is to introduce and compare three viewpoints
on algebraic theories: the syntactic approach via categorical logic, (enriched) Lawvere theories
and clones and their algebras. We introduce algebraic theories in the formalism of cartesian
logic first. Since we will be working with cartesian logic a lot in this thesis we give a detailed
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presentation and a proof of the soundness theorem. To keep the exposition at a reasonable
length we have not included the clauses for coherent and geometric logic, even though we will
use these fragments at the end of the second and in the third chapter.
The section about enriched Lawvere theories is kept very brief. This is because, when
compared to clones and the syntactic approach, Lawvere theories play no further role for the
theory of infinitesimal models as developed in this thesis. On the other hand, we develop the
theory of clones in much more detail. One reason is that clones in finite-product categories seem
to not have been considered in the literature yet; the other is to compare possible definitions of
clone algebras, which will give us more flexibility in applying the theory later on. With the
comparison theorems in mind we show that any algebraic theory induces a clone in the category
Set such that the respective categories of models are isomorphic. The most important example
of a clone for us, however, is the clone of affine combinations. We briefly review the notion of
syntactic category and define the clone of affine combinations in the syntactic category of the
theory T of (commutative, unital) K-algebras for a commutative ring K .
In the last section we prove the comparison theorem that establishes the equivalence of
Set-clones with the syntactic approach. To be able to compare the syntactic approach with clones
in finite-limit categories we introduce the many-sorted algebraic theory of clones and their
algebras. The infinitesimalisation of this theory will be important for the syntactic description
of clones and their infinitesimal algebras later on. We also prove the equivalence of the category
of Lawvere theories enriched in a complete and cocomplete cartesian closed categoryV and
the category of clones inV. We have included this result only to show that, by extending the
well-known result from Set, clones may be understood as enriched algebraic theories.
The second chapter The second chapter on infinitesimal models of algebraic theories is the
heart of this thesis. It has three aims. The first aim is to introduce and compare two viewpoints
on infinitesimal models of algebraic theories based on clones and the syntactic approach. The
second aim is to prove that every object in the syntactic category of the theory T of K-algebras
is an infinitesimal model of the clone of affine combinations, and that all morphisms preserve
this structure. The third aim is to study the properties of the categories of infinitesimal models
of an algebraic theory.
We begin by introducing the notion of infinitesimal structure and show that every object in
the syntactic category of the theory T of K-algebras admits a nil-square infinitesimal structure,
which is the infinitesimal structure generated by the first neighbourhood of the diagonal as
in SDG. If we restrict ourselves to the isomorphism dense subcategory generated by Horn
formulae-in-context, then, with the help of a polynomial version of Hadamard’s lemma, we
5can show that every morphism preserves this infinitesimal structure. Building on results from
linear algebra over commutative rings and computational commutative algebra we are able to
extend this result to a certain classes of formulae-in-context containing the cartesian existential
quantifier. With the notion of infinitesimal structure at hand we can define infinitesimal
models of algebraic theories as actions of clones on infinitesimal structures, which we call
infinitesimal algebras. We generalise the observations made in the first chapter to this setting.
The infinitesimal structure on a Horn formula-in-context is closed under affine combinations
making it an infinitesimal model of the clone of affine combinations. We use the isomorphism
of the full subcategory generated by the Horn formulae-in-context and the opposite category of
finitely presented K-algebras to show that every morphism between Horn formulae-in-context
preserves this action. This argument generalises easily to the opposite category of allK-algebras.
Regarding a notion of an infinitesimal model of an algebraic theory from the syntactic
viewpoint, we introduce the construction of infinitesimalisation of algebraic theories. This
construction takes an algebraic theory, replaces the sort with an infinitesimal structure, redefines
the original operations as partial operations and modifies the axioms accordingly. The resulting
theory is a cartesian theory and we prove a comparison theorem stating that the category
of models of the infinitesimalisation of an algebraic theory is isomorphic to the category of
infinitesimal algebras of the corresponding Set-clone. To be able to capture infinitesimal
algebras of all clones syntactically, and, in particular, infinitesimal models of the theory of
affine combinations, we need to extend the infinitesimalisation to the class of cartesian theories.
The construction we propose here turns out to be too general. We use it as a guide only and
give the infinitesimalisations of the many sorted algebraic theory of clones and their algebras as
well as of the essentially algebraic theory of affine spaces explicitly. The comparison theorems
for both confirm that our constructions are correct.
We study the properties of categories of infinitesimal models over a Grothendieck topos in
the last section. The restriction to Grothendieck toposes is due to our interest in applications to
SDG. It is for the same reason that we are mostly interested in lifting properties of the forgetful
functor from the models to the base topos. Using established results we can show easily that the
category of infinitesimal models is locally presentable and that the forgetful functor lifts limits
and filtered colimits uniquely. Regarding lifting properties for colimits the key result is that the
forgetful functor lifts pushouts of morphisms, which reflect the infinitesimal structure. It is this
property, in general, which allows us to define the infinitesimal model on the colimit by taking
the joins of the images of the respective structures under the morphisms of the colimit cone.
Since the initial object is given by the (total) model over the constants it becomes clear that the
forgetful functor will lift the most types of colimits only for theories without constants, like the
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theory of affine combinations, for example. Indeed, we show that coproducts and all colimits of
diagrams with morphisms reflecting the infinitesimal structure have unique lifts. We conclude
the chapter by proving that the categories of infinitesimal models are regular.
The third chapter The third chapter is about applications of the theory of infinitesimal
models of algebraic theories to SDG. As a first application we use the smooth Hadamard’s
lemma to extend the result about Horn formulae-in-context being infinitesimal models of the
theory of affine combinations in the syntactic category of R-algebras to the syntactic category
of the theory of C∞-rings, and then further to the opposite category of C∞-rings. Since smooth
manifolds have a fully faithful embedding into this category, we obtain that they are infinitesimal
models of the theory of affine combinations and that smooth maps preserve this structure.
The second application concerns well-adapted models. By using the result of Bunge and
Dubuc that the ring of line type in every well-adapted model is an archimedean local C∞-ring,
and the explicit presentation of the classifying topos of such rings as the topos of sheaves on
the site of finitely presentable C∞-ring equipped with the Dubuc coverage, we show that every
well-adapted model comes with a good supply of infinitesimal models of affine combinations.
In particular, every manifold is an infinitesimal model of affine combinations and every smooth
map preserves this structure, when embedded into the model.
An important class of geometric spaces in SDG are formal manifolds. We show that a formal
manifold becomes an infinitesimal model of the clone of affine combinations by gluing together
the respective structures of the infinitesimal models on the charts. In algebraic geometry the
counterpart to formal manifolds are schemes. We sketch the proof of how a parallel result can
be obtained for schemes.
We conclude this chapter and this thesis by developing some basic infinitesimal geometric
algebra in naive SDG. The aim is to give a glance of how infinitesimal geometric algebra can
be used to study and develop structures and concepts in SDG. The two kinds of geometric
spaces that we introduce are formal 1-manifolds and loci. We show that both types of spaces
are infinitesimal models of the theory of affine combinations and that all morphisms become
homomorphisms of these models. We then proceed and study the tangent bundle over an
infinitesimal model of the theory of affine combinations and develop the linear structure on
each tangent space from the infinitesimally affine structure of the space step by step.
Chapter 1
Algebraic Theories
We start by reviewing and comparing three different approaches to formalise the notion of a
(one-sorted, finitary) algebraic theory. The two approaches relevant to us in this thesis are
the syntactic approach using first-order categorical logic and clones. We also introduce the
approach of Lawvere theories, since it is closely related to clones.
The main focus will lie on clones, for it is clones that we will use in the next chapter to give
the most transparent definition of an infinitesimal model of an algebraic theory. The syntactic
approach will be necessary for defining the clones of linear and affine combinations and for the
definitions of the various infinitesimalisation of theories in the next chapter. In fact, we shall
make substantial use of the categorical logic and syntactic approach introduced here throughout
this thesis. We will not make use of Lawvere theories. This is why we only briefly introduce
them here in the first chapter, because of their close relationship to clones.
The main purpose of this chapter is to review how the other two approaches are related
to clones, and hence why clones may be considered as algebraic theories. Moreover we will
introduce the clones of linear and affine combinations, which are crucial for the applications
to Synthetic Differential Geometry (SDG) in chapter 3. A traditional approach to algebraic
theories we will not make any use of in this thesis, and hence have left out completely, is that of
finitary monads on Set.
The material covered in this chapter is mostly well-known. The syntactic approach is taken
from [Joh02, part D1], Lawvere theories enriched in cartesian closed categories have been
studied in [Gra75], and as for clones we use [Gou08, chap. 1], but develop the theory of clones
in finite product categories in more depth.
We differ from [Joh02] in that we define cartesian theories purely syntactically. This
forces us to adopt a slightly modified version of the sequent calculus and interpretations of
formulae-in-context in finite-limit categories. For the sake of being self-contained we give a
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proof of the soundness theorem for cartesian logic. The proof is, however, merely an adaptation
of proofs in [Joh02] and [MR77].
Studying clones in categories with finite products and generalising the well-known equiva-
lence of clones and Lawvere theories to the case of complete and cocomplete cartesian closed
categories appears to be new. However, the generalisation is straightforward (but tedious), and
might be obvious to experts. The author cannot exclude the possibility that it has been covered
in unpublished work or lecture notes already.
The fact that the syntactic category of the theory of (commutative, unital) K-algebras
contains the clones of linear and affine combinations seems to be new, and is probably due to
the fact that clones in finite-limit categories appear to not have been studied yet.
1.1 Syntactic approach
Algebraic theories are the theories of algebraic structures like groups, rings, modules etc. As
such they are theories of equality on terms and traditionally defined syntactically. We shall
follow [Joh02, part D1] and define algebraic theories in the framework of first-order categorical
logic.
At first, it might seem unreasonable to invoke the apparatus of first-order categorical logic
for algebraic theories only. However, as we shall make good use of categorical logic in this
thesis, we can as well introduce it here. The fragment of first-order logic we will need the most
is cartesian logic, which is also the fragment we shall review here. For the additional clauses
need for the fragments of coherent and geometric logic, which will use later in chapter 2 and 3,
we refer to [Joh02, part D1].
1.1.1 The language of cartesian logic
All of the terminology and definitions are taken from [Joh02, part D1]. We shall, however, adopt
a slightly different approach to cartesian theories and cartesian logic from the one developed in
[Joh02, part D1].
1.1 Syntactic approach 9
Definition 1.1.1 (First-order signature). A (first-order) signature consists of the following
data.
• A set of sorts Σ-Sort.
• A set of function symbols Σ-Fun, together with a map assigning to each f ∈ Σ-Fun its
type, which consists of a finite non-empty list of sorts. We write
f : A1 · · ·An → B
to indicate that f has type A1, . . . ,An,B. (The number n is called the arity of f . In the
case n = 0, f is called a constant of sort B.)
• A set Σ-Rel of relation symbols, together with a map assigning to each R ∈ Σ-Rel its type,
which consists of a finite list of sorts: we write
R  A1 · · ·An
to indicate that R has type A1, . . . ,An. (The number n is called the arity of R. In the case
n = 0, R is called an atomic proposition.)
Definition 1.1.2 (Σ-terms). Let Σ be a signature, andX ∈ [Σ-Sort,Set] a Σ-Sort-set of variables.
(Σ-Sort is considered as a discrete category.) The setTΣ(X ) of terms over Σ is defined recursively
by the clauses below. Simultaneously, we define the sort of each term and write t : A to denote
that t is a term of sort A.
• x : A, for x ∈ X (A);
• f (ti , ..., tn) : B, if f : A1 · · ·An → B is a function symbol and t1 : A1, . . . , tn : An are
terms.
If f is a constant (that is, a function symbol of arity 0), we commonly write f rather than f ()
for the term obtained by applying f to the empty string of terms.
If we do not wish to specify the Σ-Sort-set X of variables we will simply speak about
(Σ-)terms. In that case we adhere to the tradition of assuming that there is some fixed Σ-Sort-set
V so that each V (A) is countably infinite, i.e. there is enough supply of variables for every sort
A. We give the definition of cartesian formulae 1.
1Our notion of ’cartesian formulae’ is a pure syntactical one, and hence different from [Joh02, def. D1.3.4],
where cartesianess of a formula is defined with respect to a subtheory and invokes the provability of the uniqueness
part when existential quantifiers are used.
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Definition 1.1.3 (Cartesian formulae). Let Σ be a signature. The set F of cartesian formulae
over Σ is defined recursively by the clauses below, together with, for each formula ϕ, the (finite)
set FV(ϕ) of free variables of ϕ.
(i) Relations: R(t1, ..., tn) is in F , if R  A1 · · ·An is a relation symbol and t1 : A, . . . , tn : An
are Σ-terms. The free variables of this formula are all the variables occurring in some ti .
(Once again, if R has arity 0 we write simply R rather than R().)
(ii) Equality: s = t is in F if s and t are terms of the same sort. FV(s = t) is the set of variables
occurring in s or t (or both).
(iii) Truth: ⊤ is in F ; FV(⊤) = ∅.
(iv) Binary conjunction: ϕ ∧ψ is in F , if ϕ andψ are in F . FV(ϕ ∧ψ ) = FV(ϕ) ∪ FV(ψ ).
(v) (Unique) existential quantification 2: (∃!x)ϕ is in F , if ϕ is in F and x is a variable.
FV((∃!x)ϕ) = FV(ϕ) \ {x}. Sometimes we may write (∃!x : A)ϕ for (∃!x)ϕ to indicate
the sort of the variable x .
Since we restrict ourselves to cartesian logic only in this chapter we shall often omit the adjective
’cartesian’ and speak simply of formulae. The following definitions make sense for formulae in
any fragment of infinitary first-order logic.
Definition 1.1.4 (Context). A context is a finite list ®x = x1, . . . ,xn of distinct variables. The
case n = 0 is allowed, being the empty context []. If ®x is a context and y is a variable different
from those occuring in ®x , then ®x ,y will denote the context obtained by appending y to the list ®x .
Similarly ®x , ®y denotes the result of concatenating contexts ®x and ®y when they are disjoint. The
type of a context ®x is the string of (not necessarily distinct) sorts of the variables appearing in it.
Sometimes we may write the context as x1 : A1, . . . ,xn : An to indicate its type.
We say a context ®x is suitable for a formula ϕ if all the free variables of ϕ occur in ®x . A
formula-in-context is an expression of the form ®x .ϕ, where ϕ is a formula and ®x is a suitable
context for it. The canonical context for ϕ is the context consisting precisely of the distinct free
variables of ϕ, listed in the order of their first appearance. Similarly, a term-in-context ®x .t is a
term t together with a context ®x containing all the variables mentioned in t .
2We should warn the reader that this unique existential quantifier is different from the unique existential
quantifier in the classical sense. See the discussion in [Cos76].
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Remark 1.1.5 (Substitution). We shall often make use of the formal operation of substituting
terms for variables in a formula-in-context ®x .ϕ, or a term-in-context ®x .t . If ®s = s1, . . . , sn is a
list of (not necessarily distinct) terms, of the same length and type as a context ®x , then
ϕ[®s/®x] or t[®s/®x]
will denote the formula-in-context (well-defined up to α-equivalence, i.e. the renaming of
bound variables), or the term-in-context resulting from simultaneously substituting si for each
free occurrence of xi in ϕ, respectively, for each occurence in t , for all 1 ≤ i ≤ n. In case of ϕ
we may have to change the names of bound variables first to avoid capture of variables in ®s by
any quantifiers in ϕ. The context after the substitution can be any context that is suitable for
each si .
Definition 1.1.6 (Sequent). A sequent over a signature Σ is a formal expression of the form
ϕ ⊢®x ψ , where ϕ andψ are formulae over Σ and ®x is a context suitable for both of them.
The intended interpretation of a sequent ϕ ⊢®x ψ is thatψ is a logical consequence of ϕ in
the context ®x , i.e. that any assignment of individual values to the variables in ®x which makes ϕ
true will also makeψ true.
Definition 1.1.7 (Algebraic theory). Let Σ be a first-order signature.
(1) A (presentation of a) theory over Σ is a set T of sequents over Σ, whose elements are called
the (non-logical) axioms of T.
(2) Let Σ have one sort, and no relation symbols 3. (A presentation of ) an algebraic theory is
a theory T over Σ with axioms of the form
⊤ ⊢®x s = t ,
where ®x is the canonical context of the (atomic) formula s = t .
It is well-known from the example of groups that different axiomatisations of the theory of
groups are possible. (See, for example, [Man76, chap. 1.1].) These axiomatisations can differ
in signature, but also in the fragment of first-order logic used. A good notion of equivalence of
theories is to say that they are equivalent, if the categories of models are equivalent. A stronger
notion of equivalence is to require the categories of models to be isomorphic. The advantage of
3Like in the definition of cartesian formulae the equality relation is treated separately. We will not list it
explicitly as a relation in the signature.
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comparing the categories of models is that it can be used to compare different approaches to
algebraic theories with each other.
1.1.2 Deduction system
In this section we introduce a deduction system formulated as a sequent calculus. We shall
only give the rules of inference for the fragment of cartesian logic only. The full set of rules for
infinitary first-order logic (and other fragments) can be found in [Joh02, def. D1.3.1].
The subsequent material is taken from [Joh02, chap. D1.3]. We modify the rules of inference
for the existential quantifier to suit its use in cartesian logic. Rules will be written in the form
Γ
σ
where Γ is a (possibly empty) list of sequents and σ is a sequent. The intended interpretation
of the rule of inference is that if we have established the validity of all the sequents in Γ we
may infer the validity of σ . In the particular case when Γ is empty, we shall say that σ is a
(logical) axiom, and omit the line above it. A derivation in the deduction-system will then be a
(well-founded) tree with axioms as leaves and the conclusion as its root.
A proof or derivation relative to a theory T will be such a tree, except that the leaves are
allowed to include (non-logical) axioms of T as well as the logical axioms, which are the
structural rules for manipulating sequents, and the rules for handling the equality predicate. If
there exist a derivation of a sequent σ relative to T, we say that ϕ is provable in T.
Throughout the subsequent definition, it is assumed that all the sequents which appear are
well-formed, i.e. that the contexts which appear in them are suitable for the terms and cartesian
formulae on either side.
Definition 1.1.8. The deduction-system for cartesian logic contains the following clauses:
(i) (Structural rules) The structural rules consist of the identity axiom
ϕ ⊢®x ϕ
the substitution rule
ϕ ⊢®x ψ
ϕ[®s/®x] ⊢®y ψ [®s/®x]
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where ®y is any context including all the variables occurring in the string of terms ®s, and
the cut rule
ϕ ⊢®x ψ ψ ⊢®x χ
ϕ ⊢®x χ
(ii) (Equality rules) The equality rules consist of the axioms
⊤ ⊢x x = x
and
(®x = ®y) ∧ ϕ ⊢®z ϕ[®y/®x]
where ®x and ®y are contexts of the same length and type, (®x = ®y) is a shorthand for
((x1 = y1) ∧ · · · ∧ (xn = yn)), and ®z is any context containing ®x , ®y and the free variables of
ϕ.
(iii) (Conjuction) The rules for conjunction are the axioms
ϕ ⊢®x ⊤, ϕ ∧ψ ⊢®x ϕ, ϕ ∧ψ ⊢®x ψ
and the rule
ϕ ⊢®x ψ ϕ ⊢®x χ
ϕ ⊢®x ψ ∧ χ
(iv) (Existential quantification) The rules for existential quantification consist of the rule
ϕ ⊢®x ,y ψ ϕ ∧ ϕ[z/y] ⊢®x ,y,z y = z
(∃!y)ϕ ⊢®x ψ
and the rules (∃!y)ϕ ⊢®x ψ
ϕ ⊢®x ,y ψ
,
(∃!y)ϕ ⊢®x ψ
ϕ ∧ ϕ[z/y] ⊢®x ,y,z y = z
(Here our standing hypothesis that all sequents are well-formed includes the information
that y is not free inψ .)
(v) (Frobenius axiom)
ϕ ∧ (∃!y)ψ ⊢®x (∃!y)(ϕ ∧ψ )
where y is a variable not in the context ®x (and hence not free in ϕ).
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Remark 1.1.9 (Weakening). The substitution rule allows the possibility of making the trivial
substitution [®x/®x]. Thus it includes the weakening rule, which says that we may derive ϕ ⊢®y ψ
from ϕ ⊢®x ψ provided ®y contains all the variables in ®x .
Note that we can derive that equality is symmetric and transitive from the rules for equality,
the structural rules and the rules for finite conjuction .
1.1.3 Categorical semantics
In the next step we define how to interpret signatures and first-order logic in categories with
enough structure. Like in the preceding section we will restrict ourselves to cartesian logic only.
The subsequent material is taken from [Joh02, chap. D1.2] (apart from a slight modification of
interpretations of cartesian formulae-in-context due to our definition of cartesian theories).
Definition 1.1.10 (Σ-structures and homomorphisms). Let Σ be a signature, and C a category
with finite products.
(1) A Σ-structureM in C is specified by the following data:
• A function assigning to each sort A in Σ-Sort, an object MA in C. This function is
extended to finite strings of sorts by definingM(A1, . . .An) = MA1 × . . . ×MAn (and
settingM([]), where [] denotes the empty string, equal to the terminal object 1 of C).
• A function assigning to each function symbol f : A1 · · ·An → B in Σ-Fun a morphism
Mf : M(A1, . . . ,An) → MB in C.
• A function assigning to each relation symbol R  A1 · · ·An in Σ-Rel a subobject
MR  M(A1, . . . ,An) in C.
(2) The Σ-structures in C are the objects of a category Σ-Str(C) whose morphisms are the
Σ-homomorphisms. Such a homomorphism h : M → N is specified by a collection of
morphisms hA : MA→ NA in C indexed by the sorts of Σ and satisfying the following two
conditions:
(i) For each function symbol f : A1 · · ·An → B in Σ-Fun, the diagram
M(A1, . . . ,An) MB
N (A1, . . . ,An) NB
←→hA1×...×hAn
←→Mf
←→ hB
←→N f
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commutes.
(ii) For each relation symbol R  A1 · · ·An in Σ-Rel, there is a commutative diagram in
C of the form
MR M(A1, . . . ,An)
NR N (A1, . . . ,An)
→
←→ ←→ hA1×...×hAn
→
Identities and composition in Σ-Str(C) are defined componentwise from those in C.
The interpretation of function symbols in a Σ-structure has a natural extension to terms-in-context
over Σ.
Definition 1.1.11. Let M be a Σ-structure in a category C with finite products. If ®x .t is a
term-in-context over Σ (with ®x = x1, . . . ,xn, xi : Ai (1 ≤ i ≤ n) and t : B, say), then a morphism
J®x .tK : M(A1, . . . ,An) → B
in C is defined recursively by the following clauses:
• If t is a variable, it is necessarily xi for some unique 1 ≤ i ≤ n, and then J®x .tK = pri , the
ith product projection.
• If t is f (t1, . . . , tm) (where ti : Ci , say), then J®x .tK is the composite
M(A1, . . . ,An) M(C1, . . . ,Cm) MB← →(J®x .t1K,...,J®x .tmK) ← →Mf
Ifm = 0, i.e., if f is a constant, then the left morphism is to be interpreted as the unique
morphismM(A1, . . . ,An) → 1.
For the interpretation of cartesian formulae we require the category C to have finite limits. The
intended interpretation of formulae is as subobjects. However, a cartesian formula containing
an existential quantifier does not admit an interpretation as a subobject in a finite-limit category,
in general. The (sound) use of the existential quantifier is restricted semantically to (provably)
unique existence, as indicated by the notation and the respective deduction rule.
There are different ways of dealing with this problem. We define an interpretation for any
cartesian formulae, but single out those formulae, which interpretations are sound, i.e. do
indeed yield monomorphisms.
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Definition 1.1.12. Let M be a Σ-structure in a category C with finite limits. A formula-in-
context ®x .ϕ over Σ (where ®x = x1, . . . ,xn and xi : Ai , say) will be interpreted recursively as an
(isomorphism class of an) object in C/M(A1, . . . ,An)
J®x .ϕK → M(A1, . . . ,An)
Simultaneously we define when the interpretation of ®x .ϕ is sound inM . The recursive clauses
are as follows:
(i) If ϕ is R(t1, . . . , tm) where R is a relation symbol (of type B1, . . . ,Bm, say), then J®x .ϕK is
the pullback J®x .ϕK MR
M(A1, . . . ,An) M(B1, . . . ,Bm)
→
← →
→
← →(J®x .t1K,...,J®x .tmK)
and the interpretation is sound. In the casem = 0, i.e. when R is an atomic proposition,
the bottom morphism is to be interpreted as the unique morphismM(A1, . . . ,An) → 1.
(ii) If ϕ is s = t , where s and t are terms of sort B, then J®x .ϕK is the equalizer of
M(A1, . . . ,An) M(B)
← →J®x .sK← →J®x .tK
and is sound inM .
(iii) If ϕ is ⊤, then J®x .ϕK is the top element of Sub(M(A1, . . . ,An)) and the interpretation is
sound inM .
(iv) If J®x .ϕK isψ ∧ χ then J®x .ϕK is the pullback
J®x .ϕK J®x .χK
J®x .ψ K M(A1, . . . ,An)
←→
← →
←→
← →
The interpretation is sound inM , if both J®x .ψ K and J®x .χK are sound inM .
(v) If ϕ is (∃!y)ψ where y is of sort B, then J®x .ϕK is the composite
J®x ,y.ψ K M(A1, . . . ,An,B) M(A1, . . . ,An)← → ← →pr
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where pr is the projection on the first n factors. The interpretation is sound in M , ifJ®x ,y.ψ K is sound inM and the above composite is monic.
We say that a Σ-formula-in-context is sound, if the formula is sound inM for any Σ-structure
M in any category C with finite limits. Every atomic formula (clauses (i) and (ii)) and Horn
formula (clauses (i)-(iv)) is sound in any (suitable) context. Only if a cartesian formula has a
subformula containing the existential quantifier its interpretation might not be sound.
Definition 1.1.13 (Models of theories). LetM be a Σ-structure in a category C.
(1) If σ = (ϕ ⊢®x ψ ) is a sequent over Σ with ®x .ϕ and ®x .ψ having sound interpretations inM , we
say σ is satisfied inM (and writeM |= σ ) if J®x .ϕK ≤ J®x .ψ K in Sub(M(A1, . . . ,An)).
(2) If T is a theory over Σ, we say M is a model of T (and write M |= T) if all the axioms of
T are satisfied in M . (In particular, every formula-in-context appearing in T has a sound
interpretation inM .)
(3) We write T -Mod(C) for the full subcategory of Σ-Str(C) whose objects are models of T.
Proposition 1.1.14. Let C and C′ be categories with finite products and F : C → C′ a functor
that preserves finite limits. F induces a functor F∗ : T -Mod(C) → T -Mod(C′).
Proof. F preserves products and monomorphisms, hence so does the induced functor F∗ :
[Σ-Sort,C] → [Σ-Sort,C′] (by post-composition with F ). As such it restricts to a functor
Σ-Str(C) → Σ-Str(C′). Since interpretations of formulae-in-context were defined as finite
limits, F preserves the interpretations. Furthermore it maps sound interpretations to sound
interpretations, and preserves satisfaction, hence restricts to a functor F∗ : T -Mod(C) →
T -Mod(C′) as asserted. 
The category T -Mod(C) is a category over [Σ-Sort,C] with the obvious forgetful functor. The
induced functor F∗ : T -Mod(C) → T -Mod(C′) commutes with the forgetful functors.
We now turn to the problem of soundness of the deduction system with respect to our
definition of the semantics of terms-in-context and formulae-in-context. From now on we shall
only work with formulae-in-context that have a sound interpretation. Starting with the structural
rules, the only rule that requires attention is the substitution rule. Its soundness is an easy
consequence of (2) of the following lemma.
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Lemma 1.1.15. (1) (Substitution in terms) Let C be a category with finite products andM a
Σ-structure in C. Let ®x be a suitable context for a term t : C (where xi : Bi , say), and let ®s
be a list of terms of the same length and type as ®x . Further, let ®y be a suitable context for
each si . Then J®y.t[®s/®x]K is the composite
M(A1, . . . ,An) M(B1, . . . ,Bm) MC← →(J®y.s1K,...,J®y.smK) ← →J®x .tK
(2) (Substitution in formulae) Let C be a category with finite limits andM a Σ-structure in C.
Let ®x .ϕ be a formula-in-context over Σ with a sound interpretation inM . Let ®s be a list of
terms of the same length and type as ®x , and let ®y be a context suitable for each si . ThenJ®y.ϕ[®s/®x]K is sound and can be obtained as a pullback
J®y.ϕ[®s/®x]K J®x .ϕK
M(A1, . . . ,An) M(B1, . . . ,Bm)
→
← →
→
← →(J®y.s1K,...,J®y.smK)
Proof. (1) This is a straightforward induction over the structure of t .
• If t is a variable, it is necessarily of the form xi : Bi , for a unique 1 ≤ i ≤ n. In this case
®y.t[®s/®x] is ®y.si . But this is pri ◦(J®y.s1K, . . . , J®y.smK) and pri = J®x .xiK by definition.
• If t is a constant then the assertion holds true, for precomposing the unique morphism
M(B1, . . . ,Bm) → 1 with (J®y.s1K, . . . , J®y.smK) yields the morphismM(A1, . . . ,An) → 1.
• If t is f (t1, . . . , tk) (with ti : Ci , say) we have that t[®s/®x] is f (t1[®s/®x], . . . , tk[®s/®x]). By
induction hypothesis each J®y.ti[®s/®x]K is the composite
M(A1, . . . ,An) M(B1, . . . ,Bm) MCi← →(J®y.s1K,...,J®y.smK) ← →J®x .tiK
Hence J®y.t[®s/®x]K is the composite
M(A1, . . . ,An) M(B1, . . . ,Bm) M(C1, . . . ,Ck) MC← →(J®y.s1K,...,J®y.smK) ← →(J®x .t1K,...,J®x .tk K) ←→Mf
By the definition of the interpretation of J®x .tK this is the composite we wanted to show.
(2) The soundness of J®y.ϕ[®s/®x]K is a direct consequence of the asserted pullback repre-
sentation. The pullback diagram in (2) can be shown by induction on the structure of ®x .ϕ as
well.
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• If ϕ is R(t1, . . . , tk) (with ti : Ci , say), then ϕ[®s/®x] is R(t1[®s/®x], . . . , tk[®s/®x]). On one hand
this has to be interpreted as the pullback
J®y.ϕ[®s/®x]K MR
M(A1, . . . ,An) M(C1, . . . ,Ck)
→
← →
→
← →(J®y.t1[®s/®x]K,...,J®y.tk [®s/®x]K)
On the other hand we can apply (1) to the bottom morphism and obtain J®y.ϕ[®s/®x]K by pasting
together the two pullbacks
J®y.ϕ[®s/®x]K J®x .ϕK MR
M(A1, . . . ,An) M(B1, . . . ,Bm) M(C1, . . . ,Ck)
→
← →
→
← →
→
← →(J®y.s1K,...,J®y.smK) ← →(J®x .t1K,...,J®x .tk K)
The left diagram is the desired pullback diagram. The argument still applies if R is an atomic
proposition.
• If ϕ is the formula (t1 = t2) then ϕ[®s/®x] is t1[®s/®x] = t2[®s/®x]. We apply (1) to the terms and
form the pullback X
X J®x .ϕK
M(A1, . . . ,An) M(B1, . . . ,Bm)
M(C)

→
← →

→
← →(J®y.s1K,...,J®y.smK)←
→
J®y.t1[®s/®x]K←
→
J®y.t2[®s/®x]K
←
→ J®x .t1K
←
→J®x .t2K
Any morphism that equalises J®y.t1[®s/®x]K and J®y.t2[®s/®x]K equalises J®x .t1K and J®x .t2K, hence
factors uniquely through J®x .ϕK. But then it also factors uniquely through X , for it is a pullback.
This shows X the equaliser of J®y.t1[®s/®x]K and J®y.t2[®s/®x]K, and hence that X  J®y.ϕ[®s/®x]K.
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• If ϕ is the formula ψ ∧ χ then ϕ[®s/®x] is ψ [®s/®x] ∧ χ [®s/®x]. Applying the interpretation of a
conjuction to ®y.ϕ[®s/®x] and the induction hypothesis toψ and χ yields the diagram
J®y.ϕ[®s/®x]K J®x .ϕK
J®y.ψ [®s/®x]K J®x .ψ K
J®y.χ [®s/®x]K J®x .χK
M(A1, . . . ,An) M(B1, . . . ,Bm)

→
→
← →

→

→
→
← →

→ →
← →
→
← →(J®y.s1K,...,J®y.smK)

→

→
where the top dashed arrow is due to J®x .ϕK being a pullback. We want to show the square formed
by the dashed arrows a pullback. The front and bottom squares are pullbacks by induction
hypothesis. The left square is a pullback by construction. A simple diagram chase then shows
that the dashed square is a pullback.
• If ϕ is the formula (∃!z)ψ then ϕ[®s/®x] is (∃!z)ψ [®s/®x]. Assuming that the pullback represen-
tation holds for ®x , z.ψ (with them + 1-term being the variable z), we obtain the diagram
J®y.ϕ[®s, z/®x , z]K J®x , z.ϕK
M(A1, . . . ,An,B) M(B1, . . . ,Bm,B)
M(A1, . . . ,An) M(B1, . . . ,Bm)

→
← →

→
← →(J®y.s1K,...,J®y.smK,J®y.zK)
←→ pr ←→ pr
← →(J®y.s1K,...,J®y.smK)
By induction hypothesis the upper square is a pullback. Since J®y.zK is the projection onto the
factorMB the lower square is a pullback. This shows the outer square a pullback as asserted.

As for the soundness of the equality rules, we only need to pay attention to the second
rule. Let A1, . . . ,An be the type of the contexts ®x and ®y. To simplify notation we will write
A for M(A1, . . . ,An) and write the context in the rule as the concatenation ®y, ®x , ®z. (Here the
context ®z contains in particular all the free variables in ϕ that are not in ®x .) We will write B for
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M(B1, . . . ,Bm), where B1, . . . ,Bm is the type of ®z. By the substitution lemma 1.1.15 and the
interpretations of intersections and equations we obtain two pullback diagrams
J®y, ®x , ®z.ϕ[®y/®x]K J®y, ®x , ®z.ϕK J®y, ®x , ®z.(®x = ®y) ∧ ϕK
A ×A × B A ×A × B A × B  J®y, ®x , ®z.(®x = ®y)K
→
← →
→
→
→
← →(pr2,pr2,pr3) → ∆A×1B
where pri denotes the projection on the ith factor and ∆A the diagonal map. Now (pr2, pr2, pr3) ◦
(∆A × 1B) = (∆A × 1B), hence J®y, ®x , ®z.(®x = ®y) ∧ϕK factors through J®y, ®x , ®z.ϕ[®y/®x]K since the left
square is a pullback.
The soundness of the conjuction rules is a straightforward consequence of the interpretation
of conjuctions as pullbacks and the interpretation of ®x .⊤ as the maximal element in the respective
subobject in the meet-semilattice of subobjects.
We show the soundness of the rules of the existential quantifier. By the substitution
lemma 1.1.15, ifψ does not depend on y, then the subsequent diagram is a pullback
J®x ,y.ψ K J®x .ψ K
M(A1, . . . ,An,B) M(A1, . . . ,An)
→
← →
→
← →pr
It follows easily that J®x ,y.ϕK ≤ J®x ,y.ψ K implies J®x .(∃!y)ϕK ≤ J®x .ψ K (and vice versa), if the
interpretation of the existential quantifier is sound. We show that this is the case for the first
rule.
Lemma 1.1.16. LetM be Σ-structure in a finite-limit categoryC. If J®x ,y.ϕK is sound inM , and
if
M |= (ϕ ∧ ϕ[z/y] ⊢®x ,y,z (y = z))
then J®x .(∃!y)ϕK is sound.
Proof. (Cf. [MR77, lem. 2.4.3].) We simplify the notation and write A forM(A1, . . . ,An), B
forM(B) and
(a,b) : R  A × B
for J®x ,y.ϕK. With this notation
• J®x .(∃!y)ϕK becomes R A←→a ,
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• J®x ,y, z.ϕK becomes R × B A × B × B →(a,b)×1B ,
• J®x ,y, z.ϕ[z/y]K becomes R × B A × B × B →(a pr1,pr2,b pr1) , and
• J®x ,y, z.(y = z)K becomes A × B A × B × B →1A×∆B .
We have to show a a monomorphism. For any two morphisms f ,д : Z → R such that
af = aд, the morphisms (f ,bд), (д,b f ) : Z → R × B make the following square commutative
Z R × B
A × B
R × B A × B × B
← →(f ,bд)
←
→
(д,b f )
←
→ 
→
(a,b)×1B

→
1A×∆B
 →(a pr1,pr2,b pr1)
and hence factor uniquely through the pullback of (a pr1, pr2,b pr1) along (a,b) × pr2. But this
pullback factors through 1A × ∆B (by assumption), hence so does Z , as indicated by the dashed
arrow. The morphisms b f and bд must be equal. Since a and b are jointly monic, we obtain
f = д. This shows a a monomorphism as asserted.

It remains to show the soundness of the third rule. Using the notation from the previous
proof, for a monomorphism a in the pullback square
Z R × B
A × B
R × B A × B × B
 →(v1,v2)

→
(u1,u2)
←
→ 
→
(a,b)×1B

→
1A×∆B
 →(a pr1,pr2,b pr1)
we find that u1 = v1 and u2 = v2 = bu1. Hence both composites factor through 1A × ∆B as
indicated. This establishes the soundness of the third rule.
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The soundness of the Frobenius axiom is a consequence of the following pullback diagram
J®x ,y.ϕ ∧ψ K J®x ,y.ψ K
J®x ,y.ϕK M(A1, . . . ,An,B)
J®x .ϕK M(A1, . . . ,An)
→
 →
→
 →
←→ ←→ pr
 →
The bottom square is a pullback (by weakening), the top square by definition. This shows
the outer square a pullback. As subobjects ofM(A1, . . . ,An) the outer pullback square can be
interpreted as either J®x .ϕ∧(∃!y)ψ K or J®x .(∃!y)(ϕ∧ψ )K, hence J®x .ϕ∧(∃!y)ψ K  J®x .(∃!y)(ϕ∧ψ )K,
which shows the soundness of the Frobenius axiom (and its converse). We have shown the
following theorem.
Theorem 1.1.17 (Soundness of cartesian logic). Let T be a cartesian theory over a signature
Σ, C a category with finite limits, andM a T-model in C. If σ is a (cartesian) sequent that is
provable in T, thenM |= σ .
Since we know that atomic and Horn formulae-in-context are sound the soundness theorem
gives us the means to define a sound use of the existential quantifier relative to a theory T in
purely logical terms: a formula-in-context ®x .(∃!y)ϕ is sound relative to T, if ®x ,y.ϕ is either a
Horn formula, or is sound relative to T, and
ϕ ∧ ϕ[z/y] ⊢®x ,y,z y = z
is provable in T. This is essentially the definition of a cartesian formula-in-context relative to T
given in [Joh02, def. D1.3.4(a)].
Remark 1.1.18 (Models of algebraic theories in finite-product categories). The disadvantage of
our approach is that we have only defined models of algebraic theories in finite-limit categories,
whereas the minimal structure of a category required to be able to define models of an algebraic
theory is that of finite products. Such a definition of a model/algebra can be obtained as follows.
For an algebraic theory T the signature Σ contains one sort and function symbols only.
We have defined Σ-structures and the interpretation of terms-in-context in categories with
finite products. The axioms of T do, strictly speaking, involve equalisers. However, the
axioms actually state that certain terms are equal (in the canonical context of the equation),
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which can be interpreted as the corresponding morphisms being equal. Exactly as in the
finite-limit case a product-preserving functor F : C → C′ has a lift along the forgetful functors
to F∗ : T -Mod(C) → T -Mod(C′) for an algebraic theory T.
The following operations, which follow from the structural and equality rules in a finite-limit
category, are still sound in finite-product categories: We can substitute terms-in-context in a
term-in-context for variables and weaken contexts of terms. Substitution of terms in an equation
that is satisfied yields again an equation that is satisfied. Applying an n-ary function symbol f
to n equations si = ti that are satisfied yields another equation f (t1, . . . , tn) = f (s1, . . . , sn) that
is satisfied.
Finite-product categories only matter in this chapter for the comparison of the syntactic
approach with that of clones. In later chapters we will always work in finite-limit categories
when using categorical logic.
1.1.4 Finitely generated free T−algebras
We review the syntactically constructed (universal) finitely generated models of an algebraic
theory in Set. They are important for the comparison of the syntactic approach with that of
clones in Set.
Proposition 1.1.19 (Term algebras). Let Σ be a signature with one sort (A, say) and function
symbols only. Let X be a set. The set of terms TΣ(X ) carries a natural Σ-structure that maps A
to TΣ(X ) and each f ∈ Σ-Fun (of arity n, say) to the map
TΣ(X )n −→ TΣ(X ), (t1, . . . , tn) 7→ f (t1, . . . , tn)
The Σ-structure TΣ(X ) (together with the inclusion of variables ι : X → TΣ(X ) is the free
Σ-structure over the set X :
X UTΣ(X ) TΣ(X )
UM(A) M(A)
← →ι←
→f
←→ Uh ←→ ∃!h
whereU : Σ-Str(Set) → Set is the forgetful functor.
Proof. The homomorphism h is defined recursively on the structure of terms in the obvious
way. See, for example, [AR94, prop. 3.2] or [Man76, 1.20]. 
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Lemma 1.1.20. Let T be an algebraic theory over a signature Σ andV = {x1,x2, . . .} the fixed
countably infinite set of variables. There is a smallest equivalence relation E onTΣ(V ) generated
by T, such that E is a Σ-substructure ofTΣ(V ) ×TΣ(V ) and E is closed under substitution. More
explicitly, E is the smallest equivalence relation on TΣ(V ) satisfying
(1) For any axiom ⊤ ⊢®x s = t of T, (s, t) is in E.
(2) For any (s, t) in E, for any suitable context ®x for the formula s = t and any list of terms ®s
with the same length as ®x , (s[®s/®x], t[®s/®x]) is in E.
(3) For any n-ary function symbol f and (si , ti) ∈ E, 1 ≤ i ≤ n, (f (t1, . . . , tn), f (s1, . . . , sn)) is
in E.
Proof. The total equivalence relation TΣ(V ) ×TΣ(V ) has these properties, and the properties
are stable under intersections. E is the intersection of all equivalence relations on TΣ(V ) that
satisfy (1)-(3). (See also [Bor94a, lem. 3.2.5].) 
For each n ∈ N we define TΣ(n) as the Σ-substructure TΣ(x1, . . . ,xn) TΣ(V ) of Σ-terms
in the context x1, . . . ,xn. In particular, TΣ(0) is the set of the Σ-terms build from constants and
function symbols only. Let En be the restriction of E to TΣ(n). Define FT(n) as the quotient
TΣ(n)/En.
Proposition 1.1.21 (Finitely generated free T-algebras). For each n ∈ N there is a natural
Σ-structure on FT(n) making it the free T-model over the set {x1, . . . ,xn}, respectively over ∅
for n = 0.
Proof. See [Bor94a, lem. 3.26.6 and 3.2.8]. Despite the case n = 0 not being considered
explicitly in [Bor94a] the given proofs extend naturally to this case as well. 
1.2 Enriched Lawvere Theories
Lawvere theories constitute a categorical approach to algebraic theories. They have been
introduced by Lawvere in [Law63]. An algebraic theory is taken to be a category C with finite
products and objects the finite powers of one distinguished object, A say. The morphisms
An → A are the n-ary operations of the theory. The category of C-models in a finite-product
category D is the full subcategory of the functor category [C,D] of finite-product preserving
functors.
For our purposes we will need the notion of Lawvere theories enriched in a complete and
cocomplete cartesian closed category with finite colimits. Lawvere theories enriched in certain
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symmetric monoidal closed categories have been studied by Borceux and Day in [BD80]. Their
work generalises the work of Gray in [Gra75] on Lawvere theories enriched in a complete and
cocomplete cartesian closed category. Since [Gra75] appears to be not accessible anymore, we
use the definition given in [BD80], apart from choosing a different category for arities, which
corresponds to the one used for (ordinary) Lawvere theories. A more recent and more general
account of enriched Lawvere theories is given in [LW16].
Let V be a cartesian closed category, which is complete and cocomplete. For the basic
notions of enriched categories we refer to [Kel82] and [Bor94a]. We only spell out the definition
of finite (conical)V-products in aV-category A, since it is central to the notion ofV-enriched
Lawvere theories. In the language of enriched categories, a finite (conical) V-product in a
V-categoryA is theV-limit of aV-functor F : n → Aweighted by theV-functor ∆1 : A→V,
which maps each object of A to the terminal object 1 in V. The category n is the discrete
category with n-objects considered as theV-category with n(j, j) = 1 and n(j,k) = 0 for the
objects j,k in n. (0 denotes the initial object inV.)
TheV-limit of F weighted by ∆1 is saying that there is an object p in A and aV-natural
isomorphism in a ∈ obA
V -Nat(∆1,A(a, F (−)))  A(a,p)
By [Bor94a, lem. 6.3.3] there is a bijective correspondence between morphismsv → A(a,p)
andV-natural transformations ∆1 → [v,A(a, F (−))] for eachv ∈ obV and a ∈ obA. But since
∆1 is constant 1, and since theV-functor F : n → A is equivalent to giving a family of n objects
ai = F (i) in A, suchV-natural transformations are families of n morphisms fi : v → A(a,ai);
hence A(a,p)  ∏ni=1 A(a,ai),V-natural in a, as to be expected.
In particular, if we substitute p for a, then we get a morphism
1 A(p,p) ∏ni=1 A(p,ai)←→1p ←→
which corresponds to n morphisms πni : 1 → A(p,ai). We call these morphisms projections.
They are indeed the product projections that make p an (ordinary) product in the underlying
category A0. Moreover, the underlying functor F0 : A0 → A′0 of aV-functor F : A→ A′ that
preserves finiteV-products, is finite-product preserving. We summarise these observations in
a lemma.
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Lemma 1.2.1. Let A be aV-category. An object p is aV-product of ai ∈ obA, 1 ≤ i ≤ n, if
and only if there is aV-natural isomorphism
A(−,p) 
n∏
i=1
A(−,ai)
AV-functor F : A→ B preservesV-products if and only if for eachV product p = a1× . . .×an
there is a V-natural isomorphism B(−, F (p))  ∏ni=1 B(−, F (ai)) and the subsequent square
commutes for all a ∈ obA
A(a,p) ∏ni=1 A(a,ai)
B(F (a), F (p)) ∏ni=1 B(F (a), F (ai))
←→ Fa,p
← →
←→ ∏ni=1 Fa,ai
←→
Let Fin be a skeleton of the category of finite sets. We can make it into a V-category
by defining the hom-objects Fin(n,m) by the copowers homFin(n,m)1. Since the underlying
category Fin has finite coproducts, theV-category Finop has finiteV-products. Indeed, products
distribute over coproducts in the cartesian closed categoryV, and thus (X ×Y )1  (X1) × (Y1).
This yields
Finop(m,n) = homFin(n,m)1  (homFin(1,m)n)1  (homFin(1,m)1)n = Finop(m, 1)n
which isV-natural inm. By lemma 1.2.1 this shows each object n an n-foldV-product of 1 in
Finop . TheV-category Finop will serve as the category of arities.
Definition 1.2.2 (Enriched Lawvere theory). LetV be a cartesian closed category, which is
complete and cocomplete.
(1) A V-Lawvere theory (L,α) is V-category with finite V-products together with a V-
functor α : Finop → L that preservesV-products and is a bijection on objects.
(2) A morphism of V-Lawvere theories F : (L,α) → (L′,α ′) is a V-product preserving
V-functor F : L → L′ such that Fα = α ′. The category of V-Lawvere theories and
morphisms of such will be denoted by Law(V).
(3) AmodelM of aV-Lawvere theory L is aV-product preservingV-functorM : L →V.
Homomorphisms of L-models h : M → M′ areV-natural transformations. TheV-category
of models L -Mod is the full V-subcategory of the V-category [L,V] of V-product
preserving functors.
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When there is no danger of confusion, then we will denote the objects in Finop and L by n ∈ N,
which stands for α(n). Since a morphism ofV-Lawvere theories F : (L,α) → (L′,α ′) satisfies
Fα = α ′ we write this as if it were the identity on objects, i.e. F (n) = n.
Remark 1.2.3. Let (L,α) be aV-Lawvere theory. The pair of underlying functors (L0,α0) is a
Set-Lawvere theory, which is a Lawvere theory as defined in [Law63].
1.3 Clones and their algebras
The syntactic approach to universal algebra via signatures and equational presentations has
the disadvantage that the notion of algebraic theory is not sufficiently well-represented as a
mathematical object itself. This makes it difficult and cumbersome to study and compare
algebraic theories per se. Lawvere theories resolve this problem, if one adopts an approach
using category theory. Universal algebra has found another solution to this problem in the
notion of a clone.
Our interest in clones is for an entirely different reason. We want to consider clones as
structures representing algebraic theories in categories with finite products, so that we can
define infinitesimal models of algebraic theories in general, and infinitesimally affine spaces,
groups and vector spaces, in particular. The aim of this section is thus to define clones and their
algebras as structures in finite-product categories and to give two important examples of clones:
the clone of an algebraic theory, which we will need for exhibiting the equivalence of the
syntactic approach and that of clones, and the clone of affine combinations over a (commutative)
ring-object in a finite-product category, which we will need for the definition of infinitesimally
affine spaces in SDG.
1.3.1 Clones in a category with finite products
In universal algebra a clone is a subset of all n-ary operations f : An → A over a fixed set A
containing all the projections and being closed under (multi-)composition ([Coh81, chap. III.3],
[Beh14, def. 2.1]). By abstracting from the particular set A to the algebraic structure of the
operations themselves we arrive at the notion of an abstract clone, which appears to have been
introduced by Philip Hall [Coh81, exercise III.3.3]. Our definition is a generalisation of [Gou08,
def. 1.2.1] to categories with finite products 4.
4The normalisation axiom is not explicitly stated in [Gou08, def. 1.2.1], but it seems to have been assumed
implicitly. For example, normalisation is used in [Gou08, lem. 1.5.1], for the clones KΦ,E satisfy normalisation
and normalisation is stable under isomorphisms of clones.
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Definition 1.3.1 (Clone). Let C be a category with finite products. A clone O over C has the
following data:
• For every n ∈ N an object O(n).
• For every (n,k) ∈ N2 a morphism ∗nk : O(n) ×O(k)n → O(k).
• For every n ≥ 1 and 1 ≤ j ≤ n global elements πnj : 1 → O(n).
The subsequent diagrams are rendered commutative:
(1) (Associativity) For every triple (n,m,k) ∈ N3
O(n) ×O(m)n × (O(k)m)n
O(n) ×O(m)n ×O(k)m O(n) × (O(m) ×O(k)m)n
O(m) ×O(k)m O(n) ×O(k)n
O(k)
←
→
←
→1O (n)×1O (m)n×∆mO (k )
←→∗nm×1O (k )m ←→ 1O (n)×(∗mk )n
←
→∗mk
←
→ ∗nk
where ∆m
O(k) : O(k)m → (O(k)m)n is the diagonal map.
(2) (Projection) For every n ≥ 1,m ∈ N and 1 ≤ j ≤ n
1 ×O(m)n O(n) ×O(m)n
O(m)n O(m)
←→
← →π
n
j ×1O (m)n
←→ ∗nm
← →prj
where prj : O(m)n → O(m) denotes the projection onto the jth factor.
(3) (Unit) For each n ≥ 1
O(n) ×O(n)n O(n)
O(n) × 1 O(n)
←→∗nn
←→
← →1O (n)×(πn1 ,...,πnn ) ← →1O (n)
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(4) (Normalisation)
O(0) × 1 O(0)
O(0)
←→
←→∗00
← →1O (n)
The isomorphisms appearing in the diagrams are the natural coherence isomorphisms of
the symmetric monoidal category (C,×, 1). Another way of constructing them is to apply the
universal property of products to the respective equivalent construction of (iterated) products.
From the viewpoint of universal algebra the morphisms ∗n0 : O(n) ×O(0)n → O(0) evaluate
n-ary operations on constants resulting in another constant. The morphisms 5 ∗0k : O(0) → O(k)
name the k-ary operations that are constant. Normalisation ∗00 = 1O(0) makes sure that each
constant names itself. For the cases n = 0 and/orm = 0 the associativity axiom ensures that
naming and evaluation on constants are compatible.
Definition 1.3.2 (Clone homomorphism). LetO andO′ be clones inC. A clone homomorphism
is a family of C-morphisms fn : O(n) → O′(n), n ∈ N, rendering the following diagrams
commutative:
(1) For every (n,k) ∈ N2
O(n) ×O(k)n O′(n) ×O′(k)n
O(k) O′(k)
←→ ∗nk
← →fn×(fk )
n
←→ ∗′nk
← →fk
(2) For every n ≥ 1 and 1 ≤ j ≤ n
1
O(n) O′(n)
←→
πnj ←
→
π ′nj
← →fn
Clones together with clone homomorphisms form a category clone(C) ↪→ [N,C], where N is
considered as a discrete category.
5We shall use the same name for morphisms f : X × 1 → Y and д : X → Y , if f = дρX for the natural
coherence isomorphism ρX : X × 1  X . The same shall apply to morphisms f : 1 × X → Y and д : X → Y , if
f = дλX for the coherence isomorphism λX : 1 × X  X .
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Proposition 1.3.3. Let C and C′ be categories with finite products, and F : C → C′ a
finite-product preserving functor. F induces a functor F∗ : clone(C) → clone(C′) with
F∗(O)(n) = F (O(n)).
Proof. Every functor F : C → C′ induces a functor F∗ : [N,C] → [N,C′] by post-composition.
As a finite-product preserving functor F preserves the commutative diagrams in definition 1.3.1,
commutes with products, projections, the terminal object, and the coherence isomorphisms.
Hence F∗ restricts to a functor F∗ : clone(C) → clone(C′). 
Remark 1.3.4 (Clones and operads). We have introduced clones O as functors N→ C where
N is taken to be a discrete category. Using the projections we can lift O to a functor from the
category Fin (a skeleton of the category of finite sets) to C by assigning to a map of finite sets
f : n →m the morphism O(f ) defined as the composite
O(n) O(n) × 1 O(n) ×O(m)n O(m)← →
ρ−1O (n)
← →
1O (n)×(πmf (1),...,πmf (n))
← →∗nm
where ρO(n) : O(n)×1  O(n) denotes the natural coherence isomorphism. In the case n = 0 the
morphism O(f ) is just ∗0m ◦ ρ−1O(n). The functoriality of O is a consequence of the associativity
and unit axiom. Furthermore, with this definition the morphisms
∗nm : O(n) ×O(m)n → O(m)
become natural in m and dinatural in n. In the case C = Set the unit axiom gives us a
further natural transformation Fin(1,−) → O . Together with the associativity, projection and
unit axioms such functors are called cartesian operads in [Hyl16] and [Tri13]. The precise
relationship of clones in Set and operads is studied, for example, in [Tro02], who takes a more
functorial approach to operads, and in [Gou08] who adopts the multicategory point of view.
1.3.2 O-Algebras
Clones have been introduced as ‘abstract clones’ encoding the structure of syntactically defined
operations of finite arity. The notion of algebra of a clone introduces the corresponding notion
of a model/representation of the syntactically defined operations.
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Definition 1.3.5 (Algebra of a clone). LetO be a clone inC. AnO-algebra (A,α) is aC-object
A together with morphisms
αn : O(n) ×An → A
for each n ∈ N rendering the subsequent diagrams commutative:
(1) (Associativity) For every pair (n,m) ∈ N2
O(n) ×O(m)n × (Am)n
O(n) ×O(m)n ×Am O(n) × (O(m) ×Am)n
O(m) ×Am O(n) ×An
A
←
→
←
→1O (n)×1O (m)n×∆Am
←→∗nm×1Am ←→ 1O (n)×(αm)n
←
→αm
←
→ αn
where ∆Am : Am → (Am)n is the diagonal map.
(2) (Projection) For every n ≥ 1, 1 ≤ j ≤ n
1 ×An O(n) ×An
An A
←→
← →π
n
j ×1An
←→ αn
← →prj
where prj : An → A denotes the projection onto the jth factor.
Definition 1.3.6 (O-algebra homomorphism). Let O be a clone in C and (A,α), (A′,α ′) two
O-algebras. An O-algebra homomorphism is a C-morphism h : A → A′ rendering the
following diagram commutative for every n ∈ N
O(n) ×An O(n) × (A′)n
A A′
←→ αn
← →1O (n)×h
n
←→ α ′n
← →h
O-algebras and O-algebra homomorphisms form a category O -Alg(C) over C.
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Proposition 1.3.7. LetC be a category with finite products. A clone homomorphism f : O → O′
induces a functor f ∗ : O′ -Alg(C) → O -Alg(C) of categories over C
O′ -Alg(C) O -Alg(C)
C
← →f
∗
←
→U
←
→ U
The map f 7→ f ∗ is functorial in clone(C)op , i.e. (f д)∗ = д∗ ◦ f ∗ and 1∗O = IO -Alg(C). In
particular, clone isomorphisms induce isomorphisms of the corresponding categories of
algebras.
Proof. Let (A,α) be anO′-algebra. Define f ∗α to be the family ofC-morphisms αn ◦ (fn ×1An ),
and define f ∗(A,α) as (A, f ∗α). (A, f ∗α) is an O-algebra. Associativity and projection hold,
because they do for α and because f renders commutative the diagrams in definition 1.3.2. In
light of the definition of f ∗α a C-morphism h : A→ A′ that is an O′-algebra homomorphism
h : (A,α) → (A′,α ′) is easily seen an O-algebra homomorphism (A, f ∗α) → (A′, f ∗α ′). The
construction is clearly functorial as asserted. 
Proposition 1.3.8. LetC andC′ be categories with finite products,O a clone inC, and F : C →
C′ a finite-product preserving functor. F induces a functor F∗ : O -Alg(C) → F∗(O) -Alg(C′)
with F∗(A,α) = (F (A), F (α)).
Proof. By proposition 1.3.3 F induces a functor F∗ : clone(C) → clone(C′). In particular,
the componentwise defined F∗(O) is a clone in C′. As a finite-product preserving functor F
preserves the commutative diagrams in definition 1.3.5, preserves products, projections and the
terminal object. For any O-algebra (A,α), (F (A), F (α)) is thus readily seen an F∗(O)-algebra,
and for every morphism f of O-algebras F (f ) is easily seen a homomorphism of the respective
F∗(O)-algebras. 
1.3.3 Free O-algebras
Let O be a clone in a category C with finite products. We fix k ∈ N. The associativity axiom
for k and the projection axiom (form = k) in definition 1.3.1 show that the morphisms
∗nk : O(n) ×O(k)n → O(k)
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make O(k) into an O-algebra. Intuitively, O(k) should be the ‘free O-algebra on k generators’.
For arbitrary categoriesC with finite products we can only make sense of this for the case k = 0.
Proposition 1.3.9. Let O be clone in C. The O-algebra (O(0), ∗(−)0) is an initial object in the
category O -Alg(C).
Proof. Let (A,α) be an O-algebra. We consider the associativity diagram for the O-algebra A
in definition 1.3.5 form = 0
O(n) ×O(0)n × (A0)n
O(n) ×O(0)n ×A0 O(n) × (O(0) ×A0)n
O(0) ×A0 O(n) ×An
A.
←
→
←
→1O (n)×1O (0)n×∆A0
←→∗n0×1A0 ←→ 1O (n)×(α0)n
←
→α0
←
→ αn
Since A0 = 1 and ∆A0 = 11 after applying the natural coherence isomorphisms X × 1  X at
the four appropriate vertices we obtain by the universal property of products (or MacLane’s
coherence theorem [Mac63][thm. 4.2])
O(n) ×O(0)n O(n) ×O(0)n
O(0) O(n) ×An
A.
← →1O (n)×1O (0)n
←→∗n0 ←→ 1O (n)×(α0)n
←
→α0
←
→ αn
Hence α0 : O(0) → A is an O-algebra homomorphism. Any O-algebra homomorphism
f : O(0) → A renders commutative the diagram
O(0) O(0)
O(0) A
←→∗00
←→1O (0)
←→ α0
←→f
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The normalisation condition in definition 1.3.1 yields f = α0. 
For C = Set the O-algebras (O(k), ∗(−)k) are indeed free on k generators. We rephrase the
definition of a clone and its algebras in terms of elements before we give a proof.
Remark 1.3.10. In the case of C = Set the commutativity of the diagrams in definition 1.3.1 is
equivalent with the satisfaction of the following sets of equations:
• (Associativity) For every σ ∈ O(n), t1, . . . , tn ∈ O(m), s1, . . . sm ∈ O(k)
σ ∗nk (t1 ∗mk (s1, . . . , sm), . . . , tn ∗mk (s1, . . . , sm)) = (σ ∗nm (t1, . . . , tn)) ∗mk (s1, . . . , sm).
In particular, naming and evaluation on constants are compatible:
– In the casem = 0 the ti are constants and the associativity states
σ ∗nk (t1, . . . , tn) = ∗0k(σ ∗n0 (t1, . . . , tn))
– In the case n = 0 the operation σ is a constant and the associativity states
∗0k(σ ) = (∗0m(σ )) ∗mk (s1, . . . , sm)
• (Projection) For every n ≥ 1, 1 ≤ j ≤ n, t1, . . . , tn ∈ O(m)
πnj ∗nm (t1, . . . , tn) = tj
• (Unit) For each σ ∈ O(n), n ≥ 1
σ ∗nn (πn1 , . . . ,πnn ) = σ
• (Normalisation) ∗00(c) = c .
Similar sets of equations hold for the associativity and projection axioms ofO-algebras. An
N-indexed family of maps fn : O(n) → O′(n) constitutes a clone homomorphism f : O → O′, if
fn(πnj ) = π ′nj for all n ≥ 1 and 1 ≤ j ≤ n, and for all n,m ∈ N, σ ∈ O(n) and t1, . . . , tn ∈ O(m)
fm(σ ∗nm (t1, . . . , tn)) = fn(σ ) ∗′nm (fm(t1), . . . , fm(tn))
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The case n = 0 is to be interpreted as above. A map h : A→ A′ is anO-algebra homomorphism
h : (A,α) → (A′,α ′), if for n ≥ 1 and σ ∈ O(n)
h(αn(σ , (a1, . . . ,an))) = α ′n(σ , (h(a1), . . . ,h(an))),
and h(α0(c)) = α ′0(c) for c ∈ O(0).
Remark 1.3.11 (The cartesian theory of clones). The presentation of Set-clones in terms of
elements in the previous remark can be used to define a cartesian theory T of clones as a
many-sorted algebraic theory. The signature Σ has a sort O(n) for each n ∈ N, a function
symbol ∗nm : O(n)O(m) · · ·O(m) → O(m) of arity n + 1 for every pair (n,m) ∈ N2 with n ≥ 1,
a unary function symbol ∗0m : O(0) → O(m) for eachm ∈ N and constants πnj : → O(n) for
each n ∈ N and 1 ≤ j ≤ n. There are no relation symbols and the axioms of T are the equations
given in the previous remark in their respective canonical contexts. Simply by comparing the
definitions it is clear that clones in a finite product category C are exactly the models of T,
and that clone homomorphisms are exactly the Σ-homomorphisms. In other words, we have
clone(C) = T -Mod(C) up to renaming. (As for one-sorted algebraic theories the axioms can be
interpreted as equality of morphisms, hence many-sorted algebraic theories can be interpreted
in finite-product categories as well.)
Proposition 1.3.12 (Finitely generated freeO-algebras). LetO be a clone in Set. TheO-algebra
(O(k), ∗(−)k) has the universal property
{1, . . . ,k} O(k) (O(k), ∗(−)k)
A (A,α)
← →{π
k
1 ,...,π
k
k }
←
→h
←→ f ←→ ∃!f
Proof. With remark 1.3.10 we can see easily the map
f : O(k) → A, σ 7→ αk(σ , (h(1), . . . ,h(k)))
to be the uniqueO-algebra map making the diagram commute. The uniqueness is a consequence
of the unit axiom for O(k) and f being an O-algebra homomorphism. As for the existence the
associativity of α shows that the f defined above is indeed an O-algebra homomorphism. 
Remark 1.3.13. If we rephrase the proof of the preceding proposition in terms of diagrams,
then we can apply it to the case of a finite-product categoryC. In that case we obtain a bijection
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of hom-sets O -Alg(O(k),A)  C(1,Ak), natural in A. The correspondence is given by
f 7→ (f ◦ πk1 , . . . , f ◦ πkk ) with inverse (a1, . . . ,an) 7→ αk ◦ (1O(k) × (a1, . . . ,an)) ◦ ρ−1,
where ρ : O(k) × 1  O(k) is the natural coherence isomorphism. If C has finite coproducts
then replacing the set {1, . . . ,k} with the copower k · 1 in the above diagram will give the
corresponding universal property for O(k) in C.
1.3.4 Examples
Examples of clones studied in this section are the endomorphism clones, clones of algebraic
theories and the initial clones. We shall also prove that the category of algebras for a clone of
an algebraic theory is isomorphic to the category of models for that theory. The clones of linear
and affine combinations will be studied in the next section.
Examples 1.3.14 (Endomorphism clones).
(a) For any objectA inC we obtain an endomorphism clone End(A) in Set as follows [Gou08,
example 1.1.2]
• End(A)(n) = C(An,A),
• for n ≥ 1 the maps ∗nk : C(An,A) × C(Ak ,A)n → C(Ak ,A) are given by (multi-)
composition
(д, (f1, . . . , fn)) 7→ д ◦ (f1, . . . , fn),
and the maps ∗0k : C(1,A) → C(Ak ,A) map constants 1 → A to the composites
Ak → 1 → A,
• πnj names the projection prj : A
n → A of An onto its jth factor.
The axioms of a clone are a consequence of the associativity of the composition in C and
the universal property of products. They can be readily verified using remark 1.3.10.
(b) Let C be a cartesian closed category and A and object in C. Generalising the previous
example we obtain an endomorphism clone End(A) in C
• End(A)(n) = [An,A],
• the maps ∗nk : [An,A] × [Ak ,A]n → [Ak ,A] are given by (multi-)composition
[An,A] × [Ak ,A]n [An,A] × [Ak ,An] [Ak ,A]← →1[An,A]×ι ← →◦
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where ι : [Ak ,A]n  [Ak ,An] is a natural isomorphism and ‘◦’ denotes the internal
composition.
• πnj : 1 → [An,A] is the exponential transpose of the projection prj : An → A.
The associativity axiom is a consequence of the associativity of the internal composition,
the projection and unit axiom follow from the πnj being the exponential transposes of
projections, and the internal composition being defined via the exponential transpose of
successive evaluation morphisms. The normalisation axiom is a direct consequence of the
definition of ∗00. In this case ι : 1  [1, 1] is the exponential transpose of the identity map
11. Another way of seeing End(A) a clone is to use the technique of generalised elements
and combine it with remark 1.3.10. This amounts to showing that hom(X ,End(A)) is a
clone in Set natural in X ∈ obC. With the Yoneda lemma we can then conclude that it
is a clone in C. To see hom(X ,End(A)) a clone requires us to rewrite the ∗nk in terms of
evaluation morphisms.
Remark 1.3.15. LetC be a cartesian closed category,O a clone andA ∈ obC. The product-hom
adjunction yields bijections
αn : O(n) ×An −→ A
αˆn : O(n) −→ [An,A]
for each n ∈ N. These bijections together induce a bijection between clone morphisms
αˆ : O → End(A) and O-algebra structures (A,α) on A. The associativity diagrams of an
O-algebra (A,α) correspond thereby to the diagrams (1) in definition 1.3.2 for αˆ , and the
projection diagrams to the diagrams (2) in definition 1.3.2 (and vice versa).
Remark 1.3.16. The correspondence in remark 1.3.15 suggests a way of defining O-algebras
for a Set-clone O in a finite-product category C. Let A be an object in C. An O-algebra
structure on A is a clone homomorphism α : O → End(A) [Gou08, def. 1.2.4]. An O-algebra
homomorphism h : (A,α) → (A′,α ′) in C is a C-morphism h : A→ A′ rendering commutative
the diagrams
An (A′)n
A A′
←→αn(σ )
←→hn
←→ α ′n(σ )
←→h
for all n ∈ N and σ ∈ O(n) [Gou08, def. 1.2.5]. In the case of C = Set this definition is clearly
equivalent to definition 1.3.2. We shall denote the category of O-algebras in C by O -Alg(C)
again. It will be clear from the context whetherO is a C-clone, or a Set-clone, and hence which
definition we mean.
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Examples 1.3.17 (Clones of algebraic theories).
(a) Let T be an algebraic theory over the signature Σ, andM a T-model in a category C with
finite products. The intersection of (small) families of subclones of End(MA) in [N,Set] is
again a subclone. We can thus define the subclone of End(MA) generated by the operations
Mf : MAn → MA, f ∈ Σ-Fun. In the case of C = Set (and apart from the constants) this
is a clone of operations as it is usually defined in universal algebra. (See e.g. [Coh81,
chap. III.3], [KPS14, def. 2.1], [Beh14, def. 2.1].)
(b) (Clone of T) We can also assign a cloneOT to the algebraic theory T directly. DefineOT(n)
as the finitely generated free T-algebra FT(n) = TΣ(n)/En (see lemma 1.1.20). Each t in
the term-algebra TΣ(n) can be considered a term-in-context ®x .t with ®x = x1, . . . ,xn. The
operation of substitution induces maps ∗nm : TΣ(n) ×TΣ(m)n → TΣ(m). Due to property (2)
in lemma 1.1.20 any (s, t) ∈ En will be mapped to Em by ∗nm, i.e.
(s ∗nm (s1, . . . , sn), t ∗nm (s1, . . . , sn)) ∈ Em
for any ®s ∈ TΣ(m)n. Because of property (3) in lemma 1.1.20 this remains true if we replace
®s by any ®t such that (si , ti) is in Em for each 1 ≤ i ≤ n. The map ∗nm thus descends to a map
∗nm : FT(n) × FT(m)n → FT(m), ([t], ([s1], . . . , [sn])) 7→ [t[s1/x1, . . . , sn/xn]]
The πnj name the (equivalence classes of) variables [xj] ∈ FT(n) for n ≥ 1. The axioms
of a clone follow from the corresponding properties of substitution of terms. Regarding
normalisation in particular, since FT(0) is the set of (equivalence classes of) terms with no
free variables, substitution becomes the identity map.
For the empty theory ∅ over Σ the ∅-algebra F∅(n) is TΣ(n). For any theory T over Σ the family
of quotient maps qn : TΣ(n) → FT(n) yields a clone homomorphism q : O∅ → OT.
Proposition 1.3.18. Let T be an algebraic theory over Σ and OT its clone in Set. For any
category C with finite products the categories T -Mod(C) and OT -Alg(C) are isomorphic as
categories over C.
Proof. It is easy to see that any clone homomorphism α : O∅ → End(A) is equivalent to a Σ-
structureM onA. Mα (f ) is defined byαn(f (x1, . . . ,xn)) for ann-ary function symbol f ∈ Σ-Fun.
Conversely, given a Σ-structure M definition 1.1.11 and the substitution lemma 1.1.15(1)
together show that mapping a term t ∈ TΣ(n) to its interpretation Jx1, . . . ,xn .tK yields a clone
homomorphism αM : O∅ → End(A). The two construction are mutually inverse.
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In light of these two constructions an O∅-algebra homomorphism is the same as a Σ-
homomorphism. Rephrased in categorical terms we obtain an isomorphism of O∅ -Alg(C) and
Σ-Str(C) that commutes with the respective forgetful functors to C:
O∅ -Alg(C) Σ-Str(C)
C
← →
←
→U
←→ U
By remark 1.1.18 a Σ-structureM in C is a T-model, if for every axiom of T the interpretations
of the respective terms-in-context inM are equal. This means that the clone homomorphism
αM factors through q : O∅ → OT. Conversely, by precomposing a clone homomorphism
α : OT → End(A) with q the Σ-structureMα◦q is a T-model. We see that the above isomorphism
of categories restricts to an isomorphism of the full subcategories OT -Alg(C) and T -Mod(C).

Example 1.3.19 (Initial clones). We consider the algebraic theory T of equality, i.e. the empty
theory over the signature Σ with only one sort and no function symbols. The term algebraTΣ(n)
is the finite set {x1, . . . ,xn}. The induced clone OT can be described as follows: it assigns a
finite set n to each natural number n and the maps ∗nm : n ×mn → m are the unique maps
{pr1, . . . , prn} induced by the universal property of the coproduct
mn + . . . +mn m
mn
← →∃!{pr1,...,prn}
 →i j ←
→
prj
Here we have used that n ×mn is the nth copower ofmn in Set. The ij denotes the coproduct
injection into the jth component and prj the projection onto the jth factor.
For any other clone O in Set the universal property of the coproduct yields for each n and
the n-element set of the πnj a unique map
{πn1 , . . . ,πnn } : n → O(n)
It is easy to check that this is a clone homomorphism. Moreover, (2) in definition 1.3.2 implies
that this clone homomorphism is unique. This exhibits OT as the initial object in the category
clone(Set).
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LetC be a distributive category, i.e. C has finite products and coproducts, and the coproducts
distribute over the products in a canonical way (the canonical morphism from coproducts of
products to the respective products of coproducts is an isomorphism). Using the copowers in
C we can repeat the construction above in C and define a clone OI . To see that OI is indeed a
clone in C we can use proposition 1.3.3. Indeed, the clone OT for the theory of equality is a
clone in the category of finite sets. Mapping a finite set X to its copower X1 in C induces a
functor from the category of finite sets to C. Since C is distributive this functor preserves finite
products. Using the description above it is clear that OT is mapped to OI by this functor. Like
OT in Set the clone OI is an initial object in the category clone(C). The unique morphism from
OI to any C-clone O is constructed like in Set.
Remark 1.3.20. Let C be an infinitary distributive category, i.e. C is a distributive category
with small coproducts and the small coproducts distribute over finite products as well. In this
case taking copowers of the terminal object induces a functor F : Set → C that preserves finite
products. By proposition 1.3.3 we obtain a functor F∗ : clone(Set) → clone(C). So every
Set-clone is represented by a clone in C.
Let (A,α) be an F∗(O)-algebra. Since coproducts distribute over products, F∗(O)(n) × An
is isomorphic to the copower O(n)An. Every αn hence corresponds to an O(n)-indexed family
of morphisms An → A; in other words, αn corresponds to a map fn : O(n) → C(An,A). The
family of the maps fn constitutes a clone homomorphism O → End(A) in Set. Conversely,
by the universal property of copowers a clone homomorphism f : O → End(A) yields an
F∗(O)-algebra structure α f on A. This bijection between F∗(O)-algebra structures on A and
clone homomorphisms O → End(A) can be seen in the same way as the correspondence in
remark 1.3.15: the associativity diagrams for α correspond to the diagrams (1) in definition 1.3.2
for f , and the projection diagrams to the diagrams (2) in definition 1.3.2 (and vice versa).
In remark 1.3.16 we have defined O-algebras in C of a Set-clone O as the clone homomor-
phisms f : O → End(A). For infinitary distributive categories (like Grothendieck toposes,
for example) we see that (A, f ) is an O algebra if and only if (A,α f ) is an F∗(O)-algebra.
Furthermore, it is not difficult to see that this correspondence extends to the homomorphisms
as well. The categories F∗(O) -Alg(C) and O -Alg(C) are thus isomorphic as categories over C.
1.3.5 The clones of linear and affine combinations
The last two examples we shall discuss in this chapter are clones of linear and affine combinations
in a finite-limit category C with a K-algebra object. They will be important for the applications
in SDG later on; in particular, for the definition of an infinitesimally affine space.
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Let T be the (presentation of a one-sorted) algebraic theory of (commutative, unital)
K-algebras for a fixed (commutative, unital) ring K : the signature Σ has one sort A, two binary
function symbols ‘+’ and ‘·’, a unary function symbol for each k ∈ K , a unary function symbol
‘−’, and the constants 0 and 1. The axioms are the usual axioms for a commutative ring together
with axioms for each k ∈ K stating that k is an endomorphism of the underlying abelian group,
⊤ ⊢x kx = (k1) · x , 0K is the constant 0-map and 1K is the identity map.
Recall that the syntactic category CT of T [Joh02, chap. D1.4] is the category with
objects the α-equivalence classes of (cartesian) formulae-in-context {®x .ϕ} (equivalent up to
the renaming of all variables, not just the bound ones) and morphisms {®x .ϕ} → {®y.ψ } the
T-provable equivalence classes of formulae-in-context [®x , ®y.θ ] that are T-provably functional.
T-provable equivalence means that [θ ] = [θ ′], if both sequents θ ⊢®x ,®y θ ′ and θ ′ ⊢®x ,®y θ are
provable in T. For θ to be T-provably functional the following two sequents must be provable
in T:
θ ⊢®x ,®y ϕ ∧ψ ,
ϕ ⊢®x (∃!®y)θ
(All formulae-in-context are assumed to be sound relative to T. ∃!®y stands for (∃!y1) · · · (∃!yn).)
Let A be the (unique) sort in Σ. The intuition is that {®x .ϕ} stands for the set of elements of An
that satisfy ϕ, where n is the length of the context. Morphisms are maps between such sets,
which are described by a (definable) functional relation. We will write An for {®x .⊤}, where the
context ®x has length n (with A0 = 1 for the empty context6).
The category CT has finite limits [Joh02, lem. D1.4.2]. We define the clone L of linear
combinations in CT as follows:
• L(n) = An
• ∗nm : An × (Am)n → Am is the T-provable equivalence class of the formula-in-context
®λ, ®x1, . . . , ®xn, ®y.(®y = λ1®x1 + . . . + λn ®xn)
(Where ®y = λ1®x1 + . . . + λn ®xn stands for the conjunction∧1≤j≤m(yj = λ1x1j + . . . + λnxnj ).
Note that the k in xkj stands for an index and not a power k .)
6Whether we mean 1 as the terminal object, or as the constant of the unit in Σ will be clear from the context.
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• πnj : 1 → An is the T-provable equivalence class of the formula-in-context
®y.(®y = (0, . . . , 0, 1
j
, 0, . . . , 0))
meaning the 1 is at the jth position. (®y = (0, . . . , 0, 1, 0, . . . , 0) is again a shorthand for
(y1 = 0) ∧ . . . ∧ (yj−1 = 0) ∧ (yj = 1) ∧ (yj+1 = 0) ∧ . . . ∧ (yn = 0).)
Lemma 1.3.21. L is a clone in CT.
Proof. The formulae-in-context are clearly T-provably functional. Showing the axioms of a
clone is equivalent to showing the satisfaction of the equations given in remark 1.3.10 in their
respective canonical context for the formulae defined above (see also remark 1.3.11); but this is
a direct consequence of the axioms of the theory of K-algebras.

L being a clone is just saying that for a K-algebra A in Set each An is an A-module. Hence
the above lemma can be also regarded as just another corollary of the (classical) completeness
theorem [Joh02, prop. D1.5.1].
The clone A of affine combinations in CT is defined as follows:
• A(n) = {®x .(1 = x1 + . . . + xn)} (The empty sum is defined as 0, hence A(0) is {1 = 0},
which is the (strict) initial object in CT. See also remark 1.3.25.)
• Let αn be the formula 1 = x1 + . . . + xn. The morphism ∗nm : A(n) ×A(m)n → A(m) is
the T-provable equivalence class of the formula-in-context
®λ, ®x1, . . . , ®xn, ®y.(®y = λ1®x1 + . . . + λn ®xn) ∧ αn[®λ/®x] ∧
∧
1≤j≤n
αm[®x j/®x]
(Note that A(n) × A(m)n is {®λ, ®x1, . . . , ®xn .αn[®λ/®x] ∧ ∧1≤j≤n αm[®x j/®x]}. The above
formula is just the restriction of ∗nm from L to A.)
• πnj : 1 → A(n) is the T-provable equivalence class of the formula-in-context
®y.(®y = (0, . . . , 0, 1, 0, . . . , 0))
with the 1 being at the jth position.
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Lemma 1.3.22. A is a subclone of L in CT.
Proof. Due to ϕ ⊢®x ⊤ for any formula-in-context ϕ, A(n) is a subobject of L(n). (The
monomorphism is represented by the formula ®x′, ®x .(ϕ ∧ (®x = ®x′)) [Joh02, lem. D1.1.4(iv)].)
To show A a subclone of L we need to show that the morphisms ∗nm and πnj restrict to A
accordingly. This amounts to show that the sequents
(®y = λ1®x1 + . . . + λn ®xn) ∧ αn[®λ/®x] ∧
∧
1≤j≤n
αm[®x j/®x] ⊢®λ,®x1,...,®xn ,®y 1 = y1 + . . . + ym,
®y = (0, . . . , 0, 1, 0, . . . , 0) ⊢®y 1 = y1 + . . . + yn
are provable in T. The second one is obvious. In the case n = 0 the first sequent becomes
(®y = ®0) ∧ (0 = 1) ⊢®y 1 = y1 + . . . + ym
which is clearly provable in T. For n ≥ 1 the T-provability amounts to the easy calculation
m∑
j=1
yj =
m∑
j=1
n∑
i=1
λix
i
j =
n∑
i=1
λi(
m∑
j=1
xij ) =
n∑
i=1
λi = 1
The T-provability of the second sequent necessary for the functionality of ∗nm of A is a
consequence of the T-provability of the respective sequent of ∗nm of L and the Frobenius
axiom. 
The syntactic category CT contains a universal T-model (i.e. a K-algebra) MT. The
Σ-structure MT assigns A = {x .⊤} to the sort A, and maps a function symbol f ∈ Σ-Fun of
arity n to the formula-in-context ®x ,y.(f (x1, . . . ,xn) = y). Any (cartesian) formula-in-context
®x .ϕ has an interpretation as the subobject {®x .ϕ} of An = {®x .⊤}. For any other subobject {®x .ψ }
we have that {®x .ϕ} ≤ {®x .ψ }, if and only if ϕ ⊢®x ψ is provable in T [Joh02, lem. D1.4.5]. MT
thus satifies the axioms of a K-algebra by construction.
For any finite-limit category C and any K-algebra R in C there is a finite-limit preserving
functor FR : CT → C mappingAn to Rn and {®x .ϕ} to its interpretation J®x .ϕKR inC. In particular,
it maps the universal K-algebraMT to R. FR is unique up to (unique) isomorphism. In fact, this
correspondence induces an equivalence of categories of the full subcategory of [CT,C] of finite-
limit preserving functors and the category T -Mod(C) of K-algebras in C [Joh02, thm. D1.4.7].
Since clones are mapped to clones by finite-product preserving functors (proposition 1.3.3), any
K-algebra inC induces a cloneLR of linear combinations and a cloneAR of affine combinations
in C.
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Corollary 1.3.23. Let C be a category with finite limits. Any K-algebra R in C induces a clone
LR of R-linear combinations in C with LR(n) = Rn, and a subclone of R-affine combinations
AR with AR(n) being the equaliser of the operation of the sum of n-elements and the constant
operation 1.
Remark 1.3.24 (The opposite of the category of finitely presented K-algebras). Let K -Algf p
denote the category of finitely presented K-algebras. The category K -Algop
f p
has finite limits
and a K-algebra object K[X ] that shares the same universal property as MT does in CT. The
functor FK[X ] : CT → K -Algopf p is thus (part of) an equivalence of categories. (See, for example,
[Joh02, prop. D3.1.2] and [Cos76, III.c)].) This equivalence can be also seen as follows: FK[X ]
restricts to an isomorphism of the full subcategory C˚T generated by the objects corresponding to
the Horn formulae-in-context and K -Algop
f p
. Horn formulae mean finite conjunctions of atomic
formulae, and the latter mean equations between terms and ⊤. The objects corresponding to
cartesian formuale not contained in C˚T are the ones involving the existential quantifier. However,
by [Joh02, lemma D1.4.4(ii)] these are isomorphic to objects in C˚T.
In terms of finitely presented K-algebras the clones L and A become the respective dual
structures: L(n) = K[X1, . . . ,Xn], A(n) = K[X1, . . . ,Xn]/(∑ni=1 Xi − 1), and the inclusion is
the canonical quotient map K[X1, . . . ,Xn] → K[X1, . . . ,Xn]/(∑ni=1 Xi − 1). The projection πnj
becomes the K-algebra homomorphisms K[X1, . . . ,Xn] → K that maps X j to 1 and the other
generators Xi to 0. The morphism ∗nm becomes the K-algebra homomorphism
K[Y1, . . . ,Ym] → K[λ1, . . . , λn] ⊗K K[ ®X1, . . . , ®X n], Yi 7→
n∑
j=1
λj ⊗K X j,i
Since the morphisms in K -Algop
f p
are defined by K-algebra homomorphisms they are easier to
work with than the morphisms in C˚T, which are essentially functional relations. We will make
use of this fact later.
Remark 1.3.25. A(0) is {0 = 1}, which is strictly initial in CT. (This is easily seen from
the equivalence CT ≃ K -Algopf p , since {0 = 1} corresponds to the trivial K-algebra.) In CT
this means that A, which is representing the theory of affine spaces over K-algebras, has no
constants. This is what we would expect. However, finite limit-preserving functors CT → C
will map {0 = 1} only to a subterminal object (the equaliser of the constants 0 and 1), which
might not be an initial object, if C has one.
In the case of Set, A(0) is mapped to the empty set for any non-trivial K-algebra. For the
trivial K-algebra it is mapped to the terminal object. So in Set we recover that the clone of
affine combinations over a non-trivial K-algebra has no constants as to be expected.
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For a K-algebra object R in a finite-limit category C, an affine space A over R (i.e. an
AR-algebra) has a distinguished subobject FR({0 = 1}) ×A A. In a distributive category C
this subobject is just the initial object for a non-trivial K-algebra R (i.e. FR({0 = 1}) is initial).
In our applications to SDG we will be mostly working in Grothendieck toposes with local ring
objects R (which are defined as being non-trivial), so we can be sure that AR(0) will be initial.
1.4 Comparisons
In the last section of this chapter we shall prove the comparison theorems comparing the clones
in Set with the syntactic approach, as well as clones in a complete and cocomplete cartesian
closed category V with Lawvere theories enriched in V. This shall make precise in which
sense the approach via clones is equivalent to the other two and also justify why we may
consider a clone in a category C an algebraic theory in C.
1.4.1 Clones and the syntactic approach
Our comparison theorem of clones with the syntactic approach is a generalisation of [Gou08,
lem. 1.5.1 and lem. 1.5.2]. Since we have not introduced a category of presentations of algebraic
theories, we shall only compare the categories of models with the categories of algebras and
the clones.
(There is a notion of interpretation of a presentation of an algebraic theory in another
presentation of possibly different signature [Tay93, def. 5, p.517], as well as a corresponding
notion of equivalence [Tay93, def. 5, p.517]. [Tay93, thm. 4, p.517] shows that the presentations
are equivalent if and only if the categories of models in Set are isomorphic as categories over
Set.)
Theorem 1.4.1 (Clones and algebraic theories). LetC be a category with finite products. Clones
in Set and algebraic theories are equivalent in the following sense:
(1) For every algebraic theory T there is a Set-clone OT such that T -Mod(C) and OT -Alg(C)
are isomorphic categories over C.
(2) For every Set-cloneO there is an algebraic theory TO such that TO -Mod(C) andO -Alg(C)
are isomorphic categories over C.
(3) The clones OTO and O are isomorphic. In particular, we have an isomorphism of
OTO -Mod(C) and O -Alg(C) of categories over C.
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Proof. (1) This has been shown in proposition 1.3.18 already.
(2) We define TO as follows. The signature Σ has one sort A, no relation symbols and
for every n ∈ N and σ ∈ O(n) an n-ary function symbol σ : A · · ·A→ A. For every n,m ∈ N,
σ ∈ O(n) and t1, . . . , tn ∈ O(m) we have a sequent
⊤ ⊢x1,...,xm σ (t1(x1, . . . ,xm), . . . , tn(x1, . . . ,xm)) = σ ∗nm (t1, . . . , tn)(x1, . . . ,xm) (1.1)
(In the casesm = 0 or n = 0 this is supposed to be read as ⊤ ⊢[] σ (t1, . . . , tn) = σ ∗n0 (t1, . . . , tn)
or ⊤ ⊢x1,...,xm σ = ∗0m(σ )(x1, . . . ,xm), respectively. Due to normalisation we can omit the case
n =m = 0.) For every n ≥ 1 and 1 ≤ j ≤ n we have a sequent
⊤ ⊢x1,...,xn πnj (x1, . . . ,xn) = xj (1.2)
We define TO as the set of all the sequents of type (1.1) and (1.2). Let A be a C-object. Giving
a Σ-structure on A is equivalent to giving a family of maps fn : O(n) → End(A)(n), n ∈ N.
We may conclude from the substitution lemma 1.1.15(1) that a Σ-structure A satisfies the two
sequents above, if and only if
fn(σ ) ◦ (fm(t1), . . . , fm(tn)) = fn(σ ∗nm (t1, . . . , tn))
and fn(πnj ) = prj . By remark 1.3.10 and the definition of the clone structure on End(A) (see
example 1.3.14(a)) saying that the Σ-structure A is a TO -model is equivalent to saying that the
family of maps fn constitute a clone homomorphism. Clearly, a C-morphism h : A→ A′ is an
O-algebra homomorphism if and only if it is a Σ-homomorphism. This establishes the asserted
isomorphism of categories over C.
(3) We recall that OTO (n) is the quotient of the term algebra FT(n) = TΣ(n)/En, where Σ is
the signature from (2). (See section 1.1.4 for the respective definitions of TΣ(n) and En.)
There is a family of canonical injective maps ιn : O(n) → TΣ(n) mapping σ to the term
σ (x1, . . . ,xn). We compose the ιn with the quotient maps qn : TΣ(n) → FT(n). The sequents of
type (1.1) and (1.2) then say that the family of maps fn = qnιn constitute a clone homomorphism
f : O → OTO . The maps fn are injective.
For the construction of the inverse map, note that each O(n) is a TO-model. Indeed, O(n)
carries a natural Σ-structure mapping the function symbol σ to σ ∗mn (−), and from this
construction together with the substitution lemma 1.1.15(1) it is clear that O(n) satisfies all
the sequents of type (1.1) (due to associativity) and (1.2) (due to the projection axiom). By
proposition 1.1.21 mapping [xj] to πnj extends to a unique Σ-homomorphism hn : FT(n) → O(n).
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The fn : O(n) → FT(n) are also Σ-homomorphisms that map the πnj to [xj]. By the universal
property of FT(n) the composite fn ◦hn must be the identity map. This shows each fn surjective
and hence f an isomorphism of clones. The asserted isomorphism of categories over C is then
either a consequence of proposition 1.3.7 or can be obtained from combining the isomorphisms
in (1) and (2).

Another proof for (3) is to combine (1) and (2) to obtain an isomorphism OTO -Alg(C) 
O -Alg(C) of categories over C. In particular, this holds for C = Set. By proposition 1.3.12
O(n) and OTO (n) are free O-algebras (respectively, free OTO -algebras). There are bijections
hn : O(n) → OTO (n) which are simultaneously isomorphisms of O and OTO -algebras. One then
has to show that the family hn is a clone homomorphisms.
Remark 1.4.2 (Theory of clone algebras). Theorem 1.4.1 only compares Set-clones with
algebraic theories. For a syntactic approach to clones and their algebras in a finite-product
category C we need to extend the many-sorted algebraic theory of clones in remark 1.3.11 to
a many-sorted algebraic theory C of clone algebras over a signature Σ, which is defined as
follows:
• Σ has a sort A and a sort O(n) for each n ∈ N.
• Σ has a function symbol
∗nm : O(n)O(m) · · ·O(m) → O(m)
of arity n + 1 for every pair (n,m) ∈ N2 with n ≥ 1, a unary function symbol
∗0m : O(0) → O(m)
for eachm ∈ N, constants
πnj : → O(n)
for each n ∈ N and 1 ≤ j ≤ n, and an (n + 1)-ary function symbol
•n : O(n)A · · ·A→ A
for each n ∈ N.
• Σ has no relation symbols
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The axioms of C are as follows: (We employ the vector notation for lists to make the equations
shorter, when necessary.)
(1) (Clone)
• Associativity: For every n,m,k ∈ N
⊤ ⊢σ ,®t ,®s σ ∗nk (t1 ∗mk ®s, . . . , tn ∗mk ®s) = (σ ∗nm ®t) ∗mk ®s
with σ : O(n), ti : O(m), 1 ≤ i ≤ n and si : O(k), 1 ≤ i ≤ m. The casesm = 0 and
n = 0 are to be interpreted as in remark 1.3.10.
• Projection: For every n ≥ 1, 1 ≤ j ≤ n
⊤ ⊢®t πnj ∗nm (t1, . . . , tn) = tj
• Unit: For each n ≥ 1
⊤ ⊢σ :O(n) σ ∗nn (πn1 , . . . ,πnn ) = σ
• Normalisation: ⊤ ⊢t :O(0) ∗00(t) = t .
(2) (Associativity) For every n,m ∈ N
⊤ ⊢σ ,®t ,®x σ •n (t1 •m ®x , . . . , tn •m ®x) = (σ ∗nm ®t) •m ®x
with σ : O(n), ti : O(m), 1 ≤ i ≤ n and xi : A, 1 ≤ i ≤ m. The casesm = 0 and n = 0 are
to be interpreted in a similar way as the respective cases of associativity in remark 1.3.10.
(3) (Projection) For every n ≥ 1, 1 ≤ j ≤ n
⊤ ⊢®x πnj •n (x1, . . . ,xn) = xj
Clearly, a C-model in C is a clone O and an O-algebra A. Conversely, a clone O in C together
with an O-algebra yields a C-model in C. A Σ-homomorphism, however, is a pair (f ,h) of a
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clone homomorphism f : O → O′ and a morphism h : A→ A′ such that
O(n) ×An O′(n) × (A′)n
A A′
←→ •n
← →fn×h
n
←→ •′n
← →h
The category C -Mod(C) is the category of all clones and their algebras in C. For each C-clone
O we have a fully faithful embedding of categories over C
O -Alg(C) C -Mod(C)
C
←
→U
 →
←
→ UC
which maps each O-algebra homomorphism h to the Σ-homomorphism (1O ,h).
1.4.2 Clones and enriched Lawvere theories
We turn to the comparison theorem of clones and enriched Lawvere theories. The equivalence
of clones in Set and Lawvere theories has been presumably proved first in [Tay73, appendix]. A
proof which shows the equivalence between the corresponding categories of models is given in
[Gou08, chap. 1.5]. Since clones and Lawvere theories are conceptually very close to each other
some authors were lead to consider abstract clones as categories similar to Lawvere theories
(see, for example, [Tay93] or [Man76, def. 2.7]) We generalise the Set-case to cartesian closed
categories.
Theorem 1.4.3 (Clones and Lawvere theories). LetV be a complete and cocomplete cartesian
closed category.
(1) We can assign a clone OL inV to anyV-Lawvere theory (L,α) as follows:7
• OL(n) = L(n, 1)
• The morphisms ∗nm : L(n, 1) × L(m, 1)n → L(n, 1) are given by (multi)composition
L(n, 1) × L(m, 1)n L(n, 1) × L(m,n) L(m, 1)← →1L[n,1]×ι ← →◦
7We remind the reader of the convention that we write n for the objects α(n) of L.
1.4 Comparisons 51
where ι : L(m, 1)n  L(m,n) is aV-natural isomorphism (inm) and ‘◦’ denotes the
internal composition.
• πnj : 1 → L(n.1) are the n product projections n → 1 in the category L0.
We obtain a functor Cl : Law(V) → clone(V) such that the categories L -Mod(V)0 and
OL -Alg(V) are equivalent as categories overV.
(2) To any clone O inV we can assign aV-enriched Lawvere theory LO as follows:
• The set of objects of LO is N.
• LO (n,m) = O(n)m
• Composition LO (k,m) × LO (n,k) → LO (n,m) is the morphism
O(k)m ×O(n)k O(k)m × (O(n)k)m  (O(k) ×O(n)k)m O(n)m← →1O (k )×∆m ← →(∗kn)
m
• The identity morphisms are 1 LO (n,n)← →
(πn1 ,...,πnn )
We obtain a functor L : clone(V) → Law(V) such that the categories LO -Mod(V)0 and
O -Alg(V) are equivalent as categories overV.
(3) Cl and L form an equivalence of categories.
Proof. (1) The associativity axiom for OL follows from the coherence of the associativity
diagrams of the composition in theV-category A and theV-naturality of the isomorphisms
L(m, 1)n  L(m,n). The latter isomorphism is a consequence of the fact that the object n in L is
the n-foldV-product of 1 in L and lemma 1.2.1.
The projection and unit axioms for OL follow from the fact that n is an n-fold product in the
underlying category L0, and that the πnj are the product projections for n in the underlying
category L0. The normalisation axiom is a consequence of the definition of ∗00, for 0 is the
V-terminal object.
Let F : (L,α) → (L′,α ′) be a morphism of V-Lawvere theories. Since Fα = α ′ we have
F (n) = n, and thus Fn,1 : OL(n) → OL′(n). Since F preservesV-products the underlying functor
F0 : L0 → L′0 preserves products. In particular, F commutes with the projections, which is
precisely axiom (2) in definition 1.3.2. Also, by lemma 1.2.1, as a V-product-preserving
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V-functor, F renders the subsequent diagram commutative
L(m, 1)n L(m,n)
L′(m, 1)n L′(m,n)
←→ (Fm,1)n
←→
←→ Fm,n
←→
Since a V-functor commutes with composition in L and L′, we see that axiom (1) in defini-
tion 1.3.2 holds. This shows that F induces a clone homomorphism OL → OL′. Conversely, a
clone homomorphism f : OL → OL′ induces aV-product preservingV-functor F : L → L′ by
setting F (n) = n and
Fm,n : L(m,n)  L(m, 1)n L′(m, 1)n  L′(m,n)←→(fm)
n
Indeed, since f is a clone homomorphism, F commuteswith composition and units. By definition
of F we have L′(m, F (n))  L′(m, F (1))n, and this isomorphism is V-natural. Moreover, F
commutes with the projections, since f does, and, by construction, renders commutative
the respective diagram in lemma 1.2.1 showing it a V-product preserving functor. Since F
commutes with the projections, it also commutes with α and α ′. F is thus a morphism of theV-
Lawvere theories (L,α) → (L′,α ′). Altogether this yields a functor Cl : Law(V) → clone(V),
which is fully faithful.
An L-modelM : L →V yields a morphismMn,1 : OL(n) → [M(n),M(1)]  [M(1)n,M(1)] for
each n ∈ N. The last isomorphism is due toM preservingV-products, and henceM(n)  M(1)n
in V. By a similar reasoning as for morphisms of V-Lawvere theories we can see that this
family of morphisms constitutes a clone homomorphism OL → End(M(1)). This showsM(1)
an OL-algebra. (Cf. remark 1.3.15) Conversely, and in the same manner as for morphisms of
V-Lawvere theories, a clone homomorphism f : OL → End(A) induces aV-product preserving
V-functor F : L → V such that F (1) = A and F (n) = An. Due to M preserving V-products,
theV-functor induced by the clone homomorphism OL → End(M(1)), which itself is induced
by M , is V-natural isomorphic to M . Iterating the construction while starting with a clone
homomorphism f : OL → End(A) yields f again. Moreover, to give aV-natural transformation
h : M → M′ is the same as to give anOL-algebra homomorphismh : M(1) → M′(1) inV. (This
follows from taking the exponential transpose of the commutative diagram in definition 1.3.6
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and [Bor94a, prop. 6.2.8].) Altogether this yields an equivalence of categories overV:
L -Mod(V)0 OL -Alg(V)
V
←
→ev1
← →≃
←
→ U
(2) The associativity and unit axiom for O imply that LO is indeed a V-category. By
definition of LO each object n is the n-fold power of 1, for L(m,n) = O(m)n = L(m, 1)n, which
is clearly V-natural in m. This shows that LO has finite V-products. Mapping each map
f : m → n of finite setsm and n to the morphism (πn
f (1), . . . ,π
n
f (m)) : 1 → O(n)m induces a
V-functor αO : Finop → LO , which is the identity on objects. This functor preservesV-products
by construction. The pair (LO ,αO ) is thus aV-Lawvere theory.
Let f : O → O′ be a clone homomorphism. The morphisms (fn)m : LO (n,m) → LO ′(n,m)
induce aV-functor F , which is the identity on objects. Indeed, since each fn commutes with
the projections, F commutes with the units. Since the fn commute with the clone compositions,
F commutes with the compositions in LO and LO ′. By construction F satisfies the conditions in
lemma 1.2.1, and thus preservesV-products. It is also easy to see that F commutes with αO
and αO ′, which is again due to fn commuting with the projections. Conversely, every morphism
of V-Lawvere theories F : (LO ,αO ) → (LO ′,αO ′) must satisfy Fn,m = Fmn,1, since it preserves
V-products and we have L(m,n) = L(m, 1)n and L′(m,n) = L(m, 1)n. We have seen already
that the family of morphisms Fn,1 : O(n) → O(n′) is a clone homomorphism. This shows the
existence of a fully faithful functor L : clone(V) → Law(V).
As regards the equivalence of LO-models and O-algebras, this follows as in part (1) as well.
Let (A,α) be an O-algebra. We know from remark 1.3.15 that α can be understood as a clone
homomorphism f : O → End(A). We define a V-functor F : LO → V as follows. Set
F (n) = An and
Fn,m : O(n)m [An,A]m  [An,Am]←→(fn)
m
Since f commutes with the projections, Fn,n commutes with the units, and since f commutes
with the clone compositions, F commutes with the compositions in LO and V. This shows
F a V-functor. It preserves V-products by construction. Conversely, an LO-model M :
LO →V induces a clone homomorphism O → End(M(1)) byMn,1 : O(n) → [M(n),M(1)] 
[M(1)n,M(1)], as we have seen in part (1). Starting from the clone homomorphism f : O →
End(A), then constructing the LO -model, and then a clone homomorphism out of it, we obtain
f again. If we iterate the construction starting from an LO-modelM , we obtain an LO-model
which is isomorphic toM . Exactly as in part (1) we can see that an O-algebra homomorphism
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h : A→ A′ inV is the same as to aV-natural transformation of the corresponding LO -models.
Altogether this yields an equivalence of categories overV:
O -Alg(V) LO -Mod(V)0
V
←
→U
← →≃
←
→ ev1
(3) For the V-Lawvere theory LOL we find that LOL (m,n) = L(m, 1)n. The V-natural
isomorphism L(m, 1)n  L(m,n) then induces an isomorphism ofV-Lawvere theories (L,α) 
(LOL ,αOL ), which is, moreover, natural in L. Conversely, we find OLO = O . Since both functors
L and Cl are fully faithful, they are an equivalence of categories, as asserted.

Chapter 2
Infinitesimal Models of Algebraic
Theories
In this chapter we shall introduce and study the notion of an infinitesimal model of a (finitary,
one-sorted) algebraic theory (IMAT). Based on the first and third approach to algebraic theories
in the first chapter we introduce and compare two viewpoints on IMATs:
(1) Internal structures: IMATs are infinitesimal structures together with a right action of a
clone in finite-product categories. We call them infinitesimal algebras.
(2) Cartesian logic: IMATs are models of a cartesian theory associated to an algebraic theory
T in finite-limit categories. We call it the infinitesimalisation of T.
A possible third viewpoint is to consider IMATs in a complete and cocomplete cartesian
categoryV asV-product and monomorphism-preservingV-functors from aV-category L
constructed out of a V-Lawvere theory L. This point of view might be interesting, if one is
interested to study generalisations of IMATs to a monoidal setting. However, since there are
currently no applications of this viewpoint, we have omitted it.
We begin this chapter by introducing the notion of infinitesimal structure, which is an
abstraction from the notion of infinitesimal simplices in the theory of formal manifolds in
Synthetic Differential Geometry (SDG). The main and natural example of infinitesimal structures
that we will continuously develop in this and the next chapter are the nil-square infinitesimal
structures. The nil-square infinitesimal structures are of key importance for applications. For
example, the infinitesimal simplices in SDG constitute a nil-square infinitesimal structure.
Next we introduce infinitesimal algebras for a clone O and generalise some of the basic
results in chapter 1.3. We show that every object in the syntactic category of the algebraic theory
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T of (commutative, unital) K-algebras corresponding to a Horn formula is an infinitesimal
algebra of the clone of affine combinations over the nil-square infinitesimal structure, and that
every morphism becomes a homomorphism of these algebras. An equivalent result has been
obtained by Kock in [Koc15] for K-algebras. Our approach differs from Kock in that we give
a (largely) synthetic proof using the syntactic category and categorical logic instead of the
category of K-algebras. Furthermore, we also clarify the result by employing the respective
structures, which are not available in [Koc15]. If we translate this approach into the language
of K-algebras this means we are working with presentations of K-algebras rather than the
K-algebra structure itself, as it is done in [Koc15]. The syntactic approach is more susceptible
to generalisations. Three such generalisations will be presented. First, we extend the result
from Horn formulae to certain cartesian formulae involving the existential quantifier, and in
chapter 3 we extend the result to the syntactic category of C∞-rings and well-adapted models.
In view of the comparison theorem of clones with the syntactic approach in the first chapter,
it is natural to ask what the corresponding notion of an IMAT would be in the syntactic approach
to algebraic theories. For this purpose we introduce the construction of infinitesimalisation. For
algebraic theories we show that, in a finite limit category, the models of the infinitesimalisation
of T are the same thing as infinitesimalOT-algebras. To be able to extend this result to clonesO
in a finite limit categoryC we introduce an infinitesimalisation of cartesian theories. Unlike the
infinitesimalisation of algebraic theories this construction turns out to be too general for our
purposes, however; we use it only as a guide. We then define a theory of infinitesimal affine
spaces and infinitesimal clone algebras and give the respective comparison theorems with the
clone approach.
It turns out that the infinitesimalisation can be carried out for any first-order theory. This
allows us, in principle, to define what it means for a space to be infinitesimally projective, or
infinitesimally euclidean (using Tarski’s first-order axiomatisation of Euclidean geometry, for
example). Unfortunately, we are not able to answer these questions in this thesis. They are
subject of future research.
In the last section of this chapter we study the properties of categories of IMAT’s over
a Grothendieck topos S. We show that the category of infinitesimal O-algebras is locally
presentable, that the forgetful functor to S has a left adjoint, lifts limits, lifts pushouts of spans
of infinitesimal structure reflecting morphisms, reflects regular epimorphisms, and that it is
a regular category. For infinitesimally affine spaces, in particular, we obtain also that the
forgetful functor lifts colimits of diagrams of infinitesimal structure reflecting morphisms. An
application of this fact is that formal manifolds in SDG are infinitesimally affine spaces, as we
will discuss in chapter 3.2.2.
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2.1 Infinitesimal structures
We want to define IMATs as certain partial algebras of clones. The family of subobjects the
clone will act on will be given by the infinitesimal structure. This structure is an abstraction of
the family of infinitesimal simplices of a formal manifold in SDG [Koc06, chap. I.18], [Koc09,
chap. 2.1], whence the name.
Definition 2.1.1 (Infinitesimal structure). Let C be a category with finite products. An
infinitesimal structure overA inC (or i-structure for short) is a subobjectA⟨n⟩ An for each
n ∈ N, such that
(1) A⟨1⟩ = A
(2) A⟨0⟩  1
(3) Let n ≥ 1 and let prjk : An → A be a family of projections onto the jk th factor for 1 ≤ k ≤ m.
The restriction of the morphism (prj1, . . . , prjm ) to A⟨n⟩ factors through A⟨m⟩:
A⟨n⟩ An
A⟨m⟩ Am
←→
→
←→ (prj1 ,...,prjm )
→
In other words, an i-structure over A is a subobject A⟨−⟩ of the functor n 7→ An in [Finop,C]
satisfying (1) and (2). A homomorphism of infinitesimal structures (or i-morphism for short)
is a C-morphism f : A→ A′ such that each f n restricts to A⟨n⟩ → A′⟨n⟩
A⟨n⟩ An
A′⟨n⟩ (A′)n
←→
→
←→ f n
→
We denote the restriction by f n again. With the identities and composition taken from C,
i-structures and i-morphisms form a category I-Str(C) over C. (We could have defined I-Str(C)
also as the full subcategory of [Finop,C] generated by the i-structures. This would yield the
same category.)
The intuition is that A⟨n⟩ is the set of n-tuples of points that are mutual infinitesimal
neighbours, and hence infinitesimally close to each other. I-morphisms are maps that preserve
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the infinitesimal neighbourhoods. However, as it is the case with many structures that
are abstractions of particular examples to general structures, the original intuition is easily
jeopardised. This is also the case for infinitesimal structures as exhibited by the right adjoint
functor in the subsequent proposition.
Proposition 2.1.2. The forgetful functor U : I-Str(C) → C has a left adjoint ∆, and a right
adjoint T . ∆ maps A to the discrete i-structure ∆A defined by ∆A⟨n⟩ = ∆n for n ≥ 1 and
∆A⟨0⟩ = 1, with ∆n : A  An being the diagonal map. T maps A to the indiscrete, or total
i-structure with T (A)⟨n⟩ = An.
Proof. ∆A and T (A) are clearly i-structures and the mappings A 7→ ∆A and A 7→ T (A) together
with the identity map on morphisms are clearly functorial. The asserted adjunctions follow
from the evident natural bijections I-Str(C)(∆A,B⟨−⟩)  C(A,B) and I-Str(C)(A⟨−⟩,T (B)) 
C(A,B). 
Sometimes it is convenient to speak of just an i-structure A without specifying the base
object A⟨1⟩. Clearly, any subfunctor A of T (B) satisfying (2) and (3) in definition 2.1.1 is an
i-structure over A⟨1⟩. This follows from axiom (3) for the casem = 1.
2.1.1 Nil-square infinitesimal structures
Let T be the algebraic theory of (commutative, unital) K-algebras and CT its syntactic category.
We use the notation introduced in the example of clones of linear and affine combinations in
the previous chapter: A is the unique sort and An stands for {®x .⊤}, where n is the length of
the context ®x . The nil-square i-structure over An is defined as follows. Let ∂n be the formula∧
1≤i,j≤n(xi − yi)(xj − yj) = 0. Set An⟨0⟩ = 1, An⟨1⟩ = An and
An⟨m⟩ = {®x1, . . . , ®x m .
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]}
Projections prj : An⟨m⟩ → An are represented by the formulae-in-context
®x1, . . . , ®x m, ®z.(®z = ®x j) ∧
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]
and themorphism representing (prj1, . . . , prjr ) is just the conjunction of the formulae representing
the prji (cf., for example, [Joh02, lem. D1.4.2]). By the second identity rule we have∧
1≤k≤r
(®z k = ®x jk ) ∧
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ⊢®x1,...,®x m ,®z1,...,®z r
∧
1≤k,ℓ≤r
∂n[®z k , ®z ℓ/®x , ®y]
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This shows (3) in definition 2.1.1, and hence that the An⟨n⟩ do form an i-structure over An.
The intuition behind the nil-square i-structure is as follows. The formula ∂n defines a
symmetric and reflexive relation ‘∼1’ on An; this is A⟨2⟩. We say that P and Q are (first-order)
i-neighbours, if P ∼1 Q . An n-tuple of points (P1, . . . , Pm) lies in An⟨m⟩, if and only if them
points are mutual i-neighbours, i.e. Pi ∼1 Pj for 1 ≤ i, j ≤ m. If P ∼1 Q then any quadratic
form maps P −Q to 0. In particular, any (Riemannian) distance of P and Q is 0. P and Q can
thus be considered as being infinitesimally close to each other.
Nil-square i-structures can be defined over any object {®x .ϕ} in CT simply by forming the
conjuction of the defining formula and ϕ for each factor:
{®x .ϕ}⟨m⟩ = {®x1, . . . , ®x m .
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧
∧
1≤k≤m
ϕ[®x k/®x]}
The inclusion i : {®x .ϕ}  An becomes then an i-morphism. In categorical terms this
construction is the pullback of the subobject An⟨−⟩ T (An) along T (i) : T ({®x .ϕ}) → T (An)
in [Finop,CT]. Note that for closed formulae, i.e. where the context is empty, the nil-square
i-structure becomes total.
For every functor F : C → D that preserves finite products and monomorphisms the induced
functor by post-composition F∗ : [Finop,C] → [Finop,D] restricts to a functor F∗ : I-Str(C) →
I-Str(D). Due to the universal property of CT all the ‘spaces’ in a finite-limit category C, which
can be constructed out of a K-algebra object R by means of a cartesian formula-in-context ®x .ϕ
(over a signature of K-algebras), come equipped with a canonical nil-square i-structure. Such
nil-square i-structures are also the infinitesimal structures used in SDG, where they are called
infinitesimal simplices 1.
Our aim is to show that the morphisms in CT become i-morphisms of the nil-square
i-structures. The syntactic definition of morphisms in CT is cumbersome, however. In
remark 1.3.24 we remarked that CT is equivalent to K -Alg
op
f p
, the opposite category of finitely
presented K-algebras, and the latter is isomorphic to the category C˚T, the full subcategory of
CT generated by the objects corresponding to Horn formulae-in-context in T. We can thus use
K-algebra homomorphisms instead of the morphisms in CT. This will give us the desired result
for C˚T and we will study how to extend it to CT later.
1Note the shift in index by 1 for the nil-square i-structures when compared to infinitesimal simplices in [Koc06]
and [Koc09]. What we call M ⟨2⟩ would be M<1> there. The reason for our choice of indexing should become
obvious when we introduce infinitesimal algebras in the next section.
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When we translate the nil-square i-structures into the language of finitely presented algebras,
then form ≥ 2 the object An⟨m⟩ is mapped to the quotient map
K[ ®X1, . . . , ®Xm] K[ ®X1, . . . , ®Xm]/I∂n,m
where each ®Xi = Xi,1, . . . ,Xi,n is a list of distinct variables and I∂n,m is the K-algebra ideal
generated by the set
{(Xk,i − Xℓ,i)(Xk,j − Xℓ,j) | 1 ≤ k, ℓ ≤ m, 1 ≤ i, j ≤ n}
(Note that we need to keep track of the set of generators of the ideals, since we are working
with finitely presented K-algebras, and not just finitely presentable ones.) For a Horn formula-
in-context ®x .ϕ the object {®x .ϕ}⟨m⟩ is mapped to the quotient map
K[ ®X1, . . . , ®Xm]/mI  K[ ®X1, . . . , ®Xm]/(mI ∪ I∂n,m )
where mI is the ideal generated by the disjoint union
∐
1≤j≤m Iϕ[®x j/®x] and Iϕ is the ideal
constructed out of the formula ϕ. This can be done as follows. Terms-in-context are (provably
equivalent to) polynomials in the variables of the context. An equation s = t adds the polynomial
t − s to the generating set. Conjunctions are translated into the join of the ideals of the two
subformulas.
Remark 2.1.3. As regards the existential quantifier we could attempt to perform the dual
construction of the interpretation of a formula-in-context ®x .(∃!y)ϕ for a Horn formula ϕ in the
category of finitely presented K-algebras (for example, as defined in [Joh02, def. D1.3.4f] ):
K[ ®X ] K[ ®X ,Y ] K[ ®X ,Y ]/Iϕ→(−)⊗1 ←
and hope to define I(∃!y)ϕ as the kernel of the composite homomorphism. Indeed, the composite
homomorphism is epi (by soundness). However, it is, in general, not a regular epimorphism,
and thus not the quotient of its kernel. For example, the closed formula (∃!y)2y = 1 for K = Z is
interpreted by the epimorphism Z Z[2−1] = Z[Y ]/(2Y − 1), which is also a monomorphism,
but not an isomorphism.
We wish to show that any K-algebra homomorphism f : K[ ®X ]/I → K[ ®Y ]/J becomes an
i-morphism of the nil-square i-structures in K -Algop
f p
. Let n and k be the lengths of the lists
®X and ®Y , respectively. We need to show that the homomorphism f ⊗m factors through the
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respective quotients form ≥ 2:
K[ ®X1, . . . , ®Xm]/mI K[ ®X1, . . . , ®Xm]/(mI ∪ I∂n,m )
K[ ®Y1, . . . , ®Ym]/mJ K[ ®Y1, . . . , ®Ym]/(mJ ∪ I∂k,m )
←→f ⊗m
←
←→
←
(2.1)
As before we have represented them-fold tensor products with the corresponding generators
and relations. The idealsmI andmJ stand again for the ideals generated by them-fold disjoint
union of the ideal I , respectively J , while replacing each variable Xi with the corresponding X j,i
in the jth factor I , respectively Yj,i for Yi in J . (Similarly, in the ideal I∂k,m in the bottom row, we
assume that the variables X j,i have been replaced by the corresponding variables Yj,i .)
To begin with we consider a K-algebra homomorphism f : K[ ®X ] → K[ ®Y ]. The homomor-
phism f is uniquely determined by the polynomials Pi( ®Y ) = f (Xi), 1 ≤ i ≤ n. To show the
factorisation (2.1) in this case, it is sufficient to consider the casem = 2:
K[ ®X1, ®X2] K[ ®X1, ®X2]/I∂n,2
K[ ®Y1, ®Y2] K[ ®Y1, ®Y2]/I∂k,2
←→f ⊗K f
←
←→
←
This amounts to show that (Pi( ®Y1) − Pi( ®Y2))(Pj( ®Y1) − Pj( ®Y2)) lies in I∂n,2 for 1 ≤ i, j ≤ n. The
following version of Hadamard’s lemma for polynomials implies that this is indeed the case.
(For future use we prove a slightly stronger result than we would need here.)
Lemma 2.1.4 (Hadamard’s lemma). Let R be a commutative ring (with 1) and let P be
a polynomial in R[ ®X ] with ®X = X1, . . . ,Xn. There are n polynomials Li ∈ R[ ®X ] and n2
polynomials Qij ∈ R[ ®X , ®Y ]  R[ ®X ] ⊗R R[ ®X ] such that
P( ®Y ) − P( ®X ) =
n∑
i=1
(Yi − Xi)Li( ®X ) +
n∑
i,j=1
(Yi − Xi)(Yj − X j)Qij( ®X , ®Y )
Proof. We show that there are polynomials Li ∈ R[ ®X ] and Qij ∈ R[ ®X , ®H ] such that
P( ®X + ®H ) = P( ®X ) +
n∑
i=1
HiLi( ®X ) +
n∑
i,j=1
HiHjQij( ®X , ®H )
62 Infinitesimal Models of Algebraic Theories
The asserted result follows from this by substituting ®Y − ®X for ®H . The proof is by induction on
the number of variables n.
(n = 1) Let P(X ) = ∑mk=0 akXk with ak ∈ R. Apply the binomial formula and reorder terms
P(X + H ) =
m∑
k=0
ak(X + H )k =
m∑
k=0
k∑
ℓ=0
ak
(
k
ℓ
)
H ℓXk−ℓ
=
m∑
ℓ=0
( m∑
k=ℓ
(
k
ℓ
)
akX
k−ℓ)H ℓ
=
m∑
k=0
akX
k +
( m∑
k=1
kakX
k−1)H + ( m∑
ℓ=2
m∑
k=ℓ
(
k
ℓ
)
akX
k−ℓH ℓ−2
)
H 2
= P(X ) + L(X )H +Q(X ,H )H 2
(n ⇒ n + 1) Firstly, apply the casen = 1 to the polynomial P( ®Z ,X +H ) in the ring R[ ®Z ][X ]:
P( ®Z ,X + H ) = P( ®Z ,X ) + L( ®Z ,X )H +Q( ®Z ,X ,H )H 2
Substitute ®X + ®H for ®Z , Xn+1 for X , and Hn+1 for H :
P(X1 + H1, . . . ,Xn+1 + Hn+1) = P( ®X + ®H ,Xn+1 + Hn+1)
= P( ®X + ®H ,Xn+1) + L( ®X + ®H ,Xn+1)Hn+1
+Q( ®X + ®H ,Xn+1,Hn+1)H 2n+1
Now apply the induction hypothesis to P( ®X + ®H ,Xn+1) and L( ®X + ®H ,Xn+1), where P and L are
considered as polynomials in R[Xn+1][ ®X ]:
P( ®X + ®H ,Xn+1 + Hn+1) = P( ®X ,Xn+1) +
n∑
i=1
HiL
0
i ( ®X ,Xn+1) +
n∑
i,j=1
HiHjQ
0
ij( ®X ,Xn+1, ®H )
+ L( ®X ,Xn+1)Hn+1 +
n∑
i=1
HiHn+1L
1
i ( ®X ,Xn+1)
+
n∑
i,j=1
HiHjHn+1Q
1
ij( ®X ,Xn+1, ®H ) +Q( ®X + ®H ,Xn+1,Hn+1)H 2n+1
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Define Li ∈ R[X1, . . . ,Xn+1] as L0i for 1 ≤ i ≤ n and Ln+1 as L. Define
Qij ∈ R[X1, . . . ,Xn+1,H1, . . . ,Hn+1] as Qij =

Q0ij for 1 ≤ i, j ≤ n,
L1i for 1 ≤ i ≤ n and j = n + 1,∑n
k=1 HkQ
1
kj
for 1 ≤ j ≤ n and i = n + 1,
Q i = j = n + 1.
This gives the desired representation.

We come back to the general case of a K-algebra homomorphism f : K[ ®X ]/I → K[ ®Y ]/J .
By choosing representatives Pi( ®Y ) for each equivalence class f ([Xi]) we obtain a K-algebra
homomorphism f¯ : K[ ®X ] → K[ ®Y ], such that f (Xi) = Pi( ®Y ). The homomorphism f¯ is a lift of
f along the quotient maps:
K[ ®X ] K[ ®X ]/I
K[ ®Y ] K[ ®Y ]/J
←→f¯
←
←→ f
←
We can apply our previous result to f¯ :
K[ ®X1, . . . , ®Xm] K[ ®X1, . . . , ®Xm]/I∂n,m
K[ ®Y1, . . . , ®Ym] K[ ®Y1, . . . , ®Ym]/I∂k,m
←→f¯ ⊗m
←
←→
←
It says that f¯ ⊗m maps the ideal I∂n,m into the ideal I∂k,m . Clearly, f¯ maps the ideal I into J ; hence
f¯ ⊗m maps the idealmI intomJ . This gives us the factorisation in (2.1) as required.
With this we can extend the previous observation: not only does each object in CT have a
nil-square i-structure, but every morphism f : {®x .ϕ} → {®y.ψ } is also an i-morphism, if the
formulae ϕ andψ are Horn formulae. We have proved the following theorem:
Theorem 2.1.5. Let C˚T denote the full subcategory generated by the objects {®x .ϕ}, where ϕ is
a Horn formula. The forgetful functor U : I-Str(CT) → CT has a section N : C˚T → I-Str(CT)
(i.e. UN = IC˚T) that maps each object {®x .ϕ} to the nil-square i-structure {®x .ϕ}⟨−⟩ over {®x .ϕ}.
The subcategory C˚T is isomorphism dense in CT. In particular, it is a category that has all
finite limits. The construction of the nil-square i-structure also makes use of the Horn fragment
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only, so U restricts to a functor U : I-Str(C˚T) → C˚T. The subsequent corollary makes precise
how a K-algebra object R induces nil-square i-structures and i-morphisms on ‘spaces’ that can
be constructed out of R syntactically.
Corollary 2.1.6. Let C be a category with finite limits, and R a K-algebra object in C. Let
FR : CT → C be the functor that maps the universal K-algebraMT to R. We have
I-Str(C˚T) I-Str(C)
C˚T C
←→(FR )∗
←→ U →N
← →FR
Remarks 2.1.7 (Finitely generated algebras).
(a) The argument presented gives a stronger result. We have not needed the fact that the ideals
are finitely generated. In fact, the given definition of the nil-square i-structure makes sense
for any (presentation of a) finitely generated K-algebra. Our argument then shows that
any K-algebra homomorphism becomes an i-morphism in the opposite category of finitely
generated algebras K -Algop
f д
.
If we choose a presentation for each finitely generated K-algebra, then there is a functor
N : K -Algop
f д
→ I-Str(K -Algop
f д
) that maps each presentation to its nil-square i-structure,
and we haveUN  IK -Algopf д for the forgetful functorU : I-Str(K -Alg
op
f д
) → K -Algop
f д
. Any
other choice of presentations will yield an isomorphic functor to N , for all morphisms in
K -Algop
f д
become i-morphisms for the nil-square i-structure.
In other words, every finitely generated affine scheme admits a nil-square i-structure.
Considering that the idea of nil-square infinitesimals and the first-order neighbourhood of
the diagonal are taken from algebraic geometry, we should expect at least this much.
(b) From the viewpoint of categorical logic K -Algop
f д
is equivalent to the syntactic category of
the theory T of K-algebras in infinitary cartesian logic, and isomorphic to the syntactic
category of infinitary Horn logic. In this fragment of infinitary first-order logic we are
allowed to form infinitary conjuctions indexed by arbitrary sets, not just finite ones, as long
as the set of free variables of the conjunction remains finite. The observation that we did not
need the ideals to be finitely generated becomes that we did not need the formulae-in-context
to be build up from finite conjunctions only. In fact, we did not need to assume anything
about the formulae-in-context whatsoever to be able to define the nil-square i-structures. In
principle, we can define them on objects in the syntactic category of T in any fragment of
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infinitary first-order logic (that extends cartesian logic). However, it remains to be shown
that each morphism lifts to an i-morphism. We study this for cartesian formulae-in-context
that contain existential quantifiers .
The objects {®x .ψ } that are not contained in C˚T are precisely the ones where the corresponding
cartesian formulae ψ contain an existential quantifier. We know that each object {®x .ψ } is
isomorphic to an {®x .ψ ′} such that ψ ′ is quantifier free ([Joh02, lem. D1.4.4(ii)]). Moreover,
every such ®x .ψ is provably equivalent to a cartesian formula-in-context ®x .(∃!®y)ϕ, where ϕ is a
Horn formula ([Joh02, lem. D1.3.8(i)]). Our aim is to show that the isomorphism
f : {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]}
represented by the formula ®x , ®x′, ®y.ϕ ∧ (®x = ®x′) is an isomorphism of i-structures. (See the
proof of [Joh02, lem. D1.4.4(ii)] that f is indeed an isomorphism.) Once we have established
that f lifts to an isomorphism of i-structures we can extend theorem 2.1.5 and its subsequent
corollary to CT easily.
Clearly, f is an i-morphism; but it is not obvious that its inverse f −1, which is represented
by the same formula, is an i-morphism as well. For f −1 to become an i-morphism we have to
show that the sequent
∂n[®x1, ®x2/®x , ®y] ∧ ϕ[®x1, ®y1/®x , ®y] ∧ ϕ[®x2, ®y2/®x , ®y] ⊢®x1,®x2,®y1,®y2 ∂n+m[(®x1, ®y1), (®x2, ®y2)/®x , ®y] (2.2)
is T-provable. (Here n andm denote the length of the contexts ®x and ®y, respectively.) This
is because the nil-square i-structure we defined on {®x , ®y.ϕ} depends on both the contexts ®x
and ®y, whereas on {®x .(∃!®y)ϕ} it only depends on ®x . We have to show that if ®x1 and ®x2 are
i-neighbours, then the uniquely determined ®y1 and ®y2 are such that the points (®x1, ®y1) and (®x2, ®y2)
are i-neighbours, too.
Example 2.1.8. An example2 that is important for applications in Synthetic Differential
Geometry is the space of invertible elements R∗ in a K-algebra R:
R∗ := {x ∈ R | (∃!y) xy = 1}
If we would want to define the space of invertible elements using the Horn fragment only, we
would consider the space
U := {(x ,y) ∈ R2 | xy = 1}
2This example has been suggested to the author by Anders Kock.
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We know that the projection onto the first component map pr1 : R2 → R induces an isomorphism
of U and R∗. (This is just the interpretation of the cartesian existential quantifier.) Clearly, pr1
is an i-morphism. However, a priori it is not clear that its inverse R∗ → U is an i-morphism
as well. After all, the i-structure on U is the restriction of the nil-square i-structure on R2
and the i-structure of R∗ is the restriction of the nil-square i-structure of R. In this particular
example we find that for x1 ∼1 x2 we can set y2 = y1 − (x2 − x1)y21, and hence conclude that
(x1,y1) ∼1 (x2,y2) in R2. Indeed, due to (x2 − x1)2 = 0 we see that
x2y2 = (x1 + (x2 − x1))(y1 − (x2 − x1)y21)
= 1 − (x2 − x1)y1 + (x2 − x1)y1 + (x2 − x1)2y21
= 1
and hence (x2,y2) ∈ U . By construction we have that (y2 −y1)2 = 0 and (x2 − x1)(y2 −y1) = 0,
so (x1,y1) ∼1 (x2,y2) as asserted. In fact, what we have used here is that the the equation xy = 1
implicitly defines the inversion map R∗ → R mapping each element to its multiplicative inverse,
and that this map is differentiable in the sense of SDG.
Remark 2.1.9. It is important to note that we are not trying to extend the result of theorem 2.1.5
by transporting the i-structure from objects of C˚T to objects of CT along isomorphisms; i.e.
making use of the fact that C˚T is an isomorphism dense subcategory of CT. Such an extension
is trivially possible, since i-structures are transportable along isomorphisms. However, we have
defined the i-structure on each object ofCT as the nil-square i-structure already, and the problem
is to show that each morphism in CT lifts to an i-morphism for this choice of i-structure. With
theorem 2.1.5 we have shown that the choice of nil-square i-structure is natural for C˚T, and we
want to show that it is also natural for CT as well.
Let ®x .(∃!®y)ϕ be a cartesian formula-in context with ϕ being a Horn formula. Without loss
of generality we can assume that ϕ is the conjunction of ℓ ≥ 1 polynomial equations of the form
ϕ ≡ (P1(®x , ®y) = 0) ∧ . . . ∧ (Pℓ(®x , ®y) = 0) (2.3)
(All the polynomials have coefficients in K .) Let n be the length of the context ®x andm be the
length of the context ®y. We shall think of ϕ as a system of polynomial equations that define
a function д : {®x .(∃!®y)ϕ} → An implicitly by ®y = д(®x). This makes {®x , ®y.ϕ} the graph of the
function д. First we show that the system of polynomial equations is overdetermined at worst,
i.e. ℓ ≥ m.
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Lemma 2.1.10. In the system of polynomial equations in (2.3) that are T-provably functional
in ®x we have ℓ ≥ m.
Proof. In this and the subsequent proofs we shall use a formal notation and arguments as if we
were doing formal analysis of rational functions between algebraic sets. (In fact, a large part of
our argument is basically just an application the Kock-Lawvere axiom in the classifying topos
Set[T] of K-algebras.) We define a function
F (®x , ®y) =
©­­­«
P1(®x , ®y)
...
Pℓ(®x , ®y)
ª®®®¬
With this notation we have that ϕ is equivalent to F (®x , ®y) = 0. Let ®d ∈ Am (this means it is a
context of the same length as ®y) be a i-neighbour of 0, i.e. didj = 0, 1 ≤ i, j ≤ m, and consider
F (®x , ®y + ®d) − F (®x , ®y). We apply Hadamard’s lemma (lemma 2.1.4) to each component Fj of F ,
and collect the polynomials Lij in an ℓ ×m matrix ∂®yF (®x , ®y). This yields
F (®x , ®y + ®d) − F (®x , ®y) = ∂®yF (®x , ®y)[ ®d]
We want to show that for ®x ∈ An and ®y ∈ Am such that F (®x , ®y) = 0 the kernel of ∂®yF (®x , ®y) is
trivial. In other words, we want to show the sequent
(F (®x , ®y) = 0) ∧ (∂®yF (®x , ®y)[®h] = 0) ⊢®x ,®y,®h ®h = 0
provable in T. Let ®h ∈ Am be such that ∂®yF (®x , ®y)[®h] = 0. For a d ∈ A with d2 = 0 we have that
d ®h is an i-neighbour of 0, and hence
F (®x , ®y + d ®h) = ∂®yF (®x , ®y)[d ®h] = d∂®yF (®x , ®y)[®h] = 0
Since F (®x , ®y) = 0 implies that the ®y is uniquely determined by ®x we find d ®h = 0. To show that
®h = 0 we consider the situation in K -Algop
f p
. Let R = K[®x , ®y, ®h]/I where I is the ideal generated
by the all the equations of F (®x , ®y) = 0 and ∂®yF (®x , ®y)[®h] = 0. We consider R[d]/(d2). By the
previous argument we obtain dhj = 0 for 1 ≤ j ≤ m in R[d]/(d2). Since every element of
R[d]/(d2) is of the form a + bd with uniquely determined a,b ∈ R, dhj = 0 implies hj = 0 in
R for each j. This shows that ®h = 0, respectively that the asserted sequence is provable in T.
Let R = K[®x , ®y]/Iϕ where Iϕ is the ideal generated by the all the equations of F (®x , ®y) = 0. The
matrix ∂®yF (®x , ®y) induces an R-linear map Rm → Rℓ. Due to the choice of R the kernel of this
68 Infinitesimal Models of Algebraic Theories
R-linear map is trivial. By a well-known result of commutative algebra we can conclude that
m ≤ ℓ. 
For the next step we consider the case m = ℓ first, and show that the sequent (2.2) is
T-provable in this case. A similar type of argument as in the proof of the preceding lemma
can be employed. In the preceding proof we have shown that for ®x ∈ An and ®y ∈ Am such
that F (®x , ®y) = 0 the kernel of ∂®yF (®x , ®y) is trivial. According to a result of linear algebra
over commutative rings the determinant of the matrix ∂®yF (®x , ®y) is not a zero divisor [McD84,
cor. I.30]. We show that it must be invertible. To see this we consider once again the K-algebra
K[®x , ®y, ®h]/Iϕ , where Iϕ is the ideal generated by the all the equations of F (®x , ®y) = 0, and form
the quotient with the ideal generated by det ∂®yF (®x , ®y). Let us denote the resulting K-algebra by
R. The matrix ∂®yF (®x , ®y) induces an R-linear map Rℓ → Rℓ, and this map has to be injective. On
the other hand, by construction of R the determinant of the linear map is 0 in R. This can only
be the case, if R is the trivial K-algebra; but then the ideal generated by det ∂®yF (®x , ®y) must be R
and det ∂®yF (®x , ®y) is invertible in R. From this we may conclude that the sequent
F (®x , ®y) = 0 ⊢®x ,®y (∃!z) z det ∂®yF (®x , ®y) = 1
is provable in T. Since the determinant is invertible, we can construct an inverse for the matrix
∂®yF (®x , ®y) from its adjugate matrix.
In the next step we shall apply an infinitesimal version of the implicit function theorem. Let
®x1 ∼1 ®x2 and suppose F (®x1, ®y1) = 0. We set
®y2 = ®y1 − [∂®yF (®x , ®y)]−1∂®xF (®x , ®y)[®x2 − ®x1]
(Here ∂®xF (®x , ®y) denotes the matrix obtained from Hadamard’s lemma by varying the ®x variable,
but keeping ®y fixed.) From the definition of ®y2 it follows by a straight-forward calculation that
(®x1, ®y1) ∼1 (®x2, ®y2). Applying Hadamard’s lemma thus yields
F (®x2, ®y2) − F (®x1, ®y1) = ∂®xF (®x , ®y)[®x2 − ®x1] + ∂®yF (®x , ®y)[®y2 − ®y1]
By construction of ®y2 we see that the right hand side of the equation evaluates to 0. Since we
have assumed F (®x1, ®y1) = 0 we obtain F (®x2, ®y2) = 0. Moreover, since ®y2 is uniquely determined
by ®x2 we conclude the sequent (2.2). As the nil-square i-structure is defined by forming
conjuctions of the neighbourhood relation ’∼1’, i.e. (®x1, . . . , ®xm) are i-neighbours in {®x .(∃!®y)ϕ}
(that is ’lie’ in {®x .(∃!®y)ϕ}⟨m⟩) if and only if ®xk ∼1 ®xℓ, 1 ≤ k, ℓ ≤ m, we have shown:
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Theorem 2.1.11. Let ®x .(∃!®y)ϕ be a cartesian formula-in context with ϕ being a conjunction of
ℓ ≥ 1 polynomial equations of the form (P1(®x , ®y) = 0) ∧ . . . ∧ (Pℓ(®x , ®y) = 0). If ℓ is the length
of the context ®y then the isomorphism
f : {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]}
represented by the formula ®x , ®x′, ®y.ϕ ∧ (®x = ®x′) is an isomorphism of the respective nil-square
i-structures.
For the case that there are more polynomial equations than variables in ®y, i.e. the system
of polynomial equations is overdetermined, we cannot apply the implicit function theorem
argument anymore. Yet the intuition remains that if the system has a solution (which it does by
assumption), then the variables in ®y should be rational functions of ®x . This intuition can be
made precise with the help of a result from computational commutative algebra known as the
Shape Lemma. To be able to apply this lemma we will have to restrict ourselves to K-algebras
where K is an integral domain of characteristic zero. Even though we cannot provide a proof
for the general case here, K being an integral domain of characteristic zero does cover the two
most important cases for applications, namely rings (K = Z) and K being the field of rationals.
Theorem 2.1.12. Let K be an integral domain of characteristic 0 and T the cartesian theory of
K-algebras. Let ®x .(∃!®y)ϕ be a cartesian formula-in context with ϕ being a conjunction of ℓ ≥ 1
polynomial equations of the form (P1(®x , ®y) = 0) ∧ . . .∧ (Pℓ(®x , ®y) = 0). If the ideal Iϕ ↪→ K[®x , ®y]
generated by the polynomials Pj satisfies Iϕ ∩ K[®x] = {0} then the isomorphism
f : {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]}
represented by the formula ®x , ®x′, ®y.ϕ ∧ (®x = ®x′) is an isomorphism of the respective nil-square
i-structures.
Proof. (i) We begin by showing that under the given conditions, the components of the
solution ®y of the system of polynomial equations defined by ϕ are rational functions of ®x .
K is an integral domain and hence so is K[®x]. We can thus construct its quotient field,
which is the field of rational functions K(®x) with coefficients in K . There is a natural
embedding of K-algebras K[®x , ®y] ↪→ K(®x)[®y] and we consider the ideal I ≤ K(®x)[®y]
generated by the image of Iϕ under this embedding. Due to Iϕ ∩ K[®x] = {0} the ideal I is
not trivial. By Hilbert’s Nullstellensatz its corresponding zero set in K(®x)m is not-empty.
(Here K(®x) denotes the algebraic closure of K(®x) andm is the length of the context ®y.)
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Since
ϕ ∧ ϕ[®x , ®y′/®x , ®y] ⊢®x ,®y,®y ′ ®y = ®y′
is provable in T the zero set of I contains exactly one point, and the ideal in K(®x) generated
by I is maximal. From this it follows that I is a zero-dimensional radical ideal to which we
can apply the Shape Lemma [GM87, prop. 1.6]. The latter states that there is a Gröbner
basis for I of the form
(y1 − д1(ym), . . . ,ym−1 − дm−1(ym),дm(ym))
where дj ∈ K(®x)[ym], the degree of дm equals the number of distinct zeros of I and
degдj < degдm for j < m. Since the number of distinct zeros is one in our case, we obtain
that there a rational functions rj ∈ K(®x) such that I = (y1 − r1, . . . ,ym − rm). This shows
that the solution yj of the system of polynomial equations are rational functions of ®x as
asserted.
(ii) Let rj = fj/дj with fj ,дj ∈ K[®x] for 1 ≤ j ≤ m. In step (i) we have shown that the sequent
and its converse
ϕ ⊣⊢®x ,®y (∃!®z)(y1 = f1(®x)z1) ∧ . . . ∧ (ym = fm(®x)zm) ∧ (д1(®x)z1 = 1) ∧ (дm(®x)zm = 1)
are provable in T. We can now employ an argument like in example 2.1.8 to show that for
®x1 ∼1 ®x2 and the solution ®y1 to the system of polynomial equations for the parameters
®x1 we can construct a solution ®y2 for the parameter ®x1 such that (®x1, ®y1) ∼1 (®x2, ®y2). By
calculating the formal derivative of each rj (either by using the chain rule, or by evaluating
rj(®x1 + (®x2 − ®x1)) directly) we know that the variables in ®y2 have to satisfy
y2,j = y1,j + (дj(®x1)∂ fj(®x1)[®x2 − ®x1] − fj(®x1)∂дj(®x1)[®x2 − ®x1])z2j
On the other hand we can use this to define ®y2. It is then a a straight-forward calculation
to check that (®x1, ®y1) ∼1 (®x2, ®y2). We conclude that f −1 preserves i-structure and hence
that f is an isomorphism of i-structures as asserted.

The condition on the ideal Iϕ is saying that we cannot eliminate the ®y-dependence using
algebraic operations with the polynomials Pj from the formula ϕ. This seems a rather artificial
requirement and we expect that a more profound analysis of this problem should allow us to
drop it. If that is the case, then we can truly extend theorem 2.1.5 to the whole of CT for the
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case of K being an integral domain of characteristic 0. Since we are lacking a proof, however,
we can only state it as a conjecture.
Conjecture Let K be an integral domain of characteristic 0 and T the theory of K-algebras.
The forgetful functor U : I-Str(CT) → CT has a section N : CT → I-Str(CT) (i.e. UN = ICT)
that maps each object {®x .ϕ} to the nil-square i-structure {®x .ϕ}⟨−⟩ over {®x .ϕ}. In this sense the
nil-square i-structure becomes a natural choice on CT.
2.1.2 Infinitesimal structures generated by relations
I-structures generated by relations are best understood when formulated in cartesian logic. To
be able to apply cartesian logic to a finite-limit categoryC we need to use the internal language
of C. We begin by recalling the definition from [Joh02, chap. D1.3].
Definition 2.1.13 (Internal language). Let C be a small category with finite limits. Define the
canonical signature ΣC of C as follows:
• ΣC-Sort = obC, i.e. for each object A in C we have a sort pAq.
• ΣC-Fun has one function symbol
p f q : pA1q · · · pAnq → pBq
for each morphism f : A1 × . . . ×An → B.
• ΣC-Rel has one relation symbol
pRq  pA1q · · · pAnq
for every subobject R  A1 × . . . ×An.
The first-order language over this signature is called the internal language of C.
C carries a natural ΣC-structure mapping pAq toA, p f q to f and pRq to R. We shall say that
C satisfies a sequent σ (or that σ is valid in C), and write C |= σ , if this ΣC-structure satisfies σ .
The fragment of first-order logic (cartesian, regular, coherent, etc.) that can be interpreted in C
depends on the properties of the category C. For now we will only use cartesian logic.
The internal language allows us to work in and reason about C as if the objects were sets
and the morphisms were maps. We can define (and construct) objects via formulae-in-context
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and prove things aboutC using a (suitable) deduction system. For example, due to its soundness
the (cartesian) sequents that are satisfied in C are closed under the rules of inference in the
deduction system for cartesian logic introduced in the first chapter.
We shall follow the common abuse of notation and do not distinguish between objects A,
morphisms f and relations R, and their respective names pAq, p f q and pRq. This leads to
ambiguities like that we may consider A1 ×A2 as either the product of sorts A1 and A2 in C, or
the sort A1 ×A2. Similarly, f : A1 ×A2 → B may be considered as a binary function symbol,
or a unary one. Such ambiguities should not cause any trouble in practice; in fact, they may be
welcome.
Furthermore, we shall use the internal language in categories C that are not small. To
make this work with our set-based definitions one could always just restrict the signature to
some small subcategory closed under finite limits containing the objects and morphisms we
are reasoning about (respectively be a regular, coherent, etc. such subcategory). However, a
more common and less cumbersome practice is to simply extend the definition of signature to
allow proper classes, and hence obtain proper classes of terms and formulae as it is done in
[Joh02, chap. D1.3] and [MM92, chap. IV.5]. We shall follow this practice here as well and
tacitly extend the set-based definitions to allow proper classes whenever it is needed.
We rephrase the definition of an i-structure in terms of the internal language.
Lemma 2.1.14. Let C be a category with finite limits. A family of subobjects A⟨n⟩ An for
n ∈ N is an i-structure over A, if and only if the following sequents are satisfied in C:
(1) ⊤ ⊢x :A A⟨1⟩(x)
(2) ⊤ ⊢[] A⟨0⟩
(3) For every map f : m → n of finite sets
A⟨n⟩(x1, . . . ,xn) ⊢x1:A,...,xn :A A⟨m⟩(x f (1), . . . ,x f (m))
Proof. (1) This sequent is satisfied, if and only if the maximal subobject A is a subobject
of A⟨1⟩, i.e., if and only if A⟨1⟩ = A. (Strictly speaking this just shows the subobjects to be
equal and hence the monomorphism A⟨1⟩ A an isomorphism. However, in this case we will
always choose A as the representative of the subobject.)
(2) The equivalence is due to a similar argument as given in (1).
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(3) The interpretation of the atomic formula-in-context ®x .A⟨m⟩(x f (1), . . . ,x f (m)) is the
pullback J®x .A⟨m⟩(x f (1), . . . ,x f (m))K A⟨m⟩
An Am
→
← →
→
← →(prf (1),...,prf (m))
The sequent is satisfied in C if and only if A⟨n⟩ factors through J®x .A⟨m⟩(x f (1), . . . ,x f (m))K; but
this is the case if and only if (3) in definition 2.1.1 holds for ji = f (i), 1 ≤ i ≤ m.

In the same vein a morphism f : A→ A′ is an i-morphism if and only if
A⟨n⟩(x1, . . . ,xn) ⊢®x A′⟨n⟩(f (x1), . . . , f (xn))
is satisfied in C for all n ≥ 2.
A nil-square i-structure A in CT has the property that it is generated by the relation A⟨2⟩. We
have made use of this fact in the proof of theorem 2.1.5. If we view the A⟨n⟩ as n-ary relations
then ‘being generated by A⟨2⟩’ means in the internal language of the category CT that the
sequent ∧
1≤i,j≤n
A⟨2⟩(xi ,xj) ⊢x1,...,xn A⟨n⟩(x1, . . . ,xn)
is satisfied in CT. In other words, (P1, . . . , Pn) is in A⟨n⟩, if all pairs (Pi , Pj) are in A⟨2⟩. A
glance at the definition of the nil-square i-structure shows that this is exactly how it was defined.
(In more geometric terms we would say that a nil-square i-structure is generated by the first
neighbourhood of the diagonal.)
Now letC be a category with finite limits andA an i-structure inC. Clearly, lemma 2.1.14(3)
implies that each A⟨n⟩ is a symmetric and reflexive (n-ary) relation. Conversely, let R be a
symmetric and reflexive binary relation over an object A. Using the internal language of C we
can define an i-structure A[R] over A generated by R. We set A[R]⟨0⟩ to 1 and define A[R]⟨n⟩
for n ≥ 1 as the C-interpretations
J®x . ∧
1≤i,j≤n
R(xi ,xj)K  An
For n = 1 this is Jx .R(x ,x)K  A. Since R is reflexive, i.e. the sequent ⊤ ⊢x :A R(x ,x) is
satisfied in C, we can take A to be the interpretation of Jx .R(x ,x)K. This gives A[R]⟨1⟩ = A.
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We need to show that the sequents in lemma 2.1.14(3) are satisfied. Let f : m → n be a map of
non-empty finite sets. A[R]⟨m⟩(x f (1), . . . ,x f (m)) is the interpretation J®x .∧1≤i,j≤m R(x f (i),x f (j))K.
The sequent ∧
1≤i,j≤n
R(xi ,xj) ⊢®x
∧
1≤i,j≤m
R(x f (i),x f (j))
is clearly satisfied in C, so A[R] is an i-structure as asserted. Moreover, since R is symmetric
and reflexive we have R  A[R]⟨2⟩. We say that an i-structure A is generated by R, if A[R]
and A are isomorphic as i-structures. Note that for any i-structure A we always have that A
is an i-substructure of A[A⟨2⟩]. This is a consequence of the interpretation of sequents and
lemma 2.1.14(3), for we can introduce the conjunction over all maps f : 2 → n
A⟨n⟩(x1, . . . ,xn) ⊢®x
∧
1≤i,j≤n
A⟨2⟩(xi ,xj)
Let (a,b) : R  A × A. In categorical terms the construction of A[R]⟨n⟩ amounts to taking
the pullback of the finite family of n2 subobjects R ×An−2  An, where the monomorphisms
are obtained from the various combinations of projections and the morphisms a : R → A and
b : R → A.
We can define A[R] for arbitrary relations over A by the above formulae. However, if
R fails to be reflexive, then A[R] is not an i-structure over A, but only over the subobjectJx .R(x ,x)K  A. If R fails to be symmetric then A[R]⟨2⟩  R is a proper subobject only;
namely the symmetric part of R.
2.2 Infinitesimal O-algebras
We are now ready to define infinitesimal algebras of a clone O in a finite-product category C.
As mentioned before O will act on the infinitesimal structure instead of the finite powers of A.
The axioms are essentially the same as forO-algebras. However, to make associativity work we
need to introduce a further axiom, the neighbourhood axiom.
Definition 2.2.1 (Infinitesimal O-algebra). Let C be category with finite products and O a
clone in C. An infinitesimal O-algebra (A,α) (or i-O-algebra for short) is an i-structure A in
C together with a family of morphisms
αn : O(n) ×A⟨n⟩ → A⟨1⟩, n ∈ N
such that the subsequent diagrams are rendered commutative:
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(1) (Neighbourhood) For every pair (n,m) ∈ N2 we have a factorisation as indicated by the
dashed arrow in the subsequent diagram:
O(m)n × (A⟨m⟩)n
O(m)n ×A⟨m⟩ (O(m) ×A⟨m⟩)n
A⟨n⟩ A⟨1⟩n
←
→
← →
1O (m)n×∆A ⟨m ⟩
←→ ←→ (αm)n
 →
where ∆A⟨m⟩ : A⟨m⟩ → (A⟨m⟩)n is the diagonal map. We will denote the dashed morphism
by (αm)n again. (Note that due to A⟨0⟩  1 the case n = 0 is trivial.)
(2) (Associativity) For every pair (n,m) ∈ N2
O(n) ×O(m)n ×A⟨m⟩
O(m) ×A⟨m⟩ O(n) ×A⟨n⟩
A⟨1⟩
←→
∗nm×1A ⟨m ⟩ ←
→
1O (n)×(αm)n
←
→αm
←
→ αn
where the dashed arrow indicates the use of the factorisation in (1).
(3) (Projection) For every n ≥ 1, 1 ≤ j ≤ n
1 ×A⟨n⟩ O(n) ×A⟨n⟩
A⟨n⟩ A⟨1⟩
←→
← →π
n
j ×1A ⟨n ⟩
←→ αn
← →prj
where prj : A⟨n⟩ (A⟨1⟩)n → A⟨1⟩ denotes the (restriction of the) projection onto the jth
factor.
The intuition behind the neighbourhood axiom is that if we fix an infinitesimal neighbourhood
of points (P1, . . . , Pn) in A⟨n⟩ then any operation on those points will yield a point that
is infinitesimally close to these points again. In other words, the O-algebra generated by
(P1, . . . , Pn) lies in the infinitesimal neighbourhood of (P1, . . . , Pn). Note that ifO has constants
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then the neighbourhood axiom for m = 0 says that all constants are mutual infinitesimal
neighbours, and lie in the infinitesimal neighbourhood of each point in A⟨1⟩.
Definition 2.2.2 (Homomorphism of infinitesimalO-algebras). LetO be a clone inC and (A,α),
(A′,α ′) two i-O-algebras. An infinitesimalO-algebra homomorphism (or i-O-homomorphism
for short) is an i-morphism h : A→ A′ rendering the following diagram commutative for every
n ∈ N
O(n) ×A⟨n⟩ O(n) ×A′⟨n⟩
A⟨1⟩ A′⟨1⟩
←→ αn
← →1O (n)×h
n
←→ α ′n
← →h
With the composition and identities taken from I-Str(C), i-O-algebras together with i-O-
homomorphisms form a category O -IAlg(C) over C.
Remarks 2.2.3.
(a) EveryO-algebra (A,α) induces an i-O-algebra (T (A),α) on the total i-structure overA, since
for T (A) the neighbourhood axiom is trivially satisfied. This construction yields a fully
faithful embedding of O -Alg(C) into O -IAlg(C) as categories over C. Contrary to what
the adjective ‘infinitesimal’ might suggest, infinitesimal O-algebras generalise O-algebras
as a structure.
In general, we shall not distinguish between an object A and an i-structure A over the object
A, unless we are dealing with multiple i-structures over A at once. If an i-O-algebra (A,α)
is an O-algebra we shall sometimes stress that by saying that (A,α) is a total O-algebra.
(b) It might seem surprising that we did not need any of the properties of i-structures apart
from it being a collection of subobjects of the finite powers of a fixed object. The properties
A⟨0⟩  1 and A⟨1⟩ = A are just normalisation conditions. The first condition allows us to
deal with constants conveniently, the second is only because of our interest in i-structures
over a particular ‘space’. The third condition for i-structures is contained implicitly in
definition 2.2.1, and follows from the neighbourhood and projection axioms.
I-structures may be hence considered as i-algebras for the clone of the (algebraic) theory of
equality. Indeed, if C is a distributive category then we have such a clone. It is the initial
clone OI constructed from the copowers of 1 (see example 1.3.19). For any i-structure A
we can define
ιn : OI (n) ×A⟨n⟩ → A⟨1⟩, n ∈ N
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as the unique morphism {pr1, . . . , prn} given by the universal property of the coproduct,
where prj : A⟨n⟩ → A⟨1⟩ denotes the (restriction of) the projection onto the jth factor. The
neighbourhood axiom for ι is just property (3) forA in definition 2.1.1. (A, ι) is an i-OI -algebra
and the construction induces an isomorphism ofOI -IAlg(C) and I-Str(C) as categories over
C. (In fact, it yields the inverse to the forgetful functor OI -IAlg(C) → I-Str(C).)
We shall see in remark 2.2.5(c) how i-structures can be seen as i-algebras of the theory of
equality in every category C with finite products. Before we can do that we need to extend
remark 1.3.16 and define i-O-algebras in a finite-product category C for a Set-clone O .
Definition 2.2.4 (i-algebras of Set-clones). Let C be a category with finite products, A an
i-structure in C, and O a clone in Set. An i-O-algebra (A,α) is a family of maps
αn : O(n) → C(A⟨n⟩,A⟨1⟩), n ∈ N
with the following properties:
(1) (Neighbourhood) For any pair (n,m) ∈ N2, n ≥ 1 and t1, . . . , tn ∈ O(m) the morphism
(αm(t1), . . . ,αm(tn)) factors through A⟨n⟩
A⟨m⟩ An
A⟨n⟩
←
→
← →(αm(t1),...,αm(tn))
 →
We will denote the dashed morphism by (αm(t1), . . . ,αm(tn)) again.
(2) (Composition) For every pair (n,m) ∈ N2, σ ∈ O(n) and t1, . . . , tn ∈ O(m)
αm(σ ∗nm (t1, . . . , tn)) = αn(σ ) ◦ (αm(t1), . . . ,αm(tn))
The case n = 0 means αm(∗0m(σ )) = α0(σ )◦!A⟨m⟩
A⟨m⟩ A⟨1⟩
A⟨0⟩  1
←
→!A ⟨m ⟩
← →αm(∗0m(σ ))
← →
α0(σ )
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(3) (Projection) For every n ≥ 1 and 1 ≤ j ≤ n
αn(πnj ) = prj
where prj : A⟨n⟩ A⟨1⟩n → A⟨1⟩ is the (restriction of the) projection onto the jth factor.
An i-O-algebra homomorphism h : (A,α) → (A′,α ′) in C is an i-morphism h : A → A′
rendering commutative the diagrams
A⟨n⟩ A′⟨n⟩
A⟨1⟩ A′⟨1⟩
←→αn(σ )
←→hn
←→ α ′n(σ )
←→h
for all n ∈ N and σ ∈ O(n). Composition and identities are taken from C. We shall denote the
category of i-O-algebras in C by O -IAlg(C) again. It will be clear from the context whether O
is a C-clone, or a Set-clone, and hence which definition we mean.
Remarks 2.2.5.
(a) In the case that A is the total i-structure, i.e. A  T (A⟨1⟩), the neighbourhood axiom is
trivially satisfied and the definition 2.2.4 is just stating that α is a clone homomorphism
O → End(A⟨1⟩). The definition thus coincides with the definition of a totalO-algebra for a
Set-clone O given in remark 1.3.16.
Note that the family C(A⟨n⟩,A⟨1⟩) doesn’t admit a structure of a clone with ∗nm being
defined by composition inC, in general. This is why we cannot simply say in definition 2.2.4
that α is a clone homomorphism. However, the family E(n) = C(A⟨n⟩,A⟨1⟩) does admit
a structure of what could be called a partial clone. For each n ∈ N define E(n)⟨m⟩
as C(A⟨n⟩,A⟨m⟩)  C(A⟨n⟩,A⟨1⟩)m. Each E(n)⟨−⟩ is an i-structure over E(n). Define
πnj as the projections prj : A⟨n⟩ → A⟨1⟩ and ∗nm : E(n) × E(m)⟨n⟩ → E(m) by (multi-
)composition in C like it was done for an endomorphism clone in example 1.3.14(a). The
∗nm satisfy the associativity, projection and normalisation axiom in the definition of a clone
when the axioms are suitably amended to fit the i-structures.
If we were to generalise clones and their homomorphisms to partial clones and homomor-
phisms of partial clones, respectively, then definition 2.2.4 would be equivalent to saying
that α : O → E is a homomorphism of partial clones in Set.
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(b) Let C be an infinitary distributive category. The observation we made in remark 1.3.20
clearly extends to i-algebras and definition 2.2.4. Let F : Set → C denote the product-
preserving functor of taking copowers with the terminal object inC. The universal property
of copowers yields a bijection of morphisms
O(n)1 ×A⟨n⟩ → A⟨1⟩ O(n) → C(A⟨n⟩,A⟨1⟩)→→1:1
which restricts to a bijection of i-F∗(O)-algebras and i-O-algebras, and yields an isomorphism
of F∗(O) -IAlg(C) andO -IAlg(C) as categories overC. In particular, forC = Set this shows
that definition 2.2.4 and definition 2.2.1 are equivalent.
(c) Let C be a category with finite products, A an i-structure in C and OI the clone of the
(algebraic) theory of equality in Set. The maps ιn : OI (n) → C(A⟨n⟩,A⟨1⟩) that map the
variables xj to prj for n ≥ 1, together with the unique map ι0 : ∅ → C(A⟨0⟩,A⟨1⟩) make
A into an i-OI -algebra. The neighbourhood and composition axioms follow from (3) in
definition 2.1.1. The projection axiom is satisfied by construction. I-morphisms are easily
seen to be i-OI -homomorphisms. This construction thus yields an inverse to the forgetful
functorOI -IAlg(C) → I-Str(C) and shows in particular that both categories are isomorphic
as categories over C.
Propositions 1.3.7 and 1.3.8 have straightforward extensions to i-algebras.
Proposition 2.2.6. Let C be a category with finite products, and O a clone in C.
(1) A clone homomorphism f : O → O′ induces a functor f ∗ : O′ -IAlg(C) → O -IAlg(C) of
categories over C
O′ -IAlg(C) O -IAlg(C)
C
← →f
∗
←
→U
←
→ U
The map f 7→ f ∗ is functorial in clone(C)op , i.e. (f д)∗ = д∗ ◦ f ∗ and 1∗O = IO -IAlg(C).
(2) LetC′ be a category with finite products, and F : C → C′ a finite-product preserving functor.
If F preserves monomorphisms then F induces a functor F∗ : O -IAlg(C) → F∗(O) -IAlg(C′)
such that the subsequent diagram commutes
O -IAlg(C) F∗(O) -IAlg(C′)
C C′
←→F∗
←→U ←→ U ′
← →F
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Proof. (1) Let (A,α) be an O′-algebra. Define f ∗α to be the family of C-morphisms
αn ◦ (fn × 1A⟨n⟩), and define f ∗(A,α) as (A, f ∗α). (A, f ∗α) is clearly an i-O-algebra. An
i-O′-homomorphism h : (A,α) → (A′,α ′) is easily seen an i-O-homomorphism (A, f ∗α) →
(A′, f ∗α ′). The construction is clearly functorial as asserted.
(2) By proposition 1.3.3 F induces a functor F∗ : clone(C) → clone(C′). In particular, the
componentwise defined F∗(O) is a clone inC′. Since F preserves products andmonomorphisms it
induces a functor by post-composition F∗ : I-Str(C) → I-Str(C′). If (A,α) is an i-O-algebra then
(F∗, F (α)) is clearly an i-F∗(O)-algebra. Moreover, if h is an i-homomorphism of i-O-algebras,
then F (h) is an i-homomorphism of the respective i-F∗(O)-algebras.

In remark 1.3.11 we have noted that clones in finite-product categories are precisely the
models of the many-sorted algebraic theory of clones. The axioms are the equations given
in remark 1.3.10 in their respective canonical context. (See also the clone axioms listed in
remark 1.4.2.) Hence it is clear that in a finite-limit category C a collection of objects O(n)
for each n ∈ N, morphisms ∗nm : O(n) × O(m)n → O(m) for each (n,m) ∈ N2 and global
elements πnj : 1 → O(n) for n ≥ 1 and 1 ≤ j ≤ n is the data of a clone if and only if the
equations-in-context given in remark 1.3.10 are satisfied in C in its internal language. We give
a description of infinitesimal O-algebras in terms of the internal language.
Proposition 2.2.7. Let C be a category with finite limits and O a clone in C.
(i) An i-structure A in C together with a family of morphisms •n : O(n) × A⟨n⟩ → A⟨1⟩,
n ∈ N is an i-O-algebra if and only if C satisfies the following sequents
(1) (Neighbourhood) For each pair (n,m) ∈ N2, n ≥ 1
⊤ ⊢®σ ,x A⟨n⟩(σ1 •m x , . . . ,σn •m x)
where x is of sort A⟨m⟩ and each σk is of sort O(m). Note that in the casem = 0 the
sequent becomes ⊤ ⊢®σ A⟨n⟩(•0(σ1), . . . , •0(σn)).
In addition, if the above sequent is valid in C then the formula-in-context
®σ ,x , ®y.(®y = (σ1 •m x , . . . ,σn •m x)) ∧A⟨n⟩(y1, . . . ,yn), yj : A⟨1⟩
is provably functional from O(m)n × A⟨m⟩ to A⟨n⟩ in the internal language of C,
and hence corresponds to a C-morphism imn : O(m)n ×A⟨m⟩ → A⟨n⟩ such that the
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interpretation of the formula-in-context in C is the graph of
O(m)n ×A⟨m⟩ A⟨n⟩ A⟨1⟩n←→imn →
(2) (Associativity) For each (n,m) ∈ N2
⊤ ⊢σ ,®t ,x σ •n (imn((t1, . . . , tn),x)) = (σ ∗nm (t1, . . . , tn)) •m x
where x is of sort A⟨m⟩, each tk is of sort O(m), σ of sort O(n), and inm is the
morphism from (1). In the case n = 0 this becomes
⊤ ⊢σ ,x •0(σ ) = ∗0m(σ ) •m x
and in the casem = 0
⊤ ⊢σ ,®t σ •n (i0n(t1, . . . , tn)) = •0(σ ∗n0 (t1, . . . , tn))
(3) (Projection) For each n ≥ 1 and 1 ≤ j ≤ n
⊤ ⊢x :A⟨n⟩ πnj •n (x) = prj(x)
(ii) An i-morphism h : A⟨1⟩ → A′⟨1⟩ is an i-O-homomorphism (A, •) → (A′, •′) if and only
if C satisfies
⊤ ⊢σ ,x h(σ •n x) = σ •′n hn(x)
for each n ∈ N, where x is of sort A⟨n⟩, σ is of sort O(n), and hn is the name of the
morphism hn : A⟨n⟩ → A′⟨n⟩
Proof. (i) (1) The interpretation of the atomic formula-in-context on the right-hand side
of the sequent is the pullback
J®σ ,x .A⟨n⟩(σ1 •m x , . . . ,σn •m x)K A⟨n⟩
O(m)n ×A⟨m⟩ A⟨1⟩n
→
← →
→
← →(•m◦(pr1 ×1A ⟨m ⟩),...,•m◦(prn ×1A ⟨m ⟩))
The sequent is satisfied in C if and only if the monomorphism on the left is an isomorphism.
This is the case if and only if the morphism αmn = (•m ◦ (pr1 ×1A⟨m⟩), . . . , •m ◦ (prn ×1A⟨m⟩))
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factors through A⟨n⟩; but αmn is the same morphism as
O(m)n ×A⟨m⟩ O(m)n × (A⟨m⟩)n (O(m) ×A⟨m⟩)n A⟨1⟩n← →1O (m)n×∆A ⟨m ⟩ ←→ ←→(•m)
n
This shows that (1) is equivalent to the neighbourhood axiom in definition 2.2.1. We shall use
®σ ,x , ®y.θ to denote the formula-in-context
®σ ,x , ®y.(®y = (σ1 •m x , . . . ,σn •m x)) ∧A⟨n⟩(y1, . . . ,yn)
We show the assertion about the morphism imn. (This will also show θ provably functional.)
The interpretation J®σ ,x , ®y.(®y = (σ1 •m x , . . . ,σn •m x))K is the graph of αmn
(1(O(m)n×A⟨m⟩),αmn) : O(m)n ×A⟨m⟩ O(m)n ×A⟨m⟩ ×A⟨1⟩n→
The interpretation of θ is given by the pullback square
J®σ ,x , ®y.θK O(m)n ×A⟨m⟩
O(m)n ×A⟨m⟩ ×A⟨n⟩ O(m)n ×A⟨m⟩ ×A⟨1⟩n

→
 →
←
→
(1(O (m)n×A ⟨m ⟩),imn)

→
(1(O (m)n×A ⟨m ⟩),αmn)
 →1(O (m)n×A ⟨m ⟩)×jn
where jn denotes the monomorphism A⟨n⟩  A⟨1⟩n. From the first part of the proof we
know that αmn factors through A⟨n⟩. We define inm as the (left) morphism of this factorisation.
The graph of imn yields the dashed diagonal arrow in the diagram above. Since the diagram
is a pullback the top horizontal monomorphism splits (by a monomorphism) and is thus an
isomorphism. The interpretation of J®σ ,x , ®y.θK is hence given by the graph of αnm, which is
also the graph of jn ◦ imn as asserted.
For θ to be a functional relation from O(m)n ×A⟨m⟩ to A⟨n⟩ the sequents
θ ⊢®σ ,x ,®y A⟨n⟩(y1, . . . ,yn) and ⊤ ⊢®σ ,x (∃!®y)θ
have to be satisfied by C. The first one is satisfied by construction (apply the conjunction rule),
the second is equivalent to saying that the composite
J®σ ,x , ®y.θK O(m)n ×A⟨m⟩ ×A⟨n⟩ O(m)n ×A⟨m⟩→ ←→pr
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is an isomorphism, which follows from its interpretation as a graph.
The sequents in (2) and (3) are saying that the composites of the respective morphisms are equal
(see definition 1.1.11 and [Joh02, lem. D1.3.1]). This is equivalent to saying that the respective
associativity and projection diagrams in definition 2.2.1 commute, where the projection prj is
once again understood as the respective restriction prj ◦jn of the projection onto the jth factor.
(ii) This is similar to (2) and (3) in (i).

We would have liked to write σ •n (t1 •m x , . . . , tn •m x) for the term σ •n (imn((t1, . . . , tn),x))
and πnj •n (x1, . . . ,xn) = xj for the formula πnj •n (x) = prj(x). However, since •m is a function
symbol with typeO(m)A⟨m⟩ → A⟨1⟩ and notO(m)A⟨1⟩m → A⟨1⟩ we cannot form those terms
formally. Such a notation can only be used informally in the framework of categorical first-order
logic we use.
2.3 Syntactic infinitesimally affine spaces
In chapter 2.1.1 we have seen that every object in the syntactic category CT of the theory T
of (commutative, unital) K-algebras carries a nil-square i-structure, and that every morphism
between objects corresponding to Horn formulae-in-context becomes an i-morphism. In
lemma 1.3.22 we have shown that there is a cloneA of affine combinations inCT. We now wish
to show that every such nil-square i-structure admits a natural structure of an i-A-algebra, and
that every i-morphism becomes an i-A-homomorphism. These results extend naturally to the
cartesian formulae-in-context ®x .(∃!®y)ϕ containing an existential quantifier for which we have
shown that the isomorphism {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]} represented by ®y, ®x , ®x′.ϕ ∧ (®x = ®x′)
is an isomorphism of nil-square i-structures.
The i-A-algebras in CT and the i-AR-algebras in a finite-limit category C with a K-algebra
object R are of key importance to applications of infinitesimal algebra to SDG. We call them
infinitesimally affine spaces (or i-affine spaces for short) and the respective i-homomorphism
infinitesimally affine maps (or i-affine maps for short). The category AR -IAlg(C) of i-affine
spaces and i-affine maps will be denoted by IAff(C). If we want to stress the K-algebra object
R, we will speak about i-affine spaces over R.
Theorem 2.3.1 (Syntactic i-affine spaces). Let T be the algebraic theory of (commutative,
unital) K-algebras, CT its syntactic category and C˚T the full subcategory generated by the
objects corresponding to Horn formulae-in-context. The forgetful functor U : IAff(CT) → CT
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has a section Af : C˚T → IAff(CT) (i.e. U ◦ Af = IC˚T) that maps each object {®x .ϕ} to the
i-affine space induced by the nil-square i-structure over {®x .ϕ}.
Proof. (1) Let A denote the unique sort of the signature Σ of K-algebras. We begin by
considering the objects An = {®x .⊤}. An is a total A-algebra by purely abstract reasons. Firstly,
since An is L(n) for the clone of linear combinations in CT, it is the ‘free L-algebra on n
generators’ (see chapter 1.3.3, in particular remark 1.3.13, and chapter 1.3.5 for L). A is a
subclone of L. By proposition 1.3.7 the inclusion induces an A-algebra structure on An. This
A-structure is given explicitly as follows.
Let αm be the formula 1 = x1 + . . . + xm and ∂n the formula
∧
1≤i,j≤n(xi − yi)(xj − yj) = 0. The
morphism •m : A(m) × An⟨m⟩ → An is the T-provable equivalence class of the formula-in-
context
®λ, ®x1, . . . , ®x m, ®y.(®y = λ1®x1 + . . . + λm ®x m) ∧ αm[®λ/®x] ∧
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]
To show that the nil-square i-structure over An makes An into an i-affine space it is sufficient
to show the neighbourhood axiom. From this it will follow that the total A-algebra structure
restricts to the nil-square i-structure, and thus show An an i-affine space as asserted.
As it is common practice in mathematics we will speak of (®y = λ1®x1 + . . . + λm ®x m) ∧ αm[®λ/®x]
simply as an affine combination of points, write ®x ∼1 ®y for ∂m and say that ®x and ®y are
(1-)neighbours. By lemma 2.1.14(i)(1) (and the fact that nil-square i-structures are generated
by the first neighbourhood of the diagonal) the neighbourhood axiom amounts to show that any
two affine combinations λ1®x1 + . . .+ λm ®x m and µ1®x1 + . . .+ µm ®x m are neighbours, if ®x k ∼1 ®x ℓ
for 1 ≤ k, ℓ ≤ m. More formally, and in terms of sequents, we have to show the sequent
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧ αm[®λ/®x] ∧ αm[®µ/®x] ⊢®λ,®µ,®x1,...,®x m ∂n
[ m∑
j=1
λj ®x j ,
m∑
j=1
µj ®x j/®x , ®y
]
T-provable. We proceed in two steps. Let ®x k ∼1 ®x ℓ for 1 ≤ k, ℓ ≤ m. Firstly, we show that if
®y ∼1 ®x k for 1 ≤ k ≤ m, then ®y ∼1 ∑mk=1 λk ®x k . Using ∑mk=1 λk = 1 we find
( m∑
k=1
λkx
k
i − yi
) ( m∑
k=1
λkx
k
j − yj
)
=
( m∑
k=1
λk(x ki − yi)
) ( m∑
k=1
λk(x kj − yj)
)
=
m∑
k,ℓ=1
λkλℓ(x ki − yi)(x ℓj − yj)
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From (x ki − x ℓi )(xkj − x ℓj ) = 0 we obtain
0 = ((x ki − yi) + (yi − x ℓi ))((x kj − yj) + (yj − x ℓj ))
= (x ki − yi)(x kj − yj) + (x ki − yi)(yj − x ℓj ) + (yi − x ℓi )(x kj − yj) + (yi − x ℓi )(yj − x ℓj )
= (x ki − yi)(yj − x ℓj ) + (yi − x ℓi )(x kj − yj)
(We have used ®y ∼1 ®x k in the last step.) This yields
(x ki − yi)(x ℓj − yj) = −(x ℓi − yi)(x kj − yj)
and hence, due to λkλℓ = λℓλk ,
m∑
k,ℓ=1
λkλℓ(x ki − yi)(x ℓj − yj) = 0
We apply this result to ®y = ®xℓ for each 1 ≤ ℓ ≤ m first and obtain ®x ℓ ∼1 ∑mk=1 λk ®x k . Next we
apply it to ®y = ∑mk=1 λk ®x k and conclude
m∑
ℓ=1
µℓ ®x ℓ ∼1
m∑
k=1
λk ®x k
as desired.
(2) In this step we wish to show that for each a Horn formula ϕ, {®x .ϕ} together with
its nil-square i-structure can be made into an i-affine space. In fact, we want to show
{®x .ϕ} an i-affine subspace of An (where n is the length of the context ®x). The morphisms
•m : A(m) × {®x .ϕ}⟨m⟩ → {®x .ϕ} shall thus be represented by the formula-in-context
®λ, ®x1, . . . , ®x m, ®y. (®y = m∑
k=1
λk ®x k
) ∧ αm[®λ/®x] ∧ ∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧
∧
1≤k≤m
ϕ[®x k/®x]
We only need to show that the codomain of this morphism is indeed {®x .ϕ}, i.e. that the sequent
(®y = m∑
k=1
λk ®x k
)∧αm[®λ/®x]∧ ∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]∧
∧
1≤k≤m
ϕ[®x k/®x] ⊢®λ,®x1,...,®x m ,®y ϕ[®y/®x] (2.4)
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is provable in T. In other words, if for a family of mutual neighbours ®xk each one satisfies ϕ,
then their affine combination also satisfies ϕ. We will proceed by induction over the structure
of ϕ.
As we mentioned before every term-in-context ®x .t over the signature Σ of K-algebras is T-
provably equal to a polynomial in K[®x]; that is, there is a polynomial P ∈ K[®x] and the sequent
⊤ ⊢®x P = t is provable in T. An equation s = t is thus T-provably equivalent to P = 0, where
the term P is a polynomial in the variables of the canonical context that is T-provably equal to
the term s − t . Every Horn formula-in-context over Σ is hence T-provably equivalent to one of
the form ®x .ψ , whereψ is a conjuction of equations of the form P = 0 for polynomials P in K[®x].
The sequent (2.4) is provable in T, if any sequent that can be obtained from (2.4) by replacing
®x .ϕ with a T-provably equivalent formula-in-context, is provable in T.
We show that if ϕ is P = 0 then the sequent (2.4) is T-provable. This follows from the following
sequent stating that polynomials preserve i-affine combinations
αm[®λ/®x] ∧
∧
1≤k,ℓ≤m
∂n[®xk , ®xℓ/®x , ®y] ⊢®λ,®x1,...,®xm P
( m∑
k=1
λk ®xk
)
=
m∑
k=1
λkP(®xk)
The polynomial version of Hadamard’s lemma (lemma 2.1.4) implies that this sequent is
provable in T. Indeed, by Hadamard’s lemma there are polynomials Li ∈ K[®x] andQij ∈ K[®x , ®y]
such that
P(®xℓ) − P(®x) =
n∑
i=1
(xℓ,i − xi)Li(®x) +
n∑
i,j=1
(xℓ,i − xi)(xℓ,j − xj)Qij(®x , ®xℓ)
If ®xℓ ∼1 ®x then the equation simplifies to
P(®xℓ) − P(®x) =
n∑
i=1
(xℓ,i − xi)Li(®x)
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In (1) we have shown that ®xℓ ∼1 ∑mk=1 λk ®xk . Therefore, by using this and ∑mℓ=1 λℓ = 1 we
compute
m∑
ℓ=1
λℓP(®xℓ) − P
( m∑
k=1
λk ®xk
)
=
m∑
ℓ=1
λℓ
(
P(®xℓ) − P
( m∑
k=1
λk ®xk
) )
=
m∑
ℓ=1
λℓ
n∑
i=1
(
xℓ,i −
m∑
k=1
λkxk,i
)
Li
( m∑
k=1
λk ®xk
)
=
n∑
i=1
( m∑
ℓ=1
λℓxℓ,i −
m∑
ℓ=1
λℓ
m∑
k=1
λkxk,i
)
Li
( m∑
k=1
λk ®xk
)
=
n∑
i=1
( m∑
ℓ=1
λℓxℓ,i −
m∑
k=1
λkxk,i
)
Li
( m∑
k=1
λk ®xk
)
= 0
Now if ϕ is any conjunction of equations of the form P = 0 for a polynomial P then, since (2.4)
is T-provable for each such equation, their conjunction ϕ is also T-provable.
(3) Next we wish to show that every morphism in C˚T is i-affine. We shall do this by
working in the equivalent category K -Algop
f p
of finitely presented K-algebras. The notation
is the same as in chapter 2.1.1, when we discussed the nil-square i-structures. We need to
show that for any K-algebra homomorphism f : K[ ®X ]/I → K[ ®Y ]/J the subsequent diagram
commutes
K[ ®X ]/I K[®λ, ®X1, . . . , ®Xm]/((∑mj=1 λj − 1) ∪mI ∪ I∂n,m )
K[ ®Y ]/J K[®λ, ®Y1, . . . , ®Ym]/((∑mj=1 λj − 1) ∪mJ ∪ I∂k,m )
←→f
←→αm
←→ 1K [ ®λ]/(∑mj=1 λj−1)⊗K f ⊗m
←→βm
(2.5)
The K-algebra homomorphisms αm and βm are defined on generators as follows
αm([Xi]) =
∑
j=1
[λjX j,i] and βm([Yi]) =
∑
j=1
[λjYj,i]
They represent the translated i-affine structures in K -Algop
f p
. Note that all algebra homomor-
phisms are well-defined, for we have shown f an i-morphism already. Since every f has a
lift f¯ : K[ ®X ] → K[ ®Y ] along the quotient maps K[ ®X ]  K[ ®X ]/I and K[ ®Y ]  K[ ®X ]/I , it is
sufficient to consider the case that I and J are the zero ideals. In this case (2.5) commutes if and
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only if it commutes for the generators
[
Pi
( m∑
j=1
λj ®Yj
) ]
=
m∑
j=1
[λjPi( ®Yj)], 1 ≤ i ≤ n
where Pi( ®Y ) = f (Xi). This amounts to show
Pi
( m∑
j=1
λj ®Yj
) − m∑
j=1
λjPi( ®Yj) ∈
( ( m∑
j=1
λj − 1
) ∪ I∂n,m )
which is the same calculation we have done in (2) to show that every polynomial preserves
i-affine combinations in CT; it follows from Hadamard’s lemma for polynomials.
With this we may finally conclude that every object {®x .ϕ} in C˚T has a canonical structure of
an i-affine space on its nil-square i-structure and that every morphism becomes an i-affine map.
This yields the desired functor Af : C˚T → IAff(CT), which is clearly a section ofU , as asserted.

The result of theorem 2.3.1 extends naturally to cartesian formulae-in-context ®x .(∃!®y)ϕ
containing an existential quantifier for which we have shown that the isomorphism {®x , ®y.ϕ} →
{®x′.(∃!®y)ϕ[®x′/®x]} represented by ®y, ®x , ®x′.ϕ ∧ (®x = ®x′) is an isomorphism of nil-square i-
structures.
Theorem2.3.2. Let ®x .(∃!®y)ϕ be a cartesian formula-in-context andϕ Horn. If the isomorphism
f : {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]}
represented by ®y, ®x , ®x′.ϕ ∧ (®x = ®x′) is an isomorphism of nil-square i-structures, then it is also
an isomorphism of the i-affine spaces, where {®x .(∃!®y)ϕ}  An carries the i-affine structure
over its nil-square i-structure making it an i-affine subspace of An.
Proof. Due to the representation of the isomorphism f by the formula ϕ proving {®x .(∃!®y)ϕ}
an i-affine subspace of An is equivalent to showing that f and its inverse are i-affine maps. We
show the former, but present the argument in a less formal way.
Without loss of generalitywemay assume thatϕ is of the form (P1(®x , ®y) = 0)∧. . .∧(PL(®x , ®y) =
0). Suppose that there are i-neighbours ®x1, . . . , ®xm, i.e. ®xk ∼1 ®xℓ, 1 ≤ k, ℓ ≤ m, with the
corresponding ®y1, . . . , ®ym such thatϕ[®xk , ®yk/®x , ®y] is satisfied. By assumtion f is an isomorphism
of i-structures, so (®xk , ®yk) ∼1 (®xℓ, ®yℓ), 1 ≤ k, ℓ ≤ m. Since polynomials preserve i-affine
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combinations (see step (2) in the proof of 2.3.1), we have
Pj
( m∑
k=1
λk ®xk ,
m∑
k=1
λk ®yk
)
=
m∑
k=1
λkPj(®xk , ®yk), 1 ≤ j ≤ L
This shows that
∑m
k=1 λk ®xk and
∑m
k=1 λk ®yk satisfy the polynomial equations defined by ϕ, and
hence that {®x .(∃!®y)ϕ} is an i-affine subspace of An as asserted. 
Having the result for the syntactic category CT gives us a supply of i-affine spaces and
i-affine maps in every finite-limit category C with a K-algebra object R.
Corollary 2.3.3. Let C be a category with finite limits, and R a K-algebra object in C. Let
FR : CT → C be the functor that maps the universal K-algebra MT to R. We have that the
following diagram commutes
IAff(CT) IAff(C)
C˚T C
←→(FR )∗
←→ U →Af
← →FR
where (FR)∗ is the functor induced by FR as in proposition 2.2.6(2).
In geometric terms, the spaces in C constructed out of R that are in the image of FR are the
zero-loci of finite families of polynomials and the morphism are the ‘regular’ morphisms that
can be represented by finite families of polynomials. The corollary is thus stating that such loci
in C are infinitesimally affine and the regular morphisms are i-affine maps.
Remark 2.3.4 (Finitely generated K-algebras). Theorem 2.3.1 has a straightforward generali-
sation to the category K -Algop
f д
. Indeed, step (1) and (2) of the proof of theorem 2.3.1 extend
to K -Algop
f д
, if we consider it as the syntactic category of K-algebras in infinitary cartesian
logic. In that case the polynomial normal form of a formula can still be derived and will have
infinite conjunctions of equations of the form P = 0 indexed by arbitrary sets, not just finite
ones. However, as we have pointed out in the proof, if the sequent (2.4) is valid for any family
of equations of the form P = 0, it is also valid for the conjunction over that family. Also,
step (3) did not depend on the ideals being finitely generated, hence extends to finitely generated
K-algebras.
This shows that finitely generated affine schemes are i-affine spaces in a natural way, and
morphisms of affine schemes are i-affine maps. For a category C with finite limits, equalizers
of small families of morphisms and a K-algebra object R, this extends the class of i-affine
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spaces and i-affine maps to zero-loci of arbitrary families of polynomials and the ‘regular’ maps
admitting a presentation by a (finite) family of polynomial maps.
The argument can be extended to the opposite category of all K-algebras (in Set).
Theorem2.3.5. There is a functorAf : K -Algop → IAff(K -Algop) extendingAf : K -Algop
f p
→
IAff(K -Algop
f p
), i.e. the subsequent diagram commutes for the fully faithful functor ι :
K -Algop
f p
→ K -Algop
K -Algop IAff(K -Algop)
K -Algop
f p
IAff(K -Algop
f p
)
←→Af
← →ι
←→Af
← →ι∗
and we have a natural isomorphism U ◦Af  IK -Algop , where U : IAff(K -Algop) → K -Algop
denotes the forgetful functor and K -Alg stands for the category K -Alg(Set). (Since we work
with finitely presented K-algebras instead of finitely presentable ones, the functor ι is not
injective on objects and hence not an embedding.)
Proof. To begin with, recall that every K-algebra is a filtered colimit of finitely generated
K-algebras. This is the conceptual reason for why the assertion of the theorem is true. It is
contained implicitly in the argument we shall give here.
Let A be a K-algebra. We fix a presentation of A, i.e. a set of generators G and an ideal I
such that K[(X )д∈G]/I  A. The free K-algebra K[(X )д∈G] is given by the set of polynomials in
finitely many variables in X with the usual addition and multiplication of polynomials. The
definition of the nil-square i-structure has a straightforward generalisation from the presentation
of a finitely generated algebra to K[(X )д∈G]/I :
K[(X1)д∈G , . . . , (Xm)д∈G]/mI  K[(X1)д∈G , . . . , (Xm)д∈G]/(mI ∪ I∂X ,m )
wheremI is the ideal generated by the disjoint union ofm copies of I [Xi/X ] (the ideal I where
the variables in Xд are substituted by Xд,i for all д ∈ G), and I∂G,m is the ideal generated by the
set
{(Xд,i − Xд,j)(Xд′,i − Xд′,j) | д,д′ ∈ G, 1 ≤ i, j ≤ m}
AnyK-algebra homomorphism f : K[(X )д∈G]/I → K[(Y )h∈H ]/J has a lift f¯ : K[(X )д∈G] →
K[(Y )h∈H ] along the quotient maps. Furthermore, since we are dealing with polynomials in
finitely many variables we can use Hadamard’s lemma for polynomials to prove the factorisation
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of f ⊗m
K[(X1)д∈G , . . . , (Xm)д∈G]/mI K[(X1)д∈G , . . . , (Xm)д∈G]/(mI ∪ I∂G,m )
K[(Y1)h∈H , . . . , (Ym)h∈H ]/mJ K[(Y1)h∈H , . . . , (Ym)h∈H ]/(mJ ∪ I∂H,m )
←→f ⊗m
←
←→
←
in the same way as in the case of finitely presentedK-algebras. This implies that the collection of
subobjects in K -Algop we have defined above indeed constitutes an i-structure over K[(X )д∈G]/I
and that every f is an i-morphism in K -Algop . As regards the i-affine structure, we proceed in
the same way. The K-algebra homomorphisms
αm : K[(X )д∈G]/I → K[®λ, (X1)д∈G , . . . (Xm)д∈G]/((∑mj=1 λj − 1) ∪mI ∪ I∂G,m )
given by [Xд] 7→ [∑mk=1 λkXk,д] for each д ∈ G, make the nil-square i-structure on K[(X )д∈G]/I
into an i-affine space in K -Algop . The axioms can be checked on the generators. In the case
I = 0 the associativity and projection axiom are clear, if the neighbourhood axiom holds. The
latter follows from the same calculation as done in (1) of the proof of theorem 2.3.1 (if we repeat
them modulo I∂G,m ). For an arbitrary ideal I we need to show that the αm are well-defined; i.e.
that for P(Xд1, . . . ,Xдn ) in I the polynomial P(
∑m
k=1 λkXk,д1, . . . ,
∑m
k=1 λkXk,д1) lies in the ideal
((∑mj=1 λj − 1) ∪mI ∪ I∂G,m ). But this follows from the calculation we did in (2) of the proof
of theorem 2.3.1 showing that polynomials preserve i-affine combinations (again by working
modulo the respective ideals). Finally, the fact that every K-algebra homomorphism becomes
an i-affine map follows as in (3) of the proof of theorem 2.3.1.
Two presentations are mapped to the same K-algebra if and only if they have the same
number of generators and the equations generate the same ideal. From this (and the definition
of the i-affine structure in K -Algop) it is clear that the functor Af : K -Algop → IAff(K -Algop)
we constructed is an extension of the Af on finitely presented K-algebras along ι, i.e. ι∗ ◦Af =
Af ◦ ι. 
Remark 2.3.6. In terms of logic we could consider K -Algop (up to equivalence of categories)
as the syntactic category of the theory of K-algebras in a ‘truly’ infinitary cartesian logic, which
also allows infinite contexts and infinite applications of the existential quantifier ‘∃!’ (see, for
example, [AR94, chap. 5.B]).
In fact, we can try to repeat the construction of i-affine spaces of theorem 2.3.1 in the
syntactic categories of K-algebras in the fragments of regular, coherent and geometric logic.
As we have remarked before, the fragment of the logic of a formula-in-context does not matter
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for the definition of the nil-square i-structure on {®x .ϕ}; however, which fragment the formula
belongs to becomes important for which morphisms lift to i-morphisms and for the i-affine
structure.
To prove the sequent (2.4) for disjunctions
∨
i∈I ϕi of Horn formulae ϕ in coherent or
geometric logic, we have to apply the distributivity law. The resulting disjunction will have
formulae containing pure conjunctions
∧
1≤k≤m ϕi[®x k/®x] and mixed ones
∧
1≤k≤m ϕik [®x k/®x].
If the sequent
∂n ∧ ϕi ⊢®x ,®y ϕi[®y/®x]
is T-provable for each i ∈ I , then we can reduce the mixed conjunctions to pure ones, and hence
obtain the sequent (2.4) from the disjunction rule and the fact that it holds for each ϕi .
We have to be careful with the initial object {⊥} in CcohT and CдeomT , which cannot have
an i-affine structure as we defined it. The reason is purely structural, rather than conceptual:
as a strict initial object there is no morphism from A(0) = {0 = 1} to {⊥}, as long as both
formulae are not provably equivalent; which is the case if and only if T is a theory of non-trivial
K-algebras. (See also remark 1.3.25.) However, there are several ways to amend this. Firstly, we
can consider the (coherent) theory of non-trivial K-algebras T ∪ {(0 = 1) ⊢ ⊥} and its syntactic
category instead. Secondly, we could understand i-affine spaces as models of the cartesian
theory of i-affine spaces iA introduced in section 2.5.1, and, finally, we could simply redefine
A(0) = {⊥} in CcohT and CдeomT . In any case, since the nil-square-i-structure is total on {⊥}, it
will become a total affine space for any of the three approaches. (See also proposition 1.3.9.)
In contrast with the cartesian existential quantifier it seems that we need to make further
assumptions about ϕ as well to be able to show that {®x .(∃®y)ϕ} An is an i-affine subspace
for a Horn formula ϕ in the syntactic category CreдT . For example, if for any family of mutual
i-neighbours ®x1, . . . , ®xm we can find a family of points ®y1, . . . , ®ym, such that ϕ(®xℓ, ®yℓ) holds for
each 1 ≤ ℓ ≤ m, and all the (®xℓ, ®yℓ) together form a family of mutual infinitesimal neighbours,
then we can prove the sequent (2.4) for (∃®y)ϕ . More formally, we assume that for eachm ≥ 1∧
1≤k,ℓ≤m
∂n[®xk , ®xℓ/®x , ®y]∧
∧
1≤k≤m
ϕ[®xk , ®yk/®x , ®y] ⊢®x1,...,®xm ,®y1,...,®ym
∧
1≤k,ℓ≤m
∂n+n′[(®xk , ®yk), (®xℓ, ®yℓ)/®x , ®y]
is T-provable, where n′ is the length of the contexts ®yk .
We can then consider the full subcategory C˚дeomT of C
дeom
T of objects corresponding to
formulae-in-context, which become i-affine spaces over the respective nil-square i-structure,
and study which morphisms become i-affine maps.
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In geometric terms the last theorem states that affine schemes are i-affine spaces and their
morphisms are i-affine maps. We also know that the nil-square i-structure is generated by the
first neighbourhood of the diagonal, a notion which originated in algebraic geometry.
That one can form affine combinations of a finite set of generalised points (of the same
type), which are mutual 1-neighbours, as well as that morphisms of affine schemes preserve the
neighbourhood relation and such affine combinations, this has been shown in [Koc15] already.
Kock’s result can be obtained from ours by applying the hom-functor hom(−,C) : K -Alg → Set,
or equivalently, hom(C,−) : K -Algop → Set to the i-affine space A, the nil-square i-structure
overA, and the clone of affine combinationsA inK -Algop . Since hom(C,−) preserves limits we
obtain the Set-clone of affine combinations over theK-algebraC and an i-affine space hom(A,C)
over that K-algebra. Kock also shows the representability of ‘being n mutual neighbouring
points’, which is isomorphic to our construction of the nil-square i-structure. The ideals he
uses, however, do not rely on the choice of a presentation like ours. This is because Kock’s
approach makes use of the K-algebra structure directly, whereas we work with presentations of
K-algebras due to the syntactic approach. His representation of ‘forming affine combinations’
differs from ours slightly, and hence does not correspond to the syntactically defined clone of
affine combinations. Theorem 2.3.5 and our theory put Kock’s result into the proper perspective
by supplying the adequate definitions and structures.
More importantly, our approach via the syntactic category of K-algebras has further
ramifications. One of them is the extension of theorem 2.1.5 to (certain subcategories of)
syntactic categories of the algebraic theory of K-algebras in different fragments of first-order
logic. Our proof based on Hadamard’s lemma for polynomials will generalise straightforwardly
to the case of C∞-rings. In particular, we will see that manifolds (when embedded into
C∞-Rngop
f p
) are i-affine spaces and smooth maps preserve that structure. This and other
ramifications of this approach will be discussed in chapter 3.
2.4 Infinitesimalisation of algebraic theories
In this section we study the notion of an IMAT using presentations of algebraic theories
in the syntactic approach. An infinitesimal model of an algebraic theory T will have all
the operations of T become partial operations, which domain of definition are given by the
i-structure. To describe this syntactically we will construct a cartesian theory I[T] out of T, its
infinitesimalisation.
There are two equivalent ways of defining infinitesimalisation of an algebraic theory T in
cartesian logic: the first is many-sorted and focuses on the function symbols and hence the
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operations of T, the second is one-sorted and focuses on the i-structure and hence the relations.
We define infinitesimalisation using the second approach, for it is more suitable for applications
in practice. The first approach will be defined in remark 2.4.4 later.
Unfortunately, the language of first-order logic that we have introduced does not support
partially defined operations and terms naturally. We will need to represent the partially defined
operations by their graphs and hence translate terms into formulae, which will make the
definition of infinitesimalisation rather cumbersome.
Definition 2.4.1 (Infinitesimalisation). Let T be an algebraic theory over the signature Σ (with
sort A, say). The infinitesimalisation I[T] of T (or i-sation for short) is a cartesian theory over
a signature I[Σ] defined as follows:
• I[Σ]-Sort has one sort A.
• There are no function symbols.
• For each n ∈ N, I[Σ] has an n-ary relation symbol
A⟨n⟩ A · · ·A
• For each n-ary function symbol f in Σ-Fun, there is an (n + 1)-ary relation symbol
G f  A · · ·A
For each Σ-term-in-context ®x .t there is a formula-in-context ®x ,yt .ϕt over I[Σ] (with yt : A) that
is defined by recursion over the structure of t :
• If t is a variable xj , then ϕt is
(yt = xj) ∧A⟨n⟩(x1, . . . ,xn)
• If t is f (t1, . . . , tm) then ϕt is
(∃!yt1) · · · (∃!ytm )G f (yt1, . . . ,ytn ,yt ) ∧
∧
1≤j≤m
ϕtj
(Note that the use of the existential quantifiers is sound relative to the axiom (2) below.)
The axioms of I[T] are as follows:
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(1) (I-structure) ⊤ ⊢[] A⟨0⟩, ⊤ ⊢x :A A⟨1⟩(x), and for any map h : m → n of finite sets
A⟨n⟩(x1, . . . ,xn) ⊢®x A⟨m⟩(xh(1), . . . ,xh(m))
(2) (Functionality) For each n-ary function symbol f in Σ-Fun
G f (x1, . . . ,xn,y) ⊢®x ,y A⟨n⟩(x1, . . . ,xn),
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!y : A)G f (x1, . . . ,xn,y)
(3) (Neighbourhood) For a finite family of terms-in-context ®x .tj , 1 ≤ j ≤ n∧
1≤j≤n
ϕtj ⊢®x ,®y A⟨n⟩(yt1, . . . ,ytn )
(The i-structure axioms in (1) follow from the neighbourhood axiom, if we allow n = 0 and
define the empty conjuction as ‘⊤’.)
(4) For each axiom ⊤ ⊢®x t = s, I[T] has an axiom
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!y)ϕt [®x ,y/®x ,yt ] ∧ ϕs[®x ,y/®x ,ys]
where n is the length of the context ®x .
As pointed out in the introduction, the intuition here is that an IMAT A of T is a partial
T-algebra. The domain of definition is specified for each arity, rather than for each individual
function symbol. Another noteworthy difference to the usual treatment of partial algebras is that
variables-in-context are not totally defined terms; the domain of definition is always prescribed
by the i-structure and the type of the context.
With the correct interpretation of variables terms can be constructed by the rules of
composition of partial morphisms (i.e. the composition of their graphs as relations) yielding the
i-structure as domains of definition according to the context (due to the neighbourhood axiom).
Rather than cartesian logic a more suitable logical formalism for IMATs might be partial Horn
logic as introduced in [PV07] (if the interpretation of variables can be adapted to our case).
In this thesis we will continue working with cartesian logic. We show that I[T]-models are
the same as i-OT-algebras next.
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Theorem 2.4.2. Let T be an algebraic theory over a signature Σ and OT its clone as in
theorem 1.4.1. The categories OT -IAlg(C) and I[T] -Mod(C) are isomorphic as categories
over a finite-limit category C.
Proof. (1) Let (A,α) be an i-OT-algebra overC. Define an I[Σ]-structureM byMA = A⟨1⟩,
MA⟨n⟩ as the subobject in : A⟨n⟩  A⟨1⟩n, and MG f  An+1 as the graph of (the partial
morphism) αn([f (x1, . . . ,xn)]) for f ∈ Σ-Fun of arity n:
A⟨n⟩ An+1 →(in ,αn([f (x1,...,xn)]))
Recall thatOT(n) is the T-algebraTΣ(n)/En. We shall abbreviate αn([f (x1, . . . ,xn)]) by αn([f ]).
The i-structure axioms are satisfied in M as has been shown in lemma 2.1.14. Note that the
functionality axiom (2) is equivalent to saying thatMG f andMA⟨n⟩ are equal as subobjects of
MAn
MA⟨n⟩ MG f
MAn MAn ×MA
→in
← →
→
←→pr1
which is equivalent to saying thatMG f is (isomorphic to) the graph (in, f ) : MA⟨n⟩ → MAn×MA
of a morphism f : MA⟨n⟩ → MA (considered as a partial morphism). The sequents in axiom
(2) are hence satisfied due to the definition ofMG f .
As regards axiom (3) and (4) note first that ϕt expresses the compositional structure of a Σ-term
t in terms of the composition of the respective graphs. An induction over the structure of a
term-in-context ®x .t shows that the interpretation of x ,yt .ϕt is the graph of αn([t]), where n is
the length of the context ®x .
If t is a variable xj then ϕt is (yt = xj) ∧ A⟨n⟩(x1, . . . ,xn). The interpretation of ®x ,yt .ϕt is
the graph of the (restriction of the) projection prj ◦in : A⟨n⟩ → A; but αn([xj]) = prj ◦in.
By the composition axiom of definition 2.2.4, if t is f (t1, . . . , tm) then αm([t]) is αm([f ]) ◦
(αn([t1]), . . . αn([tm])). (Recall that the clone composition ‘∗’ in OT is induced by substitution
of terms.) The interpretation of the second clause of the definition of ϕt constructs J®x ,yt .ϕtK
as the (multi-) composition of the relations J®x ,ytj .ϕtj K, which are the graphs of αn([tj])
by induction hypothesis. The composite relation J®x ,yt .ϕtK is the graph of the composite
αm([f ])◦(αn([t1]), . . . αn([tm])), which is αm([t]) as asserted. (Note that the composite αm([f ])◦
(αn([t1]), . . . αn([tm])) is well-defined due to the neighbourhood axiom of definition 2.2.4, soJ®x ,yt .ϕtK is indeed a graph of a morphism.)
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The interpretation J®x , ®y.∧1≤j≤n ϕtj K is the graph
MA⟨m⟩ MAm ×MAn →(im ,(αm([t1]),...,αm([tn]))
The neighbourhood axiom (3) is satisfied in M if and only if this graph factors through the
subobject 1MAm × in : MAn × MA⟨n⟩  MAm × MAn. But this is the case if and only if
(αm([t1]), . . . ,αm([tn])) factors through in, which it does due to the neighbourhood axiom of
definition 2.2.4.
As regards axiom (4), if T has the axiom ⊤ ⊢®x s = t , then
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!y)ϕt [®x ,y/®x ,yt ] ∧ ϕs[®x ,y/®x ,ys]
is equivalent to saying that J®x ,y.ϕt [®x ,y/®x ,yt ]K and J®x ,y.ϕt [®x ,y/®x ,yt ]K are the graphs of the
same morphism. Since [s] = [t] by the construction of En, and hence αn([s]) = αn([t]), this is
the case, indeed.
(2) LetM be an I[T]-model in C. By lemma 2.1.14 and the i-structure axioms in (1) the
family of subobjects
MA⟨n⟩ MAn →in
constitutes an i-structure over MA. For each term t ∈ TΣ(n) (considered in the context
®x = x1, . . . ,xn) we show that the formula-in-context ®x ,yt .ϕt is I[T]-provably functional. Indeed,
the sequent ϕt ⊢®x ,yt A⟨n⟩(x1, . . . ,xn) is satisfied inM due to the first clause of the definition of
ϕt . We show the satisfaction of
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!yt )ϕt
by induction over the structure of ϕt . Clearly, the sequent
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!yt )(yt = xj ∧A⟨n⟩(x1, . . . ,xn))
is satisfied in M . If t is f (t1, . . . , tm) then the induction hypothesis, the conjunction rule and
Frobenius yield the satisfaction of the sequent
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!yt1) · · · (∃!ytm )
∧
1≤j≤m
ϕtj
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The neighbourhood axiom (3) states that∧
1≤j m
ϕtj ⊢®x ,®y A⟨m⟩(yt1, . . . ,ytm )
is satisfied inM . Together with the functionality axiom (2) we see thatM satisfies
(∃!yt1) · · · (∃!ytm )
∧
1≤j m
ϕtj ⊢®x (∃!yt )(∃!yt1) · · · (∃!ytm )G f (yt1, . . . ,ytm ,yt ) ∧
∧
1≤j m
ϕtj
We conclude that the asserted sequent is satisfied after applying the cut rule.
Since ϕt has been shown functional, its interpretation J®x ,yt .ϕtK is the graph of the morphism
MA⟨n⟩ → MA:
MA⟨n⟩ J®x ,yt .ϕtK MAn ×MA MA←→ → ←→pr2
This defines a map
αn : TΣ(n) → C(MA⟨n⟩,MA)
for each n ∈ N, which maps the variables xj to the projections prj ◦in as we have seen in part (1).
The maps αn thus satisfy the projection axiom of definition 2.2.4 for the cloneO∅ (over Σ). (Note
that for an n-ary function symbol f ∈ Σ-Fun the formulae-in-context ®x ,yt .G f (x1, . . . ,xn,yt )
and ®x ,yt .ϕt for t = f (x1, . . . ,xn) are I[T]-provably equivalent, and hence are both interpreted
by the graph of the same morphism, of whichMG f is the graph.)
The interpretation J®x , ®y.∧1≤j≤n ϕtj K is the graph (im, (αm(t1), . . . ,αm(tn))), and the neighbour-
hood axiom (3) says that (αm(t1), . . . ,αm(tn)) factors through im, as we have seen in part (1).
The maps αn thus satisfy the neighbourhood axiom of definition 2.2.4. We can apply this
factorisation to show by an induction similar to the one in part (1) that the interpretation of
ϕt[®s/®x] is the graph of the composite αn(t) ◦ (αm(s1), . . . ,αm(sn)). This shows the composition
axiom of definition 2.2.4 for α .
As we have noted in part (1) axiom (4) says that for any sequent ⊤ ⊢®x s = t the interpretations
of ϕt and ϕs are the graph of the same morphism, and hence αn(s) = αn(t). Due to the
composition axiom the map αn thus respects the equivalence relation En, and hence factors
throughTΣ(n)/En = OT(n). We denote the resulting mapsOT(n) → C(MA⟨n⟩,MA) by αn again.
With this we have shown that (MA,α) is an i-OT-algebra.
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(3) The constructions defined in part (1) and (2) are mutually inverse. Indeed, since in is
monic, any morphism h such that the following diagram commutes
MA⟨n⟩ MA⟨n⟩
MAn ×MA

→(in ,f )
← →h
→ (in ,д)
must be the identity morphism. This implies that when given an i-OT-algebra (A,α) to construct
the corresponding I[T]-model, constructing an i-OT-algebra algebra out of it will yield (A,α)
again, since the original α is reconstructed out of the graphs J®x ,yt .ϕtK. In the converse direction,
since MG f is the graph of the same morphism as the interpretation of ϕ f (x1,...,xn), we recover
the original I[Σ]-structureM out of the i-OT-algebra (MA,α).
(4) Any i-OT-homomorphism h : (A,α) → (A′,α ′) becomes an I[Σ]-homomorphism of
the corresponding I[Σ]-structuresM andM′ (and vice versa). Indeed, h is an i-morphism and
hence renders the subsequent diagram commutative
MA⟨n⟩ MAn
M′A⟨n⟩ M′An
←→
→
←→ hn
→
Furthermore, since h ◦ αn = α ′n ◦ hn, andMG f andM′G f are the graphs of αn([f ]) and α ′n([f ]),
respectively, the subsequent diagrams are rendered commutative as well
MG f MA
n ×MA
M′G f ⟨n⟩ M′An ×M′A
←→
→
←→ hn×h
→
Conversely, any I[Σ]-homomorphism h : MA → M′A is an i-morphism. Since it renders
commutative the preceding diagram for eachG f , it also makes the following diagrams commute
for each Σ-term t [Joh02, lem. D1.2.9]
J®x ,yt .ϕtKM MAn ×MA
J®x ,yt .ϕtKM ′ M′An ×M′A
←→
→
←→ hn×h
→
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But this is equivalent to saying that h ◦ αn(t) = α ′n(t) ◦ hn, for the interpretations of ϕt are the
graphs of the respective morphisms αn(t) and α ′n(t).
Together with part (3) we may conclude that the constructions defined in part (1) and (2) yield
an isomorphism of OT -IAlg(C) and I[T] -Mod(C) as categories over C, as asserted.

Remark 2.4.3. The category T -Mod(C) has a fully faithful embedding into I[T] -Mod(C) as
categories over C: a Σ-structureM defines an I[Σ]-structureM by definingMA⟨n⟩ = MAn and
MG f as the graph ofMf . Clearly, the I[Σ]-structureM is an I[T]-model if the Σ-structureM is
a T-model. In fact, we just translate the function symbols of Σ into their graphs in this process
and adapt the axioms accordingly. (See [Joh02, lem. D1.4.9].)
The isomorphism of theorem 2.4.2 maps the embedded T-models to total i-OT-algebras and
vice versa. In fact, it restricts to an isomorphism
OT -Alg(C) T -Mod(C)
OT -IAlg(C) I[T] -Mod(C)
→
←→
→
←→
The top isomorphism is the one constructed in proposition 1.3.18. Indeed, the construction in
theorem 2.4.2 is just the construction in proposition 1.3.18 in the disguise of graphs instead of
morphisms. In this sense theorem 2.4.2 extends the isomorphism of algebras of a Set-clone and
models of its corresponding algebraic theory to its i-algebras and models of the i-sation of that
theory.
Remark 2.4.4. The functional approach to infinitesimalisation of an algebraic theory T
introduces the i-structure by adding new sorts. The function symbols of T can then be defined
as (total) operations in I[T]. However, the Σ-terms have to be defined by functional relations,
still. Note that the functional approach is essentially an adapted version of the translation of
relations into new sorts and function symbols (cf. [Joh02, lem. D1.4.9]).
The signature I[Σ] is defined as follows:
• For each n ∈ N, I[Σ]-Sort has a sort A⟨n⟩. (A⟨0⟩ is only introduced to avoid case
distinctions and could be replaced by the empty context.)
• For each function symbol f : A · · ·A→ A of arity n in Σ-Fun there is a function symbol
f : A⟨n⟩ → A⟨1⟩ in I[Σ]-Fun.
• For each n ≥ 1 and 1 ≤ j ≤ n, I[Σ]-Fun has a function symbol in,j : A⟨n⟩ → A⟨1⟩.
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• I[Σ] has no relation symbols.
For each Σ-term-in-context ®x .t there is a formula-in-context x : A⟨n⟩,yt : A⟨1⟩.ϕt over I[Σ] that
is defined by recursion over the structure of t , where n is the length of the context ®x = x1, . . . ,xn.
• If t is a variable xj , then ϕt is yt = in,j(x).
• If t is f (t1, . . . , tm) then ϕt is
(∃!x f )(∃!yt1) · · · (∃!ytm )(yt = f (x f )) ∧
∧
1≤j≤m
((im,j(x f ) = ytj ) ∧ ϕtj )
where x f : A⟨m⟩ and ytj : A⟨1⟩. (Note that the use of the existential quantifiers for ytj is
sound relative to the empty theory. The existential quantifier for x f is sound relative to
the axiom (1) below.)
The axioms of I[T] are as follows:
(1) I-structure: For each n ≥ 1 the in,j are jointly monic∧
1≤j≤n
in,j(x) = in,j(z) ⊢x :A⟨n⟩,z:A⟨n⟩ x = z
and ⊤ ⊢[] (∃!x : A⟨0⟩)⊤
(2) Neighbourhood: For a finite family of terms-in-context ®x .tj , 1 ≤ j ≤ n (where ®x is of
lengthm, say)
⊤ ⊢x :A⟨m⟩ (∃!y : A⟨n⟩)
∧
1≤j≤n
ϕtj [x , in,j(y)/x ,ytj ]
(The use of the existential quantifier is sound relative to (1))
(3) For each axiom ⊤ ⊢®x t = s, I[T] has an axiom
⊤ ⊢x :A⟨n⟩ (∃!y : A⟨1⟩) ϕt [x ,y/x ,yt ] ∧ ϕs[x ,y/x ,ys]
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2.5 Infinitesimalisation of cartesian theories
If we have a K-algebra R in Set, then we can consider the i-sation of the algebraic theory TAR
of affine combinations over R. (TAR is the algebraic theory corresponding to the clone of
affine combinations AR as in theorem 1.4.1.) Theorem 2.4.2 then shows that the category of
I[TAR ]-models is equivalent to the category of i-affine spaces (over R). If R is a K-algebra
object in a finite-limit category C, however, then we cannot construct an algebraic theory of
affine combinations over R, in general. I-sation of algebraic theories thus cannot recapture all
i-affine spaces.
Similarly, we have seen in remark 1.4.2 that categories of algebras of a clone O are full
subcategories of models of a many-sorted algebraic theory. However, because it is many-sorted,
the infinitesimalisation construction cannot be applied in its current form and has to be extended.
Indeed, infinitesimalisation can be extended to the many-sorted case, and, in fact, to the class of
cartesian theories.
Definition 2.5.1 (i-sation of cartesian theories). Let T be a cartesian theory over the signature
Σ. We propose the subsequent construction as the i-sation I[T] of T extending the previously
defined i-sation of (one-sorted) algebraic theories:
• I[Σ]-Sort = Σ-Sort
• I[Σ] has no function symbols.
• Σ-Rel ⊂ I[Σ]-Rel
• For each list A1 · · ·An of sorts Ai in Σ and n ∈ N, I[Σ] has an n-ary relation symbol
A⟨n⟩ A1 · · ·An
• For each n-ary function symbol f : A1 · · ·An → B in Σ-Fun, there is an (n + 1)-ary
relation symbol
G f  A1 · · ·AnB
For each Σ-term-in-context ®x .t of sort B there is a formula-in-context ®x ,yt .ϕt over I[Σ] (with
yt : B) that is defined by recursion over the structure of t :
• If t is a variable xj , then ϕt is
(yt = xj) ∧A⟨n⟩(x1, . . . ,xn),
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where A⟨n⟩ A1 · · ·An and A1 · · ·An is the type of the context ®x .
• If t is f (t1, . . . , tm) (where tj : Aj , say) then ϕt is
(∃!yt1 : A1) · · · (∃!ytm : An)G f (yt1, . . . ,ytn ,yt ) ∧
∧
1≤j≤m
ϕtj
The axioms of I[T] are as follows:
(1) (I-structure) ⊤ ⊢[] A⟨0⟩ and ⊤ ⊢x :A A⟨1⟩(x) for each sort A. Moreover, for any two lists
of sorts A1 · · ·An and B1 · · ·Bm, and a map h : m → n of finite sets such that Bj = Ah(j)
A⟨n⟩(x1, . . . ,xn) ⊢x1:A1,...,xn :An B⟨m⟩(xh(1), . . . ,xh(m))
(2) (Functionality) For each f : A1 · · ·An → B
G f (x1, . . . ,xn,y) ⊢®x ,y:B A⟨n⟩(x1, . . . ,xn)
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!y : B)G f (x1, . . . ,xn,y)
where A⟨n⟩ A1 · · ·An.
(3) (Neighbourhood) For a finite family of terms-in-context ®x .tj (of sort Bj , say), 1 ≤ j ≤ n∧
1≤j≤n
ϕtj ⊢®x ,®y B⟨n⟩(yt1, . . . ,ytn )
where B⟨n⟩ B1 · · ·Bn.
(4) (Relations) For each relation R  A1 · · ·An in Σ
R(x1, . . . ,xn) ⊢®x A⟨n⟩(x1, . . . ,xn)
where A⟨n⟩ A1 · · ·An.
(5) Let σ ∈ T be ϕ ⊢®x ψ with ®x of type A1 · · ·An. Construct a sequent σI ∈ I[T] out of σ as
follows:
• Replace ϕ by A⟨n⟩(x1, . . . ,xn) ∧ ϕ, where A⟨n⟩ is of type A1 · · ·An.
• Replace each equation s = t in σ by
(∃!y)ϕt [®x ,y/®x ,yt ] ∧ ϕs[®x ,y/®x ,ys]
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• Replace each R(t1, . . . , tn) in σ by
(∃!yt1 : A1) · · · (∃!ytn : An)
∧
1≤j≤n
ϕtj ∧ R(yt1, . . .ytn )
where R  A1 · · ·An.
2.5.1 A theory of infinitesimally affine spaces
With the i-sation of cartesian theories available we can consider also non-algebraic presentations
of the theory of affine spaces. One such presentation, which is popular in affine geometry, is to
define affine spaces as torsors of modules (over commutative rings).
The signature has three sorts R, V and A standing for the ring R, R-module V and the affine
space A. The function symbols are the usual ring operations and constants for R, the group
operations and constant 0 for V , the operation RV → V , and an operation α : VA→ A. The
axioms are the usual algebraic commutative ring axioms, algebraic axioms of an R-module and
that of an action of an abelian group on a set for α . So far this is a many-sorted algebraic theory.
The non-algebraic axiom states that α is a simply transitive action3
⊤ ⊢P :A,Q:A (∃!v : V )α(P ,v) = Q
An infinitesimalisation of this theorywould give us an i-ringR, an abelian i-groupV , an i-structure
over A and further mixed i-neighbourhoods like ⟨R · · ·RV ⟩  R · · ·RV and ⟨V · · ·VA⟩ 
V · · ·VA, for example. The axioms would make sure that all operations are compatible with
the i-structures. There are models of this theory that we do not want to consider as i-affine
spaces though. For example, we would want the i-ring to be total, and also the action RV → V
to be total (as it would be, if we had just considered the i-sation of the one-sorted algebraic
theory of an R-module over a fixed (Set-)ring R). We will not investigate this presentation any
further here. However, we will see i-R-modules in the application of i-algebra to naive SDG in
chapter 3.3, where they are called i-vector spaces.
There is also an essentially algebraic theory of affine spaces A. (Cf. [AR94, def. 3.34] for
the definition of an essentially algebraic theory.) Since it is a theory of affine combinations it is
closer to our original definition of i-affine spaces and hence easier to compare.
The signature of A has two sorts R (for the ring) and A (for the affine space). The operations
are actions of R-linear combinations on A, but only defined when they are affine combinations,
3This theory does have a presentation as a many-sorted algebraic theory: we introduce a further operation
− : AA→ V and the axioms ⊤ ⊢P,Q α(P ,Q − P) = Q , ⊤ ⊢P,v α(P ,v) − P = v.
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i.e. when the coefficients sum up to 1. Besides the ring axioms the axioms are the equations
induced by the clone A of affine combinations like in part (2) of the proof of theorem 1.4.1.
More formally and in the language of cartesian logic:
Definition 2.5.2 (Theory of affine spaces). The theory A of affine spaces over the signature Σ
is defined as follows.
• Σ has two sorts: R and A
• Σ has function symbols
+ : RR → R, · : RR → R, − : RR → R, 0 : → R, 1 : → R
• Σ has a relation symbol
Λn  R · · ·R︸ ︷︷ ︸
n
A · · ·A︸ ︷︷ ︸
n+1
for each n ≥ 1 of arity 2n + 1.
The axioms of A are
(1) The algebraic axioms of a commutative ring with 1; i.e. the algebraic axioms of an
abelian group for ‘+’, ‘−’, ‘0’ and commutative monoid for ‘·’, ‘1’ together with the
distributivity laws. (From now on all rings are assumed to be commutative with 1, unless
stated otherwise.)
(2) Functionality: For every n ≥ 1
Λn(λ1, . . . , λn, P1, . . . , Pn,Q) ⊢®λ, ®P ,Q
n∑
i=1
λi = 1
n∑
i=1
λi = 1 ⊢®λ, ®P (∃!Q : A)Λn(λ1, . . . , λn, P1, . . . , Pn,Q)
(3) Associativity: For each n,m ≥ 1
(∃! ®Q)
∧
1≤j≤n
Λm(®λj , ®P ,Qj) ∧ Λn(®µ, ®Q,Y ) ⊣⊢®µ,®λ1,...,®λn , ®P ,Y Λm
( n∑
j=1
µj ®λj , ®P ,Y
)
where we have used the vector notation from chapter 1.3.5, and ‘⊣⊢’ means provable
equivalence.
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(4) Projection: For every n ≥ 1 and 1 ≤ j ≤ n
Λn(0, . . . , 0, 1
j
, 0, . . . , 0, P1, . . . , Pn,Q) ⊢ ®P ,Q Q = Pj
An A-model M in a category C with finite limits is a ring object MR and an object MA
together with morphisms
αn : AMR(n) ×MAn → MA, n ≥ 1,
for whichMΛn is the respective graph (of the partial morphism) inC, andAMR(n) is defined as
in corollary 1.3.23 (for K = Z). The projection and associativity axioms state that αn satisfies
the associativity and projection axioms of an AMR-algebra, apart from the ones involving α0
(which is not defined in this approach, since the theory of affine spaces has no constants). In
fact, the associativity and projection axioms are equivalent to their respective counterparts in
definition 1.3.5; this follows from a similar argument as in the proof of theorem 2.4.2, where the
(multi-)composition in the neighbourhood axiom is represented by the (multi-)composition of
the corresponding graphs. EveryAR-algebra (A,α) thus yields an A-modelM over R (meaning
MR = R), and like in step (4) of theorem 2.4.2 we see that everyAR-homomorphism h becomes
a Σ-homomorphism h (when hR is taken to be the identity morphism). Hence for each ring
object R in C there is an embedding of categories over C
AR -Alg(C) A -Mod(C)
C
←
→U
 →
←
→ UA
(UA maps an A-model M to MA and a Σ-homomorphism h to hA.) In a distributive category
C, and for a non-trivial ring object R, the embedding is fully faithful; it is an isomorphism of
AR -Alg(C) and AR -Alg(C), the full subcategory of A-models over the ring object R. For a
general finite-limit categoryC, or a ring that is not non-trivial (which does not necessarily imply
that it is the trivial ring), the embedding into AR -Alg(C) might neither be full, nor surjective
on objects. (See remark 1.3.25. For example, if R is the trivial ring 1 in Set, then 1 and ∅ are
A-models, but only 1 is an AR-algebra.) However, the embedding can be fully faithful, even if
the category is not distributive. This is the case for the universal K-algebra in the syntactic
category CT of the (one-sorted) algebraic theory of K-algebras, for example.
The i-sation of A is again a too general theory for our purposes. We thus define the theory
iA of i-affine spaces (over an arbitrary ring) ‘by hand’, and only use the i-sation construction as a
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guide. We want the ring R to be total, hence we only need to introduce an i-structure for A. The
mixed i-neighbourhoods can also be avoided, as well as replacing the ring operations by their
graphs. This also avoids translating terms into formulae, for the action of affine combinations is
given by the graphs Λn already, and the only Σ-terms are formed from the ring operations only.
We only need to add the i-structure and neighbourhood axiom, and add the sequents for the
relations Λn, which can be included in the functionality axioms of A. As for the translation of
the axioms, we only need to replace the antecedent in each sequent by its conjunction with the
respective A⟨n⟩. The only axiom where this is needed is the second sequent of the functionality
axiom.
Definition 2.5.3 (Theory of i-affine spaces). The cartesian theory iA of i-affine spaces has the
signature iΣ given by
• iΣ-Sort = {R,A}
• iΣ has function symbols
+ : RR → R, · : RR → R, − : RR → R, 0 : → R, 1 : → R
• iΣ has a relation symbol
Λn  R · · ·R︸ ︷︷ ︸
n
A · · ·A︸ ︷︷ ︸
n+1
for each n ≥ 1 of arity 2n + 1.
• For each n ∈ N, iΣ has an n-ary relation symbol
A⟨n⟩ A · · ·A
The axioms of iA are as follows:
(1) The (algebraic) axioms of a commutative ring R with 1
(2) (I-structure) ⊤ ⊢[] A⟨0⟩, ⊤ ⊢x :A A⟨1⟩(x), and for any map h : m → n of finite sets
A⟨n⟩(x1, . . . ,xn) ⊢®x A⟨m⟩(xh(1), . . . ,xh(m))
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(3) (Functionality) For every n ≥ 1
Λn(λ1, . . . , λn, P1, . . . , Pn,Q) ⊢®λ, ®P ,Q
( n∑
i=1
λi = 1
)∧A⟨n⟩(P1, . . . , Pn)
( n∑
i=1
λi = 1
)∧A⟨n⟩(P1, . . . , Pn) ⊢®λ, ®P (∃!Q : A)Λn(λ1, . . . , λn, P1, . . . , Pn,Q)
(4) (Neighbourhood) For eachm,n ≥ 1∧
1≤j≤n
Λm(λj1, . . . , λjm, P1, . . . , Pm,Qj) ⊢®λ1,...,®λn , ®P , ®Q A⟨n⟩(Q1, . . . ,Qn)
(5) (Associativity) For each n,m ≥ 1
(∃! ®Q)
∧
1≤j≤n
Λm(®λi , ®P ,Qj) ∧ Λn(®µ, ®Q,Y ) ⊣⊢®µ,®λ1,...,®λn , ®P ,Y Λm
( n∑
j=1
µj ®λj , ®P ,Y
)
(6) (Projection) For every n ≥ 1 and 1 ≤ j ≤ n
Λn(0, . . . , 0, 1
j
, 0, . . . , 0, P1, . . . , Pn,Q) ⊢ ®P ,Q Q = Pj
An iA-modelM in a finite-limit category C is a ring objectMR together with an objectMA
and morphisms
αn : AMR(n) ×MA⟨n⟩ → MA, n ≥ 1,
which is almost an i-AMR-algebra, if not for the missing morphism α0. Indeed, the αn are
recovered from the graphs of partial morphisms Λn, and the neighbourhood axiom gives us the
required factorisation in definition 2.2.1(1); in fact, it is equivalent to it for the non-zero-case.
By defining MΛn as the graph of (the partial morphism) αn an i-AR-algebra (A,α) yields an
iA-model over R, and i-AR-homomorphisms become iΣ-homomorphisms. The proofs are
similar to the ones given in theorem 2.4.2, and extend the comparison of A-models over R and
AR-algebras. We summarise this in the subsequent theorem.
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Theorem 2.5.4. Let R be a ring object in a finite-limit category C. There is an embedding of
categories over C
AR -IAlg(C) iA -Mod(C)
C
←
→U
 →
←
→ UA
For a distributive category C and a non-trivial ring object R the embedding is fully faithful.
It induces an isomorphism of AR -IAlg(C) and iAR -Alg(C) as categories over C, where the
latter denotes the full subcategory of iA-modelsM withMR = R.
Remark 2.5.5. As in the case of affine spaces, the universal K-algebra in the syntactic category
CT of the (one-sorted) algebraic theory T of K-algebras induces a fully faithful embedding, but
CT is not distributive.
2.5.2 A theory of infinitesimal clone algebras
Another application of the i-sation of cartesian theories is the i-sation of the theory C of clone
algebras defined in remark 1.4.2. As for i-affine spaces we shall use the infinitesimalisation
construction as a guide only, and define the theory of infinitesimal clone algebras while
introducing only the one necessary i-structure only.
Definition 2.5.6 (Theory of i-clone algebras). Let Σ be the signature of the theory C of clone
algebras. The cartesian theory iC of infinitesimal clone algebras over the signature iΣ is
defined as follows:
• iΣ-Sort = Σ-Sort
• iΣ has a function symbol
∗nm : O(n)O(m) · · ·O(m) → O(m)
of arity n + 1 for every pair (n,m) ∈ N2 with n ≥ 1, a unary function symbol
∗0m : O(0) → O(m)
for eachm ∈ N, constants
πnj : → O(n)
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• iΣ has a relation symbol
Gn  O(n)A · · ·A︸ ︷︷ ︸
n+1
of arity n + 2 for each n ∈ N.
• For each n ∈ N, iΣ has an n-ary relation symbol
A⟨n⟩ A · · ·A
The axioms of iC are as follows:
(1) The clone axioms of C.
(2) (I-structure) ⊤ ⊢[] A⟨0⟩, ⊤ ⊢x :A A⟨1⟩(x), and for any map h : m → n of finite sets
A⟨n⟩(x1, . . . ,xn) ⊢®x A⟨m⟩(xh(1), . . . ,xh(m))
(3) (Functionality) For every n ∈ N
Gn(σ ,x1, . . . ,xn,y) ⊢σ ,®x ,y A⟨n⟩(x1, . . . ,xn)
A⟨n⟩(x1, . . . ,xn) ⊢®x (∃!y : A)Gn(σ ,x1, . . . ,xn,y)
(4) (Neighbourhood) For eachm,n ∈ N, n ≥ 1∧
1≤j≤n
Gm(σj ,x1, . . . ,xm,yj) ⊢®σ ,®x ,®y A⟨n⟩(y1, . . . ,yn)
(In the casem = 0 the context ®x is the empty context.)
(5) (Associativity) For each n,m ∈ N
(∃!®y)
∧
1≤j≤n
Gm(tj , ®x ,yj) ∧Gn(σ , ®y, z) ⊣⊢σ ,®t ,®x ,z Gm(σ ∗nm (t1, . . . , tn), ®x , z)
(In the case m = 0 the context ®x is the empty context. For n = 0 the sequents become
G0(σ , z) ⊣⊢σ ,®x ,z Gm(∗0m(σ ), ®x , z).)
(6) (Projection) For every n ≥ 1 and 1 ≤ j ≤ n
Gn(πnj ,x1, . . . ,xn,y) ⊢®x ,y y = xj
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AmodelM of iC in a finite-limit categoryC is a cloneMO , an objectMAwith an i-structure
MA⟨−⟩ over it, and morphisms
αn : MO(n) ×MA⟨n⟩ → MA, n ∈ N,
of which MGn  MO(n) × MAn × MA is the graph (of a partial morphism). With similar
arguments as in the proof of theorem 2.4.2 we can see that the neighbourhood, associativity and
projection axioms are equivalent to their respective counterparts in definition 2.2.1. (As in the
case of A and iA the equality of the composite morphisms is just expressed as the equality of
the composites of the respective graphs.) An iC-model is thus an i-MO-algebra in C, and every
i-O-algebra (A,α) in C yields an iC-model M over O (i.e. MO = O), if we define MGn as the
graphs of the morphisms αn. An i-O-algebra homomorphism h becomes an iΣ-homomorphism
h, if we set hA = h and hO(n) = 1O(n). The fully faithful embedding in remark 1.4.2 thus extends
to:
Theorem 2.5.7. Let O be a clone in a finite-limit category C, and let C be the (many sorted)
algebraic theory of clone algebras as defined in remark 1.4.2. There is a fully faithful embedding
of categories over C
O -IAlg(C) iC -Mod(C)
C
←
→U
 →
←
→ UA
whereUA maps an iC-modelM toMA and an iΣ-homomorphism h to hA. ()The theory
The i-sation construction can be extended to all first-order theories and hence makes it
possible to define infinitesimal models for such theories. As we have seen in the examples of
the theory of affine spaces and i-clone algebras, however, the formally infinitesimalised theories
would be too general. This is why the proposed i-sation of cartesian theories, unlike the i-sation
of (one-sorted) algebraic theories, served merely as a guide in both of our examples. A more
refined notion of i-sation of theories is needed; one which takes the sorts that are to be replaced
by i-structures as parameters, and only makes a minimum of necessary changes to the signature
and axioms.
Having a notion of infinitesimal model of a first-order theory might be interesting for
applications to SDG. It allows us to define spaces that are modeled infinitesimally on geometries
different from affine geometry; like projective geometry, or Tarski’s elementary Euclidean
geometry, for instance. Of course, at this stage it is neither clear whether there are non-
trivial i-models of such theories in SDG, nor if such spaces have any geometric significance.
112 Infinitesimal Models of Algebraic Theories
Unfortunately, we won’t be able to investigate these questions here. The i-sation construction
has been discovered by the author too late to be able to explore its implications any further in
this thesis. It deserves more study.
2.6 Properties of categories of infinitesimal models
This section is devoted to the study of the properties of the category of IMATs over a Grothedieck
topos S. In particular, we shall study some lifting properties of limits and colimits of the
forgetful functor
U : O -IAlg(S) → S
Even though some of the properties we discuss hold for more general categories than
Grothendieck toposes, the latter are the most important for applications. Note that since
a Grothendieck topos is an infinitary distributive category the various notions of IMATs we
have introduced in the previous sections coincide (apart from i-affine spaces that can be defined
either as i-AR-algebras or iAR-models, which coincide only if the ring R is non-trivial).
Theorem 2.6.1. Let S be a Grothendieck-topos andO a clone in S. The categoryO -IAlg(S)
is locally presentable 4.
Proof. We make use of the fully faithful embedding O -IAlg(S)  iC -Mod(S) of theo-
rem 2.5.7 to show local presentability. Since S is locally presentable ([Bor94b, prop. 3.4.16]
or [Joh02, cor. D2.3.7]), the category iC -Mod(S) is locally presentable. This follows from
the fact that a category of models of a limit-sketch in a locally presentable category is locally
presentable [AR94, rem. 2.63], and that iC -Mod(S) is equivalent to the category of models of
a limit sketch [Joh02, example D2.1.4(d)].
The forgetful functor Ucl : iC -Mod(S) → clone(S) is a cloven (Grothendieck) fibration 5.
(A cleavage is given by ‘precomposing with clone homomorphisms’ as in proposition 2.2.6(1).)
The category of S-models of the many-sorted algebraic theory T of clones and the category
clone(S) are locally presentable (see remark 1.3.11). The forgetful functorUO preserves filtered
colimits and small limits. This can be seen with the help of the two syntactic categories CiC
and CT as follows. By passing from iC -Mod(S) and clone(S) to the equivalent categories of
finite-limit preserving functors CiC → S and CT → S, the forgetful functorUcl becomes F ∗O for
the functor FO : CT → CiC, which is induced by the clone O of the universal iC-model in CiC.
4The definitions of a locally presentable category, accessible category and accessible functor can be found in
[AR94].
5For the definition of a fibration and cleavage see [Joh02, def. B1.3.4].
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Since limits and filtered colimits of finite-limit preserving functors into a Grothendieck topos
are computed pointwise [Bor94b, prop. 3.4.5], they are preserved byUcl . In particular,Ucl is an
accessible functor. TheUcl -fibre over the clone O is isomorphic to O -IAlg(S) and we obtain a
pullback diagram of categories
O -IAlg(S) iC -Mod(S)
1 clone(S)
←→
→
←→ Ucl
← →O
The functorO andUcl are accessible and preserve small limits. The categoryO -IAlg(S) is thus
accessible ([JS93, thm. 1], [AR94, thm. 2.77]), complete, and hence locally presentable [Joh02,
prop. D2.3.4].

Corollary 2.6.2. O -IAlg(S) is complete, cocomplete, well-powered and well-copowered.
Proof. [AR94, rem. 1.56] 
Remarks 2.6.3.
(a) The same type of argument also shows IAff(S) locally presentable, when it is considered
as the category iAR -Mod(S) for the respective (commutative) ring R, instead of the
categoryAR -IAlg(S). Indeed, iAR -Mod(S) is theUR-fibre over R for the forgetful functor
UR : iA -Mod(S) → CRng(S), which is a cloven fibration, accessible and preserves small
limits. (A cleavage is given by the ‘restriction of scalars’, which is a similar construction as
for modules over rings.)
(b) If O comes from a Set-clone O′, i.e. O  γ ∗O′ where γ ∗ is the inverse-image functor of
the (up to natural isomorphism) unique geometric functor S → Set, then O -IAlg(S) is
isomorphic to I[TO ′] -Mod(S) as categories over S. This follows from theorem 1.4.1(3),
proposition 2.2.6, theorem 2.4.2 and remark 1.3.20(b). (Recall that γ ∗ is the finite-limit
preserving functor induced by taking copowers of the terminal object in S.) The local
presentability of O -IAlg(S) can thus be concluded immediately.
We now turn to studying limits. As it is typical for categories of structures the forgetful functor
lifts limits of the base category.
Theorem 2.6.4. The forgetful functor U : O -IAlg(S) → S lifts small limits uniquely; that is,
for every small diagram D : J → O -IAlg(S) and limiting cone λ of U ◦ D, there is a unique
limiting cone µ of D such thatU µ = λ. (See also [AHS05, def. 13.17].)
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Proof. Since the functorU has the property that an isomorphism h is the identity morphism
if Uh is the identity morphism, all the limits U lifts it lifts uniquely. (See also [AHS05,
prop. 13.21]. Note thatU does neither reflect identities nor isomorphisms, in general.)
To see that U lifts limits we use again that O -IAlg(S) has a fully faithful embedding into
the category iC -Mod(S) as categories over S. Furthermore, the proof of theorem 2.6.1 shows
thatO -IAlg(S) is isomorphic to a limit-closed subcategory, so the embedding reflects limits. It
is thus sufficent to show that the forgetful functor UA : iC -Mod(S) → S lifts limits. Since an
equivalence of categories reflects limits, we can consider the equivalent category of finite-limit
preserving functors CiC → S (and natural transformations). The forgetful functorUA becomes
the evaluation functor evA at A = {(x : A).⊤}. The limits of finite-limit preserving functors are
computed pointwise, which shows that evA lifts limits. 
Remarks 2.6.5.
(a) Let (Aj ,αj), j ∈ I be a small family of i-O-algebras in S. The i-structure on the product∏
j∈I Aj is given by the product i-structure, which is defined by the respective product
relations; that is (∏j∈I Aj)⟨n⟩ is
∏
j∈I (Aj ⟨n⟩)
∏
j∈I Anj
( ∏
j∈I Aj
)n
 →
∏
j ∈I i j,n
←→
where ij,n : Aj ⟨n⟩ Anj are the monomorphisms of the respective i-structure over Aj . The
action α of O on the product i-structure is given componentwise
αn : O(n)×
( ∏
j∈I Aj
) ⟨n⟩ ∏j∈I O(n) ×∏j∈I Aj ⟨n⟩
∏
j∈I O(n) ×Aj ⟨n⟩
∏
j∈I Aj
← →
∆I×1(∏j ∈I Aj )
←→ 
← →
∏
j ∈I α j,n
(b) U does not reflect small limits. A counterexample is provided by considering i-affine
spaces in the syntactic category CT of K-algebras. The section Af : CT → IAff(CT) of the
forgetful functor U in theorem 2.3.1 does not preserve products, hence U cannot reflect
products.
This is because the nil-square i-structure on A2 is not the product i-structure. Indeed, we
can find a K-algebra object, which does not satisfy the sequent
(x2 = 0) ∧ (y2 = 0) ⊢x :A,y:A xy = 0.
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(The sequent states that if (0, 0) and (x ,y) are 1-neighbours in the product i-structure on A2,
then they are also 1-neighbours in the nil-square i-structure of the product.) For example,
the K-algebra R = y(A) given by the Yoneda embedding y : CT → [CopT ,Set] cannot satisfy
the above sequent. Indeed, R satisfies the Kock-Lawvere axiom [Koc06, cor. III.1.3], and
hence the cancellation rule
(d2 = 0) ∧ (dx = 0) ⊢d:R,x :R x = 0
When combining this with the sequent above, we obtain d2 = 0 ⊢d:R d = 0, which together
with the the Kock-Lawvere axiom would yield the contradiction that R is a trivial ring.
Incidentally, since S = [CopT ,Set] is a Grothendieck topos and because of corollary 2.3.3
(applied to y) we see that the forgetful functorU : IAff(S) → S does not reflect products.
There is a geometric reason behind the fact that the nil-square i-structure of a product space
is not the product i-structure, in general. Unlike for the nil-square i-structure, in the product
i-structure on X × Y the components P and Q of a point (P ,Q) are independent; there is no
infinitesimal cohesion between P andQ . However, product spaces also model the geometric
concept of a space having extension in different (independent) dimensions. The product
i-structure on Rn is thus unsuitable for geometry, for it does not capture adequately the
infinitesimal cohesion needed for geometry.
Next we study which colimits are lifted byU . Colimits are more intricate than limits, since it is
not the case thatU lifts all (small) colimits, in general. Also, colimits are more interesting to
applications in SDG, for they correspond to gluing constructions of spaces.
Proposition 2.6.6. U lifts filtered colimits uniquely.
Proof. The proof is essentially the same as for the case of small limits. It is sufficient to
show that U lifts filtered colimits. We mentioned before that filtered colimits of finite-limit
preserving functors CiC → S are computed pointwise. This shows that the evaluation functor
evA defined on the the category of finite-limit preserving functors CiC → S lifts filtered
colimits. Since equivalences reflect colimits the forgetful functorUA : iC -Mod(S) → S lifts
filtered colimits. For the same reason the forgetful functor Ucl : iC -Mod(S) → S lifts filtered
colimits, so theUcl -fibre overO is closed under filtered colimits in iC -Mod(S). The embedding
O -IAlg(C) iC -Mod(S) thus reflects filtered colimits, and henceU must lift them. 
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Corollary 2.6.7 (Free i-O-algebras). U has a left adjoint.
Proof. SinceU lifts filtered colimits and small limits, it also preserves them. As a small-limit
preserving, accessible functor, it has a left adjoint by the adjoint functor theorem for locally
presentable categories [AR94, 1.66]. 
Remark 2.6.8 (Discrete i-affine spaces). In the case of i-affine spaces over a non-trivial ring R
we can describe the left adjoint ofU explicitly: it is (a lift of) the discrete i-structure functor ∆
of proposition 2.1.2.
To see this note first that for any clone O with O(0)  ∅ (where ∅ denotes the initial object
in S) and any object X in S the projections onto the second factor
pr2 : O(n) × X → X , n ≥ 1,
together with the unique morphism O(0) → X make the discrete i-structure ∆X over X into an
i-O-algebra, which we denote by (∆X ,δX ). Indeed, the commutative diagram
O(m)n × Xn
O(m)n × X (O(m) × X )n
X Xn
←
→
← →1O (m)n×∆n
←→pr2 ←→ (pr2)n
 →∆n
shows that the neighbourhood axiom of definition 2.2.1 holds form ≥ 1. Since O(0)  ∅ (and
since S is distributive) it also holds form = 0. In the same vein, the associativity axiom holds,
since the diagrams
O(n) ×O(m)n × X
O(m) × X O(n) × X
X
←→∗nm×1X
←
→
1O (n)×pr2
←
→pr2
←
→ pr2
2.6 Properties of categories of infinitesimal models 117
commute, and the projection axioms holds because of the commutative diagrams
1 × X O(n) × X
X Xn X
←→
← →π
n
j ×1X
←→ pr2
→∆n ← →prj
Clearly, any S-morphism h : X → Y becomes an i-O-homomorphism (∆X ,δX ) → (∆Y ,δY ).
The discrete i-structure functor thus lifts to a functor ∆ : S O -IAlg(S), which is a section
of the forgetful functorU . In particular, ∆ is a fully faithful embedding of S into O -IAlg(S).
In the case of the clone of affine combinations AR the functor ∆ is also a left adjoint ofU .
This is because the identity morphism 1A induces a monomorphism (∆A,δA) (A,α) for any
i-affine space (A,α); i.e. the subsequent diagrams commute
AR(n) ×A AR(n) ×A⟨n⟩
A
←
→pr2
← →1O (n)×∆n
←→ αn
where ∆n denotes the factorisation of the diagonal map through A⟨n⟩ An. Since any i-affine
map h : (∆X ,δX ) → (A,α) factors as h : (∆X ,δX ) (∆A,δA) (A,α)←→∆h →1A the natural
bijections in proposition 2.1.2 thus lift to natural bijections
AR -IAlg(S)((∆X ,δX ), (A,α))  S(X ,A)
It remains to show the above diagram commutative. We shall show this by using the theory
of i-affine space iA. The commutativity of the diagram follows (in fact, is equivalent to) the
iA-provability of the sequent
Λn(®λ, P , . . . , P ,Q) ⊢®λ,P ,Q Q = P
118 Infinitesimal Models of Algebraic Theories
We derive it from the associativity and projection axioms of iA: ( ®δnj serves as the shorthand for
0, . . . , 0, 1
j
, 0, . . . , 0)
Λn(®λ, P , . . . , P ,Q) ⊢®λ,P ,Q (∃!®Y )
∧
1≤j≤n
Λn( ®δnj , P , . . . , P ,Yj) ∧ Λn(®λ, ®Y ,Q)
⊢®λ,P ,Q (∃!®Y )
∧
1≤j≤n
(Yj = P) ∧ Λn(®λ, ®Y ,Q)
⊢®λ,P ,Q (∃!®Y )
∧
1≤j≤n
Λ1(1, P ,Yj) ∧ Λn(®λ, ®Y ,Q)
⊢®λ,P ,Q Λ1
( n∑
j=1
λj · 1, P ,Q
)
⊢®λ,P ,Q Λ1(1, P ,Q)
⊢®λ,P ,Q Q = P
Note that the projection axiom implies the iA-provable equivalence of
Λn( ®δnj , P1, . . . , Pn,Q) ⊣⊢ ®P ,Q (Q = Pj) ∧A⟨n⟩(P1, . . . , Pn)
In particular, the formulae (Yj = P) and Λ1(1, P ,Yj) are iA-provably equivalent. We have used
this in the third step.
The key property of i-affine spaces that makes this proof work is used in the fifth deduction
step. The corresponding property of a clone O would be the equation σ ∗n1 (π 11 , . . . ,π 11 ) = π 11 .
If a cloneO satisfies this equation for each n ≥ 1 andO(0)  ∅, then the same deduction can be
made in the theory iC to show ∆ a left adjoint ofU .
Finally, note that the discrete i-structure functor must have a further left adjoint since it
preserves limits. This left adjoint must be a connected-components functor that, intuitively
speaking, collapses infinitesimal neighbourhoods of each point to a point.
We have seen in proposition 1.3.9 that the totalO-algebra (O(0), ∗(−)0) is initial inO -Alg(S).
The proof makes use of the associativity diagram and the fact that A0 = 1 to show that for an
O-algebra (A,α) the morphism α0 is an O-algebra homomorphism. The same argument works
for an i-O-algebra (A,α).
Proposition 2.6.9. The total O-algebra (O(0), ∗(−)0) is an initial object in O -IAlg(S).
Proof. First of all, the commutative diagram of the neighbourhood axiom in definition 2.2.1
shows (form = 0) that α0 : O(n) → A⟨1⟩ is an i-morphism. Since A⟨0⟩  1 the associativity
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diagram for i-O-algebras then shows α0 an i-O-homomorphism. The uniqueness of the
i-O-homomorphism (O(0), ∗(−)0) → (A,α) follows as in the proof of proposition 1.3.9.

Remark 2.6.10 (Initial i-affine space). For i-affine spaces over a non-trivial ring R the initial
object is the empty affine space ∅. The forgetful functorU : IAff(S) → S thus lifts (and hence
preserves) initial objects. This is true for any clone O of a theory with no constants (i.e. where
O(0)  ∅).
If R is a trivial ring thenU : iAR -Mod(S) → S still lifts initial objects. However, the initial
object of AR -IAlg(S) is the total affine space of the equaliser {0 = 1} R in S and different
from ∅.
We study U -lifts of pushouts next. A pushout in Set can be constructed as the quotient of the
coproduct X
∐
Y by an equivalence relation, which is generated by the relation {(f (a),д(a)) |
a ∈ A}.
A Y
X X
∐
AY
←→f
← →д
←→ iY
←→iX
The maps iX and iY are the coproduct inclusions composed with the quotient map. Two elements
iX (x) and iY (y) are equal if and only if there are a1, . . . ,an in A and a zig-zag
a1 a2 . . . an
x = f (a1) д(a1) f (a2) . . . f (an−1) y = д(an)
←→f ←→
д ←→д ←→
f ←→f ←→
д
and similarly for iX (x) and iX (x′) as well as iY (y) and iY (y′). We formalise this description in
geometric logic in the internal language of S.
Lemma 2.6.11. If the diagram in S
A Y
X Z
←→f
←→д
←→ k
←→h
120 Infinitesimal Models of Algebraic Theories
is a pushout, then S satisfies the following sequents
⊤ ⊢a:A f (h(a)) = k(д(a))
⊤ ⊢z:Z (∃x : X )(h(x) = z) ∨ (∃y : Y )(k(y) = z)
h(x) = k(y) ⊣⊢x :X ,y:Y
∨
j∈N
ziдzaд2j+1
h(x0) = h(x1) ⊣⊢x0:X ,x1:X
∨
j≥1
ziдzaд2j
k(y0) = k(y1) ⊣⊢y0:Y ,y1:Y
∨
j≥1
ziдzaд2j
where ziдzaд2j+1 is a shorthand for the formula
(∃a1) · · · (∃a2j+1) x = f (a1) ∧ д(a1) = д(a2) ∧ f (a2) = f (a3) ∧ . . .
. . . ∧ f (a2j) = f (a2j+1) ∧ д(a2j+1) = y
ziдzaд2j is a shorthand for the formula
(∃a1) · · · (∃a2j) x0 = f (a1) ∧ д(a1) = д(a2) ∧ f (a2) = f (a3) ∧ . . .
. . . ∧ д(a2j−1) = д(a2j) ∧ f (a2j) = x1
and ziдzaд2j is a shorthand for the formula
(∃a1) · · · (∃a2j) y0 = д(a1) ∧ f (a1) = f (a2) ∧ д(a2) = д(a3) ∧ . . .
. . . ∧ f (a2j−1) = f (a2j) ∧ д(a2j) = y1
Proof. The first sequent is stating that the square commutes. The second sequent is stating that
h and k are jointly epimorphic. The other sequents can be obtained as follows. We know that Z
is the quotient of the coproduct X
∐
Y by the equivalence relation generated by the relation,
which is the image of
A (X ∐Y ) × (X ∐Y )← →(iX ◦f )×(iY ◦д)
This equivalence relation can be obtained by adding the diagonal, symmetrise and then form
the transitive closure. (See, for example, [MM92, chap. 2 in appendix].) The zig-zag formulae
describe the transitive closure after symmetrisation. 
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Definition 2.6.12. Let (A,α) and (B, β) be i-O-algebras in S. We say that an i-morphism
h : A→ B reflects i-structure, if S satisfies
B⟨n⟩(h(x1), . . . ,h(xn)) ⊢®x A⟨n⟩(x1, . . . ,xn)
for all n ∈ N. (The case n = 0 is trivial.)
Theorem 2.6.13. The forgetful functorU : O -IAlg(S) → S lifts pushouts of spans of the form
(A,α)
(C,γ ) (B, β)
←→f
←
→
д
uniquely, if f and д both reflect i-structure.
Proof. As before it is sufficient to show thatU lifts such pushouts. Let
A B
C Z
←→f
←→д
←→ k
←→h
be a pushout inS. The i-O-algebra structure onZ will be constructed by taking the images of the
i-O-algebra structures on C and B under h and k , respectively. We will use the characterisation
of when the images of h and k coincide in terms of zig-zags together with the i-structure
reflection properties of h and k to show that the so definedO-action is independent of the choice
of representatives. Since h and k are jointly epimorphic the i-O-structure is well-defined.
For the sake of this approach we consider i-O-algebras as iC-models over O and make
use of the internal (geometric) language in S. Even though the constructions and ideas are
elementary their formalisation in geometric logic turns out to be rather tedious and lengthy. We
will include the less formal and more intuitive proofs to help the reader to not get lost in the
formal arguments.
(1) We define the i-structure Z ⟨n⟩, n ∈ N as the join of the images ofC ⟨n⟩ and B⟨n⟩ under
hn and kn, respectively:
J®z.((∃®x)C ⟨n⟩(®x) ∧ ∧
1≤j≤n
h(xj) = zj) ∨ ((∃®y)B⟨n⟩(®y) ∧
∧
1≤j≤n
k(yj) = zj)K  Zn
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For n = 0 this is the join of C ⟨0⟩ and B⟨0⟩ as subobjects of 1; hence Z ⟨0⟩  1. The third
sequent of lemma 2.6.11 shows Z ⟨1⟩ = Z . Let r : m → n be a map of finite, non-empty sets.
Due to lemma 2.1.14(3) S satisfies the sequent
C ⟨n⟩(x1, . . . ,xn) ∧
∧
1≤j≤n
h(xj) = zj ⊢®x ,®z C ⟨m⟩(xr (1), . . . ,xr (m)) ∧
∧
1≤j≤m
h(xr (j)) = zr (j)
and thus
(∃®x)C ⟨n⟩(x1, . . . ,xn) ∧
∧
1≤j≤n
h(xj) = zj ⊢®z (∃®x)C ⟨m⟩(xr (1), . . . ,xr (m)) ∧
∧
1≤j≤m
h(xr (j)) = zr (j)
Applying the same reasoning to the i-structure B shows that S satisfies the sequent
(∃®y)B⟨n⟩(y1, . . . ,yn) ∧
∧
1≤j≤n
k(yj) = zj ⊢®z (∃®y)B⟨m⟩(yr (1), . . . ,yr (m)) ∧
∧
1≤j≤m
k(yr (j)) = zr (j)
Taking the disjunction of the formulae on both sides of the turnstile finally shows
Z ⟨n⟩(z1, . . . , zn) ⊢®z Z ⟨m⟩(zr (1), . . . , zr (m))
and we may conclude with lemma 2.1.14 that Z ⟨−⟩ is indeed an i-structure.
(2) We wish to define σ •Zn (z1, . . . zn) by h(σ •Cn (x1, . . . ,xn)) or k(σ •Bn (y1, . . . ,yn)), for
xj or yj such that zj = h(xj) or zj = k(yj), respectively. For this purpose we consider (A,α),
(B, β), (C,γ ) as iC-models over O , and denote the graphs of (the partial morphisms) αn, βn, γn
by GAn , GBn and GCn , respectively. GZn is defined as the interpretation of the formula
((∃x′)(∃®x)GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj)
∨ ((∃y′)(∃®y)GBn (σ , ®y,y′) ∧ k(y′) = w ∧
∧
1≤j≤n
k(yj) = zj)
with free variables σ : O(n), zj : Z ,w : Z . The first functionality axiom
GZn (σ , z1, . . . , zn,w) ⊢σ ,®z,w Z ⟨n⟩(z1, . . . , zn)
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follows from an argument similar to step (1). For example, the first functionality axiom forGCn
yields the satisfaction of
(∃x′)(∃®x)GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj ⊢σ ,®z,w (∃®x)C ⟨n⟩(®x) ∧
∧
1≤j≤n
h(xj) = zj
The respective sequent for B⟨n⟩ is also valid due to the same reason. Taking the disjunction on
both sides of the turnstiles of both sequents yields the first functionality axiom for GZn .
In the same vein we obtain the existence part of the second functionality axiom; for applying
the second functionality axiom to GCn validates the sequent
(∃®x)C ⟨n⟩(®x) ∧
∧
1≤j≤n
h(xj) = zj ⊢σ ,®z (∃®x)(∃x′)GCn (σ , ®x ,x′) ∧
∧
1≤j≤n
h(xj) = zj
(Note that in geometric logic (or in any other fragment containing regular logic) existence
is weaker than unique existence; i.e., (∃!x)ϕ ⊢x (∃x)ϕ.) Since S satisfies the sequent
⊤ ⊢x ′:C (∃w)h(x′) = w , by Frobenius S also satisfies
(∃®x)(∃x′)GCn (σ , ®x ,x′) ∧
∧
1≤j≤n
h(xj) = zj
⊢σ ,®z (∃w)(∃®x)(∃x′)GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj
and thus
(∃®x)C ⟨n⟩(®x) ∧
∧
1≤j≤n
h(xj) = zj ⊢σ ,®z (∃w)(∃®x)(∃x′)GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj
The respective sequent for GBn is satisfied as well, and as before we can take the disjunction to
show the satisfaction of
Z ⟨n⟩(z1, . . . , zn) ⊢σ ,®z (∃w : Z )GZn (σ , z1, . . . , zn,w)
(Note that (∃x)(ϕ ∨ψ ) and (∃x)ϕ ∨(∃x)ψ are provably equivalent, so we may pull the existential
quantifier in front. However, the same is not true for ‘∃!’.) As for the uniqueness
GZn (σ , ®z,w) ∧GZn (σ , ®z,w′) ⊢σ ,®z,w,w ′ w = w′
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due to the distributivity law we obtain four cases of which two are symmetric. The resulting
two cases amount to show that S satisfies
(∃®x0)(∃®x1)(∃x′0)(∃x′1)GCn (σ , ®x0,x′0) ∧ h(x′0) = w ∧
∧
1≤j≤n
h(x0,j) = zj
∧GCn (σ , ®x1,x′1) ∧ h(x′1) = w′ ∧
∧
1≤j≤n
h(x1,j) = zj ⊢σ ,®z,w,w ′ w = w′
(∃®x)(∃®y)(∃x′)(∃y′)GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj
∧GBn (σ , ®y,y′) ∧ k(y′) = w′ ∧
∧
1≤j≤n
h(yj) = zj ⊢σ ,®z,w,w ′ w = w′
The proofs of both sequents are similar, hence we shall only give a proof of the second sequent.
Due to the transitivity of equality we can apply the third sequent of lemma 2.6.11 to each
h(x1,j) = h(yj), 1 ≤ j ≤ n. Note that ziдzaд2ℓ+1 ⊢x ,y ziдzaд2ℓ′+1 for every ℓ ≤ ℓ′, since any
zig-zag can be trivially extended. Hence, after applying the distributivity law we can simplify to
(∃®x)(∃®y)(∃x′)(∃y′) GCn (σ , ®x ,x′) ∧ h(x′) = w ∧
∧
1≤j≤n
h(xj) = zj
∧GBn (σ , ®y,y′) ∧ k(y′) = w′ ∧
∧
1≤j≤n
h(yj) = zj
⊢σ ,®z,w,w ′∨
ℓ≥0
(∃®x)(∃®y)(∃x′)(∃y′) GCn (σ , ®x ,x′) ∧ h(x′) = w
∧GBn (σ , ®y,y′) ∧ k(y′) = w′ ∧
∧
1≤j≤n
ziдzaд2ℓ+1[xj ,yj/x ,y]
It suffices to show that S satisfies∨
ℓ≥0
(∃®a1) · · · (∃®a2ℓ+1)(∃®x)(∃®y)(∃x′)(∃y′) GCn (σ , ®x ,x′) ∧ h(x′) = w ∧GBn (σ , ®y,y′) ∧ k(y′) = w′
∧
∧
1≤j≤n
ziдzaд′2ℓ+1[xj ,yj/x ,y] ⊢σ ,®z,w,w ′ w = w′
where ziдzaд′2ℓ+1 denote the zig-zag formula with the existential quantifiers removed. Before
we proceed with the formal proof, we give a naive proof first. Note that from the zig-zags we
find aj1 : A such that xj = f (aj1). But B⟨n⟩(x1, . . . ,xn) holds true, so, since f reflects i-structure,
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A⟨n⟩(a11, . . . ,an1) holds true as well. The morphismsд and f both preserve and reflect i-structure,
so an easy induction over ℓ shows that A⟨n⟩(a1i , . . . ,ani ) holds true for each 1 ≤ i ≤ 2ℓ + 1.
Since f and д are i-O-homomorphisms this yields a zig-zag
σ •An (®a1) . . . σ •An (®a2ℓ+1)
σ •Bn (®x) σ •Cn дn(®a1) . . . σ •Bn f n(®a2ℓ) σ •Cn (®y)
←→f
←
→
д ←→f
←
→
д
From lemma 2.6.11 we conclude that
h(σ •Bn (x1, . . . ,xn)) = k(σ •Cn (y1, . . . ,yn))
as required. In terms of sequents the fact that f and д are i-O-homomorphisms that reflect
i-structure translates into the S-provable equivalence
(∃®x) GCn (σ , ®x ,x′) ∧
∧
1≤j≤n
xj = f (aj) ⊣⊢σ ,®a,x ′ (∃a′) GAn (σ , ®a,a′) ∧ x′ = f (a′)
and similarly for GBn . Applying this to each ®ai , 1 ≤ i ≤ 2ℓ + 1 in the conjunction over the
zig-zags we construct a zig-zag formula ziдzaд2ℓ+1[x′,y′/x ,y] and hence make the following
deduction
(∃®a1) · · · (∃®a2ℓ+1)(∃®x)(∃®y)(∃x′)(∃y′) GCn (σ , ®x ,x′) ∧ h(x′) = w ∧GBn (σ , ®y,y′) ∧ k(y′) = w′
∧
∧
1≤j≤n
ziдzaд′2ℓ+1[xj ,yj/x ,y]
⊢σ ,®z,w,w ′ (∃x′)(∃y′) h(x′) = w ∧ k(y′) = w′ ∧ ziдzaд2ℓ+1[x′,y′/x ,y]
⊢σ ,®z,w,w ′ (∃x′)(∃y′) h(x′) = w ∧ k(y′) = w′ ∧ h(x′) = k(y′)
⊢σ ,®z,w,w ′ w′ = w
(3) We discuss the remaining axioms of an iC-model over O . The neighbourhood axiom
holds because we can find (uniform) representatives (xj : C, say), such that h(xi) = zi and
σj •Zn (z1, . . . , zn) = h(σj •Cn (x1, . . . ,xn))
for all 1 ≤ j ≤ n. In fact, the neighbourhood axiom follows from the neighbourhood axioms for
C and B and an argument like in step (2). More formally and in terms of sequents we first apply
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the distributivity law to
∧
1≤j≤nGZm(σj , ®z,wj). The resulting disjunction will have a conjunction
of the formulae with GCm only, a conjunction of the formulae with GBm only and conjunctions of
mixed factors. We consider the mixed factors first, say∧
1≤j≤n0
(∃x′j )(∃®x j) GCm(σj , ®x j ,x′j ) ∧ h(x′j ) = wj ∧
∧
1≤ℓ≤m
h(x j
ℓ
) = zℓ
∧
∧
n0<i≤n
(∃y′i )(∃®y i) GBm(σi , ®y i ,y′i ) ∧ k(y′i ) = wj ∧
∧
1≤ℓ≤m
k(yiℓ) = zℓ
where 1 ≤ n0 < n. Let us write ϕ for this formula. For each pair (j, i), 1 ≤ j ≤ n0 < i ≤ n we
have
ϕ ⊢®σ ,®z, ®w (∃®x j)(∃®y i)
∧
1≤ℓ≤m
h(x j
ℓ
) = k(yiℓ)
As in step (2) we can apply lemma 2.6.11. The rest of the proof is similar to step (2): using the
zig-zags and that f and д reflect and preserve i-structure we find that
(∃x′)(∃®x j) GCm(σi , ®x j ,x′) ∧ h(x′) = w ∧
∧
1≤ℓ≤m
h(x j
ℓ
) = zℓ
is S-provably equivalent to
(∃y′)(∃®y i) GBm(σi , ®y i ,y′) ∧ k(y′) = w ∧
∧
1≤ℓ≤m
h(yiℓ) = zℓ
In fact, we can apply the same argument also to ®x j and ®x j ′, and hence find one uniform
representative ®x for all σj . In other words, ϕ is S-provably equivalent to∧
1≤j≤n
(∃xj)(∃®x) GCm(σj , ®x ,xj) ∧ h(xj) = wj ∧
∧
1≤ℓ≤m
h(x j
ℓ
) = zℓ
Similarly, the case of the conjunction of formulae withGCm only is S-provably equivalent to this
formula. The remaining case is S-provably equivalent to this formula as well, if we replace
GCm(σj , ®x ,xj) by GBm(σj , ®x ,xj). The neighbourhood axiom now follows from the fact that it holds
for GCm and GBm.
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The associativity axiom is obtained by the same kind of reasoning. We find representatives
(xj : C, say), such that h(xi) = zi , then
(σ ∗nm (t1, . . . , tn)) •Zn (z1, . . . , zn) = h((σ ∗nm (t1, . . . , tn)) •Cn (x1, . . . ,xn))
= h(σ •Cn (t1 •Cm x1, . . . , tn •Cm xn))
= σ •Zn (h(t1 •Cm x1), . . . ,h(tn •Cm xn))
= σ •Zn (t1 •Zm z1, . . . , tn •Zm zn)
by the associativity axiom for C (or B), respectively. More formally and with sequents, it is
sufficient to show
GZm(σ ∗nm (t1, . . . , tn), ®z,w) ⊢σ ,®t ,®z,w (∃®z′)
∧
1≤j≤n
GZm(tj , ®z′,w′j) ∧GZn (σ , ®z′,w)
(Since both formulae are provably functional with the same domain and codomain, the provable
equivalence follows from this already.) However, this sequent can be easily deduced from the
associativity axioms for GCn and GBn . The projection axiom is also a direct consequence of the
projection axioms for GCn and GBn .
(4) Clearly, the morphisms k and h become i-O-homomorphisms by construction of the
i-O-structure onZ . It remains to show that given an i-O-algebra (W ,γ ) and i-O-homomorphisms
r and s rendering the subsequent diagram commutative
A B
C Z
W
←→f
←→д
←→ k
←
→
s
←
→r
←→h ←
→t
the unique dashed S-morphism t becomes an i-O-homomorphism. In the naive approach this
is clear from the construction of the i-O-structure on Z . For the formal proof we shall consider
W as an iC-model over O . The graphs of γn shall be denoted by GWn . The morphism t is an
i-morphism, if the following sequent is satisfied for every n ≥ 1
((∃®x) C ⟨n⟩(®x) ∧
∧
1≤j≤n
h(xj) = zj) ∨ ((∃®y) B⟨n⟩(®y) ∧
∧
1≤j≤n
k(yj) = zj) ⊢®z W ⟨n⟩(tn(®z))
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A deduction of the first case uses that r is is an i-morphism
(∃®x) C ⟨n⟩(®x) ∧
∧
1≤j≤n
h(xj) = zj ⊢®z (∃®x) C ⟨n⟩(®x) ∧
∧
1≤j≤n
th(xj) = t(zj)
⊢®z (∃®x) C ⟨n⟩(®x) ∧
∧
1≤j≤n
r (xj) = t(zj)
⊢®z (∃®x)W ⟨n⟩(rn(®x)) ∧
∧
1≤j≤n
r (xj) = t(zj)
⊢®z (∃®x)W ⟨n⟩(t(z1), . . . , t(zn))
⊢®z W ⟨n⟩(t(z1), . . . , t(zn))
The second case is obtained in the same way. To show t an i-O-homomorphism we need to
proof the sequent
(∃z) GZn (σ , z1, . . . , zn, z) ∧ t(z) = w ⊢σ ,®z,w GWn (σ , t(z1), . . . , t(zn),w)
We will only give a proof of the first case.
(∃z)(∃x)(∃®x) GCn (σ , ®x ,x) ∧ h(x) = z ∧ t(z) = w ∧
∧
1≤j≤n
h(xj) = zj
⊢σ ,®z,w (∃x)(∃®x) GCn (σ , ®x ,x) ∧ r (x) = w ∧
∧
1≤j≤n
h(xj) = zj
⊢σ ,®z,w (∃®x) GWn (σ , rn(®x),w) ∧
∧
1≤j≤n
h(xj) = zj
⊢σ ,®z,w (∃®x) GWn (σ , rn(®x),w) ∧
∧
1≤j≤n
r (xj) = t(zj)
⊢σ ,®z,w GWn (σ , t(z1), . . . , t(zn),w)

Corollary 2.6.14. U lifts (small) wide pushouts of i-structure reflecting i-O-homomorphisms
uniquely.
Proof. (Small) wide pushouts are filtered colimits of finite wide pushouts, and finite wide
pushouts can be constructed by iterating ordinary pushouts. We need to show that a pushout of
i-structure reflecting i-O-homomorphism is i-structure reflecting. The assertion then follows
from combining theorem 2.6.13 and proposition 2.6.6.
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We want to show that h and k in the pushout diagram of theorem 2.6.13 reflect i-structure.
It suffices to show that this is true for h. We shall give the naive proof only. It is the
standard argument using zig-zags we have applied several times already. (A more formal
argument follows a similar pattern as the proof of unique existence in step (2) of the proof of
theorem 2.6.13.) Suppose Z ⟨n⟩(h(x1), . . . ,h(xn)) holds, then, without loss of generality, there
are x′j : C such that h(xj) = h(x′j ) and C ⟨n⟩(x′1, . . . ,x′n). By lemma 2.6.11 we find zig-zags
aj1 a
j
2 . . . a
j
n
x′j д(aj1) f (aj2) . . . д(ajn−1) xj
←→f ←→д ←→д ←→f ←→
д ←
→
f
for each 1 ≤ j ≤ n, and we may assume that they are all of the same length n. Since f and д
reflect and preserve i-structure we can see by following the zig-zag paths that C ⟨n⟩(x′1, . . . ,x′n)
implies C ⟨n⟩(x1, . . . ,xn). 
Lemma 2.6.15. Let (A,α) be a totalO-algebra. Any i-morphismh : A→ B reflects i-structure.
Proof. S satisfies the sequent B⟨n⟩(h(x1), . . . ,h(xn)) ⊢®x ⊤ due to the soundness of the
conjunction rules. This sequent states that h reflects i-structure, for A is a total i-structure. 
Corollary 2.6.16. U lifts (small) wide pushouts uniquely, if the vertex of the span is a total
O-algebra.
Remark 2.6.17 (Coproducts). (Small) coproducts are pushouts of (wide) spans with the vertex
being an initial object. Since the initial object in O -IAlg(S) is a total O-algebra we can apply
corollary 2.6.16 to describe coproducts in O -IAlg(S) in terms of pushouts in S. In particular,
U lifts (and hence preserves) small coproducts if and only if O(0)  ∅. For a non-trivial ring R,
U : IAff(S) → S thus lifts small coproducts.
Lemma 2.6.18. Let O(0)  ∅, then U lifts coequalisers of pairs of i-structure reflecting
i-O-homomorphisms uniquely.
Proof.
U (A,α) U (B, β) Z←→Uh←→
Uд
←→q
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Let h and д reflect i-structure, and let q be a coequaliser of h and д in S. We can write the
coequaliser equivalently as a pushout
A
∐
B B
B Z
←→{д,1B }
←→{h,1B }
←→ q
← →q
Since O(0)  ∅ the forgetful functor U lifts coproducts. Moreover, since h, д and 1B reflect
i-structure, {д, 1B} and {h, 1B} reflect i-structure as well. By theorem 2.6.13 this pushout
diagram has a unique lift. Since the U -lift of the coproduct on the top left is a coproduct in
O -IAlg(S), the lifted pushout is also a lift of the coequaliser q.

Theorem 2.6.19. LetO be a clone in S withO(0)  ∅ and I a small category. U lifts colimits
of diagrams D : I → O -IAlg(S) of i-structure reflecting i-O-homomorphisms uniquely.
Moreover, the morphisms of the colimit cone all reflect i-structure.
Proof. A colimit Z with limiting cocone λ ofU ◦ D is a coequaliser q of the morphisms P ,Q
(cf. the dual of [Mac98, thm. V.2.1])
domUD(h) dom(UD(h))
∐
k∈mor(I ) dom(UD(k))
∐
j∈ob(I )UD(i) Z
dom(UD(k)) cod(UD(k))
←→ih
← →1dom(UD(h))
←→ idom(UD(h))
←
→
λdom(D(h))
← →P← →
Q
←
q
← →ik
← →
UD(k)
← →icodUD(f )
←
→
λcod(D(k ))
Since O(0)  ∅ the forgetful functor lifts small coproducts. Moreover, Since the coproduct
inclusions reflect i-structure (see the proof of corollary 2.6.14), the i-O-homomorphism P reflects
i-structure. Since the i-O-homomorphisms D(k) reflect i-structure, the i-O homomorphism Q
reflects it as well. By the preceding lemmaU lifts the coequaliser q uniquely. Since it also lifts
the coproducts the λj haveU -lifts, too. This yields a lift of the cocone λ and shows theU -lift of
Z and λ a colimit of D.
Finally, the proof of the preceding lemma together with the proof of corollary 2.6.14 show
thatQ reflects i-structure. Since the coproduct inclusions reflect i-structure, each λj : D(j) → Z
has to reflect i-structure as well. 
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We characterise U -lifts of quotients (i.e. coequalisers) of equivalence relations next. Recall
that an equivalence relation in a finite-limit category is a model of the (Horn) theory with one
sort A, one binary relation R  AA and axioms
⊤ ⊢x R(x ,x)
R(x ,y) ⊢x ,y R(y,x)
R(x ,y) ∧ R(y, z) ⊢x ,y,z R(x , z)
Theorem 2.6.20. Let (R, ρ) (A,α)←→
p1
←→p2 be an equivalence relation in O -IAlg(S). U lifts
the quotient of R uniquely if and only ifp1 andp2 jointly reflect the i-structure, that isS satisfies
A⟨n⟩(p1(x1), . . . ,p1(xn)) ∧A⟨n⟩(p2(x1), . . . ,p2(xn)) ⊢®x R⟨n⟩(x1, . . . ,xn), n ∈ N
Proof. (1)
R A Z
←→p1←→p2
←→q
SinceU preserves finite limits, R is an equivalence relation in S. Let q be its quotient. Firstly,
we show that p1 and p2 jointly reflecting i-structure is sufficient for the existence of a U -lift
of the coequaliser, which is then necessarily unique. As in the proof of theorem 2.6.20 the
i-O-structure on Z is constructed by taking the respective images of the i-O-structure under q.
The i-structure Z ⟨n⟩ is thus defined as
J®z.(∃®x) A⟨n⟩(x1, . . . ,xn) ∧ ∧
1≤j≤n
q(xi) = ziK  Zn
and the O-action γ is defined by the graphs GZn , which are the interpretations
Jσ , ®z, z.(∃x)(∃®x) GAn (σ ,x1, . . . ,xn,x) ∧ q(x) = z ∧ ∧
1≤j≤n
q(xi) = ziK  O(n) × Zn × Z
We shall only give the naive proof that this makes Z into an iC-model over O and hence an
i-O-algebra. For this purpose we will denote the respective O-actions by ‘•Rn ’, ‘•An ’ and ‘•Zn ’.
(2) Since A⟨−⟩ is an i-structure and q an epimorphism, it is clear that Z ⟨−⟩ defines an
i-structure for which q is an i-morphism. We need to show that σ •Zn (z1, . . . , zn) is well-defined
for σ : O(n) and zi : Z . By the definition of Z ⟨n⟩ there are xi : A such that q(xi) = zi ,
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A⟨n⟩(x1, . . . ,xn) holds and (by definition)
σ •Zn (z1, . . . , zn) = q(σ •An (x1, . . . ,xn))
Let x′i : A be such that q(x′i ) = q(xi) and A⟨n⟩(x′1, . . . ,x′n) holds. Since S is an effective regular
category, R is the kernel pair of q, and hence R(xi ,x′i ) holds. This means that there are (uniquely
determined) yi : R such that p1(yi) = xi and p2(yi) = x′i . Moreover, A⟨n⟩(x1, . . . ,xn) and
A⟨n⟩(x′1, . . . ,x′n) both hold true and thus does R⟨n⟩(x1, . . . ,xn); for p1 and p2 jointly reflect
i-structure. Since p1 and p2 are i-O-homomorphisms we have
σ •An (x1, . . . ,xn) = p1(σ •Rn (y1, . . . ,yn))
σ •An (x′1, . . . ,x′n) = p2(σ •Rn (y1, . . . ,yn))
and thus q(σ •An (x1, . . . ,xn)) = q(σ •An (x′1, . . . ,x′n)).
(3) The axioms of an i-O-algebra for (Z , •Z ) follow easily from the fact that they hold for
(A, •A). For example, for the neighbourhood axiom we need to show
Z ⟨n⟩(σ1 •Zm (z1, . . . , zm), . . . ,σn •Zm (z1, . . . , zm))
for n,m ∈ N. Let xj : A be such that A⟨m⟩(x1, . . . ,xm) holds and q(xi) = zi , then the said
relation holds, for we have
A⟨n⟩(σ1 •Am (x1, . . . ,xm), . . . ,σn •Am (x1, . . . ,xm))
The associativity and projection axioms are obtained in the same way.
(4) Clearly, q lifts to an i-O-homomorphism (A, •A) → (Z , •Z ) and the universal property
of q as the coequaliser of p1 and p2 inO -IAlg(S) follows easily as well. It remains to show that
the condition of p1 and p2 jointly reflecting i-structure is necessary. Assume that the coequaliser
in S
U (R, ρ) U (A,α) Z←→
Up1
←→
Up2
←→q
has a U -lift. We know that U (R, ρ) is also the kernel pair of q. Since U lifts kernel pairs
uniquely by theorem 2.6.4, (R, ρ) is a kernel pair of q inO -IAlg(S). It has the property that the
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commutative square
R⟨n⟩ A⟨n⟩ ×A⟨n⟩
Rn An ×An
→
→(p
n
1 ,p
n
2 )
→
 →(p
n
1 ,p
n
2 )
(2.6)
is a pullback (in S) for n ∈ N. This follows from a diagram chase and the fact that the two top
and bottom diagrams in
R⟨n⟩ A⟨n⟩ Z ⟨n⟩
Rn An Zn
→
←→p
n
1
←→
pn2
→
←→q
n
→
← →p
n
1
←→
pn2
←→q
n
are kernel pairs. The diagram (2.6) being a pullback is the diagrammatic way of saying that
p1and p2 jointly reflect the i-structure, which can be seen easily from the interpretation of the
respective sequent in S.

Corollary 2.6.21. O -IAlg(S) is a regular category and U is a regular functor that reflects
regular epimorphisms.
Proof. A regular epimorphism is the coequaliser of its kernel pair. Since bothS andO -IAlg(S)
have kernel pairs, the preceding theorem shows that an i-O-homomorphism h is a regular
epimorphism in O -IAlg(S), if and only ifUh is a regular epimorphism in S. In other words,
U preserves and reflects regular epimorphisms. Since it preserves finite limitsU is a regular
functor. Regular epimorphisms are stable under pullback in S. SinceU preserves pullbacks and
preserves and reflects regular epimorphisms, regular epimorphisms are stable under pullback
in O -IAlg(S) as well. Since O -IAlg(S) also has all finite limits and coequalisers it is, in
particular, a regular category. 
Remarks 2.6.22.
(a) Not every epimorphism in O -IAlg(S) needs to be regular. Consider, for example, an
i-affine space (A,α) over a non-trivial ring R, which is not isomorphic to a discrete i-affine
space. The epimorphism 1A : (∆A,δX ) → (A,α) is not regular, since it is a monomorphism,
but not an isomorphism.
(b) Discrete i-affine spaces also show that not every equivalence relation in IAff(S) is the
kernel pair of some i-affine morphism. Indeed, let (A,α) be a total affine space such that A
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is well-supported in S (i.e. the terminal map is an epimorphism) and A is not a terminal
object. The subobject 1A×A : (∆A×A,δA×A)  (A,α) × (A,α) is an equivalence relation,
which is not the kernel pair of an i-affine map.
Indeed, assume there were an i-affine morphism f : (A,α) → (B, β) such that
(A ×A,δA×A) (A,α)
←→pr1←→pr2
is the kernel pair of f . SinceU preserves kernel pairs and the diagram
A ×A A 1←→
pr1
←→pr2
←→
is exact (i.e. the two projections are a kernel pair of the terminal map, and the terminal map
is a quotient in S, since A is well-supported), the morphism f factors through 1. Hence
(A ×A,δA×A) (A,α)
←→pr1←→pr2 is the kernel pair of the terminal map (A,α) → 1, and thus
1A×A : (A × A,δA×A) → (A,α) × (A,α) must be an isomorphism. But then the diagonal
map ∆ : A→ A ×A must be an isomorphism as well and A is subterminal, which yields a
contradiction to our choice of A.
This shows that the category IAff(S) is not effective regular.
Chapter 3
Applications
In this chapter we shall give some applications of infinitesimal algebra to Synthetic Differential
Geometry (SDG).
We begin with the study of C∞-rings and show that parallel to the theory of K-algebras
every Horn formula-in-context in the syntactic category of C∞-rings is an i-affine space over its
nil-square i-structure, and that every morphism between Horn formulae-in-context is an i-affine
map. As for K-algebras, this result extends to the opposite category of C∞-rings. In particular,
we obtain that every smooth paracompact manifold admits an i-affine structure, and that every
smooth map is i-affine, when we embed manifolds into C∞-rings.
We then turn to well-adapted models of SDG. Using the classifying topos of archimedean
local C∞-rings we show that each well-adapted model has a good supply of i-affine spaces. In
particular, every smooth manifold carries an i-affine structure over a nil-square i-structure when
embedded into the topos of the well-adapted model, and every smooth map embeds into an
i-affine map.
Formal manifolds form an important class of geometric objects in SDG. (Cf. [Koc09])
We show that formal manifolds are i-affine spaces in a natural way: the i-affine structure is
glued together from the i-affine structures of their charts, and the i-affine structure of the charts
is inherited from the i-affine nil-square structure on Rn. Moreover, any morphism between
formal manifolds is i-affine. A parallel result should be true for schemes in algebraic geometry,
and we give an outline of the proof. Besides formal manifolds, another important class of
geometric objects are infinitesimally smooth spaces (also known as microlinear spaces). With
the infinitesimal cross we shall give a non-trivial example of an i-affine space that is not
infinitesimally smooth.
We conclude this chapter and this thesis by developing some basic geometric i-algebra of loci
and formal 1-manifolds in the context of naive SDG. Firstly, we introduce formal 1-manifolds
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and loci, show that they are i-affine spaces, and prove that all maps between them are i-affine.
Secondly, we study the tangent bundle over an i-affine space and develop the R-linear structure
on each tangent space from the i-affine structure of the space step by step. With this we hope to
give a glance how infinitesimal geometric algebra can be used to study and develop structures
and concepts in SDG.
3.1 C∞-Rings
The theory of C∞-rings is the one-sorted algebraic theory with the n-ary operations being
smooth real functions f : Rn → R. It is most naturally defined as a Lawvere theory L with
objects Rn for each n ∈ N and morphisms smooth functions f : Rn → Rm [MR91, chap. I.1].
However, since we want to work synthetically and with syntactic categories, we shall define
C∞-rings using the syntactic approach.
Definition 3.1.1 (Theory of C∞-rings). The algebraic theory TC∞ of C∞-Rings over the
signature Σ is defined as follows.
• Σ has one sort A
• For every n ∈ N and every smooth function f : Rn → R the signature Σ has an n-ary
function symbol
f : A · · ·A︸ ︷︷ ︸
n
→ A
(The constants are precisely the real numbers r ∈ R.)
• Σ has no relation symbols
The axioms of TC∞ are
(1) For n,m ∈ N and smooth functions f : Rn → R and д1, . . . ,дn : Rm → R there is an axiom
⊤ ⊢®x f (д1(x1, . . . ,xm), . . . ,дn(x1, . . . ,xm)) = (f ◦ (д1, . . . ,дn))(x1, . . . ,xm)
(2) (Projection) For every n ≥ 1 and 1 ≤ j ≤ n
⊤ ⊢®x prj(x1, . . . ,xn) = xj
where prj : Rn → R is the projection onto the jth factor.
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Remark 3.1.2. The category of TC∞-models in a finite-product category C is equivalent to the
category of L-models as categories over C. This can be seen from the comparison theorems
in chapter 1.4. Indeed, L-models are equivalent to OL-algebras for the endomorphism clone
OL = End(R) with OL(n) = L(Rn,R) = C∞(Rn,R), and the latter are equivalent to models of
the algebraic theory TOL . But TOL is TC∞ as can be seen from the proof of theorem 1.4.1. We
will write C∞-Rng(C) for the category of TC∞-models in C, and C∞-Rng for C∞-Rng(Set).
All the operations making R into an R-algebra are smooth maps. Every C∞-ring R is thus
an R-algebra; in particular, so is the universal C∞-ring A in the syntactic category CTC∞ . This
yields a finite-limit preserving functor FA : CT → CTC∞ mapping the universal R-algebra to A
and thus, by corollary 2.3.3, a functor (FA)∗ : IAff(CT) → IAff(CTC∞ ). It is easy to see that FA
and the induced (FA)∗ are embeddings.
This shows that every ‘space’ inCTC∞ , which is the zero-locus of finitely many polynomials,
carries a nil-square i-structure and is an i-affine space. Moreover, all morphisms that are
definable by finitely many polynomials are i-affine maps. We wish to extend this result to all
objects corresponding to Horn formulae and all morphisms inCTC∞ . The key lemma that makes
this work (and also allows us to give essentially the same proof as in the case of K-algebras) is
Hadamard’s lemma.
Before we state Hadamard’s lemma, we introduce some notation. Let f : Rn → R be a
smooth function. We denote its kth derivative by ∂k f . It is a smooth map
∂k f : Rn → Lk(Rn,R),
where Lk(Rn,R) denotes the R-vector space of k-linear forms Rn × . . . × Rn︸           ︷︷           ︸
k
→ R. The
evaluation of the k-linear form ∂k f (x) at the vectorsh1, . . . ,hk is denoted by ∂k f (x)[h1, . . . ,hk],
and if all the hj are equal we use the shorthand ∂k f (x)[h]k .
Lemma 3.1.3 (Hadamard’s Lemma). Let f : Rn → R be a smooth function. There is a smooth
map д : Rn × Rn → L2(Rn,R) such that
f (®y) − f (®x) = ∂ f (®x)[®y − ®x] + д(®x , ®y)[®y − ®x]2
138 Applications
Proof. This is a simple consequence of Taylor’s formula with integral remainder [AE08,
thm. II.5.8]. Indeed, by Taylor’s formula of order 2 we have
f (®x + ®h) = f (®x) + ∂ f (®x)[®h] + 1
2
∂2 f (®x)[®h] +
1∫
0
(1 − t)(∂2 f (®x + t ®h) − ∂2 f (®x))[®h]2dt
= f (®x) + ∂ f (®x)[®h] +
1∫
0
(1 − t)∂2 f (®x + t ®h)[®h]2dt
We define д by the vector-valued integrals
д(®x , ®y) =
1∫
0
(1 − t)∂2 f ((1 − t)®x + t ®y)dt
This is clearly a smooth map. Since
( 1∫
0
(1 − t)∂2 f ((1 − t)®x + t ®y)dt )[h1,h2] = 1∫
0
(1 − t)∂2 f ((1 − t)®x + t ®y)[h1,h2]dt ,
it is also bilinear. Substituting ®h = ®y − ®x gives the desired formula. 
Remarks 3.1.4.
(a) If we use the canonical basis of Rn then Hadamard’s lemma can be equivalently stated as:
there are n smooth functions ai : Rn → R, and n2 smooth functions дij : Rn ×Rn → R such
that
f (®y) − f (®x) =
n∑
i=1
ai(®x)(yi − xi) +
n∑
i,j=1
дij(®x , ®y)(yi − xi)(yj − xj)
Since ∂2 f factors through the R-vector space of symmetric bilinear forms, each д(®x , ®y) as
constructed in the proof is symmetric; in particular, we may choose дij = дji .
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(b) Taylor’s formula allows us to extend Hadamard’s lemma to higher orders easily: for any
smooth function f : Rn → R and ℓ ≥ 1 there is a smooth function д : Rn×Rn → Lℓ(Rn,R)
such that
f (®y) − f (®x) =
ℓ−1∑
k=1
1
k!
∂k f (®x)[®y − ®x]k + д(®x , ®y)[®y − ®x]ℓ
Lemma 3.1.3 covers the case ℓ = 2. The case ℓ = 1 is what is usually referred to as
Hadamard’s lemma in the literature.
Theorem 3.1.5 (Syntactic smooth i-affine spaces). Let CTC∞ denote the syntactic category of
the algebraic theory TC∞ of C∞-rings, and let C˚TC∞ denote the full subcategory generated by
objects corresponding to Horn formulae. The forgetful functor U : IAff(CTC∞ ) → CTC∞ has a
section Af : C˚TC∞ → IAff(CTC∞ ), which maps each object {®x .ϕ} to the i-affine space induced
by the nil-square i-structure over {®x .ϕ}.
Proof. The proof is essentially the same as the combined proofs of theorem 2.1.5 and
theorem 2.3.1.
(1) As usual, An denotes {®x .⊤}, where n is the length of the context ®x . Because of the
embedding (FA)∗ : IAff(CT) → IAff(CTC∞ ) we know that An is an i-affine space, where the
i-structure and the i-affine structure are defined as in the case of K-algebras. The nil-square
i-structure on An is thus the i-structure generated by the symmetric, reflexive binary relation
∂n ≡ ∧1≤i,j≤n(xi − yi)(xj − yj) = 0:
An⟨m⟩ = {®x1, . . . , ®x m .
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]}
and the action •m : A(m) ×An⟨m⟩ → An by the (embedded) clone of affine combinations A is
given by the T-provable equivalence class of the formula-in-context
®λ, ®x1, . . . , ®x m, ®y.(®y = λ1®x1 + . . . + λm ®x m) ∧ αm[®λ/®x] ∧
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y]
where αm is the formula 1 = x1 + . . .+xm. We only need to show that the i-structure and i-affine
structure restrict to the subobjects {®x .ϕ} An for a cartesian formula ϕ over the signature of
the theory of C∞-rings.
(2) For a Horn formulae ϕ, the nil-square i-structure and i-affine structure on {®x .ϕ} are
also defined in the same way as for K-algebras
{®x .ϕ}⟨m⟩ = {®x1, . . . , ®x m .
∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧
∧
1≤k≤m
ϕ[®x k/®x]}
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For each m ∈ N the morphism •m : A(m) × {®x .ϕ}⟨m⟩ → {®x .ϕ} is represented by the
formula-in-context
®λ, ®x1, . . . , ®x m, ®y. (®y = m∑
k=1
λk ®x k
) ∧ αm[®λ/®x] ∧ ∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧
∧
1≤k≤m
ϕ[®x k/®x]
Clearly, these definitions make the inclusion {®x .ϕ} An an i-structure reflecting i-affine map,
as long as we can show that •m is well-defined. This amounts to show the sequent
(®y = m∑
k=1
λk ®x k
) ∧ αm[®λ/®x] ∧ ∧
1≤k,ℓ≤m
∂n[®x k , ®x ℓ/®x , ®y] ∧
∧
1≤k≤m
ϕ[®x k/®x] ⊢®λ,®x1,...,®x m ,®y ϕ[®y/®x]
provable in TC∞ , and we can show this in the same way as we did for K-algebras. Firstly, we
can replace ®x .ϕ by its TC∞-provably equivalent normal form ®x .ψ , whereψ is a conjunction of
equations of the form f (®x) = 0 for smooth functions f : Rn → R. The assertion follows from
the sequent
αm[®λ/®x] ∧
∧
1≤k,ℓ≤m
∂n[®xk , ®xℓ/®x , ®y] ⊢®λ,®x1,...,®xm f
( m∑
k=1
λk ®xk
)
=
m∑
k=1
λk f (®xk)
stating that smooth maps preserve i-affine combinations, which is TC∞-provable due to
Hadamard’s lemma. Indeed, we can write
f (®xℓ) − f (®x) = ∂ f (®x)[®xℓ − ®x] + д(®x , ®xℓ)[®xℓ − ®x]2
(This is due to axiom (1) and (2) of TC∞ , remark 3.1.4(b), and the fact that multiplication,
addition and subtraction are all smooth maps.) If ®xℓ ∼1 ®x (i.e. ∂n[®xℓ, ®x/®x , ®y]) then the equation
simplifies to
f (®xℓ) − f (®x) = ∂ f (®x)[®xℓ − ®x]
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We know that ®xℓ ∼1 ∑mk=1 λk ®xk . Therefore, by using that ∂ f (®x) is R-linear and ∑mℓ=1 λℓ = 1 we
compute
m∑
ℓ=1
λℓ f (®xℓ) − f
( m∑
k=1
λk ®xk
)
=
m∑
ℓ=1
λℓ
(
f (®xℓ) − f
( m∑
k=1
λk ®xk
) )
=
m∑
ℓ=1
λℓ∂ f
( m∑
k=1
λk ®xk
) [®xℓ − m∑
k=1
λk ®xk
]
= ∂ f
( m∑
k=1
λk ®xk
) [ m∑
ℓ=1
λℓ ®xℓ −
m∑
ℓ=1
λℓ
m∑
k=1
λk ®xk
]
= ∂ f
( m∑
k=1
λk ®xk
) [ m∑
ℓ=1
λℓ ®xℓ −
m∑
k=1
λk ®xk
]
= 0
(3) It remains to show that every morphism in C˚TC∞ is i-affine. For this purpose we
consider the equivalent category C∞-Rngop
f p
, i.e. the opposite category of finitely-presented
C∞-rings in Set [Cos76, III.c]. The objects of C∞-Rngf p are all presentations of the form
C∞(Rn)/(f1, . . . , fm) for some n,m ∈ N. These presentations can be interpreted as C∞-rings
by forming the respective quotient R-algebra, where (f1, . . . , fm) is taken as the (R-algebra)
ideal generated by the fi ∈ C∞(Rn). Indeed, the R-algebra C∞(Rn) = C∞(Rn,R) is the free
C∞-ring on n generators, which are the the projections pri : Rn → R. (Cf. [MR91, prop. 1.1]
and proposition 1.3.12) From Hadamard’s lemma it follows that the R-algebra C∞(Rn)/I is a
C∞-ring and the canonical quotient map a C∞-ring homomorphism [MR91, prop. 1.2]. Due to
proposition 1.1.21 we may conclude that every finitely presented TC∞-model is of the asserted
form.
That each morphism in C˚TC∞ is an i-affine map follows as in the proofs of theorem 2.1.5
and part (3) of the proof of theorem 2.3.1. We only have to replace the polynomial rings
K[X1, . . . ,Xn] by C∞(Rn), the generators Xi by the projections pri , the tensor product ‘⊗K ’
by the coproduct ‘⊗∞’, and apply the smooth version of Hadamard’s lemma instead of the
polynomial version.

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Corollary 3.1.6. Let C be a category with finite limits, and R a C∞-ring object in C. Let
FR : CTC∞ → C be the functor that maps the universal C∞-ring A to R. We have
IAff(CTC∞ ) IAff(C)
C˚TC∞ C
←→(FR )∗
←→ U →Af
← →FR
where (FR)∗ is the functor induced by FR as in proposition 2.2.6(2).
Remark 3.1.7 (Cartesian Existential Quantifiers). As in the case of K-algebras the result of
theorem 3.1.5 can be extend to certain cartesian formulae-in-context over the signature of TC∞ .
Let ®x .(∃!®y)ϕ be a cartesian formula-in-context, where ϕ is a conjunction (f1(®x , ®y) =
0)∧ . . .∧(fℓ(®x , ®y) = 0), n is the length of the context ®x ,m is the length of ®y and fj ∈ C∞(Rn×Rm).
Since every C∞-ring is an R-algebra we can essentially repeat the proof of lemma 2.1.10. As
before, we only need to replace the polynomial K-algebras in n indeterminates K[®x] with the
free C∞-rings of n generators C∞(Rn) and apply the smooth version of Hadamard’s lemma.
(The quotients of C∞-rings are the quotients of the underlying R-algebras.) This yields once
more that the system of equations given by ϕ is overdetermined at worst, i.e. m ≤ ℓ. The
proof of theorem 2.1.11 can be adapted in the same way, and we obtain that for m = ℓ the
CTC∞ -isomorphism
f : {®x , ®y.ϕ} → {®x′.(∃!®y)ϕ[®x′/®x]}
represented by ®y, ®x , ®x′.ϕ ∧ (®x = ®x′) is an isomorphism of nil-square i-structures. Moreover, due
to the smooth Hadamard’s lemma the proof of theorem 2.3.2 carries over as well and we see
that f is an isomorphism of i-affine spaces.
The proof of the overdetermined case of theorem 2.1.12 cannot be adopted and rephrased
for the smooth case in a straight-forward manner. Here a different approach is needed.
Let Mfd denote the category of smooth (paracompact) manifolds and smooth maps. There
is a fully faithful embedding [MR91, chap. I.2]
Mfd  C∞-Rngop, M 7→ C∞(M,R)
C∞(M,R) is clearly an algebra for the endomorphism clone End(R) of smooth functions, and
hence a C∞-ring. In fact, C∞(M,R) is finitely presentable. To see this, we use Whitney’s
embedding theorem together with the fact that every submanifoldM of Rn is a smooth retract of
an open subsetU (a normal neighbourhood ofM). Since C∞(U ) is finitely presentable [MR91,
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cor. I.2.2], retracts of finitely presentable objects (in the sense of category theory [Joh02,
def. D2.3.1]) are finitely presentable, and since both notions coincide [Joh02, chap. D2.4]),
C∞(M) is finitely presentable. By fixing a presentation for each manifold, the embedding
C∞(−,R) factors through the subcategory C∞-Rngop
f p
≃ C˚TC∞ up to a natural isomorphism.
(Choosing different presentations yields isomorphic embeddings into CTC∞ .)
Corollary 3.1.8. Under the embedding Mfd  C˚TC∞ (determined up to a natural isomor-
phism) every smooth (paracompact) manifold admits the structure of an i-affine space over
its nil-square i-structure, and every smooth map between manifolds becomes an i-affine map,
when embedded into C˚TC∞ .
Remark 3.1.9. The corollary implies that every submanifold of Rn is an i-affine subspace of Rn
and the inclusion reflects i-structure. From the geometric viewpoint, however, rather than using
Whitney’s embedding theorem, we would like to construct the i-affine structure on a manifold
by gluing together the i-affine structures on the open subsets of its atlas. We shall study this in
section 3.2.2.
As in the case of K-algebras we can extend the result from C∞-Rngop
f p
to C∞-Rngop .
Theorem 3.1.10. There is an extension of Af : C∞-Rngop
f p
→ IAff(C∞-Rngop
f p
) to a functor
Af : C∞-Rngop → IAff(C∞-Rngop), i.e. the subsequent diagram commutes for the fully faithful
functor ι : K -Algop
f p
→ K -Algop
C∞-Rngop IAff(C∞-Rngop)
C∞-Rngop
f p
IAff(C∞-Rngop
f p
)
←→Af
← →ι
←→Af
← →ι∗
and we have a natural isomorphism U ◦ Af  IC∞-Rngop , where U : IAff(C∞-Rngop) →
C∞-Rngop denotes the forgetful functor. (Note that since we work with finitely presented
C∞-rings instead of finitely presentable ones, ι is not injective on objects, and hence not an
embedding.)
Proof. We have two ways to proof this. One way is to repeat the same proof as for theorem 2.3.5
and make substitutions with the respective C∞-ring analogues of the K-algebra constructions.
Indeed, the free C∞-ring FTC∞ (X ) over the set X underlies the set of smooth functions of finitely
many variables, which are indexed by the finite subsets of X . This is due to the fact that filtered
colimits of C∞-rings in Set are the filtered colimits of their underlying sets (as it is the case for
any Set-models of a cartesian theory).
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However, we also know that the functor ι is dense, and every C∞-ringA is a filtered colimit of
finitely presented C∞-rings. (The diagram category and colimit cone can be chosen canonically
as the comma category (ι ↓ A) and the C∞-ring homomorphisms f : ι(B) → A for every finitely
C∞-ring B and C∞-ring homomorphism f . Cf. [Joh02, lem. D2.3.2], for example.) This means
that in C∞-Rngop the object A is a canonical cofiltered limit of finitely presented C∞-rings in
C∞-Rngop
f p
. Now it is easy to see that the proof of theorem 2.6.4 still applies, if we replace
the Grothendieck topos S with a complete category S, and hence that the forgetful functor
U : IAff(C∞-Rngop) → C∞-Rngop lifts limits uniquely. This allows us to construct the desired
extension of Af along ι. (Note that with this construction the extension Af is a section of the
forgetful functorU , i.e.,U ◦Af = IC∞-Rngop .) 
3.2 Well-adapted models
A model for SDG is a topos S together with a K-algebra object R of line type. The latter
means that R satisfies an axiom schema of Kock-Lawvere type. The axioms state that for all
infinitesimal subspaces D of Rn, all maps f : D → R are polynomial, and the polynomials are
uniquely determined by f . (Here we are using the internal higher-order language of the topos
S and quantifiy over [D,R], not just the set S(D,R). Cf. [Joh02, D4].)
An infinitesimal subspace D is defined as the (R-)interpretation of the formula-in-context
d1, · · · ,dk .∧1≤j≤k dnjj = 0 ∧ ϕ, where each nj ≥ 1 and ϕ is a Horn formula over the signature
of K-algebras. In the internal higher-order language of S the corresponding Kock-Lawvere
axiom states that for every f ∈ [D,R] there are aα ∈ R indexed (externally) by multi-indices
α ∈ Nk such that
f (d1, . . . ,dk) =
∑
|α |≤n
aαd
α
where n is the sum of the nj , |α | = α1 + . . . + αk , and dα stands for dα11 . . .dαkk . The aα , for
which dα is not the zero map on D, are uniquely determined by f .
In the literature one uses the corresponding finitely presentable K-algebras instead of
the formulae-in-context to define infinitesimal spaces. (Recall that the syntactic category
of K-algebras and K -Algop
f p
are equivalent as categories. Mapping each presentation to the
respective quotient algebra yields a fully faithful isomorphism dense functor from K -Algf p
to the category K -Algω of finitely presentable K-algebras. This becomes an equivalence of
categories by invoking the axiom of choice.) These algebras can be characterised as K-algebras
W that are finitely generated and free as K-modules, are local, and admit a decomposition
W  K1 ⊕ I as K-modules, whereM consists of nil-potent elements. Such algebras are called
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Weil algebras over K (cf. [Joh13, def. F1.1.9]). The infinitesimal space corresponding toW is
denoted by DW and considered as the R-spectrum ofW . One can construct a natural K-algebra
homomorphism αW : R ⊗K W → RDW , and the corresponding Kock-Lawvere axiom sates that
this αW is an isomorphism. (See [Koc81], or [Joh13, F1].)
The notion of well-adapted model is a model of SDG that takes the category Mfd of smooth
manifolds into account. It has been introduced by Dubuc in [Dub79] and further simplified
by Kock in [Koc81]. Our definition follows [Joh13], which drops the requirement that the
infinitesimal spaces DW are atoms, i.e. (−)DW preserves colimits, but demands the functor ι to
be a fully faithful embedding. Furthermore, we shall only consider well-adapted models in
Grothendieck toposes here.
Definition 3.2.1 (Well-adapted model). A well-adapted model (S, ι) is a Grothendieck topos
S together with a fully faithful embedding ι : Mfd → S satisfying
(1) The functor ι preserves the terminal object and transversal pullbacks, i.e. pullbacks of
cospans M Z N ,←→f ←→д where for each p ∈ M and q ∈ N such that x = f (p) =
д(q) the sum of the R-vector subspaces imTp f and imTqд is TxN .
(2) The functor ι maps open covers to jointly epimorphic families.
(3) R = ι(R) is of line type.
Remark 3.2.2. R is a C∞-ring in Mfd. (This is because C∞-rings are End(R)-algebras of
the endomorphism clone End(R) for R in Mfd. More explicitly, the operation for a smooth
function f : Rn → R is given by evaluation on Rn.) Since the embedding ι preserves transversal
pullbacks and the terminal object, it preserves finite products, in particular. This shows ι(R) a
C∞-ring.
In fact, Dubuc and Bunge have shown in [BD86] that there is a one-to-one correspondence
between (isomorphism classes of) functors i : Mfd → S (not necessarily a fully faithful
embedding) satisfying the axioms (1) and (2) of a well-adapted model, and archimedean local
C∞-rings in S. A C∞-ring A is called local, if it is non-trivial and satisfies the sequent
(∃z)(x + y)z = 1 ⊢x ,y ((∃z)xz = 1) ∨ ((∃z)yz = 1)
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It is called archimedean if it has an ireflexive, transitive relation ‘>’ compatible with the ring
structure and satisfies the sequents
x + y > 0 ⊢x ,y (x > 0) ∨ (y > 0)
(∃y)xy = 1 ⊢x (x > 0) ∨ (0 > x)
⊤ ⊢x
∨
n∈N
(n1 > x)
Every local C∞-ring in a finite limit category admits a unique such strict order relation ‘>’
compatible with the ring structure and satisfying the first two sequents [Joh13, prop. F1.5.3].
3.2.1 The classifying topos of archimedean local C∞-rings
Let C∞-Rngω denote the category of finitely presentable (not finitely presented) C∞-rings. The
classifying topos of archimedean localC∞-rings can be constructed as the toposSh(C∞-Rngopω ,D)
of sheaves on the site1 (C∞-Rngopω ,D), where D stands for the Dubuc coverage. The D-covering
families on a C∞-ringA are (small) families of epimorphisms (A A[a−1i ])i∈I in C∞-Rngω such
that for each C∞-ring homomorphism (in fact, for each R-algebra homomorphism) p : A→ R
there is at least one i ∈ I such that p(ai) , 0. Here A[a−1i ] denotes the C∞-localisation of A
at ai ∈ A. The Dubuc coverage is subcanonical; hence the yoneda embedding of C∞-Rngopω
factors through Sh(C∞-Rngopω ,D). The fully faithful embedding
i : Mfd C∞-Rngopω Sh(C∞-Rngopω ,D)←→C
∞(−,R)
←→y
preserves transversal pullbacks and the terminal object. This is because C∞(−,R) preserves
these types of finite limits, and y preserves all finite limits. The Dubuc coverage restricts
to open covers in Mfd along the embedding C∞(−,R), and y maps Dubuc covers to jointly
epimorphic families; hence i maps open covers to jointly epimorphic families. Moreover, i(R)
is of line type. This shows (Sh(C∞-Rngopω ,D), i) a well-adapted model. (For the proofs of these
statements we refer to [Joh13, chap. F1.3].)
Since C∞-Rngω is a subcategory of C∞-Rng we can apply theorem 3.1.10 (respectively
corollary 3.1.6) to the finite-limit preserving functor y to get that every representable sheaf is
an i-affine space over its nil-square i-structure. In fact, for every C∞-Ring A, the hom-functor
C∞-Rng(A,−) restricts to a D-sheaf [Joh13, prop. F1.3.23]. The yoneda embedding has thus an
extension to a finite-limit preserving embedding y¯ : C∞-Rngop → Sh(C∞-Rngopω ,D) and hence
1For the notion of coverage, site and sheaf we refer to [Joh02, chap. C2].
3.2 Well-adapted models 147
yields an embedding
y¯∗ : IAff(C∞-Rngop) → IAff(Sh(C∞-Rngopω ,D))
The embedding i factorises as
i : Mfd C∞-Rngop Sh(C∞-Rngopω ,D)←→C
∞(−,R)
←→y¯
Now, given a well-adapted model (S, ι) we know that ι(R) is an archimedean local C∞-ring;
hence there is a geometric morphism F : S → Sh(C∞-Rngopω ,D) (unique up to unique natural
isomorphism) such that F ∗(i(R)) = ι(R). Moreover, the subsequent diagram commutes up to a
natural isomorphism
S Sh(C∞-Rngopω ,D)
Mfd C∞-Rngop
←→F ∗
 →ι
 →C
∞(−,R)
 →y¯
The inverse-image functor F ∗ preserves finite limits and colimits, so it induces a functor
(F ∗)∗ : IAff(Sh(C∞-Rngopω ,D)) → IAff(S)
Moreover, any i-affine spaces constructed from colimits in Sh(C∞-Rngopω ,D), which the forgetful
functor U : IAff(Sh(C∞-Rngopω ,D)) → Sh(C∞-Rngopω ,D) lifts, also carry over to respective
colimit constructions of i-affine spaces in S. This shows that well-adapted models come with a
good supply of i-affine spaces. In particular, we have:
Theorem 3.2.3. In a well-adapted model (S, ι) every manifold ι(M) is an i-affine space (over
the R-algebra ι(R)) with nil-square i-structure, and every morphism f : ι(M) → ι(N ) is
i-affine.
Remarks 3.2.4.
(a) We have not needed that ι(R) is of line type to establish that every manifold ι(M) is i-affine;
only the existence of an archimedean local C∞-ring R in the Grothendieck topos S and
that ι is full was needed. If we assume an archimedean local C∞-ring R only, we have
a geometric morphism F : S → Sh(C∞-Rngopω ,D) such that F ∗(i(R)) = R. In particular,
we have a functor ι : Mfd → S (not necessarily a fully faithful embedding) preserving
transversal pullbacks, the terminal object, and mapping open covers to jointly epimorphic
families. (By the result of Bunge and Dubuc this functor is unique up to isomorphism.)
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Since F ∗ preserves finite-limits and colimits we obtain a supply of i-affine spaces in S; in
particular, all the spaces ι(M) are i-affine with nil-square i-structure and smooth maps ι(f )
are i-affine maps.
If R is of line type (or, at least satisfies a certain smaller set of the Kock-Lawvere axioms),
then we shall see in section 3.2.2 that every morphism f : ι(M) → ι(N ) is i-affine, even if ι
is not full.
(b) There are many models of SDG (not necessarily well-adapted) that can be constructed
as toposes Sh(Cop, J ) where C is is a subcategory of C∞-Rng and J is subcanonical. (Cf.
[MR91, appendix 2]) In particular, C can properly contain the category C∞-Rngω ; for
example, if we take C to be the full subcategory of C∞-rings of the form C∞(Rn)/I where I
is a germ-determined ideal. (See [Joh13, def. F1.3.17] and [MR91, chap. III.1].) For such
sites, the yoneda embedding ofCop factors through Sh(Cop, J ), and we equally obtain a fully
faithful embedding (y)∗ : IAff(Cop) → IAff(Sh(Cop, J )).
3.2.2 Formal manifolds
The main aim of this section is to show that formal manifolds in SDG are i-affine spaces. Since
smooth manifolds ι(M) are formal manifolds in a well-adapted model (S, ι), we fullfil the
promise made earlier, and construct the i-affine structure of a manifold by gluing together the
i-affine structures of the open subsets of its atlas. We shall also give an example of an i-affine
space in SDG, that is not infinitesimally smooth. (In the literature infinitesimally smooth spaces
are also referred to as microlinear spaces. A related, but slightly weaker notion is that of an
infinitesimally linear space.) The subsequent definition is taken from [Joh13].
Definition 3.2.5 (Formal manifolds). Let S be a Grothendieck topos, and R a K-algebra object
of line type.
(1) A subobject ι : U  M in S is called formally open, if the subsequent square
[DW ,U ] [DW ,M]
U M
→[DW ,ι]
←→ ev0 ←→ ev0
 →ι
is a pullback for every Weil algebraW . (Here ev0 stand for the evaluation-at-0 morphism.)
(2) An objectM in S is a said to be a formal manifold (of dimension n), if there is a covering
family ιj : Uj  M , j ∈ I , i.e. M = ∨j∈I Uj , of formally open subobjects Uj , which are
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also formally open subobjects of ϕj : Uj  Rn of Rn . Each such (ιj ,ϕj) is called an (n
dimensional) chart ofM , and each covering family of charts is called an (n-dimensional)
atlas forM .
Remarks 3.2.6.
(a) Since R is of line type, one can show that a subobject ι : U  Rn is formally open
if and only if it satisfies the pullback condition for the infinitesimal spaces Dk(n) =
{ ®d ∈ Rn | di1 · · ·dik+1 = 0, 1 ≤ i1, . . . , ik+1 ≤ n} for each k ≥ 1 (i.e. Dk(n) = DW (n,k),
whereW (n,k) = K[X1, . . . ,Xn]/(Xi1 · · ·Xik+1, 1 ≤ i1, . . . , ik+1 ≤ n)). (See also [Joh13,
chap. F1.2].) In particular, we find that for each ®x ∈ U and ®d ∈ D(n), ®x + ®d lies in U again.
We recall that ®x and ®y are i-neighbours for the nil-square i-structure if and only if ®x − ®y lies
in D(n). This shows that a formally open subobject of Rn is i-closed (see definition 3.2.7
below), i.e. S satisfies the sequent
∂n[ι(x), ®y/®x , ®y] ⊢x :U ,®y (∃!y : U )ι(y) = ®y
In less formal terms: if ®x ∈ U and ®x ∼1 ®y in Rn, then ®y ∈ U . From the i-closure of
ι : U  Rn we can easily deduce thatU together with the nil-square i-structure (the pullback
of the nil-square i-structure along ι) is closed under i-affine combinations and hence an
i-affine subspace of Rn. Moreover, the monomorphism ι : U → Rn reflects i-structure.
(b) For a well-adapted model (S, ι) and a smooth manifold M an open inclusion U 
M is mapped to a formally open subobject ι(U )  ι(M) ([Joh13, lem. F1.3.4(i)], or
[Koc06, thm. III.3.4]). Since ι maps open coversUj  M to jointly epimorphic families
ι(Uj) ι(M), j ∈ I , and since∨j∈I Uj is the image- factorisation of the unique morphism
p :
∐
j∈I ι(Uj) → M induced by the monomorphismsUj  M , we find
∨
j∈I Uj = M .
Definition 3.2.7. Let U and A be i-structures in a finite-limit category C, and j : U  A an
i-morphism. We say thatU is i-closed, if C satisfies the following sequent
A⟨2⟩(j(x),y) ⊢x :U ,y:A (∃!z : U )j(z) = y ∧U ⟨2⟩(x , z)
Theorem 3.2.8. Let S be a Grothendieck topos and R a non-trivial K-algebra of line type. Let
Mfd(S) denote the full subcategory of formal manifolds in S. Every formal n-dimensional
manifold M carries a unique i-affine structure such that for any chart (ι,ϕ), ι : U  M is an
i-structure reflecting i-affinemap andU is i-closed. There is a functorAf : Mfd(S) → IAff(S)
mapping eachM to this i-affine space such thatU ◦Af = IMfd(S), whereU denotes the forgetful
functorU : IAff(S) → S.
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Proof. (1) Let M be a formal n-dimensional manifold. We consider the (maximal) atlas
ιj : Uj  M , j ∈ I consisting of all n-dimensional charts (ιj ,ϕj) for M . Let J denote the
small preorder in the slice category S/M generated by this atlas. Formally open subobjects
are stable under pullback; in particular, a finite intersection of formally open subobjects is
formally open again. The intersection of two n-dimensional charts (as subobjects of M)
yields an n-dimensional chart again. In particular, J has finite meets. The union
∨
j∈I Uj is
thus the colimit of the inclusion J  S.
Each chart ϕj : Uj  Rn is an i-structure reflecting, i-closed, i-affine subspace of Rn.
Because of that, and since Uk  Uj composed with ϕj yields a chart, every morphism
Uk  Uj is an i-structure reflecting, i-closed, i-affine subspace. The diagram J  S thus
yields a diagram J  IAff(S) of i-structure reflecting i-affine maps. By theorem 2.6.19
there is a unique i-affine structure onM making it the colimit of J  IAff(S) in IAff(S).
(2) The monomorphisms ιj : Uj  M are the components of the colimit cone of J  IAff(S).
They thus reflect i-structure by theorem 2.6.19. We need to show theUj i-closed subspaces
ofM . We shall give a naive proof only.
SupposeM ⟨2⟩(j(x),y) hold for an x ∈ Uj . By the construction of the i-structure on∨j∈I Uj
as the union of the images of the i-structures under the monomorphisms j : Uj → M , there
is a k : Uk  M and x0,y0 ∈ Uk such that Uk ⟨2⟩(x0,y0) and k(x0) = j(x) and k(y0) = y.
Consider the chart, which is the intersection ofUj andUk
Uj ∩Uk Uj
Uk M
→ k1
→k2
→ j
→k
There is a z0 ∈ Uj ∩Uk such that k1(z0) = x0 and k2(z0) = x . Since Uj ∩Uk is an i-closed
subspace of Uk there is a z1 ∈ Uj ∩Uk such that (Uj ∩Uk)⟨2⟩(z1, z0) and k1(z1) = y0; but
then we findUj ⟨2⟩(x ,k2(z1)) and jk2(z1) = y. This shows thatUk is i-closed.
Clearly, any i-affine structure on M , for which all (n-dimensional) charts U  M are
i-structure reflecting and i-closed, has to coincide with the one constructed in (1). Indeed,
since the charts are covering, i-closed and reflect i-structure, the i-structure has to be the join
of the images of the i-structures on the charts; which are themselves uniquely determined
by the nil-square i-structure on Rn. Since the charts are i-closed, i-affine combinations can
be computed in the charts (and hence in Rn) as well. Furthermore, the i-affine structure on
M can be obtained from any atlas forM .
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(3) Let f : M → N be an S-morphism between two formal manifolds. We wish to show
f an i-affine map. Once again, we will give a naive proof only. Firstly, we assume that
M  Rn and N  Rm are formally open. Due to the Kock-Lawvere axiom for D(n)
and since M is i-closed we can write f : M → Rm for two i-neighbours x ,y ∈ U as
f (y) − f (x) = ∂ f (x)[y − x]. Since y − x ∈ D(n), and since ∂ f : Rn → Rm is R-linear, we
have f (x) − f (y) ∈ D(m). This shows f an i-morphism. A calculation as in part (2) of
the proof of theorem 3.1.5 shows that f preserves i-affine combinations. Since N  Rm
reflects i-structure we may conclude that f : M → N is i-affine.
We consider general formal manifoldsM and N . f : M → N is i-affine if and only if we
find an atlas Uj  M , j ∈ I for M , such that the restriction of f to every chart Uj  M
is i-affine. Let x ∈ M and let V  N be a chart that contains f (x). Since formally open
subobjects are stable under pullback f −1(V ) is a formally open subobject ofM containing
x . LetU  M be a chart containing x , then f −1(V ) ∩Uj  M is also a chart containing x .
Moreover, if we restrict f : M → N to the chart f −1(V ) ∩Uj , then this restriction factors
through V
f −1(V ) ∩Uj N
V
←
→
← →f

→
From an atlas Vj  M , j ∈ I and an atlas for M we can construct an atlas Uj  M , j ∈ I
such that the restriction of f to Uj factors through Vj . Since such morphisms have been
shown i-affine, the morphism f must be i-affine.
We obtain a functor Af : Mfd(S) → IAff(S) as asserted.

Remark 3.2.9. For the proof of theorem 3.2.8 we only required that the the charts are 1-open
subobjects, i.e. the pullback diagram in definition 3.2.5(1) only holds for DW = D.
Remark 3.2.10 (Schemes). A parallel result should be true for schemes in algebraic geometry,
if we adopt the functor-of-points approach to schemes [DG80]. We sketch the idea for a proof.
A scheme is defined as a sheaf M on the (large) site (Z -Alg,Z ), where Z is the Zariski-
coverage, such that there is a family Uj  M , j ∈ I , of open2 As for formal manifolds we can
consider the preorder J of affine open subschemes ofM . Unlike for manifolds the intersection
of two open affine subschemes is not necessarily an open affine subscheme of M (unless
M is semi-separated). M is the colimit of the diagram induced by J . We know that every
2We shall omit the definition of what ’open’ means here. representable subobjects andM =
∨
j ∈I Uj .
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representable y(A) is an i-affine space over its nil-square i-structure. (Cf. theorem 2.3.5) We
need to show that the inclusions of open affine schemes reflect i-structure. Then we can apply
theorem 2.6.19 to give M a unique i-affine structure glued together from the i-affine structures
of the representables. Since the (meta)category of sheaves on the large site (Z -Alg,Z ) is not
a topos, we have to check carefully whether the proof of theorem 2.6.19 still works in this
case. As regards showing that every morphism of schemes f : M → N is i-affine, since open
subschemes are stable under pullback, we can reduce it to the case of morphisms between open
affine subschemes; but we know that these are i-affine already.
If we pass from the large Zariski site (Z -Alg,Z ) to the small Zariski site (Z -Algf p,Z ) then
we do have a topos Sh(Z -Algf p,Z ). Repeating the definition of schemes in this topos yields
the schemes that are locally of finite presentation [Low16, example 3.5.22(i)]. In this case we
only need to check that inclusions between open affine subschemes reflect i-structure.
Another important class of spaces in SDG are infinitesimally smooth spaces, which are defined
as follows (cf. [Joh13, def. F1.2.5]). Let S be a Grothendieck topos with a K-algebra object
R of line type, where K is a field. The map that assigns a space DW to the Weil algebraW
induces a functor D(−) : Weil(K)op → S, where Weil(K) denotes the full subcategory of Weil
algebras Weil(K)  K -Algω . D(−) is the restriction of the finite-limit preserving functor
FR : K -Alg
op
ω → S, which is induced by the K-algebra object R. The subcategory Weil(K)
is closed under finite connected limits [Joh13, lem. F1.1.11]. We say that an object M in S
is infinitesimally smooth (i-smooth) if the functor [D(−),M] : Weil(K) → S preserves finite
connected limits.
The full subcategory of i-smooth spaces is an exponential ideal of S (i.e. for every i-smooth
M and any X , [X ,M] is i-smooth), and it is closed under limits. Since R is of line type, R is
i-smooth; hence Rn is i-smooth. Formally open subobjects of Rn are i-smooth and with this one
can show that a formal manifold is i-smooth as well [Joh13, lem. F1.2.11].
Since every FR(A) can be considered as a zero-locus of finitely many morphisms Rn → R, it
is, in particular, an equaliser of a finite family of morphisms Rn → R, and hence i-smooth. The
other example of i-affine spaces we have discussed are formal manifolds, which are i-smooth as
well.
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Example 3.2.11. Let R be non-trivial. An example of an i-affine space that is not i-smooth is
given by the infinitesimal cross A, which is the pushout
1 D
D A
→0
→0 → j
→k
in S. (Recall that in S a pushout of a monic is a monic, and the pushout square is also a pullback
square [MM92, cor. IV.10.4].) Since 1 is a total i-affine subspace of D, by corollary 2.6.16,
there is a unique i-affine structure on A that makes the above diagram a pushout in IAff(S).
Suppose the object A is i-smooth. Consider the diagram
1 D
D D(2)
→0
→0 → i2
→i1
This square is the D(−) image of a pullback diagram in Weil(K). Since A is a pushout, there is a
unique morphism ℓ : A→ D(2) such that ℓk = i1 and ℓj = i2. If A were i-smooth, then there
would be a unique morphism h : D(2) → A, such that hi1 = k and hi2 = j. This yields hℓ = 1A.
Since D(2) is i-smooth, we also find ℓh = 1D(2) and hence D(2)  A.
The spaceD(2) is thus the join of the subobjects i1 and i2 ofD(2). Using a syntactical description
of these subobjects yields
D(2) = {(d1,d2) ∈ D(2) | (d1 = 0) ∨ (d2 = 0)}
The diagonal ∆ : D  D ×D factors through D(2). The element ∆(d) = (d,d) lies in the union
of i1 and i2 if and only if d = 0; but since the union is D(2) this means that the diagonal ∆ has
to factor through 1. This implies D  1, and hence 0 = 1 in R, for R, as a ring of line type,
satisfies the cancellation rule
(∀d : D)dx = 0 ⊢x :R x = 0
But that contradicts our assumption of R being non-trivial. We conclude that A cannot be
i-smotth.
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3.3 Naive Synthetic Differential Geometry
In this section we develop some basic i-algebra of loci and formal 1-manifolds in the context of
naive SDG. The presentation will be along the lines of [Koc09], but we shall employ a slightly
different terminology. Firstly, we introduce formal 1-manifolds and loci, show that they are
i-affine spaces, and prove that all maps between them are i-affine. Secondly, we study the
tangent bundle over an i-affine space with the aim to develop the R-linear structure on each
tangent space from the i-affine structure of the space step by step.
3.3.1 Formal 1-manifolds and loci
Let R be a Q-algebra that satisfies the Kock-Lawvere axioms for each space
D(n) = {(d1, ..,dn) ∈ Rn | didj = 0, 1 ≤ i, j ≤ n}
and n ≥ 1; that is for every map f : D(n) → R there are unique a0, . . . ,an ∈ R such that for all
(d1, . . . ,dn) ∈ D(n)
f (d1, . . . ,dn) = a0 +
n∑
i=1
aidi (K-L)
The space D(n) can be characterised as the common radical of all quadratic forms q : Rn → R,
whereq is called quadratic if there is an R-bilinear formφ : Rn×Rn → R such thatq(x) = φ(x ,x).
A further consequence of (K-L) is that every map f : Rm → Rn is differentiable at each P ∈ Rn ;
that is for every P there is a unique R-linear map ∂ f (P) such that f (P + d) − f (P) = ∂ f (P)[d]
for each d ∈ D(n).
We define a relation ‘∼’ on Rn:
P ∼ Q ⇐⇒ P −Q ∈ D(n)
and say that P and Q are i-neighbours, if P ∼ Q . The relation ‘∼’ is clearly symmetric and
reflexive, and hence generates an i-structure
Rn⟨m⟩ = {(P1, . . . , Pm) ∈ (Rn)m | Pi ∼ Pj , 1 ≤ i, j ≤ m}, m ∈ N
We write ⟨P1, . . . , Pm⟩, if (P1, . . . , Pm) ∈ Rn⟨m⟩ and call such anm-tuple an i-neighbourhood
in Rn. We set A(n) = {(λ1, . . . , λn) | ∑ni=1 λi = 1}.
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Lemma 3.3.1.
(1) Let λk ∈ A(n), 1 ≤ k ≤ m, and let ⟨P1, . . . , Pn⟩ be an i-neighbourhood in Rn, then
( n∑
j=1
λ1j Pj , . . . ,
n∑
j=1
λmj Pj
) ∈ Rn⟨m⟩
In particular, Rn is an i-affine space.
(2) Every f : Rn → Rm is an i-affine map.
Proof. (1) This follows from the same calculation that we gave in part (1) of the proof of
theorem 2.3.1.
(2) Let P ∼ Q . We have f (P) − f (Q) = ∂ f (Q)[P − Q]. Since D(n) is stable under
R-linear maps, we obtain f (P) ∼ f (Q). The calculation that we gave in part (2) of the proof of
theorem 3.1.5 shows that f preserves affine combinations of i-neighbourhoods.

We say that a subspace U  Rn is i-closed, if with P ∈ U and d ∈ D(n), P + d lies also
in U , and hence P ∈ U and P ∼ Q implies Q ∈ U . In particular, for every i-neighbourhood
(P1, . . . , Pm) ∈ Rn⟨m⟩ of points in U their affine combinations have to lie in U as well. This
showsU an i-affine subspace of Rn, if we equipU with the i-structureU ⟨m⟩ = Rn⟨m⟩ ∩Um.
LetM be a space andU  M a subspace. We say thatU is formally 1-open, if for all n ≥ 1
and for every map t : D(n) → M it holds that t factors throughU  M if and only if t(0) ∈ U .
We callM a formal 1-manifold of dimension n, if there is a covering family of formally 1-open
subspaces Uj  M , j ∈ I , such that there is a ϕj : Uj  Rn, which is an i-closed subspace of
Rn. A formally 1-open subspaceU ofM
U
M Rn
→ι →
ϕ
that is also an i-closed subspace of Rn is called a chart (of dimension n) and a covering family
of charts of dimension n is called an (n-dimensional) atlas forM .
Proposition 3.3.2.
(1) LetM be a formal 1-manifold, thenM is an i-affine space.
(2) Every map f : M → N between formal manifolds is i-affine.
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Proof. (1) We consider the maximal atlas of charts ϕj : Uj  Rn with ιj : Uj  M ,
j ∈ I , of the same dimension n as the manifold M , and define the i-structure on M by taking
M ⟨n⟩ = ∨j∈I ιnj (Uj ⟨n⟩) to be the join of the images ιnj (Uj ⟨n⟩). Since M is covered by the atlas
this defines an i-structure on M . Indeed, let ⟨P1, . . . , Pn⟩ be an i-neighbourhood in M and
λ ∈ A(n). By definition of the i-structure there is a chart ιj : Uj  M and an i-neighbourhood
⟨Q1, . . . ,Qn⟩ inUj such that ιj(Qk) = Pk . Define
n∑
k=1
λkPk = ιj
( n∑
k=1
λkQk
)
We need to show that this is independent of the choice of ιj . Suppose there is another
chart ιℓ : Uℓ  M and ⟨X1, . . . ,Xn⟩ in Uℓ such that ιℓ(Xk) = Pk . We form the intersection
Uj ∩Uℓ  M of subspaces ofM . Uℓ ∩Uj is clearly formally 1-open. From this, and becauseUj
is i-closed, we can conclude that ϕj |Uj∩Uℓ : Uj ∩Uℓ  Uj  Rn is i-closed as well. In particular,
Uj ∩Uℓ is an i-closed i-affine subspace ofUj andUℓ. An argument like in part (2) of the proof of
theorem 3.2.8 then shows that ιj(∑nk=1 λkQk) = ιℓ(∑nk=1 λkXk). The axioms of an i-affine space
then follow, since they hold in each chart.
(2) See part (3) of the proof of theorem 3.2.8.

Remark 3.3.3. Let U  Rn. Due to (K-L) U is i-closed if and only if U  Rn is formally
1-open. We could have thus given the definition of a formal 1-manifold M just in terms of
formally 1-open subobjects ofM , which are simultaneously also formally 1-open subobjects of
Rn.
Another possible approach would have been to not restrict ourselves to formally 1-open
subobjects only, and to define a formal 1-manifold as a structure having an n-dimensional atlas;
that is a covering family of subobjectsUj  M , j ∈ I , such that ϕj : Uj  Rn is i-closed and for
every j, ℓ ∈ I the subobjects ϕj |Uj∩Uℓ : Uj ∩Uℓ → Rn and ϕℓ |Uj∩Uℓ : Uj ∩Uℓ → Rn are i-closed,
too.
This definition is more like the definition of a manifold in classic differential geometry.
Since it does not restrict to charts on formally 1-open subobjects it is also more general than
our original definition. However, the advantage of the original definition is that being a formal
1-manifold is a property of a space rather than an extra structure.
The second type of geometric space we would like to introduce here are loci. LetM be a
formal 1-manifold. A subspace L M is called a locus, if there is a family of maps fj : M → R,
j ∈ I , such that L = ⋂j∈I f −1j (0), and L satisfies the Tietze axiom:
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For each map f : L → R and each point P there is a chart U  M containing P and a map
f¯ : U → R extending the map f : L ∩U → R.
Proposition 3.3.4.
(1) Let L M be a locus, then L is an i-affine subspace ofM that reflects i-structure.
(2) Let N a formal 1-manifold. Every map f : L → N is i-affine, and every map д : N → L
is i-affine.
(3) Every map f : L → L′ between loci is i-affine.
Proof. (1) Define the i-structure on L by L⟨n⟩ = M ⟨n⟩ ∩ Ln. We show that L is closed
under i-affine combinations. Consider ⟨P1, . . . , Pn⟩ in L and λ ∈ A(n). Let fj : M → R, j ∈ I ,
be a family of functions of which L is the common zero-locus. Since each fj is i-affine, we find
fj
( n∑
k=1
λkPk
)
=
n∑
k=1
λk fj(Pk) = 0
and hence
∑n
k=1 λkPk ∈ L. This shows L an i-affine space and the inclusion L M an i-affine,
i-structure reflecting map.
(2) The map д : N → L  M is i-affine. Since the inclusion L  M is an i-structure
reflecting injective map, the map д : N → L must be i-affine. By the the Tietze axiom we find
for each P ∈ L a chart U  M containing P and a map f¯ : U → N , which is an extension of
f |U : U ∩ L → N . We know that f¯ is i-affine, hence so is f |U . Since this is true at any point
P ∈ N , f must be i-affine.
(3) This follows from (2) and since L′  N ′ reflects i-structure.

Let A⟨−⟩ be an i-structure on a space A, Uj  A, j ∈ I a covering family and let rj : Uj → R,
j ∈ I be a family of maps. We say that the i-structure on A is locally initial with respect to the
family of maps rj , if it holds true that for every n ≥ 2 and every (P1, . . . , Pn) ∈ An
(P1, . . . , Pn) ∈ A⟨n⟩ ⇐⇒ (∀j ∈ I |(P1, . . . , Pn)) (rj(P1), . . . , rj(Pn)) ∈ R⟨n⟩,
where I |(P1, . . . , Pn) is the subset of I containing all the indices j ∈ I such that (P1, . . . , Pn) ∈ U nj .
Proposition 3.3.5.
(1) Let M be a formal 1-manifold, then the i-structure on M is locally initial with respect to
all mapsU → R defined on domains of chartsU  M .
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(2) Let L  M be a locus, then the i-structure on L is locally initial with respect to all maps
U ∩ L → R defined on domains of chartsU  M .
Proof. (1) Let U  M be a chart. We know that every map U → R is i-affine, and,
in particular, an i-morphism. This shows one direction. As regards the other direction, it is
sufficient to show that the i-structure on Rn is initial for all maps Rn → R. Indeed, assume the
latter, consider an i-closed subspace U  Rn and let f (P) ∼ f (Q) for all maps f : U → R.
In particular, this holds true for all maps f : Rn → R, so P ∼ Q in Rn; but U  Rn reflects
i-structure, asU is i-closed, so (P ,Q) ∈ U ⟨2⟩, and hence inM ⟨2⟩.
We considerM = Rn. It is sufficient to show that (r (P) − r (Q))2 = 0 for every map r : Rn → R
implies P − Q ∈ D(n). Indeed, r = prj yields (Pi − Qi)2 = 0, and r = pri + prj yields
0 = ((Pi − Qi) + (Pj − Qj))2 = 2(Pi − Qi)(Pj − Qj). Since 2 is invertible in R we obtain
(Pi −Qi)(Pj −Qj) = 0 for all 1 ≤ i, j ≤ n, and hence P −Q ∈ D(n) as asserted.
(2) This follows from (1), the Tietze axiom, and since the inclusion L  M reflects
i-structure.

Remark 3.3.6. If the i-structure on A is locally initial with respect to some family of maps,
then the i-structure on A is generated by A⟨2⟩.
3.3.2 The tangent bundle of an infinitesimally affine space
Let M be an i-affine space and X any space. We define an i-affine structure on the function
spaceMX in a pointwise manner:
• MX ⟨n⟩ = {(f1, . . . , fn) ∈ (MX )n | (∀x ∈ X ) ⟨f1(x), . . . , fn(x)⟩ ∈ A⟨n⟩}
• For an i-neighbourhood ⟨f1, . . . , fn⟩ and λ ∈ A(n) we define a map ∑nk=1 λk f : X → A
by (∑nk=1 λk f )(x) = ∑nk=1 λk fk(x).
As regards maps between function spaces we observe:
Proposition 3.3.7.
(1) Every i-affine map f : M → N induces an i-affine map f X : MX → NX .
(2) For each P ∈ X the evaluation-at-P map evP : MX → M is i-affine.
(3) Let N be an i-affine space and f : N → MX a map, such that evP ◦f : N → M is i-affine
for each P ∈ X . The map f is i-affine if and only if it preserves i-structure.
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Proof. (1) and (2) follow from the pointwise definition of the i-structure on function spaces
immediately. As for (3), if f is i-affine then it clearly preserves i-structure. Conversely, let
f preserve i-structure. We have to show that it preserves i-affine combinations. Consider
an i-neighbourhood ⟨Q1, . . . ,Qn⟩ in N and a λ ∈ A(n). Since f preserves i-structure
⟨f (Q1), . . . , f (Qn)⟩ is an i-neighbourhood inMX , and, since each evP ◦f is i-affine, we find
f
( n∑
k=1
λkQk
)(P) = n∑
k=1
λk f (Qk)(P)
But this is just saying that f preserves i-affine combinations. 
LetM be an i-affine space, and P ∈ M . The i-neighbourhood D(P) of P is defined by
D(P) = {Q ∈ M | ⟨P ,Q⟩ ∈ M ⟨2⟩}
We can define an i-structure on D(P) as follows:
D(P)⟨n⟩ = {(P1, . . . , Pn) ∈ D(P)n | ⟨P , P1, . . . , Pn⟩ ∈ M ⟨n + 1⟩}
Proposition 3.3.8. Let M be an i-affine space and P ∈ M . The i-neighbourhood D(P) of P is
an i-vector space (over R).
Proof. Let λ ∈ Rn and let ⟨P1, . . . , Pn⟩ an i-neighbourhood in D(P). We define ∑nk=1 λkPk
by (1 − ∑nk=1 λk)P + ∑nk=1 λkPk . Note that the latter is an i-affine combination, which is
well-defined, for ⟨P , P1, . . . , Pn⟩ is an i-neighbourhood inM by the definition of the i-structure
on D(P). It is straightforward to check that this makes D(P) an i-algebra of the clone of R-linear
combinations. 
Remark 3.3.9. The space D(n) is the i-neighbourhood D(0) of 0 in Rn, and thus an i-vector
space. Note that Rn is not an i-vector space over its nil-square i-structure, as not every point in
Rn is an i-neighbour of 0.
With this we are ready to study the tangent bundle ev0 : MD → M of an i-affine spaceM , where
D = D(1) = {d ∈ R | d2 = 0}. From the preceding propositions we can make the following
general observation:
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Corollary 3.3.10.
(1) MD is an i-affine space, and ev0 is an i-affine map.
(2) Fix x ∈ M and consider the constant function cx with value x . The i-neighbourhood D(cx )
of cx is an i-vector space. Moreover, since D(cx ) = D(x)D we can see that the i-R-linear
structure on D(cx ) is the pointwise i-R-linear structure on D(x)D .
The tangent space TxM at x ∈ M is defined as ev−10 (0). We define the reduced tangent
space TˆxM at x by TxM ∩ D(x)D . It becomes an i-vector subspace of D(x)D if we equip it with
the i-structure TˆxM ⟨n⟩ = (TˆxM)n ∩ D(x)D ⟨n⟩. In particular, the i-R-linear structure is defined
pointwise.
Note that this is a completely general result that does not rely on any form of Kock-Lawvere
axiom whatsoever. The next proposition shows what happens, if we make further assumptions
about the tangent vectors t : D → M , orM .
Proposition 3.3.11.
(1) If each map t : D → M is an i-morphism, then TxM = TˆxM is an i-vector subspace of
D(x)D for each x ∈ M .
(2) If the i-structure onM is locally initial with respect to a family of maps rj : Uj → R, j ∈ I ,
and the Uj  M are formally 1-open, then the i-R-linear structure on TxM is total, i.e.,
TxM is an R-vector space.
Proof. (1) If t : D → M is an i-morphism, then ⟨t(d), t(0)⟩ inM , since 0 is an i-neighbour
of each d ∈ D. But then we have t ∈ D(t(0))D , and hence TxM ⊂ D(x)D for x = t(0).
(2) Let j ∈ I |t(0). SinceUj is formally 1-open t factors throughUj . Every map rjt : D → R,
j ∈ I |t(0) is i-affine due to (K-L), and hence an i-morphism. Since the i-structure on M is
locally initial with respect to the maps rj , this shows each t : D → M an i-morphism. By (1)
TxM is an i-vector subspace of D(x)D . Let t1, t2 : D → M be two tangent vectors at x ∈ M .
We consider the map (rjt1, rjt2) : D → R2 for j ∈ I |x . By (K-L) this map is i-affine and thus
an i-morphism as well. In particular, we have (rj ◦ t1(d) − rj(x), rj ◦ t2(d) − rj(x)) ∈ D(2)
which yields (rj ◦ t1(d) − rj ◦ t2(d))2 = 0. Since this is true for all j ∈ I |(t1(d), t2(d)), we have
(t1(d), t2(d)) ∈ M ⟨2⟩ for all d ∈ D; but this implies that t1 and t2 are i-neighbours in D(x)D .
The i-structure onM is generated byM ⟨2⟩, hence so is the i-structure on D(x)D and TxM . The
i-structure on TxM is thus total.

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Remark 3.3.12. Since the i-structures on loci and formal 1-manifolds are locally initial with
respect to a family of R-valued maps defined on domains of charts, we obtain that their tangent
spaces are all R-vector spaces. We also see that the R-linear structure on the tangent space TxM
is induced by the i-R-linear structure on the i-neighbourhood D(x), which is induced by the
i-affine structure on the space itself.
In [Koc09] the R-linear structure on TxM is also obtained by pointwise constructions
using i-affine combinations in M . In this respect our result is not new. What is new, is the
conceptual and structural clarification of this construction. However, what is still missing is a
characterisation of i-affine spacesM , for which the i-R-linear structure on D(x)D induces a total
R-linear structure on the tangent spaces TxM for each x ∈ M .
Remark 3.3.13. Note that D is a locus due to (K-L). IfM is a manifold or a locus every tangent
vector t : D → M must thus be i-affine; in particular, it is an i-R-linear map D → D(t(0)).

References
[AE08] H. Amann and J. Escher. Analysis II. Birkhäuser Verlag, Basel, Boston, Berlin, 2008.
[AHS05] J. Adámek, H. Herrlich, and G. E. Strecker. Abstract and Concrete Categories: The
Joy of Cats. Online edition, 18th January 2005.
[AR94] J. Adámek and J. Rosický. Locally Presentable and Accessible Categories, volume
189 of London Mathematical Society Lecture Note Series. Cambridge University
Press, Cambridge, 1994.
[BD80] F. Borceux and B. J. Day. Universal algebea in a closed category. Journal of Pure
and Applied Algebra, 16(2):133–147, 1980.
[BD86] M. Bunge and E. J. Dubuc. Archimedian local C∞-rings and models of synthetic
differential geometry. Cahiers de Topologie et Géométrie Différentielle Catégoriques,
27(3):3–22, 1986.
[Beh14] M. Behrisch. Clones with nullary operations. Electronic Notes in Theoretical
Computer Science, 303:3–35, 2014.
[Bor94a] F. Borceux. Handbook of Categorical Algebra 2. Categories and Structures,
volume 51 ofEncyclopedia ofMathematics and its Applications. CambridgeUniversity
Press, Cambridge, 1994.
[Bor94b] F. Borceux. Handbook of Categorical Algebra 3. Categories of Sheaves, volume 52
of Encyclopedia of Mathematics and its Applications. Cambridge University Press,
Cambridge, 1994.
[Coh81] P. M. Cohn. Universal Algebra. D. Reidel Publishing Company, Dordrecht, 2nd
edition, 1981.
[Cos76] M. Coste. Une approche logique des theories definissables par limites projectives
finies. Paris, 1976.
164 References
[DG80] M. Demazure and P. Gabriel. Introduction to algebraic geometry and algebraic
groups. Number 39 in North-HollandMathematics Studies. North-Holland Publishing
Company, Basel, Boston, Berlin, 1980.
[Dub79] E. J. Dubuc. Sur les modèles de la géométrie différentielle synthétique. Cahiers de
Topologie et Géométrie Différentielle Catégoriques, 20(3):231–279, 1979.
[GM87] P. Gianni and T. Mora. Algebraic solution of systems of polynomial equations using
groebner bases. In Proceedings of the 5th International Conference, AAECC-5 on
Applied Algebra, Algebraic Algorithms and Error-Correcting Codes, pages 247–257,
New York, NY, USA, 1987. Springer-Verlag New York, Inc.
[Gou08] M. Gould. Coherence for Categorified Operadic Theories. PhD thesis, University of
Glasgow, Faculty of Information and Mathematical Sciences, 2008.
[Gra75] J. Gray. Universal algebra in a cartesian closed category. 1975.
[Hyl16] J. M. E. Hyland. Classical lambda calculus in modern dress. Mathematical Structures
in Computer Science, FirstView:1–20, 6 2016.
[Joh02] P. T. Johnstone. Sketches of an Elephant: A Topos Theory Compendium, volume 43
and 44 of Oxford Logic Guides. Clarendon Press, Oxford, 2002.
[Joh13] P. T. Johnstone. Sketches of an Elephant: A Topos Theory Compendium, chapter F.
Unpublished, 2013.
[JS93] A. Joyal and R. Street. Pullbacks equivalent to pseudopullbacks. Cahiers de Topologie
et Géométrie Différentielle Catégoriques, 34(2):153–156, 1993.
[Kel82] G. M. Kelly. Basic Concepts of Enriched Category Theory, volume 64 of Lecture
Notes in Mathematics. Cambridge University Press, Cambridge, 1982. Republished
in ‘Reprints in Theory and Applications of Categories’, No. 10 (2005), 1-136.
[Koc81] A. Kock. Properties of well-adapted models for synthetic differential geometry.
Journal of Pure and Applied Algebra, 20(1):55–70, 1981.
[Koc06] A. Kock. Synthetic Differential Geometry. Number 333 in London Mathematical
Society Lecture Note Series. Cambridge University Press, Cambridge, 2nd edition,
2006.
References 165
[Koc09] A. Kock. Synthetic Geometry of Manifolds. Number 180 in Cambridge Tracts in
Mathematics. Cambridge University Press, Cambridge, 2009.
[Koc15] A. Kock. Affine combinations in affine schemes. ArXiv e-prints, arXiv:1508.04322,
18th August, 2015.
[KPS14] S. Kerkhoff, R. Pöschel, and F. M. Schneider. A short introduction to clones.
Electronic Notes in Theoretical Computer Science, 303:107–120, 2014.
[Law63] F. W. Lawvere. Functorial Semantics of Algebraic Theories. PhD thesis, Columbia
University, 1963. Republished in ‘Reprints in Theory and Applications of Categories’,
No. 5 (2004), 1-121.
[Low16] Z. L. Low. Categories of spaces built from local models. PhD thesis, University of
Cambridge, Department of Pure Mathematics and Mathematical Statistics, 2016.
[LW16] R. B. B. Lucyshyn-Wright. Enriched algebraic theories and monads for a system of
arities. Theory and Applications of Categories, 31(5):101–137, 2016.
[Mac63] S. MacLane. Natural associativity and commutativity. Rice Institute Pamphlet - Rice
University Studies, 49(4), 1963.
[Mac98] S. Mac Lane. Categories for the Working Mathematician, volume 5 of Graduate
Texts in Mathematics. Springer-Verlag, New York, 2 edition, 1998.
[Man76] E. Manes. Algebraic Theories, volume 26 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1976.
[McD84] B.R. McDonald. Linear Algebra Over Commutative Rings. Number 87 in Pure and
Applied Mathematics. Marcel Dekker, Inc., New York, 1984.
[MM92] S. Mac Lane and I. Moerdijk. Sheaves in Geometry and Logic. Springer-Verlag, New
York, 1992.
[MR77] M. Makkai and G. E. Reyes. First Order Categorical Logic. Model-Theoretic Methods
in the Theory of Topoi and Related Categories, volume 611 of Lecture Notes in
Mathematics. Springer-Verlag, Berlin Heidelberg, 1977.
[MR91] I.Moerdijk andG. E. Reyes.Models for Smooth Infinitesimal Analysis. Springer-Verlag,
New York, 1991.
166 References
[PV07] E. Palmgreen and S.J. Vickers. Partial horn logic and cartesian categories. Annals of
Pure and Applied Logic, 145(3):314–353, 2007.
[Tay73] W. Taylor. Characterizing Mal’cev conditions. algebra universalis, 3(1):351–397,
1973.
[Tay93] W. Taylor. Abstract clone theory. In I.G. Rosenberg and G. Sabidussi, editors,
Algebras and Orders, pages 507–530. Springer Netherlands, Dordrecht, 1993.
[Tri13] T. Trimble. Towards a doctrine of operads. Online article on nLab, April 2013.
https://ncatlab.org/toddtrimble/published/Towards+a+doctrine+of+operads.
[Tro02] S. N. Tronin. Abstract clones and operads. Siberian Mathematical Journal, 43(4):746–
755, 2002.
