Moderators/Contingency
Variables Examined
Nature of Inconsistent Findings (emphasis added)
Decision Support System (DSS) Implementation Success Investigating the effect size of sunk cost on project escalation and determining whether there is a difference in effect sizes between IT and non-IT projects.
• IT vs. Non-IT Projects 
Appendix B Prediction-Oriented Segmentation for PLS Path Modeling (PLS-POS)

Overview
As a distance-based segmentation method, the PLS prediction-oriented segmentation (PLS-POS) method builds on earlier work on distancemeasure-based segmentation-that is, the PLS typological path modeling (PLS-TPM) approach (Squillacciotti 2005) and its enhancement, the response-based detection of respondent segments in PLS (REBUS-PLS) (Esposito Vinzi et al. 2008) . To extend the distance-measure-based PLS segmentation methods (including overcoming the methodological limitation of PLS-TPM and REBUS-PLS being applicable only to PLS path models with reflective measures (Esposito Vinzi et al. 2008; Sarstedt 2008) ), the PLS-POS algorithm introduces three novel features: (1) it uses an explicit PLS-specific objective criterion to form homogeneous groups, (2) it includes a new distance measure that is appropriate for PLS path model with both reflective and formative measures and is able to uncover unobserved heterogeneity in formative measures, and (3) it ensures continuous improvement of the objective criterion throughout the iterations of the algorithm (hill-climbing approach). Table B1 shows the key technical differences of the new PLS-POS method in comparison with the main distance-based methods (i.e., PLS-TPM and REBUS-PLS) and the popular finite-mixture method for PLS (i.e., FIMIX-PLS).
The following sections explain in greater detail PLS-POS' distinctive features. To begin with, we focus on the description of PLS-POS' objective criterion. An explanation of the distance measure employed and its extension to use it for formative measurement models follows. Finally, we provide details on the algorithm with its specific steps and procedures and how it ensures the continuous improvement of the objective criterion.
Objective Criterion of PLS-POS
The main segmentation objective in PLS is to form homogenous groups of observations that show increased endogenous variables' explained variance (R²) and, thus, provide an improved prediction (compared to the overall sample), which is in accordance with Anderberg's (1973, p. FIMIX-PLS assumes that each endogenous latent variable is distributed as a finite mixture of conditional multivariate normal densities. It uses these densities to estimate probabilities of segment memberships for each observation (proportional assignment) to optimize the likelihood function (which implicitly maximizes the segment-specific explained variance as part of the likelihood function). ‡ "As in PLS-TPM, … [REBUS-PLS] 'distance' has, so far, only been implemented on models with reflective blocks. Although this is not to be considered a strict limitation for many applications, it must be pointed out that REBUS-PLS requires all blocks to be reflective" (Esposito Vinzi et al. 2008, p. 444) . This requirement for models with only reflective measures also holds for the REBUS-PLS implementation in the PLSPM package (Sánchez and Trinchera 2013) for the statistical software R (R Core Team 2013).
195) notion of "clustering for maximum prediction." Consequently, possible PLS-specific and, thus, prediction-oriented objective criteria include the following: (1) the sum of the manifest variables' redundancy residuals in the reflective measures, (2) the sum of endogenous latent variables' R² values in the structural model, and (3) the goodness-of-fit criterion (GoF; Tenenhaus et al. 2005) 1 for assessing both the structural model and the reflective measures.
Including the residual terms of the manifest variables would only be appropriate to assess the explained variance and, thus, the predictive performance in reflective measures. Because PLS path modeling allows for the use of reflective and formative measures, objective criteria that draw on the manifest variables' residual terms do not support the general applicability of PLS-POS in both measurement models (i.e., reflective and formative). Consequently, the redundancy and community residual in the reflective measures, which are also included in the PLS-GoF measure, are not a useful criterion for the purpose of the PLS segmentation method.
An appropriate PLS-specific objective criterion maximizes the sum of the endogenous latent variables' R² values. In accordance with the PLS algorithm's objective (Lohmöller 1989; Wold 1982) , PLS-POS focuses on maximizing the predictivity of each group by minimizing the sum of the endogenous latent variables' squared residuals in the PLS path model. Thus, the sum of each group's sum of R² values represents the objective criterion, which is explicitly defined and calculated in the PLS-POS algorithm. Every reassignment of observations in PLS-POS ensures improvement of the objective criterion (hill climbing approach; see description of the algorithm below). This objective criterion is suitable for any PLS path model regardless of whether such models include reflective or formative measures.
Distance Measure
To reassign observations, PLS-POS builds on the idea of Squillacciotti (2005) and Esposito Vinzi et al. (2008) to use a distance measure. We propose a new distance measure that is applicable to both reflective and formative measures and accounts for heterogeneity in the structural and the formative measurement model. This observation-to-group distance measure identifies appropriate observations to form homogenous groups and thereby depicts suitable candidates to improve the objective criterion. Within a group, each observation's capability to predict the endogenous latent variables in the PLS path model determines its distance to that group: the shorter the distance of observation i to group g, the higher the predictivity of observation i in group g.
It is important to understand the conceptual difference between observation i's membership in its current group k (k = g; k, g ε G) and its distance to an alternative group g (k … g; k, g ε G). (1)
The result of is an observation's predictivity in its current group when k = g (k, g ε G). Furthermore, using the path coefficients
provides a heuristic outcome for observation i's predictivity in each of the G-1 other possible group assignments. This establishes the new prediction-oriented PLS-POS distance measure, as presented by Equation (2) The residuals of each observation i are divided by the sum of the residuals of all observations in i's current group k (I k ; sample size in group k). This ratio's square root is the distance of an observation i to group g for an endogenous latent variable b (b ε B). The sum over all 1 Against its naming, PLS-GoF does not represent a measure of fit for PLS path modeling; see Henseler and Sarstedt (2012) for a discussion. endogenous variables B in the PLS path model provides the total distance measure D kig . The smaller the sum of the endogenous latent variables' squared residual values, the higher the predictivity of observation i in group g of the underlying PLS path model.
The distinction between formative and reflective measures requires that one pays particular attention in PLS path modeling (e.g., Diamantopoulos et al. 2001; Gudergan et al. 2008; Jarvis et al. 2003) . Formative measures require (1) taking into account the indicators' heterogeneity for each measurement model within each group and/or (2) uncovering the significant differences in weights between the groups. Therefore, calculating the group-specific residual term in models with formative measures requires an extension of the group-specific residual in the distance measure. 
The formative latent variable scores become a group-wise reestimated prediction of the associated manifest variables j when the squared residual is determined.
Algorithm
The segmentation process starts by randomly partitioning the overall sample into the prespecified number of G equal groups ( Figure B1 , Step 1). Calculating all group-specific PLS path model estimates reveals each observation's distance to its own and all other G-1 groups. A partitioning approach that assigns each observation to the group to which it has the shortest distance improves the initial segmentation.
Subsequently, the PLS-POS algorithm computes the group-specific PLS path modeling results ( Figure B1, Step 2), updates the objective function ( Figure B1 , Step 3), and computes the observations' distances to all groups ( Figure B1 , Step 4.1). PLS-POS uses the distance measure to reassign observations based on the maximum value of the difference between an observation's distance to its current group (i.e., the group to which the observation has been assigned) and its distance to an alternative group (Equation 4).
Positive differences indicate that an observation has a shorter distance to the alternative group and, thus, potentially fits better in that group in terms of predictivity. This computation is conducted for all observations ( Figure After the STOP statement, PLS-POS provides the group-specific PLS path model estimates for the final segmentation solution ( Figure B1 ,
Step 7). The maximum number of iterations should be sufficiently high (e.g., twice the number of observations in the overall sample) to obtain a solution that is close to the global optimum. The maximum search depth equals the number of observations in the sorted list of candidate observations for reassignment and, thus, may not exceed the number of observations in the overall sample. In early explorative research stages, one may use a reduced search depth for performance reasons. However, to determine the final segmentation result, the search depth should equal the maximum number of observations to ensure that the segmentation solution that minimizes the PLS-POS objective criterion (i.e., the endogenous latent variables' R² values in the PLS path model) has been identified.
Finally, three important issues are worth noting. First, PLS-POS only reassigns observations that improve the objective criterion. As such, the algorithm ensures the continuous improvement of the objective criterion and potentially provides a solution that is at least close to the global optimum. Second, in each iteration step, the algorithm changes the assignment of only one observation and calculates the group-specific PLS estimates of all observations and their new distance measures. Thus, in contrast to the alternative distance-based PLS segmentation approaches suggested in the literature to date (e.g., Esposito Vinzi et al. 2008; Squillacciotti 2005) , PLS-POS avoids moving a sizeable set (more or less) of similar candidates from one group to another without improving the objective criterion. Third, owing to the implementation of a hillclimbing approach, PLS-POS could face the problem of ending in local optima. Wedel and Kamakura (2000) recommend running hill-climbing algorithms several times to attain alternative starting partitions and, finally, to select the best segmentation solution. The same procedure should be applied in the application of PLS-POS.
Step 1: Create an initial segmentation to start the algorithm Step 1.1: Randomly split the overall sample into K equally sized groups
Step 1.2: Compute the group-specific PLS estimates for the path model
Step 1.3: Establish each observation's distance to each group
Step 1.4: Assign each observation to the closest group DO LOOP
Step 2: Compute the group-specific PLS estimates for the path model
Step 3: Determine the result of the objective criterion
Step 4: Create a list of candidate observations for reassignment
Step 4.1: Establish the K-1 differences between each observation's distance to its current group and an alternative group Step 4.2: IF an observation has one or more positive differences of distances, then Add the maximum difference and the observation's corresponding alternative group assignment to a list of candidates ELSE: Do nothing
Step 4.3: IF the list is empty, then GO TO STOP ELSE: Sort the list of candidate observations in descending order in terms of their positive distance differences
Step 5: Improve the segmentation result
Step 5.1: Select the first observation in the list of candidate observations for reassignment DO LOOP
Step 5.2: Reassign the observation
Step 5.2: Compute the group-specific PLS estimates for the path model
Step 5.3: Determine the result of the objective criterion
Step 5.4: IF the observation's reassignment improves the objective criterion, then Save the current assignment and GO TO Step 6 ELSE: Undo changes and continue with Step 5.5
Step 5.5: IF the list contains a subsequent observation following the currently selected observation on the list of candidates AND the maximum search depth has not been reached, then Select the next observation ELSE: GO TO Step 6 UNTIL the objective criterion is improved
Step 6: IF the maximum number of iterations OR the maximum search depth has been reached, then GO TO STOP ELSE: GO TO Step 2 UNTIL STOP
Step 7: Compute the group-specific PLS path model estimates and provide the final segmentation results
Figure B1. The PLS-POS Algorithm
Appendix C Design of the Multicollinearity Factor for the Simulation Study
The design of the simulation study for the formative measurement model includes three levels of multicollinearity between the formative indicators in the model. To simulate different levels of multicollinearity, we revert to Mason and Perreault's (1991) seminal study on multicollinearity (see also Grewal et al. 2004) . We vary two levels of correlation patterns among the predictor variables reflecting conditions typically encountered by researchers and practitioners. In addition, a situation in which the indicators are uncorrelated (orthogonal) serves as a baseline for comparison (i.e., a perfect formative measure) because this model is unaffected by multicollinearity. Table C1 shows the two multicollinearity levels based on Mason and Perreault, including the trace of (X'X) -1 , det(X'X), and condition number, as well as each variable's variance inflation factor (VIF) associated with a given level of multicollinearity. 
Appendix D Simulation on the Effects of Unobserved Heterogeneity
The objective of this simulation study is to evaluate the implications of unobserved heterogeneity for structural model parameter estimates in PLS path models. The results show that unobserved heterogeneity has a strong adverse effect on PLS estimation outcomes: (1) parameter estimates are biased, (2) nonsignificant path coefficients at the group level become significant at the overall sample level that combines groups, (3) sign differences in the parameter estimates between groups are manifested as nonsignificant results at the overall sample level, and (4) explained variance of the model (R² of the endogenous variables) decreases. These erroneous estimates can lead to both Type I and Type II errors and to invalid inferences.
The simulation study uses a path model with two exogenous variables having a direct effect on one endogenous variable (all variables measured with five reflective indicators). We generate data for the true path coefficients of two groups by considering three situations of unobserved heterogeneity:
• Situation 1, where the path coefficients between group 1 and group 2 differ but show the same sign. We consider scenarios where all parameter estimates are positive (situation 1a) and negative (situation 1b) and where the magnitude in parameter differences between groups is low (.1) and high (.5).
• Situation 2, where unobserved heterogeneity causes sign reversal in parameter estimates across the two groups (i.e., group 1 has a positive path coefficient, while group 2 has a negative one).
• Situation 3, where one group has a nonsignificant parameter estimate and the other group has a significant parameter estimate. We distinguish between two different levels of parameter differences represented by the effect size of the significant parameter, namely .2 and .7.
We generated 100 sets of data for each condition and estimated the group-specific path coefficients, the overall sample path coefficients, and the t-values of these coefficients by employing the bootstrapping procedure on 1,000 subsamples (Henseler et al. 2009 ). Table D1 presents the results. The left side shows the group-specific mean estimates of the path coefficients and their average t-values. 2 The columns on the right side show the mean path coefficients of the overall sample and the interpretation of the results in terms of bias, Type I and II errors, and variance explained (R²).
The results show that in all situations, biases in the parameter estimates distort effect sizes and cause misinterpretation of the path coefficients, which is especially problematic for comparative hypotheses (e.g., path coefficient 1 > path coefficient 2). Type I and Type II errors are exacerbated in situations where the group-specific parameters show inconsistent signs (i.e., situation 2 where signs are reversed across groups) and when at least one of the groups involves nonsignificant parameters while the other group does not (i.e., situation 3). In contrast, when all parameters are significant and show the same sign (situation 1), our results suggest that it is not very likely that Type II errors occur. In this situation, the existence of Type II errors depends on the effect size and the degree to which the increased power of the combined sample size compensates for the increase in standard errors due to unobserved heterogeneity. For all parameter constellations in our simulation study, the increased sample size compensates for the increase in standard errors.
The R² decreases in almost all situations, implying an inferior model fit at the overall sample level. We find particularly strong decreases in R² in situations in which the group-specific effect sizes are high; in contrast, R² is almost unaffected in situations showing low group-specific effect sizes. .00 (t = .00) .00 (t = .00) R² = .00
Appendix E ANOVA Results-Model 1 (Reflective Measures)
Tables E1 to E4 present the ANOVA results for model 1 (reflective measures) explaining MAB by method (PLS-POS/FIMIX-PLS) and the six design factors. All significant and substantial effects (i.e., all effects that explain more than 2 percent of the total variance in MAB implying a partial η² of more than .02) are highlighted in grey.
We find that the R², structural model heterogeneity, data distribution, and the interaction of structural model heterogeneity and R² have a substantial and significant effect on the MAB of both methods. Furthermore, there is a significant and substantial difference in the parameter recovery (MAB) of the two methods (PLS-POS and FIMIX-PLS) and for the interaction effects between the method and structural model heterogeneity and between the method and R². 
Appendix F ANOVA Results-Model 2 (Formative Measures)
Tables F1 to F7 present the ANOVA results for model 2 (formative measures) explaining MAB by method (PLS-POS/FIMIX-PLS) and the seven design factors. All significant and substantial effects (i.e., all effects that explain more than 2 percent of the total variance in MAB implying a partial η² of more than .02) are highlighted in grey.
We find that the R², structural and measurement model heterogeneity, sample size, multicollinearity and data distribution, the interaction of structural and measurement model heterogeneity, and the interaction of sample size and relative segment size have a substantial and significant effect on the MAB of both methods. Furthermore, there is a significant and substantial difference in the parameter recovery (MAB) of the two methods (PLS-POS and FIMIX-PLS) and for the two-way interaction effects between method and R², multicollinearity, and structural and measurement model heterogeneity. Method even has a significant and substantial interaction effect with both structural and measurement model heterogeneity (three-way interaction). 
