Let be an open-bounded domain in R N (N 3) with smooth boundary * . We are concerned with the multi-singular critical elliptic problem
Introduction and main results
Let be an open-bounded domain in R N (N 3) with smooth boundary * . We are concerned with the following problem: By the standard elliptic regularity argument, we have u ∈ C 2 ( \{a 1 , a 2 , . . . , a k }) ∩ C 1 ( \{a 1 , a 2 , . . . , a k }). It is well known that the nontrivial solutions of problem (1.1) are equivalent to the corresponding nonzero critical points of the energy functional In recent years, much attention has been paid to the existence of nontrivial solutions for the following problem:
where a ∈ , ∈ (0,¯ ),¯ = (
2 ) 2 and ∈ R. Jannelli [16] considered problem (1.4) and proved that if 0 < ¯ −1, then problem (1.4) admits a positive solution for all ∈ (0, 1 ( )); if¯ − 1 < <¯ , and = B 1 (0), then there exists * ∈ (0, 1 ( )), such that problem (1.4) admits a positive solution if and only if ∈ ( * , 1 ( )), where 1 ( ) is the first eigenvalue of the positive operator − − |x| 2 with Dirichlet boundary condition. Cao and Peng [7] also considered problem (1.4) and proved that for N 7, ∈ [0,¯ − 4), problem (1.4) possesses at least a pair of sign-changing solutions for any ∈ (0, 1 ( )). Cao and Han [6] proved that if ∈ [0,¯ − ( N+2 N ) 2 ), then problem (1.4) admits a nontrivial solution for all > 0.
Ferrero and Gazzola [13] also obtained some results for problem (1.4) . Other relevant papers see [2, 5, 10, [12] [13] [14] 19] , and the references therein. However, as far as we know, there are little results on problem (1.1). Let X be a Banach space. A functional J ∈ C 1 (X, R) is said to satisfy the (P.S.) condition at the level c if any sequence {u n } ⊂ X, such that as n − → ∞ J (u n ) → c, dJ (u n ) → 0 strongly in X * contains a subsequence converging in X to a critical point of J. In this paper, we will take J = I 0 and X = H 1 0 ( ).
(1.5)
From [13, 16] , S i is independent of any ⊂ R N in the sense that if From Theorem B in [9] , all the positive solutions of problem (1.6) must have the form of V a i , (x) . Moreover, V a i , (x) achieves S i .
Without loss of generality, throughout this paper we assume that there exists an i 0 , 0 i 0 < k ( k 2) , such that
To proceed, we need the following assumptions: (H 1 ) There is an l, i 0 + 1 l k, such that min
and
(H 3 ) 0 < l ¯ − 1 and
By Hardy inequality (see [2] ):
we derive that
Our main results are the following: 
In particular,
Furthermore, if i 0 = 0 and u is positive, then there exists an m 0 > 0, such that Based on the results of Theorems 1.1, 1.3, we can establish the existence of signchanging solutions to problem (1.1). For this purpose, we need to replace the assumption 
where v(u) is the first eigenfunction of the weighted eigenvalue problem
Since the functional I 0 does not satisfy (P.S.) condition due to the lack of compactness of the embeddings
The standard variational argument is not applicable directly. We need to analyze carefully the effect of the coefficient Q and the energy range where I 0 satisfies the (P.S.) condition. We prove Theorems 1.1 by Moser iteration method (see [15] ), and Theorem 1.3 by critical point theory. By constructing a dual set, Tarantello [21] obtained a pair of sign-changing solutions for problem (1.4) with = 0; Ghoussoub and Yuan [14] dealt with more general case of problem (1.4) and got analogous results. In their papers, either = 0 or the term |x| −2 is replaced by |x| with ∈ (0, 2). In this case, the solutions with which they constructed dual sets are regular, and they can easily get the desired estimates by the L ∞ -norm of these solutions. Nevertheless, in this paper, nontrivial solutions of problem (1.1) are singular, so the arguments used in [14, 21] are no longer applicable. In order to prove Theorem 1.4, we have to avoid the use of L ∞ -norm. Thanks to Theorem 1.1, we can use the asymptotic estimates of solutions of (1.1) to obtain our desired results. Throughout this paper, we denote the norm of
t and positive constants (possibly different) by C.
Asymptotic behavior of solutions for (1.1)
Before giving the proof of Theorem 1.1, we introduce a preliminary lemma, which is a variant of Theorem 2.3 in [20] .
Lemma 2.1. Let be a bounded neighborhood of points
where is such that the linear operator on the left-hand side is positive, then
Proof. The proof is similar to that of Theorem 2.3 in [20] . For reader's convenience, we
give a sketch of the proof. Since
I is positive for large . We can assume that g is positive, the general case is obtained by decomposing g = g + − g − , where
Let
Clearly, u k is positive. Set u n k = min{u k , n} and assume that u k ∈ L p ( ) for some p q. Note that (u n k ) p−1 ∈ H 1 0 ( ) so that multiplying the above equation by (u n k ) p−1 in the weak sense we obtain for any > 0
where we use the Hardy inequality and the fact that for each > 0, there exists C( ) > 0, such that for any v ∈ H 1 0 ( ),
Hence, choosing sufficiently small and using the Sobolev inequality, we infer that
Since by assumption u k ∈ L p ( ), taking the limit as n → +∞ yields 
The following lemma is a generalization of Brezis-Kato's theorem [3] .
in the weak sense of 
Observe that for any > 0
From (2.3), (2.4), and using Sobolev inequality, we obtain
. Using Fatou's lemma in (2.6) and passing to the limit by taking m → ∞, we conclude that
By the unit partition principle, we infer that u L p ( 0 ) < ∞. Repeating the above process, we infer that u ∈ L 2 p ( 0 ), and then u ∈ L j p ( 0 ) for any integer j, which
Proof of Theorem 1.1. We need to consider two cases for i
.
Indeed, by Hardy inequality, we obtain
After a direct calculation, we deduce that for any
By the elliptic regularity theory,
Furthermore, (2.8) can be rewritten as
By Cauchy inequality, we have for any > 0 small
By the choice of the cut-off function i , 
Now we recall the Caffarelli-Kohn-Nirenberg inequality (see [8] ): In the sequel we take
in (2.13), then p = 2 * . Choosing w = i vv s−1 m , together with (2.12), we derive that
2), we may choose
Therefore we deduce that for any > 0,
Inserting (2.15) into (2.14), we obtain
in (2.16), we conclude that
where
So from (2.17), we get
Using the choice of the cut-off function i , we deduce that
Choosing s * > 0 such that
we define the sequence 
It is not difficult to verify that 
Note that s n+1 → ∞ as n → ∞. Letting n → ∞ in the above inequality, we infer that
(2.25)
Passing to the limit in (2.25) by taking m → +∞, we get for any i 0 + 1 i k 
Note that for any > 0,
and by the choice of the cut-off function i , Now we prove (1.9). Remark that, at this point, only positive solutions will be considered. Set 0 < t 0 < 0 , and n(t) = min
It is easy to verify that
Noting that i > 0 (1 i k, i 0 = 0). Combining (2.7) with (2.32), we get
By the choice of A and B we have
Therefore, by the maximum principle, we obtain
for all x ∈ B 0 (a i )\B t 0 (a i ).
Existence of positive solutions for (1.1)
In this section, we will use the Mountain Pass lemma (see [1] ) to establish the existence of a positive solution for (1.1). To do this, we need to show that I 0 satisfies 
By Hardy inequality, we get u n H 1 0 ( ) C. Therefore, up to a subsequence, we may assume that
u n −→ u a.e. on .
Then u ∈ H 1 0 ( ) is a weak solution of problem (1.1). Hence, by the concentration compactness principle [17] , there exists a subsequence, still denoted by {u n }, at most countable set J , a set of different points
By Sobolev inequalities, we infer that
We claim that J is finite and that for any j ∈ J , either
In fact, assume > 0 small enough such that for any 1 i k, a i / ∈ B (x j ) (j ∈ J ).
Let j be a smooth cut-off function centered at x j satisfying
By our assumptions, we have On the other hand, S 0 x j 2 2 *
x j for j ∈ J , which together with (3.7), deduces that
. Thus J is finite. Now we consider the possibility of concentration at the points a i (1 i k). Letting > 0 be small enough such that for any j ∈ J , x j / ∈ B (a i )(1 i k), and i be a smooth cut-off function centered at a i satisfying
Then we have
Hence, we conclude that N 2 for every 1 i k. From the above arguments, we conclude that
If there exists a j ∈ J such that x j = 0, or there is an i ∈ {1, 2, . . . , k}, such that a i = 0, then we infer that
Noting that i 0 for i i 0 , and Q(a i ) Q M for i = 1, 2, . . . , k, we have S i S 0 for i i 0 , and thus
which contradicts the assumption that c < c * . Hence, up to a subsequence, we derive that u n − → u strongly in
(a). Then we have
and for any ∈ R N \{0},
where C =
, N is the volume of the unit ball in R N .
Proof. Following [5]
, we easily get (3.10) and (3.11). Now we prove (3.12). For any ∈ R N \{0}, we have
Next we estimate A i ( ) (i = 1, 2, 3), respectively, in two cases: <¯ − 1; =¯ − 1.
For <¯ − 1, we easily verify that
14)
So,
Thus,
Inserting (3.14), (3.16), (3.17) into (3.13), we get
For =¯ − 1, we have
The last integral exists and the second integral is established as follows:
Combining (3.20) with (3.19), we get
which implies that
In addition, it follows from (3.17) that
Therefore, (3.12) follows from (3.13), (3.18) and (3.24 Proof. We need to distinguish the following two cases:
In Case I, we infer that
By the assumption (H 1 ), for any > 0, we derive that
which, together with (3.11), implies that
From (3.10), (3.12), (3.25) and the assumption (H 3 ), we infer that
Similarly, we also infer that (3.26) holds for l =¯ − 1.
In Case II, we have c * =
. It follows from [5] that
Then by the assumption (H 2 ), we deduce
. . , k}, we derive from S j < S 0 for any
which is impossible in Case II. So x 0 = a i for any i 0 + 1 i k. Furthermore, by the assumption (H 2 ), we infer x 0 = a i for any 1 i k. Similar to the proof of (3.12) in Lemma 3.2, we conclude that
where 4 is the volume of the unit ball in R 4 . Using the assumption (H 2 ) and from (3.27), (3.28) and (3.30), we deduce
For N = 4, we get
From the above arguments, we can find a nonnegative function v ∈ H 1 0 ( )\{0} such that sup 
For any u ∈ H 1 0 ( )\{0}, by Hardy inequality, we have
Thus there exists a sufficiently small positive number such that 
Consequently u is a critical point of I 0 and thus is a solution of problem (1.1). c is a critical value of the functional I 0 . In order to obtain positive solutions of (1.1), we replace I 0 (u) in (1.3) by I + 0 (u) defined as following:
where u + = max{u, 0}. Repeating the above arguments, we could obtain a critical point u 0 of I + 0 , which satisfies
u 0 > 0 for x ∈ follows from the maximum principle.
Existence of sign-changing solutions for (1.1)
In this section, we will use results of Theorems 1.1, 1.3 to establish the existence of sign-changing solutions of (1.1). We first give some preliminary notations.
For > 0 small, we define
Denote by u 0 the positive solution of (1.1) established in Theorem 1.3. Then c 1,0 can be characterized (see [22] ) by
By a similar argument of Lemma 1.1 in [21] , we conclude that c 1, → c 1,0 as → 0.
Following [21] , we first manage to obtain the statement of Theorem 1.4 in the "subcritical" case, and then prove Theorem 1.4 by taking → 0. To this purpose, we shall use the Ljusternik-Schnirelman theory for even functionals (see [18, 21] where c * is given in Lemma 3.1.
Proof. As in the proof of Lemma 3.3, we also need to consider two cases: Q(x)|w | 2 * − dx = 0, which implies that w → 0 strongly in H 1 0 ( ). Therefore, {u } admits a subsequence strongly converges to the sign-changing function u in H 1 0 ( ). By the continuity of v(u) on u (see [21] ), we can complete the proof of Theorem 1.4.
