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Abstract
Mean shift is a fast object tracking algorithm that only considers pixels in an object area, hence its relatively small
computational load. This algorithm is suitable for use in real-time conditions in terms of execution time. The use of
histograms causes this algorithm to be relatively resistant to rotation and changes in object size. However, its resistance to
lighting changes is not optimal. This study aims to improve the performance of the algorithm under lighting changes and
reduce its processing time. The proposed technique involves the use of sampling techniques to reduce the number of
iterations, optimization of candidate search object locations using simulated annealing, and addition of tolerance parameter
to optimize object location search and area-based weighting instead of the Epanechnikov kernel. The results of the one-tail
t-test with two independent sample groups reveal that the average performance of the proposed algorithm is significantly
better than that of the traditional mean-shift algorithm in terms of resistance to lighting changes and processing time per
video frame. In the test involving 999 frames of video images, the average processing time of the proposed algorithm is
83.66 ms, whereas that of the traditional mean-shift algorithm is 116.86 ms.

Abstrak
Algoritma Pelacakan Objek Berbasis Mean-Shift Dengan Sistematik Sampling. Mean-shift adalah algoritma
pelacakan objek yang cepat karena hanya mempertimbangkan piksel pada area objek. Selain itu, algoritma ini memiliki
beban komputasi yang lebih kecil sehingga sangat sesuai untuk digunakan dalam kondisi waktu nyata dalam hal waktu
eksekusi. Penggunaan histogram citra menyebabkan algoritma ini relatif tahan terhadap rotasi dan perubahan ukuran objek.
Namun, daya tahan algoritma terhadap perubahan pencahayaan belum optimal. Penelitian ini bertujuan untuk
memperkenalkan penggunaan teknik sampling pixel untuk mengurangi beban data yang perlu diolah dalam pemrosesan
dan meningkatkan kinerja algoritma dalam kondisi perubahan pencahayaan. Teknik yang diusulkan meliputi penggunaan
teknik pengambilan sampel untuk mengurangi jumlah iterasi, optimalisasi lokasi objek pencarian kandidat menggunakan
Algoritma Simulated Annealing, penambahan parameter toleransi untuk mengoptimalkan pencarian lokasi objek, dan
pembobotan berbasis area sebagai pengganti kernel Epanechnikov. Dengan menggunakan statistik uji one tail t-test dengan
dua kelompok sampel independen, hasil tes menunjukkan bahwa rata-rata kinerja algoritma yang diusulkan lebih cepat
secara signifikan daripada algoritma mean-shift dalam hal waktu pemrosesan per frame video dan ketahanan terhadap
perubahan pencahayaan. Hasil pengujian dengan 999 frame gambar video memberikan rata-rata waktu pemrosesan dari
algoritma yang diusulkan adalah 83,66 ms sedangkan algoritma mean-shift adalah 116,86 ms.
Keywords: area-based weighting, mean-shift, object tracking, systematic pixel sampling,

1. Introduction

follow objects in real time and that their resistance to
changes in environmental conditions, such as lighting, is
increased. In general, object tracking algorithm speed is
greatly influenced by the number of operations and
iterations. The extent of operations and iterations
depends on the image resolution and mathematical
operation, as well as on the condition of the object
undergoing rotation or size changes due to changes in
camera distance.

Object tracking is developed to recognize objects and
estimate their position at each time change. The
existence of object tracking is closely related to other
fields, such as distance learning [1], [2], surveillance
[3]–[8], robotic navigation [9], vehicle localization [10],
[11], and smart cities [3]. One of the problems in object
tracking algorithms include the need to ensure that they
22
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Several related studies on the implementation of object
tracking have developed algorithms for detecting
sudden movements [12], tracking objects on low frame
rate videos [8], and performing multistage tracking [6].
Other studies have focused on the optimization of
existing algorithms or their combination [13]–[18]. In
[19], a mean-shift algorithm was used to track moving
objects with changes in scale and orientation. The
results indicate that the accuracy of a mean-shift
algorithm increases when the input increment area
parameter is increased; however, the time needed for
tracking also increases. Existing research has not shown
any optimal increment area to obtain high accuracy
while minimizing the time needed to carry out tracking.
The research in [20] used a mean-shift algorithm as the
basis for forming the mean-shift vector-based shape
feature algorithm to improve classification accuracy in
large-resolution spatial images. The research in [21]
combined mean shift and fuzzy logic to detect
waveform decomposition.
Most object tracking algorithms represent an object on
the basis of its component tone or color. Objects with
the same color composition are assumed to be the same.
The use of color components to simplify implementation
is considered sufficient to enable object tracking
algorithms to represent objects while maintaining their
computational load in the optimum state so that the
processing time does not decrease. However, the color
of an object is greatly affected by lighting conditions in
the environment around the object. Changes in lighting
may affect and change the component tone or color of
an object. Several approaches are available to eliminate
the effect of lighting on an object being tracked; they
include using robust illumination normalization [22] and
a method called quotient image [23, 24]. Kernel-based
object tracking that is based on a mean-shift algorithm
uses Epanechnikov kernel to reduce the effect [25] in
which pixels that are located far from the midpoint of a
given object become susceptible to occlusion and other
objects influence the background, including luminance
[26]. Using this kernel yields a difference in the weight
of the image pixel based on the distance from the pixel
to the midpoint of the object area; the farther a pixel is
from the midpoint of the object, the smaller the weight
of the pixel.
In real life, the object to be tracked moves in a dynamic
environment and sometimes moves quickly. Therefore,
the object tracking algorithm used should also be able to
work quickly. The faster an algorithm is in determining
the position of an object, the better its application will
be. Hence, a study is needed to develop a tracking
algorithm that can track objects rapidly. The current
work is aimed at developing a mean-shift algorithm for
estimating the location of objects and their movements
in each given video frame (tracking objects on video) by
using a static camera sensor.
Makara J. Technol.
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2. Review of Mean-Shift Algorithm and
Proposed Solution
The proposed algorithm was developed on the basis of
the kernel-based object tracking algorithm introduced
by Dorin Comaniciu in 2000. To develop the proposed
algorithm, we conducted research on the workflow of
this kernel-based algorithm and then identified potential
workflows or capabilities that could be improved.
Several considerations were derived from the study.
Number of Iterations. The existing algorithm uses only
pixels in the area of the object being tracked, that is, the
region of interest (ROI), and not all the pixels in the
image [26]. The pixels in the ROI represent the object
being tracked; however, the greater the number of pixels
in the ROI is, the greater the number of pixels that must
be processed. This increased processing requirement
will affect the number of iterations of the algorithm,
especially in the image histogram formation and
positioning of the tracked object. The pixel sampling
technique for use in ROIs was proposed to reduce the
number of pixels to be processed by the algorithm
without altering the level of representation of the
histogram.
Calculation of Kernel Values. The kernel value is used
for pixel weighting in the kernel-based tracking
algorithm. The pixels located farther from the center of
the ROI tend to be affected by background, other
objects, or lighting conditions. The kernel value
calculation is performed per pixel for each histogram
formation and candidate location search. The following
steps are needed to form a histogram by weighting
kernel values: (1) Determine the center coordinates of
the ROI as the kernel value is based on the Euclidean
distance from the pixel to the center point of the object.
(2) Normalize the coordinates of the original point in
the range of −1 to 1 with the center of the image serving
as the center point. (3) Calculate the kernel distance,
which is the Euclidean distance from the center point of
the ROI. (4) Calculate the kernel value (pixel weight) by
using the Epanechnikov kernel function [26]. (5) Update
the histogram by adding the kernel values to the image
histogram.
In addition, the kernel values of pixels with insignificant
weights located far from the center of the ROI require
frequent calculations. This is due to the larger number
of pixels in this position than in the position close to the
center of the ROI, which has significant pixel weights
(Figure 1). This study also aims to improve the solution
by using color models that are relatively resistant to
lighting changes and by adding search area tolerance in
determining the position of object movement.

April 2021 | Vol. 25 | No. 1

24 Bandung, et al.

Bhattacharya coefficient value [27]. A straight line is
formed between the starting point of the object’s
position and the estimated position of the object in the
direction of its movement. The line is extended with a
certain value called tolerance. The evaluation of the
highest similarity values is carried out at each point
passed in this line. The point with the highest
Bhattacharya coefficient is assumed to be the position of
the object after the movement. The simulated annealing
algorithm is used to find the coordinates of the intended
point in the search range.

Figure 1. Illustration of Epanechnikov Kernel. The
Farther the Distance from the Center of the
Object, the Greater the Number of Pixels and
the Smaller the Kernel Value

3. Proposed Algorithm
The proposed algorithm works in two stages, namely,
estimation of the direction of movement of an object
based on changes in sample pixel color in the area of the
object and estimation of the coordinates of the object’s
movement in that direction. The tracked object is
represented in the form of a histogram of the color of
the object using the hue color component of the pixel
object. The hue color is used to eliminate the luminance
effects of the environment around the object. The
influence of the background behind the object being
tracked is reduced by making a pixel weighting
distinction on the basis of the pixel’s position in the
ROI. The ROI is divided into several subareas. The
subarea at the center of the ROI is given the maximum
weight while that outside the object area is given the
minimum weight.
The sampling technique is used to accelerate the process
of forming histograms and calculating the direction of
movement of the object being tracked. The systematic
sampling method is chosen in this work because of its
ease in implementation. The pixels in the area of the
tracked object are chosen systematically at certain
intervals in the horizontal and vertical directions. In
other words, instead of all pixels, the pixel selected as a
sample is used to represent the object being tracked. In
this way, the number of pixels processed decreases to
1
from the original number of pixels in the ROI.
𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 2
Given this decrease, the number of iterations needed to
form the histogram and determine the direction of
movement of the object also decreases in the same ratio.
The position of the object after movement is estimated
by finding the point with the highest image histogram
similarities between the image histogram at the object's
location in the previous frame and the image histogram
at the same location in the current frame by using the
Makara J. Technol.
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Object Representation. The object to be tracked on the
video frame is in a square region called the ROI. The
object representation used in this algorithm uses the
image histogram. The image histogram is chosen
because the calculation method for image histogram
formation is simple. In addition, the image histogram
does not store the spatial position of the pixel object and
only stores pixel color information. Such feature is
beneficial when the object being tracked rotates, as
illustrated in Figure 2. The rotation of the object being
tracked will not greatly affect the shape of the histogram
because the histogram only considers the number of
pixels with a color in the ROI region. The shape of the
histogram is relatively fixed even though the position of
the pixel with that color changes.
The number of calculations on histogram formation is
reduced by performing class divisions on histograms at
certain intervals; these divisions are referred to as
histogram classes. The value of a pixel hue in the ROI is
assigned to the interval class. In this study, the number
of classes is adjusted on the basis of the number of
pixels in the ROI area by using Sturge’s rule. The hue
value is described as an angular degree (1° to 360°) so
that the value of the hue per pixel (ℎ𝑢𝑒𝑝𝑖𝑥𝑒𝑙 ) is in the
interval class (𝑏𝑖𝑛ℎ𝑢𝑒 ), as in Equation (1).
𝑏𝑖𝑛ℎ𝑢𝑒 = ℎ𝑢𝑒𝑝𝑖𝑥𝑒𝑙

𝑁𝑐𝑙𝑎𝑠𝑠 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙
360

(1)

Where 𝑁𝑐𝑙𝑎𝑠𝑠 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 is the number of histogram classes,
that is determined using Sturge’s rule [28], as seen in
Equation (2), where W is the width of the ROI (in pixel)
and H is the height of the ROI (in pixel).
𝑁𝑐𝑙𝑎𝑠𝑠 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = 1 + 3,322 log 𝑊𝐻

(2)

Pixel Weighting. The ROI can shift far enough from
the center of the object on the image histogram
formation because the spatial position of the pixel is not
stored. In addition, the area on the outside of the ROI
tends to be affected by objects other than the object
being tracked, including the background of the object
being tracked. This drawback is addressed by using the
difference in the weights of the pixel values according
April 2021 | Vol. 25 | No. 1
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to the position of the pixel area on the ROI. Area-based
weighting is proposed as a method for assigning weights
to each pixel in the ROI area on the basis of the pixel
area toward the center of the ROI.
Area-based weighting carries out pixel’s weighting
according to the subarea position in the ROI. Each
subarea can have its own predetermined weight. To
differentiate between areas that are at the center of ROI
and areas on the outside of ROI, we divide the ROI area
into nine subareas with three different weights
according to the region (Figure 3). The use of areabased weighting techniques reduces the weight of the
pixels that are on the outside of the ROI. In Figure 3, the
subarea of the ROI in the outside diagonal position is
given a weight of 𝐵3 while the subarea in the center of
the ROI is given a weight of 𝐵1 , where 𝐵3 ≤ 𝐵2 ≤ 𝐵1 . 𝛼
is the width of 𝐵1 , 𝛽 is the height of 𝐵1 , W is the width
of the ROI, and H is the height of the ROI. The
weighting value in this study based on the subarea
position in Figure 3 is formulated in Equation (3).
The “pixel weighting based on area” technique is used
because its calculation and implementation are easy. It
is also assumed to be sufficient to accommodate
deficiencies from object representations using histograms.

𝑊𝑒𝑖𝑔ℎ𝑡 =
𝑊−𝛼
𝑊+𝛼
𝐵1 , 𝑖𝑓 (𝑥 >
𝑎𝑛𝑑 𝑥 <
) 𝑎𝑛𝑑
(𝑦 >

2
𝐻−𝛽

𝐵2 , 𝑖𝑓 (𝑥 >
(𝑦 <

(𝑦 >
{

2
𝑊−𝛼

2
𝐻−𝛽

𝐵2 , 𝑖𝑓 (𝑥 <

𝑎𝑛𝑑 𝑦 <

2
𝐻−𝛽
2

𝑎𝑛𝑑 𝑥 <

𝑎𝑛𝑑 𝑦 >

2
𝑊−𝛼

2
𝐻+𝛽

2
𝐻+𝛽

𝑎𝑛𝑑 𝑥 >

𝑎𝑛𝑑 𝑦 <

)

2
𝑊+𝛼

2

(3)

)

2
𝑊+𝛼

2
𝐻+𝛽

) 𝑎𝑛𝑑

) 𝑎𝑛𝑑

)

𝐵3 , 𝑒𝑙𝑠𝑒

The value of each histogram class must be normalized
so that the total value of all histogram classes is 1.
Normalization is performed by dividing the value of
each histogram class by a constant, which is the total
value of the entire histogram class. In normal histogram
formation, the value of each histogram class is divided
by the number of pixels in the ROI area. In the pixel
weighting method, the value of each histogram class is
divided by a constant, which is the total area of the
entire subarea multiplied by the weight of each subarea.
The values of these constants are defined in Equation
(4).
𝐶 =

𝛼𝛽(𝐵1 − 2𝐵2 + 𝐵3 )
+ (𝛼𝐻 + 𝛽𝑤)(𝐵2
− 𝐵3 ) + 𝑊𝐻𝐵3

(4)

with
𝑥 = 𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑥 − 𝑎𝑥𝑖𝑠
𝑦 = 𝑝𝑖𝑥𝑒𝑙 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑦 − 𝑎𝑥𝑖𝑠
𝑊 = 𝑤𝑖𝑑𝑡ℎ 𝑜𝑓 𝑅𝑂𝐼 (𝑖𝑛 𝑝𝑖𝑥𝑒𝑙)
𝐻 = ℎ𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑅𝑂𝐼 (𝑖𝑛 𝑝𝑖𝑥𝑒𝑙)

Figure 2. Effect of Rotation of Object on the Value of the
Image Histogram

In the formation of a weightless image histogram, the
value of a particular histogram class is increased by 1
for each pixel with the color value in the histogram class
interval. The value of a particular histogram class is
increased by the weight of the pixel, as written in
Equation (3).
Color Model. The use of RGB color models to
represent pixel’s colors is considered sensitive,
especially when environment lighting changes around
the object. Changes in luminance can result in
significant changes in the RGB value of the pixel and
alter the shape of the image histogram. Significant
changes in the histogram value of the same object
decrease the value of similarity using the Bhattacharya
coefficient when the target and candidate histograms are
compared.

Figure 3. Difference in pixels’ Weighting Values Based
on Subarea

The Hue Saturation Luminance or HSL color model is
one of the frequently used color models. The HSL
divides color components into hue, saturation, and
luminance/lighting. By not considering the saturation

1
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and luminance values, the pixel’s hue value is used to
reduce the effect of lighting changes [29]. At the same
color and normal lighting, the change in value of the
RGB color components seems to be significant. In the
HSL model, a noticeable change only occurs in the
luminance value; the hue is relatively stable.
Pixel Sampling. Pixel sampling in the ROI is aimed at
reducing the number of iterations in the formation of
image histograms and calculating the direction of the
movement of objects. In this study, pixel samples are
taken systematically with the distance between i pixels
in the horizontal and vertical directions. With this
method, the number of pixels sampled on the ROI is
(1⁄(i*i)) of the total number of pixels in the ROI. How
the pixel sampling is systematically carried out on the
ROI is shown in Figure 4.

Figure 4. Systematic Pixel
Objects on ROI

Sampling

to

Represent

Determination of Object Movement Direction. The
direction of object movement is determined by
calculating the centroid coordinates using the image
moment. The calculation is carried out by obtaining the
interval class from the hue value of the affected pixel
sample and then calculating the root of the interval class
ratio between the target hue histogram and the candidate
𝐶𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔
(5
hue histogram as a multiplier of the sample pixel
((𝐵1 − 2𝐵2 + 𝐵3 )𝛼𝛽 + (𝐵2 − 𝐵3 )(𝛼𝐻 + 𝛽𝑊) + 𝐵3 𝑊𝐻)
)
coordinates. Algorithm 2 determines the direction of
=
𝑖2
movement of the ROI.
As a result of the application of sampling to pixels, the
value of the normalization coefficient in Equation (4)
will decreases to 1⁄𝑖 2 from the initial value, resulting in
Equation (5).

Overall, Algorithm 1 is the pseudocode that illustrates
the process of forming image histograms from this
object tracking algorithm.
Input
: image, ROI (size and current location),
number of histogram classes,
Output : Hue Array (Histogram),
1.

2.
3.
4.

5.

Calculate the divider value by the formula:
360
𝑝=
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝐶𝑙𝑎𝑠𝑠𝑒𝑠
Create an array to store the hue with a
capacity of 𝑝,
Get the image in the ROI area and save it to
the 𝐵𝑀𝑃 variable.
For each pixel exposed as a pixel sample at
𝐵𝑀𝑃, do:
a. Calculate the pixel weighting value
using Equation (3),
b. Obtain a hue class index using
Equation (1),
c. Add the value of the hue array with
an array index from step (b) equal
to the weight value of step (a)
divided by the value of Equation
(5).
Return array hue as algorithm output.

𝜔=√

𝐻𝑇𝑎𝑟𝑔𝑒𝑡 [𝑘]
𝐻𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 [𝑘]

c. Change the value of:
_𝑀𝑜𝑚𝑒𝑛𝑡1𝑋 = _𝑀𝑜𝑚𝑒𝑛𝑡1𝑋 + 𝜔𝑥;
_𝑀𝑜𝑚𝑒𝑛𝑡1𝑌 = _𝑀𝑜𝑚𝑒𝑛𝑡1𝑌 + 𝜔𝑦;
_𝑀𝑜𝑚𝑒𝑛𝑡00 = _𝑀𝑜𝑚𝑒𝑛𝑡00 + 𝜔
3. Calculate the value of
𝑀𝑜𝑚𝑒𝑛𝑡1𝑋
𝑀𝑜𝑚𝑒𝑛𝑡1𝑌
𝐷𝑥 =
𝑎𝑛𝑑 𝐷𝑦 =
𝑀𝑜𝑚𝑒𝑛𝑡00
𝑀𝑜𝑚𝑒𝑛𝑡00
4. Change the value of current ROI coordinate
to
𝑅𝑂𝐼𝐾𝑎𝑛𝑑𝑖𝑑𝑎𝑡 . 𝑋 = 𝑅𝑂𝐼. 𝑋 + 𝐷𝑥 𝑎𝑛𝑑 𝑅𝑂𝐼𝐾𝑎𝑛𝑑𝑖𝑑𝑎𝑡 . 𝑌
= 𝑅𝑂𝐼. 𝑌 + 𝐷𝑦
5. Return the value as the algorithm output.

Algorithm 1. Histogram Formation Algorithm

Makara J. Technol.

Input : image, ROI size and current location, target
and candidate histograms
Output : coordinates of candidate ROI location
1. Perform image acquisition in the ROI area
and save it to the 𝐵𝑀𝑃 variable.
2. For each pixel in coordinates (𝑥, 𝑦) at 𝐵𝑀𝑃
that is exposed as a pixel sample with 0 <
𝑥 < 𝑊 and 0 < 𝑦 < 𝐻, do:
a. Obtain the hue class index using
Equation (1) and save it to the 𝑘
variable,
b. Calculate weight 𝜔 with,

Algorithm 2. Determination of Object Movement Direction

1
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4.
5.

Figure 5. Illustration of the Best Candidate Location Search

Determination of Optimum ROI Location. On the
basis of the coordinates of the candidate ROI location in
Algorithm 2, a straight line is obtained between the
center of the previous ROI location and the candidate
ROI (Figure 5). This line is extended as far as the
tolerance value. The coordinates of the point with the
highest similarity value between the target histogram
and the candidate histogram are determined on the basis
of the Bhattacharya coefficient value and using the
simulated annealing algorithm.
The gradient value m is calculated on the basis of the
coordinates of the ROI position and the coordinates of
the candidate ROI position according to Algorithm 2.
Equation (6) is used in the calculation.
𝑚=

𝐶𝑒𝑛𝑡𝑒𝑟𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . 𝑌 − 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑌
𝐶𝑒𝑛𝑡𝑒𝑟𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . 𝑋 − 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑋

(6)

To obtain a set of value pairs (x,y), which will act as the
candidate center coordinates of the ROI, we shift the
value of x every one pixel between MinSearchSpace and
MaxSearchSpace. The value of y can be obtained by
Equation (7).
𝑦𝑖 = 𝑚(𝑥𝑖 − 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑋) + 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑌

(7)

This set of value pairs is then used as input for the
simulated annealing algorithm by maximizing a
function with the Bhattacharya coefficient value (ρ).
The optimum location determination algorithm is
presented in Algorithm 3.
Input : image, ROI size and current location, target
and candidate histograms, 𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒
Output : optimum coordinates of candidate ROI
location
1. Save the coordinates of the location of the
ROI (𝑥, 𝑦) on the variable Centerold,.
2. Calculate the coordinates of the candidate
ROI location (𝑥, 𝑦) using
3. Algorithm 2. Determination of Object
Movement Direction
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and save it to a variable CenterCandidate.
Calculate the gradient of the straight line with
Equation (𝑚) and that between the two points
in step (1) and step (2) with Equation (6),
6. If the value of 𝐶𝑒𝑛𝑡𝑒𝑟𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . 𝑋 ≥
𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑋, then
𝑀𝑎𝑥𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒 = 𝐶𝑒𝑛𝑡𝑒𝑟𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . 𝑋 +
𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒
𝑀𝑖𝑛𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒 = 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑋
else,
𝑀𝑎𝑥𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒 = 𝐶𝑒𝑛𝑡𝑒𝑟𝑂𝑙𝑑 . 𝑋
𝑀𝑖𝑛𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒 = 𝐶𝑒𝑛𝑡𝑒𝑟𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . 𝑋 −
𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒
7. For each 𝑋 as a point between
𝑀𝑎𝑥𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒 and 𝑀𝑖𝑛𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑝𝑎𝑐𝑒,
calculate the value of 𝑌 using Equation (7).
8. Find the pairs of values (𝑥, 𝑦) from step (5)
that give the largest Bhattacharya
coefficient value using the simulated
annealing algorithm.
9. Return the pair of values (𝑥, 𝑦) as the
algorithm output.
Algorithm 3. Algorithm for Determining the Best ROI
Location

Design of Proposed Algorithm. The algorithm basically
works in two stages, namely, determining the direction
of movement of the object and then estimating the best
location of the object (ROI) in that direction using
simulated annealing. Algorithms 1 and 3 are used to
change the steps of histogram formation and determine
the direction of movement of objects in the mean-shift
algorithm. Algorithm 1 is then used to form an image
histogram, and Algorithm 3 is used to determine the
direction of movement of the objects, as shown in
Algorithm 4.
Input
: Video frame
Output : ROI (location of ROI in each frame)
1. Determine the pixel sampling method that
will be used.
2. Obtain the image of the current video frame
(𝐹𝑟𝑎𝑚𝑒𝑂𝑙𝑑 ).
3. Determine the area and location of the ROI
(tracked object).
4. Calculate the number of histogram interval
classes using Equation (2).
5. Create a target histogram with
6. Algorithm 1.
Histogram
Formation
Algorithm
7. .
8. Move
to
the
next
video
frame
(𝐹𝑟𝑎𝑚𝑒𝐶𝑢𝑟𝑟𝑒𝑛𝑡 ).
9. Perform the following steps until the ROI
location does not change or until a certain
iteration is reached:
a. Create a candidate histogram using
b. Algorithm 1. Histogram
Formation
Algorithm
c. from the ROI location,
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d.

Determine the new location of the ROI
with Algorithm 3,
e. Move the ROI to the location in step (b).
10. 𝐹𝑟𝑎𝑚𝑒𝑂𝑙𝑑  𝐹𝑟𝑎𝑚𝑒𝐶𝑢𝑟𝑟𝑒𝑛𝑡 and return to
step (5) until the last video frame.

Parameter Proposed Algorithm

Mean shift

Classes

Algorithm 4. Proposed algorithm for object tracking

4. Simulation and Evaluation
Simulation is aimed to evaluate the ability of the
proposed algorithm to overcome certain conditions that
can occur in the environment. A number of treatments
to simulate changes in environmental conditions are
carried out to ensure that the conditions do not
significantly affect object tracking. The simulation and
evaluation are carried out using a computer installed
with Windows 7™, Intel® Core™ i7-3740QM
processor @ 2.70 GHz CPU, 16 GB RAM, and a default
camera with a resolution of 640 × 480 pixels for video
capture. Lighting manipulation is conducted with Dell
Webcam Central™ software by making changes to the
brightness and contrast when the camera records
objects. The parameters for simulation and evaluation
are shown in Table 1.

Pixel
Sampling

Systematic with an interval of 3
pixels

Internal
Loop

Optimized with simulated
annealing

-

The pixels in the video frame are treated as pixels with a
depth of 24 bpp. Each algorithm is given 999 frames of
images for processing. The addition of one frame
serving as the first frame of the video is processed using
the cascade classifier algorithm to obtain the ROI
automatically. Visual Basic 2017™ is used to
implement algorithms into a testing program. Several
simulation results are shown in Figure 6.
Algorithm performance is evaluated by comparing the
average execution time of the proposed algorithm
against that of the mean shift. The execution time per
frame is then tested using one-tail t-test statistics with
two independent sample groups while assuming
different population variances using Microsoft Excel
2010™.
Table 1.

Parameters for Simulation and Evaluation

Parameter Proposed Algorithm

Pixel
Weighting

Area-based weighting, with the
area parameters for the value of
α rated as 1⁄3 of the width of
the ROI (α = 𝑊⁄3) and with the Epanechnikov
Kernel
value of β being 1⁄3 of the
𝐻
height of the ROI (β = ⁄3).
The values of B1, B2, and B3 are
1, 0.75, and 0.5, respectively.

Color Model HSL (only the hue is used)
Number of
Histogram

Mean shift

RGB

Adaptive using Sturge’s rule
according to the size of the ROI 20 Class
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Figure 6. Algorithm Simulation with Rotational Conditions
on Objects, Luminance, Contrast, and Size
Changes

The initial testing hypothesis (𝐻0 ) states that no
difference in average tracking speed exists between the
1
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proposed algorithm and the mean-shift algorithm.
Figure 7 shows the results of the one-tail t-test conducted
under the assumption of an unequal population variance.
Here, two independent samples are used to compare the
average processing times of the proposed algorithm and
the mean-shift algorithm with a 95% confidence level.
Variable 1 is the proposed algorithm, and Variable 2 is
the mean-shift algorithm. Figure 7 shows that the value
of pvalue-one tail (1.31565E-52) is smaller than the value of
𝛼 (0.05). Hence, with a 95% confidence level, 𝐻0 is

Sum
Average
Max

Variable 1
83,580.816
83.664
262.015

Variable 2
116,748.680
116.866
461.026

Figure 7. Results of Statistical t-Test Test Between the
Proposed Algorithm and the Mean-shift
Algorithm

rejected; that is, a statistical difference in average
processing time exists between the proposed algorithm
and the mean-shift algorithm, with the former being
faster than the latter. From the 999 picture frames given,
the average tracking time of the proposed algorithm
approaches 84-262 ms, whereas that of the mean-shift
algorithm is 116-461 ms. Moreover, the proposed
algorithm tends to have a relatively stable tracking time.
The test results show that time variance value for the
proposed algorithm is about 1 s and that for the meanshift algorithm is 3 s.

5. Conclusion
This work proposes an algorithm with fast performance.
The algorithm’s resistance to changes in environmental
conditions is determined in simulations. The proposed
algorithm has an average processing time of around
83.66 ms per picture frame. The process time variance
between frames is about 1 s. The p-value of the one-tail
t-test is much smaller than the tolerance value of the test
error (5%). This result proves that statistically, the
proposed algorithm has a faster average processing time
than the mean-shift algorithm. For future research, the

Makara J. Technol.
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proposed algorithm can be enhanced to solve threedimensional tracking problems.
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