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Abstract: We study a simple example of holographic thermalization in a confining
field theory: the homogeneous injection of energy in the hard wall model. Working
in an amplitude expansion, we find black brane formation for sufficiently fast energy
injection and a scattering wave solution for sufficiently slow injection. We comment
on our expectations for more sophisticated holographic QCD models.
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1. Introduction
The use of gauge/gravity duality to study the thermalization of strongly coupled
field theories has been an active area of research, with potential applications to
ultrarelativistic heavy ion collisions, strongly correlated electron systems and cold
atoms. In particular, heavy ion collisions at RHIC or LHC are often modeled as the
sudden injection of energy in a conformal field theory with gravity dual, or as the
collision of sheets of energy in such a theory.
QCD is not a conformal theory, but conformal invariance is in any case bro-
ken in the resulting finite temperature state. Therefore, one may hope that the
simplest AdS/CFT models will share qualitative features with QCD, perhaps even
allowing order-of-magnitude estimates for certain quantities, such as thermalization
times. Having said this, it would clearly be interesting to study thermalization in
holographic theories that are closer to QCD, in particular in confining theories. The
purpose of the present paper is to do so for the simplest model, namely the homoge-
neous injection of energy in the hard wall model [1].1
Generic holographic thermalization models require the use of numerical general
relativity [4], and it will be interesting to extend those techniques to confining mod-
els. However, interesting models exist that allow an analytic treatment [5], and a
confining version of those will be the main focus of the present paper. Starting from
the field theory vacuum, we will briefly turn on a source with amplitude of order
ǫ ≪ 1 during a time δt. This causes a shell of energy to fall into the interior of the
dual bulk spacetime. In the case that the boundary field theory is a CFTd (dual
to AdSd+1), this process is described in [5].
2 For a translationally invariant setup3,
it was shown that this always results in black brane formation at small amplitude
(which physically corresponds to the injection time being short compared to the in-
verse temperature of the black brane to be formed). To leading non-trivial order
in the amplitude ǫ the black brane horizon radius is given by rh ∼ ǫ2/d/δt. To this
order, the bulk geometry is given by the AdS-Vaidya metric, which has turned out
to be a very useful model for holographic thermalization. In various works, the time
evolution of various probes has been computed, including expectation values of local
gauge-invariant operators [5], spectral functions [13], equal-time two-point functions,
Wilson loops [14], entanglement entropy [14, 15, 16, 17, 18], mutual and tripartite
information [19, 20, 21], and causal holographic information [22].4
The paper [5] also analyzed spherical shell collapse in global AdS, dual to the
homogeneous injection of energy on a sphere at some moment of time. Here, a much
1Shock wave collisions in confining models have been studied in [2, 3].
2See [6] for a numerical study of this process (see also [7, 8, 9, 10] for similar techniques used in
a slightly different setup), and [11] for earlier work on a closely related setup.
3Inhomogeneities were included in [12].
4See [13] for a longer list of references to related work.
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richer structure was found, depending on the ratio x ≡ δt/R, with R the radius of
the sphere, and we focus on x ≪ 1. For x ≪ ǫ2/d, one forms a large black hole; for
ǫ2/d ≪ x≪ ǫ1/(d−1) a small black hole; and for ǫ1/(d−1) ≪ x a wave that scatters back
to the boundary of AdS (after which it would reflect from the boundary, leading to
more complicated evolution on longer timescales, the detailed analysis of which was
beyond the scope of [5]).5 A review of these results can be found in Appendix A.
These possibilities depend crucially on the structure of black hole solutions in
global AdS (namely on the existence of both large and small black holes). The
starting point of our present paper is that a similarly rich structure of black brane
solutions can be found in confining holographic models with the dual field theory
living in Minkowski spacetime (as opposed to a cylinder as for global AdS). An
overview of confining holographic models and their black brane solutions is given in
section 1.1. The simplest of these confining models is the hard wall model, which
we will analyze using the techniques of [5]. In this model, schematically depicted in
figure 1, the background geometry is AdSd+1, but the spacetime is cut off at some
finite value r = r0, which corresponds to the location of the so called hard wall.
The radial coordinate r then ranges from r0 to ∞. The location of the hard wall is
proportional to the confinement scale Λ of the boundary theory: r0 ≃ Λ. This model
only has black branes with event horizon rh ∼ ǫ2/dδt larger than r0.
r = 0 r = r0 r =∞
rh ∼ ǫ2/dδt
Figure 1: Schematic representation of the bulk in the hard wall model. The portion r < r0
is removed from the spacetime, so only black branes with rh > r0 can be formed.
In the remainder of this introduction, we first review various confining holo-
graphic models and their black brane solutions, after which we motivate the use
of the bulk axion to inject energy. Then we describe our results in the hard wall
5The question whether global AdS is nonlinearly stable under perturbations similar to those
considered in [5] has been the subject of recent debate. In [7], it was argued that a weakly turbulent
instability leads to black hole formation after a number of reflections from the boundary. More
recent work [23, 24, 25] has shown that this may or may not happen depending on the details of
the initial energy distribution.
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model. Finally, we discuss these results, and speculate on what would happen in
other models.
1.1 Confining holographic theories
While the concrete results of the present paper will be limited to the simplest con-
fining model, our eventual goal is to study more realistic holographic models for
QCD. With that purpose in mind, we now give an overview of confining holographic
models, with an emphasis on their finite temperature solutions (in particular black
branes), which are crucial for studies of thermalization.
Confinement is defined in terms of the behavior of the expectation value of the
Wilson loop operator in a given (semiclassical) state. In the holographic context,
the general conditions for confinement were studied in [26]. The conclusion is that if
the string frame metric scale factor has a minimum and at that minimum the scale
factor is non-zero, then the Wilson loop shows area behavior, the string tension is
finite and the theory confines.
There are several holographic setups that implement confinement in holography.
Among the top-down ones, the earliest and simplest is the black D4-brane model [27],
which describes 5d maximally supersymmetric Yang-Mills (YM) compactified to 4d
on a circle with supersymmetry breaking boundary conditions. Its geometry involves
a conformally flat Minkowski part, and a cigar geometry involving the holographic
radial direction and the fifth (compact) direction. In this solution there is confine-
ment, as there is an endpoint in the bulk geometry (the tip of the cigar) where the
scale factor reaches a minimum while remaining finite in accordance with [26]. There
are top-down generalizations of this setup that have more complicated geometries.
At finite temperature the black D4 theory has a non-trivial structure. There is a
first order transition [28], to a deconfined phase, but there is also the analogue of
the small black hole solutions at any temperature. Moreover, these solutions have
vanishing temperature at vanishing horizon size and are therefore locally (perturba-
tively) stable. Moreover, at high temperature the physics is five-dimensional. The
phase structure was recently challenged in [29].
There are also bottom-up holographic theories that implement confinement and
can be tuned to describe YM theory at large N . The crudest of all is the so called
hard wall model [1]. It is a slice of AdS5 where the radial coordinate varies from
the boundary to an IR cutoff r0. The presence of this IR “wall” provides by fiat
a minimum for the scale factor and again a computation of the Wilson loop here
indicates confinement [26]. The hard wall background was used to describe, with
some success, the meson sector [30], by providing a confining background on which
the flavor fields propagate. It has also been rather successful in fitting deep inelastic
scattering data from HERA [31, 32, 33]. Its main advantage is its simplicity, although
it falls short in several ways in describing the dynamics of large-N YM. At zero
temperature, it exhibits confinement, but
– 4 –
• The glueball (radial) trajectories have masses that asymptote as mn ∼ n for
large n, instead of the expected mn ∼
√
n.
• The magnetic charges are confined (instead of screened) [34, 35].
At finite temperature it exhibits a deconfining phase transition [36], to a black brane
phase. The black branes are of course the large AdS-Schwarzschild black holes and
implicit in the transition is that such black branes exist only if the horizon position
in the radial direction rh is outside the hard wall, rh > r0. Moreover, the equation
of state for the deconfined phase is exactly conformal.
A modification of the hard wall model, the soft-wall model [37], was introduced
in order to render meson radial trajectories linear. In the gluon sector, however, the
background does not satisfy equations of motion and therefore thermodynamics is
ill-defined among other things.6
A more sophisticated bottom-up model for YM is Improved Holographic QCD
(IHQCD) [34, 35]. It was conceived to abide by string theory input and holographic
dictums, and at the same time match YM features at zero and finite temperature (a
review can be found in [39] and a string theory motivation in [40]). The non-trivial
confining geometry in IHQCD is driven by a dilaton potential, which implements
the renormalization group running of the YM coupling, dual to the bulk dilaton
field. As the bulk theory is five-dimensional, there is a mild singularity in the IR end
of the geometry that is repulsive7 and therefore innocuous for low energy physics.
The theory at zero temperature exhibits confinement, a mass gap, and linear (i.e.,
mn ∼
√
n) glueball trajectories. It is also interesting that the feature of the dilaton
potential responsible for the linear trajectories, is also responsible for the T 2 behavior
of the free energy just above the deconfining transition [42]. Confinement in IHQCD
happens non-trivially. Although the Einstein frame scale factor is monotonic and
decreasing towards the IR as the null energy condition dictates, the string frame scale
factor is different (as the dilaton is non-trivial), and it has a non-trivial minimum at
the interior of the geometry, and always at finite distance from the IR singularity.
The existence of this minimum is responsible for the confining property [35].
At finite temperature, and up to a minimum temperature Tmin there are no black
brane solutions. This property is directly correlated with the existence of the mass
gap in the zero temperature theory [43, 44]. Therefore, for T < Tmin there is a
6By contrast, the hard wall model can be rigorously defined by putting a boundary in the
infrared and imposing appropriate boundary conditions [38]. Then the solution is an extremum of
a gravitational action, and thermodynamics makes sense. This cannot be done for the soft wall
model [], and this is why the energy and the entropy computed in the soft wall model do not satisfy
the first law.
7This in particular means that (a) it satisfies the Gubser bound [41], (b) Wilson loops remain
always a finite distance from the singularity, (c) the fluctuation problem and associated spectra do
not depend on the resolution of the singularity [35].
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single saddle-point solution with the appropriate boundary conditions, namely the
thermal-gas solution (this, as usual, is the T = 0 solution with time compactified in
accordance with the temperature). The system therefore is in the confined phase.
At T > Tmin apart from the thermal gas solutions, there are also two black brane
solutions, a small (and thermodynamically unstable) one, and a large one (which
is stable). This situation is reminiscent of global AdS, although here the black
brane horizons are flat. Finally, at Tc > Tmin there is a first order phase transition
to the large black brane solution that models the deconfined plasma phase. The
thermodynamics of small black branes in IHQCD is very different from those of flat
space. It has been analyzed in [45] where the formation of black branes in heavy ion
collisions was discussed.
By tuning two phenomenological parameters, IHQCD can describe very well
both T = 0 glueball spectra, as well as the finite temperature thermodynamic func-
tions [46]. A recent high-precision lattice study of large-N YM thermodynamics has
indicated that N = 3 is very close to N = ∞, and that it agrees very well with
IHQCD [47], (see [48] for a recent review of large-N lattice calculations). Moreover,
the model has been used to compute the bulk viscosity as well as heavy quark energy
loss [49, 50].
There is an alternative model for describing the thermodynamics of QCD, due
to Gubser and Nellore [51]. The focus of this model was to describe QCD thermo-
dynamic functions well and in particular to have a rapid crossover in the entropy
rather than a phase transition, a fact valid in QCD with small but finite masses for
the light quarks. Therefore, it does not have confinement at zero temperature. This
affects the structure of the black brane solutions. The model has black branes at all
temperatures and a “deconfining” transition at T = 0+ to the black brane phase. In
this model, all black branes are stable.
As we have seen above, different models that exhibit confinement have a differ-
ent structure of black branes at finite temperature, and this signals that they will
probably have different processes for thermalization. In this work, we focus on the
simplest of them, the hard wall model.
1.2 Glueballs and axions
There is a further issue in the thermalization problem we are studying: the “channel”
we use to inject energy into the system. In the conformal case, a massless scalar was
used in [5], mainly because it is the simplest to describe.
In YM there are in principle several fields that can be used to inject energy.
One is the stress-tensor, corresponding to injecting energy via the metric in the dual
holographic theory [11]. Another operator is the YM lagrangian, Tr[F 2], dual to the
dilaton. Although this operator is marginal in the UV (and therefore dual to a mass-
less bulk scalar), it acquires a non-trivial anomalous dimension, and becomes strongly
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relevant in the IR. It can be used to inject energy, and this is a very interesting way
to do it, however the analytic problem is very hard.
YM has also another marginal operator, the instanton density, Tr[F ∧ F ]. It is
dual to a bulk axion field. The fact that this operator is marginal to all orders in
perturbation theory indicates that the dual scalar has no potential to leading order in
the large-N expansion8. This is in accord with the string theory Peccei-Quinn shift
symmetry of the string axion. Of course, non-perturbative contributions will affect
the renormalization of this operator, and these appear in terms of kinetic mixing
between the dilaton and the axion [46, 52]. The spectrum associated with this bulk
field gives rise to the 0−+ glueball tower in YM theory.
In the hard wall model, there is no running of the dilaton and therefore the kinetic
mixing is not relevant. We may therefore consider the axion as a true massless bulk
field and this is what we will use in the sequel to inject energy into the theory.
1.3 Results
We inject energy in the hard wall model using a massless scalar field a. While many of
our formulas will be valid in more general dimensions, we focus on the case where the
boundary theory has d = 3 space-time dimensions for simplicity and concreteness.
As mentioned before, the energy scale Λ = r0, defined by the position of the hard
wall, defines the confinement scale of the theory. At a given time t = 0 we briefly turn
on a homogeneous source as for (the operator dual to) the scalar field with amplitude
of order ǫ during a time δt. Determining the result of this perturbation at the UV
boundary in the bulk corresponds to solving the full set of Einstein’s equations with
the boundary condition for the scalar field determined by the source as. This is a
system of coupled, non-linear partial differential equations. These equations can be
linearised by expanding the fields in the amplitude ǫ ≪ 1 of the disturbance and
then solved order by order. For arbitrary profiles of the source as, we find explicit
solutions for the leading corrections to the background in the amplitude expansion
which are of order ǫ for the scalar field and of order ǫ2 for the metric. By analyzing
these perturbative solutions, we can separate two clearly distinct classes of solutions
depending on the amplitude ǫ, the injection time δt and the location of the hard wall
Λ. For d = 3 and Λ δt≪ 1 we have the following two cases:9
• If ǫ2 & (Λ δt)3, an AdS-Schwarzschild black brane is formed in the bulk, with
event horizon rh ∼ ǫ2/3δt . The leading non-trivial terms in the ǫ-expansion
describe an infalling solution for the scalar field and a Vaidya type metric. As
explained in [5], naive perturbation theory in ǫ breaks down for times of order
1/T ∼ 1/rh, but can be resummed by taking AdS Vaidya (rather than AdS) as
8YM instantons will eventually generate a potential. The expectation is that it will be exponen-
tially suppressed at large N .
9The complementary regime Λ δt≫ 1 is discussed in Section 5.3.
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the starting point for the perturbative expansion. The hard wall remains well
inside the event horizon at all times, so it does not influence the solution outside
the event horizon, and the process is essentially identical to that studied in [5].
• If ǫ2 ≪ (Λ δt)5, the infalling shell scatters from the hard wall. To leading non-
trivial order in the ǫ-expansion, the shell keeps scattering between the hard wall
and the UV boundary. The leading backreaction on the metric can be shown
to remain small compared to the background. We comment on corrections to
this picture in section 1.4. This regime is analogous to the scattering wave
regime in global AdS [5], with the confinement scale playing the role of 1/R.
So as could have been expected, confinement drastically alters the thermalization
process. In the absence of a hard wall (Λ = 0), a black brane would always be
formed in planar AdS. When a hard wall is present, two different “phases” can be
distinguished (see Figure 2). The perturbative analysis presented in this paper is
insufficient to determine the bulk solution in the intermediate regime.
ǫ
Λδt
∼ (Λδt) 32 ∼ (Λδt) 52
Black brane
Scattering
Figure 2: Different phases depending on the amplitude ǫ, the injection time δt and the
location of the hard wall Λ.
1.4 Discussion and outlook
We have seen that to leading non-trivial order in the amplitude expansion, for short
injection times a black brane is formed, whereas for longer injection times (but still
short compared to the QCD scale), the shell scatters back and forth between the
boundary and the hard wall. In the regime where a large black brane is formed
dynamically, we are automatically in the temperature range where the large black
brane is thermodynamically favored (namely above the confinement scale Λ).
An important question is how nonlinear effects modify the scattering solution.
For an infalling shell in global AdS, weak turbulence may occur, causing energy to
be focused and a small black hole to be formed after one or more reflections from the
AdS boundary [7] (see, however, [23, 24, 25]). In the hard wall model, however, there
are no obvious analogues of these small black holes10, and the scattering solution does
10At least no translationally invariant ones.
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not contain enough energy to form an AdS-Schwarzschild black brane (since the black
brane it would form in the absence of the hard wall would have a horizon “inside”
the wall, meaning it would be lighter than any AdS-Schwarzschild black brane with
horizon outside the wall).
This still leaves open the question what the final state of the “scattering solution”
will be: does the solution keep oscillating forever? We expect that over a sufficiently
long timescale, the solution will eventually thermalize (into a thermal gas, not a
black brane), as was expected by [5] for global AdS (before the weakly turbulent
instability of related models had been pointed out [7]).
An obvious next step is to understand the effects of a more realistic confining
geometry on the thermalization of a scalar pulse. In confining models with small
black branes, including IHQCD, we expect the situation to be more complicated,
and more similar to that in global AdS. Depending on the injection time, we expect
the formation of a large black brane, a small black brane or (at least initially) a
scattering wave. It would be interesting to explore the late-time behavior of the
scattering wave solution, which might exhibit a weakly turbulent instability towards
the formation of a small black brane. We are currently carrying out this analysis,
which requires numerical general relativity, and hope to report on it in a sequel to
the present paper.
Heavy ion collisions provide an obvious motivation for this work, so it is tempting
to speculate on (naive) extrapolations of our results to QCD. For collisions at RHIC
or the LHC, the crossing time δt is short compared to the (initial) temperature T of
the plasma to be formed (which implies ǫ ∼ (Tδt)d/2 < 1 and is therefore consistent
with the amplitude expansion) and the QCD scale (which implies that we would
either form a black brane or a thin scattering shell). Comparing Λδt with ǫ2/d, we
can see that in the regime in which a black brane is formed, the temperature is high
compared to the QCD scale, corresponding to a deconfined plasma.
2. Setup of the model
The gravitational dual of our model is determined by the Einstein-Hilbert action
including a negative cosmological constant which is minimally coupled to a massless
scalar field:
S = 1
2κ2
∫
dd+1x
√−g
(
R +
d(d− 1)
L2
− 1
2
(∂a)2
)
. (2.1)
The above action results in the equations of motion
Eµν ≡ Gµν − d(d− 1)
2L2
gµν −
(
1
2
∂µa∂νa− 1
4
gµν(∂a)
2
)
= 0 (2.2)
and
✷a ≡ 1√−g∂µ
(√−ggµν∂νa) = 0. (2.3)
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We are interested in a translationally invariant setup and will focus on homoge-
neous planar solutions to these equations. Therefore we use the following ansatz for
the metric and the scalar field:
ds2 = −g(r, v)dv2 + 2drdv + f 2(r, v)d~x2 and a = a(r, v). (2.4)
This form ensures that Evxj = Erxj = 0 and Exixj = 0 (for i 6= j) are automatically
satisfied. The conditions Err = 0, Erv = 0 and ✷a = 0 imply that Exixi = 0 and
d
dr
(rEvv) = 0. Therefore it is sufficient to solve the equations Err = 0, Erv = 0 and
✷a = 0, supplemented by imposing Evv = 0 at a particular value of r, to solve all
components of equation (2.2). Since
Err = −(d− 1)∂
2
rf
f
− 1
2
(∂ra)
2,
2Erv + gErr =
(d− 1)
f d−1
∂r
(
f d−2 (g∂rf + 2∂vf)
)− d(d− 1)
L2
,
Evv + gErv =
(d− 1)
2f
(−2∂2vf + ∂vf∂rg − ∂rf∂vg − 2g∂v∂rf)
− 1
2
(
(∂va)
2 + g(∂ra)(∂va)
)
,
✷a =
1
f d−1
(
∂r
(
f d−1g∂ra
)
+ ∂r
(
f d−1∂va
)
+ ∂v
(
f d−1∂ra
))
,
these requirements result in the equations
−2(d− 1)∂2rf = f(∂ra)2, (2.5)
∂r
(
f d−2 (g∂rf + 2∂vf)
)
=
df d−1
L2
(2.6)
and
∂r
(
f d−1g∂ra
)
+ ∂r
(
f d−1∂va
)
+ ∂v
(
f d−1∂ra
)
= 0. (2.7)
In the absence of the scalar field (a(r, v) = 0) these differential equations are
solved by f(r, v) = r/L and g(r, v) = (r/L)2. The metric thus becomes
ds2 = − r
2
L2
dv2 + 2drdv +
r2
L2
d~x2 = L2
dr2
r2
+
r2
L2
(−dt2 + d~x2), (2.8)
which is that of AdSd+1 in Poincare´ coordinates after the substitution v = t− L2r . By
convention, we set the AdS radius L in this text equal to 1, such that all quantities
are dimensionless. Now we will perturb this background by turning on a small source
as(v) (of order ǫ) at the boundary around v = 0 during an injection time δt:
as(v) = 0 (v < 0)
as(v) = ǫ a0(v) (0 < v < δt) (2.9)
as(v) = 0 (δt < v)
– 10 –
To investigate the influence of this perturbation, we will solve equations (2.5,
2.6, 2.7) with initial conditions given by the background
f(r, v) = r , g(r, v) = r2 and a(r, v) = 0 for v < 0. (2.10)
The boundary conditions at the UV boundary (r →∞) in our setup are given by
lim
r→∞
f(r, v)
r
= 1 , lim
r→∞
g(r, v)
r2
= 1 and lim
r→∞
a(r, v) = as(v). (2.11)
In fact, in order to fix the gauge redundancy of our metric ansatz completely, we
need to restrict these further to
f(r, v) = r
(
1 +O
(
1
r2
))
, (2.12)
g(r, v) = r2
(
1 +O
(
1
r2
))
, (2.13)
a(r, v) = as(v) +O
(
1
r
)
. (2.14)
This setup so far corresponds exactly to the one used in [5]. The additional boundary
condition that we need to impose in our setup is due to the presence of a hard wall
in the bulk. At the location of the hard wall (r = r0) we impose Neumann boundary
conditions on the scalar field
0 = (nµ∂µ)a(r, v)|r=r0 =
(√
g
∂
∂r
+
1√
g
∂
∂v
)
a(r, v)
∣∣∣∣
r=r0
, (2.15)
or Dirichlet boundary conditions
0 = a(r, v)|r=r0 . (2.16)
Note that the function g = g(r, v) that appears here should not be confused with the
metric determinant g = det(gµν).
3. Amplitude expansion
Assuming the source of the scalar field to be small enough (ǫ ≪ 1), we can expand
the fields in the amplitude of the disturbance:
f(r, v) = r +
∞∑
n=1
ǫnfn(r, v), (3.1)
g(r, v) = r2 +
∞∑
n=1
ǫngn(r, v) (3.2)
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and
a(r, v) =
∞∑
n=1
ǫnan(r, v). (3.3)
For all n we have the initial conditions
fn(r, v) = 0 , gn(r, v) = 0 and an(r, v) = 0 for v < 0 (3.4)
and the boundary conditions at the UV boundary (r →∞)
gn(r, v) 6 O (1) , fn(r, v) 6 O
(
1
r
)
and


an(r, v) 6 O
(
1
r
)
for n > 1,
lim
r→∞
a1(r, v) = a0(v).
(3.5)
We can now solve the equations of motion order by order in ǫ. This results in linear
differential equations at each order. At zeroth order the equations of motion are
solved by the background. At first order the equations of motion result in
−2(d− 1)∂2rf1 = 0, (3.6)
∂r
(
(d− 2)f d−30 f1 (g0∂rf0 + 2∂vf0) + f d−20 (g0∂rf1 + g1∂rf0 + 2∂vf1)
)
= d(d−1)f d−20 f1
(3.7)
and
∂r
(
f d−10 g0∂ra1
)
+ ∂r
(
f d−10 ∂va1
)
+ ∂v
(
f d−10 ∂ra1
)
= 0. (3.8)
The first two of these can be easily solved by f1(r, v) = g1(r, v) = 0, which implies
that there is no backreaction on the metric at first order. So only the equation (3.8)
remains. Given this solution at first order the equations of motion at second order
result in
−2(d− 1)∂2rf2 = f0(∂ra1)2, (3.9)
∂r
(
(d− 2)f d−30 f2 (g0∂rf0 + 2∂vf0) + f d−20 (g0∂rf2 + g2∂rf0 + 2∂vf2)
)
= d(d−1)f d−20 f2
(3.10)
and
∂r
(
f d−10 g0∂ra2
)
+ ∂r
(
f d−10 ∂va2
)
+ ∂v
(
f d−10 ∂ra2
)
= 0. (3.11)
This last equation has the simple solution a2 = 0.
4. Black brane formation
In the absence of a hard wall, the authors of [5] find that in the translationally
invariant setup the ǫ2-correction to the metric results in a Vaidya type metric
ds2 = −r2
(
1− M(v)
rd
)
dv2 + 2drdv + r2d~x2, (4.1)
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where M(v) ∼ ǫ2
(δt)d
. However the naive ǫ-expansion of the solutions is not a good
perturbation series since consequent corrections grow larger at late times instead of
smaller even though ǫ ≪ 1.11 If the perturbation is performed around the AdS-
Vaidya background rather than around an AdS background, the ǫ-expansion of the
solutions results in a well behaved perturbation series. This leads to the conclusion
that for arbitrary injection times δt there is always a black brane formed with an
event horizon rh ∼ ǫ2/dδt . For times that are short compared to the inverse temperature
of the black brane that is formed, the ǫ-expansion around an AdS background is still
valid.
Now we insert the hard wall again at a radial distance r = r0. In the case that
r0 .
ǫ2/d
δt
we can follow the analysis of [5] and we find an infalling solution for the
scalar field and a solution for the metric that describes the formation of a black brane
with event horizon rh ∼ ǫ2/dδt . The presence of the hard wall does not influence the
leading behaviour of the exterior solution since it is well within the event horizon.
The main subleading effect due to the hard wall can be understood in the fol-
lowing way. Given an injection time δt, the spatial extent at a fixed time t of the
infalling shock wave near the horizon is δr ∼ r2hδt. If the entire shell fits in the space
between the hard wall and the horizon, thus as rh − r0 & δr (see figure 3), a black
brane will be formed. However if rh − r0 . δr, then a part of the shock wave will
already have reflected on the hard wall out of the would-be black brane. Therefore
one expects some scattering solution instead. Since the condition rh − r0 & δr is
equivalent to rh − r2hδt & r0 or ǫ
2/d
δt
(1− ǫ2/d) & r0, this is only a subleading effect.
r = 0 r = r0 r =∞
r = rh
δr
δt
t
t = 0
r = 0 r = r0 r =∞
r = rh
δr δt
t
t = 0
Figure 3: Explanation of the subleading effect due to the presence of the hard wall.
11Analogous expansions for shock-wave collisions in AdS backgrounds have been performed in
the literature [53, 54] where the region of applicability is also restricted to early times, unless
re-summations techniques are employed as in [55].
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5. Scattering solution
If the condition r0 .
ǫ2/d
δt
is not satisfied, then we can not assume that the hard wall
is always within an event horizon. Therefore we will have to incorporate its effect on
the solutions.
5.1 Scalar field solution
The equation of motion for the first order correction to the scalar field, a1(r, v),
corresponding to the probe limit, is given in (3.8). With the background solution
plugged in, this becomes
∂r
(
rd+1∂ra1
)
+ ∂r
(
rd−1∂va1
)
+ ∂v
(
rd−1∂ra1
)
= 0, (5.1)
If d = 2n + 1 is odd, then the two independent solutions to this equation can be
written as the following finite sums.12 There is an infalling solution (similar to the
infalling solution found in [5])
ain1 (r, v) =
n∑
k=0
2k
k!
(
n
k
)
(
2n
k
) 1
rk
A(k)(v) (5.2)
and an outgoing solution
aout1 (r, v) =
n∑
k=0
2k
k!
(
n
k
)
(
2n
k
) (−1)k
rk
B(k)
(
v +
2
r
)
, (5.3)
for arbitrary functions A(v) and B(v). The names “infalling” and “outgoing” come
from the fact that v = t− 1
r
and v+ 2
r
= t+ 1
r
are respectively the infalling and outgoing
Eddington-Finkelstein coordinates. A systematic way to obtain the two solutions is
the Frobenius method. We restrict the presentation to d = 3 for concreteness. Then,
one searches for solutions of the form
a1(r, v) =
∞∑
k=0
Ck(v)
rk
, (5.4)
from which the following recursion relation is obtained:
Ck+1(k + 1)(k − 2) = 2(k − 1)∂vCk, k ≥ 0. (5.5)
The recursive relation forces C2 = 0. Choosing C3 = 0 and C0 6= 0 yields Ck = 0 for
k ≥ 2 and the solution becomes
ain1 (r, v) = A(v) +
A˙(v)
r
, (5.6)
12More information on the scalar field solution can be found in Appendix B.
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where we renamed C0 to A. Equation (5.6) is precisely the same as equation (5.2)
for d = 3. A second solution can be obtained by taking C3 6= 0 and C0 = 0. Then,
the nth term Cn expressed in terms of C3 yields
Cn =
3(n− 2)2n−2
n!
∂n−3v C3 =
(n− 2)2n−1
n!
∂nv C˜3, n > 3, (5.7)
where 3C3/2 = ∂
3
v C˜3 has been conveniently introduced. Dropping the tilde symbol
from C˜3 the second solution is given by
a1(r, v) =
1
2
∞∑
n=3
(
2
r
)n
(n− 2)
n!
∂nvC3 = C3 +
C˙3
r
+
(
∂v
r
− 1
)
e
2
r
∂vC3. (5.8)
The first two terms are in fact the same as the one independent solution (5.6).
Observing that the exponential is a shift operator for the variable v by 2/r, the
second independent solution is then
aout1 (r, v) = B
(
v +
2
r
)
− B˙
(
v + 2
r
)
r
, (5.9)
which is the same as equation (5.3) for d = 3. The general solution is then given by
a1(r, v) = a
in
1 (r, v) + a
out
1 (r, v) = A(v) +
A˙(v)
r
+B
(
v +
2
r
)
− B˙
(
v + 2
r
)
r
, (5.10)
for arbitrary functions A(v) and B(v). In what follows, suitable boundary conditions
will be imposed at the hard wall (and at the UV boundary).
5.1.1 Neumann boundary conditions
In particular for d = 3, the UV boundary conditions require that
a0(v) = lim
r→∞
a1(r, v) = A(v) +B(v). (5.11)
If we impose Neumann boundary conditions on the hard wall, we find13
0 =
(
r
∂
∂r
+
1
r
∂
∂v
)
a1(r, v)
∣∣∣∣
r=r0
=
A¨(v)
r20
+
B¨
(
v + 2
r0
)
r20
. (5.12)
This implies that A(v) + B
(
v + 2
r0
)
= C0 + C1v. The initial condition a1(r, v) = 0
for v < 0 will determine C0 = C1 = 0. Since the exponential of a derivative is a shift
operator, we find the conditions
A(v) +B(v) = a0(v),A(v) + exp( 2
r0
∂
∂v
)
B(v) = 0,
(5.13)
13The general Neumann boundary condition at the hard wall is (2.15), but since there is no
backreaction to the metric at first order in ǫ, we can safely take g(r, v) = g0(r, v) = r
2 here.
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which can be solved by
A(v) =

 exp
(
2
r0
∂
∂v
)
exp
(
2
r0
∂
∂v
)
− 1

 a0(v) =

 1
1− exp
(
− 2
r0
∂
∂v
)

 a0(v)
=
(
∞∑
n=0
exp
(
−2n
r0
∂
∂v
))
a0(v) =
∞∑
n=0
a0
(
v − 2n
r0
)
(5.14)
and
B(v) = − exp
(
− 2
r0
∂
∂v
)
A(v) = −A
(
v − 2
r0
)
= −
∞∑
n=0
a0
(
v − 2(n+ 1)
r0
)
, (5.15)
such that
a1(r, v) =
∞∑
m=1

a0 (v − 2(m−1)r0
)
+
a˙0
(
v − 2(m−1)
r0
)
r
−a0
(
v + 2
r
− 2m
r0
)
+
a˙0
(
v + 2
r
− 2m
r0
)
r

 . (5.16)
This solution represents a scattering of infalling waves at the hard wall and the UV
boundary. It is schematically depicted in figure 4.
r = 0 r = r0 r =∞
δt
2
r0
t
t = 0
Figure 4: Schematic representation of the scattering solution in the bulk.
As a consistency check, it is easy to verify that in the limit r0 → 0 in which the
hard wall is removed, the scalar field solution of [5] for planar AdS4 is recovered.
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5.1.2 Dirichlet boundary conditions
If instead we impose Dirichlet boundary conditions at the hard wall, we have
0 = a1(r, v)|r=r0 = A(v) +
A˙(v)
r0
+B
(
v +
2
r0
)
−
B˙
(
v + 2
r0
)
r0
. (5.17)
Together with the UV boundary condition from last paragraph, we find the condi-
tions14 
A(v) +B(v) = a0(v),(1 + 1
r0
∂
∂v
)
A(v) + exp
(
2
r0
∂
∂v
)(
1− 1
r0
∂
∂v
)
B(v) = 0.
(5.19)
These can be formally solved by
A(v) =

 exp
(
2
r0
∂
∂v
)(
1− 1
r0
∂
∂v
)
exp
(
2
r0
∂
∂v
)(
1− 1
r0
∂
∂v
)
−
(
1 + 1
r0
∂
∂v
)

 a0(v)
=
(
1 +
∞∑
n=1
exp
(
−2n
r0
∂
∂v
)(
1− 1
r0
∂
∂v
)
−n(
1 +
1
r0
∂
∂v
)n)
a0(v). (5.20)
In Appendix C it is shown that we can write
(
1− 1
r0
∂
∂v
)
−n(
1 +
1
r0
∂
∂v
)n
f(v) = (−1)nf(v) +
∫
∞
0
dt Fn(t)f
(
v +
t
r0
)
, (5.21)
where we have defined the functions F0(t) = 0 and Fn(t) =
1
Γ(n)
(
1− ∂
∂t
)n
(tn−1e−t)
for n > 1. The solution is therefore given by
A(v) = a0(v)−B(v) =
∞∑
n=0
[
(−1)na0
(
v − 2n
r0
)
+
∫
∞
0
dt Fn(t)a0
(
v +
(t− 2n)
r0
)]
.
(5.22)
This also looks like a scattering solution where successive reflections are smeared
out, as can be seen from the convolution integral in the solution. Following the
calculations done in Appendix C, one can see that the smearing functions satisfy∫
∞
0
dt Fn(t) = 1− (−1)n. (5.23)
14Equivalently, these can be solved by performing a Fourier transform A(v) =
∫ +∞
−∞
dω
2pi
eiωvA(ω)
such that the boundary conditions translate to
A(ω) +B(ω) = a0(ω),(1 + iω
r0
)
A(ω) + exp
(
i2ω
r0
)(
1− iω
r0
)
B(ω) = 0.
(5.18)
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5.2 Metric solution
The equations of motion for the second order correction to the metric components
f2(r, v) and g2(r, v) are given by
−2(d− 1)∂2rf2 = r(∂ra1)2 (5.24)
and
∂r
(
(d− 2)rd−1f2 + rd∂rf2 + rd−2g2 + 2rd−2∂vf2
)
= d(d− 1)rd−2f2. (5.25)
These determine the leading backreaction of the metric to the scalar field. The
general solution satisfying the initial and boundary conditions is given by
f2(r, v) =
1
2(d− 1)
(
r
∫
∞
r
ρ(∂ρa1(ρ, v))
2dρ−
∫
∞
r
ρ2(∂ρa1(ρ, v))
2dρ
)
(5.26)
and
g2(r, v) =− 2∂vf2(r, v)− r
(d− 1)
∫
∞
r
ρ2(∂ρa1(ρ, v))
2dρ
− 1
2(d− 1)rd−2
∫ r
r0
ρd+1(∂ρa1(ρ, v))
2dρ+
β(v)
rd−2
. (5.27)
By demanding that Evv = 0 at r = r0, we find that the function β(v) is fixed to be
β(v) = − r
d−1
0
(d − 1)
∫ v
0
(
(∂wa1(r0, w))
2 + r20(∂ra1(r0, w))(∂wa1(r0, w))
)
dw. (5.28)
5.3 Regime of validity of perturbation theory
We will now investigate under what conditions the scattering solution that we found
here results in a consistent perturbation series. This analysis is done for the solution
with d = 3 and Neumann boundary conditions. (For Dirichlet boundary conditions,
the analysis can be done similarly.) The main condition that needs to be satisfied
is that the corrections to the metric coefficients should be small compared to their
background values, i.e. ǫ2f2(r, v) ≪ f0(r, v) and ǫ2g2(r, v) ≪ g0(r, v). We start by
separating the terms a1(r, v) = a1,1(r, v) + a1,2(r, v) in solution (5.16) as
ǫ a1,1(r, v) = ǫ
∞∑
m=1
(
a0
(
v − 2(m−1)
r0
)
− a0
(
v + 2
r
− 2m
r0
))
(5.29)
and
ǫ a1,2(r, v) = ǫ
∞∑
m=1

 a˙0
(
v − 2(m−1)
r0
)
r
+
a˙0
(
v + 2
r
− 2m
r0
)
r

 . (5.30)
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Furthermore, note that we can separate ∂ra1(r, v) = b1(r, v) + b2(r, v) as
ǫ b1(r, v) = ǫ
∞∑
m=1

 a˙0
(
v + 2
r
− 2m
r0
)
r2
−
a˙0
(
v − 2(m−1)
r0
)
r2

 (5.31)
and
ǫ b2(r, v) = −2ǫ
∞∑
m=1
a¨0
(
v + 2
r
− 2m
r0
)
r3
. (5.32)
Since the function a0(v) has compact support, the relevant summation is over terms
that have 0 < 2∆m
r0
< δt. If r0δt ≫ 1 the number of terms in the sum that we need
to take into account is estimated by N ∼ r0δt. If r0δt ≪ 1, then we have only one
relevant term and thus N ∼ 1. Both possibilities are schematically represented in
figure 5, and will now be discussed in more detail.
r = 0 r = r0 r =∞
δt
2
r0
t
t = 0
r = 0 r = r0 r =∞
δt
2
r0
t
t = 0
Figure 5: (Left) Scattering with r0δt≫ 1. (Right) Scattering with r0δt≪ 1.
5.3.1 Estimate for r0δt≫ 1
The minus sign in the expression of a1,1 is crucial since it will cause a cancelation
of different terms. If we assume that a0(v) is a sufficiently smooth function, then
noting that 1
r
6 1
r0
≪ δt, we find that in the expression of a1,1 for every m the term
a0
(
v − 2(m−1)
r0
)
will (approximately) cancel the term a0
(
v + 2
r
− 2m
r0
)
. We can thus
estimate that
ǫ a1,1 ∼ ǫN − ǫN . ǫ, (5.33)
is at most of order ǫ. Since the function f(r) = 1/r is maximal at r = r0 we also
have that
ǫ a1,2 ∼ ǫ
∑
m
a˙0
(
v − 2m
r0
)
r0
∼ ǫN
r0δt
∼ ǫ. (5.34)
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In a similar way we can estimate
ǫ b1(r, v) ∼ ǫN
r20δt
− ǫN
r20δt
.
ǫ
r20δt
(5.35)
and
ǫ b2(r, v) ∼ ǫ
∑
m
a¨0
(
v − 2m
r0
)
r30
∼ ǫN
r30δt
2
∼ ǫ
r20δt
, (5.36)
such that from expression (5.26) we get
ǫ2 f2|r=r0 ∼ r30 (ǫ ∂ra)2
∣∣
r=r0
∼ ǫ
2
r0δt2
. (5.37)
Because f0 = r, the condition ǫ
2f2(r, v) ≪ f0(r, v) thus implies ǫ ≪ r0δt. The
solution for g2(r, v) contains three different kind of terms. The fourth term in (5.27)
can be estimated by
ǫ2 g2|r=r0 & r0
(
(ǫ ∂va)
2 + r20(ǫ ∂ra)(ǫ ∂va)
)
δt
∣∣
r=r0
∼ r0δt
(( ǫ
δt
)2
+ r20
(
ǫ
r20δt
)( ǫ
δt
))
∼ r0ǫ
2
δt
. (5.38)
The second and third term in (5.27) can be estimated by
ǫ2 g2|r=r0 & r40 (ǫ ∂ra)2
∣∣
r=r0
∼ ǫ
2
δt2
. (5.39)
Finally, the first term in (5.27) can be estimated by
ǫ2 g2|r=r0 & ǫ2 ∂vf2|r=r0 ∼
ǫ2
r0δt3
. (5.40)
Because g0 = r
2, the condition ǫ2g2(r, v)≪ g0(r, v) thus implies ǫ≪ (r0δt) 12 , ǫ≪ r0δt
and ǫ ≪ (r0δt) 32 . Since r0δt ≫ 1 it is sufficient to have the condition ǫ ≪ (r0δt) 12 .
However, as ǫ ≪ 1 and r0δt ≫ 1, this condition is automatically satisfied and our
scattering solution is always valid. This could have been anticipated from the fact
that very slow injection times (δt≫ 1/r0) lead to adiabatic changes in the bulk.
5.3.2 Estimate for r0δt≪ 1
Since in this case N ∼ 1, we find that
ǫ a1,1 ∼ ǫN − ǫN . ǫ, (5.41)
and since the function f(r) = 1/r is maximal at r = r0 also
ǫ a1,2 ∼ ǫ
∑
m
a˙0
(
v − 2m
r0
)
r0
∼ ǫN
r0δt
∼ ǫ
r0δt
. (5.42)
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Note that since r0δt ≪ 1, we have that ǫ a1,1 ≪ ǫ a1,2. In a similar way we can
estimate
ǫ b1(r, v) ∼ ǫN
r20δt
− ǫN
r20δt
.
ǫ
r20δt
(5.43)
and
ǫ b2(r, v) ∼ ǫ
∑
m
a¨0
(
v − 2m
r0
)
r30
∼ ǫN
r30δt
2
∼ ǫ
r30δt
2
, (5.44)
such that ǫ b1 ≪ ǫ b2 and from expression (5.26) we get
ǫ2 f2|r=r0 ∼ r30 (ǫ ∂ra)2
∣∣
r=r0
∼ ǫ
2
r30δt
4
. (5.45)
Because f0 = r, the condition ǫ
2f2(r, v) ≪ f0(r, v) thus implies ǫ ≪ (r0δt)2. The
solution for g2(r, v) contains three different kind of terms. The fourth term in (5.27)
can be estimated by
ǫ2 g2|r=r0 & r0
(
(ǫ ∂va)
2 + r20(ǫ ∂ra)(ǫ ∂va)
)
δt
∣∣
r=r0
∼ r0δt
((
ǫ
r0δt2
)2
+ r20
(
ǫ
r30δt
2
)(
ǫ
r0δt2
))
∼ ǫ
2
r0δt3
. (5.46)
The second and third term in (5.27) can be estimated by
ǫ2 g2|r=r0 & r40 (ǫ ∂ra)2
∣∣
r=r0
∼ ǫ
2
r20δt
4
. (5.47)
Finally, the first term in (5.27) can be estimated by
ǫ2 g2|r=r0 & ǫ2 ∂vf2|r=r0 ∼
ǫ2
r30δt
5
. (5.48)
Because g0 = r
2, the condition ǫ2g2(r, v) ≪ g0(r, v) thus implies that ǫ ≪ (r0δt) 32 ,
ǫ ≪ (r0δt)2 and ǫ ≪ (r0δt) 52 . Since r0δt ≪ 1 it is sufficient to have the condition
ǫ ≪ (r0δt) 52 . We can compare this with the condition ǫ2 & (r0δt)3 for having black
brane formation in the bulk and note that these requirements are compatible with
two well-separated regimes of validity. This result was schematically pictured in
figure 2.
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A. Review of weak-field black hole formation in global AdS
In this appendix, we briefly review the analysis of [5] for the case of global AdS. The
bulk metric and scalar are written in the form
ds2 = 2dr dv − g(r, v) dv2 + f 2(r, v) dΩ2d−1; (A.1)
a = a(r, v). (A.2)
We impose pure AdS initial conditions
g(r, v) = r2 +
1
R2
(v < 0); (A.3)
f(r, v) = rR (v < 0); (A.4)
a(r, v) = 0 (v < 0), (A.5)
and large r boundary conditions
g(r, v) = r2
(
1 +O
(
1
r2
))
; (A.6)
f(r, v) = r
(
R +O
(
1
r2
))
; (A.7)
a(r, v) = a0(v) +O
(
1
r
)
. (A.8)
The independent equations of motion are the dynamical scalar field equation15
∂r(f
d−1g∂ra) + ∂v(f
d−1∂ra) + ∂r(f
d−1∂va) = 0 (A.9)
and two constraint equations determining the metric coefficients if the scalar field is
known,
(∂ra)
2 +
2(d− 1)∂2rf
f
= 0; (A.10)
∂r(f
d−2g∂rf + 2f
d−2∂vf)− d f d−1 − (d− 2)f d−3 = 0. (A.11)
These equations have to be supplemented by an energy conservation equation at one
value of r, which relates two functions that are undetermined by a large r expansion
of the equations of motion.
15Note that there appears to be a typo in (4.4) of [5], namely an extra factor of g in the last term
of the LHS.
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We wish to solve these equations in an amplitude expansion (which will effectively
linearize the equations of motion)
a(r, v) =
∞∑
n=0
ǫnan(r, v); (A.12)
f(r, v) =
∞∑
n=0
ǫnfn(r, v); (A.13)
g(r, v) =
∞∑
n=0
ǫngn(r, v), (A.14)
with
a0(r, v) = 0, f0(r, v) = rR, g0(r, v) = r
2 +
1
R2
, (A.15)
and the forcing function a0(v) is taken to be of order ǫ.
We specialize to the case d = 3 (global AdS4) and consider the scalar field
equation of motion at order ǫ (the metric equations are trivial at this order, since
backreaction only occurs at order ǫ2):
∂r
[
r2R2
(
r2 +
1
R2
)
∂ra1
]
+ ∂v
(
r2R2∂ra1
)
+ ∂r
(
r2R2∂va1
)
= 0. (A.16)
To solve it, we expand the field a1 in powers of 1/r:
a1(r, v) =
∞∑
k=0
a1,k(v)
rk
. (A.17)
The equation of motion then reduces to the recursion relation
k(k − 3)a1,k − 2(k − 2)a˙1,k−1 + (k − 2)(k − 3)
R2
a1,k−2 = 0. (A.18)
Given that a1,0 = a0(v), we find that
a1,1 = a˙0(v), a1,2 = 0, (A.19)
while a1,3 is undetermined. Given a choice for a1,3(v), the recursion relation deter-
mines the higher coefficients, e.g.,
a1,4 = a˙1,3. (A.20)
The only choice for which the series (A.17) truncates is a1,3(v) = 0, so that
a1 = a0(v) +
a˙0(v)
r
. (A.21)
This solution is manifestly infalling, and one can expect it to be the relevant solution
in situations where the infalling shell forms a black hole (without scattering back
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towards the boundary at this order in the amplitude expansion). Indeed, in section
4.4 of [5], it has been verified that this choice leads to a reliable perturbation expan-
sion in a certain regime of parameters (namely the regime in which a black hole is
formed). Specifically, in addition to the small parameter ǫ, introduce the parameter
x ≡ δt
R
, (A.22)
where δt is the duration of energy injection (a0(v) is only nonzero for 0 < v < δt)
and R is the radius of the S2 of the boundary field theory. The result of [5], where
it is always assumed that x≪ 1, is as follows:
• If x≪ ǫ2/3, the horizon radius is
rH ∼ ǫ
2/3
δt
≫ 1
R
. (A.23)
A large black hole is formed and the naive perturbation theory described above
is good as long as vT ≪ 1, i.e., for times small compared to the inverse tem-
perature of the black hole to be formed.
• If x≫ ǫ2/3, the horizon radius of the metric following from (A.21) is
rH ∼ ǫ
2
x3
1
R
≪ 1
R
, (A.24)
corresponding to a small black hole. Naive perturbation theory is good when
vT ≪ 1 for v/R≪ ǫ2/x3, which is always obeyed for v ∼ δt as long as
x≪ √ǫ. (A.25)
So in this regime we know that right after the injection of energy has ended,
the bulk metric is well-approximated by a black hole geometry. In the oppo-
site regime x ≫ √ǫ, the perturbative solution corresponding to (A.21) is not
valid. Indeed, we will see below that the actual solution in that regime is very
different.
In section 4.2 of [5], another solution to (A.16) is considered, which is regular
everywhere and turns out to be a starting point for a good perturbation theory in
the regime where no black hole is formed:
a1(r, v) =
∞∑
m=0
(−1)m
[
a0(v −mπR) + a˙0(v −mπR)
r
+ a0(v −mπR − 2R arctan(rR))
− a˙0(v −mπR− 2R arctan(rR))
r
]
. (A.26)
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To get some intuition for this expression, note that the metric in the (r, v) plane can
be written as
−
(
r2 +
1
R2
)
dv d(v − 2R arctan(rR)), (A.27)
so that the above expression is a combination of shells falling towards and scattering
away from the center of AdS. The perturbation expansion based on (A.26) is valid
if φ1 is everywhere small, which is the case provided that
ǫ≪ 1, x≫√ǫ. (A.28)
B. Scalar field solution
In this appendix, we analyze further the solution of equation (5.1) for the scalar field.
In general the solution of the equation
∂r
(
rd+1∂ra1
)
+ ∂r
(
rd−1∂va1
)
+ ∂v
(
rd−1∂ra1
)
= 0 (B.1)
can be found from a 1/r-expansion
a1(r, v) = a0(v) +
a˙0(v)
r
+ ...+
L(v)
rd
+ ... , (B.2)
where the dot on a0 denotes differentiation with respect to v. If d = 2n + 1 is
odd, then all terms to the right of L(v)
rd
contain only derivatives of L(v) but not of
a0(v). This expansion can thus be written as a finite sum involving only a0(v) plus
an infinite series involving only L(v). The terms can be summed explicitly in the
following expression:
a1(r, v) =
n∑
k=0
2k
k!
(
n
k
)
(
2n
k
) a(k)0 (v)
rk
+
∫ +∞
−∞
P
(
v − t
r
)
dt
(t(t + 2))n+1
with L(v) =
∫ +∞
−∞
P (v − w)
wd+1
dw.
(B.3)
The agreement of the second term with the general form of the solution as presented
in (B.2) can be seen by expanding it in powers of 1/r
∫ +∞
−∞
P
(
v − t
r
)
dt
(t(t+ 2))n+1
=
∫ +∞
−∞
rP (v − w)dw
(rw(rw + 2))n+1
=
∫ +∞
−∞
[
1
(wr)d
+O
(
1
(wr)d+1
)]
P (v − w)dw
w
. (B.4)
Note that solution (B.3) corresponds to the boundary condition limr→∞ a1(r, v) =
a0(v) at the UV boundary.
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C. Calculation with Dirichlet boundary condition
In this appendix, we elaborate on the calculations that are needed in section 5.1.2,
when dealing with Dirichlet boundary conditions. For n > 1, we can use the integral
identity 1
∆α
= 1
Γ(α)
∫
∞
0
dt tα−1e−t∆ to write
X ≡
(
1− 1
r0
∂
∂v
)
−n(
1 +
1
r0
∂
∂v
)n
f(v) =
(
1 +
1
r0
∂
∂v
)n(
1− 1
r0
∂
∂v
)
−n
f(v)
=
(
1 +
1
r0
∂
∂v
)n
1
Γ(n)
∫
∞
0
dt tn−1 exp
(
−t
(
1− 1
r0
∂
∂v
))
f(v)
=
1
Γ(n)
∫
∞
0
dt tn−1e−t
(
1 +
1
r0
∂
∂v
)n
exp
(
t
r0
∂
∂v
)
f(v). (C.1)
Remember that the exponential is a shift operator of the argument,
exp
(
t
r0
∂
∂v
)
f(v) =
∞∑
k=0
1
k!
(
t
r0
∂
∂v
)k
f(v) =
∞∑
k=0
(
t
r0
)k
f (k)(v)
k!
= f
(
v +
t
r0
)
.
(C.2)
We can now proceed to compute
X =
1
Γ(n)
∫
∞
0
dt tn−1e−t
(
1 +
1
r0
∂
∂v
)n
f
(
v +
t
r0
)
=
1
Γ(n)
∫
∞
0
dt tn−1e−t
n∑
k=0
(
n
k
)(
1
r0
∂
∂v
)k
f
(
v +
t
r0
)
=
1
Γ(n)
n∑
k=0
(
n
k
)∫
∞
0
dt tn−1e−t
(
∂
∂t
)k
f
(
v +
t
r0
)
. (C.3)
We note that ∂kt (t
n−1e−t) =
(
(n− k)...(n− 2)(n− 1)tn−k−1 +O(tn−k)) e−t, such that
limt→∞ ∂
k
t (t
n−1e−t) = 0 and
lim
t→0
∂kt (t
n−1e−t) =
{
0 if k < n− 1,
Γ(n) if k = n− 1.
(C.4)
Therefore, the result of partial integration is given by
X = (−1)nf(v) + 1
Γ(n)
n∑
k=0
(
n
k
)∫
∞
0
dt
(
− ∂
∂t
)k (
tn−1e−t
)
f
(
v +
t
r0
)
= (−1)nf(v) + 1
Γ(n)
∫
∞
0
dt
(
1− ∂
∂t
)n (
tn−1e−t
)
f
(
v +
t
r0
)
. (C.5)
This is the result that was stated in section 5.1.2. Finally, we note that∫
∞
0
dt
(
1− ∂
∂t
)n (
tn−1e−t
)
=
∫
∞
0
dt
(
1 +
n∑
k=1
(
n
k
)
(−1)k∂kt
)(
tn−1e−t
)
=
∫
∞
0
dt
(
tn−1e−t
)
+
n∑
k=1
(
n
k
)
(−1)k [∂k−1t (tn−1e−t)]∞0 = Γ(n)− (−1)nΓ(n). (C.6)
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