Abstract-Asynchronous CMOS circuits have the potential for very low power consumption, because they only dissipate when and where active. In addition they have favorable EMC properties, since they emit less energy, which in addition is evenly distributed over the spectrum.
I. INTRODUCTION
Compared to clocked circuits, asynchronous circuits offer several attractive properties, such as low power, small current peaks, and low electro-magnetic emission [4] . Asynchronous circuits are, however, difficult to design at the level of gates and registers. Therefore, the high-level design language Tangram was defined and a. socalled silicon compiler has been implemented that translates Tangram programs into asynchronous circuits [5] .
The paper is organized as follows. Section I1 presents the Tangram design method, Section I11 discusses the differences between synchronous and asynchronous circuits, and Section I11 presents the most important Tangram designs.
THE TANGRAM FRAMEWORK

A. Handshake technology
The design of large scale asynchronous ICs demands a timing discipline to replace the clock regime that is used in conventional VLSI design. We have chosen handshake signaling [25] as the asynchronous timing discipline, since it supports plug-and-play composition of components into systems, and is also easy to implement in VLSI. An alternative to handshaking would be to compose asynchronous finite-state machines that communicate using fundamental mode or burst-mode assumptions. However, attempts t o use this path to design industrially sized circuits have suffered from severe reliability and interface problems [SI. Fig. 1 shows a handshake channel, which is a point-topoint connection between an active and a passive partner. In the abstract figure, the fat dot indicates the channel's active side and the open circle its passive side. The implementation shows that both partners are connected by two wires: a request (Reg) and an acknowledge ( A c k ) wire. A handshake requires cooperation of both partners. It is initiated by the active party, which starts by sending a signal via Req, and then waits until a signal via Ack arrives. The passive side waits until a request arrives, and then sends an acknowledge. Handshake channels can be used not only for synchronization, but also for communication. To that end, data can be encoded in the request, the acknowledge, or in both.
The protocol used in most asynchronous VLSI circuits is a four-phase handshake, in which the channel starts in a state with both Reg and Ack low. The active side starts a handshake by making Reg high. When this is observed by the passive side, it pulls Ack high. After this a returnto-zero cycle follows, during which first Req and then Ack go low, thus returning to the initial state.
Handshake components interact with their environment using handshake channels. One can build handshake components implementing language constructs. The sequencer, when activated via a , performs first a handshake via b and then via c. It is used to control the sequential execution of commands connected to b and c. After receiving a request along a, it sends a request along b, waits for the corresponding acknowledge, then sends a request along c, waits for the acknowledge on c, and finally signals completion of its operation by sending an acknowledge along channel a.
The parallel component, when activated by a request along a , sends requests along channels b and c concurrently, waits until both acknowledges have arrived, and then sends an acknowledge along channel a.
Components for storage of data (variables) and operation on data (like addition and bit-manipulation) can also be constructed. Tangram programs are compiled into handshake circuits (composition of handshake components) in a syntax-directed way. For instance, the compilation of a while loop while Guard do Command results in the handshake circuit shown in Fig. 3 . The do-component, when activated, collects the value of the guard. When the guard is false, it completes the handshake on its passive port, otherwise it activates the command, and after its completion re-evaluates the guard to start a new cycle.
Details about handshake circuits, the compilation from Tangram into this intermediate architecture, and of the gate-level implementation of handshake components can be found in [5, 2, 221. nication in a way similar to those in the language CSP [12] . In addition to this, there are language constructs for expressing hardware-specific issues, like sharing of blocks and waiting for clock-edges.
B. The Tangram Toolset
A compiler translates Tangram programs into so-called handshake circuits, which are netlists composed from a library of some 40 handshake components. Each handshake component implements a language construct, like sequencing, repetition, communication, and sharing. The handshake circuit simulator and corresponding performance analyzer give feedback to the designer about aspects such as function, area, timing, power, and testability.
The actual mapping onto a conventional (synchronous) standard-cell library is done in two steps. In the first step the component expander uses the component library to generate an abstract netlist consisting of combinational logic, registers, and asynchronous cells, such as Muller C-elements. In the second step commercial synthesis tools and technology mappers are used to generate the standard-cell netlist. No dedicated (asynchronous) cells are required in this mapping, because all asynchronous cells are decomposed in cells from the standard-cell li-brary at hand using a separate asynchronous library.
Similar language-based approaches using handshake circuits as intermediate format are described in [7, 11. Design approaches in which asynchronous details are not hidden for the designer have also proven successful [19, 8, 10, 151 . A general overview of design methods for asynchronous circuits is given in [16] .
DIFFERENCES BETWEEN SYNCHRONOUS AND
ASYNCHRONOUS CIRCUITS
When the asynchronous circuits generated by the Tangram compiler are compared to synchronous ones, three differences stand out, leading to four attractive properties of these asynchronous circuits.
1. The subcircuits in a synchronous circuit are clockdriven, whereas they are demand-driven in an asynchronous one. This means that the subcircuits in an asynchronous circuit are only active when and where needed. Asynchronous circuits will therefore generally dissipate less power than synchronous ones.
2.
The operations in a synchronous circuit are synchronized by a central clock, whereas they are synchronized by distributed handshakes in an asynchronous circuit. Therefore a) a synchronous circuit shows large current peaks at the clock edges, whereas the power consumption of an asynchronous circuit is more uniformly distributed over time;
b) the strict periodicity of the current peaks in a synchronous circuit leads to higher clock harmonics in the emission spectrum, which are absent in the spectrum of an asynchronous design. [21] . Adaptive voltage scaling techniques are also applied in synchronous circuits, but then special measures must be taken to adapt the clock frequency.
3.
Asynchronous circuits have also drawbacks. The most important one is their unconventionality, which means that designers and mainstream tools and libraries are all oriented towards synchronous design methods. Additional drawbacks of asynchronous circuits come from the fact that they use gates to control registers (latches and flip-flops), instead of the relatively straightforward clockdistribution network in synchronous circuits. Although this enables the low power consumption it also leads to circuits that are typically larger, slower, and harder to test. Testability issues of asynchronous circuits are discusse_d in [14, 241.
IV. EXPLOITATION
To demonstrate the potential of asynchronous circuits as well as the viability of the Tangram framework, we have designed several chips in Tangram. The most important ones are presented below.
A . The As might be expected, error correction is much simpler for a correct word than for an incorrect one. Fig. 5 shows both the time and the power required to decode first a correct and then an incorrect code word. The processing of the decoder for correct words takes only 30% of the time needed for incorrect ones and during that time only 25% of the flipflops are active. Power measurements of the decoder chip show that a correct word requires only one seventh of the energy needed for an incorrect one. Compared to existing clocked implementations, the asynchronous decoder is 20% larger in area and is five times more power efficient.
; -
The performance adaptivity of asynchronous circuits has been exploited t o reduce the power dissipation further by switching between supply voltages, a technique called voltage scheduling [6] . The chip has two power pins: one for a low and one for a high voltage. In the normal case of correct words, which only take a short time to handle, the chip operates on a low voltage and only that part of the computation that is conditional on the word being incorrect is performed on a high voltage. This additional measure leads to a further power reduction by a factor 20 1171.
B. The 80C51 micro-controller
The 80C51 micro-controller has been designed in Tangram [ll] . In the next three paragraphs we compare the asynchronous version with a synchronous version giving the same performance at the same supply voltage.
The average power consumption of the asynchronous 80C51 is about three times lower than the power consumption of its synchronous counterpart. This difference in average power consumption is visualized in fig. 6 , which shows the light emission of both the synchronous and the asynchronous 80C51 , where a light spot indicates switching activity. Both versions are performing the same task. Fig. 7 shows the current peaks of both the synchronous and the asynchronous 80C51 at 3.3 V, where the asynchronous version is running at a speed that is 2.5 times higher than the synchronous one (the synchronous one runs at 10 MHz and the asynchronous one at a speed corresponding t o 25 MHz). Despite the fact that the figure does not give a fair impression of the average power being consumed, it clearly shows that the current peaks of the asynchronous 80C51 are about five times smaller than those of the synchronous one. Fig. 8 shows the emission spectra of both the synchronous and the asynchronous 80C51. For the synchronous version higher clock harmonics are still visible around 250 MHz, whereas the spectrum of the asynchronous one is like white noise for frequencies higher than 50 MHz.
The performance adaptation property of asynchronous circuits is illustrated in fig. 9 , which shows the freerunning performance of the micro-controller, when executing code from ROM, as a function of the supply voltage. As could be expected, the performance depends linearly on the supply voltage. When the supply voltage goes up from 1.5 to 3.3 V, the performance increases from 3 t o 8.7 MIPS (about a factor 3). Since the ROM containing the program does not function properly when the supply voltage is below 1.5 V, we could not measure the performance for lower values. We observed, however, that asynchronous circuits that do not need a memory, still function correctly at a supply voltage level as low as 0.5
V. The figure also shows the supply current as a function of the supply voltage. Note that the current increases in this range from 0.7 t o 6 mA (about a factor 9). Since in CMOS circuits, the current is the product of the transition rate (performance) and the charge being switched per transition (both of which depend linearly on the supply voltage), the current increases with the square of the voltage. From this it follows that the power, being the product of the current and the voltage, goes up with the cube of the voltage. From this data one can compute 
C. Pager chips
The first commercial product designed with the Tangram framework is the PC5OOx family of pager chips [13] .
This family has been designed at Philips Semiconductors Zurich and is based on the asynchronous 80C51 microcontroller. The main reason for an asynchronous design was reducing the electro-magnetic emission.
In most of the current pager products, the microcontroller has to be deactivated during reception of a message to avoid interference with the highly sensitive radio receiver. Therefore decoding is performed by a dedicated In the PC5OOx pager chips, the absence of clock harmonics in the emission spectrum of the asynchronous 80C51 microcontroller, reduced the electro-magnetic interference to a degree allowing the microcontroller to be active also during reception. Therefore, the majority of the decoder functionality could be implemented in software resulting in a low-cost paging chip, which can handle any protocol using dedicated software.
D. Smart-card chips
A contactless smart-card chip has been designed in Tangram [IS] . Such a chip must be extremely power efficient, since it is powered by electromagnetic radiation only. Although low power is also important in battery-powered devices, there are two crucial differences between both kind of devices.
1. The supply voltage is nearly constant in battery powered devices, whereas in contactless ones it may vary during a transaction due to fluctuations in both the incoming and the consumed power.
2.
To maximize the battery life-time in battery-powered devices, one should minimize the average power consumption. In contactless devices, however, one should in addition minimize the peak power, since the peaks must be kept below a certain level, depending on the incoming power as well as the buffer capacitor.
These two differences indicate that asynchronous circuits may be very suited for contactless devices. Firstly, when designed properly, asynchronous circuits can deal with a fluctuating supply voltage due to their performance adaptivity. Secondly, asynchronous circuits have, compared t o synchronous ones, a low average power, which is good, but they show even a lower peak power, which is exactly what is needed in contactless devices.
We have built the digital circuit shown in Fig. 10 Apart from the RSA converter, all modules have been designed using the Tangram framework. Measurements and simulations demonstrated at least two advantages of this design when compared to a conventional synchronous one.
First of all, the asynchronous circuit gives the maximum performance for the power received, which is about four times more than the performance of the equivalent synchronous circuit. This comes from two facts, which both double the performance. In the first place, the asynchronous design needs less of what is the main limiting factor for the performance, namely power. Compared t o a synchronous design, the asynchronous circuit needs about 60% less power for less than 2% additional area (in the comparison we included the memories). In the second place, the automatic speed adaptation property of asynchronous circuits saves the designer from trading off between performance and robustness. Due to this property the asynchronous circuit will give free-running instead of guaranteed performance.
Secondly, the asynchronous design is more robust; a property that is hard to quantify. In the first place, the current peaks of an asynchronous circuit are less pronounced leading to smaller voltage drops. Secondly, the speed adaptation property makes the circuit more resilient to voltage drops, since it still operates correctly for voltages down t o 1.5 V. For an asynchronous smart-card this could imply that fewer transactions are canceled, leading to greater customer satisfaction, and possibly to faster flow-trough of people when applied in public transport.
V. CONCLUSION
Using the Tangram framework, asynchronous circuits have been designed that convincingly demonstrate several attractive properties, such as low power, small current peaks, low EMI, and automatic performance adaptation to voltage scaling. Currently, however, the mainstream design paradigm is synchronous, which means that most designers, tools and libraries are oriented towards synchronous designs. Therefore, asynchronous circuits will only be applied if the advantages are substantial.
We have identified several areas, such as embedded micro-controllers, pagers and smart card chips, in which asynchronous circuits offer such substantial advantages.
