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ABSTRACT 
Synthetic biology is a novel method that reengineers functional parts of natural genes of interest 
to build new biomolecular devices able to express as designed. There is increasing interest in 
synthetic biology due to wide potential applications in various fields such as clinics and fuel 
production. However, there are still many challenges in synthetic biology.  For example, many 
natural biological processes are poorly understood, and these could be more thoroughly studied 
through model synthetic gene networks. Additionally, since synthetic biology applications may 
have numerous design constraints, more inducer systems should be developed to satisfy different 
requirements for genetic design. 
This thesis covers two topics. First, I attempt to generate stochastic resonance (SR) in a 
biological system. Synthetic bistable systems were chosen because the inducer range in which 
they exhibit bistability can satisfy one of the three requirements of SR: a weak periodic force is 
unable to make the transition between states happen. I synthesized several different bistable 
systems, including toggle switches and self-activators, to select systems matching another 
requirement: the system has a clear threshold between the two energy states. Their bistability 
was verified and characterized. At the same time, I attempted to figure out the third requirement 
for SR – an effective noise serving as the stochastic force – through one of the most widespread 
toggles, the mutual inhibition toggle, in both yeast and E. coli. A mathematic model for SR was 
written and adjusted.  
Secondly, I began work on designing a new genetic system capable of responding to pulsed 
magnetic fields. The operators responding to pulsed magnetic stimuli in the rpoH promoter were 
extracted and reorganized. Different versions of the rpoH promoter were generated and tested, 
and their varying responsiveness to magnetic fields was recorded. In order to improve efficiency 
and produce better operators, a directed evolution method was applied with the help of a 
CRISPR-dCas9 nicking system. The best performing promoters thus far show a five-fold 
difference in gene expression between trials with and without the magnetic field. 
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CHAPTER 
1. INTRODUCTION 
1.1 Synthetic Biology 
1.1.1 What is synthetic biology? 
In traditional engineering, complex functional devices constructed from independently contributing 
units. By combining the proper units together, engineers can build various devices to improve our 
lives. As Ernesto et.al mention1, synthetic biology has a similar hierarchy to computer engineering 
as shown in Figure 1.1. In synthetic biology, biologists try to apply the engineering discipline to 
design new biomolecular constructs from basic genetic components: genes, protein domains, and 
DNA segments, to name a few. These constructs are used to reprogram organisms to make them 
function in a desired way. In order to accomplish the final goal - constructing artificial cells or 
tissues with designed function - the first steps are essential: selecting proper genes, designing 
and synthesizing new genetic networks and understanding the living system recreated from the 
new networks. This thesis is focused on these steps for several different gene networks.  
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Fig. 1.1 Synthetic biology and computer engineering have analogous hierarchy (Picture adopted from 
Andrianantoandro et.al)1. 
  
1.1.2 Synthetic biological designs and their application 
Ever since the first successful synthetic gene networks – the genetic toggle switch – was 
constructed in 20002, synthetic biology has become a popular field and many diverse engineered 
biomolecular networks have been constructed. Some have already been implemented in practical 
applications.  
Initiating and controlling gene expression is the way cells interact with environment, communicate 
with each other, and form patterns. Engineers try to take the useful functional parts from the 
natural gene expression process and build new synthetic gene circuits out of them, in order to 
achieve a desired behavior. A great number of synthetic genetic designs have been developed 
for various regulating purposes, such as transcriptional control, genome editing, and post-
transcriptional control. Here I review some of them with their practical or potential applications. 
Transcriptional control circuits: Cells has various transcriptional regulatory circuits for 
responding to different types of signals, in which the transcription factors (TFs), including 
repressors and activators, play an essential role. The signal stimuli, such as optical/electronic 
signals or drugs/small molecules, can be detected by their receptors and triggers specific TF-
DNA reactions. Typically this results in TFs binding to or dissociating from specific sites 
(operators) on related promoters, so that either the binding/progress of RNA polymerase (RNAP) 
is blocked (by a repressor) or the flux of RNAP on DNA is increased (with activator), resulting in 
downstream gene expression modulation. Similar to transducers in electronic engineering, which 
convert physical or chemical energy into electronic signals, this kind of circuits can convert other 
forms of energy into a biological signal: gene expression.  
Many synthetic inducible expression systems are developed based on this mechanism and 
manipulating the operators in promoters can be key to their functionality. The position of 
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operators in promoter affects the strength of TF-DNA reactions3. In bacteria, operators are 
described as being in the distal, core, or proximal regions of the promoter, related to the distance 
from transcription starting site (+1). Ideally, each promoter could have three possible operator 
positions for different operators and the gene expression level controlled by a hybrid promoter 
could be decided by the sum of all the related TF-DNA interactions, but in reality, the sum of bio-
chemical reactions cannot be so simple, and TF-TF interactions should be taken into 
consideration. Combinatorial promoter libraries are set up to solve this problem. They can 
quantitatively measure the transcriptional power of different promoter combinations by uniformly 
measuring the strength of a reporter, such as green fluorescence protein GFP4-6.  Cox et al4 
designed a combinatorial promoter library utilizing the repressors TetR and LacI and the 
activators LuxR and AraC in E.coli. LuxR and AraC are active only in the presence of oxo-C6-
homoserine lactone (VAI) and L- (+)- arabinose (Lara), whereas TetR and LacI are inactivated by 
the inducers anhydrotetracycline (ATc) and isopropyl β-D-1-thiogalactopyranoside (IPTG), 
respectively. In this case, the combinatorial promoters, induced by certain chemical molecular, 
can be treated as switches to the synthetic gene expression cassette. Math models were 
generated to better describe and predict the system. These operators are some of the most 
common ones in building synthetic circuits, and this library gives researchers abundant versatility 
so that they can be used to construct more complex networks.  
Besides chemical molecules, engineered transcription switches that enable controllable activation 
or repression of relevant genes have also been designed to respond to other external stimuli, 
such as gas7, quorum-sensing molecules8, 9, temperature change10, 11, antibiotics12-14, light15, 16. In 
this research, other than building a promoter library, protein engineering is equally essential. This 
often involves separating the functional subunit of the signal receptors from a natural source, 
fusing into gene of interest, and screening variants of this new gene for proper expression and 
induction.  
This strategy makes a brilliant bridge between engineers and traditional biologists and many 
artificial transcriptional control gene circuits have been based on the inducible genetic switches, 
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some of which have already moved into practical applications1, 17. The toggle switch is one of the 
earliest and best examples of synthetic inducible transcriptional control circuits2, as shown in Fig 
1.2. This device works similarly to one of the most basic element of memory storage in 
electronics: the reset-set (RS) latch, which can process two table states able to switching back 
and forth with specified inputs. The circuit can remember its current state permanently until the 
input gets removed. The genetic toggle switch applied this form of memory and state switching for 
gene regulation. As shown in Fig 1.2, Gardner et.al2 designed a gene network composed of two 
repressors with mutually repressed promoters. Each promoter is inhibited by a repressor 
produced by other promoter. Each repressing reaction can be prevented by a certain inducer, and 
GFP inserted into one half of the toggle works as a reporter of switch’s expression status. The 
GFP can occupy one of two stable states: high or low. A system in which the high/low GFP state 
is defined as being ON/OFF, respectively. For example, in one network (PIKE107), where 
repressor 1 is LacI driven by the PLtetO-1 promoter (with a TetR binding site), repressor 2 is TetR 
driven by the Ptrc-2 promoter (with a LacI binding site), exogenous addition of the chemical 
inducer IPTG drives the system to ON state by combining with LacI to turn off its inhibition to the 
transcription of TetR and GFP, whereas addition of the other chemical inducer, ATc, drives the 
system to the OFF state by turning off TetR binding. These networks create a “memory cell”, in 
which the system keeps its current state even after the exogenous signals are removed. To better 
understand the bistability conditions of the toggle, both determinant models and stochastic 
models are generated, in which the bistable region can be adjusted by parameters (explained in 
section 1.2).  
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Fig. 1.2 Genetic toggle switch design 
 
Besides the toggle switch, other transcriptional synthetic circuits that incorporate positive and 
negative feedback loops have also been built, such as pulse generators18, oscillators19, 20, and 
logic gates21-23, which can be applied to biosensors, production of biofuels, pharmaceuticals and 
biomaterials17.    
Genome Editing tools: Although a number of works in synthetic biology have focused on 
building transcriptional regulation circuits, substantial progress has also been made in developing 
tools for genome engineering, which plays an important role in gene circuit construction. Genome 
editing employs numerous tools to insert, delete, or replace certain DNA in the genome of an 
organism. In other words, genome engineering is focused on is DNA modification itself. Various 
synthesized tools have been developed for genome editing, such as Meganucleases24, Zinc 
finger nucleases (ZFNs)25-27, Transcription Activator-Like Effector-based Nucleases (TALEN®)28-
30, and the CRISPR-Cas system31-35. These tools have enabled the construction and investigation 
genetic circuitry in a broad range of organisms. Likewise, CRISPR systems in particular have 
augmented preceding genome-editing methods for bacteria, such as Lambda-Red 
recombineering36. CRISPR based methods are quickly becoming widespread due to its ease of 
engineering. CRISPR-Cas systems consist of two parts: a guide, which is in charge of targeting 
specific sites in genome through protein-DNA interaction or RNA-DNA interaction, and an 
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enzymatic part, which can cause a break at the targeted genomic locus. Of all the tools, CRISPR-
Cas systems have generated a greatest amount of research interest recently. This is due in a 
large part to their relative ease of construction and targeting, which relies on engineering 20 
nucleotides of the guide RNA (gRNA) rather than the bulky proteins employed by most other 
methods (eg. ZFNs and TALENs).  
CRISPR (clustered, regularly interspaced, short palindromic repeats) technology is an approach 
based on a customized RNA-guided nuclease: Cas9 (CRISPR-associated protein 9), a nuclease 
from Streptococcus pyogenes37. In nature, the CRISPR system acts as a bacterial immune 
system, where short segments of invading viral DNA are stored between repeated elements and 
used to target the DNA of future viral infections for degradation38, 39. To this end, the targeting 
CRISPR RNA (crRNA) binds with a trans-activating CRISPR RNA (tracrRNA), which can then 
complex with Cas9. The crRNA is combinations of a CRISPR repeat sequence and protospacer 
(roughly 20nt targeting sequence) of the transcript. The tracrRNA forms a hairpin capable of 
binding with Cas9, linking the endonuclease with the guide sequence. This complex directs Cas9 
to a specific target DNA site through standard RNA-DNA complementarity base-pairing rules. To 
avoid self-cutting, these DNA targets sites must lie at the 5’ of a protospacer adjacent motif 
(PAM) sequence, which has standard 5’-NGG form. So, using this mechanism, any DNA 
sequence with the form 20nt-NGG can be targeted and cleaved with Cas9 nuclease by simply 
altering the 20 nucleotides in the crRNA to correspond to the 20nt of DNA one wishes cleave. 
Two components are required to adapt this system to perform genome editing: the Cas9 
nuclease and a short guide RNA (sgRNA) consisting of a fusion of the crRNA and the tracrRNA, 
as shown in Fig. 1.335. In addition, in order to engineering single stranded DNA breaks, Cas9 
nickase variants have also been engineered, in which one of the two endonuclease domains has 
been mutated31, 40-42. These introduced mutations result in Cas9 variants that cut either the 
complementary DNA target strand or non-complementary strand rather than both strands. 
Numerous CRISPR RNAs can be easily expressed making it economical for researchers to 
construct multiplex gene knockouts or other edits. Collectively, CRISPR/Cas9 systems have 
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effectively enabled researchers to edit and engineer genes in many bacteria and eukaryotic cells 
and organisms43-48.  
 
Fig. 1.335 The mechanism of synthesized CRISPR/Cas9 system, adopted from Sander et.al.  
 
1.1.3 Perspectives and Future challenges 
Synthetic biology has made a large amount of progress in reprograming regulatory networks and 
cellular pathways in living organisms. Synthetic circuits can serve as easily controllable units that 
we can characterize quantitatively by math models, which helps us to understand how natural 
networks with similar structure operate. The math models can also help researchers to optimize 
their biological designs by predicting the possible output of a genetic design. Instead of 
conducting extensive biological trials, which are time and resource intensive, researchers need 
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only to calculate in silico the possible designs with the specific math model, to narrow the range 
of parts to use for any given application. However, current math models cannot predict entire 
biological systems perfectly. Because of the complexity of biological reactions in living system, 
even the simplest living organisms are hard to predict and model. More effort on developing 
robust math models is still required. Additionally, current input signals for inducible gene circuits 
are mainly focused on chemical/optical/temperature switchable inducers; other signal pathways 
such as electronic exchange pathways should be taken into consideration49, 50, since the carrier 
for electronic signals in organisms, such as positively/negatively charged ions, are common and 
universal, manipulating them could open up possibilities for easy interaction with synthetic 
constructs.   
Although synthetic biology is still very far away from rationally assembling a functional living 
organism or understanding all the principles behind how biological networks operate, progress 
has been made on the first stage of synthetically designed systems as shown in Figure 1.1-- from 
transcriptional regulation to signal pathways. Many biological tools have been designed and 
applied. Electronic engineers built from basic digital circuits to personal computers within the 
span of 50 years and changed the world. The goal for synthetic engineers can also be expected 
to reach a similar level of refinement one day, and the re-programed bio-computers will be 
another amazing tool for solving humanity’s problems.   
1.2 Stochastic Resonance 
1.2.1 Stochastic Resonance 
Stochastic Resonance (SR) is a phenomenon usually observed in nonlinear systems with 
bistability, where a weak input signal can be amplified and optimized by the addition of noise51. 
There are several requirements for the systems in order to generate SR successfully: a weak 
continuous input providing the system a periodic force; a clear threshold of energy states; and a 
noise source (intrinsic) in or extrinsic to the system, which is the stochastic force that works 
together with the periodic force to drive the system to switch between two stable steady states52, 
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53. Although SR has been well studied in physicals and electronics for a long time54-56, it was not a 
subject of focus in biological engineering so far.   
Synthetic biologists have shown the existence and usefulness of noise in regards to synthetic 
gene circuits57-61. For example, Elowitz et al. constructed strains in E.coli that are able to detect 
both intrinsic noise and extrinsic gene expression noise, which has provided a quantitative 
foundation for noise modeling in genetic networks inside a single cell20. Raser et al. have tried to 
use mutations to alter the intrinsic noise in eukaryotic gene expression systems60.  Noise in gene 
expression has now been widely accepted as an important factor which may regulate a cell’s fate, 
adjust feedback loop behavior or sense environment fluctuations. Since SR is one of the most 
important applications of noise in other fields of study, it could also have potential to be applied in 
biological systems.      
1.2.2 Deterministic and Stochastic Model  
Mathematical modeling has been employed as an essential tool to guide the design of synthetic 
gene circuits. When artificial gene circuits are used as analogs for understanding natural circuit 
topologies, math models have been employed as their theoretic basis. Generally speaking, the 
systems can be modeled through deterministically or through a stochastic process. Deterministic 
modeling is the simpler of the two methods and therefore the primary method to consider in the 
early stages of most experiments, when researchers want to sketch a best estimate of the 
system. In this model, the output can be fully determined by the parameters and initial conditions, 
so that the ideal case of the system can be described. A stochastic model, on the other hand, 
adds a probabilistic counterpart (noise) to the deterministic model, so that there is some 
indeterminacy even if the initial condition and parameters are all known. It is apparent that natural 
biology systems are in constant stochastic flux; therefore, it is important to simulate stochastic 
model in order to fully describe a system and it is one of the most common ways to characterize 
stochastic resonance. Here is one example, in Box 1 and 2, both models are simulated for the 
toggle switch design mentioned in 1.1.2.2  
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Box1 
The toggle switch can be described by the following equations2: 
du
dt
=
𝛼1
1+𝑣𝛽
− 𝑢  (1) 
 
dv
dt
=
𝛼2
1+𝑢𝛾
− 𝑣  (2) 
Where u and v are the concentrations of two repressors, du/dt and dv/dt are the rates of the 
concentration change, 𝛼1/ 𝛼2 are the effective rate of synthesis of u and v, β is the cooperativity 
of repression of v, γ is the cooperativity of repression of u. The first term in each equation is the 
production rate of each repressor, which may be repressed by the other protein. The second 
term is the degradation/dilution of the repressors.  𝛼1 and 𝛼2 are lumped parameters describing 
the net effect of all gene expression processes, including RNA polymerase binding, open-
complex formation, transcript elongation, transcript termination, repressor binding, ribosome 
binding and polypeptide elongation. The multimerization of the repressor proteins and 
cooperative binding of mutimers to multiple operator sites in the promoter are all described by 
β and γ. Additional modification is required for the description of the inducers. For example, if u 
stands for LacI and v stands for TetR, the v in the first term of equation (1) can be substituted 
to 
𝑣
(1+
[𝐴𝑇𝐶]
𝐾
)𝜃
 , where K is the dissociation constant of ATc from TetR and θ is the cooperativity of 
ATc binding. 
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Box2 
 
Once the system is described by ODE model, a stochastic model can be generated based on 
the ODEs62. For the toggle system, all the events can be simplified and described in the 
following types: gaining one unit of repressor protein because of production; losing one unit of 
repressor due to degradation. Because there are two repressors (u and v) in the system, at 
any given time point, only one of the following events could happen in the system (as shown in 
the diagram): gaining one unit of repressor 1 (u+1, v), gaining unit of repressor 2 (u, v+1), 
losing one unit of repressor 1 (u-1, v), or losing one unit of repressor 2 (u, v-1). The probability 
of each event (P1, P2, P3, P4) is related to the production rate or degradation rate as listed in 
the figure. The sum of all the probabilities is 1 and the distribution of probabilities can be 
described in a 0-1 axis. The value of the points A, B, and C is also shown in the figure above. 
In the stochastic simulation, 2 random numbers, r and p, between 0-1 will be chosen. The time 
between changes in the system (δt) is determined by r, while p determines which event occurs. 
The initial condition is given, and the probabilities of all events for any time point will be 
dependent on only the most recent state of the system. For example, at time tn, the total 
cumulative time will be tn=tn-1 + δt, and if 0<p<A, event P1 happens, and repressor 2 gains 1 
 12 
 
(vn=vn-1+1) with u remaining unchanged. This simulation adds the randomness to the system 
and can better describe the real bio-chemistry reactions occurring within the cell.   
     
1.2.3 Stochasticity in synthetic gene circuits 
In the original research of toggle switch, intrinsic noise of gene expression has already been 
proved exist, where for the pTAK117 toggle, two population of cells, standing for two stable 
steady states, occurred at the ~ 40 uM IPTG instead of one as expected2. This kind of noise has 
also been experimentally confirmed in other similar engineered multistable systems, including 
positive feedback systems and lactose operon systems63-65. Building on this knowledge, some 
researches have focused on understanding the effective noise component for cell fate decisions. 
In trying to figure out the relatively contribution of intrinsic and extrinsic noise to state transitions, 
researchers have shown that intrinsic noise is more important on cell fate decision58-60, 65, 66. This 
kind of noise is generated inside cells by the various steps in the gene expression process, and 
can regulate cells moving away from unstable states toward either stable state. Maamar et al. 
found that intrinsic noise is much more important than extrinsic noise in a positive feedback 
bistable system in Bacillus subtiluis65. They choose the ComK positive feedback loop (which 
plays a key role in the cell becoming competent), and measured the relative contributions of 
intrinsic and extrinsic noise through the methods developed by Elowitz et al.20: quantitatively 
counting numbers of mRNA of two co-expressed endogenous genes, comK and comK-M2 driven 
by the same comK promoter, with the help of FISH (fluorescence in situ hybridization) technology. 
The results show that variations between these two mRNA are not correlated, which 
experimentally proved their hypothesis that intrinsic noise is responsible for transitions to stable 
states. They have also proved that reducing expression noise can regulate cell fate decisions65.  
Choi et al have proved noise caused by a single-molecule event, DNA looping, can regulate 
changes in phenotype of E.coli66. Other works have also show that intrinsic noise is a major factor 
of cell fate chosen58-60. However, within systems having multiple equal strength stable steady 
states, the decision between states is often irreversible2, 67, 68. That is, once the cells reach one 
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stable steady state, intrinsic noise is no longer enough to cause the transition between states. 
Previous work by our group, combining mathematical modeling with experimental results of three 
different strains in yeast, has proved that inherent gene expression stochasticity does not lead the 
transitions from states in a toggle switch whose bimodal distribution is very robust61. Our 
mathematic analysis predicts intrinsic noise can direct stochastic cell fate determination only on 
or near the points of instability (the separatix).  
In electronic bistable systems, stochastic resonance happens when noise of a periodic force 
(extrinsic noise) reaches an optimal amplitude51, 69. Accordingly, we hypothesize that a certain 
amount of external noise (input noise) could possibly lead stochastic resonance in a biological 
bistable system, which means transition between states could possibly happen with the right 
amount of noise, as shown in Figure 1.4. Further work on proving this hypothesis experimentally 
and mathematically is required, which is one of the topics explored in this thesis.  
 
Fig. 1.4 The hypothesis of stochastic resonance in a bistable system. Green lines show two stable steady 
states cell will be on when inducer is within bistable range (between inducer-low and high range in the first 
graph), GFP-H and GFP-L stand for high and low state of green florescence protein, which is the reporter 
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of system. As we predict, a periodic inducer signal (red line) with or without low noise that remains within 
the bistable range will not cause the system to switch state. Moderate noise making the signal fluctuate 
around the nearest bifurcation point (either ind-L or ind-H) may lead the system to switch states and 
thereby follow the signal. High noise will lead the input signal to fluctuate across the near and far 
bifurcation points and could result in random fluctuating of the system between states. 
 
1.3  Magnetic Responsive Promoter 
1.3.1 Magnetic Field and Health Care 
As a non-invasive, safe, and easy approach, magnetic therapy has been considered a promising 
alternative to directly treat the site of injury70, the source of pain and inflammation71-73, and other 
types of disease74, 75, especially bone diseases76, 77. Some research indicates that magnetic fields 
promote the proliferation and differentiation of osteoblasts as well as the expression of some 
growth factors of bone, increasing bone mineral density and facilitating the healing of bone 
fractures72, 78-80. However, in order to apply magnetic techniques to synthetic biology, a thorough 
understanding of the mechanism is necessary.  
1.3.2 Magnetic Signal Pathways Hypothesis  
The research on the mechanism of how magnetic fields affect organisms has been developing 
through recent years. Some basic questions have consistently been asked: which genes could be 
responsive to magnetic fields, through which types of signal pathways? How can magnetic fields 
be used to regulate gene expression? Progress has been made through the discovery that the 
heat shock gene is also responsive to pulsed magnetic fields81, 82.  The heat shock gene codes 
for a stress responsive transcription factor, HSF (heat shock factor), originally found to be 
regulated in response to heat, and it is found widely in both eukaryotes and bacteria83-85.  Further 
research shows that the promoter of the heat shock gene contains a specific positive responsive 
region to pulsed magnetic fields86-88. Although the details of the mechanism have not been fully 
explained, this research leads us to one hypothesis: pulse magnetic fields can regulate gene 
expression through controlling the movement of ions in or around cells based on Maxwell-
Faraday law87-89,  and those ions regulate the specific region of the heat shock gene promoter, 
accelerating gene expression81, 82. Based on that, one possible mechanism of magnetic 
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responsive gene regulation could be that magnetic fields increase gene transcription through ion 
signal pathways. Unlike the directly applied electric fields, magnetic fields can penetrate the cell 
and induce an electric field inside the cell membrane, which is generally considered an 
insulator87, 90. This electric field could cause a potential change across the cell membrane, which 
could affect ion exchange channels49 and related pathways on the cell membrane (such as the 
Ca2+ signal pathway)91. As a result, some ion related biochemical reactions, including the 
synthesis of some TFs or ion related TF bindings, may be induced. For example, the E.coli cyclic 
adenosine monophosphate (cAMP) receptor protein (CRP) is a global regulator that controls 
promoters by binding to a specific DNA sequence. The heat shock gene in E.coli (rpoH) contains 
a cAMP-CRP binding site in its promoter region, which activates activating gene transcription92-94.  
There is also research showing that cAMP plays a positive role in regulating the function of cation 
channels50, 95, 96. Accordingly, we hypothesize that magnetic fields could regulate gene expression 
through cAMP signaling and the cAMP-CRP binding site is one of the possible operators in the 
rpoH promoter for magnetic field responsive regulation. By confirming these hypotheses, we hope 
to build a magnetic field responsive promoter library in order to broaden the options available to 
synthetic biologists for inducible synthetic networks.   
1.4  Contribution and the Structure of Thesis 
As discussed earlier, there are still many challenges in synthetic biology, which opens numerous 
research directions. Two of which we are interested in are: further understanding the mechanisms 
of natural gene regulation processes; developing new inducers for synthetic gene networks. This 
thesis documents two projects related to these two directions: (1) Generate stochastic resonance 
in bistable systems experimentally and mathematically, in order to better understand and make 
use of SR in gene expression control. (2) Further study the magnetic responsive gene expression 
mechanism and build a magnetic responsive promoter library. This thesis contains the initial 
portions of both projects, and future work is still required as discussed in the last chapter. Chapter 
2 and 3 are related to the stochastic resonance project, and Chapters 4 and 5 are related to the 
magnetic responsive promoter project. The first project was co-authored with David J Menn, and 
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the second project was co-authored with Kylie Standage-Beier. Major components and an outline 
of this thesis are as follows.  
In Chapter 2, several different bistable gene networks have been constructed and characterized. 
Their functionality and stability are tested through flow cytometry and microfluidics. 
Chapter 3 is about trials on generating stochastic resonance experimentally through one of the 
most successful toggles. Math models are written and adjusted.  
In Chapter 4, several magnetic responsive promoters are generated from rpoH.  Two different 
cAMP-CRP operators are tested with a pulsed magnetic field.  
Chapter 5 is about the work to generate an improved version of cAMP-CRP operators through 
CRISPR instigated directed evolution.  
Chapter 6 is summary, discussion of the thesis, and future plans for both projects. 
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2.  CONSTRUCTING BISTABLE GENE NETWORKS 
2.1  Materials and Methods 
2.1.1 Design and Components  
 
Fig. 2.1 Schematic Diagram of Toggle Designs: LacI repressed promoter (pLac) controls the expression of 
TetR and mCherry, whereas TetR repressed promoter (pTet) controls the expression of LacI and GFP. ATc 
can bind TetR to activate the expression of LacI and GFP. And IPTG can promote TetR and mCherry 
expression by inhibiting LacI repression. 
 
Table 2.1 BioBrick Parts Information. 
BioBrick Number Part Name Description 
BBa_C0040 TetR TetR repressor with 
degradation tag (LVA); 
operation can be inhibited by 
ATc. 
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BBa_R0040 pTet tetR repressed promoter; 
induced by ATc 
BBa_C0012 LacI LacI repressor with 
degradation tag (LVA); 
operation can be inhibited by 
IPTG.  
BBa_R0011 pLac LacI repressed promoter, 
induced by IPTG 
BBa_C0080 AraC AraC activator accelerating 
transcription of ParaC in the 
presence of Arabinose 
BBa_R0080 ParaC Promoter activated by AraC 
in concert with Arabinose 
BBa_C0079 LasR LasR activator accelerating 
transcription of pLas in the 
presence of C12 
BBa_R0079 pLas Promoter activated by LasR 
in concert with C12 
BBa_B0034 RBS Ribosome Binding Site 
BBa_B0015 Terminator Transcriptional Terminator 
BBa_J61048 Terminator Transcriptional Terminator 
BBa_K145015 GFP  Green fluorescent protein 
with LVA tag for rapid 
degradation 
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BBa_K773001 mCherry The fluorescent proten 
mCherry with a AAV tag for 
rapid degradation 
BBa_E0240 GFP generator  GFP with RBS(B0032) and 
double terminator(B0010, 
B0012) 
 
 
Fig. 2.2 Schematic Diagram of Positive Feedback Networks. Both have a weak promoter (with its activator 
operator) that controls the expression of the activator, which can be up-regulated by this activator with the 
addition of inducers. (Top) C12 can bind with LasR to activate pLas, increasing production of LasR and 
GFP. (Bottom) AraC regulated promoter, paraC controls the gene expression of AraC and GFP. When 
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AraC binds with arabinose, the paraC is activated and induces AraC and GFP expression, turning the 
system to the ON state. 
 
The design of the toggle switch is based on the work from Gardner et.al2, as shown in Fig 1.1. It 
is composed of two repressors that mutually inhibit each others’ promoters. This topology was 
selected because it is one of the most thoroughly studied and robustly bistable systems with 
relatively simple construction. In both of our toggles, pLac transcribes TetR and the fluorescent 
reporter mCherry.  pLac can be repressed by LacI, so that the system turns red with the addition 
of IPTG. On the other hand, ATc can make the system switch to green by inactivating TetR, 
which inhibit activity of the pTet promoter.  We did some minor revision on the design when 
constructing our plasmid: proteins with fast degrading tags were chosen, as show in Figure 2.1 
and Table 2.1, in order to decrease gene expression noise; In Toggle 1, we added one related 
promoter in front of the reporters to improve the proficiency of gene expression, while Toggle 2 
was left with polycistronic expression of the repressor and fluorescent protein pairs.  
Besides toggles, we also chose two bistable systems driven by positive feedback loops, as 
shown in Figure 2.2. One is LasR-pLas from our group64, the other one is AraC-paraC from 
Sheppard et. al97. Both of the promoters are weak in the absence of induction, and GFP is in the 
low state. In the present of their inducer, N-(3-Oxododecanoyl)-L-homoserine lactone 
(3OC12HSL) (C12) or arabinose respectively, the transcription of pLas and paraC can be 
activated, turning GFP to the high state.    
2.1.2 Plasmid Construction 
We used basic molecular cloning techniques as described in standard cloning manuals to 
construct plasmids98, 99. The DNA parts we used (Listed in Table 2.1) were in BioBrick format 
from the iGEM Registry (http://parts.igem.org/Main_Page). Four restriction sites were used in all 
of the cloning processes: EcoRI, XbaI, SpeI and PstI. The functional DNA parts were located 
between XbaI and SpeI restriction sites in separate vectors. Parts were combined according to 
the standardized BioBricks method100. Taking the conjugation of RBS and TetR as an example, 
there are two possible workflows for combing the DNA segments. The parts are initially found in 
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separate vectors: RBS (BBa_B0034) and TetR (BBa_C0040). In the first workflow, the RBS 
plasmid was digested with SpeI and PstI restriction enzymes to produce a vector (containing the 
RBS), and TetR was digested with XbaI and PstI to produce a fragment (TetR only). Both parts 
were gel extracted to purify the desired segments and remove potential contaminating DNA, and 
a ligase reaction was conducted to connect the TetR fragment to vector behind the RBS through 
standard restriction site recombination reaction, leaving a full PstI site and a XbaI/SpeI(X/S) 
scar101. Alternatively, treating the TetR plasmid as vector by digesting it with EcoRI and XbaI 
(giving a vector containing TetR), and processing the RBS plasmid with EcoRI and SpeI 
(producing an RBS-only fragment). These fragments can be purified and combined as above, 
inserting the RBS fragment into the vector in front of TetR, leaving a full EcoRI site and a X/S 
scar. 
We made sure that vectors and fragments were in backbones with different antibiotic makers 
before performing any ligase reactions to reduce the chance of unwanted vector-insert pairs. The 
fragments and vectors were purified by gel electrophoresis (1% TAE agarose gel for 1000+ base 
pairs (bp), 2% for DNA pieces under 1000 bp) and extracted using a GenElute gel extraction kit 
(Sigma Aldrich). All enzymes were from New England Biolabs (NEB). All the constructs were 
confirmed at each step by Sanger sequencing. After finishing construction, the final gene 
networks were transformed into E. coli K12 MG1655 (∆LacI ∆AraC) and stored at -80°C in 20% 
glycerol.  This is the strain in which all testing was performed.  
2.1.3 Cell Culture 
All cloning experiments were performed in E. coli DH10B cell line (Invitrogen), while all the 
measurements of bistable gene networks were conducted in E. coli K12 (Invitrogen). Cells were 
grown at 37°C in liquid or solid Luria-Bertani (LB) broth medium with 100 mg/mL ampicillin, 50 
mg/mL kanamycin, or 30 mg/mL chloramphenicol for bacterial selection. Chemical inducers ATc 
and IPTG were dissolved in 50% ethanol and ddH2O respectively. Solid culture (LB plates) were 
incubated for 18 hours before picking colonies. Liquid cultures were shaken in 15 mL tubes at 
220 revolutions per min. Before induction experiments, cells were revived from -80°C storage first 
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by growing 1µL of stored cells in 1mL LB liquid media overnight. The overnight culture was 
diluted 1µL/1mL (overnight cells/fresh media) and shaken for 2 hours until the cell density 
reached 200-800 cells per µL (measured by flow cytometry). Then ~1000 cells from this diluted 
culture were added into 1mL LB media with inducers. Cells were diluted and re-induced every 3 
hours to keep population density between 20 and 5000 cells/µL, the manufacturer recommended 
range for flow cytometry.  
2.1.4 Flow Cytometry 
All GFP expression data were collected by an Accuri C6 flow cytometer (Becton Dickinson) with a 
488 nm excitation laser and 530±15 nm emission filter. The data were collected in a linear scale 
and noncellular low-scatter noise was removed by thresholding. All measurements were 
conducted with three to five parallel samples. For each sample, 10,000 events were collected at a 
slow flow rate. Data files were analyzed using MATLAB (MathWorks). 
 
2.1.5 Hysteresis Experiments 
For GFP OFF-ON experiments, initial state cell culture was grown and induced as stated in 
section 2.1.3. Flow cytometer analyses were performed every two hours to monitor the 
fluorescence level and cell density. According to our experiments, after 6 hours of induction, the 
cells had reached their high stable steady state. For ON-OFF experiments, the initially fully 
induced cells (induced for 6 hours with high concentration inducers) were collected with low-
speed centrifugation, washed twice and re-suspended in fresh media with varying inducers. The 
cell cultures’ fluorescence expression was measured, diluted, and re-induced every two hours 
until 8 hours after initial induction. For all the toggle gene networks, 1M IPTG was used to get the 
initial OFF state, and 100ng/mL of ATc was use to induce the initial ON state. 
2.1.6 Microscope and Microfluidics 
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The application of a microfluidics device coupled with flow cytometer measurements allowed us 
to measure gene network dynamics in single cells, and also gave us tools to add noise to the 
input signal to test for stochastic resonance (As shown in figure 2.3). Media flow direction and 
speed was controlled through hydrostatic pressure. The chips we used were obtained according 
to the design from Ferry et. al102. The arrangement on the chip was shown in Figure 2.3 (C). 
Once the cell was loaded into the trap, the flow was reversed and the rate of flow was slowed 
down to ~120 µm/min to ensure that the trapped cells would not be washed away and the 
nutrients in the media could diffuse to the traps. Additionally, efforts were made to avoid 
introducing bubbles to any part of the chip, as they could interrupt the flow or affect video quality. 
The chips was maintained at 37°C by an external microscope stage (Tokai Hit, Japan). Inducer 
concentrations were controlled by adjusting the heights of the inducer-media syringes relative to 
one another. 
Images of cells were taken by a Nikon Eclipse Ti inverted microscope (Nikon, Japan) equipped 
with an LED-based Lumencor SOLA SE Light Engine with the appropriate filter sets. The 
excitation wavelength was 455-490nm for GFP and 540-580nm for mCherry, and fluorescence 
emission was detected with Semrock bandpass filters: 500-540nm for GFP and 600-680nm for 
mCherry.     
Initially OFF cells (Toggle 1 and 2) were prepared and loaded into traps. A proper amount of 
related antibiotics were added into media 1 and 2 according to the backbone of the plasmid 
(explained in 2.1.3). Media 1 and 2 were inputs of the experiments were loaded in two syringes in 
the station (As show in figure 2.3 D). Inducers were added to one media syringe, and the 
microfluidic device was used to control the chemical concentration by adjusting the relative height 
between two media syringes. A red tracking dye was added to one media, and exact 
concentrations were calculated by measuring the dye intensity. Software controlling the syringe 
heights could be used to add noise with any desired characteristics. 
Phase contract, green fluorescence, and red fluorescence images were take every 5 min for 
about 48 hours in total. Exposure times were 50ms (phase contrast) and 300ms (green and red 
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fluorescence). The pixel intensities in all images were linearly normalized to a 0-1 range before 
analysis, with the background fluorescence level equal to 0 and the maximum fluorescence 
intensity equal to 1.  
 
 
Fig. 2.3 Microfluidics working station. (A) Syringes arrangement: blue ones are for waste, green is for 
loading cells, yellow and red are inducers. (B) Overview of the whole station.  The chip is located under a 
microscope with tubing connecting it to each of the syringes. (C) The loading arrangement on the chip. (D) 
The inducer control mechanism, the ratio of inducers that reach the cells is controlled by the height of the 
inducers, which is controlled via computer software. 
 
2.2  Results 
2.2.1 Constructing bistable gene networks.  
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In BioBrick ligase reactions, to ensure the correct structure, samples were first restricted with 
EcoRI and PstI and run on a gel to check the product size. Samples with the right sizes were then 
sequenced and confirmed using alignment tools (BLAST). Here we take toggle 2 as an example. 
Figure 2.4 shows the final gel and sequence blasting results. The expected sequence of Toggle 2 
was compiled from the individual components from the iGEM Registry. The expected length of 
Toggle 2 was 3749 bp, which can be confirmed by the gel photo. Using BLAST, the sequencing 
results showed that our sample sequence matched the expected results.  
 
Fig. 2.4 The nucleotide sequence and gel photo of Toggle 2. The gene parts are labeled and color coded. 
The underlined orange letters are BioBrick scars. In the gel photo, the size maker on the left side is labeled 
according to NEB 1KB ladder.   
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2.2.2 Hysteresis analysis of the bistable systems 
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Fig. 2.5 Hysteresis analysis for gene networks: (A) Toggle 1; (B) Toggle 2; (C) pLas-lasR positive 
feedback; (D) paraC-arcC positive feedback. Each point shows steady-state gene expression for a given 
inducer concentration after 8h induction starting from either initial ON or OFF. The left-hand figures show 
the average fluorescence with standard deviation of three flow cytometry replicates, where the blue 
indicates initial ON cells and the red indicates initial OFF cells. The right-hand figures show GFP 
fluorescence of all levels of induction of two representative replicates. This work is collaboration with Ziqi 
Zhu. 
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From figure 2.5 above, both toggles shows good bistablity as expected. Toggle 1 (figure 2.5 A) 
has more separated high and low states than toggle 2 (figure 2.5 B), due to the fact that two 
promoters were constructed in each half (figure 2.1) rather than a single one for both proteins. 
For the initial OFF toggles, the cells were able to stay in a low state without inducers. With the 
increasing amount ATc, the system began to turn on until the ATc amount reached 100 ng/mL, 
where the system reached the high state. For initial ON toggles, the cells remained on no matter 
how little inducer was applied. The high states of initial ON cells matched the high states of initial 
OFF cells. For toggle 2 (figure 2.5 B), initial ON cells had higher GFP expression than OFF cells 
at 200 and 250 ng/mL ATc, which may be caused by the fluorescent protein or inducer toxicity.  
The bistable region of both toggles are within 0~100 ng/mL ATc range. Within this region, the 
toggles have two separate stable steady states, and the noise of gene expression cannot make 
the toggles transition between states. However, DNA deletion caused by recombination of 
repeated DNA segments happened frequently in toggle 1 while testing, which made this structure 
unreliable for future experiments.  
For the pLas-LasR positive feedback loop (figure 2.5 C), the initial OFF cells turned on with the 
induction of C12 at a concentration of 10-7 M and above. The initial ON cells were able to keep in 
high state regardless of the amount of inducers. However, the high states of initial ON and OFF 
cells in this network were not equivalent to each other as they were in the toggles, which may due 
to the crosstalk inside the network as the previous work of our group described64. Additionally, the 
difference in GFP fluorescence between high and low states was small, and the value of the high 
state of the initial ON cells was highly variable. The paraC-AraC positive feedback loop had the 
similar result (figure 2.5 D), where the two states were not distinct from one another, in which 
case, gene expression noise may have an obvious effect on the final results. For example, the 
GFP expression of initial OFF cells at the arabinose concentration of 2 * 10-9 M are higher than 
ON cells, and error bars in most concentrations overlap considerably, which could be caused by 
gene expression noise. In summary, both positive feedback networks did not show adequate 
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separation between the high and low states such that intrinsic noise could be ignored, which 
made them unfit for stochastic resonance research.   
 
2.2.3 Microfluidics analysis for toggle switches   
 We put toggle 2 in microfluidics to verify the accurate inducer range for system bistability. As we 
discussed in 1.2.3, a narrow bifurcation region is required in order to feasibly induce stochastic 
resonance (as shown in figure 1.4). As for E. coli toggle switches, the initial ON state cells can 
stay on even with 0 ATc, which makes it impossible to have a narrow positive inducer range for 
systems bistability. In order to make the initial ON cells turn off at positive ATc range, 100 µM 
IPTG was added as background.  
.  
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Fig. 2.6 Images from microfluidics video. Each photo contains the phase contrast (left) and the combined 
red and green fluorescence images (right). (A) Toggle 2 switched from initial OFF to ON state with a 
decrease in IPTG induction.  (B) Initial ON state cells turned OFF with the increasing IPTG amount. This 
work is collaboration with David J Menn. 
 
As shown in figure 2.6 (A), the initial OFF cells can switch from OFF to ON with the reduction of 
the IPTG background. When IPTG decreased to 10 µM, the majority of cells turn green, and the 
system could be considered to be in the ON state. But for initial ON cells, instead of having a 
point or a narrow range of IPTG to switch the system from ON to OFF, there was a wide IPTG 
range for switching (from 43µM to 100µM), where the system was bi-model and cannot fully turn 
off. In order to attain stochastic resonance, a narrow and clear threshold was required as shown 
in the first picture of figure 1.4. So currently toggle 2 is not an ideal candidate for stochastic 
resonance.    
 31 
 
2.3  Discussion  
For both of the positive feedback systems we designed, although they both show bistability in a 
given inducer range, their high and low states were not consistent or stable enough to ignore 
gene expression noise, which corresponded to results from other research on positive feedback 
loops58-60. As discussed in section 1.2.3, when cells make their fate decision through a positive 
feedback loop, intrinsic noise plays an important part that cannot be ignored, which would made it 
difficult to tune these systems through extrinsic noise.  
Toggle gene networks, on the other hand, provided two ideal stable steady states, where the 
systems behaved reliably in response to the inducer signal, and gene expression noise could be 
ignored.  However, there were problems for both of the toggle designs. Toggle 1 had an 
automatic DNA deletion problem caused by recombination of repetitive elements. For toggle 2, 
the inducer range of the bifurcation region was too wide so that the external noise needed to 
cause the system to switch states is greater than entire bistable region. The reason for this could 
be the LVA degradation tag we used was not working as quickly as expected, so that there might 
be a lot of leftover GFP inside initial ON cells which affected their transition speed. Another 
possibility is that the TetR operators in the promoter we used may not be function as well as 
expected and there could be higher than expected leakage. When the experiments were 
conducted in microfluidics, the leakage problem may be amplified because a single cell and its 
offspring compose the sample, instead of the average of a group in flow cytometer. This allows 
for variability to propagate more easily, as the sample size is much smaller. Ultimately, despite 
extensive work on these networks, because they were each found to be unfit in one way or 
another they were abandoned in favor of better-behaved networks. 
Although the toggle gene network designs require further modification, they have a great potential 
in stochastic research because of their ability to maintain different stable states and switch 
exclusively following the inducer signals. Besides having the proper genetic structures, the noise 
range is another factor we need to consider. How much noise do we need to add to the system, 
and for how long, in order to make it switch states? In the next chapter, we conduct a series of 
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experiments on the well-researched toggle pKDL in E. coli as well as on a yeast version of it61, in 
an attempt to answer both of these questions. For the yeast system, as the simplest eukaryotic 
model, instead of transformation on a plasmid as in E. coli, the synthetic gene network is genome 
integrated and has only one copy, which may reduce copy-number induced variability.  
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3. STOCHASTIC RESONANCE 
As we discussed in 1.2, in other fields of study, there are several factors for successfully 
generating SR: a clear threshold of energy states; a weak continuous periodic input; and a noise 
source, which serves as the stochastic force and the key factor to drive the system to switch 
between two stable steady states52-56. In this chapter, we attempt to answer two questions: at 
what amplitude and for what length of time should the noise be applied? We took one step back, 
trying to figure out the maximum and the minimal amount of noise separately by answering: what 
is the minimal amount inducer (above the bistable range) and inducing time to make the system 
switch from OFF to ON? Conversely, for ON state cells, what is the maximum amount of inducers 
(below the bistable range) and for how long is it required, to make the cells switch?  In order to 
answer these questions, experimentally, we induced the synthetic yeast cells with several 
different concentrations of ATc beyond the bistable range, for variable lengths of time. After this 
temporary induction, the cells were re-diluted and grown in fresh media with ATc within the 
bistable range; in order to make sure that all the cells finished any transitions. The concentration 
within the bistable range stands in for the periodic sub-threshold signal that would be used in a 
full-fledged SR experiment. The minimal amount of ATc and the pulse time could be used to 
determine the amplitude and duration of noise required for SR. Similar experiments were 
performed on the pKDL toggle in E. coli; however, since the lower edge of bistable range of this 
toggle is negative, it is impossible to turn the system OFF with one inducer (and two chemical 
inducers can easily make cells sick in microfluidics according to the trials in chapter 2), here we 
only interrogated half of the noise range, using pulsed ATc to turn the system from OFF to ON. In 
addition to these experiments, a simplified math model was generated to mimic the system.  
3.1  Materials and Methods 
3.1.1 Stability Tuning Data Analysis 
pKDL toggle and its yeast analog were used in this chapter, the scheme of their design are 
shown in figure 1.261. ATc was applied as the external control factor of the system. According to 
the early stage experiments, the ATc range for the system bistability is from 0-2 ng/mL in E.coli, 
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and 6-12 ng/mL in yeast61. In order to figure out the minimal time and amount of the ATc 
induction to make the cells switch state, which will be the minimal duration and amplitude of 
noise, we took cells and pulse induced them with different high state inducing ATc concentrations 
for various length of time (see Table 3.1). The pulse induced cells were re-diluted in the media 
within their bistable range for ATc (8ng/mL for yeast and under 0.5 ng/mL for E.coli). For yeast, 
the cells were initially grown in 2% glucose media for 20 hours to get a healthy population, then 
rediluted in 2% galactose media with proper inducers for 24 hours to induce the initial ON or OFF 
state (50ng/mL and 0ng/mL, respectively).  Throughout the experiment, cultures were rediluted 
every 12 hours to maintain an ideal density for flow cytometry.  For E.coli, cells were cultured 
overnight in LB broth with 50mg/mL kanamycin to obtain a large population.  Overnight cells were 
then grown in fresh media for 2 hours until they entered exponential phase, at which point they 
were rediluted and grown for 2 more hours before beginning the induction pulses.  Overnight cells 
tended toward the OFF state, so no additional induction was needed.  All data was collected via 
flow cytometry with induction intensity and durations as shown in Table 3.1.  Additional 
measurements were taken to show that steady expression had been reached in OFF  ON yeast 
(24 and 36 hours), ON  OFF yeast (36 and 48 hours), and OFF  ON E.coli (6 and 8 hours).  
The final time point was dropped for later runs, as it was clear from earlier samples that steady 
expression was reached by 24, 36, or 6 hours, respectively. 
Organism ATc Concentrations Pulse Durations 
Yeast (OFF  ON) 25ng/mL, 30ng/mL 2h, 3h, 4h, 5h, 6h, 8h, and 12h 
Yeast (ON  OFF) 0ng/mL, 1ng/mL, 2ng/mL 12h, 14h, 16h, 18h, 20h, 22h, 
24h 
E.coli (OFF  ON) 3ng/mL, 4ng/mL 0.5h, 1h, 1.5h, 2h, 2.5h, 3h, 4h 
Table 3.1: ATc concentrations and pulse durations tested on yeast and E.coli constructs. 
 
3.1.2 Math Modeling 
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The model we used was taken from the paper by Ellis, Wang, &Collins67.  It is simplified and 
normalized.  In particular, inducers have been simplified to a number from 0 to 1, 0 being no 
induction and 1 being maximum induction.  The equations used are: 
 
𝑑[𝐿𝑎𝑐𝐼]
𝑑𝑡
= 𝐶𝑟𝑙 + 𝑝𝑒,𝑡𝑒𝑡 − 𝑑 ∙ [𝐿𝑎𝑐𝐼] 
𝑑[𝑇𝑒𝑡𝑅]
𝑑𝑡
= 𝐶𝑟𝑡 + 𝑝𝑒,𝑙𝑎𝑐 − 𝑑 ∙ [𝑇𝑒𝑡𝑅] 
with: 
𝑝𝑒,𝑡𝑒𝑡 =
1
1 + (
[𝑇𝑒𝑡𝑅]
𝑘𝑇 )
𝑛𝑡
∙ 𝐴𝑇𝑐
 
𝑝𝑒,𝑙𝑎𝑐 =
1
1 + (
[𝐿𝑎𝑐𝐼]
𝑘𝐿 )
𝑛𝑙
∙ 𝐼𝑃𝑇𝐺
 
 
The stochastic model was composed from the production and degradation terms of the ODE 
equations as described in box 2, chapter 1.  
 
P1 = GFP+1 = (Crl + pe,tet)/LS 
P2 = mCH+1 = (Crt + pe,lac)/LS 
P3 = GFP-1 = (d*[LacI])/LS 
P4 = mCH-1 = (d*[TetR])/LS 
LS = P1+P2+P3+P4 
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Parameters were chosen from within the ranges of the original paper. 
 
 
Ordinary differential equation models were solved and analyzed by MATLAB. Stochastic 
simulations were written in MATLAB and the statistical noise we generated had a probability 
density function equaling to that of the uniform distribution.  
One inducer was held constant between 0.05 and 0.2.  It was found that the system was not 
bistable if this inducer was 0, but it was capable of holding either state with certain values of the 
other inducer when within this range. The second inducer was given a square waveform (the sub-
threshold signal) that could be modified with noise of a predetermined amplitude (A) and 
frequency (F).  For the extent of the simulation, every F minutes, a random number from the 
range [-A/2  A/2] was added to the baseline square wave. The resulting waveform was used as 
the input for the ODE and Stochastic models. 
 
3.2  Results 
3.2.1 Experimental Results 
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Fig. 3.1 The result of initial OFF yeast cells under (A) 25 ng/mL and (B) 30 ng/mL ATc pulse induction. 
The pulse time is increasing in the horizontal direction with pulse durations of 2, 4, 6, 8  and 12 hours. The 
vertical direction is the total experiment time since the beginning of induction (initial start at t=0 hour). The 
first row is data collected at the end of the induction pulse. Data in subsequent rows were measured at t=12, 
24, and 36 hours. Each plot contains 5 parallel samples labeled in different green intensity. The inducer 
information was labeled on the top of each figure. For example, ‘2hrs@ 25ng/mL ATc, 0hrs@ 8g/mL ATc’ 
on the first image in figure 3.1 (A) means: the duration of the pulse ATc induction is 2 hours at 25 ng/mL; 
it is tested at 0 hours after re-diluting into 8 g/mL (bistable range), in which case, the total experiment time 
is 2 hours (pulse time+0). The image separated at the top right shows the initial condition of the cells before 
any induction. In each plot, the red line in stands for the threshold of ON and OFF state (cells over this 
fluorescence value are counted as ON), and the red number on the left/right is the percentage of OFF/ON 
cells of all five parallel samples. This work is collaboration with David J Menn.  
 
The results of the ATc induction strength at 25 ng/mL for various pulse times are shown in Figure 
3.1A. After pulse induction, cells were grown at 8 ng/mL ATc to allow any cells which had begun 
transitioning between states to finish. The cell distribution at 24 and 36 hours is almost the same 
in each column, which indicates cells finished state transition within 24 hours of total experimental 
time, although they received different length of pulse induction. Both 2 and 4 hours ATc pulse 
induction cannot make the majority of cells switch states (first two columns in figure 3.1). When 
the pulse duration was 6 or 8 hours, around half of the cells switched states from OFF to ON. 
Further increasing the pulse time to 12 hours lead to more than half of the cells (around 75%) 
transition from OFF to ON state. Thus, at least 12 hours is required for the external signal (ATc) 
noise with the maximum value of 25 ng/mL in order to make the cell trend toward switching states 
by following the noise.  
When the ATc pulse strength increased at 30 ng/mL, 4 hours of induction causes half of the 
population to switch states (Figure 3.1B). More than 80% of the population transited from OFF to 
ON state after 8 hours induction, which indicates, if the maximum noise modified signal is 
increased to 30 ng/mL, the time that the sub-threshold periodic signal needs to stay near one 
bifurcation point can be decreased to 8 hours to still push the transition.   
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Fig. 3.2 The result of initial ON yeast under (A) 0 ng/mL, (B) 1 ng/mL, and (C) 2ng/mL ATc pulses of 
induction. 40 ng/mL ATc was applied for 24 hours to push the cells to ON state. The image in the black 
frame at the top right shows the initial condition of each group. The pulse time is increasing towards 
horizontal directions as labeled, with pulse times of 12, 14, 20, 24, and 36 hours. The vertical direction 
shows all experimental states as time progresses.  The first row is data collected immediately after finishing 
the ATc. Data were then recorded every 12 hours from the induction start, with rows 2-4 being measured at 
24,36, and 48 hours.  Some samples lack a 48 hour time point, as populations were determined to stabilize 
by 36 hours. Each figure contains 5 parallel samples labeled in different green intensity. The inducer 
information is labeled on the top of each figure as well. The threshold between ON and OFF state is shown 
as a blue line in each figure. The percentage of OFF/ON cells population is indicated on the left/right side 
of the threshold. This work is collaboration with David J Menn. 
 
The average induction time required for cells switching from ON state to OFF state is longer than 
the other way around. When 0 ng/mL ATc were applied as pulse strength (Figure 3.2 A), at least 
20 hours induction was required to make over 70% of cells turn into OFF state. 22 and 24 hours 
induction could make over 90% of populations switching. However, when ATc induction was 
increased to 1 ng/mL and 2 ng/mL (Figure 3.2 B, C), there was no stable switching happening 
within any of the observed pulse induction time. Populations were either bimodal or remaining ON 
in these two induction strengths. The results indicate that the low end of noise strength should be 
0 ng/mL in order to increase the chance for the system states to transition, and even with this 
absence of induction, over 22 hours application time is recommended.   
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Fig. 3.3 Hysteresis analysis of E.coli. Hysteresis curves (generated at 2, 5, and 8 hours after induction) 
show that the bistable range of pKDL is 0-2 ng/mL. The threshold of energy state is defined on the right 
hand images (blue line). The numbers show the population distribution on each state. This work is 
collaboration with David J Menn.     
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Fig. 3.4 Pulse induction of E.coli cells at the ATc concentration of 20 ng/mL (A), 4 ng/mL (B), and 3 
ng/mL (C), the induction time and conditions is indicated at the top of each image. Five parallel samples 
were applied in each condition. The threshold shown in each image is described in figure 3.3. This work is 
collaboration with David J Menn.  
 
Basic bistability information on the pKDL toggle is shown in Figure 3.3. The ATc range for system 
bistability is 0-2 ng/mL. Three concentrations beyond this range were chosen as pulse strength. 
When ATc was induced at 20 ng/mL, over 80% populations turn ON after only 30 minutes of 
pulse induction (Figure 3.4 A). Then we chose 2 ATc concentrations closer to the bistable range. 
When ATc was at 4 ng/mL, roughly half of the cells could be dragged to high state with a pulse 
time of 30 minutes (figure 3.4 B), whereas 90% of populations reached high state after the pulse 
time was extended to 60 minutes. If ATc was dropped to 3 ng/mL, 6 hours induction needed to 
turn 90% cells into high state (figure 3.4 C), and the system showed bimodality in different 
population ratios when the pulse time was between 30 minutes and 4 hours.  This indicates that 
the inducer range between when the system is clearly bistable and monostable is quite narrow. 
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3.2.2 Math Model Results 
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Fig. 3.5 The results of math model with different parameters. The inducer 1 was applied in a periodic 
square wave as shown by the green curves in the images, while inducer 2 was held constant. Blue and red 
curves show two protein populations of the system, analogous to TetR and LacI. Inducer 1 turns on the blue 
state, inducer 2 turn on the red state. Because inducer concentrations are normalized, inducers are 
represented as a percentage of the saturation value.  The minimal amount of inducer 1 was increased from 
10% (A) to 40% (B). The height of the square wave was increased in the horizontal direction; shown are 
minimum +5%, +15%, +25%, and +35%. Noise intensity was increased in the vertical direction, with 
amplitudes of 0%, 10%, 20%, and 30%. Inducer 2 was set at 0.2 for both (A) and (B). In (C) inducer 1 were 
set as a square signal with strength from 20%-40%, and inducer 2 intensity was set as 0.05, 0.1, and 0.15 
from left to right columns. Each column has the same inducer situation and each row has the same noise 
amplitude as labeled. Additional wave/noise combinations are available in the supplemental materials. This 
work is collaboration with David J Menn.  
 
Results of the mathematical model’s simulation are shown in Figure 3.5. Our model is able to 
simulate two distinct energy states (labeled with red and blue), and inducer inputs with different 
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square wave and noise intensities (green curves). In (A) (B) and (C), each column has the same 
inducer situation with the increasing intensity of noise. In a successful SR generation, the stability 
should fluctuate with the addition of noise. However, there was no obvious difference between 
various intensity of noise in all the results. Sub-threshold wave height appears to play a stronger 
role than noise based on these calculations. Further parameters adjustment may still be required.  
3.3  Discussion   
The basic noise conditions for SR were explored in this chapter. Combing all the results, some 
rough conclusions can be made to answer the two questions about noise in the beginning of this 
chapter. For yeast, the effective noise amplitude for ATc induction should be from 0 to 25 ng/mL 
or more and the length is at least 22 hours, to generate a stochastic force to a weak periodic 
signal within bistable range. In E. coli, an induction of 3 ng/mL ATc noise for 6 hours is the 
minimal requirement for tuning the system out of the low energy state. All the results can give us 
a noise range before microfluidics. Further experiments are still required to confirm the details of 
noise.   
The math model did not show the influence of noise to the system as we expected, which may be 
a result of the type of noise used, a product of simplifying the system itself into just 2 equations, 
or may indicate that SR might not be attainable in a mutual inhibition network. Further model 
modifications are required, including trying different types of noise from electronic signal 
processing, such as Gaussian noise, Brown noise or Poisson noise103, and adding additional 
details into the ODEs of the deterministic model.  
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4. MAGNETIC RESPONSIVE PROMOTERS 
Heat shock gene is a common gene in both eukaryotes and bacteria coded for the general stress 
response protein, HSF (heat shock factor), originally discovered and studied in the context of heat 
shock 83-85.  Further research has shown that there is a region in the heat shock promoter 
specifically responsive to magnetic fields (MF)83-85. In this chapter, we focus on the promoter of 
the heat shock gene (rpoH) in E.coli, the simplest cell model.  
 Information on the E.coli rpoH promoter (rpoHp) was obtained from the BioCyc 
Pathway/Genome Database Collection (EcoCyc) (http://ecocyc.org/ECOLI/NEW-
IMAGE?type=OPERON&object=TU00083)104. There are five subunits of this promoter, as shown 
in figure 4.1(rpoHp1, rpoHp3, rpoHp4, rpoHp5, rpoHp6).  Each subunit and their combinations 
were extracted from the E.coli chromosome and their responsiveness to pulse magnetic field was 
tested.  
 
Fig. 4.1 The scheme of rpoH promoter (rpoHp) adopted from the EcoCyc database. There are 5 subunits of 
rpoHp in this operon (rpoH1, rpoH3-5). The transcription factor binding sites are color coded in the 
promoter region: The green stands for activator sites, pink stands for repressor sites, brown ones are dual 
regulation (both activator and repressor) sites, and grey are the unspecified sites.  
4.1  Materials and Methods 
4.1.1 Promoter Synthesis and Plasmid Construction 
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Fig. 4.2 The sequence of synthesized rpoHp. Three biobrick restriction cites were added to the promoter as 
shown, in order to insert the synthesized DNA into a standard biobrick vector. The primers we used to PCR 
the promoter subunits are listed with their melting temperature (Tm). F indicated forward primers set on the 
5’ end of templates; R indicated reverse primers set on the reverse complement of the 3’ end of templates. 
The orange parts of the primers are non-binding DNA that add the biobrick restriction sites to the ends of 
the PCR product, with the sites themselves underlined. The sequence of the four sites we used are listed at 
the top right and their positions in the vector are labeled on the plasmid diagram.  
 
The full rpoHp was synthesized by Integrated DNA Technologies (IDT). In order to easily 
manipulate the DNA parts, BioBrick plasmids served as vectors. The rpoHp was formatted to be 
flanked by the standard BioBrick restriction (Figure 4.2) and inserted into vectors between their 
EcoRI and SpeI sites, so that further cloning could follow standard BioBrick methods described in 
chapter 2. Polymerase chain reaction (PCR) was applied to synthesize the subunits of rpoHp. 
The primers were designed as shown in figure 4.2. In each primer, the BioBrick adaptors are 
shown in orange and the template binding regions are shown in black.  Primers with a _F suffix 
target the 5’ end of the template DNA, while those with a _R suffix target the reverse complement 
on the 3’ end of the target region.  The length of each primer was decided according to the 
melting temperature (Tm) of primers (fixed between 60-65 °C) when using Phusion and 
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calculated using the New England Biolabs (NEB) Tm calculator (http://tmcalculator.neb.com/#!/). 
BBF and BBR are standard BioBrick primers targeting the vector as the plasmid diagram in figure 
4.2 shows.   
The PCR reactions were processed in a thermal cycler (BIO-RAD), with the procedure: (1) melt 
for 3 minutes at 98 °C; (2) melt for 30 seconds at 98 °C; (3) anneal for 30 seconds at 65 °C; (4) 
elongate for 30 seconds at 72 °C; repeat (2)-(4) for 42 times; and (5) final elongation for 5 
minutes at 72 °C. Then the reaction was hold at 4 °C for an indefinite time for short-term storage. 
The polymerase used was Phusion high-fidelity DNA polymerase provided by NEB with all the 
reagents (deoxynucleotide (dNTP), HF buffer). The primers we combinatorially paired to obtain 
various portions of rpoHp: rpoHp345 (rpoHp3_F, rpoHp5_R), rpoHp45 (rpoHp4_F, rpoHp5_R), 
rpoHp56 (rpoHp5_F, BBR), rpoHp1345 (BBF, rpoHp5_R). 
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Fig. 4.3 Primers/synthesized DNA design and insertion process. (A) Scheme of TF operator insertion 
process, for all site insertions (adopted from the EcoCyc database). R5, the upstream dual regulator, and 
internal activator site were PCRed and inserted into a BioBrick plasmid containing GFP (Gene X). For the 
activator site inserting, after duplexing, one activator cite was able to be inserted into a BioBrick plasmid, 
GeneX was rpoHp5 and GFP. (B) Primers/synthesized DNA sequences design. Both of the designs were 
able to produce a DNA fragment with proper restriction sites or sticky ends, so that it can be inserted into 
standard BioBrick plasmid and left the full restriction cite sets (EcoRI, XbaI, SpeI, PstI) for future 
engineering.  
Further research was focused on the TF binding sites of the most MF reactive subunits of rpoHp 
— rpoHp5 (results shown in section 4.2), which shares a TF binding region with rpoHp3 and 
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rpoHp4. Figure 4.3 shows the process of inserting synthesized TF binding sites and sequence 
information for PCR primers and synthesized DNA duplexes. Primers were designed to amplify 
the TF binding sites (rpoH-BS_F, rpoHp5_R) as shown in figure 4.3 (B), and a PCR reaction was 
run with the rpoHp template. In order to insert the CRP-cAMP DNA-binding site, which activates 
transcription, the site DNA was synthesized as a pair of DNA oligos with an EcoRI sticky end 
upstream and SpeI sticky end downstream, so that the duplexed DNA piece could be directly 
inserted into a EcoRI and XbaI restricted BioBrick plasmid, (figure 4.3 (A)). Additional nucleotides 
and restriction sites were added to ensure that the insertions were able to leave a full standard 
BioBrick plasmid after reaction. The CRP-cAMP activator binding site was inserted between 
EcoRI and XbaI, with a full EcoRI and XbaI left upstream of the inserted regulator site, so that 
multiple sites could be inserted upstream later and the product would still function as a standard 
BioBrick plasmid. The sequence information of the TF binding cites was obtained from the E.coli 
parts of BioCyc (EcoCyc).  
4.1.2 Cell Culture and MF Exposure 
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Fig. 4.4 Scheme of the plasmid designed for magnetic responsive testing. GFP was transcribed 
by rpoHp or its variations.  
 
Fig. 4.5 Pulsed MF exposure device. (A) Overview of the pulse MF station; (B) function generator; (C, D) 
the coil.   
 
After synthesis, each promoter was inserted into a plasmid as figure 4.3 shows. The plasmid was 
transformed into E.coli and cultured in LB media with ampicillin overnight. Then the cells were 
diluted into new media in 300 µL tubes, and the tubes were placed inside the coil of the pulsed 
MF station (figure 4.5 C, D). The cells were then exposed to a 50 Hz, 1 mT square wave pulsed 
MF, produced by a function generator (Agilent 33120A, figure 4.5 B). The coils were connected to 
the function generator by standard electronic experimental wire and relocated into a 37 °C 
incubator for 12 hours. 3-5 parallel samples were prepared, and cell fluorescence was tested with 
flow cytometry.  
4.2  Results 
Abbreviations  Components 
rpoH rpoHp (rpoH promoter) 
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R1 rpoHp1(The first unit of rpoH promoter) 
R3-6 rpoHp3-6(The third to sixth unit of rpoH 
promoter) 
R345 The combination of rpoH3, rpoH4 and rpoH5 
R45 The combination of rpoH4 and rpoH5 
R56 The combination of rpoH5 and rpoH6 
R1345 The combination of rpoH1, rpoH3, rpoH4 and 
rpoH5 
BSR5 The R5 promoter with all TF binding sites 
AR5, AAR5, AAAR5, AAAAR5 The R5 promoter with one to four upstream 
activator binding sites 
Table 4.1 Abbreviation instructions for the figures. 
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Fig. 4.6 Response of various engineered versions of rpoHp. Blue bars are GFP expression of samples 
without pulsed MF induction and red bars are samples under pulsed MF exposure for 12 hours. Bar heights 
are an average of three independent flow cytometry measurements shown as mean ±SD. (B) is the 
magnified version of one part of (A) as labeled.  
 
The responsiveness of all engineered versions of rpoHp to pulsed MF is shown in figure 4.6. 
Wildtype rpoHp has about 1.5 fold difference when induced with the MF. The rpoHp3-5 subunit 
region (as shown in figure 4.1) was the most active part in response to MF exposure. The subunit 
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rpoHp5 (R5) has about three-fold difference after pulsed MF induction. According to the 
information from BioCyc database (figure 4.3), there are some CRP-cAMP dual regulator sites 
able to both activate and repress the transcription of rpoHp5 that were not included in our current 
promoter105-107, and the existing CRP-cAMP regulator site activating transcription in R5 is worth 
investigating further105. So our next step was trying to insert both binding sites upstream of R5.  
 
Fig. 4.7 Response of different engineered versions of R5 promoter to the pulsed MF. (A) R5 with upstream 
dual regulator site. (B) R5 engineered with one to four additional activator sites. All the bars are a mean ± 
SD of 3 independent samples.  
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Primers were made to synthesize a new version of R5 (BSR5) to contain all the TF binding sites. 
Unfortunately, the addition of all the sites decreased the responsiveness (figure 4.7 A). However, 
the addition of activator sites slightly increased responsiveness to MF. The GFP expression 
driven by AR5 under pulsed MF was around two times higher than that without MF (figure 4.7 B), 
with smaller error bars than R5. The base expression level of AR5 was higher than R5, which 
indicates that AR5 is a stronger promoter. The addition of two activator sites further increased the 
base expression level of the R5 promoter, whereas they slightly decreased its reaction to MF. 
Three or more activator sites insertion disabled the ability of R5 promoter to drive gene 
expression. Although further modification is still required, R5 and AR5 are both ideal initial 
candidates for construction of a pulsed MF responsive promoter. 
 
Fig. 4.8 The specificity test of selected engineered promoters. Heat shock was applied to the cells at two 
temperature levels.  
 
Finally, to ensure that these results were not the effect of a general stress response, the original 
rpoHp, rpoH5, rpoH345 and AR5 were heat shocked and their fluorescence was measured 
(figure 4.8). Two temperature levels, 40 and 45 °C, were applied to the cells for 12 hours. None of 
them responded to the 45 °C heat shock (purple bars in figure 4.8), and the cells density was low 
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at this temperature. The 40 °C heat shock also showed reduced expression in rpoHp, R345, and 
AR5 (green bars in figure 4.8). The GFP expression driven by R5 remained the same level with 
heat shock, probably because it was a weak promoter initially. rpoHp was more activated in 
response to the 40 °C heat shock compared to other promoters. The results show that R5, R345 
and AR5 have specificity for pulse MF stimuli.  
4.3  Discussion 
 
Fig. 4.9 Cyclic AMP synthesis and inactivation, adopted from McDonough et.al108. 
 
Both the activator site (A) and the dual regulator site added to the R5 promoter are associated 
with cAMP-CRP binding and messaging.  cAMP is a derivative of adenosine triphosphate (ATP) 
by adenylate cyclase (as shown in figure 4.9). Adenylate cyclase (AC) is an enzyme located on 
the inner side of the plasma membrane as well as several other anchored locations inside cells. 
cAMP is used for intracellular signal transduction in many different organisms, via specific cAMP-
binding proteins, such as transcription factors107, 108. cAMP is an important molecule in signal 
transduction and well known as a second messenger molecule because of this AC directed 
synthesis mechanism, discovered by Gilman et. al (1994 Noble Prize in Physiology or Medicine).  
They theorize that AC can receive external chemical signals transmited by guanine nucleotide-
binding proteins (G proteins) and transmit the signals by converting ATP to cAMP. cAMP can 
then serve as a secondary messenger able to interact with other proteins, such as cyclic 
nucleotide-gated ion channels, to activate enzymes and regulate gene expression92-94.109, 110 111, 
112. 
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In bacteria, there is evidence showing that the level of cAMP varies in response to different 
environmental stimuli113-115. In E.coli, the cAMP receptor protein (CRP) is a global regulator that 
controls gene expression by binding to specific DNA sequences in promoters, which consists of 
the positive regulation parts in rpoHp92-94, and the cAMP signal pathway may be responsible for 
the magnetic signal transduction as well because of its positive role in regulating the function of 
cation channels50, 95, 96.  
In this chapter, we initially certify that rpoHp can be responsive to pulse MF. R5 and R345 have 
the best response to MF. The addition of cAMP-CRP activator sites on the upstream of R5 plays 
an active role when 2 or fewer are added. AR5 is able to drive 2 times GFP expression when 
exposed to a pulsed MF and is a good candidate for further engineering. 
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5. AN EXPLORATION OF CREATING MAGNETIC PROMOTER VARIANCE THROUGH 
DIRECTED EVOLUTION 
Directed evolution (DE) is a method that mimics the natural selection process to evolve proteins 
or nucleic acids toward a user-defined goal116-118. It contains three steps: generate variations of 
the starting gene through mutations; isolate variants under a designed selection force for several 
generations; ensure heredity by checking the changes in gene sequences. In this chapter, we will 
use a CRISPR/Cas9 system (developed by Kylie Standage-Beier31) to induce mutation on the 
upstream portion of the AR5 promoter and apply selection force through a combination of pulsed 
MF and antibiotics selection.  
5.1  Materials and Methods 
5.1.1 Plasmid Design and construction 
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Fig. 5.1 (A) The scheme of inducing directed evolution in E.coli. In each cell, there are two types of 
plasmids, as well as an addition to the chromosome which produces the sgRNAs. One plasmid contains the 
magnetic promoter, in which the selected MF promoter (AR5) transcribes chloramphenicol (C+) and GFP 
in a BioBrick pSB3K3 vector. The other plasmid contains constitutive Cas9 production. A small plasmid 
constitutively expressing the sgRNA was inserted onto the chromosome. The Cas9 will bind with sgRNA, 
which targets the site (the red box) upstream of the magnetic promoter and nick either the top or bottom 
strand. (B) The scheme of details about Cas9/sgRNA system we used, adopted from Standage-Beier et al31.  
 
The plasmids we constructed are shown in figure 5.1 (A). Chloramphenicol and GFP were driven 
by the AR5 promoter in a pSB3K3 BioBrick vector (with kanamycin as plasmid maker). The 
CRISPR targeting sites were synthesized by IDT with EcoRI and SpeI sticky ends on either side, 
similar to the method described in figure 4.3 (B), and inserted in front of the promoter. The 
synthesized plasmid was transformed into Ecoli containing chromosomally expressed sgRNA and 
plasmid expressed Cas9 proteins (these constructs are shown in figure 5.1 B). The sgRNA and 
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Cas9 protein form a complex and the sgRNA targets either the top or bottom strand, which the 
Cas9 then nicks. Different versions of sgRNA were used to target various locations in the target 
site. The Cas9 we used for nicking was Cas9 D10A, which has been shown to be the most 
reliable Cas9 nickase in our previous work31.  
5.1.2 Cell culture and Selection Force Application 
The E.coli were grown in LB media with 100 mg/mL ampicillin and 50 mg/mL kanamycin, initially 
for overnight. Then the cell cultures were diluted into LB media with 30 mg/mL, 40 mg/mL and 50 
mg/mL chloramphenicol respectively, and all samples were put into the pulsed MF coil (figure 4.5) 
for overnight. There were five replicates for every condition, and fluorescence was tested in flow 
cytometry. The samples with the best result were chosen for next generation culture, in which the 
sample was diluted into the three concentrations of chloramphenicol media and put into the coil 
again. The best sample of the second generation was selected and subjected to the same 
selection force again in the third generation. The fluorescence of 4 generations of samples was 
recorded. Every sample was treated as an individual case, and the average fluorescence 
difference between samples with and without MF was calculated using Excel.  
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5.2  Results 
 
 
 
Fig. 5.3 Flow Cytometry histograms showing repression strength of sgRNAs targeting the GFP promoter or 
coding strand. X-axis is GFP fluorescence intensity, and Y-axis is cell count. Cells gated by forward and 
side scatter. This work is collaboration with Kylie Standage-Beier.   
 
We first tested sgRNA binding, shown in figure 5.2. A strong, constitutive promoter pTet was 
chosen for the test. The binding sites were inserted between Tet operators. The results show that 
  
Fig. 5.2 RNA-Programmed Repression: (a) cartoon showing dCas9 with an sgRNA guided to the Tet 
promoter of a GFP reporter gene located on the E.coli chromosome. Important promoter regulatory 
elements are highlighted; (b). Fluorescent microscopy of reporter containing cells with control, sg(-), 
sgRNA and Tet promoter targeting sg(pTet). This work is collaboration with Kylie Standage-Beier.  
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the sgRNA-targeted promoter was unable to transcribe GFP (figure 5.2 b). Then another network 
with sgRNA targeted binding sites inserted into the GFP gene was constructed, and the 
fluorescence is shown in figure 5.3. The GFP expression was partially switched off with this 
modification. These results indicate that the sgRNA can accurately target its binding site.  
 
Fig. 5.4 The responsiveness of mutated MF promoter in each generation under selection pressure. The y-
axis is the generations of cells under selected force; the best two samples were chosen to plot in each 
generation. The x-axis is the fluorescence difference between samples with MF (MF+) and without MF 
(MF-).      
 
Chloramphenicol resistance was transcribed by the MF responsive promoter. The cleavage 
upstream caused by sgRNA/Cas9 nicking increased the probability of mutation of the promoter. 
Beneficial mutations would result in more chloramphenicol resistance expression under pulsed 
MF and greater survival in the chloramphenicol media. Around 60 pairs of samples (MF+ and 
MF-) were tested per round of the experiment (4 generations). The best sample exhibited over 5 
times difference between MF+ and MF- (figure 5.4, 3rd generation). However, this superiority did 
not propagate through generations, and most samples were 2-4 times different between MF+ and 
MF-. 
 65 
 
5.3  Discussion 
One advantage of directed evolution is that there is no need to understand the mechanism of the 
desired activity or how the mutations affect it119. This makes it a good candidate for the initial 
research in improving the responsiveness of the magnetic promoter. However, the limitations of 
this method are worth considering. Foremost, a high-throughput assay is required to measure the 
effects of all the random mutations, which may be time and resource intensive. Additionally, the 
improvement of the assayed activity can be due to the improvements in enzyme catalytic activity 
and are not necessarily able to be tracked back to DNA changes, which therefore cannot be 
inherited120, 121.  
Our exploration of applying directed evolution to one of the best magnetic responsive promoters, 
AR5, had some positive early results. Up to five-fold differences between MF+ and MF- were 
detected in one of the random mutation samples, but it was not heritable between generations. 
Due to the limited size of our device, the sample numbers were not high enough for screening 
under pulsed MF.  Screening in 96-well plates under pulsed MF would be ideal for future 
experiments.   
  
 66 
 
 
6. SUMMARY AND FUTURE PERSPECTIVES  
In the attempt to generate SR in a biological system, several chemically inducible bistable 
networks were constructed as candidates. Further testing showed that only the toggles have a 
clear threshold between the two energy states, which made them a better candidate for 
generating SR. however, none of them behaved healthily in microfluidics due to the fluorescence 
toxicity. Further modification, focused on decreasing the promoter leakage and increasing GFP 
degradation efficiency, is still required to enable the toggles to adapt to microfluidics environment. 
On the other hand, in our research of basic noise conditions for SR in a toggle system, we 
computationally tested out the noise range for applying inducers in order to make the system 
switch between states, which provided a suggested amplitude of noise for use in future research 
in microfluidics. The math model we simulated was able to describe two energy states controlled 
by two inducers. But the external noise was not be able to effect the system as we expected, 
which may due to over simplification of the system. Further modifications are required and can be 
focused on adding more details in the ODEs in the deterministic model, as well trying different 
types of noise (Gaussian, Brown, or Poisson noise103). 
In the work on designing a new genetic system capable of responding to pulsed magnetic fields, 
rpoHp and its subunits were generated and tested. Here, R5 and R345 had the best 
responsiveness to the applied MF.  Both R5 and R345 share the same operators. One type of 
operator, cAMP-CRP sites, was focused on due to cAMP’s active role as a signal pathway 
second messenger according to other researchers107, 108 (discussed in 4.3).  The addition of the 
cAMP-CRP positive site played an active role in the system’s response to pulsed MF. In order to 
improve the responsiveness of magnetic promoters and produce better operators while the exact 
mechanism was still under investigation, a directed evolution method was applied by 
implementing a CRISPR-dCas9 nicking system. Although the best performing promoters showed 
a five-fold difference in gene expression between trials with and without the magnetic field, this 
mutation was not inheritable. Future experiments are required with more generations and larger 
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groups of trials for screening. Additionally, cAMP-CRP binding site placement and distance 
relative to the promoter’s transcriptional start have been shown to be important factors and could 
be more thoroughly explored122. In order to confirm the hypothesis of the mechanism by which 
the promoter responds to a pulsed MF, cAMP variations should be tested between samples with 
and without pulse magnetic field, since it is an important second messenger in many signal 
transduction pathways123, 124. The ion currents exchanged through the cell membrane under the 
effect of a pulsed MF could be monitored via a patch clamp recording technique125.  
Although we faced many challenges on both of our projects, they have much potential as well. 
Successfully generating SR in a biological system could cause the cell to change its fate after 
previously choosing a fate through the additional of external noise. This offers insight into the 
cellular decision-making process, and could possibly be useful in a lot of medical research, such 
as anti-cancer drugs development. The magnetic responsive gene expression system could 
provide a useful new inducer system to complement the current popular 
chemical/optical/temperature switchable inducers. Magnetic signals may be superior to other 
inducers in certain contexts, due to the fact that they are non-invasive, safe, and easy to apply.  
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