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Abstract
It is shown that a trivial version of polarization is sufficient to produce separating
systems of polynomial invariants: if two points in the direct sum of the G–modules
W and m copies of V can be separated by polynomial invariants, then they can be
separated by invariants depending only on ≤ 2 dim(V ) variables of type V ; when G is
reductive, invariants depending only on ≤ dim(V ) + 1 variables suffice. Similar result
is valid for rational invariants. Explicit bounds on the number of type V variables in a
typical system of separating invariants are given for the binary polyhedral groups, and
this is applied to the invariant theory of binary forms.
MSC: 13A50, 14L24
1 Introduction
Let G be a group, k an arbitrary base field, V,W finite dimensional G–modules over k. Write
V m for the m–fold direct sum V ⊕ · · · ⊕ V . The coordinate ring k[V ] of V (the symmetric
tensor algebra of the dual G–module V ∗) contains the subalgebra k[V ]G of polynomial in-
variants. We say that v, v′ ∈ V can be separated (by polynomial invariants) if there exists
an f ∈ k[V ]G with f(v) 6= f(v′). Following [4], Definition 2.3.8, we say that S ⊆ k[V ]G is
a separating set if whenever v, v′ ∈ V can be separated, then there exists an f ∈ S with
f(v) 6= f(v′).
We shall be interested in separating sets in k[W ⊕ V m]G, where m is varying in N. Given
f ∈ k[W ⊕ V d], m ≥ d ∈ N, and 1 ≤ i1 < · · · < id ≤ m, denote by f
(i1,...,id) the function
f ◦ pi(i1,...,id) : W ⊕ V
m → k, where pi(i1,...,id) is the projection mapping (w, v1, . . . , vm) 7→
(w, vi1, . . . , vid).
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Definition 1 We say that S ⊆ k[W ⊕ V d]G is a complete system of typical separating
invariants in type V variables relative to W , if for all m ∈ N, m ≥ d, we have that
S(m) = {f (i1,...,id) | f ∈ S, 1 ≤ i1 < · · · < id ≤ m}
is a separating set in k[W ⊕ V m]G. (Note that in this case for q < d, substituting zeros into
the type V variables of index q + 1, q + 2, . . . , d in the elements of S we obtain a separating
set in k[W ⊕ V q]G.)
This concept can be considered as a naive version of polarization, as the elements of S(m) are
very special polarizations of the elements of S (see Section 7 for comments on polarization).
Whereas the general polarization process is a basic tool (at least in characteristic zero) to
produce generating invariants, the analogues of the above concept for generating systems
seems to be useless. However, it turns out to be meaningful when we deal with separating
sets.
Definition 2 Denote by σ(G,W, V ) the minimal non-negative integer d such that k[W ⊕
V d]G contains a complete system of typical separating invariants in type V variables relative
to W .
In Section 2 we verify the general bound σ(G,W, V ) ≤ 2 dim(V ). For a reductive group
G this is improved in Section 3 to σ(G,W, V ) ≤ 1 + dim(V ); the latter bound is sharp.
We prove in Section 4 that the supremum of the numbers σ(G,W, V ) for a fixed finite
group G can be interpreted as a purely group theoretic invariant that we call the Helly
dimension of G. In Section 5 we turn to the invariant theory of binary forms: we investigate
the numbers σ(G,W, V ) when G is the special linear group SL(2,C) and V is an irreducible
SL(2,C)–module. It turns out that there is a universal constant upper bound for σ(G,W, V ),
independent ofW and V . In Section 6 we apply the idea of Definition 1 for rational invariants
(where the general polarization method can not be applied).
2 General bound for the number of variables
Denote by Gr(V ⊕ V ) the set of linear subspaces in V ⊕ V .
Lemma 1 Whether v = (w, v1, . . . , vm) and v
′ = (w′, v′1, . . . , v
′
m) can be separated or not
depends only on the triple (w,w′, Spank{v1 ⊕ v
′
1, . . . , vm ⊕ v
′
m}) ∈ W ×W ×Gr(V ⊕ V ).
Proof. Take v = (w, v1, . . . , vm) ∈ W ⊕ V
m, v′ = (w′, v′1, . . . , v
′
m) ∈ W ⊕ V
m, u =
(w, u1, . . . , ud) ∈ W ⊕ V
d, u′ = (w′, u′1, . . . , u
′
d) ∈ W ⊕ V
d with
Spank(v1 ⊕ v
′
1, . . . , vm ⊕ v
′
m} = Spank(u1 ⊕ u
′
1, . . . , ud ⊕ u
′
d}.
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In particular, there are coefficients αij ∈ k such that
vi ⊕ v
′
i =
d∑
j=1
αij(uj ⊕ u
′
j) for i = 1, . . . , m.
Given an invariant f ∈ k[W ⊕ V m]G, define h ∈ k[W ⊕ V d] by
h(x, y1, . . . , yd) = f(x,
d∑
j=1
α1jyj , . . . ,
d∑
j=1
αmjyj),
where x (resp. yj) stand for vector variables of type W (resp. V ). Obviously, h is G–
invariant. By construction we have h(u) = f(v) and h(u′) = f(v′). So if f(v) 6= f(v′), then
h(u) 6= h(u′). Consequently, if v and v′ can be separated, then u and u′ can be separated.
The reverse implication is shown in the same way. 
Theorem 2 Let S be a separating set in k[W ⊕ V 2n]G, where n = dim(V ). Then S is a
complete system of typical separating invariants in type V variables relative to W . That is,
we have σ(G,W, V ) ≤ 2 dim(V ).
Proof. Take a pair of points v = (w, v1, . . . , vm), v
′ = (w′, v′1, . . . , v
′
m) in W ⊕ V
m where
m ≥ 2n. Since dim(Spank{v1 ⊕ v
′
1, . . . , vm ⊕ v
′
m}) is at most 2n, there are indices 1 ≤ i1 <
· · · < i2n ≤ m with
Spank{vi1 ⊕ v
′
i1
, . . . , vi2n ⊕ v
′
i2n
} = Spank{v1 ⊕ v
′
1, . . . , vm ⊕ v
′
m}.
If v and v′ can be separated, then (w, vi1, . . . , vi2n) and (w
′, v′i1, . . . , v
′
i2n
) can be separated by
Lemma 1, so there exists an f ∈ S separating them. This means that f (i1,...,i2n) ∈ k[W⊕V m]G
separates v and v′. 
3 Reductive groups
Throughout this section we assume that k is algebraically closed. It is well known that if G
is reductive (acting algebraically on V ), then two points in V can be separated if and only
if the Zariski closures of their G–orbits are disjoint, see for example Corollary 3.5.2 in [9].
Recall also that the Zariski closure of any G–orbit contains a unique closed orbit, hence a
set of invariants is separating if it separates closed orbits.
Lemma 3 Suppose that v = (w, v1, . . . , vm) ∈ W ⊕ V
m, and for some q ≤ m we have that
Spank{v1, . . . , vq} = Spank{v1, . . . , vm}. Then the G–orbit of v is closed in W ⊕ V
m if and
only if the G–orbit of (w, v1, . . . , vq) is closed in W ⊕ V
q.
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Proof. There are coefficients βq+i,j ∈ k with vq+i =
∑q
j=1 βq+i,jvj holding for i = 1, . . . , m−q.
The map
ϕ :W ⊕ V q →W ⊕ V m
(x, y1, . . . , yq) 7→ (x, y1, . . . , yq,
q∑
j=1
βq+1,jyj, . . . ,
q∑
j=1
βm,jyj)
is an injective morphism of affine G–varieties, its image is a G–stable linear subspace L of
W ⊕ V m. So ϕ induces an isomorphism of the affine G-varieties W ⊕ V q and L, moreover,
ϕ maps the G–orbit of (w, v1, . . . , vq) in W ⊕ V
q onto the G–orbit of v in W ⊕ V m. Hence
the G–orbit of (w, v1, . . . , vq) is closed in W ⊕ V
q if and only if the G–orbit of v is closed in
L. Trivially, a subset of L is closed in L if and only if it is closed in W ⊕ V m. 
Theorem 4 Assume that G is reductive, and let S be a separating set in k[W ⊕ V n+1]G,
where n = dim(V ). Then S is a complete system of typical separating invariants in type V
variables relative to W . In other words, σ(G,W, V ) ≤ dim(V ) + 1 if G is reductive.
Proof. Take v = (w, v1, . . . , vm) ∈ W ⊕ V
m and v′ = (w′, v′1, . . . , v
′
m) ∈ W ⊕ V
m where
m ≥ n + 1, and assume that the G–orbits of v and v′ are different and closed with respect
to the Zariski topology. We need to show that after a possible rearrangement of the type V
variables, v and v′ can be separated by an element of S (identifying f ∈ S with f (1,...,n+1)).
Without loss of generality we may assume that
dim(Spank{v1, . . . , vm}) ≥ dim(Spank{v
′
1, . . . , v
′
m}),
and that v1, . . . , vq is a basis of Spank{v1, . . . , vm} for some q ≤ n.
Case I. Spank{v
′
1, . . . , v
′
q} 6= Spank{v
′
1, . . . , v
′
m}
Our assumptions imply that v′1, . . . , v
′
q are linearly dependent, so λ1v
′
1 + · · · + λqv
′
q = 0
for some λi ∈ k, not all zero. It follows that the closure of the G–orbit of (w
′, v′1, . . . , v
′
q)
is contained in the proper linear subspace L of W ⊕ V q defined by the system of linear
equations
∑q
i=1 λiyi = 0. On the other hand, the G–orbit of (w, v1, . . . , vq) is not contained
in L, and is closed in W ⊕V q by Lemma 3. Consequently, (w, v1, . . . , vq) and (w
′, v′1, . . . , v
′
q)
can be separated by an element of k[W ⊕ V q]G, implying that v and v′ can be separated by
an element of S.
Case II. Spank{v
′
1, . . . , v
′
q} = Spank{v
′
1, . . . , v
′
m}
By Lemma 3, the G–orbits of (w, v1, . . . , vq) and (w
′, v′1, . . . , v
′
q) are both closed in W ⊕ V
q.
If these G–orbits are different, then they can be separated by an element of k[W ⊕ V q]G,
whence they can be separated by an element of S. Otherwise replace v′ by g ·v′ with a g ∈ G
satisfying g · v′i = vi for i = 1, . . . , q and g · w
′ = w. In other words, we may assume from
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now on that w = w′, v1 = v
′
1, . . . , vq = v
′
q, and v1, . . . , vq is a basis of Spank{v1, . . . , vm} =
Spank{v
′
1, . . . , v
′
m}. There are unique coefficients γij, γ
′
ij ∈ k such that
q∑
j=1
γijvj = vq+i,
q∑
j=1
γ′ijv
′
j = v
′
q+i (i = 1, . . . , m− q).
Since v and v′ are different, vq+i 6= v
′
q+i for some i, say vq+1 6= v
′
q+1, implying that γ1,j 6= γ
′
1,j
for some j ∈ {1, . . . , q}. It follows that the G–orbits of (w, v1, . . . , vq+1) and (w
′, v′1, . . . , v
′
q+1)
are different in W ⊕ V q+1 (since the action of G preserves the linear dependency relations
among the type V variables). These orbits are closed in W ⊕ V q+1 by Lemma 3, hence they
can be separated by an invariant in k[W ⊕ V q+1]G. Now q ≤ n, so this shows that v and v′
(after a possible rearrangement of the type V variables) can be separated by an element of
S. 
Remark. Similar arguments imply that the nullcone is defined by invariants depending only
on dim(V ) variables of type V .
The following example shows that the bound dim(V ) + 1 on the number of type V variables
in Theorem 4 is sharp.
Example. Let G be a torus (k×)n−1 of rank n− 1 acting on V = kn by the rule
(α1, . . . , αn−1) ·


x1
x2
x3
...
xn

 =


(α1 · · ·αn−1)x1
α−21 x2
α−22 x3
...
α−2n−1xn

 .
Denote by e1, . . . , en the standard basis vectors in k
n, and set v = (−e1, e1, e2, e3, . . . , en)
and v′ = (e1, e1, e2, e3, . . . , en). Write x(i)j for the coordinate function on V
n+1 mapping an
(n+ 1)–tuple of vectors to the jth coordinate of the ith component. Then
x(1)1x(2)1x(3)2x(4)3x(5)4 · · ·x(n + 1)n
is an invariant in k[V n+1]G separating v and v′ (provided that the characteristic of k is
different from 2). On the other hand, we show that v and v′ can not be separated by
invariants depending only on ≤ n vector variables. Define the multidegree of a monomial
in k[V n+1] to be (d1, . . . , dn) if its total degree in the variables x(1)i, . . . , x(n + 1)i is di for
i = 1, . . . , n. It is easy to see that an element of k[V n+1] is G–invariant if and only if all of
its non-zero monomials have multidegree of the form (2d, d, d, . . . , d) with d ∈ N. Now let f
be such a monomial. Then either f(v) = 0 = f(v′), or
f = x(1)b1x(2)
2d−b
1 (x(3)2x(4)3x(5)4 · · ·x(n + 1)n)
d (b ∈ {0, 1, . . . , 2d}).
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In the latter case, if f involves only n vector variables, then b = 0 or b = 2d, implying that
f(−e1, u) = f(e1, u) for all u ∈ V
n. If the characteristic of the base field is 2, then we modify
the action to
(α1, . . . , αn−1) ·


x1
x2
x3
...
xn

 =


(α1 · · ·αn−1)x1
α−31 x2
α−32 x3
...
α−3n−1xn

 ,
and show in the same way as above that (ωe1, e1, e2, . . . , en) (where ω is a primitive third
root of 1) and (e1, e1, e2, . . . , en) can not be separated by invariants depending on ≤ n vector
variables.
4 Finite groups
Throughout this section we assume that the group G is finite. Then all orbits are closed
for any linear action of G, and two points in a G–module can be separated by polynomial
invariants if and only if their orbits are different. This implies upper bounds for σ(G,W, V )
given in terms of the subgroup lattice of G.
Define the Helly dimension κ(G) of G as the minimal natural number n with the following
property: if we are given m ≥ n left cosets in G such that any n of them have a non-
empty intersection, then the m cosets have a common element. We say that the subgroups
G1, . . . , Gm are intersection independent if no Gi contains ∩j 6=iGj, the intersection of the
others. Note that in this case G1, . . . , Gm are necessarily distinct, and if m > 1, then the Gi
are proper subgroups. Denote by µ(G) the maximal size of an intersection independent set
of subgroups of G, and write λ(G) for the maximal length of a chain of proper subgroups in
G.
Remark. The name ”Helly dimension” is motivated by Helly’s Theorem (cf. [7]). Numbers
related to κ(G) have already been introduced and studied for certain finite groups, see for
example [3].
Lemma 5 We have the inequalities κ(G) ≤ µ(G) + 1 and µ(G) ≤ λ(G).
Proof. Take an n ≥ µ(G)+1 and n+1 left cosets g0G0, g1G1, . . . , gnGn in G such that any n of
them have a non-empty intersection. Choose an element g from ∩ni=1giGi. Since G1, . . . , Gn
are not intersection independent, one of them, say Gn contains ∩
n−1
i=1 Gi. By assumption there
is an element h in ∩n−1i=0 giGi = g0G0 ∩ g(∩
n−1
i=1 Gi), so h is contained also in gGn = gnGn,
showing that the intersection of all the cosets giGi (i = 0, . . . , n) is non-empty. This proves
the first inequality.
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For the second inequality observe that if G1, . . . , Gn is intersection independent, then G1 ⊃
G1 ∩G2 ⊃ G1 ∩G2 ∩ G3 ⊃ · · · ⊃ ∩
n
i=1Gi is a strictly descending chain of subgroups, and if
n > 1, then G1 is proper. 
The Helly dimension is a very natural characteristic of a group. Given an action of G on
some set X , d ≤ m ∈ N, consider the diagonal action on Xm = X×· · ·×X , and ask whether
two points x = (x1, . . . , xm) and x
′ = (x′1, . . . , x
′
m) belong to the same orbit, provided that
(xi1 , . . . , xid) and (x
′
i1 , . . . , x
′
id
) belong to the same orbit in Xd for all 1 ≤ i1 < · · · < id ≤ m.
The minimal d such that this holds for all actions of G and all m ≥ d is nothing but κ(G).
The following variant of this observation explains our interest in κ(G).
Proposition 6 The Helly dimension κ(G) is the maximal value of σ(G,W, V ), as W,V
range over all finite dimensional G–modules.
Proof. Recall that two points in a G–module can not be separated by polynomial invariants
if and only if their orbit is the same.
First we prove the inequality σ(G,W, V ) ≤ κ(G) for any G–modules W,V . Assume that
m ≥ d = κ(G), v = (w, v1, . . . , vm) ∈ W ⊕V
m, v′ = (w′, v′1, . . . , v
′
m) ∈ W ⊕V
m, and suppose
that for all 1 ≤ i1 < · · · < id ≤ m we have that pi(i1,...,id)(v) and pi(i1,...,id)(v
′) belong to the
same G–orbit in W ⊕ V d. We need to show that v and v′ belong to the same G–orbit.
Replacing v by an appropriate element in its orbit we may assume that w = w′. The set
of elements g in the stabilizer of w with the property gvi = v
′
i is a left coset gGi in G, for
i = 1, . . . , m. Our assumption is that any d of these cosets have a non-empty intersection.
Since d = κ(G), it follows that there is a common element g of these cosets, and obviously
g · v = v′.
To show the reverse inequality, take a natural number d < κ(G). Then there is an m > d
and left cosets g1G1, . . . , gmGm such that any d of them have a non-empty intersection, but
the m cosets have no common element. It is well known that each subgroup of a finite group
can be realized as a stabiliser of a vector in an appropriate finite dimensional representation
(consider the representation induced by the trivial representation of the subgroup). Taking
direct sums one can construct a finite dimensional G–module V and vectors v1, . . . , vm ∈ V
such that the stabilizer of vi is Gi for i = 1, . . . , m. Set v = (v1, . . . , vm) ∈ V
m and
v′ = (g1v1, . . . , gmvm) ∈ V
m. Our assumptions imply that pi(i1,...,id)(v) and pi(i1,...,id)(v
′) belong
to the same G–orbit for all 1 ≤ i1 < · · · < id ≤ m, but v and v
′ belong to different orbits.
This shows that σ(G, 0, V ) > d. Since this holds for all d < κ(G), we conclude that the
supremum of the numbers σ(G,W, V ) as W and V vary is not smaller than κ(G). 
In the rest of this section we work out an explicit bound for the Helly dimension of the
finite subgroups of SL(2,C) (the binary polyhedral groups); this will be used in Section 5.
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Recall that up to isomorphism the finite subgroups of SO3 (the group of rotations of the 3–
dimensional real Euclidean space) are the following: the cyclic group Cn of order n (the group
of rotations of a regular n–angle pyramid), the dihedral group Dn of order 2n (the group of
rotations stabilizing a regular n–gon), the alternating group A4 (the group of rotations of
a regular tetrahedron), the symmetric group S4 (the group of rotations of a cube), and the
alternating group A5 (the group of rotations of a regular icosahedron). Denote by D˜n, A˜4,
S˜4, A˜5 the preimages of these groups under the natural double covering SU2 → SO3. Now
up to isomorphism the following is a complete list of finite subgroups of SL(2,C) (see for
example Chapter 0.13 in [11]):
Cn, D˜n (n = 1, 2, . . .), A˜4, S˜4, A˜5.
Proposition 7 We have κ(Cn) = 2 for any n > 1.
Proof. When n > 1, consider the cosets of two different elements with respect to the trivial
subgroup {1}; this example shows that κ(G) ≥ 2. To show the reverse inequality, denote
by g a generator of Cn. Any coset in Cn is of the form Gq,r = {g
x | x ≡ r mod q} for some
positive divisor q of n and r ∈ {0, 1, . . . , q− 1}. Take m ≥ 2 and m cosets Gq1,r1, . . . , Gqm,rm
such that any pair has a non-empty intersection. Consider the system of congruences
x ≡ r1 mod q1; x ≡ r2 mod q2; . . . ; x ≡ rm mod qm.
By assumption, any pair of these congruences has a simultaneous solution. Therefore the
system has a solution by the Chinese Remainder Theorem. This means that the intersection
of the m given cosets is non-empty. 
Remark. For comparison we mention that µ(Cn) can be arbitrary large: for example, if n
is the product of r distinct primes p1, . . . , pr, then the subgroups of order
n
p1
, n
p2
, . . . , n
pr
are
intersection independent.
Proposition 8 We have κ(D˜n) ≤ 4 for any n ≥ 2.
Proof. In terms of generators and relations, D˜n = 〈a, b | b
4 = 1, an = b2, bab−1 = a−1〉.
For a positive divisor q of 2n and r ∈ {0, 1, . . . , q − 1}, set Aq,r = {a
x | x ≡ r mod q} and
Bq,r = {ba
x | x ≡ r mod q}. The subgroups of D˜n are Aq,0, Aq,0 ∪ Bq,r, and the left cosets
are Aq,r, Bq,r, Aq,r ∪Bq,s (q a positive divisor of 2n, r, s ∈ {0, 1, . . . , q − 1}).
Take now m+1 ≥ 5 cosets giGi (i = 0, 1, . . . , m) in D˜n, and assume that any 4 of them have
a common element. Partition each given coset as giGi = A
i ∪ Bi, where Ai is either empty
or of the form Aq,r, and B
i is either empty or of the form Bq,r.
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Case I. Ai ∩Aj is non-empty for all i < j: Then by the proof of Proposition 7 we have that
the intersection of all the Ai is non-empty, and we are done.
Case II. There two among the Ai, say A0 and A1 such that A0∩A1 = ∅. Then g0G0∩g1G1 =
B0∩B1, hence for any 2 ≤ i < j ≤ m we have that g0G0∩g1G1∩giGi∩gjGj = B
0∩B1∩Bi∩Bj
is non-empty. Write qj for the positive divisor of 2n and rj ∈ {0, 1, . . . , qj − 1} with B
j =
Bqj ,rj , j = 0, . . . , m. Consider the following system of congruences:
x ≡ r0 mod q0; x ≡ r1 mod q1; x ≡ r2 mod q2; . . . ; x ≡ rm mod qm.
Our assumption implies that for any 2 ≤ i < j ≤ m, the subsystem consisting of the
congruences with indices 0, 1, i, j has a solution. Consequently, any pair of the above m+ 1
congruences has a simultaneous solution. Therefore the whole system has a solution by the
Chinese Remainder Theorem. In other words, them+1 cosets have a non-empty intersection.

Corollary 9 The Helly dimension of a finite subgroup of SL(2,C) is bounded by 6.
Proof. An inspection of the corresponding subgroup lattices shows that λ(A4) = 3, λ(S4) = 4,
and λ(A5) = 4. It is easy to see that if G ∼= G˜/N , where N is a two-element normal subgroup
in the finite group G˜, then λ(G˜) = λ(G) + 1. Hence we have λ(A˜4) = 4, λ(S˜4) = 5, and
λ(A˜5) = 5. By Lemma 5 we get the desired bound for the Helly dimension of these groups.
The two infinite series of finite subgroups of SL(2,C) are dealt with in Propositions 7 and
8. 
5 Binary forms
Throughout this section our group G is the special linear group SL(2,C), V = Pold(C
2)
is the space of homogeneous binary forms of degree d with complex coefficients, endowed
with the natural action of SL(2,C), whereas W is an arbitrary finite dimensional rational
SL(2,C)–module. Recall that Pold(C
2), d = 0, 1, 2, . . . is a complete list of representatives
of the isomorphism classes of irreducible rational G–modules. The study of the invariants
of several binary forms is the most classical topic in invariant theory. Our aim here is to
investigate the number of type V variables needed in a typical system of separating invariants
in this case. It turns out that there is a uniform upper bound on σ(G,W, V ) (independent
of W and V ).
Theorem 10 We have σ(SL(2,C),W, V ) ≤ 8 for any finite dimensional SL(2,C)–module
W and irreducible SL(2,C)–module V ; that is, if S is a separating subset in C[W ⊕V 8]SL(2,C)
(eight copies of V ), then S is a typical system of separating invariants in type V variables
relative to W .
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Remark. An arbitrary finite dimensional SL(2,C)–module is isomorphic to V m11 ⊕· · ·⊕V
mr
r
(where V1, . . . , Vr are pairwise non-isomorphic irreducible SL(2,C)–modules). Theorem 10
implies that C[
⊕r
i=1 V
mi
i ]
SL(2,C) contains a finite separating set whose elements depend only
on ≤ 8 variables of type Vi for each i = 1, . . . , r.
As we mentioned already in Section 3, two points in a G–module can be separated by a
polynomial invariant if and only if the unique closed orbits in their orbit closures are different.
So Theorem 10 is equivalent to the following.
Proposition 11 Let v = (w, v1, . . . , vm) and v
′ = (w′, v′1, . . . , v
′
m) be points in W ⊕ V
m
whose SL(2,C)–orbits are closed. Assume that for all 0 ≤ r ≤ 8, 1 ≤ i1 < · · · < ir ≤ m, the
closures of the orbits of (w, vi1, . . . , vir) and (w
′, v′i1, . . . , v
′
ir) in W ⊕ V
r have a non-empty
intersection. Then v and v′ belong to the same orbit.
In order to prove this statement we shall extensively use the generalization of the Hilbert-
Mumford Criterion due to Birkes-Richardson (see [1] or Theorem 6.9 in [11]).
BRHM Criterion: Assume that the G–orbit of u1 ∈ W is closed. Then u1 belongs to the
Zariski closure of the G–orbit of u2 if and only if there exists a one-parameter subgroup
(shortly 1−PS) ρ : C× → G (a homomorphism of algebraic groups) such that limz→0ρ(z)u2
exists and belongs to the G–orbit of u1.
Any non-trivial 1−PS in SL(2,C) is of the following form: there is an element g ∈ SL(2,C)
and a natural number n such that
ρ(z) = g
(
z−n 0
0 zn
)
g−1. (1)
We say that a 1−PS acts on a linear form l ∈ Pol1(C
2) by a positive character if the line Cl
is stabilized by ρ and ρ(z)l = znl for a positive integer n. Note that if ρ is of the form (1),
then the only lines fixed by ρ are spanned by gx and gy (where x and y stand for the usual
coordinate functions on C2), and ρ acts by a positive character on gx (but not on gy). An
orbit is called maximal if it is not contained in the closure of another orbit. We say that the
linear form l is a root of multiplicity n of the binary form v if ln divides v, and ln+1 does not
divide v. From the BRHM Criterion and (1) one derives the following known facts.
Proposition 12 (i) Let ρ be a 1−PS as in (1), and v a homogeneous binary form of
degree d. Then limz→0ρ(z)v exists if and only if gx is a root of multiplicity ≥ d/2 of v.
If the multiplicity is greater than d/2, then limz→0ρ(z)v = 0, and if d is even and the
multiplicity is d/2, then limz→0ρ(z)v is a non-zero scalar multiple of (gx)
d/2(gy)d/2.
(ii) If limz→0ρ(z)v exists for some non-trivial 1−PS, then it does not belong to the SL(2,C)–
orbit of v, unless v = 0 or d is even and v = (l1l2)
d/2 for some independent linear forms
l1, l2.
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Proposition 13 The SL(2,C)–orbit of v = (w, v1, . . . , vm) ∈ W⊕V
m is closed and maximal
if the components v1, . . . , vm have no common root of multiplicity ≥ d/2 (in all vi). In
particular, the orbit of v is closed and maximal if there is a type V component that has no
root of muliplicity ≥ d/2, or if there are two type V components that have no common root
of multiplicity ≥ d/2.
Proof. Assume that the orbit of v is not closed. By the BRHM Criterion, there is a non-trivial
1−PS ρ such that limz→0ρ(z)v exists. Then limz→0ρ(z)vi exists for all i. We may assume
that ρ is of the form (1). Then gx is a root of all vi with multiplicity ≥ d/2 by Proposition 12.
Next, assume that the orbit of v is not maximal. Then there is some u ∈ W ⊕ V m and a
non-trivial 1−PS ρ (of the form (1)) with v = limz→0ρ(z)u, implying that vi = limz→0ρ(z)ui
for all i. If d is odd, then all the vi are zero, and if d is even, then all vi ∈ C(gx)
d/2(gy)d/2
by Proposition 12, hence say gx is a common root of the vi with multiplicity d/2. 
Similar arguments yield the following consequence of Proposition 12.
Proposition 14 Assume that the orbit of v = (w, v1, . . . , vm) ∈ W ⊕ V
m is closed. Then it
is maximal if either of the following conditions holds:
(i) v has a type V component which is non-zero, and can not be written as (l1l2)
d/2 where
d is even and l1, l2 are independent linear forms;
(ii) v has two linearly independent components of type V .
Remark. A description of the orbit cosures is given in [8] for irreducible SL(2,C)–modules
and in [10] for arbitrary SL(2,C)–modules. One could deduce Propositions 13 and 14 from
the results of [10].
We shall need also the following elementary fact on the irreducible representations of SL(2,C).
Lemma 15 The pointwise stabilizer of a linear subspace of dimension ≥ 2 in the irreducible
SL(2,C)–module V is finite.
Proof. LetH be the pointwise stabilizer in SL(2,C) of a subspace of V of dimension ≥ 2. Any
element of H is conjugate in SL(2,C) to one of
(
1 1
0 1
)
or
(
−1 1
0 −1
)
or
(
z 0
0 z−1
)
(z ∈ C×). Direct computation shows that the fixed point subspaces of the unipotent elements
are 1–dimensional. Therefore any element of H is semisimple. It follows that the connected
component of the identity in H is contained in a maximal torus T of SL(2,C). Now T is
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1–dimensional (as an algebraic variety), and the fixed point subspace of T is 1–dimensional
if d is even and 0–dimensional if d is odd. Consequently, the connected componenent of the
identity in H is 0–dimensional, hence is the trivial subgroup {1}, showing that H is finite.

Proof of Proposition 11. If all vi, v
′
i are zero, then the assertion holds trivially. From now
on we assume that this is not the case.
Case I. There is a type V component of v, say v1, that has no root of multiplicity ≥ d/2.
We claim that for all 0 ≤ r ≤ 7 and 2 ≤ i1 < · · · < ir ≤ m, theG–orbits of (w, v1, vi1 , . . . , , vir)
and (w′, v′1, v
′
i1
, . . . , v′ir) coincide. Indeed, the closures of these orbits intersect by assumption.
On the other hand, the first G–orbit is closed and maximal by Proposition 13. These two
facts clearly imply that the orbits coincide.
Case I/a. vi = αiv1 with αi ∈ C for i = 2, . . . , m.
Since (w, v1, vi) and (w
′, v′1, v
′
i) belong to the same G–orbit, we have also v
′
i = αiv
′
1 for
i = 2, . . . , m. Take g ∈ G with g(w, v1) = (w
′, v′1), such a g exists, and gvi = g(αiv1) =
αigv1 = αiv
′
1 = v
′
i for i = 2, . . . , m, so gv = v
′.
Case I/b. There is an i ≥ 2, say i = 2 such that v1 and v2 are linearly independent.
Our assumptions imply that u = (w, v1, v2) and u
′ = (w′, v′1, v
′
2) belong to the same G–orbit,
so replacing v by an appropriate element in its orbit we may assume that u = u′. By the
assumptions, for all 1 ≤ r ≤ 6 and 3 ≤ i1 < · · · < ir ≤ m, the elements (u, vi1, . . . , vir) and
(u, v′i1, . . . , v
′
ir) belong to the same G–orbit, hence (vi1, . . . , vir) and (v
′
i1
, . . . , v′ir) belong to
the same orbit with respect to the stabilizer H of u. Now H is a finite subgroup of SL(2,C)
by Lemma 15, so we can conclude from Corollary 9 that (v3, . . . , vm) and (v
′
3, . . . , v
′
m) belong
to the same H–orbit, or in other words, that v and v′ belong to the same G–orbit.
Case II. All components of v of type V have a root of multiplicity ≥ d/2, and there are two
components, say v1 and v2 that have no common root of multiplicity ≥ d/2 (both in v1 and
v2).
The orbit of (w, v1, v2, vi1 , . . . , vir) is closed and maximal by Proposition 13, hence coincides
with the orbit of (w′, v′1, v
′
2, v
′
i1
, . . . , v′ir) for all 0 ≤ r ≤ 6 and 3 ≤ i1 < · · · < ir ≤ m.
Moreover, v1 and v2 are linearly independent. One concludes that the orbits of v and v
′ are
the same just like in Case I/b.
Case III. There is a linear form l such that le+1 divides all of v1, . . . , vm, where d = 2e or
d = 2e+ 1, and not all vi are zero.
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Note that l is the only root of multiplicity ≥ d/2 for each non-zero component vi. Without
loss of generality we may assume that v1 is non-zero. By Proposition 12, limz→0ρ(z)(v1, . . . , vm)
exists if and only if ρ acts by a positive character on l, and in this case limz→0ρ(z)(v1, . . . , vm)
does not belong to the orbit of (v1, . . . , vm). Hence in this case limz→0ρ(z)w does not ex-
ist (recall that the orbit of v is closed by assumption). Consequently, limz→0ρ(z)(w, v1)
does not exist for any non-trivial 1−PS, implying that the orbit of (w, v1, vi1 , . . . , vir) is
closed for all r ≥ 0 and 2 ≤ i1 < · · · < ir ≤ m. Moreover, these orbits are maximal by
Proposition 14. Thus the assumptions of the Proposition imply that (w, v1, vi1 , . . . , vir) and
(w′, v′1, v
′
i1 , . . . , v
′
ir) belong to the same orbit provided that r ≤ 7. One finishes in the same
way as in Case I.
Since the roles of v and v′ are symmetric, one can deal with Cases I’,II’,III’ (obtained by
replacing v by v′) in the same way as with Cases I,II,III.
Note that the proof is already complete for odd d. There are however further cases to
consider when d is even, which we assume from now on. From now on we automatically
assume that we are not in the cases covered so far. In particular, this implies that any two
type V components of v have a common root of multiplicity ≥ d/2, and the same holds for
v′.
Case IV. There is a non-zero type V component of v or v′, say v1, which can not be written
as (l1l2)
d/2 with two independent linear forms l1 and l2.
There is a unique (up to scalar) root l of multiplicity ≥ d/2 of v1, and l
d/2 necessarily
divides all the vi. Since the orbit of v is closed, just like in Case III, we conclude from
Propositions 12 and 14 that the orbit of (w, v1, vi1 , . . . , vir) is closed and maximal for all
0 ≤ r and 2 ≤ i1 < · · · < ir ≤ m. One finishes in the same way as in Case I (or III).
From now on we assume also that we are not in Case IV. This means in particular that each
non-zero type V component of v and v′ can be written as the product of the (d/2)th powers
of two independent linear forms.
Case V. There is a non-zero linear form l and linear forms l1, . . . , lm such that vi = l
d/2l
d/2
i
for i = 1, . . . , m, and there are two among the li, say l1 and l2 that are linearly independent.
For any 1−PS ρ acting on l by a positive character limz→0ρ(z)(v1, . . . , vm) exists, furthermore,
limz→0ρ(z)(v1, v2) does not belong to the orbit of (v1, v2). Since the orbit of v is closed, this
implies limz→0ρ(z)w does not exist for such ρ. Taking into account that l is the only common
root of v1 and v2, this implies that the orbit of (w, v1, v2, vi1 , . . . , vir) is closed for any r ≥ 0
and 3 ≤ i1 < · · · < ir ≤ m. These orbits are maximal by Proposition 14. One can finish as
in Case I/b.
Case V’. Replace v by v′ in Case V.
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Case VI. vi = αi(l1l2)
d/2, v′i = βi(b1b2)
d/2, i = 1, . . . , m, where αi, βi ∈ C, the linear forms l1,
l2 are independent, and the linear forms b1, b2 are independent.
There is a non-zero scalar among the αi,βj, say α1 6= 0. Then the G–orbit of (w, v1) in
W ⊕ V is closed by Lemma 3. If v′1 = 0, then (w, v1) is not contained in the closure of the
orbit of (w′, v′1), contradicting our assumption in the Proposition. So β1 6= 0, and the orbit
of (w′, v′1) is closed. Moreover, the orbits of (w, v1, vi1, . . . , vir) and (w
′, v′1, v
′
i1, . . . , v
′
ir) are
also closed by Lemma 3 for all r ≥ 0 and 2 ≤ i1 < · · · < ir ≤ m, hence they coincide by our
assumptions if r ≤ 7. One finishes in the same way as in Case I/a.
For the rest of the proof we assume additionally that we are not in Cases V,V’,VI. So
v1, . . . , vm have no common root of multiplicity ≥ d/2. On the other hand, any pair vi, vj
have a common root of multiplicity ≥ d/2. Moreover, the same holds for v′. This implies that
there are three pairwise independent linear forms l1, l2, l3 such that a non-zero scalar multiple
of each of (l1l2)
d/2, (l1l3)
d/2, (l2l3)
d/2 occurs among the components, say v1 = (l1l2)
d/2, v2 =
(l1l3)
d/2, v3 = (l2l3)
d/2, and all the vi belong to Cv1 ∪ Cv2 ∪ Cv3. By Proposition 13, the
orbit of (w, v1, v2, v3) is closed and maximal, hence by assumption coincides with the orbit
of (w′, v′1, v
′
2, v
′
3), and so we may assume that they are equal (replace v by an appropriate
element in its orbit). It follows that all type V components of v′ belong to Cv1 ∪Cv2 ∪Cv3.
Take a non-zero component vi of v, where i ≥ 4. Then there is a nonzero αi ∈ C and
f(i) ∈ {1, 2, 3} such that vi = αivf(i). Assume for example that f(i) = 3. Then the same
argument as above shows that (w, v1, v2, vi) and (w
′, v′1, v
′
2, v
′
i) = (w, v1, v2, v
′
i) belong to the
same orbit. Therefore v′i /∈ Cv1 ∪ Cv2, so v
′
i = βiv3 with a non-zero βi ∈ C. By assumption,
the orbit closures of (v3, vi) and (v
′
3, v
′
i) have a non-empty intersection, implying that αi = βi,
hence vi = v
′
i. By symmetry in v and v
′, we have that vi is non-zero if and only if v
′
i is non-
zero. So a repeated use of the above argument implies that vi = v
′
i for all i ≥ 4, hence v = v
′.

We take a digression and state and prove the analogues of Theorem 10 for ordinary polar-
ization.
Theorem 16 If S is a separating set of invariants in C[W ⊕ V 3]SL(2,C) (three copies of
V ), then the polarizations with respect to the type V variables of the elements of S con-
stitute a separating set in C[W ⊕ V m]SL(2,C) for an arbitrary m. Moreover, it is sufficient
to consider polarizations of the following special form: when m ≥ 3, take the coefficients
of f(w, vi1, vi2 ,
∑min{m,8}
j=3 t
j−3vij ) (viewed as a polynomial in t), as f ranges over S, and
i1, i2, i3, . . . are different elements of {1, . . . , m}; when m < 3, take f(w, v1, . . . , vm, 0, . . . , 0)
as f ranges over S.
Proof. The proof is almost the same as the proof of Theorem 10. Write q for min{m, 8}.
We treat the same Cases as in that proof. The only difference is that when we reduced a
given Case to the study of orbits of a finite group H (the stabilizer of (w, vi1, vi2), then we
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need to point out that if (vi3 , . . . , viq) and (v
′
i3 , . . . , v
′
iq) belong to different H–orbits, then
there is a t ∈ C such that
∑q
j=3 t
j−3vij belongs to a different H–orbit than
∑q
j=3 t
j−3v′ij ; this
folllows from the results on ”cheap polarization” in [6]. Hence the closed maximal orbit of
(w, vi1, vi2 ,
∑q
j=3 t
j−3vij ) is not contained in the closure of the orbit of (w
′, v′i1, v
′
i2
,
∑q
j=3 t
j−3v′ij ),
implying that f(w, vi1, vi2,
∑q
j=3 t
j−3vij ) 6= f(w
′, v′i1, v
′
i2
,
∑q
j=3 t
j−3v′ij ) for an appropriate
f ∈ S. 
Remark. The bound 3 on the number of type V variables is sharp, as it can be seen already
when dim(V ) = 3.
6 Rational invariants
Throughout this section k is algebraically closed. Our results on typical systems of separating
invariants have a version for rational invariants as well. Given an irreducible G–variety X ,
denote by k(X) the field of rational functions on X and by k(X)G its subfield of invariants.
Following [11] we say that R ⊂ k(X)G separates orbits in general position if there is a non-
empty open subset X0 of X such that if x, x
′ ∈ X0 belong to different orbits, then there is a
rational invariant f ∈ R defined both at x and x′ such that f(x) 6= f(x′). It is well known
that a finite set R of rational invariants separates orbits in general position if and only if
k(X)G is a purely inseparable extension of its subfield generated by k and R; see [11] for the
characteristic zero case, and combine it with (18.2) from [2] to get the general statement. A
theorem of Rosenlicht [12] asserts that a finite set R of rational invariants separating orbits
in general position always exists. (Note that if a finite set R of rational invariants separates
orbits in general position, then there is a non-empty G–stable open subset U in X such
that the elements of R are all defined on U , and separate inequivalent points in U , thus a
geometric quotient U/G exists.)
Write Xm for the product X × · · · ×X of m copies of X .
Theorem 17 Let X be an irreducible G–subvariety of V = kn (where G acts linearly on V ),
let Y be an arbitrary irreducible G–variety, and assume that R ⊂ k(Y × Xn+1)G separates
orbits in general position in Y ×Xn+1. Then for any m ≥ n + 1 we have that
R(m) = {f (i1,...in+1) | 1 ≤ i1 < · · · < in+1 ≤ m}
separates orbits in general position in Y × Xm. In particular, if char(k) = 0, then R(m)
generates the field of rational invariants on Y ×Xm.
Proof. Let U be a non-empty open subset of Y ×Xn+1 such that inequivalent points in U
can be separated by an element of R. The complement of U in Y ×Xn+1 is a proper closed
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subset Z in Y × Xn+1. For 1 ≤ i1 < · · · < in+1 ≤ m, denote by pi(i1,...,in+1) the projection
morphism Y ×Xm → Y ×Xn+1, (y, x1, . . . , xm) 7→ (y, xi1, . . . , xin+1). Then
Z(m) =
⋃
1≤i1<···<in+1≤m
pi−1(i1,...,in+1)(Z)
is a proper closed subset of Y × Xm; denote its non-empty complement by U (m). (If U
was G–stable, then U (m) is G–stable, since the projection maps are G–equivariant.) Note
that if x ∈ U (m), then any projection pi(i1,...,in+1)(x) belongs to U . If for x, x
′ ∈ U (m) there
is an (i1, . . . , in+1) such that y = pi(i1,...,in+1)(x) and y
′ = pi(i1,...,in+1)(x
′) belong to different
G–orbits, then y and y′ can be separated by some f ∈ R, and so f (i1,...,in+1) separate x and
x′.
Assume now that all projections pi(i1,...,in+1) map x = (y, x1, . . . , xm) ∈ U
(m) and x′ =
(y′, x′1, . . . , x
′
m) into the same G–orbit in Y ×X
n+1. After a possible renumbering of the in-
dices, we may assume that x1, . . . , xn span the k–subspace Spank{x1, . . . , xm} of V . So there
are coefficients αij with xn+i =
∑n
j=1 αijxj for i = 1, . . . , m − n. Since (y, x1, . . . , xn, xn+i)
and (y′, x′1, . . . , x
′
n, x
′
n+i) belong to the same G–orbit of Y ×X
n+1 for all i by our assumption,
we have that x′n+i =
∑n
j=1 αijx
′
j holds for i = 1, . . . , m − n (recall that the action of G on
X is induced by a linear action on V ). It follows that for an arbitrary element g ∈ G with
g ·(y, x1, . . . , xn) = (y
′, x′1, . . . , x
′
n) we have that g ·x = x
′. Such a g exists by our assumption,
hence x and x′ belong to the same G–orbit of Y ×Xm. 
7 Concluding remarks
The present paper is motivated by Weyl’s Theorem [13], Theorem 2.5A, asserting that if k is
of characteristic zero, then k[W⊕V m]G is generated by the polarizations (with respect to the
type V variables) of the elements of a generating system of k[W ⊕V n]G, where n = dim(V ).
It is well known that this does not hold when char(k) is positive (see for example [5] for a
class of examples). However, in a recent preprint, J. Draisma, G. Kemper and D. Wehlau
[6] proved that polarizing the elements of a separating set in k[W ⊕ V n]G, n = dim(V ), one
always gets a separating set in k[W ⊕V m]G, regardless of the characteristic of the base field.
Our statements Theorem 2 and 4 are weaker if one is interested in degree bounds for
separating invariants. On the other hand, they are ”really” about separating invariants,
in the sense that they have no analogues for generating invariants, even in characteristic
zero. From the point of view of polarizations, our results can be viewed as an addendum to
[6] making possible some computational simplifications in the construction of a separating
set in k[W ⊕ V m]G for large m. Namely, one takes a separating set S0 in k[W ⊕ V
n]G with
n = dim(V ). Then it is sufficient to take those polarizations of the elements of S0 that depend
only on ≤ 2n (resp. ≤ n+ 1 for reductive G) type V variables to get a (multihomogeneous)
separating set in k[W ⊕ V m]G. This is an essential simplification from the point of view of
explicit computations.
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Finally, this trivial version of ”polarization” applies also for rational invariants, where the
general polarization process does not make sense.
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