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Chapitre 1
Introduction
« On affirme, en Orient, que le
meilleur moyen pour traverser
un carre´ est d’en parcourir trois
coˆte´s. »
Les Sept Piliers de la sagesse,
Thomas Edward Lawrence
Cette introduction reprend en partie l’article Le chant de la Terre, publie´ dans
Images des Mathe´matiques.
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1.1 La the´orie des proble`mes inverses
Avant d’aborder pleinement les proble`mes mathe´matiques qui nous inte´resseront
dans cette the`se, nous les motivons par quelques discussions informelles tire´es de consi-
de´rations venant de la physique.
1.1.1 La Physique au XXe`me sie`cle
La the´orie des proble`mes inverses est une branche des mathe´matiques aussi vaste
que ramifie´e, et de´sormais motive´e par un nombre croissant d’applications a` la vie quo-
tidienne. S’il fallait en donner une de´finition quelque peu raisonnable, nous pourrions
dire qu’un proble`me inverse consiste a` de´terminer les caracte´ristiques physiques d’un
objet inaccessible a` la mesure par l’e´tude de sa re´ponse a` une stimulation ondulatoire.
Qu’un objet ne soit pas observable imme´diatement, c’est-a`-dire par le simple recours
a` un instrument d’observation tel qu’un te´lescope, est — pourrait-on dire — le propre
de la physique moderne et, en ce sens, tout proble`me physique traitant de l’infiniment
petit ou de l’infiniment grand pourrait eˆtre qualifie´ de proble`me inverse. Si Rutherford
de´couvre en 1909 le mode`le plane´taire de l’atome 1, battant ainsi en bre`che le mode`le
ante´rieur de Thomson qui voulait qu’un atome soit constitue´ d’un seul noyau renfer-
mant les deux charges oppose´es, ce n’est pas en observant la structure de l’atome par
le truchement d’un microscope surpuissant : c’est en e´tudiant la faible de´viation de
particules α bombardant une fine feuille d’or que Rutherford met au jour la structure
lacunaire de la matie`re, ainsi que l’existence d’un noyau charge´ positivement.
Partant, la majorite´ des avance´es de la Physique du XXe`me se sont constitue´es sur
l’observation d’e´ve`nements indirectement lie´s a` l’existence meˆme des objets. Autrement
dit : la confirmation des mode`les the´oriques s’est faite en observant les conse´quences de
ce qu’ils pre´disaient, non pas les objets qu’ils manipulaient en tant que tels. L’exemple
le plus significatif qui puisse eˆtre mentionne´ est certainement celui des trous noirs.
Par nature, un trou noir ne peut pas se voir puisqu’aucune lumie`re ne peut en e´chap-
per. Aussi paradoxal que cela puisse eˆtre, les astronomes sont de´sormais tout a` fait
capables de pre´dire l’existence d’un trou noir — de le localiser et meˆme de´sormais
de le « photographier » 2 ! — graˆce a` diverses techniques, telles que l’observation de
lentilles gravitationnelles, c’est-a`-dire la forte de´viation de la lumie`re (une onde !) qui
nous parviendrait d’une e´toile situe´e directement derrie`re le trou noir 3. On voit bien
que les mots ordinaires peinent ici a` donner du sens a` ce paradoxe de la physique
contemporaine : rien ne se voit mais tout s’observe.
Il y aurait donc foule de proble`mes que l’on pourrait qualifier d’inverses et parmi
ceux-ci, certains reveˆtiraient des natures tantoˆt analytiques, tantoˆt ge´ome´triques : ten-
1. Rutherford pensera qu’un atome est constitue´ d’un noyau de petit volume qui porte la charge
positive, ainsi que d’e´lectrons portant la charge ne´gative et gravitant autour du noyau a` la manie`re de
plane`tes autour de leur e´toile. Cette re´partition de la charge sera conserve´e dans les mode`les poste´-
rieurs, mais son analogie avec le syste`me solaire sera mise a` mal par la the´orie de l’e´lectromagne´tisme :
les e´lectrons de Rutherford, s’ils gravitaient autour du noyau de l’atome, devraient rayonner et perdre
de l’e´nergie jusqu’a` s’effondrer sur le noyau, rendant ainsi toute matie`re instable.
2. C’est la photographie du disque d’accre´tion d’un trou noir, et non l’objet en tant que tel, par
nature invisible, qui a e´te´ rendue publique le 10 avril 2019.
3. La Me´canique quantique, c’est-a`-dire la Physique de l’infiniment petit, repose sur la paradigme
de´ja` se´culaire — il remonte au de´bat entre Huygens et Newton qui agita le XVIIe`me sie`cle — de la
dualite´ onde-corpuscule : toute particule peut a` la fois eˆtre conside´re´e comme un corps physique et
comme une onde. L’ide´e qu’une stimulation ondulatoire se propage a` travers un objet inconnu n’est
donc jamais bien loin.
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ter de tous les e´nume´rer ne me`neraient pas a` grand chose. Notre e´tude se bornera
a` quelques proble`mes de nature avant tout ge´ome´trique. Plus pre´cise´ment, nous nous
inte´resserons a` des milieux dont les caracte´ristiques physiques peuvent eˆtre a priori de´-
crites au moyen de la the´orie de la ge´ome´trie riemannienne 4. Les ondes se propagent
alors selon le principe de moindre action de Maupertuis en minimisant globalement l’ac-
tion — c’est-a`-dire la diffe´rence entre l’e´nergie cine´tique et l’e´nergie potentielle — ou
encore en minimisant localement leur temps de trajet 5. Avant de donner une de´finition
mathe´matique moins e´quivoque des questions qui nous inte´resserons, nous pre´sentons
trois exemples concrets qui les illustrent.
La propagation des ondes sismiques. 6Au de´but du XXe`me sie`cle, graˆce a` l’ame´lio-
ration technique des sismographes, les ge´ophysiciens ont mis en e´vidence l’existence de
deux types d’onde qui se propageaient dans la crouˆte terrestre a` la suite d’un se´isme :
les ondes P et S (voir Figure 1.1). Les premie`res sont des ondes dites de compression :
ce sont les plus rapides a` se propager, se de´plac¸ant a` la vitesse de 6 km/s au voisi-
nage de la surface, et sont donc les premie`res a` eˆtre enregistre´es par les sismographes.
Puis viennent les ondes S, dites ondes de cisaillement, plus lentes mais aussi bien plus
de´vastatrices car elles tendent a` de´placer la matie`re perpendiculairement au sens de
propagation de l’onde. L’e´tude des temps de propagation de ces ondes tout au long du
XXe`me sie`cle a conduit a` des mode`les de plus en plus pre´cis de la structure interne de
la Terre avec une crouˆte terrestre (ou continentale) de faible e´paisseur — de l’ordre de
quelques dizaines de kilome`tres —, un manteau allant jusqu’a` 3000 km de profondeur,
puis un noyau dont une partie (appele´e la graine) est liquide et empeˆche la propagation
des ondes S.
Suite aux premie`res de´couvertes quant a` l’existence de ces ondes, Herglotz [Her05],
en 1905, puis Wiechert et Zoeppritz [EW07], en 1907, ont sugge´re´ un mode`le mathe´ma-
tique pour de´crire la structure interne de la Terre : cette dernie`re est mode´lise´e par une
boule ferme´e B(0, R) centre´e en l’origine et de rayon R ∼ 6300 km, sa structure est a`
syme´trie sphe´rique et isotrope. Cela revient a` supposer que la me´trique du milieu consi-
de´re´ est de la forme g = c−2(r)geucl, c de´crivant la vitesse de propagation des ondes.
En outre, afin que le mode`le soit fide`le a` l’observation, Herglotz et Wichert-Zoeppritz
4. Notons que cela e´carte d’emble´e les ge´ome´tries dites lorentziennes qui de´crivent la structure de
l’espace-temps en Relativite´ ge´ne´rale.
5. Au lecteur qui serait peu familier de ces notions, cet exemple e´le´mentaire peut e´clairer. L’e´te´, sur
une route rectiligne expose´e en plein soleil, il nous est fre´quent d’observer des mirages : ce que nous
distinguons alors au loin n’est plus le bitume, ce sont des taches de ciel qui semblent s’eˆtre noye´es
tout au bout de la route (et que nous n’atteindrons jamais !). L’explication est simple : la chaleur
de´gage´e par le bitume de´vie les rayons lumineux et les courbe au voisinage du sol, ce qui nous fait
voir le ciel a` la place de la route. Une fac¸on physique de formuler ce proble`me est de dire que l’indice
de re´fraction de la lumie`re a e´te´ modifie´ par la tempe´rature. Par les lois de Snell-Descartes, cette
modification inhomoge`ne (mais isotrope) de l’indice entraˆıne une modification de la trajectoire de la
lumie`re. Une fac¸on mathe´matique de la formuler est de dire qu’une modification de l’indice correspond
a` une modification de la me´trique de l’espace, ce qui a tendance a` le courber. Autrement dit, un rayon
lumineux paraˆıt se de´placer dans un milieu dont la ge´ome´trie serait courbe´, tout comme un avion entre
Paris et Sydney se de´place a` la surface de la Terre selon un arc de cercle (il ne va pas tout droit, sinon
il devrait passer a` travers le globe !). La courbure des rayons lumineux est ainsi interpre´te´e comme
une courbure intrinse`que de l’espace dans lequel ils vivent : c’est sur ce principe ge´ne´ral que repose la
ge´ome´trie riemannienne.
6. Voir l’article de vulgarisation que j’ai consacre´ a` cette question sur le site Images des Mathe´ma-
tiques : https://images.math.cnrs.fr/Le-chant-de-la-Terre.html.
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Graine solide
Noyau externe liquide
Epicentre
Zone d'ombre Zone d'ombre
Ondes P
Ondes S
Figure 1.1 – Propagation des ondes P et S dans la Terre
supposaient que c ve´rifie la condition supple´mentaire
d
dr
(r/c(r)) > 0, (1.1.1)
autrement dit que la vitesse des ondes augmente avec la profondeur. Cette hypothe`se
est meˆme plus pre´cise : elle traduit le fait que la trajectoire des ondes est de plus en
plus courbe´e a` mesure que celles-ci se rapprochent du centre de la Terre. D’un point
de vue mathe´matique, si Sr = {|x| = r} est la sphe`re de rayon 0 ≤ r ≤ R, alors (1.1.1)
est e´quivalent a` la stricte convexite´ des sphe`res Sr pour la me´trique g, au sens ou` la
seconde forme fondamentale y est de´finie positive en tant que forme quadratique. Selon
le principe de moindre action, les ondes sismiques de type P sont suppose´es se propager
en minimisant l’action, c’est-a`-dire selon les ge´ode´siques de la me´trique g. On suppose
e´galement que suffisamment de donne´es sismiques ont e´te´ collecte´es pour que, e´tant
donne´e une paire de points quelconque (x, y) ∈ S2R a` la surface de la Terre, le temps de
parcours d’une onde de x a` y soit connu. Autrement dit, on suppose connue la fonction
dite de distance au bord
dg : SR × SR → R+, (x, y) 7→ dg(x, y), (1.1.2)
ou` dg(x, y) de´signe la distance riemannienne entre x et y calcule´e par rapport a` la me´-
trique g. La question est alors la suivante :
Etant connue la fonction dg, est-il possible d’en de´duire la fonction c, c’est-a`-dire
de reconstruire la me´trique g ?
Ce proble`me difficile soule`ve en re´alite´ deux questions qui lui sous-jacentes. La
premie`re est d’ordre the´orique : est-il the´oriquement possible de reconstruire la fonction
c ? Autrement dit, e´tant donne´ deux me´triques g = c−2geucl et g′ = c′−2geucl, si l’on
suppose que les fonctions de distance au bord des me´triques co¨ıncident, i.e. dg = dg′ ,
est-il vrai que c = c′ ? On voit la` se dessiner un proble`me d’injectivite´. Si on peut
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re´pondre positivement a` cette question, on dira que la fonction de distance au bord
de´termine la me´trique ou encore que la varie´te´ (B, g) — ici la Terre, munie de sa
me´trique suppose´e — est rigide au bord. L’autre proble`me est de nature plus pratique :
supposons qu’il soit the´oriquement possible de reconstruire c (autrement dit que la
varie´te´ est rigide au bord), peut-on alors explicitement le faire ? Existe t-il un algorithme
permettant de calculer c a` partir de la fonction dg ? C’est le proble`me pratique de la
reconstruction de la me´trique, proble`me que nous n’e´tudierons pas dans cette the`se.
Pre´cisons que le proble`me the´orique est celui qui a d’abord historiquement inte´resse´
les mathe´maticiens : la premie`re formulation mathe´matique pre´cise est due a` Michel
[Mic82] en 1982, et nous aurons l’occasion d’y revenir plus en de´tails. Ce n’est que tre`s
re´cemment — dans les cinq ou six dernie`res — que les premiers progre`s significatifs ont
e´te´ faits quant au proble`me de la reconstruction graˆce aux travaux de Uhlmann-Vasy
[UV16] et Stefanov-Uhlmann-Vasy [SUV17], ce dernier ayant meˆme e´te´ couvert par la
publication d’un billet dans la revue Nature (ce qui est suffisamment rare concernant
un article de Mathe´matique pour que cela soit souligne´ !).
1.1.2 Transforme´e de Radon, transforme´e en rayons X.
En 1917, dans un article depuis reste´ ce´le`bre, Radon [Rad17] introduit une transfor-
me´e sur les fonctions f a` support compact dans le plan en leur associant une fonction
Rf , de´finie sur l’ensemble des droites L du plan par inte´gration de f le long de L, c’est-
a`-dire que Rf(L) = ∫
L
fdL. Il montre que cette application R est inversible et qu’il
est possible de reconstruire la fonction f a` partir de la connaissance de sa transforme´e
Rf . La formule qu’il e´tablit est la suivante :
f =
1
2
∆1/2R∗Rf, (1.1.3)
ou` ∆1/2 est le multiplicateur de Fourier par |ξ|, et au point x ∈ R2, si Lθ(x) de´signe la
droite passant par x avec un angle θ par rapport a` l’axe des abscisses,
R∗Rf(x) = 1
2pi
∫ 2pi
0
Rf(Lθ(x))dθ. (1.1.4)
est la moyenne calcule´e sur toute les droites passant par le point x.
Figure 1.2 – A gauche : la fonction f initiale, dont la valeur est repre´sente´e en intensite´ de
gris. A droite : sa transforme´e de Radon, ou` l’ensemble des droites est parame´tre´ en utilisant
un parame´trage normal.
C’est cette ide´e qui est reprise dans les dispositifs a` imagerie me´dicale par rayons X,
encore appele´e tomographie par rayons X. Le corps dont on veut connaˆıtre la structure
est bombarde´e par des rayons X — des ondes e´lectromagne´tiques a` tre`s haute fre´quence,
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de l’ordre de 1016 a` 1020 Hz/s — qui le traversent et viennent frapper un e´cran situe´
derrie`re lui. La pre´sence d’une grille anti-diffusante permet de ne conserver que les
photons qui se sont de´place´s de fac¸on rectiligne : se forme alors sur l’e´cran une image
par contraste radiographique. Duˆe a` l’absorption d’une partie des photons par le corps
au cours de leur trajet, l’intensite´ I(x) de l’onde mesure´e sur l’e´cran au point x, c’est-
a`-dire le nombre de photons par unite´ de surface et de temps, est donne´e par la loi de
Beer-Lambert :
I(x) = I0 exp
(
−
∫ x1
x0
µ(E,Z(s))ds
)
, (1.1.5)
ou` I0 est l’intensite´ initiale (suppose´e uniforme), x0 et x1 de´signent respectivement le
point d’entre´e et de sortie du corps pour le rayon arrivant en x et µ est le coefficient
d’atte´nuation, variant en fonction de l’e´nergie E des photons et du nume´ro atomique
Z(s) de la structure rencontre´e au point s. La mesure de l’intensite´ permet donc de
connaˆıtre la transforme´e en rayons X de la fonction d’atte´nuation µ que la formule de
Radon rend ensuite possible d’inverser pour retrouver le coefficient d’atte´nuation µ.
Dans l’exemple pre´ce´dent, les photons se de´placent en majorite´ en ligne droite (une
faible partie est de´vie´e par un processus de diffusion e´lastique que la grille d’anti-
diffusion se charge d’atte´nuer), c’est-a`-dire selon les lois de la ge´ome´trie euclidienne.
Il est tout a` fait possible de ge´ne´raliser la discussion pre´ce´dente a` des ge´ome´tries qui
seraient courbe´es, telles que celles mentionne´es au paragraphe §1.1.1. La transforme´e en
rayons X d’une fonction e´value´e sur une ge´ode´sique est alors l’inte´grale de la fonction
le long de cette meˆme ge´ode´sique. De fac¸on ge´ne´rale, la question qui nous inte´ressera
est la suivante :
Etant connue la transforme´e en rayons X d’une fonction, est-il possible de recons-
truire cette fonction ?
Tout comme au paragraphe §1.1.1, deux proble`mes se posent en re´alite´ : est-il the´o-
riquement possible de reconstruire la fonction, autrement dit, la transforme´e en rayons
X est-elle injective ? Et si oui, est-il possible de donner un algorithme de reconstruc-
tion ? Mentionnons au passage le fait que des transforme´es en rayons X plus ge´ne´rales
peuvent eˆtre de´finies sur des tenseurs de rang quelconque, et non seulement des fonc-
tions, chose que nous e´tudierons par la suite.
La ge´ome´trie spectrale. En 1966, dans un article au American Mathematical Monthly,
Kac [Kac66] jette les bases de la ge´ome´trie spectrale dans une formulation depuis reste´e
ce´le`bre :
Peut-on entendre la forme d’un tambour ?
Il conside`re un tambour, mode´lise´ par une membrane e´lastique Ω dont le bord ∂Ω
est fixe´ dans le plan (Oxy). Le soule`vement vertical u(t, x, y) du tambour selon l’axe
(Oz) est re´gi par l’e´quation des ondes
∂2u
∂t2
− c2∆u = 0,
avec pour conditions initiales u(t = 0) = u0, ∂tu(t = 0) = u
′
0. Ici, ∆ de´signe le laplacien
de Dirichlet sur la surface Ω. Il est bien connu que les solutions de l’e´quation des ondes
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se de´composent sous forme harmonique en
u(t, x, y) =
+∞∑
n=0
(u(+)n e
+i
√
λnt + u(−)n e
−i√λnt)ψn(x, y),
ou` les ψn sont les fonctions propres normalise´es du laplacien, associe´es aux valeurs
propres λn/c
2. Ces fre´quences propres sont appele´es les tons purs de la membrane, phy-
siquement mesurables. La question que pose Kac peut alors se reformuler en ces termes :
e´tant connues les fre´quences propres de vibration de la membrane, est-il possible d’en
de´duire sa ge´ome´trie ? Autrement dit : les valeurs propres du laplacien de´terminent-elles
la forme de la membrane Ω ?
Une premie`re re´ponse qui peut-eˆtre apporte´e au proble`me de Kac est que certaines
quantite´s ge´ome´triques peuvent eˆtre directement lues sur les valeurs propres du lapla-
cien. Si N(R) de´signe le nombre de valeurs propres du laplacien ≤ R, alors la loi de
Weyl stipule que ce nombre croˆıt en :
N(R) ∼r→+∞ vol(Ω) R
2pi
. (1.1.6)
Le volume de la membrane est donc de´termine´ par les fre´quences propres, mais ce n’est
bien suˆr qu’une information tre`s partielle.
Il a fallu attendre 1992 pour que le proble`me de Kac soit re´solu : Gordon-Webb-
Wolpert [GWW92] ont de´montre´ l’existence de domaines planaires isospectraux (ayant
meˆme spectre du laplacien) non isome´triques. Mais, de fac¸on plus ge´ne´rale, le pro-
ble`me a rapidement e´te´ formule´ pour des varie´te´s riemannienne compactes (a` bord ou
ferme´es) : il consiste a` savoir si l’isospectralite´ des varie´te´s implique leur isome´trie. Peu
avant, Milnor [Mil64] avait de´ja` remarque´ qu’il existe des paires de tores de dimension
16 isospectraux mais non isome´triques et c’est en 1980, suite aux travaux de Vigneras
[Vig80], qu’on a su qu’il existait des paires de surfaces hyperboliques isospectrales mais
non isome´triques. Sans contraintes supple´mentaires, le spectre du laplacien est donc
un invariant ge´ome´trique trop peu robuste pour contraindre entie`rement la me´trique
de la varie´te´. La question se pose alors naturellement de chercher une quantite´ ge´o-
me´trique qui coderait entie`rement la ge´ome´trie de la varie´te´. En courbure ne´gative,
qui est un contexte ou` le flot ge´ode´sique est « chaotique », le candidat qui pourrait
sembler convenir est le spectre des longueurs, c’est-a`-dire la suite des longueurs des
ge´ode´siques pe´riodiques. Or il se trouve que, au moins de fac¸on ge´ne´rique c’est-a`-dire
pour « presque toutes les me´triques », le spectre des longueurs est de´termine´ par le
spectre du laplacien qui, lui-meˆme, n’est pas suffisant pour de´terminer la me´trique de
la varie´te´ comme nous l’avons e´voque´. Une donne´e plus riche est fournie par le spectre
marque´ des longueurs, c’est-a`-dire la suite des longueurs des ge´ode´siques pe´riodiques,
repe´re´es par leur classe libre d’homotopie. Et c’est une ce´le`bre conjecture de 1985, duˆe
a` Burns et Katok [BK85], que le spectre marque´ des longueurs des varie´te´s a` courbure
ne´gative devrait de´terminer la me´trique de ces varie´te´s. Elle a e´te´ de´montre´e inde´pen-
damment en dimension deux en 1990 par Croke [Cro90] et Otal [Ota90] mais, depuis, le
proble`me est reste´ largement ouvert. Dans cette the`se, nous apportons un re´sultat qui
e´taie significativement la validite´ de cette conjecture (voir le The´ore`me VI) en toute
dimension.
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1.2 Organisation de cette the`se
1.2.1 Quelques mots sur la litte´rature
Dans les paragraphes qui vont suivre, nous introduisons plus pre´cise´ment les sujets
qui vont nous inte´resser ici et de´taillons les re´sultats ante´rieurs a` cette the`se. C’est
probablement a` partir de cette page qu’un lecteur non initie´ a` la ge´ome´trie se verrait
contraint d’abandonner la lecture.
A de rares exceptions pre`s (dont le ce´le`bre papier de Michel [Mic82] et les travaux de
Guillemin-Kazhdan [GK80a]), la litte´rature ante´rieure aux anne´es 1990 concernant les
proble`mes inverses ge´ome´triques est principalement issue de l’e´cole sibe´rienne, centre´e
autour de Dairbekov, Pestov, Mukhometov, Romanov et Sharafutdinov. Le Integral
geometry of tensor fields de Sharafutdinov [Sha94], publie´ en 1994, re´sume a` peu pre`s
toutes les connaissances de l’e´poque concernant la ge´ome´trie inte´grale. On y trouve
de´ja` l’e´tude syste´matique des tenseurs syme´triques ainsi que le recours a` l’analyse
microlocale. Mais la caracte´ristique de l’e´cole russe est de travailler uniquement en
coordonne´es, ce qui a pour principal de´faut de compliquer des calculs qui, faits de
manie`re intrinse`que, peuvent devenir triviaux. Aussi renvoyons-nous vers le cours de
Paternain [Pat] pour une introduction ge´ome´trique accessible a` ces proble`mes. Mon
me´moire de M2 peut e´galement servir d’entre´e en matie`re, de nombreuses preuves y
e´tant de´taille´es. Nous renvoyons e´galement a` l’Appendice B, ou` les principaux re´sultats
concernant les tenseurs syme´triques sont rappele´s.
A partir du de´but des anne´es 2000, le recours a` l’analyse microlocale devient
plus syste´matique sous l’impulsion d’un certain nombre de travaux dont Dairbekov-
Uhlmann [DU10], Pestov-Uhlmann [PU05], Stefanov-Uhlmann [SU04, SU05, SU09].
Encore plus re´cemment, a` partir des anne´es 2010, son utilisation est devenue cruciale
dans un large nombre de re´sultats, notamment pour l’e´tude de l’injectivite´ locale de
la transforme´e en rayons X : le travail fondateur de Uhlmann-Vasy [UV16] a ensuite
conduit a` de nombreux the´ore`mes, tous exploitant le meˆme principal ge´ne´ral. En paral-
le`le, l’e´tude analytique des flots uniforme´ment hyperboliques par des outils d’analyse
microlocale (voir par exemple les travaux de Faure-Sjo¨strand [FS11] ou Dyatlov-Zworski
[DZ16]) a trouve´ une application particulie`rement efficace dans les proble`mes inverses
ge´ome´triques pre´sentant un caracte`re hyperbolique, comme c’est le cas des varie´te´s
a` courbure ne´gative. Les deux papiers de Guillarmou [Gui17a, Gui17b] sont, en ce
sens, fondateurs de cette approche. C’est principalement a` partir des nouvelles ide´es
introduites dans [Gui17a, Gui17b] que se sont constitue´s les principaux re´sultats de
cette the`se. Nous renvoyons a` l’Appendice A pour une bre`ve introduction a` l’analyse
microlocale.
1.2.2 Plan de la the`se
Cette the`se a donne´ lieu a` la publication de huit articles scientifiques :
1. [Lef19] On the s-injectivity of the X-ray transform for manifolds with hyperbolic
trapped set, (https://arxiv.org/abs/1807.03680), Nonlinearity, vol. 32, n°4
(2019), 1275–1295,
2. [Lef18b] Local marked boundary rigidity under hyperbolic trapping assumptions,
(https://arxiv.org/abs/1804.02143), a` paraˆıtre dans Journal of Geome-
tric Analysis (2019),
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3. [Lef18a] Boundary rigidity of negatively-curved asymptotically hyperbolic surfaces,
(https://arxiv.org/abs/1805.05155), a` paraˆıtre dans Commentarii Ma-
thematici Helvetici (2019),
4. [GL19d] The marked length spectrum of Anosov manifolds, (https://arxiv.org/
abs/1806.04218), avec Colin Guillarmou, Annals of Mathematics, vol. 190,
n°1 (2019),
5. [GL19a] Classical and microlocal analysis of the X-ray transform on Anosov ma-
nifolds, (https://arxiv.org/abs/1904.12290), avec Se´bastien Goue¨zel, a` pa-
raˆıtre dans Analysis & PDE (2019),
6. [GKL19] Geodesic stretch and marked length spectrum rigidity, (https://arxiv.
org/abs/1909.08666), avec Colin Guillarmou et Gerhard Knieper,
7. [GL19b] Local rigidity of manifolds with hyperbolic cusps I. Linear theory and
pseudodifferential calculus, (https://arxiv.org/abs/1907.01809), avec Yan-
nick Guedes Bonthonneau,
8. [GL19c] Local rigidity of manifolds with hyperbolic cusps II. Nonlinear theory,
(https://arxiv.org/abs/1910.02154), avec Yannick Guedes Bonthonneau.
Les trois premiers articles sont rassemble´s dans la dernie`re partie de cette the`se
et traitent de proble`mes de rigidite´ sur les varie´te´s ouvertes. Les trois suivants sont
rassemble´s dans la premie`re partie et traitent de proble`mes de rigidite´ sur des varie´te´s
ferme´es, c’est-a`-dire sans bord et compactes. Enfin, les deux derniers articles traitent de
proble`mes de rigidite´ sur des varie´te´s non-compactes mais sans bord (varie´te´s a` pointes
hyperboliques re´elles) et constituent la seconde partie de cette the`se. Mentionnons e´ga-
lement au passage l’article de vulgarisation Le chant de la Terre, paru dans Images des
mathe´matiques (https://images.math.cnrs.fr/Le-chant-de-la-Terre.html).
Nous avons juge´ plus pertinent de substituer a` l’organisation chronologique de ce
manuscrit (au sens de la parution des articles) une organisation the´matique qui va
probablement du moins technique au plus technique. Par la`, nous espe´rons faciliter la
lecture en ne pre´sentant dans un premier temps (cas des varie´te´s ferme´es) que les ide´es
principales et les outils techniques qui leur sont sous-jacentes. Le passage aux varie´te´s
non-compactes ou a` bord ne modifie la donne que dans la mesure ou` les techniques
employe´es sont plus complexes, d’ou` la raison de ne les traiter que dans un second
temps. Paradoxalement, la formulation de la the´orie des proble`mes inverses sur les
varie´te´s a` bord est aussi bien naturelle : du reste, c’est celle qui reveˆt le sens physique
le plus imme´diat.
1.3 Principaux re´sultats sur les varie´te´s ouvertes
Soit (M, g) une varie´te´ lisse compacte a` bord. On notera SM son fibre´ unitaire
tangent et
∂±SM = {(x, v) ∈ TM, x ∈ ∂M, |v|x = 1,∓gx(v, ν) < 0} ,
ou` ν est le vecteur unitaire normal au bord ∂M pointant vers l’exte´rieur. Pour (x, v) ∈
SM , les temps de sortie dans le passe´ (-) et le futur (+) sont de´finis par :
`+(x, v) := sup {t ≥ 0, ϕt(x, v) ∈ SM} ∈ [0,+∞]
`−(x, v) := inf {t ≤ 0, ϕt(x, v) ∈ SM} ∈ [−∞, 0]
27
CHAPITRE 1. INTRODUCTION
On dit qu’un point (x, v) est capte´ dans le futur (resp. dans le passe´) si `+(x, v) = +∞
(resp. `−(x, v) = −∞). Les queues entrantes (-) et sortantes (+) de SM sont de´finies
par :
Γ∓ := {(x, v) ∈ SM, `±(x, v) = ±∞}
L’ensemble capte´ K pour le flot ge´ode´sique sur SM est l’ensemble des points qui ne
s’e´chappent jamais de la varie´te´, ni dans le passe´, ni dans le futur :
K := Γ+ ∩ Γ− = ∩t∈Rϕt(SM)
1.3.1 La transforme´e en rayons X
Nous pouvons a` pre´sent introduire la transforme´e en rayons X des fonctions sur
SM .
Definition 1.3.1. La transforme´e en rayons X, note´e I : C∞c (SM \Γ−)→ C∞c (∂−SM \
Γ−), est de´finie par :
If : (x, v) 7→
∫ +∞
0
f(ϕt(x, v))dt
Puisque f est a` support compact dans SM \Γ−, l’inte´grale est bien finie puisqu’elle
est calcule´e en tout point (x, v) ∈ ∂−SM sur un temps uniforme´ment fini. Si f ∈
C∞(M,⊗mS T ∗M) est un m-tenseur syme´trique, on peut voir f comme une fonction
lisse sur SM par l’identification pi∗mf : (x, v) 7→ fx(⊗mv) (voir l’Appendice B). On
de´finit alors la transforme´e en rayons des m-tenseurs syme´triques par Im := I ◦ pi∗m.
K
Γ+
Γ
−
M
@M
@
−
SM
@+SM
Figure 1.3 – La varie´te´ M .
Le noyau de I contient des e´lements e´vidents qui sont les cobords Xu, ou` u ∈
C∞(SM) s’annule sur ∂SM . Si σ : C∞(M,⊗mS T ∗M) → C∞(M,⊗mS T ∗M) de´signe
l’ope´rateur de syme´trisation des tenseurs, on note D := σ ◦∇ la de´rive´e syme´trise´e. On
a alors la formule Xpi∗m−1 = pi
∗
mD. Le noyau de Im contient donc tous les tenseurs de
la forme Dp, ou` p ∈ C∞(M,⊗m−1S T ∗M) s’annule sur ∂M : on les appelle les tenseurs
potentiels. En fait, tout tenseur syme´trique se de´compose de fac¸on unique en f = h+Dp,
ou` p|∂M = 0 et D∗h = 0 — on dit que h est sole´no¨ıdal —, D∗ e´tant l’adjoint formel
de D pour le produit scalaire sur L2(M,⊗mS T ∗M). On dira que Im est injective sur
les tenseurs sole´no¨ıdaux — ou s-injective — si Im restreinte a` C
∞
sol(M,⊗mS T ∗M) (les
tenseurs syme´triques sole´no¨ıdaux lisses) est injective.
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Figure 1.4 – Le plongement d’un cylindre
euclidien pre´vient la s-injectivite´ de Im
De manie`re ge´ne´rale, il est conjecture´ que
la transforme´e Im est s-injective sur les varie´-
te´s sans ensemble capte´, pour tout m ≥ 0.
En revanche, de`s que la varie´te´ admet un en-
semble capte´, il est ne´cessaire de faire des
hypothe`ses supple´mentaires. Par exemple, en
dimension 2, s’il est possible de plonger une
partie cylindrique plate dans la surface, alors
il est facile de construire des fonctions non
triviales, supporte´es dans cette partie cylin-
drique, dans le noyau de la transforme´e I0.
Mais il est vraisemblable que sous l’hypothe`se que l’ensemble capte´ est hyperbolique,
la transforme´e Im soit encore injective pour tout m ≥ 0.
Pour des raisons techniques, la majorite´ des cas traite´s dans la litte´rature sont ceux
d’une varie´te´ a` bord strictement convexe 7 sans ensemble capte´ et sans points conjugue´s.
En ajoutant la condition que la varie´te´ est simplement connexe, on obtient une varie´te´
dite simple, une de´finition e´quivalente e´tant de dire que la fonction exponentielle est en
tout point un diffe´omorphisme sur son image (en particulier, de telles varie´te´s sont des
boules topologiques). Dans ce cas, Mukhometov [Muk77] a e´tabli la s-injectivite´ de I0,
Anikonov-Romanov [AR97] celle de I1, Paternain-Salo-Uhlmann [PSU13] celle de Im
pour tout m ≥ 0 sur les surfaces, Pestov-Sharafutdinov [PS87] celle de Im pour tout
m ≥ 0 en dimension n ≥ 2 et courbure strictement ne´gative.
Dans le cas ou` la varie´te´ est de dimension supe´rieure ou e´gale a` 3 et admet un feuille-
tage par des hypersurfaces strictement convexes, Uhlmann-Vasy [UV16] ont montre´
graˆce a` des techniques fines d’analyse microlocale la s-injectivite´ de I0, puis Stefanov-
Uhlmann-Vasy [SUV17] celle de I1 et I2, et enfin De Hoop-Uhlmann-Zhai [dUZ18] ont
ge´ne´ralise´ le re´sultat a` tout ordre m ≥ 0. Cette condition de feuilletage est en particulier
ve´rifie´e pour les varie´te´s a` bord strictement convexe
• simplement connexe et de courbure sectionnelle ne´gative,
• ou de courbure sectionnelle positive.
Ces varie´te´s n’admettent pas d’ensemble capte´ mais, dans le second cas, il peut exister
des points conjugue´s. Mentionnons au passage qu’on ne sait toujours pas si les varie´te´s
simples ve´rifient la condition de feuilletage convexe.
Seulement re´cemment, graˆce a` des techniques d’analyse microlocale que nous de´-
taillerons par la suite, la condition sur l’ensemble capte´ a pu eˆtre e´tudie´e. En particulier,
Guillarmou [Gui17b] a montre´ que Im est s-injective pour m = 0, 1 sur les varie´te´s a`
bord strictement convexe, sans points conjugue´s et ensemble capte´ hyperbolique —
varie´te´s que nous appellerons par la suite simples avec topologie — et a` tout ordre
m ≥ 0 sous l’hypothe`se supple´mentaire que la courbure sectionnelle est ne´gative. Dans
[Lef19], nous arrivons a` faire l’e´conomie de l’hypothe`se de courbure sur les surfaces.
The´ore`me I (L., ’18). Soit (M, g) une surface compacte connexe simple avec topologie.
Alors Im est s-injective pour tout m ≥ 0.
Notons qu’en dimension ≥ 3, il n’existe pas encore de re´sultat ge´ne´ral permettant
de s’affranchir de l’hypothe`se de courbure ne´gative. Quant a` l’hypothe`se de stricte
convexite´ du bord, il est de´sormais connu qu’elle peut eˆtre enleve´e : elle pose des
7. Au sens ou` la seconde forme fondamentale y est de´finie positive.
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proble`mes de re´gularite´ due aux trajectoire rasantes qui ne quittent pas la varie´te´ mais
Guillarmou-Mazzucchelli-Tzou [GMT17] ont quasiment re´ussi a` s’en affranchir dans
un re´cent article, reprenant des ide´es de Stefanov-Uhlmann [SU09]. En revanche, il
semble difficile de se passer de l’hypothe`se d’absence de points conjugue´s : dans ce
cas, l’ope´rateur normal I∗mIm — dont l’analyse est cruciale comme nous le verrons
par la suite — n’est plus un ope´rateur pseudodiffe´rentiel mais seulement un Fourier
inte´gral dont la relation canonique n’est plus un diffe´omorphisme symplectique et ses
proprie´te´s sont moins e´videntes. Nous renvoyons vers l’article de survol de Ilmavirta-
Monard [IM18] pour plus de pre´cisions.
Outre son inte´reˆt en tant que tel, nous allons voir que la transforme´e en rayons X
apparaˆıt naturellement apre`s line´arisation de certains ope´rateurs, ce qui rend son e´tude
d’autant plus pre´cieuse. Elle joue un roˆle-cle´ dans les proble`mes dits de rigidite´.
1.3.2 La rigidite´ (marque´e) du bord des varie´te´s compactes
Si (M, g) est une varie´te´ simple, il est bien connu qu’il existe une unique ge´ode´sique
γx,y entre chaque paire de points au bord (x, y) ∈ ∂M × ∂M qui re´alise la distance
riemannienne entre x et y, i.e. dg(x, y) = `g(γx,y). On appelle fonction de distance au
bord l’application
dg : ∂M × ∂M → R+, dg(x, y) = `g(γx,y) (1.3.1)
Il a e´te´ conjecture´ par Michel [Mic82] en 1982 que, dans le cas ou` la me´trique g est
simple, la fonction dg de´termine la me´trique ou encore que (M, g) est rigide au bord,
au sens suivant :
Conjecture I (Michel ’81). La fonction de distance au bord dg de´termine la me´trique
au sens ou` si g et g′ sont deux me´triques simples sur M telles que dg = dg′, alors il
existe un diffe´omorphisme φ : M →M fixant le bord ∂M tel que φ∗g′ = g.
Cette conjecture a e´te´ de´montre´e en dimension deux par Pestov-Uhlmann [PU05].
Mentionnons e´galement les travaux de Gromov [Gro83] pour les sous-domaines de Rn
et de Burago-Ivanov [BI10] pour les me´triques au voisinage de la me´trique euclidienne,
l’article de Besson-Courtois-Gallot [BCG95] qui implique la rigidite´ des sous-domaines
deHn. Sous certaines hypothe`ses, Croke-Dairbekov-Sharafutdinov [CDS00] et Stefanov-
Uhlmann [SU04] ont e´tabli la rigidite´ locale du bord (au sens ou` g′ est choisie dans
un certain voisinage de la me´trique g). Enfin, Stefanov-Uhlmann-Vasy [SUV17] ont
montre´ la rigidite´ du bord des varie´te´s satisfaisant l’hypothe`se de feuilletage e´voque´e
au paragraphe pre´ce´dent : pour montrer la conjecture de Michel, il suffirait donc de
montrer que de telles varie´te´s satisfont la condition de feuilletage.
On peut ge´ne´raliser la notion de distance au bord aux varie´te´s simples avec topo-
logie. Pour (x, y) ∈ ∂M × ∂M , on notera Px,y l’ensemble des classes d’homotopie de
courbes joignant x a` y et
Ω := {(x, y, [γ]), (x, y) ∈ ∂M × ∂M, [γ] ∈ Px,y}
Sous les hypothe`ses faites, e´tant donne´ (x, y) ∈ ∂M × ∂M, [γ] ∈ Px,y, il existe une
unique ge´ode´sique γx,y ∈ [γ] qui re´alise la distance riemannienne entre x et y au sein
de la classe d’homotopie [γ] (voir [GM18]). On de´finit alors la fonction de distance
marque´e au bord par
dg : Ω→ R+, dg(x, y, [γ]) = `g(γx,y) (1.3.2)
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Cette de´finition ge´ne´ralise (1.3.1) au cas d’une varie´te´ non simplement connexe. Il est
conjecture´ que sous l’hypothe`se que g est simple avec topologie, la fonction de distance
marque´e au bord de´termine la me´trique. On parlera alors de la conjecture de Michel
e´tendue. Peu de re´sultats sont connus quant a` cette conjecture. Guillarmou [Gui17b] a
montre´ que, dans le cas d’une telle surface, la distance marque´e de´terminait la classe
conforme de la me´trique : il resterait a` montrer que le facteur conforme est bien e´gal
a` 1 mais c’est une question ouverte. Guillarmou-Mazzucchelli [GM18] ont e´tabli un
re´sultat de rigidite´ marque´e du bord, que nous mentionnons apre`s notre contribution
[Lef18b], qui est une version locale de la conjecture de Michel e´tendue :
The´ore`me II (L. ’18). Soit (M, g) une varie´te´ compacte connexe (n+1)-dimensionnelle
a` bord strictement convexe et courbure strictement ne´gative. On de´finit N :=
⌊
n+2
2
⌋
+1.
Alors (M, g) est localement rigide au bord pour la distance marque´e, au sens ou` il existe
ε > 0 tel que pour tout autre me´trique g′ ayant meˆme fonction de distance au bord mar-
que´ que g et telle que ‖g′ − g‖CN < ε, il existe un diffe´omorphisme lisse φ : M → M
pre´servant le bord ∂M et tel que φ∗g′ = g.
Le The´ore`me II est plus ge´ne´ralement valide sur les varie´te´s simples avec topologie
sur lesquelles la transforme´e en rayons X sur les 2-tenseurs I2 est s-injective : cela tient
au fait que I2 apparaˆıt comme le line´arise´ de la fonction de distance marque´e au bord.
Par suite, les The´ore`mes I et II permettent alors de retrouver le re´cent re´sultat de
Guillarmou-Mazzucchelli [GM18] :
The´ore`me III (Guillarmou-Mazzucchelli ’18, L. ’18). Soit (M, g) une surface com-
pacte connexe simple avec topologie. Alors (M, g) est localement rigide au bord pour la
distance marque´e.
1.3.3 La rigidite´ (marque´e) du bord des varie´te´s asymptoti-
quement hyperboliques.
On peut ge´ne´raliser la discussion conduite au paragraphe pre´ce´dent aux contextes
des varie´te´s conformellement compactes. Soit M une varie´te´ lisse compacte a` bord. On
dit que ρ : M → R+ est une fonction de´finissant le bord si ρ > 0 sur M , ρ = 0 et dρ 6= 0
sur ∂M (que l’on de´finit comme e´tant ∂M). On dit que (M, g) est asymptotiquement
hyperbolique (i) si la me´trique g = ρ2g s’e´tend en une me´trique lisse sur M et (ii) si
|dρ|ρ2g = 1 sur ∂M , cette dernie`re condition assurant que les courbures sectionnelles
de g tendent uniforme´ment vers −1 lorsque l’on s’approche du bord. Pre´cisons que ces
deux conditions sont inde´pendantes du choix de ρ ; la me´trique g|∂M , en revanche, ne
l’est pas, mais sa classe conforme l’est. On appellera cette classe conforme de me´triques
sur ∂M l’infini conforme de (M, g).
Une telle varie´te´ admet une structure de produit local au voisinage du bord (voir
[Gra00]). Autrement dit, si h0 est un choix de me´trique sur ∂M dans l’infini conforme
de M , il existe un jeu de coordonne´es (ρ, y) (ou` ρ est une fonction de´finissant le bord)
tel que |dρ|ρ2g = 1 sur un voisinage de ∂M , ρ2g|T∂M = h0, et sur un voisinage annulaire
de ∂M , la me´trique s’e´crit dans ces coordonne´es
g =
dρ2 + h(ρ)
ρ2
, (1.3.3)
ou` h(ρ) est une famille lisse de me´trique sur ∂M telle que h(0) = h0.
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Puisque (M, g) n’est ni compacte, ni meˆme de volume fini, deux points (x, y) ∈
∂M × ∂M ne sont pas situe´s a` distance finie l’un de l’autre, mais on peut de´finir une
notion de distance renormalise´e entre ces points par un proce´de´ de re´gularisation a`
la Hadamard. Si γx,y est une ge´ode´sique joignant x a` y, le terme principal dans le
de´veloppement asymptotique de `g(γx,y ∩ {ρ > ε}) (lorsque ε→ 0+) est 2| log(ε)| et le
second terme est une constante. On de´finit la longueur renormalise´e Lg(γx,y) de γx,y
comme e´tant l’exponentielle de cette constante. Il est a` noter que la valeur de cette
longueur renormalise´e de´pend du choix de la me´trique dans l’infini conforme de (M, g).
Si g est partout a` courbure strictement ne´gative, on peut montrer qu’a` l’instar
des varie´te´s simples avec topologie, la varie´te´ asymptotiquement hyperbolique (M, g)
ve´rifie la proprie´te´ suivante : entre chaque paire de points (x, y) ∈ ∂M × ∂M , il existe
une unique ge´ode´sique γx,y ∈ [γ] dans chaque classe d’homotopie [γ] ∈ Px,y de courbes
joignant x a` y (les notations font suite a` celles employe´es au paragraphe pre´ce´dent).
On de´finit alors la distance renormalise´e marque´e par
Dg : Ω→ R+, Dg(x, y, [γ]) = Lg(γx,y) (1.3.4)
Bien suˆr, si la varie´te´ ne pre´sente pas de topologie, il suffit d’oublier le marquage par
l’homotopie. Cette notion a e´te´ introduite par Graham-Guillarmou-Stefanov-Uhlmann
[GGSU17]. Dans [GGSU17], un certain nombre de re´sultats de rigidite´ du bord sont
de´montre´s, similaires a` ceux de´ja` connus dans le cas compact. Dans le cas d’une surface,
nous avons e´tabli le re´sultat suivant, qui est a` comparer aux re´sultats d’Otal [Ota90]
et de Croke [Cro90], dans le cas des surfaces compacts.
The´ore`me IV (L., 2018). Soient (M, g) et (M, g′) deux surfaces asymptotiquement
hyperboliques de courbure strictement ne´gative. On suppose que pour un certain choix
h et h′ de repre´sentants conformes dans les infinis conformes de g et g′, les fonctions
renormalise´es de distance au bord marque´ co¨ıncident i.e. Dg = Dg′. Alors il existe un
diffe´omorphisme lisse φ : M →M tel que φ∗g′ = g sur M et φ|∂M = Id.
1.4 Principaux re´sultats sur les varie´te´s ferme´es
1.4.1 La transforme´e en rayons X
On suppose a` pre´sent que (M, g) est une varie´te´ riemannienne ferme´e, c’est-a`-dire
compacte sans bord. On note (ϕt)t∈R le flot ge´ode´sique sur le fibre´ unitaire tangent
SM que l’on suppose Anosov — on dit alors que (M, g) est une varie´te´ Anosov. On
note G l’ensemble des ge´ode´siques pe´riodiques, et pour γ ∈ G, `(γ) la longueur de la
ge´ode´sique γ. On note C l’ensemble des classes d’homotopie libre (qui est en correspon-
dance biunivoque avec l’ensemble des classes de conjugaison du groupe fondamental).
Il est connu (voir [Kli74]) que dans le cas ou` le flot ge´ode´sique est Anosov, il existe une
unique ge´ode´sique ferme´e γ(c) ∈ c dans chaque classe d’homotopie libre c ∈ C.
On peut de´finir de fac¸on analogue au cas ouvert la transforme´e en rayons X comme
e´tant l’application
I : C0(SM)→ `∞(C), If : γ 7→ 1
`(γ)
∫ `(γ)
0
f(ϕtz)dt (1.4.1)
ou` z ∈ γ est un point quelconque. De la meˆme fac¸on, on de´finit la transforme´e en rayons
X des tenseurs syme´triques d’ordre m via le tire´-en-arrie`re par pim en posant Im :=
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I ◦ pi∗m. La de´composition des tenseurs syme´triques f = h + Dp en partie sole´no¨ıdale
h (i.e. telle que D∗h = 0) et potentielle est encore valide, les tenseurs potentiels sont
dans le noyau de Im. Comme dans le cas ouvert, on dira que Im est s-injective si Im
restreinte a` C∞sol(M,⊗mS T ∗M) est injective.
De fac¸on ge´ne´rale, il est conjecture´ que Im est s-injective si la varie´te´ (M, g) est
Anosov. Comme dans le cas ouvert, le manque d’hyperbolicite´ — le plongement d’un
cyclindre euclidien dans la varie´te´ par exemple — semble pre´venir la s-injectivite´ de
Im. Dans le cas Anosov, l’injectivite´ est connue si
• m = 0 ou m = 1 (voir Dairbekov-Sharafutdinov [DS03, Theorem 1.1 and 1.3]),
• m ∈ N et dim(M) = 2 (voir Guillarmou [Gui17a, Theorem 1.4]),
• m ∈ N et g est a` courbure ne´gative (voir Croke-Sharafutdinov [CS98, Theorem
1.3]).
Notons qu’en dimension 2, le cas m = 2 avait e´te´ pre´alablement e´tabli par Paternain-
Salo-Uhlmann [PSU14a].
La s-injectivite´ de Im e´tant connue, on peut e´galement s’inte´resser a` des estime´es
de stabilite´ pour cette application. Ce proble`me a longtemps e´te´ ouvert et nous y avons
apporte´ une premie`re re´ponse avec Colin Guillarmou dans [GL19d], puis une re´ponse
plus quantitative avec Se´bastien Goue¨zel dans [GL19a]. Il n’est pas certain que l’on
puisse obtenir une estime´e line´aire pour Im mais nous avons obtenu le
The´ore`me V (Guillarmou-L. ’18, Goue¨zel-L. ’18). Pour tout 0 < β < α, il existe des
constantes C := C(α, β), θ1 := θ1(α, β) > 0 telle que :
∀f ∈ Cαsol(M,⊗mS T ∗M) avec ‖f‖Cα ≤ 1, ‖f‖Cβ ≤ C‖Imf‖θ1`∞
Bien suˆr, il est possible d’e´noncer le the´ore`me pre´ce´dent dans d’autres re´gularite´s.
On peut aussi vouloir caracte´riser plus finement l’injectivite´ de la transforme´e en rayons
X. Par exemple, que dire d’un tenseur dont les inte´grales le long des ge´ode´siques ferme´es
seraient nulles, seulement jusqu’a` une certaine longueur L > 0 (suffisamment grande)
de ge´ode´sique ? C’est ce que donne le re´sultat suivant :
Corollaire I (Goue¨zel-L. ’18). Pour tout 0 < β < α, il existe des constantes C :=
C(α, β), θ2 := θ2(α, β) > 0 telle que pour L > 0 suffisamment grand : e´tant donne´ f ∈
Cαsol(M,⊗mS T ∗M), un m-tenseur syme´trique sole´no¨ıdal tel que ‖f‖Cα ≤ 1 et Imf(γ) = 0
pour toutes les ge´ode´siques ferme´es γ ∈ G telles que `(γ) ≤ L, on a ‖f‖Cβ ≤ CL−θ2.
Meˆme dans le cas ou` f est un 0-tenseur, c’est-a`-dire une fonction provenant de la
base, il semblerait que le re´sultat pre´ce´dent soit ine´dit.
1.4.2 Le spectre marque´ des longueurs des varie´te´s compactes
Comme nous l’avons mentionne´ au paragraphe pre´ce´dent, il existe une unique ge´o-
de´sique ferme´e dans chaque classe d’homotopie libre. Cela permet de de´finir le spectre
marque´ des longueurs par la donne´e
Lg : C → R+, Lg(c) := `g(γ(c)), (1.4.2)
ou` `g de´signe la longueur riemannienne relative a` la me´trique g. On rappelle la conjec-
ture suivante, formule´e par Burns et Katok en 1985, et depuis largement reste´e ouverte :
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Conjecture II. [BK85, Problem 3.1] Si (M, g) et (M, g′) sont deux varie´te´s ferme´es
a` courbure sectionnelle strictement ne´gative et meˆme spectre marque´ des longueurs, i.e
Lg = Lg′, alors elles sont isome´triques au sens ou` il existe un diffe´omorphisme lisse
φ : M →M tel que φ∗g′ = g.
Il est vraisemblable que la conjecture soit encore vraie dans le cadre plus ge´ne´ral
des varie´te´s Anosov. La conjecture de Burns-Katok est l’e´quivalent de la conjecture de
Michel ge´ne´ralise´e aux varie´te´s ferme´es. Les seuls re´sultats connus sont les suivants :
• Croke [Cro90] et Otal [Ota90] ont prouve´ inde´pendamment la conjecture en di-
mension deux,
• Katok [Kat88] a prouve´ le cas ou` g et g′ sont conformes,
• Les re´sultats de [BCG95] et Hamensdta¨dt [Ham99] e´tablissent le cas ou` (M, g)
est un espace localement syme´trique.
Le proble`me line´arise´ ou encore infinite´simal consiste a` e´tudier la question sui-
vante : si (gs)s∈(−1,1) est une famille lisse de me´triques telle que g0 = g et Lgs = Lg,
existe t-il une isotopie (φs)s∈(−1,1) telle que φ∗sgs = g ? On peut montrer que la rigi-
dite´ infinite´simale du spectre marque´ des longueurs est implique´e par la s-injectivite´
de la transforme´e en rayons X sur les 2-tenseurs syme´triques I2, qui est de´ja` connue
dans un certain nombre de cas (voir §1.4.1). Ce lien a e´te´ pour la premie`re fois com-
pris par Guillemin-Kazhdan dans leur travail pionnier [GK80a]. Quant au proble`me
non-line´aire, hormis les re´sultats e´voque´s un peu plus haut, le seul re´sultat ge´ne´ral en
dimension ≥ 3 est celui que nous avons obtenu avec Colin Guillarmou [GL19d] :
The´ore`me VI (Guillarmou-L. ’18). Soit (M, g) :
• une surface ferme´e lisse dont le flot ge´ode´sique est Anosov,
• ou une varie´te´ ferme´e lisse de dimension n + 1 ≥ 3, de courbure ne´gative, dont
le flot ge´ode´sique est Anosov.
On fixe une constante N > 3(n + 1)/2 + 8. Il existe ε > 0 tel que pour toute autre
me´trique g′ de meˆme spectre marque´ des longueurs que g et telle que ‖g−g′‖CN (M) < ε,
il existe un diffe´omorphisme lisse φ : M →M tel que φ∗g′ = g.
Notre the´ore`me est une version locale non-line´aire de la conjecture de Burns-Katok.
Dans les faits, il s’obtient comme corollaire d’un the´ore`me plus ge´ne´ral de stabilite´ sur
le spectre marque´ des longueurs permettant de quantifier la distance entre les classes
d’isome´tries de deux me´triques par le ratio de leur spectre marque´. Entre autres re´sul-
tats, on obtient e´galement la finitude du nombre de classes d’isome´tries de me´triques
ayant meˆme spectre marque´ des longueurs, et ve´rifiant certaines conditions de borni-
tude.
Corollaire II (Guillarmou-L. ’18). Soit M une varie´te´ ferme´e admettant une me´trique
a` courbure strictement ne´gative. Alors pour tout a > 0 et toute suite B = (Bk)k∈N de
re´els positifs, il existe un nombre fini de classes d’isome´tries de me´triques ayant meˆme
spectre marque´ des longueurs, dont la courbure sectionnelle est majore´e par −a2 < 0,
le volume uniforme´ment borne´, et le tenseur de courbure est borne´ par B au sens ou`
‖∇kgRg‖L∞,g ≤ Bk, pour tout k ∈ N.
La preuve des The´ore`mes V et VI reposent sur de nouvelles techniques impliquant
l’analyse microlocale sur les varie´te´s ferme´es. En particulier, l’introduction par Guillar-
mou [Gui17b] d’un ope´rateur note´ Πm (et dont l’analyse sera conduite en de´tail au
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Chapitre 2) agissant sur les tenseurs syme´triques d’ordre m a e´te´ cruciale. Cet ope´ra-
teur pre´sente d’excellentes proprie´te´s analytiques : il est pseudodiffe´rentiel d’ordre −1,
elliptique sur les tenseurs sole´no¨ıdaux (et donc Fredholm, et meˆme Fredholm d’indice
0 car formellement autoadjoint) et la s-injectivite´ de Im est e´quivalente a` l’invertibilite´
de Πm sur les tenseurs sole´no¨ıdaux. Couple´ a` diverses variantes du the´ore`me de Livsic
(voir e´galement le Chapitre 2), les the´ore`mes et corollaires e´nonce´s pre´ce´demment en
de´couleront facilement.
1.4.3 Le spectre marque´ des longueurs des varie´te´s a` pointes
hyperboliques.
Comme pour la distance (marque´e) au bord, la discussion pre´ce´dente peut se ge´ne´-
raliser a` un cadre non-compact qui est celui des varie´te´s a` pointes hyperboliques. On dira
que la varie´te´ riemannienne (n+ 1)-dimensionnelle comple`te connexe sans bord (M, g)
est une varie´te´ a` pointes hyperboliques si M se de´compose en une partie compacte M0
et un nombre fini κ de pointes hyperboliques Zi ' [a,+∞[y×(Rn/Λ`)θ, i = 1, . . . , κ, ou`
Λi ⊂ Rn est un re´seau unimodulaire, et la me´trique g sur Zi a l’expression particulie`re
g|Zi =
dy2 + dθ2
y2
. (1.4.3)
La courbure sectionnelle dans la pointe est constante e´gale a` −1. On suppose e´galement
que la courbure est strictement ne´gative (mais possiblement variable) dans la partie
compacte de la varie´te´. En particulier, le flot ge´ode´sique sur le fibre´ unitaire tangent
SM est uniforme´ment hyperbolique. Contrairement au cas compact, il n’est pas vrai
qu’il existe une unique ge´ode´sique ferme´e dans chaque classe d’homotopie libre : en fait,
c’est le cas, sauf dans les classes d’homotopie libre qui s’enroulent uniquement autour
des pointes. Le groupe fondamental pi1(M) admet κ copies de Zd comme sous-groupes,
note´es Gi ' Zd, correspondant aux classes de courbes (a` point base fixe´) s’enroulant
uniquement autour de la meˆme pointe. On note C l’ensemble des classes de conjugaison
du pi1(M) prive´ des classes de conjugaison des Gi.
Z1
Z2
Z3
M0
Figure 1.5 – Une surface a` trois pointes. En rouge : une ge´ode´sique s’enroulant autour de la
partie torale. En bleu : une courbe ferme´e autour d’une pointe ne peut pas eˆtre une ge´ode´sique
ferme´e.
On de´finit alors le spectre marque´ des longueurs de (M, g) comme au paragraphe
§1.4.2. Il est vraisemblable que la conjecture de Burns-Katok [BK85] soit encore va-
lide dans le cas des varie´te´s a` pointes sur lesquelles le flot ge´ode´sique est Anosov. La
non-compacite´ de la varie´te´ pose de nombreux proble`mes analytiques. Avec Yannick
Bonthonneau, nous avons e´tabli le
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The´ore`me VII (Bonthonneau-L. ’18). Soit (M, g) une varie´te´ sans bord a` pointes
hyperboliques et courbure strictement ne´gative. On fixe une constante N ∈ N suffisam-
ment grande. Il existe ε > 0 et Niso, une sous-varie´te´ de l’espace des classes d’isome´tries
de codimension 1, tels que pour toute autre me´trique g′ ∈ Niso de meˆme spectre marque´
des longueurs que g et telle que ‖yN(g − g′)‖CN (M) < ε, il existe un diffe´omorphisme
φ : M →M tel que φ∗g′ = g.
Il est tre`s vraisemblable que l’hypothe`se de codimension soit un artefact de la preuve
que nous ne savons pour le moment pas traiter. L’e´nonce´ du the´ore`me est de´taille´ au
Chapitre 6. On obtient e´galement un the´ore`me de stabilite´ duquel de´coule le pre´ce´-
dent re´sultat. Tout comme dans le cas compact, l’ide´e de la preuve repose sur l’e´tude
d’un ope´rateur pseudodiffe´rentiel d’ordre −1, note´ Π2 par la suite, qui ge´ne´ralise en
un certain sens l’ope´rateur I2 de transforme´e en rayons X. Comme e´voque´ dans le cas
compact, cet ope´rateur est elliptique et inversible sur les tenseurs sole´no¨ıdaux : c’est
essentiellement cet argument qui permet d’obtenir des estime´es de stabilite´ satisfai-
santes dans le cas ferme´, le lien entre Π2 et I2 e´tant ensuite obtenu via un the´ore`me
de Livsic positif ou approche´ (voir The´ore`mes 2.1.2 et 2.1.3). Dans le cas non compact,
ces arguments demandent a` eˆtre raffine´s car l’analyse elliptique devient beaucoup plus
difficile, essentiellement parce que le the´ore`me d’injection compacte Hs ↪→ Hs′ (pour
s > s′) de Kato-Rellich n’est plus valide. Les me´thodes ade´quates rele`vent de la the´orie
du b-calcul telle qu’elle a e´te´ formule´e par Melrose (voir [Mel93]). L’ide´e est de com-
prendre pre´cise´ment la raison de la non-compacite´ dans les espaces fonctionnels (en
l’occurrence, dans les pointes hyperboliques, la non-compacite´ provient des modes nuls
en θ, c’est-a`-dire des sections qui sont inde´pendantes de la variable θ), et d’inverser
exactement l’ope´rateur elliptique en question sur des espaces a` poids. Pour calculer les
poids qui vont fonctionner, il faut e´tudier l’ope´rateur sur le mode`le a` l’infini, c’est-a`-dire
sur le cusp entier, sans tenir compte de la varie´te´ compacte.
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Chapitre 2
Classical and microlocal analysis of
the X-ray transform on Anosov
manifolds
« J’ai tort, ou j’ai raison. »
Alceste, Le Misanthrope, Molie`re
This chapter reviews some ideas developed by Faure-Sjostrand [FS11] and Guillar-
mou [Gui17a] and contains the article Classical and microlocal analysis of the X-ray
transform on Anosov manifolds, written in collaboration with Se´bastien Goue¨zel and
published in Analysis & PDE.
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We review the construction of the operators Πm — the generalized X-ray trans-
forms or normal operators — on smooth Anosov manifolds as they were introduced
by Guillarmou [Gui17a] and study their microlocal properties. Using variations of the
Livsic Theorem, namely an approximate and a positive Livsic Theorem, and the ope-
rators Πm, we prove stability estimates for the classical X-ray transform.
2.1 Introduction
LetM be a smooth closed (n+1)-dimensional manifold endowed with a vector field
X generating a complete flow (ϕt)t∈R. We assume that there exists a smooth invariant
(by the flow) probability measure dµ and that the flow (ϕt)t∈R is Anosov in the sense
that there exists a continuous flow-invariant splitting
Tx(M) = RX(x)⊕ Eu(x)⊕ Es(x), (2.1.1)
where Es(x) (resp. Eu(x)) is the stable (resp. unstable) vector space at x ∈ M, and a
smooth Riemannian metric g such that
|dϕt(x) · v|ϕt(x) ≤ Ce−νt|v|x, ∀t > 0, v ∈ Es(x)
|dϕt(x) · v|ϕt(x) ≤ Ce−ν|t||v|x, ∀t < 0, v ∈ Eu(x), (2.1.2)
for some uniform constants C, ν > 0. The norm, here, is | · |x := gx(·, ·). The dimension
of Es (resp. Eu) is denoted by ns (resp. nu). As a consequence, n + 1 = 1 + ns + nd
(where the 1 stands for the neutral direction, that is the direction of the flow). The
case we will have in mind will be that of a geodesic flow on the unit tangent bundle
SM =:M of a smooth Riemannian manifold (M, g) with negative sectional curvatures,
where the probability measure is the normalized Liouville measure.
2.1.1 A spectral description of X
<(z)
=(z)
0
spectral gap
Figure 2.1 – A spectral gap implies the expo-
nential decay of correlations. The black dots are
the Pollicott-Ruelle resonances.
Let us first consider the case of an
Anosov geodesic flow. The dynamical
properties of such a flow are now well
understood : in particular, it is ergodic,
mixing and even exponentially mixing,
following the work of Liverani [Liv04].
But the spectral properties are less ob-
vious. Actually, the infinitesimal gene-
rator P := −iX is selfadjoint on its
domain in L2(M) but its L2-spectrum
is equal to R : it consists of the isola-
ted eigenvalue 0 of multiplicity 1 asso-
ciated to R · 1 (the constant functions)
and of absolutely continuous spectrum.
This spectral description is not satisfac-
tory but the main difficulty comes from
the fact that P , seen as a differential
operator of order 1, is not elliptic : its principal symbol is given by
σP (x, ξ) = lim
h→0
he−iS(x)/h PeiS(x)/h︸ ︷︷ ︸
=h−1dS(X)eiS(x)/h
= 〈ξ,X(x)〉,
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where ξ = dS(x) 6= 0, and it is immediate that this operator has a non-trivial charac-
teristic set Σ = {〈ξ,X〉 = 0}.
But it is still possible to prove that the resolvent of this operator can be meromor-
phically extended through the real axis. This is done by making P act on anisotropic
Sobolev spaces Hs, which are adapted to the dynamics. The poles of the resolvent are
intrinsic (i.e. they do not depend on the choices made in the construction of the spaces
Hs) and are called the Pollicott-Ruelle resonances . Actually, most of the arguments
are valid in the general context of an Anosov flow (not necessarily geodesic) on a clo-
sed manifold and we will state them with this degree of generality, unless explicitly
mentioned.
The description of the Pollicott-Ruelle spectrum for the generator X has various
interests. For instance, for f1, f2 ∈ C∞(M), we define the correlation function t 7→
Ct(f1, f2) of f1 and f2 by
Ct(f1, f2) =
∫
M
f1(ϕ−t(x))f2(x)dµ(x)−
∫
M
f1(x)f2(x)dµ(x) (2.1.3)
By definition, the flow is mixing if and only if Ct(f1, f2) →t→+∞ 0. We will say that
the flow is exponentially mixing if Ct converges exponentially fast to 0. Note that
there are Anosov flows which are not mixing, but it is conjectured that, generically, an
Anosov flow that is mixing is actually exponentially mixing. The asymptotic properties
of the correlation function Ct are governed by the Pollicott-Ruelle resonances of X. For
instance, if there exists a spectral gap (see Figure 2.1), then it is a well-known fact that
the flow is exponentially mixing.
2.1.2 X-ray transform on M
In this paragraph, we only assume that the flow is transitive and make no assump-
tions as to the existence of an invariant measure. We denote by G the set of closed
orbits of the flow and for f ∈ C0(M), its X-ray transform If is defined by :
G 3 γ 7→ If(γ) := 〈δγ, f〉 = 1
`(γ)
∫ `(γ)
0
f(ϕtx)dt,
where x ∈ γ, `(γ) is the length of γ.
The Livsic Theorem characterizes the kernel of the X-ray transform for a hyperbolic
flow : if If = 0 then f is a coboundary that is f = Xu, where u is a function
defined on M whose regularity is prescribed by that of f . In the following result,
H(M) ∈ {Hs(M), Cα(M), C∞(M) | s > (n+ 1)/2, α ∈ (0, 1)}.
Theorem 2.1.1 ([Liv72, dlLMM86, Gui17a]). Let f ∈ H(M) such that If = 0. Then,
there exists u ∈ H(M), differentiable in the flow direction, such that f = Xu.
For the sake of completeness, we will give the proof of this result : it was ini-
tially obtained by Livsic [Liv72] in Ho¨lder regularity. The version of the Livsic theorem
in smooth regularity is due to De la Llave-Marco-Moriyon [dlLMM86]. Much more re-
cently, Guillarmou [Gui17a, Corollary 2.8] proved it in Sobolev regularity which implies
the theorem of [dlLMM86]. We will call these results (independently of the regularity
considered) an exact Livsic theorem.
It is also rather natural to expect other versions of the Livsic theorem to hold. For
instance, if we modify the condition If = 0 by If ≥ 0, is it true that f ≥ Xu, for some
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well-chosen function u (positive Livsic theorem) ? And if ‖If‖`∞ := supγ∈G |If(γ)| ≤ ε,
can one write f = Xu + h, where some norm of h is controlled by a power of ε
(approximate Livsic theorem) ? Eventually, what can be said if If(γ) = 0 for all closed
orbits γ of length ≤ L (finite Livsic theorem) ?
The positive Livsic theorem for Anosov flows was proved by Lopes-Thieullen [LT05]
with an explicit control of a Ho¨lder norm of the coboundary Xu in terms of a norm of
f .
Theorem 2.1.2 (Lopes-Thieullen). Let 0 < α ≤ 1. There exist 0 < β ≤ α, C > 0
such that : for all functions f ∈ Cα(M), there exist u ∈ Cβ(M), differentiable in the
flow-direction with Xu ∈ Cβ(M) and h ∈ Cβ(M), such that f = Xu+h+m(f), with
h ≥ 0 and m(f) = infγ∈G If(γ). Moreover, ‖Xu‖Cβ ≤ C‖f‖Cα.
In this chapter, we will also prove a finite approximate version of the Livsic theorem.
It was combined with other results in the paper [GL19a].
Theorem 2.1.3. Let 0 < α ≤ 1. There exist 0 < β ≤ α and τ, C > 0 with the following
property. Let ε > 0. Consider a function f ∈ Cα(M) with ‖f‖Cα(M) ≤ 1 such that
|If(γ)| ≤ ε for all γ with `(γ) ≤ ε−1/2. Then there exist u ∈ Cβ(M) differentiable
in the flow-direction with Xu ∈ Cβ(M) and h ∈ Cβ(M), such that f = Xu + h.
Moreover, ‖u‖Cβ ≤ C and ‖h‖Cβ ≤ Cετ .
We note that a rather similar result had already been obtained by S. Katok [Kat90]
in the particular case of a contact Anosov flow on a 3-manifold.
The assumptions of Theorem 2.1.3 hold in particular if ‖If‖`∞ = supγ∈G |If(γ)| ≤
ε. Under the assumptions of the theorem (only mentioning the closed orbits of length
at most ε−1/2), the decomposition f = Xu + h also gives a global control on ‖If‖`∞ ,
of the form
‖If‖`∞ ≤ Cετ . (2.1.4)
Indeed, if one integrates f = Xu + h along a closed orbit of any length, the contri-
bution of Xu vanishes and one is left with a bound ‖h‖C0 ≤ Cετ . The bound (2.1.4)
holds in particular if If(γ) = 0 for all γ with `(γ) ≤ ε−1/2. This statement illustrates
quantitatively the fact that the quantities If(γ) for different γ are far from being
independent.
Remark 2.1.1. In Theorem 2.1.3, the constants β, C, τ depend on the Anosov flow
under consideration, but in a locally uniform way : given an Anosov flow, one can find
such parameters that work for any flow in a neighborhood of the initial flow. The local
uniformity can be checked either directly from the proof, or using a (Ho¨lder-continuous)
orbit-conjugacy between the initial flow and the perturbed one.
Remark 2.1.2. It could be interesting to extend the positive and the finite approximate
Livsic theorems to other regularities like Hs spaces for s > n+1
2
but we were unable to
do so.
2.1.3 X-ray transform for the geodesic flow
If (M, g) is a smooth closed Riemannian manifold, we set M := SM , the unit
tangent bundle, and denote by X the geodesic vector field on SM . We will always
assume that the geodesic flow is Anosov on SM and we say that (M, g) is an Anosov
Riemannian manifold. It is a well-known fact that a negatively-curved manifold has
Anosov geodesic flow. We will denote by C the set of free homotopy classes on M : they
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are in one-to-one correspondence with the set of conjugacy classes of pi1(M). If (M, g)
is Anosov, we know by [Kli74] that given a free homotopy class c ∈ C, there exists a
unique closed geodesic γ ∈ G belonging to the free homotopy class c. In other words, G
and C are in one-to-one correspondence. As a consequence, we will rather see the X-ray
transform as a map Ig : C0(SM)→ `∞(C) and we will drop the index g if the context
is clear.
If f ∈ C∞(M,⊗mS T ∗M) is a symmetric tensor, then by Appendix B, we can see f
as a function pi∗mf ∈ C∞(SM), where pi∗mf(x, v) := fx(v, ..., v). The X-ray transform Im
of f is simply defined by Imf := I ◦ pi∗mf . In other words, it consists in integrating the
tensor f along closed geodesics by plugging m-times the speed vector in f . This map Im
may appear in different contexts. In particular, I2 is well-known to be the differential
of the marked length spectrum and it was studied in [GL19d] to prove its rigidity, thus
partially answering the conjecture of Burns-Katok [BK85]. This will be studied in the
next chapter.
The natural operator of derivation of symmetric tensors is D := σ ◦ ∇, where ∇
is the Levi-Civita connection and σ is the operator of symmetrization of tensors (see
Appendix B). Any smooth tensor f ∈ C∞(M,⊗mS T ∗M) can be uniquely decomposed
as f = Dp+h, where p ∈ C∞(M,⊗m−1S T ∗M) and h ∈ C∞(M,⊗mS T ∗M) is a solenoidal
tensor i.e., a tensor such that D∗h = 0, where D∗ is the formal adjoint of D. We say
that Dp is the potential part of the tensor f and we have Im(Dp) = 0. In other words,
the potential tensors are always in the kernel of the X-ray transform. We will say that
Im is solenoidal injective or in short s-injective if injective when restricted to
C∞sol(M,⊗mS T ∗M) := C∞(M,⊗mS T ∗M) ∩ ker(D∗)
Note that we will often add an index sol to a functional space on tensors to denote the
fact that we are considering the intersection with kerD∗.
It is conjectured that Im is s-injective for all Anosov Riemannian manifolds, in any
dimension and without any assumption on the curvature. This is only known to hold
when
1. m = 0 or m = 1, see [DS03, Theorem 1.1 and 1.3],
2. m ∈ N and dim(M) = 2, see [Gui17a, Theorem 1.4],
3. m ∈ N and g0 has non-positive curvature, see [CS98, Theorem 1.3].
The case (2) with m = 2 was first proved in [PSU14a, Theorem 1.1]. The s-injectivity
of Im for m ≥ 2 is an open question in dimension ≥ 3 without any assumption on
the curvature. However, it is already known that C∞sol(M,⊗mS T ∗M) ∩ ker(Im) is finite-
dimensional (see also Proposition 2.5.1 for a proof). We refer to Appendix B for further
details.
We will prove the following stability estimate on Im.
Theorem 2.1.4. Assume Im is s-injective. Then for all 0 < β < α < 1, there exists
θ1 := θ(α, β) > 0 and C := C(α, β) > 0 such that : if f ∈ Cαsol(M,⊗mS T ∗M) is a
solenoidal symmetric m-tensor such that ‖f‖Cα ≤ 1, then ‖f‖Cβ ≤ C‖Imf‖θ1`∞.
Actually, if Im is not known to be injective, one still has the previous estimate by
taking f solenoidal and orthogonal to the kernel of Im. Combining this estimate with
Theorem 2.1.3 (and more specifically (2.1.4)), we immediately obtain the following
Theorem 2.1.5. Assume Im is s-injective. Then for all 0 < β < α < 1, there exists
θ2 := θ(α, β) > 0 and C := C(α, β) > 0 such that for any L > 0 large enough : if
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f ∈ Cαsol(M,⊗mS T ∗M) is a solenoidal symmetric m-tensor such that ‖f‖Cα ≤ 1, and
Imf(γ) = 0 for all closed geodesics γ ∈ C such that `(γ) ≤ L, then ‖f‖Cβ ≤ CL−θ2.
Even in the case where f ∈ Cα(M) is a function on M , this result seemed to be
previously unknown.
2.2 Properties of Anosov flows
We refer to the exhaustive [KH95] and the forthcoming book [HF] for an introduc-
tion to hyperbolic dynamics.
2.2.1 Classical properties
Stable and unstable manifolds. The global stable and unstable manifolds W s(x),W u(x)
are defined by :
W s(x) = {x′ ∈M, d(ϕt(x), ϕt(x′))→t→+∞ 0}
W u(x) = {x′ ∈M, d(ϕt(x), ϕt(x′))→t→−∞ 0}
For ε > 0 small enough, we define the local stable and unstable manifolds W sε (x) ⊂
W s(x),W uε (x) ⊂ W u(x) by :
W sε (x) = {x′ ∈ W s(x),∀t ≥ 0, d(ϕt(x), ϕt(x′)) ≤ ε}
W uε (x) = {x′ ∈ W u(z),∀t ≥ 0, d(ϕ−t(x), ϕ−t(x′)) ≤ ε}
For all ε > 0 small enough, there exists t0 > 0 such that :
∀x ∈M,∀t ≥ t0, ϕt(W sε (x)) ⊂ W sε (ϕt(x)), ϕ−t(W uε (x)) ⊂ W uε (ϕ−t(x)) (2.2.1)
And :
TxW
s
ε (x) = Es(x), TxW
u
ε (x) = Eu(x)
Specification lemma. The main tool we will use to construct suitable periodic orbits
is the following classical shadowing property of Anosov flows. Part of the proof can
be found in [KH95, Corollary 18.1.8] and [HF, Theorem 5.3.2]. The last bound is a
consequence of hyperbolicity and can be found in [HF, Proposition 6.2.4]. For the sake
of simplicity, we will write γ = [xy] if γ is an orbit segment with endpoints x and y.
Theorem 2.2.1. There exist ε0 > 0, θ > 0 and C > 0 with the following property.
Consider ε < ε0, and a finite or infinite sequence of orbit segments γi = [xiyi] of length
Ti greater than 1 such that for any n, d(yn, xn+1) ≤ ε. Then there exists a genuine
orbit γ and times τi such that γ restricted to [τi, τi + Ti] shadows γi up to Cε. More
precisely, for all t ∈ [0, Ti], one has
d(γ(τi + t), γi(t)) ≤ Cεe−θmin(t,Ti−t). (2.2.2)
Moreover, |τi+1−(τi+Ti)| ≤ Cε. Finally, if the sequence of orbit segments γi is periodic,
then the orbit γ is periodic.
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Remark 2.2.1. In this theorem, we could also allow the first orbit segment γi to be
infinite on the left, and the last orbit segment γj to be infinite on the right. In this
case, (2.2.2) should be replaced by its obvious reformulation : assuming that γi is
defined on (−∞, 0] and γj on [0,+∞), we would get for some τ˜i+1 within Cε of τi+1,
and all t ≥ 0
d(γ(τ˜i+1 − t), γi(−t)) ≤ Cεe−θt (2.2.3)
and
d(γ(τj + t), γj(t)) ≤ Cεe−θt.
In particular, if γ0 is an orbit segment [xy] with d(y, x) ≤ ε0, then applying the
above theorem to γi := γ0 for all i ∈ Z, one gets a periodic orbit that shadows γ0 : this
is the Anosov closing lemma. We will also use thoroughly the version with two orbit
segments that are repeated to get a periodic orbit.
Cover by parallelepipeds. We will now fix ε0 small enough so that the previous
propositions are guaranteed. For ε ≤ ε0, we define the set Wε(x) :=
⋃
y∈Wuε (x) W
s
ε (x).
We can cover the manifold M by a finite union of flowboxes Ui := ∪t∈(−δ,δ)ϕt(Σi),
where Σi := Wε0(xi) and xi ∈M.
We denote by pii : Ui → Σi the projection by the flow on the transverse section and
we define ti : Ui → R such that pii(x) = ϕti(x)(x) for x ∈ Ui. We will need the following
lemma :
Lemma 2.2.1. pii, ti are Ho¨lder-continuous.
Proof. This is actually a general fact related to the Ho¨lder regularity of the foliation
and the smoothness of the flow.
For the sake of simplicity, we drop the index i in this proof. Let us first prove the
Ho¨lder continuity for x close to Σ and x′ close to x. We fix p ∈ Σ and choose smooth
local coordinates ψ : B(p, η) → Rn+1 = R × Rns × Rnu around p (and centered at
0) so that dψp(X) = ∂x0 . This choice guarantees that in a neighborhood of 0, the
flow is transverse to the hyperplane {0} × Rns+nu . We still denote by Ση its image
ψ(Ση) ⊂ Rn+1, which is a submanifold of Ho¨lder regularity (the index η indicates that
we consider the same objects intersected with the ball B(x, η)). Moreover, there exists a
Ho¨lder-continuous homeomorphism Φ : S → Ση, where S ⊂ {0}×Rns+nu (since Ση is a
submanifold of M with Ho¨lder regularity). We consider ϕˆ : (−δ, δ)×S → ϕ(−δ,δ)(S) =:
V ⊃ Ση defined by ϕˆ(t, z) = ϕt(0, z), which is a smooth diffeomorphism. Remark that
t satisfies for (0, z) ∈ S, (t(z), z) = ϕˆ−1(Φ(z)). So it is Ho¨lder-continuous on S. Then
z 7→ pi(0, z) = ϕt(z)(0, z) is Ho¨lder-continuous on S too.
We denote by piS : V → S the projection and by tS : V → S the time such that
piS(x) = ϕtS(x)(x). These two maps are smooth by the implicit function theorem since
the flow is transverse to S. Moreover, we have : pi(x) = pi|S (piS(x)) so pi is Ho¨lder-
continuous. And t(x) = tS(x) + t|S(piS(x)) so t is Ho¨lder-continuous too. Note that
by compactness of Σ, this procedure can be done with only a finite number of charts,
thus ensuring the uniformity of the constants. Thus, pii, ti are Ho¨lder-continuous in a
neighborhood of Σ. Now, in order to obtain the continuity on the whole cube U , one
can repeat the same argument i.e., write the projection as the composition of a first
projection on a smooth small section S defined in a neighborhood of Σ with the actual
projection on Σ. This provides the sought result.
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2.2.2 Proof of the usual Livsic theorem in Ho¨lder regularity
This is a classical theorem in hyperbolic dynamics, but we provide the proof for
the reader’s convenience. We also refer to the proof of Guillemin-Kazhdan [GK80a,
Appendix] and to [KH95, Theorem 19.2.4]. The idea is to define u as the integral of f
over a dense orbit in the manifold and then to compute the Ho¨lder regularity.
Proof of Theorem 2.1.1. We consider a point x0 whose orbit O(x0) is dense inM and
we define u(ϕtx0) :=
∫ t
0
f(ϕsx0)ds (remark that Xu = f on O(x0) by construction).
Let us prove that u is Cα on O(x0). We pick x, y ∈ O(x0) such that d(x, y) < ε0 (in
particular, the Anosov closing lemma is satisfied at this scale). We write x = ϕtx0, y =
ϕt+Tx0 and we assume that T ≥ 1 which is always possible since the orbit is dense.
Let p be the periodic point of period T + τ (with |τ | ≤ Cd(x, y)) closing the segment
of orbit [xy]. We have :
u(x)−u(y) =
∫ T
0
f(ϕsx)ds =
∫ T
0
f(ϕsx)− f(ϕsp)ds︸ ︷︷ ︸
=(I)
+
∫ T+τ
0
f(ϕsp)ds︸ ︷︷ ︸
=(II)
−
∫ T+τ
T
f(ϕsp)ds︸ ︷︷ ︸
=(III)
And :
|(I)| ≤
∫ T
0
‖f‖Cαd(ϕsx, ϕsp)αds ≤ C‖f‖Cαd(x, y)α
∫ T
0
e−αθmin(s,T−s)ds . d(x, y)α
By hypothesis, we know that (II) = 0. And |(III)| ≤ ‖f‖∞|τ | . d(x, y). As a conse-
quence, u is Cα on O(x0) (and its Cα norm is controlled by that of f). Since O(x0) is
dense in M , u admits a unique Cα-extension to M and it satisfies Xu = f .
2.3 Proof of the approximate Livsic Theorem
The following proof of Theorem 2.1.3 was communicated to us by Se´bastien Goue¨zel.
2.3.1 A key lemma.
The following lemma states that we can find a sufficiently dense and yet separated
orbit in the manifoldM. The separation can only hold transversally to the flow direc-
tion, and is defined as follows. Recall that Wε(x) :=
⋃
y∈Wuε (x) W
s
ε (x). Then we say that
a set S is ε-transversally separated if, for any x ∈ S, we have S ∩Wε(x) = {x}.
Lemma 2.3.1. Consider a transitive Anosov flow on a compact manifold. There exist
βs, βd > 0 such that the following holds. Let ε > 0 be small enough. There exists a per-
iodic orbit O(x0) := (ϕtx0)0≤t≤T with T ≤ ε−1/2 such that this orbit is εβs-transversally
separated and (ϕtx0)0≤t≤T−1 is εβd-dense. If κ > 0 is some fixed constant, then one can
also require that there exists a piece of O(x0) of length ≤ C(κ) which is κ-dense in the
manifold.
Proof. Let us fix two periodic points p1 and p2 with different orbits O(p1) and O(p2) of
respective lengths `1 and `2. By the shadowing theorem and transitivity, there exists an
orbit γ− which is asymptotic to O(p1) in negative time and to O(p2) in positive time.
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Figure 2.2 – γ′− joins p1 to p2, γ′+ joins p2 to p1 and γx has size 6C1| log ε|+O(1).
Also, there exists an orbit γ+ which is asymptotic to O(p2) in negative time and to
O(p1) in positive time. On γ−, fix a point z0, and ρ0 > 0 small enough so that γ− ∪ γ+
meets W3ρ0(z0) only at z0, and O(p1) and O(p2) are at distance > 3ρ0 of z0. Denote by
C0 the constant C in the Shadowing Theorem 2.2.1. Reducing ρ0 if necessary, we can
assume ρ0 < ε0 where ε0 is given by Theorem 2.2.1. Let us also fix a large constant C1,
on which our construction will depend.
We truncate γ− in positive time, stopping it at a fixed time where it is within dis-
tance ρ0/(2C0) of p2, to get an orbit γ
′
−. Let t− be the largest time in (−∞,−2C1|log ε|]
where γ′−(t) is within distance ε of p1. As the orbit γ
′
− converges exponentially qui-
ckly in negative time to O(p1) by hyperbolicity, one has d(γ′−(t),O(p1)) ≤ ε for
t ≤ −2C1|log ε|, if C1 is large enough. Hence, one needs to wait at most `1 before
being ε-close to p1. This shows that the time t− satisfies t− = −2C1|log ε|+O(1).
In the same way, we truncate γ+ in negative time at a fixed time for which it is
within distance ρ0/(2C0) of p2, obtaining an orbit γ
′
+. We denote by t+ the smallest
time in [2C1|log ε|,+∞) with d(γ′+(t), p1) ≤ ε. It satisfies t+ = 2C1|log ε|+O(1).
As the flow is transitive, it has a dense orbit. Therefore, for any x, y, there exists an
orbit γx,y starting from a point within distance ρ0/(2C0) of x, ending at a point within
distance ρ0/(2C0) of y, and with length ∈ [1, T0] where T0 is fixed and independent of
x and y.
To any x, we associate an orbit as follows. Start with γ′−, then follow γp2,ϕ−C1|log ε|x,
then follow the orbit of x between times−C1|log ε| and C1|log ε|, then follow γϕC1|log ε|x,p2 ,
then follow γ′+. In this sequence, the distance between an endpoint of a piece and the
starting point of the next one is always less than ρ0/C0. Hence, Theorem 2.2.1 applies
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and yields an infinite orbit γ′x, that follows the above pieces of orbits up to ρ0. If C1
is large enough, (2.2.2) implies that x is within distance at most ε of γ′x. The inequa-
lity (2.2.3) shows that γ′−(t−) and the corresponding point x− on γ
′
x are within distance
e−θt− . If C1 is large enough, this is bounded by ε since t− = −2C1|log ε| + O(1). The-
refore, d(x−, p1) ≤ 2ε. In the same way, the point x+ on γ′x matching γ′+(t+) is within
distance ε of γ′+(t+), and therefore within distance 2ε of p1. Let us truncate γ
′
x between
x− and x+, to get an orbit segment γx of length 6C1|log ε|+O(1), starting and ending
within 2ε of p1, and passing within ε of x.
Let βd = 1/(3 dim(M)). We define a sequence of points of M as follows. Let
x1 be an arbitrary point for which the C(κ)-beginning of its orbit is κ/2-dense, to
guarantee in the end that the last condition of the lemma is satisfied. If γx1 is not
εβd/2-dense, we choose another point x2 which is not in the ε
βd/2-neighborhood of γx1 .
Then γx1 ∪ γx2 contain both x1 and x2 in their ε-neighborhood, and therefore in their
εβd/2-neighborhood. If γx1 ∪ γx2 is still not εβd/2-dense, then we add a third piece of
orbit γx3 , and so on. By compactness, this process stops after finitely many steps, giving
a finite sequence x1, . . . , xN .
As all γxi start and end with p1 up to 2ε, we can glue the sequence
. . . , γxN , γx1 , γx2 , . . . , γxN , γx1 , . . .
thanks to Theorem 2.2.1. We get a periodic orbit γ which shadows them up to 2C0ε.
We claim this orbit satisfies the requirements of the lemma. We should check its length,
its density, and its separation.
Let us start with the length. The points xi are separated by at least ε
βd/3. The
balls of radius εβd/6 are disjoint, and each has a volume ≥ cεβd·dim(M) = cε1/3. We get
that the number N of points xi is bounded by Cε
−1/3. As each piece γxi has length at
most C|log ε|, it follows that the total length of γ is bounded by C|log ε|ε−1/3 ≤ ε−1/2.
Let us check the density. By construction, the union of the γxi is ε
βd/2-dense. As
γ approximates each γxi within 2C0ε, it follows that γ is 2C0ε + ε
βd/2 dense, and
therefore εβd-dense. In the statement of the lemma, we require the slightly stronger
statement that if one removes a length 1 piece at the end of the orbit it remains εβd-
dense. Such a length 1 piece in γxN consists of points that are within 2ε of O(p1). They
are approximated within εβd by the start and end of all the other γxi .
Finally, let us check the more delicate separation, which has motivated the finer
details of the construction as we will see now. Let βs be suitably large. We want to
show that any two points x, y of γ within distance εβs are on the same local flow
line. Since the expansion of the flow is at most exponential, for any t ≤ 20C1|log ε|,
we have d(ϕtx, ϕty) ≤ ε if βs is large enough. In the piece of γ of length 10C1|log ε|
starting at x, there is an interval [t1, t2] of length 4C1|log ε| + O(1) during which ϕtx
is within distance at most ρ0/2 of O(p1), corresponding to the junction between the
orbits γxi and γxi+1 where i is such that x belongs to the shadow of γxi−1 . For t ∈ [t1, t2],
one also has d(ϕty,O(p1)) ≤ ρ0 as the orbits follow each other up to ε. Note that in
each γj the consecutive time spent close to O(p1) is bounded by 2C1|log ε| as we have
forced a passage close to p2 (and therefore far away from O(p1))) after this time in
the construction. It follows that also for y the time interval [t1, t2] has to correspond
to a junction between two orbits γxj and γxj+1 . Consider the smallest times t and t
′
after the junctions for which ϕt(x) and ϕt′(y) are 2ρ0-close to z0. Since the orbit γ
′
−
meets W3ρ0(z0) at the single point z0, these times have to correspond to each other,
i.e., the orbits are synchronized up to an error O(ε). To conclude, it remains to show
that i = j. Suppose by contradiction i < j for instance. The orbit of x follows γxi up
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to 2C0ε, the orbit of y follows γxj up to 2C0ε, and the orbits of x and y are within ε of
each other. We deduce that γxi and γxj follow each other up to (4C0 + 1)ε. Since xj is
within ε of γxj , it follows that xj is at within (4C0 + 2)ε of γxi . This is a contradiction
with the construction, as we could have added the point xj only if it was not in the
εβd-neighborhood of γxi , and ε
βd > (4C0 + 2)ε if ε is small enough.
2.3.2 Construction of the approximate coboundary.
Let us now prove the approximate Livsic Theorem that is Theorem 2.1.3. The result
is obvious if ε is bounded away from 0, by taking u = 0 and h = f . Hence, we can
assume that ε is small enough to apply Lemma 2.3.1, with κ = ε0. On the orbit O(x0)
given by this lemma, we define a function u˜ by u˜(ϕtx0) =
∫ t
0
f(ϕsx0)ds. Note that it
may not be continuous at x0. As a consequence, we will rather denote by O(x0) the set
(ϕtx0)0≤t≤T−1 (which satisfies the required properties of density and transversality) in
order to avoid problems of discontinuity.
Lemma 2.3.2. There exist β1, C > 0 independent of ε such that ‖u˜‖Cβ1 (O(x0)) ≤ C.
Proof. We first study the Ho¨lder regularity of u˜, namely we want to control |u˜(x)−u˜(y)|
by Cd(x, y)β1 for some well-chosen exponent β1, when d(x, y) ≤ ε0 (where ε0 is the scale
under which the Shadowing Theorem 2.2.1 holds). If x and y are on the same local flow
line, then the result is obvious since f is bounded by 1, so we are left to prove that u˜ is
transversally Cβ1 . Consider x = ϕt0x0 ∈ O(x0) and y = ϕt0+t ∈ Wε0(x). By transversal
separation of O(x0), these points satisfy d(x, y) ≥ εβs . We can close the segment [xy]
i.e., we can find a periodic point p such that d(p, x) ≤ Cd(x, y) with period tp = t+ τ ,
where |τ | ≤ Cd(x, y) which shadows the segment. Then :
|u˜(y)− u˜(x)| ≤
∣∣∣∣∫ t
0
f(ϕsx)ds−
∫ tp
0
f(ϕsp)ds
∣∣∣∣︸ ︷︷ ︸
=(I)
+
∣∣∣∣∫ tp
0
f(ϕsp)ds
∣∣∣∣︸ ︷︷ ︸
=(II)
The first term (I) is bounded by Cd(x, y)β
′
1 for some β′1 > 0 depending on the dynamics,
whereas the second term (II) is bounded — by assumption — by εtp. But εtp . εt .
εT . ε1/2 . d(x, y)1/2βs . We thus obtain the sought result with β1 := min(β′1, 1/2βs).
We now prove that u˜ is bounded for the C0-norm. We know that there exists a
segment of the orbit O(x0) — call it S — of length ≤ C which is ε0-dense in M. In
particular, for any x ∈ O(x0), there exists xS ∈ S with d(x, xS) ≤ ε0, and therefore
|u˜(x) − u˜(xS)| ≤ Cd(x, xS)β1 ≤ Cεβ10 thanks to the Ho¨lder control of the previous
paragraph. Using the same argument with x0, we get as u˜(x0) = 0
|u˜(x)| = |u˜(x)− u˜(x0)| ≤ |u˜(x)− u˜(xS)|+ |u˜(xS)− u˜((x0)S)|+ |u˜(x0)− u˜((x0)S)|.
The first and last term are bounded by Cεβ10 , and the middle one is bounded by C as
S has a bounded length and ‖f‖C0 ≤ 1.
For each i, we extend the function u˜ (defined on O(x0)) to a Ho¨lder function ui on
Σi, by the formula ui(x) = sup u˜(y) − ‖u˜‖Cβ1 (O(x0))d(x, y)β1 , where the supremum is
taken over all y ∈ O(x0). With this formula, it is classical that the extension is Ho¨lder
continuous, with ‖ui‖Cβ1 (Σi) ≤ ‖u˜‖Cβ1 (O(x0)). We then push the function ui by the flow
in order to define it on Ui by setting for x ∈ Σi, ϕtx ∈ Ui : ui(ϕtx) = ui(x)+
∫ t
0
f(ϕsx)ds.
Note that by Lemma 2.2.1, the extension is still Ho¨lder with the same regularity. We
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now set u :=
∑
i uiθi and h := f −Xu = −
∑
i uiXθi. The functions Xθi are uniformly
bounded in C∞, independently of ε so the functions uiXθi are in Cβ1 with a Ho¨lder
norm independent of ε > 0 and thus ‖h‖Cβ1 ≤ C.
Lemma 2.3.3. ‖h‖Cβ1/2 ≤ εβ3/2
Proof. We claim that h vanishes on O(x0) : indeed, on Ui ∩ O(x0) one has ui ≡ u˜
and thus h = −u˜∑iXθi = −u˜X∑i θi = −u˜X1 = 0. Since O(x0) is εβd-dense and
‖h‖Cβ1 ≤ C, we get that ‖h‖C0 ≤ Cεβ1βd = Cεβ3 , where β3 = β1βd. By interpolation,
we eventually obtain that ‖h‖Cβ1/2 ≤ εβ3/2.
Proof of Theorem 2.1.3. The previous lemma provides the sought estimate on the re-
mainder h. This completes the proof of Theorem 2.1.3.
2.4 Resolvent of the flow at 0
From now on, we will rather use the dual decomposition of the cotangent space
T ∗M = E∗0 ⊕E∗u ⊕E∗s , where E∗0(Eu ⊕Es) = 0, E∗s (Es ⊕RX) = 0, E∗u(Eu ⊕RX) = 0.
If A−> denotes the inverse transpose of a linear operator A, then the dual estimates to
(2.1.2) are :
|dϕ−>t (x) · ξ|ϕt(x) ≤ Ce−λt|ξ|x, ∀t > 0, ξ ∈ E∗s (x)
|dϕt(x) · ξ|ϕt(x) ≤ Ce−λ|t||ξ|x, ∀t < 0, ξ ∈ E∗u(x), , (2.4.1)
where | · |x is now g−1, the dual metric to g (which makes the musical isomorphism
[ : TM→ T ∗M an isometry).
2.4.1 Meromorphic extension of the resolvent
E
∗
0
E
∗
s
m = −1
E
∗
u
m = 1
Figure 2.3 – The projective flow on
the unit cosphere S∗M.
Consider any smooth measure µ on M. The
unbounded operator X : C∞(M) → C∞(M) ⊂
L2(M, dµ) =: L2(M) is a differential operator of
order 1 and thus admits a unique closed extension
on L2(M) (see [FS11, Lemma 29] for instance) with
domain DL2(X) = {u ∈ L2(M), Xu ∈ L2(M)}.
When the flow is not selfadjoint, the semigroup
etX : L2(M) → L2(M) is continuous but not
unitary. As a consequence, there exist constants
C0, ω > 0 such that ‖etX‖L(L2,L2) ≤ C0eωt. If X
preserves the smooth measure µ, −iX is selfadjoint
on DL2(X). The following theorem gives a satisfac-
tory spectral description of the operator X.
Theorem 2.4.1 (Faure-Sjo¨strand). There exists a constant c > 0 such that for any
s > 0, there exists a Hilbert space Hs+, such that on the half-space {<(λ) > −cs},
X + λ : DHs+(X)→ Hs+(M) is an analytic family of unbounded operators with domain
DHs+(X) =
{
u ∈ Hs+(M), Xu ∈ Hs+(M)
}
which are Fredholm of index 0 1. Moreover,
X + λ is invertible for <(λ)  0 large enough. As a consequence, the operator has
discrete discrete spectrum in the half-space {<(λ) > ω − cs}.
1. DHs+(X) equipped with the norm ‖u‖DHs+ := ‖u‖Hs+ + ‖Xu‖Hs+ is a Hilbert space and X + λ
becomes bounded when the vector spaces are equipped with this norm, so it makes sense to talk about
a Fredholm operator.
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We recall that the principal symbol of P = −iX is σP : (x, ξ) 7→ 〈ξ,X(x)〉. We
denote by X the Hamiltonian vector field on the symplectic manifold T ∗M induced by
the Hamiltonian σP and by (Φt)t∈R the symplectic flow generated. A quick computation
shows that Φt = (ϕt, dϕ
−>
t ). Note that since (Φt)t∈R is 1-homogeneous in the ξ variable,
it induces a flow (Φ
(1)
t )t∈R on the unit sphere S
∗M. If κ : T ∗M → S∗M denotes
the canonical projection, then κ(E∗s ) is a hyperbolic repeller/source and κ(E
∗
u) is a
hyperbolic attractor/sink for the dynamics of (Φ
(1)
t )t∈R (see Figure 2.3) in the sense
of Definition A.4.1. The following lemma asserts the existence of an escape function
which will be the crucial tool in the proof of the meromorphic extension of the resolvent
(X + λ)−1.
Lemma 2.4.1 (Faure-Sjo¨strand). There exists a 0-homogenous order function m ∈
C∞(T ∗M\ {0} , [−1, 1]) such that X ·m ≤ 0, m ≡ 1 in a conic neighborhood of E∗s ,
m ≡ −1 in a conic neighborhood of E∗u and there exists an escape function Gm ∈
S0ρ,1−ρ(T
∗M), for all ρ < 1, constructed from m, such that :
• There exist constants C1, R > 0 such that on |ξ| ≥ R intersected with a conic
neighborhood of Σ := E∗s ⊕ E∗u, one has X ·Gm ≤ −C1 < 0.
• For |ξ| ≥ R, X ·Gm ≤ C2 for some constant C2 > 0.
An important remark is that Gm ∈ S0ρ,1−ρ and eGm ∈ Smρ,1−ρ for any ρ < 1 (these
are the anisotropic classes introduced in Appendix A) and we will sometimes write this
as Sm+. In other words, Gm narrowly misses the usual class S
0
1,0. This will not be a
problem when working in Sobolev regularity (that is when working with spaces from
from L2) but may (and actually will) induce complications when using other spaces like
Ho¨lder-Zygmund spaces. More precisely, eGm satisfies the following symbolic estimates
in coordinates :
∀(x, ξ) ∈ T ∗M, |∂αξ ∂βxeGm(x, ξ)| ≤ Cα,β(log〈ξ〉)|α|+|β|〈ξ〉m(x,ξ)−|α|,
where α, β ∈ Nn+1.
Proof of Theorem 2.4.1. The computation rules of symbols in anisotropic classes enjoy
the same properties (composition rules, ellipticity, etc.) as symbols in the usual classes
(see [FRS08]) ; we leave it as an exercise to the reader to check that all the symbols
and pseudodifferential operators are in the right anisotropic classes.
We consider a cutoff function χ ∈ C∞c ([0,+∞)) such that χ ≡ 1 on [0, 1/2] and
χ ≡ 0 outside [0, 1]. We then define for T > 0 the function χT (t) := χ(t/T ). We have :
(X + λ)
∫ +∞
0
χT (t)e
−t(X+λ)dt = 1 +
∫ +∞
0
χ′T (t)e
−t(X+λ)dt
Note that the integral on the right-hand side is actually performed for t ∈ [0, T ], that
is on a finite time interval, as will be all the integrals in the following. Let P := Op(p),
where p ∈ S0(T ∗M) and p ≡ 1 in a conic neighborhood of Σ := E∗s ⊕ E∗u and p ≡ 0
outside this conic neighborhood. We define As := Op(e
sGm) ∈ Ψsm+h (M), where s > 0
is some fixed number. Up to a lower order modification, we can assume that As is
invertible. We introduce H + λ := As(X + λ)As
−1. Then :
(H + λ)As
∫ +∞
0
χT (t)e
−t(X+λ)As−1dt︸ ︷︷ ︸
:=Q(λ)
= 1 + As
∫ +∞
0
χ′T (t)e
−t(X+λ)dtAs−1︸ ︷︷ ︸
:=R(λ)
(2.4.2)
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Note that ‖R(λ)‖L(L2,L2) = O(〈<(λ)〉−∞) for <(λ)  0. In particular, for <(λ)  0,
1 +R(λ) is invertible on L2.
Then, we write :
R(λ) = As
∫ +∞
0
χ′T (t)e
−t(X+λ)dtPAs−1 +As
∫ +∞
0
χ′T (t)e
−t(X+λ)dt(1−P )As−1 (2.4.3)
By elementary wavefront set arguments (see Example A.3.1) we have that∫ +∞
0
χ′T (t)e
−t(X+λ)dt(1− P ) ∈ Ψ−∞
As a consequence
C 3 λ 7→ As
∫ +∞
0
χ′T (t)e
−t(X+λ)dt(1− P )As−1 ∈ Ψ−∞
is a holomorphic family of compact operators on L2. Then, we deal with the first term
in (2.4.3). First, notice that by Egorov’s Theorem (see [Zwo12, Theorem 11.1])
etXAse
−tX = etX Op(esGm)e−tX = Op(esGm◦Φt) +Kt,
where esGm◦Φt ∈ Ssm◦Φt+ and thus
Op(esGm◦Φt) ∈ Ψsm◦Φt+, Kt ∈ Ψsm◦Φt−1+
Thus :
As
∫ +∞
0
χ′T (t)e
−t(X+λ)dtPAs−1 =
∫ +∞
0
χ′T (t)e
−tλAse−tXPAs−1dt
=
∫ +∞
0
χ′T (t)e
−tλe−tXetXAse−tXPAs−1dt
=
∫ +∞
0
χ′T (t)e
−tλe−tX
(
Op(es(Gm◦Φt−Gm)p) +K ′tPAs
−1) dt
But on the support of p, we have X ·m ≤ 0, so
eGm◦Φt−Gmp ∈ Sm◦Φt−mρ,1−ρ ⊂ S0ρ,1−ρ,
for all ρ < 1. Thus Op(es(Gm◦Φt−Gm)p) ∈ Ψ0ρ,1−ρ(M) for all ρ < 1 and this is bounded on
L2. Moreover, K ′tPAs
−1 ∈ Ψ−1+(M) and is thus compact on L2. Since e−tX is bounded
on L2, we deduce that ∫ +∞
0
χ′(t)e−tλe−tXK ′tPAs
−1dt
is compact on L2. We now need to study the norm of the operator in Ψ0ρ,1−ρ. Let
q ∈ C∞(T ∗M) be a smooth cutoff function such that q(x, ξ) ≡ 0 for |ξ| ≤ R and
q(x, ξ) = 1 for |ξ| ≥ R + 1. We write
Op(es(Gm◦Φt−Gm)p) = Op(es(Gm◦Φt−Gm)pq) + Op(es(Gm◦Φt−Gm)p(1− q))
The last operator is in Ψ−∞ and is thus compact on L2. We are left with the operator
Op(es(Gm◦Φt−Gm)pq). Note that es(Gm◦Φt−Gm)pq ≤ e−C1sT/2 since X · Gm ≤ −C1 < 0
on the support of pq. By the Calderon-Vaillancourt Theorem (see [Shu01, Theorem
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6.4] for instance), for t ∈ [0, T ], we can write Op(es(Gm◦Φt−Gm)pq) = At + Lt, where
At ∈ Ψ0ρ,1−ρ, Lt ∈ Ψ−∞ and ‖At‖L(L2,L2) ≤ e−C1st/2. Since the operator Lt contributes
to a compact operator in (2.4.2), we can forget it.
In (2.4.2), we thus obtain that
1 +R(λ) = 1 +B(λ) +K(λ),
withK(λ) holomorphic (on C) family of compact operators on L2 and using ‖e−tX‖L(L2,L2) ≤
C0e
ωt :
‖B(λ)‖L(L2,L2) = ‖
∫ T
0
χ′T (t)e
−tλe−tXAtdt‖L(L2,L2)
≤ C0
∫ T
0
|χ′T (t)|e−t<(λ)e−C1st/2eωtdt
≤ C0‖χ
′‖L∞
T
∫ T
0
e−(C1s/2+<(λ)−ω)tdt ≤ C0‖χ
′‖L∞
T (C1s/2 + <(λ)− ω)
(2.4.4)
This can be made smaller than 1 for some well-chosen constants. Indeed, choose T > 0
large enough so that C0‖χ′‖L∞/T < C1s/8. Then, for <(λ) > ω−C1s/4, one obtains :
‖χ′‖L∞
T (C1s/2 + <(λ)− ω) <
‖χ′‖L∞
TC1s/4
< 1/2
Therefore, by (2.4.4), ‖B(λ)‖L(L2,L2) < 1. In fine, we obtain that 1 + B(λ) is in-
vertible by Neumann series and thus in (2.4.2), we obtain that 1 + B(λ) + K(λ) is a
holomorphic family of Fredholm operators on <(λ) > ω − cs (where c := C1/4) with
index 0. We then conclude by the analytic Fredholm Theorem. The sought space is
Hs+(M) := A−1s (L2(M)).
The poles of the meromorphic extension of (X + λ)−1 : Hs+(M)→ Hs+(M) to the
half-space {<(λ) > −cs} are called the Pollicott-Ruelle resonances. They are intrinsic
to the operator X, namely they do not depend on the choice of the spaces Hs+(M) as
they can be seen as the poles of the meromorphic extension of (X + λ)−1 : C∞(M)→
C−∞(M) to the whole complex plane. Here C−∞(M) := ∪s∈RHs(M). One geometric
way of seeing this independence of the resonances with respect to the spaces is to relate
them to the dynamical determinant. Indeed, one can prove (see [DZ16] for instance)
that
ζ0(λ) := exp
(
−
∑
γ∈G
∑
n≥1
eiλn`(γ)
n| det(1− Pγ)|
)
,
where Pγ is the Poincare´ return map for closed orbits γ ∈ G, G being the set of primitive
closed orbits, admits a holomorphic extension to the whole complex plane and that
the zeros of this function on {<(λ) > −cs} are exactly the poles of the meromorphic
extension (X + λ)−1 : Hs+(M) → Hs+(M). Obviously, since ζ1 does not depend on
Hs+(M), this shows that the resonances are intrinsic.
Note that the positive resolvent R+(λ) is bounded as an operator R+(λ) : L
2(M)→
L2(M) for <(λ) > ω and its expression is given by
R+(λ) = (X + λ)
−1 =
∫ +∞
0
e−λte−tXdt, (2.4.5)
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where e−tXf(z) = f(ϕ−t(z)) for f ∈ C∞(M), z ∈ M. In particular, it has no poles
in the region {<(λ) > ω}. When the vector field preserve the measure µ, ω = 0 and
we will study its poles on iR in the next paragraph. In the same fashion, the negative
resolvent R−(λ) : L2(M)→ L2(M) is bounded for <(λ) > ω, given by
R−(λ) = (X − λ)−1 = −
∫ 0
−∞
eλte−tXdt, (2.4.6)
it can be meromorphically extended to <(λ) > −cs when acting on adapted spaces
Hs− → Hs−.
If λ0 is a pole of say R−, then R−(λ) has a Laurent expansion in a neighborhood
of λ0, namely
R−(λ) = Rhol− (λ)−
J(λ0)∑
j=1
(X − λ0)j−1Πλ0
(λ− λ0)j
where Rhol− (λ0) : Hs−(M) → Hs−(M) is bounded, Πλ0 : Hs−(M) → Hs−(M) is the
commuting projection onto ker((X − λ0)J(λ0)). We call generalized eigenstates the ele-
ments of ker((X−λ0)J(λ0)). A priori, there may be Jordan blocks and these may not be
real eigenvectors. Note that the generalized eigenstates are themselves intrinsic insofar
ker((X − λ0)J(λ0)) = Πλ0(Hs+(M)) = Πλ0(C∞(M)), by density of C∞(M) in Hs+(M).
2.4.2 Elements of spectral theory
We now assume that X preserves a smooth measure. As mentioned in §2.1.1, we
prove that the L2-spectrum of −iX is R.
Lemma 2.4.2. σ(−iX) = R
The proof we give is that of Guillemin [Gui77, Lemma 3], following Helton.
Proof. We argue by contradiction. Assume σ(−iX) 6= R, then since σ(−iX) is closed,
there exists an interval I of R such that I ∩ σ(−iX) = ∅. Let f ∈ C∞c (I), f 6= 0. Then
f(−iX) = 0 and this operator is given by 2
f(−iX) =
∫ +∞
−∞
fˆ(t)etXdt
Given a ∈ C∞(M), f(−iX)a is continuous. Moreover, it is given at x0 ∈M by :
f(−iX)a(x0) =
∫ +∞
−∞
fˆ(t)a(ϕtx0)dt
We now consider g, a smooth function on R with compact support and a constant
A > 0. If x0 ∈M is not periodic, then we can construct a ∈ C∞(M), h ∈ C∞(R) such
that a(ϕtx0) = g(t)+h(t) for all t ∈ R, where ‖h‖∞ ≤ ‖g‖∞ and supp(h)∩ [−A,A] = ∅
2. Formally, this follows from the following computation, where dP (λ) is the spectral measure of
−iX :
f(−iX) =
∫ +∞
−∞
f(λ)dP (λ) =
∫ +∞
−∞
∫ +∞
−∞
eiλtfˆ(t)dP (λ)dt =
∫ +∞
−∞
fˆ(t)etXdt
The justification of the permutation is not difficult since f has compact support.
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(define a by a(ϕtx0) on a sufficiently large segment of the orbit of x0 and then extend to
a sufficiently small tubular neighborhood in order to obtain a smooth function). Then :
f(−iX)a(x0) = 0 =
∫ +∞
−∞
fˆ(t)g(t)dt+
∫ +∞
−∞
fˆ(t)h(t)dt
As A → +∞, the second integral converges to 0 since fˆ is Schwartz. We thus obtain
that
∫ +∞
−∞ fˆ(t)g(t)dt = 0 for any smooth function g with compact support, thus fˆ ≡ 0
and f ≡ 0.
We assume from now on that the flow is mixing.
Lemma 2.4.3. The resolvents R± have a unique pole on iR : it is the point 0, with
rank 1 residue given by ±1⊗ 1, the projection on the constants.
Proof. We will argue on R+ since all the arguments are similar for R−. First, remark
that if iλ0 is a pole on iR, then it is of order 1 since by the spectral theorem, for
f1, f2 ∈ C∞(M), λ > 0, |〈R+(iλ0 + λ)f1, f2〉| ≤ λ−1‖f1‖L2‖‖f2‖L2 .
We fix ε > 0. Since the flow is mixing, there exists a time Tε such that for all
T > Tε, |Ct(f1, f2)| < ε. Moreover, for <(λ) > 0 :
λ〈R+(λ)f1, f2〉 =
∫ Tε
0
∫
M
λe−λt〈f1 ◦ ϕ−t, f2〉L2(M)︸ ︷︷ ︸
≤(1−e−λTε )‖f1‖L2‖f2‖L2
+
∫ +∞
Tε
λe−λt〈f1,1〉〈f2,1〉dt︸ ︷︷ ︸
=e−λTε 〈f1,1〉〈f2,1〉
+
∫ +∞
Tε
λe−λtCt(f1, f2)dt︸ ︷︷ ︸
≤εe−λTε
As λ→ 0, we obtain that
lim
λ→0+
λ〈R+(λ)f1, f2〉 = 〈f1,1〉〈f2,1〉+O(ε)
and since ε > 0 was chosen arbitrarily small, we obtain that 0 is a pole of order 1 with
residue 1⊗ 1, the projection on the constants. The same arguments also immediately
show that for λ0 ∈ iR \ {0},
lim
λ→λ+0
(λ− λ0)〈R+(λ)f1, f2〉 = 0
As to R−, the same arguments apply and the residue at 0 is −1⊗ 1.
We recall that σ(−iX) denotes the L2-spectrum of the operator, σac(−iX) its ab-
solutely continuous spectrum.
Lemma 2.4.4. σac(−iX) = R and σ(−iX) = σac(−iX)∪{0}, 0 is a discrete embedded
eigenvalue, associated to the 1-dimensional subspace R · 1, the constant functions.
Proof. We first show that λ0 ∈ σp(−iX) (the point spectrum) if and only if λ0 is a pole
of the resolvent. By contradiction, if λ0 is not a pole of the resolvent, Stone’s formula
gives that for δ > 0 :
1
2
(1[λ0−δ,λ0+δ] + 1(λ0−δ,λ0+δ)) = lim
ε→0+
1
2pi
∫ λ0+δ
λ0−δ
R+(ε− iλ)−R−(ε+ iλ)dλ
=
1
2pi
∫ λ0+δ
λ0−δ
R+(−iλ)−R−(iλ)dλ,
(2.4.7)
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where the convergence is in the weak sense 3, that is by applying the expression to
f1 ∈ C∞(M) and testing against f2 ∈ C∞(M) — the permutation of the limit and
the integral being guaranteed by the holomorphy of the integrand. Taking the limit
δ → 0 in (2.4.7), the left-hand side converges (in the weak sense) to Πλ0 , the spectral
projection on ker(−iX − λ0), whereas the right-hand side converges to 0. This is a
contradiction so λ0 is not in the point spectrum. Conversely, 0 is the only pole of the
resolvent and it is clear that 0 is a discrete eigenvalue with kerL2(−iX) = R · 1 (by
ergodicity of the geodesic flow). So the pure point spectrum is reduced to {0}.
Formula (2.4.7) also allows to show that there is no singular continuous spectrum,
the spectral measure being dP (λ) = 1
2pi
(R+(−iλ) − R−(iλ))dλ. Since σ(−iX) = R
and the only discrete eigenvalue is 0 and the absolutely continuous spectrum is closed,
σac(−iX) = R.
Remark 2.4.1. Actually the flow is mixing if and only if 0 is the only pole of the
resolvent. The converse is obtained from the fact that the spectrum on (R · 1)⊥ is
absolutely continuous (by the previous proof) and this implies that the flow is mixing
(see [RS80, Theorem VII.15]). Indeed, for f1, f2 ∈ C∞(M), orthogonal to the constants,
one has :
〈etXf1, f2〉 =
∫ +∞
−∞
eitλ〈dP (λ)f1, f2〉
=
1
2pi
∫ +∞
−∞
eitλ〈(R+(−iλ)−R−(iλ))f1, f2〉dλ
=
1
2pi
T̂ (−t),
where T (λ) := 〈(R+(−iλ)− R−(iλ))f1, f2〉. By the spectral theorem, T ∈ L1(R) (and∫ 〈(R+(−iλ)− R−(iλ))f1, f2〉dλ = 〈f1, f2〉) so by the Riemann-Lebesgue theorem, one
has
lim
t→+∞
〈etXf1, f2〉 = lim
t→+∞
1
2pi
T̂ (−t) = 0,
that is the flow is mixing.
2.4.3 The operator Π
In a neighborhood of 0, we can thus write the Laurent expansions
R+(λ) = R
+
0 +
1⊗ 1
λ
+O(λ), R−(λ) = R−0 −
1⊗ 1
λ
+O(λ), (2.4.8)
where R+0 : Hs+ → Hs+, R−0 : Hs− → Hs− are bounded. Since Hs ⊂ Hs± ⊂ H−s, we
obtain that R±0 : H
s → H−s are bounded and thus (R+0 )∗ : Hs → H−s is bounded
too. Moreover, it is easy to check that formally (R+0 )
∗ = −R−0 (i.e. the operators
coincide on C∞(M)), in the sense that for all f1, f2 ∈ C∞(M), 〈R−0 f1, f2〉L2(M) =
〈f1,−R+0 f2〉L2(M). This follows from the fact that we formally have R+(λ)∗ = −R−(λ)
for <(λ) > 0. Since C∞(M) is dense in Hs(M), we obtain that (R+0 )∗ = −R−0 on
Hs(M), in the sense that for all f1, f2 ∈ Hs(M), 〈R−0 f1, f2〉L2(M) = 〈f1,−R+0 f2〉L2(M).
3. The limit in Stone’s formula is in the strong sense but we here want to inverse limit and inte-
gration.
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Also remark that, as operators C∞(M)→ C−∞(M), one has :
XR+0 = R
+
0 X = 1− 1⊗ 1, XR−0 = R−0 X = 1− 1⊗ 1 (2.4.9)
For the sake of simplicity, we will write R0 := R
+
0 . We are now interested in studying
the wavefront set of the Schwartz kernel of R0. The following result can be found in
[DZ16].
Proposition 2.4.1 (Dyatlov-Zworski).
WF′(R0) = [∆(T ∗M\ {0})× Ω+ × (E∗u × E∗s )] \ {0} ,
with Ω+ = {(Φt(x, ξ), x, ξ) | 〈ξ,X(x)〉 = 0, ξ 6= 0, t > 0}.
In other words, singularities are propagated forward. Note that by Lemma A.2.6,
R0f makes sense for any distribution f ∈ C−∞(SM) as long as WF(f) ∩ E∗s = ∅ and
R0f may have wavefront set in E
∗
u even if f ∈ C∞(M). So R0 creates singularities from
scratch (the set WF(KR0)1 in Lemma A.2.6 is not trivial). We also obtain
WF′(R−0 ) = [∆(T
∗M\ {0})× Ω− × (E∗s × E∗u)] \ {0} ,
with Ω− = {(Φt(x, ξ), x, ξ) | 〈ξ,X(x)〉 = 0, ξ 6= 0, t < 0}.
We will admit this proposition which is not an easy result, although it may appear
rather natural. One of the main difficulty is that there is no characterization lemma
for the wavefront set of the Schwartz kernel of an operator in microlocal analysis 4. So
one has to resort to semiclassical analysis — where such a lemma is available — but we
do not want to introduce semiclassical notations in order not to flood the discussion.
In particular, the proof in [DZ16] of this proposition relies on the radial source/sink
estimates (see Theorems A.4.2 and A.4.3) in their semiclassical versions (which are
more accurate).
We now assume that the flow is exponentially mixing (polynomially mixing is ac-
tually sufficient). We introduce the operator
Π := R0 +R
∗
0, (2.4.10)
the sum of the two holomorphic parts of the resolvent. An easy computation, using
(2.4.8), proves that Π(1) = 0 and the image Π(C∞(M)) is orthogonal to the constants.
There exists two other characterizations of the operator Π that are more tractable and
which we detail in the next proposition. We set Πλ := 1(−∞,λ](−iX).
Proposition 2.4.2. For f1, f2 ∈ C∞(M) such that
∫
M fidµ = 0 :
1. 〈Πf1, f2〉 = 2pi∂λ|λ=0〈Πλf1, f2〉,
2. 〈Πf1, f2〉 =
∫ +∞
−∞ 〈f1 ◦ ϕt, f2〉dt.
4. Actually, this is a drawback that is intrinsic to microlocal analysis. Given a linear operator A, in
order to characterize WF′(A), one would like to consider f with wavefront set at (y, η) and study the
microlocalization of the wavefront set of Af . But Af does not always make sense by Lemma A.2.6 so
we would need to know a priori the set WF(KA)1 = {(x, ξ) | ∃y ∈M, (x, ξ, y, 0) ∈ KA} ... but this is
precisely what we are looking for ! The semiclassical notion of the wavefront set allows to bypass this
problem.
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Proof. (1) For f1, f2 ∈ C∞(M) such that
∫
M fidµ = 0, we have like in (2.4.7), for
δ > 0 :
〈Πλ+δf1, f2〉 − 〈Πλ−δf1, f2〉 = 〈1[λ−δ,λ+δ]f1, f2〉
=
1
2pi
∫ λ+δ
λ−δ
〈(R+(−iλ)−R−(iλ))f1, f2〉dλ
Dividing by 2δ and passing to the limit δ → 0+, we obtain ∂λ|λ=0〈Πλf1, f2〉 = 12pi 〈(R+0 −
R−0 )f1, f2〉 = 12pi 〈Πf1, f2〉.
(2) Thanks to the exponential decay of correlations (see [Liv04]), one can apply
Lebesgue’s dominated convergence theorem in the limit λ → 0+ in the following ex-
pression
〈Πf1, f2〉 = lim
λ→0+
∫ +∞
−∞
e−λ|t|〈f1 ◦ ϕ−t, f2〉dt,
and the result is then immediate.
The quantity 〈Πf, f〉 is sometimes referred to in the literature as the variance of the
flow. We refer to the paragraph §3.3.2 for a more exhaustive discussion. In particular,
it enjoys the following positivity property :
Lemma 2.4.5. The operator Π : Hs(M) → H−s(M) is positive in the sense of qua-
dratic forms, namely 〈Πf, f〉L2 ≥ 0 for all f ∈ Hs(M).
There are different ways of proving this lemma, related to the different characteri-
zations of the operator Π. We only detail one of them and provide some hints for the
other proofs :
• Since Π(1) = 0, we can always assume that ∫M fdµ = 0. Then, by using the fact
that the flow is exponentially mixing, one can prove that :
1
T
∫
M
(∫ T
0
f ◦ ϕt · fdt
)2
dµ = 〈Πf, f〉+O(1/T ),
which provides the sought result.
• A more immediate way of obtaining the positivity, is to use the characterization
of Π as the derivative of the spectral measure. If
∫
M fdµ = 0, that is f ∈ (R ·1)⊥,
then λ 7→ 〈1(−∞,λ](−iX)f, f〉 is non-decreasing. Thus its derivative is nonnega-
tive.
We provide a more dynamical proof of this result.
Proof. By density, it is sufficient to prove the lemma for f ∈ C∞(M). We will actually
show that for <(λ) > 0 :
〈
(
R+(λ)− 1⊗ 1
λ
)
f, f〉 = 〈R+(λ)f, f〉 − 1
λ
(∫
M
fdµ
)2
≥ 0
The same arguments being valid for R−(λ), we will deduce the result by taking the
limit λ→ 0+. By Parry’ formula [Par88, Paragraph 3], we know that :
〈R+(λ)f, f〉 = lim
T→∞
1
N(T )
∑
`(γ)≤T
e
∫
γ J
u 1
`(γ)
∫ `(γ)
0
R+(λ)f(ϕtz)f(ϕtz)dt, (2.4.11)
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where z ∈ γ and N(T ) = ∑`(γ)≤T e∫γ Ju is a normalizing coefficient, and Ju is the
unstable Jacobian (or the geometric potential) associated to the measure µ. Let us fix
a closed orbit γ and a base point z ∈ γ. We set f¯(t) := f(ϕtz) which we see as a smooth
function, `-periodic on R (with ` := `(γ)). Since R+(λ) commutes with X, R+(λ) acts
as a Fourier multiplier on functions defined on γ. As a consequence, if we decompose
f¯(t) =
∑
n ∈Z cne
2ipint/`, we have :
R+(λ)f¯(t) =
∫ +∞
0
e−λsf¯(t+ s)ds
=
∑
n∈Z
cne
2ipint/`
∫ +∞
0
e−(λ−2ipin/`)sds
=
∑
n ∈Z
cn(λ+ 2ipin/`)
λ2 + 4pi2n2/`2
e2ipint/`
Then :
〈R+(λ)f¯ , f¯〉L2 = 1
`
∫ `
0
R+(λ)f¯(t)f¯(t)dt =
∑
n∈Z
|cn|2(λ+ 2ipin/`)
λ2 + 4pi2n2/`2
= λ
∑
n∈Z
|cn|2
λ2 + 4pi2n2/`2
,
by oddness of the imaginary part of the sum. In particular :
1
`
∫ `
0
R+(λ)f¯(t)f¯(t)dt ≥ |c0|
2
λ
=
1
λ
(
1
`
∫ `
0
f¯(t)dt
)2
(2.4.12)
Inserting (2.4.12) into (2.4.11), then applying Jensen’s convexity inequality :
〈R+(λ)f, f〉 ≥ λ−1 lim
T→∞
1
N(T )
∑
`(γ)≤T
e
∫
γ J
u
(
1
`(γ)
∫ `(γ)
0
f(ϕtz)dt
)2
≥ λ−1 lim
T→∞
 1
N(T )
∑
`(γ)≤T
e
∫
γ J
u 1
`(γ)
∫ `(γ)
0
f(ϕtz)dt
2 = 1
λ
(∫
SM
fdµ
)2
Theorem 2.4.2. [Gui17a, Theorem 1.1] The operator Π : Hs(M) → H−s(M) is
bounded, for any s > 0, selfadjoint and satisfies :
1. ∀f ∈ Hs(M), XΠf = 0,
2. ∀f ∈ Hs(M) such that Xf ∈ Hs(M), ΠXf = 0.
If f ∈ Hs(M) with 〈f,1〉L2 = 0, then f ∈ ker Π if and only if there exists a solution
u ∈ Hs(M) to the cohomological equation Xu = f , and u is unique modulo constants.
Remark 2.4.2. Actually, by slightly changing the previous constructions (the definition
of m), we could have obtained that Π : Hs(M)→ H−r(M) is bounded for any s, r >
0. It is possible to choose the escape function with a lot of freedom. For instance,
concerning R+(λ), we could have taken an espace function m, like the one designed
on Figure 2.4. In particular, such a choice guarantees that for f ∈ Hs(M), R0f is
microlocally Hs everywhere, except in conic neighborhood of E∗u.
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E
∗
0
E
∗
s
E
∗
u
m = 1
m = 1
m = −1
Figure 2.4 – Another choice for the escape function m.
Proof. The fact that Π : Hs(M)→ H−s(M) is bounded and selfadjoint is immediate
thanks to the previous constructions and the two identities follow from (2.4.9). This
also proves one implication in the last sentence.
Assume f ∈ Hs(M) and f = Xu for some function u ∈ Hs(M). The fact that
u is unique modulo constants follows from the ergodicity of the flow. Indeed, assume
u′ ∈ Hs(M) is such that f = Xu′ = Xu, then X(u′ − u) = 0 so u′ − u is constant.
Now, assume f ∈ Hs(M), 〈f,1〉L2 = 0 and Πf = 0 = R0f + R∗0f . We set u+ =
R0f, u− = −R∗0f ∈ H−s(M) (so that formally, Xu+ = Xu− = f) and u+ = u−. By
Remark 2.4.2, u+ = R0f is microlocallyH
s everywhere, except in conic neighborhood of
Vu ⊂ T ∗M of E∗u (where it is, at worst, H−s). The same occurs for u−, but reversing the
time : u− = −R∗0f = R−0 f is microlocallyHs everywhere except in a conic neighborhood
Vs ⊂ T ∗M of E∗s . Since u+ = u− and we can always choose Vu, Vs so that Vs ∩ Vu = ∅,
we obtain that u := u+ ∈ Hs(M). Then, Xu = XR0f = f , since 〈f,1〉 = 0.
As a corollary, we obtain the proof of Guillarmou [Gui17a] of the Livsic theorem in
Sobolev regularity (see Theorem 2.1.1) :
Proof. We fix s > n+1
2
and assume f ∈ Hs(M) satisfies If = 0. Then f ∈ Cα for some
α > 0 so by the classical Livsic theorem in Ho¨lder regularity, f = Xu for some u ∈ Cα.
In particular, f ∈ Hα/2, u ∈ Hα/2 and Πf = ΠXu = 0 i.e. ker Π = 0 (and 〈f,1〉 = 0
since If = 0). By Theorem 2.4.2, u is actually in Hs(M).
2.5 The normal operator
We will apply the results of the previous sections to the case whereM := SM , the
unit tangent bundle of a Riemannian manifold (M, g), whose geodesic flow is assumed
to be Anosov. In particular, a geodesic flow is a contact flow (the contact form is the
Liouville 1-form α) and is thus exponentially mixing by the result of Liverani [Liv04].
Most of the results of this section can be found in [Gui17a, GL19d, GL19a].
Recall from Appendix B that
T (SM) = R ·X ⊕⊥ H⊕⊥ V,
where V = ker dpi0, pi0 : SM → M the projection and dpi0 : RX ⊕⊥ H → TM is an
isometry. Here, the metric on SM is the Sasaki metric induced by the metric g onM . We
define the dual spaces V∗,H∗ by V∗(V) = 0,H∗(RX⊕H) = 0. Note that dpi>0 : T ∗M →
V∗ is an isometry. By [Pat99, Theorem 2.50], RX ⊕Es⊕V = T (SM) = RX ⊕Eu⊕V
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and thus V∗ ⊕ E∗s = V∗ ⊕ E∗u = T ∗(SM). Recall that (M, g) has no conjugate points
if for all t 6= 0, dϕt(V) ∩ V = {0}. By [Kli74], an Anosov Riemannian manifold has no
conjugate points and on the cotangent bundle, this implies that dϕ>t (V∗)∩V∗∩Σ = {0}
for all t 6= 0, where Σ = E∗u ⊕ E∗s is the characteristic set.
2.5.1 Definition and first properties
We introduce the normal operator
Πm := pim∗(Π + 1 ⊗ 1)pi∗m. (2.5.1)
Recall from §B.1.3 that given (x, ξ) ∈ T ∗M , the space ⊗mS T ∗xM decomposes as the
direct sum
⊗mS T ∗xM = ran
(
σD(x, ξ)|⊗m−1S T ∗xM
)
⊕ ker (σD∗(x, ξ)|⊗mS T ∗xM)
= ran
(
σjξ|⊗m−1S T ∗xM
)
⊕ ker (iξ|⊗mS T ∗xM)
The projection on the right space parallel to the left space is denoted by piker iξ and
Op(piker iξ) = pikerD∗ +O(Ψ−1) by Lemma B.1.6. The following theorem will be crucial
in the sequel. We recall that M is (n+ 1)-dimensional.
Theorem 2.5.1. Πm is a pseudodifferential operator of order −1 with principal symbol
σm := σΠm : (x, ξ) 7→
2pi
Cn,m
|ξ|−1piker iξpim∗pi∗mpiker iξ ,
with Cn,m =
∫ pi
0
sinn−1+2m(ϕ)dϕ.
We have the following
Lemma 2.5.1. One has :
WF′(pi∗m) ⊂

((x, v), (dpi>0 ξ︸ ︷︷ ︸
∈V∗
, 0︸︷︷︸
∈H∗
)), (x, ξ)
 | (x, ξ) ∈ T ∗M \ {0}

In particular, if u ∈ C−∞(M,⊗mS T ∗M) then, WF(pi∗mu) ⊂ V∗.
Proof. The case m = 0 is rather immediate and follows from Lemma A.2.5, since
dpi0(V) = 0. We have for z = (x, v) ∈ SM :
WF(pi∗0u) ⊂
{
(z, dpi0(z)
Tη), (pi0(z), η) ∈WF(u)
} ⊂ V∗
As to the case m ≥ 1, it actually boils down to the case m = 0. Indeed, consider
a point x0 ∈ M and a local smooth orthonormal basis (e1(x), ..., eN(m)(x)) of ⊗mS T ∗M
in a neighborhood Vx0 of x0, where N(m) =
(
n+m
m
)
denotes the rank of ⊗mS T ∗M .
Consider a smooth cutoff function χ such that χ ≡ 1 in a neighborhood Wx0 ⊂ Vx0 of
x0 and supp(χ) ⊂ Vx0 . Any smooth section ψ of ⊗mS T ∗M can be decomposed in Vx0
as :
ψ(x) =
N(m)∑
j=1
〈ψ(x), ej(x)〉gej(x)
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Thus :
pi∗m(χψ) =
N(m)∑
j=1
pi∗0 (〈ψ(x), χej(x)〉g)pi∗mej =
N(m)∑
j=1
pi∗0 (Ajψ) pi
∗
mej,
where the Aj : C
∞(M,⊗mS T ∗M)→ C∞(M,R) are pseudodifferential operators of order
0 with support in supp(χ). This expression still holds for a distribution u. Note that
pi∗mej is a smooth function on SM , thus the wavefront is given by the pi
∗
0(Ajψ) and by
our previous remark for m = 0 :
WF(pi∗m(χu)) ⊂ V∗
In other words, pi∗m localizes the wavefront set in V∗. Moreover, since pim∗ consists
in integrating in the fibers SxM , one has by Lemma A.2.3
WF(pim∗u) ⊂
(x, ξ) | ∃v ∈ SxM, ((x, v), dpi>ξ︸ ︷︷ ︸
∈V∗
, 0︸︷︷︸
∈H∗
) ∈WF(f)
 , (2.5.2)
so pim∗ only selects the wavefront set in V∗ and kills the wavefront set in the other
directions.
For ε > 0, we consider a smooth cutoff function χ such that χ ≡ 1 on [0, ε], and
χ ≡ 0 on [2ε,+∞). For <(λ) > 0, we write
R+(λ) =
∫ 2ε
0
χ(t)e−λte−tXdt+
∫ +∞
ε
(1− χ(t))e−λte−tXdt
=
∫ 2ε
0
χ(t)e−λte−tXdt+
∫ T
ε
(1− χ(t))e−λte−tXdt+ e−Tλe−TXR+(λ),
where T > 2ε. Note that this expression can be meromorphically extended to the
whole complex plane since R+(λ) can by Theorem 2.4.1. Taking the finite part at 0,
we obtain :
R0 =
∫ 2ε
0
χ(t)e−tXdt+
∫ T
ε
(1− χ(t))e−tXdt+ e−TXR0 − T × 1⊗ 1
Note that the last operator is obviously smoothing. We will write
∆T (M ×M) = {(x, x′) ∈M ×M,d(x, x′) = T} .
By the previous computation, we obtain :
pim∗R0pi
∗
m = pim∗
∫ 2ε
0
χ(t)e−tXdtpi∗m + pim∗
∫ T
ε
(1− χ(t))e−tXdtpi∗m
+ pim∗e
−TXR0pi∗m + smoothing
Lemma 2.5.2. suppsing
(
pim∗e−TXR0pi∗m
)
, suppsing
(
pim∗
∫ T
ε
(1− χ(t))e−tXdtpi∗m
)
⊂ ∆T
Proof. By Lemma A.2.7,
WF′(e−TXR0) ⊂{(ΦT (z, ξ), (z, ξ)) | (z, ξ) ∈ T ∗(SM)}︸ ︷︷ ︸
=C1
∪ {(Φt(z, ξ), (z, ξ)) | t ≥ T, 〈ξ,X(z)〉 = 0}︸ ︷︷ ︸
=C2
∪E∗u × E∗s︸ ︷︷ ︸
=C3
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Since V∗ ∩ E∗s ,V∗ ∩ E∗u = {0}, using (2.5.2) together with Lemma 2.5.1, and ap-
plying Lemma A.2.7, we see that C3 does not contribute to the wavefront set of
pim∗e−TXR0pi∗m. Since there are no conjugate points (i.e. dϕ
>
t (V∗) ∩ V∗ = {0} for all
t 6= 0), C2 does not contribute neither. Only C1 contributes to the wavefront set
and the sought result follows. We leave it as an exercise for the reader to prove that
suppsing
(
pim∗
∫ T
ε
(1− χ(t))e−tXdtpi∗m
)
⊂ ∆T .
Here is what we have proved : if we go back to the decomposition
R+(λ) =
∫ 2ε
0
χ(t)e−λte−tXdt+
∫ +∞
ε
(1− χ(t))e−λte−tXdt,
take the finite part at 0 and pre/post-compose with pim∗/pi∗m, we obtain that
pim∗R0pi
∗
m = pim∗
∫ 2ε
0
χ(t)e−tXdtpi∗m +RT ,
where suppsing(KRT ) ⊂ ∆T (M×M). Since T > 2ε was chosen arbitrary, if we go back
to the operator Πm, then we obtain that for any ε > 0 :
Πm = pim∗
∫ +ε
−ε
χ(t)e−tXdtpi∗m + smoothing,
where χ is a cutoff function chosen to be equal to 1 at 0 and 0 outside (−ε, ε).
We can now prove Theorem 2.5.1. We will only deal with the case of Π0 since it
is rather similar for higher order tensors but complications arise due to the fact that
the rank of ⊗mS T ∗M →M is strictly bigger than 1. However, the computation for the
principal symbol will be carried out in full generality.
Proof. By the previous discussion, we have to prove that pi0∗
∫ ε
−ε e
tXdtpi∗0 is a pseudo-
differential operator of order 0, where we can choose ε > 0 small enough, less than
the injectivity radius of (M, g). Note that pi0∗ is simply the integration in the fibers
SxM . We fix a local chart (U,ϕ) and compute everything in this chart. If χ is a cutoff
function with support in ϕ(U) such that etX(supp(χ)) ⊂ ϕ(U) for all t ∈ (−ε, ε), then
for f ∈ C∞c (ϕ(U)) :(
χpi0∗
∫ ε
−ε
etXdtpi∗0χ
)
f(x) =
∫
SxM
χ(x)
∫ ε
−ε
pi∗0χf(ϕt(x, v))dtdv
= 2
∫
SxM
χ(x)
∫ ε
0
pi∗0χf(ϕt(x, v))dtdv
For fixed x, since ε > 0 is smaller than the injectivity radius of (M, g), the map
(t, v) 7→ pi0(ϕt(x, v)) = expx(tv) is a diffeomorphism from [0, ε) × SxM onto B(x, ε).
By making a change of variable in the previous integral, we obtain
χpi0∗
∫ ε
−ε
etXdtpi∗0χf(x) =
∫
ϕ(U)
K(x, y)f(y)dy,
with K(x, y) = 2χ(x)χ(y)| det d(exp−1x )y|
√
det g(y)/dn(x, y). We compute the left sym-
bol
p(x, ξ) =
∫
Rn+1
e−iz·ξK(x, x− z)dz,
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and we want to prove that p ∈ S−1(Rn+1x ×Rn+1ξ ). We write F (x, z) = K(x, x− z). By
[Tay11b, Proposition 2.7], this amounts to proving that F ∈ S−n(0) (Rn+1x × Rn+1z ) (see
Appendix A), i.e.
∀α, β, ∃Cαβ > 0,∀x ∈ ϕ(U),∀z 6= 0, |∂βx∂αz F (x, z)| ≤ Cαβ|z|−n−|α| (2.5.3)
The singularity of F is induced by (x, z) 7→ d−n(x, x− z) (remark that F (x, z) ∼|z|→0
2χ(x)2
√
det g(x)|z|−n) so this boils down to proving (2.5.3) for this function. But by
the usual argument relying on Leibniz formula for the derivative of a product, this
amounts to proving
∀α, β, ∃Cαβ > 0, ∀x ∈ ϕ(U),∀z 6= 0, |∂βx∂αz dn(x, z)| ≤ Cαβ|z|n−|α|.
But this is a rather immediate consequence of the fact that in local coordinates, there
exist smooth functions (Gij)1≤i,j≤n+1 defined in the patch ϕ(U) such that d2(x, x−z) =∑
i,j G
ij(x, x− z)zizj. Combining everything, we obtain that p ∈ S−1(Rn+1x ×Rn+1ξ ) so
Π0 is a pseudodifferential operator of order −1. The same arguments allow to show
that Πm is also a ΨDO of order −1 for any m ≥ 0.
We now compute the principal symbol of Πm. Let us consider a smooth section
f1 ∈ C∞(M,⊗mS T ∗M) defined in a neighborhood of x ∈M and f2 ∈ ⊗mS T ∗xM , then :
〈σm(x0, ξ)f1, f2〉x0 = lim
h→0
h−1e−iS(x0)/h〈Πm(eiS(x)/hf1), f2〉x0
= lim
h→0
h−1e−iS(x0)/h〈Πpi∗m(eiS(x)/hf1), pi∗mf2〉L2(Sx0M),
where ξ = dS(x) 6= 0. Here, it is assumed that HessxS is non-degenerate. According
to the previous paragraph, we can only consider the integral in time between (−ε, ε),
where ε > 0 is chosen small enough (less than the injectivity radius at the point x),
namely :
〈σm(x, ξ)f1, f2〉x0
= lim
h→0
h−1
∫
Sn
∫ +ε
−ε
ei/h(S(γ(t))−S(x))pi∗mf1(γ(t), γ˙(t))pi
∗
mf2(x0, v)χ(t)dtdv
= lim
h→0
h−1
∫
Sn−1
(∫ pi
0
∫ +ε
−ε
ei/h(S(γ(t))−S(x))pi∗mf1(γ(t), γ˙(t))pi
∗
mf2(x0, v) sin
n−1(ϕ)χ(t)dtdϕ
)
du
where χ is a cutoff function with support in (−ε, ε), γ is the geodesic such that γ(0) =
x, γ˙(0) = v and we have decomposed v = cos(ϕ)w + sin(ϕ)u with w = ξ]/|ξ| =
dS(x)]/|dS(x)|, u ∈ Sn−1. We apply the stationnary phase lemma [Zwo12, Theorem
3.13] uniformly in the u ∈ Sn−1 variable. For fixed u, the phase is Φ : (t, ϕ) 7→ S(γ(t))−
S(x) so ∂tΦ(t, ϕ) = dS(γ˙(t)). More generally if Φ˜ : (t, v) 7→ S(γ(t))− S(x), then
∂vΦ˜(t, v) · V = dpi(dϕt(x, v) · V ), ∀V ∈ V.
Since (M, g) has no conjugate points, dpi(dϕt(x, v)) · V 6= 0 as long as t 6= 0 and
V ∈ V \ {0}. And dS(γ˙(0)) = dS(cos(ϕ)w + sin(ϕ)u) = cos(ϕ)|dS(x)| = 0 if and only
if ϕ = pi/2. So the only critical point of Φ is (t = 0, ϕ = pi/2). Let us also remark that
Hess(0,pi/2)Φ =
(
HessxS(u, u) −|dS(x)|
−|dS(x)| 0
)
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is non-degenerate with determinant −|ξ|2, so the stationnary phase lemma can be
applied and we get :∫ pi
0
∫ +ε
−ε
ei/h(S(γ(t))−S(x0))pi∗mf1(γ(t), γ˙(t))pi
∗
mf2(x0, v) sin
n−1(ϕ)dtdϕ
∼h→0 2pih|ξ|−1pi∗mf1(x0, u)pi∗mf2(x0, u).
Eventually, we obtain :
〈σm(x, ξ)f1, f2〉x0 =
2pi
|ξ|
∫
{〈ξ,v〉=0}
pi∗mf1(v)pi
∗
mf2(v)dSξ(v),
where dSξ is the canonical measure induced on the n − 1-dimensional sphere SxM ∩
{〈ξ, v〉 = 0}. The sought result then follows from Lemma B.1.1.
2.5.2 Properties of the normal operator on solenoidal tensors
Ellipticity. The crucial property of the normal operator Πm is that it is elliptic on
solenoidal tensors. This was the reason for Guillarmou to introduce it in [Gui17a].
Lemma 2.5.3. The operator Πm is elliptic on solenoidal tensors, that is there exists
pseudodifferential operators Q and R of respective order 1 and −∞ such that :
QΠm = pikerD∗ +R
Proof. We define
q˜(x, ξ) =
{
0, on ran(σjξ)
Cn,m
2pi
|ξ|(piker iξpim∗pi∗mpiker iξ)−1, on ker(iξ)
and q(x, ξ) = (1−χ(x, ξ))q˜(x, ξ) for some cutoff function χ ∈ C∞c (T ∗M) around the zero
section. By construction, Op(q)Πm = pikerD∗−R′ with R′ ∈ Ψ−1. Let r′ = σR′ and define
a ∼∑∞k=0 r′k. Then Op(a) is a microlocal inverse for 1−R′ that is Op(a)(1−R′) ∈ Ψ−∞.
Since R′D = 0, we obtain that R′ = R′pikerD∗ and thus
Op(a) Op(q)︸ ︷︷ ︸
=Q
Πm = Op(a)(1−R′)pikerD∗ = pikerD∗ +R,
where R is a smoothing operator.
Injectivity. The next lemma shows that the s-injectivity of the X-ray transform is
equivalent to that of the normal operator Πm :
Lemma 2.5.4. Im is solenoidal injective if and only if Πm is injective on the space
Hssol(M,⊗mS T ∗M), for all s ∈ R.
Proof. There is a trivial implication : s-injectivity of Πm implies that of Im. Indeed,
assume f ∈ C∞sol(M,⊗mS T ∗M) is such that Imf = 0, then pi∗mf = Xu for some u ∈
C∞(SM) by the smooth Livsic theorem. But then Πmf = pim∗Πpi∗mf = pim∗ΠXu = 0
by Theorem 2.4.2. Thus f = 0.
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Let us now prove the converse. We fix s ∈ R. We assume that Πmf = 0 for some f ∈
Hssol(M,S
m(T ∗M)). By ellipticity of the operator, we get that f ∈ C∞sol(M,Sm(T ∗M)).
And :
〈Πmf, f〉L2 = 〈Πpi∗mf, pi∗mf〉L2 +
(∫
SM
pi∗mfdµ
)2
= 〈(−∆ + 1)−sΠpi∗mf, pi∗mf〉Hs +
(∫
SM
pi∗mfdµ
)2
= 0.
By Lemma 2.4.5, since 〈Πpi∗mf, pi∗mf〉 ≥ 0, we obtain that
∫
SM
pi∗mfdµ = 0. Moreover,
(−∆+1)−sΠ is bounded and positive on Hs so there exists a square root R : Hs → Hs,
that is a bounded positive operator satisfying (−∆ + 1)−sΠ = R∗R, where R∗ is the
adjoint on Hs. Then :
〈(−∆ + 1)−sΠpi∗mf, pi∗mf〉Hs = 0 = ‖Rpi∗mf‖2Hs
This yields (−∆ + 1)−sΠpi∗mf = 0 so Πpi∗mf = 0. By Theorem 2.4.2, there exists u ∈
C∞(SM) such that pi∗mf = Xu so f ∈ ker Im ∩ kerD∗. By s-injectivity of the X-ray
transform, we get f ≡ 0.
In particular, the previous lemma directly implies the following
Proposition 2.5.1. Let (M, g) be a smooth Anosov Riemannian manifold. Then, the
kernel of Im on C
∞
sol(M,⊗mS T ∗M) is finite dimensional.
Proof. By Lemma 2.5.4, s-injectivity of Im is equivalent to that of Πm, which is elliptic
on solenoidal tensors.
Another direct consequence of Lemma 2.5.4 and Theorem 2.5.3 is the
Theorem 2.5.2. If Im is solenoidal injective, then there exists a pseudodifferential
operator Q′ of order 1 such that : Q′Πm = pikerD∗.
Proof. The operator Πm is elliptic of order −1 on kerD∗, thus Fredholm as an operator
Hssol(M,⊗mS T ∗M) → Hs+1sol (M,⊗mS T ∗M) for all s ∈ R. It is selfadjoint on the space
H
−1/2
sol (M,⊗mS T ∗M), thus Fredholm of index 0 (the index being independent of the
Sobolev space considered, see [Shu01, Theorem 8.1]), and injective, thus invertible
on Hssol(M,⊗mS T ∗M). We multiply the equality QΠm = pikerD∗ + R on the right by
Q′ := pikerD∗Π−1m pikerD∗ :
QΠmQ
′ = QΠmpikerD∗︸ ︷︷ ︸
=Πm
Π−1m pikerD∗ = QpikerD∗ = Q
′ +RQ′
As a consequence, Q′ = QpikerD∗ + smoothing so it is a pseudodifferential operator of
order 1. And Q′Πm = pikerD∗ .
This yields the following stability estimate :
Lemma 2.5.5. If Im is solenoidal injective, then for all s ∈ R, there exists a constant
C := C(s) > 0 such that :
∀f ∈ Hssol(M,⊗mS T ∗M), ‖f‖Hs ≤ C‖Πmf‖Hs+1
We also obtain a coercivity lemma on the operator Πm.
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Lemma 2.5.6. If Im is solenoidal injective, then there exists a constant C > 0 such
that :
∀f ∈ H−1/2(M,⊗mS T ∗M), 〈Πmf, f〉 ≥ C‖pikerD∗f‖2H−1/2 .
Proof. The operator pim∗pi∗m : ⊗mS T ∗xM → ⊗mS T ∗xM is positive definite and thus admits
a square root S(x) : ⊗mS T ∗xM → ⊗mS T ∗xM , self-adjoint and such that Sm(x) = pim∗pi∗m.
We introduce the symbol b ∈ C∞(T ∗M) of order −1/2 defined by b : (x, ξ) 7→
χ(x, ξ)|ξ|−1/2S(x), where χ ∈ C∞(T ∗M) vanishes near the 0 section in T ∗M and equal
to 1 for |ξ| > 1 and define B := Op(b) ∈ Ψ−1/2(M,⊗mS T ∗M), where Op is a quanti-
zation on M . Using that the principal symbol of pikerD∗ is iξ] , the inner product with
ξ], we observe that Πm = pikerD∗B
∗BpikerD∗ + R, where R ∈ Ψ−2(M,⊗mS T ∗M). Thus,
given f ∈ H−1/2(M,⊗mS T ∗M) :
〈Πmf, f〉L2 = ‖BpikerD∗f‖2L2 + 〈Rf, f〉L2 (2.5.4)
By ellipticity of B, there exists a pseudodifferential operator Q of order 1/2 such
that QBpikerD∗ = pikerD∗ +R
′, where R′ ∈ Ψ−∞(M,⊗mS T ∗M) is smoothing. Thus there
is C > 0 such that for each f ∈ C∞(M,⊗mS T ∗M)
‖pikerD∗f‖2H−1/2 ≤ ‖QBpikerD∗f‖2H−1/2 + ‖R′f‖2H−1/2 ≤ C‖BpikerD∗f‖2L2 + ‖R′f‖2H−1/2 .
Since Lemma 2.5.6 is trivial on potential tensors, we can already assume that f is
solenoidal, that is pikerD∗f = f . Reporting in (2.5.4), we obtain that
‖f‖2H−1/2 ≤ C〈Πmf, f〉L2 − C〈Rf, f〉L2 + ‖R′f‖2H−1/2
≤ C〈Πmf, f〉L2 + C‖Rf‖H1/2‖f‖H−1/2 + ‖R′f‖2H−1/2 .
(2.5.5)
Now, assume by contradiction that the statement in Lemma 2.5.6 does not hold, that
is we can find a sequence of tensors fn ∈ C∞(M,⊗mS T ∗M) such that ‖fn‖H−1/2 = 1
with D∗fn = 0 and
‖
√
Πmfn‖2L2 = 〈Πmfn, fn〉L2 ≤ ‖fn‖2H−1/2/n = 1/n→ 0.
Up to extraction, and since R is of order −2, we can assume that Rfn → v1 in H1/2
for some v1, and R
′fn → v2 in H−1/2. Then, using (2.5.5), we obtain that (fn)n∈N
is a Cauchy sequence in H−1/2 which thus converges to an element v3 ∈ H−1/2 such
that ‖v3‖H−1/2 = 1 and D∗v3 = 0. By continuity, Πmfn → Π2v3 in H1/2 and thus
〈Π2v3, v3〉 = 0. Since v3 is solenoidal, we get
√
Πmv3 = 0, thus Π2v3 = 0. Note that
Im is s-injective by assumption, thus Πm is also injective by Lemma 2.5.4. This implies
that v3 ≡ 0, thus contradicting ‖v3‖H−1/2 = 1.
Now, assume that the operator Πm = Π
g
m is a continuous family as a map between
Fre´chet spaces
g ∈ Ug0 7→ Πgm ∈ Ψ−1(M,⊗mS T ∗M)
where Ug0 ⊂ C∞(M,⊗mS T ∗M) is a neighborhood of g0, a fixed Anosov metric, and
the topology on the Fre´chet space Ψ−1(M,⊗mS T ∗M) is that detailed in (A.1.5) (the
topology on Ψ−1(M,⊗mS T ∗M) is given by the semi-norms of the symbols, as usual).
This will be proved in Section §2.6 (see Theorem 2.6.1). As a consequence, we obtain
the
Lemma 2.5.7. Let (M, g0) be a smooth compact Anosov Riemannian manifold with
nonpositive curvature. There exists a C∞ neighborhood Ug0 of g0 and a constant C > 0
such that for all g ∈ Ug0 and all tensors f ∈ H−1/2(M, ⊗mS T ∗M),
〈Πgmf, f〉L2 ≥ C‖pikerD∗gf‖2H−1/2(M).
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Proof. Let g0 be fixed Anosov metric with non-positive curvature and let g ∈ M be a
smooth metric in a C∞-neighborhood Ug0 of g0. We choose Ug0 small enough so that
g is Anosov. Let f ∈ kerD∗g be a solenoidal (with respect to g) symmetric m-tensor,
then f = pikerD∗gf . Let Cg0 > 0 be the constant provided by Lemma 2.5.6 applied to the
metric g0. We choose Ug0 small enough so that ‖Πgm − Πg0m‖H−1/2→H1/2 ≤ Cg0/3 (this is
made possible by the continuity of g 7→ Πgm ∈ Ψ−1). Then :
〈Πgmf, f〉 = 〈(Πgm − Πg0m)f, f〉+ 〈Πg0mf, f〉 ≥ Cg0‖pikerD∗g0f‖
2
H−1/2 − Cg0/3‖f‖2H−1/2
But the map Ug0 3 g 7→ pikerD∗g = 1−Dg∆−1g D∗g ∈ Ψ0 is continuous, where ∆g := D∗gDg
is the Laplacian on (m − 1)-tensors, and this implies that for g in a possibly smaller
neighborhood Ug0 of g0, using f = pikerD∗gf :
〈Πgmf, f〉 ≥ Cg0‖pikerD∗gf‖2H−1/2 − 2/3× Cg0‖f‖2H−1/2 = Cg0/3‖pikerD∗gf‖2H−1/2
E
∗
0
E
∗
s
E
∗
u
m = 1
m = −1
V
∗
Figure 2.5 – The order func-
tion on S∗M.
Of course, more generally, the previous lemma is valid
as long as g0 is Anosov and I
g0
m is known to be injective.
As mentioned earlier, an immediate consequence of the
previous lemma is the following
Proposition 2.5.2. Let (M, g0) be a smooth Rieman-
nian (n+ 1)-dimensional Anosov manifold which is non-
positively curved. Then, there exists a C∞-neighborhood
Ug0 of g0 inM such that for any g ∈ Ug0, for any m ∈ N,
Igm is s-injective.
Of course, the result is only interesting when n+ 1 ≥
3,m ≥ 2, the other cases being covered in full generality by the literature.
Proof. By Lemma 2.5.4, the s-injectivity of Igm is equivalent to that of Π
g
m and the
previous Lemma allows to conclude.
Surjectivity. The normal operator Πm is formally self-adjoint, elliptic on solenoidal
tensors and is thus Fredholm of index 0. As a consequence, Πm is injective on solenoidal
tensors if and only if it is surjective. We can even be more precise on this statement :
Lemma 2.5.8. Im is solenoidal injective if and only if
pim∗ : C
−∞
inv (SM)→ C∞sol(M,⊗mS T ∗M)
is surjective.
Here, C−∞inv (SM) = ∪s≤0, H−sinv(SM) denotes the distributions which are invariant
by the geodesic flow. We note that this lemma was first stated in the literature in the
case of simple manifolds [PZ16].
Proof. Assume that pim∗ : C
−∞
inv (SM) → C∞sol(M,⊗mS T ∗M) is surjective. Let f ∈
C∞sol(M,⊗mS T ∗M) be such that Imf = 0. Then pi∗mf = Xu for some u ∈ C∞(SM)
by the smooth Livsic theorem and f = pim∗h for some h ∈ C−∞inv (SM) by assumption.
Then :
0 = 〈Xh, u〉 = −〈h,Xu〉 = −〈h, pi∗mf〉 = −〈pim∗h, f〉 = −‖f‖2
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Thus f ≡ 0.
We now prove the converse. If Im is s-injective, then Πm is s-injective and thus
surjective on solenoidal tensors. Thus, given f ∈ C∞sol(M,⊗mS T ∗M), there exists u ∈
C∞sol(M,⊗mS T ∗M) such that f = Πmu = pim∗Πpi∗mu, that is f = pim∗h for h = Πpi∗mu ∈
∩s>0H−s(SM).
The surjectivity of pim∗ is described with more details in Appendix B. In particular,
in the case of Anosov Riemannian manifolds with nonpositive curvature, it is known
to be surjective by some construction known as the Beurling transform. It is still an
open question in full generality without any assumption on the curvature, just like is
the s-injectivity of Im.
Boundedness. Eventually, we will need this last lemma :
Lemma 2.5.9. Πpi∗m : H
−s(M,⊗mS T ∗M) → H−s(SM) is bounded, for any s > 0. By
duality, pim∗Π : Hs(SM)→ Hs(M,⊗mS T ∗M) is bounded too, for any s > 0.
Idea of proof. We only prove the first part of the statement since the other follows by
duality and we actually restrict ourselves to proving that R0pi
∗
m : H
−s(M,⊗mS T ∗M)→
H−s(SM) is bounded. The proof can be done directly by constructing a relevant escape
function.
Indeed, the order function m introduced in Lemma 2.4.1 can always be changed
so that m ≡ −1 on a slightly larger domain, namely on a domain encapsulating
κ(V∗) ∪ κ(E∗u) (see Figure 2.5), where κ : T ∗(SM) → S∗(SM) is the projection.
If f ∈ H−s(M,⊗mS T ∗M), then by Lemma 2.5.1, WF(pi∗mf) ⊂ V∗ and thus pi∗mf is
microlocally H−s at V∗ and smooth outside V∗. So pi∗mf ∈ Hs+, where the anisotro-
pic space space is built by using the order function m described in Figure 2.5. Since
R0 : Hs+ → Hs+ ⊂ H−s(SM) is bounded, we obtain the sought result.
Another way of proving this lemma is to use the radial source estimate (see Theorem
A.4.2). We will rather prove that pim∗R0 : Hs(SM) → Hs(M,⊗mS T ∗M) is bounded,
only using the fact that R0 : H
s(SM)→ H−s(SM) is bounded — which follows from
Theorem 2.4.1. Since pim∗ is smoothing outside V∗, it is sufficient to prove that given
f ∈ Hs(SM), R0f is microlocally Hs in a neighborhood of V∗. In other words, if
A ∈ Ψ0(SM) is microlocally supported near V∗, it is sufficient to prove that pim∗AR0 :
Hs(SM)→ Hs(SM) is bounded because
pim∗R0 = pim∗AR0 + pim∗(1− A)R0
and the last term is immediately smoothing.
Let f ∈ Hs(SM), we set u := R0f and thus Xu = f . Note that ‖u‖H−s . ‖f‖Hs
and we already know — by construction of the anisotropic Sobolev spaces — that u
is microlocally Hs in a neighborhood of E∗s . We first apply the source estimate : let
B1 ∈ Ψ0(SM) be elliptic near E∗s . Then, there exists A1 ∈ Ψ0(SM), elliptic near E∗s
such that :
‖A1u‖Hs . ‖B1f‖Hs + ‖u‖H−s . ‖f‖Hs (2.5.6)
Consider A2 ∈ Ψ0(SM), elliptic near V∗ ∩ Σ, B2 elliptic in a conic neighborhood of
Σ such that WF(A2) ⊂ ell(B2). This choice can be done so that for any (x, ξ) ∈
ell(A2), there exits a time T ≥ 0 such that Φ−T (x, ξ) ∈ ell(A1). Applying the classical
propagation estimate (see Theorem A.4.1), we obtain :
‖A2u‖Hs . ‖A1u‖Hs + ‖B2f‖Hs + ‖u‖H−s . ‖f‖Hs ,
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by inserting (2.5.6) in the last inequality. Consider A3, B3 ∈ Ψ0(SM) elliptic everyw-
here outside a neighborhood of σ = {〈ξ,X(x)〉 = 0} such that WF(A3) ⊂ ell(B3). By
ellipticity of the operator X outside Σ, one has :
‖A3u‖Hs . ‖B3f‖Hs−1 + ‖u‖H−s . ‖f‖Hs
If we define A := A2 + A3, the previous construction can always be done so that A
is elliptic in a neighborhood of V∗. Thus ‖AR0f‖Hs . ‖f‖Hs and this concludes the
proof.
2.5.3 Stability estimates for the X-ray transform
Before going on with the proof of Theorem 2.1.4, let us recall the definition Ho¨lder-
Zygmund spaces. Let ψ ∈ C∞c (R) be a smooth cutoff function with support in [−2, 2]
and such that ψ ≡ 1 on [−1, 1]. For j ∈ N, we introduce the functions ϕj ∈ C∞c (T ∗M)
defined by ϕ0(x, ξ) := ψ(|ξ|), ϕj(x, ξ) := ψ(2−j|ξ|)−ψ(2−j+1|ξ|), for j ≥ 1 with (x, ξ) ∈
T ∗M , | · | being the norm induced by g on the cotangent bundle. Since ϕj is a symbol
in S−∞, one observes that the operators Op(ϕj) are smoothing.
For s ∈ R, we define Cs∗(M), the Ho¨lder-Zygmund space of order s as the completion
of C∞(M) with respect to the norm
‖u‖Cs∗ := sup
j∈N
2js‖Op(ϕj)u‖L∞ ,
and we recall (see [Tay91, Appendix A, A.1.8] for instance) that a pseudodifferential
operator P ∈ Ψm(M) of order m ∈ R is bounded as an operator Cs+m∗ (M)→ Cs∗(M),
for all s ∈ R. Note that the previous definition of Ho¨lder-Zygmund spaces can be easily
generalized to sections of a vector bundle. When s ∈ (0, 1), it is a well-known fact that
the space Cs∗(M) coincide with C
s(M), the space of Ho¨lder-continuous functions, with
equivalent norms ‖u‖Cs∗  ‖u‖Cs . The Ho¨lder-Zygmund spaces correspond to the Besov
spaces Bsq,r(M) with q = r = +∞ while the Sobolev spaces Hs(M) correspond to the
choice q = r = 2. Here :
‖u‖Bsq,r :=
(
+∞∑
j=0
‖2sj Op(ϕj)u‖rLq
)1/r
In particular, Lemma 2.5.5 can be upgraded to :
Lemma 2.5.10. For all s ∈ R, there exists a constant C := C(s) > 0 such that :
∀f ∈ Cs∗,sol(M,⊗mS T ∗M), ‖f‖Cs∗ ≤ C‖Πmf‖Cs+1∗
Eventually, we will need this last result :
Lemma 2.5.11. For all s > 0, the operator Π : Cs∗(SM) → C−s−(n+1)/2∗ (SM) is
bounded.
Proof. Fix ε > 0 small enough. Then :
Cs∗ ↪→ Hs−ε Π→ H−s+ε ↪→ C−s−(n+1)/2+ε∗ ↪→ C−s−(n+1)/2∗ ,
by Sobolev embeddings.
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We can now deduce from the previous work the stability estimate of Theorem 2.1.4.
Proof of Theorem 2.1.4. We assume that f ∈ Cαsol(M,⊗mS T ∗M) is such that ‖f‖Cα ≤ 1.
By Theorem 2.1.3, we can write pi∗mf = Xu+h, with u,Xu, h ∈ Cα′ , where 0 < α′ < α.
We have :
‖f‖
C
−1−α′−(n+1)/2
∗
. ‖Πmf‖C−α′−(n+1)/2∗ by Lemma 2.5.10
. ‖Πpi∗mf‖C−α′−(n+1)/2∗
. ‖Π(Xu+ h)‖
C
−α′−(n+1)/2
∗
. ‖Πh‖
C
−α′−(n+1)/2
∗
. ‖h‖Cα′ by Lemma 2.5.11
. ‖Imf‖ν`∞ by Theorem 2.1.3
Using ‖f‖Cα ≤ 1 and interpolating Cβ between C−1−α′−(n+1)/2 and Cα, one obtains
the sought result.
2.6 Continuity of the normal operator with respect
to the metric
In this section, we prove that the normal operator Π2(g) ∈ Ψ−1 depends conti-
nuously on the metric g as an operator in Ψ−1.
Theorem 2.6.1. The map An 3 g 7→ Π2(g) ∈ Ψ−1 is continuous as a map between
Fre´chet spaces.
Here An ⊂ Met = C∞(M,⊗2S,+T ∗M) is the open subset of Anosov metrics in the
cone of metrics (which is an open set of the Fre´chet space C∞(M,⊗2ST ∗M) endowed
with the usual semi-norms in coordinates). The space Ψ−1 is endowed with the topology
of a Fre´chet space, the semi-norms being defined by (A.1.5).
We fix an Anosov metric g0 and we work in a neighborhood Ug0 of g0 in the C∞
topology. In particular, we will always assume that this neighborhood Ug0 is small
enough so that any g ∈ Ug0 has an Anosov geodesic flow that is orbit-conjugated to
that of g0. We will also see the geodesic flows (ϕ
g
t )t∈R as acting on the unit bundle
M := SMg0 for g0 by using the natural identification SMg → SMg0 obtained by
scaling in the fibers. The operator pi∗2 associated to g becomes for (x, v) ∈ SMg0
pi∗2h(x, v) = hx(v, v)|v|−2g ,
if h ∈ C∞(M,⊗2ST ∗M). It is just a scaling times the pi∗2 associated to g0. For the sake
of simplicity, we will write pi∗2 and pi2∗ without insisting on the dependence on g.
The operator Π2(g) can be decomposed as
Π2(g) = pi2∗
∫ ∞
−∞
χ(t)e−tX(g)dtpi∗2
− pi2∗R+0 (g)
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 − pi2∗R−0 (g)
∫ 0
−∞
χ′(t)e−tX(g)dtpi∗2
+
(
1−
∫ +∞
−∞
χ(t)dt
)
pi2∗(g)〈·, µLg 〉 pi∗2,
(2.6.1)
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where χ ∈ C∞c (R) is a smooth cutoff function such that χ ≡ 1 around 0 and there
exists T > 0 such that χ is supported in [−T − 1, T + 1] and χ′ is supported in
[−T − 1,−T ] ∪ [T, T + 1]. We will choose T large enough in the end. Note that we
now see the operator pi∗2 as a map C
∞(M,⊗2ST ∗M) → C∞(M). The first term on
the right-hand side of the equality (2.6.1) carries all the microlocal properties of the
operator Π2(g), the three other terms on the remaining lines are all smoothing (see
[Gui17a, GL19a]). We will actually prove the following propositions which, in turn,
imply Theorem 2.6.1.
Proposition 2.6.1. The map
Met 3 g 7→ pi2∗
∫ +∞
−∞
χ(t)e−tX(g)dtpi∗2 ∈ Ψ−1
is continuous.
For the sake of simplicity, we will only deal with the case of the operator Π0 acting
on functions. The arguments are similar for tensors of higher order but more tedious
to write.
Proposition 2.6.2. For N ∈ N \ {0} large enough, the map
An 3 g 7→ pi2∗R±0 (g)
∫ ±∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ L(H−N , HN)
is continuous. In particular, this implies that
An 3 g 7→ pi2∗R±0 (g)
∫ ±∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ C∞(M ×M,⊗2ST ∗M ⊗ (⊗2ST ∗M)′)
is continuous if we identity the operator and its Schwartz kernel.
2.6.1 Continuity of the microlocal part
In this paragraph, we prove Proposition 2.6.1. As mentioned previously, for the sake
of simplicity, we will only deal with the operator Π0. We thus have to prove that the
map
Met 3 g 7→ pi0∗
∫ +∞
−∞
χ(t)e−tX(g)dtpi∗0 =: T (g) ∈ Ψ−1
is continuous.
Proof of Proposition 2.6.1. Given f ∈ C∞(M), the map T (g) can be written as :
T (g)f(x) = 2
∫
SxM
∫ T+1
0
f(expgx(tv))χ(t)dtdSx(v)
We introduce a partition of unity
∑K
i=1 Ψi = 1 of M = SMg0 and a partition of unity∑L
j=1 Φj = χ(t) on [0, T + 1] such that for all i ∈ {1, ..., K} , j ∈ {1, ..., L}, the map
supp(Ψi)× supp(Φj) 3 (t, (x, v)) 7→ expgx(tv)
is a local diffeomorphism (which is possible since the metrics do not have conjugate
points). Since this is a C1-open condition in the metric g, this can be done uniformly
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for g ∈ U in a C1-neighborhood of g0. The function Φ1 is chosen to have support in
[0, ε) where ε > 0 is less than a third of the injectivity radius of g0. Thus :
T (g)f(x) = 2
∑
i,j
∫
SxM
∫ T+1
0
f(expgx(tv))Ψi(x, v)Φj(t)dtdSx(v)
= 2
∫
SxM
∫ ε
0
f(expgx(tv))Φ1(t)dtdSx(v)
+ 2
∑
i,j 6=1
∫
SxM
∫ T+1
0
f(expgx(tv))Ψi(x, v)Φj(t)dtdSx(v)
=
∫
M
Kg(x, y)f(y)d volg0(y) +
∑
i,j 6=1
∫
M
Ki,jg (x, y)f(y)d volg0(y),
where the kernel Kg(x, y) ∈ C∞(M ×M \∆) (∆ being the diagonal in M ×M) writes
in coordinates
Kg(x, y) =
2χ1(x, y)
Jg(x, y)dn−1g (x, y)
, (2.6.2)
where Jg(x, y) := | det(dv(expgx)tv)| with y = expx(tv) is the determinant of the map
dv(exp
g
x)tv : (T(x,v)SxM, gcan)→ (Texpgx(tv), g0),
(the differential is only taken with respect to the v variable) and χ1 ∈ C∞(M ×M) is
a smooth cutoff function localized near ∆. The kernels Ki,jg have a similar expression
to (2.6.2) with a cutoff function that is not localized near ∆.
In particular, it is straightforward that the maps
Met 3 g 7→ Ki,jg ∈ C∞(M ×M)
are continuous. Moreover, the map
Met 3 g 7→ Kg ∈ Ψ−1,
is continuous because the local full symbols are Fourier transforms of the integral kernel
Kg in polar coordinates around the diagonal. Note that in this proof, it was crucial
that the metrics do not have conjugate points in order to perform a change of variable
(one could also have lifted the kernels to the universal cover, avoiding the partitions of
unity)
2.6.2 Continuity of the smooth part
Preliminary lemmas. In this paragraph, we prove a version of Egorov’s Theorem (for
the operator etX) with parameter X ∈ C∞(M, TM)). Let Op be a fixed quantization
on the manifold. We recall that Ψm(M) is the class of operators of the form A =
Op(a) + R, where a ∈ Sm(T ∗M) is a symbol of order m in the usual Kohn-Nirenberg
class,R ∈ Ψ−∞(M) is a smoothing operator (it has smooth kernelKR ∈ C∞(M×M)),
the topology of this space being described in (A.1.5).
Proposition 2.6.3. Let A ∈ Ψm(M) be a pseudodifferential operator of order m ∈ R.
Then,
R× C∞(M, TM) 3 (t,X) 7→ etXAe−tX = A(t,X) ∈ Ψm(M)
is continuous as a map between Fre´chet vector spaces. Moreover, WF(A(t,X)) =
ΦXt (WF(A)) and σ(A(t,X)) = σ(A) ◦ Φt.
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Observe, that in our particular case, given f ∈ C∞(M), one has the exact formula
etXf = f(ϕt(·)) = ϕ∗tf and thus the previous theorem boils down to statement that
pseudodifferential operators are invariant under the action of the group of diffeomor-
phisms on M. More precisely, the previous proposition is implied by the
Proposition 2.6.4. Let E be a Fre´chet vector space and E 3 X 7→ FX ∈ Diff(M) be
a continuous map (between Fre´chet manifolds). Then,
E 3 X 7→ F ∗XAF−1X ∗ = A(X) ∈ Ψm(M)
is continuous. Moreover, WF(A(X)) = F˜X(WF(A)) and σ(A(X)) = σ(A) ◦ F˜X , where
F˜X is the symplectic lift on T
∗M of the diffeomorphism FX .
Proof. Without the X-dependence, this is a standard result of microlocal analysis (see
[Mel03, Proposition 2.11] for instance). One simply has to follow the classical proof and
check that the X-dependence is continuous.
We denote by Diff the group of smooth diffeomorphisms on the manifold (this is a
Fre´chet Lie group). We also have the following lemma of continuity
Lemma 2.6.1. For all N ∈ Z, the map
Diff 3 ψ 7→ ψ∗ ∈ L(HN , HN−1)
is continuous as a map from a Fre´chet manifold to a Banach space.
It is actually continuous as a map from L(Hs, Hr) for all s > r but we will not need
this fact.
Proof. Of course, by the group property, this boils down to proving the lemma at the
identity 1 ∈ Diff. By duality, it is also sufficient to prove the statement for N > 0 and
we stick to the case N = 1, the general case being handled in a similar fashion. We
consider ψ ∈ Diff such that ‖ψ − 1‖C0 < inj(M), the injectivity radius ofM = SMg0 ,
seen as a Riemannian manifold endowed with the Sasaki metric. Observe that for
f ∈ C∞(M), one has, writing γ(z, t) := expz(t exp−1z (ψ(z))) :
‖ψ∗f − f‖2L2 =
∫
M
|f(ψ(z))− f(z)|2dµ(z)
≤
∫
M
∣∣∣∣∫ 1
0
〈∇f(γ(z, t)), γ˙(z, t)〉dt
∣∣∣∣2 dµ(z)
≤ ‖ψ − 1‖2C0
∫ 1
0
∫
M
|∇f(γ(t, z))|2dµ(z)dt
≤ ‖ψ − 1‖2C0
∫ 1
0
∫
M
|∇f(w)|2G(t, w, ψ)dµ(w)dt
. ‖ψ − 1‖2C0‖f‖2H1 ,
where G(t, w, ψ) := | det dzγ(z, t)|−1, w = γ(z, t) and G is uniformly bounded in L∞
for t ∈ [0, 1], z ∈ M and ψ in a neighbourhood of the identity in C∞. This concludes
the proof.
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Continuity argument. In this paragraph, we prove Proposition 2.6.2.
Proof of Proposition 2.6.2. We deal with the operator
An 3 g 7→ pi2∗R+0 (g)
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ L(H−N , HN),
the other being similar. We are going to use the perturbative arguments developed in
[Gue18, DGRS18]. LetM := SMg0 and S∗M := T ∗M/ ∼ be the sphere bundle (where
(z, ξ) ∼ (z′, ξ′) if and only if z = z′ and there exists λ > 0 such that ξ = λξ′). We
denote by κ : T ∗M→ S∗M the canonical projection.
V
∗
Vs
E∗0 (g0)E∗u(g0)
E∗s (g0)
fE∗u(g) j g 2 Ug
fE∗s (g) j g 2 Ug
fE∗0 (g) j g 2 Ug
WF(
R +1
0
χ
0(t)e tX(g) dtpi∗2)
~Vu
Vu
W
eVs
Figure 2.6 – A representation of S∗M
For Ug0 a small C∞-neighborhood of g0, we can thus introduce
{
κ(E∗0,s,u(g)) | g ∈ Ug0
}
which contain (and are close to) κ(E∗0,s,u(g0)). We choose :
• V˜u ⊂ Vu are relatively compact neighborhoods of κ(E∗u(g0)) containing the set
{κ(E∗u(g)) | g ∈ Ug0},
• V˜s ⊂ Vs are relatively compact neighborhoods of κ(E∗s (g0)) containing the set
{κ(E∗s (g)) | g ∈ Ug0},
• Vs contains V∗ ∩ ∪g∈Ug0E∗s (g)⊕ E∗u(g),
• and W is a relatively compact neighborhood of ∪g∈Ug0κ(E∗u(g)⊕ E∗s (g)) ∩ Vs.
We refer to Figure 2.6 for a picture of these different sets. By abuse of notations, we
will sometimes confuse a set in S∗M with its conic lift to T ∗M. If T > 0 is chosen
large enough, one can ensure that uniformly in g ∈ Ug0 , one has
WF
(∫ +∞
0
χ′(t)e−tX(g)dtpi∗2f
)
⊂ V˜u,
where f ∈ C−∞(M,⊗2ST ∗M) := ∪s∈RHs(M,⊗2ST ∗M). This will be made more pre-
cise in a few lines, although not exactly stated this way (we will take advantage of
propagation in the other direction). The key fact is the following
Lemma 2.6.2. For all metrics g in a C∞ neighborhood Ug0 of g0, for all conic open
set W such that W ∩∪g∈Ug0 (E∗0(g)⊕E∗u(g)) = {0}, there exists a time T > 0 such that
Φg−t(W ) ⊂ V˜s for all t ≥ T .
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Proof. This is a rather standard lemma in hyperbolic dynamics and we refer to [DGRS18,
Section 3.1] for elements of proof.
From the construction techniques of escape function in [Gue18, DGRS18], one can
show that there exists a uniform escape function m ∈ C∞(S∗M) such that m ≡ 1 on
Vs, m ≡ −1 on Vu, and X(g) · m ≤ 0 for all g in a C∞-neighborhood of g0, and a
function Gm ∈ S0ρ,1−ρ(T ∗M) (for all ρ < 1), constructed from m, such that there exist
constants C1, R > 0 (independent of g) such that on |ξ| ≥ R intersected with a conic
neighborhood of Σ := ∪g∈Ug0E∗s (g)⊕E∗u(g), one has X(g) ·Gm ≤ −C1 < 0 (where X(g)
is the symplectic lift to T ∗M of X(g)) and for |ξ| ≥ R, X(g) · Gm ≤ 0. For N > 0,
we introduce AN := Op(e
NG). Up to a lower order modification, we can assume that
AN is invertible. We then define the following scale of anisotropic Sobolev spaces for
N  N ′ > 0 :
HN,N ′ := A−1N
(
HN
′
(M)
)
As it was proved in [FS11, DZ16], the spectrum of X(g) is discrete on HN,N ′ .
Lemma 2.6.3. The map
An 3 g 7→
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ L(H−N ,HN,−1)
is continuous for N ∈ N large enough.
Proof. The proof mainly relies on a version of Egorov Theorem with parameter (see
§2.6.2). Let a ∈ C∞(T ∗M) by a symbol of order 0 that is 0-homogeneous for |ξ| > 1
and such that :
• a ≡ 1 on κ−1(V˜u) ∩ {|ξ| > 1},
• and a ≡ 0 on (T ∗M\ κ−1(Vu)) ∩ {|ξ| > 1}.
We define A := Op(a). The lemma boils down to proving that the maps
Met 3 g 7→ (1− A)
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ L(H−N , HN−1)
and
Met 3 g 7→ A
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 ∈ L(H−N , H−N−1)
are continuous. The second one is rather obvious using Lemma 2.6.1, that is the conti-
nuity of Met×R 3 (g, t) 7→ e−tX(g) ∈ L(H−N , H−N−1). We deal with the first one. We
write 1 − A = (1 − A)B + (1 − A)(1 − B) = C1 + C2, where ell(B) ⊂ WF(B) ⊂ W
(see Figure 2.6). We have that WF(C1) is localized near W , WF(C2) is localized near
the complementary S∗M\ (W ∪ V˜u).
The operators X(g) are all uniformly elliptic on WF(C2) and thus X(g)
2N are
all uniformly elliptic too. As a consequence, we can find a microlocal parametrix
Q(g) ∈ Ψ−2N(M) such that Q(g)X(g)2N = C2 + R(g) where R(g) ∈ Ψ−∞(M). The
construction of the parametrix is continuous that is
Met 3 g 7→ (Q(g), R(g)) ∈ Ψ−2N(M)×Ψ−∞(M)
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is continuous. Then
C2
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2 =
(
Q(g)X(g)2N −R(g)) ∫ +∞
0
χ′(t)e−tX(g)dtpi∗2
= Q(g)
∫ +∞
0
χ(2N+1)(t)e−tX(g)dtpi∗2 −R(g)
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2
Now,
∫ +∞
0
χ(2N+1)(t)e−tX(g)dtpi∗2 ∈ L(H−N , H−N−1) and Q(g) ∈ L(H−N−1, HN−1) and
both operators depend continuously on g ∈ Met by the previous arguments. Thus
Met 3 g 7→ Q(g)
∫ +∞
0
χ(2N+1)(t)e−tX(g)dtpi∗2 ∈ L(H−N , HN−1)
is continuous. The second integral with R(g) is dealt in the same fashion.
We now need to deal with the part containing C1. Using the continuous version of
Egorov’s Theorem (see §2.6.2) :∫ +∞
0
χ′(t)C1e−tX(g)dtpi∗2 =
∫ +∞
0
χ′(t)e−tX(g)etX(g)C1e−tX(g)dtpi∗2
=
∫ +∞
0
χ′(t)e−tX(g)C1(t, g)dtpi∗2,
The principal symbol of C1(t, g) = Op(c1(t, g)) is σ(C1) ◦ Φt. What is more is that
the wavefront set satisfies WF(C1(t, g)) ⊂ Φg−t(WF(C1)), so that roughly speaking, it
is “moved” towards E∗s (g). In particular, by Lemma 2.6.2, there exists T > 0 large
enough so that uniformly in g in a C∞ neighborhood of g0, for all t ≥ T ,
WF(C1(t, g)) ⊂ Φg−t(WF(C1)) ⊂ Φg−t(W ) ⊂ V˜s
and thus WF(C1(t, g))∩V∗ = {0}. Since WF(pi∗2f) ⊂ V∗, this implies that C1(t, g)pi∗2f ∈
C∞(M) for all t ≥ T and more precisely,
Met 3 g 7→ C1(t, g)pi∗2 ∈ Ψ−∞(M,⊗2ST ∗M,M)
is continuous. From now on T > 0 is chosen large enough so that Lemma 2.6.2 is
satisfied. In other words,
Met 3 g 7→
∫ +∞
0
χ′(t)C1e−tX(g)dtpi∗2 ∈ L(H−N , HN−1)
is continuous.
Lemma 2.6.4. The map
An 3 g 7→ R+0 (g) ∈ L(HN,−1,HN,−2)
is continuous for N ∈ N large enough.
Proof. First, there exists a uniform r > 0 such that for all g ∈ Ug0 , (X(g)−λ)−1 has no
pole in D(0, r) ⊂ C except at 0. Indeed, by [FT13], for Xg0 , there exists a spectral gap
of size at least −(n+ 1)ν(g0)/2, where ν(g0) is the expansion rate in (2.1.2). For g in a
C2-neighborhood of g0, this expansion rate is uniform in g. In other words, for g close
enough to g0 in the C
2-topology, X(g) has a finite number of resonances in the strip
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{−(n+ 1)ν(g0)/10 ≤ <(z) ≤ 0}. By [Gue18], these resonances depend continuously on
g ∈ C∞(M,⊗2S,+T ∗M).
Let Γ be the circle of radius r/2. Since R+0 (g) =
∫
Γ
(X(g)− λ)−1λ−1dλ, in order to
prove the continuity of g 7→ R+0 (g), it is thus sufficient to prove that the map
Met× Ω 3 (g, λ) 7→ (X(g)− λ)−1 ∈ L(HN,−1,HN,−2)
is continuous, where Ω := D(0, r) \D(0, r/4). But this follows directly from [DGRS18,
Proposition 6.1] .
The combination of the previous Lemmas 2.6.3 and 2.6.4 imply Proposition 2.6.2.
Indeed,
pi2∗︸︷︷︸
∈L(HN,−2,HN−2)
R+0 (g)︸ ︷︷ ︸
∈L(HN,−1,HN,−2)
∫ +∞
0
χ′(t)e−tX(g)dtpi∗2︸ ︷︷ ︸
∈L(H−N ,HN,−1)
∈ L(H−N , HN−2)
with continuous dependance on g ∈ An. The fact that pi2∗ ∈ L(HN,−2, HN−2) is due to
the careful choice of the escape function m.
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Chapitre 3
The marked length spectrum of
Anosov manifolds
« Le clair de lune a` travers les
hautes branches,
Tous les poe`tes disent, sans
exception, qu’il est beaucoup plus
Que le clair de lune a` travers les
hautes branches. »
Le Gardeur de troupeaux,
Fernando Pessoa (Alberto
Caeiro)
This chapter is a compilation of the two articles :
• The marked length spectrum of Anosov manifolds, written in collaboration with
Colin Guillarmou and published in Annals of Mathematics,
• Geodesic stretch and marked length spectrum rigidity, written in collaboration
with Colin Guillarmou and Gerhard Knieper.
Sommaire
3.1 The Burns-Katok conjecture . . . . . . . . . . . . . . . . . . 80
3.2 Local rigidity of Anosov manifolds . . . . . . . . . . . . . . 81
3.2.1 Statement of the results . . . . . . . . . . . . . . . . . . . . . 81
3.2.2 The marked length spectrum and its linearisation . . . . . . . 84
3.2.3 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2.4 Proofs of the main results . . . . . . . . . . . . . . . . . . . . 87
3.3 Asymptotic behavior of the marked length spectrum . . . 90
3.3.1 Statement of the results . . . . . . . . . . . . . . . . . . . . . 90
3.3.2 Definition of the geodesic stretch . . . . . . . . . . . . . . . . 92
3.3.3 A functional on the space of metrics . . . . . . . . . . . . . . 97
3.3.4 The pressure metric on the space of negatively curved metrics 103
3.3.5 Distances from the marked length spectrum . . . . . . . . . . 105
79
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
In this chapter, we prove that the marked length spectrum of a Riemannian manifold
(M, g0) with Anosov geodesic flow and non-positive curvature locally determines the
metric in the sense that two close enough metrics with the same marked length spectrum
are isometric. This result is valid in any dimensions. In addition, we provide a new
stability estimate quantifying how the marked length spectrum controls the distance
between the isometry classes of metrics. In dimension two, we obtain similar results for
general metrics with Anosov geodesic flows. We also locally solve a rigidity conjecture
of Croke [Cro04] relating volume and marked length spectrum for the same category of
metrics. By a compactness argument, we show that the set of negatively curved metrics
(up to isometry) with the same marked length spectrum, the same volume and with
curvature in a bounded set of C∞ is finite.
In a second part, we investigate the link between the geodesic stretch introduced
by Knieper [Kni95], the generalized X-ray transforms of Guillarmou [Gui17a] and the
marked length spectrum of Anosov Riemannian manifolds. In particular, we prove that
in a neighborhood of a fixed metric g0, the marked length spectrum of a metric g
”at infinity” (more precisely, the ratio of the two marked length spectra of g and g0 as
lengths tend to +∞) is sufficient to determine the metric which weakens the conjecture
of Burns-Katok [BK85]. Moreover, we prove that the geodesic stretch with respect to
the Liouville measure and a certain thermodynamic pressure quantify the distance
between the isometry classes of g and g0. We also introduce a natural semidefinite
metric G on the space of smooth metrics on the manifold M which is defined as the
Hessian of the geodesic stretch of infinitesimal variations. We prove that this metric
is continuous and provide a locally uniform lower bound Gg(u, u) ≥ C‖u‖2, where
u is a symmetric solenoidal 2-tensor. When M = S is a surface, we show that this
metric induces a canonical metric on the Teichmu¨ller space T (S) which is called the
pressure metric and is a multiple of the Weil-Petersson metric. Eventually, as another
consequence of the continuity of the metric G on Met, we prove a uniform version of
the local rigidity of the marked length spectrum.
3.1 The Burns-Katok conjecture
Let (M, g0) be a smooth closed Riemannian manifold. As mentioned in the previous
chapter, if the metric g0 admits an Anosov geodesic flow in the sense of (2.1.1), the set
of lengths of closed geodesics is discrete and is called the length spectrum of g0. The
closed geodesics are parametrized by the set C of free-homotopy classes, or equivalently
the set of conjugacy classes of the fundamental group pi1(M) (see [Kli74]). It is an old
problem in Riemannian geometry to understand if the length spectrum determines the
metric g0 up to isometry. In 1980, Vigneras [Vig80] found counterexamples in constant
negative curvature. The first examples of manifolds with Anosov geodesic flow are the
negatively curved closed manifolds. We can thus define a map, called the marked length
spectrum, by
Lg0 : C → R+, Lg0(c) := `g0(γ(c)) (3.1.1)
where, if γ is a C1-curve, `g0(γ) denotes its length with respect to g0. We recall the follo-
wing long-standing conjecture stated in Burns-Katok [BK85] (and probably considered
even before) :
Conjecture 3.1.1. [BK85, Problem 3.1] If g and g0 are two negatively curved metrics
on a closed manifold M , and if they have same marked length spectrum, i.e Lg = Lg0,
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then they are isometric, i.e. there exists a smooth diffeomorphism φ : M → M such
that φ∗g = g0.
Note that if φ : M → M is a diffeomorphism isotopic to the identity, then Lφ∗g0 =
Lg0 . The analysis of the linearised operator at a given metric g0 is now well-understood,
starting from the pionnering work of Guillemin-Kazhdan [GK80a], and pursued by the
works of Croke-Sharafutdinov [CS98], Dairbekov-Sharafutdinov [DS03] and more re-
cently by Paternain-Salo-Uhlmann [PSU14a, PSU15] and Guillarmou [Gui17a]. It is
known that the linearized operator, the so-called X-ray transform (see Lemma 3.2.1),
is injective for non-positively curved manifolds with Anosov geodesic flows in all di-
mensions, and for all Anosov geodesic flows in dimension 2. These works imply the
deformation rigidity result : there is no 1-parameter family of such metrics (more pre-
cisely, of isometry classes) with the same marked length spectrum.
Concerning the non-linear problem (Conjecture 3.1.1), there are only very few re-
sults : in dimension 2 and non-positive curvature, a breakthrough was done by Otal
[Ota90] and Croke [Cro90] who solved that problem 1. It was extended by Croke-Fathi-
Feldman [CFF92] to surfaces when one of the metrics has non positive curvature and
the other has no conjugate points. Katok [Kat88] previously had a short proof for me-
trics in a fixed conformal class, in dimension 2, and his proof can be easily extended
to higher dimensions. Beside the conformal case, for higher dimension the only known
rigidity result is due to Hamensta¨dt [Ham99], based on the celebrated entropy rigidity
work of Besson-Courtois-Gallot [BCG95] : she showed that if two negatively curved
metrics g and g0 on M have the same marked length spectrum and if the Anosov folia-
tion of g0 is C
1, then vol(g) = vol(g0), thus, as Lg determines the topological entropy,
the results of [BCG95] imply Conjecture 3.1.1 when g0 is a locally symmetric space.
For general metrics the problem is largely open. We refer to the surveys/lectures of
Croke and Wilkinson [Cro90, Wil14] for an overview of the subject. The main diffi-
culty to obtain a local rigidity result is that the linearised operator takes values on
functions on a discrete set and is not a tractable operator to obtain non-linear results.
The Conjecture 3.1.1 actually also makes sense for Anosov geodesic flows without the
negative curvature assumption.
3.2 Local rigidity of Anosov manifolds
From now on, we denote by Met the Fre´chet manifold consisting of smooth metrics
on M . We denote by Metk,α the set of metrics with regularity Ck,α, k ∈ N, α ∈ (0, 1).
3.2.1 Statement of the results
Our first result is a local rigidity statement asserting that the marked length spec-
trum parametrizes locally the isometry classes of metrics. As far as we know, this is the
first (non-linear) progress towards Conjecture 3.1.1 in dimension n+ 1 ≥ 3 for general
metrics.
Theorem 3.2.1. Let (M, g0) be :
• either a closed smooth Riemannian surface with Anosov geodesic flow,
• or a closed smooth Riemannian manifold of dimension n + 1 ≥ 3 with Anosov
geodesic flow and non-positive sectional curvature,
1. Otal’s work was in negative curvature and Croke’s paper in non-positive curvature.
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and let N > 3(n + 1)/2 + 8. There exists ε > 0 such that for any smooth metric
g ∈ MetN with same marked length spectrum as g0 and such that ‖g−g0‖CN < ε, there
exists a diffeomorphism φ : M →M such that φ∗g = g0.
We actually prove a slightly stronger result in the sense that g can be chosen to be
in the Ho¨lder space CN,α with (N,α) ∈ N×(0, 1) satisfying N+α > 3(n+1)/2+8. Note
also that ε > 0 is chosen small enough so that the metrics g have Anosov geodesic flow
too. This result is new even if dim(M) = 2, as we make no assumption on the curvature.
If dim(M) > 2 and g is Anosov, the same result holds outside a finite dimensional
manifold of metrics. This implies the following result supporting Conjecture 3.1.1 :
Corollary 3.2.1. Let (M, g0) be an (n+1)-dimensional compact Riemannian manifold
with negative curvature and let N > 3(n+ 1)/2 + 8. Then there exists ε > 0 such that
for any smooth metric g ∈ MetN with same marked length spectrum as g0 and such
that ‖g− g0‖CN (M) < ε, there exists a diffeomorphism φ : M →M such that φ∗g = g0.
Since two C0-conjugate Anosov geodesic flows that are close enough have the same
marked length spectrum, we also deduce that for g0 fixed as above, each metric g which
is close enough to g0 and has geodesic flow conjugate to that of g0 is isometric to g. This
also leads us to ask the natural question : for g0 a fixed negatively curved metric, is
there a neighborhood of g0 such that each metric in this neighbourhood with the same
length spectrum as g0 is isometric to g0 ? This question is closely related to the question
of finiteness of isospectral metrics asked by Sarnak in [Sar90], and at the moment we
are unable to answer it.
To prove these results, a natural strategy would be to apply an implicit function
theorem. The linearized operator is I2, the X-ray transform on symmetric 2-tensors
studied in the previous chapter : it consists in integrating symmetric 2-tensors along
closed geodesics of the metric g0 (see Lemma 3.2.1). It is known to be injective under
the assumptions of Theorem 3.2.1 by [GK80a, CS98, PSU14a, PSU15, Gui17a], but as
mentioned before, the main difficulty to apply this to the non-linear problem is that I2
maps to functions on the discrete set C and it seems unlikely that its range is closed.
To circumvent this problem, we use some completely new approach from [Gui17a] that
replaces the operator I2 by the operator Π2 introduced in the previous chapter. This
new operator plays the same role as the normal operator I∗2I2 that is strongly used in
the context of manifolds with boundary. On the other hand, Π2 is not constructed from
I2 and the additional crucial ingredient that allows us to relate the operators I2 and
Π2 is the positive Livsic theorem due to Lopes-Thieullen [LT05] (see Theorem 2.1.2).
Combining these methods with some ideas developed by [CDS00, Lef18b] in the
case with boundary, we are able to prove a new rigidity result which has similarities
with the minimal filling volume problem appearing for manifolds with boundary and
is a problem asked by Croke in [Cro04, Question 6.8].
Theorem 3.2.2. Let (M, g0) be as in Theorem 3.2.1 and let N >
n+1
2
+2. There exists
ε > 0 such that for any smooth metric g satisfying ‖g− g0‖CN < ε, the following holds
true : if Lg(c) ≥ Lg0(c) for all conjugacy class c ∈ C of pi1(M), then vol(g) ≥ vol(g0).
If in addition vol(g) = vol(g0), then there exists a diffeomorphism φ : M → M such
that φ∗g = g0.
Again, in the proof, we actually just need g ∈ CN,α with (N,α) ∈ N×(0, 1) satisfying
N + α > (n+ 1)/2 + 2. This result (but without the assumption that g is close to g0)
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was proved by Croke-Dairbekov [CD04] for negatively curved surfaces and for metrics
in a conformal class in higher dimension (by applying the method of [Kat88]). Theorem
3.2.2 is the first general result in dimension n > 2 and is new even when n = 2 as we
do not assume negative curvature.
Next, we get Ho¨lder stability estimates quantifying how close are metrics with close
marked length spectrum. In that aim we fix a metric g0 with Anosov geodesic flow and
define for g close to g0 in some C
N norm, the quantity L(g) := Lg/Lg0 ∈ `∞(C). We
are able to show the
Theorem 3.2.3. Let (M, g0) satisfy the assumptions of Theorem 3.2.1 and let N >
3(n+ 1)/2 + 8. For all s > 0 small there is a positive ν = O(s) and a constant C > 0
such that the following holds : there exists ε > 0 small such that for any CN metric g
satisfying ‖g − g0‖CN < ε, there is a diffeomorphism φ close to the identity such that
‖φ∗g − g0‖Cs ≤ C‖g − g0‖(1+ν)/2CN ‖L(g)− 1‖(1−ν)/2`∞
where 1(c) := 1 for each c ∈ C.
We note that this Ho¨lder stability estimate is the first quantitative estimate on the
marked length rigidity problem. It is even new for negatively curved surfaces where the
injectivity of g 7→ Lg (modulo isometry) is known by [Cro90, Ota90].
We conclude by some finiteness results. On a closed manifold M , we consider for
ν1 ≥ ν0 > 0, θ0 > 0 and C0 > 0 the set of smooth metrics g with Anosov geodesic flow
satisfying the estimates (2.1.1) where the constants C, ν verify C ≤ C0, ν ∈ [ν0, ν1]
and dG(Es, Eu) ≥ θ0 if dG denotes the distance in the Grassmanian of the unit tangent
bundle SM induced by the Sasaki metric. We write An(ν0, ν1, C0, θ0) for the set of
such metrics. This is a closed set that consists of uniform Anosov geodesic flows. For
example, metrics with curvatures contained in [−a2,−b2] with a > b > 0 satisfy such
property [Kli95, Theorem 3.2.17]. In what follows, we denote by Rg the curvature
tensor of g.
Theorem 3.2.4. Let M be a smooth closed manifold and let ν1 ≥ ν0 > 0, C0 > 0 and
θ0 > 0. If dimM = 2, for each sequence of positive numbers B := (Bk)k∈N, there is at
most finitely many isometry classes of metrics g in An(ν0, ν1, C0, θ0) satisfying the cur-
vature bounds |∇kgRg|g ≤ Bk and with the same marked length spectrum. If dimM > 2
the same holds true if in addition g have non-positive curvature and uniformly bounded
volume.
Restricting to negatively curved metrics we get the finiteness results which is new
if dimM > 2 :
Corollary 3.2.2. Let M be a compact manifold. Then, for each a, b > 0 and each
sequence B = (Bk)k∈N of positive numbers, there is at most finitely many smooth iso-
metry classes of metrics with sectional curvature bounded above by −a2 < 0, curvature
tensor bounded by B (in the sense of Theorem 3.2.4), volume bounded above by b and
same marked length spectrum.
We remark that the C∞ assumptions on the background metric g0 in all our results
and the boundedness assumptions on the C∞ norms of the curvatures in Theorem 3.2.4
can be relaxed to Ck for some fixed k depending on the dimension. 2
2. The smoothness assumptions come from the fact we are using certain results based on microlocal
analysis ; it is a standard fact that only finitely many derivatives are sufficient for microlocal methods.
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3.2.2 The marked length spectrum and its linearisation
We consider a smooth manifold M equipped with a smooth Riemannian metric g.
We assume that the geodesic flow ϕt of g on the unit tangent bundle SM is Anosov.
We will call Anosov manifolds such Riemannian manifolds and let
An := {g ∈ C∞(M,⊗2S,+T ∗M) | g has Anosov geodesic flow}.
Here, ϕt with generating vector field X is called Anosov in the sense of (2.1.1), where
the norm is given in terms of the Sasaki metric of g. By Anosov structural stability
[Ano67, dlLMM86], An is an open set. In particular, a metric g ∈ An has no conjugate
points (see [Kli74]) and there is a unique geodesic γ(c) in each free-homotopy class
c ∈ C. We can thus define the marked length spectrum of g by (3.1.1).
It will also be important for us to consider the mapping g 7→ Lg from the space of
metrics to the set of sequences. In order to be in a good functional setting and since
we shall work locally, we fix a smooth metric g0 ∈ An and consider the metrics g in
a neighborhood Ug0 of g0 in CN(M,⊗2S,+T ∗M) for some N large enough which will be
chosen later. We can consider the map
L : Ug0 → `∞(C), L(g)(c) := Lg(c)/Lg0(c). (3.2.1)
which we call the g0-normalized marked length spectrum. We notice from the definition
of the length that L(g) ∈ [0, 2] if g ≤ 2g0, justifying that L maps to `∞(C).
Proposition 3.2.1. The functional (3.2.1) is C2 near g0 if we choose the topology
C3(M,⊗2S,+T ∗M). In particular, there is a neighborhood Ug0 ⊂ C3(M,⊗2S,+T ∗M) of g0
and C = C(g0) > 0 such that for all g ∈ Ug0
‖L(g)− 1− dLg0(g − g0)‖`∞ ≤ C‖g − g0‖2C3 . (3.2.2)
Proof. Let M := SMg0 be the unit tangent bundle for g0 and X0 the geodesic vector
field. We use the stability result in the work of De la Llave-Marco-Moryion [dlLMM86,
Appendix A] which says that there is a neighborhood VX0 in C2(M, TM) of X0 and a
C2 map X ∈ VX0 7→ θX ∈ C0(M) such that for each X ∈ VX0 and each fixed periodic
orbit γX0 of X0, there is a closed orbit γX freely-homotopic to γX0 and the period `(γX)
is C2 as a map X ∈ VX0 7→ `(γX) ∈ R+ given by
`(γX) =
∫
γX0
θX .
In particular, we see that X ∈ VX0 7→ `(γX)/`(γX0) is C2 and its derivatives of order
j = 1, 2 are bounded :
‖dj`(γX)/`(γX0)‖C2→R ≤ sup
X∈VX0
‖djθX‖C2→C0 ≤ C
for some C depending on VX0 but uniform in γX0 . Now we fix c ∈ C and choose
the geodesic γg0(c) for g0 as being the element γX0 above, and we take Ug0 a small
neighborhood of g0 in the C
3 topology. The map X : g ∈ Ug0 7→ Xg ∈ C2(M, TM)
is defined so that Xg is the geodesic vector field of g, where we used the natural
diffeomorphism betweenM = SMg0 and SMg := {(x, v) ∈ TM, gx(v, v) = 1} obtained
by scaling the fibers to pull-back the field on M. It is a C∞ map between the Banach
space C3(M,⊗2S,+T ∗M) and C2(M, TM). Thus the composition g 7→ `(γXg), which is
simply the map g 7→ Lg(c), is C2 on Ug0 and the second derivative is uniformly bounded
in Ug0 . The inequality (3.2.2) follows directly.
84
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
The central object on which stands our proof is the X-ray transform over symmetric
2-tensors studied in the previous chapter. It is nothing more than the linearization dL
that appeared in Proposition 3.2.1. It is a direct computation, which appeared already
in [GK80a] that
Lemma 3.2.1. For h ∈ C3(M,⊗2ST ∗M),
dLg0h(c) =
1
2Lg0(c)
∫ Lg0 (c)
0
hγc(t)(γ˙c(t), γ˙c(t))dt = 1/2× Ig02 h(c),
where t 7→ γc(t) is the arc-length parametrization of the g0-geodesic homotopic to c and
γ˙c(t) its time derivative.
Proof. The proof is immediate, using the fact that the g0-geodesic γg0(c) is a critical
point of the length functional.
When the background metric is fixed, we will remove the g0 index and just write
I2, I instead of I
g0
2 , I
g0 . When (M, g0) is Anosov, we recall that I2 is solenoidal injective
that is injective on C∞(M,⊗mS T ∗M)∩kerD∗ when g0 has non-positive curvature [CS98,
Theorem 1.3] (see also Appendix B) or dim(M) = 2 [PSU14a, Gui17a]. We notice that
similar results have also been obtained in the case of domains with strictly convex
boundary in Rn in relation with spectral rigidity : for example, De Simoi-Kaloshin-Wei
[dSKW17, Theorem 4.9] prove a similar injectivity result for domains with Z2 symmetry
close to the circle ; the billiard dynamic is of course very different from our case. More
generally, me refer to the books of Petkov-Stoyanov [PS92, PS17] where a variety of
topics relating the length spectrum and the Laplace spectrum of a billiard problem in
a domain of Euclidean space is discussed.
3.2.3 Preliminary results
As before, we fix a smooth Riemannian manifold (M, g0) with Anosov flow and we
shall consider metrics g with regularity CN,α for some N ≥ 3, α > 0 to be determined
later and such that ‖g − g0‖CN,α < ε, for some ε > 0 small enough so that g also has
Anosov flow.
Reduction of the problem. The metric g0 is divergence-free with respect to itself :
D∗g0 = −Tr(∇g0) = 0, where the Levi-Civita connection ∇ and trace Tr are defined
with respect to g0. By a standard argument developed in Lemma B.1.7, there is a slice
consisting of solenoidal tensors transverse to the diffeomorphism action (φ, g) 7→ φ∗g at
the metric g0 ; here φ varies in the group of C
N+1,α-diffeomorphisms on M homotopic
to the identity. We shall write DiffN,α0 (M) for the group of C
N,α(M) diffeomorphisms
homotopic to the identity, with N ≥ 2, α ∈ (0, 1). Since L(φ∗g0) = L(g0) = 1 for
all φ ∈ DiffN+1,α0 (M), it suffices to work on that transverse slice to study the marked
length spectrum. This fact is classical and probably goes back to [Ebi68] but we still
provide a proof for the sake of completeness (see Lemma B.1.7). We introduce f :=
φ∗g − g0 ∈ CN,α(M,⊗2ST ∗M), which is, by construction, divergence-free and satisfies
‖f‖CN,α . ‖g − g0‖CN,α . ε. Our goal will be to prove that f ≡ 0, if ε is chosen small
enough and Lg = Lg0 .
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Geometric estimates. We let g be in a neighborhood of g0.
Lemma 3.2.2. Assume that Lg(c) ≥ Lg0(c) for each c ∈ C. If γg0(c) denotes the unique
geodesic freely homotopic to c for g0, then
Ig02 f(c) =
∫
γg0 (c)
pi∗2f ≥ 0.
Proof. We denote by γg(c) the g-geodesic in the free-homotopy class c. One has :∫
γg0 (c)
pi∗2f =
∫
γg0 (c)
pi∗2g −
∫
γg0 (c)
pi∗2g0 = Eg(γg0(c))− Lg0(c),
where Eg(γg0(c)) =
∫ `g0 (γg0 (c))
0
gγg0 (c)(t)(γ˙g0(c)(t), γ˙g0(c)(t))dt is the energy functional for
g. By using Cauchy-Schwartz,
Eg(γg0(c)) ≥ `g(γg0(c))2/`g0(γg0(c)),
and since γg0(c) is freely-homotopic to c, we get `g(γg0(c)) ≥ `g(γg(c)). Since `g(γg(c)) =
Lg(c) ≥ Lg0(c) = `g0(γg0(c)) by assumption, we obtain the desired inequality.
Next, we can use the following result :
Lemma 3.2.3. There exists ε > 0 small enough, C > 0, such that if ‖g − g0‖C0 ≤ ε
and vol(g) ≤ vol(g0), then with f := g − g0, one has∫
SM
pi∗2f dµ ≤ C‖f‖2L2 .
Here µ is the Liouville measure of the metric g0.
Proof. Let gτ := g0 + τf with f ∈ C3(M,⊗2ST ∗M). A direct computation gives that∫
M
Trg0(f)dvolg0 =
∫
SM
pi∗2f dµ. Then the argument of [CDS00, Proposition 4.1] by
Taylor expanding vol(gτ ) in τ directly provides the result.
Finally, we conclude this section with the following :
Lemma 3.2.4. Assume that Ig02 f(c) ≥ 0 for all c ∈ C. Then, there exists a constant
C = C(g0) > 0, such that :
0 ≤
∫
SM
pi∗2f dµ ≤ C
(
‖L(g)− 1‖`∞(C) + ‖f‖2C3(M)
)
. (3.2.3)
Proof. For the Anosov geodesic flow of g0, the Liouville measure is the unique equi-
librium state associated to the potential given by Ju(z) := −∂t
(
det dϕt(z)|Eu(z)
) |t=0
(the unstable Jacobian). By Parry’s formula (see [Par88, Paragraph 3]), we have :
∀F ∈ C0(SM), lim
T→∞
1
N(T )
∑
c∈C,Lg0 (c)≤T
e
∫
γ(c) J
u
Lg0(c)
∫
γ(c)
F =
1
vol(SM)
∫
SM
F dµ, (3.2.4)
where, as before, γ(c) is the g0-geodesic in c and N(T ) is the constant of normalisation
corresponding to the sum when F = 1. The first inequality in (3.2.3) then follows from
that formula and the assumption Ig02 f ≥ 0. For the second inequality in (3.2.3) we
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use Proposition 3.2.1 with the fact that dLg0f = 12Ig02 f to deduce that there exists
C(g0) > 0 such that
‖Ig02 f‖`∞(C) ≤ 2‖L(g)− 1‖`∞(C) + C(g0)‖f‖2C3 . (3.2.5)
Thus, we get for any T > 0
1
N(T )
∑
c∈C,Lg0 (c)≤T
e
∫
γ(c) J
u
Ig02 f(c) ≤ ‖Ig02 f‖`∞(C) ≤ 2‖L(g)− 1‖`∞(C) + C(g0)‖f‖2C3
(3.2.6)
and the left-hand side converges to 1
vol(SM)
∫
SM
pi∗2f dµ by Parry’s formula (3.2.4), which
is the sought result by letting T →∞.
We note that in the previous proof, the approximation of
∫
SM
pi∗2f by I
g0
2 f(c) could
also be done using the Birkhoff ergodic theorem and the Anosov closing lemma to
approximate
∫
SM
pi∗2f by some I
g0
2 f(c) for some c ∈ C so that Lg0(c) is large.
3.2.4 Proofs of the main results
Proof of Theorem 3.2.1 and Theorem 3.2.2. We fix g0 with Anosov geodesic flow
on M and assume that either M is a surface or that g0 has non-positive curvature in
order to have that Ig02 is solenoidal injective. Fix N ≥ 3 to be chosen later and α > 0
small. As explained in Lemma B.1.7, if ‖g−g0‖CN,α < ε, then there is φ ∈ DiffN+1,α0 (M)
with ‖φ∗g − g0‖CN,α . ε and D∗(φ∗g − g0) = 0.
We write f := φ∗g − g0 and assume that Lg ≥ Lg0 : this implies Lφ∗g ≥ Lg0 thus
Ig02 f(c) ≥ 0 for all c ∈ C by Lemma 3.2.2. By Theorem 2.1.2, we know that there exists
h ∈ Cβ(SM) and F ∈ Cβ(SM) for some 0 < β < α (depending on g0 and linearly on
α) such that pi∗2f +Xh = F ≥ 0, with
‖pi∗2f +Xh‖Cβ ≤ C‖pi∗2f‖Cα ≤ C‖f‖Cα , (3.2.7)
where C = C(g0). Take 0 < s β very small (it will be fixed later) and let β′ < β be
very close to β. Thus we obtain
‖f‖H−1+s . ‖Π2f‖Hs , by Lemma 2.5.5
. ‖pi2∗Π(pi∗2f +Xh)‖Hs by Theorem 2.4.2
. ‖pi∗2f +Xh‖Hs , by Lemma 2.5.9
. ‖pi∗2f +Xh‖1−νL2 ‖pi∗2f +Xh‖νHβ′ , by interpolation with ν = sβ′ .
(3.2.8)
Note that by (7.5.3) we have a control :
‖pi∗2f +Xh‖Hβ′ . ‖pi∗2f +Xh‖Cβ . C‖f‖Cα . (3.2.9)
And we can once more interpolate between Lebesgue spaces so that :
‖pi∗2f +Xh‖L2 . ‖pi∗2f +Xh‖1/2L1 ‖pi∗2f +Xh‖1/2L∞ . ‖pi∗2f +Xh‖1/2L1 ‖f‖1/2Cα . (3.2.10)
Next, using that pi∗2f +Xh ≥ 0, we have
‖pi∗2f +Xh‖L1 =
∫
SM
(pi∗2f +Xh)dµ =
∫
SM
pi∗2f dµ. (3.2.11)
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We will now consider two cases : in case (1) we assume that Lg = Lg0 , while in case (2)
we assume that vol(g) ≤ vol(g0) (recall we have also assumed Lg ≥ Lg0). Combining
Lemma 3.2.2 and Lemma 3.2.4, we deduce that in case (1),
‖pi∗2f +Xh‖L1 . ‖f‖2C3 ,
while in case (2), we get by Lemma 3.2.3 that if ε > 0 is small enough,
‖pi∗2f +Xh‖L1 . ‖f‖2L2 .
These facts combined with (3.2.10) yield
‖pi∗2f +Xh‖L2 .
{
‖f‖C3 .‖f‖1/2Cα , case (1)
‖f‖L2 .‖f‖1/2Cα , case (2)
.
Thus we have shown
‖f‖H−1+s .
{
‖f‖1−νC3 ‖f‖
1+ν
2
Cα , case (1)
‖f‖1−νL2 .‖f‖
1+ν
2
Cα , case (2)
(3.2.12)
We choose α very small and 0 < s  β < α, j ∈ {α, 3} and N0 > n/2 + j + s : by
interpolation and Sobolev embedding we have
‖f‖Cj . ‖f‖Hn/2+j+s . ‖f‖1−θjH−1+s‖f‖
θj
HN0
(3.2.13)
with θj =
n/2+j+1+2s
N0+s+1
. If N0 >
3
2
n + 8, we see that γ := 1
2
(1 − θα)(1 + ν) + (1 −
θ3)(1 − ν) > 1 if s > 0 and α are chosen small enough, thus in case (1) we get with
γ′ := (1 + ν)θα/2 + (1− ν)θ3
‖f‖H−1+s . ‖f‖γH−1+s‖f‖γ
′
HN0
.
Thus if f 6= 0 we obtain, if ‖f‖HN0 ≤ ε
1 . ‖f‖γ−1H−1+s‖f‖γ
′
HN0
. ‖f‖γ−1+γ′
HN0
. εγ−1+γ′ .
Since γ−1+γ′ > 0, we see that by taking ε > 0 small enough we obtain a contradiction,
thus f = 0. This proves Theorem 3.2.1 by choosing N ≥ N0. In case (2) (corresponding
to Theorem 3.2.2), this is the same argument except that we get a slightly better result
due to the L2 norm in (3.2.12) : N0 can be chosen to be any number N0 > n/2 + 2. To
conclude, we have shown that if ‖g − g0‖CN,α < ε for N ∈ N with N + α > n/2 + 2,
then Lg ≥ Lg0 implies that either vol(g) ≤ vol(g0) and φ∗g = g0 for some CN+1,α
diffeomorphism (thus actually vol(g) = vol(g0)), or vol(g) ≥ vol(g0). Note that in both
cases, if g is smooth then φ is smooth.
Stability estimates for the marked length spectrum. Proof of Theorem 3.2.3.
We will apply the same reasoning as before to get a stability estimate for the non-linear
problem (the marked length spectrum). We proceed as before and reduce to considering
f = φ∗g − g0 where φ ∈ DiffN+1,α0 (M) and ‖f‖CN,α . ε with ε = ‖g − g0‖CN,α .
By Theorem 2.1.4, and using (3.2.5) we have for some fixed exponents α > 0 small,
0 < s α and ν (in particular ν, α, s can be made arbitrarily small) :
‖f‖Cs . ‖Ig02 f‖(1−ν)/2`∞ ‖f‖(1+ν)/2Cα
. (‖L(g)− 1‖`∞ + ‖f‖2C3)(1−ν)/2‖f‖(1+ν)/2Cα
.
(
‖L(g)− 1‖(1−ν)/2`∞ ‖f‖(1+ν)/2Cα + ‖f‖1−νC3 ‖f‖(1+ν)/2Cα
)
.
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Since 1− ν + (1 + ν/2) > 1, we can interpolate like in the previous proofs and obtain
for N0 > 0 large enough :
‖f‖Cs . ‖L(g)− 1‖(1−ν)/2`∞ ‖f‖(1+ν)/2Cα + ‖f‖Cs‖f‖γCN0 , (3.2.14)
for some γ > 0. Taking ε > 0 small enough and ‖f‖CN0 . ε, we can swallow the second
term on the right-hand side in the left hand side. This provides the sought inequality.
Compactness theorems and proof of Theorem 3.2.4. We let M be a closed
smooth manifold equipped with an Anosov geodesic flow. By the proof of [Kni12,
Theorem 4.8], the universal cover M˜ and the fundamental group pi1(M) := pi1(M,x0)
(for some arbitrary x0 ∈ M) are hyperbolic in the sense of Gromov [Gro87]. We shall
denote by Rg the curvature tensor associated to the metric g and by inj(g) the injec-
tivity radius of g. We proceed by contradiction : let (gn)n≥0 be a sequence of smooth
metrics on M in the class An(ν0, ν1, C0, θ0) such that Lgn = Lg0 and such that for each
k ∈ N there is Bk > 0 such that |∇kgnRgn|gn ≤ Bk for all n, and we assume that for
each n 6= n′, gn is not isometric to gn′ . Since the metrics have Anosov flow, they have
no conjugate points and thus
inj(gn) =
1
2
min
c∈C
Lgn(c) =
1
2
min
c∈C
Lg0(c).
By Hamilton’s compactness result [Ham95, Theorem 2.3], if vol(gn) is uniformly boun-
ded, there is a family of smooth diffeomorphisms φn on M such that g
′
n := φ
∗
ngn
converges to g ∈ An(ν0, ν1, C0, θ0) in the C∞ topology (note that An(ν0, ν1, C0, θ0) is
invariant by pull-back through smooth diffeomorphisms). Denote by φn∗ ∈ Out(pi1(M))
the action of φn on the set of conjugacy classes C. The universal cover M˜ of M is a
ball since M has no conjugate points, and pi1(M) is a hyperbolic group thus we can ap-
ply the result of Gromov [Gro87, Theorem 5.4.1] saying that the outer automorphism
group Out(pi1(M)) is finite if dimM ≥ 3. This implies in particular that there is a
subsequence (φnj)j∈N such that φnj ∗(c) = φn0∗(c) for all c ∈ C and all j ∈ N where as
before C is the set of conjugacy classes of pi1(M). But φ∗n0gnj have the same marked
length spectrum as φ∗n0g0 for all j, thus Lg′nj = Lφ∗n0g0 for all j. Since g
′
nj
→ g in C∞,
we have Lg = Lg′nj for all j and by Theorem 3.2.1, we deduce that there is j0 such that
for all j ≥ j0, g′nj is isometric to g. This gives a contradiction.
Now, if dimM = 2, Out(pi1(M)) is a discrete infinite group. We first show that for
each c ∈ C, the set of classes (φ−1n )∗(c) ∈ C is finite as n ranges over N. Assume the
contrary, then consider γn the geodesic for gn in the class c, one has Lgn(c) = `gn(γn) =
`g0(γ0), by assumption. Now φ
−1
n (γn) is a g
′
n geodesic in the class (φ
−1
n )∗(c) with length
`g′n(φ
−1
n (γn)) = `gn(γn) = `g0(γ0). We know that there are finitely many g-geodesics
with length less than `g0(γ0), but we also have
Lg((φ
−1
n )∗(c)) ≤ `g(φ−1n (γn)) ≤ `g′n(φ−1n (γn))(1 + ε) ≤ `g0(γ0)(1 + ε),
if ‖g′n − g‖C3 ≤ ε. Thus we obtain a contradiction for n large. The extended mapping
class group 3 Mod(M) is isomorphic to Out(pi1(M)) (see [FM12, Theorem 8.1]). By
[FM12, Proposition 2.8] 4, if M has genus at least 3, there is a finite set C0 ⊂ C such
that if φ∗ ∈ Mod(M) is the identity on C0 then φ is homotopic to the identity, while if
3. Extended in the sense that it includes orientation reversing elements.
4. See also the proof of Theorem 3.10 in [FM12].
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M has genus 2, the same condition implies that φ is either homotopic to the identity
or to an hyperelliptic involution h. In both cases, we can extract a subsquence φnj such
that φnj ∗ = φn0∗ for all j ≥ 0 and we conclude like in the higher dimensional case. By
[CK94, FO87], Lg determines vol(g) if dim(M) = 2, thus the volume bound is satisfied.
3.3 Asymptotic behavior of the marked length spec-
trum
One of the aims of this section is to further investigate the previous local rigidity
result from different perspectives : new stability estimates and a refined characterization
of the condition under which the isometry may hold. More precisely, our first result is
that we can locally relax the assumption that the two marked length spectra of g and
g0 exactly coincide to the weaker assumption that they ”coincide at infinity” (in some
sense that is made precise below) and still obtain the isometry. From now on, it will
be important to distinguish between primitive and non primitive closed geodesics. As
a consequence, C now denotes the set of primitive free homotopy classes.
3.3.1 Statement of the results
In the following result, given c ∈ C, we also write δg0(c) to denote the probability
Dirac measure carried by the unique g0-geodesic γg0(c) ∈ c. We will say that Lg/Lg0 → 1
when
lim
j→+∞
Lg(cj)
Lg0(cj)
= 1,
for any sequence (cj)j∈N of primitive free homotopy classes such that Lg0(cj) →j→+∞
+∞, or equivalently limj→∞ Lg(cj)/Lg0(cj) = 1, if C = (cj)j∈N is ordered by the increa-
sing lengths Lg0(cj). We notice that it is important to consider only the set of primitive
closed geodesics for limj→+∞ Lg(cj)/Lg0(cj) = 1 to be (a priori) not equivalent to
Lg = Lg0 . Indeed, assuming that limj→∞ Lg(cj)/Lg0(cj) = 1 for every free homotopy
classes such that Lg0(cj) →j→+∞ +∞ would immediately imply that Lg = Lg0 by
simply considering iterates of a given free homotopy class c0.
Theorem 3.3.1. Let (M, g0) be a smooth Anosov Riemannian (n + 1)-dimensional
manifold and further assume that its curvature is nonpositive if n+1 ≥ 3. There exists
k ∈ N depending only on n, ε > 0 depending on g0 such that for each α ∈ (0, 1) the
following holds : let g ∈ Metk,α such that ‖g−g0‖Ck,α ≤ ε and assume that Lg/Lg0 → 1.
Then g is isometric to g0.
We develop a new strategy of proof, different from the previous section, which
relies on the introduction of the geodesic stretch between two metrics. This quantity
was introduced by Croke-Fathi [CF90] and was further studied by Knieper [Kni95].
If g is close enough to g0, then by Anosov structural stability, the geodesic flows ϕ
g0
and ϕg are orbit conjugate via a homeomorphism ψ, i.e. they are conjugate up to a
time reparametrization. The infinitesimal stretch is the infinitesimal function of time
reparametrization ag and satisfies dψg(z)Xg0(z) = ag(z)Xg(ψg(z)) where z ∈ SMg0 and
Xg0 (resp. Xg) denotes the geodesic vector field of g0 (resp. g). The geodesic stretch
between g and g0 with respect to the Liouville measure µ
L
g0
of g0 is then defined by
IµLg0
(g0, g) :=
∫
SMg0
ag dµ
L
g0
.
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It turns out to be equal to
IµLg0
(g0, g) = lim
j→∞
Lg(cj)
Lg0(cj)
,
if (cj)j∈N ⊂ C is a sequence so that the uniform probability measures (δg0(cj))j∈N
supported on the closed geodesics of g0 in the class cj converge to µ
L
g0
in the weak sense
of measures. While it has an interest on its own, it also turns out that this method
involving the geodesic stretch provides a new estimate which quantifies locally the
distance between isometry classes in terms of this geodesic stretch functional
Theorem 3.3.2. Let (M, g0) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow and further assume that its curvature is nonpositive if n+1 ≥
3. There exist k ∈ N large enough depending only on n, some constants C,C ′, ε > 0
depending on g0 such that for all α ∈ (0, 1), the following holds : for each g ∈ Metk,α
with ‖g − g0‖Ck,α(M) ≤ ε, there exists a Ck+1,α-diffeomorphism φ : M →M such that
‖φ∗g − g0‖H− 12 (M) ≤C
(
|1− IµLg0 (g0, g)|
1
2 + |P(−Jug0 + ag − 1)|
1
2
)
≤C ′
(
|L+(g)| 12 + |L−(g)| 12
)
where Jug0 is the unstable Jacobian of ϕ
g0, P denotes the topological pressure for the ϕg0
flow, ag is the reparameterization coefficient relating ϕ
g0 and ϕg defined above, and
L+(g) := lim sup
j→∞
Lg(cj)/Lg0(cj)− 1, L−(g) := lim inf
j→∞
Lg(cj)/Lg0(cj)− 1.
We remark that P(−Jug0 +ag−1) = 0 if Lg/Lg0 → 1. This result is an improvement
of the Ho¨lder stability result (see Theorem 3.2.3) as it only involves the asymptotic
behaviour of Lg/Lg0 . We will show that the combination of the Hessians of the geodesic
stretch at g0 and of the pressure functional can be expressed in terms of Π
g0
2 , interpre-
ted as a variance operator, which enjoys uniform lower bounds at least once we have
factored out the gauge (the diffeomorphism action by pull-back on metrics).
Using the continuity of the normal operator g 7→ Πg2 ∈ Ψ−1 (see Theorem 2.6.1),
we will prove the
Theorem 3.3.3. Let (M, g0) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow and further assume that its curvature is nonpositive if n+1 ≥
3. Then there exists k ∈ N, ε > 0 and Cg0 > 0 depending on g0 such that for all
g1, g2 ∈ Met such that ‖g1− g0‖Ck ≤ ε, ‖g2− g0‖Ck ≤ ε, there is a Ck- diffeomorphism
φ : M →M such that
‖φ∗g2 − g1‖H− 12 ≤ Cg0(|L+(g1, g2)|
1
2 + |L−(g1, g2)| 12 )
with
L+(g1, g2) := lim sup
j→∞
Lg2(cj)/Lg1(cj)− 1, L−(g1, g2) := lim inf
j→∞
Lg2(cj)/Lg1(cj)− 1.
In particular if Lg1 = Lg2, then g2 is isometric to g1.
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The coercive estimate of Lemma 2.5.6 allows also to define a pressure metric on
the open set consisting of isometry classes of Anosov non-positively curved metric
(contained in Met/Diff0 if Diff0 is the group of smooth diffeomorphisms isotopic to the
identity) by setting for h1, h2 ∈ Tg0(Met/Diff0) ⊂ C∞(M,⊗2ST ∗M)
Gg0(h1, h2) := 〈Πg02 h1, h2〉L2(M,d volg0 ).
We show in Section 3.3.4 that this metric is well-defined and restricts to (a multiple
of) the Weil-Petersson metric on Teichmu¨ller space if dimM = 2 : it is related to
the construction of Bridgeman-Canary-Labourie-Sambarino [BCLS15, BCS18] and Mc
Mullen [MM08], but with the difference that we work here in the setting of variable
negative curvature and the space of metrics considered here is infinite dimensional.
We conclude by the following remark : the results above suggest that |L+(g1, g2)|1/2+
|L−(g1, g2)|1/2 is a kind of distance between the isometry classes of g1 and g2, which is
related to the Riemannian pressure metric G. It would be interesting the understand
this link further.
3.3.2 Definition of the geodesic stretch
The space of Riemannian metrics. The group Diff0(M) of smooth diffeomor-
phisms on M that are isotopic to the identity is a Fre´chet Lie group in the sense of
[Ham82, Section 4.6]. The right action
Met×Diff0 → Met, (g, φ) 7→ φ∗g
is smooth and proper [Ebi68, Ebi70]. Moreover, if g is a metric with Anosov geodesic
flow, it is direct to see from ergodicity that there are no Killing vector fields thus
the isotropy subgroup {φ ∈ Diff0 | φ∗g = g} of g is finite. For negatively curved
metrics it is shown in [Fra66] that the action is free, i.e. the isotropy group is trivial.
One cannot apply the usual quotient theorem [Tro92, p.20] in the setting of Banach
or Hilbert manifolds but rather smooth Fre´chet manifolds instead (using Nash-Moser
theorem). Thus, in the setting of the space Met− of negatively curved smooth metrics,
which is a Frechet manifold, the slice theorem says that there is a neighborhood U of
a fixed Anosov metric g0, a neighborhood V of Id in Diff0 and a Frechet submanifold
S containing g0 so that
S × V → U , (g, φ) 7→ φ∗g (3.3.1)
is a diffeomorphism of Frechet manifolds, and Tg0S = {h ∈ Tg0Met | D∗g0h = 0}.
Moreover S parametrizes the set of orbits g·Diff0 for g near g0 and TgS∩T (g·Diff0) = 0.
On the other hand, if one considers Metk,α, the space of metrics with Ck,α regularity
and Diffk+1,α0 := Diff
k+1,α
0 (M), the group of diffeomorphisms with C
k+1,α regularity,
then both spaces are smooth Banach manifolds. However, the action of Diffk+1,α0 on
Metk,α is no longer smooth but only topological which also prevents us from applying
the quotient theorem.
Nevertheless, recalling g0 is smooth, if we consider Ok,α(g0) := g0 · Diffk+1,α0 ⊂
Metk,α, then this is a smooth submanifold of Metk,α and
TgOk,α(g0) =
{
Dgp | p ∈ Ck+1,α(M,T ∗M)
}
.
Notice that the decomposition of tensors in potential/solenoidal parts (see Theorem
B.1.1) in Ck,α regularity exactly says that given g ∈ Ok,α(g0), one has the decomposi-
tion :
TgMet = TgOk,α(g0)⊕ kerD∗g |Ck,α(M,S2T ∗M). (3.3.2)
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Thus, an infinitesimal perturbation of a metric g ∈ Ok,α(g0) by a symmetric 2-tensor
that is solenoidal with respect to g is actually an infinitesimal displacement transversally
to the orbit Ok,α(g0).
Thermodynamic formalism. Let f be a Ho¨lder-continuous function on SMg0 . We
recall that its pressure [Wal82, Theorem 9.10] is defined by :
P(f) := sup
µ∈Minv
(
hµ(ϕ
g0
1 ) +
∫
SMg0
f dµ
)
, (3.3.3)
where Minv denotes the set of invariant (by the flow ϕ
g0) Borel probability measures
and hµ(ϕ
g0
1 ) is the metric entropy of the flow ϕ
g0
1 at time 1. It is actually sufficient to
restrict the sup to ergodic measures Minv,erg [Wal82, Corollary 9.10.1]. Since the flow
is Anosov, the supremum is always achieved for a unique invariant ergodic measure µf
[HF, Theorem 9.3.4] called the equilibrium state of f . The measure µf is also mixing
and positive on open sets which rule out the possibility of a finite combination of Dirac
measures supported on a finite number of closed orbits. Moreover µf can be written as
an infinite weighted sum of Dirac masses δg0(cj) supported over the geodesics γg0(cj),
where cj ∈ C are the primitive classes (see [Par88] for the case P(f) ≥ 0 or [PPS15,
Theorem 9.17] for the general case). For example when P(f) ≥ 0,∫
u dµf = lim
T→∞
1
N(T, f)
∑
{j|Lg0 (cj)∈[T,T+1]}
e
∫
γg0 (cj)
f
∫
γg0 (cj)
u, (3.3.4)
where N(T, f) :=
∑
j,Lg0 (cj)∈[T,T+1] Lg0(cj)e
∫
γg0 (cj)
f
. When f ≡ 0, this is the measure of
maximal entropy, also called the Bowen-Margulis measure µBMg0 . In that case P(0) =
htop(ϕ
g0
1 ) is the topological entropy of the flow. When f = −Jug0 , where Jug0 : x 7→
∂t| det dϕgt (x)|Eu(x)|t=0 is the geometric potential, one obtains the Liouville measure µLg0
induced by the metric g0. In that case, P(−Jug0) = 0. If we fix an exponent of Ho¨lder
regularity ν > 0, then the map Cν(SMg0) 3 f 7→ P(f) is real analytic [Rue04, Corollary
7.10].
Geodesic stretch. We fix a smooth metric g0 ∈ Met with Anosov geodesic flow and
we view the geodesic flow and vector fields of any metric g close to g as living on the
unit tangent bundle SMg0 for g0 by simply pulling them back by the diffeomorphism
(x, v) ∈ SMg0 → (x, v/|v|g) ∈ SMg.
We denote by 2ν the exponent of Ho¨lder regularity of the stable/unstable bundles of
g0. We fix some constant k ≥ 2 and α ∈ (0, 1). There exists a neighborhood U ⊂ Metk,α
of g0 such that, by the structural stability theorem [dlLMM86], for any g ∈ U , there
exists a Ho¨lder homeomorphism ψg : SMg0 → SMg0 , differentiable in the flow direction,
which is an orbit conjugacy i.e. such that
dψg(z)Xg0(z) = ag(z)Xg(ψg(z)), ∀z ∈ SMg0 , (3.3.5)
where ag is a Ho¨lder-continuous function on SMg0 . Moreover, the map
g 7→ (ag, ψg) ∈ Cν(SMg0)× Cν(SMg0 , SMg0)
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is Ck−2 [Con92, Proposition 1.1] and ψg is homotopic to Id. Note that neither ag nor
ψg are unique but ag is unique up to a coboundary and in all the following paragraphs,
adding a coboundary to ag will not affect the results. The structural stability theorem
can be proved via a local inverse theorem (see [dlLMM86] for instance) and in order
to do so, one has to choose a hyperplane distribution that is transverse to the flow. A
canonical choice here is Es(g0)⊕Eu(g0) = kerα since we have a (contact) geodesic flow
and that this distribution is smooth. Once this distribution is chosen, the local inverse
theorem provides a canonical function ag.
From (3.3.5), we obtain that for t ∈ R, z ∈ SMg0 , ϕgκag (z,t)(ψg(z)) = ψg(ϕ
g0
t (z))
with :
κag(z, t) =
∫ t
0
ag(ϕ
g0
s (z)) ds, (3.3.6)
If c ∈ C be a free homotopy class, then one has :
Lg(c) =
∫ Lg0 (c)
0
ag(ϕ
g0
s (z)) ds, (3.3.7)
for any z ∈ γg0(c), the unique g0-closed geodesic in c.
Boundary at infinity. We denote by M˜ the universal cover of M . Given a metric
g ∈ Met on M , we denote by g˜ its lift to the universal cover. Given two metrics g1 and
g2 on M , there exists a constant c > 0 such that c
−1g1 ≤ g2 ≤ cg1. This implies that any
g˜1-geodesic is a quasi-geodesic for g˜2. In particular, this implies that the ideal (or visual)
boundary ∂∞M˜ is independent of the choice of g and is naturally endowed with the
structure of topological manifold. Note that when restricting to metrics with pinched
sectional curvatures −a2 ≤ κ ≤ −b2, the regularity of the ideal boundary becomes
Ho¨lder (the Ho¨lder regularity depending on a and b). We refer to [BH99, Chapter H.3]
for further details. We denote by Gg := Sg˜M˜/ ∼ (where z ∼ z′ if and only if there
exists a time t ∈ R such that ϕt(z) = z′) the set of g-geodesics on M˜ : this is smooth
2n-dimensional manifold. Moreover, there exists a Ho¨lder continuous homeomorphism
Φg : Gg → ∂∞M˜ × ∂∞M˜ \∆, where ∆ is the diagonal in ∂∞M˜ × ∂∞M˜ .
We now consider a fixed metric g0 on M and a metric g in a neighborhood of g0.
If ψg denotes an orbit-conjugacy between the two geodesic flows, then ψg induces a
homeomorphism Ψg : Gg0 → Gg. The map
Φg ◦Ψg ◦ Φ−1g0 : ∂∞M˜ × ∂∞M˜ \∆→ ∂∞M˜ × ∂∞M˜ \∆
is nothing but the identity.
Given z = (x, v) ∈ SMg0 , we denote by cg0(z) : t 7→ cg0(z, t) ∈ M the unique
geodesic 5 such that cg0(z, 0) = x, c˙g0(z, 0) = v. We consider c˜g0(z), a lift of cg0(z) to
the universal cover M˜ and introduce the function
b : SMg0 × R→ R, b(z, t) := dg˜(c˜g0(z, 0), c˜g0(z, t)),
which computes the g˜-distance between the endpoints of the g˜0-geodesic joing c˜g0(z, 0)
to c˜g0(z, t). It is an immediate consequence of the triangular inequality that (z, t) 7→
b(z, t) is a subadditive cocycle for the geodesic flow ϕg0 , that is :
b(z, t+ s) ≤ b(z, t) + b(ϕtg0(z), s), ∀z ∈ SMg0 , t, s ∈ R
5. For the sake of simplicity, we identify the geodesic and its arc-length parametrization.
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As a consequence, by the subadditive ergodic theorem (see [Wal82, Theorem 10.1] for
instance), we obtain the following
Lemma 3.3.1. Let µ be an invariant probability measure for the flow ϕg0t . Then, the
quantity
Iµ(g0, g, z) := lim
t→+∞
b(z, t)/t
exists for µ-almost every z ∈ SMg0, Iµ(g0, g, ·) ∈ L1(SMg0 , dµ) and this function is
invariant by the flow ϕg0t .
We define the geodesic stretch of the metric g, relative to the metric g0, with respect
to the measure µ by :
Iµ(g0, g) :=
∫
SMg0
Iµ(g0, g, z) dµ(z)
When the measure µ in the previous definition is ergodic, the function Iµ(g0, g, ·)
is thus (µ-almost everywhere) equal to the constant Iµ(g0, g). We denote by δg0(c) the
normalized measure supported on γg0(c), that is :
δg0(c) : f 7→
1
Lg0(c)
∫ Lg0 (c)
0
f(ϕg0t (z)) dt.
Since the geodesic flow ϕg0t on SMg0 satisfies the closing lemma property, by [CS10,
Lemma 2.2], we know that the set {δg0(c) | c ∈ C} is dense in the set of all ergodic
invariant Borel probability measures. Given µ ∈Minv,erg, we can thus find a sequence
(γg0(cj))j≥0 of closed g0-geodesics such that limj→∞ δg0(cj) = µ in the weak-sense.
Moreover, if µ is chosen to be an equilibrium state, then it is positive on any open sets
and this implies that δg0(cj) ⇀j→+∞ µ for a sequence (γg0(cj))j≥0 such that Lg0(cj)→
+∞.
We can actually describe the stretch using the time reparametrization ag.
Lemma 3.3.2. Let µ be an invariant ergodic Borel probability measure for the flow
ϕg0t . Then :
Iµ(g0, g) =
∫
SMg0
ag dµ = lim
j→+∞
Lg(cj)
Lg0(cj)
,
where (cj)j≥0 ∈ CN is such that δg0(cj) ⇀j→+∞ µ.
Proof. We first prove the left equality. Let z ∈ SMg0 and c˜g0(z) be a lift of cg0(z) to the
universal cover. Let c˜g(ψg(z)) be the unique lift of cg(ψg(z)) with the same endpoints
on the ideal boundary as c˜g0(z). Then, there exists a constant C > 0 such that :
|dg˜ (c˜g0(z, 0), c˜g0(z, t))− dg˜
(
c˜g(ψg(z), 0), c˜g(ψg(z), κag(t, z))
)︸ ︷︷ ︸
=κag (t,z)
| ≤ C.
This implies, using (3.3.6) that :
lim
t→+∞
b(z, t)/t = lim
t→+∞
κag(z, t)/t = lim
t→+∞
1
t
∫ t
0
ag(ϕ
g0
s (z)) ds =
∫
SMg0
a dµ,
for µ-almost every z ∈ SMg0 , by the Birkhoff ergodic Theorem [Wal82, Theorem 1.14].
By (3.3.7) we also have∫
SMg0
ag dµ = lim
j→∞
〈δg0(cj), ag〉 = lim
j→∞
Lg(cj)
Lg0(cj)
thus the proof is complete.
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As a consequence, we immediately obtain the
Corollary 3.3.1. Let g ∈ U , a fixed neighborhood of g0 in Metk,α, and assume that for
any sequence of primitive free homotopy classes (cj)j≥0 ∈ CN such that Lg0(cj)→∞, the
ratio Lg(cj)/Lg0(cj)→j→+∞ 1. Then, for any ergodic probability measure µ with respect
to ϕg0 that is an equilibrium state for some Ho¨lder potential, we have Iµ(g0, g) = 1.
Combining with Theorem 3.2.1, we also easily obtain :
Theorem 3.3.4. Let (M, g0) be a smooth Riemannian (n + 1)-dimensional manifold
with Anosov geodesic flow, topological entropy htop(g0) = 1 and assume that its curva-
ture is nonpositive if n + 1 ≥ 3. Then there exists k ∈ N large enough depending only
on n, ε > 0 small enough such that the following holds : there is C > 0 depending on
g0 so that for each g ∈ Ck(M,⊗2ST ∗M) with ‖g − g0‖Ck ≤ ε, if
htop(g) = 1, lim
j→+∞
Lg(cj)
Lg0(cj)
= 1,
for some sequence (cj)j∈N of primitive free homotopy classes such that δg0(cj) ⇀j→+∞
µBMg0 , then g is isometric to g0.
Proof. Given a metric g, one has by [Kni95, Theorem 1.2] that
htop(g) ≥ htop(g0)
IµBMg0
(g0, g)
, (3.3.8)
with equality if and only if ϕg0 and ϕg are, up to a scaling, time-preserving conju-
gate, that is there exists homeomorphism ψ such that ψ ◦ ϕctg0 = ϕtg ◦ ψ with c :=
htop(g)/htop(g0). In particular, restricting to mtrics with entropy 1 one obtains that
IµBMg0
(g0, g) ≥ 1 with equality if and only if the geodesic flows are conjugate, that
is if and only if Lg = Lg0 . As a consequence, given g0, g with entropy 1 such that
Lg(cj)/Lg0(cj) →j→+∞ 1 for some sequence δg0(cj) ⇀j→+∞ µBMg0 , we obtain that
IµBMg0
(g0, g) = 1, hence Lg = Lg0 . If k ∈ N was chosen large enough at the begin-
ning, we can then conclude by the local rigidity of the marked length spectrum (see
Theorem 3.2.1).
It is of no harm to assume that g0 has entropy 1 : indeed, considering λg0 for some
constant λ > 0, the entropy scales as htop(λg) = htop(g)/
√
λ [Pat99, Lemma 3.23]. In
particular, this also implies the local rigidity of the marked length spectrum because
the topological entropy is determined by the marked length spectrum since s = htop(g)
is the first pole of the Ruelle zeta function
ζg(s) :=
∏
c∈C
(1− e−sLg(c)).
We will provide a more direct alternate proof of this fact in a next paragraph using the
convexity of the geodesic stretch.
Variance of Anosov flows. As already mentioned in the previous chapter, we can
make a link between the operator Π and the variance in the central limit theorem
for Anosov geodesic flows. This link will be crucial in the following paragraphs. The
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variance of ϕt with respect to the Liouville measure µ
L is defined for u ∈ Cν(SM), ν ∈
(0, 1) real-valued by :
VarµL(u) := lim
T→∞
1
T
∫
SM
(∫ T
0
u(ϕt(z)) dt
)2
dµL(z), (3.3.9)
under the condition that
∫
SM
u dµL = 0. We observe, using the fact that ϕt preserves
µL, that
VarµL(u) = lim
T→∞
1
T
∫
SMg0
∫ T
0
∫ T
0
u(ϕt−s(z))u(z) dtdsdµL(z)
= lim
T→∞
∫ 1
0
∫
R
1[(t−1)T,tT ](r)〈u ◦ ϕr, u〉L2 drdt.
where the L2 pairing is with respect to µL. By exponential decay of correlations [Liv04],
we have for |r| large
|〈u ◦ ϕr, u〉L2| ≤ Ce−ν|r|‖u‖2Cα
for some ν > 0, C > 0 independent of u. Thus by Lebesgue theorem, we obtain the :
Lemma 3.3.3. Let u ∈ Cν(SM), ν ∈ (0, 1). Then :
VarµL(u) = 〈Πu, u〉L2
3.3.3 A functional on the space of metrics
A submanifold of the space of metrics. Recall that 2ν is the exponent of Ho¨lder
continuity of the stable/unstable vector bundles for the fixed metric g0. Given a metric
g in a Ck,α-neighborhood of g0, we define the potential
Vg := J
u
g0
+ ag − 1 ∈ Cν(SMg0). (3.3.10)
Remark that g 7→ Vg ∈ Cν(SMg0) is Ck−2 and for g = g0, Vg0 = Jug0 . We introduce the
spaces
N k,α := {g ∈ Metk,α | P(−Vg) = 0} , (3.3.11)
and N k,αsol := N k,α ∩ kerD∗g0 . In particular, g0 ∈ N k,αsol . Given g ∈ N k,α, we denote by
mg the unique equilibrium state for the potential Vg. We will also denote N for the
case where k =∞.
Lemma 3.3.4. There exists a neighborhood Ug0 ⊂ Metk,α of g0 such that N k,α ∩Ug0 is
a codimension one Ck−2-submanifold of Ug0 and N k,αsol ∩ Ug0 is a Ck−2-submanifold of
Ug0. Similarly, there is Ug0 ⊂ Met an open neighborhood so that N ∩ Ug0 is a Frechet
submanifold of Met.
Proof. To prove this lemma, we will use the notion of differential calculus on Banach
manifolds as it is stated in [Zei88, Chapter 73]. Note that Metk,α is a smooth Banach
manifold and N k,α ⊂ Metk,α is defined by the implicit equation F (g) = 0 for
F : g 7→ P(−Vg) ∈ R. (3.3.12)
The map F being Ck−2 (see §3.3.2, the pressure is real analytic so F inherits the
regularity of g 7→ ag), we only need to prove that dFg0 does not vanish by [Zei88,
Theorem 73.C]. This will immediately give that Tg0N k,α = ker dFg0 .
We first need a deformation lemma. For the sake of simplicity, we write the objects
·λ instead of ·gλ .
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Lemma 3.3.5. Consider a smooth deformation (gλ)λ∈(−1,1) of g0 inside Metk,α. Then,
there exists a Ho¨lder-continuous function f : SMg0 → R such that
pi∗2 (∂λgλ|λ=0)− 2∂λaλ|λ=0 = Xg0f.
Proof. Let c be a fixed free homotopy class, γ0 ∈ c be the unique closed g0-geodesic in
the class c, which we parametrize by unit-speed z0 : [0, `g0(γ0)] → SMg0 . We define
zλ(s) = ψλ(z0(s)) = (αλ(s), α˙λ(s)) (the dot is the derivative with respect to s) where
ψλ is the conjugation between gλ and g0 : this gives a non-unit-speed parametrization
of γλ, the unique closed gλ-geodesic in c. We recall that pi : TM →M is the projection.
We obtain using (3.3.5)∫ `g0 (γ0)
0
gλ(α˙λ(s), α˙λ(s))ds =
∫ `g0 (γ0)
0
gλ (∂s(pi ◦ zλ(s)), ∂s(pi ◦ zλ(s))) ds
=
∫ `g0 (γ0)
0
gλ (∂s(pi ◦ ψλ ◦ z0(s)), ∂s(pi ◦ ψλ ◦ z0(s))) ds
=
∫ `g0 (γ0)
0
a2λ(z0(s)) gλ (dpi(Xgλ(zλ(s))), dpi(Xgλ(zλ(s))))︸ ︷︷ ︸
=1
ds
=
∫ `g0 (γ0)
0
a2λ(z0(s))ds.
Since s 7→ α0(s) is a unit-speed geodesic for g0, it is a critical point of the energy
functional (with respect to g0). Thus, by differentiating the previous identity with
respect to λ and evaluating at λ = 0, one obtains :∫ `g0 (γ0)
0
∂λgλ|λ=0(α˙0(s), α˙0(s))ds = 2
∫ `g0 (γ0)
0
∂λaλ|λ=0(z0(s))ds.
As a consequence, pi∗2 (∂λgλ|λ=0) − 2∂λaλ|λ=0 is a Ho¨lder-continuous function in the
kernel of the X-ray transform : by the usual Livsic theorem, there exists a function
f (with the same Ho¨lder regularity), differentiable in the flow direction, such that
pi∗2 (∂λgλ|λ=0)− 2∂λaλ|λ=0 = Xg0f .
We can now complete the proof of Lemma 3.3.4. We first prove the first part concer-
ning N k,α. By [PP90, Proposition 4.10], we have :
dFg.u = −
∫
SMg0
dag.u dmg
where mg is the equilibrium measure of Vg. In particular, observe that for g = g0, one
has :
dFg0 .u = −
∫
SMg0
dag0 .u dµ
L
g0
,
since mg0 = µ
L
g0
. Then, using Lemma 3.3.5, one obtains
dFg0 .u = −
∫
SMg0
dag0 .u dµ
L
g0
= −1
2
∫
SMg0
pi∗2u dµ
L
g0
= −c2〈u, g0〉L2 , (3.3.13)
for some constant c2 > 0. This is obviously surjective and we also obtain :
Tg0N k,α = ker dFg0 =
{
u ∈ Ck,α(M,⊗2ST ∗M) | 〈u, g0〉 = 0
}
= (Rg0)⊥,
98
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
where the orthogonal is understood with respect to the L2-scalar product.
We now deal with N k,αsol . First observe that kerD∗g0 is a closed linear subspace of
Metk,α and thus a smooth submanifold of Metk,α. By [Zei88, Corollary 73.50], it is
sufficient to prove that kerD∗g0 and N k,α are transverse at g0. But observe that g0 ∈
kerD∗g0 ' Tg0 kerD∗g0 and thus
Tg0 kerD
∗
g0
+ Tg0N k,α = Tg0Metk,α
showing transversality.
The case of N∞ follows directly from Nash-Moser theorem since F is a smooth
tame map from a Frechet space to R, with a right inverse Hg for dFg that is continuous
in g : just take Hg1 := g.
We next show that metrics with the same marked length spectrum at infinity belong
to N k,α.
Lemma 3.3.6. Let g ∈ U . If for any sequence of primitive free homotopy classes
(cj)j≥0 ∈ CN such that Lg0(cj)→∞, the ratio Lg(cj)/Lg0(cj)→j→+∞ 1, then g ∈ N k,α.
Proof. By §3.3.2, one has :
P(−Vg) = sup
µ∈Minv,erg
(
hµ(ϕ
g0)−
∫
SMg0
(Jug0 + ag − 1) dµ
)
.
Note that by Corollary 3.3.1, for the equilibrium state mg of −Vg, one has
∫
SMg0
(ag −
1) dmg = Iµ(g0, g)− 1 = 0. Thus :
P(−Vg) = P(−Jug0) = P(−Vg0) = 0
proving the claim.
By Lemma 3.3.2, we know that
IµLg0
(g0, g) =
∫
SMg0
ag dµ
L
g0
.
We introduce the functional
Φ : N k,αsol → R, Φ(g) := IµLg0 (g0, g). (3.3.14)
Note that Φ is Ck−2, its regularity being limited by that of N k,αsol . Given h ∈ Tg0N k,αsol ,
we thus obtain
dΦg0 .h =
∫
SMg0
dag0 .h dµ
L
g0
= 0,
that is, g0 is a critical point of the functional Φ on N k,αsol . We can extend Φ to
Φ˜ : Metk,α → R, Φ˜(g) = IµLg0 (g0, g),
and we note that
dΦ˜g0 .h =
∫
SMg0
dag0 .h dµ
L
g0
= −dFg0 .h = −Cn〈h, g0〉 (3.3.15)
for some constant Cn > 0 depending only on n+1 = dim(M) and 〈h, g0〉 =
∫
M
Trg0(h)d volg0 .
99
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
Lemma 3.3.7. The map Φ : N k,αsol → R is strictly convex at g0 and there is C > 0
such that
d2Φg0(h, h) =
1
4
〈Πg02 h, h〉 ≥ C‖h‖2H− 12 (M)
for all h ∈ Tg0N k,αsol .
Proof. Since g0 is a critical point of Φ, we have d
2Φg0(h, h) = ∂
2
λΦ(gλ)|λ=0 where gλ :=
g0 +λh+O(λ2) is a smooth curve of metrics in N k,α, and we write aλ := agλ , Vλ := Vgλ
and denote by x˙ and x¨ the derivatives with respect to λ. By Lemma 3.3.2, we have
∂2λΦ(gλ)|λ=0 =
∫
SMg0
a¨0 dµ
L
g0
. (3.3.16)
But we also know that P(−Vλ) = 0, thus if we differentiate twice, we obtain
d2P−V0(V˙0, V˙0)− dP−V0(V¨0) = 0. (3.3.17)
By (3.3.13), we have∫
SMg0
V˙0 dµ
L
g0
=
∫
SMg0
a˙0 dµ
L
g0
= −dFg0 .h = 0,
thus we obtain by [PP90, Proposition 4.11] that
d2P−V0(V˙0, V˙0) = VarµLg0 (V˙0) = 〈Π
g0V˙0, V˙0〉,
dP−V0(V¨0) =
∫
SMg0
V¨0(z) dµ
L
g0
(3.3.18)
where VarµLg0
(h) is the variance defined in (3.3.9), equal to 〈Πg0h, h〉 by (3.3.3). Also
note that V˙0 = a˙0 =
1
2
pi∗2 g˙0 + Xg0f for some f ∈ Cν(SMg0), ν > 0, by Lemma 3.3.5.
We also have V¨0 = a¨0. As a consequence, we get from (3.3.16), (3.3.17) and (3.3.18)
d2Φg0(h, h) =
∫
SMg0
a¨0 dµ
L
g0
= 〈Πg0V˙0, V˙0〉
=
1
4
〈Πg0pi∗2 g˙0, pi∗2 g˙0〉 =
1
4
(〈Πg02 g˙0, g˙0〉 − 〈pi∗2 g˙0,1〉2) = 14〈Πg02 g˙0, g˙0〉,
where we used in the third identity that Πg0Xg0f = 0 = Xg0Π
g0f if both f and Xg0f
are in Cν(SMg0) for some ν > 0. In the last equality, 〈pi∗2 g˙0,1〉2 = c2〈g˙0, g0〉 = 0, since
Tg0N k,α = (Rg0)⊥. Since h ∈ Tg0N k,αsol , h is divergence-free with respect to g0. The
result then follows from Lemma 2.5.6.
Isometry classes and geodesic stretch. We now prove Theorems 3.3.1 and 3.3.2.
Of course, the first one being implied by the second one, we focus on the latter.
Proof of Theorem 3.3.2. From now, Cg0 , C
′
g0
will denote positive constants depending
only on g0, and whose value may change from line to line. Let us pick g ∈ Metk,α with
k ≥ 5, α ∈ (0, 1) as before. We denote by g′ = φ∗g ∈ kerD∗g0 , with φ ∈ Diffk+1,α0 , the
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g0-solenoidal metric obtained by applying Lemma B.1.7. We write the Taylor expansion
of both F (g) = P(−Vg) and Φ˜(g) = IµLg0 (g0, g) at g0 using (3.3.15)
Φ˜(g′) = 1 + dΦ˜g0(g
′ − g0) + 1
2
d2Φ˜g0(g
′ − g0, g′ − g0) +O(‖g′ − g0‖3C5,α)
F (g′) = −dΦ˜g0(g′ − g0) +
1
2
d2Fg0(g
′ − g0, g′ − g0) +O(‖g′ − g0‖3C5,α).
As in (3.3.17) and using (3.3.18), we have for h ∈ Ck,α(M,⊗2ST ∗M)
d2Fg0(h, h) =d
2P−V0(dag0h, dag0h)− dP−V0 .d2ag0(h, h)
=d2P−V0(dag0h, dag0h)− d2Φ˜g0(h, h)
,
thus we get
Φ˜(g′)− 1 + F (g′) = 1
2
d2P−V0
(
dag0(g
′− g0), dag0(g′− g0)
)
+O(‖g′− g0‖3C5,α). (3.3.19)
Using [PP90, Proposition 4.11], we get for each u ∈ Cν(SMg0)
d2P−V0(u, u) =
〈
Πg0(u− 〈u,1〉), (u− 〈u,1〉)〉 = 〈Πg0u, u〉,
because Πg01 = 0 and where 〈u,1〉 = ∫
SMg0
u dµLg0 . By Lemma 3.3.5, dag0(g
′ − g0) =
1
2
pi∗2(g
′ − g0) +Xg0f for some f ∈ Cν(SMg0), which then yields for h := g′ − g0
d2P−V0(dag0h, dag0h) =
1
4
(〈Πg02 h, h〉 − 〈h, g0〉2)− d2Φ˜g0(h, h),
where by our normalization convention 〈g0, g0〉 = 1. Combining with (3.3.19), we obtain
|Φ˜(g′)− 1|+ |F (g′)| ≥ 1
8
(〈Πg02 h, h〉 − 〈h, g0〉2)− Cg0‖h‖3C5,α .
By Lemma 2.5.6 and the fact that D∗g0h = 0, we deduce that
|Φ˜(g′)− 1|+ |F (g′)| ≥ Cg0‖h‖2H− 12 (M) −
1
8
〈h, g0〉2 − C ′g0‖h‖3C5,α .
But since by (3.3.15), there is Cn > 0 depending only on n so that for ‖g − g0‖C5,α
small enough
|〈h, g0〉|2 = C−2n |dΦ˜g0h|2 ≤ 2C−2n |Φ˜(g′)− 1|2 + Cg0‖h‖4C5,α
we conclude that
|Φ˜(g)− 1|+ |F (g)| ≥ Cg0‖h‖2H− 12 (M) − C
′
g0
‖h‖3C5,α .
Using Sobolev embedding and interpolation estimates, we get
‖g′ − g0‖3C5,α ≤ Cg0‖g′ − g0‖3
H
n+1
2 +5+α
′ ≤ C ′g0‖g′ − g0‖2H−1/2‖g′ − g0‖Hk ,
with k > 3
2
(n + 1) + 16 + 3α and α′ > α. Thus assuming that ‖g − g0‖Ck,α is small
enough depending on Cg0 , we obtain
‖g′ − g0‖2H−1/2 ≤ Cg0
(
|Φ˜(g)− 1|+ |F (g)|
)
, (3.3.20)
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We also recall that
P(−Vg) = lim
T→∞
1
T
log
∑
c∈C,Lg0 (c)≤T
e
− ∫γg0 (c) Vg = lim
T→∞
1
T
log
∑
c∈C,Lg0 (c)≤T
e
− ∫γg0 (c) Jug0eLg0 (c)−Lg(c).
Thus, if we order C = (cj)j∈N by the lengths (i.e. Lg0(cj) ≥ Lg0(cj−1)), and we define
L+(g) := lim sup
j→∞
Lg(cj)
Lg0(cj)
− 1, L−(g) := lim inf
j→∞
Lg(cj)
Lg0(cj)
− 1,
we see that for all δ > 0 small, there is T0 > 0 large so that for all j with T ≥ Lg0(cj) ≥
T0
emin(T (−L+(g)−δ),T0(−L+(g)−δ)) ≤ eLg0 (c)−Lg(c) ≤ emax(T (−L−(g)+δ),T0(−L−(g)+δ))
thus we deduce that, using P(−Vg0) = 0,
−L+(g)− δ ≤ P(−Vg) ≤ −L−(g) + δ.
Since δ > 0 is arbitrarily small, we obtain |P(−Vg)| ≤ max(|L+(g)|, |L−(g)|) and
combining with (3.3.20) and Lemma 3.3.2, we get the announced result.
We remark that the proof above (using (3.3.19)) also shows that if we work on the
slice of metrics
{g ∈ Metk,α | D∗g0g = 0,
∫
M
Trg0(h) dvolg0 = 0}
then there is Cg0 > 0, ε > 0 such that if ‖g − g0‖Ck,α < ε with ε small enough
‖g − g0‖2
H−
1
2 (M)
≤ Cg0
(
lim sup
j→∞
Lg(cj)
Lg0(cj)
− lim inf
j→∞
Lg(cj)
Lg0(cj)
)
.
We also prove Theorem 3.3.3.
Proof of Theorem 3.3.3. Let g0 ∈M be Anosov and assume g0 has non-positive curva-
ture if n+1 ≥ 3. Using Lemma B.1.7, for g1, g2 ∈ Met close enough to g0 in Ck,α norm,
we can find φ ∈ Diffk+1,α0 (with k ≥ 5 to be chosen later) such that D∗g1(φ∗g2) = 0.
Moreover g′2 = φ
∗g2 satisfies
‖g′2 − g1‖Ck,α ≤ C(‖g1 − g0‖Ck,α + ‖g2 − g0‖Ck,α)
for some C depending only on g0. We can then rewrite the proof of Theorem 3.3.2 but
by replacing g0 by g1. This gives that for g1, g2 close enough to g0 in Met
5,α
|Φ˜g1(g2)− 1|+ |Fg1(g2)| ≥ Cn〉Πg12 (g2 − g′1), (g′2 − g1)〉 − C ′g1‖g2 − g1‖3C5,α
where Cn depends only on n+1 = dim(M) and Cg1 depends on ‖g1‖C5,α , and Fg1(g2) :=
P(−Jug1 − ag1,g2 + 1) while Φ˜g1(g2) = IµLg1 (g1, g2), where ag1,g2 is the time reparamete-
rization coefficient in the conjugation between the flows ϕg1 and ϕg2 and the pressure
and the stretch are taken with respect to the flow ϕg1 . Combining Theorem 2.6.1 and
Lemma 2.5.7, we deduce that there is Cg0 , C
′
g0
> 0 depending only on g0 so that for
g1, g2 ∈ Met in a small enough neighborhood of g0 in the C∞ topology,
|Φ˜g1(g2)− 1|+ |Fg1(g2)| ≥ Cg0‖g′2 − g1‖H− 12 (M) − C
′
g0
‖g2 − g1‖3C5,α .
This means that there is ε > 0 depending on g0 and k large enough so that for all
g1, g2 ∈ Met smooth satisfying ‖gj−g0‖Ck,α(M) ≤ ε the estimate above hold. Reasoning
like in the proof of Theorem 3.3.2, we obtain the result.
102
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
3.3.4 The pressure metric on the space of negatively curved
metrics
Definition of the pressure metric using the variance. On Met−, the cone of
smooth negatively-curved metrics, we introduce the non-negative symmetric bilinear
form
Gg(h1, h2) := 〈Πg2h1, h2〉L2(M,d volg), (3.3.21)
defined for g ∈ Met, hj ∈ TgMet ' C∞(M,⊗2ST ∗M). It is nondegenerate on TgMet ∩
kerD∗g , namely Gg(h, h) ≥ Cg‖h‖2H−1/2 by Lemma 2.5.6. To get a uniform bound on
the coercivity of Πg2 for g near a given metric g0, we need to apply Lemma 2.5.7 and
the continuity of g 7→ Πg2 ∈ Ψ−1(M) proved in Theorem 2.6.1. Combining these facts,
we obtain
Proposition 3.3.1. Let g0 ∈ Met−, then the bilinear form G defined in (3.3.21) pro-
duces a Riemannian metric on the quotient space Met−/Diff0 near the class [g0], where
Met−/Diff0 is identified with the slice S passing through g0 as in (3.3.1).
Proof. It suffices to show that G is non-degenerate on TS. Let h ∈ TgS and assume
that Gg(h, h) = 0. We can write h = LV g + h
′ where D∗gh
′ = 0 and V is a smooth
vector field. By Lemma 2.5.6 we obtain 0 = Gg(h, h) ≥ C‖h′‖H−1/2 . Thus h = LV g, but
we also know that TgS ∩{LV g | V ∈ C∞(M,T ∗M)} = {0} since S is a slice. Therefore
h = 0.
Definition using the intersection number. Let us assume that g is in a fixed
C2-neighborhood of g0. Since J
u
g0
> 0, we obtain that Vg = J
u
g0
+ ag − 1 > 0 if g is
close enough to g0. By [Sam14, Lemma 2.4], there exists a unique constant hVg ∈ R
such that P(−hVgVg) = 0. In particular, N coincides in a neighborhood of g0 with
the set
{
g ∈ Met | hVg = 1
}
. One can express the constant hVg as hVg = htop(ϕ
g0,Vg
t ),
where ϕ
g0,Vg
t is a time-reparametrization of the geodesic flow of g0 (see [BCLS15, Section
3.1.1]). More precisely, given f ∈ Cν(SMg0) a Ho¨lder-continuous positive function on
SMg0 , we introduce hf to be the unique real number such that P(−hff) = 0 and we
set :
SMg0 × R 3 (z, t) 7→ κf (z, t) :=
∫ t
0
f(ϕg0s (z)) ds.
For a fixed z ∈ SMg0 , this is a homeomorphism on R and thus allows to define :
ϕg0,fκf (z,t)(z) := ϕ
g0
t (z). (3.3.22)
We now follow the approach of [BCLS15, Section 3.4.1]. Given two Ho¨lder-continous
functions f, f ′ ∈ Cν(SMg0) such that f > 0, one can define an intersection number
[BCLS15, Eq. (13)]
Ig0(f, f
′) :=
∫
SMg0
f ′ dµ−hff∫
SMg0
f dµ−hff
,
where dµ−hff is the equilibrium measure for the potential −hff . We have the follo-
wing result, which follows from [BCLS15, Proposition 3.8] stated for Anosov flows on
compact metric spaces :
103
CHAPITRE 3. THE MARKED LENGTH SPECTRUM OF ANOSOV MANIFOLDS
Proposition 3.3.2 (Bridgeman-Canary-Labourie-Sambarino [BCLS15]). Let f, f ′ :
SMg0 → R+ be two Ho¨lder-continuous positive functions. Then :
Jg0(f, f
′) :=
hf ′
hf
Ig0(f, f
′) ≥ 1
with equality if and only if hff and hf ′f
′ are cohomologous for the geodesic flow ϕg0t of
g0. The quantity Jg0(f, f
′) is called the renormalized intersection number.
We apply the previous proposition with f := Jug0 (then hJug0 = 1) and f
′ := Vg.
Without assuming that g ∈ N (that is we do not necessarily assume that hVg = 1), we
have
Jg0(J
u
g0
, Vg) = hVgIg0(J
u
g0
, Vg) = hVg
∫
SMg0
(Jug0 + ag − 1) dµLg0∫
SMg0
Jug0dµ
L
g0
= hVg
hL(g0) + IµLg0
(g0, g)− 1
hL(g0)
≥ 1
where hL(g0) is the entropy of Liouville measure for g0. In the specific case where
g ∈ N , hVg = 1 and we find that IµLg0 (g0, g) ≥ 1 with equality if and only if ag is
cohomologous to 1, that is if and only if Lg = Lg0 , or alternatively if and only if ϕ
g and
ϕg0 are time-preserving conjugate. This computation holds as long as Jug0 + ag − 1 > 0
(which is true in a C2-neighborhood of g0).
In particular, on N , we have the linear relation
Jg0(J
u
g0
, Vg) = 1 +
IµLg0
(g0, g)− 1
hL(g0)
.
In the notations of [BCLS15, Proposition 3.11], the second derivative computed for the
family (gλ)λ∈(−1,1) ∈ N∞ is
∂2λJg0(J
u
g0
, Vgλ)|λ=0 =
1
hL(g0)
∂2λIµLg0
(g0, gλ)|λ=0 = 〈Π
g0
2 g˙0, g˙0〉
4hL(g0)
(3.3.23)
and is called the pressure form. When considering a slice transverse to the Diff0 action
on N , it induces a metric called the pressure metric by Lemma 2.5.6. To summarize :
Lemma 3.3.8. Given a smooth metric g0, the metric Gg0 restricted to N can be ob-
tained from the renormalized intersection number by
Gg0(h, h) = 4hL(g0)∂
2
λJg0(J
u
g0
, Vgλ)|λ=0
where (gλ)λ∈(−1,1) is any family of metrics such that gλ ∈ N and g˙0 = h ∈ Tg0N .
Link with the Weil-Petersson metric. We now assume that M = S is an orien-
table surface of genus ≥ 2 and let T (S) be the Teichmu¨ller space of S. We fix a
hyperbolic metric g0. Given η, ρ ∈ T (S), the intersection number is defined as
I(η, ρ) := Ig0(agη , agρ) =
∫
SMg0
agρdµη∫
SMg0
agηdµη
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where [gη] = η, [gρ] = ρ and µη is the equilibrium state of −hagηagη . Note that hagη =
htop(ϕ
g0,aη
t ) = 1 since ϕ
g0,aη is conjugate to the geodesic flow of gη, which in turn has
constant curvature and that [Sam14, Lemma 2.4], agηdµη/
∫
SMg0
agηdµη is the measure
of maximal entropy of the flow ϕ
g0,aη
t , thus also the normalized Liouville measure of gη
(viewed on SMg0). This number I(η, ρ) is in fact independent of g0 as it can alternatively
be written
I(η, ρ) = lim
T→∞
1
NT (η)
∑
c∈C,Lgη (c)≤T
Lgρ(c)
Lgη(c)
,
where NT = ]{c ∈ C | Lgη(c) ≤ T} (see [BCS18, Proof of Th. 4.3]). In particular, taking
g0 = gη, one has
I(η, ρ) = IµLgη (gη, gρ).
As explained in [BCS18, Theorem 4.3], up to a normalization constant c0 depending
on the genus only, the Weil-Petersson metric on T (S) is equal to
‖u‖2WP = c0∂2λ I(η, ηλ)|λ=0 = c0∂2λIµLgη (gη, gηλ)|λ=0, (3.3.24)
where η˙0 = u and (gηλ)λ∈(−1,1) is a family of hyperbolic metrics such that [gηλ ] = ηλ,
η = η0 = [g0]. This fact follows from combined works of Thurston, Wolpert [Wol86] and
Mc Mullen [MM08] : the length of a random geodesic γ on (S, g0) with respect to gηλ
has a local minimum at λ = 0 and the Hessian is positive definite (Thurston), equals
to the Weil-Petersson norm squared of g˙ (Wolpert [Wol86]) and given by a variance
(Mc Mullen [MM08]). Here random means equidistributed with respect to the Liouville
measure of g0. We can check that the metric G also corresponds to this metric
Proposition 3.3.3. The metric G on T (S) is a multiple of the Weil-Petersson metric.
Proof. This follows directly from (3.3.23), (3.3.24) and the fact that hL(gη) = 1 if gη
has curvature −1.
Remark 3.3.1. We notice that the positivity of the metric in the case of Teichmu¨ller
space follows only from some convexity argument in finite dimension. In the case of
general metrics with negative curvature, the coercive estimate of Lemma 2.5.6 on the
variance is much less obvious due to the infinite dimensionality of the space. As it turns
out, this is the key for the local rigidity in Theorem 3.3.1.
3.3.5 Distances from the marked length spectrum
In this paragraph, we discuss different notions of distances involving the marked
length spectrum on the space of isometry classes of negatively-curved metrics.
Length distance. We define the following map :
Definition 3.3.1. Let k be as in Theorem 3.3.3. We define the marked length distance
map dL : Met
k,α ×Metk,α → R+ by
dL(g1, g2) := lim sup
j→∞
∣∣∣ log Lg1(cj)
Lg2(cj)
∣∣∣ 12 + lim sup
j→∞
∣∣∣ log Lg2(cj)
Lg1(cj)
∣∣∣ 12 .
We get as a Corollary of Theorem 3.3.3 :
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Corollary 3.3.2. The map dL descends to the set of isometry classes near g0 and
defines a distance in a small Ck,α-neighborhood of the isometry class of g0.
Proof. It is clear that dL is invariant by action of diffeomorphisms homotopic to the
identity since Lg = Lψ∗g for such diffeomorphisms ψ. Now let g1, g2, g3 three metrics.
We have
lim sup
j→∞
∣∣∣ log Lg1(cj)
Lg2(cj)
∣∣∣ 12 = lim sup
j→∞
∣∣∣ log Lg1(cj)
Lg3(cj)
Lg3(cj)
Lg2(cj)
∣∣∣ 12
≤ lim sup
j→∞
∣∣∣ log Lg1(cj)
Lg3(cj)
∣∣∣ 12 + lim sup
j→∞
∣∣∣ log Lg3(cj)
Lg2(cj)
∣∣∣ 12 .
thus dL satisfies the triangular inequality. Finally, By Theorem 3.3.3, if dL(g1, g2) = 0
with g1, g2 in the C
k,α neighborhood Ug0 of Theorem 3.3.3, we have g1 isometric to g2,
showing that dL produces a distance on the quotient of Ug0 by diffeomorphisms.
We also note that Theorem 3.3.3 states that there is Cg0 > 0 such that for each
g1, g2 ∈ Ck,α(M ;S2T ∗M) close to g0 there is a diffeomorphism such that
dL(g1, g2) ≥ Cg0‖ψ∗g1 − g2‖H−1/2
showing that the pressure norm is controlled by the dL distance.
Thurston distance. We also introduce the Thurston distance on metrics with to-
pological entropy 1, generalizing the distance introduced by Thurston in [Thu98] for
surfaces on Teichmu¨ller space (all hyperbolic metrics on surface have topological en-
tropy equal to 1). We denote by E (resp. Ek,α) the space of metrics in Met (resp. in
Metk,α) with topological entropy htop = 1. With the same arguments than in Lemma
3.3.4, this is a codimension 1 submanifold of Met and if g0 ∈ Ek,α, one has :
Tg0Ek,α :=
{
h ∈ Ck,α(M ;S2T ∗M) |
∫
Sg0M
pi∗2h dµ
BM
g0
= 0
}
(3.3.25)
Definition 3.3.2. We define the Thurston non-symmetric distance map dT : Ek,α ×
Ek,α → R+ by
dT (g1, g2) := lim sup
j→∞
log
Lg2(cj)
Lg1(cj)
.
We will prove the
Proposition 3.3.4. The map dT descends to the set of isometry classes of metrics in
Ek,α (for k ∈ N large enough, α ∈ (0, 1)) with topological entropy equal to 1 and defines
a non-symmetric distance in a small Ck,α-neighborhood of the diagonal.
Moreover, this distance is non-symmetric in the pair (g1, g2) which is also the case
of the original distance introduced by Thurston [Thu98] but this is just an artificial
limitation 6 :“It would be easy to replace L 7 by its symmetrization 1/2(L(g, h)+L(h, g)),
but it seems that, because of its direct geometric interpretations, L is more useful just
as it is.” In order to justify that this is a distance, we start with the
6. Thurston, [Thu98].
7. In the notations of Thurston, L(g, h) = lim supj→∞ log
Lg(cj)
Lh(cj)
.
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Lemma 3.3.9. Let g1, g2 ∈ Met. Then :
lim sup
j→∞
Lg2(cj)
Lg1(cj)
= sup
m∈Minv,erg
Im(g1, g2)
Here m is seen as an invariant ergodic measure for the flow ϕg1t living on Sg1M .
However, writing M = Γ\M˜ with Γ ' pi1(M,x0) for x0 ∈ M , it can also be identified
with a geodesic current on ∂∞M˜ × ∂∞M˜ \∆, that is a Γ-invariant Borel measure, also
invariant by the flip (ξ, η) 7→ (η, ξ) on ∂∞M˜ × ∂∞M˜ \∆. This point of view has the
advantage of being independent of g1 (see [ST18]).
Proof. First of all, we claim that
sup
m∈Minv,erg
Im(g1, g2) = sup
m∈Minv
Im(g1, g2).
Of course, it is clear that supm∈Minv,erg Im(g1, g2) ≤ supm∈Minv Im(g1, g2) and thus we
are left to prove the reverse inequality. By compactness, we can consider a measure
m0 ∈ Minv realizing supm∈Minv Im(g1, g2). By Choquet representation Theorem (see
[Wal82, pp. 153]), there exists a (unique) probability measure τ on Minv,erg such that
m0 admits the ergodic decomposition m0 =
∫
Minv,erg
m dτ(m). Thus :
Im0(g1, g2) =
∫
Sg1M
ag1,g2 dm0
=
∫
Minv,erg
∫
Sg1M
ag1,g2 dm dτ(m)
≤ sup
m∈Minv,erg
∫
Sg1M
ag1,g2 dm
∫
Minv,erg
dτ(m) = sup
m∈Minv,erg
Im(g1, g2),
which eventually proves the claim.
Let (cj)j∈N be a subsequence such that limj→+∞ Lg2(cj)/Lg1(cj) realizes the lim sup.
Then, by compactness, we can extract a subsequence such that δg1(cj) ⇀ m ∈ Minv.
Thus :
Lg2(cj)/Lg1(cj) = 〈δg1(cj), ag1,g2〉 →j→+∞ 〈m, ag1,g2〉 = Im(g1, g2),
which proves, using our preliminary remark, that
lim sup
j→+∞
Lg2(cj)/Lg1(cj) ≤ sup
m∈Minv,erg
Im(g1, g2).
To prove the reverse inequality, we consider a measurem0 ∈Minv,erg such that Im0(g1, g2) =
supm∈Minv,erg Im(g1, g2) (which is always possible by compactness). Since m0 is inva-
riant and ergodic, there exists a sequence of free homotopy classes (cj)j∈N such that
δg1(cj) ⇀ m0. Then, like previously, one has
Im0(g1, g2) = lim
j→+∞
Lg2(cj)/Lg1(cj) ≤ lim sup
j→+∞
Lg2(cj)/Lg1(cj),
which provides the reverse inequality.
We can now prove Proposition 3.3.4.
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Proof of Proposition 3.3.4. By (3.3.8), for g1, g2 ∈ Ek,α, we have that IµBMg1 (g1, g2) ≥ 1
and thus by Lemma 3.3.9, we obtain that dT (g1, g2) ≥ 0 (note that g1 and g2 do not need
to be close for this property to hold). Moreover, triangular inequality is immediate for
this distance. Eventually, if dT (g1, g2) = 0, then 0 ≤ log IµBMg1 (g1, g2) ≤ dT (g1, g2) = 0,
that is IµBMg1
(g1, g2) = 1 and by Theorem 3.3.4, it implies that g1 is isometric to g2 if
g2 is close enough to g1 in the C
k,α-topology (note that this neighborhood depends on
g1).
We now investigate with more details the structure of the distance dT . A conse-
quence of Lemma 3.3.9 is the following expression of the Thurston Finsler norm :
Lemma 3.3.10. Let g0 ∈ Ek,α and (gt)t∈[0,ε) be a smooth family of metrics and let
f := ∂tgt|t=0. Then :
‖f‖T := d
dt
dT (g0, gt)
∣∣∣∣
t=0
= sup
m∈Minv,erg
∫
Sg0M
pi∗2f dm (3.3.26)
The norm ‖ · ‖T is a Finsler norm on Tg0Ek,α ∩ kerD∗g0
Proof. We introduce u(t) := edT (g0,gt) and write at := ag0,gt for the time reparametriza-
tion (as in (3.3.5)). Then :
u′(0) =
d
dt
dT (g0, gt)
∣∣∣∣
t=0
= lim
t→0
sup
m∈Minv,erg
∫
Sg0M
at − 1
t
dm
= sup
m∈Minv,erg
∫
Sg0M
a˙0 dm = sup
m∈Minv,erg
∫
Sg0M
pi∗2f dm,
since a˙0 = ∂tat|t=0 and pi∗2f are cohomologous by Lemma 3.3.5.
We now prove that this is a Finsler norm in a neighborhood of the diagonal. We fix
g0 ∈ Ek,α. By Lemma B.1.7, isometry classes near g0 can be represented by solenoidal
tensors, namely there exists a Ck,α-neighborhood U of g0 such that for any g ∈ U ,
there exists a (unique) φ ∈ Diffk+1,α0 such that D∗g0φ∗g = 0. Moreover, if g ∈ Ek,α,
then φ∗g ∈ Ek,α. As a consequence, using (3.3.25), the statement now boils down to
proving that (3.3.26) is a norm for solenoidal tensors f ∈ Ck,α(M ;S2T ∗M) such that∫
Sg0M
pi∗2f dµ
BM
g0
= 0. Since triangular inequality, R+-scaling and non-negativity are
immediate, we simply need to show that ‖f‖T = 0 implies f = 0. Now, for such a
tensor f , we have
P(pi∗2f) = sup
m∈Minv,erg
hm(ϕ
g0
1 ) +
∫
Sg0M
pi∗2fdm
≤ sup
m∈Minv,erg
hm(ϕ
g0
1 ) + sup
m∈Minv,erg
∫
Sg0M
pi∗2fdm = htop(ϕ
g0
1 )︸ ︷︷ ︸
=1
+0
and this supremum is achieved for m = µBMg0 and P(pi
∗
2f) = 1. As a consequence, the
equilibrium state associated to the potential pi∗2f is the Bowen-Margulis measure µ
BM
g0
(the equilibrium state associated to the potential 0) and thus pi∗2f is cohomologous to
a constant c ∈ R (see [HF, Theorem 9.3.16]) which has to be c = 0 since the average
of pi∗2f with respect to Bowen-Margulis is equal to 0, that is there exists a Ho¨lder-
continuous function u such that pi∗2f = Xu. Since f ∈ kerD∗g0 , the s-injectivity of the
X-ray transform Ig02 implies that f ≡ 0.
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The asymmetric Finsler norm ‖ · ‖T induces a distance dF between isometry classes
namely
dF (g1, g2) = inf
γ:[0,1]→E,γ(0)=g1,γ(1)=g2
∫ 1
0
‖γ˙(t)‖T dt
It is easy to prove that dT (g1, g2) ≤ dF (g1, g2). Indeed, consider a C1-path γ : [0, 1]→ E
such that γ(0) = g1, γ(1) = g2. Then, considering N ∈ N, ti := i/N , we have by
triangular inequality
dT (g1, g2) ≤
N−1∑
i=0
dT (γ(ti), γ(ti+1)) =
N−1∑
i=0
‖γ˙(ti)‖T (ti+1 − ti) +O(|ti+1 − ti|2)
→N→+∞
∫ 1
0
‖γ˙(t)‖T dt,
which proves the claim. In [Thu98], Thurston proves that, in restriction to Teichmu¨ller
space, the asymmetric Finsler norm induces the distance dT , that is dT = dF . We make
the following conjecture, which would imply the marked length spectrum rigidity :
Conjecture 3.3.1. The distance dT coincide with dF for isometry classes of negatively
curved metrics with topological entropy equal to 1.
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Chapitre 4
Building parametrices on manifolds
with cusps
« Il est bon qu’il y ait des
he´re´tiques. »
L’Etrange de´faite, Marc Bloch.
This chapter contains most of the article Local rigidity of manifolds with hyperbolic
cusps I. Linear theory and pseudodifferential calculus, written in collaboration with
Yannick Guedes Bonthonneau.
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In this chapter, we construct a microlocal framework of inversion of elliptic pseudo-
differential operators on manifolds with hyperbolic cusps. This is inspired by Melrose’s
b-calculus [Mel93] and the cusp calculus developed by Mazzeo-Melrose [MM98]. Howe-
ver, the calculus is somehow different and based on [Bon16, GW17]. This will allow us
to treat in further chapters all the operators appearing in the proof of the local rigidity
of the marked length spectrum as developed in the previous part in the compact case.
4.1 Introduction
We consider a non-compact smooth manifold N of dimension d + 1 1 with a finite
number of ends N`, which take the form
Z`,a × F`. (4.1.1)
Here, Z`,a = {z ∈ Z` | y(z) > a}, and
Z` =]0,+∞[y×
(
Rd/Λ`
)
θ
.
In all generality, Λ` ⊂ O(d) n Rd is a crystalographic group. However, according to
Bieberbach’s Theorem, up to taking a finite cover, we can assume that Λ ⊂ Rd is a
lattice of translations. We will work with that case, and check that the results are stable
by taking quotients under free actions of finite groups of isometries.
The slice (F`, gF`) is a compact Riemannian manifold. We will use the variables
z = (x, ζ) ∈ Z` × F` and x = (y, θ) ∈ [a,+∞)×Rd/Λ`. We assume that N is endowed
with a metric g, equal over the cusps to
dy2 + dθ2
y2
+ gF` .
We will also have a vector bundle L→ N , and will assume that for each `, there is
a vector bundle L` → F`, so that
L|N` ' Z` × L`.
Whenever L is a hermitian vector bundle with metric gL, a compatible connection ∇L
is one that satisfies
XgL(Y, Z) = gL(∇LXY, Z) + gL(Y,∇LXZ).
Taking advantage of the product structure, we impose that when X is tangent to Z,
∇LXY (x, ζ) = dxY (X) + Ax(X) · Y, (4.1.2)
where the connection form Ax(X) is an anti-symmetric endomorphism depending li-
nearly on X, and A(y∂y), A(y∂θ) do not depend on y, θ. In particular, we get that the
curvature of ∇L is bounded, as are all its derivatives.
Definition 4.1.1. Such data (L→ N, g, gL,∇L) will be called an admissible bundle.
1. The letter n was tired ; we had to resort to its cousin d.
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Given a cusp manifold (M, g), namely a manifold whose ends are real hyperbolic
cusps, the bundle of differential forms over M is an admissible bundle. Since the tangent
bundle of a cusp is trivial, any linearly constructed bundle over M is admissible. For
example, the bundle of forms over the Grassmann bundle ofM , or over the unit cosphere
bundle S∗M . Throughout, the chapter, we will mainly be using Sobolev spaces or
Ho¨lder-Zygmund spaces. As usual, when dealing with non-compact manifolds, weighted
spaces will play an important role. The Sobolev spaces Hs,ρ0,ρ⊥(L) defined for s, ρ0, ρ⊥ ∈
R are Hs-based Sobolev spaces (see §4.2.1 for the definition of Sobolev norms) with
weight yρ0 on the zero Fourier mode (in the θ variable) and yρ⊥ for the non-zero Fourier
modes. We refer to Definition 4.3.1 for an exact definition.
We are going to prove the following result :
Theorem 4.1.1. Let L be an admissible bundle in the sense of Definition 4.1.1.
Assume that L is endowed with a pseudo-differential operator P . Assume that it is
(ρ−, ρ+) − L2 (resp. −L∞)-admissible in the sense of Definitions 4.3.2 (resp. Defini-
tion 4.4.3). Also assume that it is uniformly elliptic in the sense of Definition 4.2.2.
Then there is a discrete set S ⊂ (ρ−, ρ+) such that for each connected component
I := (ρI−, ρ
I
+) ⊂ (ρ−, ρ+) \ S, there is an operator QI that is I-admissible, such that
PQI − 1 and QIP − 1
are bounded as operators
H−N,ρ
I
+−−d/2,ρ⊥(L)→ HN,ρI−+−d/2,ρ⊥(L),
(resp. yρ
I
+−C−N∗ → yρI−+CN∗ ) for all N > 0 and  > 0 small enough. In particular, P
is Fredholm with same index on each space Hs,ρ0−d/2,ρ⊥ (resp. yρ0Cs∗) for s ∈ R, ρ0 ∈
I, ρ⊥ ∈ R.
There is no particular reason for an elliptic pseudo-differential operator to be Fred-
holm on a non-compact manifolds, even if the ellipticity is uniform at infinity. One has
to introduce some kind of ellipticity or boundary condition at infinity, which depends
on the geometry. However here, the lack of compactness is in some sense only one
dimensional, so that many problems can be solved with a one dimensional scattering
approach. An important remark is that we will rely on constructions from [GW17],
itself based on [Bon16]. In the former paper, the techniques from Melrose [Mel93] had
to be adapted to deal with operators that are not elliptic. In Section §4.2.4, we will
compare our setup to that of Mazzeo and Melrose’s fibred cusp calculus. In our case,
we will require that our operators commute with the generators of local isometries of
the cusp, that is ∂θ and y∂y on θ-independent functions. We will be able to allow this
to hold modulo compact operators.
Under this assumption, the general strategy goes as follows : first, one inverts P
modulo a smoothing remainder that is not compact ; by compact injection of Hs ↪→ Hs′
for s > s′ on the orthogonal of the θ-zeroth Fourier mode (see Lemma 4.3.1), it is
sufficient to explicitly invert the operator acting on sections not depending on θ. As in
b-calculus, this is done by introducing an indicial operator IZ(P ) (see §4.3.3) which is
a convolution operator in the r = log y variable, defined on “the model at infinity” and
acting on sections that are independent of θ. The set S can be computed by hand, as
will be explained in Corollary 4.3.1 : it consists of the real parts of the indicial roots of
the indicial family IZ(P, λ).
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4.2 Pseudo-differential operators
Before we can start the proof of the Theorem, we have to introduce some spaces and
some algebras of operators. We want to consider the action of operators on sections of
L → N or more generally from sections of L1 → N to sections of L2 → N where L1,2
are admissible bundles. In the paper [GW17], an algebra of semi-classical operators was
described using results from [Bon16] ; it consisted of families of operators depending on
a small parameter h > 0. In this chapter, we will be using classical operators, which is
equivalent to fixing the value of h to 1.
4.2.1 Functional spaces
Let f be a function on N . We define for an integer k ≥ 0 :
‖f‖Ck(z) = sup
0≤j≤k
‖∇jf(z)‖,
and Ck(N) is the space of functions such that this is uniformly bounded in z ∈ N . We
write f ∈ C∞(N) if all the derivatives of f are bounded. If f is infinitely many times
differentiable, but its derivatives are not bounded, we simply say that f is smooth.
The Christoffel coefficients of the metric in the cusp in the frame
Xy := y∂y, Xθ := y∂θ, Xζ := ∂ζ
are independent of (y, θ). As a consequence, in the cusp, there are uniform constants
such that
‖f‖Ck(z)  sup
|α|
|Xαf(z)|, (4.2.1)
(here, α is a multiindex valued in {y, θ, ζ}.) Let 0 < α < 1. We will write f ∈ Cα(N)
if :
‖f‖Cα := sup
z∈N
|f(z)|+ sup
z,z′∈N,z 6=z′
|f(z)− f(z′)|
d(z, z′)α
= ‖f‖∞ + ‖f‖α <∞
In particular, a function f may be α-Ho¨lder continuous, with a uniform Ho¨lder constant
of continuity (i.e. ‖f‖α <∞), but may not be in Cα(N) if ‖f‖∞ =∞ for instance. It
also makes sense to define Cα for α ∈ R+ \N by asking that f ∈ C [α](N) and that the
[α]-th derivatives of f are α− [α] Ho¨lder-continuous.
The Lebesgue spaces Lp(N), for p ≥ 1, are the usual spaces defined with respect to
the measure dµ = y−d−1dydθd vol(ζ) induced by the metric. For s ∈ R, we define (via
the spectral theorem) :
‖f‖Hs(N) := ‖(−∆ + 1)sf‖L2(N),
and Hs(N) is the completion of C∞(N) with respect to this norm. We will abuse
notations, and denote by y also a smooth extension to N of the coordinates defined in
the cusps ; we will assume this extension is positive. For the reader to get familiar with
these spaces, let us mention the following embedding lemmas.
Lemma 4.2.1. Let 0 ≤ s < s′ < 1 and ρ − d/2 < ρ′. Then yρCs′(N) ↪→ yρ′Hs(N) is
a continuous embedding.
Lemma 4.2.2. Let k ∈ N, s > d+1
2
+ k. Then y−d/2Hs(N) ↪→ Ck(N) is a continuous
embedding.
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The shift by yd/2 will often appear throughout the chapter and is due to the fact
that Sobolev spaces are built from the L2 space induced by the hyperbolic measure
dydθd vol(ζ)/yd+1. We will prove (and even refine) these embedding lemmas in Section
§4.4.3.
4.2.2 Pseudo-differential operators on cusps
To describe the class we will be using, it will suffice to say which types of smoothing
remainders we will allow, and which quantization we will manipulate. Our class of
smoothing operators will be the class Ψ−∞small(L1, L2)(= Ψ
−∞,L2
small (L1, L2)) of operators R
that are bounded as
R : yρH−N(N,L1)→ yρHN(N,L2),
for any ρ ∈ R, N ≥ 0. These are called L2-small smoothing operators.
In the compact part, we will use usual pseudo-differential operators with symbols
σ in the Kohn-Nirenberg class, satisfying usual estimates of the form
|∂αx∂βξ σ| ≤ Cα,β〈ξ〉m−|β|.
It suffices now to explain what we will be calling a pseudo-differential operator in the
ends. For this, we consider one end, and we drop the `’s. Instead of quantizing Za, we
work with the full cusp Z.
Let us denote by Opw the usual Weyl quantization on Rd+1 × Rk. Given χ ∈ C∞c
equal to 1 around 0, and a ∈ S ′(R2d+2k+2), we denote by Opw(a)χ the operator whose
kernel is
K(y, θ, x; y′, θ′, x′) = χ
[
y′
y
− 1
]
KOpw(a)(y, θ, x; y
′, θ′, x′). (4.2.2)
Next, we can associate a ∈ C∞(T ∗(Z × Rk),L(Rn1 ,Rn2)) with its periodic lift
a˜ ∈ C∞(T ∗(Ry × Rdθ × Rkζ ),L(Rn1 ,Rn2)).
(supported for y > 0). Linear changes of variable have an explicit action on the Weyl
quantization on Rd+1+k. We deduce that if f ∈ C∞(Z × Rk,Rn1), denoting by f˜ the
periodic lift to Rd+1×Rk, Opw(a˜)χf˜ is again periodic. In particular, Opw(a˜)χ defines an
operator from compactly supported smooth sections of Rn1 → Z×Rk to distributional
sections of Rn1 → Z × Rk.
As a consequence, it makes sense to set
OpRk(a)f = y
(d+1)/2 Opw(a)χ[y
−(d+1)/2f ].
Using a partition of unity on F`, we can globalize this to a Weyl quantization Op
w
N`,L1→L2 ,
and then on the whole manifold OpwN,L1→L2 — the arguments in [Zwo12, Section 14.2.3]
apply. We will write Op this Weyl quantization on the whole manifold. Since F is com-
pact, one check that the resulting operators are uniformly properly supported above
each cusp.
Now, we need to say more about the symbol estimates that we will require. By 〈ξ〉,
we refer to the Japanese bracket of ξ with respect to the natural metric g∗ on T ∗N ,
which is equivalent to g∗Z` + g
∗
F`
. We denote by Y, J, η the dual variables to y, θ, ζ. In
the case F` is a point, 〈ξ〉 =
√
1 + y2|ξ|2.
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Definition 4.2.1. A symbol of order m is a smooth section a of L(L1, L2) → T ∗N ,
that satisfies the usual estimates over N0, and above each N`, and in local charts in F`,
for each α, β, γ, α′, β′, γ′, there is a constant C > 0 :∣∣∣(y∂y)α(y∂θ)β(∂ζ)γ (y−1∂Y )α′(y−1∂J)β′(∂η)γ′a∣∣∣L(L1,L2) ≤ C〈ξ〉m−α′−|β′|−|γ′|.
This does not actually depend on the order in which the derivatives were taken. We
write a ∈ Sm(T ∗N,L(L1, L2)).
We denote by Ψmsmall(N,L1 → L2)(= Ψm,L
2
small(N,L1 → L2)) the class of operators of
the form
Op(a) +R,
with R ∈ Ψ−∞small and a ∈ Sm.
4.2.3 Microlocal calculus
The following basic results hold
Proposition 4.2.1. Consider a ∈ Sm(T ∗N,L(L1, L2)), and b ∈ Sm′(T ∗N,L(L2, L3)).
Then
1. Op(a) is continuous from yρHs(N,L1) to y
ρHs−m(N,L2) for all s, ρ ∈ R.
2. Op(a) Op(b) ∈ Ψm+m′small , and
Op(a) Op(b) = Op(ab) +O
Ψm+m
′−1
small
(1).
Proof. So far, we can only do the proof of (1) in the case that s,m are integers because
we do not know the nature of the operator (−∆ + 1)s. Using classical results in the
compact part, we can restrict our attention to the cusps, and further to the case of
OpRk . The case when k = 0 was dealt with in [Bon16]. As was explained in Appendix
A of [GW17], the proofs therein adapt readily to the case k ≥ 1. We will come back to
the case that s,m /∈ Z at the end of this subsection.
Definition 4.2.2. Let a ∈ Sm(T ∗N,L(L1, L2)). We will say that a is uniformly elliptic
in there is a constant c > 0 such that for every (x, ξ) ∈ T ∗N with ‖ξ‖ > 1/c and
u ∈ L1,x,
‖a(x, ξ)u‖L2,x ≥ c〈ξ〉mx ‖u‖L1,x .
Proposition 4.2.2. Let a ∈ Sm(T ∗N,L(L1, L2)) be uniformly elliptic. Then we can
find Q ∈ Ψ−m(N,L(L2, L1)) such that
QOp(a) = 1 +R,
with R ∈ Ψ−∞small(N,L(L1, L1)).
Before going on with the proof, observe that the remainder here is not a compact
operator, contrary to the case of a compact manifold.
Proof. Here, we can apply the usual parametrix construction. First one can choose a
q0 ∈ S−m(T ∗N,L(L2, L1)) such that for ‖ξ‖ > 2/c,
q0a = 1L1
118
CHAPITRE 4. BUILDING PARAMETRICES ON MANIFOLDS WITH CUSPS
Then
Op(q0) Op(a) = 1 + Op(r1) +R1.
Here, r1 ∈ S−1(T ∗N,L(L1)), and R1 is small smoothing. Then
Op((1− r1)q0) Op(a) = 1 + Op(r2) +R2,
where r2 ∈ S−2(T ∗N,L(L1)) and R2 is again small smoothing. Now, we can iterate this
construction, and find a formal solution Op(q˜) with
q˜ = q0 −
∑
i≥0
riq0.
(the sum is formal, it does not converge). Then, by means of a Borel summation, one
can find an actual symbol q ∈ S−m(T ∗N,L(L2, L1)) such that as |ξ| → ∞, uniformly
in x,
q ∼ q0 −
∑
i≥0
riq0.
As a consequence one gets
Op(q) Op(a) = 1 +R,
with R small smoothing.
We can now prove Proposition 4.2.1.
Proof of Proposition 4.2.1. The Laplacian defined by the Friedrichs extension of the
quadratic form ∫
N
gL(−∆Lf, f)d volg =
∫
N
‖∇•f‖2
is uniformly elliptic. Given N > 0, by adding a large constant h−2N , we can obtain a
symbol σ such that
Op(σ)(−∆L + h−2N ) = h−2N 1L +OΨ−Nsmall(1).
Following arguments as in the proof of [Zwo12, Theorem 14.8, p.358], one deduces that
for each s ∈ R, there is a uniformly elliptic symbol σs of order s such that
Hs(N,L) = Op(σs)L
2(N,L),
with equivalent norms. Together with the product stability of pseudo-differential ope-
rators, this finishes the proof of Proposition 4.2.1.
In the following, we will write Λ−s = Op(σs).
4.2.4 Fibred cusp calculus
To study Fredholm properties of differential operators on ends of the type (4.1.1),
the so-called fibered-cusp calculus was introduced by Mazzeo and Melrose in [MM98].
We will explain here why it does not suit our needs entirely, reason for developping
our arguments from scratch. The algebra of pseudo-differential operators we have just
introduced is an extension of an algebra of differential operators. The latter is itself
the algebra generated by V0, the Lie algebra of vector fields of the form
ay∂y + by∂θ +X(∂ζ),
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where the coefficients a, b,X are C∞-bounded on Z × F . A crucial observation is that
the Laplacian associated to the metric of Z × F is in this algebra.
Let us recall on the other hand the setup of the Fibred-Cusp Calculus developped by
Mazzeo-Melrose [MM98]. We have a manifold N ′ whose boundary has a finite number
of components. Those have a neighbourhood of the form
[0, [u×X,
with a bundle map p : X → Fζ . The generic coordinate in p−1(ζ) is denoted θ. The
fibred cusp algebra Ψdifffc is the algebra of differential operators generated by the algebra
Vfc of vector fields of the form
au2∂u + bu∂ζ + c∂θ,
where a, b, c are C∞ functions of u, ζ, θ (including at u = 0). In our case, with u = 1/y,
we can see that if V ∈ V0, uV ∈ Vfc. However, if V ∈ Vfc, (1/u)V is not necessarily in
V0. The purpose of [MM98] was to analyze whether operators in Ψdifffc have parametrices
modulo compact remainders when acting on L2(N ′). This involves the inversion of an
indicial operator, which is a family of operators Pˆ (ζ, η), parametrized by (ζ, η) ∈ T ∗F ,
acting on the fiber p−1(ζ) (here Rd/Λ). If P is a differential operator of order m in our
class, umP ∈ Ψdifffc , so one could apply the results in [MM98]. However, here follows
two reasons why this is not satisfying for our purposes.
• In the case that P is not differential, but pseudo-differential of varying order, it
is not quite obvious what would replace the correspondence P 7→ umP . This is
crucial when dealing with anisotropic spaces as in [GW17]. This will intervene
when dealing with the non-linear theory of the marked length spectrum.
• We are able to deal with Ho¨lder-Zygmund spaces (instead of L2(N ′)). As far as
we know, this has not been done before with fibred-cusp calculus.
Since we are dealing with a much smaller class than the whole fibred cusp calculus, the
criterion for being Fredholm is also simpler. Indeed, we only need to invert a family of
operators I(P, λ), with λ ∈ iR, each such operator acting on F (the base instead of the
fiber).
In the general case of the fibred cusp calculus, one does not require that the fibers
p−1(ζ) are flat manifolds. Let us explain why this is crucial in our case. The central
point is to have a space of vector fields that is stable under Lie brackets (a Lie algebra).
If yX1 and yX2 are two vector fields tangent to the fibers, so that X1 and X2 a smooth
up to the boundary, we compute
[yX1, yX2] = y
2[X1, X2].
In particular, we can only allow vector fields X1,2 such that their Lie bracket are O(1/y)
as y → +∞. If we also require that they do not all vanish themselves as y → +∞, this
is a very strong condition on the fibers. It probably implies that the curvature of the
fibers goes to 0 as y → +∞.
This was the reason for Mazzeo and Melrose to study the algebra Vfc. It also suggests
that our techniques could be extended to the fibred cusp case, with the assumption that
there are family of vector fields in the fibers p−1(ζ) which are asymptotically parallel.
This would be verified if these fibers are almost flat manifolds. For example the case of
complex-hyperbolic cusps. We leave this to future investigations, and refer to [Gro78]
and [BBC12].
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To close this section, let us explain why it should not be surprising that the fibred
cusp calculus does not behave very well with propagators. Indeed, consider some pro-
pagator eitP . In its microlocal properties, the Hamiltonian flow of the principal symbol
of P will appear. It is then important that the class of symbols considered is stable
under the action of this flow. In the compact case, to prove such a statement, one relies
on the usual statement that if ϕ is a smooth flow, there is some λ > 0 such that for
t ∈ R.
‖f ◦ ϕt‖Cn ≤ Cneλn|t|‖f‖Cn .
However, the proof of this statement on a manifold uses crucially the fact that the me-
tric has bounded curvature, and bounded covariant derivatives of its curvature tensor.
The crux of the problem is then that the curvature of a metric in the form
dy2 + gy,θ,ζ(dθ)
y2
+ gy,ζ(dζ)
does not even have bounded curvature in general. In particular, there is no reason that
propagators of general fibered-cusp operator propagate singularities in a nice fashion at
infinity. The examples built in [DPPS15] show even that in the case that the curvature,
or its derivatives, are not bounded, new dynamical phenomena appear.
4.3 Parametrices modulo compact operators on weigh-
ted Sobolev spaces.
4.3.1 Black-box formalism
Here again, we follow arguments exposed in [GW17]. Associated to each cusp Z, we
have extension and restriction operators defined in the following way. Start by letting
ΠZf :=
∫
f|Zdθ.
Given f ∈ D′(]a,+∞[×FZ , LZ), we obtain an extended distribution to the manifold
EZf ∈ D′(N,L) by setting
EZf(φ) = f(ΠZφ).
Conversely, given f ∈ D′(N,L), we obtain a restricted distribution to the zero Fourier
mode PZf ∈ D′(]a,+∞[×FZ , LZ) by setting
PZf(φ) = f(EZφ).
Given χ ∈ C∞([a,+∞[) which is locally constant around a, we define
Z(χ)f :=
∑
Z
χ(a)(1− EZPZ)f + EZ(χPZf).
The operators EZ , PZ and Z(χ) together form a black-box formalism, as it was
introduced by Sjo¨strand and Zworski in [SZ91].
Definition 4.3.1. We pick a function y˜ ∈ C∞([a,+∞[) such that y˜(y) = y for y > 3a,
and y˜(y < 2a) = 1. Then we define for s, ρ0, ρ⊥ ∈ R,
Hs,ρ0,ρ⊥(N,L) = Z(y˜ρ0−ρ⊥) (yρ⊥Hs) .
These are weighted Sobolev spaces, with weight yρ0 on the zero Fourier mode and
weight yρ⊥ on the non-zero Fourier modes.
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Note that we take the same weight on each cusps, this will suffice for our pur-
poses. To obtain compact remainders in parametrices, the following observation going
back to [LP76] is essential : for any ρ⊥ ∈ R, s > s′, the restriction of the injection
yρ⊥Hs(N,L) ↪→ yρ⊥Hs′(N,L) to non-constant Fourier modes is compact.
Lemma 4.3.1. If χ ∈ C∞([a,+∞[) is a smooth cutoff function such that χ ≡ 1 for
y > 2a and vanishing around y = a, then for all s > s′ :
1− EZχPZ : Hs,ρ0,ρ⊥(N,L)→ Hs′,−∞,ρ⊥(N,L)
is compact.
By this, we mean that for any N > 0, the operator
1− EZχPZ : Hs,ρ0,ρ⊥(N,L)→ Hs′,−N,ρ⊥(N,L)
is compact.
Proof. The value of ρ0 is inessential here, so we take ρ0 = ρ⊥ = ρ. Since [1 −
EZχPZ , yρ] = 0 sufficiently high in the cusp, the lemma boils down to the case ρ = 0.
For the sake of simplicity, we assume that there is a single cusp and that L → N is
the trivial bundle N × R → N , the general case is handled in a similar fashion. Let
ψn ∈ C∞c (N) be a smooth cutoff function such that ψn ≡ 1 on y < n and ψn ≡ 0 on
y > 2n. The operators of injection
Tn := ψn(1− EZχPZ) ∈ L(Hs(N), Hs′(N))
are compact, so it is sufficient to prove that the injection
T := 1− EZχPZ ∈ L(Hs(N), Hs′(N))
is the norm-limit of the operators Tn. In other words, if we can prove that for all n ∈ N,
there exits a constant Cn > 0 such that : for all f ∈ Hs(N) such that χPZf ≡ 0 (we
denote by Hs0(N) the space of such functions endowed with the norm ‖ · ‖Hs), we have
‖(1− ψn)f‖Hs′ ≤ Cn‖f‖Hs ,
and that Cn →n→+∞ 0, then we are done. Using Wirtinger’s inequality, one can obtain
like in [GW17, Lemma 4.9] that
‖1− ψn‖L(H10 ,L20) ≤ C/n,
for some uniform constant C > 0 (depending on the lattice Λ). Since we trivially have
‖1−ψn‖L(H10 ,H10 ) ≤ 1, we obtain by interpolation that ‖1−ψn‖L(H10 ,Hs0) ≤ (C/n)1−s for
all s ∈ [0, 1]. Since ‖1 − ψn‖L(Hk0 ,Hk0 ) ≤ 1 for all k ∈ Z, we can interpolate once again
to conclude.
Lemma 4.3.2. Consider ρ⊥ ∈ R, ρ0 < ρ′0, and s > s′. Then Hs,ρ0,ρ⊥(N,L) ↪→
Hs
′,ρ′0,ρ⊥(N,L) is a compact injection.
Proof. One can write f = (1−EZχPZ)f +EZχPZf . The first term is dealt by applying
the previous lemma. As to EZχPZf , this is a classical lemma on R.
Eventually, we will need this last lemma :
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Lemma 4.3.3. Consider ρ⊥, ρ′⊥ ∈ R, ρ0 ∈ R, s, s′ ∈ R such that s > s′, ρ⊥ > ρ′⊥. Then
Hs,ρ0,ρ⊥ ↪→ Hs′,ρ0,ρ′⊥ is a continuous embedding.
Proof. Once again, decomposing in zero and non-zero Fourier modes and using inter-
polation estimates, it is sufficient to prove that yH1 ↪→ L2 is a continuous embedding
on functions with zero Fourier mode. But :
‖f‖2yH1 = ‖y−1f‖2H1
 ‖y−1f‖2L2 + ‖y∂y(y−1f)‖2L2 + ‖y∂θ(y−1f)‖2L2 + ‖∂ζ(y−1f)‖2L2
Using Wirtinger’s inequality for functions with zero integral, we can control the term
‖y∂θ(y−1f)‖2L2 = ‖∂θf‖2L2 ≥ ‖f‖2L2 and this provides the sought estimate.
It will be more convenient for zeroth Fourier modes to use the variable r = log y.
The following lemma is crucial :
Lemma 4.3.4. Consider χ ∈ C∞([a,+∞[), constant for y > 2a, and vanishing around
y = a. Then the following maps are bounded
Hs,ρ0,ρ⊥(N,L) 3 f 7→ χPZf ∈ e(ρ0+d/2)rHs(R× FZ , LZ);
eρ0rHs(R× FZ , LZ) 3 f 7→ EZ(χf) ∈ Hs,ρ0−d/2,−∞(N,L),
where r = log y, and Hs(R× FZ , L) is the usual Sobolev space, built from the L2 space
induced by the measure drd volFZ (ζ).
We insist on the fact that there is a shift of −d/2 due to the fact that we are
considering the usual euclidean measure when working in the r-variable. We will prove
this below after Proposition 4.3.1.
4.3.2 Admissible operators
We can now introduce the class of admissible operators.
Definition 4.3.2. Consider A ∈ Ψmsmall(N,L(L1, L2)) and IZ(A) ∈ Ψm(Rr ×FZ , LZ) a
convolution operator in the r-variable. We will say that A is a R-L2-admissible operator
with indicial operator IZ(A) if the following holds. There exists a cutoff function χ ∈
C∞([a,+∞[) (depending on A), such that χ is supported for y > 2a, equal to 1 for
y > C for some C > 2a,
χ[A, ∂θ]χ and EZχ [PZAEZ − IZ(A)]χPZ , (4.3.1)
are operators bounded from yNH−N to y−NHN , for all N ∈ N. The operator IZ(A) is
independent of χ.
When ρ > ρ′, the unique convolution operator that is bounded from eρrL2(dr)
to eρ
′rL2(dr) is the null operator. It follows that the indicial operator associated to
a L2 admissible operator is necessarily unique. Modulo compact remainders, the first
condition in (4.3.1) mean that the operator A preserves the θ-Fourier modes ; the second
condition implies that sufficiently high in the cusp, A is a convolution operator in the
r = log y variable when acting on the zeroth Fourier mode. In particular, if B is a
compactly supported pseudodifferential operator, B is admissible, and IZ(B) = 0.
Observe that in general, if P ∈ Ψm, then in the cusp, χ[P, ∂θ]χ is in y−∞Ψm.
Indeed, its symbol can be expressed with derivatives of the symbol of P , that include
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at least one derivative ∂θ. However, if σ ∈ Sm, ∂θσ ∈ y−∞Sm. What we gain with our
assumption is that the order becomes −∞.
An important consequence of the definition is that if A is admissible, then
χPZA[1− EZχPZ ], and χ[1− EZPZ ]APZχ (4.3.2)
both are continuous from yNH−N to y−NHN . For the first one, let K be the inverse of
∂θ in {f ∈ L2(Rd/Λ),
∫
f = 0}. Abusing notation a little, we consider its action on the
cusps ; it is then bounded on every Hs,ρ
′,ρ⊥ , for all s, ρ, ρ⊥ ∈ R. Then
0 = ∂θχPZA[1− EZP ]χK
= χPZA[1− EZPZ ]χ+ χPZ [∂θ, A][1− EZPZ ]χK,
which proves the first assertion in (4.3.2) by using the assumption (4.3.1) on [∂θ, A].
However the conditions in (4.3.2) are not necessarily stable under products, nor under
taking parametrices.
Proposition 4.3.1. Consider A = Op(σ). Then the first operator in equation (4.3.1)
satisfies the required conditions if ∂θσ = 0. Additionally, the second one also does in
each cusp if,
σ˜ : (r, z;λ, η) 7→
∫
σ|Z(er, θ, ζ; e−rλ, J = 0, η)dθ,
does not depend on r. In that case, the operator IZ(A) is pseudo-differential, properly
supported, and its principal symbol is σ˜. Both these conditions are satisfied when σ is
invariant by local isometries of the cusp.
Finally, an operator A is L2 admissible if and only if it is of the form Op(σ) +
B + R, where σ satisfies the conditions above, R is L2 admissible smoothing, and B
is a compactly supported pseudo-differential operator. We deduce that the set of L2
admissible operators is stable by composition.
From the decomposition (4.1.2), we deduce that ∇L is a geometric operator. More
generally, all the differential operators that can be defined completely locally using
only the metric structure are bound to be properly supported geometric operators. For
example, the Laplacian or the Levi-Civita connection. In the following, the operators
D and D∗D will be local differential operators, so they will be properly supported
geometric operators in the sense of the previous definition.
Proof of Proposition 4.3.1. Again, it suffices to work directly with OpU on Z×U . First,
we observe that when ∂θσ = 0, OpU(σ) commutes with ∂θ. Reciprocally, if [∂θ,Op(σ)]
is bounded from yNH−N to y−NHN , it implies that ∂θσ ∈ y−∞S−∞. In particular,
we can replace σ by
∫
σdθ, and this only adds a negligible correction. For the second
condition, one has to do a change of variables. For details, we refer to [GW17, Section
4.1].
Now, we can prove Lemma 4.3.4.
Proof of Lemma 4.3.4. Recall that Hs = Λ−sL2 with Λs = Op(σs). Actually, since the
operators Op(·) are uniformly properly supported, we can absorb the exponentials yρ,
in the sense that when σ ∈ Sm, yρ Op(σ)y−ρ = Op(σ) + OΨm−1small(1). Additionally, the
symbol σs is built with the metric, so it is invariant under local isometries, and thus it
preserves the zeroth Fourier mode. In particular, it suffices to consider the spaces yρHs
instead of Hs,ρ0,ρ⊥ .
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In particular, it suffices to consider the case ρ = 0. We observe that σs satisfies the
assumptions of Proposition 4.3.1 (because it was built with the symbol of ∆L which has
to commute with the local isometries). The symbol of IZ(Op(σs)) is uniformly elliptic
in the usual sense on T ∗(R × Y ). From this we deduce that it suffices to consider the
case s = 0.
Now, it boils down to the observation that the volume measure on the cusp is
y−d−1dθdy = e−rddθdr with r = log y.
Lemma 4.3.5. Let P be an admissible pseudodifferential operator. Then P is bounded
as an operator between Hs+m,ρ0,ρ⊥ and Hs,ρ0,ρ⊥.
Proof. We decompose the operator in four terms :
P = (1− EZχPZ)P (1− EZχPZ)f
+ EZχPZP (1− EZχPZ)f + (1− EZχPZ)PEZχPZf + EZχPZPEZχPZf
The first term is bounded as a map
Hs+m,ρ0,ρ⊥
1−EZχPZ→ Hs+m,−∞,ρ⊥
↪→ yρ⊥Hs+m P→ yρ⊥Hs 1−EZχPZ→ Hs,−∞,ρ⊥ ↪→ Hs,ρ0,ρ⊥ ,
where we have used the boundedness of P obtained in Proposition 4.2.1. By (4.3.2),
the second and third terms are immediately bounded. As to the last term, it is dealt
exactly like the first term.
4.3.3 Indicial resolvent
Let us consider a R-L2 admissible operator A of order m, and introduce
IZ(A, λ)f(ζ) = e
−λrIZ(A)
[
eλr
′
f(ζ ′)
]
Since A is small, this defines a holomorphic family of operators on FZ ; it is called the
Indicial family associated to A.
Lemma 4.3.6. The Indicial family is a homomorphism in the sense that for all R-L2
admissible operators P and Q, and for all λ ∈ C,
IZ(PQ, λ) = IZ(P, λ)IZ(Q, λ) IZ(P +Q, λ) = IZ(P, λ) + IZ(Q, λ)
Proof. The only non-trivial part of this statement is that if P,Q are admissible, IZ(PQ) =
IZ(P )IZ(Q). To this end, we write (abusing notations for an instant)
PZPQEZ = PZP (EZPZ + 1− EZPZ)QEZ
= PZPEZPZQEZ + compact
= IZ(P )IZ(Q) + compact.
Lemma 4.3.7. Assume A is an elliptic R-L2 admissible operator of order m. Then
for each λ ∈ C, IZ(A, λ) is an elliptic pseudo-differential operator of order m, and
IZ(A, λ)
−1 is a meromorphic family of pseudo-differential operators of order −m. Its
poles are called indicial roots of A (at Z). The set
{<s | s is an indicial root}
is discrete in R.
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Proof. The fact that IZ(A, λ) is a pseudo-differential operator follows from a direct
computation. One can actually compute the principal symbol of IZ(A, λ). It does not
depend on λ :
z, η 7→ σ(A)(er, θ, ζ, 0, 0, η).
In particular, if A was elliptic, so is IZ(A, λ). However, we will need some uniformity
in the ellipticity. We can assume that A decomposes as Op(σ) + R (the compactly
supported pseudo-differential operator does not contribute to the indicial family). Let
us deal with both parts separately. Let us write
IZ(R)f(r, ζ) =
∫
R×FZ
K(r − r′, ζ, ζ ′)f(r′, ζ ′)dr′dζ ′,
so that the kernel of IZ(R, λ) is
K̂(−iλ, ζ, ζ ′),
the Fourier transform being taken in the first variable. Since R is smoothing and R-L2
admissible, for any N, k > 0, ρ ∈ R and T > 0, we let u(r, ζ) = e−ρT (−1)kδ(r −
T )δ(k)(ζ, ζ ′′). Then,
eρrPZREZu = eρrIZ(R)u+OHN,−N (1)
The left hand side is valued in all HN,−d/2, N > 0, with bounds uniform in ζ ′′. According
to Lemma 4.4.8, it is thus contained in Ck, k ≥ 0. However, the first term in the RHS
is eρ(r−T )∂kζ′′K(r − T, ζ, ζ ′′). With r = r0 + T , r0 fixed, and T → +∞, we deduce that
for all ρ ∈ R eρrK(r, ζ, ζ ′) is Ck (in the Banach sense).
Estimating thus the Fourier transform, we deduce that IZ(R, λ) is aO((1+|=λ|)−∞)
Sobolev-smoothing operator on LZ → FZ , locally uniformly in <λ, in the sense that
for all N ∈ N, for all s, s′ ∈ R, for all a < b there exists a constant CN,s,s′,a,b > 0 such
that ‖IZ(R, λ)‖L(Hs,Hs′ ) ≤ CN,s,s′,a,b(1+|=λ|)N for all a < <λ < b.
We now consider a general L2 admissible operator A, like in Proposition 4.3.1. Let
Q be a parametrix for A i.e. such that QA = 1 + R, where R is a small smoothing
operator. We can always choose Q so that it is L2-admissible. Then, by Lemma 4.3.6,
IZ(A, λ)IZ(Q, λ) = 1+IZ(R, λ). From the discussion before, 1+IZ(R, λ) is an analytic
Fredholm family, which is eventually invertible when |=λ| becomes large. It satisfies
the assumptions of the Fredholm Analytic theorem. As a consequence, IZ(Q, λ)(1 +
IZ(R, λ))
−1 is a meromorphic family of bounded operators, and where it is bounded,
it is equal to IZ(A, λ)
−1.
Now, we want to invert IZ(A) from the knowledge of IZ(A, λ)
−1. Pick a ρ ∈ R such
that IZ(A, λ)
−1 has no pole on {<λ = ρ}, and consider the operator Sρ whose kernel is∫
<λ=ρ
eλ(r−r
′)IZ(A, λ)
−1dλ.
Then one finds that Sρ is bounded from e
ρrHs(R× FZ) to eρrHs+m(R× FZ), and
IZ(A)Sρ = 1.
Since IZ(A, λ)
−1 is holomorphic, one also get by contour deformation that Sρ does not
change when ρ varies continuously without crossing the real part of an indicial root, so
that given a connected component I of R\{<λ | IZ(A, λ) is not invertible}, we denote
SI the inverse.
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4.3.4 General Sobolev admissible operators
When dealing with differential operators, whose kernel is supported exactly on the
diagonal, the assumption that one can work with spaces Hs,ρ0,ρ⊥ for any ρ0, ρ⊥ ∈ R is
not very important. However, we will be dealing with pseudo-differential operators that
are not properly supported. We will also be dealing with parametrices, which cannot
be R-admissible since some poles appear.
Definition 4.3.3. Let ρ+ > ρ−. We say that an operator A is (ρ−, ρ+)−L2-admissible
of order m if it can be decomposed as A = Acomp+Acusp+R, where Acomp is a compactly
supported pseudo-differential operator of order m, Acusp = Op(σ) with σ satisfying the
conditions of Proposition 4.3.1. Finally, R is (ρ−, ρ+)− L2-smoothing admissible :
1. For all ρ0 ∈]ρ−, ρ+[, ρ⊥ ∈ R and N > 0, R is bounded from H−N,ρ0−d/2,ρ⊥ to
HN,ρ0−d/2,ρ⊥ ,
2. For all ρ⊥ ∈ R and N,  > 0, [∂θ, R] is bounded as a map
H−N,ρ+−d/2−,ρ⊥ → HN,ρ−−d/2+,ρ⊥ ,
3. There is a convolution operator IZ(R) and C > a such that
χCPZRχCEZ − χCIZ(R)χC
is an operator bounded from
e(ρ+−)rH−N(R× FZ)→ e(ρ−+)rHN(R× FZ),
for all N,  > 0.
The difference between being R-admissible and (ρ−, ρ+)-admissible lies only in the
behaviour on the zeroth Fourier mode in the cusps, where certain asympototic be-
haviour is allowed. In the other Fourier modes in θ, all exponential behaviours are
allowed.
Each (ρ−, ρ+)−L2 admissible operator A is associated with a convolution operator
IZ(A) in each cusp. We can also define the indicial family IZ(A, λ), which is holomorphic
in the strip
Cρ−,ρ+ := {λ ∈ C, <λ ∈ (ρ−, ρ+)}.
Proposition 4.3.2. The set of (ρ−, ρ+)-L2 admissible operators is an algebra of ope-
rators, and the indicial family is also an algebra homomorphism.
The proof is the same as that of Proposition 4.3.1 and Lemma 4.3.6. The proof of
Lemma 4.3.7 still applies, albeit in Cρ−,ρ+ instead of C, so we can still define the set of
indicial roots, and the indicial inverses SI .
4.3.5 Improving Sobolev parametrices
In this section, we will prove Theorem 4.1.1 in the case that the operator is (ρ−, ρ+)-
L2-admissible (except the part about the Fredholm index that we will deal with in
the next section). Recall that in Proposition 4.2.2, we built a symbol q such that
AOp(q)− 1 and Op(q)A− 1 are smoothing operators. From Lemma 4.3.2, we deduce
that it would suffice to improve Op(q) only with respect to the action on the zeroth
Fourier coefficient in the cusps. Since the symbol q was built using symbolic calculus,
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we deduce directly that Op(q) is R-L2-admissible. Consider an open interval I which
is a connected component of
R \ {<λ | λ is an indicial root},
and the corresponding inverse SI of IZ(A). Then set
QI := Op(q) +
∑
Z
EZχC [SI − IZ(Op(q))]χCPZ ,
which is now a I−L2-admissible pseudodifferential operator (indeed, we have corrected
the indicial part of Op(q), by an I-L2 admissible smoothing operator). We now write
QIA = 1+R
′
I and we aim to prove that R
′
I is compact on H
s,ρ0−d/2,ρ⊥ for all s ∈ R, ρ0 ∈
I, ρ⊥ ∈ R. By stability by composition of admissible pseudodifferential operators (see
Proposition 4.3.2), we know that R′I is a smoothing admissible operators. Moreover, the
operator QI was chosen so that IZ(R
′
I) = 0 (this can be checked using the calculation
rules of Lemma 4.3.6). As a consequence, thanks to Lemma 4.3.2, the proof of Theorem
4.1.1 (except the Fredholm properties) now boils down to the following Lemma :
Lemma 4.3.8. Let A ∈ Ψ−m(N,L(L)) be a (ρ−, ρ+)-L2 admissible pseudodifferential
operator such that IZ(A) = 0. Then A is bounded from H
s,ρ0−d/2,ρ⊥ to Hs+m,ρ
′
0−d/2,ρ⊥
for ρ0, ρ
′
0 ∈ (ρ−, ρ+), ρ⊥ ∈ R.
Proof. Let χ be a smooth cutoff function in the cusp. Then :
Af = (1− EZχPZ)A(1− EZχPZ)f
+ EZχPZA(1− EZχPZ)f + (1− EZχPZ)AEZχPZf + EZχPZAEZχPZf
By definition of being admissible, the first three terms directly satisfy the announced
bounds. The last one also does since we have assumed that IZ(A) = 0.
Corollary 4.3.1. The set of ρ0 ∈ (ρ−, ρ+) for which one cannot build such a parametrix
is given by the real part of the set
{λ | <λ ∈ (ρ−, ρ+), IZ(A, λ) is not invertible} .
4.3.6 Fredholm index of operators
We start with the following
Lemma 4.3.9. For all s, ρ0, ρ⊥ ∈ R, one can identify via the L2 scalar product the
spaces (Hs,ρ0,ρ⊥)′ ' H−s,−ρ0,−ρ⊥.
Proof. We have to prove that the bilinear map
C∞c (N,L)× C∞c (N,L) 3 (u, v) 7→ 〈u, v〉 =
∫
N
gL(u, v)d volN(z) (4.3.3)
extends boundedly as a map Hs,ρ0,ρ⊥ × H−s,−ρ0,−ρ⊥ → C. Up to a smoothing order
modification of Λs which we denote by Λ
′
s, we can assume that Λ−sΛ
′
s = 1. Then, for
u, v ∈ C∞c (N,L), one has 〈u, v〉 = 〈Λ−sΛ′su, v〉 = 〈Λsu,Λ′−sv〉. By Lemma 4.3.5, since
Λ±s is admissible, Λ±s : H±s,ρ0,ρ⊥ → H0,ρ0,ρ⊥ is bounded. The boundedness of (4.3.3)
on H0,ρ0,ρ⊥ ×H0,−ρ0,−ρ⊥ → C is immediate (these are L2 spaces with weight yρ0 on the
zeroth Fourier mode and yρ⊥ on the non-zero modes) and thus :
|〈Λsu,Λ′−sv〉| . ‖Λsu‖H0,ρ0,ρ⊥‖Λ′−sv‖H0,−ρ0,−ρ⊥ . ‖u‖Hs,ρ0,ρ⊥‖v‖H−s,−ρ0,−ρ⊥ .
We then conclude by density of C∞c (N,L).
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In the following, we will denote by P ∗ the formal adjoint of a pseudodifferential
operator P . An immediate computation shows that
IZ(P
∗, λ) = IZ(P, d− λ)∗. (4.3.4)
As a consequence, λ is an indicial root of P if and only if d − λ is an indicial root of
P ∗.
Proposition 4.3.3. Let P be a (ρ−, ρ+)-L2 admissible elliptic pseudodifferential opera-
tor of order m ∈ R. Let I be a connected component in (ρ−, ρ+) not containing the real
part of any indicial root. Then P is Fredholm as a bounded operator Hs+m,ρ0−d/2,ρ⊥ →
Hs,ρ0−d/2,ρ⊥ with s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. The index does not depend on s, ρ0, ρ⊥ in that
range.
Proof. We write I = (ρI−, ρ
I
+). First, from the parametrix construction, and the com-
pactness of the relevant spaces, we deduce that the kernel of P is finite dimensional on
each of those spaces (and is actually always the same). Indeed, we have
QP = 1 +K,
with K mapping H−N,ρ
I
+−−d/2,ρ⊥ to HN,ρ
I
−+−d/2,ρ⊥ for any N > 0, any  > 0 small
enough and any ρ⊥ ∈ R. In particular, by the compact embeddings of Lemma 4.3.2,
we know that K is compact on Hs,ρ0−d/2,ρ⊥ , for any s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. We deduce
that the kernel of 1+K is finite dimensional. Moreover, by Lemma 4.3.3 given N > 0
and ρ⊥ ∈ R, we have for N ′ > N large enough ρ′⊥ > ρ⊥ large enough that
HN
′,ρ0−d/2,ρ⊥ ↪→ HN,ρ0−d/2,ρ′⊥ .
and this implies that the kernel of P is contained in the intersection of all the spaces
Hs,ρ0−d/2,ρ⊥ , s ∈ R, ρ0 ∈ I, ρ⊥ ∈ R. In particular, the kernel of P , which is contained
in the kernel of 1 +K satisfies the same result, and its dimension does not depend on
the space. Eventually, using Lemma 4.3.9, we can consider the same argument for the
adjoint P ∗ (to obtain the codimension of the image of P ), and this closes the proof.
4.3.7 Crossing indicial roots
Let A be an elliptic R-admissible (both on L2 and L∞) pseudodifferential operator
of order m > 0. We want to investigate what happens when one crosses an indicial
root : the operator may fail to be injective and/or surjective. For the sake of simplicity,
we assume that the operator A has no indicial root on <(λ) = d/2 and that it is
an isomorphism as a map Hs,ρ,ρ⊥ → Hs−m,ρ,ρ⊥ for all s ∈ R, ρ⊥ ∈ R and ρ in a
neighbourhood of 0. Let us investigate its kernel : we consider u ∈ H0,ρ0,ρ⊥ such that
Au = 0, where ρ0 > 0 and we assume that ρ0 +d/2 is not an indicial root. By ellipticity,
it implies in particular that u ∈ H+∞,ρ0,ρ⊥ and we recall that this notation means that
u ∈ HN,ρ0,ρ⊥ for all N ∈ N. Moreover, we have
Au = 0 = (1− EZχPZχ)A(1− EZχPZχ)u
+ EZχPZχA(1− EZχPZχ)u+ (1− EZχPZχ)AEZχPZχu+ EZχPZχAEZχPZχu
Since A is R-admissible, the first three terms are respectively in
H+∞,−∞,ρ⊥ , H+∞,−∞,−∞, H+∞,−∞,−∞.
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In particular, this implies that
χPZAEZχPZχu = IZ(A)PZχu+Oy−∞H∞(1) = Oy−∞H∞(1),
that is IZ(A)PZχu = Oy−∞H∞(1). Since ρ0+d/2 was assumed not to be an indicial root,
IZ(A) is invertible on e
ρ0+d/2Hs+m → eρ0+d/2Hs, for all s ∈ R with inverse Sρ0+d/2(A)
and the Schwartz kernel of this inverse does not depend on a small perturbation on ρ0.
By Lemma 4.3.4, we have f := PZχu ∈ e(ρ0+d/2)rH∞ and thus Sρ0+d/2(A)IZ(A)f = f .
On the other hand, we know by a classical contour integration argument (note that
we have to consider m > 0 in order to perform this argument, that is we have to use
‖IZ(A, λ)‖L2→L2 = O(〈<(λ)−m〉)) that
Sρ0+d/2(A) = Sd/2(A) +
∑
λ indicial root of A
<λ∈]d/2,ρ0[
Πλ.
This implies, using the boundedness properties of Sd/2 that
f = Sd/2(A)IZ(A)f +
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)f
= Oed/2rH∞(1) +
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)f.
Going back to u and writing u = (1 − χEZPZχ)u + χEZf , we eventually obtain that
u = u0 + u1, where u0 ∈ H+∞,0,ρ⊥ and
u1 = χEZ
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)PZχu,
which lives in a finite-dimensional space. Also observe by the same contour integral
argument that IZ(A)Πλ = 0 on all the space e
rρHs for ρ < <(λ), s ∈ R, where λ is
an indicial root such that <(λ) ∈]d/2, ρ0[. This implies by a rather straightforward
computation that :
Au = 0 = Au0 + Au1︸︷︷︸
=OH+∞,−∞,−∞ (1)
By invertibility of A for functions in Hs,0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, we obtain that u0 =
−A−1(Au1). To sum up the discussion, we have proved the
Lemma 4.3.10. Assume that Au = 0, u ∈ H0,ρ0,ρ⊥ with ρ⊥ ∈ R and ρ0 +d/2 not being
the real part of an indicial root. Then u = u0 + u1 with
u1 = χEZ
∑
λ indicial root of A
<λ∈]d/2,ρ0[
ΠλIZ(A)PZχu
∈ ⊕λ indicial root of A
<λ∈]d/2,ρ0[
H+∞,<(λ)−d/2,−∞,
and Au1 ∈ H+∞,−∞,−∞, and u0 = −A−1(Au1) ∈ H+∞,0,ρ⊥. In particular, u lives in a
finite-dimensional space contained in the range of an explicit finite-rank operator.
We also have a similar statement for the resolution of equation Au = v on smaller
spaces than Hs,0,ρ⊥ .
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Lemma 4.3.11. Let ρ0 < 0 and assume that ρ0 +d/2 is not the real part of an indicial
root (in particular, there is no indicial root on (ρ0 − ε, ρ0 + ε) for some ε > 0). Then,
there exists S ∈ Ψ−m, an (ρ0 − ε, ρ0 + ε)-admissible operator both on L2 and L∞, a
linear mapping G : Hs,ρ0,ρ⊥ → eρrH+∞, bounded on these spaces for all s, ρ, ρ⊥ ∈ R,
such that for all v ∈ Hs,ρ0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, one has :
A−1v = Sv + χEZ
∑
λ indicial root of A
<λ∈]ρ0,d/2[
Πλ(PZχ+G)v.
Moreover, one has AχEZΠλ : erρHs → H+∞,−∞,−∞ for all ρ < <(λ).
Proof. Since A is assumed to be invertible on the spaces Hs,0,ρ⊥ , s ∈ R, ρ⊥ ∈ R, given
v ∈ Hs,ρ0,ρ⊥ for ρ0 < 0, the equation Au = v admits a solution u ∈ Hs+m,0,ρ⊥ and one
needs to prove that u is actually more decreasing than this. The proof follows the same
arguments as the ones given in the proof of Lemma 4.3.10, namely one has to solve
in the full cusp the equation IZ(A)u˜ = f˜ , where f˜ ∈ er(ρ0+d/2)Hs and u˜ is a priori in
erd/2Hs+m.
Finally, putting together Lemmas 4.3.10 and 4.3.11, we deduce that the Fredholm
index of A acting on Hs,ρ,ρ⊥ is given by the
Lemma 4.3.12. When ρ > 0 is not the real part of an indicial root, s, ρ⊥ ∈ R, one
has :
ind(A|Hs,ρ,ρ⊥ ) =
∑
<λ∈]d/2,d/2+ρ[
rank(Πλ).
If ρ < 0, this is minus the sum for <λ ∈]d/2 + ρ, d/2[.
4.4 Pseudo-differential operators on cusps for Ho¨lder-
Zygmund spaces
In this section, we are going to prove that the class of pseudodifferential opera-
tors defined in the previous section is bounded on the Ho¨lder-Zygmund spaces Cs∗ (see
below for a definition). On a compact manifold, this is a well-known fact and we re-
fer to the arguments before [Tay97, Equation (8.22)] for more details. In our case,
there are subtleties coming from the non-compactness of the manifold. First, just as
for the scale of Sobolev spaces Hs (built from the Laplacian induced by the metric),
we need to correctly define the Ho¨lder-Zygmund spaces so that they take into account
the geometry at infinity of the manifold, namely the hyperbolic cusps. This is done
via a Littlewood-Paley decomposition that encapsulates the hyperbolic behaviour. At
this stage, we insist on the fact that the euclidean Littlewood-Paley decomposition is
rather remarkable insofar as it only involves Fourier multipliers (and not “real” pseudo-
differential operators), which truly simplify all the computations. This is not the case
in the hyperbolic world and some rather tedious integrals have to be estimated.
Then, we will be able to prove that the previously defined pseudodifferential ope-
rators of order m ∈ R map continuously Cs+m∗ to Cs∗ , just as in the compact setting.
Since we can always split the operator in different parts that are properly supported in
cusps or in a fixed compact subset of the manifold (modulo a smoothing operator), we
can directly restrict ourselves to operators supported in a cusp as long as we know that
smoothing operators enjoy the boundedness property. Finally, we will prove Theorem
4.1.1 in the L∞ case.
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4.4.1 Definitions and properties
In the paper [Bon16], only Sobolev spaces were considered. So we will have to prove
several basic results of boundedness of the calculus, acting now on Ho¨lder-Zygmund
spaces. We will give the proofs in the case of cusps, and leave the details of extending
to products of cusps with compact manifolds to the reader.
We consider a smooth cutoff function ψ ∈ C∞0 (R) such that ψ(s) = 1 for |s| ≤ 1
and ψ(s) = 0 for |s| ≥ 2. We define for j ∈ N∗,
ϕj(x, ξ) = ψ(2
−j〈ξ〉)− ψ(2−j+1〈ξ〉), (4.4.1)
where 〈ξ〉 := √1 + y2|ξ|2 and here |ξ| is the euclidean norm of the vector ξ ∈ Rd+1.
Observe that
suppϕj ⊂
{
(x, ξ) ∈ Hd+1 × Rd+1 | 2j−1 ≤ 〈ξ〉 ≤ 2j+1} .
Then, with ϕ0 = ψ(〈ξ〉),
∑+∞
j=0 ϕj(x, ξ) = 1. We introduce the
Definition 4.4.1. We define the Ho¨lder-Zygmund space of order s > 0 as :
Cs∗(Z) :=
{
u ∈ L∞(Z) | ‖u‖Cs∗ <∞
}
,
where :
‖u‖Cs∗ := sup
j∈N
2js‖Op(ϕj)u‖L∞(Z).
For s ≤ 0, we define
Cs∗(Z) :=
{
u ∈ ∆NL∞(Z) + L∞(Z) | ‖u‖Cs∗ <∞, N > (|s|+ d+ 1)/2
}
.
The distinction between s ≤ 0 and s ≥ 0 is due to the fact that we need to assume
a priori that u is a distribution in some rough functional space. This will appear in the
computations. One can check that the definition of these spaces do not depend on the
choice of the initial function ψ (as long as it satisfies the aforementioned properties).
This mainly follows from Lemma 4.4.3. Note that, although a cutoff function χ around
the “diagonal” y = y′ has been introduced in (4.2.2) in the quantization Op, we still
have 1 =
∑
j∈N Op(ϕj). Thus, given u ∈ Cs∗ with s > 0, one has u =
∑
j∈N Op(ϕj)u,
with normal convergence in L∞ and
‖u‖L∞ ≤
∑
j∈N
‖Op(ϕj)u‖L∞ ≤
∑
j∈N
2−js 2js‖Op(ϕj)u‖L∞︸ ︷︷ ︸
≤‖Cs∗‖
. ‖u‖Cs∗
It can be checked that this definition locally coincides with the usual definition
of Ho¨lder-Zygmund spaces on a compact manifold, that is for 2 s /∈ N, Cs∗ contains
the functions that have [s] derivatives which are locally L∞ and such that the [s]-
th derivatives are s − [s] Ho¨lder continuous. Indeed, if we choose a function f that
is localized in a strip y ∈ [a, b], then the size of the annulus in the Paley-Littlewood
decomposition is uniform in y and can be estimated in terms of a and b, so the definition
of the Ho¨lder-Zygmund spaces boils down to that of Rd+1. This will be made precise
in Proposition 4.4.2.
2. For s ∈ N, this does not exactly coincide with the set of functions that have exactly [s] derivatives
in L∞.
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Definition 4.4.2. We will say that an operator R is small Zygmund-smoothing, and
write R ∈ Ψ−∞,L∞small (N,L) if
R : yρCs∗(N,L)→ yρCs
′
∗ (N,L)
is bounded for any ρ ∈ R, s, s′ ∈ R. We will denote by Ψm,L∞small (N,L) the operators that
decompose as Op(σ) +R, with σ ∈ Sm and R ∈ Ψ−∞,L∞small (N,L).
We have the equivalent of Proposition 4.2.1 :
Proposition 4.4.1. Let P = Op(σ) be a pseudodifferential operator in the class
Ψm(N,L1 → L2). Then :
P : yρCs+m∗ (N,L1)→ yρCs∗(N,L2),
is bounded for s ∈ R. If σ′ ∈ Sm′ is another symbol,
Op(σ) Op(σ′) = Op(σσ′) +O
Ψm+m
′−1,L∞
small
(1).
As usual, since we added a cutoff function on the kernel of the operator around the
diagonal y = y′, the statement boils down to ρ = 0, which we are going to prove in the
next paragraph.
4.4.2 Basic boundedness
The first step here is to derive a bound on L∞ spaces. We follow the notations in
[Bon16],˜denoting the lifting of functions on Z to periodic functions in Hd+1. If f is a
function on the full cusp Z, then for P = Op(σ), one has :
Pf(x) =
∫
Hd+1
χ(y′/y − 1)
(
y
y′
) d+1
2
Kwσ (y, θ, y
′, θ′)f˜(y′, θ′)dy′dθ′,
where the kernel Kwσ can be written :
Kwσ (x, x
′) =
∫
Rd+1
ei〈x−x
′,ξ〉σ
(
x+ x′
2
, ξ
)
dξ
If P : L∞(Z)→ L∞(Z) is bounded, then :
‖P‖L(L∞,L∞) ≤ sup
(y,θ)∈Hd+1
∫
Hd+1
χ(y′/y − 1)
(
y
y′
) d+1
2
|Kwσ (y, θ, y′, θ′)|dy′dθ′
. sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
|Kwσ (y, θ, y′, θ′)|dy′dθ′.
(4.4.2)
Thus, we will look for bounds on |Kwσ (y, θ, y′, θ′)|. A rather immediate computation
shows that :
xi − x′i
iy+y
′
2
Kwσ = K
w
Xiσ
, (4.4.3)
where x = (x0, x1, ..., xd) = (y, θ) and X0 = y
−1∂Y , Xi = y−1∂Ji for i = 1, ..., d and we
will iterate many times this equality, denoting Xα = Xα00 . . . X
αd
d for each multiindices
α. Since
|Kwσ (y, θ, y′, θ′)| .
∫
Rd+1
|σ((x+ x′)/2, ξ)|dξ,
we also get
|Kwσ (y, θ, y′, θ′)| .
∣∣∣∣x− x′y + y′
∣∣∣∣−α ∫
Rd+1
|Xασ|dξ.
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Lemma 4.4.1. Let σ ∈ S−m with m > d+ 1. Then Op(σ) is bounded on L∞.
Proof. Under the assumptions, σ is integrable in ξ, and so are its derivatives. In par-
ticular, we get for all multiindices α,
|Kwσ (y, θ, y′, θ′)| .
Cα
(y + y′)d+1
∣∣∣∣ y + y′x− x′
∣∣∣∣α .
From this we deduce
|Kwσ (y, θ, y′, θ′)| .
1
(y + y′)d+1
1
1 +
∣∣∣ θ−θ′y+y′ ∣∣∣d+1
and
‖Op(σ)‖L∞→L∞ . sup
y
∫ yC
y/C
dy′
∫
Rd
dθ
1
(y + y′)d+1
1
1 +
∣∣∣ θy+y′ ∣∣∣d+1
. sup
y
∫ yC
y/C
dy′
1
y + y′
<∞.
We now use the previous dyadic partition of unity. Given a symbol σ ∈ Sm, we
define σj := σϕj ∈ S−∞. Observe that
P = Op(σ) =
+∞∑
j=0
Op(σϕj︸︷︷︸
=σj
) =
+∞∑
j=0
Pj,
where Pj := Op(σj). We will need the following refined version of the previous lemma :
Lemma 4.4.2. Assume that σ ∈ Sm. Then, ‖Pj‖L(L∞,L∞) . 2jm
In particular, if u ∈ L∞, we find that u ∈ C0∗ (but the converse is not true !).
Proof. The proof is similar to the proof of Lemma 4.4.1, but we have to be ca-
reful to obtain the right bound in terms of power of 2j. Since ϕj has support in
{2j−1 ≤ 〈ξ〉 ≤ 2j+1}, the kernel Kwσj of Pj satisfies :
|Kwσj(x, x′)| .
∫
{2j−1≤〈ξ〉≤2j+1}
〈ξ〉mdξ . 2
j(m+d+1)
(y + y′)d+1
(4.4.4)
Differentiating in ξ, we get for all multiindices α,
|Kwσj | .
∣∣∣∣ y + y′x− x′
∣∣∣∣α 2j(m−|α|+d+1)(y + y′)d+1 , (4.4.5)
Combining with (4.4.3) (we iterate the equality k′ times in y and k times in θ that is
in each θi coordinate), we obtain :
|Kwσj(x, x′)| .
2j(m+d+1)
(y + y′)d+1
(
1 + 2jk′
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + 2jk ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
) (4.4.6)
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Then, integrating in (4.4.2), we obtain :
‖Pj‖L(L∞,L∞)
. sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
|Kwσ (y, θ, y′, θ′)|dy′dθ′
. 2j(m+d+1) sup
(y,θ)∈Hd+1
∫ y′=Cy
y′=y/C
∫
θ′∈Rd
dy′dθ′
(y + y′)d+1
(
1 + 2jk′
∣∣∣y−y′y+y′ ∣∣∣k′ + 2jk ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
)
. 2j(m+d+1) sup
(y,θ)∈Hd+1
2−jd
∫ y′=Cy
y′=y/C
dy′
(y + y′)
(
1 + 2jk′
∣∣∣y−y′y+y′ ∣∣∣k′)1−d/k
. 2j(m+1)
∫ C
1/C
1
(1 + u)
(
1 + 2jk′
∣∣u−1
u+1
∣∣k′)1−d/k du,
where we have done the change of variable u = y′/y. We let v = 2j 1−u
1+u
, so that
u = (1− 2−jv)/(1 + 2−jv),
1/(1 + u) = (1 + 2−jv)/2, du = − 2
1−j
(1 + 2−jv)2
dv.
and we get the bound∫ C
1/C
1
(1 + u)
(
1 + 2jk′
∣∣u−1
u+1
∣∣k′)1−d/k du
. 2−j
∫ 2j(C−1)/(C+1)
−2j(C−1)/(C+1)
1
(1 + |v|k′)1−d/k
dv
1 + 2−jv
.
Let now k = d+ 1 and k′ = d+ 2. We can bound the term 1/(1 + 2−jv) by (C + 1)/2,
and we get
‖Pj‖L(L∞,L∞) . 2jm
∫
R
dv
(1 + |v|d+2)1/(d+1) . 2
jm.
Here, it was crucial that the kernel is uniformly properly supported.
Lemma 4.4.3. Let σ ∈ Sm. For all N ∈ N, there exists a constant CN > 0 such that
for all integers j, k ∈ N such that |j − k| ≥ 3,
‖Pj Op(ϕk)‖L(L∞,L∞), ‖Op(ϕk)Pj‖L(L∞,L∞) ≤ CN2−N max(j,k),
where Pj = Op(σϕj).
Proof. This is a rather tedious computation and we only give the key ingredients. It is
actually harmless to assume that σ = 1, which we will assume to hold for the sake of
simplicity. We use [Bon16, Proposition 1.19]. We know that
Op(ϕj) Op(ϕk)f(x) =
∫
x′∈Hd+1
(
y
y′
) d+1
2
Kwϕj]ϕk(x, x
′)f(x′)dx′
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where, by definition,
Kwϕj]ϕk(x, x
′) =
∫
ei〈x−x
′,ξ〉ϕj]ϕk
(
x+ x′
2
, ξ
)
dξ (4.4.7)
and
ϕj]ϕk(x, ξ) = 2
−2d−2
∫
e2i(−〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)
ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)dx1dx2dξ1dξ2,
(4.4.8)
where, for fixed y, χ(y, ·, ·) is supported in the rectangle {y/C ≤ y1,2 ≤ yC} (C not
depending on y). To prove the claimed boundedness estimate, it is thus sufficient to
prove that
sup
x∈Hd+1
∫
x′∈Hd+1
(
y
y′
) d+1
2
|Kwϕj]ϕk(x, x′)|dx′ . CN2−N max(j,k),
and we certainly need bounds on the kernel Kwϕj]ϕk . First observe that it is supported
in some region {y/C ′ ≤ y′ ≤ yC ′} so, as before, the term (y/y′) d+12 is harmless in the
integral. Then, we follow the same strategy as in the proof of Lemma 4.4.2. We deduce
that it suffices to obtain bounds of the form
|KwXα(ϕj]ϕk)|, |Kwϕj]ϕk | . CN
2−N max(j,k)
(y + y′)d+1
.
for |α| ≤ d+ 2.
For the sake of simplicity, we only deal with the bound on |Kwϕj]ϕk |, the others being
similar. To obtain a bound on this kernel, it is sufficient to prove that |ϕj]ϕk(x, ξ)| .
CN2
−N max(j,k)〈ξ〉−N (whereN has to be chosen large enough). Indeed, one then obtains :
|Kwϕj]ϕk(x, x′)| . CN2−N max(j,k)
∫
Rd+1
dξ(
1 +
(
y+y′
2
)2 |ξ|2)N/2 . CN
2−N max(j,k)
(y + y′)d+1
.
We denote by y1Dx1,i :=
y1
2i
∂x1,i the operator of derivation and we use in (4.4.8) the
identity
(1 + y21|ξ − ξ1|2)−N(1 + y21D2x1)N(e2i〈x−x1,ξ−ξ1〉) = e2i〈x−x1,ξ−ξ1〉 (4.4.9)
where D2x1 =
∑
iD
2
x1,i
. In terms of Japanese bracket, this can be rewritten shortly
〈ξ − ξ1〉−2N〈Dx1〉2N(e2i〈x−x1,ξ−ξ1〉) = e2i〈x−x1,ξ−ξ1〉. We thus obtain :
ϕj]ϕk(x, ξ) =2
−2d−2
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N
〈Dx1〉2N〈Dx2〉2N (ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)) dx1dx2dξ1dξ2,
We also need to use this trick in the x variable (more precisely on the θ variable) to
ensure absolute convergence of this integral. This yields the formula :
ϕj]ϕk(x, ξ) = 2
−2d−2
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)
〈θ − θ1〉−2M〈θ − θ2〉−2M〈DJ1〉2M〈DJ2〉2M[〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N〈Dx1〉2N〈Dx2〉2N(ϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2))]
dx1dx2dξ1dξ2,
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where M is chosen large enough. We here need to clarify a few things. First of all, the
notation is a bit hazardous insofar as 〈θ − θ1〉2 := 1 + |θ−θ1|2y21 this time. This comes
from the fact that the natural operation of differentiation (which preserves the symbol
class) is 〈DJ1〉2 := 1 +
∑d
i=1(y
−1
1 ∂J1,i)
2. If ones formally develops the previous formula,
one obtains a large number of terms involving derivatives — coming from the brackets
〈DJ1〉2M〈DJ2〉2M〈Dx1〉2N〈Dx2〉2N
— of ϕj and ϕk. These derivatives obviously do not change the supports of these
functions and can only better the estimate (there is a 2−j that pops up out of the
formula each time one differentiates, stemming from the very definition of ϕj). As a
consequence, it is actually sufficient to bound the integral if one forget about these
brackets of differentiation. We are thus left to bound∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈θ − θ1〉−2M〈θ − θ2〉−2M
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2Nϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2)dx1dx2dξ1dξ2.
We can now assume without loss of generality that k ≥ j + 3. Then, ϕj and ϕk are
supported in two distinct annulus whose interdistance is bounded below by 2k−1−2j+1 ≥
2k−2. Using this fact, one can bound the integrand by
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2N〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2)
. CN2−Nk〈ξ〉−4N〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2),
where the last bracket is 〈ξ〉 := √1 + y2|ξ|2. (The estimates actually come out with a
Japanese bracket in terms of y1,2 but these are uniformly comparable to the Japanese
bracket in terms of y because χ is supported in the region {y/C ≤ y1,2 ≤ yC}.) We
thus obtain :∣∣∣∣∣
∫
e2i(〈x−x1,ξ−ξ1〉+〈x−x2,ξ−ξ2〉)〈θ − θ1〉−2M〈θ − θ2〉−2M
〈ξ − ξ1〉−2N〈ξ − ξ2〉−2Nϕj(x2, ξ1)ϕk(x1, ξ2)χ(y, y1, y2))dx1dx2dξ1dξ2
∣∣∣∣∣
. CN2−Nk〈ξ〉−4N
∫
x1∈Rd+1
x2∈Rd+1
2j−1≤〈ξ1〉≤2j+1
2k−1≤〈ξ2〉≤2k+1
〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2)dξ1dξ2dx1dx2
We simply use a volume bound of the annulus (the ball in which it is contained actually)
for the ξ1, ξ2 integrals which provides :∫
2j−1≤〈ξ1〉≤2j+1
dξ1 . 2j(d+1)/yd+11
As a consequence, the bound in the previous integral becomes :
CN
2−Nk
〈ξ〉4N
∫
x1∈Rd+1
x2∈Rd+1
2j−1≤〈ξ1〉≤2j+1
2k−1≤〈ξ2〉≤2k+1
χ(y, y1, y2)dξ1dξ2dx1dx2
〈θ − θ1〉2M〈θ − θ2〉2M
. CN
2−Nk+(j+k)(d+1)
〈ξ〉4N
∫
x1∈Rd+1
x2∈Rd+1
〈θ − θ1〉−2M〈θ − θ2〉−2Mχ(y, y1, y2) dx1dx2
yd+11 y
d+1
2
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Now, the last integral can be bounded by∫ Cy
y1=y/C
∫
θ1∈Rd
∫ Cy
y2=y/C
∫
θ2∈Rd
〈θ − θ1〉−2M〈θ − θ2〉−2M dx1dx2
yd+11 y
d+1
2
. 1,
where M is large enough, which eventually yields the estimate
|ϕj]ϕk(x, ξ)| . CN2−Nk2(j+k)(d+1)〈ξ〉−4N .
Since N was chosen arbitrary, we can always take it large enough so that it swallows
the term 2(j+k)(d+1). In the end, concluding by symmetry of j and k, we obtain the
sought estimate
|ϕj]ϕk(x, ξ)| . CN2−N max(j,k)〈ξ〉−N . (4.4.10)
This implies the estimate on the kernel Kwϕj]ϕk and concludes the proof.
Remark 4.4.1. Following the same scheme of proof, one can also obtain the indepen-
dence of the definition of the Ho¨lder-Zygmund spaces with respect to the cutoff function
ψ chosen at the beginning. If ψ˜ ∈ C∞0 (R) is another cutoff function such that ψ˜ ≡ 1
on [−a, a] and ψ˜ ≡ 0 on R \ [−b, b] (and 0 < a < b), we denote by Op(ϕ˜j) the
operators built from ψ˜ like in (4.4.1). Then, in order to show the equivalence of the
Cs∗- and C˜
s
∗-norms respectively built from ψ or ψ˜, one has to compute quantities like
‖Op(ϕj) Op(ϕ˜k)‖L(L∞,L∞). If k ∈ N is fixed, then the terms Op(ϕj) Op(ϕ˜k) ‘`ınteract”
(in the sense that one will not be able to obtain a fast decay estimate like (4.4.10))
for j ∈ [k − 1 + blog2(a)c, k + 1 + dlog2(b)e]. We can improperly call these terms “dia-
gonal terms”. Note that the number of such terms is independent of both j and k.
The content of Lemma 4.4.3 can be interpreted by saying that when taking the same
cutoff function (that is ψ = ψ˜), the diagonal terms are {j, k ∈ N | |j − k| ≤ 2}. In the
following, we will use the definition of Ho¨lder-Zygmund spaces with the rescaled cutoff
functions ψ˜h := ψ(h·). The diagonal terms are then shifted by log2(h−1).
A consequence of the previous Lemma is the following estimate. Note that it is not
needed for the proof of Proposition 4.4.1 but will appear shortly after when comparing
the Ho¨lder-Zygmund spaces Cs∗ with the usual spaces C
s.
Lemma 4.4.4. Let P = Op(σ) for some σ ∈ Sm,m ∈ R and let 0 < s < m. Then,
there exists a constant C > 0 such that for all j ∈ N :
‖P Op(ϕj)‖L(Cs∗ ,L∞) ≤ C2−j(s−m)
Proof. This is a rather straightforward computation, using Lemma 4.4.3 :
‖P Op(ϕj)f‖L∞ .
∑
k∈N
‖Pk Op(ϕj)f‖L∞
.
∑
|k−j|≥3
‖Pk Op(ϕj)f‖L∞ +
∑
|k−j|≤2
‖Pk Op(ϕj)f‖L∞
.
∑
|k−j|≥3
CN2
−N max(j,k)‖f‖L∞ + 2jm‖Op(ϕj)f‖L∞
. ‖f‖L∞ + 2−j(s−m) 2js‖Op(ϕj)f‖L∞︸ ︷︷ ︸
.‖f‖Cs∗
. 2−j(s−m)‖f‖Cs∗ ,
where N ≥ 1 is arbitrary.
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We can now start the proof of Proposition 4.4.1.
Proof of Proposition 4.4.1, case s+m > 0, s > 0. We look at :
‖Op(ϕj)Pu‖L∞ .
∑
|j−k|≥3
‖Op(ϕj)Pku‖L∞ + ‖Op(ϕj)
∑
|j−k|≤2
Pku‖L∞
The first term can be bounded using Lemma 4.4.3 and for N ≥ [s] + 1 :
sup
j∈N
2js
∑
|j−k|≥3
‖Op(ϕj)Pku‖L∞ ≤ sup
j∈N
2jsCN
∑
|j−k|≥3
2−N max(j,k)‖u‖L∞
. ‖u‖L∞ . ‖u‖Cs+m∗
Concerning the second term, we use the same trick, writing uk := Op(ϕk)u.
‖Op(ϕj)
∑
|j−k|≤2
Pku‖L∞ . ‖
∑
|j−k|≤2
Pku‖L∞
.
∑
|j−k|≤2
∑
|j−l|≥5
‖Pkul‖L∞ +
∑
|j−k|≤2
∑
|j−l|≤4
‖Pkul‖L∞
The first term can be bounded just like before, using Lemma 4.4.3. As to the second
term, we use Lemma 4.4.2, which gives that
sup
j∈N
2js
∑
|j−k|≤2
∑
|j−l|≤4
‖Pkul‖L∞ . sup
j∈N
2js2jm
∑
|j−l|≤4
‖Op(ϕl)u‖L∞ . ‖u‖Cs+m∗
Combining the previous inequalities, we obtain the desired result. Observe that the
proof above also gives that for P ∈ Ψm, m ∈ R,
‖Pu‖C−m∗ . ‖u‖L∞ .
Next, we want to deal with the case of negative s. To this end, we need to have some
rough spaces on which our operators are bounded. Consider the space of distributions
(for some constant h > 0 small enough).
C−2n := (−h2∆ + 1)nL∞.
equipped with the norm
‖u‖ := inf{‖v‖L∞ | (−h2∆ + 1)nv = u}.
Lemma 4.4.5. For n ≥ 1 and h small enough, s > 0, and σ ∈ S−2n+1−s, Op(σ) is
bounded on C−2n. Also, for n > n′, C−2n
′ ⊂ C−2n.
Proof. First of all, we prove that L∞ ⊂ C−2n. To this effect, we consider parametrices
(−h2∆ + 1)n Op(qn) = 1 + hN Op′(rn),
with qn of order −2n, and rn of order −N . Taking N larger than d + 1, by Lemma
4.4.1, Op(rn) is bounded on L
∞ and Op(qn) is bounded from L∞ to C2n∗ ⊂ L∞ by the
previous Lemma. We get that for v ∈ L∞,
(−h2∆ + 1)nOp(qn)(1 + hN Op(rn))−1︸ ︷︷ ︸
:=Pn
v = v,
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the inverse being defined by Neumann series for h small enough and Pn is of order −2n
so Pnv ∈ C2n∗ ⊂ L∞. The inclusion C−2n′ ⊂ C−2n follows decomposing (−h2∆ + 1)n =
(−h2∆ + 1)n′(−h2∆ + 1)n−n′ .
For f = (−h2∆ + 1)nf˜ ∈ C−2n (with f˜ ∈ L∞), observe that
Op(σ)f = Op(σ)(−h2∆ + 1)nf˜ = Op′(σ′h)f˜ + (−h2∆ + 1)n Op(σ)f˜ ,
with σ ∈ S−2n+1−s — here Op′ is a quantization with cutoffs around the diagonal with
a larger support and σ′h ∈ S−s. By the last remark in the proof of the previous lemma,
this is in Cs∗ + (−h2∆ + 1)nC2n+s−1∗ ⊂ L∞ + (−h2∆ + 1)nL∞ ⊂ C−2n.
Proof of Proposition 4.4.1, general case. Given p ∈ Sm and n, we can build parame-
trices
(−h2∆ + 1)k Op(qk) Op(p) = Op(p) + Op(rk),
with qn ∈ S−2k, rn ∈ S−2n−d−1. With k ≥ n+ (m+ d+ 1)/2, we get that for u ∈ C−2n,
Op(p)u = (−h2∆ + 1)k Op(qk) Op(p)u−Op(rk)u ∈ C−2(n+k) + C−2n = C−2(n+k).
In particular, Op(p) is continuous from C−2n to C−4n−2d(m−d−1)/2e. Next, inspecting the
proof of Lemma 4.4.3, we find that it also applies to the spaces C−2n. In particular, we
obtain that for all n ≥ 0, and every s ∈ R,
‖Op(p)u‖Cs∗ ≤ C‖u‖Cs+m∗ + C‖u‖C−2n . (4.4.11)
So far, we have proved that for n ≥ 0, s ∈ R, m ∈ R, Op(p) is continuous as a map
{u ∈ C−2n | ‖u‖Cs+m∗ <∞} → {u ∈ C−4n−2d(m−d−1)/2e | ‖u‖Cs∗ <∞}.
We would like to replace −4n − 2d(m − d − 1)/2e by a number that only depends on
s. To this end, we pick u ∈ C−4n−2d(m−d−1)/2e such that ‖u‖Cs∗ <∞. First off, if s > 0,
then u ∈ L∞. So we assume that s ≤ 0. Then for all  > 0, using the estimate (4.4.11),
‖Op(〈ξ〉s−)u‖C∗ <∞.
Using parametrices again, we can find rN ∈ S−s− and q ∈ Ss+ so that
u = Op(qs+) Op(〈ξ〉−s−)u+ Op(rN)u.
Since Op(rN)u,Op(〈ξ〉−s−)u ∈ L∞, we can apply the first part of the proof and obtain
u ∈ C−2d(s++d+1)/2e.
4.4.3 Correspondance between Ho¨lder-Zygmund spaces and
usual Ho¨lder spaces
We prove that the Ho¨lder-Zygmund spaces Cs∗(Z) coincide with the usual spaces
Cs(Z) when s ∈ R+ \ N.
Proposition 4.4.2. For all s ∈ R+ \ N, Cs∗(Z) = Cs(Z) and more precisely
‖f‖Cs∗(Z)  ‖f‖Cs(Z).
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For the sake of simplicity, we prove the previous proposition in the case s ∈ (0, 1),
the general case being handled in a similar fashion. This will require a preliminary
Lemma 4.4.6. There exists a constant C > 0 such that for all j ∈ N :
‖Op(ϕj)1‖L∞ ≤ C2−j.
Proof. Let us start by giving an explicit expression :
Op(ϕj)1 =
∫
Hd+1
∫
Rd+1
χ(y′/y − 1)(y/y′) d+12 ei〈x−x′,ξ〉σj
(
y + y′
2
, ξ
)
dξdy′dθ′.
Since there is no dependence in θ, we can remove θ and J and get
∫ +∞
y′=0
∫ +∞
Y=−∞
χ(y′/y − 1)(y/y′) d+12 ei〈y−y′,Y 〉σj
(
y + y′
2
, Y, J = 0
)
dY dy′
That is,
∫ +∞
y′=0
∫ +∞
Y=−∞
χ(y′/y − 1)(y/y′) d+12 ei〈y−y′,Y 〉ψ
2−j
√
1 +
(
y + y′
2
Y
)2− ψ
2−j+1
√
1 +
(
y + y′
2
Y
)2 dY dy′
Making the change of variables u = y+y
′
2
, we get the following expression :
2×
∫ +∞
u=y/2
∫ +∞
Y=−∞
χ(2u/y − 2)
(
y
2u− y
) d+1
2
e2i〈y−u,Y 〉[
ψ
(
2−j
√
1 + (uY )2
)
− ψ
(
2−j+1
√
1 + (uY )2
)]
dY du.
(4.4.12)
It is sufficient to prove that each term in this difference is bounded by C2−j. Let us
deal with the first one for instance. For the sake of simplicity, we also forget about the
factors
χ(2u/y − 2)
(
y
2u− y
) d+1
2
since, in the end, this will amount to integrating in the y′ variable for y′ ∈ [y/C ′, yC ′],
for some uniform constant C ′ > 0. Using the identity
(
i∂Y
2u
)(
e2i〈y−u,Y 〉
)
= e2i〈y−u,Y 〉,
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we can thus estimate the first term in (4.4.12)∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y 〉ψ
(
2−j
√
1 + (uY )2
)
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
(
i∂Y
2u
)2 (
e2i〈y−u,Y 〉
)
ψ
(
2−j
√
1 + (uY )2
)
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y 〉
(
i∂Y
2u
)2 [
ψ
(
2−j
√
1 + (uY )2
)]
dY du
=
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉
(
i∂Y
2
)2 [
ψ
(
2−j
√
1 + Y 2
)]
dY du/u
= −2
−j
4
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉[
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
+ 2−j
Y√
1 + Y 2
ψ′′
(
2−j
√
1 + Y 2
)]
dY du/u
Once again, we only estimate the first term in the previous sum, the second one being
handled in the same fashion. By definition, ψ is supported in the ball of radius 2, thus :∣∣∣∣∣2−j
∫ yC′
u=y/C′
∫ +∞
Y=−∞
e2i〈y−u,Y/u〉
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
dY du/u
∣∣∣∣∣
. 2−j
∫ yC′
u=y/C′
∫ +∞
Y=−∞
1
(1 + Y 2)3/2
ψ′
(
2−j
√
1 + Y 2
)
dY du/u
. 2−j
∫ yC′
u=y/C′
∫
|Y |≤2·2j
dY
(1 + Y 2)3/2
du/u . 2−j
∫ yC′
u=y/C′
du/u . 2−j
This concludes the proof of the Lemma.
We can now prove Proposition 4.4.2 :
Proof. We first prove that there exists C > 0 such that for all functions f ∈ Cs∗ ,
‖f‖Cs ≤ C‖f‖Cs∗ . For x, x′ ∈ Z such that d(x, x′) ≤ 1, we write :
|f(x)− f(x′)| =
∣∣∣∣∣∑
j∈N
(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)
∣∣∣∣∣
≤
∑
j∈N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)|
Let N ∈ N \ {0} be the unique integer such that 2−N ≤ d(x, x′) ≤ 2−N+1. We split the
previous sum between j ≥ N and j < N . First :∑
j≥N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)| .
∑
j∈N
‖Op(ϕj)f‖L∞
.
∑
j≥N
2−js‖f‖Cs∗
. 2−sN‖f‖Cs∗ . ‖f‖Cs∗d(x, x′)s
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Now, using Lemma 4.4.4 with P = ∇ (note that 0 < s < m = 1), one has :∑
j<N
|(Op(ϕj)f) (x)− (Op(ϕj)f) (x′)| .
∑
j<N
‖∇Op(ϕj)f‖L∞d(x, x′)
. 2−j(s−1)‖f‖Cs∗d(x, x′) . ‖f‖Cs∗d(x, x′)s
Eventually, using the obvious estimate ‖f‖L∞ . ‖f‖Cs∗ , one obtains ‖f‖Cs . ‖f‖Cs∗ .
Let us now prove the other estimate. We start with :
Op(ϕj)f(x) =
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)f(x′)dx′
=
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)(f(x′)− f(x))dx′
+ f(x) Op(ϕj)1
According to Lemma 4.4.6, the last term is bounded by . ‖f‖L∞2−j . ‖f‖Cs2−j. As
to the first term, using the Ho¨lder property of f :∣∣∣∣∫
Hd+1
χ(y′/y − 1)(y/y′) d+12 Kwϕj(x, x′)(f(x′)− f(x))dx′
∣∣∣∣
.
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12
∣∣∣Kwϕj(x, x′)∣∣∣ d(x, x′)sdx′‖f‖Cs
Now, following the exact same arguments as the ones developed in Lemma 4.4.2 and
using the crucial fact that on the support of the kernel of the pseudodifferential operator
(namely for y′ ∈ [y/C, yC]) one can bound the distance d(x, x′) . | log(y/y′)| + |θ−θ′|
y
,
one can prove the estimate
sup
x∈Hd+1
∫
Hd+1
χ(y′/y − 1)(y/y′) d+12
∣∣∣Kwϕj(x, x′)∣∣∣ d(x, x′)sdx′ . 2−js
The sought estimate ‖f‖Cs∗ . ‖f‖Cs then follows immediately.
4.4.4 Embedding estimates
Using the Paley-Littlewood decompositions in the cusps, we are going to prove the
embedding estimates. We can actually strengthen them to the following two Lemmas :
Lemma 4.4.7. For all s, s′ ∈ R such that s′ > s, ρ, ρ′ ∈ R such that ρ′ > ρ− d/2,
yρCs
′
∗ (N,L) ↪→ yρ
′
Hs(N,L)
is a continuous embedding.
In our notations, yρ
′
Hs = Hs,ρ
′,ρ′ .
Lemma 4.4.8. For all s, ρ ∈ R,
yρHs(N,L) ↪→ yρ+d/2Cs−(d+1)/2∗ (N,L)
is a continuous embeddings.
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Observe that the two lemmas are locally true so that it it is sufficient to prove them
when the function is supported on a single fibered cusp. The key lemma here is the
following
Lemma 4.4.9. For all s ∈ R,
‖u‖2Hs(N) 
∑
j∈N
‖Op(ϕj)u‖2L2(Z)4js
Proof. The proof is done using semiclassical estimates and then concluding by equiva-
lence of norms when h is bounded away from 0. For h > 0, we start from
‖u‖2Hsh(N)  ‖Oph(〈ξ〉
s)u‖2L2
=
∑
j,k
〈Oph(〈ξ〉sϕj)u,Oph(〈ξ〉sϕk)u〉
=
∑
|j−k|≤2
〈Oph(〈ξ〉sϕj)u,Oph(〈ξ〉sϕk)u〉+
∑
|j−k|≥3
〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉.
The first term is obviously bounded by .
∑
j ‖Oph(〈ξ〉sϕj)u‖2L2(Z). To bound the last
term we can first use the estimate (4.4.10) in the proof of Lemma 4.4.3 which yields
〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉 ≤ CN2−N max(j,k)‖u‖2H−Nh ,
whereN > |s| is taken arbitrary large and thus∑|j−k|≥3〈Oph(〈ξ〉sϕk) Oph(〈ξ〉sϕj)u, u〉 .
‖u‖2
H−Nh (Z)
. Now, we also have that
‖u‖2
H−Nh
= ‖Oph(〈ξ〉−N)u‖2L2
= ‖
∑
j
Oph(〈ξ〉−Nϕj)u‖2L2
.
∑
j
2−j‖Oph(2j〈ξ〉−N−s〈ξ〉sϕj)u‖2L2
.
∑
j
2−j(‖Oph(〈ξ〉sϕj)u‖2L2 + h‖u‖2H−Nh (Z))
.
∑
j
‖Oph(〈ξ〉sϕj)u‖2L2 + h‖u‖2H−Nh (Z),
where the peniultimate inequality follows from Ga¨rding’s inequality [GW17, Lemma
A.15] for symbols of order −(2N − 1) since 2j〈ξ〉−N−s〈ξ〉sϕj ∈ S−(2N−1) is controlled
by . 〈ξ〉sϕj. For h small enough, we can swallow the term h‖u‖2H−Nh (Z) in the left-hand
side and we eventually obtain that ‖u‖2Hsh .
∑
j ‖Oph(〈ξ〉sϕj)u‖2L2 , where the constant
hidden in the . notation is independent of h. Actually, since 〈ξ〉sϕj . 2jsϕj, the same
arguments involving Ga¨rding’s inequality also yield
‖u‖2Hsh .
∑
j
‖2js Oph(ϕj)u‖2L2 .
On the other hand,∑
j
‖Oph(〈ξ〉sϕj)u‖2L2(Z) = 〈
∑
j
Oph(〈ξ〉sϕj)2u, u〉.
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Using expansions for products, we find that this is . 〈Oph(〈ξ〉2s
∑
ϕ2j)u, u〉. This itself
is controlled by the Hsh norm. Eventually, we conclude by equivalence of norms when
h is bounded away from 0 (see Remark 4.4.1).
We will also need the following observation : Op(ϕj)(y
ρu) = yρ Op′(ϕj)(u) for some
other quantization Op′ (the cutoff function χ(y′/y−1) in the quantization Op is changed
to (y′/y)ρχ(y′/y − 1)). In the following proof, we will denote by Op′ and Op′′ other
quantizations than Op which are produced by multiplying the cutoff function χ by some
power of y′/y. Eventually, one last remark is that Proposition 4.4.2 imply in particular
that the spaces Cs∗(N) defined for s ∈ R+ \N do not depend on the choice of the cutoff
function χ in the quantization (insofar as they can be identified to the usual Ho¨lder
spaces Cs(N)).
Proof of Lemma 4.4.7. We fix ρ < ρ′ + d/2 and ε > 0 small enough so that ρ <
ρ′ + d/2− ε. Then :
‖u‖2
yρ′Hs =
∑
j∈N
‖Op(ϕj)(y−ρ′u)‖2L24js
.
∑
j∈N
‖y−ρ′ Op′(ϕj)u‖2L24js
.
∑
j∈N
‖y−ρ′−d/2+ε Op′(ϕj)u‖2L∞4js
.
∑
j∈N
‖Op′′(ϕj)(y−ρ′−d/2+εu)‖2L∞4js
.
∑
j∈N
4j(s−s
′) ‖Op′′(ϕj)(y−ρ′−d/2+εu)‖2L∞4js
′︸ ︷︷ ︸
≤‖u‖2
yρ
′+d/2−εCs′∗
. ‖u‖2
yρ
′+d/2−εCs′∗
. ‖u‖2
yρCs′∗
,
since s < s′.
Proof of Lemma 4.4.8. Let us sketch the proof for the embedding y−d/2H(d+1+ε)/2 ↪→
C0, the general case being handled in the same fashion with a little bit more work. We
start by computing a L1 → L∞ norm for Op(σ) when σ ∈ S−(d+1+). We find
‖Op(σ)‖2yρL1→L∞ ≤ sup
x,x′
yd+1y′2ρ
∣∣∣∣∣∑
γ∈Λ
Kwσ (x, y
′, θ′ + γ)
∣∣∣∣∣ .
Going through the arguments of proof for equation (4.4.6), we deduce that
|Kwσ (x, y′, θ′)| ≤
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + ∣∣∣∣θ − θ′y + y′
∣∣∣∣k
)]−1
.
As a consequence, we have to estimate :
∑
γ∈Λ
|Kwσ (x, y′, θ′ + γ)| ≤
∑
γ∈Λ
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′ + ∣∣∣∣θ − θ′ + γy + y′
∣∣∣∣k
)]−1
≤
[
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)]−1∑
γ∈Λ
1 +
∣∣∣ θ−θ′+γy+y′ ∣∣∣k
1 +
∣∣∣y−y′y+y′ ∣∣∣k′

−1
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Since y + y′ > a the function in the sum has bounded variation, so we can apply a
series-integral comparison, and replace it by the integral.
≤ C(y + y
′)d
(y + y′)d+1
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)∫
γ∈Rd
1 +
∣∣∣ θ−θ′y+y′ + |γ|∣∣∣k
1 +
∣∣∣y−y′y+y′ ∣∣∣k′

−1
≤ 1
y + y′
(
1 +
∣∣∣∣y − y′y + y′
∣∣∣∣k′
)−1+d/k
.
We deduce that
‖Op(ϕj)‖2yρL1→L∞ ≤ sup
x,x′
yd+1y′ρ
(y + y′)(1 + ∣∣∣∣y − y′y + y′
∣∣∣∣k′
)1−d/k−1 .
This is bounded for ρ = −d. We conclude that Op(σ) is bounded from y−dL1 to L∞.
Now, we recall that for h > 0 small enough, (−∆ + h−2)−(d+1+)/2 = Op(σd+1+) + R,
with R smoothing, and σd+1+ ∈ S−d−1−. For f ∈ y−dW d+1+,1, writing
f = (−∆ + h−2)−(d+1+)/2 (−∆ + h−2)+(d+1+)/2f︸ ︷︷ ︸
∈y−dL1
,
we deduce that y−dW d+1+,1 ↪→ C0 for  > 0. By interpolation, we then deduce that
y−d/2W (d+1+)/2,2 = y−d/2H(d+1+ε)/2 ↪→ C0.
4.4.5 Improving parametrices II
In this section, we will explain how one can prove Theorem 4.1.1 in the case of
operators acting on Ho¨lder-Zygmund spaces on cusps. Let us gather the conditions for
an operator to be R-L∞-admissible.
Definition 4.4.3. Let A ∈ Ψm,L∞small (N,L), and for each cusp Z, IZ(A) ∈ Ψm(R×FZ , LZ)
a pseudo-differential convolution operator. We will say that A is R-L∞-admissible with
indicial operator IZ(A) if the following holds. There exist some cutoff function χ ∈
C∞([a,+∞[), such that χ ≡ 1 on y > C for some C > 2a,
χ[∂θ, A]χ and EZχ [PZAEZ − IZ(A)]χPZ , (4.4.13)
are operators bounded from yNC−N∗ to y
−NCN∗ , for all N ∈ N. The operator IZ(A) is
independent of χ.
In the proof of Theorem 4.1.1 in the case of L2-admissible operators, the main in-
gredients were the existence of the inverse of the indicial operator and the compactness
of some injections. Translating the proof to the case of Ho¨lder-Zygmund spaces, the
compactness of the corresponding injections is still assured.
Lemma 4.4.10. For any ρ ∈ R, s > s′, the restriction of the injection yρCs(N,L) ↪→
yρCs
′
(N,L) to non-constant Fourier modes is compact. In other words, if χ is a smooth
cutoff function such that χ ≡ 1 for y > 2a and vanishing around y = a, then
1− EZχPZ : yρCs(N,L)→ yρCs′(N,L)
is compact.
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Proof. We follow the proof of Lemma 4.3.1. Like in that proof, it is sufficient to prove
that ‖(1 − ψn)f‖C0∗ ≤ C/n‖f‖Cs0∗ for some s0 > 0, C > 0 and then to conclude by
interpolation. Since L∞ ↪→ C0∗ and C1+∗ ↪→ C1 (for any  > 0), it is therefore sufficient
to prove that ‖(1 − ψn)f‖L∞ ≤ C/n‖f‖C1 . By Poincare´-Wirtinger’s inequality, there
exists a constant C > 0 (only depending on the lattice Λ) such that for any f such that∫
fdθ = 0, ‖f(y)‖L∞(Td) ≤ C‖∂θf(y)‖L∞(Td), for all y > a. Thus, ‖(1−ψn)f(y)‖L∞(Td) ≤
C/n‖y∂θf(y)‖L∞(Td) and passing to the supremum in y, we obtain the sought result.
The fact that the indicial operator has a bounded inverse is however a bit more
subtle. For simplicity, assume there are no indicial roots in {<λ ∈ I} ⊃ iR, and
consider the action of
SI =
∫
iR
eλ(r−r
′)(IZ(A, λ))
−1dλ, (4.4.14)
on Cs∗(R×FZ). While the action of convolution operators on L2 spaces is very convenient
to analyze, it is not so easy for Ho¨lder-Zygmund spaces. First, from the computations
in the proof of Lemma 4.3.4, we deduce that the Cs∗ spaces of L→ N , correspond with
the usual Cs∗ spaces of LZ → R× FZ .
Next, we prove the following lemma
Lemma 4.4.11. Assume that Op(σ) is admissible. Then IZ(Op(σ), λ) is 〈=λ〉−1-semi-
classically elliptic, i.e it can be written as Oph(σ˜λ) + O(h∞), where h = 〈=λ〉−1, the
remainder is a smoothing operator, and both σ˜λ and 1/σ˜λ are symbols.
Proof. Let us express the kernel of IZ(Op(σ)) (in local charts in FZ) as∫
eiΦ(r,r
′,λ,z,η)χ(r − r′)σ˜
(
z + z′
2
, λ, η
)
2e(r+r
′)/2
er + er′
dηdλ
(2pi)1+k
.
with
Φ = 〈z − z′, η〉+ 2λ tanh r − r
′
2
.
As a consequence, IZ(Op(σ), λ) = Op(σλ) with
σλ =
1
2pi
∫
e−λu+2iµ tanh
u
2
χ(u)
cosh u
2
σ˜(z, µ, η)dudµ.
This integral is stationary at µ = i=λ, u = 0, with compact support in u, and symbolic
estimates in µ. So we get σλ ∈ Sm, with the refined estimates
|∂αz ∂βη σλ| ≤ Cα,β(1 + |=λ|2 + |η|2)(m−|β|)/2, (4.4.15)
with constants Cα,β locally uniform in <λ. We deduce from this that IZ(Op(σ), λ)
is semi-classical with parameter h = 〈=λ〉−1. Since σ was elliptic, we also get for
|λ|2 + |η|2 > 1/c2 :
σλ = σ(z, λ, η)
(
1 +O
( |<λ|
(|=λ|2 + |η|2)1/2
))
.
As a consequence, IZ(Op(σ), λ) is elliptic for all λ, and is semi-classical elliptic as
h→ 0, so it is invertible for h small enough.
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From this, we deduce that IZ(A, λ)
−1 is also pseudo-differential, and 〈=λ〉−1-semi-
classically elliptic and that SI is pseudo-differential. More precisely, we recall from the
proof of Lemma 4.3.7 that if QA = 1+R is a first parametrix for A, then we can write
for |=λ|  0 large enough
IZ(A, λ)
−1 = IZ(Q, λ)(1 + IZ(R, λ))−1
= IZ(Q, λ) + IZ(Q, λ)IZ(R, λ)(1 + IZ(R, λ))
−1
= Op(σλ) +Rλ,
where σλ ∈ S−m satisfies the symbolic estimates (4.4.15) with m replaced by −m
and Rλ is a O(〈=λ〉−∞) smoothing operator. Note that, in (4.4.15), σλ also satisfies the
symbolic estimate when differentiating with respect to λ. Writing σ˜(λ, z, η) := σλ(z, η),
we have that σ˜ ∈ S−m(R× FZ) (and is independent of r).
We write SI = S
(1)
I +S
(2)
I , the operators respectively obtained from the contributions
of Op(σλ) and Rλ in the formula (4.4.14). Choosing local patches in FZ , we can write
S
(1)
I f(r, ζ) =
∫
R×Rn
eiλ(r−r
′)ei〈ζ−ζ
′,η〉σ˜(λ, z, ξ)f(r′, ζ ′)dr′dζ ′dλdη,
and this is a classical pseudodifferential operator of order −m on R × FZ which is
bounded as a map Cs∗(R× FZ)→ Cs+m∗ (R× FZ).
It remains to study S
(2)
I . For the sake of simplicity, we will confuse in our notations
the operator and its kernel. We pick z, z′ ∈ FZ and r > 1. When |ρ| < ,
S
(2)
I (r, z, z
′) =
∫
R
eitrRit(z, z
′)dt = eρr
∫
R
eitrRit+ρ(z, z
′)dt,
where Rit+ρ is O(〈t〉−∞) in C∞(FZ × FZ), for |ρ| < . We deduce that S(2)I (r, z, z′) is
O(e−|r|) in C∞(R×FZ×FZ). In particular, S(2)I acts boundedly as a map Cs∗(R×FZ)→
Cs+m∗ (R×FZ). Now that we have checked that SI is bounded on the appropriate spaces,
the proof of Section §4.3.5 applies. This finishes the proof of Theorem 4.1.1.
4.4.6 Fredholm index of elliptic operators II
We now state a result concerning the Fredholm index of elliptic operators acting on
Ho¨lder-Zygmund spaces. It is similar to Proposition 4.3.3.
Proposition 4.4.3. Let P be a (ρ−, ρ+)-L∞ and −L2 admissible elliptic pseudo-
differential operator of order m ∈ R. Let I be a connected component in (ρ−, ρ+)
not containing any indicial root. Then, the Fredholm index of the bounded operator
P : yρCs+m∗ → yρCs∗ is independent of s ∈ R, ρ ∈ I. Moreover, the Fredholm in-
dex coincides with that of Proposition 4.3.3, that is of P acting on Sobolev spaces
Hs+m,ρ−d/2,ρ⊥ → Hs,ρ−d/2,ρ⊥, for s, ρ⊥ ∈ R.
Proof. This is a rather straightforward consequence of Proposition 4.3.3 combined with
the embedding estimates of Lemma 4.4.7 and Lemma 4.4.8.
This concludes the proof of Theorem 4.1.1.
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Chapitre 5
Linear perturbation theory
« Des ciels gris de cristal. Un
bizarre dessin de ponts (...) »
Les Ponts, Illuminations, Arthur
Rimbaud
This chapter contains the last part of the article Local rigidity of manifolds with hy-
perbolic cusps I. Linear theory and pseudodifferential calculus, written in collaboration
with Yannick Guedes Bonthonneau.
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In this chapter, we use the formalism developed in the previous chapter in order
to study three operators on manifolds with hyperbolic cusps : ∇S (the gradient of the
Sasaki metric on the unit tangent bundle SM), D (the operator of differentiation of
symmetric tensors) and D∗D (the Laplacian on 1-forms). This will allow us to prove
that such manifolds are spectrally rigid that is rigid for infinitesimal perturbations of
the marked length spectrum. This result will be a first step towards the proof of the
local rigidity in the next chapter.
5.1 Spectral rigidity of cusp manifolds
In this chapter, we are interested in the linear version of the marked length spec-
trum rigidity problem, namely the question of infinitesimal spectral rigidity as it was
originally studied in [GK80a]. We recall that a manifold (M, g) is said to be spectrally
rigid if any smooth isospectral deformation (gλ)λ∈(−1,1) of the metric g is trivial, namely
there exists an isotopy (φλ)λ∈(−1,1) such that φ∗λgλ = g. In the case of a closed manifold,
this usually boils down to proving that the X-ray transform I2 — that is, the integra-
tion of symmetric 2-tensors along closed geodesics in (M, g) — on symmetric solenoidal
or divergence-free 2-tensors is injective. This will be called solenoidal injectivity in the
rest of the paper.
As mentioned in Chapter 2, the solenoidal injectivity of this operator I2 was first
obtained for negatively-curved closed surfaces by Guillemin-Kazhdan in their celebra-
ted paper [GK80a] and then extended by [CS98, PSU14a, Gui17a]. In this chapter,
we are interested in the solenoidal injectivity of Ig2 on noncompact complete manifolds
of negative curvature whose ends are real hyperbolic cusps. This does not seem to
have been considered before in the literature and will be a stepping stone in the proof
of the local marked length spectrum rigidity of such manifolds in the next chapter.
More precisely, the case we will consider will be that of a complete negatively-curved
Riemannian manifold (M, g) with a finite numbers of ends of the form
Za,Λ = [a,+∞[y×(Rd/Λ)θ,
where a > 0, and Λ is a crystallographic group with covolume 1. On this end, we have
the hyperbolic metric
g =
dy2 + dθ2
y2
.
We recall that such a manifold (M, g) is called a cusp manifold. The sectional curvature
of g is constant equal to −1, and the volume of Za,Λ is finite. All ends with finite volume
and curvature −1 take this form. In dimension two, all cusps are the same (we must
have Λ = Z). However, in higher dimensions, if Λ and Λ′ are not in the same orbit of
SO(d,Z), Za,Λ and Za′,Λ′ are never isometric. In the following, we will sometimes call
cusp manifolds such manifolds. Up to taking a finite cover, we can always assume that
each Λ is a lattice in Rd.
In our case, we denote by C the set of hyperbolic free homotopy classes on M , which
is in one-to-one correspondance with the set of hyperbolic conjugacy classes of pi1(M, ·).
In each such class c ∈ C of C1 curves on M , there is a unique γg(c) which is a geodesic
for g. If h is a symmetric 2-tensor, we define its X-ray transform by
I2h(c) =
1
`(γg(c))
∫ `(γg(c))
0
hγ(t)(γ˙(t), γ˙(t))dt,
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Z1
Z2
Z3
M0
Figure 5.1 – A surface with three cusps.
where γ is a parametrization by arc-length. We will prove the
Theorem 5.1.1. Let (Md+1, g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. Let −κ0 < 0 be the maximum of the sectional curvature.
Then, for all α ∈ (0, 1) and β ∈ (0,√κ0α), the X-ray transform I2 is injective on
yβCα(M,S2T ∗M) ∩H1(M,S2T ∗M) ∩ kerD∗
Here, D∗ denotes the divergence on 2-tensors : as usual, a tensor f is declared to be
solenoidal if and only if D∗f = 0. It is defined as the formal adjoint (for the L2-scalar
product) of the operator D := σ ◦ ∇ acting on 1-forms, where ∇ is the Levi-Civita
connection and σ is the operator of symmetrization of 2-tensors. In turn, the previous
Theorem 5.1.1 implies the spectral rigidity for smooth compactly supported isospectral
deformations.
Corollary 5.1.1. Let (Md+1, g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. Let (gλ)λ∈(−1,1) be a smooth isospectral deformation of g = g0
with compact support in M . Then, there exists an isotopy (φλ)λ∈(−1,1) such that φ∗λgλ =
g.
Theorem 5.1.1 is the first step towards proving the local rigidity of the marked
length spectrum on such manifolds, as the X-ray transform on symmetric 2-tensors
turns out to be the differential of the marked length spectrum. This program will be
carried out in the following chapter.
In order to prove Theorem 5.1.1, we will need — together with an approximate
Livsic-type theorem which does not really differ from the compact case — to study
the decomposition of symmetric 2-tensors into a potential part and a solenoidal part.
Namely, we will need to prove that any symmetric 2-tensor f can be written as f = Dp+
h, where p is a 1-form and h is solenoidal. The existence of such a decomposition relies
on the analytic properties of the elliptic differential operator D∗D and in particular on
the existence of a parametrix with compact remainder. Since the manifold M is not
compact, this theory is made harder (smoothing operators are no longer compact) and
one has to resort to a careful analysis of the behaviour of the operator on the infinite
ends of the manifold. This will heavily rely on the previous chapter.
5.2 X-ray transform and symmetric tensors
5.2.1 Gradient of the Sasaki metric
A first step towards the Livsic Theorem 5.2.1 is the analytic study of the gradient
∇S induced by the Sasaki metric gS (itself induced by g) on the unit tangent bundle
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SM of (M, g). We recall (see Appendix B) that the tangent bundle to SM can be
decomposed according to :
T (SM) = V⊕⊥ H⊕⊥ RX,
where H is the horizontal bundle, V is the vertical bundle and SM is endowed with
the Sasaki metric gS. If pi : TM → M denotes the projection on the base, then dpi :
H⊕⊥RX → TM is an isomorphism, and there also exists an isomorphism K : V→ TM
called the connection map. We denote by ∇S the Levi-Civita connection induced by
the Sasaki metric gS on SM . Given u ∈ C∞(SM), one can decompose its gradient
according to :
∇Su = ∇vu+∇hu+Xu ·X, (5.2.1)
where ∇v,h are the respective vertical and horizontal gradients (the orthogonal projec-
tion of the gradient on the vertical and horizontal bundles), i.e. ∇vu ∈ V,∇hu ∈ H.
Lemma 5.2.1. The gradient ∇S : C∞(SM) → C∞(SM, T (SM)) is an elliptic R-
L2 and R-L∞ admissible differential operator of order 1. Its only indicial root is 0.
Moreover, there exists two ]0,+∞[-L2 and L∞ admissible pseudodifferential operators
Q,R of order −1,−∞ such that :
Q∇S = 1 +R
with R bounded from H−N,ρ−d/2,ρ⊥ to HN,−d/2+,ρ⊥ and from yρCs∗ to y
Cs∗ for all d/2 >
 > 0, N ∈ N, ρ > 0, ρ⊥ ∈ R.
Proof. The fact that ∇S is an elliptic admissible differential operator of order 1 is
immediate. We compute its indicial operator. Let TZ ' [a,+∞) × Td × R × Rd be a
global trivialization of the tangent space to the cusp with coordinates (y, θ, vy, vθ). Let
f ∈ C∞(Rd+1) be a smooth 0-homogeneous function. Then :
y−λ∇S(fyλ) = ∇vf + λfdpi−1(y∂y) +
d∑
i=1
(Rif)dpi
−1(y∂θi)
where Ri := −vθi∂vy+vy∂vθi and∇S actually denotes the gradient on the whole tangent
bundle TM . We set I(Q, λ)(Z) := λ−1gS(Z, dpi−1(y∂y)). Then :
I(Q, λ)I(∇S, λ)f = f
The only indicial root of ∇S is thus λ = 0.
5.2.2 Exact Livsic Theorem
We recall that C is the set of hyperbolic free homotopy classes on M and that
for each such class c ∈ C of C1 curves on M , there is a unique representant γg(c)
which is a geodesic for g. In this section, we prove an exact Livsic theorem asserting
that a function whose integrals over closed geodesic vanish is a coboundary, namely a
derivative in the flow direction. For f ∈ C0(SM), we can define
Igf(c) =
1
`(γg(c))
∫ `(γg(c))
0
f(γ(t), γ˙(t))dt,
for c ∈ C.
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Theorem 5.2.1 (Livsic Theorem). Let (Md+1, g) be a negatively-curved complete ma-
nifold whose ends are real hyperbolic cusps. Denote by −κ0 the maximum of the sec-
tional curvature. Let 0 < α < 1 and 0 < β <
√
κ0α. Let f ∈ yβCα(SM) ∩ H1(SM)
such that Igf = 0. Then there exists u ∈ yβCα(SM) ∩ H1(SM) such that f = Xu.
Moreover, ∇vXu,∇X∇vu ∈ L2(SM) and u thus satisfies the Pestov identity (Lemma
5.2.2).
We will denote by N⊥ the subbundle of TM → SM whose fiber at (x, v) ∈ SM
is given by N⊥(x, v) := {v}⊥. Using the maps dpi and K, the vectors ∇v,hu can be
identified with elements of N⊥, i.e. K(∇vu), dpi(∇hu) ∈ N⊥. For the sake of simplicity,
we will drop the notation of these projection maps in the following and consider ∇v,hu
as elements of N⊥. Before starting with the proof of the Livsic Theorem 5.2.1, we recall
the celebrated Pestov identity :
Lemma 5.2.2 (Pestov identity). Let (Md+1, g) be a cusp manifold. Let u ∈ H2(SM).
Then
‖∇vXu‖2 = ‖∇X∇vu‖2 −
∫
SM
κ(v,∇vu)‖∇vu‖2dµ(x, v) + d‖Xu‖2,
where κ is the sectional curvature and µ is the Liouville measure.
In the compact case, the proof is based on the integration of local commutator for-
mulas and clever integration by parts (see [PSU15, Proposition 2.2] or Appendix B).
Since the manifold has finite volume and no boundary, the proof is identical and we
do not reproduce it here. By a density argument and using the fact that the sectio-
nal curvature is pinched negative, assuming only ∇vXu ∈ L2(SM), we deduce that
∇X∇vu,∇vu ∈ L2(SM) and
‖∇X∇vu‖, ‖∇vu‖ . ‖∇vXu‖.
Proof of Theorem 5.2.1. In this proof, we will first build u, and then determine its exact
regularity. For the construction, we follow the usual tactics, but we give the details since
we want to let the Ho¨lder constant grow at infinity. For the sake of simplicity, we will
denote by y : M → R+ a smooth extension of the height function (initially defined in
the cusps) to the whole unit tangent of the manifold, such that 0 < c < y is uniformly
bounded from below and y ≤ a on M \ ∪`Z`. The case of uniformly Ho¨lder functions
was dealt with in [PPS15, Remark 3.1]. Since the flow is transitive, we pick a point
with dense orbit x0, and define
u(ϕt(x0)) =
∫ t
0
f(ϕs(x0))ds.
Obviously, we have Xu = f , so it remains to prove that it is locally uniformly Ho¨lder to
consider the extension of u to SM . Pick x1 = ϕt(x0) and x2 = ϕt′(x0), with t
′ > t. Pick
 > 0, and assume that d(x1, x2) = . By the Shadowing Lemma, there is a periodic
point x′ with d(x1, x′) <  and period T < |t′−t|+C, for some uniform constant C > 0
depending on the dynamics, which shadows the segment (ϕs(x0))s∈[t,t′]. Moreover, there
exists a time τ ≤ C such that we have the following estimate :
d(ϕs(ϕτ (x1)), ϕs(x
′)) ≤ Ce−√κ0 min(s,|t′−t|−s) (5.2.2)
This is a classical bound in hyperbolic dynamics (see [HF, Proposition 6.2.4] for ins-
tance). The constant
√
κ0 follows from the fact the maximum of the curvature is related
to the lowest expansion rate of the flow (see [Kli95, Theorem 3.9.1] for instance).
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Then, using the assumption that
∫ T
0
f(ϕs(x
′))ds = 0, we write :
u(x2)− u(x1) =
∫ t′−t
0
f(ϕs(x1))ds
=
∫ t′−t−τ
0
f(ϕs(ϕτ (x1)))− f(ϕs(x′))ds−
∫ T
t′−t−τ
f(ϕs(x
′))ds+
∫ τ
0
f(ϕs(x1))ds
The last two terms are immediately bounded by . y(x1)β. As to the first one, it
is controlled by .
∫ t′−t
0
y(ϕs(x
′))βd(ϕs(x1), ϕs(x′))α using the assumption on f . Let
us find an upper bound on y(ϕs(x
′)). Of course, when a segment of the trajectory
(ϕs(x
′))s∈[0,T ] is included in a compact part of the manifold (say of height y ≤ a),
y(ϕs(x
′)) is uniformly bounded by a, so the only interesting part is when the trajectory
is contained in the cusps. In time |t′ − t|, the segment (ϕs(x′))s∈[0,T ] has started and
returned at height y(x1). Thus, it can only go up to a height
y(ϕs(x
′)) ≤ emin(s,|t′−t|−s)y(x1). (5.2.3)
Combining (5.2.2) and (5.2.3), this leads to :∫ t′−t
0
y(ϕs(x
′))βd(ϕs(x1), ϕs(x′))α
.
∫ t′−t
0
y(x1)
βeβmin(s,|t
′−t|−s)d(x1, x2)αe−α
√
κ0 min(s,(t′−t)−s)ds
. y(x1)βd(x1, x2)α
∫ t′−t
0
e(β−α
√
κ0) min(s,|t′−t|−s)ds
As long as
√
κ0α > β, this is uniformly bounded as |t′ − t| → +∞. In particular, we
conclude that u is yβCα, and we can thus extend it to a global yβCα function on SM .
We now have to prove that u ∈ H1(SM) and to this end, we will use a kind of boots-
trap argument. Since f ∈ H1(SM) and f = Xu, we obtain that ∇vXu ∈ L2(SM).
Moreover, as discussed after the Pestov identity, we obtain directly that∇X∇vu,∇vu ∈
L2(SM).
By using the commutator identity [X,∇v] = −∇h (see [PSU15, Lemma 2.1]), we
deduce ∇hu ∈ L2(SM). Thus, ∇Su ∈ L2. By Lemma 5.2.1, we deduce that u ∈
H1(SM)
5.2.3 X-ray transform and symmetric tensors
Like in the compact setting, we introduce the
Definition 5.2.1. The X-ray transform on symmetric m-tensors is defined in the same
way as for C0 functions on SM : if h is a symmetric m-tensor,
Imh(c) =
1
`(γg(c))
∫ `(γg(c))
0
pi∗mh(γ(t), γ˙(t))dt,
where t 7→ γ(t) is a parametrization by arc-length, c ∈ C.
In the following, we will restrict our study to 1- and 2-tensors but it is very likely
that most of the results still hold for tensors of general order m ∈ N. As in the compact
case, we obtain :
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Lemma 5.2.3. The symmetric derivative D is R-L2 and R-L∞ admissible. Its only
indicial root is −1. Additionally, it is injective on yρHs and yρCs∗ for all ρ, s ∈ R. In
particular, there is a ]−1,+∞[-L2 (resp. ]−1,+∞[-L∞) admissible pseudo-differential
operators Q,R of order −1,−∞ such that
QD = 1 +R,
with R : H−N,ρ−d/2−1,ρ⊥ → HN,−d/2−1−,ρ⊥ and R : yNC−N∗ → y−1+CN∗ bounded for all
N ∈ N, ρ > 0, ρ⊥ ∈ R,  > 0. In particular, the image of D is closed.
Proof. Since D is a differential operator, it makes no difference to work with Sobolev
or Ho¨lder-Zygmund spaces. The first step is to prove that D is uniformly elliptic.
We deal with the general case m ≥ 0. By taking local coordinates around a point
(x, ξ) ∈ T ∗M \ {0} for instance, one can compute the principal symbol of the operator
D which is σ(D)(x, ξ) : u 7→ σ(ξ⊗u), where u ∈ ⊗mS T ∗xM (see [Sha94, Theorem 3.3.2]).
Then, using the fact that the antisymmetric part of ξ ⊗ u vanishes in the integral :
‖σ(D)u‖2 ≥ C−1m
∫
Sd
〈ξ, v〉2pi∗mu2(v)dv = C−1m |ξ|2
∫
Sd
〈ξ/|ξ|, v〉2pi∗mu2(v)dv > 0,
unless u ≡ 0. Since ⊗mS T ∗xM is finite dimensional, the map
(u, ξ/|ξ|) 7→ ‖σ(D)(x, ξ/|ξ|)u‖,
defined on the compact set {u ∈ ⊗mS T ∗xM, |u|2 = 1} × Sd is bounded and attains its
lower bound C2 > 0 (which is independent of x). Thus ‖σ(x, ξ)u‖ ≥ C|ξ|‖u‖, so the
operator is uniformly elliptic.
Next, let us give a word on the injectivity of D. Consider a 1-form f such that
Df = 0, and f is either in some yρHs or some yρCs∗ . Then f is smooth by the elliptic
regularity Theorem. As a consequence pi∗1f is a smooth function on SM . Recall that
Xpi∗1f = pi
∗
2Df = 0. Additionally, the geodesic flow admits a dense orbit ; we deduce
that pi∗1f is a constant. However, since f is a 1-form, pi
∗
1f(x,−v) = −pi∗1f(x, v) for all
(x, v) ∈ SM , thus f = 0.
Now, we recall the results from Section §4.3. Since D is a differential operator that
is invariant under local isometries, it is a R admissible elliptic operator. In particular, it
suffices to determine whether its associated indicial operator IZ(D,λ) has a left inverse.
In the present case, since D is an operator on sections of a bundle over M , the indicial
operator is just a matrix. We consider a 1-form α in the cusp in the form
yλ
[
a
dy
y
+
∑
bi
dθi
y
]
Then we find that
Dα = yλ
[
a
(
λ
dy2
y2
−
∑ dθ2i
y2
)
+
∑
bi(λ+ 1)
dθidy + dydθi
y2
]
.
The matrix IZ(D,λ) is thus the transpose of
λ −1 −1 . . . −1 0 0 . . . 0
0 0 0 0 0 2(λ+ 1) 0 . . . 0
0 0 0 0 0 0 2(λ+ 1) . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 0 0 . . . 2(λ+ 1)

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In particular, with
J(λ) =

(λ+ 1)−1 −(λ+ 1)−1 0 . . . 0 . . . 0
0 0 0 0 (2(λ+ 1))−1 . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . (2(λ+ 1))−1

we get
J(λ)IZ(D,λ) = 1; ‖J−1‖ = O(|λ|−1) as =λ→ ±∞.
We deduce that D has −1 for sole indicial root. As a consequence, we can apply
Theorem 4.1.1 :
QD = 1 +R, (5.2.4)
with R bounded from H−N,ρ,ρ⊥ to HN,−d/2−1+,ρ⊥ and from yρC−N∗ to y
ρCN∗ , for all
d/2 >  > 0, N > 0, ρ > −d/2 + 1, ρ⊥ ∈ R.
5.2.4 Projection on solenoidal tensors
In this section, we will study the symmetric Laplacian on 1-forms, that is the ope-
rator ∆ := D∗D acting on sections of T ∗M → M . This will allow us to define the
projection on symmetric solenoidal tensors. We will denote by λ±d = d/2±
√
d+ d2/4.
Lemma 5.2.4. For all s ∈ R, ρ ∈]λ−d , λ+d [, ρ⊥ ∈ R, the operator ∆ is invertible on the
spaces Hs,ρ−d/2,ρ⊥(M,T ∗M) and on yρCs∗(M,T
∗M). Its inverse ∆−1 is a pseudodiffe-
rential operator of order −2.
Proof. The operator ∆ = D∗D is elliptic since D is elliptic, and it is also invariant
under local isometries, and differential. In particular, it is R-L2 and R-L∞ admissible,
so we can apply Theorem 4.1.1. Let us compute its indicial operator : we find
I(∆, λ)
(
a
dy
y
)
= (λ2 − λd− d)ady
y
I(∆, λ)
(
bi
dθi
y
)
=
1
2
(λ+ 1)(λ− (d+ 1))bidθi
dy
I(∆, λ) is a diagonal matrix which is invertible for
λ /∈
−1, d+ 1, d/2±√d+ d2/4︸ ︷︷ ︸
=λ±d

The interval ]λ−d , λ
+
d [ does not contain other any roots, so we can apply directly Theorem
4.1.1, and get a pseudo-differential operator of order −2, Q, bounded on the relevant
Sobolev and Ho¨lder-Zygmund spaces such that
Q∆ = 1 +K, (5.2.5)
with K bounded from yρH−N to y−ρHN , yρ+d/2C−N∗ to y
d/2−ρCN∗ for all ρ ∈ [0, λ+d −
d/2[. We can also do this on the other side :
∆Q = 1 +K ′, (5.2.6)
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K ′ satisfying the same bounds. We deduce that ∆ is Fredholm and the index is constant
on the window with weight ρ ∈]λ−d , λ+d [ (see Propositions 4.3.3 and 4.4.3). Additionally,
from the parametrix equation, we find that any element of its kernel (on any Sobolev
or Ho¨lder-Zygmund space we are considering) has to lie in L2(SM). However, on L2,
∆u = 0 implies Du = 0, and u = 0. Additionally, on L2 (which corresponds to the
weight ρ = d/2), ∆ is self-adjoint so it is invertible and its Fredholm index is 0.
As a consequence, we obtain the
Lemma 5.2.5. pikerD∗ = 1−D∆−1D∗ is the orthogonal projection on solenoidal ten-
sors. It is a ]λ−d , λ
+
d [-L
2 admissible operator operator of order 0.
In other words, this proves that any tensor in the spaces yρCs∗ (resp. H
s,ρ−d/2,ρ⊥) for
s ∈ R, ρ ∈]λ−d , λ+d [, ρ⊥ ∈ R admits a unique decomposition in solenoidal and potential
tensors f = Dp+h (see Appendix B), just like in the compact setting, with h ∈ kerD∗
and p ∈ yρCs+1∗ (resp. Hs+1,ρ−d/2,ρ⊥) and h ∈ yρCs∗ (resp. Hs,ρ−d/2,ρ⊥).
5.2.5 Solenoidal injectivity of the X-ray transform
We now prove Theorem 5.1.1. As usual, the proof relies on the Pestov identity
combined with the Livsic theorem. It follows exactly that of [CS98] ; nevertheless,
we thought it was wiser to include it insofar as we only work in H1 regularity on a
noncompact manifold (where as [CS98] is written in smooth regularity on a compact
manifold).
We recall that there exists a canonical splitting
T(x,v)(TM) = V(x,v) ⊕⊥ H(x,v),
where (x, v) ∈ TM which is orthogonal for the Sasaki metric. We insist on the fact that
we now work on the whole tangent bundle TM and no longer on the unit tangent bundle
SM . As a consequence, the horizontal space H is the same but the vertical space V
sees its dimension increased by 1. These two spaces are identified to the tangent vector
space TxM via the maps dpi and K.
Given u ∈ C∞(TM), we can write ∇Su = ∇vu +∇hu, where ∇vu ∈ V,∇hu ∈ H.
We denote by divv,h the formal adjoints of the operators ∇v,hS .
Proof. We first start with an elementary inequality. Let u ∈ C∞(SM). We extend u
to TM \ {0} by 1-homogeneity. The local Pestov identity [CS98, Equation (2.14)] at
(x, v) ∈ TM reads :
2〈∇hu,∇v(Xu)〉 = |∇hu|2 + divh Y + divv Z − 〈R(v,∇vu)v,∇vu〉
where
Y := 〈∇hu,∇vu〉v − 〈v,∇hu〉∇vu Z := 〈v,∇hu〉∇hu
Moreover, 〈v, Z〉 = |Xu|2. Integrating over SM and using the Green-Ostrogradskii
formula [Sha94, Theorem 3.6.3] together with the assumption that the curvature is
nonpositive, we obtain :∫
SM
‖∇hu‖2dµ ≤ 2
∫
SM
〈∇hu,∇v(Xu)〉dµ− (3 + d)
∫
SM
〈v, Z〉︸ ︷︷ ︸
=|Xu|2
dµ (5.2.7)
157
CHAPITRE 5. LINEAR PERTURBATION THEORY
Note that by a density argument, the previous formula extends to functions u ∈
H1(SM) such that ∇v(Xu) ∈ L2(SM).
We now consider the case where pi∗2f = Xu with f ∈ H1 (and thus u ∈ H1 and
∇v(Xu) ∈ L2 by the arguments given in the proof of Livsic theorem). Following [CS98,
Equation (2.18)], one obtains the following equality almost-everywhere in TM :
2〈∇h,∇v(Xu)〉 = divhW − 4× upi∗m(D∗f),
with W (x, v) = 4u(x, v)(fx(·, v, ..., v))] (where ] : T ∗M → TM is the musical isomor-
phism). In (5.2.7), this yields∫
SM
(|∇hu|2 + (3 + d)|Xu|2) dµ ≤ −4∫
SM
upi∗m(D
∗f)dµ (5.2.8)
We now assume that f is a symmetric 2-tensor in
yβCα(M,⊗mS T ∗M) ∩H1(M,⊗mS T ∗M),
such that D∗f = 0 and I2f = 0. By the Livsic Theorem 5.2.1, there exists u ∈
yβCα(SM)∩H1(SM) such that pi∗2f = Xu. By (5.2.8), we obtain Xu = 0, thus f = 0.
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Chapitre 6
The marked length spectrum of
manifolds with hyperbolic cusps
« Le binoˆme de Newton est
aussi beau que la Ve´nus de Milo.
- Le fait est qu’il y a bien peu de
gens pour s’en aviser. »
Le Gardeur de troupeaux,
Fernando Pessoa
This chapter contains the article Local rigidity of manifolds with hyperbolic cusps
II. Nonlinear theory, written in collaboration with Yannick Guedes Bonthonneau.
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CHAPITRE 6. THE MARKED LENGTH SPECTRUM OF MANIFOLDS WITH
HYPERBOLIC CUSPS
In this chapter, we extend the local rigidity of the marked length spectrum proved
in the compact case in Chapter 3 to the case of manifolds with hyperbolic cusps. We
deal with the nonlinear version of the problem and prove that such manifolds are locally
rigid for nonlinear perturbations of the metric that decrease sufficiently at infinity. Our
proof relies on the linear theory addressed in the previous chapter and on two new in-
gredients : an approximate version of the Livsic Theorem and a careful analytic study
of the operator Π2, the generalized X-ray transform. In particular, we prove that the
latter fits into the microlocal theory introduced in [Bon16] and developed in [GW17]
and Chapter 4.
6.1 Introduction
We will be interested in the marked length spectrum rigidity question on noncom-
pact manifolds whose ends are real hyperbolic cusps, like the ones introduced in the
previous chapter. Like before, we denote by C the set of hyperbolic free homotopy
classes on M , which is in one-to-one correspondance with the set of hyperbolic conju-
gacy classes of pi1(M, ·) and we know that for each such class c ∈ C of C1 curves on M ,
there is a unique representant γg(c) which is a geodesic for g (see Lemma 6.4.1 for a
more extensive discussion about this). This is still true for small perturbations g′ of a
cusp metric of reference g. The marked length spectrum of such a manifold (M, g′) is
then defined as the map
Lg : C → R+, Lg(c) = `g(γg(c)).
Of course, like in the previous setting, this map is invariant under the action of the
group of diffeomorphisms that are homotopic to the identity, namely if φ is a smooth
diffeomorphism on M (satisfying some mild assumptions at infinity), one has Lφ∗g′ =
Lg′ . In the case of a smooth compact manifold, given a fixed metric g, the space
of isometry classes of metrics (that is the orbits under the action of the group of
diffeomorphisms homotopic to the identity) in a neighbourhood of g can be easily
described (see Lemma B.1.7 and [Ebi68] for the historical result) : there exists a small
Ck,α-neighbourhood U (here k ≥ 2, α ∈ (0, 1)) around g such that for any metric g′ ∈ U ,
there exists a unique Ck+1,α-diffeomorphism close to the identity in this topology such
that φ∗g′ − g is solenoidal (with respect to g). For the sake of simplicity, we will
now write Ck+α∗ instead of C
k,α for the regularity spaces. Thus, isometry classes in
a neighbourhood around g are in 1-to-1 correspondance with (small) divergence-free
symmetric 2-tensors. In the case of a cusp manifold, this is no longer the case and we will
prove (see Proposition 6.4.1) that for N ≥ 1 large enough, isometry classes of metrics
g′ such that ‖g′ − g‖y−NCN∗ is small (these are metrics g′ which differ from g by a fast-
decaying term, y being a height function in the cusp) are in 1-to-1 correspondance with
almost solenoidal (also called almost divergence-free) symmetric 2-tensors in y−NCN∗ ,
which are tensors f such that (1− P )D∗gf = 0, P being a finite rank operator of rank
1. For the sake of simplicity, given a metric g′ close to g, we will denote by [g′] its
isometry class, identified with its almost solenoidal symmetric 2-tensor given by this
correspondance. We will prove the following local rigidity result.
Theorem 6.1.1. Let (Md+1, g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. There exists N ≥ 1 large enough, ε > 0 small enough and a
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1-codimensional submanifold Niso of the space of isometry classes{
[g′] | ‖g′ − g‖y−NCN∗ < 
}
,
such that the following holds. Let g′ be a metric such that ‖g′− g‖y−NCN∗ < , g′ ∈ Niso
and assume that the marked length spectrum of g and g′ coincide i.e. Lg = Lg′. Then g′
is isometric to g. More precisely, there exists a unique diffeomorphism φ close enough
to the identity in the y−NCN+1∗ -topology such that φ
∗g′ = g.
Remark 6.1.1. If the Theorem is proved in the case of cusps defined with lattices, it
follows for the general case. Indeed, we can take a finite cover for which the Theorem
applies. Then we observe that the differomorphism ψ commutes with the corresponding
group of isometries, so it factors to the quotient.
While we have not tracked down precisely the number N it should be possible
to express it in terms of the Lyapunov exponents of the metric g, so it should be
controlled by uniform bounds on the sectional curvature of g. We strongly believe that
the introduction of the codimension 1 submanifold emerges as an artifact from the
proof (which is of very analytical nature, whereas the problem is essentially geometric)
but we were unable to relax this assumption. For surfaces of finite area, following
the works of [Cro90, Ota90], the conjecture of Burns-Katok was globally addressed by
[Cao95] and our result is not new. However, in dimension ≥ 3, this is the first non-linear
result concerning the conjecture obtained allowing variable curvature on non-compact
manifolds.
Like in Chapter 3, the previous Theorem is actually a corollary of a stronger result
which quantifies the distance between isometry classes in terms of the marked length
spectrum in a neighborhood of a metric of reference g. This statement is new even in
dimension 2.
Theorem 6.1.2. Let (Md+1, g) be a negatively-curved complete manifold whose ends
are real hyperbolic cusps. There exists N ≥ 1 large enough, ε, s > 0 small enough,
γ > 0 and a 1-codimensional submanifold Niso of the space of isometry classes{
[g′] | ‖g′ − g‖y−NCN∗ < 
}
,
such that the following holds. Let g′ be a metric such that ‖g′− g‖y−NCN∗ < , g′ ∈ Niso.
Then, there exists a diffeomorphism φ : M →M such that :
‖φ∗g′ − g‖H−1−s . ‖Lg′/Lg − 1‖γ`∞(C)‖g′ − g‖1−γy−NCN∗ .
The diffeomorphism φ is of the form φ = eV ◦Tu, where eV (x) := expx(V (x)), for some
vector field V ∈ y−NCN+1∗ (M,TM) and Tu(y, θ) := (y, θ + χu · ∂θ), for some u ∈ Rd.
Of course, assuming that Lg′ = Lg, one recovers the statement of Theorem 6.1.1.
The strategy of the proof is rather similar to that developed in Chapter 3. We prove an
approximate Livsic theorem and introduce the generalized X-ray transform Π2 which
turns out to fit in the calculus developed in the two previous chapters : the combination
of these two tools and the injectivity of the X-ray transform on solenoidal 2-tensors
proved in Theorem 5.1.1 will allow us to deduce a stability estimate on the X-ray
transform I2 as in Theorem 2.1.4 (see Theorem 6.3.2). After a first gauge transform
and using the second-order Taylor expansion of the marked length spectrum, we will
obtain a quadratic control of the X-ray transform of the difference of the two metrics
which will allow us to conclude in the end by an interpolation argument.
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6.2 Approximate Livsic Theorem
We prove an approximate version of the Livsic theorem, like Theorem 2.1.3 in the
closed case, which will be crucial in the proof of the main theorem.
Theorem 6.2.1 (Approximate Livsic theorem). There exists s0 ∈]0, 1[, and ν > 0
such that for all δ > 0, there exists a constant C > 0 such that : if f ∈ C1(SM), one
can find u, h ∈ Hs0(SM) so that f = Xu+ h and
‖h‖Hs0,−d/2+δ,0 ≤ C‖f‖1−νδC1 ‖Igf‖νδ`∞ .
If we can prove this result with the additional condition that ‖Igf‖`∞ ≤ ε0‖f‖C1 ,
then the full result is proved, because in the case ‖Igf‖`∞ > ε0‖f‖C1 , taking h = f ,
this lemma is a consequence of C1 ↪→ Hs0,−d/2+δ,0. From now on, we can and will thus
assume that ‖f‖C1 ≤ 1, and ‖Ig‖`∞ is small.
Let us briefly explain the mechanism behind the proof. The idea is to divide the
manifold M := SM into a compact part Mε and a non-compact part M\Mε whose
volume is controlled by some power of ε > 0. In the compact part, the arguments
roughly follow that given in the proof of Theorem 2.1.3, to prove the approximate Livsic
theorem on a closed manifold. The idea is to construct a coboundary Xu by defining
u (as a primitive of f) on an orbit which is both sufficiently dense and sufficiently
“separated” (see the definition in §6.2.2) so that one can control the Ho¨lder norm of the
difference h := f −Xu. In the non-compact part, however, the control of the Hs-norm
of h is obtained thanks to the estimate on the volume ofM\Mε. One could be much
more precise on the exponents appearing, however, there does not seem to be anything
to be gained by such precision.
6.2.1 General remarks on cusps
Since we will be considering the geodesic flow on cusp manifolds, it is convenient
to introduce some coordinates on SZ. Given a vector in TZ,
v = vyy∂y + vθ · y∂θ,
one has that |v|2 = v2y + v2θ . In particular, we can take spherical (φ, u) coordinates in
SZ. Here, φ ∈ [0, pi] and u ∈ Sd−1, and (y, θ, φ, u) denotes the point
cos(φ)y∂y + sin(φ)u · y∂θ.
The geodesic vector field over Z is then given by
X = cos(φ)y∂y + sin(φ)∂φ + y sin(φ)u · ∂θ. (6.2.1)
Observe that u is invariant under the geodesic flow of the cusp.
Hyperbolic dynamics. Since the curvature is globally assumed to be negative, the
geodesic flow ϕt on M := SM is Anosov, in the sense that there exists a continuous
flow-invariant splitting
Tz(M) = RX(z)⊕ Eu(z)⊕ Es(z), (6.2.2)
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where Es(z) (resp. Eu(z)) is the stable (resp. unstable) vector space at z ∈ M, such
that
|dϕt(z) · ξ|ϕt(z) ≤ Ce−λ|t||ξ|z, ∀t > 0, ξ ∈ Es(z),
|dϕt(z) · ξ|ϕt(z) ≤ Ce−λ|t||ξ|z, ∀t < 0, v ∈ Eu(z),
(6.2.3)
for some uniform constants C, λ > 0. The norm, here, is given in terms of the Sasaki
metric on M = SM . Observe that the Sasaki metric is uniformly equivalent on SZ
to the product metric given by SZ ' Z × Sd. We define the global stable and unstable
manifolds Ws(z),Wu(z) by :
Ws(z) = {z′ ∈M, d(ϕt(z), ϕt(z′))→t→+∞ 0}
Wu(z) = {z′ ∈M, d(ϕt(z), ϕt(z′))→t→+∞ 0}
For ε > 0 small enough, we define the local stable and unstable manifolds W εs (z) ⊂
Ws(z),W
ε
u(z) ⊂ Wu(x) by :
W εs (z) = {z′ ∈ Ws(z),∀t ≥ 0, d(ϕt(z), ϕt(z′)) ≤ ε}
W εu(z) = {z′ ∈ Wu(z),∀t ≥ 0, d(ϕ−t(z), ϕ−t(z′)) ≤ ε}
We fix once for all such an ε0 small enough.
Example 6.2.1. In the cusp Z`, in the usual coordinates (y, θ, φ, u) ∈ [a,+∞)×Td×
S1 × Sd, we consider a point z = (y0, θ0, 0, 0). Then, W s(z) =
{
(y0, θ, 0, 0), θ ∈ Td
}
.
Exit time in the cusp. It is convenient to think of cusps as (non-compact) manifolds
with (geodesically) strictly convex boundary. We will denote by
∂−SZ =
{
(a, θ, φ, u), θ ∈ Td, φ ∈ [0, pi/2[, u ∈ Sd} ,
the incoming boundary and correspondingly ∂+SZ the outgoing boundary. Given z ∈
SZ, `+(z) ≤ +∞ will denote its exit time from the cusp in the future, and −∞ ≤ `−(z)
its exit time in the past.
From the expression of X in SZ, we see that the angle φ evolves according to the
ODE φ˙ = sin(φ). Given z := (x, φ, u) ∈ ∂−SZ, its exit angle satisfies φ(ϕ`+(z)) = pi−φ.
Thus, a direct integration of the ODE, gives that :
z ∈ ∂−SZ, `+(z) = −2 ln |tan(φ/2)| (6.2.4)
6.2.2 Covering a cusp manifold
Transverse sections in the cusps. We now fix η > 0 small enough so that the
closing lemma is satisfied at this scale. For the sake of simplicity, we will write the
proof as if there were a single cusp : this is just a matter of notation and does not
affect the content of the proof. By this means, we hope to simplify the reading.
We consider on the cusp the following transverse sections to the geodesic flow
Σout =
{
(a, θ, φ, u), θ ∈ Td, φ ∈ [0, pi/4], u ∈ Sd−1} ,
Σin =
{
(a, θ, φ, u), θ ∈ Td, φ ∈ [3pi/4, pi], u ∈ Sd−1} .
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Note that, up to taking a larger a′ > a and readjusting the constants, we can always
assume that Σout,in have diameter less than η. We consider the flowboxes
Uout = {ϕtz, z ∈ Σout, t ≥ −η, φ(ϕtz) ≤ pi/2 + η} ,
Uin = {ϕtz, z ∈ Σin, t ≤ η, φ(ϕtz) ≥ pi/2− η} .
Their union covers the whole cusp. It will also be convenient to give a name to the
incoming unstable manifold
D∞ :=
{
(y, θ, pi, u), y ≥ a, θ ∈ Td, u ∈ Sd−1} .
In Uout (resp. Uin), we denote by pi the map pi(z) = ϕ`−(z)(z) (resp. pi(z) := ϕ`+(z)(z)).
Lemma 6.2.1. There exists a constant C > 0 such that for any point z ∈ Uout,
‖∇`−(z)‖ ≤ C and ‖dzpi‖ ≤ Ce|`−(z)|.
Proof. Let z ∈ Ue. By construction, one has : y(ϕ`−(z)(z)) = a. Thus, by differentiating
with respect to z, one gets for any Z ∈ TzM :
dy
(
dzϕ`−(z)(Z) + (∇`−(z) · Z)X(ϕ`−(z)(z))
)
= 0
In other words, if we write ϕ`−(z)(z) = (a, θ, φ, u) and use the expression (6.2.1) :
|(∇`−(z) · Z)| = | cos(φ)|−1
∣∣∣∣dyy (dzϕ`−(z)(Z))
∣∣∣∣
Now, by definition of the section Σout, there exists a uniform lower bound | cos(φ)| ≥
cos(pi/4) = 1/
√
2 > 0. Since the equation for yt := y(ϕt(z)) is
y˙ = y cosφ,
we deduce that
dyt
yt
=
dy0
y0
+
∫ t
0
∂ cosφs
∂φ0
dsdφ0.
For φ0 < pi/2 + η, and in negative time, |∂φs/∂φ0| ≤ Ce−Cs, so that (since dy/y is
unitary with respect to the dual metric) we get :
∀Z ∈ TzM, |(∇`−(z) · Z)| ≤ C|Z|
This provides the sought result.
As to the differential of the projection pi, one has to write pi(z) = ϕ`−(z)(z) and
differentiate with respect to z. The result then follows from the previous arguments.
Covering the unit tangent bundle. We now choose a finite number of smooth
transverse sections (Σi)1≤i≤N to the flow of diameter less than η so that the flowboxes
Uout ∪ Uin ∪Ni=1 Ui form a cover of M, where Ui = ϕ(−η,η)(Σi). We then fix a partition
of unity 1 =
∑
i θi associated to this cover. Note that this can be done so that the
function θout is such that Xθout is C
∞-bounded. Indeed, one first picks a cutoff χout on
Σout (equal to 1 in a neighborhood of N :=
{
(a, θ, 0, u), θ ∈ Td, u ∈ Sd−1}) and then
pushes this function by the flow in order to obtain a function χout on Uout. It remains
to multiply χout by a smooth functions χ
height
out (y) and χ
angle
out (φ), equal to 1 respectively
for y ≥ a and ϕ ≤ pi/2. A similar construction is available for Uin and θin.
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Figure 6.1 – The partition of a cusp.
We set M0 := SM0 and
Mε =M\
({
ϕtz; 0 ≤ t ≤ `+(z), z = (a, θ, φ, u) ∈ Σout, φ ∈ [0, εν ]
}
∪D∞
)
where ν, ε > 0 will be chosen small enough at the end. We will pay attention to the fact
that the different constants appearing in the following paragraphs do not depend on ν,
unless explicitly stated. Note that by construction, any point in Mε will exit the cusp
(either in the future or in the past) by a time which is bounded above by C + ν| log ε|,
which we state as a
Lemma 6.2.2. There exists a constant C > 0 such that for all z ∈Mε, there exists a
time t such that |t| ≤ C + ν| log ε| and ϕtz ∈M0.
This is a rather elementary computation following from §6.2.1 which we do not
detail.
A well-designed periodic orbit. As mentioned in the introduction to this section,
the proof heavily relies on the fact that one can find a suitable orbit, which will be
used in order to define an approximate coboundary. In the following, we will denote by
Wθ(z) = ∪w∈W θu (z)W θs (w) for θ > 0. This is a Ho¨lder section which is transverse to the
flow. We will say that a segment of orbit S is θ-transversally separated if for all z ∈M,
S intersects Wθ(z) at most in one point. We also say that a segment of orbit is η > 0
dense in Ω if its η-neighbourhood contains Ω.
Lemma 6.2.3. There are constants βt > 1 > βd > 0 such that for all ε > 0 small
enough, there exists a periodic point z0 with period T ≤ ε−1/2, such that inMε its orbit
is εβt-tranversally separated and (ϕtz0)0≤t≤T−1 is εβd-dense. Moreover, there exists a
segment of length ≤ C which is η-dense in M0.
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Proof. The proof is rather identical to that of [GL19a] so we skip it. The main difference
is that, for any z, w ∈ Mε, the non-compactness does not allow to find a segment of
orbit γz,w joining a ball of radius ρ around z to a ball of radius ρ around w in a time
T (ρ) which is independent of ε. However, thanks to Lemma 6.2.2, one can prove that
this time T (ρ, ε) is bounded by C+ν| log ε|, which is harmless for the rest of the proof.
We refer to the proof in [GL19a] for further details.
6.2.3 Proof of the approximate Livsic Theorem
We first construct the coboundary Xu and then show that it satisfies the required
estimate. Recall that ‖f‖C1 ≤ 1, and ε := ‖Igf‖L∞ is assumed to be small. It will
only be required to be small enough so that we can apply Lemma 6.2.3, and get a
corresponding good orbit ϕtz0.
Construction of the coboundary. On the periodic orbit of z0, we define the func-
tion u˜ by u˜(ϕtz0) =
∫ t
0
f(ϕsz0)ds. Note that it may not be continuous at z0. To cir-
cumvent this problem, we will rather define u˜ only on the set O(z0) := (ϕtx0)0≤t≤T−1
(which satisfies the desired properties of density and transversality).
Lemma 6.2.4. For β := (2βt)
−1 < 1/2, there exists C > 0, independent of ε, such
that ‖u˜‖β ≤ C.
Here ‖f‖β := supz,z′ |f(z)−f(z
′)|
d(z,z′)β denotes the Ho¨lder part of the C
β-norm.
Proof. If z, z′ are close enough and on the same piece of local orbit, the result is obvious.
We can thus assume z, z′ ∈ O(z0) and z′ ∈ Wη(z). Then, by separation of the orbit,
we know that d(z, z′) ≥ εβt . Without loss of generality, we can assume that z′ = ϕt′z0
and z = ϕtz0 with t > t
′ and thus
u˜(z)− u˜(z′) =
∫ t
0
f(ϕsz
′)ds.
By the Anosov closing lemma, we can close the segment of orbit (ϕsz
′)0≤s≤t, that is
there exists a periodic point zp such that d(z
′, zp) ≤ Cd(z, z′) and of period tp = t+ τ ,
where |τ | ≤ Cd(z, z′) which shadows the segment. Then :
|u˜(z′)− u˜(z)| ≤
∣∣∣∣∫ t
0
f(ϕsz
′)ds−
∫ tp
0
f(ϕszp)ds
∣∣∣∣︸ ︷︷ ︸
=(I)
+
∣∣∣∣∫ tp
0
f(ϕszp)ds
∣∣∣∣︸ ︷︷ ︸
=(II)
The first term (I) is bounded by Cd(z, z′)β by hyperbolicity, with C depending only on
the global hyperbolicity of the flow. The second term (II) is bounded — by assumption
— by εtp. But
εtp ≤ 2εt ≤ 2εT ≤ 2ε1/2 ≤ 2d(z, z′)1/(2βt).
This finishes the proof.
We consider i ∈ {out, in, 1, ..., N}. Given z ∈ Σi ∩ O(z0), we define u˜i(z) := u˜(z).
We have the
Lemma 6.2.5. There exists a constant C > 0 such that, ‖u˜i‖Cβ ≤ C.
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Proof. Since all the sections Σi for i ∈ {out, in, 1, ..., N} are included in M0, this
amounts to studying the Cβ norm of u˜ in M0. The β-Ho¨lder part of the Cβ-norm
follows from the previous Lemma. All we have to prove is that u˜ is bounded for the
C0-norm in M0. But we know that there exists a segment of the orbit O(z0) — call
it S — of length ≤ C which is η-dense in M0. Any point z ∈ M0 can be joined by a
curve in Wη(z0), a piece of the segment S which we denote by [w;w
′] and a curve in
Wη(z). Then :
|u(z)| = |u(z)− u(z0)| ≤ |u(z0)− u(w)|︸ ︷︷ ︸
=(I)
+ |u(w)− u(w′)|︸ ︷︷ ︸
=(II)
+ |u(w′)− u(z)|︸ ︷︷ ︸
=(III)
The terms (I) and (III) are controlled by a constant ≤ C, using the Ho¨lder regularity
provided by the previous Lemma. The control of the term (II) follows from the fact
that S has length ≤ C and that ‖f‖C0 ≤ ‖f‖C1 ≤ 1.
For i ∈ {out, in, 1, ..., N}, we then extend u˜i to Σi by the formula
ui(x) := sup{u˜(y)− ‖u‖CβO(z0)d(x, y)β |y ∈ O(z0) ∩ Σi}.
One finds that ‖ui‖Cβ ≤ C‖u˜i‖Cβ ≤ C. We then push the function ui by the flow in
order to define it on Ui by setting for z ∈ Σi, ϕtz ∈ Ui :
ui(ϕtz) := ui(z) +
∫ t
0
f(ϕsz)ds.
We now set u :=
∑
i uiθi and h := f −Xu = −
∑
i uiXθi.
Regularity of the coboundary. By construction, the functions Xθi are uniformly
bounded in C∞, independently of ε. Thus, for i ∈ {1, ..., N}, the functions uiXθi are
in Cβ with a Ho¨lder norm independent of ε > 0. However, this is not the case of the
function uoutXθout, uinXθin. We have local results. First, let us introduce u and h the
averages with respect to the θ variable in the cusps.
Lemma 6.2.6. We have the following estimates in the cusps :
|u(z)|, |h(z)| ≤ C‖f‖Cβ + (log y + η)‖f‖C0
sup
d(z,z′)≤1
|u(z)− u(z′)|
d(z, z′)β
,
|h(z)− h(z′)|
d(z, z′)β
≤ Cyβ.
sup
d(z,z′)≤1
|u(z)− u(z′)|
d(z, z′)β
,
|h(z)− h(z′)|
d(z, z′)β
≤ C.
Proof. Of course, since θin,out do not depend on θ, the estimates on u imply those on h.
It is thus sufficient to control uout. We first control the C
0-norm. For z ∈ Σout, t ≥ −η,
φ(ϕtz) < pi + η, we have :
|uout(ϕtz)| =
∣∣∣∣uout(z) + ∫ t
0
f(ϕsz)ds
∣∣∣∣ ≤ ‖ue|Σe‖C0︸ ︷︷ ︸
≤C,Lemma 6.2.5
+|t|‖f‖C0
≤ C + (|`−(z)|+ η)‖f‖C0 .
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As to the β-Ho¨lder norm, we have for z, z′ ∈ Uout (such that d(z, z′) ≤ 1) assuming
without loss of generality that |`−(z′)| ≥ |`−(z)| :
|uout(z)− uout(z′)| ≤ |uout(pi(z))− uout(pi(z′))|︸ ︷︷ ︸
:=(I)
+
∫ |`−(z)|
0
|f(ϕ−s(z))− f(ϕ−s+`−(z′)−`−(z)(z′))|ds︸ ︷︷ ︸
:=(II)
+ 2|`−(z)− `−(z′)|‖f‖C0︸ ︷︷ ︸
:=(III)
(6.2.5)
By Lemma 6.2.1, successively, using that |`−(z)| ≤ C + | log y| :
(I) ≤ ‖uout|Σout‖Cβ2d(pi(z), pi(z′))β ≤ Ce|`−(z)|β2d(z, z′)β,
(II) ≤
∫ |`−(z)|
0
‖f‖Cβd(ϕ−sz, ϕ−s+`−(z′)−`−(z)z′)βds
≤ C
∫ |`−(z)|
0
eλmaxβsd(z, ϕ`−(z′)−`−(z)z
′)βds ≤ C
λmaxβ
eλmaxβ|`−(z)|d(z, z′)β,
and :
(III) ≤ Cd(z, z′).
Here, λmax is the maximal Lyapunov exponent of the flow in the cusp, which is just 1.
Let us now deal with u and h. Then, in (6.2.5), terms (I) and (II) become much
better. Indeed, the estimates are formally the same, except that we have assumed that
θ(z) = θ(z′). In that case, we are considering trajectories in an unstable manifold, in
negative time, so
d(pi(z), pi(z′)) ≤ Ce−|`−(z)|d(z, z′),
d(ϕ−s(z), ϕ−s(z′)) ≤ Cd(z, z′).
Now, we claim that h vanishes on O(z0) : indeed, for i ∈ {out, in, 1, ..., N}, on
Ui ∩ O(z0) one has ui ≡ u˜ and thus h = −u˜
∑
iXθi = −u˜X
∑
i θi = −u˜X1 = 0. Next,
recall that y ≤ Cε−ν in Mε, so that by Lemma 6.2.6, ‖h|Mε‖Cβ ≤ Cε−βν . Combining
this with the fact that O(z0) is εβd-dense in Mε, we deduce :
Lemma 6.2.7. The coboundary satisfies
‖h|Mε‖C0 ≤ Cεβ(βd−ν).
We can now end the proof of Theorem 6.2.1.
Proof of Theorem 6.2.1. By Lemma 6.2.6, we have that u, h ∈ yβCβ(SM) ⊂ Hs(SM)
for 0 < s < β (since β < 1/2 ≤ d/2). On the other hand, the zeroth Fourier mode
is much better, with Cβ estimates. Using Lemma 4.4.7, we deduce that u, h,Xu ∈
Hs,−d/2+δ,0(SM), for any δ > 0 small enough, 0 < s < β. Moreover, we can decompose
‖yρh‖2L2(SM) =
∫
Mε
y2ρh2dµ︸ ︷︷ ︸
=(I)
+
∫
M\Mε
y2ρh2dµ︸ ︷︷ ︸
=(II)
,
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where |(I)| ≤ Cε2β(βd−ν) by Lemma 6.2.7 as long as ρ < d/2. For |(II)|, using the
logarithmic bound on h given by Lemma 6.2.6, we get
|(II)| ≤ C
∫ pi/2
0
sind−1 φdφ
∫
(a
y
sinφ)<εν ,y>a
(1 + log y)
yd+1−2ρ
dy
≤ C
∫ pi/2
0
sind−1 φdφ
(
1φ<ενa
2ρ−d log a+ 1φ>εν (a
sinφ
εν
)2ρ−d log
a sinφ
εν
)
≤ Cεν(d−2ρ).
As a consequence, setting β3 := min(β(βd − ν), ν(d/2− ρ)), we obtain that
‖yρh‖L2 ≤ Cεβ3 ,
that is ‖h‖H0,−ρ,−ρ ≤ Cεβ3 and thus in particular, ‖h‖H0,−ρ,0 ≤ Cεβ3 . To conclude the
proof, it suffices to interpolate between H0,−d/2+δ,0 and Hs,−d/2+δ,0.
6.3 The normal operator
6.3.1 Definition and results
Like in Chapter 2, we introduce the normal operator which will be crucial to our
analysis of the problem. In the article [GW17], a scale of anisotropic Hilbert spaces
Hrm,ρ(SM) was introduced to analyze the meromorphic continuation of the resolvent
R±(τ) = (X ± τ)−1 of X. This scale took the form
Hrm,ρ(SM) = Op(erG)−1H0,ρ,0(SM).
Here, G is a log order symbol of the form G ∼m log |ξ|, where m is an order 0 symbol.
To obtain the meromorphic continuation of (X − τ)−1, as usual, the criterion is a
sign condition on the subprincipal symbol of X acting on thoses spaces (there was
also a special ingredient relating to inversion of an indicial operator). In particular, the
arguments from [GW17] apply to the spaces Hrm,ρ,ρ⊥(SM), and we find that (X−τ)−1
continues from <s > 0 to <s > −δ as a bounded operator on Hrm,ρ,ρ⊥(SM) if Cr >
max(|ρ|, |ρ⊥|) + δ, for some constant C > 0 depending only on m.
Since one has for some C > 0,
Hs,ρ,ρ⊥(SM) ⊂ HCsm,ρ,ρ⊥(SM) ⊂ H−s,ρ,ρ⊥(SM),
we obtain the following :
Lemma 6.3.1. Let (M, g) be a cusp manifold. Given s > 0, ρ ∈] − d/2, d/2[ and
|ρ⊥| ≤ |ρ|, there is a δ > 0 such that seen as an operator from Hs+C|ρ|,ρ,ρ⊥(SM) to
H−s−C|ρ|,ρ,ρ⊥(SM), R±(τ) has a meromorphic continuation from {τ ∈ C | <τ > 0} to
{τ ∈ C | <τ > −δ}.
Since X, seen as a differential operator, is antiself-adjoint on its domain in L2(SM),
the poles of its resolvent on the imaginary axis iR are of order 1 (see [Gui17a, Lemma
2.4]). Moreover, the geodesic flow of a cusp manifold is mixing (see [Moo87] for constant
curvature manifolds, [DP98] in the general case) and this implies that there is a single
pole at 0 (see [Gui17a, Lemma 2.5]). Actually, 0 is an embedded discrete eigenvalue
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of multiplicity 1 and the absolute spectrum is iR ; there is no singular continuous
spectrum.
The holomorphic part of R±(τ) at τ = 0, denoted by R±0 is a well defined operator,
bounded from Hs+C|ρ|,ρ,ρ⊥(SM) to H−s−C|ρ|,ρ,ρ⊥(SM) for all s > 0 and ρ ∈]−d/2, d/2[,
|ρ⊥| ≤ |ρ|. Additionally, whenever Xu ∈ Hs+C|ρ|,ρ,ρ⊥(SM) and
∫
SM
udµ = 0, µ being
the Liouville measure on SM ,
R±0 Xu = u.
Like in the compact setting, we then define
Π := R0 +R
∗
0. (6.3.1)
Given f, g ∈ Hs(SM), with s > 0, and so that ∫ f = ∫ g = 0, one can prove that
〈Πf, g〉 :=
∫
R
〈f ◦ ϕt, g〉dt, (6.3.2)
and that Π1 = 0. We have the following
Proposition 6.3.1. There exists a C > 0 such that for any s > 0, ρ ∈] − d/2, d/2[,
|ρ⊥| ≤ |ρ|, the operator Π is bounded from Hs+C|ρ|,ρ,ρ⊥(SM) to H−s−C|ρ|,ρ,ρ⊥(SM). It
is symmetric with respect to the L2 duality, and
1. ∀f ∈ Hs,ρ,ρ⊥(SM), XΠf = 0,
2. ∀f ∈ Hs,ρ,ρ⊥(SM) such that Xf ∈ Hs,ρ,ρ⊥(SM), ΠXf = 0.
3. If f ∈ Hs,ρ,ρ⊥(SM), 〈f,1〉L2 = 0 then : f ∈ ker Π if and only if there exists a
solution u ∈ Hs,ρ,ρ⊥(SM) to the cohomological equation Xu = f , and u is unique
modulo constants.
4. The operator Π is positive in the sense of quadratic forms, that is for all s > 0,
f ∈ Hs,0,0(SM), 〈Πf, f〉L2(SM) ≥ 0.
The operator Π will play the role of the so-called normal operator I∗I in the case of
X-ray transform on manifolds with boundary. While Π is not a very regular operator,
its action on 2-tensors is very convenient for our purposes. We let :
Π2 := pi2∗(Π + 1⊗ 1)pi∗2. (6.3.3)
A priori, Π2 is defined as an operator fromH
s,ρ,ρ⊥(M,⊗2ST ∗M)→ H−s,ρ,ρ⊥(M,⊗2ST ∗M),
but we will prove the
Theorem 6.3.1. Π2 is a ]0, d[-L
2 admissible pseudodifferential operator of order −1.
It is invertible on solenoidal tensors, in the sense that there exists another ]0, d[-L2-
admissible operator Q2, of order 1, such that :
Q2Π2 = Π2Q2 = pikerD∗ ,
where pikerD∗ is the L
2-orthogonal projection on the kernel of D∗.
The proof of this central theorem will be given in the second half of this section.
We also obtain a stability estimate following the previous theorem.
Theorem 6.3.2. There exist s0 > 0 such that for all 0 < s < s0, there exist ν, C > 0
such that :
∀f ∈ C1(M,⊗2ST ∗M) with D∗f = 0, ‖f‖H−s−1,0,0 ≤ C‖I2f‖ν`∞‖f‖1−νC1 .
170
CHAPITRE 6. THE MARKED LENGTH SPECTRUM OF MANIFOLDS WITH
HYPERBOLIC CUSPS
We can also consider the action of functions instead of 2-tensors :
Π0 = pi0∗(Π + 1⊗ 1)pi∗0.
This is also a pseudo-differential operator of order −1. We will see (in Remark 6.3.1)
that a similar statement as Theorem 6.3.1 holds, and so does a stability estimate for
Ho¨lder functions.
Proof. Let f ∈ C1(M,⊗2ST ∗M) be such that D∗f = 0 and ‖f‖C1 ≤ 1. By Theorem
6.2.1, we can write pi∗2f = Xu+ h, with ‖h‖Hs0,−d/2+δ,0 . ‖I2f‖ν′δ`∞ for some 1 > ν ′ > 0.
Thus for 0 < s < s0,
‖f‖H−s−1,0,0 . ‖Π2f‖H−s,0,0 . ‖pi2∗Πh‖H−s,0,0 . ‖h‖Hs,0,0 . ‖I2f‖ν′δ`∞ ,
where the first inequality follows from Theorem 6.3.1 and the last one from Theorem
6.2.1. We then set ν = ν ′δ.
6.3.2 Inverting the normal operator on tensors
Let us start by some preliminary arguments. Consider f ∈ y−d/2+HN , such that
Π2f = D
∗f = 0. Then, like in Lemma 2.5.4, using the positivity of Π, we deduce that
Πpi∗2f = 0, and thus pi
∗
2f = Xu with u ∈ y−d/2+HN . This implies that Ig2f = 0. If N
is large enough, we get also that f ∈ yC1, and taking  small enough, we can then
apply the s-injectivity of the X-ray transform proved in Theorem 5.1.1, and deduce
that f = 0.
Following this observation, it would be convenient if we could prove that the kernel
of Π2 can only contain elements of y
−d/2+HN . Next, we would also like to deduce
from the injectivity, the fact that Π2 is invertible ; that is, we want to prove that Π2 is
Fredholm on some spaces, with index 0. We will show that indeed it is Fredholm with
constant index on a range of spaces, which includes L2. Since Π2 is L
2-symmetric, its
index will have to be 0.
To obtain Theorem 6.3.1, it will thus suffice to build a parametrix with a good
remainder. To this end, we will prove the
Lemma 6.3.2. The normal operator Π2 is ]0, d[-L
2 admissible of order −1.
This will the most technical part of the proof. Next, according to Lemma 5.2.5,
pikerD∗ itself is ]0, d[ admissible on L
2. Its principal symbol σ(pikerD∗) is a projector. We
will find that the symbol σ(Π2) of Π2 is elliptic on the range of σ(pikerD∗), in the sense
that we can factorize
qσ(Π2) = σ(pikerD∗),
with q a symbol of order 1. For Theorem 5.1.1 to apply, we would need Π2 to be elliptic
in the usual sense, that is we would need to know that a tensor in the kernel of Π2 is
actually decreasing fast enough. However, we will check that the ellipticity on the range
of σ(pikerD∗) is sufficient to obtain the same result. Finally, it will remain to compute
the indicial roots of Π2, and check that there are none in ]0, d[.
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Local part of the operator. As suggested by (6.3.2), we first pick a cutoff χ equal
to 1 in [−t0, t0], and define
Π2,χf = pi2∗
∫
R
χ(t)(pi∗2f) ◦ ϕtdt.
This operator commutes with local isometries in the cusp, and is properly supported.
Additionally, one can check in local coordinates that it is pseudo-differential (it is the
case at the bottom of the cusp, invariance by isometries guarantees that it is still the
case for large y). Given (x, ξ) ∈ T ∗M , we can decompose the space of tensor
⊗2S(T ∗xM) = kerσ(D∗)(x, ξ)⊕ ranσ(D)(x, ξ)
= ker iξ ⊕ ranσjξ,
where iξ is the contraction by ξ
], σjξ : u 7→ σ(ξ⊗u). We denote by piker iξ the projection
on the left space, parallel to the right space. Note in particular that σ(pikerD∗) = piker iξ .
Then, since the principal symbol of an operator is obtained by a local computation,
one gets, just like in the compact setting that the principal symbol of Π2,χ is
2pi
Bd
|ξ|−1piker iξpi2∗pi∗2piker iξ ,
where Bd =
∫ pi
0
sind+3(φ)dφ.
We conclude that Π2,χ is a L
2 admissible operator, elliptic on ker iξ. It remains to
study the difference Π2−Π2,χ, and prove that it is a smoothing, L2 admissible operator.
Since we can write
Π2 − Π2,χ =
[
1−
∫
R
χ
]
1⊗ 1
+ pi2∗
[∫ +∞
0
χ′(t)ϕ∗tR
−
0 dt
]
pi∗2 + pi2∗
[∫ 0
−∞
dtχ′(t)ϕ∗tR
+
0 dt
]
pi∗2,
we can concentrate our study on :
U :=
∫ +∞
t0
χ′(t)pi2∗ϕ∗tR
−
0 pi
∗
2dt
Regularity properties. We will show in this section that U is a smoothing ]0, d[-L2
admissible operator. Before explaining how one can use the symmetries of the flow to
prove that it is admissible, let us recall why it should be smoothing. This part of the
argument is very similar to the compact case.
The space T (SM) decomposes as the sum T (SM) = RX⊕V⊕H, where V := ker dpi
(pi : SM → M being the canonical projection) is the vertical space and H is the
horizontal space. We denote by H∗,V∗ the dual vector bundles such that
V∗(V) = 0,H∗(H⊕ RX) = 0.
As soon as there are no conjugate points, the vertical bundle V is transverse to the
Green bundles, so that we have V∗ ⊕E∗u = V∗ ⊕E∗s = T (SM) ; for a proof, see [Kli74,
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Proposition 6]. The map dpi> : T ∗M → V∗ is an isometry and dpi : H⊕ RX → TM is
an isometry too. We have :
WF(pi2∗f) ⊂ {(x, ξ) | ∃v ∈ SxM, ((x, v), dpi>ξ︸ ︷︷ ︸
∈V∗
, 0︸︷︷︸
∈H∗
) ∈WF(f)}.
WF(pi∗2f) ⊂ {((x, v), dpi>ξ︸ ︷︷ ︸
∈V∗
, 0︸︷︷︸
∈H∗
) | (x, ξ) ∈WF(f)} ⊂ V∗.
Since the curvature of the manifold is negatively pinched, there are no conjugate points.
It follows that ϕt(V∗) ∩ V∗ ∩ {〈ξ,X〉 = 0} = {0} for all t 6= 0. Recall from [GW17,
Theorem 3] that
WF′(R−0 ) ⊂ ∆(T ∗SM) ∪ {((z, ξ), ϕt(z, ξ)) | t ≥ 0, 〈ξ,X〉 = 0} ∪ Eu∗ × Es∗.
Since averaging along the flow is smoothing in that direction, we deduce
WF′
[∫
χ′(t)ϕ∗tR
−
0
]
⊂ {((z, ξ), ϕt(z, ξ)) | t ≥ t0, 〈ξ,X〉 = 0} ∪ Eu∗ × Es∗.
As a consequence,
WF′(U) = {0}. (6.3.4)
All the arguments that we have exposed, and indeed, [GW17, Theorem 3], are based on
propagation of singularities. We will have to come back to these more precise estimates
to conclude. For the sake of simplicity, we now write Hs,ρ := Hs,ρ,ρ for spaces with the
same weight on the zero and non-zero modes. Following Definition 4.3.2, what we need
to prove are the following properties of admissibility :
1. U is bounded from H−N,ρ to HN,ρ for all ρ ∈]− d/2, d/2[, N ∈ N.
2. [∂θ, U ] is bounded from H
−N,d/2− to HN,−d/2+ for all  > 0, N ∈ N.
3. There is a smoothing convolution operator IZ(U) such that PZUEZ − IZ(U) is
bounded from er(d−)H−N(dr) to erHN(dr) for all  > 0, N ∈ N.
Before going on with the proof, it is convenient to recall that the scale of spaces
Hrm,ρ(SM) was built as
Hrm,ρ(SM) := Op(em log〈ξ〉)H0,ρ(SM),
where m is an order 0 symbol. It was important to impose its value on Eu∗ , and E
s
∗.
However, in its construction, one can always impose that it is arbitrarily large or small
on V∗. In particular for any s ∈ R and  > 0, we can choose m such that
pi∗2(H
s,ρ(M,⊗2ST ∗M)) ⊂ Hm,ρ(SM), and pi2∗Hm,ρ(SM) ⊂ Hs−,ρ(M,⊗2ST ∗M).
Let us start with property (1). In the compact case, the proof relies on the pro-
pagation of singularities estimates from [DZ16]. In [GW17], it was proved that these
estimates apply almost verbatim in the case of cusp manifolds, if one uses the relevant
pseudo-differential calculus. In particular, the estimates that lead to (6.3.4), which are
a priori local, are actually uniform in over the whole manifold. While we reproduce the
proof below, the reader familiar with [GL19d] will see nothing new.
We work with h-semi-classical quantization. We consider the following microlocal
decomposition :
pi2∗ = pi2∗Areg + pi2∗Aell + pi2∗Aprop +OH−N,ρ→HN,ρ(hN),
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with Areg,ell,prop, R-L2 admissible operators of order 0, such that Areg is microlocally
supported around the zero section. Aell is microsupported in the region of ellipticity
of the flow. And finally, Aprop is microsupported in a small conical neighbourhood of
{〈ξ,X〉 = 0} ∩ {|ξ| > 1} ∩ V∗.
Since
−X
∫
χ′(t)ϕ∗tdt =
∫
χ′′(t)ϕ∗tdt,
we can use a parametrix construction to find that
Aell
∫
χ′(t)ϕ∗tdt = A
N
ell
∫
χ(N+1)ϕ∗tdt+OH−N,ρ→HN,ρ(hN),
with AN of order −N . We deduce that∥∥∥∥pi2∗Aell ∫ χ′(t)ϕ∗tR−0 pi∗2udt∥∥∥∥
HN,ρ
≤ C‖u‖H−N,ρ .
(the constant may explode as h → 0). Next, since ϕt(WFh(Aprop)) is eventually in
a neighbourhood of Eu∗ , and since ϕt∗V∗ is always transverse with V∗, uniformly as
t → +∞, we deduce from the propagation of singularities [GW17, Propositions A.21,
A.23] that there is C ∈ Ψ0 whose wavefront set does not encounter V∗, and such that
for u ∈ Hrm,ρ(SM), and t ≥ t0,
‖Apropϕ∗tu‖Hrm,ρ ≤ Cth−1‖CXu‖Hrm,ρ +O(hN‖u‖H−N,ρ).
(the constants are locally uniform in t). As a consequence, we get that
‖pi2∗Apropϕ∗tR−0 pi∗2u‖HN,ρ ≤ Ct‖Cpi∗2u‖Hrm,ρ +O(hN‖u‖H−N,ρ) ≤ O(hN‖u‖H−N,ρ).
Finally, for fixed h, Areg is bounded from H
−N,ρ to HN,ρ (with norm ∼ h−2N). We
conclude that
‖Uu‖HN,ρ ≤ C‖u‖H−N,ρ ,
by taking h > 0 small enough. In all the arguments above, the only limitation on ρ is
that we require that R−0 is bounded on H
rm,ρ, hence the restriction ρ ∈]− d/2, d/2[.
Let us now turn to the item (2). Consider a cutoff χ1 supported in the cusp, constant
for large y > 0. Pick u ∈ C∞c (SM), with
∫
u = 0. Then
[χ1(y)∂θ, R
−
0 ]u = χ1(y)∂θR
−
0 u−R−0 χ1(y)∂θu,
= R−0 [X,χ1(y)∂θ]R
−
0 u,
= R−0 (y cosϕχ
′
1(y)∂θ)R
−
0 u
(and the commutator vanishes on constant functions). From there, since pi∗2 commutes
with ∂θ, and since the flow ϕt commutes with ∂θ for small times, and χ
′ is compactly
supported, if χ1 is only supported for y > 0 large enough, we get
[χ1(y)∂θ, U ] =
∫ +∞
t0
χ′(t)pi2∗ϕ∗t [χ1(y)∂θ, R
−
0 ]pi
∗
2dt,
=
∫ +∞
t0
χ′(t)pi2∗ϕ∗tR
−
0 (y cosϕχ
′
1(y)∂θ)R
−
0 pi
∗
2dt
The arguments from the point (1) apply, and, using the fact that χ′1 is compactly
supported, we deduce that the commutator is bounded from H−N,d/2− to HN,−d/2+
for all N,  > 0.
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We now prove the third item (3). Denote by R−0 the inverse of I(X), acting on R×Sd,
or equivalently, on functions on the full cusp that do not depend on θ. Its existence
[GW17, Theorem 2, Lemma 5.5] is the foundation of the proof of [GW17, Theorem 3].
It is a convolution operator bounded on the anistropic spaces Hrm,ρ(R×Sd, e−rddrdζ),
for ρ ∈]− d/2, d/2[. Let us observe that
pi2∗
[PZχCϕ∗tR−0 χCEZ − ϕ∗tR−0 ] pi∗2 =
pi2∗ϕ∗tR
−
0
[PZ(ϕ∗t [X,χC ])R−0 χCEZ + ϕ∗t (χC)χC − 1] pi∗2.
Then, we observe that[PZ(ϕ∗t [X,χC ])R−0 χCEZ + ϕ∗t (χC)χC − 1] pi∗2
maps e(d−)rH−N(R) to Hrm,−d/2+(R × Sd, e−rddrdζ) for all  > 0, mapping the wa-
vefront set to ∪t>0ϕtV∗. Then, we can apply the arguments from point (1) directly to
R−0 to conclude. The indicial operator of U is thus found to be∫ +∞
t0
χ′(t)pi2∗ϕ∗tR
−
0 pi
∗
2dt.
This in turn implies that the indicial operator of Π2 is (as one would hope) the Π2
operator associated to the full cusp, restricted to the zeroth Fourier mode in θ, i.e
I(Π2)f = pi2∗
∫
R
(pi∗2f) ◦ ϕtdt. (6.3.5)
This finishes the proof of Lemma 6.3.2.
Parametrix construction for range ellipticity. So far, we have found that Π2 is
a ]0, d[-L2 admissible pseudo-differential operator, and that it is elliptic on ker σ(D∗).
However, we cannot directly apply the arguments of Chapter 4 because kerD∗ is not
a space of sections of a fixed bundle. We will see that this is not actually a problem.
By definition of range ellipticity, we have a symbol q0 such that
Op(q0)Π2 = pikerD∗ +O(Ψ−1).
However, Π2 = Π2pikerD∗ , so the principal symbol of the remainder can be written
rσ(pikerD∗) +O(S−2). Then, we can find q1 so that q1σ(Π2) = rσ(pikerD∗), and improve
the parametrix to O(Ψ−2). By induction, we obtain a formal solution q¯ ∼ q0 + q1 + . . . ,
for which we can build a Borel sum q ∈ S1, and we get
pikerD∗ Op(q)Π2 = pikerD∗(1 +R)pikerD∗ ,
where, Op(q) and R are ]0, d[-L2 admissible, of order 1,−∞ respectively. In the next
section, we will prove the
Lemma 6.3.3. The indicial operator of Π2 does not have indicial roots in ]0, d[+iR.
In particular, there is an indicial resolvent S(Π2) = S]0,d[(Π2) so that S(Π2) is bounded
from e(d/2+ρ)rHs(R) to e(d/2+ρ)rHs+1(R) for s ∈ R and ρ ∈]− d/2, d/2[, and
S(Π2)I(Π2) = I(pikerD∗).
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Now, we follow the arguments from Section §4.3.5. We replace pikerD∗ Op(q) by
Q = pikerD∗
[
Op(q) +
∑
`
χEZ` [S(Π2)− I(pikerD∗ Op(q))]PZ`χ
]
,
for some cutoff function χ equal to 1 in the cusps. This is an operator such that
QΠ2 = pikerD∗(1 + R)pikerD∗ , with R mapping H
−N,d/2− to HN,−d/2+ for all N,  > 0.
According to the discussion at the start of Section §6.3.2, this closes the proof of
Theorem 6.3.1.
Finding the roots. It remains to prove Lemma 6.3.3. First off, since pikerD∗ = 1 −
D∆−1D∗, with ∆ = D∗D, we get that
I(pikerD∗) = piker I(D∗),
this being an orthogonal projection on erd/2L2(R, dr). In particular, we only need to
invert I(Π2) on the kernel of the indicial operator of D
∗. On the other hand, if we look
for S(Π2) in the form of a Fourier multiplier, we must have
S(Π2, λ)I(Π2, λ) = piker I(D∗,λ).
Thus, we will need that for <λ ∈]0, d[, I(Π2, λ) (which is now just a matrix) is invertible
on ker I(D∗, λ). Denoting the inverse S˜(Π2, λ), we will consider S˜(Π2), the convolution
operator on R whose Fourier multiplier is S˜(Π2, λ), as in Section §4.3.3. There may
appear to be a small difficulty in the fact that so far, we have only defined S˜(Π2, λ)
on ker I(D∗, λ) ; We will complete this by requiring that is just 0 on ker(piker I(D∗,λ)).
The operator defined in this way will satisfy suitable bounds because pikerD∗ is itself
admissible.
After these preliminary discussion, it only remains to compute the indicial family
of Π2, and prove that it is invertible. Consider a symmetric 2-tensor
f = a
dy2
y2
+
∑
i
bi
2
(
dy
y
dθi
y
+
dθi
y
dy
y
)
+
∑
i,j
ci,j
dθi
y
dθj
y
,
where a = a∞yλ, bi = bi∞y
λ, ci,j = c
i,j
∞y
λ, c being a symmetric matrix. Then :
D∗f = (a(λ− d) + Tr(c)) dy
y
+
1
2
(λ− (d+ 1))
∑
i
bi
dθi
dy
If <(λ) ∈]0, d[, we get that f is a solenoidal tensor if and only if bi ≡ 0 for all i ∈
{1, ..., d} and :
a∞(λ− d) + Tr(c∞) = 0. (6.3.6)
From now on, we assume that these conditions hold. We now compute Πpi∗2f .
Given z = (y0, θ0, φ0, u0) a point in ]0,+∞[×Td×]0, pi[×Sd−1, we write ϕt(z) =
(yt, θt, φt, ut) and we have :
Πpi∗2f
(
a
dy2
y2
)
(y0, θ0, φ0, u0) = Π(a∞yλ cos2 φ)(y0, φ0)
= a∞
∫ +∞
−∞
yλt cos
2(φt)dt
= a∞
(
y0
sinφ0
)λ ∫ +∞
−∞
sinλ(φt)(1− sin2(φt))dt
= a∞
(
y0
sinφ0
)λ
(H(λ)−H(λ+ 2)),
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where H(λ) :=
∫ +∞
−∞ sin
λ(φt)dt. This is independent of φ0 6= 0 (pi) and one can check
that :
H(λ) =
√
pi
Γ(λ/2)
Γ((λ+ 1)/2)
(6.3.7)
Thus H(λ)−H(λ+ 2) = H(λ)
λ+1
and we get :
Πpi∗2
(
a∞yλ
dy2
y2
)
=
(
y
sin(φ)
)λ
H(λ)
λ+ 1
(6.3.8)
In the same fashion :
Πpi∗2
(∑
i,j
yλci,j∞
dθidθj
y2
)
= λ
(
y
sin(φ)
)λ
H(λ)
λ+ 1
∑
i,j
ci,j∞uiuj (6.3.9)
Since pi∗2 and pi2∗ are formally adjoint operators on the d-dimensional sphere, it is
sufficient to check that :
〈y−λΠpi∗2f, y−λpi∗2f〉L2(Sd) 6= 0
Now, this is equal to :
〈y−λΠpi∗2f, y−λpi∗2f〉L2(Sd)
=
H(λ)
λ+ 1
∫
Sd
(
|a∞|2 cos2(φ) +
∑
kl
ackl∞ukul sin
2(φ) + λ
∑
ij
acij∞uiuj cos
2(φ)+
λ
∑
ijkl
cij∞ckl∞uiujukul sin
2(φ)
)
dµSd
sinλ(φ)
,
where dµSd = sin
d−1(φ)dφdµSd−1(u) is the usual measure on the sphere. After some
(non-trivial) simplifications, and using the fact that a∞(λ−d)+Tr(c∞) = 0, we obtain :
1
vol(Sd−1)
〈y−λΠpi∗2f, y−λpi∗2f〉L2(Sd)
=
H(λ)H(d− λ)
(λ+ 1)(d+ 1− λ)
[
|a∞|2
(
1 +
|d− λ|2
d
+
λ(d− λ)
d
+ |d− λ|2λ(d− λ)
d(d+ 2)
)
+2 Tr |c∞|2λ(d− λ)
d(d+ 2)
]
=
pi
(λ+ 1)(d+ 1− λ)
Γ
(
λ
2
)
Γ
(
d− λ
2
)
Γ
(
λ+ 1
2
)
Γ
(
d+ 1− λ
2
)
×
[
|a∞|2
(
1 +
|d− λ|2
d
+
λ(d− λ)
d
+ |d− λ|2λ(d− λ)
d(d+ 2)
)
+ 2 Tr |c∞|2λ(d− λ)
d(d+ 2)
]
(6.3.10)
On the strip {0 < <(λ) < d}, the cross-ratio of Γ functions is holomorphic and does
not vanish (in particular, it is a positive real number on the line λ = d/2 + iR).
The term between parenthesis can be written in the form A(λ) + λ(d − λ)B(λ) =
−B(λ)λ2 +λdB(λ)+A(λ), where A(λ), B(λ) ≥ 0. The roots of this equation must then
satisfify λ = d/2±√d2/4 + A(λ)/B(λ) so they are outside the strip {0 < <(λ) < d}.
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Remark 6.3.1. It also has an interest on its own to compute the indicial roots of the
operator Π0 to determine on which spaces it will be invertible. Considering a function
on the whole cusp f = a∞yλ for λ ∈ C and carrying the same sort of computations as
before, one finds out that :
〈y−λΠpi∗0(a∞yλ), y−λpi∗0(a∞yλ)〉L2(Sd) = |a∞|2pi
Γ
(
λ
2
)
Γ
(
d−λ
2
)
Γ
(
λ+1
2
)
Γ
(
d−λ
2
+ 1
2
)
In particular, it has no roots for 0 < <(λ) < d, like Π2. This may be true for tensors
of higher order m ∈ N but we did not do the general computation.
6.4 Perturbing a cusp metric
6.4.1 Perturbation of the lengths
The following lemma is a Taylor expansion on the lengths :
Lemma 6.4.1. Let (M, g) be a cusp manifold. Then, there exists a unique closed g-
geodesic in eachf ree hyperbolic homotopy class. Moreover, there exists  := (g) > 0
such that if and ‖g′ − g‖C3 ≤ , g′ has Anosov geodesic flow and there is in any free
homotopy class c of a given closed geodesic γg for g, exactly one closed geodesic γg′ for
g′. We denote the length by Lg(c). Additionally, we have
Lg′(c)
Lg(c)
− 1 = Ig2 (g′ − g) +O(‖g′ − g‖2C3),
where the remainder is uniform in c ∈ C.
Proof. We refer to [GL19c, Lemma 4.1] for a proof of this result.
6.4.2 Reduction to solenoidal perturbations
The operator Π2 has good analytic properties – it is elliptic and invertible – on
solenoidal tensors in the spaces Hs,ρ0,ρ⊥ and yρ0+d/2Cs∗ for s, ρ⊥ ∈ R, ρ0 ∈]− d/2, d/2[.
As a consequence, for one to take advantage of this, we first need to make a solenoidal
reduction, that is find a first diffeomorphism φ such that D∗gφ
∗g′ = 0, and then apply
analytic arguments to f := φ∗g′− g. It turns out that the usual argument of solenoidal
reduction (see Lemma B.1.7) relying on the implicit function theorem involves the
Laplacian ∆g = D
∗
gDg and works when ∆g is an isomorphism. In our case, following
Lemma 5.2.4, ∆g is an isomorphism on the spaces H
s,ρ0−d/2,ρ⊥ , yρ0Cs∗ for s, ρ⊥ ∈ R, ρ0 ∈
]λ−d , λ
+
d [ and it is no longer surjective when ρ0 < λ
−
d . This is quite a problem as we will
see in few a lines.
We consider for a cutoff function χ equal to 1 in the cusps and ρ < −1, s ≥ 0 large
enough. We introduce the finite-dimensional space
H := Span(χy−1dθi/y, χyλ
d
−dy/y).
Let us start with the following
Lemma 6.4.2. The operator
∆g : y
ρCs+1∗ ⊕H → yρCs−1∗ (M,T ∗M),
is an isomorphism for all ρ < −1, s ∈ R.
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Proof. The proof mainly relies on Lemmas 4.3.11 and 5.2.4 . First of all, it is clear
that yρCs+1∗ ⊕H ⊂ Cs+1∗ and ∆g is injective on this space by Lemma 5.2.4. As to the
surjectivity, we know by Lemma 4.3.11, that there exists S ∈ Ψ−2 which is (−∞,−1)
admissible on both L2 and L∞ such that
∆−1 = S + χEZ(Πλ−d + Π−1)(PZχ+G), (6.4.1)
where G maps into eρrH∞ for all ρ ∈ R. Here, the matrices Πλ−d ,Π−1 are completely
explicit : they are obtained from the residues at λ−d and −1 of the matrices I(∆, λ)−1
computed in the proof of Lemma 5.2.4 (they can be obtained by anti-clockwise inte-
gration of I(∆, λ)−1 on small circles surrounding the indicial roots). More precisely, in
the orthonormal basis (dy/y, dθi/y), one has
Resλd−(I(∆, λ)
−1) =

(λ−d − λ+d )−1 0 · · · 0
0
. . .
...
...
0 0
 = (λ−d − λ+d )−1〈·, dy/y〉,
where 〈·, ·〉 denotes the metric on 1-forms induced by the hyperbolic metric. As a conse-
quence, considering the formal vector bundle E → R, where E = Span(dy/y, dθi/y)
and given a section f ∈ C∞c (R, E), one obtains
Πλd−f = 〈f, e−λ
d
−r
′
dy/y〉L2(E→R,dr)dy/yeλd−r =
(∫
R
〈f(r′), e−λd−r′dy/y〉dr′
)
eλ
d
−rdy/y
Thus, in the usual coordinates (y, θ), one can write
χEZΠλd−f = 〈f, y−λ
d
−+ddy/y〉L2(dydθ/yd+1)χyλd−dy/y (6.4.2)
In the same fashion, one has
Res−1(I(∆, λ)−1) =

0 0 · · · 0
0 −2/d ...
...
. . .
0 −2/d
 ,
and
χEZΠ−1f =
∑
i
〈f, yd+1dθi/y〉L2(dydθ/yd+1)χy−1dθi/y. (6.4.3)
This concludes the proof.
We now consider a metric g′ in a yρCs∗ neighbourhood of our cusp metric g, with
ρ < −1, s ≥ 2. Using Lemma 6.4.2, we would like to find a diffeomorphism φ such that
D∗gφ
∗g′ = 0. For that, it is very likely that one would have to look for φ in the form
φ := Tu ◦ eV ◦Ks, where eV (x) := expx(V (x)) with 1 V ∈ yρCs+1∗ (M,TM), Tu(y, θ) :=
(y, θ+χu·∂θ) with u ∈ Rd, Ks is the flow generated by the vector field χyλd−+1∂y and χ is
1. Observe that since manifolds with cusps have pinched negative curvature, their exponential maps
are covering maps. In particular, for any vector field V , it makes sense to set eV (x) = expx(V (x)). If
s > 0 and V is small enough in the space Cs∗(M,TM), eV is a local diffeomorphism. Additionally, it
is homotopic to the identity and thus has topological degree 1, so it is a diffeomorphism.
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some cutoff function equal to 1 in the cusps and 0 outside. Indeed, in order to apply the
implicit function theorem, one would have to consider (V, u, s, g′) 7→ F (V, u, s, g′) :=
D∗gK
∗
s e
∗
V T
∗
ug
′ and differentiate with respect to the triple (V, u, s), then prove that the
differential is an isomorphism. But in this case, using the musical isomorphism to
identify vector fields and covectors, the differential is precisely
∆ : yρCs+1∗ ⊕H → yρCs−1∗
by Lemma 6.4.2 and this is an isomorphism. However, the subtle problem comes from
the fact that F (V, u, s, g′) /∈ yρCs−1∗ . Indeed, the pullbacks e∗V and T ∗u preserve this
space, namely if g′ = g + f, f ∈ yρCs∗ , then e∗V T ∗ug′ ∈ yρCs∗ (and D∗ge∗V T ∗ug′ ∈ yρCs−1∗ ),
mainly because T ∗u preserves the metric g, but this is no longer the case of K
∗
s . Indeed,
for such a g′ = g+f , one can prove that K∗sg
′ admits a polyhomogeneous development
in terms of powers ykλ
d
− , k ∈ N and there is no particular reasons for this development
to vanish. Actually, the problem is even more crooked because one can change Ks and
consider another 1-parameter family K˜s of diffeomorphisms (not a group this time) such
that d
ds
K˜s|s=0 = yλd−+1∂y and arrange the development of K˜s so that F (V, u, s, g′) ∈
yρCs−1∗ which would now allow to apply the implicit function theorem. However, the
same problem would still show up in the end, that is the new metric g′′ := K∗s e
∗
V T
∗
ug
′
would not be decreasing enough but would only have a polyhomogeneous development
in terms of powers ykλ
d
− , k ∈ N. Since we do not know how to deal with this technical
issue, we have to restrict ourselves to a codimension 1 submanifold of the space of
isometry classes which prevents this polyhomogeneous development to appear.
Proposition 6.4.1. There exists a rank 1 operator P := A(·)k, where the tensor
k ∈ yλd−C∞(M,T ∗M) and A is a (−∞, λd−)-admissible linear form both on L2 and on
L∞ such that the following holds. For all s ≥ 2, ρ < −1, there exists a small yρCs∗-
neighbourhood of g, such that for any metric g′ in this neighbourhood, there exists a
(unique) diffeomorphism φ := Tu ◦ eV , where V ∈ yρCs+1∗ (M,TM), u ∈ Rd such that
φ∗g′ − g ∈ yρCs∗ ∩ ker(1− P )D∗g .
We call this gauge the almost solenoidal gauge.
Proof. The operator ∆g acting on y
ρ′Cs∗(M,T
∗M) for ρ′ > λd+, s ∈ R is no longer
injective (but it is still surjective). In particular, using Lemma 4.3.10, for λd+ < ρ
′ <
d + 1, the kernel of ∆g on y
ρ′Cs∗(M,T
∗M) is one-dimensional, given by Span(k′) for
some k′ ∈ yλd+C∞(M,T ∗M). Using Lemma 6.4.2, we write for ρ < −1 :
∆(Span(χyλ
d
−dy/y))⊕∆(Span(χy−1dθi/y)⊕ yρCs+1∗ )︸ ︷︷ ︸
=E
= yρCs−1∗
Given f = ∆gf0 + ∆ge ∈ yρCs−1∗ with f0 = cχyλd−dy/y, c ∈ R, e ∈ E, one has :
〈f, k′〉L2 = 〈∆gf0 + ∆ge, k′〉L2 = 〈∆gf0, k′〉L2 ,
since 〈∆ge, k′〉L2 = 〈e,∆gk′〉L2 = 0 by duality. Since k′ is non-trivial, 〈∆g·, k′〉L2 induces
a non-trivial linear form on all the spaces Hs,ρ−d/2,ρ⊥ , s ∈ R, ρ < −1, ρ⊥ ∈ R and in
particular, there exists a tensor f0 = cχy
λd−dy/y such that 〈∆gf0, k′〉L2 = 1. We write
k := ∆gf0 ∈ y−∞C∞ and define P := 〈k′, ·〉L2k and one has P ∗ = 〈k, ·〉L2k′.
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It satisfies the relation ∆gP
∗ = 0 on all the spaces yρCs∗(M,T
∗M) for s ∈ R, ρ > λd+.
By duality it also satisfies P∆g = 0 on the spaces with ρ < λ
d
−, s ∈ R and thus
(1− P )∆g : yρCs+1∗ ⊕ Span(χy−1dθi/y) ∼→ ∆g(yρCs+1∗ ⊕ Span(χy−1dθi/y)) (6.4.4)
is an isomorphism. In the formalism developed in Chapter 4, the operator P ∈ Ψ−∞ is
a (−∞, λd−)-admissible operator both in L2 and in L∞ whereas P ∗ ∈ Ψ−∞ is (λd+,∞)-
admissible.
We now consider for ρ < −1 the map
F : yρCs+1∗ (M,TM)× Rd × yρCs∗(M,⊗2ST ∗M)→ (1− P )
(
yρCs−1∗ (M,T
∗M)
)
,
defined by F (V, u, g′) := (1 − P )D∗g(e∗V T ∗ug′), for g′ in a neighbourhood of g and V, u
in a neighbourhood of 0. This is a C1 map in both variables. Observe that
d(V,u)T(0,0,g)(W, v) = ∆g
(
W [ +
∑
i
viχy
−1dθi/y
)
,
where [ denotes the musical isomorphism, W ∈ yρCs+1∗ (M,TM), v ∈ Rd, and this is an
isomorphism by Lemma 6.4.2. One then concludes by the implicit function theorem.
Remark 6.4.1. Observe that since T is C1, the implicit function theorem also tells us
that the map g′ 7→ eV (g′) =: φ(g′) is C1 and we thus have an estimate ‖φ∗g′− g‖yρCs∗ .
‖g′ − g‖yρCs∗ .
As a consequence, another way of formulating the previous lemma is to say that
isometry classes of fast decaying metrics in a neighbourhood of g can be represented by
(are in one-to-one correspondance) with almost solenoidal tensors (with respect to g).
We are now going to restrict to a 1-codimensional submanifold of the space of isometry
classes so that, after almost solenoidal reduction, the new metric one obtains is not
only almost solenoidal but genuinely solenoidal. This is the content of the following
Lemma 6.4.3. There exists a linear form A : yρCs∗(M,⊗2ST ∗M)→ R, defined for all
ρ < λd−, s ∈ R such that
ker(1− P )D∗g ∩ kerA ∩ yρCs∗(M,⊗2ST ∗M) = kerD∗g ∩ yρCs∗(M,⊗2ST ∗M).
Proof. The inclusion from the right to the left being trivial, it remains to prove the other
one. For ρ < λd−, assume f ∈ yρCs∗(M,⊗2ST ∗M) ↪→ C0∗(M,⊗2ST ∗M) and (1−P )D∗f =
0. Then f = Dgp + h where p ∈ Cs+1∗ (M,T ∗M), h ∈ Cs∗(M,⊗2ST ∗M) and D∗gh = 0 by
standard solenoidal decomposition. Thus D∗gf = D
∗
gDgp and by (6.4.1), we get
p = SD∗gf + A˜(D
∗
gf)χy
λd−dy/y +
∑
i
B˜i(D
∗
gf)χy
−1dθi/y,
where the linear forms A˜, B˜i are given respectively by (6.4.2) and (6.4.3). We set A :=
A˜D∗g . Assuming f ∈ ∩ kerA, one obtains p ∈ yρCs+1∗ (M,T ∗M) ⊕ Span(χy−1dθi/y).
But (1 − P )D∗gf = 0 = (1 − P )∆gp and using (6.4.4), we get p = 0, that is f = h ∈
kerD∗g .
As a consequence, the 1-codimensional submanifold of isometry classes on which
we are going to prove the theorem is a neighbourhood of g intersected with
Niso := ker(1− P )D∗g ∩ kerA ∩ y−NCN∗ (M,⊗2ST ∗M),
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or, equivalently, Theorem 6.1.2 will hold in a neighbourhood around g on the subma-
nifold
Nmet :=
{
φ∗f | f ∈ Niso, φ = Tu ◦ eV , V ∈ y−NCN+1∗ (M,TM), u ∈ Rd
}
. (6.4.5)
Eventually, let us observe as a last remark that the normal operator Π2 is still
injective on the almost solenoidal gauge. Thus, it is very likely that one could carry out
the interpolation argument of the following paragraph in this gauge. However, since P
is only (−∞, λd−) admissible and Π2 is (0, d) admissible (and these two intervals do not
overlap !), one cannot obtain a parametrix such that QΠ2 = piker(1−P )D∗+compact. For
that, we would have to prove that Π2 is actually also admissible on a slightly larger
interval.
6.5 Proofs of the main Theorems
Since Theorem 6.1.1 follows directly from Theorem 6.1.2, we focus on the latter.
We are given g a cusp metric, and g′ another metric, such that ‖g − g′‖y−NCN < ,
with N ∈ N large enough, and  > 0 small enough (chosen at the end). If we assume
that  is small enough and g′ ∈ Nmet, we can apply Proposition 6.4.1 and obtain a
diffeomorphism φ such that g′′ := φ∗g′ is almost solenoidal, and φ is -close to the
identity (in the topology given by Proposition 6.4.1). By construction, since g′ ∈ Nmet,
g′′ is actually genuinely solenoidal, i.e. D∗gg
′′ = 0 by Lemma 6.4.3. We now apply a
similar interpolation argument to Chapter 3. For the sake of simplicity, we now denote
by Hs,ρ the Sobolev spaces Hs,ρ,ρ, meaning that the y-weight in the zero and non-zero
Fourier modes is the same. We first estimate the norm of g′′ − g and for that we can
apply the stability estimate Theorem 6.3.2. We fix s > 0 arbitrarily small, then there
exists γ > 0 such that,
‖g′′ − g‖H−1−s,0 . ‖g′′ − g‖1−γC1 ‖Ig2 (g′′ − g)‖γ`∞ .
From Lemma 6.4.1, we deduce that
‖Ig2 (g′′ − g)‖`∞ . ‖g′′ − g‖2C3 + ‖Lg′/Lg − 1‖`∞ .
In particular, we get
‖g′′ − g‖H−1−s,0 . ‖g′′ − g‖1+γC3 + ‖g′′ − g‖1−γC1 ‖Lg′/Lg − 1‖γ`∞ .
Then, we use the Sobolev embedding Lemma 4.4.8 : for r := (d+ 1)/2 + 3 + s,
‖g′′ − g‖C3 . ‖g′′ − g‖Hr,−d/2 .
Next, we see Hr,−d/2 as the γ/(1 + γ) complex interpolation of H−1−s,0 and HN1,−N2 ,
so that
‖g′′ − g‖Hr,−d/2 . ‖g′′ − g‖1/(1+γ)H−1−s,0‖g′ − g0‖γ/(1+γ)HN1,−N2 ,
where
N1 := (1 + 1/γ)(3 + (d+ 1)/2 + s+ 1 + s)− 1− s,N2 := (1 + 1/γ)d/2.
We deduce that
‖g′′ − g‖H−1−s,0 . ‖g′′ − g‖H−1−s,0‖g′′ − g‖γHN1,−N2 + ‖g′′ − g‖1−γC1 ‖Lg′/Lg − 1‖γ`∞
182
CHAPITRE 6. THE MARKED LENGTH SPECTRUM OF MANIFOLDS WITH
HYPERBOLIC CUSPS
and taking ‖g′′ − g‖γ
HN1,−N2 . ‖g′ − g‖γHN1,−N2 <  small enough (the first inequality
follows from Remark 6.4.1), the first term on the right-hand side can get swallowed in
the left-hand side, which yields :
‖g′′ − g‖H−1−s,0 . ‖g′′ − g‖1−γC1 ‖Lg′/Lg − 1‖γ`∞
Taking N > max(N1, N2 − d/2) and using the injection y−NCN ↪→ C1, we obtain the
sought result.
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Chapitre 7
X-ray transform on simple
manifolds with topology
« Et quand je n’aurais pas ce
talent dont votre sourire me
prouve que vous doutez, ne me
resterait-il pas encore ce furieux
amour de l’inde´pendance, qui
me tiendra toujours lieu de tous
les tre´sors (...) ? »
Le comte de Monte-Christo,
Alexandre Dumas
This chapter is a compilation of the two articles :
• Local marked boundary rigidity under hyperbolic trapping assumptions, published
in Journal of Geometric Analysis,
• On the s-injectivity of the X-ray transform for manifolds with hyperbolic trapped
set, published in Nonlinearity.
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Following the work initiated by Guillarmou [Gui17b], the present chapter studies the
X-ray transform on a smooth compact connected Riemannian manifold with strictly
convex boundary, no conjugate points and a non-empty trapped set K which is hy-
perbolic (see §7.2 for a definition), which we call simple manifold with topology. For
smooth compact connected simple manifolds with topology, we prove an equivalence
principle concerning the injectivity of the X-ray transform Im on symmetric solenoidal
tensors and the surjectivity of a certain operator pim∗ on the set of solenoidal tensors.
This allows us to establish the injectivity of the X-ray transform on solenoidal tensors
of any order in the case of a simple surface with topology. Then, under the assumption
that the X-ray transform over symmetric solenoidal 2-tensors is injective, we prove that
simple manifolds with topology are locally marked boundary rigid. As a consequence,
we obtain that simple surfaces with topology are locally marked boundary rigid, thus
retrieving a recent result of Guillarmou-Mazzucchelli [GM18].
7.1 Introduction
7.1.1 Preliminaries
Geometric setting. Let us consider (M, g), a compact connected Riemannian mani-
fold with strictly conve boundary and no conjugate points. Like in the compact setting,
we denote by SM its unit tangent bundle, that is
SM = {(x, v) ∈ TM, |v|x = 1} ,
and by pi0 : SM →M , the canonical projection. The Liouville measure on SM will be
denoted by dµ. The incoming (-) and outcoming (+) boundaries of the unit tangent
bundle of M are defined by
∂±SM = {(x, v) ∈ TM, x ∈ ∂M, |v|x = 1,∓gx(v, ν) ≤ 0} ,
where ν is the outward pointing unit normal vector field to ∂M . Note in particular
that S(∂M) = ∂+SM ∩ ∂−SM , which we will denote by ∂0SM in the following. If
i : ∂SM → SM is the embedding of ∂SM into SM , we define the measure dµν on the
boundary ∂SM by
dµν(x, v) := |gx(v, ν)i∗dµ(x, v)| (7.1.1)
ϕt denotes the (incomplete) geodesic flow on SM and X the vector field induced on
T (SM) by ϕt. Given each point (x, v) ∈ SM , we define the escape time in positive (+)
and negative (-) times by :
`+(x, v) := sup {t ≥ 0, ϕt(x, v) ∈ SM} ∈ [0,+∞]
`−(x, v) := inf {t ≤ 0, ϕt(x, v) ∈ SM} ∈ [−∞, 0] (7.1.2)
We say that a point (x, v) is trapped in the future (resp. in the past) if `+(x, v) = +∞
(resp. `−(x, v) = −∞). The incoming (-) and outcoming (+) tails in SM are defined
by :
Γ∓ := {(x, v) ∈ SM, `±(x, v) = ±∞}
They consist of the sets of points which are respectively trapped in the future or the
past. The trapped set K for the geodesic flow on SM is defined by :
K := Γ+ ∩ Γ− = ∩t∈Rϕt(SM) (7.1.3)
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These sets are closed in SM and invariant by the geodesic flow. A manifold is said to
be non-trapping if K = ∅. The aim of the present chapter is precisely to study the case
K 6= ∅, which we will assume to hold from now on.
It is convenient to embed the manifold M into a strictly larger manifold Me, such
that Me satisfies the same properties : it is smooth, has strictly convex boundary and
no conjugate points (see [Gui17b, Section 2.1 and Section 2.3]). This can be done so
that the longest connected geodesic ray in SMe \SM◦ has its length bounded by some
constant L < +∞. Moreover, for some technical reasons which will appear later, the
extended metric is chosen without non-trivial Killing tensor fields (see the following
paragraph for a definition), which is a generic condition (see [PZ16, Proposition 3.2]).
The trapped set of Me is the same as the trapped set of M and the sets Γ± are naturally
extended to SMe. In the following, for t ∈ R, ϕt will actually denote the extension of
ϕt|SM to SMe.
K
Γ+
Γ
−
M
Me
@M
@Me
@
−
SM
@+SM
Figure 7.1 – The manifold M embedded in Me
From now, we assume that the trapped set K of the manifold (M, g) is hyperbolic,
that is there exists some constants C > 0 and ν > 0 such that for all z ∈ K, there is a
continuous flow-invariant splitting
Tz(SM) = RX(z)⊕ Eu(z)⊕ Es(z), (7.1.4)
where Es(z) (resp. Eu(z)) is the stable (resp. unstable) vector space in z, which satisfy
|dϕt(z) · ξ|ϕt(z) ≤ Ce−νt|ξ|z, ∀t > 0, ξ ∈ Es(z)
|dϕt(z) · ξ|ϕt(z) ≤ Ce−ν|t||ξ|z, ∀t < 0, ξ ∈ Eu(z) (7.1.5)
The norm, here, is given in terms of the Sasaki metric. We have the usual definitions
of stable and unstable manifolds.
Definition 7.1.1. For each z ∈ K, we define the global stable and unstable manifolds
Ws(z),Wu(z) by :
Ws(z) = {z′ ∈ SM◦e , d(ϕt(z), ϕt(z′))→t→+∞ 0}
Wu(z) = {z′ ∈ SM◦e , d(ϕt(z), ϕt(z′))→t→+∞ 0}
189
CHAPITRE 7. X-RAY TRANSFORM ON SIMPLE MANIFOLDS WITH
TOPOLOGY
For ε > 0 small enough, we define the local stable and unstable manifolds W εs (z) ⊂
Ws(z),W
ε
u(z) ⊂ Wu(z) by :
W εs (z) = {z′ ∈ Ws(z),∀t ≥ 0, d(ϕt(z), ϕt(z′)) ≤ ε}
W εu(z) = {z′ ∈ Wu(z),∀t ≥ 0, d(ϕ−t(z), ϕ−t(z′)) ≤ ε}
Eventually, we define :
Ws(K) = ∪z∈KWs(z), Wu(K) = ∪z∈KWu(z)
Let us now mention some properties of these sets, and relate them to the tails Γ±.
First, we have :
TzW
ε
s (z) = Es(z), TzW
ε
u(z) = Eu(z)
Since the trapped set K is hyperbolic, we also have (see [Gui17b, Lemma 2.2]) the
equalities :
Γ− = Ws(K), Γ+ = Wu(K)
Given z0 ∈ K, the stable (resp. unstable) space of the decomposition (8.2.11) can be
extended to points z ∈ W εs (z0) (resp. W εu(z0)) by E−(z) := TzW εs (z0) (resp. E+(z) :=
TzW
ε
u(z0)). In particular, note that E−(z) = Es(z), E+(z) = Eu(z) for z ∈ K. These
subbundles can once again be extended by propagating them by the flow to subbundles
E± ⊂ TΓ±SMe over Γ±. Let T ∗KSM denote the restriction of the cotangent bundle of
SM to K. The flow-invariant splitting (8.2.11) of the tangent space between stable,
unstable and flow directions admits a dual splitting which is also invariant by the flow
and defined as T ∗z (SM) = E
∗
0(z)⊕ E∗s (z)⊕ E∗u(z), for z ∈ K, with :
E∗u(Eu ⊕ RX) = 0, E∗s (Es ⊕ RX) = 0, E∗0(Eu ⊕ Es) = 0 (7.1.6)
Now, this splitting naturally extends to the tails Γ± by defining the flow-invariant
subbundles E∗± ⊂ T ∗Γ±SMe by :
E∗±(E± ⊕ RX) = 0, (7.1.7)
over Γ±. In particular, E∗−(z) = E
∗
s (z), E
∗
+(z) = E
∗
u(z) for z ∈ K. These sets can be
seen as conormal bundles to Γ±. They will be used in order to describe the wavefront
set of the operator Π (see §7.2.1).
X-ray transform. We can now define the X-ray transform :
Definition 7.1.2. The X-ray transform is the map I : C∞c (SM \ Γ−)→ C∞c (∂−SM \
Γ−) defined by :
If(x, v) :=
∫ +∞
0
f(ϕt(x, v))dt
Note that since f has compact support in the open set SM \ Γ−, we know that
the exit time of any (x, v) ∈ SM \ Γ− is uniformly bounded, so the integral is actually
computed over a compact set. We introduce the non-escaping mass function :
Definition 7.1.3. Let T+(t) = {z ∈ SM,ϕs(z) ∈ SM, ∀s ∈ [0, t] }. We define the non-
escaping mass function V by :
∀t ≥ 0, V (t) = µ(T+(t)) (7.1.8)
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We define the escape rate Q ≤ 0 which measures the exponential rate of decay of
the non-escaping mass function V :
Q = lim sup
t→+∞
t−1 log V (t) (7.1.9)
In particular, it is possible to prove that if K is hyperbolic, the following properties
hold (see [Gui17b, Proposition 2.4]) :
Proposition 7.1.1. 1. µ(Γ− ∪ Γ+) = 0,
2. µ˜(Γ±∩∂±SM) = 0, where µ˜ is the measure on ∂SM induced by the Sasaki metric,
3. Q < 0
Note that usually, K has Hausdorff dimension dimH(K) ∈ [1, 2(n+ 1)− 1), where
n+ 1 = dim(M). An immediate consequence of the previous Proposition is that there
exists a constant δ > 0 such that V (t) = O(e−δt). It is interesting to extend the X-ray
transform to larger sets of function like Lp(SM) spaces for some p ≥ 1. This will be
done more precisely in §7.2.1 but let us mention, as for the introduction, the
Proposition 7.1.2. 1. If µ(K) = 0 (and no other assumptions are made on K),
then I : L1(SM)→ L1(∂−SM, dµν) is bounded.
2. If there exists a p ∈ (2,+∞], such that∫ +∞
1
t
p
p−2V (t)dt <∞, (7.1.10)
then I : Lp(SM)→ L2(∂−SM, dµν) is bounded.
Note that both conditions are satisfied if K is hyperbolic (this stems from Proposi-
tion 7.1.1). The proof of the first item is very standard and relies on Santalo´’s formula
[San52] :
Lemma 7.1.1. If µ(K) = 0 and f ∈ L1(SM), then :∫
SM
fdµ =
∫
∂−SM
∫ `+(x,v)
0
f(ϕt(x, v))dtdµν(x, v)
The second item in Proposition 7.1.2 is established in [Gui17b, Lemma 5.1], using
Cavalieri’s principle. From this, we can define a formal adjoint I∗ : C∞c (∂−SM
◦\Γ−)→
C∞(SM \ Γ−) to the X-ray transform by the formula
I∗u(x, v) = u(ϕ`−(x,v)(x, v)), (7.1.11)
for the L2 inner scalar products induced by the Liouville measure dµ on SM and by
the measure dµν on ∂−(SM), that is 〈If, u〉L2(∂−SM,dµν) = 〈f, I∗u〉L2(SM,dµ), for f ∈
C∞c (SM \Γ−), u ∈ C∞c (∂−SM \Γ−). By the previous Proposition, it naturally extends
to a bounded operator I∗ : L2(∂−SM, dµν) → Lp′(SM), where p′ is the conjugate
exponent to p (it satisfies the equality 1/p+ 1/p′ = 1).
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X-ray transform on tensors. Juste like in the closed setting (see Chapter 2), from
this definition of the X-ray transform on functions on SM , we can derive the definition
of the X-ray transform for symmetric m-tensors.
Definition 7.1.4. Let p > 2 and p′ denote its dual exponent such that 1/p+ 1/p′ = 1.
The X-ray transform for symmetric m-tensors is defined by
Im := I ◦ pi∗m : Lp(M,⊗mS T ∗M)→ L2(∂−SM, dµν) (7.1.12)
It is a bounded operator, as well as its adjoint
I∗m = pim∗ ◦ I∗ : L2(∂−SM, dµν)→ Lp
′
(M,⊗mS T ∗M) (7.1.13)
Here, the Lp-space, for p ≥ 1, (resp. Sobolev space for s ≥ 0) of symmetric m-tensors
thus consists of tensors whose coordinate functions are all in Lp(M) (resp. Hs(M)).
An equivalent way to define Hs(M,⊗mS T ∗M) (which will be used in Section 7.2.2) is
to consider tensors u such that (1−∆)s/2u ∈ L2(M,⊗mS T ∗M), where ∆ = D∗D is the
Dirichlet Laplacian 1 on M . It is easy to check that pi∗m : L
p(M,⊗mS T ∗M) → Lp(SM)
is bounded (resp. pi∗m : H
s(M,⊗mS T ∗M)→ Hs(SM)).
The derivative D and divergence D∗ of symmetric tensors are defined like in the
compact setting (see Appendix B). A Killing tensor field v ∈ C∞(M,⊗mS T ∗M) is such
that Dv = 0. The trivial Killing tensor fields are the ones obtained for m even by
c · σ(⊗m/2g) for some constant c. Like in the compact setting, if f ∈ Hs(M,⊗mS T ∗M)
for some s ≥ 0, there exists a unique decomposition of the tensor f such that
f = f s +Dp, D∗f s = 0, p|∂M = 0, (7.1.14)
where f s ∈ Hs(M,⊗mS T ∗M), p ∈ Hs+1(M,⊗m−1S T ∗M) (see [Sha94, Theorem 3.3.2] for
a proof of this result). f s is called the solenoidal part of the tensor whereas Dp is called
the potential part. Moreover, this decomposition holds in the smooth class and extends
to any distribution f ∈ H−s(M,⊗mS T ∗M), s ≥ 0, as long as it has compact support
within M◦ (see the arguments given in the proof of Lemma 7.2.3 for instance). We will
say that Im is injective over solenoidal tensors, or in short s-injective, if it is injective
when restricted to
C∞sol(M,⊗mS T ∗M) := C∞(M,⊗mS T ∗M) ∩ kerD∗
This definition stems from the fact that given p ∈ C∞(M,⊗m−1S T ∗M) such that
p|∂M = 0, one always has Im(Dp) = 0, using the formula Xpi∗m = pi∗m+1D. Thus it is
morally impossible to recover the potential part of a tensor f in the kernel of Im.
Remark 7.1.1. All these definitions also apply to Me, the extension of M . In the follo-
wing, an index e on an application will mean that it is considered on the manifold Me.
The lower indices inv, comp, sol attached to a set of functions or distributions will res-
pectively mean that we consider invariant functions (or distributions) with respect to
the geodesic flow, compactly supported functions (or distributions) within a prescribed
open set, solenoidal tensors (or tensorial distributions).
1. This is an elliptic differential operator with zero kernel and cokernel satisfying the Lopatinskii’s
transmission condition (see [Sha94, Theorem 3.3.2]). It can thus be used in order to define the scale
of Sobolev spaces.
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Normal operator. Eventually, we define the normal operator Πm := I
∗
mIm = pim∗Πpi
∗
m,
for m ≥ 0. The following result asserts that Πm is a pseudodifferential operator of or-
der −1 (this mainly follows from the absence of conjugate points), which is elliptic on
ker D∗. The proof is the same as the one given in Chapter 2. It will be at the core of
our arguments in §7.5.1.
Proposition 7.1.3 ([Gui17b], Proposition 5.9). Under the assumption that (M, g) has
no conjugate points and a hyperbolic trapped set, Πm is a pseudodifferential operator
of order −1 on the bundle ⊗mS T ∗M◦ which is elliptic on ker D∗ in the sense that there
exists pseudodifferential operators Q,S,R of respective order 1,−2,−∞ on M◦ such
that :
QΠm = 1M◦ +DSD
∗ +R
We will sometimes use this Proposition by adding appropriate cutoff functions : it
is actually the way it is stated in [Gui17b].
7.1.2 S-injectivity of the X-ray transform
We now consider simple manifolds with topology. In particular, this means that the
two items of Proposition 7.1.2 are satisfied, and the X-ray transform at least makes
sense as a map Im : L
p(M,⊗mS T ∗M) → L2(∂−SM, dµν), for any p > 2. One of the
main results of this chapter is the s-injectivity of the X-ray transform for symmetric
m-tensors in dimension 2 :
Theorem 7.1.1. Let (M, g) be a compact connected simple surface with topology. Then
Im is s-injective for any m ≥ 0.
As mentioned previously, this result was proved in any dimension by Guillarmou
[Gui17b] for m = 0, 1, and m > 1 under the additional assumption that the sectional
curvatures of the metric are non-positive. We are here able to relax the hypothesis on
the curvature. As stated in the introduction, we also prove an equivalence principle
in the spirit of Paternain-Zhou [PZ16] relating the injectivity of the X-ray transform
on smooth symmetric solenoidal m-tensors and the existence of invariant functions
by the geodesic flow, with prescribed pushforward on the set of solenoidal symmetric
m-tensors. This is the analogue of Lemma 2.5.8 which deals with the closed case.
Theorem 7.1.2. Let (M, g) be a compact connected simple manifold with topology.
Then the three following assertions are equivalent :
1. Im is injective on C
∞
sol(M,⊗mS T ∗M),
2. For any f ∈ C∞sol(M,⊗mS T ∗M), there exists a w ∈ ∩p<+∞Lp(SM) such that
Xw = 0 and pim∗w = f ,
3. For any u ∈ L2sol(M,⊗mS T ∗M), there exists w ∈ H−1(SMe) such that Xw = 0
and pim∗w = u on M .
In the case of a simple surface with topology, we are able to prove the second item,
which in turn implies Theorem 7.1.1 :
Theorem 7.1.3. Let (M, g) be a simple surface with topology. Then for any f ∈
C∞sol(M,⊗mS T ∗M), there exists w ∈ ∩p<+∞Lp(SM) such that Xw = 0 and pim∗w = f .
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Eventually, a corollary of Theorem 7.1.1 is a deformation rigidity result relative to
the lens data, which completes [Gui17b, Theorem 4]. The lens data with respect to the
metric g is the pair (σg, `
g
+)|∂−SM , where `g+ is the exit time function and σg : (x, v) 7→
ϕ`g+(x,v)(x, v) is the scattering map. We refer to the introduction of [Gui17b], or the
lecture notes [Pat] for further details.
Corollary 7.1.1. Assume that M is a smooth compact surface with boundary equip-
ped with a smooth 1-parameter family of simple metrics (gs)s∈(−1,1) satisfying the as-
sumptions of Theorem 3.2.1 which are lens equivalent (i.e. the lens data agree). Then,
there exists a smooth family of diffeomorphisms (φs)s∈(−1,1) such that φ∗sgs = g0 and
φs|∂M = 1.
The proof directly stems from the injectivity of the X-ray transform over solenoidal
2-tensors of Theorem 7.1.1 (see [Gui17b, Section 5.3] for the implication). So far, this
had been an open statement for m ≥ 2 (the two cases m = 0 and m = 1 being adressed
by Guillarmou [Gui17b]). Let us briefly mention that the s-injectivity is known to hold
in the case of an open manifold for
• simple surfaces (thus K = ∅) and m = 0 by Mukhometov [Muk77], m = 1
by Anikonov-Romanov [AR97], any order m ∈ N by Paternain-Salo-Uhlmann
[PSU13],
• simple manifolds with non positive curvature and m ∈ N by Croke-Sharafutdinov
[CS98],
• under a certain foliation assumption on the metric (which can allow conjugate
points but no topology) and m = 0 by Uhlmann-Vasy [UV16], m = 1, 2 by
Stefanov-Uhlmann-Vasy [SUV17] andm ≥ 3 by De Hoop-Uhlmann-Zhai [dUZ18],
• simple manifolds with topology and m = 0, 1 by Guillarmou [Gui17b] and m ≥ 2
in non-positive curvature by Guillarmou [Gui17b] too.
The interest of the X-ray transform is manifold and this notion has been extensively
studied in the literature, but most of the articles assume a non-trapping condition. In
particular, this operator naturally arises as the differential of the marked boundary
distance function as we will see in this chapter. We refer to the surveys of Paternain-
Salo-Uhlmann [PSU14b] and Ilmavirta-Monard [IM18] for an overview of the subject.
7.1.3 Marked boundary rigidity
The marked boundary distance function is defined as the map
dg : {(x, y, [γ]), (x, y) ∈ ∂M × ∂M, [γ] ∈ Px,y} → R+
which associates to x and y on the boundary and a homotopy class
[γ] ∈ Px,y := {[γ], γ is a curve joining x to y} ,
the distance between x and y computed as the infimum over the piecewise C1-curves
joining x to y in the homotopy class of [γ]. This map generalizes the classical notion
of boundary distance to the case of a manifold with topology. It can be seen as an
analogue of the marked length spectrum in the case of a closed Riemannian manifold
(see Chapter 2).
In the case of a manifold with strictly convex boundary and no conjugate points
(and without any assumption on the curvature), there exists a unique geodesic in each
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homotopy class of curves joining x to y which realizes the distance (see [GM18, Lemma
2.2]). As a consequence, given [γ] ∈ Px,y, dg(x, y, [γ]) is nothing but the length of
this unique geodesic in the class [γ]. Given g′, another metric with strictly convex
boundary and no conjugate points, we will say that their marked boundary distance
agree if dg = dg′ . Note that one can also lift this distance to the universal cover M˜ of
M . Then, there exists a unique geodesic joining any pair of points on the boundary of
M˜ and the marked boundary distances agree if and only if the two boundary distances
dg˜ and dg˜′ agree.
It is conjectured that under suitable assumptions on the metric, this marked boun-
dary distance determines the metric up to a natural obstruction, in the sense that if
g′ is another metric with same marked boundary distance function, then there exists a
diffeomorphism φ : M → M such that φ|∂M = 1 and φ∗g′ = g. When this occurs, we
say that (M, g) is marked boundary rigid.
In the case of a simple manifold, i.e. a manifold with strictly convex boundary and
such that the exponential map is a diffeomorphism at all points (such manifolds are
topological balls without trapping and conjugate points), this conjecture was first stated
by Michel [Mic82] in 1981, and later proved by Pestov-Uhlmann [PU05] in 2002, in the
two-dimensional case. It is still an open question in higher dimensions but Stefanov-
Uhlmann-Vasy [SUV17] proved the rigidity of a wide range of simple (and also non-
simple actually) manifolds satisfying a foliation assumption.
There is actually a long history of results regarding the boundary rigidity question
on simple manifolds. Let us mention the contributions of Gromov [Gro83], for regions
of Rn, the original paper of Michel [Mic82] for subdomains of the open hemisphere and
the Besson-Courtois-Gallot theorem [BCG95], which implies the boundary rigidity for
regions of Hn (see also the survey of Croke [Cro04]). Still in the simple setting, the
local boundary rigidity was studied by Croke-Dairbekov-Sharafutdinov in [CDS00], by
Stefanov-Uhlmann in [SU04] and positive results were obtained. More recently, Burgo-
Ivanov [BI10] proved the local boundary rigidity for metrics close enough to the eucli-
dean metric. But very few papers deal with manifolds with trapping. In that case, the
first general results where obtained by Guillarmou-Mazzucchelli [GM18] for surfaces,
where the local marked boundary rigidity was established under suitable assumptions.
One of the main results of this chapter is the following marked boundary rigidity result
for manifolds of non-positive curvature, which is a local version of Michel’s conjecture.
Theorem 7.1.4. Let (M, g) be a compact connected (n+1)-dimensional manifold with
strictly convex boundary and negative curvature. We set N :=
⌊
n+2
2
⌋
+ 1. Then (M, g)
is locally marked boundary rigid in the sense that : for any α > 0 arbitrarily small,
there exists ε > 0 such that for any metric g′ with same marked boundary distance as
g and such that ‖g′ − g‖CN,α < ε, there exists a CN+1,α-diffeomorphism φ : M → M ,
such that φ|∂M = 1 and φ∗g′ = g. If g′ is smooth, then φ is smooth.
We stress that the marked boundary distance is the natural object to consider
insofar as one can construct examples of surfaces satisfying the assumptions of Theorem
7.1.4 with same boundary distance but different marked boundary distances which are
not isometric. Indeed, consider a negatively-curved surface (M, g) whose strictly convex
boundary has a single component. We can always choose such a surface so that the
distance between two points on the boundary is realized by minimizing geodesics which
only visit a neighborhood of this boundary. Thus, any small perturbation of the metric
away from the boundary will still provide the same boundary distance function but the
metrics will no longer be isometric.
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Let us eventually mention that the problem of boundary rigidity is closely related to
the lens rigidity question, that is the reconstruction of the metric g from the knowledge
of the scattering map and the exit time function. This question has been extensively
in the literature. Among other contributions, we mention that of Stefanov-Uhlmann
[SU09], who prove a local lens rigidity result on a non-simple manifold (without the
assumption on convexity and with a possible trapped set), which is somehow in the
spirit of our article.
Our proof can be interpreted as a non-trivial inverse function theorem, like in
[CDS00] or [SU04]. Indeed, as mentioned earlier, it can be showed that the lineari-
zed version of the marked boundary distance problem is equivalent to the s-injectivity
of the X-ray transform I2. The problem here is non-linear, but still local, which allows
us to recover some of the features of the linearized problem. The key argument here is a
quadratic control of the X-ray transform of the difference of the two metrics f := g′−g
(see Lemma 8.3.1) stemming from a Taylor expansion of the marked boundary distance.
We do not choose a normal gauge to make the metrics coincide on the boundary but
rather impose a solenoidal gauge (this is made possible thanks to an essential lemma
in [CDS00]). A finer control on the regularity of the distributions which are at stake in
the last paragraph is also important. This is crucial to apply interpolation estimates
to conclude in the end. The analysis is made possible by technical tools introduced
in both papers of Guillarmou [Gui17a] and [Gui17b], which are based on recent and
powerful analytical techniques developed in the framework of hyperbolic dynamical
systems (and detailed in Chapter 2) and adapted to the open setting.
If g′ is another metric satisfying ‖g′−g‖C2 < ε, then (M, g′) is a simple manifold with
topology too 2 (see [GM18, Proposition 2.1]). In the following, we will always assume
that g′ is close enough to g in the C2 topology so that it satisfies these assumptions.
We introduce N =
⌊
n+2
2
⌋
+ 1 ≥ 2.
Theorem 7.1.5. Let (M, g) be a compact connected simple (n+ 1)-dimensional mani-
fold with topology If Ie2 is s-injective on some extension Me of M (as detailed in §7.1.1),
then (M, g) is locally marked boundary rigid in the sense that : for any α > 0 arbitra-
rily small, there exists ε > 0 such that for any metric g′ with same marked boundary
distance as g and such that ‖g′ − g‖CN,α < ε, there exists a smooth diffeomorphism
φ : M →M , such that φ|∂M = 1 and φ∗g′ = g.
In particular, under the assumption that the curvature of (M, g) is non-positive,
it was proved in [Gui17b] that Im is s-injective for any m ≥ 0, and thus m = 2 in
particular. This yields the following
Corollary 7.1.2. Assume (M, g) satisfies the assumptions of Theorem 7.1.5 and has
non-positive curvature. Then it is locally marked boundary rigid.
As a consequence of Theorems 7.1.1 and 7.1.5, we recover the following result, which
was already proved in [GM18] using a different approach.
Corollary 7.1.3. Assume (M, g) is a simple surface with topology. Then it is locally
marked boundary rigid.
2. Note that the proposition is stated in dimension 2, but the proof is actually independent of the
dimension.
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7.2 The resolvent of the geodesic vector field
Just like in the closed setting developed in the first chapters of this thesis, one of the
main ideas at the root of the recent developments in inverse problems on manifolds with
boundary the past few years has been to link the X-ray transform I to the resolvent
of the operator X (seen as a differential operator), when acting on some anisotropic
Sobolev spaces adapted to the hyperbolic decomposition (see [Gui17b, Section 4] for
instance). We define for <(λ) 0 the resolvents
R±(λ) : C∞comp(SM
◦ \ Γ±)→ C∞(SM)
by the formulas :
R+(λ)f(z) =
∫ ∞
0
e−λtf(ϕt(z))dt, R−(λ)f(z) = −
∫ 0
−∞
eλtf(ϕt(z))dt (7.2.1)
They satisfy the relations (−X±λ)R±(λ)f = f . Just like in the closed setting, following
the work of Dyatlov-Guillarmou [DG16], the operators R±(λ) can be meromorphically
extended to the whole complex plane when acting on suitable anisotropic spaces. This
result has to be understood as the transposition of the meromorphic extension results
of Faure-Sjo¨strand [FS11] and Dyatlov-Zworski [DZ16], initially proved in the closed
setting, to the open setting. Although the results of [DG16] are similar in spirit to those
of [FS11, DZ16], they are more technical, mainly because manifolds with boundary
inevitably bring new complications which do not change the nature of the results but
involve more computations. As a consequence, we will not be as exhaustive as we were
in Chapter 2 and refer the reader to that chapter for results of microlocal nature.
Once again, like in the compact setting, we will be interested in the value at 0 of the
meromorphic extension of R±(λ). For f ∈ C∞comp(SM◦ \ (Γ+ ∪Γ−)), we define operator
Πf := (R+(0)−R−(0))f.
We have the fundamental
Lemma 7.2.1. For f ∈ C∞comp(SM◦ \ (Γ+ ∪ Γ−)),
Πf = I∗If.
The proof is a straightforward computation and left as an exercise to the reader.
The operator Π is called the normal operator. Note that there is no pole at 0 in this
case. These operators can also be defined on the manifold Me and we will add an index
e (Πe for instance) in order not to confuse them.
7.2.1 The operators Im, I
∗
m and Π
Action on Lp spaces. The idea is now to extend the operator Π to larger sets of
functions (like Lp spaces) and to deduce from this the action of I and I∗ on these sets.
Proposition 7.2.1. Let 1 < p ≤ +∞, then :
Π : Lp(SM)→ ∩q<pLq(SM),
I : Lp(SM)→ ∩q<pLq(∂−SM, dµν),
I∗ : Lp(∂−SM, dµν)→ ∩q<pLq(SM)
are bounded.
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Proof. If K is hyperbolic, then `+ ∈ Lp(SM), for any p ∈ [1,+∞). Indeed, one has
µ ({`+ > T}) = V (T ) and by Cavalieri’s principle :
‖`+‖pLp(SM) =
∫ +∞
0
tp−1µ ({`+ > T}) dt =
∫ +∞
0
tp−1V (t)dt < +∞,
since V (t) = O(e−δt).
For f ∈ C∞comp(SM◦ \Γ−), let us write u(x, v) = R+(0)f(x, v) =
∫ +∞
0
f(ϕt(x, v))dt.
We consider 1 ≤ q < p. We have, using Jensen’s inequality :
‖u‖qLq(SM) =
∫
SM
∣∣∣∣∣
∫ `+(z)
0
f(ϕt(z))dt
∣∣∣∣∣
q
dµ(z)
≤
∫
SM
|`+(z)|q−1
∫ +∞
0
1(ϕt(z) ∈ SM)|f(ϕt(z))|qdtdµ(z)
=
∫ +∞
0
∫
Ut
|`+(z)|q−1|f(ϕt(z))|qdµ(z)dt,
where Ut = {`+(z) > t}, by applying Fubini in the last equality. For a fixed t ≥ 0, we
make the change of variable in the second integral y = ϕt(z) and since the Liouville
measure is preserved by the geodesic flow, we obtain :
‖u‖qLq(SM) ≤
∫ +∞
0
∫
ϕt(Ut)
|`+(ϕ−t(y))|q−1|f(y)|qdtdµ(y)
=
∫
SM
|f(y)|q
∫ +∞
0
1(y ∈ ϕt(Ut))(`+(y) + t)q−1dtdµ(y)
But y ∈ ϕt(Ut) ∩ SM if and only if ϕt(y) ∈ SM , that is if and only if |`−(y)| > t. In
other words, ϕt(Ut) ∩ SM = {|`−(y)| > t}. Thus :
‖u‖qLq(SM) ≤
∫
SM
|f(y)|q
∫ |`−(y)|
0
(`+(y) + t)
q−1dtdµ(y)
≤ C
∫
SM
|f(y)|q (`+(y) + |`−(y)|)q dµ(y) ≤ C‖f‖qLp(SM),
using Ho¨lder in the last inequality, and where C > 0 is a constant depending on p and
q. We cannot recover the Lp-norm of f insofar as the functions `+, `− are not L∞. By
density of C∞comp(SM
◦ \ Γ−) in Lp(SM), this proves that
R+(0) : L
p(SM)→ ∩q<pLq(SM)
extends as a bounded operator. The same arguments prove that
R−(0) : Lp(SM)→ ∩q<pLq(SM)
extends as a bounded operator and thus Π : Lp(SM) → ∩q<pLq(SM) is bounded. Of
course, the same arguments show that Πe : Lp(SMe)→ ∩q<pLq(SMe) is bounded. We
extend f by 0 outside SM to obtain a function on SMe (still denoted f). Now, we have
for some ε > 0 small enough :
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ε‖If‖qLq(∂−SM,dµν) =
∫
∂−SM
ε|If(x, v)|qdµν(x, v)
=
∫
∂−SM
∫ ε
0
|I˜∗If(ϕt(x, v))|qdtdµν(x, v)
=
∫
SM
|Πef |q 1Aε(x, v)dµ(x, v) ≤ ‖Πef‖qLq(SMe),
where I˜∗u(ϕt(x, v)) = u(x, v), for (x, v) ∈ ∂−SM, t ∈ [0, ε], and
Aε = {ϕt(x, v) ∈ SMe, (x, v) ∈ ∂−SM, 0 ≤ t ≤ ε}
Thus, using the boundedness of Πe and the fact that f ≡ 0 on Me \ M , we get
that I : Lp(SM) → ∩q<pLq(∂−SM, dµν) is bounded and by a duality argument
I∗ : Lp(∂−SM, dµν)→ ∩q<pLq(SM) is bounded too.
Action on some Sobolev spaces. Recall that pi0 : SM →M denotes the projection
on the manifold. There exists a decomposition of the tangent space to the unit tangent
bundle over M :
T (SM) = H⊕ V
which is orthogonal for the Sasaki metric (see §7.4.1 for the case of a surface), where V =
ker dpi0, H = ker K and K is the connection map, defined such that K(ζ) ∈ Tpi0(ζ)M is
the only vector such that the local geodesic t 7→ γ(t) ∈ SM starting from (pi0(ζ),K(ζ))
satisfies γ˙(0) = ζ (see [Pat99] for a reference). We define the dual spaces H∗ and V∗
such that H∗(H) = 0,V∗(V) = 0. We recall the that given u ∈ C−∞(M,⊗mS T ∗M), we
have WF(pi∗mu) ⊂ V∗ (see Lemma 2.5.1). We define
H10 (∂−SM, dµν) :=
{
u ∈ H1(∂−SM, dµν), u|∂0SM = 0
}
Its dual for the natural L2-scalar product given by the measure dµν is H
−1(∂−SM, dµν).
Let us recall that given u ∈ C−∞(SM), its Hs-wavefront set is defined for s ∈ R by :
WFs(u)
c =
{
(z, ξ) ∈ T ∗(SM),∃A ∈ Ψ0 elliptic at (z, ξ) such that, Au ∈ Hsloc
}
Eventually, we will denote by p : (x, ξ) 7→ 〈ξ,X(x)〉 the principal symbol of 1
i
X and by
Σ := p−1({0}) its characteristic set.
Proposition 7.2.2. Let u ∈ H−1comp(M◦,⊗mS T ∗M◦). Then Πpi∗mu ∈ H−1(SM) and
Imu ∈ H−1(∂−SM, dµν). The same result holds for Me.
The proof is based on classical propagation of singularities (for which we refer to
[Ler, Theorem 4.3.1] for instance) and more recent propagation estimates with radial
sources/sinks in open manifolds due to Dyatlov-Guillarmou [DG16, Lemma 3.7].
Proof. Since Π = R+(0) − R−(0), we will actually prove that both R±(0)pi∗m satisfy
the proposition. We will only deal with R−(0)pi∗m since the operator R+(0)pi
∗
m can be
handled in the same fashion. Consider u ∈ H−1comp(M◦,⊗mS T ∗M◦). We have pi∗mu ∈
H−1comp(SM
◦) and WF(pi∗mu) ⊂ V∗. The wavefront set of the Schwartz kernel of R−(0)
is described in [DG16] :
WF′(R−(0)) ⊂ N∗∆(SM◦ × SM◦) ∪ Ω+ ∪ (E∗+ × E∗−),
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where
N∗∆(SM◦ × SM◦) = {(x, ξ, x,−ξ) ∈ T ∗(SM◦ × SM◦)} ,
denotes the conormal to the diagonal and
Ω+ =
{
(ϕt(z), (dϕt(z))
−>(ξ), z,−ξ) ∈ T ∗(SM◦ × SM◦), t ≥ 0, (z, ξ) ∈ Σ} ,
with dϕt(z)
−> denoting the inverse transpose. Thus, by the rules of composition for the
wavefront sets (see [H0¨3, Chapter 8] for a reference) and since there are no conjugate
points, R−(0)f is well-defined as a distribution, as long as WF(f) ∩ E∗− = ∅. This is
the case for pi∗mu because over Γ± the decomposition T (SMe) = RX ⊕ V ⊕ E± holds
(see [Kli74, Proposition 6]) and thus V∗ ∩ E∗± = {0}. Furthermore,
WF(R−(0)pi∗mu) ⊂ V∗ ∪B+ ∪ E∗+ (7.2.2)
where
B+ :=
{
(ϕt(z), (dϕt(z))
−>(ξ)) ∈ T ∗(SM◦), t ≥ 0, (z, ξ) ∈ V∗ ∩ Σ}
is the forward propagation of V∗ ∩Σ by the Hamiltonian flow in the characteristic set.
Note that XR−(0)pi∗mu = −pi∗mu and by ellipticity of X outside the characteristic set Σ,
one has WF−1(R−(0)pi∗mu) ∩ Σc = ∅, that is R−(0)pi∗mu is microlocally in H−1 outside
Σ.
Given a point z /∈ Γ+, we know that there exists a finite time T > 0 such that
ϕ−T (z) ∈ ∂−SM . But since u was taken with compact support in M◦, we know that
there exists a whole neighborhood of ∂−SM where R−(0)pi∗mu vanishes (and thus is H
−1
locally). By classical propagation of singularity, since XR−(0)pi∗mu = −pi∗mu is H−1 on
SM , we deduce that R−(0)pi∗mu is locally H
−1 at z.
The points left to study are the z ∈ Γ+. Let us prove that R−(0)pi∗mu is microlocally
H−1 on B+. Given (z, ξ) ∈ B+, there exists by definition a finite time T ≥ 0 such that
(ϕ−T (z), (dϕ−T (z))−>(ξ)) ∈ B− (where B− is the backward propagation of V∗ ∩ Σ by
the Hamiltonian flow, defined analogously as B+ but for strictly negative time ; the
absence of conjugate points implies that B− ∩ B+ = ∅ 3). But by (7.2.2), R−(0)pi∗mu is
microlocally in H−1 on B− (it is smooth actually) and XR−(0)pi∗mu = −pi∗mu is in H−1,
thus it is in particular H−1 along the trajectory
{
(ϕ−s(z), (dϕ−s(z))−>(ξ)), s ∈ [0, T ]
}
so by classical propagation of singularities, R−(0)pi∗mu is microlocally H
−1 at (z, ξ)
(regularity propagates forward and backwards since the principal symbol is real).
As a consequence, WF−1(R−(0)pi∗mu) ⊂ E∗+. To conclude, we will use the result of
propagation of estimates for a radial sink as it is formulated in [DG16, Lemma 3.7]. We
embed the outer manifold Me into N , a smooth closed manifold and extend smoothly
the metric g and the vector field X (see [DG16, Section 2]). We extend R−(0)pi∗Mu by
0 outside SM . We consider A,B,B1 ∈ Ψ0(SN) such that (see Figure 7.2) :
• WF(A) is contained in a conic neighborhood of E∗u = E∗+|K and A is elliptic on
a (smaller) conic neighborhood of E∗u,
• ell(B) contains a whole neighborhood of pi−1(K) (larger than that chosen for A),
except a conic vicinity of E∗+, and WF(B) ∩E∗+ = ∅ (in other words B is elliptic
over a punctured neighborhood in the fibers over K),
• ell(B1) is contained in SM◦ and contains WF(A) and WF(B).
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Γ
−
Γ+
SN
SM
K
SM
WF(A)
ell(B1) WF(B)
E∗
u
SM  +
Figure 7.2 – In yellow, light blue, darker blue : (resp.) WF(A),WF(B), ell(B1). Left : The
projection of the previous sets on the base SM . Right : Vertical lines represent the dynamics
in the physical space SM , horizontal lines represent the dynamics in the cotangent space
T ∗(SM).
Moreover, we take these operators so that they do not ”see” the exterior manifold
SN , in the sense that their Schwartz kernel is supported in SM◦ × SM◦. Actually,
once one is able to construct three operators satisfying the three previous items, it
is sufficient to truncate their Schwartz kernel so that they satisfy this condition of
support. These operators satisfy [DG16, Lemma 3.7] where L := E∗u is the sink. Indeed,
if (z, ξ) ∈WF(A), then by [DG16, Lemma 2.11] :
• if z /∈ Γ+, then there exists a finite time T ≥ 0 such that ϕ−T (z) ∈ ell(B) (in
the past, the point physically escapes from a neighborhood of K and falls in a
region where B is elliptic),
• if z ∈ Γ+, ξ /∈ E∗+, dϕ−>t (ξ)→t→−∞ E∗− which is contained in ell(B) (in the past,
z goes to K while in phase space, the covector ξ goes to E∗− and falls in a region
of ellipticity of B),
• if z ∈ Γ+, ξ ∈ E∗+, (ϕt(z), dϕ−>t (ξ)) →t→−∞ L = E∗u (and these points stay in
ell(B1)).
Note that [DG16, Lemma 3.7] is satisfied for any s < 0 (thus in particular for s = −1)
as mentioned in [DG16, Lemma 4.2] because X is formally skew-adjoint. Moreover, by
construction, BR−(0)pi∗mu is H
−1 because we already know that R−(0)pi∗mu is microlo-
cally H−1 away from E∗+ and WF(B)∩E∗+ = ∅. By [DG16, Lemma 3.7], there exists a
constant C > 0 (independent of u) and an integer N ≥ 2 such that :
‖AR−(0)pi∗mu‖H−1(SN)
= ‖Aw‖H−1(SN)
.
(‖Bw‖H−1(SN) + ‖B1Xw‖H−1(SN) + ‖w‖H−N (SN)‖)
.
(‖BR−(0)pi∗mu‖H−1(SM) + ‖B1pi∗mu‖H−1(SM) + ‖R−(0)pi∗mu‖H−N (SM))
As a consequence, by the choice of A, R−(0)pi∗mu is microlocally H
−1 on E∗+ in a
neighborhood of K and classical propagation of singularities implies that this holds on
SM . Thus R−(0)pi∗mu ∈ H−1.
3. Assume B− ∩ B+ 6= ∅. Then, there exists t0 ≥ 0, t1 > 0, (z, ξ), (y, η) ∈ V∗ ∩ Σ, such that
(ϕt0(z), (dϕt0(z))
−>(ξ)) = (ϕ−t1(y), (dϕ−t1(y))
−>(η)), so y = ϕt(z) (with t := t0 + t1 > 0), η =
(dϕt(z))
−>(ξ), the latter equality being contradicted by the absence of conjugate points.
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To prove the last part of the proposition, it is sufficient to establish that Πpi∗mu ∈
H−1(SM) restricts on the boundary ∂−SM . The restriction makes sense as long as
WF(Πpi∗mu) ∩N∗(∂−SM) = ∅,
Remark that, since u has compact support in M◦, R±(0)pi∗mu ≡ 0 in a vicinity of ∂0SM ,
so there is no singular support in a vicinity of ∂0SM . Moreover, since XΠpi
∗
mu = 0, we
know that WF(Πpi∗Mu) ⊂ Σ. But if ξ ∈ N∗(∂−SM) is not 0, one has 〈ξ,X〉 6= 0 (since
X intersects transversally the boundary away from ∂0SM by convexity) and thus ξ /∈ Σ
by construction, so ξ /∈WF(Πpi∗Mu).
Remark 7.2.1. Note that any other regularity H−s for some s > 0 could have been
chosen instead of H−1.
7.2.2 Some lemmas of surjectivity
The two following lemmas are stated by Paternain-Zhou [PZ16, Lemmas 4.2, 4.3].
We detail the proof of the second lemma which morally follows that of Dairbekov-
Uhlmann [DU10, Lemma 2.2].
Lemma 7.2.2. Assume Im is s-injective. Then,
P := rMΠ
e
m : H
−1
comp(M
◦
e ,⊗mS T ∗M◦e )→ L2sol(M,⊗mS T ∗M)
is surjective.
Lemma 7.2.3. Assume Im is s-injective. Then
P : C∞comp(M
◦
e ,⊗mS T ∗M◦e )→ C∞sol(M,⊗mS T ∗M)
is surjective.
Let rM denote the operator of restriction to the manifold M and E0 the ope-
rator of extension by 0 outside M . Note that if u ∈ Hssol(M,⊗mS T ∗M) (for some
s < 1/2), then E0u ∈ Hscomp(M◦e ,⊗mS T ∗M◦e ) is not necessarily solenoidal as D∗E0u
may have some support in ∂M . Let E : HNsol(M,⊗mS T ∗M) → L2sol, comp(M◦e ,⊗mS T ∗M◦e )
be the operator of extension of [PZ16, Proposition 3.4], where N ≥ 2 is an integer and
E(C∞sol(M,⊗mS T ∗M)) ⊂ C∞sol, comp(M◦e ,⊗mS T ∗M◦e ) (this is made possible by the absence
of non-trivial Killing tensor fields). For the sake of simplicity, we will write C∞sol(M)
instead of C∞sol(M,⊗mS T ∗M) in the proof.
Proof of Lemma 7.2.3. We first prove that P has closed range and finite codimension.
By [Gui17b, Proposition 5.9], we know that Πem is elliptic of order −1 on kerD∗ in the
sense that there exists Q,S,R, pseudo-differential operators on M◦e of respective order
1,−2,−∞ such that
ΠemQ = 1M◦e +DSD
∗ +R, (7.2.3)
Note that we can always assume that Q is properly supported in M◦e since any pseu-
dodifferential operator can be splitted as the sum of a properly supported ΨDO and
a smooth ΨDO (see [H0¨3, Proposition 18.1.22]). We stress the fact that these opera-
tors (defined on M◦e ) will be applied to functions with compact support in M
◦
e . As a
consequence, we have for f ∈ C∞sol(M) that
PQEf = f + rMREf
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Since R is of order −∞ (it is smoothing), it is compact on HNsol(M) and so is rMRE
(for N ≥ 0). Thus, A := 1M + rMRE = PQE : HNsol(M) → HNsol(M) has closed range
and finite codimension (it is Fredholm). This implies that A : C∞sol(M)→ C∞sol(M) has
closed range and finite codimension.
The inclusion relation
PQE(C∞sol(M,⊗mS T ∗M)) ⊂ P (C∞comp(M◦e ,⊗mS T ∗M◦e ))
⊂ C∞sol(M,⊗mS T ∗M),
proves that the intermediate space is closed with finite codimension in C∞sol(M,⊗mS T ∗M).
It is now sufficient to prove that P ∗ : (C∞sol(M,⊗mS T ∗M))′ → (C∞comp(M◦e ,⊗mS T ∗M◦e ))′
is injective.
As mentioned in (7.1.14), there is a natural decomposition of tensors into C∞(M) =
C∞sol(M) ⊕ C∞pot(M) which is orthogonal for the L2-scalar product. Any continuous
functional on C∞sol(M) extends as a continuous functional on C
∞(M) which vanishes
on C∞pot(M) (and vice-versa). In other words, there is a canonical identification of the
dual to C∞sol(M,⊗mS T ∗M) with the sub-space of distributions
C−∞sol, 0(M
◦
e ) :=
{
u ∈ C−∞comp(M◦e ), supp (u) ⊂M, and ∀f ∈ C∞pot(M), 〈u, E¯f〉 = 0
}
,
where E¯f is any smooth extension with compact support of f .
Assume that P ∗f = 0 for some continuous functional f on C∞sol(M), that is 〈f, Pu〉 =
0 = 〈E0f,Πemu〉, for all u ∈ C∞comp(M◦e ). Here E0f ∈ C−∞sol, 0(M◦e ) is the distribution on
the exterior manifold identified with f . One has E0f ∈ H−Ncomp(M◦e ) for some N large
enough which gives that 〈ΠemE0f, u〉 = 0, for all u ∈ C∞comp(M◦e ), that is ΠemE0f = 0.
We can still make sense of the decomposition E0f = q + Dp0, where we have
p0 := ∆
−1D∗E0f ∈ H−N+1(Me,⊗m−1S T ∗Me) (with ∆ := D∗D the Dirichlet Laplacian
for m-tensors on Me, see [DS10]) and q := E0f − Dp0 ∈ H−Nsol (Me,⊗mS T ∗Me) (in the
sense that D∗q = 0 in the sense of distributions). One has Πem(E0f−Dp0) = Πem(q) = 0.
By ellipticity of ∆, p0 has singular support contained in ∂M (and the same holds for
Dp0). Moreover, from q = −Dp0 on Me \M , we see that q is smooth on Me \M and
since it is solenoidal on Me and in the kernel of Π
e
m, it is smooth on M
◦
e (this stems
from the ellipticity of Πem (7.2.3)), so q is smooth on Me.
Since 4 Dp0 = −q on Me \M and q is smooth on Me, one can find a smooth tensor
p1 defined on Me such that p1 = p0 and Dp1 = −q on Me \M . Then Dp1 +q is smooth,
supported in M and Πm(Dp1 + q) = 0. By s-injectivity of the X-ray transform, we
obtain Dp1 + q = Dp2 on M for some smooth tensor p2 supported in M such that
p2|∂M = 0 (and all its derivatives vanish on the boundary since Dp1 + q vanish to
infinite order on ∂M). Since Dp1 + q = 0 on Me \M , we get Dp1 + q = DE0p2 on Me
so E0f = q +Dp0 = D(p0 + E0p2 − p1) = Dp, where p := p0 + E0p2 − p1.
We have E0f = Dp and E0f = 0 on Me \M , p|∂Me = 0. By unique continuation,
we obtain that p = 0 in Me \M . Now, by ellipticity, one can also find (other) pseudo-
differential operators Q,S,R on M◦e of respective order 1,−2,−∞, such that :
QΠem = 1M◦e +DSD
∗ +R,
where S is a parametrix of D∗D. Since E0f = Dp has compact support in M◦e , we
obtain :
QΠemE0f = 0 = QΠ
e
mDp = Dp+DSD
∗Dp+Rp = 2Dp+ smooth terms
4. The argument given in this paragraph was communicated to us by one of the referees.
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This implies that E0f = Dp is smooth on Me (and actually p is smooth by ellipticity
of D). Therefore :
〈f, f〉L2(M) = 〈f,Dp〉 = 0,
where the equality holds because p|∂M = 0 and, by assumption, f vanishes on such
potential tensors. Thus f = 0 and P is surjective.
7.3 Proof of the equivalence theorem
We can now complete the proof of Theorem 7.1.2.
Proof of Theorem 7.1.2. (1) =⇒ (2) We assume that Im is injective on the space
C∞sol(M,⊗mS T ∗M). According to Lemma 7.2.3, we know that given f ∈ C∞sol(M,⊗mS T ∗M),
there exists u ∈ C∞comp(M◦e ,⊗mS T ∗M◦e ) such that rMΠemu = rMIem∗Iemu = rMIem∗ϕ˜ = f ,
where ϕ˜ = Iemu ∈ ∩p<∞Lp(∂−SMe, dµν) by Proposition 7.2.1. We want to prove that
ϕ := (Ie∗ϕ˜) |∂−SM ∈ Lp(∂−SM, dµν). Note that by construction I∗mϕ = f . Since there
exists a minimal time τ > 0 for a point (x, v) ∈ ∂−SM to reach ∂−SMe (in negative
time), we obtain :
‖ϕ‖pLp(∂−SM,dµν) =
∫
∂−SM
|Ie∗ϕ˜|p(x, v)dµν(x, v)
=
∫
∂−SM
1
`e−(x, v)
∫ `e−(x,v)
0
|Ie∗ϕ˜|p(ϕt(x, v))dtdµν(x, v)
≤ τ−1
∫
∂−SM
∫ `e−(x,v)
0
|Ie∗ϕ˜|p(ϕt(x, v))dtdµν(x, v)
= τ−1
∫
A
|Ie∗ϕ˜|p(x, v)dµ(x, v) ≤ τ−1
∫
SMe
|Ie∗ϕ˜|p(x, v)dµ(x, v) <∞
,
where A := ∪t≥0ϕ−t(∂−SM) By Proposition 7.2.1, w := I∗ϕ ∈ ∩p<∞Lp(SM) and
pim∗w = f .
(2) =⇒ (1) Let us assume that Imf = Ipi∗mf = 0, for some f ∈ C∞sol(M,⊗mS T ∗M).
We can apply the Livcic theorem in our context : by [Gui17b, Proposition 5.5], there
exists a function h ∈ C∞(SM) such that h|∂SM = 0 and pi∗mf = Xh. Now, by hy-
pothesis, pim∗ is surjective, so there exists an invariant w ∈ ∩p<∞Lp(SM) such that
f = pim∗w, with Xw = 0. We thus claim that
0 = 〈Xw, h〉 = −〈w,Xh〉 = −〈w, pi∗mf〉 = −〈pim∗w, f〉 = −‖f‖2, (7.3.1)
which would conclude the proof of this point. All we have to justify is the second equa-
lity since the others are immediate. This can be done using an approximation lemma.
We extend w by flow-invariance to SMe and still denote it w ∈ L2(SMe). We consider
a test function χ ∈ C∞comp(SM◦e ) such that χ ≡ 1 on SM . By [DZ, Lemma E. 47], there
exists a sequence (wk)k∈N of smooth functions in SM◦e such that χwk → χw in L2(SM◦e )
and χXwk → χXw = 0 in L2(SM◦e ) too. In particular, one has both convergences in
L2(SM) without the test function. Now (7.3.1) is satisfied for each wk, k ∈ N, since h
vanishes on the boundary ∂SM and passing to the limit as k →∞, we get the sought
result.
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(1) ⇐⇒ (3) If Im is s-injective, then the operator P in Lemma 7.2.2 is surjective :
if u ∈ L2sol(M,⊗mS T ∗M), there exists a v ∈ H−1comp(M◦e ,⊗mS T ∗M◦e ) such that Pv =
rMpim∗Πepi∗mv = u. We set w := Π
epi∗mv ∈ H−1(SMe) (according to Proposition 7.2.2).
Then it is clear that Xw = 0 and pim∗w = u on M . To prove the converse, it is sufficient
to repeat the previous proof of (2) =⇒ (1).
7.4 Surjectivity of pim∗ for a surface
We now assume thatM is two-dimensional and satisfies the assumptions of Theorem
3.2.1.
7.4.1 Geometry of a surface
In local isothermal coordinates (x, y, θ), we denote by V the vertical vector field
∂/∂θ. There exists a third vector field X⊥ such that the family {X,X⊥, V } forms an
orthonormal basis of T (SM) with respect to the Sasaki metric. The functional space
L2(SM) decomposes as the orthogonal sum
L2(SM) =
⊕
k∈Z
C∞(M,Hk),
where each C∞(M,Hk) is the fiberwise eigenspace of −iV corresponding to the ei-
genvalue k. A function u ∈ L2(SM) can be decomposed into u = ∑k∈Z uk, where
uk ∈ C∞(M,Hk). In particular, in the local isothermal coordinates, one has :
uk(x, y, θ) =
(
1
2pi
∫ 2pi
0
u(x, y, t)e−iktdt
)
eikθ
This decomposition extends to distributions in C−∞(SM). Indeed, if u ∈ C−∞(SM),
we set for ϕ ∈ C∞(SM),
〈uk, ϕ〉 := 〈u, ϕ−k〉
In particular, if uk ∈ C∞(M,Hk), then pi∗kpik∗uk = ckuk for some constant ck 6= 0. There
exist two fundamental differential operators η± : C∞(M,Hk) → C∞(M,Hk±1) acting
on the spaces C∞(M,Hk), defined by η± := 12(X ∓ iX⊥) (see [GK80a]) and the formal
adjoint of η+ is −η−.
Thanks to the explicit expression of the vector fields X and X⊥ in isothermal
coordinates (x, θ), one can compute explicitly η±u for uk ∈ C∞(M,Ωk). If uk(x, y, θ) =
u˜k(x, y)e
ikθ in local isothermal coordinates, then one has
η−(u) = e−(k+1)λ∂¯(u˜kekλ)ei(k−1)θ, (7.4.1)
η+(u) = e
(k−1)λ∂(u˜ke−kλ)ei(k+1)θ, (7.4.2)
where λ is the factor of conformity with the euclidean metric, ∂ = 1
2
( ∂
∂x
− i ∂
∂y
) and
∂¯ = 1
2
( ∂
∂x
+ i ∂
∂y
).
We denote by κ the canonical line bundle, that is the complex line bundle generated
by the complex-valued 1-form dz in local holomorphic coordinates. A smooth uk ∈
C∞(M,Ωk) can be identified with a section of κ⊗k according to the mapping uk 7→
u˜ke
kλ(dz)⊗k, written in local holomorphic coordinates, where uk(z, θ) = u˜k(z)eikθ (see
[PSU13, Section 2] for more details).
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7.4.2 Proof of Theorem 7.1.3
Like in [Gui17a], we introduce the Szego¨ projector in the fibers using the classical
Fourier decomposition :
S : C∞(SMe)→ C∞(SMe), S(u) =
∑
k≥1
uk
This operator extends as a self-adjoint bounded operator on L2(SMe) and as a bounded
operator on Hs(SMe) for all s ∈ R. By duality, it extends continuously to C−∞(SMe)
using the L2-pairing, according to the formula 〈S(u), v〉 = 〈u, S(v)〉, for u ∈ C−∞(SMe)
and v ∈ C∞(SMe).
The Hilbert transform is defined as :
H : C∞(SMe)→ C∞(SMe), H(u) = −i
∑
k∈Z
sgn(k)uk,
with the convention that sgn(0) = 0. It extends as a bounded skew-adjoint operator on
L2(SMe) and thus defines by duality a continuous operator on C
−∞(SMe), using the
L2-pairing 〈H(u), v〉 = −〈u,H(v)〉, for u ∈ C−∞(SMe), v ∈ C∞(SMe). In particular,
the Szego¨ projector can be rewritten using the Hilbert transform, according to the
formula :
S(u) =
1
2
((1 + iH)(u)− u0) , (7.4.3)
for u ∈ C−∞(SMe) (where u0 = 12pipi∗0 (pi0∗u)). We have the following commutation rela-
tion (see [Gui17a] for instance), valid for u ∈ C−∞(SM) in the sense of distributions :
Lemma 7.4.1. XSu = SXu− η+u0 + η−u1
We can now prove a similar result to [Gui17b, Proposition 5.10] :
Lemma 7.4.2. Under the assumptions of Theorem 7.1.3, given f1 ∈ C∞(M,T ∗M)
satisfying D∗f1 = 0, there exists w ∈ ∩p<∞Lp(SMe) such that Xw = 0 in SM◦e and
pi1∗w = f1 in M . Moreover, we can take w odd i.e. without even frequencies in its
Fourier decomposition.
Proof. The first part of the statement is an immediate consequence of Theorem 7.1.2
and the s-injectivity of Ie1 [Gui17b, Theorem 5]. The second part comes from the fact
that if w ∈ C−∞(SM) satisfies Xw = 0, then Xwodd = Xweven = 0. Moreover, pi1∗w
only depends on w1 and w−1 (for f ∈ C∞(M,T ∗M), 〈pi1∗w, f〉 = 〈w, pi∗1f〉 = 〈w−1 +
w1, pi
∗
1f〉 since pi∗1f ∈ Ω−1⊕Ω1), which implies that pi1∗w = pi1∗wodd. As a consequence,
we can take wodd and the result still holds. The regularity wodd ∈ ∩p<∞Lp(SMe) is a
consequence of the fact that wodd =
1
2
(1 − A∗)w ∈ Lp(SM) if w ∈ Lp(SM), where A
is the antipodal map in the fibers (it preserves the Liouville measure).
Lemma 7.4.3. H extends as a bounded operator H : Lp(SM) → Lp(SM), for any
p ∈ (1,+∞).
Proof. First, let us note that given p ≥ 1 and u ∈ Lp(SM), we have that x 7→
‖u‖pLp(SxM) =
∫
SxM
|u|pdSx is almost-everywhere defined and finite, and by integration
over the fibers :
‖u‖pLp(SM) =
∫
SM
|u|pdµ =
∫
M
∫
SxM
|u|pdSxdvol(x) =
∫
M
‖u‖pLp(SxM)dvol(x)
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Since H acts separately on each fiber, we are reduced to proving the lemma on the
circle S1 endowed with a smooth measure dθ. Now, it is clear that H : L2(S1)→ L2(S1)
is bounded. The hard point, here, is to prove that H : L1(S1) → L1,w(S1) (the weak
L1-space) is bounded too. This is a classical fact in harmonic analysis for which we
refer to [Tao]. Assuming this claim, we obtain by Marcinkiewicz interpolation theorem
the boundedness of H : Lp(S1) → Lp(S1) for any p ∈ (1, 2] and since H is formally
skew-adjoint, this also provides its boundedness on Lp(S1) for p ≥ 2 by duality.
We prove that for a w like in Lemma 7.4.2, S(w) makes sense as a function on SMe.
More precisely :
Lemma 7.4.4. S extends as a bounded operator S : Lp(SM) → Lp(SM), for any
p ∈ (1,+∞).
Proof. Using (7.4.3), we can write for w ∈ C∞(SM), S(w) = 1
2
(w + iH(w) − w0) =
1
2
(1 + iH − 1
2pi
pi∗0pi0∗)w. Now, H is a bounded operator L
p(SM) → Lp(SM), for any
p ∈ (1,+∞), and as mentioned in §7.1.1, pi∗0pi0∗ : Lp(SM) → Lp(SM) is bounded for
any p ∈ (1,+∞).
Lemma 7.4.4 shows that if w(1), ..., w(m) ∈ ∩p<∞Lp(SM), then
S(w(1))...S(w(m)) ∈ ∩p<∞Lp(SM)
is well-defined. We can now prove Theorem 7.1.3 :
pim∗ : ∩p<∞Lpinv(SM)→ C∞sol(M,⊗mS T ∗M)
is surjective for a surface. According to [PZ16, Lemma 7.2], the proof actually boils
down to the
Lemma 7.4.5. Assume am ∈ Ωm satisfies η−am = 0. Then there exists a function
ω ∈ ∩p<∞Lp(SM) such that Xω = 0 and pim∗ω = pim∗am.
Proof. This relies on the fact that the canonical line bundle κ for a smooth compact sur-
face with boundary is holomorphically trivial, that is, there exists a nowhere vanishing
holomorphic section α (see [For81, Theorem 30.3] for a reference). As a consequence,
κ⊗m is trivial too, with non-vanishing section α⊗m and the element of κ⊗m canonically
associated to am (according to the mapping introduced in the previous Section) is of the
form vα⊗m for some smooth complex-valued v. But according to the expression (7.4.1),
if am ∈ Ωm satisfies η−am = 0 then ∂¯(a˜memλ) = 0 which yields that v is holomorphic.
Thus, we can write locally a˜me
mλ(dz)⊗m = (vα) ⊗ α⊗(m−1) and all the factors of the
product are holomorphic.
In other words, am = f(1)...f(m), where each f(i) ∈ Ω1 satisfies η−f(i) = 0. Now,
according to Lemma 7.4.2, we can find, for each 1 ≤ i ≤ m, a w(i) ∈ ∩p<∞Lp(SMe)
such that Xw(i) = 0 in SM◦e , w(i) is odd and pi1∗w(i) = pi1∗f(i) in M . Indeed, pi1∗f(i)
is in C∞(M,T ∗M) and one has
pi∗0 (D
∗(pi1∗f(i))) = η+(f(i))−1 + η−(f(i))1 = 0,
since f(i) = (f(i))1 ∈ Ω1 satisfies η−f(i) = 0. So D∗(pi1∗f(i)) = 0 and the hypothesis
of the Lemma 7.4.2 are satisfied.
Note in particular that since w(i) ∈ L2(SM), the equality pi1∗w(i) = pi1∗f(i) also
provides
pi∗1pi1∗w(i) = c1(w(i)1 + w(i)−1) = pi
∗
1pi1∗f(i) = c1f(i)1,
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that is w(i)1 = f(i)1 ∈ Ω1 and w(i)−1 = 0. Thus, each w(i) satisfies η−(w(i))1 =
η−f(i) = 0 and η+(w(i))0 = 0 insofar as it is odd. As a consequence, applying the
commutation relation stated in Lemma 7.4.1, we obtain
XS(w(i)) = S (Xw(i)) = 0
and pi1∗(S(w(i))) = pi1∗(w(i)) = pi1∗f(i).
Thus, we can define ω := S(w(1))...S(w(m)) ∈ ∩p<+∞Lp(SM) and it satisfies
Xω = 0 on SM . By construction, we have ωm = f(1)...f(m) = am ∈ Ωm and ωl = 0
for l < m on M . We conclude that pim∗ω = pim∗am on M .
Remark 7.4.1. The proof relies on the fact that we are here able to find sufficiently
regular invariant distributions w ∈ ∩p<∞Lp(SMe) such that, given f1 ∈ C∞sol(M,T ∗M),
we have pi1∗w = f1, and that ∩p<∞Lp(SMe) is an algebra. Had we not been able to
obtain such a regularity, one could have skirted this issue by analyzing the kernel of
the Szego¨ projector (see [Gui17a, Lemma 3.10]) and proving that the multiplication
S(w)S(v) at least makes sense as a distribution, using [H0¨3, Theorem 8.2.10].
7.5 Proof of the local marked boundary rigidity
We now use the s-injectivity of the X-ray transform I2 proved in Theorem 7.1.1 in
order to prove results of local rigidity, namely Theorems 7.1.4 and 7.1.5.
7.5.1 Technical tools
Let us fix some ε > 0 so that any metric g′ in an ε-neighborhood of g (with respect
to the C2 topology) is simple with topology. We also assume that Ie2 is s-injective on
Me.
Reduction of the problem. The metric g is solenoidal with respect to itself since
D∗g = −Tr12(∇g) = 0 (∇g = 0 since ∇ is the Levi-Civita connection). Like in the
closed setting (see Lemma B.1.7), any metric in a vicinity of g is actually isometric to
a solenoidal metric (with respect to g). We recall that N =
⌊
n+1
2
⌋
+ 1.
Proposition 7.5.1 ([CDS00], Theorem 2.1). Let N ≥ 2, α ∈ (0, 1). There exists a
CN,α-neighborhood W of g such that for any g′ ∈ W , there exists a CN+1,α-diffeomorphism
φ : M → M preserving the boundary, such that g′′ = φ∗g′ is solenoidal with res-
pect to the metric g. Moreover, if W is chosen small enough, one can guarantee that
‖g′′ − g‖CN < ε.
We can thus reduce ourselves to the case where g′ is solenoidal with respect to
the metric g. We introduce f := g′ − g, which is, by construction, CN , solenoidal and
satisfies ‖f‖CN < ε. Our goal is to prove that f ≡ 0. We define gτ := g + τf for
0 ≤ τ ≤ 1. As mentioned earlier, since f is small enough, each of these metrics have
strictly convex boundary, a hyperbolic trapped set and no conjugate points. From now
on, we assume that dg = dg′ .
Lemma 7.5.1. I2(f) ≥ 0 almost everywhere.
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Proof. Let M˜ denote the universal cover of M . We lift all the objects to the universal
cover and denote them by ·˜. We consider (p, ξ) ∈ ∂−SM˜ \ Γ˜− and denote by q ∈ M˜
the endpoint of the geodesic generated by (p, ξ). By [GM18, Lemma 2.2], we know that
for each τ ∈ [0, 1], there exists a unique gτ -geodesic γτ : [0, 1] → M˜ with endpoints
p and q. Note that γτ depends smoothly on τ
5. We introduce the energy E(τ) :=∫ 1
0
g˜τ (γ˙τ (s), γ˙τ (s))ds. The arguments of [CDS00, Proposition 3.1] apply here as well :
they prove that E is a C2 function on [0, 1] which is concave. Moreover, since the
boundary distance of g˜ and g˜′ agree, one has E(0) = E(1). This implies that E ′(0) ≥ 0,
but one can see that E ′(0) = I˜2(f˜)(p, ξ). Eventually, since ∂−SM˜∩Γ˜− has zero measure
(with respect to dµ˜ν) by Proposition 7.1.1, we obtain the result on the universal cover
and projecting f˜ on the base, we obtain the sought result.
Notice that, since pi∗2g ≡ 1 on SM , one has for some constant c2 > 0 :
〈g, f〉L2(⊗2ST ∗M) = c2〈pi∗2g, pi∗2f〉L2(SM)
= c2
∫
SM
pi∗2f(x, v)dµ(x, v)
= c2
∫
∂−SM
I2(f)(x, v)dµν(x, v),
where the last equality follows from Santalo´’s formula. But since I2(f) ≥ 0 almost
everywhere, one gets :
〈g, f〉L2(⊗2ST ∗M) = c2
∫
∂−SM
I2(f)(x, v)dµν(x, v) = c2‖I2(f)‖L1(∂−SM)
We will now prove an estimate on the L1-norm of I2(f) which is crucial in our proof.
It is based on the equality of the volume of g and g′, which is a consequence of the
fact that their marked boundary distance functions coincide because φ is isotopic to
the identity. Indeed, one can first construct a diffeomorphism ψ : M → M such that
ψ|∂M = 1 and both g0 := ψ∗g and g′ coincide at all points of ∂M (it is a well-known
fact for simple metrics and was proved in [GM18, Lemma 2.3] in our case). Note that
vol(g0) = vol(g) and that the marked boundary distance function of g0 and g
′ still
coincide. By [GM18, Lemma 2.4], this implies that the metrics g0 and g
′ have same
lens data, which, in turn, implies the equality of the two volumes by Santalo’s formula
(see [GM18, Lemma 2.5]).
Lemma 7.5.2. There exists a constant C > 0, such that :
‖I2(f)‖L1(∂−SM) ≤ C‖f‖2L2(M,⊗2ST ∗M)
Proof. Consider a finite atlas (Ui, ϕi) on M and a partition of unity
∑
i χi = 1 subor-
dinated to this atlas, i.e. such that supp(χi) ⊂ Ui. One has for τ ∈ [0, 1] :
vol(gτ ) =
∑
i
∫
ϕi(Ui)
χi ◦ ϕ−1i
√
det(gτ (x))dx,
5. Indeed, τ 7→ gτ depends smoothly on τ , so ξτ :=
(
expgτp
)−1
(q) depends smoothly on τ . Thus
(t, τ) 7→ ϕgτt (p, ξτ ) is smooth in both variables and by the implicit function theorem, the length
`gτ+ (p, ξτ ) is smooth in τ . Thus, the reparametrized geodesic γτ depends smoothly on τ .
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where dx denotes the Lebesgue measure and gτ (x) the matrix representing the metric
in coordinates. In [CDS00], Proposition 4.1, it is proved that for ‖f‖C0 < ε (which is
our case), one has pointwise :
√
det(gτ (x)) ≥
√
det(g(x))
(
1 +
1
2
τ〈g(x), f(x)〉g − 1
4
τ 2 |f(x)|2g − Cετ 3|f(x)|2g
)
,
where the inner products are computed with respect to the metric (see Appendix B).
Inserting this into the previous integral, we obtain :
vol(gτ ) ≥ vol(g) + 1
2
τ〈g, f〉L2 − 1
4
τ 2‖f‖2L2 − Cετ 3‖f‖2L2
Taking τ = 1 and using the fact that vol(g′) = vol(g), we obtain the sought result.
Remark 7.5.1. If (M, g) were a simple manifold, then a well-known Taylor expansion
(see [SU04, Section 9] for instance) shows that for x, y ∈ ∂M , one has :
dg′(x, y) = dg(x, y) +
1
2
I2(f)(x, y) +Rg(f)(x, y),
where I2(f)(x, y) stands for the X-ray transform with respect to g along the unique
geodesic joining x to y, Rg(f) is a remainder satisfying :
|Rg(f)(x, y)| . |x− y| · ‖f‖2C1(M)
As a consequence, if the two boundary distances agree, one immediately gets that
‖I2(f)‖L∞(∂−SM) . ‖f‖2C1(M)
In our case, because of the trapping issues, I2(f) is not L
∞ and such an estimate is
hopeless. This is why we have to content ourselves with L1/L2 estimates in Lemma
8.3.1 (and this will be sufficient in the end) but the idea that linearizing the problem
brings an inequality with a square is unchanged.
Functional estimates. Given a tensor f defined on M , E0f denotes its extension by
0 to Me, whereas rMf denotes the restriction to M of a tensor defined on Me. If f ∈
H1/4(M,⊗2ST ∗M), then E0f ∈ H1/4(Me,⊗2ST ∗Me) (see [Tay11a, Corollary 5.5]) and
we can decompose the extension E0f into E0f = q+Dp, where q ∈ H1/4sol (Me,⊗2ST ∗Me)
and p ∈ H5/4(Me,⊗2ST ∗Me), with p|∂Me = 0.
Lemma 7.5.3. For any r ≥ 0, there exists a constant C > 0 such that if f ∈
H
1/4
sol (M,⊗2ST ∗M) :
‖f‖H−r(M,⊗2ST ∗M) ≤ C‖q‖H−r(M,⊗2ST ∗M)
Actually, this lemma is valid not just for 1/4 but for any 0 < s < 1/2. We chose
to take a specific s in order to simplify the notations, and because it will be applied
for a much regular f which will therefore be in H1/4. Note that, from now on, in
order to simplify the notations, we will sometimes write ‖T‖Hs(M) in short, instead of
‖T‖Hs(M,⊗2ST ∗M).
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Proof. We argue by contradiction. Assume we can find a sequence of elements fn ∈
H
1/4
sol (M,⊗2ST ∗M) such that :
‖fn‖H−r(M,⊗2ST ∗M) > n‖qn‖H−r(M,⊗2ST ∗M)
We can always assume that ‖fn‖H1/4(M) = 1 and thus :
‖qn‖H−r(M) ≤ 1
n
‖fn‖H−r(M) . 1
n
‖fn‖H1/4(M) → 0
Now, by compactness, we can extract subsequences so that :
fn ⇀ f ∈ H1/4sol (M,⊗2ST ∗M)
fn → f in L2(M,⊗2ST ∗M)
pn ⇀ p ∈ H5/4(Me,⊗2ST ∗Me)
pn → p in H1(Me,⊗2ST ∗Me)
qn ⇀ q ∈ H1/4sol (Me,⊗2ST ∗Me)
qn → q in L2(Me,⊗2ST ∗Me)
Remark that the decomposition E0fn = qn +Dpn implies, when passing to the limit in
L2, that E0f = q + Dp. Since ‖qn‖H−r(M) → 0, we have that q ≡ 0 in M . In Me \M ,
we have q = −Dp. Thus :
0 = 〈D∗q, p〉L2(Me) = 〈q,Dp〉L2(Me) = 〈q,Dp〉L2(Me\M) = −‖q‖2L2(Me\M),
that is q ≡ 0. As a consequence, in Me \M◦, E0f = 0 = Dp and p|∂Me = 0, so p ≡ 0
in Me \M◦ by unique continuation. Since p ∈ H5/4, by the trace theorem, we obtain
that p|∂M = 0 (in H3/4(∂M)). Since f is solenoidal, D∗f = 0, and
0 = 〈D∗f, p〉L2(M) = 〈D∗Dp, p〉L2(M) = ‖Dp‖2L2(M)
Therefore, p ≡ 0 and, in particular, in M , we get that f = 0 which is contradicted by
the fact that ‖fn‖H1/4(M) = 1.
We recall that Ie2 is assumed to be injective. Let us mention that if a tensor u ∈
C∞(Me,⊗2ST ∗Me) is in the kernel of Πe2, then :
0 = 〈Πe2u, u〉 = 〈Ie2∗Ie2u, u〉 = ‖Ie2u‖2,
that is Ie2u = 0. This will be used in the following lemma :
Lemma 7.5.4. Under the assumption that Ie2 is injective, for any r ≥ 0, there exists
a constant C > 0 such that if f ∈ H1/4sol (M,⊗2ST ∗M), then :
‖f‖H−r−1(M,⊗2ST ∗M) ≤ C‖Πe2E0f‖H−r(Me,⊗2ST ∗Me)
Proof. Let χ be a smooth positive function supported within M◦e such that χ ≡ 1 in
a vicinity of M . We know by [Gui17b], that there exists pseudodifferential operators
Q,S,R with respective order 1,−2,−∞ on M◦e such that :
QχΠe2χ = χ
2 +DχSχD∗ +R
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Let us decompose E0f = q+Dp, where q ∈ H1/4sol (Me,⊗2ST ∗Me) and Dp is the potential
part given by p := ∆−1D∗E0f , ∆ = D∗D being the Laplacian with Dirichlet conditions.
Remark that χE0f = E0f , and
rMQχΠ
e
2(E0f) = rMQχΠ
e
2(χE0f)
= rMQχΠ
e
2χ(q) + rMQχΠ
e
2D(χp)︸ ︷︷ ︸
=0
+rMQχΠ
e
2[χ,D](p)
= rM(q) + rMR(q) + rMQχΠ
e
2[χ,D]∆
−1D∗E0(f)
Note that [χ,D] is a differential operator supported in the annulus {∇χ 6= 0}. In par-
ticular, rMT := rMQχΠ
e
2[χ,D]∆
−1D∗E0 : H−r−1 → H−r−1 is a well-defined compact
operator on M . Using the previous lemma, we obtain :
‖f‖H−r−1(M) . ‖q‖H−r−1(M)
. ‖rMQχΠe2E0f‖H−r−1(M) + ‖rMRq‖H−r−1(M) + ‖rMTf‖H−r−1(M)
. ‖Πe2E0f‖H−r(Me) + ‖rMRq‖H−r−1(M) + ‖rMTf‖H−r−1(M)
In other words, there exists a constant C > 0 such that :
‖f‖H−r−1(M) ≤ C(‖Πe2E0f‖H−r(Me) + ‖rMRq‖H−r−1(M) + ‖rMTf‖H−r−1(M)) (7.5.1)
The rest of the proof now boils down to a standard argument of functional analysis.
Assume by contradiction that we can find a sequence of elements fn ∈ H1/4(M,⊗2ST ∗M)
such that
‖fn‖H−r−1(M,⊗2ST ∗M) > n‖Πe2E0fn‖H−r(Me,⊗2ST ∗Me)
We can always assume that ‖fn‖H−r−1 = 1 and thus ‖Πe2E0fn‖H−r → 0. By construc-
tion, ‖qn‖H−r−1 . ‖fn‖H−r−1 = 1, i.e. (qn) is bounded in H−r−1. Moreover, since rMR
and rMT are compact, we know that up to a subsequence rMRqn → v1, rMTfn → v2,
with v1, v2 ∈ H−r−1(M,⊗2ST ∗M). As a consequence, (rMRqn)n≥0, (rMTfn)n≥0 are Cau-
chy sequences and applying (7.5.1) with fn − fm, we obtain that (fn)n≥0 is a Cauchy
sequence too. It thus converges to an element f ∈ H−r−1sol (M,⊗2ST ∗M) which satisfies
Πe2E0f = 0. But we claim that Π
e
2E0 is injective on H
−r−1
sol (M,⊗2ST ∗M). Assuming this
claim, this implies that f = 0, which contradicts the fact that ‖fn‖H−r−1 = 1.
Let us now prove the injectivity. Assume Πe2E0f = 0 for some f ∈ H−r−1sol (M,⊗2ST ∗M).
Since E0f has compact support within M
◦
e , we can still make sense of the decompo-
sition E0f = q + Dp, where p := ∆
−1D∗E0f ∈ H−r(Me,⊗2ST ∗Me), ∆ := D∗D is the
Laplacian with Dirichlet conditions and q := E0f −Dp ∈ H−r−1sol (Me,⊗2ST ∗Me) (in the
sense that D∗q = 0 in the sense of distributions). By ellipticity of ∆, p has singular
support contained in ∂M (since ∆p = D∗E0f), and the same holds for Dp. Moreover :
Πe2(E0f) = 0 = Π
e
2(q) + Π
e
2(Dp) = Π
e
2(q)
From q = −Dp on Me \ M , we see that q is smooth on Me \ M and since it is
solenoidal on Me and in the kernel of Π
e
2, it is smooth on M
◦
e (this stems from the
ellipticity of Πe2 on ker D
∗). As a consequence, q ∈ C∞sol(Me,⊗2ST ∗Me)∩ ker Ie2 and thus
q = 0 by s-injectivity of the X-ray transform. We have E0f = Dp and E0f = 0 on
Me \M , p|∂Me = 0. By unique continuation, we obtain that p = 0 in Me \M . Now, by
ellipticity, one can also find pseudo-differential operators Q,S,R on M◦e of respective
order 1,−2,−∞, such that :
QΠe2 = 1M◦e +DSD
∗ +R,
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where S is a parametrix of D∗D. Since E0f = Dp has compact support in M◦e , we
obtain :
QΠe2E0f = 0
= QΠe2Dp
= Dp+DSD∗Dp+Rp
= 2Dp+ smooth terms
This implies that E0f = Dp is smooth on Me, vanishes on ∂M . Therefore :
〈f, f〉L2(M) = 〈f,Dp〉 = 〈D∗f, p〉 = 0,
that is f ≡ 0.
For s ∈ R, we define Hsinv(SM) to be the set of u ∈ Hs(SM) such that Xu = 0 (in
the sense of distributions if s < 1). The following lemma will allow us some gain in the
”battle” of exponents in the proof of the Theorem.
Lemma 7.5.5. For all s ∈ R, m ≥ 0,
pim∗ : H
s
inv(SM)→ Hs+1/2(M,⊗mS T ∗M)
is bounded (and the same result holds for Me).
Proof. We fix s ∈ R. The idea is to see pim∗ as an averaging operator in order to apply
Ge´rard-Golse’s result of regularity ([GG92, Theorem 2.1]). In local coordinates, given
f ∈ C∞(SM), one has (see [PZ16, Section 2] for instance) :
pim∗f(x)i1...im = gi1j1(x)...gimjm(x)
∫
SxM
f(x, ξ)ξJdSx(ξ),
where ξJ = ξj1 ...ξjm . It is thus sufficient to prove that the Hs+1/2-norm of each of these
coordinates is controlled by the Hs-norm of f . Since (M, g) is smooth, it is actually
sufficient to control the Hs+1/2-norm of the integral. Note that
‖X(fξJ)‖Hs(SM) . ‖f‖Hs(SM) + ‖Xf‖Hs(SM) (7.5.2)
Since X satisfies the transversality assumption of [GG92, Theorem 2.1], we conclude
that u : x 7→ ∫
SxM
f(x, ξ)ξJdSx(ξ) is in H
s+1/2(M). By (7.5.2), we also know that its
Hs+1/2-norm is controlled by
‖u‖Hs+1/2(SM) . ‖f‖Hs(SM) + ‖Xf‖Hs(SM). (7.5.3)
Now, if f ∈ Hsinv(SM), there exists by [DZ, Lemma E.47] a sequence of smooth
functions fn ∈ C∞(SM) such that fn → f,Xfn → Xf = 0 in Hs(SM). We obtain the
sought result by passing to the limit in (7.5.3).
We will apply this lemma with m = 2. Eventually, the following lemma is stated for
Sobolev spaces in [PZ16, Lemma 6.2], but the same result holds for Lebesgue spaces.
The proof relies on the fact that, by construction of the extension Me, there exists a
maximum time L < +∞ for a point in ∂−SMe to either exit SMe or to hit ∂−SM .
Lemma 7.5.6. Let 1 ≤ p < +∞. There exists a constant C > 0 such that if f ∈
L1(M,⊗2ST ∗M) is a section such that I2(f) ∈ Lp(∂−SM) and E0f denotes its extension
by 0 to Me, one has :
‖Ie2(E0f)‖Lp(∂−SMe) ≤ C‖I2(f)‖Lp(∂−SM) (7.5.4)
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7.5.2 End of the proof
We now have all the ingredients to conclude the proof of Theorem 7.1.5. Note that
there are arbitrary choices made as to the functional spaces considered. The bounds we
obtain are clearly not optimal, but this is of no harm as to the content of the theorem.
In particular, we are limited by the Sobolev injection used in the proof, which depends
on the dimension : this is why we loose regularity in the theorem as the dimension
increases. We recall that n+ 1 is the dimension of M .
Proof of the Theorem. We already know by Lemma 8.3.1 that
‖I2(f)‖L1(∂−SM) . ‖f‖2L2(M,⊗2ST ∗M)
We recall that N =
⌊
n+2
2
⌋
+ 1 > n+2
2
. We fix q ∈ (1, 2) close to 1 and set s =
(n + 1)
(
1
q
− 1
2
)
, the exponent of the Sobolev injection Lq ↪−→ H−s. Interpolating L2
between the Sobolev spaces H−s−1/2 and HN , we obtain for γ = N
s+1/2+N
:
‖I2(f)‖L1(∂−SM) . ‖f‖2L2 . ‖f‖2γH−s−1/2‖f‖
2(1−γ)
HN
. ‖f‖2γ
H−s−1/2‖f‖
2(1−γ)
CN
Moreover, by Lemma 8.3.3, we have that for p > 1 large enough and for δ > 0 as small
as wanted, ‖I2(f)‖Lp(∂−SM) . ‖f‖Lp+δ(M,⊗2ST ∗M) . ‖f‖L∞(M,⊗2ST ∗M). By interpolation,
we obtain that :
‖I2(f)‖Lq+δ(∂−SM) . ‖I2(f)‖θL1‖I2(f)‖1−θLp
. ‖f‖2θL2‖f‖1−θL∞
. ‖f‖2γθ
H−s−1/2‖f‖
2(1−γ)θ
CN
‖f‖1−θL∞ ,
where θ ∈ [0, 1] satisfies
1
q + δ
= θ +
1− θ
p
(7.5.5)
As a consequence, we obtain :
‖f‖H−s−1/2 . ‖Πe2E0f‖H−s+1/2 by Lemma 7.5.4
. ‖Ie∗Ie2E0f‖H−s by Lemma 7.5.5
. ‖Ie∗Ie2E0f‖Lq by Sobolev injection Lq ↪−→ H−s
. ‖Ie2E0f‖Lq+δ by Proposition 7.2.1
. ‖I2f‖Lq+δ by Lemma 7.5.6
. ‖f‖2γθ
H−s−1/2‖f‖
2(1−γ)θ
CN
‖f‖1−θL∞
Remark that we can choose q as close we want to 1, thus s close enough to (n + 1)/2
and θ close enough to 1/q. In the limit q = 1, s = (n+ 1)/2, θˆ = 1/q, γˆ = N
(n+1)/2+1/2+N
,
we have :
2γˆθˆ =
2N
(n+ 1)/2 + 1/2 +N
> 1,
since N =
⌊
n+2
2
⌋
+ 1 > n+1
2
. As a consequence, we can always make some choice of
constants q, p, δ which guarantees that 2γθ > 1. Now, if f were not zero, one would
obtain :
C ≤ ‖f‖2γθ−1
H−s−1/2‖f‖
2(1−γ)θ
CN
‖f‖1−θL∞ ≤ C ′εθ,
for some constants C and C ′, independent of f , and we get a contradiction, provided
ε is chosen small enough at the beginning.
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Chapitre 8
Boundary rigidity of
negatively-curved asymptotically
hyperbolic surfaces
« Je hais les voyages et les
explorateurs. Et voici que je
m’appreˆte a` raconter mes
expe´ditions. Mais que de temps
pour m’y re´soudre ! »
Tristes Tropiques, Claude
Le´vi-Strauss
This chapter contains the article Boundary rigidity of negatively-curved asymptoti-
cally hyperbolic surfaces, published in Commentarii Mathematici Helvetici.
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CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES
In the spirit of Otal [Ota90] and Croke [Cro90], we prove that a negatively-curved
asymptotically hyperbolic surface is marked boundary distance rigid, where the distance
between two points on the boundary at infinity is defined by a renormalized quantity.
8.1 Introduction
8.1.1 Main result
We consider M a smooth compact connected (n + 1)-dimensional manifold with
boundary. We say that ρ : M → R+ is a boundary defining function on M if it is
smooth and satisfies ρ = 0 on ∂M , dρ 6= 0 on ∂M and ρ > 0 on M . Let us fix such a
function ρ. A metric g on M is said to be asymptotically hyperbolic if
1. the metric g = ρ2g extends to a smooth metric on M ,
2. |dρ|ρ2g = 1 on ∂M .
Note that these two properties are independent of the choice of ρ because any other
boundary function ρ0 can be written ρ0 = e
fρ and g0 = ρ
2
0g = e
2f ρ2g also extends
smoothly on ∂M and satisfies on the boundary :∣∣d(efρ)∣∣
e2fρ2g
= e−f
∣∣efdρ∣∣
ρ2g
= |dρ|ρ2g = 1
However, the extension of the metric ρ2g on the boundary, that is ρ2g|∂M , is not inde-
pendent of the choice of ρ but its conformal class is. This conformal class of metrics on
∂M is called the conformal infinity. In the rest of the paper, M will be two-dimensional,
so ∂M will be one-dimensional and in this case, all the metrics are conformally equiva-
lent. As a consequence, this statement is rather pointless but it takes another interest
if the manifold has dimension superior or equal to three.
Such a manifold admits a canonical product structure in a neighborhood of the
boundary ∂M (see [Gra00] for instance) that is, given a metric h0 on ∂M (in the
conformal class [ρ2g|T∂M ]), there exists a smooth set of coordinates (ρ, y) on M (where
ρ is a boundary defining function) such that |dρ|ρ2g = 1 in a neighborhood of ∂M and
ρ2g|T∂M = h0. The function ρ is uniquely determined by h0 in a neighborhood of ∂M .
Moreover, on a collar neighborhood near ∂M , the metric has the form
g =
dρ2 + hρ
ρ2
, on (0, ε)× ∂M, (8.1.1)
for some ε > 0 and where hρ is a smooth family of metrics on ∂M . From this expression,
one can prove that the sectional curvatures of (M, g) all converge towards −1 as ρ goes
to 0.
The manifold M is not compact and the length of a geodesic α(x, x′) joining
two points x and x′ on the boundary at infinity is clearly not finite. However, in
[GGSU17], a renormalized length L(α(x, x′)) for a geodesic α(x, x′) is introduced, which
roughly consists in the constant term in the asymptotic development of the length of
αε(x, x
′) := α(x, x′)∩{ρ ≥ ε} as ε goes to 0. This yields a new object characterized by
the asymptotically hyperbolic manifold (M, g) and one can actually wonder, as usual
in inverse problem theory, up to what extent it conversely determines (M, g). Notice
that the renormalized length is not independent of the choice of the boundary defining
function ρ, and thus, neither of the choice of the conformal representative h0 in the
conformal infinity.
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From now on, we further assume that M has dimension 2 and is negatively-curved.
If M is simply connected, then it is a well-known fact that there exists a unique geodesic
between any pair of points (x, x′) ∈ ∂M × ∂M \ diag, where diag is the diagonal in
∂M × ∂M . The renormalized boundary distance is defined as :
D : ∂M × ∂M \ diag→ R, D(x, x′) = L(α(x, x′)),
where L(α(x, x′)) denotes the renormalized length of the unique geodesic joining x to
x′. In the terminology of [GGSU17], such surfaces are called simple : this definition
naturally extends the notion of a simple manifold (compact manifold with boundary
such that the exponential map is a diffeomorphism at each point) to the non-compact
setting.
More generally, we will deal with the case of negatively-curved surfaces with topo-
logy. Then, the natural object one has to consider is the marked boundary renormalized
distance. In this case, given two points (x, x′) ∈ ∂M × ∂M \ diag, there exists a unique
geodesic in each homotopy class [γ] ∈ Px,x′ of curves joining x to x′ (Px,x′ being the
set of homotopy classes). We define
D := {(x, x′, [γ]), (x, x′) ∈ ∂M × ∂M \ diag, [γ] ∈ Px,x′} ,
and introduce the renormalized marked boundary distance D as :
D : D → R, D(x, x′, [γ]) = L(α(x, x′, [γ])), (8.1.2)
where α(x, x′, [γ]) is the unique geodesic in [γ] joining x to x′ and L the renormalized
length. Our main result is the following :
Theorem 8.1.1. Assume (M, g1) and (M, g2) are two asymptotically hyperbolic sur-
faces with negative curvature. We suppose that g1 and g2 admit the same renormalized
boundary distances, i.e. D1 = D2 for some choices h1 and h2 in the conformal infinity.
Then, there exists a smooth diffeomorphism Φ : M → M such that Φ∗g2 = g1 on M
and Φ|∂M = Id.
Notice that if Φ : M → M is a diffeomorphism preserving the boundary, then
Lg = LΦ∗g, where both renormalized lengths are computed with respect to the same
representative in the conformal infinity. In other words, the previous theorem asserts
that the action of the group of diffeomorphisms preserving the boundary is the only
obstruction to the injectivity of the map g 7→ Lg.
This result can be seen as an analogue of [GM18, Theorem 2] for the case of asymp-
totically hyperbolic surfaces. It is new even in the simply connected case, where the
marked boundary distance is simply the ordinary renormalized boundary distance. It is
very likely that one can relax the assumption in Theorem 8.1.1 so that only one of the
two metrics has negative curvature (but still a hyperbolic trapped set). In the usual
terminology, Theorem 8.1.1 roughly says that an asymptotically hyperbolic surface
with negative curvature is marked boundary distance rigid among the class of surfaces
having negative curvature.
This result follows in spirit the ones proved independently by Otal [Ota90] and
Croke [Cro90] establishing that two negatively-curved closed surfaces with same marked
length spectrum are isometric. More recently, Guillarmou and Mazzucchelli [GM18]
extended Otal’s proof to the case of two surfaces with strictly convex boundary without
conjugate points and a trapped set of zero Liouville measure, one being of negative
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curvature. In both cases, the central object of interest is the Liouville current η, which
is the natural projection of the Liouville measure µ (initially defined on the unit tangent
bundle SM) on the set of geodesics G of the manifold. Our arguments follow in principle
the layout of proof of these articles, but we need to address new issues caused by the
loss of the compactness assumption. The crucial step in our proof to deal with the
infinite ends of the manifold is a version of Otal’s lemma (see [Ota90, Lemma 8]) with
a stability estimate (Proposition 8.4.1). To the best of our knowledge, this bound had
never been stated before in the literature. As far as we know, this is also the first
boundary rigidity result obtained in a non-compact setting. Let us eventually mention
that boundary rigidity questions appear naturally in the physics literature concerning
the AdS/CFT duality and holography (see [PR04, CLMS15]).
8.1.2 Outline of the proof
In Section §8.2, we introduce the notion of renormalized length for a geodesic.
We heavily rely on the cautious study made in [GGSU17] of the geodesic flow near
the boundary at infinity. In Section §8.2.3, we recall the definition of the Liouville
current η on the space of geodesics of the universal cover M˜ and prove that if the
renormalized marked lengths agree, then the Liouville currents agree, juste like in the
compact setting.
Section §8.3 is devoted to the construction of an application of deviation κ. Like in
[Ota90], we introduce the angle of deviation f between the two metrics on the universal
cover M˜ . The idea is to make use of Gauss-Bonnet formula, in order to prove that this
angle is the identity. This requires to introduce an average angle of deviation. Since
we are in a non-compact setting, technical issues arise from the fact that the volume
is infinite. In particular, we need to consider its average (denoted by Θε) on compact
domains {ρ ≥ ε} parametrized by ε and to study their limit as ε→ 0.
Because of the possible existence of a trapped set, we are unable to prove a priori
that the averages Θε are C
1 (or at least uniformly Lipschitz), which would truly simplify
the proof. A cautious analysis of the derivative of the angle of deviation f is needed
to deal with these technical complications. Combined with a version of Otal’s lemma
with an estimate (see Proposition 8.4.1), this allows to conclude that the average angle
of deviation is the identity in the limit ε → 0, which itself implies that the angle
of deviation f is the identity. We then conclude the proof by constructing a natural
application Φ which is an isometry between (M, g1) and (M, g2). Eventually, a last
difficulty comes from the fact that it is not immediate that the isometry obtained is
C∞ down to the boundary of M .
If the reader is familiar with Otal’s proof [Ota90], he will morally see the same
features appear, but the novelty here is that we are able to deal with the asymptotic
ends of the manifold. The price we have to pay is that this requires to compute tedious
estimates in the limit ε→ 0.
8.2 Geometric preliminaries
This section is not specific to the two-dimensional case, so we state it in full gene-
rality. (M, g) is only assumed to be an (n + 1)-dimensional asymptotically hyperbolic
manifold. In our setting, it will be more convenient to work on the unit cotangent
bundle rather than on the unit tangent bundle, using the construction of Melrose [?]
of b-bundles.
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8.2.1 Geometry on the unit cotangent bundle
The b-cotangent bundle. The unit cotangent bundle is defined by
S∗M :=
{
(x, ξ) ∈ T ∗M | x ∈M, ξ ∈ T ∗xM, |ξ|2g = 1
}
, (8.2.1)
and we denote by pi : S∗M → M the projection on the base. The geodesic flow
(ϕt)t∈R is induced by the Hamiltonian vector field X, obtained from the Hamiltonian
H(x, ξ) = 1
2
|ξ|2g. We will denote by [ : TM → T ∗M the Legendre transform between
these two vector bundles, that is v 7→ g(v, ·), and by ] : T ∗M → TM its inverse. We
stress that we will often drop the notation of these isomorphisms and identify (without
mentioning it) a vector with its dual covector.
There exists a canonical splitting of T (S∗M) according to :
T (S∗M) = H⊕ V, (8.2.2)
where V := ker dpi is the vertical bundle and H := ker K is the horizontal bundle. K is
the connection map, defined for (x, ξ) ∈ S∗M , Z ∈ T(x,ξ)(S∗M), by K(Z) = ∇x˙ξ](0) ∈
TxM , where t 7→ z(t) = (x(t), ξ(t)) ∈ S∗M is any curve such that z(0) = (x, ξ) and
z˙(0) = Z (see [Pat99] for a reference). The metric g on M induces a natural metric G
on S∗M , called the Sasaki metric and defined by :
G(Z,Z ′) := g(dpi(Z), dpi(Z ′)) + g(K(Z),K(Z ′)) (8.2.3)
Recall from [Mel93] that the b-tangent bundle bTM →M is defined to be the smooth
vector bundle whose sections are vectors fields tangent to ∂M . Let V be a smooth vector
field on M . If (ρ, y1, ..., yn) denotes smooth local coordinates in a neighborhood of ∂M ,
we can write
V = a∂ρ +
∑
i
bi∂yi ,
for some smooth functions a, bi. If V vanishes on the boundary, then a|∂M = 0, and we
can write a = ρα for some smooth function α. In other words, in coordinates, (ρ∂ρ, ∂yi)
is a local frame for bTM . Now, ρ∂ρ is well defined on ∂M , independently of the choice
of coordinates in a neighborhood of ∂M . Indeed, if (ρ′, y′) denotes another choice of
coordinates, then one can write ρ′ = ρA(ρ, y), y′i = Yi(ρ, y) for some smooth functions
(such that A(0, 0) > 0) and one has
ρ∂ρ =
(
1 +
ρ
A
)
ρ′∂ρ′ +
ρ′
A
∑
j
∂ρ(Yj)∂y′j ,
that is, both elements ρ∂ρ and ρ
′∂ρ′ agree on the boundary as elements of bTM |∂M .
The b-cotangent bundle bT ∗M is the vector bundle of linear forms on bTM . In
coordinates, (ρ−1dρ, dyi) is a local frame of bT ∗M and ρ−1dρ on ∂M (the covector
associated to ρ∂ρ) is independent of any choice of coordinates (and of the metric g).
From the coordinates (ρ, y, ξ = ξ0dρ +
∑
i ηidyi) on T
∗M , we introduce on bT ∗M
the smooth coordinates (x, ξ) = (ρ, y, ξ0, η), where ξ0 = ξ0ρ
−1, that is ξ = ξ0ρ−1dρ +∑
i ηidyi. In particular, we see from the previous discussion that the function ξ 7→ ξ0 on
bT ∗M |∂M is intrinsic to the manifold, as well as the two subsets
{
ξ0 = ±1
}
of bT ∗M |∂M
(they do not depend on the choice of coordinate (ρ, y), not even on the metric g).
Note that given ξ = ξ0ρ
−1dρ+
∑
i ηidyi ∈ bT ∗M , one has :
|ξ|2g = ξ
2
0 + ρ
2|η|2hρ ,
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where, here, hρ actually denotes the dual metric on T
∗∂M . We denote by :
S∗M =
{
(x, ξ) ∈ bT ∗M, |ξ|2g = 1
}
One has for x ∈M :
S∗xM =
{
(x, ξ) ∈ bT ∗M, ξ20 + ρ2|η|2hρ = 1
}
As a consequence, there is a splitting :
S∗M = S∗M unionsq ∂−S∗M unionsq ∂+S∗M,
where ∂±S∗M =
{
(x, ξ), x ∈ ∂M, ξ0 = ∓1
}
(which are independent of any choice). We
see ∂−S∗M (resp. ∂+S∗M) as the incoming (resp. outcoming) boundary.
Lemma 8.2.1. [GGSU17, Lemma 2.1] There exists a smooth vector field X on S∗M
which is transverse to the boundary ∂S∗M = ∂−S∗M unionsq ∂+S∗M and satisfies X = ρX
on S∗M . Moreover, for x ∈ M sufficiently close to ∂M , in suitable local coordinates
as before, we have X = ∂ρ + ρY , for some smooth vector field Y on S∗M .
The flow on S∗M induced by X will be denoted by ϕτ . For z ∈ S∗M and τ > 0
such that ϕs(z) is defined for s ∈ [0, τ ], one has ϕt(z) = ϕτ (z), where
t(τ, z) =
∫ τ
0
1
ρ(ϕs(z))
ds. (8.2.4)
Trapped set. The results of the following paragraph can be found in [GGSU17,
Section 2.1]. We recall them for the sake of clarity. For ε > 0 small enough, the compact
surfaces Mε := M ∩{ρ ≥ ε} have strictly convex boundary with respect to the geodesic
flow.
Lemma 8.2.2. [GGSU17, Lemma 2.3] There exists ε > 0 small enough so that for
each (x, ξ) ∈ S∗M with ρ(x) < ε, ξ = ξ0dρ+
∑n−1
i=1 ξidyi and ξ0 ≤ 0, the flow trajectory
ϕt(x, ξ) converges to some point z+ ∈ ∂+S∗M with rate O(e−t) as t → +∞ and
ρ(ϕt(x, ξ)) ≤ ρ(x, ξ) for all t ≥ 0. The same result holds with ξ0 ≥ 0 and negative time,
with limit point z− ∈ ∂−S∗M .
We define the tails Γ± : they consist of the points in S∗M which are respectively
trapped in the past or in the future :
S∗M \ Γ∓ := {z ∈ S∗M,ρ(ϕt(z))t→±∞ → 0} (8.2.5)
The trapped set K is defined by :
K := Γ+ ∩ Γ− (8.2.6)
In particular, in negative curvature, the trapped set has zero Liouville measure. We
can define the exit and enter maps B± : S∗M \ Γ∓ → ∂±S∗M such that
B±(z) := lim
t→±∞
ϕt(z) (8.2.7)
These are smooth, well-defined maps and they extend smoothly to S∗M \ Γ∓, where
Γ∓ is the closure of Γ∓ in S∗M (see [GGSU17, Corollary 2.5]). There also exist smooth
functions τ± : S∗M \ Γ∓ → R± defined such that :
ϕτ±(z)(z) = B±(z) ∈ ∂±S∗M (8.2.8)
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Using the vector field X, another way of describing the sets Γ± is
Γ± =
{
z ∈ S∗M, τ∓(z) = ±∞
}
(8.2.9)
The scattering map is the smooth map σ : ∂−S∗M \ Γ− → ∂+S∗M \ Γ+ defined by :
σ(z) := B+(z) = ϕτ+(z)(z) (8.2.10)
Hyperbolic splitting in negative curvature. In this section, (M, g) has dimension
2 and negative curvature κ < 0. Since the curvature at infinity converges towards −1,
we know that κ is pinched between two constants −k20 ≤ κ < −k21 < 0. It is a classical
fact that the geodesic flow on such a surface is Anosov (see [Ebe72, Kli74]) in the sense
that there exists some constants C > 0 and ν > 0 (depending on the metric g) such
that for all z = (x, ξ) ∈ S∗M , there is a continuous flow-invariant splitting
Tz(S
∗M) = RX(z)⊕ Eu(z)⊕ Es(z), (8.2.11)
where Es(z) (resp. Eu(z)) is the stable (resp. unstable) vector space in z, which satisfy
|dϕt(z) · Z|G ≤ Ce−νt|Z|G, ∀t > 0, Z ∈ Es(z)
|dϕt(z) · Z|G ≤ Ce−ν|t||Z|G, ∀t < 0, Z ∈ Eu(z) (8.2.12)
The norm, here, is given in terms of the Sasaki metric. The bundles z 7→ Eu(z), Es(z)
are Ho¨lder-continuous everywhere on S∗M . Moreover, the differential of the geodesic
flow is governed uniformly by an exponential growth (see [Rug07, Chapter 3]) in the
sense that there exists (other) constants C, k > 0 such that :
|dϕt(z) · Z|G ≤ Cekt|Z|G, ∀t > 0,∀Z ∈ Tz(S∗M) (8.2.13)
Let us now fix ε > 0 small enough and consider Mε := M∩{ρ ≥ ε}. Like in [Gui17b],
we define the non-escaping mass function Vε(T ) on the domain Mε by
Vε(T ) := µ ({z ∈ S∗Mε | ∀s ∈ [0, T ], ϕs(z) ∈ S∗Mε}) .
Since the trapping set is hyperbolic, there exists a constant Q < 0 such that Q :=
lim supT→+∞ log(Vε(T ))/T . Note that this constant is independent of ε (see [Gui17b,
Proposition 2.4]). In the rest of this paragraph, we fix some ε0 > 0 small enough. For
0 < ε < ε0, we want to link explicitly the decay of the non-escaping mass function Vε
to Vε0 .
Lemma 8.2.3. Let δ ∈ (Q, 0). There exists a constant C > 0 and an integer N0 ∈
N \ {0}, such that for all T ≥ −N0 log(ε) :
Vε(T ) ≤ Cε−(1+4δ)e−δT .
Proof. For (x, ξ) /∈ Γ− we denote by `ε,+(x, ξ) the exit time of the manifold Mε, that
is the maximum time such that : ∀t ∈ [0, `ε,+(x, ξ)], ϕt(x, ξ) ∈ S∗Mε. By Santalo´’s
formula, we can express Vε(T ) as :
Vε(T ) =
∫
∂−S∗Mε
(`ε,+(x, ξ)− T )+ dµν,ε
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where x+ = sup(x, 0), dµν,ε(x, ξ) = |g(ξ, ν)|i∗∂S∗Mε(dµ) 1, ν is the unit covector co-
normal to the boundary, i∗∂S∗Mε(dµ) is the restriction of the Liouville measure to the
boundary (the measure induced by the Sasaki metric restricted to ∂S∗Mε). There exists
a maximum time T ∗ε , such that given any (x, ξ) ∈ ∂+S∗Mε0 , ϕTε(x, ξ) has exited the ma-
nifold Mε. One can bound this time T
∗
ε by log(Cε0/ε), where C > 0 is some constant
independent of (x, ξ) and ε (see the proof of [GGSU17, Lemma 2.3]). We introduce
Tε := −2 log(ε) > T ∗ε for ε small enough. As a consequence, for T ≥ 2Tε, one has :
Vε(T ) ≤
∫
∂−S∗Mε∩Dε
(`ε0,+(ψε(x, ξ))− (T − 2Tε))+ dµν,ε,
where ψ−1ε : ∂−S
∗Mε0 → ψ−1ε (∂−S∗Mε0) =: Dε ⊂ ∂−S∗Mε is the diffeomorphism which
flows backwards (by ϕτ ) a point (x, ξ) ∈ ∂−S∗Mε0 to the boundary ∂−S∗Mε (see Figure
8.1).
θ
θ0
fρ = 0g fρ = "g fρ = "0g
(x0; ξ0) =  "(x; ξ)
(x; ξ)
Figure 8.1 – The diffeomorphism ψε in the proof of Lemma 8.2.3
The dependence of ψ−1ε on ε is smooth down to ε = 0 : this follows from the
implicit function theorem. In the local product coordinates (ρ, y), one can write dµν,ε =
1/ε sin(θ)h(ε, y)dydθ, where [0, pi] 3 θ 7→ ξ(θ) parametrizes the cosphere fiber, h is a
smooth non-vanishing function down to ε = 0. The point (x, ξ) corresponds to (y, θ) in
these coordinates and we write (y′, θ′) = ψε(y, θ). If T is large enough, for the integrand
not to vanish, one has to require that the angle θ′(ψε(y, θ)) is uniformly contained in
a compact interval of ]0, pi[. In other words, if we fix some constant c > 0, there exists
an integer N0 ≥ 2 large enough (independent of ε) such that for T ≥ −N0 log(ε), if
θ′(ψε(y, θ)) ∈ [0, c] ∪ [pi−c, pi], it will satisfy (`ε0,+(ψε(y, θ))− (T − 2Tε))+ = 0. We can
now make a change of variable in the previous integral by setting (y′, θ′) = ψε(y, θ).
Since the dependence of ψ−1ε is smooth in ε (down to ε = 0) and [0, ε0] × {ρ = ε0}
is compact, | det(ψ−1ε (y′, θ′))| is bounded independently of (y′, θ′) and ε. We get for
1. The metric g here actually denotes the dual metric to g which is usually written g−1. As men-
tioned in the introduction, we do not employ this notation in order to keep the reading affordable.
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T ≥ −N0 log(ε) :∫
∂−S∗Mε∩Dε
(`ε0,+(ψε(x, ξ))− (T − 2Tε))+ dµν,ε
=
∫
∂−S∗Mε∩Dε
(`ε0,+(ψε(y, θ))− (T − 2Tε))+ sin(θ)h(ε, y)
dydθ
ε
=
∫
∂−S∗Mε0
(`ε0,+(y
′, θ′)− (T − 2Tε))+ sin
(
θ(ψ−1ε (y
′, θ′))
)
h
(
ε, y(ψ−1ε (y
′, θ′))
) | det(ψ−1ε (y′, θ′))|dθ′dy′ε
≤ C
∫
∂−S∗Mε0
(`ε0,+(y
′, θ′)− (T − 2Tε))+
dθ′dy′
ε
≤ Cε−1
∫
∂−S∗Mε0,+
(`ε0(y
′, θ′)− (T − 2Tε))+ h(ε0, y) sin(θ′)
dθ′dy′
ε0
≤ Cε−1Vε0(T − 2Tε),
for some constant C > 0 (which may be different from one line to another) and where
the penultimate inequality follows from the uniform bound on the angle (i.e. sin(θ′) ∈
[sin(c), 1]). But we know that for any δ ∈ (Q, 0), there exists an (other) constant C > 0
such that for all T ≥ 0, Vε0(T ) ≤ Ce−δT . Thus, for T ≥ −N0 log(ε)
Vε(T ) ≤ Cε−1e−δ(T−2Tε) ≤ Cε−(1+4δ)e−δT
8.2.2 The renormalized length
Definition. This paragraph supplies with the definitions of [GGSU17, Section 4.1].
Let α(x, x′) be a geodesic in M joining two distinct points at infinity x, x′ ∈ ∂M . For
the sake of simplicity, we will only write α in this paragraph, instead of α(x, x′). The
renormalized length of the geodesic α is the real number defined by :
L(α) := lim
ε→0
` (α ∩ {ρ ≥ ε}) + 2 log(ε), (8.2.14)
where `(·) denotes the Riemannian length. This limit exists and is finite by [GGSU17,
Lemma 4.1].
Note that there is a priori no canonical choice of the renormalized length L insofar
as it depends on the choice of the boundary defining function ρ. One can actually prove
that if ρˆ = eωρ is another choice, then (see [GGSU17, Equation (4.2)]) :
Lˆ(α(x, x′))− L(α(x, x′)) = ω(x) + ω(x′).
Remark 8.2.1. As a consequence, if two defining functions induce the same representa-
tive for the conformal infinity, then they induce the same renormalized lengths. Thus, if
ψ : M →M is a diffeomorphism which preserves the boundary, ρ ◦ψ and ρ induce the
same representative for the conformal infinity, so Lg = Lψ∗g, where both renormalized
lengths are computed with respect to ρ.
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An example : the hyperbolic disk. Let us consider the hyperbolic disk (D, 4|dz|
2
(1−|z|2)2 ).
The set of geodesics on D can be naturally identified with ∂D × ∂D \ diag insofar as
there exists a unique geodesic joining to points on the ideal boundary. There is a natural
choice for the boundary defining function which is given by ρ(z) := 1
2
(1− |z|2).
Proposition 8.2.1. Let ξ, ζ ∈ ∂D be two points on the boundary. Then :
L(ξ, ζ) = 2 log(|ξ − ζ|) (8.2.15)
Proof. We denote by α the geodesic joining ξ to ζ. For ε > 0, we denote by pε and qε
the points of intersection of α with {ρ = ε} in a respective neighborhood of ξ and ζ.
We have :
d(pε, qε) = log
( |ξ − qε||ζ − pε|
|ξ − pε||ζ − qε|
)
= 2 log(|ξ − qε|)− 2 log(|ξ − pε|),
by symmetry. As ε→ 0, |ξ−qε| → |ξ−ζ| and, using elementary arguments of geometry,
one can prove that |ξ − pε| = ε(1 + o(1)). Thus :
d(pε, qε) = 2 log(|ξ − ζ|)− 2 log(ε)− 2 log(1 + o(1))
Remark 8.2.2. In the model of the hyperbolic plane (H, dx
2+dy2
y2
), if one takes the boun-
dary defining function ρ(x, y) = y, then given two points ξ, ζ on the real line, one can
check that :
L(ξ, ζ) = 2 log(|ξ − ζ|)
We see in particular that the renormalized length is not a proper ”length” according
to the usual terminology insofar as it can be negative, and we even have L(ξ, ζ)→ −∞
as ξ → ζ. This is not specific to the hyperbolic disk and can be proved in the general
frame. Moreover, we see from the expression (8.2.15) that the renormalized length is
not invariant by the isometries of the disk
γ : z 7→ eiθ z + c
cz + 1
,
if c 6= 0, but :
L(γ(ξ), γ(ζ)) = 2 log(|γ(ξ)− γ(ζ)|)
= 2 log(|ξ − ζ||γ′(ξ)|1/2|γ′(ζ)|1/2)
= L(ξ, ζ) + log(|γ′(ξ)||γ′(ζ)|)
Action of isometries on the renormalized length. Let γ be an isometry on
(M, g), then γ acts smoothly on the compactification M (see the arguments given in
§8.5 for instance).
Lemma 8.2.4. Let α be a geodesic joining two points x, x′ ∈ ∂M . We have :
L(γ ◦ α) = L(α) + n−1 log(|dγx||dγx′|),
where |dγx| is the Jacobian of γ|∂M in x with respect to the metric h, n + 1 being the
dimension of M .
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Proof. We denote by z = (x, ξ) the point in ∂−S∗M generating α. Assume for the sake
of simplicity that α is a half-line joining x ∈ ∂M to a point in the interior M . Let
xε := α ∩ {ρ = ε} and αε := α ∩ {ρ ≥ ε}. We define ε′ := ρ(γ(xε)). We have :
`(αε) + log(ε) = (`(γ(αε)) + log(ε
′))− log(ε′/ε)
As ε→ 0, the left-hand side converges to L(α) whereas the term between parenthesis
on the right-hand side goes to L(γ(α)), so all is left to compute is the limit of ε′/ε as
ε → 0. We write ε′ = ρ(γ(pi(ϕτε(z)))), where τε is defined to be the unique time such
that ρ(ϕτε(z)) = ε. By the implicit function theorem, ε 7→ τε is a smooth function of
ε and it satisfies : ρ(ϕτε(z)) = ε = τε +O(τ 2ε ). Thus ∂ετε|ε=0 = 1 and :
lim
ε→0
ε′/ε = dργ(x)
(
dγx
(
dpiz
(
dτε
dε
∂ϕτε
∂τε
(z)
∣∣∣∣
ε=0
)))
= dργ(x)
(
dγx(dpiz(X(z)))
)
= dργ(x) (dγx(∂ρ(x)))
Remark that at ∂M , dγx(∂ρ(x)) = λ(x)∂ρ(γ(x)) for some real number λ depending on
x, since γ sends geodesics on geodesics. If η1, ..., ηn ∈ Tx(∂M) is an orthonormal frame
for the metric h, one can prove that h(dγx(ηi), dγx(ηj)) = λ
2(x)δij by using the fact
that γ∗g = g. As a consequence, the Jacobian of γ|∂M at x with respect to the metric
h is λn(x). Thus :
lim
ε→0
ε′/ε = |dγx| 1n
Replacing this in (8.2.2), and adding the other part of the geodesic, we find the sought
result.
8.2.3 Liouville current
We denote by M˜ the universal cover of M : it is a topological disk on which we fix
an orientation. All the objects (g, ρ,X, ...) lift to M˜ and their corresponding object in
the universal cover is invariant by the action of the fundamental group pi1(M). Since
we will only work on M˜ in the following, for the reader’s convenience, we will often
drop the notation ·˜ when the context is clear, except for the universal cover itself M˜ .
We define
G := (∂M˜ × ∂M˜) \ diag,
which can be naturally identified with the set of untrapped geodesics (neither in the
future nor the past) on M˜ . IfM is the set of Borel measures on G which are invariant
by the flip, then it is a classical fact from [Ota90] that the Liouville measure induces a
measure η ∈M called the Liouville current (see also [GM18] for a proof).
Expression in coordinates. Given x, x′ ∈ M˜ , we can parametrize α, the unique
geodesic joining x to x′, in the following way : if z = (x, ξ) ∈ ∂−S∗M˜ denotes the point
generating α, then we parametrize the geodesic by α(t) = ϕt(m(z)), where m(z) =
ϕτ+(z)/2(z) is the middle point (this is a smooth map according to Section §8.2.1). We
set γ(t) := pi(α(t)). We define
V := {(τ, θ) ∈ R× (0, pi), (γ(τ), Rθγ˙(τ)) /∈ Γ− ∪ Γ+} , (8.2.16)
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where Rθ is the rotation by a positive angle θ in the fibers of S
∗M˜ . For x, x′ ∈ M˜ , we
denote by F(x, x′) ⊂ G the open subsets of points (y, y′) ∈ G such that the geodesic
joining y to y′ has a transverse and positive (with respect to the orientation) intersection
with the geodesic α in M˜ . If we further assume that x, x′ ∈ ∂M˜ , we can consider the
diffeomorphism φ : V 7→ F(x, x′) defined by φ(τ, θ) = (y, y′), the two points in ∂M˜ such
that the geodesic connecting them passes through the point (γ(τ), Rθγ˙(τ)) ∈ S∗M˜ . The
following lemma is a well-known fact (see [GM18, Lemma 3.1] for instance) and we do
not provide its proof.
Lemma 8.2.5. φ∗η = sin(θ)dθdτ
Remark 8.2.3. In negative curvature, the tails Γ− ∪ Γ+ have zero Liouville measure.
This implies that the set cV ⊂ R×(0, pi) has zero measure in R×(0, pi) (for the measure
sin(θ)dθdτ). In particular, we will ignore trapped geodesics in the computations of the
integrals of Section §8.3.4.
From the previous expression in coordinates, we recover the classical formula for
x, x′ ∈ M˜ (see [Ota90]) :
η (F(x, x′)) =
∫ pi
0
∫ d(x,x′)
0
sin(θ)dθdτ = 2d(x, x′), (8.2.17)
where d(·, ·) denotes the Riemannian distance between the two points. For x, x′ ∈ ∂M˜
and ε > 0 small enough, we denote by xε and x
′
ε the two intersections of α (the geodesic
joining x to x′) with {ρ = ε} in a respective neighborhood of x and x′. We have :
η(F(xε, x′ε)) + 4 log ε = 2 (d(xε, x′ε) + 2 log ε)
= 2 (`(α ∩ {ρ > ε}) + 2 log ε)
→ε→0 2L(α)
Liouville current and boundary distance. Let g1 and g2 be two negatively-curved
metrics such that their renormalized lengths agree. We denote by η1 and η2 their res-
pective Liouville currents.
Lemma 8.2.6. η1 = η2
Proof. We recall that ∂M˜ is a countable union of real lines embedded in the circle S1.
The topology on ∂M˜ is that naturally induced by the topology on S1. It is sufficient to
prove that the two measures coincide on rectangles, namely on subsets (x1, x2)×(x3, x4),
such that (x1, x2), (x3, x4) ⊂ ∂M˜ are two intervals with disjoint closure, since they
generate the Borel σ-algebra. We actually prove the
Lemma 8.2.7. η((x1, x2)× (x3, x4)) = |L(x1, x3) + L(x2, x4)− L(x2, x3)− L(x1, x4)|
Note that that η((x1, x2) × (x3, x4)) = |[x1, x2, x3, x4]|, the cross-ratio of the four
points (see [Led95]). In particular, this proves that the right-hand side of Lemma 8.2.7
is a cross-ratio in the sense of [Led95], which may not be obvious at first sight. Actually,
the properties of symmetry are immediate and the invariance by the diagonal action
of the fundamental group follows from Lemma 8.2.4.
Given some ε > 0, we introduce the four horospheres Hi(ε), i ∈ {1, ..., 4} such that
Hi(ε) intercepts xi and the point defined as the intersection of the geodesic α(xi, xi+2)
(i+ 2 is taken modulo 4) with {ρ = ε} in a neighborhood of xi.
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x1
x2
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fρ = "g
fρ = 0g
Figure 8.2 – Left : The four horospheres and the lengths δi(ε). Right : The horosphere H1(ε)
We have :
L(x1, x3) + L(x2, x4)− L(x2, x3)− L(x1, x4)
= lim
ε→0
`(α(x1, x3) ∩ {ρ > ε}) + 2 log ε+ `(α(x2, x4) ∩ {ρ > ε}) + 2 log ε
− `(α(x2, x3) ∩ {ρ > ε})− 2 log ε− `(α(x1, x4) ∩ {ρ > ε})− 2 log ε
= lim
ε→0
`(α(x1, x3) ∩ {ρ > ε}) + `(α(x2, x4) ∩ {ρ > ε})− `(α(x2, x3) ∩ {ρ > ε})
− `(α(x1, x4) ∩ {ρ > ε})
= lim
ε→0
`(α(x1, x3) ∩Hext(ε)) + `(α(x2, x4) ∩Hext(ε))− `(α(x2, x3) ∩Hext(ε))
− `(α(x1, x4) ∩Hext(ε))− δ1(ε)− δ2(ε)− δ3(ε)− δ4(ε),
where δi(ε) is the algebraic distance on the geodesic between its intersection with Hi(ε)
and {ρ = ε}, positively counted from xi, and Hext(ε) := M˜ \ ∪4i=1Hi(ε). Now, we know
that the quantity
|`(α(x1, x3) ∩Hext(ε)) + `(α(x2, x4) ∩Hext(ε))
− `(α(x2, x3) ∩Hext(ε))− `(α(x1, x4) ∩Hext(ε))|
is actually independent of ε and equals η([x1, x2] × [x3, x4]) (see [Wil14] for instance).
It is thus sufficient to prove that δi(ε)→ 0 as ε→ 0. Let us consider δ1(ε) and ε small
enough so that we can work in the coordinates where the metric g can be written in
the form g = ρ−2(dρ2 +h2(ρ, y)dy2) for some smooth positive function h2 (down to the
boundary).
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We have :
δ1(ε) = d(cε, bε) ≤ d(cε, aε) + d(aε, bε) ≤ d(cε, aε) + l([aε, bε]),
where the points aε, bε, cε, dε are introduced in Figure 8.2, [aε, bε] denotes the Euclidean
segment joining aε to bε. Note that by construction d(cε, aε)→ 0 as ε→ 0 (the points
are on the same family of shrinking horospheres).
The two geodesics α(x1, x3) and α(x1, x4) with endpoint x1, seen as curves in M˜ ,
can be locally parametrized by the respective smooth functions (ρ, y3(ρ)) and (ρ, y4(ρ)),
according to the implicit function theorem since the geodesics intersect transversally the
boundary (see Lemma 8.2.1). One has by derivating at ρ = 0 that λi∂ρ = ∂ρ + y
′
i(0)∂y
for some constant λi, that is y
′
i(0) = 0 and λi = 1. In other words, we can parametrize
locally both geodesics by (ρ, y0 +O(ρ2)), where y0 is some constant depending on the
choice of coordinates. Thus |y(aε) − y(bε)| = O(ε2). If we choose a parametrization
γ(t) = (ε, y(aε) + t(y(bε)− y(aε))), for t ∈ [0, 1], of the euclidean segment [aε, bε], then
one has :
`([aε, bε]) =
∫ 1
0
g(γ˙(t), γ˙(t))1/2dt = ε−1|y(bε)− y(aε)|
∫ 1
0
h(γ(t))dt,
where the integral is uniformly bounded with respect to ε. Thus, by the previous
remarks, l([aε, bε]) = O(ε), which concludes the proof.
8.3 Construction of the deviation κ
In this section, for the sake of simplicity, we will sometimes write A = O(ε∞) in
order to denote the fact that for all n ∈ N \ {0}, there exists Cn > 0, εn > 0 such that :
∀ε ≤ εn, |A| ≤ Cnεn.
8.3.1 Reducing the problem
Suppose g1 and g2 are two asymptotically hyperbolic metrics like in the setting of
Theorem 8.1.1 that is, they are both negatively-curved and their renormalized distances
coincide for some choices of conformal representatives in the conformal infinities. In
local coordinates (ρ, y), for i ∈ {1, 2}, one can write gi = ρ−2(dρ2 + hρ,i), for some
smooth metrics hρ,i on ∂M (note that this is the same boundary defining function for
both metrics, see [GGSU17, Section 4.2]). By [GGSU17, Theorem 2], there exists a
smooth diffeomorphism ψ : M →M fixing the boundary such that ψ∗g1− g2 = O(ρ∞)
at ∂M (that is hρ,1 − hρ,2 = O(ρ∞)). In the following, we will argue with this new
metric ψ∗g1 but we will still denote it g1 for the sake of simplicity.
Remark 8.3.1. In particular, this implies that the respective renormalized vector fields
satisfy X1 − X2 = O(ρ∞) at ∂M , that is their C∞-jet coincide on the boundary. By
Duhamel’s formula (see [SUV16, Lemma 2.2] for instance) this implies that on the
boundary ∂−S∗M , for any k ≥ 0, one has ||ϕ1τ − ϕ2τ ||Ck = O(τ∞).
8.3.2 The diffeomorphism κ
We denote by Mε := M ∩ {ρ ≥ ε} and by M˜ε its lift to the universal cover. Like
before, all the objects are lifted on the universal cover. Unless it is mentioned, we will
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drop the notation ·˜, except for the universal cover itself. S∗M˜i will denote the unit
cotangent bundle with respect to the metric gi. G1 and G2 denote the set of geodesics
connecting points on the ideal boundary ∂M˜ , with respect to the metrics g1 and g2.
They will sometimes be identified with ∂M˜ × ∂M˜ \ diag.
Given (x, ξ) ∈ S∗M˜1 \ Γ1− ∪ Γ1+, we denote by (z, z′) ∈ ∂M˜ × ∂M˜ (resp. (y, y′) ∈
∂M˜ ×∂M˜) the two points on the ideal boundary induced by the geodesic carrying the
point (x, ξ) (resp. (x,Rθξ) if θ ∈ (0, pi) and (x,Rθξ) ∈ S∗M˜1 \ Γ1− ∪ Γ1+). This defines a
map :
κ1 : W˜1 → G1 × G1 \ diag, κ1(x, ξ, θ) = (z, z′, y, y′),
where
W˜1 :=
{
(x, ξ, θ) ∈ S∗M˜1 × (0, pi) | (x, ξ), (x,Rθξ) /∈ (Γ1− ∪ Γ1+)
}
The map κ1 is clearly bijective. It is smooth because each of the coordinates (z, z
′, y, y′)
is smooth. Indeed, one has for instance
z(x, ξ, θ) = pi(ϕ1τ−(x,ξ)(x, ξ)),
and this is a smooth application according to Section §8.2.1.
The g2-geodesics with endpoints (z, z
′) and (y, y′) intersect at a single point denoted
(x˜(x, ξ, θ), Ξ˜(x, ξ, θ)) (where Ξ˜ is the covector on the g2-geodesic with endpoints (z, z
′))
and form an angle f˜(x, ξ, θ), which we call the angle of deviation. This defines a map
κ˜ := κ−12 ◦ κ1 : W˜1 → W˜2, κ˜(x, ξ, θ) = (x˜(x, ξ, θ), Ξ˜(x, ξ, θ), f˜(x, ξ, θ)), (8.3.1)
where W˜2 is defined in the same fashion as W˜1. By the implicit function theorem,
one can prove that κ−12 is smooth and thus κ˜ too. It is a bijective map whose inverse
κ˜−1 = κ−11 ◦ κ2 is smooth by the same arguments. As a consequence, κ˜ is a smooth
diffeomorphism. Moreover, it is invariant by the action of the fundamental group and
thus descends to the base as an application κ : (x, ξ, θ) 7→ (x,Ξ, f).
8.3.3 Scattering on the universal cover
On the universal cover M˜ , the renormalized distance can actually be extended
outside the boundary, namely we can set for p, q ∈ M˜ :
Di(p, q) := di(p, q) + log(ρ(p)) + log(ρ(q)),
where di, i ∈ {1, 2} stands for the Riemannian distance induced by the metric gi. Di
is clearly smooth on M˜ × M˜ \ diag and using the fact that there exists a unique
geodesic connecting two points, one can prove like in [GGSU17, Proposition 5.15], that
the extension of Di to M˜ × M˜ \ diag is smooth. Now, as established in [GGSU17,
Proposition 5.16] the renormalized distance on the boundary actually determines the
scattering map σi (defined in (8.2.10)), that is :
Proposition 8.3.1. If L1 = L2, then σ1 = σ2.
The proof also applies here, in the universal cover. It is a standard computation
since we know that Di is differentiable, which relies on the fact that the gradient of
q 7→ Li(α(p, q)) (for p, q ∈ ∂M˜) is the projection on the tangent space Tq∂M˜ of the
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gradient of q 7→ Di(p, q) and the latter corresponds to the direction of the geodesic
joining p to q when it exits M˜ .
We fix ε > 0 and define S∗M˜ iε := S
∗M˜i ∩ {ρ ≥ ε}. For i ∈ {1, 2}, given (x, ξ) ∈
∂−S∗M˜ iε we can represent the vector ξ = ξ(ω) by the angle ω ∈ [0, pi] such that
sinω = |gi(νi(x), ξ)|, where νi stands for the unit covector conormal to {ρ = ε} (with
respect to the metric gi).
Lemma 8.3.1. There exists an angle ωε (only depending on ε), such that for all
(x, ξ(ω)) ∈ ∂−S∗M˜1ε \ Γ1−, given by an angle ω ∈ [ωε, pi − ωε], if α1(p, q) denotes the
g1-geodesic generated by (x, ξ), with endpoints (p, q) ∈ ∂M˜ × ∂M˜ , then the g2-geodesic
α2(p, q) with endpoints p and q intercepts the set {ρ > ε} for  small enough. Moreover,
for any N ∈ N \ {0}, we can take ωε = εN .
Proof. Let (x, ξ) ∈ ∂−S∗M˜1ε . We set ourselves in the coordinates (ρ, y) induced by the
conformal representative h. The trajectory
t 7→ (ρ(t), y(t), ξ0(t), η(t)) ∈ S∗M˜
of the point (x, ξ) under the flow X is given by Hamilton’s equation (see [GGSU17,
Equation (2.8)]). Flowing backwards in time with ϕt, we know that (x, ξ) converges
exponentially fast towards a point (p, ζ) ∈ ∂−S∗M˜ (see [GGSU17, Equation (2.11)]) in
the sense that there exists a constant C (uniform in the choice of points) such that :
∀t ≤ 0, ρ(t) ≤ Cρ(0)e−|t| = εCe−|t|
In particular, the time τ−(x, ξ) taken by the point (x, ξ) to reach (p, ζ) with the flow
ϕ1τ is (see (8.2.4)) :
τ−(x, ξ) =
∫ 0
−∞
ρ(t)dt ≤ Cε
We also know, according to Hamilton’s equations (see [GGSU17, Equation (2.8)])
that
ρ˙(0) = ρ2(0)ξ0(0) = ε sin(ω),
where ω satisfies ξ0(0) = ρξ0(0) = sin(ω) = |g1(ξ, ν1(x))|. Let us fix an integer N > 0
and assume that εN ≤ ω ≤ pi − εN . Then ρ˙(0) ≥ 2/pi · εN+1 so there exists an interval
[0, δ] such that for t ∈ [0, δ] :
ε+ t/pi · εN+1 ≤ ε+ t/2 · ρ˙(0) ≤ ρ(t) ≤ 2ε
In particular, ρ(δ) ≥ ε+ δ/pi · εN+1.
We go back to the flow ϕ1τ . By our previous remark, we know that there exists a
time
τ0 ≤ Cε+
∫ δ
0
ρ(t)dt ≤ C ′ε,
such that ρ(ϕ1τ0(p, ζ)) ≥ ε + δ/pi · εN+2. But since g1 = g2 + O(ρ∞), we know that
X1 = X2 +O(ρ∞) and X1 = X2 +O(ρ∞). Moreover, since the scattering maps agree
according to Proposition 8.3.1, we know that the two geodesics α1(p, q) and α2(p, q) are
both generated by (p, ζ). As a consequence, one has : ρ(ϕ1τ (p, ζ)) = ρ(ϕ
2
τ (p, ζ))+O(τ∞)
(the remainder being independent of (p, ζ)). In particular, since τ0 ≤ C ′ε, there exists
a constant C ′′ > 0 such that
|ρ(ϕ1τ0(p, ζ))− ρ(ϕ2τ0(p, ζ))| ≤ C ′′εN+2
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Thus :
ρ(ϕ2τ0(p, ζ)) ≥ ε+
δ
pi
εN+1 − C ′′εN+2 > ε,
if ε is small enough.
(x; ξ)
@fM
fρ = "g
!
!0
(p; ζ)
α1(p; q)
α2(p; q)
q
y
y0
e "(x; ξ)
Figure 8.3 – The diffeomor-
phism ψ˜ε
In the following, we assume that such an inte-
ger N is fixed (and taken large enough) and we ap-
ply the previous lemma with N + 1, that is ωε =
εN+1.
This allows us to define a map ψ˜ on U :={
(x, ξ(ω)) ∈ S∗M˜1, ξ0 ≥ 0, ω ∈ [ρ(x)N+1, pi − ρ(x)N+1]
}
, in
the following way : to a point (x, ξ) ∈ U , which we see
as a boundary point (x, ξ(ω)) ∈ ∂−S∗M˜1ε for ε = ρ(x),
we associate the boundary point (x′, ξ′) = ψ˜(x, ξ) such
that ψ˜(x, ξ) ∈ ∂−S∗M˜2ε is the point on the g2-geodesic
connecting p to q. A formal way to define ψ˜ is to intro-
duce another diffeomorphism ψ˜1 : U → ∂−S∗M˜ × [0,∞)
such that ψ˜1(x, ξ) =
(
ϕ1τ−(x,ξ)(x, ξ), ρ(x)
)
and to set
ψ˜(x, ξ) = ψ˜−12 ◦ ψ˜1(x, ξ) = ϕ2τρ
(
ϕ1τ−(x,ξ)(x, ξ)
)
, (8.3.2)
where ψ˜2 is defined in the same fashion and τρ is the time taken to reach the hyper-
surface {ρ = ρ(x)}. Note that ψ˜(x, ξ) exists according to the previous lemma and this
point is well-defined (it is unique) according to Lemma 8.2.2. Moreover, it is smooth
on U thanks to the results of Section §8.2.1 (this mainly follows from the implicit func-
tion theorem). Eventually, it is invariant by the action of the fundamental group and
descends on the base as a map ψ. We write Uε := U ∩ {ρ = ε}. What we need, is to
prove that ψ˜ is the identity plus a small remainder.
Lemma 8.3.2. ||ψ˜ε − Id ||C1 = O(ε∞).
Proof. Since the two trajectories are O(ε∞) close, so will be the times τρ and −τ−(x, ξ)
by which the g1- and g2-geodesics generated by (p, ζ) hit {ρ = ε} (this can be proved
by contradiction for instance, like in the proof of Lemma 8.3.1), which implies that
ψ˜ε(x, ξ) = (x, ξ) +O(ε∞), where the remainder is uniform in (x, ξ). To obtain a bound
on the derivatives, we see from the expression (8.3.2) and the fact that the two flows
are O(ε∞) close in the C1-topology (Remark 8.3.1), that it is sufficient to show that
the times satisfy τρ(x, ξ) = −τ−(x, ξ) + O(ε∞) in the C1-topology with a uniform
remainder. Let (p, ζ) = ϕ1τ−(x,ξ)(x, ξ). We have
ρ(ϕ1−τ−(x,ξ)(p, ζ)) = ε = ρ(ϕ
2
τρ(p, ζ))
We are interested in the variations of x along {ρ = ε} and of the angle ξ(ω). If we
denote by z any of these two parameters, we get by derivating the previous equality :
−∂τ−
∂z
dρ(X1) + dρ(dϕ
1
−τ−(dz(p, ζ))) =
∂τρ
∂z
dρ(X2) + dρ(dϕ
2
τρ(dz(p, ζ)))
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The two terms containing the differential of the flow coincide to order O(ε∞) and we
also have dρ(X2) = dρ(X1) +O(ε∞) by Remark 8.3.1. Thus :(
−∂τ−
∂z
− ∂τρ
∂z
)
dρ(X1) = O(ε∞)
But dρ(X1) is precisely the sine of the angle with which the geodesic generated by
(p, ζ) enters the set {ρ ≥ ε} and this angle is contained in [εN , pi− εN ] by construction
of the set U , so dρ(X1) ≥ εN . By dividing by dρ(X1), this term is swallowed in the
O(ε∞), which provides the sought result.
Given (x, ξ) ∈ ∂−S∗M˜ iε, we denote by `iε,+(x, ξ) the length of the geodesic generated
by this point in M˜ε. Note that by strict convexity of the sets {ρ ≥ ε} the intersections
of the geodesics (for both metrics) with M˜ε have a single connected component, so this
length is well-defined.
Lemma 8.3.3. ||`1ε,+−`2ε,+◦ψ˜ε||C0 = O(ε∞), where the sup is computed over ∂−S∗M˜1ε \
Γ1−.
Proof. Recall that (p, ζ) ∈ ∂−S∗M˜ is the point obtained by flowing backwards (x, ξ)
down to the boundary. If Di denotes the renormalized distance for both metrics, then
we have :
D1(p, x) = D2(p, x
′(x, ω)) +O(ε∞),
where the remainder is independent of (x, ξ). Indeed, considering 0 < ε′ < ε, and
denoting by α1(p, x) the g1-geodesic joining p to x, one has :
`1(α1(p, x) ∩ {ρ > ε′}) + log ε′ =
∫ τ1ε
τ1
ε′
ds
ρ(ϕ1s(z))
+ log ε′
=
∫ ε
ε′
(ψ−11 )
′(u)du
u
+ log ε′,
where τ 1ε and τ
1
ε′ are defined such that ρ(ϕ
1
τ1ε
(z)) = ε, ρ(ϕ1
τ1
ε′
(z)) = ε′, and ψ1 : s 7→
ρ(ϕ1s(z)) is a diffeomorphism. Note that ψ1(0) = 0, ψ
′
1(0) = 1. By assumption, the two
metrics are close, thus ψ1(s) = ψ2(s)+O(s∞) and one can check (by induction) that this
implies that (ψ−11 )
(k)(0) = (ψ−12 )
(k)(0) for all k ∈ N, that is ψ−11 (u) = ψ−12 (u) +O(u∞).
Inserting this into the previous integral expression, we get the claimed result.
The same occurs for the other bits of the geodesics : namely, if y and y′ denote
the exit points of α1(p, q) and α2(p, q) in M˜ε, then D1(q, y) = D2(q, y
′) +O(ε∞). Now,
using the fact that the renormalized lengths agree on the boundary, we obtain :
D1(p, q) = D1(p, x) + d1(x, y) +D1(y, q)
= D1(p, x) + `
1
ε,+(x, ξ) +D1(y, q)
= D2(p, q)
= D2(p, x
′) + `2ε,+(ψ˜ε(x, ξ)) +D2(y
′, q)
Thus : `1ε,+(x, ξ) = `
2
ε,+(ψ˜ε(x, ξ)) +O(ε∞).
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8.3.4 The average angle deviation
The angle of deviation f˜ satisfies two elementary properties :
Lemma 8.3.4. 1. It is pi-symmetric, that is, for almost all (x, ξ) ∈ S∗M˜1, θ ∈ [0, pi],
f˜(x, ξ, θ) = pi − f˜(x,Rθξ, pi − θ) (8.3.3)
2. It is superadditive in the sense that, for almost all (x, ξ) ∈ S∗M˜1, θ1, θ2 ∈ [0, pi]
such that θ1 + θ2 ∈ [0, pi],
f˜(x, ξ, θ1) + f˜(x,Rθ1ξ, θ2) ≤ f˜(x, ξ, θ1 + θ2) (8.3.4)
We will denote by H : G1 → G2 the map that associates to a g1-geodesic with
endpoints z, z′ ∈ M˜ the g2-geodesic with same endpoints. Note that when G1 and G2
are identified with ∂M˜ × ∂M˜ , H is simply the identity, but we will rather see Gi as
the set of geodesics connecting two boundary points.
Proof. The pi-symmetry is obtained from the very definition of f˜ . As to the superad-
ditivity, it follows from Gauss-Bonnet formula in negative curvature. Indeed, consider
the three geodesics α1, β1, γ1 of M˜1, carried by the points (x, ξ), (x,Rθ1ξ), (x,Rθ1+θ2ξ).
Their image by H (that is the corresponding g2-geodesics with same endpoints) are
three geodesics α2 = H(α1), β2 = H(β2), γ2 = H(γ2), forming a geodesic triangle which
we denote by T , with angles
f˜(x, ξ, θ1), f˜(x,Rθ1ξ, θ2), f˜(x,Rθ1+θ2ξ, pi − θ1 − θ2)
Now, we have by Gauss-Bonnet formula :
0 ≥
∫
T
κ dvolg = f˜(x, ξ, θ1) + f˜(x,Rθ1ξ, θ2) + f˜(x,Rθ1+θ2ξ, pi − θ1 − θ2)− pi (8.3.5)
Using pi-symmetry, we obtain inequality (8.3.3).
Note that the inequality (8.3.4) is saturated if and only if the geodesic triangle is
degenerate, that is it is reduced to a single point, since the curvature is negative. As
mentioned previously, f˜ descends on the base as a function f which also satisfies the
properties of Lemma 8.3.4.
One of the ideas of Otal was to introduce the average angle of deviation. Since we
work in a non-compact setting, we are forced to consider partial averages depending
on ε. We define for fixed ε > 0 :
Θε(θ) :=
1
volg1(S
∗M1ε )
∫
S∗M1ε
f(x, ξ, θ)dµ1(x, ξ) (8.3.6)
It also satisfies
Θε(0) = 0,Θε(pi) = pi (8.3.7)
Since the rotations Rθ preserve the Liouville measure, by integrating over S
∗M1ε the
relations (8.3.3) and (8.3.4) given in Lemma 8.3.4, we see that Θε also satisfies the
pi-symmetry :
∀θ ∈ [0, pi], Θε(θ) = pi −Θε(pi − θ), (8.3.8)
and the superadditivity :
∀θ1, θ2 ∈ [0, pi], s.t. θ1 + θ2 ∈ [0, pi], Θε(θ1) + Θε(θ2) ≤ Θε(θ1 + θ2) (8.3.9)
We now show that Θε satisfies the following
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Lemma 8.3.5. Let J : [0, pi]→ R be a convex continuous function. Then :∫ pi
0
J(Θε(θ)) sin(θ)dθ ≤
∫ pi
0
J(θ) sin(θ)dθ + ||J ||L∞O(εN), (8.3.10)
where the remainder only depends on ε, N is fixed by Lemma 8.3.1.
gM"
gM
(x; ξ) y
y0
q
p f "(x; ξ) = (x
0; ξ0)
Figure 8.4 – A picture of the situation : in red,
the g2-geodesics, in blue, the g1-geodesics
The proof of this lemma relies on
the use of Santalo´’s formula, together
with the fact that the Liouville currents
coincide. But let us make a preliminary
remark. Consider (x, ξ(ω)) ∈ ∂−S∗M˜1ε
with ω ∈ [ωε, pi−ωε]. It generates the g1-
geodesic α1(p, q) with endpoints p, q ∈
∂M˜ which enters (resp. exits) M˜ε at
x (resp. y). We denote by α2 the g2-
geodesic joining p and q which enters
(resp. exits) M˜ε at x
′ = x′(ψ˜ε(x, ξ))
(resp. y′). Let us denote by F1(x, y) ⊂ G
the g1-geodesics which have a positive
transverse intersection with the geode-
sic segment α1ε := α1∩M˜ε. F2(x′, y′) de-
notes its analogue for the second metric,
that is the g2-geodesics having a positive transverse intersection with α
2
ε := α2 ∩ M˜ε.
Since H preserves the Liouville measure (that is H∗η1 = η2), we have :
η1(F1(x, y)) = η2(H(F1(x, y)))
We could hope that H(F1(x, y)) = F2(x′, y′) but this is not the case (see Figure 8.4),
insofar as there is a slight defect due to the fact that we are not looking at points on the
boundary, and this is where the arguments of Otal fail to apply immediately. However,
we have :
Lemma 8.3.6.
η1(F1(x, y)) = η2(F2(x′, y′)) +O(ε∞),
where the remainder is independent of (x, ξ).
Proof. It follows from Lemma 8.3.3, combined with equation (8.2.17).
We can now establish the lemma on convexity. We will denote with a tilde ·˜ the
objects on the universal cover.
Proof. dµ1/volg1(S
∗M1ε ) is a probability measure on S
∗M1ε and by Jensen inequality,
we have, for all θ ∈ [0, pi] :
J(Θε(θ)) ≤ 1
volg1(S
∗M1ε )
∫
S∗M1ε
J(f(x, ξ, θ))dµ1(x, ξ)
Multiplying by sin(θ), integrating over [0, pi] and applying Fubini’s Theorem, we obtain :∫ pi
0
J(Θε(θ)) sin(θ)dθ ≤ 1
volg1(S
∗M1ε )
∫
S∗M1ε
∫ pi
0
J(f(x, ξ, θ)) sin(θ)dθdµ1(x, ξ)
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Using Santalo´’s formula, we obtain for the last integral :
∫
S∗M1ε
∫ pi
0
J(f(x, ξ, θ)) sin(θ)dθdµ1(x, ξ)
=
∫
∂−S∗M1ε
∫ `1ε,+(x,ξ)
0
∫ pi
0
J(f(ϕ1τ (x, ξ), θ)) sin(θ)dθdτdµ1,ν(x, ξ)
,
where dµ1,ν(x, ξ) = |g1(ξ, ν1)|i∗∂S∗M1ε (dµ1), ν1 is unit covector conormal to the boundary,
i∗∂S∗M1ε (dµ1) is the restriction of the Liouville measure to the boundary (the measure
induced by the Sasaki metric restricted to ∂S∗M1ε ), and `
1
ε,+(x, ξ) is the length of the
geodesic starting from (x, ξ) in Mε. Note that we would formally need to remove the set
of trapped geodesics when applying Santalo´’s formula. However, as mentionned in Re-
mark 8.2.3, they have zero measure and do not influence the computation, so we forget
them in order not to complicate the notations. By parametrizing each fiber ∂−S∗xM
1
ε
with an angle ω ∈ [0, pi], we can still disintegrate the measure dµ1,ν = sin(ω)dωdx,
where dx is the measure induced by the metric g1 on ∂Mε and dω is the measure in
the fiber ∂−S∗M1ε , so that :
∫
S∗M1ε
∫ pi
0
J(f(x, ξ, θ)) sin(θ)dθdµ1(x, ξ)
=
∫
∂Mε
∫ pi
0
∫ `1ε,+(x,ξ)
0
∫ pi
0
J(f(ϕ1τ (x, ξ), θ)) sin(θ)dθdτ sin(ω)dωdx
=
∫
∂Mε
∫ pi−ωε
ωε
∫ `1ε,+(x,ξ)
0
∫ pi
0
J(f(ϕ1τ (x, ξ), θ)) sin(θ)dθdτ sin(ω)dωdx+ ||J ||L∞O(εN),
Recall that we applied Lemma 8.3.1 with ωε = O(εN+1). The loss of 1 in the exponent
is due to the fact that we have to swallow uniformly the lengths `1ε,+(x, ξ) = O(− log ε)
in the integral.
Let us fix (x, ξ(ω)) ∈ ∂−S∗M1ε \Γ− and consider one of its lift on the universal cover
(x˜, ξ˜(ω)) ∈ ∂−S∗M˜1ε \ Γ˜1−. It generates a geodesic with endpoints (p, q) ∈ ∂M˜ × ∂M˜ .
We can rewrite the integral
∫ `1ε,+(x,ξ)
0
∫ pi
0
J(f(ϕ1τ (x, ξ), θ)) sin(θ)dθdτ =
∫ ˜`1
ε,+(x˜,ξ˜)
0
∫ pi
0
J(f˜(ϕ˜1τ (x˜, ξ˜), θ)) sin(θ)dθdτ.
We will now use the diffeomorphisms φi : Vi → F(p, q) (for i = 1, 2) introduced in
Section §8.2.3 (see equation (8.2.16)). The g˜1-geodesic joining p to q is denoted by
α1(p, q) : we choose a parametrization γ : R→ α1(p, q) by arc-length using the middle
point (see Section §8.2.3). Remark that the composition φ−12 ◦φ1 : V1 → V2 has the form
(τ, θ) 7→ ( · , f˜(γ(τ), γ˙(τ), θ)) (the first coordinate is of no interest to us). Moreover,
(
φ−12 ◦ φ1
)∗
sin(θ)dθdτ = φ∗1η2 = φ
∗
1η1 = sin(θ)dθdτ,
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since the two Liouville currents agree according to Lemma 8.2.6. We have :∫ ˜`1
ε,+(x˜,ξ˜)
0
∫ pi
0
J(f˜(ϕ˜1τ (x˜, ξ˜), θ)) sin(θ)dθdτ
= φ∗1η1(J ◦ φ−12 ◦ φ1 · 1[T,T+˜`1ε,+(x˜,ξ˜)]×[0,pi])
= η1(J ◦ φ−12 · 1F1(x˜,y˜))
= η2(J ◦ φ−12 · 1H(F1(x˜,y˜)))
= η2(J ◦ φ−12 · 1F2(x˜′,y˜′)) + ||J ||L∞O(ε∞)
=
∫ ˜`2
ε,+(x˜
′,ξ˜′)
0
∫ pi
0
J(θ) sin(θ)dθdτ + ||J ||L∞O(ε∞)
= ˜`2ε,+(x˜′, ξ˜′)∫ pi
0
J(θ) sin(θ)dθ + ||J ||L∞O(ε∞),
where the fourth equality follows from Lemma 8.3.6. The constant T on the second
line is unknown and appears in the choice of parametrization of the geodesic segment
α1(x˜, y˜) but does not influence the computation. The point (x˜
′, ξ˜′) = ψ˜ε(x˜, ξ˜) is the
image of (x˜, ξ˜) by the diffeomorphism ψ˜ε defined in Section §8.3.3. We recall that this
diffeomorphism is invariant by the fundamental group and descends on the base as ψε.
Inserting this into the previous integrals, we obtain :∫
S∗M1ε
∫ pi
0
J(f(x, ξ, θ)) sin(θ)dθdµ1(x, ξ)
=
∫ pi
0
J(θ) sin(θ)dθ
∫
∂Mε
∫ pi−ωε
ωε
`2ε,+(ψε(x, ξ(ω))) sin(ω)dωdx + ||J ||L∞O(εN)
According to Lemma 8.3.2, we know that ψε = Id +O(ε∞) in the C1 topology. In
particular, the Jacobian of ψε is 1 +O(ε∞) and by a change of variable :∫
∂Mε
∫ pi−ωε
ωε
`2ε,+(ψε(x, ξ(ω))) sin(ω)dωdx =
∫
∂Mε
∫ pi
0
l2ε(x
′, ξ′) sin(ω′)dω′dx′ +O(εN)
= volg2(S
∗M2ε ) +O(εN)
= volg1(S
∗M1ε ) +O(εN),
where the two volumes agree to order O(εN) according to the same computation with
J ≡ 1. Inserting this into the previous integrals, we obtain the sought result.
Remark that we can actually consider in Lemma 8.3.5 a family of functions Jε,
instead of a single function. We can assume that ||Jε||L∞ = O(1/εα), for some α > 0
which we may take as large as we want. Then, we can always apply the lemma with
N ′ := N + bαc+ 1, so that in the end, the sup norm ||Jε||L∞ is swallowed in the term
O(εN). We actually obtain for free a better version :
Lemma 8.3.7. Let N ∈ N \ {0} be an integer and α > 0. Let Jε : [0, pi] → R be a
family of convex continuous function such that ||Jε||L∞ = O(ε−α). Then :∫ pi
0
Jε(Θε(θ)) sin(θ)dθ ≤
∫ pi
0
Jε(θ) sin(θ)dθ +O(εN), (8.3.11)
where the remainder only depends on ε.
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8.4 Estimating the average angle of deviation
As mentioned previously, we are unable to prove a priori that the Θε are uniformly
Lipschitz. Nevertheless, we can show that they decompose as a sum Θ
(a)
ε + Θ
(b)
ε where
the Θ
(a)
ε are Lipschitz (and their Lipschitz constant is controlled) and the Θ
(b)
ε have a
”small” C0 norm. This will be sufficient to apply our version of Otal’s estimate (see
Proposition 8.4.1).
8.4.1 Derivative of the angle of deviation
The purpose of this paragraph is to estimate the derivative (with respect to θ) of
the angle of deviation f . We recall that
W1 =
{
(x, ξ, θ) ∈ S∗M1 × (0, pi) | (x, ξ), (x,Rθξ) /∈ (Γ1− ∪ Γ1+)
}
Lemma 8.4.1. There exist constants C, k > 0 (independent of ε) such that for all
(x, ξ, θ) ∈ S∗M1ε ∩W1 :∣∣∣∣∂f∂θ (x, ξ, θ)
∣∣∣∣ ≤ C exp (k (`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|))
Proof. We can write the derivative of f as :
∂f
∂θ
=
∂f
∂y′
(
∂y′
∂θ
)
+
∂f
∂y
(
∂y
∂θ
)
, (8.4.1)
where y and y′ are defined in Section §8.3.2 and study the different terms separately.
The idea is to study the behaviour (and more precisely the growth) of Jacobi vector
fields in a neighborhood of the boundary. Given a geodesic which enters the set {ρ ≥ ε},
we will use the bounds (8.2.13) to estimate the Jacobi vector fields on the segment
contained in {ρ ≥ ε}. Then, by convexity, the geodesic exits {ρ ≥ ε} with a coordinate
ξ0 ≤ 0. On the set C = {ρ < δ}∩
{
ξ0 ≤ 0
}
(for some δ > 0 small enough), we can study
the behaviour of the geodesics more explicitly. Namely, given any point (x, ξ) ∈ S∗M in
C, we know that it converges uniformly exponentially fast to the boundary in the sense
that there exists C > 0 (uniform in (x, ξ)) such that if ρ(t) := ρ(ϕt(x, ξ)), then one has
ρ(0)e−t ≤ ρ(t) ≤ Cρ(0)e−t for t ≥ 0 (see [GGSU17, Lemma 2.3]). From the expression
of the metric (8.1.1) in local coordinates, one can check that the curvature is given by
κ = −1 + ρ · O(1). As a consequence, if κ(t) = κ(pi(ϕt(x, ξ))) and δ > 0 is chosen small
enough at the beginning, one has that −1 − 1
10
e−t ≤ κ(t) ≤ −1 + 1
10
e−t, for any such
(x, ξ). If t 7→ γ(t) denotes the geodesic generated by this point and J is a normal Jacobi
vector field along γ, we write J(t) = j(t)Rpi/2γ˙(t), where j satisfies the Jacobi equation
j¨(t) + κ(t)j(t) = 0. Assume j(0) = 0, j˙(0) = 1, then j(t) > 0 (there are no conjugate
points) and thus j¨(t) ≤ (1 + 1
10
e−t)j(t). By a comparison argument, j(t) ≤ z(t) where
z is the solution to z¨(t)− (1 + 1
10
e−t)z(t) = 0 with z(0) = j(0), z˙(0) = j˙(0).
But making the change of variable u = 2
√
10e−t/2, z˜(u) = z(t), one can prove that
z˜ solves the modified Bessel equation of parameter 2 that is
u2
d2z˜
du2
+ u
dz˜
du
− (u2 + 22)z˜ = 0
and thus z˜(u) = A · I2(u) + B · K2(u) for some parameters A,B ∈ R depending on
z˜(0), ˙˜z(0), I2 and K2 being the modified Bessel functions of first and second kind.
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Thus : z(t) = A · I2(2
√
10e−t/2) + B · K2(2
√
10e−t/2) where I2(2
√
10e−t/2) ∼t→+∞
Ce−t, K2(2
√
10e−t/2) ∼t→+∞ Cet (see [AS64, 9.6.7-9.6.9]) For instance, if j(0) = 0, j˙(0) =
1, which corresponds to a vertical variation of geodesics, then we obtain |dpi◦dϕt(V )| =
|J(t)| ≤ Cet for some constant C > 0 independent of the point. Using this technique
of comparison and decomposing any vector by its vertical and horizontal components,
one obtains that ||dϕt(x, ξ)|| ≤ Cet for (x, ξ) ∈ C, where the constant C > 0 is uniform
in (x, ξ).
We fix (x0, ξ0, θ0) and look at the variation θ 7→ (x0, Rθ0+θξ0). For each θ, we thus
have a g1-geodesic t 7→ γθ(t) generated by this point and it hits the boundary in
the future at y′(θ). We set γ := γ0. We denote by J(t) := ∂θγθ(t) the Jacobi vector
field along γ. Writing in short `1+,ε = `
1
+,ε(x0, Rθ0ξ0), V = V (x0, Rθ0ξ0), we have for
t = s+ lε, s ≥ 0 :
|J(t)|g1 =
∣∣∣dpi ◦ dϕs+`1+,ε(V )∣∣∣ ≤ Ces|dpi ◦ dϕlε(V )| ≤ Cesek`1+,ε
The first inequality follows from our previous remarks whereas the second one is a
consequence of (8.2.13). Now, we know that ρ(`1+,ε)e
−s = εe−s ≤ ρ(t) ≤ Cεe−s =
Cρ(`1+,ε)e
−s. As a consequence, for t large enough, we have : |J(t)|g1 = ρ(t)|J(t)|g1 ≤
C · εek`1+,ε . By making t→ +∞, we obtain that
∣∣∣∣∂y′∂θ
∣∣∣∣
h
≤ C · εek`1+,ε .
Conversely, we consider a family of points y′(u) in a neighborhood of y′0 on the
boundary (such that
∣∣∣∣∂y′∂u
∣∣∣∣
h
= 1) and we look at the g2-geodesics joining y to y
′(u).
They intersect the g2-geodesic joining z to z
′ (the endpoints of the geodesic genreated
by (x, ξ)) at some point x(u), and we obtain (x(u),Ξ(u)) and an angle f(u). From ano-
ther perspective, we have a family of points (x(u), Rf(u)Ξ(u)) which generate geodesics
joining y′(u) (in the future) to y (in the past). Like before, we denote by γ the geodesic
obtained for u = 0 and by J the Jacobi vector field along γ. Since the point y joined
in the past by the geodesic is fixed (it does not depend on u), J (more precisely, its lift
in TS∗M) lies in the unstable bundle. We write
∂u(x(u), Rf(u)Ξ(u)) = dpi
−1(J(0)) +K−1(∇tJ(0)) = λ · ξu,
where ξu is one of the two unit vectors (with respect to the g2-Sasaki metric) generating
Eu. Note that the vertical component of this vector is precisely
∂f
∂u
V and thus |λ| ≥∣∣∣∣∂f∂u
∣∣∣∣. We write `2+,ε = `2+,ε(x, RfΞ). For t = s+ `2+,ε, s ≥ 0 :
|J(t)|g2 = |dpi ◦ dϕt(λξu)| = |λ| · |dpi ◦ dϕs
(
dϕ`2+,ε(ξu)
)
|
≥ |λ| · es|dϕ`2+,ε(ξu)|
≥ C|λ|esek`2+,ε ≥ C
∣∣∣∣∂f∂u
∣∣∣∣ esek`2+,ε
The term in ek`
2
+,ε follows from (8.2.13) whereas the term es is a consequence on the
bounds of the curvature. More precisely, for fixed bounds, that is −k20 ≤ κ ≤ −k21, such
a lower bound is obtained in [Kli95, Theorem 3.2.17], and the same proof applies here,
except that we have bounds −1 − 1
10
e−t ≤ κ(t) ≤ −1 + 1
10
e−t. But the argument of
Klingenberg is based on Gronwall lemma and t 7→ e−t is integrable, so we get the same
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result in the end. Multiplying by ρ(t) and taking the limit as t → +∞, we eventually
obtain that
∣∣∣∣∂y′∂u
∣∣∣∣
h
= 1 ≥ Cεek`2+,ε
∣∣∣∣∂f∂u
∣∣∣∣.
Putting the previous bounds together, and using (8.4.1), we obtain the sought result.
8.4.2 Derivative of the exit time
We set Tε = −N0 log ε for some integer N0, like in the proof of Lemma 8.2.3.
Lemma 8.4.2. There exist constants C, k > 0 (independent of ε) such that for all
(x, ξ, θ) ∈ S∗M1ε ∩W1 such that
Tε ≤ `1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|,
one has :
∂θ
(
`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|
) ≤ C exp (k (`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|))
Proof. Let us deal with the case of the exit time in the future, the other case being
similar. The exit time is defined by the implicit equation :
ρ
(
ϕ1`1ε,+(x,Rθξ)
(x,Rθξ)
)
= ε
Differentiating with respect to θ, we obtain :
∂θ
(
`1ε,+(x,Rθξ)
)
dρ
(
X1(ϕ
1
`1ε,+(x,Rθξ)
(x,Rθξ))
)
+dρ
(
d
(
ϕ1`1ε,+(x,Rθξ)
)
(x,Rθξ)
V (x,Rθξ)
)
= 0,
where V (x, ξ) ∈ V is the vertical vector in (x, ξ) (it is unitary with respect to the Sasaki
metric G1). But : ∣∣∣dρ(X1(ϕ1`1ε,+(x,Rθξ)(x,Rθξ)))∣∣∣ = ε|dρ(X1)|,
and dρ(X1) is the sine of the angle with which the geodesic exits the region {ρ ≥ ε}. If
this angle is less than 1
10
(any small constant works as long as the geodesics concerned
stay in a region where the metric still has the usual expression (8.1.1)), then the geodesic
will spend at most a bounded (independently of ε) amount of time in the region {ρ ≥ ε},
thus contradicting the condition :
Tε = −N0 log(ε) ≤ `1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|
This can be proved using the Hamilton’s equations, similarly to the proof of Lemma
8.3.1 for instance. Thus |dρ(X1)| ≥ 110 .
As to the second term, using the fact that dρ/ρ is unitary (with respect to the dual
metric of g1 on the cotangent space), we obtain that :∣∣∣∣ρdρρ
(
d
(
ϕ1`1ε,+(x,Rθξ)
)
(x,Rθξ)
V (x,Rθξ))
)∣∣∣∣ ≤ ε ∣∣∣∣d(ϕ1`1ε,+(x,Rθξ))(x,Rθξ) V (x,Rθξ)
∣∣∣∣
G1
≤ εek`1ε,+(x,Rθξ),
for some constant k, following (8.2.13). This provides the sought result.
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8.4.3 An inequality on the average angle of deviation
We know that f is almost everywhere continuous and bounded, so Θε is continuous
by Lebesgue theorem. We now prove that the homeomorphism Θε satisfies the following
estimate :
Lemma 8.4.3. For any δ ∈ (Q, 0) (defined in Lemma 8.2.3), for all β > 0 small
enough, there exists β′ > 0 (depending on β and converging towards 0 as β → 0) such
that :
∀θ1, θ2 ∈ [0, pi], |Θε(θ1)−Θε(θ2)| . ε−β′|θ1 − θ2|β + εδ
Proof. First, remark that it is sufficient to prove the lemma for θ1, θ2 ∈ [0, pi/2], since
the result will follow from the pi-symmetry of the homeomorphism Θε. We fix ε > 0.
We introduce the smooth cutoff function χT (for some T > 0 which will be chosen to
depend on ε later) such that χT (s) ≡ 1 on [0, T ] and χT (s) ≡ 0 on [2T,+∞). Note
that we can always construct such a χT so that ||∂sχT ||L∞ ≤ 1 (as long as T > 1,
which we can assume since it will be chosen growing to infinity as ε → 0). We write
Θε = Θ
(a),T
ε + Θ
(b),T
ε , where :
Θ(a),Tε (θ) :=
1
volg1(S
∗M1ε )
∫
S∗M1ε
χT
(
`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|
)
f(x, ξ, θ)dµ1(x, ξ)
=
1
volg1(S
∗M1ε )
∫
S∗M1ε
ψT (x, ξ, θ)
where ψT is defined to be the integrand and
Θ(b),Tε (θ) := Θε −Θ(a),Tε
Morally, the cutoff function mean that we integrate over the compact region{
`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)| ≤ T
}
By Lebesgue theorem, Θ
(a),T
ε is C1 on [0, pi/2]. For β > 0, θ1, θ2 ∈ [0, pi/2], one has :
|Θ(a),Tε (θ1)−Θ(a),Tε (θ2)| . sup
θ∈[0,pi/2]
∣∣∂θΘ(a),Tε (θ)∣∣β |θ1 − θ2|β
Let us estimate the former derivative. We have :
∂θΘ
(a),T
ε (θ) =
1
volg1(S
∗M1ε )
∫
S∗M1ε
∂θψT (x, ξ, θ)dµ1(x, ξ),
and the derivative under the integral is composed of a sum of two terms which we now
estimate separately.
1. By Lemma 8.4.1, the first term is bounded by :∣∣χT (`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|) ∂θf(x, ξ, θ)∣∣
. exp
(
k(`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|)
)
. e2kT
2. And the second term is bounded by Lemma 8.4.2 :∣∣∂θ (`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)) ∂sχT (`1ε,+(x,Rθξ) + |`1ε,−(x,Rθξ)|) f(x, ξ, θ)∣∣ . e2kT
240
CHAPITRE 8. BOUNDARY RIGIDITY OF NEGATIVELY-CURVED
ASYMPTOTICALLY HYPERBOLIC SURFACES
Note that the constant k > 0 may be different from one line to another. Gathering
everything, we obtain that for all θ ∈ [0, pi/2], |∂θΘ(a),Tε (θ)| . e2kT and thus :
|Θ(a),Tε (θ1)−Θ(a),Tε (θ2)| . e2kβT |θ1 − θ2|β
As to Θ
(b),T
ε , we can write :
Θ(b),Tε (θ) ≤
1
volg1(S
∗M1ε )
(∫
S∗M1ε∩{`1,+ε (x,Rθξ)>T}
fdµ1 +
∫
S∗M1ε∩{|`1,−ε (x,Rθξ)|>T}
fdµ1
)
If T ≥ −N0 log(ε) (N0 is a large integer defined in Lemma 8.2.3, independent of ε),
then the two integrals can be estimated by Lemma 8.2.3 (note that we here divide by
the volume which is bounded by O(ε)). We obtain :
|Θ(b),Tε (θ)| . e−δT ε−4δ
We choose T := Tε = −N0 log(ε) and set Θ(a)ε := Θ(a),Tεε ,Θ(b)ε := Θ(b),Tεε . Since N0 is
taken large enough (greater than 5 at least to swallow the ε−4δ), we obtain ||Θ(b)ε ||L∞ .
εδ. And :
|Θ(a),Tε (θ1)−Θ(a),Tε (θ2)| ≤ ε−2βkN0|θ1 − θ2|β,
which provides the sought result by going back to Θε.
8.4.4 Otal’s lemma revisited
In the spirit of Otal’s lemma (see [Ota90, Lemma 8]), we prove :
Proposition 8.4.1. Assume Θε : [0, pi] → [0, pi] is a family of increasing homeomor-
phisms for ε ∈ (0, δ) such that :
1. Θε(0) = 0,Θε(pi) = pi,
2. For all θ ∈ [0, pi],Θε(pi − θ) = pi −Θε(θ),
3. For all θ1, θ2 ∈ [0, pi] such that θ1 + θ2 ∈ [0, pi],
Θε(θ1) + Θε(θ2) ≤ Θε(θ1 + θ2)
4. There exists constants C, β, β′ > 0 and δ > 0 (independent of ε), such that for
all θ1, θ2 ∈ [0, pi] :
|Θε(θ1)−Θε(θ2)| ≤ C
(
εδ + ε−β
′|θ1 − θ2|β
)
5. There exists α > 2β′/β−1 such that for all family of continuous convex functions
Jε : [0, pi] → R such that ||Jε||L∞ = O(1/εα),∫ pi
0
Jε(Θε(θ)) sin(θ)dθ ≤
∫ pi
0
Jε(θ) sin(θ)dθ +O(ε)
Then Θε = Id +O(εγ), where we can take any γ up to the critical exponent
γˆ :=
1 + α− 2β′/β
1 + 2/β
,
as long as γ < δ.
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Proof. We argue by contradiction. Assume there there exists a sequence εn → 0 such
that ||Θn − Id||L∞ > nεγn (where Θn := Θεn). By pi-symmetry, there exists an interval
[an, An] such that for all θ ∈ (an, An), Θn(θ) < θ − nεγn and we can choose Θn(an) =
an − nεγn,Θn(An) = An − nεγn.
We also construct the largest interval [bn, Bn] ⊃ [an, An] such that for all θ ∈
(bn, Bn), Θn(θ) < θ − εγn and Θn(bn) = bn − εγn,Θn(Bn) = Bn − εγn. Eventually, we
define the largest interval [cn, Cn] ⊃ [bn, Bn] such that for all θ ∈ (cn, Cn), Θn(θ) < θ
and Θn(cn) = cn,Θn(Cn) = Cn. The pi-symmetry implies that Θ(pi/2) = pi/2 and since
Θ(0) = 0,Θ(pi) = pi, we know that the points cn < bn < an < An < Bn < Cn all lie
either in [0, pi/2] or in [pi/2, pi].
0
Id
cn bn an An
Bn
Cn
Θn
n"γ
n
"γ
n
Figure 8.5 – The points cn < bn < an < An < Bn < Cn
Remark that Θn − Id also satisfies the fifth item, namely :
|(Θn − Id)(θ1)− (Θn − Id)(θ2)| . |Θn(θ1)−Θn(θ2)|+ |θ1 − θ2|
.
(
εδn +
1
εβ
′
n
|θ1 − θ2|β
)
+ (2pi)1−β|θ1 − θ2|β
. εδn +
1
εβ
′
n
|θ1 − θ2|β
This implies that :
|(Θn − Id)(an)− (Θn − Id)(bn)| = (n− 1)εγn . εδn +
1
εβ
′
n
(an − bn)β
Thus :
(an − bn)β & (n− 1)εγ+β′n − εδ+β
′
n & (n− 1)εγ+β
′
n ,
for n large enough since δ > γ. The same inequalities hold for the other points and we
get, for n large enough :
an − bn & (n− 1)1/βε(γ+β′)/βn , Bn − An & (n− 1)1/βε(γ+β
′)/β
n
bn − cn & ε(γ+β′)/βn , Cn −Bn & ε(γ+β
′)/β
n
Now, for h ∈ (0, Cn − cn), by superadditivity :
cn + h > Θn(cn + h) ≥ Θn(cn) + Θn(h) = cn + Θn(h),
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that is Θn(h) < h. In the same fashion, we have for h ∈ (bn−cn, Bn−cn),Θn(h) < h−εγn.
Let us now consider the continuous convex functions Jn(x) := ε
−α
n sup(Cn − cn −
x, 0) = ε−αn J˜n(x) on [0, pi]. Using :∫ pi
0
J˜n(Θn(θ)) sin(θ)dθ ≤
∫ pi
0
J˜n(θ) sin(θ)dθ + Cε
1+α
n ,
where C > 0 is a constant independent of n, we obtain :
0 ≤
∫ Cn−cn
0
(Θn(θ)− θ) sin(θ)dθ + Cε1+αn
=
∫ bn−cn
0
(Θ(θ)− θ) sin(θ)dθ +
∫ Bn−cn
bn−cn
” +
∫ Cn−cn
Bn−cn
” + Cε1+αn
< Cε1+αn − εγn
∫ Bn−cn
bn−cn
sin(θ)dθ,
where we used the bounds stated above and the fact that both bn− cn and Bn− cn are
in [0, pi/2]. But remark that :∫ Bn−cn
bn−cn
sin(θ)dθ ≥ ((Bn − cn)− (bn − cn)) sin(bn − cn)
≥ C ′(n− 1)1/βε2(γ+β′)/βn ,
for some constant C ′ > 0, by inserting the previous bounds and using the inequality
sin(x) ≥ 2x/pi on [0, pi/2]. Thus, we obtain :
0 < ε1+αn
(
C − C ′(n− 1)1/βε(2/β+1)γ+2β′/β−1−αn
)
,
and (2/β + 1)γ + 2β′/β − 1 − α ≤ 0 by the definition of γ, so the right-hand side is
negative as n goes to infinity.
Remark 8.4.1. Let us mention that the result is still valid in the limit δ = +∞, β =
1, β′ = 0 (the Θε are uniformly Lipschitz) and α = 0. It provides an exponent γ = 1/3.
Had we been able to prove a priori that the family Θε was uniformly Lipschitz, this
would have been enough to conclude.
8.5 End of the proof
We can now conclude the proof.
Proof. Combining Lemmas 8.3.7, 8.4.3 and Proposition 8.4.1, we conclude that Θε =
Id +O(εN), for some N which we can choose large enough. Thus for θ1, θ2 ∈ [0, pi] such
that θ1 + θ2 ∈ [0, pi] :
0 ≤ 1
vol(S∗M˜1ε )
∫
S∗M˜1ε
f(x, ξ, θ1 + θ2)− f(x, ξ, θ1)− f(x,Rθ1ξ, θ2) dµ1(x, ξ)
= Θε(θ1 + θ2)−Θε(θ1)−Θε(θ2)
= O(εN)
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Since the integrand is positive and the inverse of the volume can be estimated by O(ε),
this implies by taking ε→ 0 that
f(x, ξ, θ1 + θ2)− f(x, ξ, θ1)− f(x,Rθ1ξ, θ2) = 0
so the inequality is saturated in Gauss-Bonnet formula. As a consequence, three inter-
secting g1-geodesics correspond to three intersecting g2-geodesics with same endpoints.
We can now construct the isometry Φ between (M, g1) and (M, g2). We will use
in this paragraph the notation ·˜ to refer to objects considered on the universal cover
M˜ . Given p ∈ M˜ , we choose three g1-geodesics α, β and γ passing through p with
respective endpoints (x, x′), (y, y′) and (z, z′) in ∂M˜ × ∂M˜ . By the previous section,
we know that the g2-geodesics with same endpoints meet in a single point which we
define to be Φ˜(p). Now, Φ˜(p) is well-defined (it does not depend on the choice of the
geodesics) and remark that for (x, ξ) /∈ Γ˜− ∪ Γ˜+ (such a covector always exists) and θ
such that (x,Rθξ) /∈ Γ˜− ∪ Γ˜+, we have Φ˜(p) = x(x, ξ, θ), where x is defined in (8.3.1)
(in other words, κ maps fibers to fibers). Thus Φ˜ is C∞ in the interior (see Section
§8.3.2) and extends continuously down to the boundary as Φ˜|∂M˜ = Id.
Moreover, Φ˜∗(g˜2) = g˜1. Indeed, it is sufficient to prove that Φ˜ preserves the distance.
Given p, q ∈ M˜ , we have F˜1(p, q) = F˜2(Φ˜(p), Φ˜(q)) and thus :
dg˜1(p, q) =
1
2
ηg˜1
(
F˜1(p, q)
)
=
1
2
ηg˜2
(
F˜2(Φ˜(p), Φ˜(q))
)
= dg˜2(Φ˜(p), Φ˜(q))
Now, observe that Φ˜ is invariant by the action of the fundamental group : it thus
descends to a smooth diffeomorphism Φ : M → M which extends continuously down
to the boundary and satisfies Φ∗g2 = g1.
We now conclude the argument by proving that Φ is actually smooth on M . In the
compact setting, it is a classical fact that an isometry which is at least differentiable is
actually smooth and our argument somehow follows the idea of proof of this statement.
More precisely, we show that a smooth isometry on an asymptotically hyperbolic ma-
nifold actually extends as a smooth application on the compactification M . The proof
does not rely on the dimension two. Note that another proof could be given in this case
using the fact that Φ is a conformal map.
Consider a fixed point p ∈ M in a neighborhood of the boundary. For any point
q ∈ M in a neighborhood of p, we denote by ξ(q) the unique covector such that
w(q) := (p, ξ(q)) generates the geodesic joining p to q. The map q 7→ ξ(q) is smooth
down to the boundary by [GGSU17, Proposition 5.13]. Let us denote by τ1(q) the
time such that q = pi
(
ϕ1τ1(q)(w(q))
)
. It is smooth down to the boundary too. Since Φ
conjugates the two geodesic flows, we can write :
Φ(q) = pi
(
ϕ2τ2(q)(z(q))
)
,
where z(q) := (Φ(p), dΦp(ξ(q))), for some time τ2(q). All is left to prove, is thus that
τ2 is smooth down to the boundary. If t(q) denotes the g1-geodesic distance between p
and q (which is also that between Φ(p) and Φ(q) for g2), one has :
t(q) =
∫ τ1(q)
0
ds
ρ(ϕ1s(p, ξ(q)))
= − log
(
1− τ1(q)
τ 1+(w(q))
)
+G(τ1(q), w(q)),
for some smooth function (τ, z) 7→ G(τ, z) down to the boundary (this is a computation
similar to the one carried out in Section §8.2.2, see also [GGSU17, Lemma 2.7]). And :
τ2(q) = τ
2
+(z(q))− e−t(q)τ 2+(z(q))H(e−t, z(q)),
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for some smooth positive function H on [0, 1)×S∗M \ (∂−S∗M ∪ Γ−) (this stems from
the previous equality, or see also [GGSU17, Lemma 2.7]). As a consequence :
τ2(q) = τ
2
+(z(q))−
(
1− τ1(q)
τ 1+(w(q))
)
I(q),
for some smooth function I down to the boundary, which can be expressed in terms of
H and G. This concludes the proof.
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Chapitre 9
Conclusion
As a conclusion, we indicate some open questions which are of interest :
1. Local rigidity of the length spectrum : The main result of [GL19d] adresses
the question of the local rigidity of the marked length spectrum for negatively-
curved manifolds. It is conjectured that the length spectrum (without any homo-
topy consideration) should also locally determines the geometry. This is however
globally false insofar as [Vig80] constructs examples of pairs of non-isometric isos-
pectral Riemann surfaces (which have thus the same length spectrum, using the
trace formula). Nevertheless, one can hope that the rigidity of the length spec-
trum still holds locally. As an application, this result would imply the proof of a
conjecture due to Sarnak [Sar90], asserting that there only exists a finite number
of isospectral isometry classes in dimension 2. Indeed, isopectral family of metrics
are compact by [OPS88]. Thus, arguing by contradiction, one would obtain an
infinite number of isospectral non-isometric metrics for which one could extract a
converging subsequence. But all the metrics in this converging subsequence would
be non-isometric and share the same length spectrum which would contradict the
local rigidity of the length spectrum.
2. Injectivity of the X-ray transform on Anosov manifolds : As detailed in
the Appendix B and following [GK80a, CS98, PSU14b, Gui17a], the s-injectivity
of the X-ray transform of symmetric m-tensors on Anosov manifolds is known to
hold for dim(M) = 2,m ∈ N and dim(M) > 2,m = 0, 1, and m ∈ N under the
additional assumption that the curvature is non-positive. However, it is conjectu-
red that this assumption is unnecessary. According to the discussion in Appendix
B, there are two main obstacles one needs to overcome : first of all, one needs to
prove that there are no non-trivial Conformal Killing Tensors (CKTs) for m ≥ 0 ;
then, one needs to obtain an effective estimate for the constant Cm > 0 such
that ‖X−u‖L2 ≤ Cm‖X+u‖L2 , where X± : Ωm → Ωm±1. This may be done by
considering m ∈ N as a semiclassical parameter.
3. Rigidity problems for non-uniformly hyperbolic geodesic flows : As
explained in the introductory chapter of this manuscript, the existence of an
embedded flat cylinder in a surface clearly prevents the X-ray transform to be
s-injectivity. Nevertheless, one could push this assumption to the extremal case
where there exists only a finite number of closed geodesics on the surface on which
the curvature vanishes, the rest of the surface being negatively-curved. This non-
uniformly hyperbolic surface is one of the easiest examples of manifolds for which
the hyperbolic behavior of the geodesic degenerates. It is very likely that some
features of the hyperbolic case still persist in this context. For instance : is the
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X-ray transform still s-injective on tensors ? What can be said about the resolvent
of the geodesic vector field ? Can one obtain regularity properties for the solutions
to the cohomological equation ?
4. Thurston’s distance in variable curvature : In Chapter 3, we have proved
that Thurston’s distance, initially defined on Teichmu¨ller space, also extends as
a genuine distance in a neighbourhood of the diagonal in the space of negatively-
curved metrics in any dimension. Infinitesimally, this asymmetric distance is in-
duced by an asymmetric Finsler norm and Thurston proved that on Teichmu¨ller
space, the distance induced by the Finsler norm and his distance coincide. We
conjecture that this is still true in variable curvature. This would solve the marked
length spectrum rigidity conjecture.
5. Geometry in the space of metrics : The pressure metric introduced in Chap-
ter 3 induces a metric on the space of isometry classes of negatively-curved metrics
on a fixed closed manifold M . It could be interesting to understand the geodesics
in this space of metrics, computed with respect to the pressure metric. This would
be a generalization of the geodesic flow induced by the Weil-Petersson, initially
defined for constant hyperbolic metrics on surfaces. This may provide new ideas
as to the resolution of the marked length spectrum rigidity conjecture
248
Annexe A
Pseudodifferential operators and
the wavefront set of distributions
The aim of this section is to briefly introduce pseudodifferential operators and recall
elementary properties on the wavefront set of distributions. We refer to [Abe12, H0¨3,
Mel03, Shu01] for a detailed treatment. Like in the previous chapter, (M, g) is a smooth
closed Riemannian manifold. Most of the notions here do not actually need such a
strong structure to be defined but their definition is actually easier in the context of a
Riemannian manifold.
A.1 Pseudodifferential operators
A.1.1 Pseudodifferential operators in Euclidean space
Although the identification T ∗Rn+1 ' Rn+1 × Rn+1 is immediate, we will keep the
notation T ∗Rn+1 in order to stay coherent with the rest of this chapter. We first recall
the definition of pseudodifferential operators in the Euclidean space Rn+1. We start
with the usual classes of symbols.
Definition A.1.1. Let m ∈ R, ρ ∈ (1/2, 1]. We define Smρ (Rn+1) to be the set of
smooth functions p ∈ C∞(T ∗Rn+1) such that for all α, β ∈ N :
‖p‖α,β := sup
|α′| ≤α,|β′|≤β
sup
(x,ξ)∈T ∗Rn+1
〈ξ〉−(m−ρ|α′|+(1−ρ)|β′|)|∂α′ξ ∂β
′
x p(x, ξ)| <∞, (A.1.1)
where 〈ξ〉 = √1 + |ξ|2. For ρ = 1, we will simply write Sm(Rn+1). We also introduce
the class Sm(0)(Rn+1) of smooth functions p ∈ C∞(T ∗Rn+1) such that for all α, β ∈ N :
‖p‖(0)α,β := sup
|α′| ≤α,|β′|≤β
sup
(x,z)∈T ∗(Rn+1\{0}
|z|−(m−|α′|)|∂α′z ∂β
′
x p(x, ξ)| <∞.
These classes are invariant by the action by pullback of properly supported diffeo-
morphisms. As a consequence, they are intrinsically defined on smooth closed manifolds.
Namely, if M is a smooth closed manifold, then p ∈ Sm(M) if and only if, in any local
trivialization, p ∈ Sm(Rn+1). These classes of symbols form a graded algebra of Fre´chet
spaces (for each m ∈ R) with semi-norms given by (A.1.1).
Remark A.1.1. The order m ∈ R is fixed in the previous definition but it can actually
be chosen to vary. Namely, if m ∈ S0(Rn+1), then we define Smρ (Rn+1) to be the set of
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smooth functions p ∈ C∞(T ∗Rn+1) such that for all indices α, β, there exists a constant
Cαβ > 0 such that :
∀(x, ξ) ∈ T ∗Rn+1, |∂αξ ∂βxp(x, ξ)| ≤ Cαβ〈ξ〉m(x,ξ)−ρ|α|+(1−ρ)|β|.
We refer to [FRS08] for further details. This class of symbols will appear in the proofs of
the meromorphic extension of the generator of Anosov flows. It enjoys the usual features
of more classical classes of symbols like the parametrix construction for instance.
We say that P is a pseudodifferential operator of order m ∈ R on Rn+1 if there
exists p ∈ Sm(Rn+1) such that for any function f ∈ C∞c (Rn+1) :
Pf(x) =
∫
Rn+1
∫
Rn+1
eiξ·(x−y)p(x, ξ)f(y)dydξ (A.1.2)
This integral does not converge absolutely and has to be understood as an oscillatory
integral : for further details, we refer to [Abe12, Shu01]. In this case, we write P = Op(p)
and we say that the operator P is the quantization of p. We denote by Ψm(Rn+1) the set
of pseudodifferential operators of order m and we set Ψ−∞(Rn+1) := ∩m∈RΨm(Rn+1).
These are operators with smooth Schwartz kernel (and fast decay at infinity off the
diagonal {x = y} in R(n+1) × Rn+1). Eventually, we denote by σP : Ψm(Rn+1) →
Sm(Rn+1)/Sm−1(Rn+1) the principal symbol of P , defined by
σP (x, ξ) := lim
h→0
hme−iS/hP (eiS/h)(x),
for (x, ξ) ∈ T ∗Rn+1, if S : C∞(Rn+1) is such that dS(x) = ξ.
The space Ψm(Rn+1) is in one-to-one correspondance with Sm(Rn+1) (see [Mel03,
Theorem 2.1]) via the quantization formula (A.1.2). This allows to transfer the Fre´chet
topology of Sm(Rn+1) to the space Ψm(Rn+1). As a consequence, Ψm(Rn+1) is a Fre´chet
space endowed with the topology given by the semi-norms of its full symbol (A.1.1).
A symbol p ∈ Sm(Rn+1) is said to be globally elliptic if there exists constants
C,R > 0 such that :
∀|ξ| ≥ R, ∀x ∈ Rn+1, |p(x, ξ)| ≥ C〈ξ〉m.
It is said to be locally elliptic at (x0, ξ0) if there exists a conic neighborhood V of
(x0, ξ0)
1 such that :
∀(x, ξ) ∈ V, |ξ| ≥ R, |p(x, ξ)| ≥ C〈ξ〉m.
Given P ∈ Ψm(Rn+1), we say that it is locally elliptic at (x0, ξ0) if its principal symbol
σP is. We denote by ell(P ) the set of points (x0, ξ0) ∈ T ∗M at which P is locally elliptic.
Note that this is by construction an open conic subset of T ∗M \ {0}.
A.1.2 Pseudodifferential operators on compact manifolds
We now move to the case of pseudodifferential operators on a smooth closed mani-
fold M . There is no intrinsic way of defining pseudodifferential operators on compact
manifolds (although some constructions may look more natural than others, there is
1. V is an open conic neighborhood of (x0, ξ0) of T
∗Rn+1 \ {0} if it is open in T ∗Rn+1 \ {0} and
contains for some ε > 0 small enough the set of points (x, ξ) ∈ T ∗Rn+1 \ {0} such that |x − x0| < ε
and |ξ/|ξ| − ξ0/|ξ0|| < ε.
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always a part of choice in the definitions) but what is important is that the resulting
class of operators Ψm(M) obtained in the end is independent of all the choices made.
Moreover, all the important features of the calculus (principal symbol, ellipticity) are
independent of the choices made in the constructions.
We consider a cover of M by a finite number of open sets M = ∪iUi such that
there exists a smooth diffeomorphism φi : Ui → φi(Ui) ⊂ Rn+1. By assumption, since
M is smooth, the transition maps φi ◦ φ−1j are smooth whenever they are defined. We
consider a smooth partition of unity
∑
i Φi = 1 subordinated to this cover of M and
smooth functions Ψi supported in each patch Ui, defined such that Ψi ≡ 1 on the
support of Φi. We call these elements (Ui,Φi,Ψi)i a family of cutoff charts.
Definition A.1.2. A linear operator P : C∞(M) → C∞(M) is a pseudodifferential
of order m on M if and only if there exists a family of cutoff charts (Ui,Φi,Ψi)i such
that, in the decomposition
P =
∑
i
ΨiPΦi + (1−Ψi)PΦi, (A.1.3)
the operators ΨiPΦi can be written in coordinates
ΨiPΦif(φ
−1
i (x)) = ψi Op(pi)ϕifi(x), (A.1.4)
for some symbols pi ∈ Sm(Rn+1) (Op being the quantization (A.1.2) in Euclidean
space), where x ∈ φi(Ui), fi := f◦φ−1i and f ∈ C∞(M) is arbitrary, ψi := Ψi◦φ−1i , ϕi :=
Φi ◦ φ−1i and the operators (1 − Ψi)PΦi have smooth Schwartz kernel. We denote by
Ψm(M) the class of such operators.
Another formulation is the following : if one chooses a family of cutoff charts, given
a symbol p ∈ Sm(M), (A.1.4) provides a formula of quantization Op(p) (which depends
on the choice of cutoff charts). Then the equality
Ψm(M) =
{
Op(p) +R | p ∈ Sm(M), R ∈ Ψ−∞(M)}
holds (here R is a smoothing operator, that is an operator with smooth Schwartz
kernel), that is any other choice of cutoff charts produces the same class of operators.
Note that once a family of cutoff charts is chosen, the decomposition (A.1.3) of P
is unique and one can endow the Fre´chet space Ψm(M) with the semi-norms in local
coordinates
‖P‖α,β,γ =
∑
i
‖pi‖α,β + ‖(1−Ψi)PΦi‖γ, (A.1.5)
where ‖pi‖α,β is given by (A.1.1) and, confusing (1−Ψi)PΦi with its smooth Schwartz
kernel, we define for K ∈ C∞(M ×M) the semi-norms :
‖K‖γ := sup
|j|+|k| ≤γ
sup
x,y∈M
|∂jx∂kyK(x, y)|
The principal symbol map σm : Ψ
m(M) → Sm(M)/Sm−1(M) is a well-defined
map, independent of the quantization chosen. Let us recall some elementary properties
of pseudodifferential operators :
Proposition A.1.1. • If P ∈ Ψm(M), then P : Hs(M) → Hs−m(M) is bounded
for all s ∈ R,
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• If P1 ∈ Ψm1(M), P2 ∈ Ψm2(M), then P1 ◦P2 ∈ Ψm1+m2(M) and σP1◦P2 = σP1σP2,
• If P ∈ Ψm(M) is globally elliptic, there exists Q ∈ Ψ−m(M) such that PQ =
1 +R1, QP = 1 +R2, where R1, R2 ∈ Ψ−∞(M).
An operator R ∈ Ψ−∞(M) is bounded and compact as a map Hr(M) → Hs(M),
for all s, r ∈ R. We will denote by C−∞(M) := ∪s∈RHs(M). The following lemma on
elliptic estimates is crucial :
Lemma A.1.1. Let P ∈ Ψm(M) be an elliptic pseudodifferential operator. For all
s, r ∈ R, there exists a constant C := C(r, s) such that for all f ∈ C−∞(M) such that
Pf ∈ Hs−m(M) :
‖f‖Hs ≤ C (‖Pf‖Hs−m + ‖f‖Hr)
Moreover, if P : Hs(M) → Hs−m(M) is injective for some (and thus any) s ∈ R,
then :
‖f‖Hs ≤ C‖Pf‖Hs−m
Proof. Let Q ∈ Ψ−m(M) be a parametrix for P , i.e. such that QP = 1 + R, where
R ∈ Ψ−∞(M). Then :
‖f‖Hs . ‖QPf‖Hs + ‖Rf‖Hs . ‖Pf‖Hs−m + ‖f‖Hr ,
since R : Hr(M)→ Hs(M) is bounded and Q : Hs−m(M)→ Hs(M) is bounded.
We now assume that P is invertible and we take r = s. Assume that the bound
‖f‖Hs . ‖Pf‖Hs−m does not hold, so we can find a family of elements fn ∈ Hs(M)
such that ‖fn‖Hs = 1 and ‖fn‖Hs = 1 ≥ n‖Pfn‖Hs−m . So Pfn → 0 in Hs−m(M). But
R : Hs(M)→ Hs(M) is compact and (fn)n∈N is bounded in Hs(M) so we can assume
(up to extraction) that Rfn → v ∈ Hs(M). By the elliptic estimate
‖fn‖Hs . ‖Pfn‖Hs−m + ‖Rfn‖Hs ,
we obtain that (fn)n∈N is a Cauchy sequence in Hs(M) which thus converges to w ∈
Hs(M). But by continuity of P , Pfn → 0 = Pw so w ≡ 0 since P is injective. This is
contradicted by the fact that ‖w‖Hs = 1.
As usual, one can define pseudodifferential operators P : C∞(M,E) → C∞(M,F )
acting on vector bundles E,F → M by taking local coordinates and matrix-valued
pseudodifferential operators in these coordinates. All the results previously stated
still hold in this general context. The principal symbol is then a map σP : T
∗M →
Hom(E,F ). When the vector bundles E and F have different ranks, ellipticity is re-
placed by injectivity of the principal symbol with a coercive estimate, that is
‖σP (x, ξ)‖Ex→Fx ≥ C〈ξ〉m,
for |ξ| > R,C > 0.
A.2 Wavefront set : definition and elementary ope-
rations
A.2.1 Definition
Definition A.2.1 (Wavefront set of a distribution). Let u ∈ C−∞(M). A point
(x0, ξ0) ∈ T ∗M \ {0} is not in the wavefront set WF(u) of u, if there exists a co-
nic neighborhood U of (x0, ξ0) such that for any smooth functions χ ∈ C∞c (pi0(U))
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(pi0 : T
∗M →M being the projection), in any set of local coordinates, one has :
∀N ∈ N, sup
ξ∈U
|χ̂u(ξ)||ξ|N <∞.
This is well-defined i.e. independent of the choice of coordinates. An equivalent defini-
tion is that (x0, ξ0) /∈WF(u) if and only if there exists a pseudodifferential operator A
of order 0 microlocally supported in the conic neighborhood U , elliptic at (x0, ξ0) such
that Au ∈ C∞(M). By construction, the wavefront set of a distribution is a conic set
in T ∗M \ {0}. We will say that u ∈ C−∞(M) is smooth at (x0, ξ0) if (x0, ξ0) /∈WF(u).
If ı : Y →M is a smooth submanifold of M , then the conormal to Y is the set
N∗Y := {(x, ξ) ∈ T ∗M | ∀x ∈ Y, ∀Z ∈ TxY, 〈ξ, Z〉 = 0} ⊂ T ∗M
It is a smooth vector bundle over Y . We will say that a distribution u ∈ C−∞(M) is
conormal to Y if WF(u) ⊂ N∗Y .
Example A.2.1 (Surface density). Let ı : Y →M be a submanifold. If σ is a smooth
density on Y , then σ can be seen as a distribution σ ∈ C−∞(M) on M by setting
〈σ, f〉 := 〈σ, f |Y 〉, for f ∈ C∞(M). Then WF(σ) = N∗Y , i.e. σ is conormal to Y .
Indeed, by taking local coordinates, the computation actually boils down to consi-
dering the case σ = φ(x)δ(x′ = 0), with x′ ∈ Rn−k, x ∈ Rk, where M ' Rn and
N ' {x′ = 0}, φ ∈ C∞(Rk). But then, for χ ∈ C∞(Rn) localized in a neighborhood of
(x, 0), and denoting η = (ξ, ξ′), eη : (x, x′) 7→ eiη·(x,x′), one has :
χ̂σ(ξ, ξ′) = 〈σ, χeη〉 =
∫
Rk
φ(x)χ(x, 0)eix·ξdx = O(|η|−∞) 2
by the non-stationary phase lemma, unless ξ = 0. Thus
WF(σ) =
{
(0, ξ′), ξ′ ∈ Rn−k \ {0}} = N∗Rk
We can refine the definition of the wavefront set in order to evaluate the frequency
behavior of the distribution at infinity :
Definition A.2.2 (Hs-wavefront set). Let u ∈ C−∞(M). A point (x, ξ) /∈ WFs(u)
if there exists a conic neighborhood of (x, ξ) and a pseudodifferential operator A of
order 0 microlocally supported in this conic neighborhood, elliptic at (x, ξ) such that
Au ∈ Hs(M). We will say that u ∈ C−∞(M) is microlocally Hs at (x0, ξ0) if (x0, ξ0) /∈
WFs(u).
Example A.2.2. Let δ0 be the Dirac mass at 0 in Rn. Then
WF−n/2(δ0) = {(0, ξ), ξ ∈ Rn \ {0}} ,
but WFs(δ0) = ∅ for all s < −n/2.
A.2.2 Elementary operations on distributions
This paragraph mainly follows the lecture notes by Melrose [Mel03].
2. By this, we mean that for all N ∈ N, there exists a constant CN > 0 such that the right-hand
side is bounded by CN |η|−N
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Multiplication of distributions. We will denote by d vol the smooth Riemannian
density on M . Given u1, u2 ∈ C∞(M), the (complex) pairing
〈u1, u2〉C :=
∫
M
u1(x)u2(x)d vol(x)
is always well-defined (note that M is compact). We want to understand to what extent
this can be generalized to distributions u1, u2 ∈ C−∞(M).
Lemma A.2.1. Given u1, u2 ∈ C−∞(M) such that WF(u1)∩WF(u2) = ∅, there exists
A ∈ Ψ0(M) such that
WF(u1) ∩WF(A) 3 = ∅, WF(u2) ∩WF(1− A∗) = ∅.
Then :
〈u1, u2〉C := 〈u2, Au1〉C + 〈u1, (1− A∗)u2〉C
is well-defined and independent of the choice of A, where the right-hand side is unders-
tood as the pairing of a distribution with a smooth function.
To construct A, one can take A = Op(a) for some a ∈ S0(M) supported in a conic
neighborhood of WF(u1) (in particular, a ≡ 0 on WF(u2) since WF(u1)∩WF(u2) = ∅)
and such that a ≡ 1 on WF(u1). We do not detail the proof which can be found in
[Mel03, Proposition 4.9]. Then the real pairing is just 〈u1, u2〉 := 〈u1, u2〉C. Since
WF(u) = {(x,−ξ) | (x, ξ) ∈WF(u)} ,
it is defined as long as WF(u1)∩ i(WF(u2)) = ∅, where i : T ∗M → T ∗M stands for the
involution i(x, ξ) = (x,−ξ). This provides the
Lemma A.2.2. Given u1, u2 ∈ C−∞(M) such that WF(u1) ∩ i(WF(u2)) = ∅, the
multiplication u1 × u2 ∈ C−∞(M) is well-defined by
∀f ∈ C∞(M), 〈u1u2, f〉 := 〈u1, fu2〉 = 〈fu1, u2〉
and coincides with the usual multiplication for u1, u2 ∈ C∞(M). Moreover :
WF(u1u2) ⊂{(x, ξ) | x ∈ supp(u1), (x, ξ) ∈WF(u2)}
∪ {(x, ξ) | x ∈ supp(u2), (x, ξ) ∈WF(u1)}
∪ {(x, ξ) | ξ = η1 + η2, (x, ηi) ∈WF(ui), i ∈ {1, 2}}
The proof of the first part of the lemma simply follows from the previous compu-
tation. As to the wavefront set computation, it can be done directly in coordinates by
using the definition.
Pushforward. The pushforward is one of the easiest operations one can define. Let
pi : M × N → M be the left-projection, where N is a smooth closed manifold 4. We
denote by (x, y) the coordinates on M ×N , dx and dy are smooth measures on M and
3. See Example A.2.5 below for a definition of WF(A).
4. Once again, this can be generalized to the non-compact case, but then one has to consider
distributions with compact support in the product.
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N . The pushforward pi∗u of a distribution u ∈ C−∞(M) is defined by duality according
to the formula :
∀f ∈ C∞(M), 〈pi∗u, f〉 := 〈u, pi∗f〉,
where pi∗f := f ◦pi is the pullback of f . In particular, if u ∈ C∞(M ×N), this definition
coincides with
pi∗u(x) =
∫
N
u(x, y)dy
The wavefront set of the pushforward is characterized by the following lemma :
Lemma A.2.3.
WF(pi∗u) ⊂ {(x, ξ) ∈ T ∗M | ∃y ∈ N, (x, ξ, y, 0) ∈ T ∗(M ×N)}
We omit the proof, which can be done directly by using the characterization of the
wavefront set with the Fourier transform. Morally, integration kills all the singularities
except the ones which are really conormal to N i.e. the manifolds along which we in-
tegrate.
Restriction. Let ı : Y →M be the embedding of the smooth submanifold Y into M .
Given u ∈ C−∞(M), the pullback ı∗u, that is the restriction of u to Y , is not always
well-defined. We denote by δY the smooth Riemannian density obtained by restricting
the metric g to Y and then taking the Riemannian volume form induced. Morally, given
f ∈ C∞(Y ), we want to define 〈ı∗u, f〉 = 〈u× δY , f˜〉, where f˜ is any smooth extension
in a neighborhood of Y (under the condition that the multiplication u× δY is defined).
Note that by Example A.2.1, WF(δY ) ⊂ N∗Y .
Lemma A.2.4. Assume u ∈ C−∞(M) satisfies WF(u)∩N∗Y = ∅ (so u is not conor-
mal at all). Then u× δY makes sense by Lemma A.2.2 and
∀f ∈ C∞(Y ), 〈ı∗u, f〉 := 〈u× δY , f˜〉,
is well-defined, independently of the extension f˜ . Moreover,
WF(ı∗u) ⊂ {(x, ξ) ∈ T ∗Y | ∃η ∈ N∗xY, (x, (ξ, η)) ∈WF(u)} ,
where (ξ, η) is seen as an element of T ∗xM .
It is actually not obvious that this definition is independent of the extension f˜ of
f : the proof can be done by an approximation argument (see [H0¨3, Theorem 8.2.3]).
Pullback. Let f : M → N be a smooth map between the two smooth compact
manifolds M and N 5. The normals of the map (or the conormal to f(M)) is the set
Nf := N
∗f(M) =
{
(f(x), ξ) ∈ T ∗N | x ∈M,df>ξ = 0}
The pullback f ∗u of a distribution u ∈ C−∞(N) is not always defined, whereas that of
a smooth function is. If f is a diffeomorphism, then it is an elementary result that f ∗u
5. If M and N are not compact, then one has to assume f is proper, i.e. the preimage of a compact
subset is a compact subset.
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makes sense in a unique way : this amounts to saying that distributions are intrinsically
defined i.e. are invariant by a change of coordinates. Moreover, the wavefront set of a
distribution u ∈ C−∞(N) is simply moved to
WF(f ∗u) ⊂ f ∗WF(u) = {(x, ξ) ∈ T ∗M | (f(x), df−>x ξ) ∈ T ∗N} ,
where df−> stands for the inverse transpose. But if f is no longer a diffeomorphism, if
it maps spaces of different dimensions for instance, then the result may not be obvious.
We consider the graph
Graph(f) := {(x, y) ∈M ×N | y = f(x)} ı→M ×N
which is an embedded submanifold of M × N (even if f is not a diffeomorphism !).
We denote by pi2 : M × N → N the right-projection and by g : M → Graph(f) the
diffeomorphism g : x 7→ (x, f(x)). Then f = pi2 ◦ i ◦ g. For u ∈ C−∞(N), we thus want
to define f ∗u by g∗ ◦ ı∗ ◦ pi∗2u. So we have to study separately these three maps and
understand under which conditions we can compose them. First, pi∗2u = 1⊗u is always
defined and
WF(pi∗2u) ⊂ {(x, 0, y, η) | (y, η) ∈ WF(u)}
In the same fashion, the pullback of a distribution by g∗ is always so one has to un-
derstand when the restriction ı∗ is defined. But according to Lemma A.2.4, it is the
case if WF(pi∗2u) ∩N∗Graph(f) = ∅. Note that
T Graph(f) = {(x, Z, f(x), df(Z)) | (x, Z) ∈ TM} ⊂ T (M ×N).
Thus N∗Graph(f) = {(x, 0, f(x), η) | (f(x), η) ∈ Nf} so ı∗ ◦ pi∗2u is well-defined if
WF(u) ∩Nf = ∅.
Lemma A.2.5. Let u ∈ C−∞(N). If WF(u) ∩ Nf = ∅, then f ∗u := g∗ ◦ ı∗ ◦ pi∗2u is
well-defined and coincides for u ∈ C∞(N) with f ∗u = u ◦ f . Moreover,
WF(f ∗u) ⊂ f ∗WF(u) = {(x, df>ξ) | (f(x), ξ) ∈WF(u)} .
Example A.2.3. Let ı : M →M ×M be the embedding ı : x 7→ (x, x) of the diagonal
ı(M) =: ∆(M) ⊂ M ×M . Note that N∗∆(M) = {(x, ξ, x,−ξ) | (x, ξ) ∈ T ∗M}. Let
A : C∞(M)→ C−∞(M) be a linear operator with kernel KA. Assume
WF(KA) ∩N∗∆(M) = ∅
Then ı∗(KA) ∈ C−∞(M) is a well-defined distribution. We define the flat trace of A by
Tr[(A) := 〈ı∗(KA),1〉.
One can prove that the flat trace is independent of the density chosen on M to define
the Schwartz kernel. If A ∈ Ψ−∞, then A is a compact operator with smooth Schwartz
kernel — in particular, it is trace class and its trace coincides with its flat trace.
A.2.3 The canonical relation
Linear operators. If A : C∞(M) → C−∞(M) is a linear operator, we denote by
KA ∈ C−∞(M ×M) its Schwartz kernel. We define the canonical relation WF′(A) of
A (also denoted by CA) by
WF′(A) := {(x, ξ, y, η) | (x, ξ, y,−η) ∈WF(KA)}
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Given f ∈ C∞(M), using the Schwartz kernel theorem, we know that
Au(x) = 〈KA(x, ·), u〉 =
∫
M
KA(x, y)u(y)dy,
where this equality has to be understood in a formal sense. By the previous operations
introduced, we can rewrite this as pi2∗(KA × pi∗2u), where pi2 : M × M → M is the
projection on the second coordinate. If we want to extend A to C−∞(M), then we have
to understand this decomposition of A in light of the elementary operations seen so far.
Recall that pi∗2f = 1 ⊗ f has wavefront set included in {(x, 0, y, η) | (y, η) ∈WF(u)}.
As a consequence, KA × pi∗2u makes sense as a distribution if
WF(KA) ∩ {(x, 0, y,−η) | (y, η) ∈WF(u)} = ∅,
and by Lemma A.2.2 :
WF(KA × pi∗2u) ⊂ {(x, ξ, y, η) | y ∈ supp(u), (x, ξ, y, η) ∈WF(KA)}
∪ {(x, 0, y, η) | (x, y) ∈ supp(KA), (y, η) ∈WF(u)}
{(x, ξ, y, η) | y ∈ supp(u), (x, ξ, y, η) ∈WF(KA)}
(A.2.1)
By Lemma A.2.3, we know that :
WF(pi2∗(KA × pi∗2u) ⊂ {(x, ξ) | ∃y ∈M, (x, ξ, y, 0) ∈WF(KA × pi∗2u)}
As a consequence, in (A.2.1), the first set in the union of the right-hand side is imme-
diately ruled-out. We obtain :
WF(pi2∗(KA × pi∗2u) ⊂ {(x, ξ) | ∃y ∈ supp(u), (x, ξ, y, 0) ∈WF(KA)}
∪ {(x, ξ) | ∃(y, η) ∈ T ∗M, (x, ξ, y,−η) ∈WF(KA), (y, η) ∈WF(u)}
We introduce the compact notation
WF′(A) ◦WF(u) := {(x, ξ) | ∃(y, η) ∈WF(u), (x, ξ, y, η) ∈WF′(A)}
Note that this is precisely the last set on the right-hand side of the previous formula.
We write
WF(KA, u)1 := {(x, ξ) | ∃y ∈ supp(u), (x, ξ, y, 0) ∈WF(KA)} .
These points are the singularities created by A, no matter the regularity of u. In other
words, if u ∈ C∞(M), then WF(Au) ⊂WF(KA, u)1. We sum up this discussion in the
Lemma A.2.6. Let A : C∞(M)→ C−∞(M) be a linear operator. Then A extends by
continuity to a linear map
A :
{
u ∈ C−∞(M) | WF(KA) ∩ {(x, 0, y,−η) | (y, η) ∈WF(u)} = ∅
}→ C−∞(M)
and WF(Au) ⊂WF(KA, u)1 ∪WF′(A) ◦WF(u).
As we will see, given a general operator A, there is no practical way to characterize
its Schwartz kernel by testing it against well-chosen distributions (unless we are given
other informations on A). To do this, one has to resort to semiclassical analysis which
we do not want to introduce here.
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Example A.2.4. Let
Λ ⊂ T ∗(M ×M) \ {0} (A.2.2)
be a conic Lagrangian submanifold (i.e. such that the canonical symplectic form ω ⊕
−ω vanishes on Λ). We say that K ∈ C−∞(M ×M) is Lagrangian with respect to
Λ if WF(K) ⊂ Λ. The Fourier Integral Operators (FIOs) are the operators having
Lagrangian distribution kernels with Lagrangian included in T ∗M \ {0}× T ∗M \ {0} 6
(and an order condition on the symbol of their quantification, see [H0¨3, Chapter XXV]).
In particular, if Λ is the Lagrangian of a FIO A, then
WF(KA)1 := {(x, ξ) | ∃y ∈M, (x, ξ, y, 0) ∈WF(KA)} = ∅
As a consequence, the wavefront set relation in Lemma A.2.6 is simply : WF(Au) ⊂
WF′(A) ◦WF(u). Here WF′(A) = {(x, ξ, y,−η) | (x, ξ, y, η) ∈ Λ} is the canonical rela-
tion. In other words, a FIO does not create singularities from scratch. It may only kill
or duplicate (and propagate) already existing singularities.
Example A.2.5. If P is a pseudodifferential operator on M , then KP is a distribution
which is conormal to the diagonal ∆(M) ⊂M ×M , i.e. WF(KP ) ⊂ N∗∆(M). In other
words, its canonical relation WF′(P ) satisfies
WF′(P ) ⊂ ∆(T ∗M \ {0})
We can define the wavefront set of P by
WF(P ) := {(x, ξ) ∈ T ∗M \ {0} | (x, ξ, x, ξ) ∈WF′(P )}
This has to be understood in the following way : the operator P is smoothing outside
its wavefront set WF(P ). The wavefront set WF(P ) is also called the essential support
of P or the microlocal support. If P = Op(p) is a quantization of p ∈ C∞(T ∗M), then
WF(P ) coincides with the cone support of p, namely the complementary of the set
of directions in T ∗M for which p, as well as all its derivatives (both in the x and ξ
variables), decays like O(|ξ|−∞).
Composition of linear operators. If A,B : C∞(M) → C−∞(M) are linear opera-
tors with smooth Schwartz kernel, then
KA◦B(x, y) =
∫
M
KA(x, z)KB(z, y)dz
Using the previous operations, this can be written as KA◦B = pi2∗(pi∗1,2KA × pi∗2,3KB),
where pi1,2(x, z, y) = (x, z), pi2,3(x, z, y) = (z, y). This formula allows to generalize the
composition to operators with non-smooth Schwartz kernel. Repeating the arguments
of Lemma A.2.6, one can prove the
Lemma A.2.7. Assume A and B satisfy the condition
{(z, θ) | ∃x ∈M, (x, 0, z,−θ) ∈WF(KA)}
∩ {(z, θ) | ∃y ∈M, (z, θ, y, 0) ∈WF(KB)} = ∅.
Then, A◦B extends continuously as a linear operator on distributions satisfying Lemma
A.2.6 and
WF′(A ◦B) ⊂WF′(A) ◦WF(B)
∪ {(x, ξ, z, 0) | z ∈M,∃z′ ∈M, (x, ξ, z′, 0) ∈WF(KA)}
∪ {(z, 0, y, η) | z ∈M, ∃z′ ∈M, (z′, 0, y, η) ∈WF(KB)}
6. Note that this is stronger than (A.2.2).
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A.3 The propagator of a pseudodifferential opera-
tor
Let P be a pseudodifferential operator of order 1 with principal symbol p. We will
denote by (Φt)t∈R the Hamiltonian flow on T ∗M generated by p. We assume that P
is formally self-adjoint on C∞(M) but not necessarily elliptic. This implies that P is
closed and self-adjoint on its domain D(P ) := {u ∈ L2(M) | Pu ∈ L2(M)} 7 (see [FS11,
Lemma 29]).
By Stone’s theorem, U : t 7→ e−itP is a unitary group on L2(M) which can be
obtained as the unique solution of (∂t + iP )U(t) = 0, U(0) = 1. We will rather see U
as map C∞c (R×M)→ C∞(M). Note that if P is elliptic and its spectrum is discrete 8,
then it consists of isolated eigenvalues {λj}+∞j=0 (with finite multiplicity) on R with
corresponding normalized eigenvectors {ej}+∞j=0 forming a Hilbertian basis of L2. Then
if f =
∑+∞
j=0 fjej ∈ L2(M), one has the explicit expression U(t)f =
∑+∞
j=0 e
−iλjtfjej.
Theorem A.3.1. [DG75, Theorem 1.1] The operator U : C∞c (R×M)→ C∞(M) is a
Fourier Integral Operator with canonical relation
WF′(U) ⊂ {(Φt(x, ξ), (x, ξ), (t, λ)) | t ∈ R, (x, ξ) ∈ T ∗M,λ = −p(x, ξ)}
In particular, for all t ∈ R, U(t) : C∞(M) → C∞(M) is a Fourier Integral Operator
with canonical relation
WF′(U) ⊂ {(Φt(x, ξ), (x, ξ)) | (x, ξ) ∈ T ∗M}
Example A.3.1. We will mostly be interested in the case P = −iX, where X is
a vector field preserving a smooth measure (and P is thus selfadjoint). Its symbol is
σ−iX : (x, ξ) 7→ 〈ξ,X(x)〉 and has a non-trivial characteristic set Σ := {〈ξ,X(x)〉 = 0〉}.
Then U(t) = e−tX . Using Lemma A.2.3 and the previous theorem, we obtain that for
all χ ∈ C∞c (R), if A :=
∫ +∞
−∞ χ(t)e
−tXdt, then :
WF′(A) ⊂ {(Φt(x, ξ), (x, ξ)) | (x, ξ) ∈ Σ, t ∈ supp(χ)}
In other words, the operator A is smoothing in the flow-direction (since it is obtained by
integration in this direction) and propagates forward singularities (by the Hamiltonian
flow (Φt)t∈R) in the orthogonal directions to the flow. The operator Π in Chapter 2 is
morally the operator A with χ ≡ 1 on R. This is no longer a FIO : indeed Π not only
propagates forward the singularities in the orthogonal directions to the flow, but it also
creates (from scratch) singularities in the stable and unstable bundles E∗s ∪ E∗u.
A.4 Propagation of singularities
In this paragraph, we state results concerning the propagation of singularities for
pseudodifferential operators. We omit the proofs, but all of them can be found in [DZ,
Appendix E].
7. This is specific to pseudodifferential operators of order 1.
8. Which is the case for instance if p(T ∗M) ⊂ T ∗m avoids a conic neighborhood Λ ⊂ T ∗M (see
[Shu01, Chapter 9]), the most common case being that of a positive symbol p.
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We consider P , a pseudodifferential operator of order 1 9, with real principal sym-
bol σP
10. Like in the previous paragraph, we denote by (Φt)t∈R the Hamiltonian flow
induced by the Hamiltonian σP .
Theorem A.4.1. [DZ, Theorem E.49] Let A,B,B1 ∈ Ψ0(M). Assume we have the
following control condition : for all (x, ξ) ∈ WF(A), there exists T ≥ 0 such that
Φ−T (x, ξ) ∈ ell(B) and Φ−t(x, ξ) ∈ ell(B1) for all t ∈ [0, T ]. Then, for all s ∈ R, N ≥ 0,
if u ∈ H−N(M), Bu ∈ Hs(M), Pu ∈ Hs(M) :
‖Au‖Hs ≤ C(‖Bu‖Hs + ‖B1Pu‖Hs + ‖u‖H−N ),
for some constant C > 0 independent of u.
B1
B A
Figure A.1 – A picture of the situation (Figure extracted from [DZ16]).
In particular, the previous Theorem implies the usual result of propagation of sin-
gularities for operators with real principal symbol : if γ : [0, T ] → Σ is a flowline in the
characteristic set Σ := σ−1P ({0}) and u ∈ C−∞(M) is such that γ(0) /∈ WF(u), γ(t) /∈
WF(Pu) for all t ∈ [0, T ], then γ(T ) /∈WF(u).
We denote by S∗M the unit cosphere bundle over M (induced by the metric g) and
by κ : T ∗M \ {0} → S∗M the canonical projection.
Definition A.4.1. Let L ⊂ T ∗M be a closed conic subset, invariant by the flow
(Φt)t∈R. We say that L is a radial source if there exists an open conic neighborhood U
of L in T ∗M \ {0} and constants C, θ > 0, such that :
lim
t→+∞
d(κ(Φ−t(U)), κ(L)) = 0, (A.4.1)
∀(x, ξ) ∈ U,∀t ≥ 0, Ceθt|ξ| ≤ |Φ−t(x, ξ)| (A.4.2)
Reversing the time direction, we obtain the definition of a radial sink.
Example A.4.1. If P = −iX is a hyperbolic flow on M , then L = E∗s is a radial
source (E∗u is a radial sink).
We have a high regularity estimate in a neighborhood of radial sources :
Theorem A.4.2. [DZ, Theorem E.54] Assume L is a radial source for the flow (Φt)t∈R
induced by the Hamiltonian σP . Then, there exists a threshold s0 > 0 such that for any
s ≥ s0, N ≥ s and B1 ∈ Ψ0(M) elliptic near L, there exists A ∈ Ψ0(M) elliptic near
L such that for any distribution u ∈ H−N(M), if B1Pu ∈ Hs(M) and Au ∈ Hs0(M),
then one has :
‖Au‖Hs ≤ C(‖B1Pu‖Hs + ‖u‖H−N ),
for some constant C > 0 independent of u.
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Figure A.2 – A picture of the situation for Theorem A.4.3 (Figure extracted from [DZ16]).
Note that one has to assume an a priori regularity on u in a conic neighborhood of
L, i.e. Au ∈ Hs0(M). In the case where P is selfadjoint or anti-selfadjoint, the threshold
s0 can be taken arbitrarily small. In particular, this result asserts that if Au ∈ Hs0(M)
and Pu is smooth near L, then so is u. In other words, we retrieve an essential feature
of ellipticity near L although the operator P may not be elliptic near L. We also have
a low regularity estimate in a neighborhood of radial sinks — it will not be used in
these notes but we state it for the sake of completeness :
Theorem A.4.3. [DZ, Theorem E.56] Assume L is a radial sink for the flow (Φt)t∈R.
Then there exists a threshold s0 > 0 such that for any s > s0, N ≥ s and B1 ∈
Ψ0(M) elliptic near L, there exists A ∈ Ψ0(M) elliptic near L, B ∈ Ψ0(M) with
WF(B) ∩ L = ∅, microsupported in the region of ellipticity of B1 such that for any
distribution u ∈ H−N(M), if B1Pu ∈ H−s(M), Bu ∈ H−s(M) :
‖Au‖H−s ≤ C(‖Bu‖H−s + ‖B1Pu‖H−s + ‖u‖H−N ),
for some constant C > 0 independent of u.
9. This is actually not a constraint and the order k of P does not need to be equal to 1. Since we
will apply the results in this case, we chose to state the theorems with k = 1. We refer to [DZ] for
further details.
10. Most of the arguments can be extended to the case where σP is complex-valued under a suitable
sign condition on =(σP ). In Theorem A.4.1, this condition is =(σP ) ≤ 0 on WF(B1). The Hamiltonian
flow one has to consider is then the one induced by the Hamiltonian <(σP ).
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Annexe B
On symmetric tensors
The purpose of this chapter is to describe elementary properties of symmetric ten-
sors on Riemannian manifolds which are used throughout this manuscript. The context
chosen is that of a smooth compact Riemannian manifold without boundary (M, g).
However, most of the results extend to the case of a compact manifold with boundary
by adding a Dirichlet-type condition on the boundary.
B.1 Definitions and first properties
B.1.1 Symmetric tensors in euclidean space
Let E be a Euclidean (n + 1)-dimensional vector space endowed with a metric
g and let (e1, ..., en+1) be an orthonormal basis. We say that a tensor f ∈ ⊗mE∗
is symmetric if f(v1, ...vm) = f(vτ(1), ..., vτ(m)), for all v1, ..., vm ∈ E and τ ∈ Sm, the
group of permutations of order m. We denote by ⊗mS T ∗E the vector space of symmetric
m-tensors on E. There is a natural projection σ : ⊗mE∗ → ⊗mS E∗ given by
σ (v∗1 ⊗ ...⊗ v∗m) =
1
m!
∑
τ∈Sm
v∗τ(1) ⊗ ...⊗ v∗τ(m),
for all v∗1, ..., v
∗
m ∈ E∗. The metric g induces a scalar product 〈·, ·〉 on ⊗mE∗ by declaring
the basis (e∗i1 ⊗ ...⊗ e∗im)1≤i1,...,im≤n+1 to be orthonormal which yields
〈u∗1 ⊗ ...⊗ u∗m, v∗1 ⊗ ...⊗ v∗m〉 =
m∏
i=1
g−1(u∗i , v
∗
i ),
where g−1 is the dual metric, that is the natural metric on E∗ which makes the musical
isomorphism [ : E → E∗ an isometry. Since σ is self-adjoint with respect to this metric,
it is an orthogonal projection. Let (gij)1≤i,j≤n+1 denote the metric g in the coordinates
(x1, ..., xn+1). Then the metric can be expressed as
〈f, h〉 = fi1...imhi1...im ,
where hi1...im = gi1j1 ...gimjmhj1...jm . In particular, if m = 2, then
〈f, h〉 = Trg(fh) = Tr(g−1fh)
More generally, we will define the trace Trg : ⊗mS E∗ → ⊗m−2S E∗ of a symmetric tensor
by
Trg(f) =
n+1∑
i=1
f(ei, ei, ·, ..., ·).
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In coordinates, Trg(f)(v2, ..., vm) = Tr(g
−1f(·, ·, v2, ..., vm)). Its adjoint with respect to
the scalar products is the map I : ⊗m−2S E∗ → ⊗mS E∗ given by I(u) = σ(g ⊗ u).
Symmetric tensors can also be seen as polynomials on the unit sphere of the eucli-
dean space. We denote by SE the n-dimensional unit sphere on (E, g) and by dS the
Riemannian measure on the sphere induced by the metric g|SE . We define pim : (x, v) 7→
(x,⊗mv) for v ∈ E ; it induces a canonical morphism pi∗m : ⊗mS E∗ → C∞(SE) given by
pi∗mf(v) = f(v, ..., v). Its formal adjoint is 〈pi∗mf, h〉L2(SE ,dS) = 〈f, pim∗h〉⊗mT ∗M , where
f ∈ ⊗mS T ∗M,h ∈ C∞(SE). In coordinates,
(pim∗h)i1...im := pim∗h(∂i1 , ..., ∂im) = gi1j1 ...gimjm
∫
SE
h(v)vj1 ...vjmdS (B.1.1)
Any Euclidean space (E, g) is always isometric to (Rn+1, geuc) so it may be cumbersome
to bother with coordinates insofar as all the objects are coordinate-invariant. However,
on a Riemannian manifold, this is no longer possible : given a point p ∈ M , one
can always choose a trivialization (the normal coordinates) ψ : U → ψ(U) ⊂ Rn+1
(where U is a neighborhood of p) so that ψ∗g|ψ(p) = geuc but this cannot be true on a
neighborhood of ψ(p) (otherwise the metric would necessarily be flat !). Thus, bothering
with coordinates has an interest as we will see on Riemannian manifolds. Also remark
that (B.1.1) can be rewritten intrinsically as
∀u1, ..., um ∈ E, pim∗h(u1, ..., um) =
∫
SE
h(v)g(v, u1)...g(v, um)dv (B.1.2)
The map pim∗pi∗m is an isomorphism which we will study in the next paragraph. Also
note that pi∗m(σf) = pi
∗
mf (since all the antisymmetric parts of the tensor f vanish by
plugging m times the same vector v).
We denote by jξ the multiplication by ξ, that is jξ : f 7→ ξ ⊗ f , and by iξ the
contraction, that is iξ : f 7→ u(ξ], ·, ..., ·). The adjoint of iξ on symmetric tensors with
respect to the L2-scalar product is σjξ, that is
∀f ∈ ⊗m−1S E∗, h ∈ ⊗mS E∗, 〈σjξf, h〉 = 〈f, iξh〉.
The space ⊗SmE∗ can thus be decomposed as the direct sum
⊗mS E∗ = ran
(
σjξ|⊗m−1S E∗
)
⊕⊥ ker (iξ|⊗mS E∗)
We denote by piker iξ the projection onto the right space, parallel to the left space. We
will need the following
Lemma B.1.1. For all f, h ∈ ⊗mS E∗,
Cn,m
∫
〈ξ,v〉=0
pi∗mf(v)pi
∗
mh(v)dSξ(v) = 〈piker iξpim∗pi∗mpiker iξf, h〉,
where
Cn,m =
∫ pi
0
sinn−1+2m(ϕ)dϕ =
√
pi
Γ((n+ 2m)/2)
Γ((n+ 1 + 2m)/2)
,
and dSξ is the canonical measure induced on the n − 1 dimensional sphere SE,ξ :=
SE ∩ {〈ξ, v〉 = 0}.
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Proof. We can write h = σjξh1 + h2 where h1 ∈ ⊗m−1S E∗, h2 ∈ ker
(
iξ|⊗mS T ∗xM
)
. Note
that pi∗m(σjξh1)(v) = pi
∗
m(jξh1)(v) = 〈ξ, v〉pi∗m−1h1(v) and this vanishes on {〈ξ, v〉 = 0}
(and the same holds for f). In other words, pi∗mh = pi
∗
mpiker iξ on {〈ξ, v〉 = 0}. We are
thus left to check that for f, h ∈ ker iξ,
Cn,m
∫
〈ξ,v〉=0
pi∗mf(v)pi
∗
mh(v)dSξ(v) =
∫
SE
pi∗mf(v)pi
∗
mh(v)dS(v)
We will use the coordinates v′ = (v, ϕ) ∈ SE,ξ × [0, pi] on SE which allow to de-
compose v′ = sin(ϕ)v + cos(ϕ)ξ]/|ξ|. Then the measure on SE disintegrates as dS =
sinn−1(ϕ)dϕdSξ(v). Also remark that pi∗mf(v+cos(ϕ)ξ
]/|ξ|) = pi∗mf(v). Then, if Cn,m :=∫ pi
0
sinn−1+2m(ϕ)dϕ, we obtain :∫
〈ξ,v〉=0
pi∗mf(v)pi
∗
mh(v)dSξ(v)
= C−1n,m
∫ pi
0
sind−1+2m(ϕ)dϕ
∫
〈ξ,v〉=0
pi∗mf(v)pi
∗
mh(v)dSξ(v)
= C−1n,m
∫ pi
0
∫
〈ξ,v〉=0
pi∗mf(sin(ϕ)v + cos(ϕ)ξ
]/|ξ|)
× pi∗mh(sin(ϕ)v + cos(ϕ)ξ]/|ξ|) sinn−1(ϕ)dϕdSξ(v)
= C−1n,m
∫
SE
pi∗mf(v
′)pi∗mh(v
′)dS(v′)
B.1.2 Spherical harmonics
Let ∆|SE := divSE ∇SE be the Laplacian on the unit sphere SE induced by the
metric g|SE and ∆ be the usual Laplacian on E induced by g. Let
L2(SE) =
+∞⊕
m=0
Ωm
be the spectral break up in spherical harmonics, where Ωm := ker(∆|SE +m(m+n−1))
are the eigenspaces of the Laplacian. We denote by Em the vector space of trace-free
symmetric m-tensors, where the trace is, as before, taken over the first two coordinates.
Lemma B.1.2. pi∗m : Em → Ωm is an isomorphism.
Proof. For f ∈ ⊗mS E∗, we can see v 7→ f(v, ..., v) = f¯(v) as a homogeneous polynomial
of order m in the variables (v1, ..., vn+1) (and its restriction to SE is pi∗mf , that is for
v ∈ Se, r > 0, f¯(rv) = rmpi∗mf(v)). For any smooth function u on E
∆(u)|SE = ∆Se(u|Se) +
∂2u
∂r2
∣∣∣∣
SE
+ n
∂u
∂r
∣∣∣∣
SE
,
if r is the radial coordinate (see [GHL04, Proposition 4.48]). Then the homogeneity
provides
∆(f¯)|SE = ∆Se(pi∗mf) +m(m+ n− 1)pi∗mf.
But if f is trace-free, we claim that ∆f¯ = 0 so pi∗mf ∈ Ωm. Since pi∗m is clearly injective, it
is sufficient to prove equality of the dimensions. The dimension of trace-free symmetric
265
ANNEXE B. ON SYMMETRIC TENSORS
m-tensors in a (n + 1)-dimensional space is
(
n+m
m
)
−
(
n+m− 2
m− 2
)
(see [DS10,
Lemma 2.3]) which turns out to be that of Ωm.
We are thus left to prove the equality ∆f¯ = 0. Let us write the symmetric tensor
f =
∑
i1...im
fi1...ime
∗
i1
⊗ ... ⊗ e∗im , then Tr(f) =
∑
k,i3,...,im
fkki3...ime
∗
i3
⊗ ... ⊗ e∗im . Thus
Tr(f) = 0 implies that fkki3...im = 0 for all indices k, i3, ..., im ∈ {1, ..., n+ 1}. Since
f is symmetric, this implies that fi1...im = 0 as long as there exists k, l ∈ {1, ...,m}
such that ik = il. As a consequence f¯ : v 7→
∑
i1 6=... 6=im fi1...imvi1 ...vim and for such a
m-tuple (i1, ..., im), one has ∂
2
k(vi1 ...vim) = 0 for any k ∈ {1, ..., n+ 1} (since the index
k appears at most once) so ∆(vi1 ...vim) = 0 and ∆f¯ = 0.
The group of linear (orientation-preserving) isometries Isom0(E) acts on the right
by pullback both on C∞(SE) and ⊗mS E∗ and it is immediate that its action commutes
with pi∗m. It also commutes with pim∗. Indeed, since (E, g) ' (Rn+1, geuc), it is sufficient
to compute in this case and given S ∈ SO(n+ 1), one has for u1, ..., um ∈ Rn+1 :
S∗pim∗h(u1, ..., um) = pim∗h(Su1, ..., Sum)
=
∫
SE
h(v)〈v, Su1〉...〈v, Sum〉dv
=
∫
SE
h(v)〈S>v, u1〉...〈S>v, um〉dv
=
∫
SE
h(v)〈S−1v, u1〉...〈S−1v, um〉dv
=
∫
SE
h(Sv)〈v, u1〉...〈v, um〉dv = pim∗(S∗h)(u1, ..., um),
were S> stands for the transpose of S and the penultimate equality follows from a
change of variable (S preserves the Lebesgue measure dv).
Lemma B.1.3. pim∗pi∗m|Em = λm,n1Em.
Proof. This is an immediate consequence of Schur’s lemma. Indeed, L2(SE) =
⊕+∞
m=0 Ωm
and Ωm is an irreducible SO(n + 1)-module
1 (if n + 1 ≥ 3). The map pim∗pi∗m can be
conjugated via pi∗m to a map Ωm → Ωm which commutes with the SO(n + 1)-action
and is thus a multiple of the identity by Schur’s lemma. The sought result follows.
We will not bother with the computation of the constant λm,n : this can be done
by evaluating the map on a particular element (see [DS10]). This also shows that, up
to rescaling by the constant λm,n, pi
∗
m : Em → Ωm is an isometry. One could be more
accurate and actually show that the maps
pi∗m : ⊗mS E∗ → ⊕[m/2]k=0 Ωm−2k, pim∗ : ⊕[m/2]k=0 Ωm−2k → ⊗mS E∗ (B.1.3)
are isomorphisms, where [m/2] stands for the integer part of m/2. This follows from the
(unique) decomposition of a symmetric tensor into a trace-free part and a rest (which
lies in the image of the adjoint of Tr). More precisely, by iterating this process, one can
decompose u as u =
∑[m/2]
k=0 I
k(uk), where I : ⊗•SE∗ → ⊗•+2S E∗ is the adjoint of Tr with
respect to the scalar products (one has I = σ(g ⊗ ·)) and uk ∈ ⊗m−2kS E∗,Tr(uk) = 0
1. If n + 1 = 2, then Ωm = Hm ⊕ H−m, where H±m is the one-dimensional space spanned by
θ 7→ e±imθ and H±m is an irreducible SO(2)-module.
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and pi∗mI
k(uk) ∈ Ωm−2k. Then (B.1.3) is an immediate consequence of Lemma B.1.3.
The map pim∗pi∗m acts by scalar multiplication on each component I
k(uk) (but with a
different constant though, so pim∗pi∗m is not a multiple of the identity). Since we will
only need the fact that pim∗pi∗m is an isomorphism, we do not provide further details.
B.1.3 Symmetric tensors on a Riemannian manifold
Decomposition in solenoidal and potential tensors. We now consider the Rie-
mannian manifold (M, g) and denote by dµ the Liouville measure on the unit tan-
gent bundle SM . All the previous definitions naturally extend to the vector bundle
TM →M . For f, h ∈ C∞(M,⊗mT ∗M), we define the L2-scalar product
〈f, h〉 =
∫
M
〈fx, hx〉xd vol(x),
where 〈·, ·〉x is the scalar product on TxM introduced in the previous paragraph.
The map pi∗m : C
∞(M,⊗mT ∗M) → C∞(SM) is the canonical morphism given by
pi∗mf(x, v) = fx(v, ..., v), whose formal adjoint with respect to the two L
2-inner pro-
ducts (on L2(SM, dµ) and L2(⊗mT ∗M,d vol)) is pim∗, i.e.
〈pi∗mf, h〉L2(SM,dµ) = 〈f, pim∗h〉L2(⊗mT ∗M,d vol).
If ∇ denotes the Levi-Civita connection, we set D := σ ◦ ∇ : C∞(M,⊗mT ∗M) →
C∞(M,⊗m+1T ∗M), the symmetrized covariant derivative. Its formal adjoint with res-
pect to the L2-scalar product is D∗ = −Tr(∇) where the trace is taken with respect to
the two first indices, like in B.1.1. One has the following relation between the geodesic
vector field X on SM and the operator D :
Lemma B.1.4. Xpi∗m = pi
∗
m+1D
Proof. Since D = σ∇ and pi∗m+1σ = pi∗m+1, it is sufficient to prove that Xpi∗m = pi∗m+1∇.
Remark that these two maps satisfy the Leibniz rule, namely for f1 ∈ C∞(M,⊗m1S T ∗M),
f2 ∈ C∞(M,⊗m2S T ∗M) such that m1 +m2 = m :
Xpi∗m(f1 ⊗ f2) = X(pi∗m1f1pi∗m2f2) = Xpi∗m1f1pi∗m2f2 + pi∗m1f1Xpi∗m2f2,
and for v ∈ C∞(M,SM),
pi∗m+1∇(f1 ⊗ f2)(v) = ∇(f1 ⊗ f2)(v, ..., v)
= (∇vf1 ⊗ f2)(v, ..., v) + (f1 ⊗∇vf2)(v, ..., v)
= pi∗m1+1∇f1(v)pi∗m2f2(v) + pi∗m1f1(v)pi∗m2+1f2(v),
that is pi∗m+1∇(f1⊗ f2) = pi∗m1+1∇f1pi∗m2f2 + pi∗m1f1pi∗m2+1f2. It is thus sufficient to prove
the result for m = 0, 1, but then the result is immediate computing in local coordinates.
The operator D can be seen as a differential operator of order 1. Its principal symbol
is given by σ(D)(x, ξ)f 7→ σ(ξ ⊗ f) = σjξf (see [Sha94, Theorem 3.3.2]).
Lemma B.1.5. D is elliptic. It is injective on tensors of odd order, and its kernel is
reduced to Rg⊗m/2 on even tensors.
When m is even, we will denote by Km = cmσ(g
⊗m/2), with cm > 0, a unitary vector
in the kernel of D.
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Proof. We fix (x, ξ) ∈ T ∗M . For a tensor u ∈ ⊗ms T ∗xM , using the fact that the anti-
symmetric part of ξ ⊗ u vanishes in the integral :
〈σ(D)u, σ(D)u〉 =
∫
Snx
〈ξ, v〉2pi∗mu2(v)dSx(v) = |ξ|2
∫
Snx
〈ξ/|ξ|, v〉2pi∗mu2(v)dSx(v) > 0,
unless u ≡ 0. Since ⊗ms T ∗xM is finite dimensional, the map
(u, ξ/|ξ|) 7→ 〈σ(D)(x, ξ/|ξ|)u, σ(D)(x, ξ/|ξ|)u〉,
defined on the compact set {u ∈ ⊗mS T ∗xM, |u|2 = 1}×Sn is bounded and attains its lower
bound C2 > 0 (which is independent of x). Thus ‖σ(x, ξ)‖ ≥ C|ξ|, so the operator is
uniformly elliptic and can be inverted (on the left) modulo a compact remainder :
there exists pseudodifferential operators Q,R of respective order −1,−∞ such that
QD = 1 +R.
As to the injectivity of D : if Df = 0 for some tensor f ∈ C−∞(M,⊗mS T ∗M), then f
is smooth and pi∗m+1Df = Xpi
∗
mf = 0. By ergodicity of the geodesic flow, pi
∗
mf = c ∈ Ω0
is constant. If m is odd, then pi∗mf(x, v) = −pi∗mf(x,−v) so f ≡ 0. If m is even, then,
by §B.1.2, f = Im/2(um/2) where um/2 ∈ ⊗0SE∗ ' R so f = c′σ(g⊗m/2).
By classical elliptic theory, the ellipticity and the injectivity of D imply that
Hs(M,⊗mS T ∗M) = D(Hs+1(M,⊗m−1S T ∗M))⊕ kerD∗|Hs(M,⊗mS T ∗M), (B.1.4)
and the decomposition still holds in the smooth category and in the Ck,α-topology for
k ∈ N, α ∈ (0, 1). This is the content of the following theorem :
Theorem B.1.1 (Tensor decomposition). Let s ∈ R and f ∈ Hs(M,⊗mS T ∗M). Then,
there exists a unique pair of symmetric tensors
(p, h) ∈ Hs+1(M,⊗m−1S T ∗M)×Hs(M,⊗mS T ∗M),
such that f = Dp+ h and D∗h = 0. Moreover, if m = 2l + 1 is odd, 〈p,K2l〉 = 0.
The proof will be an immediate consequence of the following dicussion. When m is
even, we denote by ΠKm := 〈Km, ·〉Km the orthogonal projection on RKm. We define
∆m := D
∗D+ε(m)ΠKm , where ε(m) = 1 for m even, ε(m) = 0 for m odd. The operator
∆m is an elliptic differential operator of order 2 which is invertible : as a consequence,
its inverse is also pseudodifferential of order −2 (see [Shu01, Theorem 8.2]). We can
thus define the operator
pikerD∗ := 1−D∆−1m D∗. (B.1.5)
One can check that this is exactly the L2-orthogonal projection on solenoidal tensors,
it is a pseudodifferential operator of order 0 (as a composition of pseudodifferential
operators).
Since σ(D)(x, ξ) = σjξ, we know by §B.1.1 that given (x, ξ) ∈ T ∗M , the space
⊗mS T ∗xM breaks up as the direct sum
⊗mS T ∗xM = ran
(
σ(D)(x, ξ)|⊗m−1S T ∗xM
)
⊕ ker (σ(D∗)(x, ξ)|⊗mS T ∗xM)
= ran
(
σjξ|⊗m−1S T ∗xM
)
⊕ ker (iξ|⊗mS T ∗xM)
We recall that piker iξ is the projection on ker
(
iξ|⊗mS T ∗xM
)
parallel to ran
(
σjξ|⊗m−1S T ∗xM
)
.
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Lemma B.1.6. The principal symbol of pikerD∗ is σpikerD∗ = piker iξ .
Proof. First, observe that :
D∆−1m D
∗D∆−1m D
∗ = D∆−1m (∆m − ε(m)ΠKm)∆−1m D∗
= D∆−1m D
∗ − ε(m)D∆−1m ΠKm∆−1m D∗
The second operator is smoothing so at the principal symbol level
σ(D∆−1m D∗)2 = σ
2
D∆−1m D∗
= σD∆−1m D∗ ,
which implies that σD∆−1m D∗ is a projection. Moreover, σD∆−1m D∗ = σDσ∆−1m σD∗ =
σjξσ∆−1m iξ, so it is the projection onto ranσjξ with kernel ker iξ. Since pikerD∗ = 1 −
D∆−1m D
∗, the result is immediate.
Tensorial distributions. The spaces Hs(M,⊗mS T ∗M) that have been mentioned so
far are the L2-based Sobolev spaces of order s ∈ R. They can be defined in coordinates
(each coordinate of the tensor has to be in Hsloc(R)) or more intrinsically by setting
Hs(M,⊗mS T ∗M) := (1 −D∗D)−s/2L2(M,⊗mS T ∗M). These two definitions are equiva-
lent by [Shu01, Proposition 7.3], following the properties of the operator −D∗D (it is
elliptic, invertible, positive). In the same fashion, the spaces Lp(M,⊗mS T ∗M), for p ≥ 1
can be defined in coordinates. Note that the maps
pi∗m : H
s(M,⊗mS T ∗M)→ Hs(SM), pim∗ : Hs(SM)→ Hs(M,⊗mS T ∗M).
are bounded for all s ∈ R (and they are bounded on Lp-spaces for p ≥ 1). The operator
pim∗ acts by duality on distributions, namely :
pim∗ : C
−∞(SM)→ C−∞(M,⊗mS T ∗M), 〈pim∗f1, f2〉 := 〈f1, pi∗mf2〉
where 〈·, ·〉 denotes the distributional pairing.
The solenoidal gauge. It is immediate that the metric g is solenoidal with respect
to itself since D∗g = Tr(∇g︸︷︷︸
=0
) = 0. The following lemma will be useful : it asserts that
in a neighborhood of the metric g, we can always set ourselves in the solenoidal gauge.
We recall that the metric g is assumed to be smooth.
Lemma B.1.7. Let k be an integer ≥ 2 and α ∈ (0, 1). There exists a neighborhood
U of g in the Ck,α-topology such that for any g′ ∈ U , there exists a unique Ck+1,α-
diffeomorphism ψ such that ψ∗g′ is solenoidal with respect to g. Moreover, the map
Ck,α(M,⊗2ST ∗M) 3 g′ 7→ ψ ∈ Diffk+1,α(M) is smooth.
The idea is to apply the inverse function theorem in Banach spaces.
Proof. Consider the map Ck+1,α(M,TM) 3 V 7→ eV := x 7→ expx(V (x)) ∈ Diffk+1,α(M) ;
it is a well-defined smooth diffeomorphism for V ∈ U0 a small Ck+1,α-neighborhood of
the zero section onto a neighborhood of the identity in Diffk+1,α(M). We define
F1 : U0 × Ck,α(M,⊗2ST ∗M)→ Ck−1,α(M,⊗2ST ∗M), F1(V, f) = D∗g(e∗V (g + f))
and we want to solve locally the equation F1(V (f), f) = 0. Note that e
∗
V (g + f) ∈
Ck,α(M,⊗2ST ∗M) if V ∈ Ck+1,α(M,TM). However, there is a subtle problem here
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coming from the fact that F1 is not smooth in a neighborhood of (0, 0) but only diffe-
rentiable. This would not prevent us from applying the inverse function theorem, but
the regularity of the map g′ 7→ ψ would only be C1. Indeed, if we take f 6= 0, then
g′ := g + f ∈ Ck,α(M,⊗2ST ∗M) and in local coordinates
(e∗V g
′)kl(x) = g′ij(eV (x))
∂eiV
∂xk
(x)
∂ejV
∂xl
(B.1.6)
As a consequence, by the chain rule, differentiating with respect to V makes a term
Z 7→ deV (x)g′ij(dV e(Z)) ∈ Ck−1,α(M,⊗2ST ∗M) appear and differentiating twice, we
would obtain a term in Ck−2,α(M,⊗2ST ∗M) (so we would leave the Banach space
Ck−1,α(M,⊗2ST ∗M)). However, remark that
eV ∗ ◦D∗g ◦ e∗V = D∗eV ∗g (B.1.7)
Thus, solving D∗ge
∗
V (f + g) = 0 is equivalent to solving D
∗
eV ∗g(f + g) = 0. Therefore,
we rather consider
F2 : U0 × Ck,α(M,⊗2ST ∗M)→ Ck−1,α(M,⊗2ST ∗M), F2(V, f) = D∗eV ∗g(f + g)
and we want to solve F2(V (f), f) = 0 in a neighborhood of (0, 0). The map F2 is
smooth. Indeed, it is immediately smooth in f , since it is linear and by (B.1.6), since g
is smooth, it is smooth in V .
Since dV e(0) = 1 (because the differential of the exponential map expx at 0 is the
identity), we see from (B.1.7) that dV F2(0, 0) = dV F1(0, 0). As a consequence, by the
implicit function theorem, solving F2(V (f), f) = 0 in a neighborhood of (0, 0) amounts
to proving that dV F1(0, 0) is an isomorphism. The differential of F1 at (0, 0) is given
by
DV F1(0, 0) · Z = D∗g(LZg) = 2×D∗gDg(Z]),
for Z ∈ Ck+1,α(M,TM), where ] : TM → T ∗M is the musical isomorphism induced by
the metric g (and this maps Ck+1,α(M,TM)→ Ck−1,α(M,⊗2ST ∗M) which is coherent).
But D∗gDg is a differential operator of order 2 which is elliptic and invertible — since D
is. As a consequence D∗gDg : C
k+1,α(M,T ∗M) → Ck−1,α(M,T ∗M) is an isomorphism.
By the implicit function theorem for Banach spaces, there exists a neighborhood U ⊂ U0
and a smooth map f 7→ V (f) (from Ck,α(M,⊗2ST ∗M) → Ck+1,α(M,⊗2ST ∗M)) such
that F2(V (f), f) = 0 for all f ∈ U (and thus F1(V (f), f) = 0). Moreover, V (f) is the
unique solution to F1,2(Z, f) = 0 in this neighborhood.
Remark B.1.1. The fact that g is smooth is not essential in the proof if one does not
care about the regularity of the map g′ 7→ ψ (and using the map F1 is sufficient to
conclude).
Remark B.1.2. The same arguments also work in the Hs-regularity for s sufficiently
large (so that the maps defined in the proof make sense). It also works in the space Ck∗ ,
for k ≥ 2 an integer : this is not the usual Ck-space but the Zygmund space of regularity
k, defined in terms of a Littlewood-Paley decomposition (see [Tay91, Appendix A]). In
particular, Ck ⊂ Ck∗ . This is an artifact of the theory of pseudodifferential operators
that one has to resort to Zygmund spaces rather than the usual Ck-topology.
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B.2 X-ray transform and transport equations
B.2.1 The lowering and raising operators
Canonical splitting. We recall that (M, g) is a smooth closed (n + 1)-dimensional
manifold. The tangent bundle to SM can be decomposed according to :
T (SM) = V⊕⊥ H⊕⊥ RX,
where H is the horizontal bundle, V is the vertical bundle and SM is endowed with
the Sasaki metric gS. If pi0 : TM → M denotes the projection on the base, then
dpi0 : H ⊕⊥ RX → TM is an isomorphism, and there also exists an isomorphism
K : V → TM called the connection map (see [Pat99]). We denote by ∇S the Levi-
Civita connection induced by the Sasaki metric gS on SM . Given u ∈ C∞(SM), one
can decompose its gradient according to :
∇Su = ∇vu+∇hu+Xu ·X, (B.2.1)
where ∇v,h are the respective vertical and horizontal gradients (the orthogonal projec-
tion of the gradient on the vertical and horizontal bundles), i.e. ∇vu ∈ V,∇hu ∈ H.
We denote by N⊥ the subbundle of TM → SM whose fiber at (x, v) ∈ SM is given by
N⊥(x, v) := {v}⊥. Using the maps dpi0 and K, the vectors ∇v,hu can be identified with
elements of N⊥, i.e. K(∇vu), dpi0(∇hu) ∈ N . For the sake of simplicity, we will drop
the notation of these projection maps in the following and consider ∇v,hu as elements
of N . The Riemannian metric on M endows N⊥ with a natural L2-scalar product and
we denote by − divv,h the formal adjoints of the maps ∇v,h : C∞(SM) → N⊥. In the
following, R(x, v) : N⊥ → N⊥ will denote the operator R(x, v)w = Rx(w, v)v, where
R is the Riemannian curvature tensor.
The vertical laplacian is then defined by ∆v := divv∇v : C∞(SM) → C∞(SM).
An equivalent definition is obtained by considering the fiber-wise Laplacian induced by
the Riemannian metric on each sphere SxM , for x ∈ M , like in §B.1.1. We have the
following commutator formulas, for which we refer to [PSU15, Proposition 2.2] for a
proof :
Lemma B.2.1.
[X,∇v] = −∇h, [X, divv] = − divh,
[X,∆v] = 2 divv∇h + nX, [X,∇h] = R∇v
Transport equations We refer to [PSU15] for the detailed computations of this
paragraph and to [GK80b] for the original arguments. From now on, we denote by
C∞(M,Ωm) := C∞(SM) ∩ ker(∆v +m(m+ n− 1)). Let us start with the important
Lemma B.2.2. X : C∞(M,Ωm)→ C∞(M,Ωm−1)⊕ C∞(M,Ωm+1)
Proof. Consider normal coordinates at the point x ∈ M . Then, in these coordinates,
Xu(x, v) =
∑
i vi∂xiu(x, v) and this is in Ωm−1 ⊕ Ωm+1 if and only if
∑
i viu(x, v) ∈
Ωm−1 ⊕ Ωm+1. This boils down to the fact that the product of a degree m spherical
harmonic with a degree 1 harmonic is the sum of an (m−1)- and an (m+1) harmonic.
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This allows to decompose 2 X|Ωm = X−+X+ withX− : C∞(M,Ωm)→ C∞(M,Ωm−1)
and X+ : C
∞(M,Ωm)→ C∞(M,Ωm+1). Moreover, it is easy to check that X∗+ = −X−
(at least formally), where the duality is understood with respect to the L2 scalar pro-
duct on SM . Note that there is also a natural identification of the operators X± with
the operators D and D∗. More precisely, writing p : C∞(M,⊗mS T ∗M) → C∞(M,Em)
the orthogonal projection on trace-free symmetric tensors, one has the
Lemma B.2.3. For all f ∈ C∞(M,Em), one has :
X−pi∗mf =
m
n+ 2m− 1pi
∗
mD
∗f, X+pi∗mf = pi
∗
mpDf
The operator X+ is elliptic (it has injective principal symbol and thus a finite
dimensional kernel), whereas X− is of divergence type (see [GK80b, Proposition 3.7]).
The injectivity of X+ is equivalent to the surjectivity of X− on the image of X+ that
is on the L2 orthogonal to kerX−. There exists a decomposition
C∞(M,Ωm) = ker(X−)⊕X+C∞(M,Ωm−1)
which is orthogonal with respect to the L2 scalar product on SM and unique if X+
is injective (or X− is surjective). We call conformal Killing tensor field (abbreviated
CKT in the following) a trace-free symmetric tensor f ∈ C∞(M,⊗mS T ∗M) such that
X+pi
∗
mf = 0 (note that pi
∗
mf ∈ C∞(M,Ωm)). We have the following
Lemma B.2.4. Let (M, g) be an Anosov Riemannian manifold with non-positive sec-
tional curvature. Then, there are no CKTs, except 0 for m ≥ 1 and the constants for
m = 0.
This lemma actually holds in the more general case of a non-positively curved
manifold with rank one (see [PSU15, Corollary 3.6]). It will be proved in the next
paragraph.
Energy identities. Energy identities known as the Pestov identity are crucial in the
study of symmetric tensors.
Lemma B.2.5 (Pestov identity). Let u ∈ H2(SM). Then
‖∇vXu‖2 = ‖∇X∇vu‖2 −
∫
SM
κ(v,∇vu)‖∇vu‖2dµ(x, v) + n‖Xu‖2.
In particular, under the additional assumption that the sectional curvatures are non-
positive :
‖∇vXu‖2 ≥ ‖∇X∇vu‖2 + n‖Xu‖2.
Proof. For u ∈ C∞(SM), using the previous commutator formulas :
‖∇vXu‖2 − ‖∇X∇vu‖2 = 〈∇vXu,∇vXu〉 − 〈∇X∇vu,∇X∇vu〉
= 〈(X divv∇vX − divvX2∇v)u, u〉
= 〈(− divh∇vX + divvX∇h)u, u〉
= 〈(− divh∇vX + divv∇hX + divv R∇v)u, u〉
= −n〈X2u, u〉+ 〈divv R∇vu, u〉
= n‖Xu‖2 − 〈R∇vu,∇vu〉
= n‖Xu‖2 −
∫
SM
κ(v,∇vu)‖∇vu‖2dµ(x, v)
2. In the case of a surface, these operators can still be simplified (using the decomposition Ωm =
Hm ⊕H−m) and one recovers the lower and raising operators η± of Guillemin-Kazhdan [GK80a].
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Remark B.2.1. By a density argument, the Pestov identity actually holds under the
weaker assumption that u ∈ H1(SM) and both ∇vXu,∇X∇vu ∈ L2(SM).
The previous Pestov identity specified to a function u ∈ C∞(M,Ωm) yields the
Lemma B.2.6. Let u ∈ C∞(M,Ωm). Then :
(2m+ n− 2)‖X−u‖2 + ‖∇hu‖2 −
∫
SM
κ(v,∇vu)‖∇vu‖2dµ(x, v) = (2m+ n)‖X+u‖2
The proof is similar to that of Lemma B.2.5 using the commutator identities (we
refer to [PSU15, Proposition 3.4]). We can now prove Lemma B.2.4.
Proof of Lemma B.2.4. If u ∈ C∞(M,Ωm), X+u = 0 and the sectional curvatures are
non-positive, the Pestov identity B.2.6 implies that X−u = 0 and ∇hu = 0. Thus
Xu = X− +X+ = 0. By ergodicity, u is constant, thus u = 0 if m ≥ 1.
B.2.2 Surjectivity of pim∗
As explained in Section §2.5.2, the solenoidal injectivity of the X-ray transform Im is
closely related to the existence of invariant distributions with prescribed pushforward on
the set of solenoidal tensors, that is of the map pim∗ : C
−∞
inv (SM)→ C∞sol(M,⊗mS T ∗M),
where C−∞inv (SM) = ∪s≤0Hs(SM) ∩ kerX.
Invariant distributions. Following [PZ16, Proposition 7.3] and taking advantage of
the decomposition in trace-free symmetric tensors u =
∑[m/2]
k=0 I
k(uk) (see §B.1.2), the
surjectivity of pim∗ can be simplified 3 to the following
Proposition B.2.1. Fix m ∈ N. The following statements are equivalent :
1. For all 0 ≤ k ≤ m, the map pik∗ : C−∞inv (SM)→ C∞sol(M,⊗kST ∗M) is surjective,
2. For all 0 ≤ k ≤ m, given f ∈ C∞(M,Ωk) ∩ kerX−, there exists u ∈ C−∞inv (SM)
such that uk = f , where uk ∈ ker(∆v + k(k + n − 1)) denotes the k-th Fourier
mode of u and u has only Fourier modes ≥ k.
Proof. First of all, observe that given f ∈ ⊕[m/2]k=0 C∞(M,Ωm−2k), one has that Xf ∈
C∞(M,Ωm+1) if and only if D∗pim∗f = 0. Indeed, if f ∈ ⊕[m/2]k=0 C∞(M,Ωm−2k), then by
Lemma B.2.2,Xf ∈ ⊕[(m+1)/2]k=0 C∞(M,Ωm−2k+1). Moreover, by Lemma B.1.4,D∗pim∗f =
−pim−1∗Xf . Thus, if pim−1∗Xf = 0, then Xf ∈ C∞(M,Ωm+1). Conversely, if D∗pim∗f =
0, then Xf ∈ C∞(M,Ωm+1).
We first prove that (1) implies (2). Let f ∈ C∞(M,Ωm)∩kerX−, then using Lemma
B.1.4 :
D∗pim∗f = −pim−1∗Xf = −pim−1∗ X+f︸︷︷︸
∈Ωm+1
= 0
Thus pim∗f is a trace-free symmetric solenoidal tensor. By assumption, there exists
u ∈ C−∞inv (SM) such that pim∗f = pim∗u. Moreover, since pim∗ : ⊕[m/2]k=0 Hs(M,Ωm−2k)→
Hs(M,⊗mS T ∗M) is an isomorphism for all s ∈ R, we have that
pim
−1
∗ pim∗f = f = pim
−1
∗ pim∗u = um + um−2 + ...
3. Yes indeed, it is a simplification !
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Thus um−2 = um−4 = ... = 0 and um = f .
Let us prove the converse, that is (2) implies (1). We proceed by induction. For
m = 0, we consider f ∈ C∞(M), then pi∗0f ∈ C∞(M,Ω0) and X−f = 0. Thus, there
exists u ∈ C−∞inv (SM) such that u0 = pi0∗f . And pi0∗u = pi0∗pi∗0f = c0f for some constant
c0 > 0.
We consider f ∈ C∞sol(M,⊗mS T ∗M) and we write pim−1∗ f =
∑[m/2]
k=0 fm−2k = F . Note
that by the preliminary remark (at the beginning of this proof), XF ∈ C∞(M,Ωm+1)
because D∗pim∗F = D∗f = 0 by assumption. We thus need to find u ∈ C−∞inv (SM)
such that F =
∑[m/2]
k=0 um−2k. Consider F
′ =
∑[m/2]
k=1 fm−2k, then F = F
′ + fm and
XF = XF ′ + Xfm = X+fm ∈ Ωm+1, thus equalizing the orders, we obtain that
XF ′ = X+fm−2 = −X−fm ∈ Ωm−1. By the preliminary remark, this implies that
D∗pim−2∗F
′ = 0. By induction (we use that (2) implies (1) for m − 2), pim−2∗ :
C−∞inv (SM) → C∞sol(M,⊗m−2S T ∗M) is surjective, so there exists a distribution w′ such
that Xw′ = 0 and pim−2∗w
′ = pim−2∗F
′, that is w′m−2 = fm−2, w
′
m−4 = fm−4, .... The
equality Xw′ = 0 of degree m− 1 yields :
X−w′m +X+w
′
m−2 = X−w
′
m +X+fm−2 = X−(w
′
m − fm) = 0
and by assumption, there exists a distribution w =
∑
k≥0wm+2k such that Xw = 0 and
−wm = w′m− fm. Then, setting W = w+w′, one has XW = 0 and Wm = fm,Wm−2 =
fm−2, .... This proves the surjectivity.
Beurling transform in non-positive curvature. We now assume that (M, g) is an
Anosov Riemannian manifold. By Lemmas 2.5.4, 2.5.8 and Proposition B.2.1, proving
the solenoidal injectivity of the X-ray transform Im amounts to proving the second item
of Proposition B.2.1 : given f ∈ C∞(M,Ωm)∩kerX−, there exists u ∈ C−∞inv (SM) such
that um = f , where um ∈ ker(∆v +m(m+n− 1)) denotes the m-th Fourier mode of u.
Proposition B.2.2. Assume (M, g) is Anosov with non-positive curvature. Then, the
second item of Proposition B.2.1 holds.
An immediate consequence is that we recover the celebrated result of [CS98] :
Theorem B.2.1. Assume (M, g) is Anosov with non-positive curvature. Then Im is
solenoidal injective for all m ≥ 0.
Let us explain the heuristic behind Proposition B.2.2. Let f ∈ C∞(M,Ωm)∩kerX−.
We are looking for a distribution u ∈ C−∞(SM) such that Xu = 0 and um = f . Assume
u =
∑
k≥0 uk, then equalizing Xu = 0 gives
X−uk+1 +X+uk−1 = 0, (B.2.2)
for all k ≥ 1. Note that we also have the “initial conditions” :
X−um +X+um−2 = 0 = X−f︸︷︷︸
=0
+X+um−2,
X−um+2 +X+um = 0 = X−um+2 +X+f
We can immediately take uk = 0 for k 6= m (mod 2) and by the first initial condition,
we can take um−2 = um−4 = ... = 0. Under the assumption that (M, g) is Anosov
and non-positively curved, we know by Lemma B.2.4 that there are no CKTs. This
implies that X− is surjective on the image of X+ (the orthogonal of the kernel of X−)
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and thus there exists a (unique) um+2 which is orthogonal to kerX− and such that
X−um+2 = −X+f . Then, we solve by induction (B.2.2) to obtain the modes um+2k for
k ≥ 0. This allows to construct u = f+um+2 +um+4 +... such that Xu = 0 and um = f .
Of course, this is only a formal argument and one needs to check that the formal series∑
k≥0 um+2k converges in some suitable norm. Let us give more formal definitions.
Definition B.2.1. Assume (M, g) is Anosov with non-positive curvature. Let k ≥ 0.
Given f ∈ C∞(M,Ωk), there exists a unique Bkf ∈ C∞(M,Ωk+2) which is orthogonal
to kerX− and solves (B.2.2), that is X−Bkf + X+f = 0. The map Bk : Ωk → Ωk+2 is
called the Beurling transform.
The formal solution we are looking for can then be written
u =
∑
k≥0
Bkf, (B.2.3)
where Bk := Bm+2kBm+2(k−2)...Bm. Following [PSU15, Theorem 1.1], we have the fol-
lowing bounds :
Lemma B.2.7. Let (M, g) be an Anosov Riemannian (n + 1)-dimensional manifold
with non-positive curvature. Then for all k ≥ 0 :
∀f ∈ C∞(M,Ωk), ‖Bkf‖L2 ≤ bn,k‖f‖L2 ,
where :
b1,0 =
√
2, b1,k = 1, ∀k ≥ 1,
b2,k =
(
1 +
1
(k + 2)2(2k + 1)
)1/2
, ∀k ≥ 0
bn,k ≤ 1, ∀n ≥ 3, k ≥ 0
Proof. This bound is actually implied by the bound
‖X−u‖L2 ≤ bn,k‖X+u‖L2 , ∀u ∈ C∞(M,Ωk+1) (B.2.4)
Indeed, if f ∈ C∞(M,Ωk) and u = Bkf ∈ C∞(M,Ωk+2), then X−u = −X+f and u
is orthogonal to kerX− and in the image of X+. Thus, there exists v ∈ C∞(M,Ωk+1)
such that X+v = u. And :
‖u‖2 = 〈u,X+v〉 = −〈X−u, v〉 = 〈X+f, v〉 = −〈f,X−v〉
Applying the Cauchy-Schwarz estimate together with (B.2.4), we obtain
‖u‖2 ≤ bn,k‖f‖‖X+v‖ = bn,k ‖f‖‖u‖,
which gives the sought result.
We are thus left to prove (B.2.4). We consider u ∈ C∞(M,Ωk+1). Applying the
Pestov identity (see Lemma B.2.5) in non-positive curvature, we have :
‖∇vXu‖2 ≥ ‖∇X∇vu‖2 + n‖Xu‖2
But Xu = X−u+X+u ∈ Ωk ⊕ Ωk+2 so ‖Xu‖2L2 = ‖X−u‖2L2 + ‖X+u‖2L2 and
‖∇vXu‖2L2 = k(k + n− 1)‖X−u‖2 + (k + 2)(k + n+ 1)‖X+u‖2
Moreover, following [PSU15, Lemma 4.3], one can prove that :
‖∇X∇vu‖2 ≥ k(k + n)
k + n− 1‖X−u‖
2 +
(k + 1)2(k + n+ 1)
k + 2
‖X+u‖2
Combining these three bounds and after some tedious computations, we obtain the
sought result.
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In the following, we define for s ∈ R, the Hilbert spaces L2xHsv(SM) as the comple-
tion of C∞(SM) with respect to the norm
‖f‖L2xHsv :=
(∑
k≥0
〈k〉2s‖fk‖2L2
)1/2
,
where 〈k〉 = √1 + k2. In turn, Lemma B.2.7 implies the
Lemma B.2.8. Let m ≥ 0 and f ∈ C∞(M,Ωm) such that X−f = 0. Then for all
k ≥ 0, ‖Bkf‖L2 ≤ 2‖f‖L2.
Proof. The proof is an immediate consequence of the following computation :
+∞∏
k=0
bn,m+2k ≤ 2,
for all n ≥ 1,m ≥ 0. Then ∑k≥0Bkf ∈ L2xH−1/2−εv (SM), for all ε > 0.
Proof of Proposition B.2.2. In particular, using the previous lemma, in (B.2.3), one has
the convergence of u =
∑
k≥0B
kf ∈ L2xH−1/2−v (SM). This concludes the proof.
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Titre : Sur la rigidité des variétés riemanniennes
Mots Clefs : Problèmes inverses, rigidité, analyse microlocale, dynamique hyper-
bolique
Résumé : Une variété riemannienne est dite rigide lorsque la longueur des géodé-
siques périodiques (cas des variétés fermées) ou des géodésiques diffusées (cas des va-
riétés ouvertes) permet de reconstruire globalement la géométrie de la variété. Cette
notion trouve naturellement son origine dans des dispositifs d’imagerie numérique
tels que la tomographie par rayons X. Grâce à une approche résolument analytique
initiée par Guillarmou et fondée sur de l’analyse microlocale (plus particulièrement
sur certaines techniques récentes dues à Faure-Sjostrand et Dyatlov-Zworski per-
mettant une étude analytique fine des flots Anosov), nous montrons que le spectre
marqué des longueurs, c’est-à-dire la donnée des longueurs des géodésiques pério-
diques marquées par l’homotopie, d’une variété fermée Anosov ou Anosov à pointes
hyperboliques détermine localement la métrique de la variété. Dans le cas d’une
variété ouverte avec ensemble capté hyperbolique, nous montrons que la distance
marquée au bord, c’est-à-dire la donnée de la longueur des géodésiques diffusées
marquées par l’homotopie, détermine localement la métrique. Enfin, dans le cas
d’une surface asymptotiquement hyperbolique, nous montrons qu’une notion de dis-
tance renormalisée entre paire de points au bord à l’infini permet de reconstruire
globalement la géométrie de la surface.
Title : On the rigidity of Riemannian manifolds
Keys words : Inverse problems, rigidity, microlocal analysis, hyperbolic dynamics
Abstract : A Riemannian manifold is said to be rigid if the length of periodic
geodesics (in the case of a closed manifold) or scattered geodesics (in the case of
an open manifold) allows to recover the full geometry of the manifold. This notion
naturally arises in imaging devices such as X-ray tomography. Thanks to an analytic
framework introduced by Guillarmou and based on microlocal analysis (and more
precisely on the analytic study of hyperbolic flows of Faure-Sjostrand and Dyatlov-
Zworski), we show that the marked length spectrum, that is the lengths of the
periodic geodesics marked by homotopy, of a closed Anosov manifold or of an Anosov
manifold with hyperbolic cusps locally determines its metric. In the case of an open
manifold with hyperbolic trapped set, we show that the lengths of the scattered
geodesics marked by homotopy locally determines the metric. Eventually, in the
case of an asymptotically hyperbolic surface, we show that a suitable notion of
renormalized distance between pair of points on the boundary at infinity allows to
globally reconstruct the geometry of the surface.
