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Abstract
Duverney and Nishioka [D. Duverney, Ku. Nishioka, An inductive method for proving the transcendence
of certain series, Acta Arith. 110 (4) (2003) 305–330] studied the transcendence of ∑k0 Ek(αrk )
Fk(α
rk )
, where
Ek(z), Fk(z) are polynomials, α is an algebraic number, and r is an integer greater than 1, using an inductive
method. We extend their inductive method to the case of several variables. This enables us to prove the
transcendence of
∑′
k0
ak
R
crk+d
, where Rn is a binary linear recurrence and {ak} is a sequence of algebraic
numbers.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We consider a binary linear recursive sequence defined as follows: Let A1,A2 be integers. Let
{Rn}n0 satisfy
Rn+2 = A1Rn+1 +A2Rn, (1)
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36 T. Kurosawa / Journal of Number Theory 123 (2007) 35–58where R0,R1 ∈ Z are not both zero. We put P(X) = X2 −A1X −A2. Let ρ1, ρ2 be the roots of
P(X) with |ρ1| |ρ2|. We assume  = A21 + 4A2 > 0. Then ρ1, ρ2 are distinct real numbers.
Let r, c, and d be integers with r  2 and c 1. The arithmetic nature of the reciprocal sum
∑′
k0
ak
Rcrk+d
, (2)
where {ak}k0 is a sequence of algebraic numbers and the sum ∑′k0 is taken over those k with
crk + d  0 and Rcrk+d = 0, has been investigated by many authors. Let {Fn}n0 be Fibonacci
numbers defined by Fn+2 = Fn+1 +Fn (n 0) with F0 = 0,F1 = 1. Lucas [12, p. 225] gave the
explicit formula
∑
k0
1
F2k
= 7 −
√
5
2
.
Hoggatt and Bicknell [10] gave a more general formula
∑
k0
1
Fc2k
= 1
Fc
+ Φ + 2
Φ(Φ2c − 1) ,
where Φ = 1+
√
5
2 . In the special case where {Rn} is of Fibonacci type Rn = (ρn1 −ρn2 )/(ρ1 −ρ2)
or of Lucas type Rn = ρn1 + ρn2 or when one of the characteristic roots is ±1, many authors have
been studied the arithmetic nature of the reciprocal sum (2). For ak = (±1)k , the irrationality
[1,2,8] or even transcendence [15] of the sum (2) have been proved. For ak = 1k! , Mignotte [14]
and Mahler [13] proved the transcendence of the sum independently. For a more general {ak},
Hancˇl and Kiss [9] and Bundschuh and Pethö [4] studied respectively the irrationality and the
transcendence. In the general case of {Rn}, Becker and Töpfer [3] proved the transcendence of
the sum (2) when {ak} is a periodic sequence of algebraic numbers and  is not a perfect square.
Nishioka [17] established the transcendence for any linear recursive sequence {ak}. In fact she
proved the algebraic independence of the sums (2) for various d . The algebraic independence
of the sums for various d and r has been studied in [18,19]. Tanaka [20] proved the algebraic
independence of the following sums
∑′
k0
klαk
(Rak )
m
(
m ∈ N, l ∈ N ∪ {0}, α ∈ Q×),
where {ak} is a suitable linear recursive sequence. Duverney, Kanoko, and Tanaka [7] proved the
transcendence of the sum
∑′
k0
ak
Rcrk + b
,
where a ∈ Q×, b ∈ Z.
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braic number, we denote its house by |α| = max{|ασ | | σ ∈ Aut(Q/Q)} and by den(α) the least
positive integer such that den(α)α is an algebraic integer, and we set ‖α‖ = max{|α|, den(α)}.
Let K be an algebraic number field and OK the ring of integers in K . They considered the
following function
Φ0(x) =
∑
k0
Ek(x
rk )
Fk(xr
k
)
,
where
Ek(x) = ak1x + ak2x2 + · · · + akLxL ∈ K[x],
Fk(x) = 1 + bk1x + bk2x2 + · · · + bkLxL ∈ OK [x],
log‖akl‖, log‖bkl‖ = o
(
rk
)
, 1 l  L.
Then they proved the following:
Transcendence Criterion. (Duverney and Nishioka [6]) Let α be an algebraic number with
0 < |α| < 1 such that Fk(αrk ) = 0 for every k  0, then Φ0(α) is an algebraic number if and
only if Φ0(x) is a rational function.
As an application, they obtained necessary and sufficient conditions for transcendence of∑
k0
ak
F
rk
+bk and
∑
k0
ak
L
rk
+bk , where Fn is the nth Fibonacci number, Ln the nth Lucas num-
ber defined by Ln+2 = Ln+1 + Ln (n  0) with L0 = 2,L1 = 0, and {ak}k0 and {bk}k0 are
sequences in K and OK respectively with log‖ak‖, log‖bk‖ = o(rk).
In this paper, we will give necessary and sufficient conditions for the transcendence of the
sums (2). We can express Rn (n 0) as
Rn = g1ρn1 + g2ρn2 , |ρ1| |ρ2|.
We note that Rcrk+d = 0 for all large k if Rcrk+d = 0 for infinitely many k.
Theorem 1. Let {Rn} be non-periodic and Rcrk+d = 0 for infinitely many k. Let {ak}k0 be a
sequence in K with log‖ak‖ = o(rk). If there exist infinitely many k such that ak = 0, then
θ =
∑′
k0
ak
Rcrk+d
/∈ Q
except in the following two cases:
(1) If r = 2, there exist a ∈ K and N ∈ N such that an = a for every n  N , |A2| = 1, and
g1ρ
d
1 + g2ρd2 = 0, then θ ∈ K(
√
).
(2) If r = 2, there exist a ∈ K and N ∈ N such that an = a2n for every n  N , ρ2 = ±1, and
g1ρ
d
1 = g2ρd2 , then θ ∈ K .
38 T. Kurosawa / Journal of Number Theory 123 (2007) 35–58The binary linear recursive sequences can be classified into three types. I: |A2| = 1. II: the
characteristic roots ρ1, ρ2 are multiplicatively dependent and |A2|  2. III: the characteristic
roots ρ1, ρ2 are multiplicatively independent (and then |A2| 2). The Transcendence Criterion
of Duverney and Nishioka can almost cover the cases I and II. The important cases of {Fn} and
{Ln} belong to the case I. They determined when Φ0(x) is a rational function in the case L r ,
which is enough to treat the case I. In studying the case II, we prove the irrationality of Φ0(x) for
L > r . For this, we will use all the absolute values on K . For the case III, we have to introduce
the following functions of several variables.
We use the usual notations
|λ| =
m∑
i=1
λi, α
λ =
m∏
i=1
αi
λi , and 〈λ,η〉 =
m∑
i=1
λiηi
for λ = (λ1, . . . , λm), α = (α1, . . . , αm), and η = (η1, . . . , ηm). Let r  2. We define Ωnz :=
(zr
n
1 , . . . , z
rn
m ) for z = (z1, . . . , zm) and
S := Φ0(z) =
∑
k0
Ek(Ωkz)
Fk(Ωkz)
∈ Kz = Kz1, . . . , zm, (3)
where
Ek(z) =
∑
1|λ|LE
akλz
λ, Fk(z) = 1 +
∑
1|λ|LF
bkλz
λ ∈ K[z]
with
log‖akλ‖, log‖bkλ‖ = o
(
rk
)
.
We define maximum total degrees of Ek(z) and Fk(z) as LE and LF , respectively. We consider
the value of S at α = (α1, . . . , αm) ∈ (K×)m with 0 < |α1|, . . . , |αm| < 1 such that |α1|, . . . , |αm|
are multiplicatively independent and Fk(Ωkα) = 0 for every k  0.
Theorem 2. Let S = Φ0(z) be defined by (3), where
Ek(z) ∈ K[z1, . . . , zl], Fk(z) ∈ [zl+1, . . . , zm] (1 l m).
If LE < r and there exist infinitely many n such that En(z) = 0, then Φ0(α) is a transcendental
number.
Theorem 2 is not as good as the Transcendence Criterion of Duverney and Nishioka, however
it is enough for our aim. To prove Theorem 2, the following theorem, which is a generalization
of Theorem 2 in [6], plays an essential role. Here we define a symbol as
ord
(
f (z)
)= min{|λ| ∣∣ σλ = 0}
for f (z) =∑λ σλzλ ∈ Kz and ord(0) = ∞ for convenience’s sake.
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K[z], not both zero, satisfying degA0,degA1 M ,
ord(A0 +A1S) c1M. (4)
Then for any positive integer d there is a positive constant cd such that for any M  1 and any
A0, . . . ,Ad ∈ K[z], not all zero, satisfying degA0, . . . ,degAd M ,
ord
(
A0 +A1S + · · · +AdSd
)
 cdM. (5)
We have another application.
Theorem 4. Let ρ1, . . . , ρm be algebraic numbers such that |ρ1|, . . . , |ρm| are multiplicatively
independent and |ρ1| > max{1, |ρ2|, . . . , |ρm|}. Let {ak}k0, {bik}k0 (1 i m) be sequences
in K with log‖ak‖, log‖bik‖ = o(rk) and b1k = 0 for all large k. If ak = 0 for infinitely many k,
then ∑′
k0
ak
b1kρ
rk
1 + · · · + bmkρrkm
/∈ Q,
where the sum
∑′
k0 is taken over those k with b1kρr
k
1 + · · · + bmkρr
k
m = 0.
Becker and Töpfer [3] proved a similar theorem under the assumption that ρ1, . . . , ρm are mul-
tiplicatively independent, while they assume that {ak} is a periodic sequence and {b1k}, . . . , {bmk}
are constant sequences.
A concrete example of Theorems 1 and 4 are
∑
k0
ak
2rk + 3rk /∈ Q,
where ak ∈ Z (k  0) with log |ak| = o(rk) and ak = 0 infinitely many k. The denominator of
this series is Rrn satisfying Rn+2 = 5Rn+1 − 6Rn (n 0) and R0 = 2, R1 = 5.
We note that we have
|α| ‖α‖−2[Q(α):Q], ∥∥α−1∥∥ ‖α‖2[Q(α):Q] (6)
for non-zero algebraic α (cf. [16, Lemma 2.10.2]). For α1, . . . , αn ∈ Q, we can easily see that∥∥∥∥∥
n∑
i=1
αi
∥∥∥∥∥ n
n∏
i=1
‖αi‖,
∥∥∥∥∥
n∏
i=1
αi
∥∥∥∥∥
n∏
i=1
‖αi‖. (7)
2. Proof of Theorem 3
Put L = max{LE,LF } and
Φn(z) =
∑ En+k(Ωkz)
Fn+k(Ωkz)
(n 0).k0
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Φn(Ωnz) =
∑
k0
En+k(Ωn+kz)
Fn+k(Ωn+kz)
=
∑
kn
Ek(Ωkz)
Fk(Ωkz)
= S − Tn(z), (8)
where Tn(z) =∑n−1k=0 Ek(Ωkz)Fk(Ωkz) ∈ K(z).
Proof of Theorem 3. We prove (5) by induction on d . If d = 1, (5) is the same as (4). Suppose
that for a given d  2,
ord
(
B0 +B1S + · · · +Bd−1Sd−1
)
 cd−1M (9)
holds for any B0, . . . ,Bd−1 ∈ K[z], not all zero, with degBi M (0  i  d − 1). We may
assume that c1, cd−1 > 1 and Ad = 0. Let c be sufficiently large integer. (Precisely we can take
c = dm(dL)m.) Then there exist Qn(z) = 0,Pni(z) ∈ K[z] with degQn(z),degPni(z) c (1
i  d) such that
Qn(z)Φn(z)
i − Pni(z) =
∞∑
l=c+dL+1
Anil(z) = Gni(z) (1 i  d), (10)
where Gni(z) ∈ Kz and Anil(z) ∈ K[z] are homogeneous polynomials of degree l. For this,
first we choose Qn(z) in such a way that the terms of degrees c + 1, . . . , c + dL vanish in the
Taylor expansion of Qn(z)Φn(z)i (1  i  d). We have only to solve a linear homogeneous
system which has d
∑dL
k=1 c+k+m−1Cm−1 equations and
∑c
k=0 k+m−1Cm−1 unknowns since the
number of monomials in m variables of degree n is n+m−1Cm−1. Since c is sufficient large, we
have
d
dL∑
k=1
c+k+m−1Cm−1 = d
dL∑
k=1
(c + k +m− 1) · · · (c + k + 1)
(m− 1)!
= O(cm−1)
<
c∑
k=0
(k +m− 1) · · · (k + 1)
(m− 1)! .
Hence the system has a non-trivial solution. Next we make the terms of degrees 0, . . . , c vanish,
using Pni(z) (1 i  d).
First, we show the inequality
c + dL+ 1 ord(Gn1(z)) c1(c +L) = c0. (11)
Replacing z by Ωnz in (10) and using (8), we have
Qn(Ωnz)(S − Tn)− Pn1(Ωnz) = Gn1(Ωnz).
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DnQn(Ωnz)S −DnQn(Ωnz)Tn −DnPn1(Ωnz) = DnGn1(Ωnz).
Since
degDn, degDnTn  Lrn, (12)
we see that
degDnQn(Ωnz), degDnQn(Ωnz)Tn, degDnPn1(Ωnz) (c +L)rn.
By (4) and noting that ordDn = 0, we have
(c + dL+ 1)rn  ord(Gn1(Ωnz)) c1(c +L)rn = c0rn,
which implies (11).
We define Pn0(z) = Qn(z),Gn0(z) = 0. Then we have
Qn(Ωnz)(S − Tn)i − Pni(Ωnz) = Gni(Ωnz) (0 i  d), (13)
or in matrix form
Qn(Ωnz)Mn
⎛
⎜⎜⎜⎝
1
S
...
Sd
⎞
⎟⎟⎟⎠−
⎛
⎜⎜⎜⎜⎝
Pn0(Ωnz)
Pn1(Ωnz)
...
Pnd(Ωnz)
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
0
Gn1(Ωnz)
...
Gnd(Ωnz)
⎞
⎟⎟⎟⎟⎠ , (14)
where
Mn =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
−Tn 1
T 2n −2Tn 1
...
. . .
(−1)dT dn (−1)d−1
(
d
1
)
T d−1n . . . . . . 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
In [5], it is shown that
M−1n =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
Tn 1
T 2n 2Tn 1
...
. . .
d
(
d
)
d−1
⎞
⎟⎟⎟⎟⎟⎟⎠
.Tn 1 Tn . . . . . . 1
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Qn(Ωnz)
⎛
⎜⎜⎜⎝
1
S
...
Sd
⎞
⎟⎟⎟⎠−M−1n
⎛
⎜⎜⎜⎜⎝
Pn0(Ωnz)
Pn1(Ωnz)
...
Pnd(Ωnz)
⎞
⎟⎟⎟⎟⎠= M−1n
⎛
⎜⎜⎜⎜⎝
0
Gn1(Ωnz)
...
Gnd(Ωnz)
⎞
⎟⎟⎟⎟⎠ . (15)
For A0, . . . ,Ad ∈ K[z], not all zero, satisfying degA0, . . . ,degAd <M , multiplying (15) on the
left by the row matrix Ddn(A0, . . . ,Ad), we obtain
Un
d∑
h=0
AhS
h − Vn = Wn, (16)
where
Un = DdnQn(Ωnz) ∈ K[z] \ {0},
Vn = (A0, . . . ,Ad)DdnM−1n
⎛
⎜⎜⎜⎜⎝
Pn0(Ωnz)
Pn1(Ωnz)
...
Pnd(Ωnz)
⎞
⎟⎟⎟⎟⎠ ∈ K[z],
and
Wn = (A0, . . . ,Ad)DdnM−1n
⎛
⎜⎜⎜⎜⎝
0
Gn1(Ωnz)
...
Gnd(Ωnz)
⎞
⎟⎟⎟⎟⎠ ∈ Kz.
Let n be the positive integer satisfying
rn−1  cd−1M < rn. (17)
Nothing that DdnT in = (DnTn)iDd−in (0 i  d) and (12), then
degVn M + dLrn + crn
< rn + dLrn + crn
= (c + dL+ 1)rn. (18)
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⎜⎜⎜⎜⎝
0
An1p(z)
...
Andp(z)
⎞
⎟⎟⎟⎟⎠ = 0.
So there exists i  1 with
⎛
⎜⎜⎜⎜⎝
0
An1p(z)
...
Andp(z)
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
Anip(z)
...
Andp(z)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Anip(z) = 0.
We put I = {f (z) ∈ Kz | ordf (z)  (p + 1)rn}. The set I also includes 0. Noting that
ord(S − Tn) rn and ord(Anjp(Ωnz)) prn (i  j  d), we have, mod I ,
Wn ≡ Ddn(A0, . . . ,Ad)M−1n
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
Anip(Ωnz)
...
Andp(Ωnz)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
≡ Ddn(A0, . . . ,Ad)
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
Tn 1
T 2n 2Tn 1
...
. . .
T dn
(
d
1
)
T d−1n . . . . . . 1
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
Anip(Ωnz)
...
Andp(Ωnz)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
≡ Ddn(A0, . . . ,Ad)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . . . . 0
...
...
0 . . . . . . 0
1 0(
i+1
i
)
Tn 1
...
. . .(
d
)
d−i ( d ) d−(i+1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎝
Anip(Ωnz)
...
Andp(Ωnz)
⎞
⎟⎠i
Tn i+1 Tn . . . 1
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . . . . 0
...
...
0 . . . . . . 0
1 0(
i+1
i
)
S 1
...
. . .(
d
i
)
Sd−i
(
d
i+1
)
Sd−(i+1) . . . 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎝
Anip(Ωnz)
...
Andp(Ωnz)
⎞
⎟⎠
≡ Ddn
( ∑
|λ|=p
(
d−i∑
h=0
BhλS
h
)
(Ωnz)
λ
)
,
where Bhλ ∈ K[z], degBhλ M . The coefficient of Sd−i is
Ddn
∑
|λ|=p
Bd−i,λ(Ωnz)λ = DdnAd
(
d
i
)
Anip(Ωnz) = 0.
Therefore there exists λ0 such that |λ0| = p and Bd−i,λ0 = 0. By induction hypothesis (9)
and (17),
ord
(
d−i∑
h=0
Bhλ0S
h
)
 cd−1M < rn.
Therefore, for λ0 satisfying with |λ0| = p, we have
ord
((
d−i∑
h=0
Bhλ0S
h
)
(Ωnz)
λ0
)
< (p + 1)rn.
Then we can see
ord
( ∑
|λ|=p
(
d−i∑
h=0
BhλS
h
)
(Ωnz)
λ
)
< (p + 1)rn.
In fact, if |μ|, |μ′| < rn, |λ| = |λ′| = p, and zμ(Ωnz)λ = zμ′(Ωnz)λ′ , we easily see λ = λ′,
μ = μ′. Hence we get Wn ≡ 0 (mod I ). Therefore
(c + dL+ 1)rn  ordWn < (p + 1)rn  (c0 + 1)rn.
Suppose that Vn = 0. Then we have by (18)
ordVn  degVn < (c + dL+ 1)rn  ordWn.
Hence we get
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(
d∑
h=0
AhS
h
)
 ord
(
Un
d∑
h=0
AhS
h
)
= ordVn
< (c + dL+ 1)rn
 (c + dL+ 1)rcd−1M.
If Vn = 0, we have
ord
(
d∑
h=0
AhS
h
)
 ord
(
Un
d∑
h=0
AhS
h
)
= ordWn
< (c0 + 1)rn
 (c0 + 1)rcd−1M.
Letting cd = (c + dL+ c0 + 1)rcd−1, we obtain (5). 
3. Lemmas
Let c0, c1, . . . be positive constants and N0 = N ∪ {0}.
Lemma 5. ([11], see [16, Theorem 2.9.1].) If a sequence {fn(z)}n0 in Kz and α =
(α1, . . . , αm) ∈ (K×)m satisfy the following conditions (I)–(V), then f0(α) /∈ Q.
For each positive integer n, let Ωn be an m×m matrix with non-negative integer entries. We
define Ωnz := (∏mj=1 zω(n)1jj , . . . ,∏mj=1 zω(n)mjj ), where (Ωn)ij = ω(n)ij (1 i, j m).
(I) ω(n)ij  c1rn, where rn > 0 (1 i, j m) and limn→∞ rn = ∞.
Let Ωnα = (α(n)1 , . . . , α(n)m ).
(II) log |α(n)i | ∼ −ηirn as n → ∞ (1  i  m), where η1, . . . , ηm are positive and linearly
independent over Q.
(III) fn(Ωnα) = anf0(α)+ bn (n 1), where an, bn ∈ K and log‖an‖, log‖bn‖ c2rn.
(IV) Put fn(z) =∑λ σ (n)λ zλ (n 0). Then for any ε > 0 there is a positive constant c3(ε) such
that log‖σ (n)λ ‖ εrn(1 + |λ|) for any n c3(ε) and any λ ∈ N0m.
Let sλ (λ ∈ N0m) be variables and F(z; s) = F(z; {sλ}λ) = ∑λ sλzλ. Then F(z;σ (n)) =
F(z; {σ (n)λ }λ) = fn(z) (n 0).
(V) If P0(z; s), . . . ,Pd(z; s) are polynomials in z1, . . . , zm, {sλ} with coefficients in K and
E(z; s) = ∑dj=0 Pj (z; s)F (z; s)j , there is a positive integer I with the following prop-
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ord(E(z;σ (n))) I .
We put
Ωn =
⎛
⎜⎝
rn 0
. . .
0 rn
⎞
⎟⎠
and set
Φn(z) =
∑
k0
En+k(Ωkz)
Fn+k(Ωkz)
=
∑
λ
σ
(n)
λ z
λ, (19)
where
Ek(z) =
∑
1|λ|LE
akλz
λ, Fk(z) = 1 +
∑
1|λ|LF
bkλz
λ ∈ K[z]
with
log‖akλ‖, log‖bkλ‖ = o
(
rk
)
. (20)
We consider the value of Φ0(z) at α = (α1, . . . , αm) ∈ (K×)m with 0 < |α1|, . . . , |αm| < 1
such that |α1|, . . . , |αm| are multiplicatively independent and Fk(Ωkα) = 0 for every k  0.
We will apply Lemma 5 to {Φn(z)} and α. Put fn(z) = Φn(z). Then rn = rn satisfies (I).
Put ηi = − log |αi | > 0 (1  i  m). Since |α1|, . . . , |αm| are multiplicatively independent,
η1, . . . , ηm are linearly independent over Q, which means (II).
Lemma 6. Let Tn(z) be defined by (3) and (8), then
log
∥∥Tn(α)∥∥= O(rn).
Therefore {Φn(z)}n0 satisfies the property (III).
Proof. It follows from (6) and (7) that
∥∥Tn(α)∥∥ nn−1∏
k=0
∥∥Ek(Ωkα)∥∥∥∥Fk(Ωkα)∥∥2[K:Q].
Putting bk0 = 1, we have
∣∣Fk(Ωkα)∣∣ ∑
|λ|LF
|bkλ|‖α1‖rkL · · · ‖αm‖rkL
 (L+ 1)m
∏
‖bkλ‖
m∏
‖αj‖rkL,
|λ|LF j=1
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den
(
Fk(Ωkα)
)

∏
|λ|LF
‖bkλ‖
m∏
j=1
‖αj‖rkL.
Hence we get by (20)
log
∥∥Fk(Ωkα)∥∥
m log(L+ 1)+
∑
|λ|LF
log‖bkλ‖ + rkL
m∑
j=1
log‖αj‖ = O
(
rk
)
.
In the same way, we have log‖Ek(Ωkα)‖ = O(rk) and therefore
log
∥∥Tn(α)∥∥= O(rn). 
Lemma 7. Let σ (n)λ be defined by (19). We assume either that
Ek(z) ∈ K[z1, . . . , zl], Fk(z) ∈ K[zl+1, . . . , zm] (1 l m), (21)
or that there is a positive integer D such that
DFk(z) ∈ OK [z] (22)
for all k. For any κ > 1, if n is sufficiently large,
∥∥σ (n)λ ∥∥ κ |λ|rn .
Therefore {Φn(z)}n0 satisfies the property (IV).
Proof. By the assumption (20), we have ‖anλ‖ κrn,‖bnλ‖ κrn for large n. First we estimate
|σ (n)λ |. In fact we can estimate without conditions (21), (22). Let
∑
λ aλz
λ  ∑λ bλzλ mean|aλ| bλ for all λ. For large k, we have
Ek(z)  κrk
∑
1|λ|L
zλ,
1
Fk(z)
 1 + κrk
∑
1|λ|L
zλ + κ2rk
( ∑
1|λ|L
zλ
)2
+ · · · .
Since (
∑
1|λ|L zλ)
q  (L+ 1)mq(∑q|λ| zλ), we get
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Fk(z)
 κrk (L+ 1)m
∑
1|λ|
zλ + · · ·
+ κqrk (L+ 1)qm
∑
q|λ|
zλ + · · ·

∑
1|λ|
κ |λ|rk (L+ 1)m|λ|zλ + · · ·
+
∑
q|λ|
κ |λ|rk (L+ 1)m|λ|zλ + · · ·

∑
1|λ|
|λ|κ |λ|rk (L+ 1)m|λ|zλ

∑
1|λ|
κ2|λ|rkzλ.
So we obtain
Φn(z) =
∑
k0
En+k(Ωkz)
Fn+k(Ωkz)

∑
k0
∑
1|μ|
κ2|μ|rn+k (Ωkz)μ

∑
1|λ|
[logr |λ|]∑
k=0
κ2|λ|rnzλ
=
∑
1|λ|
(
1 + [logr |λ|])κ2|λ|rnzλ

∑
1|λ|
κ3|λ|rnzλ
if n is large. Hence we get |σ (n)λ | (κ3)|λ|r
n
. In the same way, we can get |σ (n)λ | (κ3)|λ|r
n
.
Next we estimate den(σ (n)λ ). We put
Ak =
∏
1|λ|LF
den(akλ), Bk =
∏
1|λ|
den(bkλ).
If k is sufficiently large, we have Ak,Bk  κr
k
.
Let
Fk(z)
−1 = 1 + (1 − Fk(z))+ (1 − Fk(z))2 + · · ·
=
∑
ckλz
λ.λ
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Φn(z) =
∑
k0
En+k(Ωkz)Fn+k(Ωkz)−1
=
∑
k0
( ∑
1|μ1|LE
an+k,μ1z
μ1r
k
)( ∑
0|μ2|
cn+k,μ2z
μ2r
k
)
.
First we assume (21). Let λ = λ1 + λ2, where λ1 = (λ1, . . . , λl,0, . . . ,0), λ2 = (0, . . . ,0,
λl+1, . . . , λm). Then we see that
σ
(n)
λ =
∑
an+k,μ1cn+k,μ2 ,
where the sum is taken over all k, μ1, μ2 such that μ1rk = λ1,1 |μ1| LE , and μ2rk = λ2,
so that (∏
An+kBn+k |μ2|
)
· σ (n)λ ∈ OK ,
where the product is taken over the same set as above and the cardinality of the set is less than
(L+ 1)l . Hence we have for large n,
den
(
σ
(n)
λ
)

∏
κr
n+k+rn+k |μ2|
 κrn(|λ1|+|λ2|)·(L+1)l
= (κ(L+1)l )|λ|rn .
Next we assume (22). Then D|λ|ckλ ∈ OK . We have
σ
(n)
λ =
∑
an+k,μ1cn+k,μ2 ,
where the sum is taken over all k, μ1, μ2 such that μ1rk + μ2rk = λ,1 |μ1| LE , so that(∏
An+k
)
D|λ|σ (n)λ ∈ OK ,
where the product is taken over the same set as above. Hence we get for large n,
den
(
σ
(n)
λ
)

(∏
κr
n+k)
D|λ|
 κrn(r0+r1+···+r [logr |λ|])(L+1)mD|λ|
 κ2(L+1)mrn|λ|D|λ|
= (D1/rnκ2(L+1)m)|λ|rn .
The proof is completed. 
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Criterion in [6], they use the assumption Fk(x) ∈ OK [x] only in Lemma 2. Hence the Transcen-
dence Criterion is valid when Fk(x) ∈ K[x] and if there exists a positive integer D such that
DFk(x) ∈ OK [x] for every k.
That is, we insist that Theorems 7, 8, and 9 in [6] are available in the case of DFk(x) ∈ OK [x].
We will use these theorems in our proof of Theorem 1.
Lemma 8. Let S = Φ0(z) satisfy (4). Then {Φn(z)}n0 satisfies (V).
Proof. Let degz Pi(z; s)N (0 i  d) and put In = ord(E(z;σ (n))). By (8), we have
E
(
Ωnz;σ (n)
)= d∑
j=0
Pj
(
Ωnz;σ (n)
)(
Φn(Ωnz)
)j
=
d∑
j=0
Pj
(
Ωnz;σ (n)
)
(S − Tn)j ,
and so
Inr
n = ord(E(Ωnz;σ (n)))
= ord
(
d∑
j=0
Pj
(
Ωnz;σ (n)
)
(S − Tn)j
)
= ord
(
d∑
j=0
Pj
(
Ωnz;σ (n)
)
Ddn(S − Tn)j
)
.
If P1(z;σ (n)), . . . ,Pd(z;σ (n)) are not all zero, we get by (12) and Theorem 3
Inr
n  cd
(
Nrn + dLrn)= cd(N + dL)rn.
Therefore In  cd(N + dL), which implies the property (V). 
Consequently, we have
Theorem 9. Let S = Φ0(z) satisfy (21) or (22) in Lemma 7 and (4), then Φ0(α) is a transcen-
dental number.
The following lemmas will be used in the next section. For a = (a1, . . . , am), b =
(b1, . . . , bm) ∈ Nm0 , we denote a  b if and only if ai  bi for each i.
Lemma 10. (See [16, Lemma 2.6.4].) If R is a subset of Nm0 . Then there is a finite subset T of R
such that for any s ∈ R there is an element t ∈ T with t  s.
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I ∈ N such that ord(Φn(z)) I for every n ∈ M . Then there exists γ with 0 < γ < 1 such that
0 < |Φn(Ωnα)| < 2γ rn for infinitely many n ∈ M .
Proof. For n ∈ M and η = (η1, . . . , ηm), we put
〈μn,η〉 = min
{〈λ,η〉 ∣∣ σ (n)λ = 0},
where μn is uniquely determined, since η1, . . . , ηm are linearly independent over Q. We have
〈μn,η〉 > 0 as σ (n)0 = 0. Since 〈μn,η〉  I (η1 + · · · + ηm), there exist μ and an infinite subset
M ′ of M such that μn = μ for every n ∈ M ′. Then we put
R = {λ ∈ N0m ∣∣ 〈λ,η〉 > 〈μ,η〉}.
By Lemma 7, we can prove that, for any ε > 0,
log
∣∣σ (n)λ (Ωnα)λ∣∣−(1 − ε)〈λ,η〉rn,
if n is large. Hence, noting Lemma 10, we have for n ∈ M ′
∣∣Φn(Ωnα)− σ (n)μ (Ωnα)μ∣∣=
∣∣∣∣∑
λ∈R
σ
(n)
λ (Ωnα)
λ
∣∣∣∣

∑
ν∈T
∑
λν
∣∣σ (n)λ (Ωnα)λ∣∣.
Using Lemma 7 and (6), we get for ν ∈ T and n ∈ M ′,
∑
λν
|σ (n)λ (Ωnα)λ|
|σ (n)μ (Ωnα)μ|

∑
λν
e−(1−ε)〈λ,η〉rne(2[K:Q]ε+1)〈μ,η〉rn

∑
λ1ν1
· · ·
∑
λmνm
e−(1−ε)〈λ,η〉rne(2[K:Q]ε+1)〈μ,η〉rn
 c1e−(1−ε)〈ν,η〉r
n
e(2[K:Q]ε+1)〈μ,η〉rn
= c1e(ε〈ν,η〉+2[K:Q]ε〈μ,η〉+〈μ,η〉−〈ν,η〉)rn .
Since 〈ν,η〉 > 〈μ,η〉, we can choose 0 < ε < 1 such that
ε
(〈ν,η〉 + 2[K : Q]〈μ,η〉)+ (〈μ,η〉 − 〈ν,η〉)< 0
for any ν ∈ T . Hence ∑λν |σ (n)λ (Ωnα)λ|/|σ (n)μ (Ωnα)μ| → 0 as n ∈ M ′ tends to infinity. Hence
we have ∣∣∣∣ Φn(Ωnα)
σ
(n)
(Ω α)μ
− 1
∣∣∣∣→ 0
μ n
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0 <
∣∣Φn(Ωnα)∣∣< 2e−(1−ε)〈μ,η〉rn = 2γ rn
for every large n ∈ M ′. 
4. Proof of the theorems
We have to prove Theorems 1, 2, and 4.
Proof of Theorem 2. We denote by {m(n)}n0 the sequence satisfying, for every n  0 and
every k with m(n) < k <m(n+ 1),
Em(n)(z) = 0, Ek(z) = 0.
The proof will be divided into two cases.
Case I. Let lim{m(n+ 1)−m(n)} < +∞. Let C be a constant, and independent of n, satisfy-
ing lim{m(n + 1) − m(n)} C. We apply Theorem 9, proved already in the preceding section.
For this we have only to check the condition (4). We may assume m(0) = 0, replacing αi by
αr
m(0)
i . Let M  1. For k = 0,1, . . . ,m − l, we prove that for A0(z),A1(z) ∈ K[z1, . . . , zl+k],
not both zero, with degA0(z),degA1(z)M ,
ord
(
A0(z)+A1(z)Φ0(z1, . . . , zl+k,0, . . . ,0)
)

(
rC+2 + k)M, (23)
by induction on k. Assume k = 0. Let A0(z),A1(z) ∈ K[z1, . . . , zl], not both zero, with
degA0(z),degA1(z)M , and
A0(z)+A1(z)Φ0(z1, . . . , zl,0, . . . ,0) = f (z).
If A1(z) = 0, then ordf (z)M . If A1(z) = 0, we take h ∈ N such that rm(h−1)  rM < rm(h),
noting that m(0) = 0. Since LE < r , we have for 1 i  h, 1 j ,
deg
(
A1(z)Em(h−i)(Ωm(h−i)z)
)
M +LErm(h−1)
< rm(h)−1 + (r − 1)rm(h−1)
 ord
(
A1(z)Em(h)(Ωm(h)z)
)
 deg
(
A1(z)Em(h)(Ωm(h)z)
)
M +LErm(h)
< rm(h) + (r − 1)rm(h)
 ord
(
A1(z)Em(h+j)(Ωm(h+j)z)
)
.
Since degA0(z) < ord(f (z)) and Fk(z1, . . . , zl,0, . . . ,0) = 1, noting that h(z) = P + Q + S,
where the preceding chain of inequalities imply degP < ordQ and degQ < ordS; thus
ord(h(z)) ordQ, we get
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(
A1(z)Em(h)(Ωm(h)z)
)
 rm(h)+1  rm(h−1)+C+1  rC+2M.
We assume that (23) is true for k. Let A0(z),A1(z) ∈ K[z1, . . . , zl+k+1], not both zero,
with degA0(z),degA1(z)  M . Let ordzl+k+1(h(z)) be min{i | σi(z1, . . . , zl+k) = 0} for
h(z) = ∑i σi(z1, . . . , zl+k)zizl+k+1 ∈ K[z1, . . . , zl+k][zl+k+1]. If h(z) = 0, then we define
ordzl+k+1(h(z)) = ∞ for convenience’s sake. We put
A0(z)+A1(z)Φ0(z1, . . . , zl+k+1,0, . . . ,0) = g(z1, . . . , zl+k+1),
s = min{ordzl+k+1 A0(z),ordzl+k+1 A1(z)},
g∗(z1, . . . , zl+k+1) = z−sl+k+1g(z1, . . . , zl+k+1),
and
B0(z1, . . . , zl+k+1) = z−sl+k+1A0(z), B1(z1, . . . , zl+k+1) = z−sl+k+1A1(z).
Then B0(z1, . . . , zl+k,0), B1(z1, . . . , zl+k,0) are not both zero. By induction hypothesis, we have
g∗(z1, . . . , zl+k,0)
= B0(z1, . . . , zl+k,0)
+B1(z1, . . . , zl+k,0)Φ0(z1, . . . , zl+k,0, . . . ,0)

(
rC+2 + k)M.
Hence we get
ordg(z1, . . . , zl+k, zl+k+1) ord zsl+k+1g∗(z1, . . . , zl+k,0)

(
rC+2 + k + 1)M,
which is (23) with k + 1 in place of k. If k = m − l, (23) implies (4), and the transcendence of
Φ0(α) follows from Theorem 9.
Case II. Let lim{m(n+ 1)−m(n)} = +∞. We have
Φm(n+1)(Ωm(n+1)α) = Φ0(α)− Tm(n)+1(α). (24)
Since degEm(n+1)(z) LE < r and Fm(n+1)(z) is independent of z1, . . . , zl , it cannot interfere
the term of smallest order in Em(n+1)(z). Hence we get
ord
(
Φm(n+1)(z)
)= ord(Em(n+1)(z)) LE = I
for ever n. There exists a sequence {l(n)}n0 of natural numbers such that lim{m(l(n) + 1) −
m(l(n))} = +∞. We define the set M = {m(l(n)+ 1) | n 0}. By Lemma 11, we have
0 <
∣∣Φm(l(n)+1)(Ωm(l(n)+1)α)∣∣ 2γ rm(l(n)+1) , (25)
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that ∥∥Φ0(α)− Tm(l(n))+1(α)∥∥ 2c2crm(l(n))+13 , (26)
for every large n. By (24)–(26), and the fundamental inequality, we get
log 2 + rm(l(n)+1) logγ
 log
∣∣Φm(l(n)+1)(Ωm(l(n)+1)α)∣∣
−2[K(Φ0(α)) : Q] log∥∥Φm(l(n)+1)(Ωm(l(n)+1)α)∥∥
= −2[K(Φ0(α)) : Q] log∥∥Φ0(α)− Tm(l(n))+1(α)∥∥
−2[K(Φ0(α)) : Q](log 2c2 + rm(l(n))+1 log c3),
for infinitely many n; which is a contradiction, if n is large. 
Proof of Theorem 4. There exists h ∈ N such that b1n = 0 and b1nρrn1 + · · · + bmnρr
n
m = 0 for
any n h. We prove
θ =
∑
kh
ak
b1kρ
rk
1 + · · · + bmkρrkm
/∈ Q.
We put
Ek(z) = 0, Fk(z) = 1 (0 k < h),
Ek(z) = b1k−1akz1, Fk(z) = 1 + b2kb1k−1z2 + · · · + bmkb1k−1zm (h k),
and define
Φ0(z) =
∑
k0
Ek(Ωkz)
Fk(Ωkz)
.
Noting that |1/ρ1|, |ρ2/ρ1|, . . . , |ρm/ρ1| are less than 1 and multiplicatively independent, we
have θ = Φ0(1/ρ1, ρ2/ρ1, . . . , ρm/ρ1) /∈ Q by Theorem 2. 
Proof of Theorem 1. If A2 = 0, then ρ2 = 0. Therefore ρ1 is a non-zero integer. If |ρ1| = 1,
{Rn} is periodic; a contradiction. Hence we have |ρ1|  2 and Theorem 4 implies θ /∈ Q. We
may assume that A2 = 0. If |ρ1|  1, then |ρ1| = |ρ2| = 1, since |ρ1||ρ2| = |A2|  1. This is
impossible, since {Rn} is non-periodic. Hence |ρ1| > 1. If |ρ1| = |ρ2|, then ρ2 = −ρ1, so that
Rcrk+d =
(
g1 + g2(−1)crk+d
)
ρcr
k+d
1
= (g1 + g2(−1)cr+d)ρcrk+d1
for k  1, and Theorem 4 implies θ /∈ Q. Hence we may assume that |ρ1| > |ρ2| > 0, |ρ1| > 1.
If g2 = 0, θ /∈ Q by Theorem 4. If g1 = 0, then ρ2 ∈ Z \ {0}, since Rn ∈ Z and ρ2 is an algebraic
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assume that
|ρ1| > |ρ2| > 0, |ρ1| > 1, and g1g2 = 0.
The binary linear recursive sequences (1) with these properties are classified into the following
three types:
Case I. |A2| = 1.
Case II. |A2| 2 and ρ1, ρ2 are multiplicatively dependent.
Case III. ρ1, ρ2 are multiplicatively independent.
In cases I and II, we can apply the Transcendence Criterion (see Remark 3.1). So we have only
to determine when Φ0(x) defined below is a rational function. We can use Theorems 7, 8, and 9
in [6], criterion for rationality of functions such as Φ0(x), since they do not use the assumption
Fk(x) ∈ OK [x] in their proofs.
Case I. We have 0 < |ρ2| < 1 < |ρ1| = |ρ−12 |. There exists h ∈ N such that crk + d  0 and
Rcrk+d = 0 for any k  h where c, d ∈ Z with c 1. We can write
θ =
h−1∑′
k=0
ak
Rcrk+d
+ (1/ρ1)dg−11 Φ0
(
ρ−c1
)
,
with
Φ0(x) =
∑
kh
akx
rk
1 ± (ρ2/ρ1)dg−11 g2x2rk
,
where the signature “−” in the last sum is taken if both of c, r are odd and ρ1 = −ρ−12 .
Assume that
Φ(x) =
∑
k0
akx
rk
1 + bx2rk , b = ±(ρ2/ρ1)
dg−11 g2
is a rational function. If r  4, Φ(x) is not a rational function, by Theorem 7 in [6]. Also Φ(x) is
not a rational function by Theorem 8 in [6], if r = 3. Because the denominator of Φ(x) does not
satisfy Fn(x) = 1 +ω3nx +ω2·3nx2 where ω is a root of unity. In the case of r = 2, we can apply
Theorem 9 in [6]. Then Φ(x) is a rational function of the form given in the three cases (i), (ii), and
(iii) in Theorem 9 in [6]. We easily see that the case (iii) of Theorem 9 is impossible in our case.
Also the case (ii) of Theorem 9, since if ω1,ω2 are roots of unity, (ω1/ω2)2n = −1 does not occur
for all large n. Therefore, Φ(x) is in the case (i) in Theorem 9, so that b = (ρ2/ρ1)dg−11 g2 = −1
and ak = a ∈ K for every large k. This is the case (i) in our Theorem 1. If ak = 1 for all k  0,
more precisely, we have
Φ(x) =
∑
k0
x2
k
1 − x2k+1 =
x
1 − x
(see [12]). In our case (i), since Φ0(x) can be expressed by Φ(x) and a rational function over
K[x], we get θ ∈ K(√).
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zero, with ρp1 ρ
q
2 = 1. We take a norm NQ(√)/Q, then |A2|p+q = 1. Since |A2| 2, p = −q . It
contradicts |ρ1| > |ρ2|. That is,  is a perfect square. (See Theorem 3 in [3] to get another proof.)
It leads that ρ1, ρ2 are integers since A1,A2 are integers. Then there exists an integer γ  2 such
that
ρ1 = ±γ s, ρ2 = ±γ s−t , s  t > 0.
We may take s = t = 1 if s = t . For k  1, we have
Rcrk+d = g1ρd1 (±1)crγ scr
k + g2ρd2 (±1)crγ (s−t)cr
k
= g′1ρd1 γ scr
k + g′2ρd2 γ (s−t)cr
k
.
Hence we can write,
θ =
h−1∑′
k=0
ak
Rcrk+d
+ g′1−1(1/ρ1)dΦ0
(
γ−c
)
,
where
Φ0(x) =
∑
kh
akx
srk
1 + g′1−1g′2(ρ2/ρ1)dxtrk
.
Suppose that Φ(x) is a rational function
Φ(x) =
∑
k0
akx
srk
1 − bxtrk =
P(x)
Q(x)
, say,
where P(x),Q(x) ∈ K[x] are chosen coprime and b = −g′1−1g′2(ρ2/ρ1)d ∈ Q. Let SK denote
the set of all the absolute values on K . For | |p ∈ SK , let Kp be a completion of K with respect
to p and Cp a completion of the algebraic closure of Kp.
We prove that |b|p  1 for any | |p ∈ SK . On the contrary we assume that |b|p > 1. We put
Gn(x) =∑kn+1 akxsrk /(1 − bxtrk ). Then we have
anx
srn
1 − bxtrn =
P(x)
Q(x)
−
n−1∑
k=0
akx
srk
1 − bxtrk −Gn(x).
Multiplying both sides by D(x) = Q(x)∏nk=0(1 − bxtrk ), we have
anx
srnQ(x)
n−1∏
k=0
(
1 − bxtrk)
= P(x)
n∏(
1 − bxtrk)−D(x) n−1∑ akxsrk
1 − bxtrk −D(x)Gn(x). (27)k=0 k=0
T. Kurosawa / Journal of Number Theory 123 (2007) 35–58 57Let κ > 1. If p is archimedean, |ak|p  κrk for every large k, since log |ak| = o(rk). If p is
non-archimedean,
|ak|p = (NK/Qp)−vp(ak)  (NK/Qp)vp(den(ak)) NK/Q
(
den(ak)
)
= (den(ak))[K:Q]  κrk ,
for every large k, since log den(ak) = o(rk). We choose κ as 1 < κ < |b|s/tr
n+1
p . For any x ∈ Cp
with |x|p < |b|
−( 1
trn+1 )
p , we have
∑
kn+1
|akxsrk |p
|1 − bxtrk |p

∑
kn+1
(
κ|b|−(
s
trn+1 )
p
)rk 1
1 − |b|p|x|trn+1p
< ∞.
That is, Gn(x) is absolute convergence for |x|p < |b|
−( 1
trn+1 )
p . If we substitute x = b−
1
trn in (27),
the right-hand side is equal to zero, and so if an = 0, we have Q(b− 1trn ) = 0. This is a contra-
diction, since an = 0 for infinitely many n. Therefore |b|p  1 for any | |p ∈ SK . Hence we have
b = ±1, since b ∈ Q.
If b = 1, then
Φ(x)−
n−1∑
k=0
akx
srk
1 − xtrk =
∑
kn
akx
srk
1 − xtrk .
Multiplying both sides by D(x) = Q(x)(1 − xtrn−1), we have
P(x)
(
1 − xtrn−1)−D(x) n−1∑
k=0
akx
srk
1 − xtrk = D(x)
∑
kn
akx
srk
1 − xtrk .
The left-hand side is a polynomial of degree less than or equal to max{degP(x),degQ(x)} +
srn−1. On the other hand, if an = 0 the order of the right-hand side is srn because Q(0) = 0.
Hence we get
srn max
{
degP(x),degQ(x)
}+ srn−1,
for infinitely many n. This is a contradiction, since r  2.
If b = −1, then
Φ(x)−
n−1∑
k=0
akx
srk (1 − xtrk )
1 − x2trk =
∑
kn
akx
srk
1 + xtrk .
Multiplying both sides by D(x) = Q(x)(1 − x2trn−1), we have
P(x)
(
1 − x2trn−1)−D(x) n−1∑ akxsrk (1 − xtrk )
1 − x2trk = D(x)
∑ akxsrk
1 + xtrk .
k=0 kn
58 T. Kurosawa / Journal of Number Theory 123 (2007) 35–58The degree of the left-hand side is less than or equal to max{degP(x),degQ(x)} + (s + t)rn−1.
On the other hand, if an = 0 the order of the right-hand side is srn because Q(0) = 0. Hence
we have s = t = 1 and r = 2. Therefore we obtain ρ2 = ±1 and (ρ2/ρ1)dg−11 g2 = 1. Applying
Theorem 8 in [6], there exists N ∈ N such that an = a2n for every n  N , where a ∈ K is a
constant. This is the case (ii) in Theorem 1. If an = 2n for n 0, more precisely, we have
Φ(x) =
∑
k0
2kx2k
1 + x2k =
x
1 − x
(see [5]).
Case III. We have |ρ1| > max{1, |ρ2|}, where |ρ1|, |ρ2| are multiplicatively independent.
Hence θ /∈ Q by Theorem 4. 
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