We give new sharper estimations for the retraction constant in some Banach spaces. r
Introduction and notations
It is well known that Brouwer's fixed point theorem has the following equivalent form: If X is a finite-dimensional Banach space then there is no continuous retraction from the closed unit ball BðX Þ onto the unit sphere SðX Þ (R is a retraction if Rx ¼ x for all xASðX Þ). After some partial results (see [G-K] for an optimal list of references), Benyamini and Sternfeld solved completely the problem of existence of Lipschitzian retractions in the infinite-dimensional case by proving the following result:
Theorem 1 (Benyamini and Sternfeld [B-S] ). There exists an universal constant K such that for every infinite-dimensional Banach space X there exists a Lipschitzian retraction R from the unit ball BðX Þ onto the unit sphere SðX Þ with Lipschitz constant less than K:
This theorem suggests some quantitative problems. First of all it seems that no significant lower and no upper bound for the best constant K that appears in Theorem 1 is known. Given an infinite-dimensional Banach space X ; the retraction constant k 0 ðX Þ is defined as the infimum of such k for which there exists a retraction R : BðX Þ-SðX Þ in LðkÞ; where LðkÞ is the class of Lipschitz maps with constant k: The only general result states that (see [G-K] The aim of this paper is to improve the known upper bounds for the retraction constant k 0 ðX Þ in some classical Banach spaces.
Let X be an infinite-dimensional Banach space X : For any T : BðX Þ-BðX Þ the minimal displacement Z T of T is defined by
The minimal displacement characteristic of X is c X ðkÞ ¼ sup
This function, for k41; satisfies
The study of this function started in [G1] where the upper bound is proved while the positiveness of c X is a consequence of the Benyamini-Sternfeld result. This and other properties of the minimal displacement characteristic can be found in the book of Kirk and Goebel [G-K] (see also [B1,B2] ). We recall the definition of the radial projection P R from a Banach space X onto its unit ball BðX Þ:
( P R is a Lipschitz function on X : The best Lipschitz constant for P R is denoted by hðX Þ and is called the radial constant of the space X : It is easily seen that 1phðX Þp2: It is also known that if dim X 42; X is a Hilbert space if and only if hðX Þ ¼ 1: The exact values of hðX Þ in L p spaces are given in [F] .
Note the following useful fact: for elements x; yAX ; if jjxjj; jjyjjXr40 we have (see for e.g. [B-G] 
A subset W ; with at least two points, of a normed space X is d-dispersed if jjx À yjj4d for each pair x; y of distinct points of W : A subset W of a normed space X is proximinal if for each xAX there exists an element wðxÞAW such that jjx À wðxÞjj ¼ distðx; W Þ:
A minimum principle
In this section, we formulate a simple minimum principle which we will use later for the construction of retractions. The next proposition is probably known but we were not able to find references.
Define
where g and L40 are fixed constants.
where the norm is the usual supremum norm and
Proof. Set FðgÞ ¼ v; then
ÀLs vðsÞ ds þ ðg À 1Þ
and since gð1Þ ¼ 1 we get
If the function v has to be constant, say v n ; then
We now have for any gAG j1 À gjp
Construction of a retraction
Now we describe a general method of construction of a retraction, the origin of which is in [B-G] . In Proposition 1 assume that go1; and let % g be the corresponding function obtained with the minimum principle. (ii) AALðCÞ where 
Proof. Condition (i) is easily proved, in fact we have jjAxjjXjjxjj À 1 þ % gðjjxjjÞ and jjAxjjXjjx À Txjj À % gðjjxjjÞXdðjjxjjÞ À % gðjjxjjÞ and thus jjAxjjX max½jjxjj À 1 þ % gðjjxjjÞ; dðjjxjjÞ À % gðjjxjjÞ X min 0ptp1 max½t À 1 þ % gðtÞ; dðtÞ À % gðtÞ:
To prove (ii) first note that, since go1; % g 0 is a positive, increasing function. Therefore the inequality j % gðaÞ À % gðbÞjpjb À aj % g 0 ðmaxða; bÞÞ holds. The Lipschitz constant of A can be evaluated as follows:
we have
and also similarly
These two inequalities imply that
Finally for (iii) we have:
P R and hðX Þ being, respectively, the radial projection and constant. & 4. The case w X ðkÞ ¼ 1 À 1=k
Once the optimal choice of the function % g is made, one has to work to obtain a good estimate of the constant M with a careful choice of the map T and of the function d: Here is a simple way: let T : BðX Þ-BðX Þ be a map in LðkÞ such that jjx À TxjjXc X ðkÞ À e for any xABðX Þ: By the arbitrariness of e; we can choose
gðtÞ; c X ðkÞ À % gðtÞ:
Since the knowledge of the function c X is ''very poor'' especially for lower bounds, this estimate is not very useful with the only exception of the extreme case, that is when c X ðkÞ ¼ 1 À 1=k: It is known that, for example, the spaces c 0 and C½a; b have this property.
Assume now that go1 À 1 2k ; if c X ðkÞ ¼ 1 À 1=k we obtain:
where d ¼ dðk; gÞ is the unique solution in ð0; 1Þ of the equation:
Theorem 2. Suppose that X is a space such that c X ðkÞ ¼ 1 À 1=k and let R be as in Proposition 2. Then R is a Lipschitz retraction of BðX Þ onto SðX Þ in LðQÞ; where
Noting that hðX Þp2; we can evaluate the expression of Q: A numerical minimization on the parameters k and g gives This result improves the result in [B-G] for the general case c X ðkÞ ¼ 1 À 1=k ðk 0 ðX Þp37:74Þ and the result in [B3] where it is proved that k 0 ðc 0 Þp35:18; however it does not improve the result in [G2] where it is proved that k 0 ðC½0; 1Þp23:31:
Remark. We do not know if c X ðkÞ ¼ 1 À 1=k implies hðX Þ ¼ 2: We recall that hðl 1 Þ ¼ 2 and c l 1 ðkÞo1 À 1=k (see [B1] ).
The case of l 1
As we have recalled in the last remark the space l 1 does not fit in our Theorem 1. In fact the function c is unknown for this space. In [B1] it is shown that
(for an upper bound see [G-K] ).
In [B1] , using the map defined below, it is proved that k 0 ðl 1 Þo31:64: Using the same map we improve this estimation. Let us define T 1 : Bðl 1 Þ-Bðl 1 Þ by
; yÞ ¼ ðjx 1 j; jx 2 j; jx 3 j; yÞ and T 2 :
T 2 x ¼ T 2 ðx 1 ; x 2 ; x 3 ; yÞ ¼ ðjx 1 j þ 1 À jjxjj; jx 2 j; jx 3 j; yÞ;
assuming that k41; for any xAS þ ðl 1 Þ there exists a maximal index i 0 ðxÞ for which
and there exists a unique mðxÞA½0; 1Þ such that
The map T 3 :
T 3 x ¼ T 3 ðx 1 ; x 2 ; x 3 ; yÞ ¼ kð0; y; 0; mðxÞx i 0 ðxÞ ; x i 0 ðxÞþ1 ; yÞ;
where 0 appears i 0 ðxÞ times.
Proposition 3. Let T ¼ T 3 3T 2 3T 1 ; then TALð2kÞ and for xABðl 1 Þ we have:
Proof. The proof that TALð2kÞ is in [G-K] . Let xAB and set
Since for xABðl 1 Þ we have jjTxjj ¼ 1 we obtain jjTx À xjjXjjTxjj À jjxjj ¼ 1 À jjxjj and so jjTx À xjjXmaxð1 À jjxjj; 1 þ jjxjj À 2=kÞ:
Thus for the function d in Proposition 2 we can use the function: dðtÞ ¼ maxð1 À t; 1 þ t À 2=kÞ and so we obtain:
Replacing in formula (1) M with the above expression and hðX Þ with 2 we obtain a retraction with Lipschitz constant:
A numerical minimization on the parameters k and g gives k 0 ðl 1 Þo22:45 (22.44850 for k ¼ 2:857; g ¼ 0:061).
The case of Hilbert space
As in the case of l 1 ; in the Hilbert space L 2 ½0; 1 we will work with a particular map T 1 (see [B2] 
where tð f Þ is the unique solution in ½0; 1 of the equation:
Proposition 4. The map T 1 has the following properties:
(ii) For every f AL 2 and every real number a;
Proof. To prove (i) let f ; gAL 2 and suppose tð f ÞptðgÞ: Then
The last inequality is true because B2] it is proved that jjT 1 f À T 1 gjj 2 pk 2 jj f À gjj 2 þ 2kðk þ 1Þjj f À gjj and that jjT 1 f À f jj 2 Xð1 À 1=kÞ 2 :
The above described map is not a Lipschitzian map. In order to proceed we will use a technique introduced in [K-W]: first we restrict the map to a special subsetW of BðL 2 ½0; 1Þ where the map is Lipschitzian, then we extend this restriction to the whole space using the Kirzbraun extension theorem. We will make a better choice of the subsetW than in [K-W] (see also the same method in [B2,G-K] ). In fact we will use the following theorem:
Theorem 3 (Klee [Kl] 
