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It is generally believed that quantum oscillations are a hallmark of a Fermi surface and the
oscillations constitute the ringing of it. Recently, it was understood that in order to have well defined
quantum oscillations you do not only not need well defined quasiparticles, but also the presence of a
Fermi surface is unnecessary. In this paper we investigate such a situation for an inverted insulator
from a analytical point of view. Even in the insulating phase clear signatures of quantum oscillations
are observable and we give a fully analytical formula for the strongly modified Lifshitz-Kosevich
amplitude which applies in the clean as well as the disordered case at finite temperatures.
I. INTRODUCTION
Landau quantization of electrons in magnetic fields is
at the heart of many interesting phenomena: besides be-
ing responsible for integer and fractional quantum Hall
effects it also plays an important role in determining the
electronic structure of (correlated) metallic states. Quan-
tum oscillation measurements provide the basis for un-
derstanding electronic properties of metals: they reveal
information about the Fermi surface as well as about the
quasiparticle effective masses and disorder levels via the
Dingle temperature. In the standard experimental setup
of quantum oscillations, both transport (Shubnikov-de
Haas) and thermodynamic (de Haas-van Alphen) quan-
tities are measured as functions of the inverse magnetic
field and display periodic behavior whose period is set
by the cross section of the Fermi surface encircled by
the electrons in a semiclassical picture. In uncorrelated
metals, the amplitude of the oscillations is described by
the Lifshitz-Kosevich (LK) formula1–3. This formula de-
scribes the damping of the oscillations due to thermal,
disorder, and interaction broadening. There are few cases
in which deviations from the standard LK form have been
shown theoretically4–7,9,10. More recently, it was shown
that inverted insulators (Fig. 1) can show well defined
anomalous quantum oscillations even in the absence of
a Fermi surface. In the meantime several authors have
discussed this situation for different model systems10–16.
The main result of this work compared to previous
works is that we present a fully analytical version of the
LK formula which allows for very simple approximate so-
lutions in all conceivable limits, including weak potential
disorder.
The paper is organized as follows. We start in Sec. II
by introducing a model system which describes an in-
verted insulator. A possible realization of this could be
bilayer graphene in a perpendicular electric field. We
concentrate on the Landau level structure and discuss its
semicalssical limit. We then move to a calculation of the
grand potential in Sec. III where we follow the treatment
of Luttinger2. We finish with a discussion of the different
regimes in Sec. IV and a conclusion (Sec. V).
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Figure 1: Dispersion relation along a one-dimensional cut in
a two-dimensional momentum space.
II. MODEL AND LANDAU LEVEL
STRUCTURE
We consider a generic two-band model of the type17
H =
1
2m˜
(
2m˜∆˜− |p|2 vp∗p∗
vpp −2m˜∆˜ + |p|2
)
, (1)
where momentum p = px + ipy and p∗ denotes its com-
plex conjugate and the parameter ∆˜ describes the electric
field. For the dimensionless parameter v = 0, the spec-
trum consists of two parabolas that cross each other (for
∆˜ > 0). For v 6= 0 a gap is opened and the following re-
labeling is used to fix the behavior of the system for large
momenta, ∆˜ = ∆
√
1 + v2 and m˜ = m
√
1 + v2. We also
introduce δ = v∆. The spectrum of this Hamiltonian is
given by
E = ±
√(
p2
2m
−∆
)2
+ δ2 , (2)
from which we see that δ measures the gap of the sys-
tem.
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2A. General Landau level structure
A perpendicular magnetic field is introduced via min-
imal coupling and we subsequently specify the Landau
gauge, i.e., ~A = B(0, x, 0)T . We make an ansatz for the
wavefunction of the type Φ(x, y) = eikyyφky (x) and intro-
duce the raising and lowering operators a =
√
mωc
2 (x +
i
mωc
px) and a† =
√
mωc
2 (x − imωc px) ([a, a†] = 1) where
ωc =
eB
m is the cyclotron frequency. This constitutes a
basis change and allows us to rewrite the Hamiltonian as
H ′ =
 ∆˜− ωc a†a+1/2√1+v2 − v√1+v2ωca†a†
− v√
1+v2
ωcaa −∆˜ + ωc a
†a+1/2√
1+v2
 . (3)
The operators a and a† act as raising and lowering op-
erators on the harmonic oscillator eigenstates defined by
a|N〉 = √N |N − 1〉 and a†|N〉 = √N + 1|N + 1〉.
Employing a further ansatz φky (x + ky/eB), where
φky (x) =
(
α〈x|N〉
β〈x|N − 2〉
)
we reduce the problem to a
2 × 2 Hamiltonian for a two-component spinor (α, β)T ,
given by
H ′′ =
(
∆˜− ωc N+1/2√1+v2 − vωc√1+v2
√
N(N − 1)
− vωc√
1+v2
√
N(N − 1) −∆˜ + ωc N−3/2√1+v2
)
.
(4)
In the semiclassical regime of quantum oscillations, i.e.,
N  1 the Hamiltonian becomes
H ′′ ≈
(
∆˜− ωc N√1+v2 −ωc v√1+v2N
−ωc v√1+v2N −∆˜ + ωc N√1+v2
)
. (5)
The energies of the quantized Landau levels that follow
from this Hamiltonian are
EN = ±
√
(ωcN −∆)2 + δ2 . (6)
The effective cyclotron frequency ωc describes the gen-
eral behavior of the system under the influence of the
magnetic field, that is, ωc ∼ B.
If the gap δ = 0, the quantity 2pim∆ measures the
area enclosed by the Fermi surface in k-space. For any
finite δ > µ the area remains the same and is equal to
the area enclosed by the circular minimum of the band
(we call it ‘shadow’ Fermi surface). As is shown in the
next section, this area gives the period of the quantum
oscillations whether we have a real Fermi surface or not.
III. GRAND POTENTIAL AND MODIFIED
LIFSHITZ-KOSEVICH FORMULA
A. Clean case
The grand potential in a clean non-interacting system
is given by
Ω = −T tr ln(−Gˆ−1) (7)
where Gˆ is the Green function of the non-interacting sys-
tem and T is the temperature. Using the spectrum de-
fined in Eq. (6) we can write the grand potential as
Ω = −DT
∑
ωn
∞∑
N=0
∑
λ=±
ln (iωn + µ+ λEN )
= −DT
∑
ωn
∞∑
N=0
ln
(
(iωn + µ)
2 − E2N
)
(8)
with ωn = (2n + 1)piT and the Landau level degeneracy
factor D = c eBL
2
2pi , where c counts the number of differ-
ent species of electrons: spin, valley, etc. Note that we
neglect a possible Zeeman effect.
Using the Poisson resummation technique we can de-
compose the sum over the Landau levels into a sum
of integrals which is organized in terms of harmonic
oscillations, i.e.,
∑∞
N=0 fN =
1
2f0 +
∫∞
0
dxf (x) +
2
∑∞
l=1
∫∞
0
dxf (x) cos (2pilx), where f(x) is the func-
tion obtained by replacing the integer parameter N by
a continuous real variable x. In metals this allows us
to perform semiclassical approximations with the con-
trol parameter T/ωc (in the clean and non-interacting
limit) leading to the famous Lifshitz-Kosevich formula1,3.
Most importantly, we can identify the oscillatory part of
Eq. (7) as
Ω˜ = 2DT
∑
ωn
∞∑
l=1
Ω˜l,ωn ,
Ω˜l,ωn = −
∫ ∞
0
dx ln
(
(iωn + µ)
2 − E(x)2) cos (2pilx) .
(9)
Integrating by parts and ignoring the non-oscillatory
boundary terms containing, for instance, Landau dia-
magnetism we obtain
Ω˜l,ωn =
∫ ∞
0
dx
sin (2pilx)
2pil
d
dx
ln
(
(iωn + µ)
2 − E(x)2) .
(10)
This can be rewritten as
Ω˜l,ωn =
∫ ∞
0
dx
sin (2pilx)
2pil
(
1
x− x1 +
1
x− x2
)
, (11)
where x1 = 1ωc (∆ + x− + isx+) and x2 =
1
ωc
(∆ − x− −
isx+) are the roots of the inverse Green function and
where s = sign(ωnµ) and
x+ =
√√
(ω2n + δ
2 − µ2)2 + 4µ2ω2n + (ω2n + δ2 − µ2)
2
x− =
√√
(ω2n + δ
2 − µ2)2 + 4µ2ω2n − (ω2n + δ2 − µ2)
2
.
(12)
For the remainder of the paper we assume that ∆ is the
largest energy scale in the problem. A consequence of this
3is that the poles of Eq. (11) are sufficiently far into the
right half of the complex plane if ωn  ∆. This allows
us to replace
∫∞
0
dx→ ∫∞−∞ dx in Eq. (11) as long as the
Matsubara frequency ωn is not too large. However, it can
be proven that large ωn contributions are exponentially
suppressed and the approximation is valid. Extending
the integration range over the whole real axis allows us
to use the theory of residues for the integral in Eq. (11)
leading to
Ω˜ = 2DT
∑
λ=±
∞∑
l=1
1
l
∑
ωn>0
e−
2pil
ωc
x+ cos
(
2pil
ωc
(∆ + λx−)
)
= 4DT
∞∑
l=1
1
l
cos
(
2pil
ωc
∆
) ∑
ωn>0
e−
2pil
ωc
x+ cos
(
2pil
ωc
x−
)
.
(13)
We observe that the period of the quantum oscillations
is governed by the area enclosed by the above-mentioned
‘shadow’ Fermi surface and controlled by the parameter
∆. Since ∆ is the largest energy scale, we can treat
a part of the expression as an amplitude function that
modulates quantum oscillations. Let us rewrite Eq. (13)
as
Ω˜ = 4D
∑∞
l=1
1
l Ω˜m cos
(
2pil
ωc
∆
)
, (14)
where we introduce the quantity
Ω˜m = T
∑
ωn>0
e−
2pil
ωc
x+ cos
(
2pil
ωc
x−
)
(15)
which we call ‘amplitude’ function from here on for rea-
sons to become clear below.
We note that the oscillation frequency is dependent on
both the chemical potential and the temperature. The
general character of the amplitude function Ω˜m is that if
x+ > x− it is mainly an exponential decay function with
slight oscillations, which requires pi2T 2 + δ2 > µ2. On
the other hand if pi2T 2 + δ2 < µ2 (and so x+ < x−), the
amplitude is mainly an oscillatory function.
B. Dilute disorder
To incorporate disorder in our treatment we modify the
non-interacting Green function −Gˆ−1 that enters Eq. (7).
We use the self-consistent Born approximation for the
Green function18 which implies that the grand potential
becomes
Ω = −DT
∑
ωn
∞∑
N=0
ln
(
(iωn +
isign(ωn)
2τ
+ µ)2 − E2N
)
.
(16)
The calculation presented in the previous subsection
proceeds as before and the final result given in equations
(12) and (13) remains correct but with the replacement
ωn → ωn + sign(ωn)
2τ
. (17)
We note, however, that this is not a simple renormal-
ization of the temperature because of the n dependence,
meaning we also cannot simply identify a Dingle temper-
ature.
IV. DISCUSSION
Recovery of Lifshitz-Kosevich formula
The only case where we can perform the sum over n
analytically in (15) is when we can approximate ω2n−µ2+
δ2 ≈ ω2n − µ2. This implies that x+ = ωn and x− = µ.
In these cases the amplitude reads
Ω˜LKm = T
1
sinh
(
2pi2lT
ωc
) cos(2pil
ωc
µ
)
, (18)
and the oscillatory potential is of the standard Lifshitz-
Kosevich type1,3,
Ω˜LK = DT
∑
λ=±
∞∑
l=1
1
l sinh
(
2pi2lT
ωc
) cos(2pil
ωc
(∆ + λ|µ|)
)
.
(19)
This is essentially the result of a metal with two Fermi
surfaces cut out of the spectrum of our system by a con-
stant energy level surface E = µ.
There are three situations in which the above approx-
imation holds: (I) the gap is zero (δ = 0), so the system
has a pair of coinciding Fermi surfaces, one for the elec-
trons and one for the holes; (II) the temperature is much
larger than the gap, (T  δ), so the temperature blurs
the effect of the finite gap; (III) the chemical potential is
much larger than the gap (µ  δ), so, again, the gap is
thermodynamically insignificant.
Analysis of the amplitude function Ω˜m, clean case
To analyze the behavior of the amplitude Ω˜m we intro-
duce y = 2pil/ωc. The expression Ωm = piΩ˜my then de-
pends on three dimensionless variables, T = piTy, µ = µy
and δ = δy. We now explore the behavior of this func-
tion, Ωm = Ωm
(
T , δ, µ
)
.
We first consider the case µ < δ. In general, the am-
plitude is damped exponentially with increasing T (see
Eq. (19) for a specific example). However, from Fig. 2 we
observe that given that the system is gapped and T < δ,
4Figure 2: The amplitude function Ωm as a function of the
dimensionless temperature T . We observe that the curves
decay exponentially for T > δ and flatten out for T < δ.
Also, finite chemical potential µ modifies the result only
slightly.
Figure 3: The amplitude function Ωm as a function of the
dimensionless gap δ. We clearly see that for various values of
temperature whenever δ > T the amplitude converges to the
same curve characterized by the gap only (that part of the
curve also does not depend on the chemical potential as long
as µ < δ).
the amplitude remains constant, instead of decreasing ex-
ponentially. The gap also damps the amplitude because
the values of the amplitude for T = 0 do not coincide.
We demonstrate how the amplitude is damped by the
gap in Fig. 3. In Fig. 4 we show a contour plot of the
amplitude function for µ = 0.
If we consider T = 0, we can obtain an exact expression
for Ωm (given µ < δ),
Ωm =
pilδ
ωc
K1
(
2pilδ
ωc
)
, (20)
whereK1(x) is the modified Bessel function of the second
kind.
We can now draw conclusions about the amplitude Ω˜m
as a function of inverse magnetic field y. If we choose
specific piT and δ the amplitude function Ωm takes values
along the line δ = kT in Fig. 4, where k = δ/(piT ).
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Figure 4: Contour plot of the amplitude Ωm as a function of
dimensionless gap δ and dimensionless temperature T for
µ = 0. If µ 6= 0, the upper side of the graph would not be
modified much, whereas the lower side of the graph would
be.
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Figure 5: Plots of Ωm for different values of T but fixed δ.
We have adjusted the scale to visualize all three functions in
one plot because of the severe damping in the
large-temperature case. We observe that all three functions
oscillate with a period 2pi for large µ, however as µ hits the
gap δ, the function either keeps oscillating (high temperature
T case) or goes to a constant (low temperature case).
Now we consider the case µ > δ. In principle, in this
case the behavior is described by Eq. (19). We show in
Fig. 5 how the amplitude oscillates in the region µ > δ
and is suppressed as soon as µ < δ (unless T > δ). In
general it is difficult to describe the behavior when the
chemical potential is both non-zero and comparable to
all other energy scales, because it is an interpolation be-
tween no-Fermi surface behavior with a single oscillation
frequency ∆ and two-Fermi surfaces behavior with oscil-
lation frequencies ∆± µ.
So far, we have two approximations of the amplitude,
high-temperature equation Eq. (19) and low-temperature
equation Eq. (20). The validity of these as an approxi-
mations to the full solution Eq. (15) is shown in Fig. 6.
In order to gauge the faithfulness of the approximations
compared to the exact result, Eq. (15), we arbitrarily
5Figure 6: The validities of formulas Eq. (19) (on the left)
and Eq. (20) (on the right) as approximations to formula
Eq. (15). The darker region represents a faithful
approximation according to the 2 % criterion.
Figure 7: The validities of formulas Eq. (21) (on the left)
and Eq. (22) (on the right) as approximations to formula
Eq. (15).
choose 2 % relative accuracy as a criterion.
Let us discuss another type of approximation than con-
sidered above. It can be shown that if the temperature
is sufficiently high, most of the contribution to the am-
plitude function is contained in the first few terms in
Eq. (15). In other words, we propose the following ap-
proximation,
Ω˜(1)m ≈ T
ω0∑
ωn>0
e−
2pil
ωc
x+ cos
(
2pil
ωc
x−
)
, (21)
Ω˜(2)m ≈ T
ω1∑
ωn>0
e−
2pil
ωc
x+ cos
(
2pil
ωc
x−
)
, (22)
where Ω˜(1)m contains the first Matsubara mode, while Ω˜
(2)
m
contains the first two of them. Due to the fact that we
have increasingly suppressed exponentials in Eq. (15),
this approximation gives a good numerical agreement in a
large part of the δ−T plane as demonstrated in Fig. 7. If
we combine the zero-temperature approximation and the
two-term approximation, we can describe the amplitude
function Eq. (15) for all values δ and T .
Analysis of the amplitude function Ω˜m, disordered
case
The presence of impurities provides an additional
damping source for the amplitude function. Although it
Figure 8: A comparison of the amplitude function Eq.(15) as
a function of temperature (setting disorder to zero) and as a
function of disorder strength (setting the temperature to
zero).
may appear that the temperature contribution is similar
to the disorder contribution, they contribute in a different
way, as shown in Fig. 8 (due to more than one term being
important in the summation and due to the presence of
the temperature T in front of the sum in Eq. (15)).
The zero temperature result Eq. (20) is not valid in
the presence of disorder and in this case we cannot easily
calculate the amplitude function.
However, one- and two-term approximations Eq. (21)
and Eq. (22) hold fairly well for finite disorder. In addi-
tion, these approximations even provide fairly accurate
behavior as functions of chemical potential in the ranges
of validity specified by Fig. 7.
V. CONCLUSION AND OUTLOOK
In this work we have presented an analytical expres-
sion for the oscillatory part of the grand potential in in-
verted insulators. It is valid at arbitrary magnetic field,
temperature, and for weak disorder, Eq. (13). This ex-
pression can very easily be analyzed in different experi-
mentally relevant regimes and very simple and highly ac-
curate approximate solutions allow to determine system
parameters, such as disorder; or perform an independent
measurement of the gap, etc. As already discussed by
other authors a candidate system to observe the discussed
physics is bilayer graphene11,14,17 in which the required
conditions can be achieved. A possible line of research
in the future consists of investigating the effects of in-
elastic scattering in the present setup and see to which
extent the LK formula is modified once interactions are
included.
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