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Abstract
In this article we consider the initial value problem for the Ostrovsky equation:
∂tu− ∂3xu∓ ∂−1x u+ u∂xu = 0, x ∈R, t ∈R, u(x,0) = u0(x),
with initial data in Sobolev spaces Hs(R). Using Bourgain spaces, we prove that the problem is locally
well-posed for s > −1/2 if the sign of the third term of the equation is “−” and for s > −3/4 if the sign of
this term is “+”.
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1. Introduction
In this article we consider the initial value problem (IVP) for the Ostrovsky equation:
∂tu− ∂3xu∓ ∂−1x u+ u∂xu = 0, x ∈R, t ∈R,
u(x,0) = u0(x), (1.1)
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denotes certain antiderivative with respect to the variable x defined through the Fourier transform
by (∂−1x f )∧ = fˆ (ξ)iξ . For the equation with the “−” sign in the third term we will refer to (O1),
and for the equation with the “+” sign we will refer to (O2).
This equation was deducted in [4] as a model for weakly nonlinear long waves, in a rotating
frame of reference, to describe the propagation of surface waves in the ocean. The sign of the
third term of the equation is related to the type of dispersion.
Linares and Milanés [3] proved that the IVP (1.1) for both equations is locally well-posed for
initial data u0 in Sobolev spaces Hs(R), with s > 34 , and such that ∂
−1
x u0 ∈ L2(R). This result,
which improves the one in [5], was obtained by the use of certain regularizing effects of the
linear part of the equation which allow the definition of an appropriate norm in a subspace of
C([0, T ];Hs(R)).
In the present work we prove that the IVP (1.1) is locally well-posed in Sobolev spaces Hs(R)
with s > − 12 for (O1) and with s > − 34 for (O2). To obtain our result we use Bourgain spaces and
apply the technique of elementary calculus inequalities introduced by Kenig, Ponce, and Vega
in [2] for the Korteweg–de Vries equation (KdV).
In order to state our results in a precise manner we introduce some definitions and notations.
Our initial data will be in Sobolev spaces of L2 type:
Hs ≡ Hs(R) :=
{
u0 ∈ S′(R): ‖u0‖2s :=
∫
R
〈ξ 〉2s∣∣û0(ξ)∣∣2 dξ < ∞},
where s ∈ R, S′(R) is the space of tempered distributions in R, û0 is the Fourier transform in
the space variable x, ξ is the variable in the frequency space related to the variable x, and, for a
number a, 〈a〉 := 1 + |a|.
We will search for the solutions of problem (1.1) in Bourgain spaces of the type
Xsb :=
{
u ∈ S′(R2): ‖u‖2sb := ∫
R2
〈ξ 〉2s〈σ 〉2b∣∣uˆ(λ)∣∣2 dλ < ∞},
where s, b ∈ R, S′(R2) is the space of tempered distributions in R2, uˆ is the Fourier transform
of u with respect to the space and time variables, λ = (ξ, τ ) is the variable in the frequency space
with ξ as before and τ corresponding to the time variable t , and
σ := τ −m(ξ) := τ +
(
ξ3 ± 1
ξ
)
.
Notice that m(ξ) = −(ξ3 ± 1
ξ
) is the symbol associated to the spacial linear part of the Ostrovsky
equation, with “+” for (O1) and “−” for (O2).
If S(R2) is the Schwartz space, then S(R2) ∩ Xsb is dense in Xsb. If Cbd(Rt ;Hs) denotes
the space of continuous bounded functions from Rt in Hs , then, for b > 12 , Xsb is continuously
embedded in Cbd(Rt ;Hs).
For T > 0 and b > 12 we denote by Xsb[−T ,T ] the space of the restrictions to the interval[−T ,T ] of the elements v in Xsb with norm defined by
‖u‖Xsb[−T ,T ] := inf
{‖v‖sb: v ∈ Xsb and v|[−T ,T ] = u}.
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Xsb[−T ,T ] is a solution of the IVP (1.1) in [−T ,T ] if and only if for all t ∈ [−T ,T ]
u(t) = W(t)u0 − 12
t∫
0
W(t − t ′)∂x
(
u(t ′)
)2
dt ′, (1.2)
where W(t)u0 is the solution of the linear problem associated to (1.1), that is,[
W(t)u0
]∧
(ξ) = eitm(ξ)û0(ξ).
In order to study problem (1.1) in the context of Bourgain spaces, we slightly modify the two
terms in the right-hand side of (1.2) by means of a bump function ψ ∈ C∞0 (Rt ) with support in
(−2,2), such that 0  ψ  1, and ψ ≡ 1 in [−1,1]. From a direct calculation we can observe
that for s, b ∈R: ∥∥ψ(·t )W(·t )u0∥∥sb  C‖u0‖s . (1.3)
To decompose the integral term in (1.2) in an adequate manner, given T > 0, we use a bump
function ϕT ∈ C∞0 (R) supported in (−2T −1/2,2T −1/2), such that 0  ϕT  1 and ϕT ≡ 1 in
[−T −1/2, T −1/2]. Thus, for f ∈ S(R2) we may write
−1
2
t∫
0
W(t − t ′)f (t ′) dt ′ = IϕT (f )+ IIϕT (f )+ IIIϕT (f ), (1.4)
where f (t) ≡ f (·x, t) and
IϕT (f )(x, t) := C
∫
eixξ eitm(ξ)
(∫
eitσ − 1
iσ
ϕT (σ )fˆ (ξ, τ ) dτ
)
dξ,
IIϕT (f )(x, t) := C
∫
eixξ
(∫
eitτ
iσ
(
1 − ϕT (σ )
)
fˆ (ξ, τ ) dτ
)
dξ, and
IIIϕT (f )(x, t) := −C
∫
eixξ eitm(ξ)
(∫
(1 − ϕT (σ ))
iσ
fˆ (ξ, τ ) dτ
)
dξ.
The modification we consider for the integral operator in (1.4) is given by the operator GT
defined by
GT (f ) := ψ
(
T −1·t
)
IϕT (f )+ IIϕT (f )+ψ(·t )IIIϕT (f ).
We observe that for 0 < T < 1 and t ∈ [−T ,T ], GT (f )(t) = − 12
∫ t
0 W(t − t ′)f (t ′) dt ′.
Proceeding as it was done in [1, Lemma 1] it may be proved that for s ∈ R, b ∈ ( 12 ,1) and
β ∈ (0,1 − b), there is δ > 0 such that
‖GT f ‖sb CT δ‖f ‖s(−β) ∀T ∈ (0,1), (1.5)
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in a continuous manner.
On the other hand, in the study of problem (1.1) it is crucial to estimate the bilinear form
∂x(uv) associated to the nonlinear part of the equation. Such estimate, stated in Lemma 1.1
for (O1) and in Lemma 1.2 for (O2), constitutes the main part of this article. These lemmas will
be proved in Section 2.
Lemma 1.1 (Bilinear estimate for (O1)). For s > − 12 , if r := max{0,−s}, β is chosen in such a
way that r < β < 12 and
3
8  β <
1
2 , and b >
1
2 is chosen to satisfy that 12 ( 12 − β) b − 12 , and
b + β < 1, then
∥∥∂x(uv)∥∥s(−β) C‖u‖sb‖v‖sb.
Lemma 1.2 (Bilinear estimate for (O2)). For s > − 34 , if r := max{0,−s}, β ∈ ( 13 , 12 ) is chosen
in such a way that 12 − β < 34 − r and b > 12 is chosen to satisfy that 12 ( 12 − β)  b − 12 , and
b + β < 1, then
∥∥∂x(uv)∥∥s(−β) C‖u‖sb‖v‖sb.
From estimates (1.3), (1.5), and Lemmas 1.1 and 1.2, we can give a precise definition of local
solution in time for the IVP (1.1).
Definition 1.2. Let s, β , and b be parameters satisfying the conditions of Lemma 1.1, in the case
of equation (O1), and the conditions of Lemma 1.2 in the case of equation (O2). For u0 ∈ Hs and
T ∈ (0,1) we say that a function u ∈ Xsb[−T ,T ] is solution of the IVP (1.1) in [−T ,T ] with
initial datum u0, if there is an extension v ∈ Xsb of u such that
u(t) = W(t)u0 +GT
(
∂x
(
v2
))
(t) ∀t ∈ [−T ,T ].
To finish our introduction we state the theorem of existence and uniqueness of local solutions
for the IVP (1.1), which will be proved in Section 3.
Theorem I. For s > − 12 and b as in Lemma 1.1 in the case of equation (O1), and for s > − 34 and
b as in Lemma 1.2 in the case of (O2), if u0 ∈ Hs , then there exist T ∈ (0,1), T = T (‖u0‖s),
and a unique solution u ∈ Xsb[−T ,T ] of the IVP (1.1) in [−T ,T ] with initial datum u0.
Remark. Throughout this article the letter C will denote diverse positive constants which may
change from line to line and depend on parameters which are clearly established in each case.
2. Proof of Lemmas 1.1 and 1.2
We begin by stating some calculus inequalities which will be of frequent use in the proofs of
Lemmas 1.1 and 1.2.
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∞∫
−∞
dx
〈x〉α〈x − a〉β 
C
〈a〉β , for α > 1 and 0 < β  α, (2.1)
∞∫
−∞
dx√|x|〈x − a〉α 
C
〈a〉1/2 , for α > 1. (2.2)
We must prove that ∥∥∂x(uv)∥∥s(−β)  C‖u‖sb‖v‖sb. (2.3)
For both equations we will adopt the following notations:
λ := (ξ, τ ), λ1 := (ξ1, τ1), ξ2 := ξ − ξ1, τ2 := τ − τ1, λ2 := λ− λ1,
σ := τ −m(ξ), σ1 := σ(ξ1, τ1), σ2 := σ(ξ2, τ2), ‖ · ‖ := ‖ · ‖L2λ .
If we define
f (λ) := 〈ξ 〉s〈σ 〉b∣∣uˆ(λ)∣∣ and g(λ) := 〈ξ 〉s〈σ 〉b∣∣vˆ(λ)∣∣,
then, by duality, to prove (2.3) it suffices to prove that for h(λ) 0,
J :=
∣∣∣∣ ∫
R2
∫
R2
|ξ |〈ξ 〉sf (λ1)g(λ2)h(λ)
〈σ 〉β〈ξ1〉s〈σ1〉b〈ξ2〉s〈σ2〉b dλ1 dλ
∣∣∣∣ C‖f ‖‖g‖‖h‖. (2.4)
For the sake of simplicity we will write fgh instead of f (λ1)g(λ − λ1)h(λ). By a symmetry
argument, if Ω := {(λ,λ1): |σ1| |σ2|}, then it suffices to consider in (2.4) only the integral in
the set Ω .
Since r = max{0,−s}, it follows that
J  C
∫
Ω
|ξ |〈ξ1〉r 〈ξ2〉rfgh
〈σ 〉β〈ξ 〉r 〈σ1〉b〈σ2〉b dλ1 dλ. (2.5)
The identity
σ − σ1 − σ2 = m(ξ1)+m(ξ2)−m(ξ) = 3ξξ1ξ2 ± 1
ξ
[
1 − ξ
3
ξξ1ξ2
]
, (2.6)
with the “+” sign for (O1) and with the “−” sign for (O2), motivates the decomposition of Ω in
the following six regions:
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{
(λ,λ1) ∈ Ω: |σ | |σ1|, |ξ | 4
}
,
Ω2 :=
{
(λ,λ1) ∈ Ω: |σ1| |σ |, |ξ1| 4
}
,
Ω3 :=
{
(λ,λ1) ∈ Ω: |σ | |σ1|, |ξ | > 4, |ξ |3 < 16|σ |
}
,
Ω4 :=
{
(λ,λ1) ∈ Ω: |σ | |σ1|, |ξ | > 4, |ξ |3  16|σ |
}
,
Ω5 :=
{
(λ,λ1) ∈ Ω: |σ1| |σ |, |ξ1| > 4, |ξ1|3 < 16|σ1|
}
,
Ω6 :=
{
(λ,λ1) ∈ Ω: |σ1| |σ |, |ξ1| > 4, |ξ1|3  16|σ1|
}
.
Notice that the sets Ωi are different for (O1) and (O2), due to the sign change in the definition
of σ .
For i = 1, . . . ,6, let JΩi be the contribution of Ωi to the integral in (2.5). Thus to prove (2.4)
it is enough to prove that each JΩi is bounded by C‖f ‖‖g‖‖h‖.
For i = 1, . . . ,4, by an application in (2.5) of Cauchy–Schwarz inequality, first in the vari-
able λ1 and then in the variable λ, we obtain that
JΩi 
[
sup
λ∈Ai
Li(λ)
]
‖f ‖‖g‖‖h‖,
where Ai := {λ: ∃λ1(λ,λ1) ∈ Ωi} and
Li(λ) := |ξ |〈σ 〉β〈ξ 〉r
( ∫
{λ1: (λ,λ1)∈Ωi }
〈ξ1〉2r 〈ξ2〉2r
〈σ1〉2b〈σ2〉2b dλ1
) 1
2
. (2.7)
In a similar way, for i = 5,6, applying in (2.5) Cauchy–Schwarz inequality, first in λ, and then
in λ1, we obtain that
JΩi 
[
sup
λ1∈A∗i
L∗i (λ1)
]
‖f ‖‖g‖‖h‖,
where A∗i := {λ1: ∃λ(λ,λ1) ∈ Ωi} and
L∗i (λ1) :=
〈ξ1〉r
〈σ1〉b
( ∫
{λ: (λ,λ1)∈Ωi }
|ξ |2〈ξ2〉2r
〈ξ 〉2r 〈σ 〉2β〈σ2〉2b dλ
) 1
2
. (2.8)
Thus, the lemmas will be proved if we prove that supλ∈Ai Li(λ)  C, for i = 1, . . . ,4, and
supλ1∈A∗i L
∗
i (λ1) C, for i = 5,6.
Proof of Lemma 1.1
Estimation of L1(λ). Let u := ξ1ξ and
z1 := σ − σ1 − σ2 = 3ξξ1ξ2 + 1
ξ
(
1 − 3ξ
3
3ξξ1ξ2
)
= 3ξ3u(1 − u)+ 1
[
1 − 1
]
≡ φ(ξ1). (2.9)ξ u(1 − u)
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dz1
dξ1
= 3ξ2(1 − 2u)
[
1 + 1
3ξ4(u− u2)2
]
. (2.10)
Case 1.1. Suppose that | 12 − u| < 32 . In this case, since | ξ2 − ξ1| < 32 |ξ |, we have that |ξ1|, |ξ2|
C|ξ | C and thus 〈ξ1〉r 〈ξ2〉r 〈ξ 〉−r C, with which
L1(λ) C
|ξ |
〈σ 〉β
( C∫
−C
∞∫
−∞
dσ1
〈σ1〉2b〈−σ2〉2b dξ1
) 1
2
.
Applying calculus inequality (2.1) in the integral with respect to σ1, from the definition of z1 we
conclude that
L1(λ) C
|ξ |
〈σ 〉β
( C∫
−C
dξ1
〈z1 − σ 〉2b
) 1
2
 C〈σ 〉β  C.
Case 1.2. Suppose that | 12 − u| 32 . Without loss of generality we may assume that ξ > 0.
The function φ defined in (2.9) increases from −∞ to +∞ in the interval (−∞,0), increases
from −∞ to 34ξ3 − 3ξ in the interval (0, ξ2 ] and its graph is symmetric with respect to the vertical
axis ξ1 = ξ2 , having vertical asymptotes for ξ1 = 0, ξ . Therefore, to estimate the values of ξ1,
corresponding to the values of z1 such that |z1| 3|σ |, it is sufficient to find the negative value
ξ¯1 for which φ(ξ¯1) = −3|σ |. If φ(ξ¯1) = −3|σ |, then u¯ := ξ¯1ξ < 0 and
−3|σ | = 3ξ3u¯(1 − u¯)+ 1
ξ
[
1 − 1
u¯(1 − u¯)
]
.
Hence
3ξ3|u¯|(1 + |u¯|)= 3|σ | + 1
ξ
[
1 + 1|u¯|(1 + |u¯|)
]
,
and since 1|u¯|(1+|u¯|) = 1|( 12 −u¯)2− 14 | 
1
2 , we have that 3ξ
3|u¯|2  3|σ | + 32ξ , and therefore
|ξ¯1| C |σ |
1/2
ξ1/2
+ C
ξ
.
By the symmetry of the graph of φ with respect to the vertical ξ1 = ξ2 , since |ξ | < 4, we can
conclude that
|ξ1| C |σ |
1/2
1/2 +
C
. (2.11)
ξ ξ
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|ξ1| Cξ , and therefore
〈ξ1〉r 〈ξ2〉r
〈ξ 〉r  〈ξ1〉
r 〈ξ2〉r  C〈ξ1〉2r  C|ξ |2r , (2.12)
since |ξ | < 4. Thus, using calculus inequality (2.1) and the definition of z1, we may conclude
that
L1(λ) C
|ξ |
〈σ 〉β |ξ |2r
( ∫
{λ1: (λ,λ1)∈Ω1}
dλ1
〈σ1〉2b〈−σ2〉2b
) 1
2
 C |ξ |〈σ 〉β |ξ |2r
( ∫
{ξ1: |z1|3|σ |}
dξ1
〈z1 − σ 〉2b
) 1
2
. (2.13)
On the other hand, let us prove that for this subcase:∣∣∣∣dz1dξ1
∣∣∣∣ C > 0. (2.14)
We see this from (2.10) by proving that | 12 − u|  Cξ2 . The former assertion will be established
if we prove that the negative value of ξ1 for which z1 = φ(ξ1) = 3|σ | is such that | 12 − u| Cξ2 .
The variable z1 defined by (2.9) can also be written as
z1 = −3ξ3
[(
1
2
− u
)2
− 1
4
]
+ 1
ξ
[
1 + 1
( 12 − u)2 − 14
]
≡ φ(ξ1). (2.15)
If φ(ξ1) = 3|σ | and ξ1 < 0, then, since 1  1 + 1
( 12 −u)2− 14
, from (2.15) it follows that
−3ξ3[( 12 − u)2 − 14 ] 3|σ | − 1ξ , and therefore, since −|σ |ξ > − 16ξ2 ,(
1
2
− u
)2
 1
3ξ4
− |σ |
ξ3
 1
3ξ4
− 1
6ξ4
= 1
6ξ4
,
or, equivalently, | 12 − u| 1√6ξ2 .
If in the last integral in (2.13) we make the change of variable z1 = φ(ξ1), then, from (2.14)
we have that
L1(λ)C
|ξ |
〈σ 〉β |ξ |2r
( 3|σ |∫
−3|σ |
dz1
〈z1 − σ 〉2b
) 1
2
 C |ξ |
1−2r
〈σ 〉β  C,
since r  1 .2
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√
6 |σ |
1/2
ξ1/2
,
it then follows from (2.11) that |ξ1| C |σ |1/2ξ1/2 , and thus
〈ξ1〉r 〈ξ2〉r
〈ξ 〉r  〈ξ1〉
r 〈ξ2〉r  C〈ξ1〉2r  C |σ |
r
|ξ |r ,
since |σ ||ξ | >C > 0. Therefore,
L1(λ) C
|ξ |
〈σ 〉β
|σ |r
|ξ |r
( ∫
{ξ1: |z1|3|σ |}
dξ1
〈z1 − σ 〉2b
) 1
2
. (2.16)
(i) If |u| < 32
ξ2
, that is, if |ξ1| < 32ξ , then
L1(λ)C
|ξ |
〈σ 〉β
|σ |r
|ξ |r
√
32
ξ1/2
 C,
since r < β < 12 .
(ii) If |u| > 32
ξ2
, let us prove that z1 < 0. We can see this from (2.15) if we prove that
0 <
1
ξ
[
1 + 1
( 12 − u)2 − 14
]
< 3ξ3
[(
1
2
− u
)2
− 1
4
]
.
The first inequality is obvious. With respect to the second inequality we observe that
1
ξ
[
1 + 1
( 12 − u)2 − 14
]
<
3
2ξ
<
3
2
u2ξ3 < 3ξ3
(
u2 − u)= 3ξ3[(1
2
− u
)2
− 1
4
]
.
Thus, from (2.15) we conclude that
|z1| 3ξ3
[(
1
2
− u
)2
− 1
4
]
< 3ξ3
8
9
(
1
2
− u
)2
,
since ( 12 − u)2  94 , and consequently∣∣∣∣dz1dξ1
∣∣∣∣ 6ξ2∣∣∣∣12 − u
∣∣∣∣Cξ2 √|z1|ξ3/2 = Cξ 12√|z1|.
Therefore, if in the integral in (2.16) we make the change of variable z1 = φ(ξ1), then we may
conclude that
L1(λ) C
|ξ |
〈σ 〉β
|σ |r
|ξ |r
( 3|σ |∫
dz1
ξ
1
2
√|z1|〈z1 − σ 〉2b
) 1
2
,−3|σ |
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L1(λ) C
|ξ |
〈σ 〉β
|σ |r
|ξ |r
1
ξ1/4
1
〈σ 〉1/4  C,
since r < β + 14 and r + 14 < 1.
Estimation of L2(λ). Since |ξ1| < 4, we see that 〈ξ1〉2r 〈ξ2〉2r 〈ξ 〉−2r  C〈ξ 〉2r 〈ξ 〉−2r  C.
Therefore, taking into account calculus inequality (2.1) and the definition of z1 given in (2.9), it
follows that
L2(λ)C
|ξ |
〈σ 〉β
( ∫
{λ1: (λ,λ1)∈Ω2}
dλ1
〈σ1〉2b〈σ2〉2b
) 1
2
 C |ξ |〈σ 〉β
( 4∫
−4
dξ1
〈z1 − σ 〉2b
) 1
2
. (2.17)
If |ξ | < 16, then
L2(λ)
C
〈σ 〉β 16
√
8 C〈σ 〉β  C.
If |ξ | 16, then |u| := | ξ1
ξ
| < 416 = 14 , and therefore | 12 − u| 14 , with which∣∣∣∣dz1dξ1
∣∣∣∣ 6ξ2∣∣∣∣12 − u
∣∣∣∣Cξ2,
and thus, making the change of variable z1 = φ(ξ1) for the integral in (2.17), we conclude that
L2(λ) C
|ξ |
〈σ 〉β
1
|ξ |
( ∞∫
−∞
dz1
〈z1 − σ 〉2b
) 1
2
 C〈σ 〉β  C.
Estimation ofL3(λ). As in the estimation of L1(λ), let u := ξ1ξ and z1 := σ − σ1 − σ2. Then|z1| 3|σ |. We suppose also, without loss of generality, that ξ > 0.
Case 3.1. Suppose that | 12 − u| < 32 . Since in this case | ξ2 − ξ1| < 32ξ , we have that 〈ξ1〉r 〈ξ2〉r 
C〈ξ 〉2r , which, after applying calculus inequality (2.1), allows us to conclude that
L3(λ) C
|ξ |
〈σ 〉β
〈ξ 〉2r
〈ξ 〉r
( ∫
B3
dξ1
〈z1 − σ 〉2b
) 1
2
,
where B3 := {ξ1: |z1| 3|σ |}.
Let I1 := {ξ1 ∈ B3: | 12 − u| < ξ−3/2}. Then the length |I1| of I1 is such that |I1|  Cξ−1/2
and for ξ1 /∈ I1 | dz1 | >Cξ1/2. Thus, taking into account that |ξ | > 4,dξ1
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|ξ |1+r
〈σ 〉β
( ∫
B3−I1
dξ1
〈z1 − σ 〉2b + |I1|
) 1
2
C |ξ |
1+r
〈σ 〉β
(
1
ξ1/2
3|σ |∫
−3|σ |
dz1
〈z1 − σ 〉2b +
1
ξ1/2
) 1
2
 C |ξ |
1+r
〈σ 〉β
1
ξ1/4
C |σ |
1
4 + r3
〈σ 〉β  C,
because 14 + r3 < 14 + β3  β , since β  38 .
Case 3.2. Suppose that | 12 − u|  32 . As in case 1.2, to estimate the values of ξ1, for which
|z1| 3|σ |, we first estimate the negative value ξ¯1 for which φ(ξ¯1) = −3|σ |. From (2.11),
|ξ1| C |σ |
1/2
ξ1/2
+ C
ξ
,
and by the symmetry of the graph of φ with respect to the vertical ξ1 = ξ2 , we can conclude that
if ξ1 is such that |z1| 3|σ |, then
|ξ1| C |σ |
1/2
ξ1/2
+ C
ξ
+ ξ C |σ |
1/2
ξ1/2
+Cξ C |σ |
1/2
ξ1/2
,
since |ξ | > 4 and |ξ |3 < 16|σ |. On the other hand, since | 12 − u| 32 , we have that | 12 − u| ∼ |u|,
and therefore ∣∣∣∣dz1dξ1
∣∣∣∣ 6ξ2∣∣∣∣12 − u
∣∣∣∣ Cξ2|u| = C|ξ ||ξ1|.
Besides, since |u| 1, we have that |ξ1| |ξ | and therefore 〈ξ2〉 C〈ξ1〉. Consequently, using
calculus inequality (2.1) and the change of variable z1 = φ(ξ1), we conclude that
L3(λ) C
|ξ |
〈σ 〉β〈ξ 〉r
( ∫
{ξ1: |z1|3|σ |}
〈ξ1〉4r dξ1
〈z1 − σ 〉2b
) 1
2
 C |ξ |〈σ 〉β〈ξ 〉r
( 3|σ |∫
−3|σ |
〈ξ1〉4r dz1
|ξ ||ξ1|〈z1 − σ 〉2b
) 1
2
.
If r  14 ,
L3(λ)C
|ξ |1/2
〈σ 〉β〈ξ 〉r C
|ξ |1/2−r
〈σ 〉β  C
|σ |1/6−r/3
〈σ 〉β  C.
If r > 14 ,
L3(λ) C
|ξ |
〈σ 〉β〈ξ 〉r
|σ |r−1/4
|ξ |1/2|ξ |r−1/4 = C
|ξ |3/4|σ |r−1/4
|ξ |2r 〈σ 〉β .
When 14 < r 
3
8 the boundedness of L3(λ) can be easily concluded from the fact that |ξ |3 
C|σ |. When 3 < r < 1 , the boundedness is a consequence of the fact that r − 1  β .8 2 4
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suppose, without loss of generality, that ξ > 0. Taking into account calculus inequality (2.1) and
the definition of z1 we can conclude that
L4(λ) C
|ξ |
〈σ 〉β〈ξ 〉r
( ∫
{ξ1: |z1|3|σ |}
〈ξ1〉2r 〈ξ2〉2r
〈z1 − σ 〉2b dξ1
) 1
2
. (2.18)
We now estimate |ξ1| and |ξ2|. By the symmetry of the graph of z1 = φ(ξ1) with respect to the
vertical ξ1 = ξ2 , it is enough to consider the case ξ1 < ξ2 . For the other case the roles of ξ1 and ξ2
are interchanged.
The maximum value of z1 = φ(ξ1) in the interval (0, ξ) is reached at ξ1 = ξ2 and is 34ξ3 − 3ξ .
Since ξ > 4 and ξ3 > 16|σ |, it follows that 34ξ3 − 3ξ > 3|σ |. Therefore there exists ξ∗1 ∈ (0, ξ2 )
such that φ(ξ∗1 ) = 3|σ |. Besides, there exists ξ¯1 < 0 such that φ(ξ¯1) = −3|σ |. The values of ξ1
such that ξ1 < ξ2 and |φ(ξ1)|  3|σ | will be in the interval [ξ¯1, ξ∗1 ]. Let us estimate ξ∗1 and ξ¯1.
From the definition of φ we have that
3|σ | = 3ξξ∗1
(
ξ − ξ∗1
)+ 1
ξ
[
1 − 3ξ
3
3ξξ∗1 (ξ − ξ∗1 )
]
.
The former equation is quadratic in 3ξξ∗1 (ξ − ξ∗1 ). Solving this equation and using the fact that
ξ > 4 we see that
0 < 3ξξ∗1
(
ξ − ξ∗1
)= (3
2
|σ | − 1
2ξ
)
+
√(
3
2
|σ | − 1
2ξ
)2
+ 3ξ2 C(|σ | + |ξ |).
Since ξ − ξ∗1 > ξ2 , it follows that 3ξ ξ2 ξ∗1  C(|σ | + |ξ |), and thus
ξ∗1  C
( |σ |
ξ2
+ 1|ξ |
)
 C
〈 |σ |
ξ2
〉
.
In a similar way, it can be proved that |ξ¯1| C〈 |σ |ξ2 〉. In this manner, for ξ1 < ξ2 we have that
|ξ1| <C
〈 |σ |
ξ2
〉
and |ξ2| |ξ | +C
〈 |σ |
ξ2
〉
 C|ξ |.
From (2.18), taking into account that
〈ξ1〉2r 〈ξ2〉2r
〈ξ 〉2r C
〈 |σ |
ξ2
〉2r
,
we conclude that
L4(λ)C
|ξ |
〈σ 〉β
〈 |σ |
|ξ |2
〉r( ∫
dξ1
〈z1 − σ 〉2b
) 1
2
. (2.19){ξ1: |z1|3|σ |}
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dξ1
|  Cξ2. For this, it suffices to prove that | 12 − u|  14 . Reasoning by
contradiction, if | 12 − u| < 14 , since z1 = 3ξ3[ 14 − ( 12 − u)2] + 1ξ [1 − 11
4 −( 12 −u)2
], we have that
|z1| 916ξ
3 − 16
3ξ
>
9
32
ξ3  9
32
16|σ | = 9
2
|σ | > 3|σ |,
which is a contradiction since |z1| 3|σ |.
Therefore, making the change of variable z1 = φ(ξ1) in the integral in (2.19), we observe that
L4(λ)C
|ξ |
〈σ 〉β
〈 |σ |
|ξ |2
〉r( 3|σ |∫
−3|σ |
dz1
ξ2〈z1 − σ 〉2b
) 1
2
 C〈σ 〉β
〈 |σ |
|ξ |2
〉r
 C〈σ 〉β +
C
〈σ 〉β
|σ |r
ξ2r
 C,
since r < β and ξ > 4.
Estimation of L∗5(λ1). In this case we will use the notation v := ξξ1 and the change of variable
z := σ1 + σ2 − σ . Clearly, |z|  3|σ1|. Without loss of generality we may assume that ξ1 > 0.
From the definition of z and v we have
z = 3ξ31 v(1 − v)+
1
ξ1
[
1 − 1
v(1 − v)
]
≡ ψ(ξ) and
dz
dξ
= 6ξ21
(
1
2
− v
)[
1 + 1
3ξ41 (v − v2)2
]
.
As in the estimation of L3(λ), in this case we have that |ξ |, |ξ1|, |ξ2| C |σ1|1/2|ξ1|1/2 , and thus
|ξ |2〈ξ2〉2r
〈ξ 〉2r  |ξ |
2−2r 〈ξ2〉2r  C |σ1|
ξ1
.
Then, taking into account calculus inequality (2.1) and the definition of z, from (2.8) we may
conclude that
L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
( ∫
{λ: (λ,λ1)∈Ω5}
dλ
〈σ 〉2β〈σ2〉2b
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
( ∫
B5
dξ
〈 z − σ1〉2β
) 1
2
,
where B5 := {ξ : |z|  3|σ1|}. Let D5 := {ξ ∈ B5: | dzdξ |  C〈σ1〉α}, for an adequate exponent α
to be determined later. Let us observe that if ξ ∈ B5 − D5, then | dzdξ | < C〈σ1〉α , and therefore
6ξ21 | 12 − v| <C〈σ1〉α , that is, | ξ12 − ξ | <C 〈σ1〉
α
ξ1
, from which we see that the measure of B5 −D5
is bounded by C 〈σ1〉
α
. Thus, since |ξ1| > 4,ξ1
674 P. Isaza, J. Mejía / J. Differential Equations 230 (2006) 661–681L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
( ∫
D5
dξ
〈z − σ1〉2β +
∫
B5−D5
dξ
〈z − σ1〉2β
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
(
1
〈σ1〉α
3|σ1|∫
−3|σ1|
dz
〈z − σ1〉2β + |B5 −D5|
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
( 〈σ1〉1−2β
〈σ1〉α +
〈σ1〉α
ξ1
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
(〈σ1〉1−2β−α + 〈σ1〉α) 12 .
We wish to have 1 − 2β − α = α. Thus we take α = 12 − β . Then
L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
〈σ1〉 14 − β2 = C〈σ1〉b+β/2−3/4ξ1/2−r1
 C,
since r < 12 and b + β2 − 34 = b − 12 − 12 [ 12 − β] 0.
Estimation of L∗6(λ1). We keep the notations v := ξξ1 and z := σ1 + σ2 − σ , introduced in the
estimation of L∗5(λ1). Since |σ1| |σ | and β < b, it follows from (2.8) that
L∗6(λ1)
〈ξ1〉r
〈σ1〉β
( ∫
{λ: (λ,λ1)∈Ω6}
|ξ |2〈ξ2〉2r
〈ξ 〉2r 〈σ 〉2b〈σ2〉2b dλ
) 1
2
.
Proceeding as we did in the estimation of L4(λ) we may see that in this case: If v < 12 , then
|ξ | C
〈 |σ1|
ξ21
〉
and |ξ2| C|ξ1|
and if v  12 , then
|ξ | C|ξ1| and |ξ2| C
〈 |σ1|
ξ21
〉
.
Besides, it can be seen that | dz
dξ
|Cξ21 . Therefore, bearing in mind these estimates, using calcu-
lus inequality (2.1), and performing the change of variable z = ψ(ξ), we may conclude that
L∗6(λ1)C
〈ξ1〉r
〈σ1〉β
(〈 |σ1|
ξ21
〉1−r
|ξ1|r + |ξ1|1−r
〈 |σ1|
ξ21
〉r) 1
|ξ1|
( 3|σ1|∫
−3|σ1|
dz
〈z − σ1〉2b
) 1
2
.
Since r < 12 and |ξ1| > 4, it follows that
L∗6(λ1) C
|ξ1|r
〈σ 〉β |ξ1|
1−r
〈 |σ1|
ξ2
〉1−r 1
|ξ |1 1 1
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〈 |σ1|
ξ21
〉1−r
 C〈σ1〉β +C
|σ1|1−r
〈σ1〉β |ξ1|2−2r
 C +C |σ1|
1−r−β
|ξ1|2−2r  C +C
|ξ1|3−3r−3β
|ξ1|2−2r C,
since 3 − 3r − 3β − 2 + 2r = 1 − r − 3β  0.
In this way, from the estimates obtained for L1(λ), . . . ,L4(λ),L∗5(λ1), and L∗6(λ1), it follows
that J  C‖f ‖‖g‖‖h‖, which concludes the proof of Lemma 1.1.
Proof of Lemma 1.2
Estimation of L1(λ). Let u := ξ1ξ and
z1 := σ − σ1 − σ2 = 3ξ3u(1 − u)− 1
ξ
[
1 − 1
u(1 − u)
]
≡ φ(ξ1). (2.20)
Since |σ | |σ1| |σ2|, it follows that |z1| 3|σ |. Besides,
dz1
dξ1
= 6ξ2
(
1
2
− u
)[
1 − 1
3ξ4(u− u2)2
]
. (2.21)
Without loss of generality we suppose that ξ > 0. Let us observe that there is C > 0 such that if
|ξ1| C then
1
3ξ4(u− u2)2 
1
2
and
∣∣∣∣12 − u
∣∣∣∣ 12 |u|.
In fact, 3ξ4(u − u2)2 = 3ξ21 (ξ1 − ξ)2 and the existence of such C follows from the fact that
|ξ | < 4. In this way, if |ξ1| C, | dz1dξ1 | C|ξξ1|. On the other hand, since
〈ξ1〉2r 〈ξ2〉2r
〈ξ〉2r  C〈ξ1〉4r ,
applying calculus inequality (2.1) and making the change of variable z1 = φ(ξ1) in the region
where |ξ1| C, it follows from (2.7) that
L1(λ) C
|ξ |
〈σ 〉β
( ∫
{ξ1: |z1|3|σ |}
〈ξ1〉4r
〈z1 − σ 〉2b dξ1
) 1
2
 C |ξ |〈σ 〉β
( C∫
−C
〈ξ1〉4r
〈z1 − σ 〉2b dξ1 +
3|σ |∫
−3|σ |
|ξ1|4r
|ξξ1|〈z1 − σ 〉2b dz
) 1
2
 C |ξ |〈σ 〉β
(
C + 1|ξ |
3|σ |∫
−3|σ |
|ξ1|4r−1
〈z1 − σ 〉2b dz
) 1
2
.
From the definition of z1 and the condition |z1| 3|σ | we have that for ξ1 < 0, 3ξ3|u|(1+|u|)
|z1| 3|σ |, which implies that |ξ1| C |σ |1/2|ξ |1/2 . If ξ1 > 0, then, using the symmetry of the graph
of z1 = φ(ξ1) with respect to the vertical ξ1 = ξ , we conclude that |ξ1| ξ +C |σ |1/21/2 . Therefore,2 |ξ |
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L1(λ)C
|ξ |
〈σ 〉β +C
|ξ |
〈σ 〉β
(
ξ + |σ |1/2|ξ |1/2
)2r−1/2
|ξ |1/2  C +C
|ξ |1/2ξ2r−1/2
〈σ 〉β +C
|ξ |1/2
〈σ 〉β
|σ |r−1/4
|ξ |r−1/4
C +C |ξ |
2r
〈σ 〉β +C
|ξ |3/4−r
〈σ 〉β+1/4−r  C,
since r < β + 14 .
Estimation of L2(λ). Again we suppose that ξ > 0. If |ξ | < 16, the boundedness of L2(λ)
follows immediately from (2.17). Suppose that |ξ | 16. Reasoning as we did for the estimation
of L2(λ) in the proof of Lemma 1.1 and for z1 defined in (2.20), we search for a set of values
of ξ1 where | dz1dξ1 | Cξ2. Let
A := 1
3ξ4(u− u2)2 . (2.22)
Let us determine for a = 12 , 32 , the values of ξ1 for which A = a. Since |ξ1| < 4 and |ξ | > 16 such
values must be to the left of ξ2 . We can solve for ξ1 the equation A = a to find for each a two
solutions. It can be easily computed that these solutions have absolute value of the order of 1
ξ
. In
this way, if I := {ξ1: 12 A 32 }, then |I | Cξ and for ξ1 /∈ I we then have from (2.21) that∣∣∣∣dz1dξ1
∣∣∣∣ Cξ2∣∣∣∣12 − ξ1ξ
∣∣∣∣ Cξ2, (2.23)
since | ξ1
ξ
|  14 . On the other hand, the minimum value of |z1| is attained when A = 1, that is,
when u(1 − u) = ± 1√
3ξ2
, and thus, from (2.20) this minimum is of the order of ξ . Therefore, in
this case, there is C > 0 such that
C|ξ | |z1| 3|σ1|. (2.24)
In this manner, from (2.7):
L2(λ) C
|ξ |
〈σ 〉β
( ∫∫
{λ1: (λ,λ1)∈Ω2, ξ1∈I }
dλ1
〈σ1〉2b〈σ2〉2b +
∫∫
{λ1: (λ,λ1)∈Ω2, ξ1 /∈I }
dλ1
〈σ1〉2b〈σ2〉2b
) 1
2
.
Using (2.24) in the first integral and applying calculus inequality (2.1), the change of variable
z1 = φ(ξ1) and inequality (2.23) in the second integral, we can conclude that:
L2(λ) C
|ξ |
〈σ 〉β
(
C
|ξ |2b
∫
ξ1∈I
∞∫
−∞
dτ1
〈τ − τ1 −m(ξ2)〉2b dξ1 +C
∞∫
−∞
dz1
ξ2〈z1 − σ 〉2b
) 1
2
 C |ξ |
β
(
C
2b |I | +
C
2
) 1
2
C |ξ |
β
(
1
2b+1 +
1
2
) 1
2
 C |ξ |
β
(
1
2
) 1
2 = C
β
 C.〈σ 〉 |ξ | ξ 〈σ 〉 |ξ | ξ 〈σ 〉 ξ 〈σ 〉
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set of values of ξ1 in which | dz1dξ1 | has an appropriate lower bound.
Case 3.1. Suppose that | 12 − u| < 32 . Let A be as in (2.22) and I := {ξ1: 12  A 32 }. As it was
seen in the estimation of L2(λ), I is the union of four intervals whose length is of the order of 1ξ .
If I1 := {ξ1: | 12 − u| < 1ξ3/2 }, then |I1| ∼ 1ξ1/2 , and if J := I ∪ I1, then |J | Cξ1/2 and for ξ1 /∈ J ,
it follows from (2.21) that | dz1
dξ1
| Cξ1/2. Then, as in case 3.1 in the proof of Lemma 1.1,
L3(λ)C
|ξ |1+r
〈σ 〉β
( ∫
{ξ1: |z1|3|σ |, ξ1 /∈J }
dξ1
〈z1 − σ 〉2b + |J |
) 1
2
 C.
Case 3.2. Suppose that | 12 − u| 32 . If ξ1 is such that | 12 − u| 32 , then, from the definition of A
it may be seen that A< 12 , and therefore∣∣∣∣dz1dξ1
∣∣∣∣= 6ξ2∣∣∣∣12 − u
∣∣∣∣|1 −A| Cξ2∣∣∣∣12 − u
∣∣∣∣ Cξ2|u| C|ξ ||ξ1|,
and we proceed as in case 3.2 in the proof of Lemma 1.1 to prove that L3(λ) C.
Estimation of L4(λ). Proceeding as we did for the estimation of L4(λ) in the proof of
Lemma 1.1, it can be proved that
〈ξ1〉2r 〈ξ2〉2r
〈ξ 〉2r  C
〈 |σ |
ξ2
〉2r
.
Considering again the change of variable z1 = φ(ξ1), we will determine a set of values of ξ1
in which | dz1
dξ1
| has an appropriate lower bound. Since |ξ |3 > 16|σ |, we can prove, as we did in
the estimation of L4(λ) in Lemma 1.1, that | 12 − u|  14 . Let A be defined as in (2.22) and let
I := {ξ1: |z1| 3|σ |, |1 −A| 1ξ1/2 }. If ξ1 /∈ I ,∣∣∣∣dz1dξ1
∣∣∣∣ Cξ2 1ξ1/2 = Cξ 32 . (2.25)
To estimate the measure of the set I we find the values of ξ1 for which |1 − A| = 1ξ1/2 . For this,
we solve for u = ξ1
ξ
the four equations
√
3 ξ2
(
u− u2)= ±(1 ± 1
ξ1/2
)− 12
.
The eight solutions are
u = ξ1
ξ
= 1
2
±
√√√√1
4
± 1√
3ξ2(1 ± 1
ξ1/2
)1/2
. (2.26)
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i=1(r2i−1, r2i ). Taking into account that the expressions for r2i−1 and r2i in (2.26) differ only
in the sign of 1
ξ1/2
, then, the difference r2i − r2i−1 can be easily computed from (2.26) and is
such that |r2i − r2i−1| Cξ3/2 . Therefore, |I | Cξ3/2 . In this manner, taking into account calculus
inequality (2.1), the change of variable z1 = φ(ξ1), and inequality (2.25), it follows from (2.7)
that
L4(λ) C
|ξ |
〈σ 〉β
〈 |σ |
ξ2
〉r( ∫
{ξ1: |z1|3|σ |, ξ1 /∈I }
dξ1
〈z1 − σ 〉2b + |I |
) 1
2
 C |ξ |〈σ 〉β
〈 |σ |
ξ2
〉r( 3|σ |∫
−3|σ |
dz1
ξ3/2〈z1 − σ 〉2b +
1
|ξ |3/2
) 1
2
 C|ξ |〈σ 〉β |ξ |3/4 +
C|ξ |
〈σ 〉β
|σ |r
ξ2r
1
|ξ |3/4 
C|ξ |1/4
〈σ 〉β +
C|ξ |1/4|σ |r
〈σ 〉βξ2r .
Using the same arguments considered to obtain (2.24), we guarantee the existence of a constant
C > 0 such that C|ξ | |z1| 3|σ |, and therefore
L4(λ) C + C|ξ |
1/4|σ |r
〈σ 〉βξ2r .
If 0 r < 18 , then
L4(λ)C + C|σ |
1/4−2r |σ |r
〈σ 〉β C,
since 14 − r  β . If 18 < r , then, taking into account that |ξ |3  16|σ |, we have that
L4(λ) C + C|σ |
r
〈σ 〉β |σ |2r/3−1/12 = C +
C|σ |r/3+1/12
〈σ 〉β  C,
since r3 + 112 < β .
Estimation of L∗5(λ1). In this case we use the change of variable z = ψ(ξ) = σ1 + σ2 − σ .
Clearly |z|  3|σ1|. Without loss of generality we can suppose that ξ1 > 0. According to the
definition of z, if we set v := ξ
ξ1
, then
z = 3ξ31 v(1 − v)−
1
ξ1
[
1 − 1
v(1 − v)
]
≡ ψ(ξ) and (2.27)
dz
dξ
= 6ξ21
(
1
2
− v
)[
1 − 1
3ξ4(v − v2)2
]
. (2.28)1
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ψ(ξ¯) = −3|σ1|. Since ψ(ξ) < 3ξ31 v(1 − v) for ξ < 0, if ξ∗ < 0 is such that
3ξ31 v
∗(1 − v∗) = −3|σ1|, (2.29)
where v∗ := ξ∗
ξ1
, then, |ξ¯ | < |ξ∗|. But from (2.29) it is clear that |ξ∗|  |σ1|1/2|ξ1|1/2 . Consequently,
|ξ¯ | |σ1|1/2|ξ1|1/2 . On the other hand, from the definition of Ω5, it is clear that |ξ1|
|σ1|1/2
|ξ1|1/2 . Therefore,
when |z|  3|σ1|, we have that |ξ |, |ξ1|, |ξ2|  C |σ1|1/2|ξ1|1/2 . Thus, as in the estimation of L
∗
5(λ1) in
the proof of Lemma 1.1:
L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
ξ
1/2
1
( ∫
B5
dξ
〈z − σ1〉2β
) 1
2
,
where B5 := {ξ : |z| 3|σ1|}. Let us consider the change of variable z = ψ(ξ) and determine a
set of values of ξ in which | dz
dξ
| has an adequate lower bound. Let A∗ := 13ξ41 (v−v2)2 and I
∗ :=
{ξ : ξ ∈ B5, |1 −A∗| < 12 }. From the definition of A∗ we can see that I ∗ is contained in the union
of four intervals having length of the order of 1
ξ1
. Therefore |I ∗|  C
ξ1
. If I ∗1 := {ξ : | 12 − v| <
〈σ1〉α
ξ
3/2
1
}, for an adequate exponent α to be determined later, then |I ∗1 |  C 〈σ1〉
α
ξ
1/2
1
, and if J ∗ :=
I ∗ ∪ I ∗1 , then |J ∗|C( 〈σ1〉
α
ξ
1/2
1
+ 1
ξ1
). We observe that if ξ /∈ J ∗, then, from (2.28) we have that
∣∣∣∣ dzdξ
∣∣∣∣ Cξ21 〈σ1〉α
ξ
3/2
1
= Cξ
1
2
1 〈σ1〉α.
In this way, using the change of variable z = ψ(ξ) in B5 − J ∗, we have that
L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
|ξ1|1/2
( 3|σ1|∫
−3|σ1|
dz
ξ
1/2
1 〈σ1〉α〈z − σ1〉2β
+ |J ∗|
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
|ξ1|1/2
(
1
ξ
1/2
1 〈σ1〉α
〈σ1〉1−2β + 〈σ1〉
α
ξ
1/2
1
+ 1
ξ1
) 1
2
.
Taking α such that 1 − 2β − α = α, that is α := 12 − β , it follows that
L∗5(λ1) C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
|ξ1|1/2
(
1
ξ1
+ 〈σ1〉
1/2−β
ξ
1/2
1
) 1
2
 C 〈ξ1〉
r
〈σ1〉b
|σ1|1/2
|ξ1| +C
〈ξ1〉r
〈σ1〉b
|σ1|1/2
|ξ1|3/4 〈σ1〉
1
4 − β2
 C +C 〈σ1〉
3/4−β/2
〈σ1〉b C,
since b − 3 + β = b − 1 − 1 [ 1 − β] 0.4 2 2 2 2
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mation of L∗5(λ1). From the definition of L∗6(λ1) in (2.8), since |σ1| |σ | and β < b it follows
that
L∗6(λ1)
〈ξ1〉r
〈σ1〉β
( ∫
{λ: (λ,λ1)∈Ω6}
|ξ |2〈ξ2〉2r
〈ξ 〉2r 〈σ 〉2b〈σ2〉2b dλ
) 1
2
.
As in the estimation of L4(λ) in the proof of Lemma 1.1 it can be proved that if v < 12 , then
|ξ | C |σ1|
ξ21
and |ξ2|C|ξ1|, and that if v  12 , then |ξ | C|ξ1| and |ξ2| C |σ1|ξ21 . In this manner,
if v < 12 , then
|ξ |2〈ξ2〉2r
〈ξ 〉2r  |ξ |
2−2r 〈ξ2〉2r  C|ξ |2−2r |ξ1|2r C |σ1|
2−2r
|ξ1|4−4r |ξ1|
2r  C |σ1|
2−2r
|ξ1|4−6r ,
and if v > 12 , then
|ξ |2〈ξ2〉2r
〈ξ 〉2r  |ξ |
2−2r 〈ξ2〉2r  C|ξ1|2−2r
〈 |σ1|
ξ21
〉2r
 C|ξ1|2−2r +C|ξ1|2−2r |σ1|
2r
|ξ1|4r = C|ξ1|
2−2r +C |σ1|
2r
|ξ1|6r−2 .
Thus, using the calculus inequality (2.1):
L∗6(λ1) C
〈ξ1〉r
〈σ1〉β
( |σ1|1−r
|ξ1|2−3r + |ξ1|
1−r + |σ1|
r
|ξ1|3r−1
)( ∫
{ξ : |z|3|σ1|}
dξ
〈z − σ1〉2b
) 1
2
.
Proceeding as we did for the estimation of L4(λ) we can see that the integral in the former
expression is bounded by C
ξ
3/2
1
. Therefore
L∗6(λ1) C
〈ξ1〉r
〈σ1〉β
( |σ1|1−r
|ξ1|2−3r + |ξ1|
1−r + |σ1|
r
|ξ1|3r−1
)
1
|ξ1|3/4
 C |σ1|
1−r
〈σ1〉β |ξ1|11/4−4r +C
|ξ1|1/4
〈σ1〉β +C
|σ1|r
〈σ1〉β |ξ1|2r−1/4 =: I + II + III.
Using the arguments considered to obtain (2.24), we have the existence of a constant C > 0 such
that
C|ξ1| |z| 3|σ1|. (2.30)
Let us estimate I . If 0 r  1116 , then
I C |σ1|
1−r
β 11/12−(4/3)r  C
|σ1|1/12+(1/3)r
β
 C,〈σ1〉 |σ1| 〈σ1〉
P. Isaza, J. Mejía / J. Differential Equations 230 (2006) 661–681 681since 112 + 13 r  β . If 1116 < r < 34 , then, using (2.30) we have that
I  C |σ1|
1−r
〈σ1〉β |σ1|
4r− 114  C,
since 3r − 74 − β = ( 12 − β) − 3( 34 − r) < 0. From (2.30) it is clear that II  C. To estimate III
we observe that if r  18 , then
III  C |σ1|
r
〈σ1〉β
1
|σ1|(2/3)r−1/12 = C
|σ1|r/3+1/12
〈σ1〉β  C,
and, if r < 18 , then it follows easily from (2.30) that III C. Consequently L∗6(λ1) C.
Bearing in mind the estimates obtained for L1(λ), . . . ,L4(λ),L∗5(λ1), and L∗6(λ1), we have
that J  C‖f ‖‖g‖‖h‖, which concludes the proof of Lemma 1.2.
3. Proof of Theorem I
Let s and b be as in the hypothesis of the theorem, u0 ∈ Hs , and T ∈ (0,1]. For v ∈ Xsb we
define Φ(v) by
Φ(v) = ψ(·t )W(·t )u0 +GT
(
∂xv
2).
From estimates (1.3) and (1.5) and Lemmas 1.1 and 1.2, it follows that for certain positive con-
stants C and δ, independent of v and T ,∥∥Φ(v)∥∥
sb
C‖u0‖s +CT δ‖v‖2sb. (3.1)
From (3.1), we have that the operator Φ maps Xsb into itself. If we chose T ∈ (0,1] such
that T δ = 18C2(‖u0‖s+1) , then from (3.1) it follows that Φ is a contraction from the closed ball
B(0;2C‖u0‖s) of Xsb into itself. Therefore, if v is the unique fixed point of Φ in this ball, then
u := v|[−T ,T ] ∈ Xsb[−T ,T ] is a solution in the interval [−T ,T ] of the IVP (1.1) with initial
datum u0. The proof of the uniqueness is standard and we omit it.
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