This paper develops fourth order discretizations to the two-point boundary value problem y(2kt)=f(t,y(t),y(1\t)), o^0) -"o^(1)(°) = 60' al ?W + "l^1^1) = 5 1-These discretizations have the desirable properties that they are tridiagonal and of "positive type".
1. Introduction. In this paper we consider discretization techniques for the nonlinear two-point boundary value problem (a) y^\t)=fit,y{t),y^\t)), (b) aoy(0)-ß0y^\0) = do, a17(l)+íí1/1)(l) = 51, where /: / x R2 -*■ R2 and / = [-e, 1 + e ], for some e > 0. Here ^(fc)(i) represents the fcth derivative. We also assume (1.2) a0+ai>°> oio,ß0,al,ß1>0, a0 + ß0 > 0, a, + ^ > 0.
In particular, we shall derive for the first time, direct finite-difference analogues of (1.1) which have the following two key properties. First, they will have solutions which approximate the solution to (1.1) with order h4 globally over the mesh points of a uniform mesh of width h; and second, when applied to the linear problem (1.3) /*>(,) + p{t)y^\t) + q(t)y(t) = r{t) with condition (1.1b), the linear system of equations resulting will be both tridiagonal and of "positive type" (as will the Jacobian matrix of (1.1)). Thus, we will have a method that will yield a high order solution and be easy to analyze. The method will have the same number of matrix operations as solving (1.1) to order h2; however, there will be more functional evaluations.
in the theory and application of positive type finite-difference methods to two-point boundary value problems. We shall show, for problem (1.1) , that the methods in this paper are competitive and useful.
The classical finite-difference algorithms for (1.1) are tridiagonal and of positive type, but converge only of order h2 (see e.g. Keller [6] , or Aziz and Hubbard [2] for the linear case). These algorithms combined with Richardson extrapolation (when applicable) do give an order h4 method, however, an indirect one. A comparison between this method and our direct order h4 algorithm will be given in Section 4. Collocation techniques have also been applied to (1.1) to give fourth order methods (see e.g. Daniel and Swartz [4] or Russell and Shampine [10] ). Depending on the basis used for the splines in this technique, the resulting matrix problem may be anywhere from an effective bandwidth of five, to a matrix problem requiring 0{h~2) operations to solve the linear system. A more serious difficulty with these methods is that, at least for some basis that give "small" bandwidth, terms of 0(h~l) can appear on the subdiagonal with terms of 0(1) on the diagonal; this can give stability problems due to roundoff error and partial pivoting may be necessary (see [4, pp. 18-22] ). Since our algorithm is of positive type, it is diagonally dominant and this difficulty cannot occur.
In Pereyra [9] , it is suggested that difference corrections could be applied to the 0(h2) analogue of (1.1) to obtain an 0{h4) solution. This has not yet been done or rigorously justified, so it is not clear how the two methods compare. However, based on some other results in [9] , it appears that Pereyra's method might well be the best way to obtain high order solutions of (1.1). Shoosmith [11] suggests replacing all derivatives in (1.1) by their fourth order finite-difference analogues. This yields a five diagonal matrix, which is not of positive type (but possibly is monotone). The local truncation error of this method is order h4, but no global truncation error estimates or stability results are given when the boundary conditions contain the first derivative.
We note that we make no attempt to derive conditions for the existence and uniqueness of solutions to (1.1), being concerned here only with the numerical analysts problem of determining the conditions under which a given numerical method will converge and its order of convergence. Hence we assume that at least one solution to (1.1) exists, and let y denote any such solution.
In Section 2 we will consider the local truncation error of the method. Since all the proofs in that section are simple in idea, based on Taylor series and algebraic manipulation, but somewhat lengthy because of the details involved, we shall omit most of them. In Section 3 we obtain our global error estimate and stability result, while in Section 4 we consider some numerical experience and computational details about the method.
Extensions to partial differential equations of the idea of obtaining high order finite-difference approximations to a complicated operator that have the same matrix structure as the approximation to some simpler operator are possible. For one application of this idea see Stepleman [12] .
2. The Method and Local Truncation Error. We shall consider two slightly different discretizations. The one with the fewer function evaluations will require stronger hypothesis on / to be of fourth order. Thus, which should be used in a given situation will depend on / Let h = 1/7V, N some integer, thn -(n -\)h, n ~ 0, . . . , N + 2 and n = 3/2, N + Vi. Define ynn = y(thn) and y^ = y(k)(thn). Consider first the approximation at the boundary. If the global discretization error is to be fourth order, we will need an approximation to y^l\0) and j(1)(l) of that order. Set (2-1) y2n,t = (^>i+m-^,/-«V2mA.
A standard technique is to use y'£ ¡ to approximate .y(1)(0). However, (2.2) y'^ =y(*\0) + -/3)(0) + 0(h4) ' 6 so that this discretization is only 0{h2). If we had an approximation to ,y*3*(0) that was also 0(h2), we could then use (2.2) in the obvious way to get an 0{h4) discretiza-
. This is what we want to do, recalling, however, that we have an added constraint that the resulting discretization gives rise to a tridiagonal matrix problem.
We now introduce some notation. Set 
Since these discretizations are only order h2, we will need to improve them before we use them. We introduce some new discretizations to this end. Set: )/2mh.
Here 0p d2 ei x R2 and 6U = 62i + 0(h), i = 1, 2, 3. That the first bracket is order h2 follows from the differentiability of y, that the second is follows from (2.7) and that the third is follows from (2.7) and the Lipschitz continuity of/.. The result (2.12) follows from (2.11) and (2.7), while the last conclusion follows from (2.6) and a very similar argument.
We would like to approximate j>(3)(0) = (/¿2 -f~0)/2h.
However, since this directly involvesyh0,yhl, and^ft2, it will not give a triangular matrix approximation. We would like an order h2 approximation that does not involve yh0. What we will do is to use (2.3) and interpolate a point midway between thl and tn2. Thus, to approximate y(3\Q) we use the expression fp+ Vh However, this contains the nonmeshpoint yh 3,2. We substitute yh 3,2 for this point whenever it appears. Thus, we approximate
where the * denotes the substitution of yh 3/2 for yh 3j2. In a similar manner, we Because of the first term on the right in (2.13) these discretizations still contain the point yh0 or yn N+2, respectively. However, these will disappear when we combine them with the interior discretization, which we now consider.
At the points thn, N = 1, . . . , A' + 1, we would like to approximate the differential equation to order h4. The standard discretization for the second derivative satisfies <2-14) ySS -OVi+i -2y" +^./-i)/*a -ïjfJ*4*'«)+ °i*4)-Thus, if we can approximate .V^(fÄf) to order h2 using only yA , +i,yni, and jft ,_, we will have what we want. Since and thus, || w|L < 3kh\\w|L + (2C + A2|| VIL)A4.
The conclusion now follows.
The following corollary provides both a global error estimate and stability result. Here FQ and /r1 satisfy |F0| <À'0max(k/l2|, \ehl\), |F,| </^1max(|^jv|, |eÄ>JV+1|)
with AT0, /l j constant independent of A.
After eliminating (when necessary) eh0 and eh N+2, we can now apply the last theorem and obtain the desired result using (1.2) and Theorem 2.5.
In an exactly analogous manner the next corollary follows.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. The system (3.9) is equivalent to the system w = h2AjilfN+h2Ajiib.
Then, proceeding exactly as in Theorem 3.2 using Lemma 3.1, we can conclude that as long as A is sufficiently small ¿2llVlLII*IL where K * is independent of h. Thus, the sphere S = {w\ \\ wW^ < T) is mapped into itself; and the conclusion follows by the Brouwer fixed point theorem.
Since by the Mean Value Theorem, our discrete problems are equivalent to /lJvM=A2F(0) + A2F + A2o, where [F(0)]i =/(*",-, 0, 0), Ô = ( §0> 0,. . . , 0, S,)T and F is given analogously to that in Corollary 3.3, the last theorem applies.
Using the results we have obtained here, it is not difficult to follow standard techniques to show that under slightly strengthened hypothesis Newton's Method converges to the solution of our discrete systems. For more on this see Henrici [5] , Keller [6] or Lees [8] .
4. Numerical consideration. In this section we will consider the method applied to problem (1.1) when the first derivative appears in both the differential equation
and the boundary condition. (If, for example, no first derivative appears at all, then the algorithm reduces to the well-known Numerov method; see Lees [8] .) From Table 4 .1 it appears that the superiority of (1) or (2) on the basis of work done depends on the relative cost of multiplication versus the particular functional evaluation. The comparison between (1) and (3) is even more complex. At least two things must be considered, both dependent on the basis chosen for the space of splines. We must be aware not only of the bandwidth that the choice gives, but of its stability properties. As was pointed out in Section 1, some methods that give small bandwidth allow large subdiagonal elements relative to the diagonal elements, leaving the possibility of instability due to roundoff error. This, of course, can be corrected by pivoting in the linear system. It remains an open question whether this is often needed; however, it is clear that the small bandwidth methods, which appear to need less work than our algorithm, must be used with some care.
Since we could not find any problems in the literature for collocation when the boundary conditions contain derivatives, we will not consider these any further. However, based on some comparisons given in [10] , for the no derivative case, it seems reasonable to expect collocation to give errors of about the same magnitude as our method.
In the following table, which describes some of the numerical experiments per- The solutions of (A) and (C) are y(x) = ex, while (B) has the solution y(x) = log(l/(l +x)). Second, that for the same number of points (but more work) you get much better answers than the classical order A2 algorithm. Finally, that the answers in these particular cases seem to be somewhat less accurate than the 0(h2) algorithm plus Richardson extrapolation. In Table 4 .2 the notation, say, . 13(-4) means .13 x 10-4. 
