Abstract A computer-aided multivariate water quality index is developed based on partial least squares (PLS) regression. The index is termed as the partial least squares water quality index (PLS-WQI). Briefly, a training set was computationally generated based on the guideline of National Water Quality Standards for Malaysia (NWQS) to predict the water quality. The index is benchmarked with the wellestablished index developed by the Department of Environment, Malaysia (DOE-WQI). The PLS-WQI is a continuous variable with the value closer to I indicating good water quality and closer to V indicating poor water quality. Unlike other conventional indexing methods, the algorithm calculates the index in a multivariate manner. The algorithm allows rapid processing of a large dataset without tedious calculation; it can be an efficient tool for spatial and temporal routine monitoring of water quality. Although the algorithm is designed based on the guideline of NWQS, it can be easily adapted to accommodate other guidelines. The algorithm was evaluated and demonstrated on the simulated and real datasets. Results indicate that the algorithm is robust and reliable. Based on six parameters, the overall ratings derived are inversely correlated to DOE-WQI. When the number of parameter is increased, the overall ratings appear to provide better insights into the water quality.
Introduction
Assessment of river water quality is essentially a routine monitoring activity for many environmental protection agencies. The water quality measurements are often mathematically processed to attain a single score indicating the overall water quality status. To date, numerous water quality indices have been developed; this includes the National Sanitation Foundation Water Quality Index (NSFWQI), Bhargava method, Smith's index, British Columbia Water Quality Index (BCWQI), Overall Index of Pollution (OIP), the River Ganga Index, etc. (Poonam et al. 2013) . These indexing methods primarily convert the water quality measurements according to various principles, i.e. weighted average methods, weighted geometric means, minimum operator and hybrid methods, where the transformed values are aggregated to obtain an overall rating (Brown et al. 1970; Ball et al. 1980; House and Ellis 1987; Štambuk-Giljanovi'c 1999; Pesce and Wunderlin 2000; Jonnalagadda and Mhere 2001; Dinius 1987; Smith 1990; Dojlido et al. 1994; Swamee and Tyagi 2000) .
Besides transformation and weighting methods, indicator selection is another important factor distinguishing various indices. For example, the River Pollution Index (RPI) commonly used in Taiwan takes into account four variables, namely biochemical oxygen demand (BOD), dissolved oxygen (DO), total suspended solids (TSS) and ammoniacal nitrogen , where the measurements are translated into sub-indices and averaged to yield a score that categorises water into four pollution states (non-polluted, slightly, moderately and severely polluted) (Liou et al. 2003) . The Oregon Water Quality Index (OWQI) on the other hand integrates eight parameters, four in addition to RPI including pH, chemical oxygen demand (COD), total phosphorus (TP) and faecal coliform count (FCC), producing a score between 10 and 100 (Cude 2001) . As highlighted by Tyagi et al. (2013) , the conventional indexing approaches generally suffer a common drawback-the single number derived often does not reflect the actual water quality as the number of parameters considered is limited. With the increasing processing power of computers, many multivariate analyses involving high-dimensional data and exhaustive calculations are developed for the extraction of maximal information. One of the applications is to improve the data analysis of water quality; Liou et al. (2004) employs principal component analysis (PCA) for water quality assessment taking into account 13 variables to provide more comprehensive information than the conventional RPI. Other multivariate approaches employed for water quality indexing include multivariate factorial analysis (Coletti et al. 2010 ) and cluster analysis (Wu and Kuo 2012) .
In Malaysia, there are two guidelines officially adopted for the assessment of river water quality: (1) the water quality index developed by the Department of Environment (DOE-WQI) and (2) the National Water Quality Standards for Malaysia (NWQS). Like other conventional methods, DOE-WQI converts the water quality data of pH, TSS, DO, BOD, COD and NH 3 -N into sub-indices that are subsequently summed into a score between 0 and 100. According to the index, a score of 0-20 is rated very polluted whilst 20-45, 45-75, 75-90 and 90-100 are improving in the order of polluted, average, good and excellent, respectively. The NWQS (Table 1) on the other hand registers water quality into five classes according to parameters to suggest the appropriate uses of water-class I: no treatment necessary, class II: require conventional treatment, class III: require extensive treatment, class IV: for irrigation and class V: none of the above (Department of Environment, 2010) . This guideline is easy to use and corresponds inversely to the DOE-WQI; a water sample is assigned to lower classes as its score of DOE-WQI increases. Despite its simplicity, the NWQS is limited as no calculation is formulated to derive a numerical scale describing the overall water quality.
In this paper, we report an algorithm that incorporates partial least squares (PLS) regression on the NWQS for indexing water quality, taking advantage of the computational power for processing of large training sets and rapid analysis. The algorithm primarily improves the application of NWQS offering an index of a continuous variable to describe the overall water quality in a multivariate manner where the indicators are processed in a matrix rather than individual variables. In addition, this approach provides greater flexibility where users can choose the combination of variables suitable for indexing the water quality. PLS regression has been widely employed for numerous applications including quality control (Xu et al. 2011) , pharmaceutical (Rudnitskaya et al. 2013 ) and water quality studies (Dahlén et al. 2000; Luo et al. 2009; Du Plessis et al. 2014) ; to the best of our understanding, no study has applied the algorithm for indexing water quality. The algorithm was demonstrated on a simulated dataset and two historical datasets, benchmarked with the wellestablished DOE-WQI. This index is termed as the partial least squares water quality index (PLS-WQI). Although the algorithm is designed according to the guideline of NWQS for Malaysia, it can be easily adapted to accommodate other guidelines.
Materials and methods

Water quality index
The DOE-WQI is derived based on six parameters: pH, BOD (mg/L), COD (mg/L), DO (% of saturation), NH 3 -N (mg/L) and TSS (mg/L). The measurements of these parameters are converted into sub-indices and summed to yield a score between 0 and 100 as follows 
Partial least squares
The PLS-WQI is designed based on PLS regression. PLS regression is a very powerful statistical method to predict the property of interest, c, from a set of analytical measurements, X. In this case, X refers to the water quality data (N×M) whilst c is the water quality index (N×1). For brevity, the algorithm of PLS 1 is described elsewhere (Wold et al. 2001; Brereton 2009) . Briefly, the model assumes a linear relationship between the predictors, X, and the response, c, where they can be decomposed into two models, X=T.P+E and c=T.q+f, with E and f indicating the noise. The product of T and P approximates the water quality data, whilst the product of T and q describes the water quality index. T is the score matrix common for both X and c, whilst P and q are the loading matrices. The non-iterative partial least squares (NIPALS) algorithm is used to derive the weight matrix, W, for X. As T=X.W, so c=X.W.q+f. The equation can then be rewritten as a multiple regression model of c=X.b+f where the regression coefficient b=W.q= W(P′W) −1 q′.
Partial least squares water quality index
To employ PLS regression for indexing water quality, a training set with known labels is required to build a model. The training set is generated using the uniformly distributed random number according to the guideline of NWQS as shown in Table 1 . Apparently, not all the criteria are stipulated explicitly in the guideline, for example, water containing NH 3 -N>2.7 mg/L is designated as in class V where the upper limit is undefined. The guideline is thus improved by delineating the lower and upper bound of water quality parameters for respective classes. The revised criteria are marked as b in Table 1 .
Given a training set, X train , of dimensions (N×M) where N is the number of samples and M is the parameters, the samples were assigned to classes according to NWQS yielding a vector, c train (N×1). The training data, X train , was standardised and the response, c train , was mean centred and subjected to PLS algorithm to calculate the scores and loading matrices of the optimum number of PLS component, k, determined based on bootstrapping. The unknown samples were then standardised with the mean and standard deviation of the training set, and the water quality indices were predicted using the multivariate regression equation.
For bootstrapping, the training samples were split into 200 bootstrap training and test sets. For each bootstrap training/test set, two thirds of the samples were assigned as the training samples and the remaining were the test samples. The training and test sets were preprocessed according to the aforementioned strategy and subjected to prediction with PLS components of m= 1…M. The prediction performance was evaluated based on the root mean squares error (RMSE) as follows where c is the index assigned, ĉ is the predicted index and N is the total number of samples. The component yielding a minimum RMSE is assigned as the optimum number of PLS component, k.
The algorithm was programmed in Matlab R2013a as an automated routine for the prediction of water quality index. The algorithm was first evaluated based on six parameters of DOE-WQI to examine its consistency and robustness. When the algorithm is initiated, users will be prompted to input the number of training samples required to construct the model for prediction. It is thus anticipated that changing the number of training samples could alter the prediction performance. To evaluate the influence of training samples, a test set of 100 samples (20 per class) was simulated and subjected to prediction with varying numbers of training samples between 50 and 25,000, increasing at an interval of 50 samples. The training set was represented by equal number of samples from five classes, and for the number of training samples considered, the prediction was repeated for 25 iterations to reduce the bias caused by a single training set. The prediction performance was calculated as the average RMSE. To evaluate the reliability of the algorithm, a total of 100 test sets (each with 100 samples) were simulated and predicted with a predefined training set of 7500 samples. The error obtained over 100 test sets should be reasonably consistent to confirm the reliability of the algorithm.
Simulated data
The water quality of 5000 samples (1000 sample per class) was simulated according to the guideline of NWQS. The parameters include pH, DO, BOD, COD, NH 3 -N and TSS. The water quality indices were predicted with PLS-WQI for 100 iterations to examine its reproducibility. Simultaneously, the samples were subjected to DOE-WQI for comparisons. Note that for DOE-WQI, DO is measured in % saturation. It is necessary to convert the measurements simulated in milligrammes per litre to percent saturation at a given temperature, presumably 25°C for the simulated data. The prediction was subsequently performed with increasing variables including turbidity, salinity, FCC and total coliform count (TCC).
Real dataset
Dataset 1
Dataset 1 is the water quality data collected in 2003 at Serin River (Ling et al. 2006) . Serin River is a freshwater stream upstream of Samarahan River where villagers use the river water for drinking, bathing and laundry (Ling et al. 2012) . The data contains water quality measurements including pH, DO, COD, BOD, TSS and NH 3 -N from four stations of the Serin River (R1 and R2) and its tributaries (T1 and T2). T1 and T2 are located at Bukah and Pam tributaries of the Serin River. R1 and R2 are located about 500 m downstream of Bukah River and Pam River, respectively. The Pam River received effluent from animal farms upstream (Ling et al. 2006 ). Blackwater at the village is treated using individual septic tank and the effluent is discharged into the river (Ling et al. 2012) . The data was subjected to indexing with DOE-WQI and PLS-WQI where the latter was computed for 100 iterations to demonstrate its reproducibility. Figure 1 illustrates a training set of 1250 samples (250 per class) where the water quality parameters including pH, TSS, BOD, COD, DO and NH 3 -N are computationally generated. Evidently, the water qualities are satisfactorily simulated according to NWQS, suggesting that the algorithm is functioning appropriately.
Results and discussion
Algorithm evaluation
When a test set of 100 samples is subjected to prediction with varying number of training samples, the quality of prediction is measured based on the average RMSE. A better prediction is indicated with lower RMSE. Figure 2a Fig. 1 The water quality of a computationally generated training set of 1250 samples 0.355 with the minimum error acquired with 9750 training samples. Statistically, no significant difference is deduced between the RMSEs of varying training number (p>0.05), indicating that the prediction performance is insignificantly affected by the number of training samples. The algorithm is further evaluated with 100 test sets consisting of 100 samples each to demonstrate its reliability. The RMSEs is likewise characterised by a small variation between 0.28 and 0.32 (Fig. 2b) .
Simulated data
A simulated data of 5000 samples characterised by six variables, namely pH, DO, BOD, COD, TSS and NH 3 -N, is computationally generated for indexing with DOE-WQI, NWQS and PLS-WQI. Note that for NWQS, the index is calculated as the average class of all variables. For example, if a sample is assigned to class 1 for its pH, class 2 for DO, BOD and COD and class 3 for TSS and NH 3 -N, the average class designated is 2.16 ((1+2+2+ 2+3+3)/6). In practical application, the guidelines of NWQS and DOE-WQI are different; however, their rating schemes have been matched to suggest common water quality classes as follows:
NWQS Class I Class II Class III Class IV Class V DOE-WQI >92.7 76.5-92.7 51.9-76.5 31.0-51.9 <31.0 Table 2 summarises the average index computed for the simulated samples from five classes (1000 samples per class). The DOE-WQIs of respective classes are well within the expected range, corresponding to average scores of 95.98, 82.96, 62.33, 38.22 and 12.6 . Likewise, the samples are predicted accordingly using PLS-WQI and average NWQS with the latter consistently indicating better water quality. This is because the samples are categorised discreetly into five classes according to parameters; therefore, the approach has a tendency of overestimating the water quality. As observed, all simulated samples of class V are assigned exclusively to class V without variations.
The simulated samples were subjected to prediction for 100 iterations to illustrate the reliability of the algorithm. Apparently, the predictions are reasonably reproducible with RMSEs fluctuating between 0.304 and 0.309. As anticipated, a positive correlation is established between PLS-WQI and average NWQS (r=0.97); on the contrary, an inverse correlation is identified with DOE-WQI (r = −0.99). The parameters considered are then increased progressively to include turbidity, salinity, conductivity, TCC and FCC. Figure 3 illustrates the prediction with increasing number of parameters; it is evidenced that the indices assigned are constantly in good agreement with the anticipated classes. benchmarked with the DOE-WQI. The water quality of dataset 1 is summarised in Table 3 . According to DOE-WQI, water qualities of the four stations are found to improve in the order of T2, T1, R2 and R1 where this observation is similarly concluded with the average NWQS and PLS-WQI. As experienced in the simulated data, the average NWQS tends to suggest better water quality than that of DOE-WQI and PLS-WQI. The samples were subjected to prediction with PLS-WQI for 100 iterations to confirm the consistency and reliability of the algorithm. Noticeably, the predicted indices fluctuate within ±0.02 over repeated prediction with different training sets.
Dataset 2
The water qualities of 34 samples from the Samarahan River were similarly subjected PLS-WQI and verified with DOE-WQI. Figure 4 shows the water qualities of the Samarahan River (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) indexed with DOE-WQI and PLS-WQI. According to DOE-WQI, the water qualities are indexed between 47 and 77, corresponding to classes III and IV based on NWQS. The water quality fluctuates erratically over years with plunges identified in Aug. 2001 , Aug. 2005 and Nov. 2008 , respectively. PLS-WQI on the other hand reveals water qualities ranging between 2.28 and 4.87 with a significant negative correlation with DOE-WQI (r = −0.662, p<0.05). For the aforementioned periods identified with deteriorated water quality, PLS-WQI attained an index of 3.37, 4.06 and 4.53, respectively. It is observed that a more distinguished variation is recorded with PLS-WQI between these periods. Generally, the indices computed with both approaches are in good agreement; nonetheless, there (Table 4) . Evidently, there is a hike in the index derived with PLS-WQI when COD (>class V) and TSS (class III) are taken into account. The increase however is responded with a relatively gentle decline using DOE-WQI due to the transformation and aggregation equations.
The prediction is then performed with increasing number of parameters to include turbidity, TCC and FCC. Figure 5 illustrates the PLS-WQI when the number of indicators is expanded.
Noticeably, there is a radical increase in the index after May 2005 when turbidity and TCC are included; at time, the water quality is categorised beyond class V. The abrupt elevation is not evidenced when only six parameters are considered, suggesting that additional variables are necessary to provide better insights into the actual water quality. Nevertheless, it is important to engage relevant variables as irrelevant indicator may underestimate the water quality. As experienced in this study, when conductivity is included, the overall ratings are seen to reduce (results not shown) due to the relatively low readings, <100 μmS/cm.
Conclusions
PLS-WQI is evidenced robust and reliable. The index values calculated is comparable to that attained with the well-established DOE-WQI. With additional variables, the index values obtained could better represent the actual water quality but it is crucial to ensure that the indicators selected are relevant. The index offers several advantageous features over the (1) The water quality measurements can be taken into account simultaneously. (2) The parameters can be mixed and matched according to sources of water and applications. (3) The algorithm can be employed on a large dataset without tedious calculation. (4) It can serve as an efficient tool for spatial and temporal monitoring of water quality. (5) Although the index is designed based on the National Water Quality Standards for Malaysia, it can be easily adapted to accommodate other guidelines.
