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ABSTRACT 
Researchers have found that students leam better and retain more if the students 
are engaged in activities that require thinking and processing information, rather than 
passive learning. With increasingly easy access to computers and with several notable 
statisticians calling for greater computer use in statistics courses, it makes sense for 
some of these activities to be computer based. Currently, several World Wide Web 
(WWW) sites provide Java simulations covering statistical topics, which may be used in 
statistics courses. The present smdy investigates whether WWW simulations lead to 
improved understanding of statistical concepts in comparison to hands-on activities and 
also what effect there is on student attitudes. Introductory statistics students were 
randomly assigned to either a hands-on lab group or a WWW computer simulation 
group and completed lab exercises on sampling distributions and confidence intervals. 
Data was obtained on the smdents' attimdes, performance on concepmal questions 
pertaining to the two topics, course performance, and GPA. The smdents were also 
surveyed as to their preferred method of completing lab exercises. 
Participants in the study were 127 introductory statistics smdents at Iowa State 
University, during the spring semester of 1999. A comparison of a computer simulation 
group and a hands-on activity group found no difference in the students' understanding of 
confidence intervals, understanding of sampling distributions, attitudes towards statistics, 
attitudes towards mathematics, or attitudes towards computers. One finding that was 
significant however was that students who were exposed to the use of both the hands-on 
activities and the World Wide Web computer simulations preferred the simulations. 
vi 
This study indicates that computer simulations are a viable alternative to hands-on 
activities in college level introductory courses. Instructors can use the simulations to add 
variety to their classrooms while teaching their students these statistical concepts. 
I 
CHAPTER 1. INTRODUCTION 
The purpose of this study is to examine an alternative to the use of hands-on activities 
in an introductory statistics laboratory. Specifically, this study will examine whether 
interactive World Wide Web (WWW) computer simulations are as effective as hands-on 
laboratory activities in teaching college-level introductory statistics students about the 
concepts of sampling distributions and confidence intervals. Also of interest is the effect the 
computer simulations and hands-on activities have on students' attitudes towards statistics 
and the types of activities that the students prefer. 
Background 
The number of statistics courses taught at the college level has steadily increased, as 
more undergraduate departments require their students to obtain at least a minimal 
understanding of statistics (Moore, 1997). Data is commonly used to make decisions and 
pass along information in both business and everyday life. Not a day passes without the 
results of surveys, observational studies, or experiments being published in newspapers or 
discussed on radio and television talk shows. Statistics are used in most facets of business as 
new products are tested, old ones are improved, and everything is test marketed. The student 
who leaves college with at least some knowledge of statistics is at an advantage in his/her 
career and in maneuvering around this data-busy world. 
The inclusion of statistics courses at the college level has been a relatively recent 
development in the long history of education. The first courses that included statistics were 
created in the late 1800's (Walker, 1929). Usually departments such as economics or 
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psychology offered these courses, not mathematics, which is commonly the department that 
offers statistics courses today. In 1898, the department of mathematics at the University of 
Illinois became the first mathematics department to offer a statistics course (Walker, 1929). 
In 1925 the American Statistical Association found that 84 of 125 colleges surveyed (about 
67%) offered statistics courses (Walker, 1929). Currently, according to the American 
Statistical Association's website (http://www.amstat.org/education/schools/index.htmI), at 
least 200 colleges and universities currently offer at least a Bachelor's degree in statistics. 
Almost all schools offer at a minimum one introductory probability and statistics course. 
Throughout the years, statistics at the college level has usually been taught in a 
traditional fashion. That is, an instructor stands in firont of the blackboard or the overhead 
projector and lectures to the students while the students record notes. This is the method by 
which most current instructors learned statistics, so that is how they teach. However, the field 
of education has found that methods other than the traditional way of teaching are more in 
line with how students leam. Traditional methods of teaching are grounded in behaviorism. 
Newer methods of teaching are based on the constructivist theory of learning, which is 
founded on the work of Piaget, Vygotsky, and Dewey. Researchers from many disciplines 
have examined the benefits of teaching methods based on constructivism versus traditional 
methods. With respect to the field of statistics education, there is little research pertaining to 
teaching methods. However, a few studies exist, such as one by Paas (1992), that have foimd 
the traditional methods of teaching statistics do not result in as much of a learning gain as the 
newer teaching methods. 
J 
Several researchers have generated explanations of why traditional methods do not 
work as well in teaching statistics. One hypothesis is that lectures contribute to a high level 
of anxiety, fear, and hostility (Bessant, 1992). When traditional methods are used, students 
have a very passive role in learning and feel helpless when confronted with a subject that 
many of them see as intimidating. In addition, traditional methods tend to concentrate on 
knowledge and skills, which is different from understanding the material (Snee, 1993). 
Memorizing formulas and carrying out computations do not guarantee that a student will 
know what to do when they encounter a statistical problem in the real world. "Students have 
learned how to do numerical computations at the expense of learning how to think and solve 
problems" (Kulm 1990, p. 71). Students need a learning situation where they leam to think 
for themselves and where they experience statistics, not mimic statistics. In traditional 
learning, the facts and procedures are divorced from intuition and knowledge of other 
subjects, so students can usually not solve problems that are presented in unfamiliar ways 
(Geisbrecht, 1996). Researchers have found that outside of the traditional statistics course, 
students tend not to apply what they have learned. Instead students use personal algorithms 
that are often based on misconceptions (Deny, Levin, & Schauble, 1995). Often, students 
ignore what they leam in their statistics course and fall back into the thought patterns they 
held prior to the course. The students were able to maintain these thought pattems in spite of 
the course. All these factors have provided an impetus for change in how statistics is taught. 
Current Call for Change in Teaching Statistics 
Lately there is a reform movement calling for change in the teaching methods and 
content of introductory statistics courses (Moore, 1997). Suggested changes in content 
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include a focus on the understanding of concepts rather than formulae (Amey, 1979; Moore, 
1992, 1997), and a greater emphasis on data analysis and inference rather than on probability 
theory (Moore, 1992; 1997). According to Cobb (1992), introductory statistics courses 
should emphasize statistical thinking, include more data and concepts, and have less theory 
and fewer recipes. Another suggestion is that introductory statistics courses should spend 
more time on graphical techniques, the scientific method, and design of experiments and less 
time on hypothesis testing (inference) (Hogg, 1992), which occupies large portions of current 
introductory texts (see for example Moore, 1996). There should be more work using real data 
in introductory statistics courses, possibly through the use of data analysis projects where 
students go through the whole process of collecting and analyzing a set of data (Hogg, 1992). 
Along with these content suggestions, simulation is mentioned as a tool that should be used 
more often in introductory statistics courses (Hogg, 1992). The suggestions extend also to the 
overarching goals of the courses. ScheafFer (1990) believes that the emphasis of statistics 
courses should be on building intuition. Other proposed goals include that the students attain 
higher order thinking skills, problem solving skills, and flexibility in applying skills to 
unfamiliar settings (Moore, 1997). 
There are many suggestions about what should be included in introductory statistics 
courses, what they should accomplish, and what teaching methods should be used. Virtually 
all of the suggestions involve a more active role for the student, following the lines of the 
constructivist theory of learning. Some researchers have found that students leam better and 
retain more if the students are engaged in activities that require thinking and processing 
information, rather than passive learning (Keeler & Steinhorst, 1995). The best types of 
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activities involve exploration (Piaget, 1974/1980), and should be authentic (Deny, Levin, & 
Schauble, 1995). Authentic activities simulate real-life. Authentic activities are not 
comprised of made-up or manipulated data, but include actual data collected in a real-life 
setting. According to Geisbrecht (1996), this explorative type of learning leads to a better 
organization of concepts into easily accessible knowledge structures. By being more involved 
with learning, students make more connections between what is known from before and what 
is learned in a new situation; therefore the students gain more useful knowledge. One 
warning though, is that the same types of activities should not be used over and over, rather a 
variety of activities are needed (National Research Council, 1991). Otherwise the students 
become bored with the activities, and no longer actively leam from them. 
Contribution of this Study 
This study will contribute to the ongoing changes in statistics education by examining 
WWW computer simulations as an alternative to the use of hands-on activities in laboratory 
exercises. Since computers are becoming very accessible in college and university 
classrooms, these types of simulations are becoming a viable alternative for statistics 
instructors to use, provided that the simulations result in at least the same amount of learning 
as the hands-on activities. Whether the students prefer the computer simulations to hands-on 
activities is also of interest. An activity that the students prefer may hold their attention more 
and help them leam. This study will also contribute to the body of research in statistics 
education, which is sparse and tends to be anecdotal rather than empirical. 
6 
Research Questions 
One of several changes that have been suggested need to be made to the statistics 
curriculum is for more time to be spent on learning concepts (Amey, 1979; Cobb, 1992; 
Moore, 1992, 1997). A second suggested change is to include more and varied activities in 
the classroom (National Council of Teachers of Mathematics, 1989). Therefore this study 
will explore whether students leam statistical concepts equally well when exposed to either 
computer simulations or hands-on activities. The concepts that will be used in this study 
pertain to confidence intervals and sampling distributions. These concepts are ones that 
students traditionally have had a difficult time with in introductory statistics courses. The 
reason students have trouble with these concepts is that the concepts are based on probability 
and probability is difficult for students to leam (Moore, 1997). 
As there may be a relationship between learning and attitudes (Barkley, 1996; Dweck, 
1986; Feinberg & Halperin, 1978; Gal & Ginsberg, 1994; Roberts & Saxe, 1982; 
Shaughnessy, 1992), an examination of any differences in attitudes resulting from the use of 
the computer simulations and hands-on activities will also be of value. Lastly, the students' 
preferences for the different types of activities may be important, if the computer simulations 
and the hands-on activities are found not to be different on the other measures. 
Based on the preceding discussion, the research questions for this study are: 
1. Do students who use the WWW computer simulations perform better when 
answering concept oriented questions dealing with confidence intervals than 
students who complete non-computer activity based labs? 
Do students who use the WWW computer simulations perform better when 
answering concept oriented questions dealing with sampling distributions than 
students who complete non-computer activity based labs? 
Do students who use the computer simulations have different attitudes towards 
statistics and computers than students who complete non-computer activity-based 
labs? 
Do students who complete the computer simulations and also have exposure to 
hands-on activities prefer one method over the other? 
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CHAPTER 2. LITERATURE REVIEW 
This literature review is an examination of research covering the major topics of 
conceptual knowledge, attitudes, teaching methods, the use of activities, and computer 
simulations. The review discusses how the studies that have already been done in these areas 
impact this particular project. Where possible, research specific to the area of statistics 
education is presented, however there is often a scant amount of research available in that 
area. In some cases either general educational research or mathematics education research 
will be discussed instead. 
Conceptual BCnowledge 
According to Hiebert and Lefevre (1986), concepmal knowledge is "... knowledge 
that is rich in relationships. It can be thought of as a cormected web of knowledge, a network 
in which the linking relationships are as prominent as the discrete pieces of information" 
(p.3). Conceptual knowledge is different from procedural knowledge, which is comprised of 
steps that are followed in a set sequence in order to accomplish a task. Procedural knowledge 
may be learned by memorization, however conceptual knowledge may not, as it is a more 
complex and deeper learning of the material. Both are important types of knowledge for 
students to have, and by connecting conceptual and procedural knowledge, learning is made 
easier and more meaningful. Hiebert and Lefevre (1986) argue that building relationships 
between conceptual and procedural knowledge will lead to increased memory of the 
procedures and also lead to more correct utilization of the procedures. Kulm (1994) agrees, 
saying, "... without a sound understanding of concepts, skills may be used mechanically 
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and easily forgotten" (p. 18). Therefore the objective of education is to develop connections 
between concepts and procedural knowledge (Kulm, 1994). 
The connection between conceptual and procedural knowledge is an area that has not 
been a focus of statistics education, until recently. In the past, college statistics courses have 
concentrated on memorizing and using formulas. According to Garfield and Ahlgren (1988), 
"... a large proportion of university students in introductory statistics courses do not 
understand many of the [statistics] concepts they are studying" (p. 46). Instructors have 
encouraged the concentration on procedural knowledge through their use of traditional 
teaching methods. As more attention is focused on how statistics is taught, there is a call for 
more time to be spent on learning the concepts (Amey, 1979; Cobb, 1992; Moore, 1992, 
1997). Because of the importance of conceptual learning, this study will examine the 
conceptual knowledge, rather than the procedural knowledge, the students gain firom lab 
experiences designed according to constructivism. 
Misconceptions 
One facet of conceptual knowledge that the statistics education community has 
studied is misconceptions of students, or why students have incorrect understandings of 
concepts. In their review of the literature, Garfield and Ahlgren (1988) determined that 
misconceptions about the meanings of statistical concepts are widespread and difficult to 
change. In particular Cai and Moyer (1995) found that misconceptions about the mean are 
not due to the lack of a procedure for obtaining the mean, but are rather due to a lack of 
understanding, in both college and pre-college students. Most of the research into 
misconceptions has focused on students' lack of understanding of probability concepts than 
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on other areas of statistics (Garfield & AMgren, 1988). For example, students tend not to 
understand probability because of their limited contact with randomness, therefore they need 
to experience randomness in the classroom (Moore, 1990). A greater understanding of these 
and other misconceptions can lead teachers to provide better instruction. 
Removing Misconceptions 
Very limited research exists which examines ways to improve the understanding of 
statistical concepts. In a study of middle school students, Cai and Moyer (1995) foimd that an 
open-ended problem solving approach led to better understanding of the concept of average. 
In another investigation involving the concept of mean, George (1995) found that seventh 
grade students who were taught visually (using drawings and blocks) showed a deeper 
understanding of the mean than students who were taught traditionally, however this study 
involved only six students. Shaughnessy (1977) found that using a small-group, activity 
based, model-building approach helped college students overcome misconceptions about 
probability and statistics that arose from strategies evolved during prior experiences. Another 
study (delMas & Bart, 1989) found that exercises designed to illustrate concepts in 
probability, with the intention of removing college students' misconceptions, can actually 
reinforce the misconceptions. "Careful thought and plarming must be given to means by 
which students are encouraged to question and evaluate their interpretations while concepts 
are being taught" (delMas & Bart, 1989, p. 51). The instructor cannot rely on an activity to 
illustrate a concept, but also needs to have a meaningfiil conversation with the students as to 
what they actually observed. These studies help guide what a teaching situation should look 
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like in order to promote conceptual understanding. They suggest that an activity-based, 
collaborative approach works. 
Assessment 
Once a learning situation is designed, to foster conceptual understanding, the next 
question is how to assess whether the students learned the concepts. Conceptual knowledge 
cannot usually be assessed with multiple choice or fill in the blank questions, because these 
methods do not typically test the complex knowledge structures that characterize conceptual 
knowledge. Several ideas exist as to how conceptual knowledge can be assessed. For 
example, Kulm (1994) states that students should be able to come up with examples and non-
examples of concepts. They should be able to "... compare differences between concepts and 
to recognize different interpretations. They should be able to translate, firom written to 
symbolic to graphic to verbal, descriptions or representations of concepts" (Kulm, 1994, p. 
21). According to Smith and Ragan (1993), there are three tasks that can be given to the 
student in order to assess conceptual understanding. They are: (a) explaining why a given, 
previously unencountered instance is or is not an example of a concept, (b) categorizing 
given instances as examples and nonexamples of a concept, with or without an explanation of 
the thinking processed behind the learners' categorization, and/or (c) producing their own 
examples of a concept, with or without explanation (p. 199). The tasks that Kulm and Smith 
and Ragan suggest are quite similar, with the exception of Kulm's translating between 
different representations of the concept. There is also advice for how questions should be 
graded. This is through the use of rubrics — of which there are two types. Analytic rubrics are 
designed for a specific task and give points for each specific type of answer which could be 
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given. They offer high inter-rater reliability (Kulm, 1994). General (holistic) rubrics describe 
the qualities of different levels of answers and assigns points to the different levels. General 
rubrics are most often used to assign an overall score for a summative exam and give little 
feedback to the students (Kulm, 1994). In the present study, rubrics will be used to score the 
students' answers for the conceptual knowledge questions. 
In the areas of statistics and mathematics education, there are a few suggestions as to 
how conceptual understanding can be assessed. Cai and Moyer (1995) assert that open-ended 
problems are appropriate to use. Others suggest that assessment needs to resemble "real 
world" tasks, and the structure and relationships of a student's conceptual knowledge should 
be examined (Nitko & Lane, 1990). Brooks and Brooks (1993) suggest that the students' 
inaccurate computational responses on mathematics problems can be examined to discover 
the students' current level of thinking. 
Summary 
As conceptual understanding is deemed very important in statistics education, this 
study will explore assessing concepmal rather than procedural knowledge. Unfortunately, no 
instruments exist with the purpose of measuring conceptual knowledge on confidence 
intervals and sampling distributions. The Advanced Placement (AP) exam on statistics is the 
only standardized measure of statistics knowledge that exists, and has only been in existence 
for the two years prior to the present study. The questions for the AP exam are not 
particularly designed to measure what is needed for this study, because it is a general test of 
introductory statistics with at most one question dealing with either of the concepts we are 
studying. Therefore, conceptual knowledge questions were specifically designed for this 
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Study. The questions that were used to assess the students' understanding were based on 
Kuhn's and also Smith and Ragan's tasks and are open ended. For the analysis, analytic 
rubrics were used since the tasks on the assessments had specific types of answers that will 
usually be given. 
Attitudes and Anxiety 
One of the dependent variables, which will be measured for this study, is the attitude 
of the students towards statistics. Attitudes are feelings, values, or beliefs. They are the 
"...sum total of a [person's] inclinations and feelings, prejudice or bias, preconceived 
notions, ideas, fears, threats, and convictions about any specified topic" (Thurstone, 1970, p. 
128). They are different from anxiety, which is an overwhelming fear of failure (Adams & 
Holcomb, 1986). The attitudes that students have towards a subject are related to 
achievement. 
Importance of Attitudes 
As students tend to identify statistics with mathematics, they often begin a statistics 
course with a great deal of trepidation and poor attitudes based on their prior experiences 
with mathematics. Several studies have shown that poor attitudes are related to low 
achievement and poor understanding of statistical concepts (Barkley, 1996; Dweck, 1986; 
Feinberg & Halperin, 1978; Gal & Ginsberg, 1994; Roberts & Saxe, 1982; Shaughnessy, 
1992). One study that disagrees is by Pemey and Ravid (1990). They did not find a 
statistically significant relationship between attitudes and course performance or between 
attitudes and mathematics background. In another study, Adams and Holcomb (1986) found 
that no relationship existed between performance in statistics and attitudes towards 
14 
mathematics. A reason given for the seeming connection between attitude and achievement, 
is that students' preconceptions and negative emotions may have a direct effect on how the 
learning of statistics concepts is approached (Bessant, 1992). Barkley (1996) also found an 
association between the types of statistical misconceptions that students have and their 
attitudes. 
Because of the use of computers for this study, there may be value in examining 
students' attitudes towards computers. There does not seem to be very much research on the 
relationship between students' attitudes towards computers and statistics achievement. Of the 
two studies found, one indicated a positive relationship (Elmore, Lewis, & Bay, 1993) and 
the other study suggested no relationship (Birenbaum & Eyelath, 1994). 
As there seemingly is a relationship between attitudes and performance, attitudes may 
play a major role in any study, and in particular this one. Attitudes may play a valuable role 
as a covariate, but it is also possible that the different types of labs that the students complete 
may have a cormection with the students' attitudes toward the subject. So attitude differences 
relating to statistics, mathematics, and computers between the two treatment groups will be 
examined. 
Importance of Anxiety 
Fear can play a large factor in a student's performance in a class. A student who is 
afraid of performing poorly in a subject may be so overwhelmed that it becomes a self-
fulfilling prophecy. In a study examining the relationship between anxiety about mathematics 
and performance, Adams and Holcomb (1986) found a significant negative correlation 
between mathematics anxiety and achievement in statistics. Students with high levels of 
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mathematics anxiety tended to do poorly on a statistics achievement test. Three other studies 
using statistics anxiety measures, for the most part modeled on mathematics anxiety 
measures, have found a negative relationship between statistics anxiety and achievement 
(Elmore, Lewis, & Bay, 1993; Lalonde & Gardner, 1993; Zeidner, 1992). One study by 
Birenbaum and Eyelath (1994) did not find a relationship between statistics anxiety and 
performance among educational students. However this study used a single question in order 
to assess statistics anxiety, which is a very complex construct. Another form of anxiety is test 
anxiety, or the fear one feels when taking a test. Benson (1989) found a negative relationship 
between test anxiety and achievement. The connection between anxiety and performance 
appears to be well established. 
Measurement of Attitudes and Anxiety 
Attitudes are constructs - they are not directly measurable — and therefore are 
difficult to assess. It is very difficult to observe someone and determine his or her exact 
degree of attitude towards a topic. However if the subject is the one who gives the 
information used to measure attitudes, the measurement is subject to many biases including 
the subject's own interpretation of the degree of the attitudes and reticence in reporting 
extreme attitudes. Nonetheless, "Self-report procedures represent the most direct type of 
attitude assessment and should probably be employed" (Henerson, Morris, & Fitz-Gibbon, 
1978, p. 21). To make matters more complicated, attitudes fluctuate depending on which type 
of self-report measure is used (Henerson, Morris, & Fitz-Gibbon, 1978). What a subject 
reports on a survey may be very different from their responses during an interview or focus 
group. 
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One of the most popular methods of determining attitudes or anxiety is through the 
use of surveys, as they are more confidential and therefore reduce certain biases. Several 
different attitude and anxiety surveys for statistics exist. These include: the Multifactorial 
Scale of Attitudes (Auzmendi, 1991), the Statistical Anxiety Rating Scale (Cruise, Cash, & 
Bolton, 1985), the Statistics Anxiety Inventory (Zeidner, 1991), Attitudes Toward Statistics 
(Wise, 1985), the Statistics Attitude Scale (McCall, Belli, & Madjidi, 1990), the Statistics 
Attimde Survey (Roberts & Bilderback, 1980), the Survey of Attitudes toward Statistics 
(Schau, Stevens, Dauphinee & Del Vechio, 1995), and the Student Attitude Toward Statistics 
survey (Rogness, 1993). A few of these are of special interest to this paper, and discussions 
of them follow. 
The earliest of these surveys was the Statistics Attitude Survey (SAS), created in 
1980. The SAS consists of 34 questions rated on a 5 point Likert scale, with questions 
worded in both a positive and negative fashion (Roberts & Bilderback, 1980). Several studies 
found that the SAS was a homogenous scale, with a coefficient alpha near .94 (Roberts & 
Bilderback, 1980; Roberts & Saxe, 1982; Waters, Martelli, Zakqsek, and Popovich (1989). 
Coefficient alpha is a measure of the internal consistency of the survey that correlates all of 
the items with each other, a high value (close to 1.0) indicates the survey items are measuring 
the same general construct (McMillan & Schumacher, 1997). It was also foimd that scores on 
the SAS were statistically significant predictors of course performance (Roberts & 
Bilderback, 1980; Roberts & Saxe, 1982). 
Upon a close examination of the SAS, Wise (1985) established that several items 
measured achievement rather than attitudes and also determined that some of the items were 
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inappropriate for beginning statistics students. Wise constructed the Attitude Toward 
Statistics (ATS) scale as an attempt to more precisely measure attitudes. The ATS contains 
questions aimed to measure two subscales, attitudes towards the statistics course and 
attitudes towards using statistics in the student's field of study. The ATS contains 29 items 
rated on a 5-point Likert scale with approximately half of them worded in a negative fashion. 
The coefficient alphas for the two subscales were .90 (attitude towards the course) and .92 
(attitude towards using statistics in their field) and a factor analysis showed two rotated 
factors corresponding to the two subscales. In a comparison of these two attitude measures, 
Roberts and Reese (1987) combined the questions firom the SAS and the ATS and foimd a 
correlation of .88 between the two scales, indicating that they both seem to be measuring the 
same general construct. 
After the development of the SAS and the ATS, interest grew in breaking the general 
aspect of attitude into several different constructs and measuring them. The Multifactorial 
Scale of Attitudes was developed by Auzmendi (1991) to measure five different dimensions 
of attitudes towards statistics. These dimensions were enjoyment, anxiety, motivation, 
confidence, and usefulness. The reliabilities for these dimensions ranged firom .60 to .84. The 
scale consists of 25 items rated on a 5 point Likert-type scale. In a study conducted with 
education and psychology undergraduate students, the Multifactorial Scale of Attitudes was 
found to have a Pearson product-moment correlation coefficient of .86 with the SAS 
(Auzmendi, 1991). Thus, the Multifactorial Scale of Attitudes uses fewer questions than the 
SAS to measure apparently the same general construct. 
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The Student Attitude Towards Statistics (STATS) scale, developed by Rogness in 
1993, measures students' attitudes towards a course in statistics, using 40 items and five 
subscales. The sample that Rogness used consisted of 597 University of Northem Colorado 
students from 25 research methods and statistics courses. The subscales and the internal 
consistency reliabilities for each are: attitude towards mathematics (.94), attitude towards 
computers (.95), attitude towards statistics (.92), attitude towards tests (.86), and attitude 
towards instructors (.84). Each item is rated on a 7-point scale and the survey does include 17 
reverse scaled items. A principal components analysis suggested either a 5 or 6 factor 
structure for this instrument, confirming the 5 subscales mentioned previously. The six-factor 
solution resulted from the attitude towards statistics subscale splitting into two separate 
factors. The author reports that more data needs to be collected to confirm whether the 
attitude towards statistics subscale needs to be treated as two separate subscales. Convergent 
and divergent validity were also tested for the STATS subscales by comparing them to seven 
other instruments, including the ATS (Wise, 1985), which was mentioned previously. 
Rogness (1993) found that the STATS did have criterion-related and construct-related 
validity. 
Criticism exists concerning the methods used to measure students' attitudes towards 
statistics. Each of the preceding attitude surveys use a Likert-type scale to rate each item, 
however Gal and Ginsburg (1994) wam that these scales do not uncover the underlying 
causes of a student's attitudes. The validity of these scales is difficult to assess because there 
is no way of knowing why the students rated each of the statements as they did. Gal and 
Ginsburg suggest that open-ended questions should be used that go into more detail on the 
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sources of the attitudes. Another suggestion on assessing attitudes, which Gal and Ginsburg 
agree with, is to conduct interviews or focus groups to more closely analyze student attitudes 
(McLeod, 1992). Interviews allow the researcher to clarify questions, probe further, and to 
gauge strength of feelings better than a questionnaire. Nonetheless, as pointed out earlier, 
interviews are more intimidating to the participant and may result in biased information. For 
this study, the goal was to measure attitudes for comparison purposes, not to determine 
causes of the attitudes. Therefore a survey was used as the primary means of examining 
attitudes. 
Another subject of discussion involves when attitude surveys should be administered. 
Surveys such as the SAS and the ATS are often presented as ways of gauging change in 
students' attitudes from the start to the end of a statistics course. Gal and Ginsburg (1994) 
argue that at the start of an introductory statistics course, students do not really understand 
what the term statistics means, however this tenn appears in most of the items on these 
surveys. Another argument against using attitude surveys as a pretest in an experimental 
study is that the pretest itself may have an effect on the participants' attitudes. Due to this 
problem, McMillan and Schumacher (1997) state that when attitude surveys are used, a 
posttest-only design is best. 
Considering the previous information, this study will use the STATS survey as the 
main method of measuring attitudes. The planned sample size (over 100) will be too large to 
conduct interviews or focus groups so a survey will reach all the participants. The STATS 
survey was chosen over the other attitudinal surveys because its validity and reliability were 
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well tested and it is the only survey which measures both statistics attitudes as well as 
attitudes towards computers, which is of great interest to this study. 
Research on Methods of Changing Attitudes 
There are a few studies that exist which examine methods of changing students' 
attitudes towards statistics. One situation where students learned statistics using group 
discussions, statistical computer software, and journal writing found a positive correlation 
between statistical literacy and beliefs and attitudes towards statistics (Wilson, 1995). When 
comparing instructional techniques using computer software to traditional instructional 
techniques not using software, software use did not bring about a significant difference in 
attitudes between students who used the software and students who did not (Song, 1993). In a 
contradictory study, Dewhurst, Hardcastle, Hardcastle, and Stuart (1994) compared a 
computer-assisted learning program to the actual lab experiment with undergraduate 
physiology students as the subjects. These researchers found that the computer simulation 
group showed significant increases in positive attitudes towards the use of simulations versus 
lab activities. Myers (1990) found that business statistics students in a community college 
setting who used computer graphics and simulations did not have a significant change in 
attitudes compared to a control group. In other studies, which examined anxiety rather than 
attitudes, the use of computers to perform computations (Ware & Chastain, 1989) and giving 
students a chance to explore (Gal & Ginsberg, 1994) reduced the amount of anxiety that 
students experience. 
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This study will also seek whether a connection exists between computer use and 
attitudes by comparing the attitudes of the computer simulation group to those of the hands-
on activity group at the end of the study. 
Teaching Methods in Statistics Education 
The primary focus of this study is finding out whether a difference in attitudes and/or 
achievement exists between students who complete two types of laboratory activities (hands-
on and computer simulations). As seen in the introduction, there are a number of opinions on 
how introductory statistics should be taught. Most of these opinions align with the current 
thinking in the field of education — a reliance on the theory of constructivism and the use of 
active learning situations in the classroom followed by reflection. A search of the literature 
with respect to teaching methods in statistics finds many articles that fall under one of two 
headings. The first includes articles that offer a new teaching method, which is based on 
theory, but without evidence of its success. The second group includes articles that are 
mainly anecdotal. These describe instances where an instructor tried a method (such as 
collaboration, journal writing, or activities) in a non-experimental situation and discussed the 
learning that occurred. Few quantitative experimental research pieces exist. 
hi one of the experimental research articles, Werner (1996) compared the use of a 
contextually and technologically rich learning environment, where the student assumed the 
role of an apprentice, to a traditional classroom. However, few differences were found 
between the experimental group and the control group with respect to understanding of 
concepts or of attitudes towards statistics. In a study involving the use of cooperative 
learning, Keeler and Steinhorst (1995) found that the students in the experimental group 
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scored higher and had more positive attitudes than students in the control group. The 
researchers hypothesized that students leam better and retain more if engaged in activities 
that require thinking and processing information rather than passive listening (Keeler & 
Steinhorst, 1995). Giraud (1997) also found that students who participated in a cooperative 
learning environment achieved higher test scores than students who learned in a traditional 
lecture environment. A reason for the success of group activities is that students can become 
more autonomous in their thinking (Fennema & Leder, 1993). 
There is litde research pertaining to teaching methods in statistics, therefore this study 
will add to that body of research. In particular, this study will examine two different methods 
that can be used for laboratory exercises in introductory statistics classes. Hopefully, this 
study will show that student achievement is the same for students exposed to computer 
simulations as the achievement of those exposed to hands-on activities. If this is true, then 
instructors will have additional activities (the computer simulations) to use in teaching 
statistics. 
Activities 
During the last twenty years, part of improving how statistics is taught has focussed 
on the use of activities in the classroom. This is parallel to the increasing interest in 
constructivism in education in general. Constructivism is a theory of learning that 
hypothesizes that students leam when they actively construct their own knowledge structures. 
According to constructivism, students need to have an active involvement in learning, some 
of which could be through the use of hands-on activities. 
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The American Statistical Association (ASA) and the National Council of Teachers of 
Mathematics (NCTM) together have produced the Qualitative Literacy Project (Scheaffer, 
1988), designed to increase and improve the teaching of statistics in grades K-12. This 
project uses many activities in its lessons. Other projects, such as the Comprehensive School 
Mathematics Program (CSMP) (Armstrong & Pederson, 1982), Project LINCS (Teaching 
and Learning, n.d.). Interactive Mathematics Program (Alper, Fendel, Fraser, & Resek, 
1996), and Core-Plus Mathematics Project (Schoen, Hirsch, & Ziebarth, 1998) also exist 
which are student centered and use activities to teach statistics. Activity-Based Statistics, by 
Scheaffer, Gnanadesikan, Watkins, and Witmer (1996) also gives instructors many activities 
that can be used in the classroom. 
Although there are many examples of activities being used to teach statistics, there is 
little research on their use. Due to the fact that hands-on activities have been established as a 
necessary part of the introductory statistics course that will provide participants for this 
study, this study will not examine a comparison between a non-activity control group and an 
activity group. However it will look at a comparison of hands-on activities and computer 
simulations. 
Computer Simulations 
Computer simulations have been used in educational settings for many years. As 
technology has evolved some simulations have become more intricate and detailed than 
earlier ones. With the explosion of the World Wide Web, interactive simulations that use 
Java Applets ("... a program which can be shipped over the WWW and executed locally 
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within the user's browser..." (West, Ogden, & Rossini, 1998)) are now available on the 
Internet, making them an easily accessible tool for educators. 
There are several advantages in using simulations in addition to other forms of 
instruction. One advantage is that simulations allow students to investigate a real world 
phenomenon in a more simplified setting. "Simulations ... enhance the transfer of learning 
by teaching complex tasks in an environment that approximates the real world setting in 
certain important ways" (Reigeluth & Schwartz, 1989, p. 1). Extraneous variables are 
removed in the simulation so that students can concentrate on the relationships of interest. 
Since things look differently in simulations, students may not transfer learning to the real 
world, but simulations make it possible for students to focus on particular aspects of the 
situation (Collins, 1993). 
The power of a simulation is that students can be more involved in learning while 
experiencing that situation. Because interactive simulations allow students to explore and 
leam independently, simulations give students an opportunity to develop personal knowledge 
structures. Computer based simulations provide micro worlds which allow learners to 
construct and test transitional theories (Papert, 1980). To gain this sort of learning without 
simulations would take much effort, for "... a good simulation is worth several thousand 
numbers and a thousand words" (Gordon & Gordon, 1992, p.208). In the field of statistics 
education, simulation allows students to have contact with statistical concepts, which are 
abstract and can not be "... held in their hands" (Davis, 1992, p. 180). Therefore, students 
can see what they would not usually be able to see in the real world. 
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Research on Simulations 
Through the years, many research studies have examined whether computer 
simulations improve students' learning as a supplement to traditional lecture. The conclusion 
of many studies is that augmenting instruction with simulation does increase learning, 
especially in science classrooms (Aiello, 1980; Salisbury, 1990; Stockburger, 1982). Science 
classrooms, especially those with laboratories, provide a wonderful place to use simulations, 
as there are many processes that can not be demonstrated in the classroom otherwise. For 
example, a simulation could be used to investigate how different factors affect a rainstorm. 
Computer simulations have also been used to teach statistics. Concepts such as 
confidence intervals are especially suited to the use of simulation, because many samples can 
be generated at one time and the results compared. For example Rosebery and Rubin (1990), 
use the program ELASTIC™ to teach a statistical reasoning curriculum to high school 
students and Marasinghe, Meeker, Cook, and Shin (1994) designed a series of interactive 
simulations to teach statistical concepts to college level students. Langdon (1990) found that 
an experimental group of students who learned statistics using simulation computer programs 
scored significantly higher than a control group on test questions. Song (1993) taught a 
statistics course, at a Korean college, using computer simulations to teach probability. He 
found that students who used simulations did perform better on a retention test covering 
probability than a control group. Myers (1990) found that business statistics students in a 
community college setting who used computer graphics and interactive simulations scored 
significantly higher on a concept test, however there was no difference in change in attitudes. 
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For Myer's study, simulations covered the topics of sampling methods, random sampling and 
the central limit theorem. 
Simulations do not lead to correct learning all the time — at times they can reinforce 
misconceptions. In a sampling classroom situation, students were asked to compare a sample 
of M&M candies to samples from a uniform distribution generated by a computer. Even 
though the candy sample was certainly not uniform, some of the students believed the 
population was uniform, because that was what they saw on the computer (Rubin, Bruce, 
Roseberry, & DuMouchel, 1988). The simulation and the learning environment must be 
carefully designed to ensure that misconceptions are not reinforced. 
Simulations vs. Software Packages 
When interactive simulations are not available, instructors have used statistical 
software such as SPSS, Minitab, or SAS to perform static simulations. This allowed them to 
use software which was already available and which they expected the students to use. 
However, it can be difficult to generate random data with these programs and the 
interactivity is lost. An interactive graphical illustration of a sampling simulation is much 
more powerful than a frequency table. Students are more easily able to see patterns that occur 
(Gordon & Gordon, 1992). A study, which investigated the use of the program IVtlNITAB in 
teaching descriptive statistics, found no significant difference in achievement or attitudes 
between the treatment group and the control group Gilligan (1991). 
Summary 
From the research, it appears that computer simulations are a usefiil tool in education. 
Until recently, the use of simulations has been curtailed by the cost of software. Now, some 
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simulations can be accessed with little cost through the WWW. One caveat is that there can 
be a learning curve for the students to familiarize themselves with the system. In a study 
comparing computer simulations to activities and traditional classrooms, Duffy and Barowy 
(1995) found that students spent a significant amount of time trying to understand how to use 
the software. Even when the WWW simulations are used, the student still needs to be able to 
navigate the web, a skill that is becoming more prevalent, but not one that all students 
possess. 
Hands-on Activities versus Computer Simulations 
As discussed in previous sections, hands-on activities and computer simulations both 
can provide valuable learning experiences for students. This section discusses the primary 
focus of the current research, how activities and simulations compare to one another. 
Hands-on activities have some benefits over simulation. The main benefit is that 
students gain experience in a more realistic setting especially in science classrooms. 
However, there are many drawbacks. These include the cost of laboratory materials, the 
greater amount of time needed, and the possibility that the activity may be influenced by the 
students in some way so that the desired result does not occur. If a simulation can be 
designed so that distracting and unimportant features of a real situation are removed, then 
they can be effective (Reigeluth & Schwartz, 1989). Simulations are especially useful in 
physical sciences, as animal rights proponents have often called for exercises such as 
dissection to be removed from class laboratory work (Harper, 1995). 
In terms of a statistic's classroom, simulations can be more beneficial than hands-on 
activities. The fact that populations often can not be directly observed and that many samples 
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have to be taken in order for a student to observe a concept such as the Central Limit 
Theorem, limit the usefulness of hands-on activities while not affecting computer 
simulations. 
In terms of time, cost, and ethics, simulations have advantages as compared to hands-
on activities. It is also important to examine the theories that relate to how these experiences 
may affect learning. 
Learning Theory 
According to constructivism, physical activity is not importeint, mental processes are. 
The question is: do hands-on activities and simulations stimulate mental processes equally, or 
is one more effective? One aspect of these two experiences may be their fidelity. 
Instructional fidelity refers to how close the instruction resembles reality. For an education 
student, traditional classroom lecture would have very low fidelity, but a student teaching 
experience would have high fidelity. Alessi (1988) proposed that the relationship between 
instruction's fidelity and learning is quite complex. For the novice student in particular, low 
fidelity can result in some learning, a medium amount of fidelity can result in a greater 
amount of learning, however a high amount of fidelity may be so confusing that it results in 
no learning at all. Alessi proposed an inverted U-shape as a model for the connection 
between fidelity and learning for the novice learner. Experienced students gain more firom 
high fidelity instruction than a novice student, but not as much as firom a medium fidelity 
instructional situation. "As a student progresses, the appropriate level of fidelity should 
increase" (Alessi, 1988, p. 42). Dewey (1938) agrees when he states that students need to 
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progress from the concrete to the abstract in order to leam. If too much time is spent on the 
concrete at the outset of learning, then a student's conceptual growth will be hampered. 
Dale's (1938) cone of experience also pertains to this study. The cone of experience 
arranges instructional experiences with the most direct experiences at the base and the most 
abstract at the pinnacle. Both hands-on experiences and simulations fall into the second band 
of the cone, or 'contrived experiences' (p. 170). Most simulations are more abstract than 
hands-on activities therefore they will lie higher within the contrived experiences band. 
According to Dale, more abstract experiences can result in a greater amount of learning 
because they eliminate details which are distracting, however experiences which are more 
direct are the basis of education. " Abstractions must be combined if we are to have rich, full, 
deep, and broad experience and understanding. In brief, we ought to use all the ways of 
experiencing we can" (p. 178). If this research shows that simulations and activities are 
equally valuable in increasing student's understanding of statistics, then we have available 
two different levels of abstraction that can be used. As simulations remove some of the 
distractions incorporated in hands-on activities (e.g. repeated sampling), they could result in 
greater learning. 
Research 
Research studies that compare hands-on activities to simulations come mainly from 
science courses that utilize experimental laboratories. Most of the studies deal with junior 
high and high school students, with a few studies using college level students. 
Of these studies, many found no significant difference between knowledge obtained 
through the use of simulation and that obtained through hands-on activities. Choi and 
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Gennero (1987) compared the use of computer simulations to a hands-on lab for teaching 
volume displacement to Junior High students. Choi and Gennero found that computer 
simulations were as effective as the hands-on lab, but not significantly different. Dewhurst et. 
al. (1994) compared a computer-assisted learning program to the actual lab experiment using 
isolated everted sacs of rat small intestines. The students were 14 second-year undergraduate 
physiology students. Using a pre/post test design the researchers found that the simulation 
group showed significant increases in attitudes towards the use of simulations versus lab 
activities, but both groups had an equivalent knowledge gain. It was concluded that since the 
lab approach cost five times more than the simulation, they would have the students do a 
single hands-on lab experiment. The students gained the experience of doing one lab by 
hand, but the rest of the activities would be accomplished through simulation. Studies carried 
out with high school biology courses also found no significant differences in the knowledge 
gained between students who used computer simulation and students who dissected by hand 
(Duffy and Barowy, 1995; Parker, 1996). In a study involved with teaching basic electronics 
to college level students, there was no significant difference between the use of actual 
components and computer simulations. However the students who completed the hands-on 
activity had an increased interest in electronics (Garren, 1990). In a study comparing hands-
on to simulations in the teaching of volume displacement to junior high students, there were 
no significant differences between the hands-on and simulation groups on knowledge tests or 
on retention (Choi, 1985). Flanagan and Black (1997) compared the use of a wooden abacus 
to a computer-simulated abacus with 60 third graders, and found that there was no difference 
between the hands-on and the simulation groups on a recognition test. However differences 
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did exist between the two groups on time and accuracy tests. The hands-on group scored 
better. Gokhale (1991) contrasted teaching logic circuits using computer simulations versus 
lab activities and found no difference in achievement between the simulation and lab. 
Bobbert (1983) compared hands-on chemistry laboratory activities to simulated computer 
experiments using undergraduate students for two different experiments. Bobbert found that 
the simulations were as effective at teaching the concepts as the hands-on lab, but were not 
significantly different. The chemistry students foimd the simulations to be acceptable and the 
majority of the students wanted to see more. 
Other studies found that the hands-on group did significantly better than the computer 
simulation group. In a study involving a high school biology class, the hands-on group scored 
higher than the simulation group (Tylinski, 1994). Harper (1995) also compared hands-on to 
simulation in a high school biology class. It was found that students did equally well on a 
knowledge test, however the hands-on students scored significantly better on organ 
identification. Harper concluded that simulation was inferior to hands-on for learning 
anatomy. Another study involving high school students found that the hands-on group scored 
significantly higher on questions covering two out of three chemistry lab exercises, although 
the students preferred the simulation environment over the hands-on exercise (Bourque & 
Calson, 1987). In a high school physics class, it was found that computer simulation and 
hands-on experimentation were both effective in teaching about force and gravity, but the 
hands-on group performed significantly better than the computer simulation group 
(Buckwalter, 1993). 
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No research studies were found comparing hands-on activities to simulations in the 
area of statistics, leaving an area that needs to be investigated. Science laboratories and 
statistics activities are quite different. The concepts that are explored in statistics tend to be 
more abstract, rather than something which can be touched and handled — which is what most 
of the above research results dealt with. Simulations in statistics tend to look at either long 
run interpretations or at concepts that require examining several data sets in order to get the 
point across. In a science laboratory, simulations are an exact replacement for that which can 
be done by hand. Statistical simulations allow students to do more than can be practically 
done by hand, therefore they see more instances of a concept, hopefully providing more 
reinforcement in the same amount of time. For example, in a hands-on lab situation students 
can collect data and construct a confidence interval for the mean and perhaps combine their 
results with the other students to examine how often 95% confidence intervals contain the 
true mean. With a simulation, students can examine in a short amount of time how many 
95% confidence intervals, out of 1000, contain the population mean. 
Summary 
In general, there is a lack of research pertaining to statistics education, 
notwithstanding the recent movement calling for change in how statistics is taught. One 
possible tool that statistics instructors may be able to use is computer simulation, especially 
now that simulations are easily accessible via the World Wide Web. Any student with a 
browser-equipped computer can access these simulations. However, there is a meager 
amount of research comparing the use of simulations to a control group in statistics 
classrooms and none comparing the use of simulations to the use of hands-on activities in the 
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area of statistics. The studies that have been done, mainly in the field of science education, 
have been somewhat mixed in their conclusions. Many have found no difference between 
knowledge gained firom hands-on activities and computer simulations, but other studies have 
foimd that the hands-on groups score significantly higher. According to learning theory, 
because simulations remove distractions that are intrinsic to hands-on activities they may 
promote a greater amount of learning (Alessi, 1988). 
If computer simulations result in the same amount of knowledge acquisition as hands-
on activities, simulations may have even more value if they promote more positive attitudes 
about statistics. Because of their tedium, hands-on activities may result in less positive 
attitudes, so it would be of value to investigate differences in attitudes between students who 
use either type of experience. 
Therefore, this study will examine differences in conceptual understanding, attitudes, 
and laboratory exercise preferences of students who use computer simulations and students 
who use hands-on activities. 
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CHAPTERS. MATERIALS AND METHODS 
Population and Sample 
The population chosen for this study consists of the statistics 101 students at Iowa 
State University. Statistics 101 is a general introductory course that is taken by a wide variety 
of majors. In a previous year, the five most common majors of students taking the class were: 
psychology, sociology, biology, industrial technology, and exercise and sport science. These 
five majors comprised a third of the students taking the course. Of all of the students taking 
Statistics 101 during the spring of 1999, almost 43% were from the College of Liberal Arts 
and Sciences. Table 1 shows the distribution of the spring 1999 statistics 101 students in the 
8 colleges on campus. 
Table 1. Distribution of statistics 101 students in the colleges on Iowa State University's 
campus, spring 1999 
College Frequency Percent 
Agriculture 82 16.0 
Design 18 3.5 
Education 80 15.6 
Engineering 12 2.3 
Family and Consumer Sciences 55 10.7 
Business 46 9.0 
Liberal Arts and Sciences 219 42.8 
Veterinary Medicine 0 0.0 
Total 512 
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Although this is an introductory course, there tend to be more sophomores, juniors, 
and seniors than first-year students. Figure 1 shows the percentage of the statistics 101 
students belonging to each class. In terms of gender, the statistics 101 students are evenly 
divided between male and female as 50.6% of the students in spring 1999 were female and 
49.4% of the students in spring 1999 were male. The demographics for the spring 1999 
semester are typical of what one would expect for different semesters and years when this 
course has been given. We use the term 'population' to refer to the 512 students enrolled in 
statistics 101 in spring 1999. Because we believe these students are typical of statistics 101 
students in general, broader generalizations may be possible. 
Each semester, there are five Statistics 101 lecture sections of approximately 100 
students each. Each lecture section is taught by a different instructor and meets three times a 
week. At various times throughout the semester, the lectures also split into two lab sections 
of approximately 50 students each for a two-hour lab. During this lab time, students are given 
activities and exercises to complete. The lab activities relate to material presented in previous 
lectures. The labs are usually done in cooperative groups with a graduate assistant available 
to answer questions and guide groups. 
As the researcher planned on obtaining information on student's GPA's, the student's 
signed consent to participate in the study was needed. During the spring 1999 semester, 
students from two lecture sections were given the opportunity to volimteer at their lab the 
third week of class. Of the 187 students who were given the opportunity to participate, 127 
agreed to be involved in the study. A reason given by some of the students as to why they did 
not want to participate, was the possibility of being split up from their fnends, who were in 
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Figure 1. Percentage of statistics 101 students by year in school. 
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the same lab. This problem may have been avoided if the students were asked to participate 
closer to the start of the semester, however a lab was not scheduled the second week of 
classes and the first week was deemed too soon. 
A comparison of the volunteers to all 512 of the students enrolled in statistics 101, 
during the spring semester indicates that the volunteers were not significantly different firom 
the population with respect to gender. The volunteers were comprised of 56.1% female and 
43.9% male students. Figure 2 compares the gender of the volunteers to the population. 
Using Fisher's exact test to compare the genders for the sample and the population results in 
a p-value of .315. 
With respect to year in school, a comparison of the volunteers to the population does 
show a significant difference between the two groups. The p-value for the Pearson chi-square 
is .016. Figure 3 shows that the sample was comprised of a greater proportion of sophomores 
and a smaller proportion of juniors than the population. 
The distribution of volunteers over the different colleges on campus appears in Table 
2. A comparison of the colleges that the students belong to for the population and the 
volunteers appears in Figure 4. There appears to be few differences between the two groups. 
In fact, the Pearson chi-square test for testing if differences exist between the population and 
the volunteers results in a p-value of .747, indicating that no statistically significant 
difference exists. 
At the time the students were asked to participate in the study, all students completed 
a short survey obtaining demographic information and information about their feelings 
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Figure 2. Comparison of gender for volunteers and population. 
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Figure 3. Comparison of the year in school for the volunteers and the population. 
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Table 2. Distribution of volunteers in the colleges on Iowa State University's campus 
College Frequency Percent 
Agriculture 24 18.9 
Design 5 3.9 
Education 15 11.8 
Engineering J 2.4 
Family and Consxmier Sciences 16 14.2 
Business 8 6.3 
Liberal Arts and Sciences 53 42.5 
Veterinary Medicine 0 0.0 
Total 124 
towards the course. From this information, the researcher determined there were significant 
differences between the volunteers and the non-volunteers in two areas. First, the students 
who agreed to participate in the study had a significantly more positive attitude when asked 
to respond to the statement "I think this class will be useful to me in the fixture" (p = .035). 
Figure 5 shows a comparison of the volunteer and the non-volunteer responses. 
The volunteers also responded more positively to the statement "I have a great attitude 
towards taking this class." (p = .004), compared to the non-volunteers. Figure 6 illustrates 
this difference. There were not any significant differences between the volunteers and the 
non-volunteers in terms of gender, age, year in school, anticipated grade in course. 
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Figure 4. Comparison of colleges for population and volunteers. FCS = Family and 
Consumer Sciences and LAS = Liberal Arts and Sciences. 
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Figure 5. Comparison of responses of volunteers and non-volunteers to statement "I think 
this class will be useful to me in the future." 
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number of years since last mathematics or statistics course, or whether this course was 
required or elective (see Appendix A, Figures 12-16 and Tables 15 and 16). Also, there was 
not a significant difference in final course grades between the volunteers and the non-
volunteers (p = .292). Figure 7 shows a comparison of the final course grades for the two 
groups. One limitation this study will have is that the sample is limited to students who 
started out with a more positive view of the course and its usefulness. 
Stratified random sampling was used to assign students to treatment groups, with the 
four lab sections used as the strata. Sixty-six of the volunteering students were randomly 
selected to participate in the computer simulation group and the remaining 61 students were 
assigned to the hands-on activity group. There were no significant differences in grade point 
average between the two groups. Also, there were no significant differences in any of the 
demographic questions between the two groups, with the exception of their year in school 
(p=0.023). An interesting result considering the random selection. Figure 8 illustrates this 
difference. The remaining analyses may be found in Appendix A (Figures 17 - 24). 
This study is comprised of two parts, one dealing with sampling distributions and the 
central limit theorem and the second dealing with confidence intervals. For the sampling 
distribution activity, 39 (59.1%) of the computer simulation group and 51 (83.6%) of the 
hands-on activity group completed the lab and the exam. For the confidence interval lab, 43 
(65.2%) of the computer simulation group and 52 (85.2%) of the hands-on activity group 
completed the lab. For both activities the higher amount of attrition for the computer 
simulation group is likely due to the fact that the students had to go to a different lab 
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H Volunteers 
I I Non-volunteers 
Strongly Agree Agree Disagree Strongly Disagree 
Figure 6. Comparison of the responses of the volunteers to the non-volunteers to the question 
"I have a great attitude towards taking this class." 
45 
IVolunteers 
I |Non-volunteers 
Final Course Grade 
Figure 7. Comparison of final course grades for volunteers and non-volunteers. 
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IHComputer Group 
I lActivity Group 
Freshman Sophomore Junior Senior 
Year in School 
Figiire 8. Comparison of year in school between the activity and computer groups. 
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room than usual. Although reminders were given during lectures and students were also 
reminded at the lab times, several students never went to the correct room. Seven students 
involved in the study formally dropped out of the course, 6 from the hands-on activity group 
and one from the computer simulation group. This accounts for several of the students who 
did not attend the confidence interval lab. 
An examination of the students, who did not complete the entire study, reveals that 
these students had significantly lower grade point averages than the students who stayed in 
the study. Table 3 illustrates these differences. This points out a possibly important limitation 
to the study. 
Table 3. A comparison of the grade point averages for students who completed and students 
who did not complete the lab exercises. 
Did Not Complete Completed 
Lab M SD n M SD n T 
Sampling Distributions 2.56 0.56 36 2.96 0.66 91 3.23** 
Confidence Intervals 
^ ^ nni 
2.42 0.50 30 2.98 0.64 97 4 9^*** 
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Experimental Design 
As related earlier, this study is divided into two separate parts - one with sampling 
distributions as the topic and the other with confidence intervals as the topic. The design of 
each of these parts is a posttest-only control group design (Campbell & Stanley, 1963). In 
this case it was determined that a pretest would be unnecessary as the subject matter covered 
by these labs was totally new to the vast majority of students. Other possible covariates, such 
as grade point avemge or previous amount of experience in mathematics courses should be 
more informative. Likewise, aside from three general questions on the demographic survey, 
the attitude survey was not pretested. Attitudes tend to be subject to a pretest effect 
(McMillan & Schumacher, 1997), that is, students who complete an attitudinal pretest tend to 
analyze their attitudes more than students who did not receive a pretest, which therefore may 
have an effect on the posttest. As the design for this study is a bit complicated, please refer to 
Table 17 in Appendix A, which contains a timeline of the different events that comprise the 
study. 
The original experimental design included two posttests. One posttest was to be given 
within two weeks of the laboratories and the second at the end of the semester, approximately 
two months later. Campbell and Stanley (1963) recommend that differentially timed posttests 
be included in a design to check for possible long-range effects. The confidence interval 
activity proceeded as planned; however the sampling distribution activity did not. A 
snowstorm and a computer problem forced the sampling distribution labs to be held after, 
instead of before, the appropriate exam. This exam could not be rescheduled as it was 
scheduled on the syllabi for all five lecture sections and spring break was the following week. 
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Procedures and Materials 
Prior to the start of this study, written permission was obtained from Iowa State 
University's Human Subjects Review Committee. In addition, all surveys were pilot tested 
on other introductory level statistics students, or intermediate level statistics students. In 
order to keep track of the information from the students throughout the semester and 
maintain confidentiality, the students were requested to include the last four digits of their 
social security numbers on all of the surveys. The exam questions were copied so that the 
students' names were not included, but the last 4 digits of the social security numbers were. 
The subjects first encounter with the study was during the third week of spring 
semester, 1999. At this time, the study was explained and students were asked to volunteer 
and sign an informed consent form. All students in both lecture sections also completed a one 
page demographic survey collecting information on age, year in school, number of prior 
college-level mathematics courses, etc. (see Appendix B). Two weeks later, the computer 
simulation group met for a lab, but the hands-on activity group did not meet. At this time, the 
computer simulation group completed a lab on simple linear regression. This was to give the 
computer simulation group an opportunity to become acquainted with using an Internet 
browser and Java simulations, hopefully reducing the novelty effect during the actual 
activities they would encounter in the upcoming weeks. A prior study has reported that 
students may need an introduction to the software prior to use (Duffy & Barowy, 1995). The 
hands-on activity group did not meet at this time, because they already had prior experience 
with hands-on activities earlier in the semester. 
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The sampling distribution lab was scheduled for the ninth week of classes. The hands-
on activity groups did meet at this time, however the computer simulation groups were 
forced to meet the following week of classes due to the aforementioned snowstorm and 
computer problems. The exam containing questions designed to measiu-e immediate 
conceptual understanding of sampling distributions fell between when the hands-on activity 
group and the computer simulation group met. Therefore the analysis of the results of the 
sampling distribution labs will have to rely solely on the final exam question. During all of 
the lab experiences, the students in both the computer simulation and the hands-on activity 
groups worked in cooperative groups. 
The confidence interval labs met during the eleventh week of classes, without any 
difficulties. The exam containing questions measuring immediate conceptual understanding 
of confidence intervals was taken by the students two weeks later. Upon completion of the 
confidence interval lab, attitude surveys and opinion surveys about the labs were filled out. 
The students also filled out a short survey inquiring about the type of lab they preferred, 
during the last day of classes. 
Computer Simulations 
The computer simulations used for this study are Java applets, programs ".. .which 
can be shipped over the WWW and executed locally within the user's browser" (West, et. al., 
1998). Many of these applets for statistics exist on the WWW and cover topics ranging from 
histograms to repeated measures analyses. The applets are available to anyone with an 
Internet browser, although there may be some restrictions as to the type of browser that can 
be used. For example, the sampling distribution simulation used for this study requires a 
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browser that supports Java 1.1. Both simulations used for this study were used with 
permission of the creator. 
The sampling distribution applet was created by R. Webster West, Dept. of Statistics, 
Univ. of South Carolina and is located at the site 
http://w\^'w.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html. 
This simulation allows the student to choose a parent population, sample size and number of 
samples to be taken. Using this information, the simulation randomly selects samples and 
creates a histogram of the sampling distribution of the mean (or other statistics) and 
calculates means, standard deviations, and other numerical measures of the sampling 
distribution. 
The confidence interval applet was also created by R. Webster West and is located at 
the site 
http://www.stat.sc.edu/~west/javahtml/ConfidenceInterval.html. 
For this simulation the student is presented with a graphical representation of 50 confidence 
intervals generated from data randomly selected from a normally distributed population. 
There is a line, which represents the population mean, and a counter that keeps track of the 
number of confidence intervals that do not cover the population mean. The student may 
change the confidence level of the intervals (within a range of 99% to 95%) and ask for more 
samples to be drawn. 
For the students' ease of use, a web page was set up with links to each of the 
simulation web sites. In this manner they could access the simulations by typing in a short 
local address. 
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Hands-on Activities 
The activities that the hands-on students completed appear in Appendix B. These 
activities are designed to be completed in cooperative groups. Each involves the students 
generating data and creating either confidence intervals or sampling distributions, depending 
on the lab, and varying the sample size, confidence level, etc. These are similar to the 
activities the computer simulation groups completed, except by hand. 
Instruments 
The demographic survey was the first survey given to the students during the study. A 
copy of the survey appears in Appendix B. This one page survey was meant to obtain 
information in order to compare the experimental groups to those who did not volunteer and 
to compare the hands-on to the computer simulation group. The questions that were asked 
include gender, year in school, age, number of years since last math or statistics course, 
whether this course was required or elective, and anticipated grade for the course. The last 
three items on the survey ask about the students' initial attitude towards the class and use a 
four point Likert scale. 
After each of the labs, the smdents completed a very short survey on the lab itself. 
The questions were: Did you feel this lab was beneficial to you in learning [topic]? In what 
way was this lab beneficial/not beneficial to you? and How could this lab be improved? The 
intent of these surveys was to ascertain any difficulties the students might have had with the 
labs. They were deliberately written as open-ended questions to gain as much information as 
possible. 
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The attitude survey that was chosen for this study was the STATS. This survey is 
described in chapter two and appears in Appendix B. The author (Rogness, 1993) granted 
permission for the use of this survey. In brief, the STATS consists of five different sub-scales 
measuring attitude towards mathematics, attitude towards computers, attitude towards 
statistics, attitude towards tests, and attitude towards instructors. There are 40 questions on 
this survey. At the same time as this survey was administered, four other questions were 
asked. These questions pertained to the students' overall attitude towards statistics, how 
useful statistics will be in other classes and to solve everyday problems, and how well the 
student understands the concepts the labs covered. The attitude survey was given to the 
students immediately following the completion of the confidence interval lab. 
On the final day of classes, the students completed one last survey. This survey asked 
"Now that you have completed all of the required Stat 101 labs, how would you prefer that 
lab activities be carried out?" and gave the students the options of hands-on labs, computer 
simulations, a combination of hands-on and using statistical software, and none of the above. 
The intent of this survey was to find out which of the types of lab the students preferred. At 
this point in time, all of the students had completed some hands-on lab activities and had 
used the statistical software package Minitab, however only the computer simulation group 
used the WWW simulations. 
Following the confidence interval laboratory and at the end of the semester, 
conceptual understanding was measured through the use of specially designed exam 
questions. Since no instrument exists to measure conceptual knowledge about confidence 
intervals and sampling distributions, the researcher needed to design the questions. For each 
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concept, at least four questions were developed. The questions were designed around the 
tasks of Smith and Ragan (1993) and Kulm (1994). Two professors, who teach introductory 
statistics courses, judged the validity of the questions, and the best questions were selected. 
These questions were included in the body of the regular exams and each question was worth 
between 5 and 8 points towards the total exam score. The questions appear in Appendix B. 
Two instructors scored the students' answers to the questions using rubrics that also appear in 
Appendix B. The inter-rater reliabilities for the questions appear in Table 4, and range from 
0.815 to 0.965. The final scores for each problem were computed by averaging the scores of 
the two raters. 
Interviews 
As a follow-up on attitudes, exit interviews with 12 students were conducted at the 
end of the semester. Six of the students participated in the computer simulation group and six 
participated in the hands-on activity group. At this time students were asked general 
questions about their attitudes towards the course and what the causes of any changes might 
have been. They were also asked what they liked and disliked about the lab situation in 
which they participated. 
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Table 4. Reliabilities of exam questions 
Question Reliability 
Contidence interval 0.815 
Final Confidence Interval 0.945 
Final Sampling Distribution 0.965 
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CHAPTER 4. ANALYSIS OF DATA 
This chapter shall present the analysis of the data for each of the research questions as 
stated in the introduction. A general discussion of the results appears in Chapter 5. 
For each of these analyses, participants were dropped who had any missing data for 
the variables used in the analysis. Therefore it is possible that some of the participants 
included in the analysis of the hypothesis involving confidence intervals may not be included 
in the analysis of the hypothesis involving sampling distributions and vice versa. As 
previously discussed two raters scored each of the exam problems, and the average score was 
used as the dependent variable. The statistical software package SPSS for Windows, version 
8.0, was used to calculate these results. 
Research Question One 
The first research question of interest is: "Do students who use the WWW computer 
simulations perform better when answering concept oriented questions dealing with 
confidence intervals than students who complete non-computer activity based labs?" The 
corresponding hypothesis is "Students who use the WWW simulations and students who use 
the hands-on activities will perform equally well, on average." There are two measures to 
analyze in order to check this hypothesis. The first is the result of the exam question on 
confidence intervals that was completed two weeks after the lab. The second is the final 
exam question on confidence intervals, which was administered at the end of the semester. 
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Two-week exam results 
The two-week exam question was scored on a 5-point scale, with 5 being a perfect 
score. Figure 8 shows side-by-side boxplots comparing the two-week exam question scores 
for the computer simulation group and the hands-on activity group. This figure shows that 
there appears to be no difference between the two groups on this test item. Table 5 contains a 
numerical description of the scores for the two groups, also indicating not much of a 
difference. 
To test the hypothesis of a difference in the two-week exam scores, a general linear 
models analysis was carried out using the student's grade point average, prior to the start of 
the semester, as a covariate. The lecture section that the students belonged to was also used 
as a factor to rule out any instructor differences. Table 6 shows the results of this analysis. 
The results show that the two factors having an effect, with a significance level of 
.006 for each, are the covariate of grade point average and the instructor teaching the lecture 
section. The type of lab that the students completed is not a factor (p = .922). Therefore, we 
conclude that the type of lab completed by the students, whether hands-on activity or 
computer simulation, does not have an effect on the two-week exam question score. 
Final exam results 
The final exam question covering confidence intervals was scored out of a 
total of 8 points. Figure 9 and Tabie 7 summarize the results of this question for the computer 
simulation and the hands-on activity groups. Note that the sample size for the computer 
group is one larger than in the prior analysis. This is due to the student taking the two-week 
exam late and therefore the score was not obtained along with the others. It appears once 
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Computer Group Activity Group 
Figure 8. Boxplots comparing confidence interval two-week exam question scores for the 
computer simulation and hands-on activity groups. The question was scored out of a total of 
5 points. 
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Table 5. Numerical description of two-week exam question scores 
Group n M SD 
Hands-on Activity 52 1.94 1.59 
Computer Simulation 44 2.02 1.45 
Note: I tus question was worth a maxmium ot b pomts. 
Table 6. Analysis of the two-week exam question on confidence intervals 
Source df F 
Grade Point Average 1 7.886** 
Instructor 1 8.010** 
Group 1 0.046 
Error 92 (1.996) 
Note: i he value m parentheses denotes mean square error. 
*^^p~< .01. 
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Computer Group Activity Group 
Figure 9. Boxplots comparing final exam question scores on confidence intervals for the 
computer simulation and hands-on activity groups. The total possible number of points for 
this question was 8. 
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Table 7. Numerical description of final exam question scores 
Group n M SD 
Hands-on Activity 52 4.88 2.08 
Computer Simulation 45 4.79 2.10 
Note: 1 ius question was worth a maxmium ot 8 pomts. 
Table 8. Analysis of the final exam question on confidence intervals 
Source df F 
Grade Point Average 1 6.050* 
Instructor 1 0.979 
Group 1 0.010 
Error 93 (4.124) 
Note: Values m parentheses denote mean square errors. 
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again that no difference exists between the scores for the two groups. 
An analysis similar to that for the two-week exam scores was carried out, with the 
final exam question scores as the dependent variable. The results appear below in Table 8. 
The only variable of significance is the covariate, grade point average (p = .016). This 
time,the lecture section the student attended is not significant (p = .325). Therefore we can 
say that the type of lab the student attended had no effect on the average scores for the final 
exam question covering confidence intervals. 
Research Question Two 
The second research question for this study asks the question "Do students who use the 
WWW computer simulations perform better when answering concept oriented questions 
dealing with sampling distributions than students who complete non-computer activity based 
labs?" The hypothesis for this question is "Students who use the WWW simulations and 
students who use the hands-on activities will perform equally well, on average." The only 
dependent measure available to analyze this hypothesis is the final exam question covering 
sampling distributions, due to a snowstorm causing the two-week exam to be taken before all 
students had a chance to experience the sampling distribution lab. The sampling distribution 
final exam question was scored out of a total of 7 points. Figure 10 and Table 9 show a 
comparison of the results for the two lab groups. They show that the hands-on activity group 
has a slightly higher mean than the computer simulation group. Notice that 6 fewer of the 
computer simulation group students attended the sampling distribution lab than the 
confidence interval lab. This is mainly due to the lab being rescheduled due to the 
snowstorm. 
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Computer Group Activity Group 
Figiure 10. Boxplots comparing final exam question scores on sampling distributions for the 
computer simulation and hands-on activity groups. The total possible number of points for 
this question was 7. 
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Table 9. Numerical description of final exam question scores on sampling distributions 
Group n M SD 
Hands-on Activity 51 4.69 2.82 
Computer Simulation 39 4.54 2.95 
Note: 1 his question was worth a maxmium ot 7 pomts. 
Table 10. Analysis of the final exam question on sampling distributions 
Source df F 
Grade Point Average 1 4.949* 
Instructor 1 2.049 
Group 1 0.137 
Error 86 (7.741) 
Note: Values in parentheses denote mean square errors. 
*p < .05. 
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Table 10 shows the results of the analysis of the final exam question on sampling 
distributions. The results for this analysis are very similar to that for the confidence intervals. 
Grade point average is again the only factor that is statistically significant (p = 029). The 
results show that there is no difference between the use of the computer simulation lab and 
the use of the hands-on activity lab in mean performance on a question dealing with the 
concept of sampling distributions. 
Research Question Three 
The third research question of interest is "Do students who use the computer 
simulations have different attitudes towards statistics or computers than students who 
complete activity-based labs at the end of the study?" The corresponding hypothesis is 
"Students who use the computer simulations and students who use the hands-on activities 
will have the same attitudes at the end of this study." Attitudes were measured through the 
use of the STATS survey that was previously discussed in chapter 2. The STATS survey was 
given to all students who attended the confidence interval lab. 
Before analyzing the hypothesis, an analysis of the STATS survey was conducted to 
determine whether the items do align into the 5 constructs (attitude towards mathematics, 
attitude towards statistics, attitude towards computers, attitude towards instructor, and test 
anxiety) and to determine what the reliability of those constructs is. A principal component 
analysis determined that a total of 7 components existed with eigenvalues of 1.0 or higher 
(see Appendix C for details). These 7 components explain 71.480% of the total variance. 
However a close look at the scree plot shows that 5 components could be used which explain 
over 64% of the total variance. Restricting the analysis to 5 components and using a varimax 
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rotation, results in factors which match the constructs exactly with the exception of one item. 
The item "No matter how hard I study, I will not do well in statistics" did not fall into a 
single factor, but split evenly into the attitude towards mathematics, attitude towards 
instructor, and the test anxiety factors. This item originally was to belong to the test anxiety 
construct. The decision was made to drop the item from further analysis. 
Reliabilities for each of the five constructs were computed and appear in Table 11, 
along with the original reliabilities from when the survey was developed. The reliabilities for 
the two studies are very similar. The greatest difference between the two sets of reliabilities 
is .03. As the constructs do appear to have internal consistency, the analysis comparing the 
attitudes of the computer simulation and hands-on activity groups can proceed. 
Table 12 shows the comparison of the computer simulation and hands-on activity 
groups in regards to the attitude survey constructs, hi order to do this analysis, only students 
who completed both computer simulation labs were included in the computer simulation 
group. 
Table 11. Comparison of reliabilities 
Attitude Current Study Rogness (1993) 
Towards statistics .92 .92 
Towards computers .92 .95 
Towards mathematics .93 .94 
Towards instructor .81 .84 
Test Anxiety .89 .86 
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Table 12. Comparison of Attitude Measures for the Laboratory Groups 
Computer Hands-on Activity 
Sunulation 
Attitude M SD n M SD n T 
Towards statistics 3.98 1.17 33 3.86 1.47 44 0.407 
Towards computers 5.53 1.06 32 5.39 1.02 44 0.594 
Towards mathematics 4.38 1.56 32 4.43 1.32 44 -0.156 
Towards instructor 5.33 1.16 33 5.39 0.98 44 -0.262 
Test Anxiety 4.58 1.48 33 4.48 1.46 44 0.295 
Note: Attitudes were rated on a 7-point scale (1 = not true of me, 7 = very true of me). 
Only 44 of the students in the hands-on activity group could be matched to their 
survey, due to several of the identification numbers being left off of the surveys. There are no 
significant differences in the attitudes of the two groups on any of the five constructs, 
indicating that the type of lab did not seem to have an effect on the students' attitudes. Notice 
that attitude towards statistics is the construct with the lowest mean for both groups, 
verifying that introductory statistics students do have poor attitudes towards statistics. Table 
13 shows the means and standard deviations fi:om Rogness' (1993) study. 
A comparison of the results of the current study to those of Rogness' study shows 
similarities in the means for attitudes towards statistics (3.8 to 3.98) and in the means for test 
68 
Table 13. Construct means and standard deviations from Rogness' study 
Attitude M SD n 
Towards statistics 3.80 1.42 594 
Towards computers 2.80 1.00 594 
Towards mathematics 3.31 1.55 594 
Towards instructor 2.33 1.08 594 
Test Anxiety 4.08 1.50 594 
anxiety (4.08 to 4.58). The means for the attitudes towards computers measure are noticeably 
higher than in the earlier study (5.53 and 5.39 versus 2.80). This may possibly be due to the 
fact that volunteers were used for the current study. Another possible explanation may be that 
in the 6 years since Rogness' study was completed, college students' computer literacy has 
increased. 
The fourth research question for this study is "Do students who complete the 
computer simulations and also have exposure to hands-on activities prefer one method over 
the other?" At the end of the semester, participants were asked which of three methods they 
would prefer to use to carry out lab activities. The options were (a) hands-on activities, (b) 
statistical software, (c) computer simulation, and (d) none of the above. By the end of the 
semester, the hands-on activity group students had completed 6 activity labs. The computer 
simulation group had encountered three labs using computer simulations and another three 
Research Question Four 
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that were hands-on. Therefore the researcher expected that the hands-on activity students 
would prefer activities more as that was all they had seen. However the simulation group, 
having seen both types, may choose differently. Figure 11 and Table 14 show summaries of 
the students' preferences. 
A look at the percents shows that the hands-on activity group did slightly prefer the 
hands-on activity labs over the other choices. Of more importance, over half of the computer 
simulation group preferred the computer simulation labs. The Pearson chi-square for testing 
independence between lab preference and group has a p-value of .028, indicating a 
dependency exists between the two variables. Table 14 includes the adjusted residuals for 
each cell. According to Agresti and Finlay (1997), adjusted residuals "... report the number 
of standard errors that the observed count falls from the expected count" (p. 261), and an 
adjusted residual with an absolute value of greater than 2 indicates that particular cell is 
contributing to a dependency. The adjusted residuals indicate that significantly more of the 
computer simulation group preferred the computer simulation labs than any other. Also, 
significantly more of the hands-on activity group preferred none of the above. Perhaps the 
hands-on activities left a negative impression on students that had not experienced any 
computer simulations. In conclusion, students with exposure to both types of labs prefer the 
simulation laboratories to the hands-on labs. 
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Figure 11. Histogram comparing lab preferences for the computer simulation group and the 
hands-on activity group. 
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Table 14. Comparison of lab preferences for the computer simulation group and the hands-on 
activity group 
„ TT J Statistics Computer None of the Group n Hands-on „ , O -  T.- A L  
^ - Package Sunulation Above 
47 Hands-on Activity 
Percent 31.1 26.7 26.7 15.6 
Adj. Residual 1.1 0.1 -2.4 2.3 
Computer 
Simulation 
Percent 21.3 25.5 51.1 2.1 
Adj. Residual -1.1 -0.1 2.4 -2.3 
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CHAPTER 5. DISCUSSION OF RESULTS 
The general research problem for this study was to determine whether World Wide 
Web (WWW) computer simulations are as effective as hands-on laboratory activities in 
teaching college-level introductory statistics students about the concepts of sampling 
distributions and confidence intervals. In an attempt to answer this question, two groups of 
students — one using hands-on activities and the other using WWW computer simulations 
during laboratory activities — were compared on two different topic areas. The students were 
tested on their understanding of confidence intervals and sampling distributions after their lab 
experiences, and no significant differences were found. Also, using the STATS attitude 
survey by Rogness (1993) no differences were found in the attitudes of the two groups of 
students following the last lab exercise. The one significant difference that does exist is the 
students' preferences for the type of lab that they completed. The computer simulation group 
preferred the computer simulation labs over any other alternative, while the hands-on activity 
group preferred none of the above more than expected. 
Interpretation of Results 
According to three different hypothesis tests no significant difference exists, on the 
conceptual questions used for this study, between those who used computer simtilations and 
those who used hands-on activities. These results are consistent with the prior work of 
Bobbert (1983), Choi and Germero (1987), Dewhurst et al. (1994), Du^ and Barowy 
(1995), and Parker (1996) who showed the same results in a variety of science laboratories. 
Flanagan and Black (1997) and Garren (1990) obtained similar results in studies relating to 
mathematics and electronics, respectively. 
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This result may be important because it indicates that computer simulations can be 
used in addition to, or in place of, hands-on activities without a seeming loss in the students' 
understanding of the concepts. In terms of learning theory, the results do not agree with 
Alessi's (1988) theory relating level of fidelity to learning. In this case the moderate fidelity 
experience (computer simulations) resulted in a statistically similar performance on concept 
oriented questions as the higher fidelity experience (hands-on). It may be that the amoxmt of 
actual student involvement may have outweighed the fidelity factor in this instance. It is of 
course possible that the two subject areas that were used, confidence intervals and sampling 
distributions, may have been factors or that the questions used to measure this conceptual 
knowledge were inadequate. 
A portion of this study involved replicating the previous research of Rogness (1993) 
with respect to the use of the STATS attitude survey. The factors and reliabilities that were 
obtained in the present study were similar to those of Rogness. The means were also similar, 
with the exception of the attitudes towards computers measure. The students in 1999 scored 
much higher (5.53 and 5.39) than the 1993 students (2.80) on the attitudes towards computers 
measure, which may indicate greater computer literacy among the more recent students, or it 
may be due to the use of volunteers for the current study. 
Another research question examined the difference in attitudes between the computer 
simulation group and the hands-on activities group. The conclusion of this test was that no 
significant difference existed in five different attitudinal measures between the two groups of 
students. This result contradicts the findings of Dewhurst et al. (1994) who found a 
relationship between the use of computer simulations and more positive attitudes. 
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It is possible that in the present study the students' exposure to the computer 
simulations was not of a long enough duration in order to have an impact on their attitudes. 
As students tend to have poor attitudes when taking an introductory level statistics course, 
this issue may merit further research. 
The final result of this study pertained to the type of lab exercise the students 
preferred. Significantly more of the computer simulation group students preferred the 
computer simulations. These students were exposed to both the computer simulations and to 
hands-on activities during the course of the semester, and therefore could make a more 
informed choice than the hands-on activity group, which were only exposed to hands-on 
activities. This result is similar to results found by Bobbert (1983) with chemistry students. 
Knowing that the students preferred the computer simulations is important because although 
it was not enough to impact the students' attitudes or performance, students may get more 
enjoyment out of a class that uses the computer simulations. In addition, significantly more 
of the hands-on activity students chose 'none of the above' than the computer simulation 
students, indicating the lab experience may have been a more negative one for the hands-on 
activity students. 
Limitations 
One of the primary limitations to this study is due to the voluntary nature of the 
sample selection. As related in Chapter 3, the students who agreed to participate in the study 
had significantly more positive attitudes towards taking the course and were more positive 
about the course's future usefulness. Not including the students with more negative attitudes 
may have impacted the results of the study, especially in regards to testing for differences in 
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the attitudes of the two groups of students. It is possible that one of the treatments may have 
a greater impact on students with more negative attitudes. 
A second limitation of this study is the higher rate of attrition in the computer 
simulation group. Roughly 60% of the computer simulation group completed the exercises, 
compared to about 84% of the hands-on group. An investigation into the type of students 
who did not complete the exercises revealed that these students had a significandy lower 
grade point average than the students who did complete the exercises. Therefore this study 
suffers from undercoverage in that only the more highly achieving students were included in 
the final analysis. Further research needs to be done that includes the lower achieving 
students. Perhaps these students could gain more from the computer simulation exercises 
than the higher achieving students. Alternatively, the lower achieving students may have 
been more anxious about the computer simulations and so intentionally avoided them. 
Another important limitation is the lack of a two-week exam following the sampling 
distribution laboratory due to a snowstorm. It is unknown what the results may have been for 
that exam. 
Implications 
The major implication of this study is that instructors have an alternative available 
that is not costly and usually is less time intensive than hands-on activities. In addition, 
students who experience both, show a significant preference for computer simulations over 
hands-on activities. Students who only encoimtered hands-on activities chose none of the 
proposed activities at a significantly higher percentage, indicating that they may have been 
turned off by the hands-on activities in some way. This is not to suggest that computer 
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simulations replace hands-on activities totally. Others agree that computer simulations and 
hands-on activities can be used together. According to Moore (1990) "Simulation, first 
physical and then using software, can demonstrate the essential concepts of probability and is 
particularly suited to displaying sampling distributions" (p. 126). Moore explains that hands-
on activities should receive first exposure because "... students tend to believe that the 
computer presents reality" (p. 102). Seels (1997) suggests learning becomes more 
meaningfiil when abstract learning and concrete experience are related. The NCTM (1989) 
urges teachers to use different types of activities to hold students' interest and further 
learning. Also according to Dale (1996/1946), "We ought to use all the ways of experiencing 
that we can" (p. 178). 
Perhaps the final comments should come from the students. In an interview following 
the completion of this study, one student who was in the hands-on activity group stated 
"Hands-on can be tedious, the computer is better as long as it is interactive." Several of the 
students from the computer simulation group agreed and commented that they liked seeing 
the immediate results, rather than generating everything on their ovm. Another student from 
the hands-on activity group offered a contradictory opinion by saying "Hands-on helps 
because nothing is hidden and you see all the steps." These comments highlight the different 
views that students hold towards the use of computer simulations and hands-on activities. 
This study is just a beginning. There are many possibilities available for further 
research. These include a study comparing the use of hands-on statistics activities to a 
control, an examination of attitudes after a longer exposure to interactive computer 
simulations, and a look at the impact computer simulations may have on lower achieving 
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students. A related research area pertains to how conceptual knowledge about statistics 
concepts can be measured. Throughout this study, the researcher wrestled with this question. 
It is a difficult one, especially when designing a study that is taking place within the environs 
of a classroom. 
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APPENDIX A. ADDITIONAL FIGURES 
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imjvolunteers 
I |Non-volunteers 
Female Male 
GENDER 
Figure 12. Comparison of Gender between the volunteers and the non-volunteers. The chi-
square test resulted in a p = .137. 
80 
80 
HVolunteers 
I |Non-volunteers 
18-21 22-25 26-29 30 and over 
Age Range 
Figure 13. Comparison of ages for the volunteers and the non-volunteers. The chi-square test 
resulted in a p = .741. 
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50 
mVolunteers 
I iNon-volunteers 
Freshman Sophomore Junior Senior 
Year in School 
Figure 14. Comparison of year in school for the volunteers and the non-volunteers. The chi-
square test resulted in a p = .488. 
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Hvolunteers 
I |Non-volunteers 
What is your anticipated grade for this course? 
Figure 15. Comparison of anticipated grade for the introductory statistics course between the 
volunteers and the non-volunteers. The chi-square test resulted in a p = .556. 
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Table 15. Comparison of number of years since last mathematics course for the volunteers 
and the non-volunteers. The chi-square test resulted in a p-value = .754. 
_ Less than 1 , _ _ ^ More than 5 Group n 1-2 years 3-5 years 
^ - year years 
Volunteers 
Percent 
124 
Adj. Residual ^ ^ 
Non-Volunteers 66 
Percent 
33.9 41.9 20.2 4.0 
0.3 0.3 -1.0 
34.8 39.4 18.2 7.6 
Adj. Residual 
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Table 16. Comparison of number of years since last statistics course for the voltmteers and 
the non-volunteers. The chi-square test resulted in a p-value = .615. 
„ Never took Less than 1 , _ _ _ More than 5 Group n , ^ 1-2 years 3-3 years 
^ - one before year years 
Volunteers 
Percent 
124 
80.6 4.8 4.0 9.7 0.8 
Adj. Residual ^^2 .ij 
Non-Volunteers 
Percent 
68 
77.9 2.9 7.4 8.8 2.9 
Adj. Residual ^ ^ Q ^ 1.0 -0.2 1.1 
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120 
100 
^IVolunteers 
I iNon-volunteers 
Required Elective 
Is this a required or elective class? 
Figure 16. Comparison of whether the introductory statistics course was required for the 
volunteers and the non-volunteers. The chi-square test resulted in a p = .447. 
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CO 2.0. 
O 10 
Computer Group Activity Group 
Figure 17. Comparison of GPA's for the two experimental groups. The two-independent 
samples test resulted in a p = .119. 
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mComputer Group 
I [Activity Group 
Female Male 
GENDER 
Figure 18. Comparison of genders for the two experimental groups. The chi-square test 
resulted in a p = .489. 
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100 
HComputer Group 
I lActivity Group 
18-21 22-25 26-29 30 and over 
Age Range 
Figure 19. Comparison of ages of the two experimental groups. The chi-square test resulted 
in a p = .155. 
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120 
100 > 
Group 
] I lActivity Group 
Required Elective 
Is this a required or elective class? 
Figure 20. Comparison of whether the statistics course was required for the two experimental 
groups. The chi-square test resulted in a p = .947. 
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HComputer Group 
I lActivity Group 
What is your anticipated grade for this course? 
Figure 21. Comparison of anticipated course grades for the two experimental groups. The 
chi-square test resulted in a p = . 160. 
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I^IComputer Group 
I [Activity Group 
Strongly Agree Disagree 
Agree Strongly Disagree 
( am glad I am taking this class. 
Figxire 22. Comparison of the experimental groups on answers to the question "I am glad I 
am taking this class." The chi-square test resulted in a p = .200. 
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70-
6 0 -
I^IComputer Group 
I jActivity Group 
Strongly Agree Disagree 
Agree Strongly Disagree 
I think this class will be useful to me in the future. 
Figure 23. Comparison of the responses of the experimental groups to the statement "I think 
this class will be useful to me in the future." The chi-square test resulted in a p = .547. 
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^•Computer Group 
I lActivity Group 
Strongly Agree Disagree 
Agree Strongly Disagree 
1 have a great attitude towards taking this class. 
Figure 24. Comparison of the responses of the experimentai groups to the statement "I have a 
great attitude towards taking this class." The chi-square test resulted in a p = .996. 
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Table 17. Timeline of events in study 
Week of Course 
1 Classes start 
2 
3 Recruitment of volunteers and completion of demographic 
survey 
4 
5 Computer simulation group meets for regression lab 
6 
7 
8 
9 Hands-on activity group meets for sampling distribution lab. 
Exam containing sampling distribution question 
10 Computer simulation group meets for sampling distribution lab 
11 Both groups meet for confidence interval lab, complete attimde 
survey 
12 
13 Exam containing confidence interval question 
14 
15 Students complete survey about lab preferences 
16 Final Exam 
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January 25,1999 
Dear Statistics 101 student 
This semester we will be carrying out a research project investigating the use of different 
methods of teaching statistics to undergraduate statistics students. You have been selected to 
be a participant in this study. Your participation will require only that you attend class in 
your normal manner and you may be selected for a 30-minute interview towards the end of 
the semester. We will also obtain your current GPA, major, year in school, and ACT scores 
from the registrar's office. We want you to feel confident that this information v^ll be kept 
confidential. In order to keep track of all participants we will only use the last four digits of 
your social security number to identify data. Your name will not be used in the write up of 
the study and all materials will be destroyed upon completion of the research (mid-summer 
1999). If at any time you wish to withdraw from participation in the study you may do so by 
contacting your professor. 
Your participation in this study is voluntary. If you chose not to participate your grade in this 
class will not be affected. Please fill out the following sheet indicating your willingness to 
participate. 
Thank you, 
W. R. Stephenson Barb Bamet 
Professor, Dept of Statistics Graduate Student 
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• Yes • No 
I agree to participate in the study "An investigation into the effects of using interactive World Wide Web 
modules on the conceptual understanding and attitudes of statistics students". I understand that my participation 
includes the use of my GPA, major, year in school and ACT scores from my records and that this information 
will be kept confidential at all times. 
Signature Date 
Social security number 
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Stat 101 Survey 
Last four digits of Social Security Number: .... 
Major(s); 
Gender: 
• Female • Male 
.A.ge Range: 
• UnderlS 0 26-29 
• 18-21 • 30 and over 
• 22-25 
Year in School; 
• Freshman • Senior 
• Sophomore • Graduate 
• Junior 
How many years has it been since your last mathematics class? 
• Less than 1 year • 3-5 years 
• 1-2 years • More than 5 years 
How many years has it been since your last statistics class? 
• Never took one before • 3-5 years 
• Less than 1 year • More than 5 years 
• 1 -2 years 
Excluding this class, how many college level mathematics courses have you taken? . ... 
Is this a required or elective course for you? 
• Required • Elective 
What IS your anticipated grade for this course? 
• A QD 
•  B  Q F  
• c 
Please use the following scale to rate how much you agree with these statements. 
I am glad I am taking this class 
I think this class will be useful to me in the future. 
I have a great attitude towards taking this class. . 
Strongly 
Agree Agree Disagree 
Strongly 
Disagree 
• • • • 
• • • • 
• • • • 
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Statistics 101 Laboratory 4 Spring 1999 
This week's lab consists of group activities dealing with data collection and sampling distributions. 
1. The accompanying map shows the 99 counties in Iowa. A county number appears in the lower left 
hand corner of each county. The other number gives the average value, in dollars per acre, of farmland 
in that county (in 1997). For Lyon County (county 01 in the Northwest corner of the state) farmland 
hcis a value of S2,000 per acre. The purpose of this exercise is to use sampling to estimate the average 
price of farmland in Iowa for 1997. Record all information on the accompanying form and record your 
information on the blackboard (in parts (b),(c), and (e)) so the entire class can examine all of the 
sample results. Hand in one answer sheet for each group and attach your individual data collection 
sheets. 
(a) Tell how you can use Table B, the table of random digits to select a random county. 
(b) Each member of your group should select one county at random. Record the county number, 
name, and farmland value on the line provided. Also record your groups sample values on the 
blackboard under the_ heading n = 1. Do you think selecting one county is a reasonable procedure 
for estimating the value of farmland in the whole state? Explain briefly why or why not. 
(c) Each member of your group should select five counties at random. Record county numbers, names, 
and farmland values. Calculate a sample mean value as an estimate of farmland value for the 
whole state. Record your group's estimates on the blackboard under the heading n = 5. 
(d) Have each member of your group select a second set of five counties at random. Record the county 
numbers, names and farmland values. Calculate the sample mean of these samples. Did you come 
up with the same sample mean values? What does this tell you about taking random samples? 
(e) Repeat part (c) only this time select 10 counties at random. Record your estimates on the attached 
form and on the blackboard. Do you feel this procedure produces a better or worse estimate of 
the mean farmland value than those in (c) and (d)? Explain briefly. 
(f) When all of the groups are done (or nearly all) examine the results on the blackboard. Construct 
a histogram of the results for each sample size. The true mean of all 99 counties is Si,828. 
Each group of estimates (n = 1, n = 5, n = 10) should be centered around that value. Do the 
histograms have centers close to this value? Which histogram appears to have the smallest spread 
(no calculation required)? 
2. In an earlier lab STAT 101 students sampled senators from the 1994 L^.S. Senate and noted the number 
of years of service. On the next page is a histogram displaying the years of service for those 100 senators 
and a histogram giving an empirical sampling distribution for the sample mean years of service for 
random samples of 10 senators. Refer to those histograms when answering the following questions. 
(a) Describe the shape of the distribution of the Years in Senate for the 100 senators. 
(b) Describe the shape of the distribution of the Sampling Distribution of Average Years in Senate. 
(c) If we had taken random samples of size 20 instead of 10, would the sampling distribution of the 
average years exhibit less spread, about the same amount of spread or more spread than that 
depicted in the histogram? Explain your answer briefly. 
(d) Looking at the histogram of the sampling distribution, what is the approximate center and stan­
dard deviation of the average years? Hint: six standard deviations would be approximately equal 
to the range. 
(e) The mean years in the senate for this population is actually n = 12.4 years and the standard 
deviation is a = 8.7 years. What is the relationship between these values and your guesses in (d)? 
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1. Iowa Farmland Value Sampling Study 
Your Name 
(b) county # county name value 
(c) county # county name value 
sample mean value = 
(e) county # county name value 
(d) county # county name value 
sample mean value = 
sample mean value = 
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STAT 101 Sampling Distribution Lab 
During today's lab, we will be using a World Wide Web simulation on Sampling Distributions. To begin 
the simulation, log onto your workstation and start Netscape. Then type the following address into the 
location box near the top of the screen: http://www.public.iastate.edu/-barbd and then press enter. Select 
choice 4: Sampling Distributions. 
You will need to give the web page a little time to load. When the begin button appears on the left side of 
the screen, click on it with your mouse. A window will soon appear containing 4 axes, the top showing a 
normal distribution. This top graph represents a population distribution — it is what the population actually 
looks like. On the right of the axis is a pull down menu where you may select a few other shapes of 
distributions. To the left of the axis are the population parameters for the distribution. 
1. Make sure a normal distribution is selected in the pull down window. Click on the Animated Sample 
button (located at the right center of the screen). The axis labeled 'Sample Data' shows the results of a 
sample of size 5, which was taken from the population. The 'Distribution of Means' axis shows where 
the mean of the sample of 5 is located. In what ways does the sample distribution match the 
distribution of the population and in what ways does it not? -What methods could you use to increase 
the likelihood the sample would look more like the population? 
2. Looking at the numbers on the left side of the screen, is the mean of the sample the same as the 
population mean? Why? 
3. Press the Animated Sample button again. The 2"'' axis now shows the results of a different sample of 5 
selected from the population, and the 3"* axis now shows the means of this and the previous sample. 
Attached is Table I, in this table fill in the first column by recording the mean of the 3"^ axis and 
sketching the histogram. By repeatedly pressing the Animated Sample button, fill in the remainder of 
Table 1. Then use the 5 samples, 500 samples, and 2000 samples buttons to complete Table 2. Each 
time one of these buttons is pressed, more samples of size 5 are selected from the population. 
What do you notice happens to the mean of the Distribution of Means as the number of samples taken 
increases? How did the shape change as the number of samples taken increased? How is the shape 
different from the distribution of the population shown on axis I? 
4. Repeat problem 3, except this time pull down the N=5 pull down menu, by axis i?3, and change to 
N=25. Record your observations in Tables 3 and 4. Do you notice anything different using samples of 
25, instead of samples of 5? 
5. Change the population shape from normal to skewed. For axis #3 ask samples of size 2 and for axis #4 
ask for samples of size 25. Make sure both axes are set to gather information about the mean (in the 
boxes above the sample size). Press the 2000 samples button. What are the shapes of the Distribution 
of Means for each? Is one more normal? Why? 
6. Change the population shape to custom, in the top pull down box. You can now draw your own 
population distribution shape on the top axis with your mouse. Draw one similar to this: 
Set axis 3 to ask for 2000 samples of size 2 and axis 4 to ask for 2000 samples of size 25. What are the 
shapes of the Distribution of Means for each? Is one more normal? V/hy? 
(over) 
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7. Summarize your findings about the relationship between the population distribution, sample size, and 
sampling distribution of the mean in one or uvo sentences. 
8. How does your answer in 7 compare to the Central Limit Theorem? 
In an earlier lab STAT 101 students sampled senators from the 1994 U-S. Senate and noted the number 
of years of service. On the next page is a histogram displaying the years of service for those 100 senators 
and a histogram giving an empirical sampling distribution for the sample mean years of service for random 
samples of 10 senators. Refer to those histograms when answering the following questions. 
1. Describe the shape of the distribution of the Years in Senate for the 100 senators. 
2. Describe the shape of the distribution of the Sampling Distribution of Average Years in Senate. 
3. If we had taken random samples of size 20 instead of 10, would the sampling distribution of the average 
years exhibit less spread, about the same amount of spread or more spread than that depicted in the 
histogram? Explain your answer briefly. 
4. Looking at the histogram of the sampling distribution, what is the approximate center and standard 
deviation of the average years? Hint: six standard deviations would be approximately equal to the 
range. 
-5. The mean years in the senate for this population is actually fi = 12.4 years and the standard deviation 
is (T = 8.7 years. What is the relationship between these values and your guesses in (d)? 
Table 1; 
ft of samples 2 3 4 5 
Mean of 
Distribution of 
Means 
Sketch the shape of 
the Distribution of 
Means 
Table 2: 
a of samples 10 20 520 2520 
Mean of 
Distribution of 
Means 
Sketch the shape of 
the Distribution of 
Means 
Table 3: 
II of samples 2 3 4 5 
Mean of 
Distribution of 
Means 
Sketch the shape of 
the Distribution of 
Means 
Table 4: 
a of samples 10 20 520 2520 
Mean of 
Distribution of 
Means 
Sketch the shape of 
the Distribution of 
Means 
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Statistics 101 Laboratory 5 Spring 1999 
Today's lab will concentrate on understanding more about confidence intervals, their construction 
and interpretation. This is a group lab with individual responsibility. The population we will be 
working with consists of all females in STAT 101, Spring 1999 who filled out the questionnaire in 
an earlier lab. The response variable is the height (in cm) of the female. The 2-50 heights are given 
on the accompanying page. The standard deviation for this population of heights is a = 7.6 cm. 
The process for constructing a confidence interval for the mean height of all ST.AT 101 females is: 
• select a random sample of size n 
• calculate the sample mean A' 
• construct the confidence interval 
1. IFse the table of random numbers in your te.xt book to select a random sample of n = 9 
heights. Each height in the table is identified by a row and a column. If you get the random 
number 125, you should go to row 12 and column 5 to obtain the height (175 cm). 
Note: You can make more efficient use of the 3 digit random numbers by using the following 
scheme. For numbers between 000 and 249 go directly to the table. For numbers between 250 
"and 499 subtract 250 and then go to the table. For numbers between 500 and 749 subtract 
500 and then go to the table. For numbers between 750 and 999 subtract 750 and then go to 
the table. 
2. Calculate the sample mean for the 9 heights in your sample, fs it the same as the sample 
means for the other members in your group? Why? 
3. Using your sample mean and a = 7.6 cm, construct an 80% confidence interval for the mean 
height of all females in our population. Write your confidence interval on the blackboard. 
4. Graph your confidence interval on your answer sheet. Graph the other confidence intervals 
listed on the black board on your answer sheet. 
(a) Are all the lines representing confidence intervals the same length? Explain why, or why 
not, 
(b) Why are the centers of the confidence intervals at different positions? 
5. One cannot say which of the confidence intervals capture the population mean and which 
miss it unless one knows the value of the population mean. Once you have plotted all the 
intervals ask the lab instructor for the value of the population mean. Draw a horizontal line 
on your plot corresponding to this value. 
(a) How many of the intervals cover, or capture, the population mean? 
(b) How does this compare to the confidence level of 80%? 
6. Given what you have seen, explain the meaning of the phrase: "S0% confident". 
where z' corresponds to the chosen level of confidence. 
Exercises: 
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Confidence intervals for the mean height of females in STAT 101 
Your name 
1. Random sample of 9 heights 
random number row column height (cm) 
2. Sample mean height. 
3. S0% confidence interval for the population mean height. 
109 
175  
® 170 
<D 
S 165 
a. 
<D 
•o 
o 160 
O 
155 ^ 
10 15 20 25 30 35 40 
Sample 
4. (a) Are all the lines representing confidence intervals the same length? Explain why, or why 
not. 
(b) Why are the centers of the confidence intervals at different positions? 
5. (a) How many of the intervals cover, or capture, the population mean? 
(b) How does this compare to the confidence level of 80%? 
6. Given what you have seen, explain the meaning of the phrase: "80% confident". 
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Heights (cm) of all the females in STAT 101 Spring 1999 
0 1 2 3 4 5 6 7 8 9 
00 163 160 170 170 168 170 157 170 163 159 
01 175 163 163 165 172 163 163 166 173 180 
02 165 152 168 170 175 173 163 163 167 157 
03 160 152 168 177 174 163 167 165 163 173 
04 173 173 170 165 182 165 173 173 168 165 
05 157 168 168 170 152 168 163 163 183 170 
06 155 175 172 166 180 168 167 169 173 173 
07 165 173 165 165 165 163 160' 173 157 168 
08 168 150 173 168 170 168 179 176 168 165 
09 175 160 163 165 175 152 158 158 147 178 
10 165 165 170 173 170 167 178 173 157 173 
11 163 170 156 163 170 176 170 157 155 163 
12 160 175 175 177 178 175 163 163 170 173 
13 183 175 163 160 175 165 157 168 152 173 
14 173 157 170 170 175 163 160 155 178 170 
15 168 172 152 163 175 183 166 183 168 171 
16 175 180 173 163 165 163 178 168 160 160 
17 160 168 175 180 174 167 162 168 168 168 
18 155 165 183 170 175 170 167 170 168 168 
19 157 154 168 165 165 183 173 160 175 168 
20 160 165 163 163 173 168 178 173 168 166 
21 163 170 152 157 157 170 163 170 180 168 
22 160 155 168 162 163 156 160 168 185 165 
23 155 160 165 150 160 165 163 160 150 160 
24 165 163 155 165 168 160 160 150 150 152 
1 
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Statistics 101 Laboratory 5 Spring 1999 
Today's lab will concentrate on understanding more about confidence intervals. You will be using 
computer simulations to explore what confidence intervals mean and what effect changing the con­
fidence level has on the confidence interval. Please complete this tab in groups of two. 
Log onto your workstation and with your mouse go to the tool bar and pull down the Com­
munications menu to World Wide Web. To the right is an arrow, go to that and then select 
Netscape. It may take a few minutes but the home page for Iowa State Lmiversity will appear. 
Type the following address into the location bo.K near the top of the screen. 
http:/ / www.public.iastate.edu/~barbd 
and then press enter. Select choice 1: Confidence lnter\'als. The top portion of this page explains 
a little bit about the simulation. In the middle of the page is the actual simulation. There is a 
number line ranging from .01 to .05. Below the number line is a slide tliat allows you to select 
a value of alpha. .A.lpha is equivalent to 1 minus the confidence level. So for a 98% confidence 
interval, you should choose an alpha of l-.98=.02. The graphic will display confidence intervals 
for 50 randomly selected samples, each vertical line represents the confidence interval for a single 
sample. The solid horizontal line represents the population mean, which is set at zero. Below, a 
counter keeps track of how many confidence intervals do not cover the population mean. 
Exercises: 
1. (a) -A.t what confidence level does the simulation start? 
(b) Are all of the lines representing confidence intervals the same length? E.xplain why, or 
why not. 
(c) Why are the centers of the confidence intervals at different positions? 
(d) How many of the 50 intervals do not cover the mean? How many do cover the mean? 
(e) Besides the counter at the bottom, how do you know an interval does not cover the mean? 
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2. Set the slide for a 98% confidence interval, and ask for the number of samples in tlie table 
below by pressing the more intervals button repeatedly. For each, fill in the number of 
intervals that do not contain the mean and calculate the percent that do contain the mean. 
Number of Number of intervals not Percent containing 
intervals containing the mean the mean 
50 
100 
500 
1000 
1500 
2000 
3. Repeat part 2 for a 95% confidence interval. Click on new alpha to reset the simulation. 
Number of Number of intervals not Percent containing 
intervals containing the mean the mean 
50 
100 
500 
1000 
1500 
2000 
4. Now, move the slider back and forth a few times. What do you notice about the intervals? 
5. Given what you have seen today, explain the meaning or the phrase "95% confident." 
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Researchers wishing to use the STATS ® 
must first obtain written permission 
from the authors. 
When writing for permission, 
please include a brief 
explanation of the 
proposed study. 
Write to either: 
Dr. Neal Rogness 
P.O. Box 421 
Greeley, CO 80632 
or 
Dr. Steven Pulos 
Department of Research, Education, and Development 
McKee 413 
University of Northern Colorado 
Greeley, CO 80639 
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STudent Attitudes Toward Statistics ® (STATS) ® 
For each of the following statements, please use the following 7-point scale; 
1 
Not true 
of me 
Somewhat true 
of me 
Please circle the one number which best represents your belief. 
2 3 4 1. 1 am able to understand math 
as well as any other subject. 
2. I try to do as little work as I 
which requires math. 
3. I doubt that any teacher could make 
me comfortable with statistics. 
4. The right instructor could probably 
make me enjoy statistics. 
5. I feel insecure while taking exams. 
6. I am confident that I could do work 
which required me to use computers. 
7. Given a chance, I would prefer to 
take a course that didn't require 
me to use a computer. 
8. I wou]d not take a statistics class 
unless it was required. 
9. No matter how hard I study, I will 
not do well in statistics. 
10. I think being enrolled in a 
statistics class is undesirable. 
1 1 .  I  w i l l  b e  a b l e  t o  d o  m y  p r o f e s s i o n  
more competently after taking a 
course in statistics. 
12. I would like to take more classes in 
statistics. 
13. I dread the thought of having 
to use mathematical formulas. 
14. I feel comfortable when I am 
working with a computer. 
1 5 .  N o  m a t t e r  w h o  t e a c h e s  a  s t a t i s t i c s  
course, I feel I would never be very 
good at it. 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
Very true 
of me 
® 1993, Neal Rogness and Steven Pulos. All rights reserved. 
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1 
Not true 
of me 
Somewhat true 
of me 
7 
Very true 
of me 
16. I think statistical training is 
worthwhile for most professionals 
in my field. 
17. i have trouble thinking 
mathematically. 
18. I forget information that I actually 
know during an exam due to anxiety. 
19. I have little self-confidence 
when it comes to using computers. 
20. I feel at ease when doing 
mathematics. 
21. Given a choice, I would prefer to 
not have to work with numbers. 
22. I use a computer regularly. 
23. I think that I am good at math. 
24. I become very nervous prior to 
taking an exam. 
25. I try fo avoid circumstances where 
I have to use mathematics. 
26. I would like to take another class 
in statistics even if I wasn't 
required to do so. 
27. While taking a test, I feel calm. 
28. No matter who teaches a statistics 
course, I would never like it. 
29. I think statistics is an important 
part of my career education. 
30. The thought of working with a 
computer makes me nervous. 
31. I find it difficult to stop worrying 
about how I did on an exam when it 
is over. 
32. I think that using a computer is 
often more trouble than it's worth. 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
1 2 3 4 5 6 7 
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Not true 
of me 
Somewhat true 
of me 
Very true 
of me 
33. I wish that I didn't have to take 
any course in statistics. 
34. I like the thought of using 
computers. 
35. I think studying statistics 
is a beneficial experience. 
36. The right instructor could probably 
make statistics easy for me. 
37. One of the parts of a statistics 
course which 1 dread the most is 
having to use computers. 
38. I get anxiety if I even think 
about doing a math problem. 
39. I would never consider taking a 
math course as an elective. 
40. I will use a computer whenever I can. 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
2 3 4 5 6 7 
1 2 3 4 5 6 7 
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Final Survey 
Now that you have completed all of the required Stat 101 labs, how would you prefer that lab 
activities be carried out? 
1. I prefer to do all data collecting, calculations, and graphing by hand. 
2. I prefer to collect the data and enter it into the computer so it can do the 
calculations and graphing. 
3. I prefer to have a computer do everything, so that I can change a variable such as 
sample size and immediately see what effect there is. 
4. None of the above. 
Two-week Exam Confidence Interval Question 
(5 pts) The usual interpretation of a 95% confidence interval for a population mean is "we are 
95% confident that this interval contains the population mean." Please explain with your own 
words and/or pictures what this really means. 
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Statistics 101 Final Exam Name: 
May 3, 1999 Section: A B SS# 
INSTRUCTIONS: Read the questions carefully and completely. Answer each question and show 
work in the space provided. Partial credit will not be given if work is not shown. When asked to 
explain, describe, or comment, do so within the context of the problem. 
1. [5 pts] The plot below shows (X,Y) pairs and a least squares regression line calculated using 
all points except the circled one. If the circled point is added, how will the least squares line 
change? Briefly explain your answer. You may wish to sketch in the approximate line with 
the circled point. Do not try to calculate the exact slope and intercept of the line 
with the circled point. 
2. [8 pts] For each of the following, indicate whether the statement is a correct interpretation 
of the 95% confidence interval for the population mean given by (2.96 to 4.61). For each that 
are not correct explain what is wrong. 
(a) [2] 95% of the population values are between 2.96 and 4.61. 
(b) [2] If many random samples of the same size are taken and 95% confidence intervals are 
constructed, then approximately 95% of the intervals will contain the population mean. 
(c) [2] We are 95% sure that the sample mean in within the interval 2.96 to 4.61. 
(d) [2] 95% of the population means are between 2.96 and 4.61. 
1 
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9. [7 pts] Random samples are taken from a population whose measurements have a skewed 
distribution like the one pictured below. The sampling distributions of the sample mean for 
0.0 -
T 
0 10 20 
Measurement 
different size samples (n=5, 10, 25, 100) are given below. Match the correct sample size to 
the sampling distribution. E.xplain your reasoning briefly. 
SafnpleMean Sample Mean 
SaovteMean Sampie Mean 
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Rubrics for exam questions 
Table 14. Scoring Rubric for two-week exam confidence interval question 
Points Received Answer 
Should talk about it many mtervals are 
5 calculated, 95% will contain the population 
mean 
4 Smular answer to above, however uses wrong 
terminology 
J Correct answer except uses sample mean 
instead of population mean 
2 Kestatmg the question, with a picture 
1 Restatmg the question, using another term tor 
confident 
0 Completely incorrect or missing answer 
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Table 15. Scoring Rubric for final exam confidence interval question 
Points Received per part Answer 
Correct determmation of statement's 
2 veracity and correct explanation if 
statement is wrong 
Correct determmation of statement's 
1 
veracity but incorrect explanation 
0 Incorrect answer 
Table 16. Scoring Rubric for final exam sampling distribution question 
Points Received Answer 
Matching portion 
Correct assigrmient of sample size to 
1 point per graph distribution 
hxplanation 
As the sample size increases, the spread 
J 
of the distribution is smaller 
An answer smiiiar to above, but iackmg 
2 the correct terminology 
An answer relating to sample size, but 
1 incorrectly 
0 Incorrect answer 
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APPENDIX C. STATS SURVEY ANALYSIS 
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Factor Analysis 
Communalities 
Initial 
I am able to understand 
math 
I try to do as little work 
1 doubt that any teacher 
could make 
the right instructor could 
I feel insecure while taking 
exams 
I am confident that I could 
do work 
given a chance I would 
prefer to take a course 
i would not take a statistics 
class unless it was required 
no matter how hard i study 
I think being enrolled in a 
statistics class is 
undesirable 
i will be able to do my 
profession more 
competently after 
i would like to take more 
classes in stat 
i dread the though of 
having to use mathematical 
formulas 
i feel comfortable when I 
am working with a 
computer 
no matter who teaches a 
statstics course I feel i 
would never 
i think statistical training is 
worthwhile 
i have trouble thinking 
mathematically 
I forget information that 1 
actually know 
i have little self confidence 
whtn it comes to using 
computers 
i feel at ease when doing 
mathematics 
given a choice, i would 
prefer not to have to work 
with numbers 
i use a computer regularly 
i think that i am good at 
math 
i become very nervous 
prior to takin an exam 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
Extinction Method: Principal Component Analysis. 
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Communalitfes 
Initial Extraction 
i try to avoid circumstances 
where 1 have to use 1.000 .723 
mathematics 
i would like to take another 
class in statistics 1.000 .846 
while taking a test, i feel 
calm 1.000 .798 
no matter who teaches a 
statistics course 1.000 .702 
i think statistics is an 
important part of my career 1.000 .899 
education 
the thought of working with 
a computer makes me 1.000 .691 
vervous 
i find it difficult to stop 
wonyii>9 about how i did on 1.000 .516 
an exam 
i thir^ that using a 
computer is often more 1.000 .603 
trouble than its worth 
i wish that 1 didnt have to 1.000 .756 take any course in stat 
i like the thought of using 1.000 .813 computers 
i think studying statistics is 1.000 .703 a t)enefidal experience 
the right instiuctor could 
prot>ably make stat easy for 1.000 .800 
me 
one of the parts of a 
statistics course which i 1.000 .552 dread is having to use 
computers 
i get anxiety if i even have 
to think aoubt doing a 1.000 .677 
meah problem 
i wouM never consider 
taking a meth course as an 1.000 .592 
elective 
i wiU use a computer 
whenever i can 1.000 .682 
Extraction Method: Principal Connponent Analysis. 
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Total Variance Explained 
Initial Etaenvalues Extraction Sums of Sauared Loadinqs 
%of  Cumulative %of  Cumulative 
Component Total Variance % Total Variance % 
1 12.644 31.611 31.611 12.644 31.611 31.611 
2 5.375 13.437 45.048 5.375 13.437 45.048 
3 3.445 8.612 53.660 3.445 8.612 53.660 
4 2.687 6.717 60.376 2.687 6.717 60.376 
5 1.712 4.280 64.657 1.712 4.280 64.657 
6 1.506 3.766 68.422 1.506 3.766 68.422 
7 1.223 3.058 71.480 1.223 3.058 71.480 
8 .877 2.194 73.674 
9 .773 1.932 75.606 
10 .697 1.742 77.347 
11 .666 1.666 79.014 
12 .597 1.492 80.506 
13 .559 1.399 81.904 
14 .547 1.367 83.271 
15 .501 1.251 84.523 
16 .478 1.195 85.718 
17 .433 1.083 86.800 
18 .424 1.060 87.860 
19 .399 .998 88.857 
20 .390 .975 89.832 
21 .377 .942 90.775 
22 .339 .848 91.623 
23 .327 .818 92.441 
24 .305 .763 93.204 
25 .275 .687 93.891 
26 .267 .667 94.558 
27 .245 .613 95.171 
28 .239 .597 95.768 
29 .212 .530 96.297 
30 .201 .504 96.801 
31 .193 .482 97.283 
32 .181 .453 97.736 
33 .157 .392 98.127 
34 .141 .351 98.479 
35 .135 .337 98.816 
36 .116 .289 99.106 
37 .110 .276 99.381 
38 9.804E-02 .245 99.627 
39 8.541 E-02 .214 99.840 
40 6.397E-02 .160 100.000 
Extraction Method; Principal Component Analysis. 
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Total Variance Explained 
Component 
Rotation Sums of Squared Loadings 
Total 
% of 
Variance 
Cumulative 
% 
1 6.482 16.205 16.205 
2 6.027 15.068 31.273 
3 3.920 9.800 41.073 
4 3.707 9.268 50.341 
5 3.488 8.720 59.062 
6 3.082 7.704 66.766 
7 1.885 4.714 71.480 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
Extraction Method: Principal Component Analysis. 
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Scree Plot 
-s-e-e-e- O C • • C3-{ J 
1 5 9 13 17 21 25 29 33 37 
3 7 11 15 19 23 27 31 35 39 
Component Number 
Component Matrix^ 
Comoonent 
1 2 3 4 5 6 7 
1 am able to understand 
matti .651 -.216 .124 -.468 -.119 .163 3.302E-02 
1 try to do as little work .592 -.305 -.119 -.329 -2.323E-02 6.211 E-02 -.206 
1 doubt that any teacher 
could make .706 -.109 7.151E-03 6.471 E-02 .411 -5.874E-02 -.182 
the right instructor could .321 1.870E-02 -.224 -9.528E-02 .666 .249 .374 
1 feel insecure while taking 
exams .535 -.314 .433 .344 -2.281 E-02 -6.409E-02 .171 
1 am confident that 1 could 
do work .328 .624 6.252E-02 -.108 -1.436E-03 8.315E-02 .120 
given a chance 1 would 
prefer to take a course .294 .644 3.339E-02 .118 -1.733E-02 -.145 .107 
i would not take a statistics 
class unless it was required .668 -2.466E-02 -.324 9.187E-02 -8.831 E-02 -.420 8.001 E-02 
no matter how hard i study .768 -.145 9.210E-02 .182 .197 -.119 -.200 
1 think being enrolled in a 
statistics class is 
undesirable 
.697 -.181 -.250 .147 4.686E-02 -.387 -7.021 E-03 
i will be able to do my 
profession more 
competently after 
.525 -2.720E-02 -.470 .301 -.204 .389 -.158 
i would like to take more 
classes in stat .604 2.319E-02 -.493 .112 -.246 -.247 .310 
i dread the though of 
having to use mathematical 
formulas 
.647 -.182 8.057E-02 -.224 .114 -.254 -.183 
Extraction Method: Prindpal Component Analysis. 
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Component Matrix* 
Component 
i feel comfortable when I 
am working with a 
computer 
no matter who teaches a 
statstics course I feel i 
would never 
i think statistical training is 
worthwhile 
i have trouble thinking 
mathematically 
I forget information that I 
actually know 
i have little self confidence 
vrtitn it comes to using 
computers 
i feel at ease when doing 
mathematics 
given a choice, i would 
prefer not to have to work 
with numbers 
i use a computer regularly 
i think that i am good at 
math 
i become very nervous 
prior to takin an exam 
i try to avoid circumstances 
where I have to use 
mathematics 
i would like to take another 
class in statistics 
while taking a test, i feel 
calm 
no matter wtio teaches a 
statistics course 
i think statistics is an 
important part of my career 
education 
the thought of working with 
a computer makes me 
vervous 
i find it difficult to stop 
worrying about how i did on 
an exam 
i think that using a 
computer is often more 
trouble than its worth 
1 wish that I didnt have to 
take any course in stat 
1 like the thought of using 
computers 
1 think studying statistics is 
a beneficial experience 
.381 
.707 
.558 
.677 
.507 
.515 
.654 
.707 
.228 
.734 
.392 
.724 
.592 
.381 
.717 
.640 
.402 
.242 
.351 
.755 
.330 
.639 
.698 
-2.281 E-02 
-5.950E-02 
-.245 
-.299 
.523 
-.164 
-9.181 E-02 
.723 
-.192 
-.279 
-.128 
-6.141 E-02 
-.218 
-.130 
-1.655E-02 
.631 
-.238 
.656 
-.141 
.816 
.121 
.144 
2.790E-02 
-.401 
.271 
.489 
.346 
.190 
3.172E-02 
.153 
.156 
.558 
.176 
-.467 
.531 
•5.184E-02 
-.467 
.294 
.441 
8.693E-02 
-.267 
3.005E-02 
-.414 
•4.169E-02 
.136 
.323 
-.421 
.411 
-2.817E-02 
-.366 
-.343 
7.658E-02 
-.376 
.454 
-.353 
2.547E-02 
.478 
.228 
.263 
-4.873E-02 
.454 
4.787E-02 
1.979E-02 
-8.400E-03 
.239 
-.139 
.394 
-.290 
-3.108E-02 
-8.284E-02 
5.171 E-02 
I-1.235E-02 
-.178 
-4.286E-04 
8.362E-02 
-8.417E-02 
-1.953E-02 
-.248 
-.201 
.311 
-.216 
4.860E-02 
2.215E-02 
4.541 E-03 
-6.807E-03 
-3.730E-02 
-1.526E-02 
5.746E-02 
-.124 
.333 
8.389E-02 
2.823E-02 
2.964E-02 
.234 
-2.154E-02 
.130 
.174 
.101 
.145 
-.208 
.125 
-.105 
.333 
-9.102E-02 
1.073E-02 
-.163 
-.286 
4.090E-02 
.227 
7.518E-02 
-.185 
-.210 
1-3.685E-02 
.104 
.118 
.166 
6.356E-02 
-7.730E-02 
3.846E-02 
.173 
7.910E-02 
.410 
.197 
-9.687E-02 
-.209 
-.177 
7.782E-03 
-.112 
-.111 
.186 
-1.200E-02 
Extraction Method: Principal Component Analysis. 
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Component Matrix* 
Component 
1 2 3 4 5 6 7 
the right instructor could 
probably make stat easy for 
me 
.393 .106 -.376 9.593E-02 .534 .317 .314 
one of the parts of a 
statistics course which i 
dread is having to use 
computers 
.406 .565 5.685E-02 .113 -4.747E-02 -8.922E-02 -.204 
i get anxiety if i even have 
to think aoubt doing a 
meah problem 
.726 -.164 .279 -.155 -2.076E-02 7.574E-02 -.121 
i would never consider 
taking a math course as an 
elective 
.571 -9.572E-02 3.359E-02 -.344 -.252 -.128 .239 
i will use a computer 
whenever i can .228 .779 8.064E-02 -3.733E-02 -6.100E-02 8.979E-02 5.571 E-02 
Extraction Method: Principal Component Analysis, 
a. 7 components extracted. 
Rotated Component Matrix^ 
Component 
1 2 3 4 5 6 7 
1 am able to understand 
math .843 2.796E-02 7.123E-02 7.301 E-02 .105 9.931 E-02 5.530E-02 
1 try to do as little work .646 -.123 -6.697E-02 .318 .255 9.961E-02 -1.891E-03 
1 doubt that any teacher 
could make .339 .111 .190 .673 .166 5.104E-02 .272 
the right instructor could .156 3.679E-02 -6.384E-02 .184 1.047E-02 5.109E-02 .861 
1 feel insecure while taking 
exams .258 -1.956E-02 .761 .227 9.488E-03 .163 3.204E-02 
1 am confident that 1 could 
do work .148 .690 -5.670E-02 -5.509E-02 3.689E-02 6.671 E-02 .153 
given a chance 1 would 
prefer to take a course •8.041 E-02 .700 2.804E-02 6.691 E-02 7.673E-03 .210 5.260E-02 
i would not take a statistics 
class unless it was required 
.206 .135 5.027E-02 .432 .206 .677 -7.198E-03 
no matter how hard i study .345 .129 .355 .640 .224 .136 8.037E-02 
1 think being enrolled in a 
statistics class is 
undesirable 
.228 1.027E-02 .148 .571 .205 .558 3.738E-02 
i will be able to do my 
profession more 
competently after 
.124 5.691E-02 6.207E-02 .108 .855 .171 .106 
i would like to take more 
classes in stat .164 .128 1.104E-02 .129 .347 .805 .101 
i dread the though of 
having to use mathematical 
formulas 
.539 4.977E-02 7.378E-02 .535 -1.387E-02 .179 -4.338E-02 
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Nonmalization. 
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Rotated Component Matrix' 
Comoonent 
1 2 3 4 5 6 7 
i feel comfortable when 1 
am working with a .149 .801 -5.213E-03 4.112E-03 .123 3.891 E-03 -6.349E-02 
computer 
no matter who teaches a 
statsb'cs course 1 feel i .264 .198 .220 .695 .150 8.483E-02 .234 
would never 
i think statistical training is 
worthwhile .154 5.723E-02 .129 .132 .851 .184 -1.337E-02 
i have trouble thinking 
mathematically .838 3.829E-02 .175 .206 8.274E-03 2.814E-02 2.102E-02 
1 forget informatian that 1 
actually know .231 1.256E-04 .821 .180 8.344E-02 6.574E-02 -2.583E-02 
i have little self confidence 
whtn it comes to using .265 .716 .236 .114 -9.155E-02 6.091 E-02 .111 
computers 
i feel at ease when doing 
mathematics .777 8.670E-02 .190 3.504E-02 7.354E-02 7.569E-02 .218 
given a choice, i would 
prefer not to have to work .713 .149 7.295E-02 .145 .124 .301 -5.791 E-03 
with numbers 
i use a computer regulariy •3.446E-02 .772 1.256E-02 -5.395E-03 .107 -.127 3.741 E-02 
i think that i am good at 
math .830 8.323E-02 .164 .130 .144 .106 9.514E-02 
i become very nervous 
prior to takin an exam .158 -4.098E-03 .875 6.025E-02 4.218E-02 -3.465E-03 6.869E-03 
i try to avoid circumstances 
where 1 have to use .780 .142 .134 .229 .139 2.582E-02 6.275E-02 
mathematics 
i would like to take another 
.156 dass in statistics .250 4.927E-02 2.110E-02 4.776E-02 .291 .819 
while taking a test, i feel 
ca/m .136 4.849E-02 .873 -3.240E-02 .101 3.970E-02 ^.691 E-02 
no matter who teaches a 
.233 9.095E-02 .288 .633 .238 .196 .246 statistics course 
i think statistics is an 
important part of my career 
.208 .105 5.622E-02 .196 .869 .212 6.625E-02 
education 
the thought of working with 
a computer makes me 
.159 .771 5.289E-02 .231 -5.375E-02 -8.208E-02 -7.472E-02 
vervous 
i find it difficult to stop 
worrying about how i did on •3.766E-03 -4.238E-02 .688 .182 2.158E-02 -7.480E-02 -3.751 E-02 
an exam 
i think that using a 
computer is often more 2.538E-03 .739 -2.492E-02 .210 2.514E-02 8.604E-02 -5.924E-02 
trouble than its worth 
i wish that 1 didn't have to 
take any course in stat .363 6.053E-02 5.324E-02 .551 .289 .479 -4.861 E-03 
i like the thought of using 
computers 2.372E-02 .865 -4.943E-02 -9.445E-02 5.430E-02 .151 .163 
i think studying statistics is 
.151 5.907E-02 a benefidal experience .233 .224 .650 .282 .265 
Extraction Method: Principal Component Analysis. 
Rotation Method; Varimax with Kaiser Normalization. 
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Rotated Component Matrix' 
Component 
1 2 3 4 5 6 7 
the right instnjctor could 
probably make stat easy for 
me 
4.737E-02 .118 -3.985E-02 .175 .277 .125 .812 
one of the parts of a 
statistics course which i 
dread is having to use 
computers 
3.006E-02 .670 2.446E-02 .244 .169 5.293E-02 -.104 
i get anxiety if i even have 
to think aoubt doing a 
meah problem 
.666 .137 .314 .312 .135 1.523E-02 -7.776E-03 
i would never consider 
taking a meth course as an 
elective 
.624 .106 7.586E-02 3.296E-03 -1.382E-02 .430 -2.617E-02 
i will use a computer 
whenever i can 1.473E-02 .810 -8.141 E-02 -.109 5.714E-02 5.287E-03 6.712E-02 
Extraction Method: Prindpal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 7 iterations. 
Component Transformation Matrix 
Component 1 2 3 4 5 6 7 
1 .606 .320 .293 .437 .343 .335 .153 
2 -.249 .923 -.260 -.122 -.019 -.041 .037 
3 .223 .208 .628 -.064 -.519 -.438 -.217 
4 -.677 .022 .613 .159 .366 .080 .013 
5 -.150 -.046 -.099 .534 -.300 -.311 .703 
6 .199 -.012 .080 -.454 .541 -.555 .383 
7 .005 -.003 .246 -.522 -.310 .533 .535 
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Nomializafon. 
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R E L I A B I L I T Y  A N A L Y S I S  -  S C A L E  ( A L P H A )  
Mean Std Dev Cases 
1. Q1 4.6667 1.9263 153.0 
2. Q2 4.4379 1.7912 153.0 
3. Q13 4.5359 1.8674 153.0 
4. Q17 4.5752 1.8450 153.0 
5. Q20 3.8170 1.7413 153.0 
6. Q21 4.4510 1.8171 153.0 
7. Q23 4.2092 1.7534 153.0 
8. Q25 4.5686 1.5843 153.0 
9. Q38 5.2745 1.4790 153.0 
10. Q39 3.6078 2.2161 153.0 
Correlation 
Q1 Q2 
Q1 1.0000 
Q2 .5403 1.0000 
Q13 .5127 .4801 
Q17 .7170 .5365 
Q20 .7074 .4899 
Q21 .5883 .5190 
Q23 .7454 .5300 
Q25 .6273 .5678 
Q38 .5843 .4808 
Q39 .4608 .4413 
Q13 Q17 Q20 
1 . 0 0 0 0  
.5687 1.0000 
.4269 .6965 1.0000 
.5894 .6620 .5336 
.5301 .7374 .7409 
.5278 .6954 .6079 
.5324 .6579 .5689 
.3818 .5206 .4126 
Q21 Q23 Q25 Q38 Q39 
Q21 
Q23 
Q25 
Q38 
Q39 
1 . 0 0 0 0  
.5835 
.6370 
.5828 
.5376 
1.0000 
.6816 
.6855 
.5207 
1 . 0 0 0 0  
.6967 
.5155 
1 . 0 0 0 0  
.4044 1.0000 
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R E L I A B I L I T Y  A N A L Y S IS - S C A L E  ( A L P H A )  
N of Cases = 153.0 
N of 
Statistics for Mean Variance Std Dev Variables 
Scale 44-1438 198.2555 14.0803 10 
Item Means Mean Minimum Maximum Range Max/Min Variance 
4.4144 3.6078 5.2745 1.6667 1.4620 .2133 
Item Variances Mean Minimum Maximum Range Max/Min Variance 
3.2827 2.1873 4 - 9110 2.7237 2.2452 .5333 
Item-total Statistics 
Scale Scale Corrected 
Mean Variance Item- Squared Alpha 
if Item if Item Total Multiple if Item 
Deleted Deleted Correlation Correlation Deleted 
Q1 39.4771 157.0406 .7768 .6573 . 9164 
Q2 39.7059 165.5248 .6406 .4221 . 9237 
Q13 39.6078 164.4768 .6324 .4473 .9243 
Q17 39.5686 156.6943 .8261 .7002 .9138 
Q20 40.3268 162.8004 .7297 . 6320 . 9191 
Q21 39.6928 160.7932 .7413 .5785 .9184 
Q23 39.9346 158.9431 .8197 .7291 .9144 
Q25 39.5752 163.8117 .7874 . 6465 .9168 
Q38 38.8693 168.1275 .7285 .5967 .9200 
Q39 40.5359 160.6582 .5818 . 3872 .9295 
Reliability Coefficients 10 items 
Alpha = .9271 Standardized item alpha = .9305 
Reliability 
****** Method 2 (covariance matrix) will be used for this analysis 
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R E L I A B I L I T Y  A N A L Y S I S  S C A L E  ( A L P H A )  
Mean Std Dev Cases 
1. 
2 .  
3. 
4 . 
5. 
6 .  
7. 
8 .  
9. 
1 0 .  
Q6 
Q7 
Q14 
Q19 
Q22 
Q30 
Q32 
Q34 
Q37 Q40 
5.3882 
5.0526 
5.0789 
5.3882 
5.6579 
5.6513 
5.2105 
4.9474 
5.4737 
4.8289 
1.3813 
1.6669 
1.4353 
1.3861 
1.3767 
1.2248 
1.5339 
1.4908 
1.5179 
1.5686 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
Correlation Matrix 
Q6 Q7 Q14 Q19 Q22 
Q6 
Q7 
Q14 
Q19 
Q22 
Q30 
Q32 
Q34 
Q37 
Q40 
1.0000 
.4656 
.6325 
.5296 
.4011 
.4916 
.4800 
.5825 
.3760 
.4771 
1.0000 
.5242 
.4583 
.3628 
.4697 
.5758 
.5981 
.4429 
.5581 
1.0000 
.5604 
.5869 
.5997 
.5369 
.6396 
.5390 
.5355 
1 . 0 0 0 0  
.4414 
. 6966 
.4628 
.5676 
.5227 
.4694 
1.0000 
.5218 
.3981 
.5655 
.4362 
.6198 
Q30 Q32 Q34 Q37 Q40 
Q30 1.0000 
Q32 .5716 1.0000 
Q34 .5738 .7000 1.0000 
Q37 .5311 .4774 .5730 1.0000 
Q40 .5168 .5655 .7409 .4487 1.0000 
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R E L I A B I L I T Y  A N A L Y S IS - S C A L E  ( A L P H A )  
N of Cases = 152.0 
N of 
Statistics for Mean Variance Std Dev Variables 
Scale 52.6776 122.5643 11.0709 10 
Item Means Mean Minimum Maximum Range Max/Min Variance 
5.2678 4.8289 5.6579 .8289 1.1717 .0835 
Item Variances Mean Minimum Maximum Range Max/Min Variance 
2.1403 1.5001 2.7787 1.2785 1.8523 .1297 
Item-total Statistics 
Scale Scale Corrected 
Mean Variance Item- Squared Alpha 
if Item if Item Total Multiple if Item 
Deleted Deleted Correlation Correlation Deleted 
Q6 47.2895 102.7104 .6410 .4865 .9115 
Q7 47.6250 98.3551 .6482 .4638 -9120 
Q14 47.5987 98.9703 .7541 .6164 . 9051 
Q19 47.2895 101.6640 .6790 .5656 . 9094 
Q22 47.0197 103.2115 .6241 .5078 . 9124 
Q30 47.0263 103.0457 .7246 .6101 .9077 
Q32 47.4671 98.9261 .6976 .5682 . 9084 
Q34 47.7303 96.2115 .8251 .7301 . 9007 
Q37 47.2039 101.1436 . 6262 .4336 . 9126 
Q40 47.8487 97.6789 .7232 .6308 . 9068 
Reliability Coefficients 10 items 
Alpha = .9171 Standardized item alpha = .9184 
Reliability 
****** Method 2 (covariance matrix) will be used for this analysis ****** 
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R E L I A B I L I T Y  A N A L Y S I S  S C A L E  ( A L P H A )  
Mean Std Dev Cases 
1 .  
2 .  
3. 
4. 
5. 
6 .  
7. 
8 . 
9. 
1 0 .  
1 1 .  
1 2 .  
Q8 
Q9 
QIO 
Qll 
Q12 
Q15 
Q16 
Q26 
Q28 
Q29 
Q33 
Q35 
2.9408 
5.4671 
4.3882 
4.2763 
2.6053 
5.3816 
4.3750 
2.5132 
5.2763 
4.0526 
4.0921 
4.5066 
1.9334 
1.5818 
1.7942 
1.9092 
1.7498 
1.5091 
1.8080 
1.6598 
1.6844 
1.7446 
1.9879 
1.4917 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152.0 
152-0 
Q8 
Correlation Matrix 
Q9 QIO Qll Q12 
Q8 
Q9 
QIO 
Qll 
Q12 
Q15 
Q16 
Q26 
Q28 
Q29 
Q33 
Q35 
1.0000 
.4768 
.6328 
.4063 
.6997 
.4958 
.4270 
-6699 
.4972 
.4761 
.7027 
.4835 
1 . 0 0 0 0  
.6100 
.3495 
.3542 
.6933 
.3829 
.3218 
.6522 
.4542 
.5654 
.4632 
1.0000 
.4073 
.6123 
.4733 
.4468 
.5887 
.6195 
.4970 
.7252 
.5125 
1.0000 
.5086 
.3171 
.7429 
.4252 
.4106 
-8048 
.4801 
.6412 
1.0000 
.3007 
.4490 
.8182 
.3788 
.5579 
.5665 
.5440 
Q15 Q16 Q26 Q28 Q29 
Q15 
Q16 
Q26 
Q28 
Q29 
Q33 
Q35 
1 . 0 0 0 0  
.2773 
.2915 
. 6435 
.3596 
.5489 
.4578 
1.0000 
.4541 
.4115 
.8377 
.5136 
.6117 
1 . 0 0 0 0  
.3777 
.5144 
.5516 
.5042 
1 . 0 0 0 0  
.4751 
.6055 
-4922 
1 . 0 0 0 0  
.5466 
-7302 
Q33 Q35 
Q33 
Q35 
1 - 0 0 0 0  
.4844 1 . 0 0 0 0  
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R E L I  A B I L I T Y  A N A L Y S IS - S C A L E  ( A L P H A )  
N of Cases = 152.0 
N of 
Statistics for Mean Variance Std Dev Variables 
Scale 49.8750 245.1697 15.6579 12 
Item Means Mean Minimum Maximum Range Max/Min Variance 
4.1563 2.5132 5.4 671 2.9539 2.1754 1.0282 
Item Variances Mean Minimum Maximum. Range Max/Min Variance 
3.0437 2-2251 3.9517 1.7266 1.7760 .3116 
Item--total Statistics 
Scale Scale Corrected 
Mean Variance Item- Squared Alpha 
if Item if Item Total Multiple if Item 
Deleted Deleted Correlation Correlation Deleted 
Q8 46.9342 201.5718 .7260 .6617 . 9211 
Q9 44 .4079 213.3027 .6355 . 6182 . 9245 
QIO 45.4868 203.7217 .7464 .6704 . 9202 
Qll 45.5987 205.2750 .6626 . 6873 . 9238 
Q12 47.2697 206.5691 .7066 .7539 . 9218 
Q15 44.4934 217.2185 .5772 .6050 . 9266 
Q16 45.5000 206.8344 .6743 .7328 . 9231 
Q26 47.3618 210.0603 .6725 .7055 .9232 
Q28 44.5987 209.7915 .6669 .5838 . 9234 
Q29 45.8224 203.9881 .7653 .8227 . 9195 
Q33 45.7829 198.1579 .7694 . 6792 . 9192 
Q35 45.3684 211.7309 .7190 . 6114 .9218 
Reliability Coefficients 12 items 
Alpha = .9284 Standardized item alpha = .9286 
Reliability 
****** Method 2 (covariance matrix) will be used for this analysis 
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R E L I A B I L I T Y  A N A L Y S I S  -  S C A L E  ( A L P H A )  
Mean Std Dev Cases 
1. Q3 5.4710 1.5926 155.0 
2. Q4 4.8581 1.6532 155.0 
3. Q36 4.8387 1.7264 155.0 
Correlation Matrix 
Q3 Q4 Q36 
Q3 1.0000 
Q4 .3610 1.0000 
Q36 .3868 .6153 1.0000 
N of Cases = 155.0 
Statistics for 
Scale 
Mean Variance 
15.1677 15.7899 
N of 
Std Dev Variables 
3.9736 3 
Item Means Mean Miniravun Maximum Range Max/Min Variance 
5.0559 4.8387 5.4710 .6323 1.1307 .1293 
Item Variances Mean Minimum Maximum Range Max/Min Variance 
2.7499 2.5365 2.9803 .4438 1.1750 .0495 
Item-total Statistics 
Scale 
Mean 
if Item 
Deleted 
Scale 
Variance 
if Item 
Deleted 
Corrected 
Item-
Total 
Correlation 
Squared 
Multiple 
Correlation 
Alpha 
if Item 
Deleted 
Q3 
Q4 Q36 
9.6968 
10.3097 
10.3290 
9.2256 
7.6437 
7.1703 
.4163 
.5922 
. 6100 
. 1739 
.3964 
.4098 
.7614 
.5565 
.5302 
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R E L I A B I L I T Y  A N A L Y S I S  -  S C A L E  ( A L P H  
Reliability Coefficients 3 items 
Alpha = .7163 Standardized item alpha = .7141 
Reliability 
****** Method 2 (covariance matrix) will be used for this analysis 
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R E L I A B I L I T Y  A N A L Y S I S  S C A L E  ( A L P H A )  
Q5 
Q18 
Q24 
Q27 
Q31 
Mean 
4 .2418 
4 .2549 
4.0588 
3.6536 
4.4052 
Std Dev 
,8568 
7827 
8362 
6871 
1.8440 
Cases 
153.0 
153.0 
153.0 
153.0 
153.0 
Q5 
Q18 
Q24 
Q27 
Q31 
Correlation Matrix 
Q5 Q18 Q24 
1.0000 
.7365 
. 6828 
. 6318 
.4246 
1.0000 
.7008 
.7011 
.5327 
1 . 0 0 0 0  
.7436 
.5156 
Q27 
1.0000 
.4916 
Q31 
1.0000 
N of Cases 
Statistics for 
Scale 
Item Means 
Item Variances 
Mean 
20.6144 
Mean 
4 .1229 
Mean 
3.2488 
153.0 
Variance 
56.1069 
Minimum 
3.6536 
Minimum 
2.8463 
Std Dev 
7.4905 
Maximum 
4.4052 
Maximum 
3.4477 
N of 
Variables 
5 
Range 
.7516 
Range 
.6014 
Max/Min 
1.2057 
Max/Min 
1.2113 
Variance 
.0839 
Variance 
.0612 
Item-total Statistics 
Scale 
Mean 
if Item 
Deleted 
Q5 
Q18 
Q24 
Q27 
Q31 
16.3725 
16.3595 
16.5556 
16.9608 
16.2092 
Scale 
Variance 
if Item 
Deleted 
36.2616 
35.7449 
35.3933 
37.4195 
39.7454 
Corrected 
Item-
Total 
Correlation 
.7333 
.8061 
.7938 
.7675 
.5574 
Squared 
Multiple 
Correlation 
.6003 
.6675 
.6538 
.6227 
.3303 
Alpha 
if Item 
Deleted 
.8628 
.8460 
.8484 
.8559 
.9025 
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R E L I A B I L I T Y  A N A L Y S I S  -  S C A L E  ( A L P H A )  
Reliability Coefficients 
Alpha = .8081 
5 items 
Standardized item alpha = .8892 
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