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ASYMPTOTIC OF CAUCHY BIORTHOGONAL POLYNOMIALS
U. FIDALGO, G. LO´PEZ LAGOMASINO, AND S. MEDINA PERALTA
Abstract. We consider sequences of biorthogonal polynomials with respect
to a Cauchy type convolution kernel and give the weak and ratio asymptotic
of the corresponding sequences of biorthogonal polynomials. The construction
is intimately related with a mixed type Hermite-Pade´ approximation problem
whose asymptotic properties is also revealed.
Keywords: biorthogonal polynomials, Hermite-Pade´ approximation, weak asymp-
totic, ratio asymptotic
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1. Introduction
Let ∆ be a bounded subinterval of the real line. By M(∆) we denote the class
of all finite positive Borel measures σ whose support supp(σ) has infinitely many
points and ∆ is the smallest interval containing supp(σ). Take m ≥ 2 intervals ∆j ,
j = 1, . . . ,m. Throughout the paper we will assume that
(1.1) ∆j ∩∆j+1 = ∅, j = 1, . . . ,m− 1,
and (σ1, . . . , σm) is an ordered collection of measures such that σj ∈ M(∆j), j =
1, . . . ,m.
It is easy to see that for each n ∈ Z+ := {0, 1, 2, . . .} there exists a polynomial
Qn, degQn ≤ n, not identically equal to zero, such that
(1.2)
∫
∆1
· · ·
∫
∆m
xν1
Qn(xm)dσm(xm) · · ·dσ1(x1)
(xm−1 − xm) · · · (x1 − x2) = 0, ν = 0, . . . , n− 1.
Finding Qn reduces to solving a system of n homogeneous linear equations on the
n+1 unknown coefficients of the polynomial which always has a non-trivial solution.
It can be shown that any non-trivial solution has degree n. This entails that Qn is
uniquely determined except for a constant factor. All the zeros of Qn are simple
and lie in the interior of ∆m (which we denote
◦
∆m and the interior is taken with
respect to the Euclidean topology of R). This and other properties of Qn will be
proved below in Lemma 2.4. In the sequel, we normalize Qn to be monic.
The orthogonality relations may be expressed more compactly as follows. When
m = 2 we consider the usual Cauchy kernel K(x1, x2) = (x1 − x2)−1. For m > 2
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we take
K(x1, xm) =
∫
∆2
∫
∆3
· · ·
∫
∆m−1
dσm−1(xm−1) · · · dσ3(x3)dσ2(x2)
(xm−1 − xm)(xm−2 − xm−1) · · · (x2 − x3)(x1 − x2) .
With this notation, (1.2) adopts the form
(1.3)
∫
∆1×∆m
xν1K(x1, xm)Qn(xm) dσ1(x1) dσm(xm) = 0, ν = 0, . . . , n− 1.
Taking into account what was said above, there exist two sequences of monic poly-
nomials (Pn), (Qn), n ∈ Z+, such that for each n, deg(Pn) = deg(Qn) = n and
(1.4)
∫
∆1×∆m
Pk(x1)K(x1, xm)Qn(xm) dσ1(x1) dσm(xm) = Cnδk,n, Cn 6= 0.
As usual, δk,n = 0, k 6= n, δn,n = 1.
These two sequences of polynomials are said to be biorthogonal with respect to
(σ1, . . . , σm). Notice that the ordering of the measures is important in the definition
of the kernel and thus in the definition of biorhogonality. In [3] the authors introduce
the concept of biorthogonality with respect to a totally positive kernel. The kernels
we have introduced do not fall in that category (except when m = 2) and, therefore,
we will follow a different approach.
When m = 2 biorthogonal polynomials appear in the analysis of the two matrix
model [4] and for finding discrete solutions of the Degasperis-Procesi equation [3]
through a Hermite-Pade´ approximation problem for two discrete measures. Moti-
vated in [3], the approximation problem was extended in [13] for arbitrary m ≥ 2
and general measures proving the convergence of the method.
In this paper, we study the asymptotic properties of the sequences of biorthog-
onal polynomials (Pn), (Qn), n ∈ Z+, depending on the analytic properties of the
measures in (σ1, . . . , σm). Before stating the corresponding results, we need to
introduce some classes of measures and notation.
It is said that σ ∈ M(∆) is regular, and we write σ ∈ Reg, if
lim γ1/nn =
1
cap(supp(σ))
,
where cap(supp(σ)) denotes the logarithmic capacity of supp(σ) and γn is the
leading coefficient of the n-th orthonormal polynomial with respect to σ. See [21,
Theorems 3.1.1, 3.2.1] for different equivalent forms of defining regular measures and
its basic properties. In connection with regular measures it is frequently convenient
that the support of the measure be regular. A compact set E is said to be regular
when Green’s function corresponding to C\E with singularity at∞ can be extended
continuously to E.
A measure σ ∈ M(∆) is said to verify the Turan condition when σ′ > 0 almost
everywhere on ∆ with respect to the Lebesgue measure. In this case, supp(σ) = ∆
and σ ∈ Reg.
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1.1. Statement of the main results. There are two forms of asymptotic results
which play an important role in the general theory of orthogonal polynomials and
their applications; namely, their weak asymptotic, connected with the asymptotic
zero distribution of their zeros, and the ratio asymptotic (see, for example, [8],
[14], [17], [18], [19], [20], and [21]). This interest extends to multiple orthogonal
polynomials, which are related with biorthogonal polynomials (see [1], [7], and [9]).
The two results we state below follow this line of research.
Given a polynomial Q, deg(Q) = n, we denote the associated normalized zero
counting measure by
µQ =
1
n
∑
Q(x)=0
δx,
where δx denotes the Dirac measure with mass 1 at the point x. Our first result
says the folowing.
Theorem 1.1. For each k = 1, . . . ,m, assume that σk ∈ Reg and supp(σk) is
regular. Then, there exist probability measures λ1, λm, supp(λ1) ⊂ ∆1, supp(λm) ⊂
∆m, such that
(1.5) ∗ lim
n
µPn = λ1, ∗ lim
n
µQn = λm,
where the convergence is in the weak star topology of measures.
The measures λ1, λm are the first and last components of the solution of an
associated vector equilibrium problem. This result is a consequence of Theorem
3.4 (see also Corollary 3.12) of Section 3. In Section 3, we will specify the vector
equilibrium problem we must deal with and obtain the weak asymptotic of other
polynomials and forms associated with this problem.
Theorem 1.2. Assume that σ′k > 0 a.e. on ∆k, k = 1, . . . ,m. Then, there exist
analytic functions ϕ1 ∈ H(C \∆1), ϕm ∈ H(C \∆m) such that
(1.6) lim
n
Pn+1(z)
Pn(z)
= ϕ1(z), lim
n
Qn+1(z)
Qn(z)
= ϕm(z),
uniformly on each compact subset of C \∆1 and C \∆m, respectively.
The functions ϕ1 and ϕm are expressed in terms of the branches of a conformal
mapping defined on an m + 1 sheeted Riemann surface of genus zero. This result
is a consequence of the more general Theorem 4.2 (see also Corollary 4.6) stated
and proved in Section 4 where the Riemann surface is built, the functions ϕ1, ϕm
are identified and the ratio asymptotic of other polynomials and forms related with
this problem are given.
The contents of Sections 3-4 have been described previously. In Section 2 we
establish a series of auxiliary results needed in the proofs of the main results. In
particular, the existence of the sequences of biorthogonal polynomials is established
as well as some properties of their zeros.
2. Multi-orthogonality relations
The results of this section have an algebraic flavor but are indispensable in all
what follows. Some may be extracted from [13] but we will include the proofs when
it is essential to make the reading more comprehensive.
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2.1. Nikishin system. Nikishin systems were first introduced in [15]. Let ∆α,∆β
be two bounded intervals contained in the real such that ∆α ∩ ∆β = ∅. Take
σα ∈ M(∆α) and σβ ∈ M(∆β). Using the differential notation, we define a third
measure 〈σα, σβ〉 as follows
d〈σα, σβ〉(x) := σ̂β(x)dσα(x), σ̂β(z) =
∫
dσβ(x)
z − x ,
where σ̂β is the Cauchy transform of σβ .
Consider a collection of intervals ∆j , j = 1, . . . ,m, verifying (1.1) and measures
σj ∈M(∆j).
Definition 2.1. We say that (s1,1, . . . , s1,m) = N (σ1, . . . , σm), where
(2.1) s1,1 = σ1, s1,2 = 〈σ1, σ2〉, . . . s1,m = 〈σ1, σ2, . . . , σm〉
is the Nikishin system of measures generated by (σ1, . . . , σm). Here, s1,j, j ≥ 3, is
defined inductively by taking
〈σ1, σ2, . . . , σj〉 = 〈σ1, 〈σ2, . . . , σj〉〉.
The definition of a Nikishin system can be extended to the case when the intervals
∆j are unbounded or touching. The results of this section remain valid when the
Nikishin systems are constructed following the more general definition given in [13].
However, the asymptotic results given in Sections 3-4 require that we use the more
restricted version presented here (which, incidentally, coincides with its original
formulation in [15]).
In what follows, for 1 ≤ j, k ≤ m, we denote
(2.2) sj,k := 〈σj , σj+1, . . . , σk〉, j < k, sj,k := 〈σj , σj−1, . . . , σk〉, j > k.
We will make frequent use of [12, Theorem 1.3]. For convenience of the reader,
we state it here as a lemma. With the present assumptions, the statements are
immediate consequences of Cauchy’s integral formula, Cauchy’s theorem, and the
Fubini theorem.
Lemma 2.2. Let (s1,1, . . . , s1,m) = N (σ1, . . . , σm) be given. Assume that there
exist polynomials with real coefficients ℓ0, . . . , ℓm and a polynomial w with real co-
efficients whose zeros lie in C \∆1 such that
L0(z)
w(z)
∈ H(C \∆1) and L0(z)
w(z)
= O
(
1
zN
)
, z →∞,
where L0 := ℓ0 +
∑m
k=1 ℓkŝ1,k and N ≥ 1. Let L1 := ℓ1 +
∑m
k=2 ℓkŝ2,k. Then
(2.3)
L0(z)
w(z)
=
∫ L1(x)
(z − x)
dσ1(x)
w(x)
.
If N ≥ 2, we also have
(2.4)
∫
xνL1(x)dσ1(x)
w(x)
= 0, ν = 0, . . . , N − 2.
In particular, L1 has at least N − 1 sign changes in
◦
∆1.
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2.2. Multi-level Hermite-Pade´ approximation. We will show shortly that the
biorthogonal polynomials Qn are intimitely connected with a mixed (multilevel)
type Hermite-Pade´ approximation problem introduced in [13]. Let us start with
the definition.
Definition 2.3. Consider the Nikishin system N (σ1, σ2, . . . , σm). Then, for each
n ∈ N, there exist polynomials an,0, an,1, . . . , an,m with deg an,j ≤ n − 1, j =
0, 1 . . . ,m − 1, and deg an,m ≤ n, not all identically equal to zero, called multi-
level (ML) Hermite-Pade´ polynomials that verify:
An,0(z) := (an,0 − an,1ŝ1,1 + an,2ŝ1,2 · · ·+ (−1)man,mŝ1,m) (z) = O(1/zn+1)
(2.5)
An,1(z) := (−an,1 + an,2ŝ2,2 − an,3ŝ2,3 · · ·+ (−1)man,mŝ2,m) (z) = O(1/z)(2.6)
........................................................................................
An,m−1(z) :=
(
(−1)m−1an,m−1 + (−1)man,mŝm,m
)
(z) = O(1/z),(2.7)
where O(·) is as z →∞. By extension, we take An,m = (−1)man,m.
The existence of an,k, k = 0, . . . ,m, is obtained solving a homogeneous linear
system of (n+ 1)m equations on the (n + 1)m+ 1 coefficients of the polynomials.
Among other properties, in [13] (see also Lemma 2.4 below) it was shown that
deg an,m = n and the vector of polynomials (an,0, . . . , an,m) is uniquely determined
up to a constant factor. Consequently, the linear form An,0 is uniquely determined
up to a constant factor and we normalize it so that An,m = (−1)man,m is monic.
From (2.3) applied with w ≡ 1 it readily follows that
An,j(z) =
∫ An,j+1(x)
z − x dσj+1(x), j = 0, . . . ,m− 1.
Consequently, for j = 0, . . . ,m− 1
(2.8) An,j(z) =
∫
· · ·
∫ An,m(xm)dσj+1(xj+1) · · · dσm(xm)
(z − xj+1)(xj+1 − xj+2) · · · (xm−1 − xm) .
When j = 1 notice that
(2.9) An,1(x1) =
∫
An,m(xm)K(x1, xm)dσm(xm).
Some of the statements of the next two results may be extracted from [13].
However, new notation is introduced and several formulas do not appear explicitly
in that paper so, for convenience of the reader, we include a full proof.
Lemma 2.4. Consider the Nikishin system N (σ1, σ2, . . . , σm). For each fixed n ∈
Z+ and j = 1, . . . ,m, An,j has exactly n zeros in C \∆j+1 they are all simple and
lie in
◦
∆j (∆m+1 = ∅). An,0 has no zero in C \ ∆1. Let Qn,j denote the monic
polynomial of degree n whose zeros are those of An,j in ∆j. We have Qn,m = Qn
is the n-th biorthogonal polynomial verifying (1.2). For each j = 0, . . . ,m− 1,
(2.10)
An,j(z)
Qn,j(z)
=
∫ An,j+1(x)
z − x
dσj+1(x)
Qn,j(x)
,
where Qn,0 ≡ 1, and
(2.11)
∫
xνAn,j+1(x)dσj+1(x)
Qn,j(x)
= 0, ν = 0, . . . , n− 1,
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Proof. Fix n ∈ Z+. According to (2.5), (2.3), and (2.4)
An,0(z) =
∫ An,1(x)dσ1(x)
z − x
and ∫
xνAn,1(x)dσ1(x) = 0, ν = 0, . . . , n− 1.
Therefore, An,1 has at least n sign changes on
◦
∆1. Should the right hand of (2.5)
be O(1/zn+2) or An,0 have some zero in C \∆1 the use of (2.4) would allow us to
conclude that the number of sign changes of An,1 on ∆1 would be at least n+ 1.
Let Q∗n,1 be a monic polynomial with real coefficients constructed as follows. It
contains as zeros all the points where An,1 changes sign on
◦
∆1 taking account of
their multiplicity (by the identity principle there can be at most a finite number
of such points). Should An,1 have any other root in C \∆2 different from the ones
taken above, we assign to Q∗n,1 one such zero and its complex conjugate if it is a
complex number. This is possible because the functions An,j are symmetric with
respect to the real line and its non real roots come in conjugate pairs. If An,1
has exactly n simple zeros on
◦
∆1 and no other root in C \ ∆2 then Q∗n,1 is the
polynomial denoted Qn,1 in the statement of the lemma; otherwise, degQ
∗
n,1 > n.
We will show that the second option is not possible.
By the form in which Q∗n,1 was chosen
An,1(z)
Q∗n,1(z)
∈ H(C \∆2) and An,1(z)
Q∗n,1(z)
= O
(
1
zN1
)
, z →∞,
where N1 > n+ 1 if either degQ
∗
n,1 > n or the expansion in the right hand side of
(2.7) starts at 1/z2; otherwise, N1 = n + 1, degQ
∗
n,1 = n and Q
∗
n,1 = Qn,1. From
(2.3) and (2.4)
An,1(z)
Q∗n,1(z)
=
∫ An,2(x)
z − x
dσ2(x)
Q∗n,1(x)
and ∫
xνAn,2(x) dσ2(x)
Q∗n,1(x)
= 0, ν = 0, . . . , N1 − 2,
which implies that An,2 has at least N1 − 1 sign changes on
◦
∆2.
Now, we can proceed as before defining Q∗n,2 similar to the way in which Q
∗
n,1
was chosen. Repeating the arguments employed above, we have
An,2(z)
Q∗n,2(z)
=
∫ An,3(x)
z − x
dσ3(x)
Q∗n,2(x)
and ∫
xνAn,3(x) dσ3(x)
Q∗n,2(x)
= 0, ν = 0, . . . , N2 − 2,
where N2 > n+ 1 if either degQ
∗
n,2 > n or the asymptotic expansion at ∞ of An,2
starts at 1/z2. Otherwise, N2 = n+1. degQ
∗
n,2 = n and Q
∗
n,2 = Qn,2. In particular,
An,3 has at least N2 − 1 sign changes on
◦
∆3.
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Following this line of reasoning, for each j = 0, . . . ,m− 1 we can define polyno-
mials Q∗n,j with real coefficients whose zeros lie in C \ ∆j+1, with at least n sign
changes on ∆j such that
An,j(z)
Q∗n,j(z)
=
∫ An,j+1(x)
z − x
dσj+1(x)
Q∗n,j(x)
,
where Q∗n,0 ≡ 1, and∫
xνAn,j+1(x)dσj+1(x)
Q∗n,j(x)
= 0, ν = 0, . . . , Nj − 2,
where Nj > n+ 1 if either degQ
∗
n,j > n or the asymptotic expansion at ∞ of An,j
starts at 1/z2. Otherwise, Nj = n+ 1, degQ
∗
n,j = n and Q
∗
n,j = Qn,j.
The last relation for j = m− 1 reduces to∫
xνan,m(x)
dσm(x)
Q∗n,m−1(x)
= 0, ν = 0, . . . , Nm−1 − 2
(recall that An,m = (−1)man,m). Since deg an,m ≤ n, if Nm−1 > n + 1 the or-
thogonality relation would imply that an,m ≡ 0 and because of (2.8) an,j = 0, j =
0, . . . ,m which is not the case. Therefore, Nm−1 = n + 1. This readily implies
that Nj = n + 1, j = 1, . . . ,m − 1. Consequently, degQ∗n,j = n, j = 1, . . . ,m − 1
its zeros are simple and lie on
◦
∆j and Q
∗
n,j = Qn,j, j = 1, . . . ,m − 1. Now the
orthogonality relations imply that an,m has exactly n simple zeros on
◦
∆m and we
can take Qn,m = (−1)man,m. With this notation, the relations above render (2.10)
and (2.11). From (2.11) with j = 0 and the expression for An,1 given in (2.9) it
follows that Qn,m is the n-th biorthogonal polynomial Qn defined in (1.3). We have
completed the proof. 
Set
(2.12) Hn,j := Qn,j+1An,j
Qn,j
, j = 0, . . . ,m− 1.
As we did before, we take Qn,0 ≡ Qn,m+1 ≡ 1.
Lemma 2.5. Consider the Nikishin system N (σ1, σ2, . . . , σm). For each fixed n ∈
Z+ and j = 0, . . . ,m− 1
(2.13)
∫
xνQn,j+1(x)
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
= 0, ν = 0, . . . , n− 1,
and
(2.14) Hn,j(z) =
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
.
Proof. It is easy to see that (2.13) is the same as (2.11) with the new notation.
Since degQn,j+1 = n, (2.13) implies that∫
Qn,j+1(z)−Qn,j+1(x)
z − x Qn,j+1(x)
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
= 0,
In other words,
Qn,j+1(z)
∫
Qn,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
=
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
.
8 U. FIDALGO, G. LO´PEZ LAGOMASINO, AND S. MEDINA PERALTA
However, using (2.10)∫
Qn,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
=
∫ An,j+1(x)
z − x
dσj+1(x)
Qn,j(x)
=
An,j(z)
Qn,j(z)
and the left hand of the previous equality reduces to Hn,j . Therefore, (2.14) takes
place. 
Remark 2.6. We wish to underline that the varying measure
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
, j = 0, . . . ,m− 1
appearing in (2.13) and (2.14) has constant sign on ∆j+1. Indeed, σj+1 has constant
sign and its support is contained in ∆j+1. This interval does not intersect ∆j or
∆j+2 which is where the zeros of Qn,j and Qn,j+2 lie, respectively. On the other
hand Qn,j+1 takes away from An,j+1 all the zeros it had in C \∆j+2; in particular,
those in ∆j+1. This observation is of importance later on.
The next lemma implies that for each j = 1, . . . ,m, the sequence (Qn+1,j/Qn,j),
n ∈ Z+, is uniformly bounded on each compact subset of C \ ∆j . This will be
very useful in Section 4. The idea of the proof was borrowed from [1, Theorem 2.1]
where a similar problem was treated.
Lemma 2.7. Consider the Nikishin system N (σ1, σ2, . . . , σm). For each n ∈ Z+
and j = 1, . . . ,m the zeros of Qn,j and Qn+1,j interlace.
Proof. First of all notice that the statement is equivalent to proving that the zeros
of An,j and An+1,j in C \∆j+1 interlace (recall that ∆m+1 = ∅). Fix n ∈ Z+. Let
A,B ∈ R be such that |A|+ |B| > 0 and define the linear forms
Dn,j(z) = AAn,j(z) +BAn+1,j(z), j = 0, . . . ,m.
Obviously, Dn,0(x) = O(1/zn+1) and Dn,j(x) = O(1/z), j = 1, . . . ,m− 1.
Arguing with the functions Dn,j as we did with the An,j in the proof of Lemma
2.4 it is easy to deduce that for each j = 1, . . . ,m the function Dn,j has at least n
sign changes in
◦
∆j and at most n+ 1 zeros in C \∆j+1. Therefore, all the zeros of
Dn,j in C \∆j+1 are real and simple.
From this statement we can draw the conclusion that An,j and An+1,j cannot
have a common zero. Should such a point y exist the function
Dn,j(x) = An,j(x)−
A′n,j(y)
A′n+1,j(y)
An+1,j(x),
would have a double zero at y which contradicts the statement above.
For each fixed y ∈ R \∆j+1, consider the following linear form
Dn,j,y(x) = An+1,j(y)An,j(x)−An,j(y)An+1,j(x),
Since Dn,j,y(y) = 0, we have D′n,j,y(y) 6= 0. Let y1 < y2 be two consecutive zeros
of An+1,j in R \ ∆j+1. The values An,j(y1),A′n+1,j(y1),An,j(y2),A′n+1,j(y2) all
differ from zero because the zeros are simple and there are no common zeros for
consecutive An,j . Therefore,
D′n,j,y1(y1) = −An,j(y1)A′n+1,j(y1) 6= 0, D′n,j,y2(y2) = −An,j(y2)A′n+1,j(y2) 6= 0.
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But the function D′n,j,y(y) preserves the same sign all along the interval [y1, y2].
Since A′n+1,j changes its sign in passing from y1 to y2 so must An,j and thus An,j
must have an intermediate zero between y1 and y2. We are done. 
2.3. The reversed Nikishin system. Notice that we can also consider the so
called reversed Nikishin system N (σm, . . . , σ1) and with it the corresponding as-
sociated ML Hermite Pade´ approximation. More precisely, for each k ∈ N there
exist polynomials bk,0, . . . , bk,m such that deg bk,j ≤ k − 1, deg bk,m ≤ k, not all
identically equal to zero, such that
Bk,0(z) := (bk,0 − bk,1ŝm,m + bk,2ŝm,m−1 · · ·+ (−1)mbk,mŝm,1) (z) = O(1/zk+1)
(2.15)
Bk,1(z) := (−bk,1 + bk,2ŝm−1,m−1 · · ·+ (−1)mbk,mŝm−1,1) (z) = O(1/z)(2.16)
........................................................................................
Bk,m−1(z) :=
(
(−1)m−1bk,m−1 + (−1)mbk,mŝ1,1
)
(z) = O(1/z).(2.17)
Set Bk,m(z) = (−1)mbk,m.
Using what has been proved, for each j = 1, . . . ,m the form Bk,j , j = 1, . . . ,m,
has exactly k zeros in C \ ∆m−j ,∆0 = ∅, they are all simple and lie in
◦
∆m−j+1.
Accordingly, there exist monic polynomials Pk,j , j = 1, . . . ,m, of degree k whose
zeros are the roots of Bk,j in ∆m−j+1, respectively. Normalizing Bk,0 so that Bk,m is
monic, the polynomial Pk,m equals Bk,m and it is the k-th biorthogonal polynomial
Pk verifying (1.4). This last statement is the contents of [13, Theorem 1.5] but it
readily follows from Lemma 2.4. Lemma 2.7 implies that for each j = 1, . . . ,m the
zeros of Pk,j and Pk+1,j interlace.
3. Weak asymptotic.
Following standard techniques, the weak asymptotic is derived using arguments
from potential theory. Therefore, we will briefly summarize what we need.
3.1. Preliminaries from potential theory. Let Ek, k = 1 . . . ,m, be (not nec-
essarily distinct) compact subsets of the real line and
C = (cj,k), 1 ≤ j, k ≤ m,
a real, positive definite, symmetric matrix of order m. C will be called the inter-
action matrix. Let M1(Ek) be the subclass of probability measures in M(Ek).
Set
M1 =M1(E1)× · · · ×M1(Em) .
Given a vector measure ~µ = (µ1, . . . , µm) ∈ M1 and j = 1, . . . ,m, we define the
combined potential
W ~µj (x) =
m∑
k=1
cj,kV
µk(x) ,
where
V µk(x) =
∫
log
1
|x− t| dµk(t) ,
denotes the standard logarithmic potential of µk. We denote
ω~µj = inf{W ~µj (x) : x ∈ Ej} , j = 1, . . . ,m .
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In Chapter 5 of [16] the authors prove (we state the result in a form convenient
for our purpose)
Lemma 3.1. Assume that the compact sets Ek, k = 1, . . . ,m, are regular. Let
C be a real, positive definite, symmetric matrix of order m. If there exists ~λ =
(λ1, . . . , λm) ∈M1 such that for each j = 1, . . . ,m
W
~λ
j (x) = ω
~λ
j , x ∈ supp(λj) ,
then ~λ is unique. Moreover, if cj,k ≥ 0 when Ej ∩ Ek 6= ∅, then ~λ exists.
For details on how Lemma 3.1 is derived from [16, Chapter 5] see [5, Section
4]. The vector measure ~λ is called the equilibrium solution for the vector potential
problem determined by the interaction matrix C on the system of compact sets
Ej , j = 1, . . . ,m and ω
~λ := (ω
~λ
1 , . . . , ω
~λ
m) is the vector equilibrium constant. There
are other characterizations of the equilibrium measure and constant but we will
not dwell into that because they will not be used and their formulation requires
introducing additional notions and notation.
In the proof of the asymptotic zero distribution of the polynomials Qn,j we take
Ej = supp(σj). The interaction matrix is the typical one for problems involving
Nikishin systems. Namely,
CN =

1 −1/2 0 · · · 0 0
−1/2 1 −1/2 · · · 0 0
0 −1/2 1 · · · 0 0
...
. . .
...
0 0 0 · · · 1 −1/2
0 0 0 · · · −1/2 1

m×m
which is a real, symmetric, positive definite matrix with positive diagonal elements.
All the assumptions of Lemma 3.1 are in place and the existence of a unique vector
equilibrium measure on the system of sets Ej , j = 1, . . . ,m is guaranteed.
We also need
Lemma 3.2. Let E ⊂ R be a regular compact set and φ a continuous function on
E. Then, there exists a unique λ ∈ M1(E) and a constant w such that
V λ(z) + φ(z)
{ ≤ w, z ∈ supp(λ) ,
≥ w, z ∈ E .
In particular, equality takes place on all supp(λ). If the compact set E is not
regular with respect to the Dirichlet problem, the second part of the statement is
true except on a set e such that cap(e) = 0. Theorem I.1.3 in [20] contains a proof of
this lemma in this context. When E is regular, it is well known that this inequality
except on a set of capacity zero implies the inequality for all points in the set (cf.
Theorem I.4.8 from [20]). λ is called the equilibrium measure in the presence of the
external field φ on E and w is the equilibrium constant.
One last ingredient in the proof of the asymptotic zero distribution of the poly-
nomials Qn,j is provided by the following lemma. Different versions of it appear in
[8], and [21]. In [8], it was proved assuming that supp(σ) is an interval on which
σ′ > 0 a.e. Theorem 3.3.3 in [21] does not cover the type of external field we need
to consider. As stated here, the proof appears in [7, Lemma 4.2].
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Lemma 3.3. Assume that σ ∈ Reg and supp(σ) ⊂ R is regular. Let {φn}, n ∈
Λ ⊂ Z+, be a sequence of positive continuous functions on supp(σ) such that
(3.1) lim
n∈Λ
1
2n
log
1
|φn(x)| = φ(x) > −∞,
uniformly on supp(σ). Let {qn}, n ∈ Λ, be a sequence of monic polynomials such
that deg qn = n and∫
xkqn(x)φn(x)dσ(x) = 0, k = 0, . . . , n− 1.
Then
(3.2) ∗ lim
n∈Λ
µqn = λ,
and
(3.3) lim
n∈Λ
(∫
|qn(x)|2φn(x)dσ(x)
)1/2n
= e−w,
where λ and w are the equilibrium measure and equilibrium constant in the presence
of the external field φ on supp(σ). We also have
(3.4) lim
n∈Λ
(
|qn(z)|
‖qnφ1/2n ‖E
)1/n
= exp (w − V λ(z)), K ⊂ C \∆,
where ‖·‖E denotes the uniform norm on E and ∆ is the smallest interval containing
supp(σ).
3.2. Weak asymptotic and some consequences. We are ready for the proof of
the asymptotic zero distribution of the polynomials (Qn,j).
Theorem 3.4. Assume that σj ∈ Reg and supp(σj) = Ej is regular for each
j = 1, . . . ,m. Then,
(3.5) ∗ lim
n
µQn,j = λj , j = 1, . . . ,m.
where ~λ = (λ1, . . . , λm) ∈ M1 is the vector equilibrium measure determined by the
matrix CN on the system of compact sets Ej , j = 1, . . . ,m. Moreover,
(3.6) lim
n
∣∣∣∣∫ Q2n,j(x) Hn,j(x) dσj(x)Qn,j−1(x)Qn,j+1(x)
∣∣∣∣1/2n = exp
− m∑
k=j
ω
~λ
k
 ,
where ω
~λ = (ω
~λ
1 , . . . , ω
~λ
m) is the vector equilibrium constant.
Proof. The unit ball in the cone of positive Borel measures is weak star compact;
therefore, it is sufficient to show that each one of the sequences of measures {µQn,j},
n ∈ Z+, j = 1, . . . ,m, has only one accumulation point which coincides with the
corresponding component of the vector equilibrium measure ~λ determined by the
matrix CN on the system of compact sets Ej , j = 1, . . . ,m.
Let Λ ⊂ Z+ be such that for each j = 1, . . . ,m
∗ lim
n∈Λ
µQn,j = µj .
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Notice that µj ∈ M1(Ej), j = 1, . . . ,m. Taking into account that all the zeros of
Qn,j lie in ∆j , it follows that
(3.7) lim
n∈Λ
|Qn,j(z)|1/n = exp(−V µj (z)),
uniformly on compact subsets of C \∆j .
Because of the normalization adopted, (−1)man,m = An,m = Qn,m; conse-
quently, when j = m− 1, (2.13) takes the form∫
xνQn,m(x)
dσm(x)
|Qn,m−1(x)| = 0 , ν = 0, . . . , n− 1.
According to (3.7)
lim
n∈Λ
1
2n
log |Qn,m−1(x)| = −1
2
V µm−1(x) ,
uniformly on ∆m. Using Lemma 3.3, it follows that µm is the unique solution of
the extremal problem
(3.8) V µm(x)− 1
2
V µm−1(x)
{
= ωm, x ∈ supp(µm) ,
≥ ωm, x ∈ Em ,
and
(3.9) lim
n∈Λ
(∫
Q2n,m(x)
|Qn,m−1(x)|dσm(x)
)1/2n
= e−ωm .
Using induction on decreasing values of j, let us show that for all j = 1, . . . ,m
(3.10) V µj (x)− 1
2
V µj−1(x) − 1
2
V µj+1 (x) + ωj+1
{
= ωj , x ∈ supp(µj) ,
≥ ωj , x ∈ Ej ,
where V µ0 ≡ V µm+1 ≡ 0, ωm+1 = 0, and
(3.11) lim
n∈Λ
(∫
Q2n,j(x)
|Hn,j(x)|dσj(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2n
= e−ωj ,
where Qn,0 ≡ Qn,m+1 ≡ 1. For j = m these relations are non other than (3.8)-(3.9)
and the initial induction step is settled. Let us assume that the statement is true
for j + 1 ∈ {2, . . . ,m} and let us prove it for j.
For j = 1, . . . ,m, the orthogonality relations (2.13) can be expressed as∫
xνQn,j(x)
|Hn,j(x)|dσj(x)
|Qn,j−1(x)Qn,j+1(x)| = 0 , ν = 0, . . . , n− 1 ,
and using (2.14) it follows that∫
xνQn,j(x)
(∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)|dσj+1(t)
|Qn,j(t)Qn,j+2(t)|
)
dσj(x)
|Qn,j−1(x)Qn,j+1(x)| = 0 ,
for ν = 0, . . . , n− 1 .
Relation (3.7) implies that
(3.12) lim
n∈Λ
1
2n
log |Qn,j−1(x)Qn,j+1(x)| = −1
2
V µj−1 (x) − 1
2
V µj+1(x) ,
uniformly on ∆j . (Since Qn,0 ≡ 1, when j = 1 we only get the second term on the
right hand side of this limit.)
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Set
(3.13) Kn,j+1 :=
(∫
Q2n,j+1(t)
|Hn,j+1(t)|dσj+1(t)
|Qn,j(t)Qn,j+2(t)|
)−1/2
.
It follows that for x ∈ ∆j
1
δ∗j+1K
2
n,j+1
≤
∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)|dσj+1(t)
|Qn,j(t)Qn,j+2(t)| ≤
1
δj+1K2n,j+1
,
where 0 < δj+1 = inf{|x − t| : t ∈ ∆j+1, x ∈ ∆j} ≤ max{|x − t| : t ∈ ∆j+1, x ∈
∆j} = δ∗j+1 < ∞. Taking into consideration these inequalities, from the induction
hypothesis, we obtain that
(3.14) lim
n∈Λ
(∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)|dσj+1(t)
|Qn,j(t)Qn,j+2(t)|
)1/2n
= e−ωj+1 .
Taking (3.12) and (3.14) into account, Lemma 3.3 yields that µj is the unique
solution of the extremal problem (3.10) and
lim
n∈Λ
(∫ ∫
Q2n,j+1(t)
|x− t|
|Hn,j+1(t)|dσj+1(t)
|Qn,j(t)Qn,j+2(t)|
Q2n,j(x)dσj(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2n
= e−ωj .
Using (2.14) the previous formula reduces to (2.4). We have concluded the induc-
tion.
Now, we can rewrite (3.10) as
(3.15) V µj (x)− 1
2
V µj−1 (x)− 1
2
V µj+1 (x)
{
= ω′j , x ∈ supp(µj) ,
≥ ω′j , x ∈ Ej ,
for j = 1, . . . ,m, where
(3.16) ω′j = ωj − ωj+1, (ωm+1 = 0).
(Recall that the terms with V µ0 and V µm+1 do not appear when j = 0 and j = m,
respectively.) By Lemma 3.1, ~λ = (µ1, . . . , µm) is the equilibrium solution for the
vector potential problem determined by the interaction matrix CN on the system of
compact sets Ej , j = 1, . . . ,m and ω
~λ = (ω′1, . . . , ω
′
m) is the corresponding vector
equilibrium constant. This is for any convergent subsequence; since the equilibrium
problem does not depend on the sequence of indices Λ and the solution is unique
we obtain the limits in (3.5).
From the uniqueness of the vector equilibrium constant and (3.11), we have
lim
n→∞
(∫
Q2n,j(x)
|Hn,j(x)| dσj(x)
|Qn,j−1(x)Qn,j+1(x)|
)1/2n
= e−ωj ,
On the other hand, from (3.16) it follows that ωm = ω
~λ
m when j = m. Suppose that
ωj+1 =
∑m
k=j+1 ω
~λ
k where j + 1 ∈ {2, . . . ,m}. Then, according to (3.16)
ωj = ω
~λ
j + ωj+1 =
m∑
k=j
ω
~λ
k
and (3.6) immediately follows. 
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Theorem 3.5. Assume that (σ1, . . . , σm) ∈ Reg and supp(σj) = Ej , j = 1, . . . ,m
is regular. Then, for each j = 0, . . . ,m
(3.17) lim
n→∞
|An,j(z)|1/n = Aj(z), K ⊂ C \ (∆j ∪∆j+1)
(∆m+1 = ∆0 = ∅), where
Aj(z) = exp
V λj+1 (z)− V λj (z)− 2 m∑
k=j+1
ω
~λ
k
 , j = 1, . . . ,m− 1,
and
A0(z) = exp
(
V λ1(z)− 2
m∑
k=1
ω
~λ
k
)
, Am(z) = exp
(−V λm(z)) .
~λ = (λ1, . . . , λm) is the vector equilibrium measure and (ω
~λ
1 , . . . , ω
~λ
m) is the vector
equilibrium constant for the vector potential problem determined by the interaction
matrix CN acting on the system of compact sets Ej , j = 1, . . . ,m.
Proof. If j = m then An,m = Qn,m and (3.5) directly implies that
lim
n∈Λ
|An,m(z)|1/n = exp
(−V λm(z)) , K ⊂ C \∆m.
For j ∈ {0, . . . ,m− 1}, from (2.14) we have
(3.18) An,j(z) = Qn,j(z)
Qn,j+1(z)
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
,
where Qn,0 ≡ Qn,m+1 ≡ 1. Now, (3.5) implies
lim
n→∞
∣∣∣∣ Qn,j(z)Qn,j+1(z)
∣∣∣∣1/n = exp (V λj+1(z)− V λj (z)) , K ⊂ C \ (∆j ∪∆j+1)
(we also use that the zeros of Qn,j and Qn,j+1 lie in ∆j and ∆j+1, respectively).
It remains to find the n-th root asymptotic behavior of the integral.
Fix a compact set K ⊂ C \∆j+1. It is easy to verify that (for the definition of
Kn,j+1 see (3.13))
(3.19)
C1
K2n,j+1
≤
∣∣∣∣∣
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
∣∣∣∣∣ ≤ C2K2
n,j+1
,
where
C1 =
min{max{|u− x|, |v| : z = u+ iv} : z ∈ K, x ∈ ∆j+1}
max{|z − x|2 : z ∈ K, x ∈ ∆j+1} > 0
and
C2 =
1
min{|z − x| : z ∈ K, x ∈ ∆j+1} <∞.
Taking into account (3.6)
(3.20) lim
n→∞
∣∣∣∣∣
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)
∣∣∣∣∣
1/n
= exp
−2 m∑
k=j+1
ω
~λ
k
 .
From (3.18)-(3.20), we obtain (3.17) and we are done. 
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In [13, Theorem 1.6] it was proved that for each j = 0, . . . ,m− 1
(3.21) lim
n→∞
an,j(z)
an,m(z)
= ŝm,j+1(z),
uniformly on compact subsets of C \∆m.
Corollary 3.6. Assume σj ∈ Reg and supp(σj) is regular for each j = 1, . . . ,m.
Then,
(3.22) lim
n→∞
|an,j(z)|1/n = Am(z), j = 0, . . . ,m,
uniformly on compact subsets of C \∆m.
Proof. We have An,m = (−1)man,m; consequently, (3.22) when j = m is a con-
sequence of (3.17). On the other hand, the function ŝm,j+1 never equals zero in
C \ ∆m; therefore, for the remaining values of j formula (3.22) is an immediate
consequence of (3.22) for j = m and (3.21). 
Now we wish to use the results obtained to produce estimates of the rate of
convergence in (3.21). For this we need some properties that we summarize in the
next corollary.
Corollary 3.7. Under the assumptions of Theorem 3.5, for each k = 1, . . . ,m and
j = 0, . . . k − 1 we have
(3.23) lim sup
n→∞
∣∣∣∣An,jAn,k
∣∣∣∣1/n
≤ exp
−V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2 k∑
ℓ=j+1
ω
~λ
ℓ
 ,
uniformly on compact subsets K ⊂ C \ (∆k ∪∆j+1), and
(3.24) lim
n→∞
∣∣∣∣An,jAn,k
∣∣∣∣1/n
= exp
−V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2 k∑
ℓ=j+1
ω
~λ
ℓ
 ,
uniformly on compact subsets K ⊂ C \∆j ∪∆j+1 ∪∆k ∪∆k+1. For k = 1, . . . ,m
(3.25) − V λk+1(z) + 2V λk(z)− V λk−1(z)− 2ω~λk < 0, z ∈ C \∆k,
by convention, V λ0(z) = V λm+1(z) ≡ 0. If k > j + 1
(3.26) − V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2
k∑
ℓ=j+1
ω
~λ
ℓ < 0, z ∈ C,
which implies that the sequence {An,j/An,k} converges to zero with geometric rate
on any compact subset of C \ (∆k ∪∆j+1).
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Proof. Fix k ∈ {1, . . . ,m} and j ∈ {0, . . . , k − 1}. From (3.18) we obtain that
(3.27)
An,j(z)
An,k(z) =
Qn,j(z)Qn,k+1(z)
Qn,j+1(z)Qn,k(z)
∫
Q2n,j+1(x)
z − x
Hn,j+1(x)dσj+1(x)
Qn,j(x)Qn,j+2(x)∫
Q2n,k+1(x)
z − x
Hn,k+1(x)dσk+1(x)
Qn,k(x)Qn,k+2(x)
Using the relation (3.5) in Theorem 3.4, it follows that uniformly on each compact
subset K ⊂ C \ (∆j ∪∆j+1 ∪∆k ∪∆k+1), we have
lim
n→∞
∣∣∣∣(Qn,jQn,k+1)(z)(Qn,j+1Qn,k)(z)
∣∣∣∣1/n = exp (−V λk+1 + V λk + V λj+1 − V λj ) (z),
and taking into account (3.20), from (3.27) we obtain (3.24).
Now, from the principle of descent (see [21, Appendix III]), locally uniformly on
C we have
(3.28) lim sup
n→∞
|Qn,j(z)Qn,k+1(z)|1/n ≤ exp
(−V λk+1(z)− V λj (z)) .
Using the lower bound in (3.19) (with j replaced by k) to estimate the integral
in the denominator of (3.27) from below and the previous remarks, (3.23) readily
follows.
According to (3.10), for k = 1, . . . ,m, we have
(3.29) − V λk+1(z) + 2V λk(z)− V λk−1(z)− 2ω~λk = 0, z ∈ supp(λk).
Recall that all the measures λk are probability, hence for each k = 2, . . . ,m − 1
the function −V λk+1(z) + 2V λk(z)− V λk−1(z)− 2ω~λk is harmonic at z =∞, and is
subharmonic in C\supp(λk). According to the maximum principle for subharmonic
functions we obtain (3.25).
When k = 1, the left hand of (3.29) reduces to −V λ2(z) + 2V λ1(z)− 2ω~λ1 which
is subharmonic in C \ supp(λ1) and also subharmonic at ∞ since
lim
z→∞
(
−V λ2(z) + 2V λ1(z)− 2ω~λ1
)
= −∞.
Therefore, we can also use the maximum principle to derive (3.25). The case k = m
is completely analogous to the case k = 1.
When k > j + 1 we can write
−V λk+1(z) + V λk(z) + V λj+1(z)− V λj (z)− 2
k∑
ℓ=j+1
ω
~λ
ℓ
=
k∑
ℓ=j+1
(
−V λℓ+1(z) + 2V λℓ(z)− V λℓ−1(z)− 2ω~λℓ
)
,
and this sum contains at least two terms because k > j + 1. Each term is less
than or equal to zero in all C and so is the whole sum. To prove that it is strictly
negative it is sufficient to show that at each point there is at least one negative
term in the sum. Let us assume that there is a z0 ∈ C such that
−V λℓ+1(z0) + 2V λℓ(z0)− V λℓ−1(z0)− 2ω~λℓ = 0, ℓ = j + 1, . . . , k.
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By what was proved above, this implies that z0 ∈ ∩kℓ=j+1∆ℓ. However, this is
impossible because consecutive intervals in a Nikishin system are disjoint. From
(3.23) and (3.26) the final statement of the corollary readily follows. 
As a consequence of Corollary 3.7 we can recover the functions ŝm−1,j+1, j =
0, . . . ,m− 2.
Corollary 3.8. Under the assumptions of Theorem 3.5, for each j = 0, . . .m− 2,
we have
(3.30) lim
n→∞
(an,j − an,mŝm,j+1)(z)
(an,m−1 − an,mŝm,m)(z) = ŝm−1,j+1(z),
uniformly on each compact subset of C \ ∪mℓ=j+1∆ℓ.
Proof. Using formula (2.2) from [13, Lemma 2.1] with Lj = An,j , j = 0, . . . ,m− 2
and r = m− 1, we obtain the following identity
(3.31) An,j +
m−1∑
k=j+1
(−1)k−j ŝk,j+1An,k = (−1)j (an,j − an,mŝm,j+1) .
The formula holds at all points where both sides are meaningful. Dividing by
An,m−1, we obtain
An,j
An,m−1 +
m−2∑
k=j+1
(−1)k−j ŝk,j+1 An,kAn,m−1 + (−1)
m−1−j ŝm−1,j+1 =
(−1)m−1+j (an,j − an,mŝm,j+1)
(an,m−1 − an,mŝm,m) .
To obtain (3.30), it remains to take limit on both sides and make use of the fact
that the ratios An,k/An,m−1 uniformly tend to zero on compact subsets of C \
∪mℓ=j+1∆ℓ. 
Incidentally, we wish to mention that (3.23) and (3.26) imply that (3.30) takes
place with geometric rate.
As a consequence of Corollary 3.7 we can also give explicit expressions for the
exact rate of convergence of the limits (3.21).
Theorem 3.9. Assume that (σ1, . . . , σm) ∈ Reg and supp(σj) = Ej , j = 1, . . . ,m
is regular. Then, for each j = 0, . . . ,m− 1:
(3.32)
lim
n→∞
∣∣∣∣( an,j(z)an,m(z) − ŝm,j+1(z)
)
h−1n,j(z)
∣∣∣∣1/n = exp(2V λm(z)− V λm−1(z)− 2ω~λm)
uniformly on each compact subset K ⊂ C\(∆m∪∆m−1), where hn,j is a polynomial
of degree at most m− j whose roots are the possible zeros which an,jan,m − ŝm,j+1 may
have in a neighborhood of K ∩ R.
Proof. Let us start out again from (3.31), but now we divide it byAn,m = (−1)man,m.
We obtain, ∣∣∣∣∣∣ An,jAn,m +
m−1∑
k=j+1
(−1)k−j ŝk,j+1 An,kAn,m
∣∣∣∣∣∣ =
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣ ,
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which is equivalent to∣∣∣∣An,m−1An,m
∣∣∣∣
∣∣∣∣∣∣(−1)
jAn,j
An,m−1 +
m−1∑
k=j+1
(−1)kŝk,j+1 An,kAn,m−1
∣∣∣∣∣∣ =
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣ .
Now, ŝm−1,j+1(z) 6= 0, z ∈ C \ ∆m−1; consequently, limn→∞ |ŝm−1,j+1(z)|1/n = 1
uniformly on compact subsets of C \∆m−1. This, together with (3.24) and (3.26)
gives us
lim
n→∞
∣∣∣∣∣∣ (−1)
jAn,j
An,m−1 +
m−1∑
k=j+1
(−1)kŝk,j+1 An,kAn,m−1
∣∣∣∣∣∣
1/n
= 1
uniformly on compact subsets of C \ ∪mℓ=j+1∆ℓ. Then,
lim
n→∞
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣1/n = limn→∞
∣∣∣∣An,m−1An,m
∣∣∣∣1/n ,
uniformly on compact subsets of C \ ∪mℓ=j+1∆ℓ. Using again (3.24) on the limit on
the right hand side, it follows that
(3.33) lim
n→∞
∣∣∣∣ an,jan,m − ŝm,j+1
∣∣∣∣1/n = exp(2V λm(z)− V λm−1(z)− 2ω~λm)
uniformly on compact subsets of C \ ∪mℓ=j+1∆ℓ. Notice that for such compact sets
hn,j can be taken equal to 1 in (3.32) for all n.
Let us improve (3.33) to cover (3.32). For this, it is sufficient to show that for
every x ∈ R\ (∆m∪∆m−1) there exists ε > 0 such that (3.32) holds true uniformly
on the closed disk {z : |z − x| ≤ ε}. Fix x ∈ R \ (∆m ∪∆m−1) and let d be equal
to the distance from x to ∆m ∪∆m−1.
For each n ∈ N, the function δn,j := an,j
an,m
− ŝm,j+1 ∈ H
(
C \∆m
)
has at least
n−m+ j sign changes on ∆m−1 (see [13, relation (2.26)]). It readily follows that
δn,j can vanish at most m− j times, counting multiplicities, in C \ (∆m−1 ∪∆m).
Indeed, the opposite implies that an,m verifies at least n+1 orthogonality relations
on ∆m with respect to a measure with constant sign which is impossible since
deg an,m = n. Let rn,j denote the monic polynomial that vanishes at the zeros of
δn,j in {z : |z − x| ≤ d/2}. Obviously, deg rn,j ≤ m− j.
The functions δn,j/rn,j are analytic and different from zero in {z : |z−x| ≤ d/2}.
Therefore, for each n we can define a branch fn,j = (δn,j/rn,j)
1/n holomorphic in
{z : |z − x| ≤ d/2}. Let us show that (fn,j), n ≥ 0, is uniformly bounded on
{z : |z − x| ≤ d/4}. Due to (3.21) the sequence |δn,j |, n ≥ 0, is uniformly bounded
above on the annulus {z : d/4 ≤ |z − x| ≤ d/2}.
Let xn,j,ℓ, ℓ = 1, . . . , Nn, Nn ≤ m− j, be the collection of roots of rn,j and Cn,j,ℓ
the circle of radius d/10(m − j) centered at xn,j,ℓ. The sum of the diameters of
these circles does not exceed
(m− j) d
5(m− j) =
d
5
<
d
4
.
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Since d/4 is the width of the annulus {z : d/4 ≤ |z−x| ≤ d/2}, there exists a circle
γn of radius dn, d/4 ≤ dn ≤ d/2, centered at x which does not intersect any of the
circles Cn,j,ℓ, ℓ = 1, . . . , Nn. On γn, we have
inf
z∈γn
|rn,j(z)| ≥
(
d
10(m− j)
)Nn
≥ min
{
d
10(m− j) ,
(
d
10(m− j)
)m−j}
.
By the maximum principle for analytic functions, we have
sup
|z−x|≤d/4
|fn,j(z)| ≤ sup
z∈γn
|fn,j(z)| ≤
sup
d/4≤|z−x|≤d/2
|δn,j(z)|1/n/ inf
z∈γn
|rn,j(z)|1/n ≤ C,
where C is a constant which does not depend on n. Consequently, the sequence
of functions (fn,j), n ≥ 0, is uniformly bounded on each compact subset of {z :
|z − x| < d/4}.
Choose any convergent subsequence
lim
n∈Λ
fn,j = fΛ, z ∈ D = {z : |z − x| < d/4}.
Without loss of generality, taking a sub-subsequence if necessary, we can assume
that limn∈Λ rn,j = rj , where rj is a polynomial of degree ≤ m − j. The function
fΛ is analytic in the disk D. Since fn,j 6= 0, n ≥ 0, in D it follows that fΛ is either
identically equal to zero or never equals zero in D. According to (3.33)
(3.34)
|fΛ(z)| = exp
(
2V λm(z)− V λm−1(z)− 2ω~λm
)
, z ∈ D \ (R ∪ {z : rj(z) = 0}).
Now fΛ is analytic in D and the right hand side of (3.34) is the absolute value
of an analytic function in D so by analytic continuation (3.34) holds on all D.
Consequently,
lim
n→∞
|fn,j(z)| = exp
(
2V λm(z)− V λm−1(z)− 2ω~λm
)
,
uniformly on compact subsets of D.
For an arbitrary compact set K ⊂ C \ (∆m ∪∆m−1), in order to construct hn,j
we would have to remove all the zeros of
an,j
an,m
− ŝm,j+1 in a neighborhood of K∩R.
By what was said above the amount of such zeros does not exceed m − j. Then,
(3.32) is obtained taking an appropriate covering of K. For compact subsets away
from the real line (3.32) follows from (3.33) taking hn,j ≡ 1. We are done. 
Remark 3.10. We suspect that the zeros of
an,j
an,m
− ŝm,j+1 lying in C\ (∆m∪∆m−1)
accumulate on ∆m ∪ ∆m−1 (more specifically on ∆m−1). If this is true, then
(3.32) with hn,j ≡ 1 holds on compact subsets of C \ (∆m ∪ ∆m−1). Consider
∪mℓ=j∆ℓ. This set can be written as the union of disjoint intervals. Of those disjoint
intervals, let ∆˜m,j , ∆˜m−1,j be the ones containing ∆m and ∆m−1, respectively
(they may coincide). Using arguments similar to those employed in the proof of
Corollary 3.8, it is not hard to deduce that (3.30) takes place uniformly on compact
subsets of C \ (∆˜m,j ∪ ∆˜m−1,j). Since ŝm−1,j+1 and an,m−1 − an,mŝm,m have no
zeros or poles in C \ (∆m ∪ ∆m−1) from the argument principle it follows that
all the accumulation points of zeros of an,j − an,mŝm,j+1 must be contained in
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∆˜m,j ∪ ∆˜m−1,j . Consequently, (3.32) with hn,j ≡ 1, n ≥ 0, holds true uniformly on
each compact subset of C \ (∆˜m,j ∪ ∆˜m−1,j).
Remark 3.11. Regarding the forms Bn,j and the polynomials (Pn,j), j = 0, . . . ,m, n ∈
Z+ introduced in Subsection 2.3 in connection with the reversed Nikishin system
N (σm, . . . , σ1), asymptotic formulas analogous to those presented in this Section
immediately follow and their formulation is left to the reader. We underline that
the corresponding interaction matrix will be exactly the same that we had before
and, therefore, we have the same equilibrium problem with the intervals taken in
reversed order. An immediate consequence is the following result.
Corollary 3.12. Under the same hypothesis as in Theorem (3.4), we have
∗ lim
n
µPn,j = λm−j+1, j = 1, . . . ,m.
where ~λ = (λ1, . . . , λm) ∈M1 is the vector equilibrium measure determined by the
matrix CN on the system of compact sets supp(σj), j = 1, . . . ,m.
4. Ratio asymptotic
The ratio asymptotic of multiple orthogonal polynomials is described in terms
of the branches of a conformal mapping defined on a Riemann surface associated
with the geometry of the problem.
4.1. The Riemann surface. Consider the (m+ 1)-sheeted Riemann surface
R =
m⋃
k=0
Rk,
formed by the consecutively “glued” sheets
R0 := C \ ∆1, Rk := C \ (∆k ∪∆k+1), k = 1, . . . ,m− 1, Rm = C \∆m,
where the upper and lower banks of the slits of two neighboring sheets are identified.
(We remark that the sheets are made up of distinct points.)
Let ψ be a conformal representation of R onto the extended complex plane
satisfying
ψ(z) =
C1
z
+O( 1
z2
), z →∞(0) ∈ R0
ψ(z) = C2 z +O(1), z →∞(m) ∈ Rm
where C1 and C2 are nonzero constants. Since the genus of R is zero, ψ exists and
is uniquely determined up to a multiplicative constant. Consider the branches of ψ
corresponding to the different sheets k = 0, 1, . . . ,m of R
ψ := {ψk}mk=0 .
We normalize ψ so that
(4.1)
m∏
k=0
|ψk(∞)| = 1, C1 > 0.
Since ψ is such that C1 > 0, then
ψ(z) = ψ(z), z ∈ R.
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In fact, define φ(z) := ψ(z). Notice that φ and ψ have the same divisor (same poles
and zeros counting multiplicities); consequently, there exists a constant C such that
φ = Cψ. Comparing the leading coefficients of the Laurent expansion of these two
functions at ∞(0), we conclude that C = 1.
In terms of the branches of ψ, the symmetry formula above means that for each
k = 0, 1, . . . ,m:
ψk : R \ (∆k ∪∆k+1) −→ R
(∆0 = ∆m+1 = ∅); therefore, the coefficients (in particular, the leading one) of the
Laurent expansion at ∞ of the branches are real numbers, and
(4.2) ψk(x±) = ψk(x∓) = ψk+1(x±), x ∈ ∆k+1.
Since limx→∞ xψ0(x) = C1 > 0, by continuity it is not hard to deduce that
ψk(∞) > 0, k = 1, . . . ,m − 1, and limx→∞ ψm(x)/x = ψ′m(∞) > 0. On the other
hand, the product of all the branches
∏m
k=0 ψk is a single valued analytic function
on C without singularities; therefore, by Liouville’s Theorem it is constant. Due to
the previous remark and the normalization adopted in (4.1), we can assert that
(4.3)
m∏
k=0
ψk(z) ≡ 1, z ∈ C
In [1, Lemma 4.2] the following result was proved.
Lemma 4.1. The system of boundary value problems
(4.4) {Fk}mk=1 :
1) Fk, 1/Fk ∈ H(C \∆k) ,
2) F ′k(∞) > 0, k = 1, . . . ,m ,
3) |Fk(x)|2 1∣∣(Fk−1Fk+1)(x)∣∣ = 1 , x ∈ ∆k ,
(F0 ≡ Fm+1 ≡ 1) has a unique solution. The solution may be expressed by the
formulas
(4.5) Fk :=
m∏
ν=k
ψν , k = 1, . . . ,m.
That the functions defined by the product in (4.5) verify 1) is trivial. From the
definition of ψ it is also obvious that Fk, k = 1, . . . ,m has a simple pole at∞. Since
ψk(∞) > 0, k = 1, . . . ,m− 1 and ψ′m(∞) > 0, we also have 2). That the boundary
conditions 3) are satisfied follows from (4.2) and (4.3). The proof of unicity is more
involved and can be checked in [1, Lemma 4.2].
4.2. Ratio asymptotic. We will prove ratio asymptotic for all the polynomials
Qn,k, k = 1, . . . ,m, at once. Of course, the same can be obtained for the polynomials
Pn,k, k = 1, . . . ,m. The precise statement is the following.
Theorem 4.2. Assume that σ′k > 0 a.e. on ∆k, k = 1, . . . ,m. Then,
(4.6) lim
n→∞
Qn+1,k(z)
Qn,k(z)
=
Fk(z)
F ′k(∞)
, k = 1, . . . ,m,
uniformly on each compact subset of C \∆k, where Fk is defined in (4.5).
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Proof. For the proof we proceed as follows. From Lemma 2.7, for each k = 1, . . . ,m
the family of functions (Qn+1,k/Qn,k), n ∈ Z+, is uniformly bounded on each com-
pact subset of C \∆k. To prove (4.6) it suffices to show that for any Λ ⊂ Z+ such
that
(4.7) lim
n∈Λ
Qn+1,k(z)
Qn,k(z)
= Gk(z), k = 1, . . . ,m,
exists, the limiting functions Gk do not depend on Λ. To achieve this, we will prove
that there are positive constants c1, . . . , cm for which the collection of functions
{ckGk}mk=1 verifies the system (4.4). Once this is done, using Lemma 4.1 and the
fact that G′k(∞) = 1, k = 1, . . . ,m, one obtains that
(4.8) ckGk = Fk, ck = F
′
k(∞), k = 1, . . . ,m,
and (4.6) follows.
Obviously, the functions in {Gk}mk=1 satisfy 1) and as mentioned before G′k(∞) =
1, k = 1, . . . ,m, so 2) also takes place. We show that boundary conditions of type 3)
are also valid with different values on the right hand side. In order to prove this, we
use results on ratio and relative asymptotic of polynomials orthogonal with respect
to varying measures developed in [6], [10], [11].
Along with the constants Kn,k, k = 1, . . . ,m defined in (3.13) we also consider
the constants
Kn,m+1 = 1 , κn,k =
Kn,k
Kn,k+1
, k = 1, . . . ,m .
Define
(4.9) qn,k = κn,kQn,k , hn,k = K
2
n,k+1Hn,k , k = 1, . . . ,m .
where Hn,k was defined in (2.12). From (2.13) it follows that for each k = 1, . . . ,m
(4.10)
∫
xνQn,k(x)
|hn,k(x)|dσk(x)
|Qn,k−1(x)Qn,k+1(x)| = 0, ν = 0, . . . , n− 1.
Therefore, Qn,k is the n-th monic orthogonal polynomial with respect to the varying
measure
dρn,k(x) :=
|hn,k(x)|dσk(x)
|Qn,k−1(x)Qn,k+1(x)|
and qn,k is the n-th orthonormal polynomial with respect to the same varying
measure.
Reasoning as before, we obtain that Qn+1,k and qn+1,k are the monic orthogonal
and the orthonormal polynomials, respectively, with respect to the varying measure
(4.11)
|hn+1,k(x)|dσk(x)
|Qn+1,k−1(x)Qn+1,k+1(x)| =
|hn+1,k(x)|
|hn,k(x)|
|Qn,k−1(x)Qn,k+1(x)|
|Qn+1,k−1(x)Qn+1,k+1(x)|dρn,k(x) .
On account of (4.7)
(4.12) lim
n∈Λ
|Qn,k−1(x)Qn,k+1(x)|
|Qn+1,k−1(x)Qn+1,k+1(x)| =
1
|Gk−1(x)Gk+1(x)| , k = 1, . . . ,m .
uniformly on ∆k (G0 = Gm+1 = 1). On the other hand, from (2.14) it follows that
(4.13) hn,k(z) =
∫
q2n,k+1(x)
z − x
hn,k+1(x)dσk+1(x)
Qn,k(x)Qn,k+2(x)
.
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and using Theorem 9 of [6] we get
(4.14) lim
n→∞
|hn,k(z)| = 1|√(z − bk+1)(z − ak+1)| , k = 0, . . . ,m− 1,
uniformly on compact subsets of C \∆k+1, where ∆k+1 = [ak+1, bk+1] (notice that
from the definition we have hn,m ≡ hn+1,m ≡ 1). Therefore,
lim
n→∞
|hn+1,k(x)|
|hn,k(x)| = 1 , k = 1, . . . ,m ,
uniformly on ∆k which combined with (4.12) gives
(4.15) lim
n∈Λ
|hn+1,k(x)|
|hn,k(x)|
|Qn,k−1(x)Qn,k+1(x)|
|Qn+1,k−1(x)Qn+1,k+1(x)| =
1
|Gk−1(x)Gk+1(x)| ,
uniformly on ∆k. The function on the right hand side of this relation is continuous
and different from zero on ∆k.
Fix k = 1, . . . ,m. Let Q∗n,k be the n-th monic orthogonal polynomial with respect
to the measure in (4.11). Write
Qn+1,k
Qn,k
=
Qn+1,k
Q∗n,k
Q∗n,k
Qn,k
.
Using the result on ratio asymptotic of orthogonal polynomials with respect to
varying measures given in [6, Theorem 6] it follows that
(4.16) lim
n→∞
Qn+1,k(z)
Q∗n,k(z)
=
ϕk(z)
ϕ′k(∞)
,
uniformly on compact subsets of C \ ∆k, where ϕk denotes the conformal repre-
sentation of C \ ∆k onto {w : |w| > 1} such that ϕk(∞) = ∞ and ϕ′k(∞) > 0.
On the other hand, due to (4.11) and (4.15), the result on relative asymptotic of
orthogonal polynomials with respect to varying measures contained in [2, Theorem
2] establishes that
(4.17) lim
n∈Λ
Q∗n,k(z)
Qn,k(z)
=
Sk(z)
Sk(∞) ,
where Sk is the Szego˝ function on C \∆k with respect to the weight
|Gk−1(x)Gk+1(x)|−1, x ∈ ∆k;
therefore.
(4.18) |Sk(x)|2|Gk−1(x)Gk+1(x)|−1 = 1, x ∈ ∆k.
From (4.7), (4.16), and (4.17), it follows that
(4.19) lim
n∈Λ
Qn+1,k(z)
Qn,k(z)
= Gk(z) =
Sk(z)ϕk(z)
Sk(∞)ϕ′k(∞)
, k = 1, . . . ,m.
which combined with (4.18) implies that for x ∈ ∆k, and k = 1, . . . ,m
(4.20)
|Gk(x)|2
|Gk−1(x)Gk+1(x)| =
|Sk(x)ϕk(x)|2
(Sk(∞)ϕ′k(∞))2|Gk−1(x)Gk+1(x)|
=
1
wk
where wk = (Sk(∞)ϕ′k(∞))2 Therefore, the collection of functions {Gk}mk=1 fulfills
(4.4) with right hand side in 3) equal to 1/wk.
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In order to get the correct value on the right hand side we need to find positive
constants ck, k = 1, . . . ,m such that
c2k
wkck−1ck+1
= 1, c0 = cm+1 = 1.
Taking logarithms, it is sufficient to notice that the system of equations
(4.21) 2 log ck − log ck−1 − log ck+1 = logwk, k = 1, . . . ,m
has a solution since the determinant of this system is different from zero. 
The following Corollary complements Theorem 4.2.
Corollary 4.3. Assume that σ′k > 0 a.e. on ∆k, k = 1, . . . ,m. Let {qn,k =
κn,kQn,k}mk=1, n ∈ Z+, be the system of orthonormal polynomials defined in (4.9)
and {Kn,k}mk=1, n ∈ Z+, the values given in (3.13). Then, for each fixed k =
1, . . . ,m, we have
(4.22) lim
n∈Λ
κn+1,k
κn,k
= κk ,
(4.23) lim
n∈Λ
Kn+1,k
Kn,k
= κ1 · · ·κk ,
and
(4.24) lim
n∈Λ
qn+1,k(z)
qn,k(z)
= κk
Fk(z)
F ′k(∞)
,
uniformly on compact subsets C \∆k, where
(4.25) κk =
ck√
ck−1ck+1
, ck = F
′
k(∞), k = 1, . . . ,m.
where c0 = cm+1 = 1. We also have
(4.26) lim
n→∞
∣∣∣∣An+1,k(z)An,k(z)
∣∣∣∣ = 1κ21 · · ·κ2k+1 F
′
k+1(∞)
F ′k(∞)
∣∣∣∣ Fk(z)Fk+1(z)
∣∣∣∣ , k = 0, . . . ,m− 1,
uniformly on compact subsets of C \ (∆k ∪∆k+1). When k = 0, ∆0 = ∅ and the
factors F0 and F
′
0(∞) are substituted by 1. Finally
(4.27) lim
n→∞
an+1,k(z)
an,k(z)
=
Fm(z)
F ′m(∞)
, k = 0, . . . ,m− 1,
uniformly on compact subsets of C \∆m.
Proof. By (4.6) we have limit in (4.15) as n→∞. Reasoning as in the deduction
of formula (4.19) but now in connection with orthonormal polynomials (see [6]) it
follows that
lim
n→∞
Qn+1,k(z)
Qn,k(z)
=
(Skϕk)(z)
(Skϕ′k)(∞)
, k = 1, . . . ,m,
and
(4.28) lim
n→∞
qn+1,k(z)
qn,k(z)
= (Skϕk)(z) , k = 1, . . . ,m,
uniformly on compact subsets of C \∆k. Dividing the second of these limits by the
first it follows that
lim
n→∞
κn+1,k
κn,k
= κk =
√
wk =
ck√
ck−1ck+1
,
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where wk = (Sk(∞)ϕ′(∞))2 and the ck are the normalizing constants found solving
the linear system of equations (4.21). In (4.8) we saw that ck = F
′
k(∞), k = 1, . . . ,m
and formula (4.22) follows with ck as in (4.25). Then, (4.24) is a consequence of
(4.22) and (4.6).
From the definition of κn,k , we have that
Kn,k = κn,1 · · ·κn,k .
Taking the ratio of these constants for the multi-indices n and n + 1 and using
(4.22), we get (4.23).
Combining (2.12), (4.9). and (4.13) we obtain the formula
An,k(z) = 1
K2n,k+1
Qn,k(z)
Qn,k+1(z)
∫
q2n,k+1(x)
z − x
hn,k+1(x)dσk+1(x)
Qn,k(x)Qn,k+2(x)
, k = 0, . . . ,m−1.
Taking the absolute value of the ratio of these expressions for n and n + 1, on
account of (4.6), (4.23), and (4.14) relation (4.26) immediately follows.
According to (3.21)
lim
n→∞
an+1,k(z)
an+1,m(z)
an,m(z)
an,k(z)
= lim
n→∞
an+1,k(z)
an,k(z)
an,m(z)
an+1,m(z)
= 1,
uniformly on compact subsets of C \ ∆m. However, an,m = (−1)mQn,m and,
therefore,
lim
n→∞
an+1,m(z)
an,m(z)
=
Fm(z)
F ′m(∞)
so (4.27) takes place. We are done. 
Remark 4.4. From (4.22), and (4.23), it follows that for each k = 1, . . . ,m
lim
n→∞
κ
1/n
n,k = κk, limn→∞
K
1/n
n,k = κ1 · · ·κk,
and
lim
n→∞
|Qn,k(z)|1/n = |Fk(z)/F ′k(∞)|,
uniformly on compact subsets of C \∆k. Compare with (3.7).
Remark 4.5. Since the generating measures of N (σm, . . . , σ1) and N (σ1, . . . , σm)
are the same but in reversed order, from Theorem 4.2 and Corollary 4.3 similar
results can be formulated for the polynomials (Pn,k), n ∈ Z+, k = 1, . . . ,m, the cor-
responding orthonormal polynomials, their leading coefficients and the associated
linear forms. The specific statements are left to the reader. We limit ourselves to
the following statement.
Corollary 4.6. Under the assumptions of Theorem 4.2, we have
(4.29) lim
n→∞
Pn+1,k(z)
Pn,k(z)
=
Fm−k+1(z)
F ′m−k+1(∞)
, k = 1, . . . ,m,
uniformly on compact subsets of C \∆m−k+1.
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Proof. The existence of the limit follows directly from Theorem 4.2. To de-
termine the expression of the limiting functions we need to construct the Riemann
surface taking the intervals ∆k in reversed order. But this is the same Riemann
surface that we had before except that the sheets are in inverted order. Let ψ˜ be
the conformal map from R onto C with a simple zero at ∞(m) and a simple pole
at ∞(0). Let ψ˜k denote its branch on the sheet Rm−k. We normalize ψ˜ so that
m∏
k=0
|ψ˜k(∞)| = 1, lim
z→∞
zψ˜m(z) > 0.
This normalization is the equivalent of (4.1) for this situation.
From the definition and the normalization it is easy to see that
ψ˜ = 1/ψ, ψ˜k = 1/ψm−k, k = 0, . . . ,m.
According to Theorem 4.2 the limit on the right hand of (4.29) should be F˜k/F˜
′
k(∞)
where
F˜k =
m∏
ν=k
ψ˜ν =
(
m∏
ν=k
ψm−ν
)−1
=
m∏
ν=m−k+1
ψν = Fm−k+1
which is what we needed to prove (recall that
∏m
ν=0 ψν ≡ 1). 
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