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Abstract
We consider the Navier–Stokes equations for compressible isentropic flow in the steady three-dimensional case and show the
existence of a weak solution for homogeneous Dirichlet (no-slip) boundary conditions under the assumption that the adiabatic
exponent satisfies γ > 43 . In particular we cover with our existence result the cases of a monoatomic gas (γ = 53 ) and of air
(γ = 75 ). To our knowledge it is the first result that really deals in 3-D with the existence of a weak solution in these physically
relevant cases with arbitrary large external data and these boundary conditions. As an essential tool we demonstrate and use a
weighted estimate respective an estimate in a Morrey-space for the pressure and resulting from this an L∞-estimate for the inverse
Laplacian of the pressure.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous considérons des équations de Navier–Stokes pour des écoulements compressibles isentropiques en trois dimensions d’es-
pace et prouvons l’existence de solutions faibles pour des conditions aux limites de Dirichlet homogènes (no-slip boundary
condition) sous l’hypothèse que l’exposent adiabatique satisfait γ > 43 . Nos résultats d’existence couvrent en particulier les cas des
gaz monoatomique (γ = 53 ) et de l’air (γ = 75 ). A notre connaissance, c’est le tout premier résultat en trois dimensions d’espace
qui établit l’existence de solution faibles dans cet important cas physique, sans restrictions sur les données extérieures et avec
les conditions aux limites sus-mentionées. Comme outils principaux, nous démontrons et utilisons une estimation à poids pour la
pression, précisément dans l’espace de Morrey, qui induit une estimation L∞ de l’inverse du Laplacien de la pression.
© 2009 Elsevier Masson SAS. All rights reserved.
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We consider the Navier–Stokes system for compressible fluids in the steady isentropic case in a bounded domain
Ω ⊂R3:
−μu − (λ + μ)∇ div u + ρ(u · ∇)u + ∇P(ρ) = ρf, (1.1)
div(ρu) = 0, (1.2)
where u : Ω ⊂R3 →R3, is the fluid’s velocity and ρ : Ω ⊂R3 →R, ρ  0, is its density. Moreover the total mass is
prescribed:
∫
Ω
ρ dx = M > 0. (1.3)
The constant viscosity coefficients μ and λ are assumed to satisfy μ > 0, λ + 23μ  0. The pressure is given by
P(ρ) = aργ with a positive constant a and γ > 43 .
f is a given function which models an outer force density. For simplicity we assume that
f ∈ L∞(Ω). (1.4)
In this paper, we treat the case of homogeneous Dirichlet (or no-slip) boundary conditions,
u = 0 on ∂Ω, (1.5)
where Ω ⊂R3 is open, bounded and has a C2-boundary ∂Ω .
For the following we fix two parameters b, r as follows:
b ∈
(
4
3
, γ
)
, r := min
(
2,
3b
b + 2
)
∈
(
6
5
,2
]
, (1.6)
and we observe that
γ r >
8
5
,
6γ r
γ r + 6 >
24
19
>
6
5
. (1.7)
By a weak solution of Eqs. (1.1), (1.2) we mean a pair (ρ,u) ∈ Lγr(Ω) × W 1,20 (Ω), such that
μ
∫
Ω
∇u: ∇ξ dx + (μ + λ)
∫
Ω
div u div ξ dx = a
∫
Ω
ργ div ξ dx +
∫
Ω
ρu ⊗ u: ∇ξ dx +
∫
Ω
ρf · ξ dx, (1.8)
for all ξ ∈ C10(Ω;R3) and ∫
Ω
ρu · ∇ζ dx = 0 (1.9)
for all ζ ∈ C1(Ω).
We obtain the following theorem:
Theorem 1.1. Assume f ∈ L∞(Ω). Then there exist at least one weak solution (ρ,u) ∈ Lγr(Ω) × W 1,20 (Ω) of
Eqs. (1.1), (1.2), such that
ρ  0,
∫
Ω
ρ dy = M, ρ|u|2 ∈ Lr(Ω), ρu ∈ L 6γ rγ r+6 (Ω).
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tions is due to the pioneering work of P.L. Lions [11]. He needed to assume γ > 53 . As far as the compactness of weak
solutions is concerned the reader can also consult the nice article [13] of A. Novotný (still for γ > 53 ).
Next, Novo and Novotný proved existence in the case f = ∇F (and arbitrary g, which we do not treat here at all,
but such a term can be included easily via standard estimates) for γ > 32 by adapting the method of Feireisl [3] to the
stationary case, see [12] and also [14], where this approach is described in detail.
More recently, two of the authors (together with S. Goj) [5], as well as Plotnikov and Sokolowski [15], indepen-
dently of each other (and for slightly different problems/systems of equations) obtained some new improved estimates
for the pressure respectively the density, which we would like to call weighted estimates or Morrey-space estimates
(and these estimates are “somehow” common to both works). A short come of both works is however that they as-
sumed an a priori bound for the L1-norm of the energy ρ|u|2 and did not provide such a bound (for the original system
of equations).
Nevertheless Plotnikov and Sokolowski extended their method further in [16], where they also, besides other
results, obtained an existence result for the compressible Navier–Stokes equations in 2-D in the isothermal case
(γ = 1), but for some generalized notion of a weak solution in which the pressure is dealt with as a measure.
The present authors were finally able to show the existence of a (standard) weak solution for this isothermal case in
2-D in two cases, first for a kind of Neumann boundary condition (which is related to the periodic setting), where Ω is
a rectangle and second for homogeneous Dirichlet boundary condition in a bounded domain Ω with a C2-boundary,
see [6,7].
The last contribution to this existence problem stems from Brˇezina and Novotný [2], where they prove an existence
result for periodic boundary conditions and a periodic domain assuming certain symmetries for the external forces f
(and g) and γ > 13 (1 +
√
13 ) ≈ 1.53 (for general f ∈ L∞) respectively γ > 18 (3 +
√
41 ) (for f = potential = ∇F ).
The novelty of their work consists (mostly) of two facts. First, they use potential theory of Adams and Hedberg [1],
to obtain an L∞-estimate for the inverse Laplacian of the pressure from the weighted estimate/Morrey-space estimate
for the pressure (mentioned above). Second, they combine this L∞-estimate with the standard energy and density
estimates without an a priori bound for the L1-norm of ρ|u|2. Using these observations they obtain their existence
result (in a by now already standard way).
The last mentioned paper of Brˇezina and Novotný motivated and influenced also in parts (besides some own
motivation and own research interests) the present work (more or less) directly. The main goals of the paper are:
• To extend our (old) local weighted estimate for the pressure to a global estimate in the present 3-D setting and for
no-slip boundary conditions (following of course our successful method from the 2-D case, see [7]).
• To extend the approach of Brˇezina and Novotný to more general domains Ω ⊂R3, and to physically more relevant
boundary conditions, namely to no-slip – or homogeneous Dirichlet boundary conditions.
• To unify/simplify some of the necessary estimates and thereby to prove the existence of a weak solution for an
improved lower bound for the adiabatic exponent γ : γ > 43 !
We finish this introductory section by fixing at least some of our notation and by giving a (brief) description of the
content of the paper.
Let M denote the space of all real (3 × 3) matrices F = (Fij ), and let S be its subspace consisting of all symmetric
(3 × 3) matrices. Using the usual summation convention on repeated indices we set a · b ≡ aibi and (a ⊗ b)ij = aibj
for a,b ∈R3 and F : H ≡ FijHij for F,H ∈M. Also we set |a| ≡ (a · a)1/2 and |F| ≡ (F : F)1/2.
We use standard notation of function spaces. If 1  q  +∞, then Lq(Ω) and Wk,q(Ω) (Wk,q0 (Ω)) denote the
usual Lebesgue and Sobolev spaces of scalar-, vector-, and tensor-valued functions (with zero traces at the boundary
∂Ω). The norm of u ∈ Wk,q(Ω) is defined as
‖u‖q
Wk,q (Ω)
≡
∑
|α|k
∫
Ω
∣∣Dαu∣∣q dx
and ‖u‖qLq(Ω) ≡
∫
Ω
|u|q dx denotes the Lq -norm of u ∈ Lq(Ω).
Vector-valued functions are denoted by small boldface letters and tensor-valued functions are written with capital
boldface letters.
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-functions with compact support in Ω .
The paper is organized as follows. In the next section we introduce a convenient approximate problem by adding a
suitable term to the pressure which ensures the solvability of this approximate problem by the well-known existence
result of P.-L. Lions (see [11] and [14]). Thereafter we prove an estimate for the gradient of the velocity and an
estimate for the pressure in terms of the quantity A := ‖ρbδ |uδ|2‖L1(Ω).
In Section 3 we derive a global (and uniform) weighted estimate for the pressure Pδ . Then we follow an idea of
Brˇezina and Novotný [2] and find a L1-bound for the quantity ρbδ |uδ|2 via the inverse Laplacian of the pressure Pδ .
In contrast to Brˇezina and Novotný [2] we do not use nonlinear potential theory to prove the last mentioned result,
but we provide an independent and simple proof by using classical properties of the Laplace operator. The interested
reader should also notice that in the paper of Plotnikov and Sokolowski [15] a similar result is proved with a slightly
different method than in the paper of Brˇezina and Novotný.
Section 4 is devoted to the final estimate for the quantity A. We combine the L1-bound for ρbδ |uδ|2 from Section 3
with the previous estimates and show that A := ‖ρbδ |uδ|2‖L1(Ω) is uniformly bounded with respect to the approxi-
mation parameter δ ∈ (0,1] for γ > 43 . From this follows that uδ is uniformly bounded in W 1,20 (Ω), Pδ is uniformly
bounded in Lr(Ω), ρδuδ is uniformly bounded in L
6γ r
γ r+6 (Ω) and finally the additional pressure term δρ4δ is uniformly
bounded in a suitable Lp-space for some p > 1 by the estimates of Section 2 respective by combining suitable esti-
mates (see Section 4 for details).
In the last section, Section 5, we finally prove our Main Theorem. With all the uniformly estimates from Section 4
in hands we almost immediately obtain the existence result of Theorem 1.1 up to the problem to show the strong
convergence of the densities ρδ in L1(Ω), which is needed to pass to the limit (with δ ↓ 0) in the pressure term. This
problem is solved by the adaption of Novotný and Novo (see [12] or [14]) to the steady case of E. Feireisl’s method to
overcome this problem in the instationary case (see [3,4]). Due to the fact that all steps which are needed to achieve
this goal are described (and executed) in detail in the works [12,14,2] and that our estimates provide the necessary
information to start and to perform this procedure we only briefly recall and indicate the necessary steps to do.
2. Approximation and two uniform estimates
To prove Theorem 1.1, we work with the standard approximation by introducing an artificial pressure term,
Pδ(ρ) := aργ + δρ4,
for 0 < δ  1, and we consider in Ω ⊂R3 the approximate problem:
μuδ + (λ + μ)∇ div uδ − ∇Pδ(ρδ) = ρδ(uδ · ∇)uδ − ρδf, (2.1)
div(ρδuδ) = 0, (2.2)
uδ = 0 on ∂Ω. (2.3)
There exists at least one (weak) solution pair (ρδ,uδ) to this approximate system with the following properties (q0 :=
max(γ,4)):
ρδ  0, ‖ρδ‖L1(Ω) = M, ρδ ∈ L2q0(Ω), ρδ ∈ L∞loc(Ω); (2.4)
uδ ∈ W 1,20 (Ω), div uδ ∈ L∞loc(Ω), curl uδ ∈ L∞loc(Ω); (2.5)
∇uδ ∈ BMOloc(Ω), ∇ curl uδ ∈ Lploc(Ω) ∀p ∈ (1,∞). (2.6)
For our proof of Theorem 1.1 we do not use these refined estimates and we refer the reader to the book of Lions [11,
Theorem 6.7, pp. 114–117] for a proof of these assertions, but also to the book of Novotný and Straškraba [14] for
additional informations or variants of the method of proof.
In addition, if ρδ ∈ L2q(Ω) for q ∈ (1,∞) and uδ ∈ W 1,20 (Ω), then for any g ∈ C0[0,∞) ∩ C1(0,∞) satisfying:
sup
t∈(0,1)
∣∣tκ1g′(t)∣∣< ∞, for some κ1 ∈ [0,1), (2.7)
sup
∣∣t−κ2g′(t)∣∣< ∞, for some κ2 ∈ (−1, q − 1], (2.8)
t∈(1,∞)
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div
(
g(ρδ)uδ
)+ (ρδg′(ρδ) − g(ρδ))div uδ = 0, (2.9)
holds in the sense of distributions D′(Ω).
In the following we show some uniform (with respect to δ) estimates for these solutions which ensure that we can
pass to the limit as δ tends to zero, to obtain a solution pair (ρ,u) to the original system (1.1), (1.2).
Starting point will be an estimate for ∇uδ which follows from the energy inequality and which we formulate in the
next lemma for later reference. For this purpose we define
A := ∥∥ρbδ |uδ|2∥∥L1(Ω). (2.10)
Lemma 2.1. Let (ρδ,uδ) be a solution of the approximate problem (2.1)–(2.3) with the properties (2.4)–(2.6). Then
‖uδ‖W 1,20 (Ω)  CA
1
2(3b−1) , (2.11)
where the constant C depends on ‖f‖L∞(Ω),μ,λ,M,γ and Ω .
Proof. Testing (2.1) with uδ , performing suitable integration by parts, using the boundary conditions, div(ρδuδ) = 0
as well as the renormalized continuity equation (2.9) with g(t) = a
γ−1 t
γ + δ3 t4 we obtain:
μ
∫
Ω
|∇uδ|2 dx + (μ + λ)
∫
Ω
|div uδ|2 dx =
∫
Ω
ρδf · uδ dx  ‖f‖L∞(Ω)‖ρδuδ‖L1(Ω). (2.12)
The term ‖ρδuδ‖L1(Ω) is estimated by Hölder’s inequality with factors,
ρδ|uδ| =
(
ρbδ |uδ|2
) 1
6b−4 (|uδ|) 6(b−1)6b−4 ρ 5b−46b−4δ .
Using ‖ρδ‖L1(Ω) = M and Sobolev’s inequality this yields:
‖ρδuδ‖L1(Ω)  CM
5b−4
6b−4 A
1
6b−4 ‖uδ‖
6(b−1)
6b−4
W
1,2
0 (Ω)
. (2.13)
Combining (2.12) and (2.13) the assertion of the lemma follows. 
Remark 2.2. Preparing the next lemma we consider for s ∈ (1,2] the solution of the problem:
divωδ = P s−1δ −
(
P s−1δ
)
Ω
in Ω, (2.14)
ωδ = 0 on ∂Ω. (2.15)
Here (and correspondingly in what follows) (P s−1δ )Ω denotes the mean value of P s−1δ : (P s−1δ )Ω = 1|Ω|
∫
Ω
P s−1δ dx.
According to a result of Bogovskij this problem has at least one solution ωδ = BΩ(P s−1δ − (P s−1δ )Ω) ∈ W
1, s
s−1
0 (Ω)
which satisfies the estimate:
‖ωδ‖
W
1, s
s−1
0 (Ω)
 C(s,Ω)‖Pδ‖s−1Ls(Ω) (2.16)
(compare for example [8, Ch. III.3, pp. 120–145] or [14, Ch. 3, pp. 165–183]).
Lemma 2.3. Let (ρδ,uδ) be a solution of an approximate problem (2.1)–(2.3) with the properties (2.4)–(2.6).
Then for s ∈ (1, r], r = min(2, 3b
b+2 ) and b ∈ ( 43 , γ ) it holds:
‖Pδ‖sLs(Ω)  C
(
1 + A 5s−33b−1 ), (2.17)
where the constant C depends on ‖f‖L∞(Ω),μ,λ,M,γ, s and Ω .
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identity: ∫
Ω
P sδ dx =
(
P s−1δ
)
Ω
·
∫
Ω
Pδ dx +
∫
Ω
ρδ(uδ · ∇)uδ · ωδ dx + μ
∫
Ω
∇uδ : ∇ωδ dx
+ (μ + λ)
∫
Ω
div uδ divωδ dx −
∫
Ω
ρδf · ωδ dx. (2.18)
Next we estimate all terms on the right-hand side term by term. We claim that
‖Pδ‖L1(Ω)  C‖Pδ‖
s(1−β)
s−β
Ls(Ω).
In fact ρδ ∈ L1(Ω) implies Pβδ ∈ L1(Ω) for β = min( 14 , 1γ ) ∈ (0,1) and therefore the above equation follows by an
interpolation inequality. Furthermore, clearly,
(
P s−1δ
)
Ω
 C‖Pδ‖s−1Ls(Ω),
and the first term on the right in (2.18) is estimated by:
(
P s−1δ
)
Ω
‖Pδ‖L1(Ω)  C‖Pδ‖
s−1+ s(1−β)
s−β
Ls(Ω)
, where 0 < s − 1 + s(1 − β)
s − β < s.
The second integral will be integrated by parts and estimated with help of Young’s inequality as follows:
∥∥ρδ(uδ · ∇)ωδ · uδ∥∥L1(Ω)  C‖ωδ‖
W
1, s
s−1
0 (Ω)
∥∥ρδ|uδ|2∥∥Ls(Ω)  ε‖Pδ‖sLs(Ω) + C(ε)
∥∥ρδ|uδ|2∥∥sLs(Ω), (2.19)
for every ε > 0, which will be chosen later sufficiently small.
Due to (2.16) the third and fourth term in (2.18) are estimated by:
C‖uδ‖W 1,s0 (Ω)‖ωδ‖W 1, ss−10 (Ω)
 ε‖Pδ‖sLs(Ω) + C(ε)‖uδ‖sW 1,20 (Ω).
The last term is estimated by using Sobolev’s inequality,
‖ωδ‖Lp(Ω)  C‖ωδ‖
W
1, 3p3+p
0 (Ω)
, for p = max
(
3
2
,
γ s
γ s − 1
)
,
and the inequality (for p
p−1  γ s),
‖ρδ‖
L
p
p−1 (Ω)
 C‖Pδ‖
1
γ
Ls(Ω),
which results from the definition of Pδ and Hölder’s inequality. So we get:
‖ρδf · ωδ‖L1(Ω)  C‖f‖L∞(Ω)‖ρδ‖
L
p
p−1 (Ω)
‖ωδ‖
W
1, 3p3+p
0 (Ω)
 C‖f‖L∞(Ω)‖Pδ‖
1
γ
+s−1
Ls(Ω) . (2.20)
Collecting all estimates we get because of s ∈ (1,2], γ > 1 and by choosing ε > 0 in a suitable manner
‖Pδ‖sLs(Ω)  C
(
1 + ‖uδ‖s
W
1,2
0 (Ω)
+ ∥∥ρδ|uδ|2∥∥sLs(Ω)). (2.21)
The term ‖ρδ|uδ|2‖sLs(Ω) is estimated by Hölder’s inequality with factors:
ρsδ |uδ|2s =
(
ρbδ |uδ|2
) 4s−3
3b−2 (|uδ|6) 1−s(2−b)3b−2 ρ 3b−s(b+2)3b−2δ ,
where all three exponents are nonnegative and their sum is equal to one.
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∥∥ρδ|uδ|2∥∥sLs(Ω)  CA 4s−33b−2 ‖uδ‖
6(1−s(2−b))
3b−2
W
1,2
0 (Ω)
 CA
5s−3
3b−1 . (2.22)
Using once more (2.11) from Lemma 2.1 in (2.21) and the last inequality we end up with
‖Pδ‖sLs(Ω)  C
(
1 + A s2(3b−1) + A 5s−33b−1 ). (2.23)
The proof of the lemma is finished because of s2 < 5s − 3. 
3. A uniform weighted estimate for Pδ
In this section we prove an interior weighted estimate for Pδ and an weighted estimate for Pδ in a neighborhood of
the boundary ∂Ω . These weighted estimates for Pδ can also be understood as an estimate for Pδ in a Morrey-space.
Together they imply a corresponding global (weighted) estimate for Pδ , which will be used in the next section for
estimating the quantity A = ‖ρbδ |uδ|2‖L1(Ω).
Lemma 3.1. Let (ρδ,uδ) be the solution of the approximate problem (2.1)–(2.3) with the properties (2.4)–(2.6).
Then the following estimate holds:∫
BR0 (x0)
Pδ
|x − x0|α dx  C
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω)), (3.1)
for all α ∈ (0,1), for R0 := 13 dist(x0, ∂Ω) and for arbitrary x0 ∈ Ω . The constant C depends on ‖f‖L∞(Ω),μ,λ,α,
M,R0 and Ω .
Proof. We consider (x−x0)
i
|x−x0|α τ
2 as a test function in the weak formulation of (2.1), whereby τ is a localization function
with
τ ≡ 1 on BR0 = BR0(x0),
τ ≡ 0 outside of B2R0 = B2R0(x0)Ω,
|∇τ | C
R0
for some suitable constant C.
Using this test function we obtain:∫
Ω
Pδ(3 − α)
|x − x0|α τ
2 dx +
∫
Ω
Pδ
(x − x0)i
|x − x0|α ∂iτ
2 dx +
∫
Ω
ρδf
i (x − x0)i
|x − x0|α τ
2 dx
= μ
∫
Ω
∇uδ :
(
∇
(
x − x0
|x − x0|α
)
τ 2 + (x − x0)|x − x0|α ∇τ
2
)
dx
+ (λ + μ)
{∫
Ω
div uδ(3 − α)
|x − x0|α τ
2 dx +
∫
Ω
div uδ
(x − x0)i
|x − x0|α ∂iτ
2 dx
}
−
∫
Ω
ρδu
i
δu
j
δ ∂i
(
(x − x0)j
|x − x0|α
)
τ 2 dx +
∫
Ω
ρδ|uδ|2 (x − x0)
i
|x − x0|α ∂iτ
2 dx.
The fifth term on the right-hand side gives:
−
∫
Ω
ρδu
i
δu
j
δ ∂i
(
(x − x0)j
|x − x0|α
)
τ 2 dx = −
∫
Ω
ρδ|uδ|2
|x − x0|α τ
2 dx + α
∫
Ω
ρδ(uδ · (x − x0))2
|x − x0|α+2 τ
2 dx  0,
so that we can move it to the left-hand side.
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dimensions (here we use α ∈ (0,1)).
The sixth term (on the right-hand side) and analogously the second term on the left is estimated by ρδ|uδ|2 ∈ L1(Ω)
respectively by Pδ ∈ L1(Ω) due to the properties of the localization function τ and the boundedness of the second
factor inside the integral.
The term with f is bounded due to the assumption f ∈ L∞(Ω) and the fact that ρδ ∈ L1(Ω). So we finally obtain
∫
Ω
(3 − α)Pδτ 2
|x − x0|α dx +
∫
Ω
(
ρδ|uδ|2
|x − x0|α − α
ρδ(uδ · (x − x0))2
|x − x0|α+2
)
τ 2 dx
 C
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω)).
On account of the nonnegativity of the second integral on the left-hand side and due to τ ≡ 1 on BR0 the lemma
follows. 
Remark 3.2. To prepare the next lemma (and its proof) we state and collect some properties of an auxiliary function ϕ
which are consequences of the fact that Ω ⊂R3 is a bounded domain with C2-boundary ∂Ω .
There exists a function ϕ : Ω →R and positive constants k1, k2, k3, k4 such that the following properties are true:
1. ϕ ∈ C2(Ω), ϕ(x) > 0 in Ω and ϕ(x) = 0 on ∂Ω ;
2. ‖ϕ‖C2(Ω)  k4;
3. |∇ϕ(x)| k3 for all x ∈ Ω such that dist(x, ∂Ω) k1;
4. |ϕ(x)| k2 for all x ∈ Ω such that dist(x, ∂Ω) k1.
We refer the interested reader to the book of Gilbarg and Trudinger [9, Ch. 14.6, p. 354ff.], where one can see how to
construct such a function ϕ from the distance-function to the boundary. Another possible reference is the book [10,
Ch. 1, Lemma 1, p. 4] by Krylov.
Lemma 3.3. Let (ρδ,uδ) be the solution of the approximate problem (2.1)–(2.3) with the properties (2.4)–(2.6). Then
the following estimate holds:
∫
Ω∩BR1 (x0)
Pδ
|x − x0|α dx  C
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω)), (3.2)
for all α ∈ (0,1), for R1 := 12k1, and for arbitrary x0 ∈ ∂Ω . The constant C depends on ‖f‖L∞(Ω),μ,λ,α,M,k1, k2,
k3, k4 and Ω .
Proof. We consider the vector field ξ = (ξ1, ξ2, ξ3) : Ω →R3 defined as
ξ i(x) := ϕ(x)∂iϕ(x)
(
ϕ(x) + |x − x0|m
)−α
, i = 1,2,3, (3.3)
where α ∈ (0,1), m = 22−α , x0 ∈ ∂Ω and ϕ is the function from Remark 3.2.
To show that ξ is an admissible test function for the approximate momentum equation (2.1) we first observe that
ξ(x) = 0 for x ∈ ∂Ω , because of ϕ(x) = 0 on ∂Ω . Next we calculate its derivatives, for x ∈ Ω and for i, j = 1,2,3
we have:
∂j ξ
i = ϕ∂
2
ij ϕ
(ϕ + |x − x0|m)α −
αϕ∂iϕ∂j (|x − x0|m)
(ϕ + |x − x0|m)1+α
+ ((1 − α)ϕ + |x − x0|m)(ϕ + |x − x0|m)−1−α∂iϕ∂jϕ. (3.4)
Due to the properties of the auxiliary function ϕ (see Remark 3.2!) and because of α ∈ (0,1), m = 22−α > 1 the
following inequalities are true:
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ϕ∂2ij ϕ
(ϕ + |x − x0|m)α
∣∣∣∣ C,∣∣∣∣ ((1 − α)ϕ + |x − x0|
m)∂iϕ∂jϕ
(ϕ + |x − x0|m)1+α
∣∣∣∣ C(ϕ + |x − x0|m)α ,∣∣∣∣αϕ∂iϕ∂j (|x − x0|
m)
(ϕ + |x − x0|m)1+α
∣∣∣∣ C(ϕ + |x − x0|m)α .
This implies that the function ξ belongs to W 1,q0 (Ω) for q ∈ [2, 3−αα ) because the integral,∫
Ω
(
ϕ + |x − x0|m
)−αq
dx,
is finite for q ∈ [2, 3−α
α
), α ∈ (0,1), m = 22−α , x0 ∈ ∂Ω and due to the properties of the function ϕ.
However we also need another representation of these derivatives, which reads as follows:
∂j ξ
i = ϕ∂
2
ij ϕ
(ϕ + |x − x0|m)α +
(1 − α)ϕ + |x − x0|m
2(ϕ + |x − x0|m)1+α ∂iϕ∂jϕ +
(1 − α)ϕ + |x − x0|m
2(ϕ + |x − x0|m)1+α
(
∂iϕ − μi
)(
∂jϕ − μj
)
+ (αϕ)(∂jϕ∂i(|x − x0|
m) − ∂iϕ∂j (|x − x0|m))
2(ϕ + |x − x0|m)1+α −
α2ϕ2∂i(|x − x0|m)∂j (|x − x0|m)
2(ϕ + |x − x0|m)1+α((1 − α)ϕ + |x − x0|m), (3.5)
where we have set μi(x) = αϕ((1−α)ϕ+|x−x0|m)−1∂i(|x−x0|m), i = 1,2,3. The advantage of this representation
of the derivatives of ξ consists of the fact that one can clearly identify the symmetric and skewsymmetric parts.
Using ξ as test function in the weak formulation of (2.1) we arrive at the identity:∫
Ω
Pδ div ξ dx +
∫
Ω
ρδu
i
δu
j
δ ∂j ξ
i dx = μ
∫
Ω
∇uδ : ∇ξ dx + (λ + μ)
∫
Ω
div uδ div ξ dx −
∫
Ω
ρδf
iξ i dx. (3.6)
The right-hand side of this identity is estimated by C(1+‖uδ‖W 1,20 (Ω)) due to uδ ∈ W
1,2
0 (Ω), ξ ∈ W 1,q0 (Ω)∩L∞(Ω),
q ∈ [2, 3−α
α
), ρδ ∈ L1(Ω) and f ∈ L∞(Ω).
Next we shall estimate the left-hand side term by term from below. From (3.5), the properties (1)–(4) of the
function ϕ as stated in Remark 3.2 and due to the fact that the quotient |x − x0|2(m−1)(ϕ + |x − x0|m)−α is bounded
because of our choice of the parameters α ∈ (0,1) and m = 22−α we get for x ∈ Ω :
div ξ(x) (1 − α)|∇ϕ|
2
2(ϕ + |x − x0|m)α − C, (3.7)
ρδu
i
δu
j
δ ∂j ξ
i(x)−Cρδ|uδ|2. (3.8)
Fom (3.6) and on using (3.7), (3.8) it follows that
∫
Ω
Pδ|∇ϕ|2
(ϕ + |x − x0|m)α dx  C
(
1 +
∫
Ω
(
Pδ + ρδ|uδ|2
)
dx + ‖uδ‖W 1,20 (Ω)
)
. (3.9)
Observing that ϕ(x) + |x − x0|m  C|x − x0| because of ϕ(x0) = 0 and because of property (3) of the function ϕ
(see Remark 3.2) we get from (3.9) for BR1(x0) the assertion (3.2) of the lemma. 
Conclusion 3.4. (i) From Lemmas 3.1 and 3.3 we deduce altogether that∫
Ω
Pδ
|x − x0|α dx  C
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω)), (3.10)
for all α ∈ (0,1), x0 ∈ Ω . The constant C in this inequality depends an all quantities specified in Lemmas 3.1 and 3.3,
but otherwise it depends not on δ and x0 ∈ Ω .
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by Hölder’s inequality that for all x0 ∈ Ω ,∫
Ω
ρbδ
|x − x0| dx =
∫
Ω
(
ρ
γ
δ
|x − x0|α0
) b
γ
(
1
|x − x0|ν
)1− b
γ
dx
 C
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω))
b
γ . (3.11)
Let us remark that the estimate in (3.11) is similar to the potential estimate in Section 3 of [2] (where the estimate
is shown in the periodic setting) and to corresponding estimates in [5,7,15,16] (where estimates like this one are
shown for 2- or 3-dimensional bounded domains Ω). This estimate will be used in the next step to get an estimate for
A := ‖ρbδ |uδ|2‖L1(Ω).
Conclusion 3.5. For showing the estimate for A := ‖ρbδ |uδ|2‖L1(Ω), which will follow immediately, we could in
principle follow the work of Brˇezina and Novotný [2] or Plotnikov and Sokolowski [15], but we provide here an
independent and simplified proof by using classical properties of Laplace’ equation.
We assert that
A := ∥∥ρbδ |uδ|2∥∥L1(Ω)  C‖uδ‖2W 1,20 (Ω)
(
1 + ‖Pδ‖L1(Ω) + ‖uδ‖W 1,20 (Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω))
b
γ . (3.12)
Proof. Let h be the unique weak solution of,
h = ρbδ  0 in Ω ⊂R3, (3.13)
h = 0 on ∂Ω. (3.14)
Then we have the representation,
h(x) =
∫
Ω
G(x,y)ρbδ (y) dy, (3.15)
where G denotes Green’s function for the above Dirichlet problem and for which the following estimate holds:
∣∣G(x,y)∣∣ C 1|x − y| for all x,y ∈ Ω, x = y. (3.16)
Therefore we conclude that h ∈ L∞(Ω) and is estimated as
‖h‖L∞(Ω)  C sup
x0∈Ω
∫
Ω
ρbδ
|x − x0| dx. (3.17)
Now for uδ ∈ W 1,20 (Ω) consider
A =
∫
Ω
ρbδ |uδ|2 dx =
∫
Ω
h|uδ|2 dx  C‖uδ‖W 1,20 (Ω)
∥∥|uδ||∇h|∥∥L2(Ω), (3.18)
where we have used partial integration and the Cauchy–Schwarz inequality.
On the other hand we have by integrating once more by parts,
K := ∥∥|uδ||∇h|∥∥2L2(Ω)  C
(∫
Ω
|h||h||uδ|2 + |h||∇h||uδ||∇uδ|dx
)
 C‖h‖L∞(Ω)
(
A + K 12 ‖uδ‖W 1,20 (Ω)
)
. (3.19)
From the inequalities (3.18) and (3.19) follows that
A C‖uδ‖2
W
1,2
0 (Ω)
‖h‖L∞(Ω).
Now, (3.17) and (3.11) imply the asserted inequality (3.12). 
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In this section we prepare the final proof of the Main Theorem and prove that the quantity A is uniformly (with
respect to δ) bounded. To reach this aim we start from the inequality (3.12) and therefore we have to estimate all terms
on the right-hand side of this inequality in terms of some power of A in such a way that all occurring exponents of A
will be less than 1.
First we state estimates for ‖Pδ‖L1(Ω) and ‖ρδ|uδ|2‖L1(Ω). Choose ε := min( 12 , b− 43 ) and use Hölder’s inequality
in conjunction with (2.17) in Lemma 2.3 as well as (2.22) (in the proof of Lemma 2.3) for s = 1 + ε to obtain:
‖Pδ‖L1(Ω) +
∥∥ρδ|uδ|2∥∥L1(Ω)  C(1 + A
5(1+ε)−3
(1+ε)(3b−1)
)
. (4.1)
Recalling (2.11) in Lemma 2.1, using (3.12), (4.1) and b ∈ ( 43 , γ ) we arrive at
A C
(
1 + A 33b−1 · 12 + A 33b−1 · 1+2ε1+ε ).
Now it is easily checked that by our choices of the parameters b, ε the exponents 33b−1 · 12 , 33b−1 · 1+2ε1+ε are less than 1
and therefore we finally have
A const.
The last estimate implies by virtue of (2.11) in Lemma 2.1, (2.17) in Lemma 2.3 and (2.22) that (recall the definition
of r in (1.6)!),
‖uδ‖W 1,20 (Ω)  C, (4.2)
‖Pδ‖Ls(Ω) +
∥∥ρδ|uδ|2∥∥Ls(Ω)  C for all s ∈ (1, r]. (4.3)
Besides we obtain ρδuδ ∈ L
6γ r
γ r+6 (Ω) and
∫
Ω
(ρδuδ)
6γ r
γ r+6 dx  C
∫
Ω
(|uδ|6 + ργ rδ )dx  C (4.4)
by using Young’s inequality as well as (4.2), (4.3).
For use in the next section we observe that the estimate (4.3) in particular contains a uniform estimate for
δ
∫
Ω
ρ
4+γ (r−1)
δ dx  C. (4.5)
Now we are prepared for the proof of the Main Theorem with which we continue.
5. Proof of the Main Theorem
Let us recall the definition of r ,
b ∈
(
4
3
, γ
)
, r = min
(
2,
3b
b + 2
)
∈
(
6
5
,2
]
,
and the observation (see (1.7)) that
γ r >
8
5
,
6γ r
γ r + 6 >
24
19
>
6
5
.
On the basis of the estimates (4.2)–(4.5) and the compact imbedding W 1,20 (Ω) ↪→↪→ Lq(Ω) for 1 q < 6 in three
dimensions we can choose subsequences such that
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uδ → u strongly in Lq(Ω), (5.2)
ρδ ⇀ ρ weakly in Lγr(Ω), (5.3)
ρδuδ ⇀ ρu weakly in L
6γ r
γ r+6 (Ω), (5.4)
ρδuδ ⊗ uδ ⇀ ρu ⊗ u weakly in Lr(Ω), (5.5)
δρ4δ → 0 in D′(Ω). (5.6)
Passing to the limit δ → 0 in the approximate equations (2.1), (2.2), the equation for the total mass ∫
Ω
ρδ dx = M and
in the renormalized continuity equation (2.9) we get:
−μu − (λ + μ)∇ div u + ρ(u · ∇)u + ∇P(ρ) = ρf in D′(Ω), (5.7)
div(ρu) = 0 in D′(Ω), (5.8)
div
(
g(ρδ)uδ
)+ (ρδg′(ρδ) − g(ρδ))div uδ = 0 in D′(Ω), (5.9)
where we used the usual notation for weak limits, and where g is a function with the properties (2.7), (2.8).
The main task for completing the proof of our Main Theorem consists now in establishing the strong convergence
of ρδ to ρ in L1(Ω). This task is fulfilled in four steps. In these four steps we follow Brˇezina and Novotný [2] (who
in turn follow [14]), but due to the fact our estimates are (slightly) stronger than their’s and that otherwise we have all
properties, which are necessary to execute these four steps, we do not execute these steps in detail here. Instead we
only briefly describe the four steps and refer for more details to [2,14].
The first step consists of proving an identity for the so-called effective viscous pressure
(
Pδ(ρδ) − (2μ + λ)div uδ
)
g(ρδ) − Pδ(ρδ) − (2μ + λ)div uδg(ρδ) = (2μ + λ)
(
g(ρδ)div uδ − g(ρδ)div u
)
,
for g(t) = Tk(t), k > 0, t  0, where Tk(t) is Feireisl’s cut-off function (see [3]).
In the second step one uses this identity to deduce an estimate, which measures oscillations of the sequence {ρδ}δ>0.
This estimate is then used in the third step to show that the couple (ρ,u) fulfills the renormalized continuity equation.
In the fourth and last step one compares the weak limit of the renormalized continuity equation for (ρδ,uδ) with
the renormalized continuity equation for the weak limit (ρ,u) and deduces from this finally the strong convergence
ρδ → ρ in L1(Ω) for a suitable subsequence δ ↓ 0.
All details for carrying these steps into operation can be found in [2, Sect. 6.2, pp. 13–17], where they are
performed.
The theorem is proved.
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