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MOTIVES AND ALGEBRAIC DE RHAM COHOMOLOGY
MASANORI ASAKURA
Abstract. In this paper, we define a certain Hodge-theoretic structure for
an arbitrary variety X over the complex number field by using the theory of
mixed Hodge module due to Morihiko Saito. We call it an arithmetic Hodge
structure ofX. It is shown that extension groups of arithmetic Hodge structure
do not vanish even for degree ≥ 2. Moreover, we define higher Abel-Jacobi
maps from Bloch’s higher Chow groups of X to these extension groups. These
maps essentially involve the classical Abel-Jacobi maps by Weil and Griffiths,
and Mumford’s infinitesimal invariants of 0-cycles on surfaces.
1. Introduction
Let X be a nonsingular projective surface over C. D. Mumford was the first to
show that the Chow group CH0(X) of 0-cycles on X is more complicated than what
was earlier believed ([M]); in fact it can be “enormous”. This has led to a difficulty
in understanding the precise nature of structure of the Chow group of zero-cycles.
His theorem asserts that if the geometric genus of X is not zero, then the kernel
T (X) of the Albanese map
A0(X) −→ Alb(X)
cannot be finite-dimensional. Namely A0(X) cannot be given a geometric structure
such as a complex torus. Here A0(X) denotes the subgroup of 0-cycles of degree 0.
S. Bloch [B1] provided some insight in this situation by conjecturing that T (X) is
controlled by the transcendental part of the cohomologyH2(X,Q)tr = H
2(X,Q)/NS(X).
This is now called the Bloch conjecture (see Conjecture 4.6 in §4). Combining this
with the mixed motives as introduced by P. Deligne and A. Beilinson, his conjecture
led to a conjectured existence of a filtration FM on all of the higher Chow groups
CHr(X,m;Q) = CHr(X,m) ⊗Q ([B2]), called the motivic filtration. (In this pa-
per we will simply write CHr(X,m) instead of CHr(X,m;Q), to be understood as
Bloch’s higher Chow groups tensored with Q.) This is fortified by the following
beautiful conjectural formula for any nonsingular projective variety X :
GrνFMCH
r(X,m) = ExtνM(Q(0), H
2r−m−ν(X)(r)). (1.1.1)
Here M is the category of mixed motives over Spec(C) and Q(0) is the trivial
motive. It is proved that the motivic filtration is determined uniquely if it exists (cf.
[J1], [SaS2]). For example, it is conjectured that F 1MCH
r(X) = CHr(X)hom (the
subgroup of homologically trivial cycles), F 2MCH0(X) = T (X), and F
r+1
M CH
r(X) =
0. In spite of much effort by many people, nobody has found a suitable definition
of M and F •M (see [J1], [Mur1], [SaS1]).
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On the other hand, the category of the mixed motivesM is considered to possess
an exact faithful functorM→ MHS (called the realization functor) to the category
of graded polarizable Q-mixed Hodge structures. Therefore there should be the
map
GrνFMCH
r(X) −→ ExtνMHS(Q(0), H
2r−ν(X)(r)).
Unfortunately, the higher extension group ExtνMHS (ν ≥ 2) always vanishes in the
category MHS. This means that T (X) = Gr2FMCH0(X) for a surface X cannot be
captured by the extension of mixed Hodge structures.
The purpose of this paper is to define a certain Hodge-theoretic structure for an
arbitrary variety X over the complex number field. We call it an arithmetic Hodge
structure of X . We define the decreasing filtration F •CHr(X,m) on higher Chow
groups and the following map (which we call the higher Abel-Jacobi map):
ρνX : Gr
ν
FCH
r(X,m) −→ ExtνM(C)(Q(0), H
2r−m−ν(X)(r)).
Here M(C) denotes the category of arithmetic Hodge structure which possesses the
realization functor r : M(C)→ MHS. When ν = 1, the map ρ1X and the functor r
induces the usual Abel-Jacobi maps (cf. §2.5). When ν ≥ 2, the higher Abel-Jacobi
map ρνX gives a new tool for Hodge theoretic study of algebraic cycles. For example,
it defines the second Albanese map
T (X) −→ Ext2M(C)(Q(0), H
2n−2(X)(n)),
for a projective nonsingular variety X of dimension n. If it is injective, the Bloch
conjecture is true (Theorem 4.9). More generally, we conjecture that F • is discrete,
that is, FN = 0 for N ≫ 0. If our conjecture holds, our filtration F • gives the
motivic filtration (cf. Theorem 1.1 below).
Let us explain arithmetic Hodge structures. Let X be a quasi-projective non-
singular variety over C. Then X is defined by finitely many equations which have
finitely many coefficients. By considering the coefficients as parameters of a space
S, we obtain the smooth family f : XS → S. Then we get the mixed Hodge module
H•(XS/S) (cf. [SaM2]). The usual mixed Hodge structure H
•(X,Q) appears on
the fiber over a point of S. The arithmetic Hodge structure is defined to be the
inductive limit of the above mixed Hodge modules, S running over the embedding
of the function field to C. The most important ingredient of arithmetic Hodge
structure is the arithmetic Gauss Manin connection on algebraic de Rham coho-
mology (see §3.2). Because of this connection, the higher extension group does not
necessarily vanish.
Our main result is as follows:
Theorem 1.1. Let X be a nonsingular projective variety over C, and CHr(X,m)
be the higher Chow group tensored with Q. There is a decreasing filtration F • on
CHr(X,m) and a natural map
ρνX : Gr
ν
FCH
r(X,m) −→ ExtνM(C)(Q(0), H
2r−m−ν(X)(r)),
(1.1.2)
which has the following properties:
(1) If F r+1CHr(X,m) = 0 for arbitrary X and r, then F • coincides with the mo-
tivic filtration F •M. In particular, the vanishing implies the Bloch conjecture
4.6.
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(2) (a) F 0CHr(X,m) = CHr(X,m). F 1CHr(X) = CHr(X)hom.
(b) F 0CHr(X,m) = F 1CHr(X,m) for m ≥ 1.
(c) F 2CHr(X,m) is contained in the kernel of the cycle map to the Deligne
cohomology group. These coincide if the realization functor r : M(C) →
MHS is fully faithful.
(d) F 2CH0(X) = T (X).
(e) F r+1CHr(X,m) = F r+2CHr(X,m) = · · · .
(3) There are the following natural maps:
ExtpM(C)(Q(0), H
q(X)(r)) −→ Ξr−p,q−r+pX (p) −→ Λ
r−p,q−r+p
X (p),
where Ξp,qX (r) (resp. Λ
p,q
X (r) ) is defined as the cohomology of the following
complex (see Definition 3.2 and Definition 3.5):
F p+1Hp+qdR (X/C)⊗Ω
r−1
C/Q¯
∇
→ F pHp+qdR (X/C)⊗Ω
r
C/Q¯
∇
→ F p−1Hp+qdR (X/C)⊗Ω
r+1
C/Q¯
,
(resp. Hq−1(Ωp+1X/C)⊗ Ω
r−1
C/Q¯
∇
→ Hq(ΩpX/C)⊗ Ω
r
C/Q¯
∇
→ Hq+1(Ωp−1X/C)⊗ Ω
r+1
C/Q¯
.
In particular, the map (1.1.2) induces homomorphisms
ξνX : Gr
ν
FCH
r(X,m) −→ Ξr−ν,r−mX (ν)
and
δνX : Gr
ν
FCH
r(X,m) −→ Λr−ν,r−mX (ν).
In general, these maps have non-zero images, even when ν ≥ 2, (which fol-
lows, for example, from Theorem 4.3).
(4) Assume that X is defined over a number field k, and X = Xk ⊗k C. If
F dimX+1CH0(X) = 0, then F
2CH0(Xk) = 0 and the rank of CH0(Xk) is
finite.
We call the above map (1.1.2) the ν-th higher Abel-Jacobi map. Also, we remark
that philosophically speaking, the fact that F 0CHr(X,m) = F 1CHr(X,m) for
m ≥ 1 should not come as a surprise. Indeed, for m ≥ 1 and by a standard weight
argument, the cycle class map from CHr(X,m) to ordinary Betti cohomology is
zero. Thus CHr(X,m) is already the kernel of a “regulator” map.
By way of acknowledgement, a similar idea of arithmetic Hodge structures was
obtained by M. Green and P. Griffiths ([G2]). They defined the arithmetic Hodge
structures independently of the author1. The terminology “arithmetic Hodge struc-
ture” was introduced by them. It is appropriate to adopt their terminology in this
paper. However, our motivation for the above idea comes from the the work of
Shuji Saito; that is, the higher normal functions ([AS]). He defined the relative
filtration F •SCH
•(X) and likewise F •SH
•
D(X,Q(•)) for a smooth projective family
X → S, and defined higher normal functions
GrνFSCH
r(X) −→ Γ (S,DJr,νX/S).
It was surprising for us that the above map has non-trivial image.
This paper is organized as follows.
In §2, we review Morihiko Saito’s theory of mixed Hodge modules. Here we omit
the definition, because what we need is not the precise definition but rather the
1There is a slight difference between their definition and ours. In their definition, the datum
of the Q-structure does not appear. Therefore the category of their arithmetic Hodge structures
does not form an abelian category, but only an exact category.
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formalism. In §3, we introduce the notion of arithmetic Hodge structure. Moreover
we define the spaces of Mumford’s infinitesimal invariants, and construct the natural
maps from extension groups in M(C) to those (Proposition 3.6). Finally in §4, we
construct the higher Abel-Jacobi maps, and study algebraic cycles, in particular,
the Bloch conjecture.
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Notation and Conventions
1. A variety means a quasi-projective algebraic variety over a field. We mainly
work with algebraically closed fields of characteristic 0 (e.g. C, Q¯).
2. For a variety X over C, Xan denotes the associated analytic space: Xan =
X(C).
3. We always ignore torsion. We assume that all abelian groups (e.g. CHr(X,m)
above) are tensored with Q.
4. In this paper, we fix an embedding Q¯ →֒ C.
2. Morihiko Saito’s formalism of mixed Hodge modules
In this section, we review the theory of mixed Hodge modules.
2.1. Perverse sheaf. A perverse sheaf is not a “sheaf ” in the usual sense, but
rather a complex of sheaves with algebraically constructible cohomology. In many
ways it behaves like a sheaf ([BBD]).
Let Dbc(QX) be the derived category of bounded complexes of QXan -sheaves
with algebraically constructible cohomology for a complex algebraic varietyX . The
perverse t-structure (D≥0, D≤0) of Dbc(QX) is the pair of additive full subcategories
defined as follows:
(1) K•Q ∈ D
≤0 ⇐⇒ dimSuppHi(K•Q) ≤ −i (∀i),
(2) K•Q ∈ D
≥0 ⇐⇒ D(K•Q) ∈ D
≤0 (∀i), where D is the Verdier dual functor
on Dbc(QX).
Here we define the dimension of empty set to be−∞. We call an object ofD≥0∩D≤0
a perverse sheaf, and denote its category by Perv(QX).
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The category of perverse sheaves is abelian. There are the truncation functors
pτ≤0 : D
b
c(QX)→ D
≤0 and pτ≥0 : D
b
c(QX)→ D
≥0, which are characterized as the
right and left adjoint of D≤0 →֒ Dbc(QX) and D
≥0 →֒ Dbc(QX) respectively. We
put pH0 := pτ≤0 ◦
pτ≥0(≃
pτ≥0 ◦
pτ≤0), and call it the perverse cohomology functor.
There are the standard functors on Dbc(QX):
f∗, f!, f
∗, f !, D, ψg, φg , ⊗, Hom. (2.2.1)
We write pH0f∗(−)[n] by
pRnf∗ and so on.
The simplest example of perverse sheaf is a local system L[dimX ] shifted by
dimX when X is nonsingular. The category of local systems is not appropriate
for the treatment of homological algebra. Indeed, it is not closed under the above
standard functors. The category of constructible sheaves is closed under those,
but the one of perverse sheaves has more advantages. Those properties of perverse
sheaves are essentially used to construct the theory of mixed Hodge modules.
2.2. Regular holonomicD-modules. Next we recall holonomicD-modules2 and
regular singularities.
Let X be a nonsingular variety over a field k of characteristic zero.
Let M be an algebraic DX -module which is quasi-coherent over OX . We denote
FiDX ⊂ DX the differential order filtration, that is, it is generated by differential
operators
∑
|I|≤i fI(x)∂
I . An increasing filtration F•M of coherentOX -submodules
is called a good filtration if
1. ∪iFiM =M , F−kM = 0 for some integer k ≫ 0,
2. FiDX · FjM ⊂ Fi+jM for ∀i, j,
3. grFM := ⊕igr
F
i M is coherent over gr
FDX .
Any coherent DX -module has at least one good filtration. Note that gr
FDX is
isomorphic to OT∗X the structure sheaf of the cotangent bundle T
∗X over X . The
support of grFM in T ∗X is called the characteristic variety of M , which does not
depend on the choice of a good filtration.
In general, the dimension of the characteristic variety of a coherent DX -module
is larger than or equal to dimX (Bernstein’s inequality). If the equality holds, we
call the coherent DX -module holonomic.
Let us recall the regularity of holonomic D-module3. When dimX = 1, a holo-
nomic DX -module M has regular singularities if and only if there is a dense open
set U ⊂ X such that M |U is a connection with regular singularities, that is, there
is a locally free sheaf M of finite rank over OU (U is the smooth completion of
U) and log connection ∇ : M → Ω1
U/k
(logD) ⊗ M (D := U − U) such that
(M,∇)|U ≃ (M |U ,∇). For X of arbitrary dimension, a holonomic DX -module M
has regular singularities if and only if so does H0(i∗CM) for any iC : C → X with
C a nonsingular curve over k, where i∗C is the derived inverse image functor of
D-modules.
The following theorem is due to Kashiwara and Mebkhout:
2 We use left D-modules, though M.Saito prefers right D-modules to it.
3There are several ways to define regularities of holonomic D-modules. We follow the text of
Z.Mebkhout [Me] p.163 Proposition 5.4.2.
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Theorem 2.1 (Riemann-Hilbert correspondence). Let X be a nonsingular variety
over C. Then the de Rham functor DR := Ω•Xan ⊗ (−)[dimX ] induces the equiva-
lence from the category of regular holonomic D-modules on X to the one of perverse
sheaves with C-coefficient:
DR : Modrh(X)
∼
−→ Perv(CX).
The above equivalence also induces the equivalence between local systems and
locally free OX -sheaves with integrable connection with regular singularities ([D3]).
There are the standard operations as in (2.2.1) on the derived category of
bounded complexes of regular holonomic D-modules. Those operations are com-
patible under the Riemann-Hilbert correspondence.
Again, let X be a nonsingular variety over any field of characteristic zero.
MFrh(X) denotes the category of filtered regular holonomic DX -modules (M,F ),
where M is a regular holonomic DX -module, and F is a good filtration. Moreover
we denote by MFWrh(X) the category of filtered regular holonomic DX -modules
with weight filtration (M,F,W ), where W is a finite increasing filtration of DX -
submodules (=the weight filtration). These are not abelian, but exact categories
such that the kernel and cokernel objects exist for any morphisms. A complex in
MFrh(X) (resp. MFWrh(X))
(M ′, F ) −→ (M,F ) −→ (M ′′, F )
(resp. (M ′, F,W ) −→ (M,F,W ) −→ (M ′′, F,W ))
is exact if and only if
grFM ′ −→ grFM −→ grFM ′′
(resp. grF grWM ′ −→ grF grWM −→ grF grWM ′′)
is an exact sequence of sheaves of OX -modules.
2.3. Mixed Hodge modules. Morihoko Saito defined mixed Hodge modules, and
proved the expected properties.
What is a mixed Hodge module? Roughly speaking, it is a Q-coefficient perverse
sheaf with mixed Hodge structure. Its notion contains admissible variation of mixed
Hodge structure.
First we recall it:
Definition 2.2. Let X be a nonsingular variety over C. Then an admissible varia-
tion of mixed Hodge structures onX is defined to be the data (HQ, HO,W•, F
•,∇, i)
where:
• HQ is a local system of finite dimensional Q-vector spaces on X
an,
• HO is a locally free (Zariski) sheaf of OX -module of the same rank as HQ,
• W• is a finite increasing filtration of HQ, called the weight filtration,
• F • is a finite decreasing filtration on HO by locally free OX -submodules,
called the Hodge filtration,
• ∇ : HO → HO ⊗
OX
Ω1X/C an integrable connection (called the (algebraic)
Gauss-Manin connection),
• i : HQ⊗C
∼
−→ ker∇an (called the comparison isomorphism), or equivalently,
i induces an isomorphism HQ ⊗O
an
X
∼
→ HanO .
and these satisfy:
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(1) For all points s ∈ Xan, the fiber HQ,s
i
→֒ HO ⊗C(s) with the induced filtra-
tions W•,s on HQ,s and F
•
s on HO ⊗C(s) defines a mixed Hodge structure.
(2) (Griffiths transversality) W• and F
• satisfy the following:
∇(Wℓ) ⊂Wℓ ⊗ Ω
1
X/C, ∇(F
p) ⊂ F p−1 ⊗ Ω1X/C for ∀ℓ, p.
(3) (polarizability) For each ℓ, there areQ-bilinear formQ : GrWℓ (HQ)⊗Gr
W
ℓ (HQ)→
Q and OX -bilinear form QX : Gr
W
ℓ (HO)⊗Gr
W
ℓ (HO)→ OX satisfying:
(a) Q and QX are compatible under the comparison isomorphism i.
(b) Q defines a polarization form on the Q-Hodge structure (GrWℓ (HQ,s), F
•
s )
for all s ∈ Xan.
(c) QX(∇(x), y)+QX(x,∇(y)) = dQX(x, y) for any local sections x, y ∈ HO.
(4) (admissibility) When the data (HQ, HO,W•, F
•,∇, i) is pulled back to a non-
singular complex algebraic curve C, it satisfies the admissibility ([K] 1.9):
(a) Any local monodromy around C −C is quasi-unipotent. Here C denotes
the smooth completion of C.
(b) The logarithm N of the unipotent part of the local monodromy admits a
weight filtration relative to W• ([SZ] §2).
(c) The Hodge filtration F • can be extended to a locally free subsheaf F
•
of
the Deligne’s canonical extension HC such that Gr
•
F
GrW• (HC) is locally
free.
We denote the category of admissible variations of mixed Hodge structures on X
by VMHS(X).
In order to define mixed Hodge module, we replace HQ by perverse sheaf,
(HO, F
•,∇) by filtered regular holonomic DX -module, and i by the Riemann-
Hilbert correspondence.
More precisely, let PervW(QX) be the category of perverse sheaves (K
•
Q,WQ)
with finite increasing filtration WQ of sub perverse sheaves (=the weight filtra-
tion). There is a natural functor from MFWrh(X) to PervW(CX), which maps
(M,F,W ) to (DR(M),DR(W )). Denote the fiber product PervW(QX)×PervW(CX)
MFWrh(X) by MFWrh(X,Q), that is, it consists of the objects (K
•
Q,WQ,M, F,W, i)
where i : (K•Q ⊗ C,WQ ⊗ C) ≃ DR(M,W ) is an isomorphism of filtered objects
(cf. Theorem 2.1).
Theorem 2.3 (Morihiko Saito [SaM1], [SaM2]). There is an abelian full subcate-
gory
MHM(X) ⊂MFWrh(X,Q)
for each nonsingular complex algebraic variety X, which satisfies the following prop-
erties. We call an object of MHM(X) a mixed Hodge module on X. W (resp. F )
is called the weight filtration (resp. Hodge filtration).
(1) The forgetful functor rat : MHM(X)→ Perv(QX) is exact and faithful.
(2) Any morphisms of mixed Hodge modules are strict with respect to Hodge and
weight filtration.
(3) Any pure weight full subcategory ofMHM(X) (called polarizable Hodge modules)
is semi-simple.
(4) There are the standard operations on Db(MHM(X)) the derived category of
bounded complex of mixed Hodge modules:
f∗, f!, f
∗, f !, D, ψg, φg,1, ⊗, Hom.
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Those functors satisfies the adjointness, projection formulas, and are compat-
ible with the ones on perverse sheaves under the forgetful functor rat.
(5) Let MHM(X)sm be the full subcategory of MHM(X) whose object consists of
those whose underlying perverse sheaf is smooth (i.e. local system). Then
there is the equivalence between the category of admissible variations of mixed
Hodge structure ( Definition 2.2) and MHM(X)sm:
VMHS(X)
∼
−→ MHM(X)sm.
Here an admissible variation of mixed Hodge structure (HQ, HO,W•, F
•,∇, i)
corresponds to the mixed Hodge module (HQ[dimX ],W•−dimX , HO, F•), where
Fp := F
−p. An admissible variation of Hodge structure of pure weight n corre-
sponds to the Hodge module of weight n+dimX. In particular, MHM(SpecC)
is isomorphic to the category of graded polarizable Q-mixed Hodge structures.
(6) (decomposition theorem) Let f : X → Y be a proper morphism between non-
singular varieties over C. Then there is a noncanonical isomorphism
f∗M ≃ ⊕
k
Hkf∗M [−k]
in the derived category Db(MHM(Y )) for any pure weight Hodge module M .
(7) If H is a mixed Hodge module of weight ≤ n (resp. ≥ n ), then Hkf!(H) and
Hkf∗(H) (resp. Hkf∗(H), H
kf !(H), resp. DH ) are of weight ≤ k+n (resp.
≥ k + n, resp. ≤ −n ).
Morihiko Saito firstly defined the category of polarizable Hodge modules using
vanishing cycle functor, and proved the stability of direct images of projective
morphism, Verdier dual and so on, which is the main result in [SaM1]. Next he
defined mixed Hodge modules as a successive extension of Hodge modules satisfying
some stability conditions ([SaM2]). The most important property is the existence
of standard functors (loc.cit. Theorem 4.3. etc). However, the precise construction
of the category of mixed Hodge modules is long and complicated. Moreover it is
quite difficult to write it down explicitly.
Definition 2.4. QX(r)[dimX ] denotes the Tate Hodge module
(QX(r)[dimX ],W•,OX , F•)
with GrWdimX−2r(QX(r)[dimX ]) = QX(r)[dimX ] and Gr
F
r (OX) = OX , (which is
actually a mixed Hodge module of pure weight dimX−2r due to Theorem 2.3 (5).)
We write the Tate Hodge module shifted by −dimX by QX(r):
QX(r) := (QX(r)[dimX ])[−dimX ] ∈ D
b(MHM(X)).
2.4. Mixed Hodge modules over a field of characteristic 0. Morihiko Saito
has already pointed out that there are several modifications of mixed Hodge mod-
ules. Here we recall one of those.
Definition 2.5. Let k ⊂ C be a subfield. For a nonsingular variety Xk over k, we
define MHM(Xk) to be the full subcategory of the fiber product
MFWrh(Xk)×MFWrh(XC) MHM(XC) (XC := Xk ⊗C)
such that the polarization on each weight quotient is defined over k.
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Since all operations such as (2.2.1) can be also defined on MFWrh(Xk), we
have those induced on MHM(Xk). Each property of those operations can be
reduced to those of MHM(XC). In particular, Theorem 2.3 also holds, if we
replace MHM(XC) by MHM(Xk), and VMHS(XC) by the full subcategory of
MFWrh(Xk)sm×MFWrh(XC)smVMHS(XC) such that the polarization on each weight
quotient is defined over k. (MFWrh(Xk)sm denotes the full subcategory of MFWrh(Xk)
generated by objects whose underlying D-module is a locally free OX -module of
finite rank.) For more details, see his exposition ([SaM3] (1.8) (ii)).
Corollary 2.6. Let f : X → Y be a proper morphism between nonsingular vari-
eties over k. Then there is the Leray spectral sequence
Epq2 = Ext
p
MHM(Y )(QY (0), H
qf∗QX(r)) =⇒ Ext
p+q
MHM(X)(QX(0),QX(r)),
(2.2.2)
which degenerates at E2 terms.
Proof. The existence of the spectral sequence (2.2.2) follows from the existence of
the standard functors (Theorem 2.3 (4)) and the fact f∗QY (r) = QX(r). The
E2-degeneration follows from the decomposition theorem (Theorem 2.3 (6)).
Corollary 2.7 ([SaM3] (8.3)). Let X be a nonsingular variety over k. Then there
is a cycle map from the higher Chow group to the extension group of mixed Hodge
modules:
CHr(X,m) −→ Ext2r−mMHM(X)(QX(0),QX(r)). (2.2.3)
Proof. (Here we recall the construction of the cycle map (2.2.3) for the convenience
of the reader.)
Let Y be a nonsingular variety over k of dimension dY , and iZ : Z →֒ Y
a closed subscheme (not necessarily smooth nor irreducible) of pure dimension
dZ . Let jZ : U →֒ Y be the complement of Z. We define iZ∗i
!
ZQY (r) =
Cone(QY (r) → jZ∗j
∗
ZQY (r))[−1], and iZ∗QZ(r) = Cone(jZ!j
∗
ZQY (r) → QY (r)),
which are complexes of mixed Hodge modules on Y by Theorem 2.3 (4). Note that
rat(iZ∗QZ(r)) = iZ∗QZan and rat(iZ∗i
!
ZQY (r)) = iZ∗i
!
ZQY an .
Let Zk be an irreducible component of Z, and z =
∑
k nkZk be a cycle on Y
with nk ∈ Q. First we construct the natural morphism
cz : iZ∗QZ(0) −→ QY (dY − dZ)[2dY − 2dZ ] (2.2.4)
associated to the cycle z in the derived category Db(MHM(Y )) as follows. Let hk :
Z˜k → Zk be a resolution of singularity, and h : ∐Z˜k → Y the composition with the
inclusion iZ . There are the pull-back morphisms α : iZ∗QZ(0)→ iZ∗hk∗QZ˜k
(0)⊕ =
h∗QZ˜k
(0)⊕ and β : QY (0) → h∗QZ˜k
(0)⊕. Applying the Verdier dual D on the
latter morphism β, we have h∗QZ˜k
(dZ)
⊕[2dZ ] → QY (dY )[2dY ] because Y and Zk
are nonsingular. Composing this with ⊕nk : h∗QZ˜k
(0)⊕ → h∗QZ˜k
(0)⊕ and the
morphism α, we have (2.2.4). It is a routine work to show its independency of the
choice of resolutions of Zk.
Put Y = X , and compose the morphism (2.2.4) with QX(0)→ iZ∗QZ(0). Then
we have the cycle map (2.2.3) for m = 0.
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Next we construct the cycle map (2.2.3) for m ≥ 1. We write
∆m = Speck[t0, · · · , tm]/(
m∑
i=0
ti − 1)
and its faces by
∆I : ti0 = · · · = tik = 0
for a subset I = {i0, · · · , ik} ⊂ {0, · · · ,m}. Put Y = X×∆
m, and i : X×(∪i∆i) →֒
Y the closed immersion and j : X ×U →֒ Y its complement. Let z =
∑
nkZk be a
cycle on Y (where Zk are reduced and irreducible subvarieties of dimension dY − r)
which intersects with all faces X ×∆I properly, and
z · [X ×∆i] = 0 for 0 ≤ ∀i ≤ m. (2.2.5)
Put Z = ∪kZk the support of z.
We first claim:
Lemma 2.8. The morphism cz (2.2.4) is uniquely lifted to the morphism
iZ∗QZ(0) −→ j!j
∗QY (r)[2r].
In fact, using the distinguished triangle
j!j
∗QY (r) −→ QY (r) −→ i∗QX×(∪i∆i)(r)
+1
−→,
it follows from
ExtνMHM(Y )(iZ∗QZ(0), i∗QX×(∪i∆i)(r)) = 0 for ∀ν < 2r,
(2.2.6)
and
the composition of cz with QY (r) −→ i∗QX×(∪i∆i)(r) is zero.
(2.2.7)
Since i∗QX×(∪i∆i)(r) is isomorphic to
m
⊕
i=0
QX×∆i(r) −→ ⊕
i<j
QX×∆ij (r) −→ · · · −→ ⊕
|I|=m
QX×∆I (r),
(2.2.6) and (2.2.7) follow from
ExtνMHM(Y )(iZ∗QZ(0), iI ∗QX×∆I (r)) = 0 for ∀I and ∀ν < 2r
(2.2.8)
where iI : X ×∆I →֒ Y , and
the composition of cz with QY (r) −→ i∗QX×∆i(r) is zero for 0 ≤ ∀i ≤ m.
(2.2.9)
(2.2.9) follows from (2.2.5). In order to see (2.2.8), we have
ExtνMHM(Y )(iZ∗QZ(0), iI∗QX×∆I (r)) = Ext
ν
MHM(X×∆I)(iZI∗QZI (0),QX×∆I (r))
= ExtνMHM(X×∆I)(iZI∗QZI (0), iZI∗i
!
ZIQX×∆I (r))
by the adjunction, where ZI := Z ∩ (X × ∆I). Then (2.2.8) follows from the
fact that Hk((iZI∗QZI (0)) = 0 for k > dZI and H
k(iZI∗i
!
ZI
QX×∆I (r)) = 0 for
k < dX×∆I + r, which can be checked on the underlying perverse sheaves (cf.
[SaM3] (7.15)). Thus we have shown Lemma 2.8.
Lemma 2.9. Let p : Y → X be the projection. Then p∗j!j
∗QY (r) = QX(r)[−m].
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In fact, since j = 1× j0 : X× (∆
m \∪i∆i) →֒ Y = X ×∆
m, we can assume that
X = Speck. Then the assertion follows from [SaM3] (7.6).
By Lemma 2.8 and Lemma 2.9, we have the morphism
QX(0) = p∗QY (0)→ p∗iZ∗QZ(0)→ p∗j!j
∗QY (r)[2r] = QX(r)[2r −m],
which gives the cycle map (2.2.3).
2.5. The Carlson isomorphisms. The category MHS is not semi simple, and
the Yoneda extension groups in MHS have the well known explicit description, due
to Carlson ( [Ca]).
Here we review it. Since MHS carries the neutral Tannakian structure, we have:
Ext•MHS(H1, H2) = Ext
•
MHS(Q(0), H
∗
1 ⊗H2).
Theorem 2.10 (Carlson). Let H = (HQ,W•, F
•) be a graded polarizable Q-mixed
Hodge structure. Then
(1) Ext1MHS(Q(0), H) = Ext
1
MHS(Q(0),W0H) =W−1HC/W−1HC ∩ (F
0W0HC +
W0HQ) Here an element ξ ∈ W−1HC corresponds to the following extension
of graded polarizable mixed Hodge structures:
0 −→W0H −→ H˜ −→ Q(0) −→ 0,
where H˜ = (H˜Q,W•, F
•) is the mixed Hodge structure with H˜Q = W0HQ ⊕
Q(0), and the weight filtration W0H˜Q = H˜Q, WℓH˜Q =WℓHQ (ℓ ≤ −1), and
the Hodge filtration F pH˜C = F
pW0HC (p ≥ 1), F
qH˜C = F
qW0HC + F
0H˜C
(q ≤ −1) and
F 0H˜C = F
0W0HC +C · (ξ ⊕ 1).
(2) ExtνMHS(Q(0), H) = 0 for ν ≥ 2. (This is a formal consequence of the fact
that the functor Ext1(Q(0),−) is right exact, which follows from the above
explicit description.)
Remark 2.11. The author learned the above formula from Morihiko Saito, which
is more complicated than the one by J. Carlson. Originally, J. Carlson calculated
the Yoneda extension groups in the category of mixed Hodge structures which are
not necessarily graded polarizable, and obtained a simple description ([Ca]),
Ext1(Q(0), H) =W0HC/F
0W0HC +W0HQ.
In particular, if H = H2r−1(Xan,Q(r)) for a complex projective nonsingular
variety X ,
Ext1MHS(Q(0), H) = J
r(X)Q, (2.2.10)
where Jr(X)Q = HC/F
0HC +HQ is the r-th intermediate Jacobian of X . Using
the mixed Hodge modules, we can define the Abel-Jacobi map
ρ : CHr(X)hom −→ J
r(X)Q, (2.2.11)
where CHr(X)hom denotes theQ-tensored Chow group of X generated by algebraic
cycles of codimension r which are homologically equivalent to 0.
Let
CHr(X) −→ Ext2rMHM(X)(QX(0),QX(r)). (2.2.12)
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be the cycle map as in Corollary 2.7. By the Leray spectral sequence for the
structure morphism f : X → SpecC (Corollary 2.6) and the vanishing of ExtMHS
of deree ≥ 2, we get the following commutative diagram:
0 0
↓ ↓
CHr(X)hom
ρ
−→ Ext1MHS(Q(0), H
2r−1(X,Q(r)))
↓ ↓
CHr(X) −→ Ext2rMHM(X)(QX(0),QX(r))
↓ ↓
CHr(X)/CHr(X)hom −→ H
2r(X,Q) ∩Hr,r
↓ ↓
0 0.
(2.2.13)
Then the top horizontal arrow ρ is defined to be the Abel-Jacobi map.
The Abel-Jacobi maps were originally defined by A.Weil and P.Griffiths. Let us
recall their definition.
Let Z ∈ CHr(X)hom be an algebraic cycle. There is a topological (2dimX−2r+
1)-cycle Γ whose boundary is Z: ∂Γ = Z. Then the Abel-Jacobi class is defined as
follows:
ρ(Z) =
g∑
j=1
(∫
Γ
ωj
)
ω∗j ∈ J
r(X), (2.2.14)
where ω1, · · · , ωg ∈ F
n−r+1H2n−2r+1(X,C) is a basis, and ω∗1 , · · · , ω
∗
g ∈ H
2r−1(X,C)/F r
denotes the Serre dual class of those: 〈ωi, ω
∗
j 〉 = δij .
It is known that the both definitions of Abel-Jacobi maps coincide (cf. [EZ],
[J3]).
3. Arithmetic Hodge structure
Let X be a nonsingular algebraic variety over C. When we study the algebraic
cycles ofX (in particular, contained in the kernel of the Abel-Jacobi map), the many
difficulties are often caused from the fact of the vanishing of extension groups of
mixed Hodge structure of degree ≥ 2.
In this section, we introduce the notion of arithmetic Hodge structure (or more
generally, arithmetic Hodge module), which has non-trivial higher extension groups.
3.1. Let X be a quasi-projective nonsingular variety over C. Then X is defined
by finitely many equations which possess finitely many coefficients. By considering
the coefficients as parameters of a space S, we can obtain a model fS : XS → S
and the Cartesian diagram:
XS ←−−−− X
fS
y y
S
a
←−−−− SpecC,
(3.3.1)
where S is a nonsingular variety over Q¯, and the map a factors through the generic
point Spec Q¯(S) →֒ S.
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Definition 3.1. We define the abelian category
M(X) = lim−→
XS
MHM(XS).
Here MHM(XS) is the category of mixed Hodge modules on the variety XS over
Q¯. In the above limit, XS runs over all models (3.3.1), and for a morphism j :
XS′ → XS of the models, we take the pull-back j
∗ : MHM(XS)→ MHM(XS′). We
call it the category of arithmetic Hodge modules. In particular, we call M(C) :=
M(SpecC) the category of arithmetic Hodge structures.
M(X) is an abelian category. By Theorem 2.3 (4) and the remark about Defini-
tion 2.5, the category of arithmetic Hodge modules carries the standard functors:
f∗, f!, f
∗, f !, D, ⊗, Hom.
The arithmetic Tate Hodge module QX(r) is defined as the equivalence class of
[QXS (r)] of the Tate Hodge module on a model XS . It does not depend on the
choice of a model XS . It follows from the fact that for any two models XS and
XS′ , there is another model XS′′ with morphisms XS′′ → XS and XS′′ → XS′
of models. We write H•(X,Q(r)) := R•f∗QX(r) (or, simply H
•(X)(r)) for the
structure morphism f : X → SpecC.
3.2. The space of Mumford’s infinitesimal invariants. Yoneda extension
groups in the category of arithmetic Hodge structures are complicated. I do not
know its explicit form in general. Here we construct a natural map from the exten-
sion groups to the spaces of Mumford’s infinitesimal invariants, which have explicit
forms.
Let X be a nonsingular projective variety over C. Let us recall the arithmetic
Gauss-Manin connection on the algebraic de Rham cohomology (cf.[H-dR]):
∇ : HqdR(X/C) −→ H
q
dR(X/C)⊗C Ω
1
C/Q¯. (3.3.2)
Let f : X → SpecC be the structure morphism. The exact sequence
0 −→ f∗Ω1
C/Q¯ −→ Ω
1
X/Q¯ −→ Ω
1
X/C −→ 0
induces the following exact sequence
0 −→ Ω•−1X/C ⊗ f
∗Ω1
C/Q¯ −→ Ω
•
X/Q¯/U
2 −→ Ω•X/C −→ 0, (3.3.3)
where U2 := Image(Ω•−2
X/Q¯
⊗ f∗Ω2
C/Q¯
→ Ω•
X/Q¯
). Applying Rf∗ on (3.3.3), we
obtain the coboundary map HqdR(X/C) := R
qf∗Ω
•
X/C → R
qf∗(Ω
•−1
X/C⊗f
∗ΩC/Q¯) ≃
HqdR(X/C) ⊗ Ω
1
C/Q¯
(where the last isomorphism is the projection formula), and
hence the arithmetic Gauss-Manin connection (3.3.2).
By definition, the arithmetic Gauss-Manin connection (3.3.2) satisfies the Grif-
fiths transversality
∇(F p) ⊂ F p−1 ⊗ Ω1
C/Q¯,
where F s = F sHqdR(X/C) = H
q(X,Ω•≥sX/C) denotes the Hodge filtration.
Definition 3.2. Let p, q, r be integers. Then Ξp,qX (r) is defined as the cohomology
at the middle term of the following complex induced from the arithmetic Gauss-
Manin connection (3.3.2):
F p+1Hp+qdR (X/C)⊗Ω
r−1
C/Q¯
∇
→ F pHp+qdR (X/C)⊗Ω
r
C/Q¯
∇
→ F p−1Hp+qdR (X/C)⊗Ω
r+1
C/Q¯
.
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We construct a natural map from the extension groups in M(C) to the space
Ξp,qX (r).
Let XS → S be the model of X (3.3.1). Recall the category MHM(S) is defined
to be a full subcategory of the fiber product MFWrh(S) ×MFWrh(SC) MHM(SC)
such that the polarization on each weight quotient is defined over Q¯. There is the
forgetful functor MHM(S)→ MFrh(S), which is exact by Theorem 2.3 (2):
MHM(S) −→ MFrh(S), (K
•
Q,M, F,W ) 7→ (M,F ). (3.3.4)
Therefore we have the well-defined map of Yoneda extension groups:
ExtpMHM(S)(QS(0), R
qf∗QXS (r)) −→ Ext
p
MFrh(S)
(OS , H
q
dR(XS/S)(r))
(3.3.5)
Note that MFrh(S) is an exact category (see. §2.2), and we can define its derived
category Db(MFrh(S)) (cf. [BBD] 1.1). Then we can describe Ext
p
MFrh(S)
(A,B) =
HomDb(MFrh(S))(A,B[p]). We will take the inductive limit over S of the right hand
side in (3.3.5). So we may assume S = SpecO where O is a regular local ring over
Q¯ with regular parameter x1, · · · , xn. Then we can see DS = O[∂1, · · · , ∂n] where
∂i is the derivation on O over Q¯ such that [∂i, xj ] = δij . Let DS(m) be the filtered
D-module (DS , F•+m) with the differential order filtration shifted by m.
Lemma 3.3. ExtpMFrh(S)(DS(m),M) = 0 ∀p ≥ 1.
Proof. Standard.
There is the Koszul resolution of OS
0→ DS(−n)⊗Q¯
n
∧V → · · · → DS(−1)⊗Q¯ V → DS → OS → 0,
(3.3.6)
where V is a n-dimensional Q¯-vector space with a basis e1, · · · , en, and the bound-
ary map DS(−p)⊗Q¯
p
∧V → DS(−p+ 1)⊗Q¯
p−1
∧ V is given by ξ ⊗ ei1 ∧ · · · ∧ eip 7→∑p
j=1(−1)
jξ · ∂ij ⊗ ei1 ∧ · · · ∧ eˆij ∧ · · · ∧ eip . It is also the exact sequence in the
exact category MFrh(S).
Using the exact sequence (3.3.6) and applying Lemma 3.3, we can see that the
right hand side of (3.3.5) is isomorphic to the cohomology at the middle term of
the following complex induced from the algebraic Gauss-Manin connection:
F r−p+1HqdR(XS/S)⊗Ω
p−1
S/Q¯
∇
→ F r−pHqdR(XS/S)⊗Ω
p
S/Q¯
∇
→ F r−p−1HqdR(XS/S)⊗Ω
p+1
S/Q¯
.
Passing to the limit over S, we thus have:
Proposition 3.4. Let X be a nonsingular projective variety over C. Then there
is the following natural map:
ExtpM(C)(Q(0), H
q(X)(r)) −→ Ξr−p,q−r+pX (p).
Definition 3.5. Let p, q, r be integers. The space of Mumford’s infinitesimal in-
variants Λp,qX (r) is defined as the cohomology at the middle term of the following
complex induced from the arithmetic Gauss-Manin connection (3.3.2):
Hq−1(Ωp+1X/C)⊗ Ω
r−1
C/Q¯
∇
→ Hq(ΩpX/C)⊗ Ω
r
C/Q¯
∇
→ Hq+1(Ωp−1X/C)⊗ Ω
r+1
C/Q¯
.
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Clearly, there is the natural map,
Ξp,qX (r) −→ Λ
p,q
X (r). (3.3.7)
By the similar argument to the above, we can see
lim−→
XS
Extpgraded grFDS -mod(OS , gr
FHqdR(XS/S)) ≃ Λ
r−p,q−r+p
X (p),
and the map (3.3.7) is compatible to the map between Yoneda extension groups in-
duced from the exact functor MFrh(S)→ {graded gr
FDS-mod}, (M,F ) 7→ gr
FM .
Together with Proposition 3.4, we thus have:
Proposition 3.6. Let X be a nonsingular projective variety over C. Then we have
the natural map from the extension groups in M(C) to the space of Mumford’s in-
finitesimal invariants as the composition of the map in Proposition 3.4 and (3.3.7):
ExtpM(C)(Q(0), H
q(X)(r)) −→ Λr−p,q−r+pX (p).
4. Algebraic cycles and extensions of arithmetic Hodge structure
In this section, we study the extension groups in the abelian category M(C) and
algebraic cycles, in particular, the Bloch conjecture.
4.1. Higher Abel-Jacobi maps. Let X be a nonsingular variety over C. We
denote its higher Chow group by CHr(X,m). Then we have the following map
lim−→
XS
CHr(XS ,m) −−−−→ lim−→
XS
Ext2r−mMHM(XS)(QXS (0),QXS (r))
‖ ‖
CHr(X,m) −−−−→ Ext2r−mM(X) (QX(0),QX(r)),
(4.4.1)
where the top horizontal arrow is the one in Corollary 2.7. We denote the above
map by c = cr(X,m). On the other hand, there is the Leray spectral sequence
Epq2 = Ext
p
M(C)(Q(0), H
q(X)(r)) =⇒ Extp+qM(X)(QX(0),QX(r)),
(4.4.2)
as the inductive limit of the Leray spectral sequence for the model XS (Corollary
2.6). It degenerates at E2 terms if X is projective. The spectral sequence (4.4.2)
defines the Leray filtration on the extension group Ext•M(X)(QX(0),QX(r)), which
we denote by F •.
Definition 4.1. Let X be a nonsingular projective variety over C. We define the
filtration on the higher Chow group as follows:
F νCHr(X,m) := c−1F νExt2r−mM(X) (QX(0),QX(r)).
Then, together with the E2-degeneration of the spectral sequence (4.4.2), we obtain:
ρνX : Gr
ν
FCH
r(X,m) −→ ExtνM(C)(Q(0), H
2r−m−ν(X)(r)).
We call the above the ν-th higher Abel-Jacobi map.
By definition, we can easily show Theorem 1.1 (1) and (2). For example, Theorem
1.1 (2) (d) can be shown by using the argument in [Mur2]. Theorem 1.1 (2) (e)
follows from the hard Lefschetz theorem in the terminology of arithmetic Hodge
structure. (See [A] for details.)
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Example 4.2. Let r = dimX = n, ν = 2 and m = 0. Then the higher Abel-Jacobi
map gives the following map:
ρ2X : T (X) −→ Ext
2
M(C)(Q(0), H
2n−2(X)(n)). (4.4.3)
We call the above (4.4.3) the second Albanese map.
4.2. Mumford’s infinitesimal invariants. Composing the higher Abel-Jacobi
map and the maps in Proposition 3.4 and 3.6, we have Theorem 1.1 (3):
ξνX : Gr
ν
FCH
r(X,m) −→ Ξr−ν,r−mX (ν),
δνX : Gr
ν
FCH
r(X,m) −→ Λr−ν,r−mX (ν).
When m = 0, the above maps have already been defined in [AS].
We know the map of infinitesimal invariants δX is not zero in general. More
strongly, the following holds.
Theorem 4.3 ([AS] Theorem (0-6)). Let X ⊂ Pm+sC be a nonsingular complete
intersection variety of degree (d1, · · · , ds), with a sufficiently general coefficients.
Assume that one of the following conditions holds.
(1) m ≥ 2 and min{di} · s ≥ 2m+ s.
(2) m = 1 and min{di} · s ≥ 3 + s.
Then the map of infinitesimal invariant induces an injective map
δmX : F
mCHm(X)gen −→ Λ
0,m
X (m). (4.4.4)
Here FmCHm(X)gen denotes the subgroup of F
mCHm(X) generated by 0-cycles in
general positions (loc.cit. Ch.II Definition (5-4-1)). In particular, we have
Fm+1CHm(X)gen = 0.
Remark 4.4. For a nonsingular complete intersection X of dimension m, it is easy
to see that F 2CHm(X) = · · · = FmCHm(X) = T (X) and δmX (F
m+1CHm(X)) = 0,
where F • denotes either our filtration or S.Saito’s filtration ([AS] Ch.II §2, [SaS1],
[SaS2]). It is conjectured that our filtration coincides with S.Saito’s filtration. But
I do not have the proof of it.
Proof. (Sketch). We prove the assertion by the induction of dimX .
We first show the map
δ1C : F
1CH1(C) −→ Λ0,1C (1). (4.4.5)
is injective for a general complete intersection curveC ⊂ Ps+1C of degree (d1, · · · , ds),
which satisfies min{di} · s ≥ 3+ s. Let f : CS → S be a model of C, where we may
assume that there is a dominant morphism S →M to the moduli space of complete
intersection curves of degree (d1, · · · , ds), because the coefficients of C is general.
Let Λ0,1CS/S(1) := Γ (S,R
1f∗OCS⊗Ω
1
S/Q¯
/∇(f∗Ω
1
CS/S
)). Then the map (4.4.5) can be
obtained by the inductive limit over S of the map F 1SCH
1(CS)→ Λ
0,1
CS/S
(1). Here
F •SCH
•(CS) denotes the relative filtration on the Chow group (cf. [AS] Ch.II §2).
Let Λ0,1Can
S
/San(1) := Λ
0,1
CS/S
(1)⊗OanS ≃ Γ (S
an, R1f∗OCS⊗Ω
1
San/C/∇(f∗Ω
1
Can
S
/San)).
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In order to prove the injectivity of (4.4.5), it suffices to show that if a cycle
z ∈ F 1SCH
1(CS) has a zero-image under the following map
δ1S : F
1
SCH
1(CS) −→ Λ
0,1
Can
S
/San(1), (4.4.6)
then z|C is rationally equivalent to zero. Since f∗Ω
1
Can
S
/S ⊗ Ω
1
San/C → R
1f∗OCS ⊗
Ω2San/C is injective by the symmetrizer lemma for complete intersections (loc.cit.Ch.I.Corollary
(4-5)), we have the injection
Ξ0,1Can
S
/San(1) := Γ (S
an, (R1f∗Ω
•
Can
S
/San)⊗ Ω
1
San/C/∇(f∗Ω
1
Can
S
/San))
→֒ Λ0,1Can
S
/San(1).
There is the following exact sequence
0→ Γ (San, R1f∗CCan
S
/R1f∗QCan
S
)→ Γ (San, J(CS/S))→ Ξ
0,1
Can
S
/San(1),
where we put J(CS/S) := R
1f∗Ω
•
Can
S
/San/f∗Ω
1
Can
S
/San+R
1f∗QCan
S
. It is easy to see
that Γ (San, R1f∗CCan
S
) = 0 and hence Γ (San, R1f∗CCan
S
/R1f∗QCan
S
) = 0 because
of the dominant morphism S →M. Thus it follows from the Abel’s theorem that
if δS(z) = 0, then z|f−1(t) = 0 for any t ∈ S(C), in particular, z|C = 0.
Next we prove for any dimensional case. Let X be as in Theorem 4.3 and m ≥ 2.
let
X = Xm ⊃ Xm−1 ⊃ · · · ⊃ X2 ⊃ X1 = C
be a sequence of general hyperplane sections, in which the multi-degree of each Xi
satisfies the condition in Theorem 4.3. Then there is the commutative diagram
FmCHm(X)
δmX−−−−→ Λ0,mX (m)x xαm−1
Fm−1CHm−1(Xm−1)
δm−1
Xm−1
−−−−→ Λ0,m−1Xm−1 (m− 1)x xαm−2
...
...x xα1
F 1CH1(C)
δ1C−−−−→ Λ0,1C (1).
By the above, δ1C is injective. Moreover, each αi is also injective by the symmetrizer
lemma for open complements (loc.cit. Ch.I Theorem (4-4)). Put
FmCHm(X)gen := Image(
∑
C
F 1CH1(C)→ FmCHm(X))
where C runs over all curves as above. Then we have that the map (4.4.4)
δmX : F
mCHm(X)gen −→ Λ
0,m
X (m)
is injective.
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Mumford’s infinitesimal invariants have the advantage of explicit calculations. But
it is a “coarse” invariant, that is, there are several examples of an algebraic cycle
which is not rationally equivalent to zero, but its infinitesimal invariant is zero
(cf. [G2]). We hope that our higher Abel-Jacobi invariants capture all cycles (cf.
Conjecture 4.7 below). In fact, there is an example of a 0-cycle on a surface such
that its infinitesimal invariant vanishes, but the higher Abel-Jacobi invariant does
not:
Theorem 4.5. Let C be a projective nonsingular curve over Q¯ with genus g ≥ 2,
such that rankNS(C × C) = 3 4. Let O ∈ C(Q¯) be a Q¯-valued point such that
KC − (2g − 2) · O is not Q-linearly equivalent to 0
5. Let P ∈ C(C) \ C(Q¯) be
any C-valued point which is not Q¯-valued one. Put X := CC × CC and z :=
(P, P )− (P,O) − (O,P ) + (O,O) ∈ T (X). Then we have
ξ2X(z) = 0 in Ξ
0,2
X (2),
but
ρ2X(z) 6= 0 in Ext
2
M(C)(Q(0), H
2(X)(2)).
The proof of the above theorem will appear in the forthcoming paper [A].
4.3. Bloch conjecture. Recall the famous Bloch conjecture ([B1] Lec.1):
Conjecture 4.6 (Bloch). Let X be a projective nonsingular surface over C with
the geometric genus pg = dimH
0(KX/C) = 0. Then the (usual) Albanese map
A0(X) −→ Alb(X)
is injective.
This conjecture was observed by S.Bloch with an ingenious insight, and it led to
the Bloch-Beilinson formula (1.1.1). The Bloch conjecture was proved for surfaces
which are not of general type ([BKL]). But, in general, it is still open.
Now we conjecture:
Conjecture 4.7. The second Albanese map (4.4.3)
ρ2X : T (X) −→ Ext
2
M(C)(Q(0), H
2(X)(2))
is injective for any projective nonsingular surface X (not necessarily pg = 0).
Or, more generally
Conjecture 4.8. The cycle map c = cr(X,m) in (4.4.1) is injective for any pro-
jective nonsingular variety X over C.
Conjecture 4.7 implies the Bloch conjecture (use the method in [B1] Lec. 1).
Moreover Conjecture 4.8 also has an application to algebraic cycles on varieties
over an algebraic number field. Let us explain it.
Let XQ¯ be a nonsingular projective variety over Q¯. By the construction, the
higher Abel-Jacobi map factors as follows:
GrνFCH
r(XQ¯)→ Ext
ν
MHM(Q¯)(Q(0), H
2r−ν(X)(r))→ ExtνM(C)(Q(0), H
2r−ν(X)(r)).
4 The proof of the existence of such a curve was taught from S.Mochizuki (the private com-
munication with the author).
5 There are infinitely many such points O by Raynaud’s theorem ([R]).
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Here F νCHr(XQ¯) denotes the subgroup of F
νCHr(XC) generated by cycles of
codimension r defined over Q¯. Since the arithmetic Gauss-Manin connection in
MHM(Q¯) vanishes, we can show any extension groups in MHM(Q¯) vanishes if
ν ≥ 2 (cf. Theorem 2.10 (2)). Then, due to Conjecture 4.8, we have
F 2CHr(XQ¯) = 0.
In particular,
T (XQ¯) = 0.
Let Xk be a nonsingular projective variety over an algebraic number field k. Due to
the injectivity of the map CH0(Xk) → CH0(XQ¯) (note that the Chow groups are
always tensored with Q) , we also have T (Xk) = 0. Combined with the Mordell-
Weil theorem, we obtain the finiteness of the rank of the Chow group:
rank CH0(Xk) <∞.
Theorem 4.9. (1) Conjecture 4.7 implies the Bloch conjecture 4.6.
(2) Let Xk be a nonsingular projective variety over an algebraic number field
k. Assume that Conjecture 4.8 holds. Then we have F 2CHr(XQ¯) = 0. In
particular, it implies that the rank of CH0(Xk) is finite.
Further we can show the ‘almost’ converse of Theorem 4.9 (2) for r = 2:
Theorem 4.10 ([A]). Assume the followings hold:
(1) The Abel-Jacobi map (cf. §2.5)
ρ : CH2(XQ¯)hom −→ J
2(XC)
is injective for any projective nonsingular variety XQ¯ of arbitrary dimension
over Q¯. (Here we put XC = XQ¯ ⊗C.)
(2) Let XQ¯ and ρ be as above. Let z ∈ CH
2(XC)hom be any algebraic cycle.
Then ρ(z) = 0 if and only if ρ(zσ) = 0 for any σ ∈ Aut(C/Q¯). (Note that
Aut(C/Q¯) acts on CH2(XC)hom.)
Then Conjecture 4.8 for r = 2 and m = 0 is true. In particular, (1) and (2) implies
the Bloch conjecture 4.6.
Theorem 4.10 (1) is nothing but the conjecture due to A.Beilinson. Theorem
4.10 (2) should be true if F 2M = kerρ.
4.4. Finally we propose the following problem about surjectivity of the cycle map.
Let X be a projective nonsingular variety over C, and put
Jr(X)arith = Image(Ext
1
M(C)(Q(0), H
2r−1(X)(r)) −→ Jr(X)Q)
for r ≥ 2 (cf. §2.5).
Problem 4.11. Is the Abel-Jacobi map
CHr(X)hom −→ J
r(X)arith
surjective?
In general, the Abel-Jacobi map (2.2.11) is not surjective. For example, when
the Hodge number Σk≥r+1h
k,2r−1−k(X) 6= 0, it is not so (or, more strong result,
see [G1]). It is an interesting problem to give Hodge theoretic characterization of
its image.
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