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The purpose of this paper is to study a periodic boundary value problem for a 
nonlinear ordinary differential equation of second order. We generalize the 
monotone iterative method to cover some new situations and present a new 
approach considering the monotone iterates as orbits of a (discrete) dynamical 
system. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we study the second order periodic boundary value 
problem (PBVP for brevity) 
- 24” =f( t, u), u(0) = u(2n), u’(0) = U’(27c). (PI 
The method of upper and lower solutions coupled with the monotone 
iterative technique has been successfully applied to find solutions of (P) 
whenfis continuous; see [3] and references therein. Recently, (P) has been 
studied in two important situations: 
(1) fis a Caratheodory function [7], and 
(2) f is discontinuous [2]. 
Here, we continue the study of (P) in the first case following the spirit of 
[7]. In recent years there has been an extensive study of the existence of 
extremal solutions of (P) using the monotone method when the corre- 
sponding lower and upper solutions IX, B satisfy 
cd(O) > cr’( 2n), B’(O) G Pm) (1.1) 
in addition to other conditions [3-S]. 
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In some recent papers [4, 51, the problem of proving the existence of 
periodic solutions when the conditions (1.1) are violated is considered. We 
employ the monotone iterative procedure to obtain the minimal and maxi- 
mal solutions of (P) as limits of monotone iterates when conditions (1.1) 
are not necessarily satisfied. 
On the other hand, we present here a new approach to the monotone 
iterative technique: we consider the monotone iterates as orbits of a (dis- 
crete) dynamical system. We obtain a global attractor J, and show that the 
extremal solutions belong to J. Moreover, the global attractor is uniformly 
asymptotically stable. 
As in [7] we point out that the classical arguments of [3] are no longer 
valid since the solutions are in the Sobolev space W2- ‘(I), Z = [0,271]; thus 
if u is a solution U” E L’(Z) but U” need not be continuous on I. 
Finally we prove that the set of solutions of (P) between the lower and 
upper solutions is a compact and convex set provided that f is decreasing 
in u for fixed t. 
2. PRELIMINARY RESULTS 
A fundamental result in the development of the monotone iterative 
technique when f is continuous is the following comparison lemma 
[3, Lemma 2.1.11. 
LEMMA 2.1. Let ~EC’(Z). Suppose that q(O)=cp(2z) and one of the 
following conditions is satisfied with A4 > 0: 
(a) q”(t) > Mcp(t), t E Z, and q’(O) z (~‘(27~); or 
(b) q”(t) 2 Mq(t) + Mr, t E Z, and 43’(O) < (p’(271), where 
A(e2xm + 1) 
r = 2m(e2n” - 1)’ A= (p’(27c) - q’(O), Wl=&i. 
Then, cp( t) d 0 for every t E I. 
Case (a) of this result was improved in [7] to study the PBVP (P) when 
f is a Caratheodory function. 
LEMMA 2.2. Let cp E W2, ‘(I). Suppose that there exists ME L’(Z) such 
that M(t) > 0 for a.e. t E Z and v”(t) > M(t) q(t) for a.e. t E Z, q(O) = q7(27t), 
and q’(O) > (~‘(27~). Then cp( t) < 0 for every t E I. 
We now generalize case (b) of Lemma 2.1 in order to develop the 
monotone method when (1.1) does not hold and f is a Carathedory func- 
tion. 
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LEMMA 2.3. Let q E W*‘l(Z). Assume that q(O) = (~(271) and there exist 
M>O, aeL’(Z), a(t)>0 for a.e. tEZsuch that 
cp”(t)>Mq(t)+a(t) f0ra.e. tEZ. (2.1) 
?f- 
1 
s 
2% 
1 + eznm 
a(s)[ems + em(2rr-s)] ds > A = (p’(27z) - q’(O) (2.2) 0 
then cp( t) < 0 for every t E I. 
Proof. Set -q” + 44~ + a = q. Thus, v](t) < 0 for a.e. t E I. Consider the 
following BVP, where A= (~‘(27~) - q’(O) 
-u”+Mu=q-a-a, u(0) = U(27r), u’(0) + 1, = u’(27r). 
This BVP has a unique solution ZJ = cp given by the expression 
m' , 
u(t)=cIem’+c2e-m’--e 
I 2m 0 
a(s) epms ds + s 1’ a(s) ems ds, 
0 
where m = fiy 
1 ” =2m(e*‘“- 1) D 2n 
a(s) e 
mG-.9) + 1 ) 
0 1 
1 
C2=2m(e2nm-,l) 
a(s) ems ds + Ae2rrm 1 . 
Hence, we obtain that 
q(0) = Cl + c* = 
1 
2m(l*“” - 1) 
A( 1 + eznm) + 11” a(s)[em’ + em(2n-s)] ds} 
1 
< 
2m(e2nm - 1) 
A(1 +e2~m)-~~na(s)[em’+em(2n~S)] ds}<O. 
Therefore, ~(0) = (~(271) Q 0. Now, suppose that there exists s E (0,27c) such 
that q(s) = Max {p(t): t E Z} > 0. Thus, there exist 0 < t, < s < t, < 27c with 
cp(tl)=cp(t,)=O and q(t)>0 for every tE(t,, t2). 
In consequence, q”(t) > 0 for a.e. t E (tl, t2). This implies that cp’ is 
increasing on (tl, t2) which is a contradiction since q’(s) =O, and this 
concludes the proof of the lemma. 
Note that if a(t)= Mr, t EZ, then (2.2) reads (2Mr(e*““- l))/ 
(m( 1 + e2nm )) 2 A which is equivalent to the condition that appears in case 
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(b) of Lemma2.1. Thus we improve Lemma2.1.1 in [3]. On the other 
hand, if ,I d 0, we can choose a(t) = 0, t E I. 
3. MONOTONE ITERATIVE TECHNIQUE 
We shall assume that f: Ix R + R, Z= [0,27t], is a Caratheodory func- 
tion such that for every R > 0 there exists a function h = h, E L’(Z) with 
I f(t3 u)l d h(t) for a.e. t E Z and every 1 u I< R. (3.1) 
As usual, by a solution of (P) we mean a function UE W2”(Z) such that 
u(0) = ~(27~) u’(0) = ~‘(271) and u satisfies the equation for a.e. t E I. 
Relative to the lower and upper solutions of (P), let us list the following 
assumptions for convenience. 
(Hl) a, /?E W2~‘(Z), a(0) = a(2n), /I(O) = B(27r), a(t) G/?(t) for every 
t E Z, and there exists A4 > 0 such that 
f(t, u) -f(t, u) 2 -M(u - u) (3.2) 
for a.e. t E I and every U, u with a(t) < u 6 u < fi( t) for some t E I. 
(Al) There exists aeL’(Z) such that a(t) 80 for a.e. t EZ, 
-a”(t) <f( t, a(t)) - a(t) for a.e. t E Z, and 
1 
s 
2n 
1 + e2nm 
a(s)[ems + em(2n-s) ] ds 2 A= a’( 2n) - a’( 0). (3.3) 0 
(A2) -a”(t)<f(t, a(t)) for a.e. tcZ, and 
MCa(O) - a(t)1 C/It, a(t)) f0ra.e. tel. (3.4) 
(Bl) There exists bEL’(Z) such that b(t)>0 for a.e. tEZ, 
-P”(t) >f(t, j?(t)) + b(t) for a.e. t E Z, and 
1 
i 
2n 
1 + eZnm 
b(s)[ems + em(2n-s) ] ds > p = p’(O) - /?‘(27c). (3.5) 0 
(B2) -/l”(t)>f(t,/l(t)) for a.e. tEZ, and 
MD(O) - B(t)1 2f(t9 B(t)) for a.e. t E I. (3.6) 
Note that if a’(0) > a’(2n), then 2 d 0 and we can choose a(t) = 0, t E Z, 
so that (3.3) holds and -a”(t) <f(t, a(t)) for a.e. t E I. Similarly, when 
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p’(O)<p’(2~), we take b ~0. Thus, (Al) and (Bl) are generalizations of 
the classical definition of upper and lower solutions. 
If the lower solntion is constant, which is the case in many applications 
[3, 7, S], condition (3.4) means that 0 <f(t, cc(t)) for a.e. t E Z. We can say 
the same when /? is constant and (3.6) holds. 
We are now in a position to prove our main result. 
THEOREM 3.1. Let (Hl ) be satisfied. In addition, assume: 
(A) either (Al) or (A2) holds; and 
(B) either (Bl) or (B2) holds. 
Then there exists monotone sequences (u,,}t, {/?,}J such that 
c(o=c(<G1,<B,<po=B for every n, m E N 
with {a,} + Y and {/?“} -+ @ uniformly on Z, where Y’(t) and Q(t) are the 
minimal and the maximal solutions of the PBVP (P) on [cr, /?I, respectively. 
Proof: For q E L’(Z) and a(t) d q(t) < P(t), t E Z, consider the following 
linear PBVP, 
-u”(t) + Mu(t) =f(t, q(t)) + MYl(t), u(0) = U(27r), u’(0) = U’(27c). 
(3.7) 
This PBVP has a unique solution u for each q E L’(Z). Let us denote by 
u = Ku such a solution. The operator K: L’(Z) + W*“(Z) is monotone 
nondecreasing on [cr, /?I; that is, if c1< vi < qz < /l on Z, then ui = Kql < 
02 = ~2 
To prove this, let (p=uI - u2. Thus, q”(t)>,Mq(t) for a.e. t El and 
q(O)= (p(27r), ~‘(0) = (~‘(27~). Hence, by Lemma 2.2, q(t) GO; that is, 
u,(t) G u*(t), t E 1. 
Moreover, if q E [cr, fi] then u = Kq E [cr, 81. Indeed, let cp = c1- u. If (Al) 
holds, then q”(t) > Mqo( t) + a(t) for a.e. t E Z and we get, in view of 
Lemma 2.3, that cp(t)<O, t EZ since q(O)= (p(27r) and (2.2) is satisfied. 
Now, if (A2) is verified, then q”(t) > Mp(t) for a.e. t E Z. On the other hand 
we have 
1 
J 2rr 
u(0) = 
2m(e2rrm - 1) 
[f(s, q(s)) + My(s)] [ems + em(2n-s)] ds 
0 
1 2n 2 
2m(e2” - 1) J 
[f(s, CL(S)) + Ma(s)][e”” + em(2n-Ss)] ds 
0 
2 Ma(O) 
2m(e2nm - 1) J 
2n (ems + em(2x-s)) ds = a(O) 
0 
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which implies that ~(0) d 0 and allows us to write that q(t) 6 0 for every 
t E I. Therefore, when (A) holds, a(t) d u(t), t E I. Analogously, one can 
show that u(t) d P(t), t E I. 
Now, let ~~,=KLY. Hence, a(t)<a,(t)<fi(t) for every tel. For ~31 we 
define by induction ~1, + , = Ku,,. It follows by the monotonicity of K that 
%~%.I on Zfor n=O, 1,2, . . . . On the other hand a 6 a, < /3 on Z, n E N. 
Similarly, defining /I, = fi, p,I+, = K/I,, n = 0, 1, 2, . . . . we obtain a 
decreasing sequence {fin}. Now, it follows by using standard arguments 
that {CL> -+ Y @‘,I + @J uniformly and monotonically on I. 
Taking into account that a,, 1 and pn+ r satisfy the corresponding 
periodic boundary value problems and using the integral representation of 
the solutions, it is easy to show that Y(t) and Q(t) are solutions of the 
PBVP (P). 
Finally,ifuisasolutionof(P)with~~u~BonZ,thena,~Ku=uiP, 
and by induction we see that a,,6 u 6 fi,, on Z for every n E N. Passing to 
the limit when n + cc we obtain that Y 6 u 6 @ on I. This completes the 
proof of the theorem. 
As an inmediate consequence we obtain the existence of monotone 
sequences that converge to extremal solutions of the PVBP (P) when (1.1) 
is satisfied. The following result was recently proved in Theorem 3.3 in [7]. 
THEOREM 3.2. Assume that (Hl) holds and (1.1) is satisfied. Zf 
-u”(t) <f(t, a(t)), and -/I”(t) >f(t, /I(t)) for a.e. t E Z, then there exist 
monotone sequences { cr,} t Y and {p,,} J@ uniformly and monotonically on 
Z, where ~1~ = CI, PO = B. Moreover, Y and @ are the minimal and the maximal 
solutions of (P), respectively. 
Proof: Take a(t) = b(t) =O, t E Z in (Al) and (Bl), respectively. Hence, 
(3.3) and (3.5) are satisfied and we can apply Theorem 3.1. 
4. MONOTONE ITERATES AS ORBITS OF A DYNAMICAL SYSTEM 
We can consider the sector [a, j?] = {U E C(Z) : a(t) < u(t) < b(t) for 
t E Z} as a metric space H with the uniform distance d. By the properties 
of the operator K (defined in the proof of Theorem 3.1) we know that K 
maps continuously H into itself. We shall study the dynamical system 
(H, K). Obviously Y and @ are fixed points of K. For u E H, let U, = K”u = 
K(ZC- ‘u), n = 1, 2, ..,, where Ko = I. 
We recall some definitions about attractors; see for instance [ 1, Chap. 41 
and [9, Chap. 11. Let H be a metric space with metric d and K : H + H a 
continuous (nonlinear) operator. For u E H, the orbit starting at u is the set 
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{u, = K’u : n EN}. A set 52 c H is an attractor if it enjoys the following two 
properties: 
(i) 52 is an invariant set; that is, K’K? = 52 for every n E N, and 
(ii) Q possesses an open neighborhood U such that for every u E U, 
{u,}convergestoSZasn~co;thatis,d(u,,Q)=Inf{d(u,,u):u~~}~O 
asn-+oo. 
If Q is an attractor, the largest open set U that satisfies (ii) is called the 
basin of attraction of Sz. We say that Q c H is a global attractor if 52 is a 
compact attractor and its basin of attraction is all of H. We begin with a 
simple case: when there exists a unique solution of (P) in the sector [ol, /I], 
that is, Y = @. 
THEOREM 4.1. Under the assumptions of Theorem 3.1, suppose that (P) 
has a unique solution YE [a, 81. Then the set Q = { Y} is a global attractor 
for the dynamical system (H, K). 
Prooj Clearly 52 is invariant since Y is a fixed point of K. For u E H we 
have that c1i <Ku < pi on I, and by induction argument it is easy to show 
that a, < u, <p, on I. The sequences {c(,,} and {bn} converge to Y 
uniformly; therefore we can conclude that { un} converges to Y uniformly. 
This shows that R is a global attractor. 
We now consider the general situation. If Q c H, the w-limit set of B is 
defined as 
o(Q)= f-j u K”(R). 
j>O ??>I 
THEOREM 4.2. Under the assumptions of Theorem 3.1, the set J=o(Q), 
where D = [Y, @] n W2’l(Z) is a global attractor for the dynamical system 
(H, K). Moreover, J is uniformly asymptotically stable. 
Proof. Note that Sz is a compact set of H. Let u E [CY, /I]; then 
a, < U, d p,. Hence, for any E > 0 there is an integer N = N(E), independent 
of U, such that d(u,, 0) <E for every n 2 N. This means that $2 attracts 
Ca, PI. 
Now, defining J= n,.,K”(SZ)=o(Q) we have that J is a nonempty 
compact invariant set and it is a global attractor [ 1, Theorem 3.11. Futher- 
more, J is uniformly asymptotically stable. 
If u E [a, /I] is a solution of (P), then u E J since u E 52 and Ku = u. In 
consequence, the set of solutions of (P) in the sector [a, p] is contained in 
J. If (P) has a unique solution in [a, /I], then J= { Yu> which is the case 
of Theorem 4.1. 
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5. NONUNIQUENESS OF SOLUTIONS IN [a, fi] 
In general, under the assumptions of Theorem 3.1, Y # @. Thus, it is an 
iteresting question to study the structure of the set of solutions of (P) in 
[cr, /I] denoted by S[CC, j]. In [7] we proved that under the hypothesis of 
Theorem 3.2, S[CC, p] is closed and convex in IV&‘(Z) provided that f is 
decreasing in u for fixed tel. Here, 
W:;t(Z) = (2.4 E W’-‘(Z) : u(0) = u(27c), u’(0) = u’(27T)). 
We now generalize this result to the situation when conditions (A) and (B) 
are satisfied. For u E L’(Z), we write u. = (l/271) s? u(s) ds, u1 = u - uo. 
THEOREM 5.1. Suppose that f is decreasing in u for fixed t E Z and (HI ), 
(A), (B) hold. Then the set S[cc, /I] is closed, compact, and convex. Further- 
more, there exists 
such that 
u1 E W’:;(Z), jIn q(s) ds = 0 
s[tx,~]={u=u,+c:cEIYo,~o]}. 
Proof Let U, v be solutions of (P) in [cl, 81. Hence, we have that 
- U” + v” =f( t, U) -f( t, v). Taking L*-inner product with u - v we obtain 
(-(U-v)“,U-v)=(f(t,U)--f(t,v),U-v)~O, 
and 
(-(u-v)“,u-v)= 
s 
** [(ul(s)-vl(s))‘]*ds<O. 
0 
In consequence, (ui -v,)‘(s)=O, SEZ, and ul(t)=vl(t), tEZ. 
On the other hand, we know by Theorem 3.1 that there exists UE [a, /I] 
solution of (P). Now, as in [7, Theorem 4.21 one can show that the set 
J={c~R:c+u,~S[ct,fl]} is a compact interval of R. Therefore, 
S[CX, 01 = {U = ui + c : c E .Z}. Finally, note that if u E S[cr, /I], then 
UE [Y, @I. Integrating between 0 and 27~ we see that Y. < u. < Q. and 
J= c ul,, @cl]. 
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