Abstract. The paper deals with the integrated use of Information Visualization techniques and clustering algorithms to analyze Magnetic Resonance Imaging (MRI) data sets. The paper also describes the criteria we followed in designing and implementing the prototype, according to the above approach. Finally, some preliminary results are given for the considered medical application.
Introduction
The research interest on visualization and analysis of multidimensional data has grown rapidly during the last decade [2] . Focusing on medical applications, several activities require the visual investigation and analysis of images, video, and graphs [1] . In this paper we aim at integrating the use of Information Visualization (IV) techniques and data mining algorithms for the analysis of Magnetic Resonance Imaging (MRI) data sets. Preclinical and clinical evaluation of the efficacy of antiangiogenic compounds poses new problems to researchers because the traditional criterion for assessing the response of a tumor to a treatment, based on the measurement of tumor size reduction, is no longer valid [3] . Dynamic Contrast Enhanced MRI (DCE-MRI) techniques play a relevant role in this field [3] . DCE-MRI with macromolecular contrast agents has been used to measure characteristics of tumor microvessels such as transendothelial permeability (kPS) and fractional plasma volume (f PV) that are accepted surrogate markers of tumor angiogenesis [3] . In order to improve the analysis of such kind of data, an efficient and effective visual application has been developed with respect to the main IV criteria and methodologies. Moreover, a cluster analysis on kPS and f PV parameters space has been introduced by adopting a bayesian approach based on the combined application of K-Means algorithm and Bayesian Information Criterion (BIC) [4] . The main contribution consists of merging the cluster analysis and linked brushing visualization method by switching between the MRI volumetric space and the parameter space.
Information Visualization
Graphical tools for visualizing data or knowledge are very useful for human perception [2] . In order to design and develop an effective IV application, the visualization process needs to be carefully defined: (i) raw data are transformed into intermediated representations (Data transformation); (ii) transformed data need to be represented by effective visual structures (this phase is called visual mapping). Visual structures are characterized by the spatial substrate, the graphical objects or marks, and the connection and enclosure [2] . Finally, (iii) the last step of the visualization process consists of View transformations: the visual structures are interactively modified in order to improve the perception of the analyzed data. An effective example of view transformation is linked brushing, i.e., the cursor passing over one location creates visual effects to other markers.
The DCE-MRI Data Set
Aim of DCE-MRI experiments is to determine non invasively the fractional plasma volume (fPV) of tumor tissue and the endothelial permeability (kPS) of tumor vasculature, accepted surrogate markers of angiogenesis. HT-20 human colon carcinoma fragments were implanted subcutaneously in the flank of 10 nude mice [3] . The dynamic evolution of the Signal Intensity in MR images is analyzed using a two compartments tissue model in which the contrast agent can freely diffuse between plasma and interstitial space. kPS and fPV values are obtained pixel by pixel by fitting the theoretical expression to experimental data. In this work the experiments were performed in order to assess the antiangiogenic effect of a specific drug. Data analysis was adapted from [3] for the special case of a macromolecular contrast agent.
Cluster Analysis
In order to reduce manual interventions in identifying different parts of the considered parametric maps, the classic K-Means [4] algorithm has been combined with the Bayesian Information Criterion, aiming at automatically estimating the number of classes K and the derived clusters. The main idea consists of computing different clusterizations by running K-Means by changing the value of K, and use the BIC criteria to evaluate each of them. The implemented procedure is a simplified version of the X-Means algorithm proposed by Pelleg and Moore in [4] : assume we are given the data set D and a family of alternative clusterizations M j or models. Different models correspond to solutions with different K values of K-Means. For example M 2 means the clusterization obtained from the 2-Means (i.e., K-Means with K = 2). Furthermore, K-Means can be modelled by spherical Gaussians [4] .
A posteriori probability P r (M j |D) is used to score the models. In order to approximate the posteriors, up to normalization, the Kass and Wasserman [4] formula is defined as:
wherel j (D) is the log-likelihood of data according to the j-th model and taken at the maximum likelihood point, p j is the number of independent parameters in M j and R = |D|. The maximum likelihood estimate (MLE) is applied for the variance, under the identical spherical Gaussian assumption [4] . In order to estimate automatically the K value, the K-Means algorithm is performed several times by incrementing the value K. At each computation, the BIC evaluation of the obtained clusterization is calculated. As usual, a gaussian behavior is assumed for the BIC evaluation, so that the maximum is obtained when the BIC value ceases to increase.
The Proposed Application: Visual MRI
The proposed application, named Visual MRI, allows the visualization of different representations of the MRI data set with respect to the selected spatial substrate. Four spatial substrates have been defined: the physical space, the kPS and f PV spaces, and the joined parameter space.
-physical space:
The physical space is a volumetric space. As usual for MRI data set, data are visualized through a 2D image (the MRI image) that is obtained by selecting a slice of the whole volume. -kPS and f PV spaces: The considered parameters kPS and f PV, previously described, are derived from the MRI slices applying the pharmacokinetics model introduced in [3] . Two parameter maps are derived that represent the kPS and f PV spaces, respectively. -joined parameter space: In order to obtain a joined representation of the kPS and f PV maps, a further parameter space is defined. Two quantitative axes have been introduced (kPS for horizontal and f PV for vertical axis). Then, the physical image has been scanned and for each pixel x i the two values kP S i and f P V i are observed. Thus, after the projection of all the 2D points p i (kP S i , f P V i ) the joined parameter space is obtained.
According to the proposed IV approach the visual interface of the Visual MRI application has been thoroughly designed. The main available options are:
-parameter map extraction. The kPS and f PV parameter maps can be extracted by a suitable button. -joined parameter space projection and clustering. The joined parameter space can be displayed and clusters are automatically detected. -brushing. The user can switch between the physical and the parameter space. A sort of bidirectional linked brushing has been proposed. Indeed, by selecting a region into the physical space, the parameter distribution on the parameter space is highlighted (straight linked brushing). On the other hand, by clustering the parameter space, the corresponding regions on the physical space appear (reverse linked brushing). Figure 1 shows an example of the use of the Visual MRI application. The tumoral area is manually selected. Figure 1 (left) shows the selected area. Then, the pharmacokinetics model is applied and the parameter maps are extracted (with respect to selected area). Figure 1 (right) shows the two parameter maps. Therefore, the selected region is mapped into the joined parameter space and the more significative clusters are collected by carrying out the automatic cluster detector operator. Figure 2 shows the parameter space before and after cluster detection, respectively. This phase realizes a straight linked brushing (from physical space to joined parameter space). Therefore, selected clusters are reprojected into the physical space by evidencing some slice regions of the cancer area. This phase realizes a reverse linked brushing (from joined parameters space to physical space). Figure 3 highlights the tumoral regions inferred by the proposed approach: in the present experimental model, cluster analysis provides a subdivision of the tumor tissue in three clusters. The first cluster (left part of Figure  3 ) contains in general a limited number of pixels characterized by the highest values of f PV. The second cluster (middle part of Figure 3) contains an intermediate number of pixels located in the external part of the tumor. The third cluster (right part of Figure 3 ) contains most pixels of the image and covers the whole interior of the tumor; pixels belonging to the last cluster are characterized by low values of f PV. It is worth noting that from the medical point of view this is an interesting result since the regions detected by reverse linked brushing correspond to typical subdivision of the tumoral area observed in this kind of tumors by histology [3] .
Conclusions
In this paper a new application for MRI data analysis is proposed aiming at improving the support of medical researchers in the context of cancer therapy: preliminary results have shown the effectiveness of the Visual MRI application for the comprehension of dependencies between the analyzed parameters and the known tumoral regions. The information visualization criteria have been carefully considered and implemented. Furthermore, data mining techniques have been introduced by defining a simplified version of the X-Mean algorithm for cluster analysis.
