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Abstract
The characteristic feature of operator selfsimilar stochastic processes is that a linear rescaling in time is
equal in the sense of distributions to a linear operator rescaling in space, which in turn is characterized by
the selfsimilarity exponent. The growth behaviour of such processes in any radial direction is determined
by the real parts of the eigenvalues of the selfsimilarity exponent. We extend an estimation method of
Meerschaert and Schefﬂer [M.M. Meerschaert, H.-P. Schefﬂer, Moment estimator for random vectors with
heavy tails, J. Multivariate Anal. 71 (1999) 145–159, M.M. Meerschaert, H.-P. Schefﬂer, Portfolio modeling
with heavy tailed random vectors, in: S.T. Rachev (Ed.), Handbook of Heavy Tailed Distributions in Finance,
Elsevier Science B.V., Amsterdam, 2003, pp. 595–640] to be applicable for estimating the real parts of the
eigenvalues of the selfsimilarity exponent and corresponding spectral directions given by the eigenvectors.
More generally, the results are applied to operator semi-selfsimilar processes, which obey a weaker scaling
property, and to certain Ornstein–Uhlenbeck type processes connected to operator semi-selfsimilar processes
via Lamperti’s transformation.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Selfsimilar processes offer a tool for modelling a wide class of phenomena appearing in such
diverse ﬁelds as physics, hydrology, telecommunication, mathematical ﬁnance and many others.
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For multivariate processes with possibly dependent marginals and different growth behaviour in
different directions, the appropriate class for modelling is that of operator selfsimilar processes,
as follows.
Let {Z(t)}t0 be a stochastic process on Rd with Z(0) = 0 almost surely and which is
continuous in law, i.e. t → Z(t) is continuous with respect to the weak topology. It is called
operator selfsimilar if there exists a linear operator Q on Rd , called the exponent, such that
Z(st)
d= sQZ(t) for all s > 0,
where d= means equality of all ﬁnite-dimensional marginal distributions of the processes. As
usual for s > 0 the exponential operator is deﬁned as sQ = ∑∞k=0 (log s)kk! Qk . We assume that
the process is proper, i.e. for all t > 0 the distribution of Z(t) is not supported on any lower
dimensional hyperplane of Rd . Then continuity in law at t = 0 restricts the real part of any
eigenvalue of Q to be positive. Note that the exponent of {Z(t)}t0 is not unique, but by [15,
Corollary 11.1.7], every exponent has the same real spectrum 0 < a1 < · · · < ap denoting
the distinct real parts of the eigenvalues of Q. It is our aim to estimate this real spectrum which
determines the growth behaviour of the process in any radial direction; see [15, Section 11.2].
If additionally {Z(t)}t0 has stationary and independent increments we haveZ(n) = ∑ni=1 Xi
as the partial sum of i.i.d. random vectors Xi = Z(i) − Z(i − 1) belonging to the domain of
attraction of the operator-stable random vector Z(1). Meerschaert and Schefﬂer [14] provide
an estimation procedure for the real spectrum of Q via the sample covariance matrix Mn =
1
n
∑n
i=1 XiXTi for evenmore general i.i.d. sequences (Xn)n∈N of random vectors on R
d belonging
to the domain of attraction of an operator-semi-stable random vector with exponent Q. Later in
[16] they reﬁne their methods for dependent random vectors. The only assumption needed is
that nBnMnB∗n is weakly relatively compact and every weak limit point is almost surely positive
deﬁnite. Here, (Bn)n∈N is a sequence of invertible linear operators on Rd which is regularly
varying with exponent −Q, i.e. BnB−1n → −Q for all  > 0, and B∗n denotes the adjoint
operator.
We will show in Section 2 that these estimation procedures for the real parts a1, . . . , ap of
the eigenvalues of Q and corresponding spectral directions given by the eigenvectors do not even
depend on the special structure of the sequence nBnMnB∗n . Compared towhat is already known by
[14,16,15, Section 10.4], there are only slight and rather obvious changes in the formulation of the
results and their proofs. But since these are the key tools for parameter estimation of selfsimilarity
exponents in Section 3, we include the detailed arguments for the reader’s convenience. An
advantage of our approach is that we are now able to estimate the spectral directions for up
to four spectral components, whereas the methods in [14–16] are always restricted to less than
four spectral components. We further add rate of convergence results for the estimation of the
eigenvectors as has been remarked for a special situation in 10.4.13 of [15].
We will show in Section 3 that for operator selfsimilar processes {Z(t)}t0 and even for more
general processes with the weaker scaling property of operator semi-selfsimilarity the real parts
of the eigenvalues of the scaling exponent determine the growth behaviour of the process in any
radial direction. Hence these are important characteristics of the processes for which we further
show how to apply the general estimationmethods of Section 2. Comparedwith the original works
of Meerschaert and Schefﬂer [14–16] we thus show how to extend the estimation procedure from
multivariate i.i.d. or time series data to general operator semi-selfsimilar processes. The estimation
procedure is also shown to be applicable for certainOrnstein–Uhlenbeck type processes connected
to operator semi-selfsimilar processes via Lamperti’s transformation.
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We emphasize that the advantage of the presented method is in its multidimensionality. It will
turn out that the fastest growth rate can overwhelm the others in the sense that slower growth rates
can only be detected into directions which have Lebesgue measure zero on the unit sphere. A
common approach for estimating multivariate scaling parameters is to project onto the coordinate
axes and to use one-dimensional estimation methods. In general, this procedure can by no means
be sufﬁcient for the above reason. The presented results are thus important to identify the full
range of the growth behaviour of processes with operator scaling. If {Z(t)}t0 is a process on
R1 or, more generally, Q = H · I for some H > 0 and the identity operator I, the parameter
H is usually called the Hurst index and there exists a wide literature of estimation results for
this important index. For an overview we refer to [2,21,5, Chapter 8] and the literature cited
therein. Some of these methods, as the familiar rescaled range analysis [13], are purely one-
dimensional approaches, while others (e.g., maximum likelihood methods [3]) rely on additional
assumptions such as existence of moments or Gaussianity. To the best of our knowledge, none of
these methods has been generalized to estimate multivariate scaling parameters. Except for some
mild additional conditions (continuity in law, càdlàg paths, existence of a Lebesgue density), the
presented method does not require further assumptions on the selfsimilar process, especially we
go without any moment conditions.
2. The estimation procedure
Let E be an arbitrary linear operator on Rd and denote by 1 < · · · < p the distinct real
parts of the eigenvalues of E called the real spectrum. Then by [15, Theorem 2.1.14] there exists
a direct sum decomposition Rd = V1 ⊕ · · · ⊕ Vp into E-invariant subspaces such that, if we
write E = E1 ⊕ · · · ⊕ Ep with Ei : Vi → Vi , every eigenvalue of Ei has real part equal to i ,
1 ip. This is called the spectral decomposition of Rd with respect to E. Let i : Rd → Vi
denote the orthogonal projections, 1 ip, then Pi = i + · · · + p and P¯i = 1 + · · · + i
are the orthogonal projectors onto Li = Vi ⊕ · · · ⊕ Vp and L¯i = V1 ⊕ · · · ⊕ Vi , respectively.
Further deﬁne di = dim Vi , bi = dim Li = di + · · · + dp and b¯i = dim L¯i = d1 + · · · + di .
Deﬁne L¯0 = {0}.
We will extensively make use of the following asymptotics of exponential operators as t → ∞;
for details see, e.g., [15, Corollaries 2.2.5, 2.2.7].
If  < i then
t−‖tEx‖ → ∞ uniformly on compact subsets of x ∈ Li \ {0} or x /∈ L¯i−1 (2.1)
and if  > i then
t−‖tEx‖ → 0 uniformly on compact subsets of x ∈ L¯i . (2.2)
Then for any ε > 0 and sufﬁciently large t > 0 we have ti−ε‖tEx‖ ti+ε uniformly on
compact subsets of x ∈ L¯i \ L¯i−1. Hence it follows that
log ‖tEx‖
log t
→ i uniformly on compact subsets of x ∈ L¯i \ L¯i−1 (2.3)
and since the spectral components V1, . . . , Vp are E-invariant we get
log ‖i tE‖
log t
→ i and log ‖t
E‖
log t
→ p. (2.4)
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Similarly, we have
log ‖t−Ex‖
log t
→ −i uniformly on compact subsets of x ∈ Li \ Li−1, (2.5)
so that
log ‖i t−E‖
log t
→ −i and log ‖t
−E‖
log t
→ −1. (2.6)
Let Ms(d) be the vector space of real symmetric d × d matrices and denote by M0s (d) the
closed convex cone of symmetric nonnegative deﬁnite matrices and by M>0s (d) ⊆ GL(Rd) its
open subset of positive deﬁnite matrices. For M ∈ M0s (d) with eigenvalues 01 · · · d
the Courant–Fischer minimax characterization (see, e.g., [18, p. 62]) states that
j = min
P∈C(j)
max
‖‖=1
〈PMP, 〉 = max
P∈C(d−j+1)
min
‖‖=1
〈PMP , 〉, (2.7)
where C(j) denotes the collection of all orthogonal projectors onto subspaces of Rd with di-
mension j, 1jd, and 〈·, ·〉 denotes the Euclidean inner product with associated norm ‖x‖ =
〈x, x〉1/2 on Rd .
Assumption 2.1. Let {M(t)}t0 be a stochastic process with values in M0s (d) and denote
by 01(t) · · · d(t) the random eigenvalues of M(t) with corresponding orthogonal unit
eigenvectors 1(t), . . . , d(t). Further let Q be a linear operator on Rd with real spectrum 0 <
a1 < · · · < ap and with adjoint operator Q∗. Suppose that
t−QM(t) t−Q∗ is stochastically compact in M>0s (d) as t → ∞, (2.8)
i.e. t−QM(t) t−Q∗ is weakly relatively compact as t → ∞ and every weak limit point is almost
surely positive deﬁnite.
Lemma 2.2. Under Assumption 2.1 we have
P
{
M(t) ∈ M>0s (d)
} = P {1(t) > 0} → 1 as t → ∞.
Proof. Let tn → ∞ be arbitrary. Choose a subsequence (n′) such that along (n′) by (2.8)
t
−Q
n M(tn) t
−Q∗
n converges in distribution to M so that P
{
M ∈ M>0s (d)
} = 1. Since M>0s (d) is
open by the portmanteau theorem we get
lim inf
n∈(n′)
P {t−Qn M(tn) t−Q
∗
n ∈ M>0s (d)
}
P {M ∈ M>0s (d)
} = 1.
Hence every sequence tn → ∞ contains a subsequence (tn)n∈(n′) such that along that subsequence
P
{
t
−Q
n M(tn) t
−Q∗
n ∈ M>0s (d)
} → 1. Thus along (n′) we also get P {M(tn) ∈ M>0s (d)} → 1
which proves the assertion. 
By Lemma 2.2 the assumptions that M(t) takes values in M>0s (d) and 1(t) is positive entail
no loss of generality when determining the asymptotic stochastic behaviour as t → ∞. In several
steps we will now show the asymptotic relationship between the eigenvalues of M(t) and the
real spectrum of Q. The arguments follow corresponding results of Meerschaert and Schefﬂer
[14,16,15, Section 10.4].
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2.1. Estimation of the real spectrum
Proposition 2.3. Under Assumption 2.1 we have
log 1(t)
2 log t
→ a1 in probability as t → ∞.
Proof. For arbitrary ε > 0 and tn > 1 with tn → ∞ we have
P
{∣∣∣∣ log 1(tn)2 log tn − a1
∣∣∣∣ > ε
}
= P {log 1(tn) > 2(a1 + ε) log tn} + P {log 1(tn) < 2(a1 − ε) log tn}
= P {1(tn) > t2(a1+ε)n }+ P {1(tn) < t2(a1−ε)n }.
We will show that both probabilities tend to zero. To estimate the ﬁrst probability, apply (2.7) for
j = 1, choose a unit vector 0 ∈ L¯1 corresponding to the spectral decomposition with respect to
Q∗, and write tQ
∗
n 0 = rnn with rn > 0 and ‖n‖ = 1 to get
P {1(tn) > t2(a1+ε)n } = P
{
min
‖‖=1
〈M(tn) , 〉 > t2(a1+ε)n
}
P
{〈M(tn) 0, 0〉 > t2(a1+ε)n }
= P {〈M(tn) t−Q∗n rnn, t−Q∗n rnn〉 > t2(a1+ε)n }
= P {〈t−Qn M(tn) t−Q∗n n, n〉 > r−2n t2(a1+ε)n }.
Since ‖n‖ = 1 for all n ∈ N, by Assumption 2.1 and the continuous mapping theorem we have
that 〈t−Qn M(tn) t−Q
∗
n n, n〉 is weakly relatively compact and thus by Prohorov’s Theorem it is
uniformly tight. Hence it remains to show that
r−2n t2(a1+ε)n = ‖tQ
∗
n 0‖−2 t2(a1+ε)n =
(
t−(a1+ε)n ‖tQ
∗
n 0‖
)−2 → ∞.
But this is a direct consequence of (2.2) for 1 = a1, the minimal real part of the eigenvalues
of Q∗.
To estimate the second probability, note that the smallest eigenvalue 1(t) of M(t) is the
reciprocal of the largest eigenvalue of M(t)−1. For every n ∈ N choose a unit vector n such that
〈M(tn)−1n, n〉 = max‖‖=1〈M(tn)
−1, 〉
and write t−Qn n = r¯n¯n with r¯n > 0 and ‖¯n‖ = 1. Apply (2.7) for j = d to get
P
{
1(tn) < t
2(a1−ε)
n
} = P { 1
1(tn)
> t−2(a1−ε)n
}
= P
{
max
‖‖=1
〈M(tn)−1, 〉 > t−2(a1−ε)n
}
= P {〈M(tn)−1n, n〉 > t−2(a1−ε)n }
= P {〈M(tn)−1tQn r¯n¯n, tQn r¯n¯n〉 > t−2(a1−ε)n }
= P {〈(t−Qn M(tn) t−Q∗n )−1¯n, ¯n〉 > r¯−2n t−2(a1−ε)}.
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Again, by Prohorov’s Theorem it remains to prove that
r¯−2n t−2(a1−ε) = ‖t−Qn n‖−2t−2(a1−ε)n =
(
t−(−a1+ε)n ‖t−Qn n‖
)−2 → ∞.
Since Rd = L¯p corresponding to the spectral decomposition of −Q this follows directly from
(2.2) for p = −a1, the maximal real part of the eigenvalues of −Q. 
Proposition 2.4. Under Assumption 2.1 we have
log d(t)
2 log t
→ ap in probability as t → ∞.
Proof. For arbitrary ε > 0 and tn > 1 with tn → ∞ we have
P
{∣∣∣∣ log d(tn)2 log tn − ap
∣∣∣∣ > ε
}
= P {log d(tn) > 2(ap + ε) log tn} + P {log d(tn) < 2(ap − ε) log tn}
= P {d(tn) > t2(ap+ε)n }+ P {d(tn) < t2(ap−ε)n }.
We will show that both probabilities tend to zero. To estimate the ﬁrst probability, for every n ∈ N
choose a unit vector n such that
〈M(tn)−1n, n〉 = min‖‖=1〈M(tn)
−1, 〉
and write t−Qn n = r¯n¯n with r¯n > 0 and ‖¯n‖ = 1. Apply (2.7) for j = 1 to obtain
P
{
d(tn) > t
2(ap+ε)
n
} = P { 1
d(tn)
< t
−2(ap+ε)
n
}
= P
{
min
‖‖=1
〈M(tn)−1, 〉 < t−2(ap+ε)n
}
= P {〈(t−Qn M(tn) t−Q∗n )−1¯n, ¯n〉 > r¯−2n t−2(ap+ε)n }
as in the proof of Proposition 2.3. Since ‖¯n‖ = 1 for all n ∈ N, by Assumption 2.1 and
the continuous mapping theorem we have that
〈(
t
−Q
n M(tn) t
−Q∗
n
)−1¯n, ¯n〉 is weakly relatively
compact and thus by Prohorov’s Theorem it is uniformly tight. Hence it remains to prove that
r¯−2n t
−2(ap+ε)
n = ‖t−Qn n‖−2 t−2(ap+ε)n =
(
t
−(−ap−ε)
n ‖t−Qn n‖
)−2 → 0.
Since Rd = L1 corresponding to the spectral decomposition of −Q this follows directly from
(2.1) for 1 = −ap, the minimal real part of the eigenvalues of −Q.
To estimate the second probability, apply (2.7) for j = d, choose a unit vector 0 ∈ Lp
corresponding to the spectral decomposition with respect to Q∗, and write tQ
∗
n 0 = rnn with
rn > 0 and ‖n‖ = 1 to get
P
{
d(tn) < t
2(ap−ε)
n
} = P {max
‖‖=1
〈M(tn), 〉 < t2(ap−ε)n
}
P
{〈M(tn)0, 0〉 < t2(ap−ε)n }
= P {〈t−Qn M(tn) t−Q∗n n, n〉 < r−2n t2(ap−ε)n }.
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Again, by Prohorov’s Theorem it remains to prove that
r−2n t
2(ap−ε)
n = ‖tQ∗n 0‖−2 t2(ap−ε)n =
(
t
−(ap−ε)
n ‖tQ∗n 0‖
)−2 → 0,
which follows directly from (2.1) for p = ap, the maximal real part of the eigenvalues of Q∗.
This concludes the proof. 
Consider the spectral decomposition Rd = V1 ⊕ · · · ⊕ Vp with respect to Q and for 1 ip
recall the orthogonal projectors Pi and P¯i onto the bi-dimensional subspace Li = Vi ⊕ · · ·⊕Vp,
respectively, onto the subspace L¯i = V1 ⊕ · · · ⊕ Vi with dimension b¯i . Then {PiM(t)Pi}t0
can be seen as a stochastic process on M0s (bi) fulﬁlling Assumption 2.1 together with the Li-
invariant operator Qi ⊕ · · · ⊕ Qp. Similarly, {P¯iM(t)P¯i}t0 can be seen as a stochastic process
on M0s (b¯i ) fulﬁlling Assumption 2.1 together with the L¯i-invariant operator Q1 ⊕ · · · ⊕ Qi .
This enables us to prove the following general estimation result for the real spectrum of Q. Deﬁne
b¯0 = 0.
Theorem 2.5. Under Assumption 2.1, for 1 ip and b¯i−1 < j b¯i we have
log j (t)
2 log t
→ ai in probability as t → ∞.
Proof. Fix 1 ip and let (t) denote the smallest nonzero eigenvalue of the random matrix
PiM(t)Pi . Note that bi = d − b¯i−1 and that ai is the minimal real part of the eigenvalues of
Qi ⊕ · · · ⊕ Qp. Now apply Proposition 2.3 to see that
log (t)
2 log t
→ ai in probability as t → ∞. (2.9)
Similarly, let ¯(t) denote the largest eigenvalue of the random matrix P¯iM(t)P¯i . Note that ai is
the maximal real part of the eigenvalues of Q1 ⊕ · · · ⊕ Qi and apply Proposition 2.4 to see that
log ¯(t)
2 log t
→ ai in probability as t → ∞. (2.10)
Now apply (2.7) to see that for any b¯i−1 < j b¯i we have
(t) = min
‖‖=1
〈PiM(t)Pi, 〉 max
P∈C(d−b¯i−1)
min
‖‖=1
〈PM(t)P, 〉
= b¯i−1+1(t)j (t)b¯i (t)
= min
P∈C(b¯i )
max
‖‖=1
〈PM(t)P, 〉 max
‖‖=1
〈P¯iM(t)P¯i, 〉 = ¯(t).
Now the assertion follows easily from (2.9) and (2.10). 
2.2. Estimation of the corresponding eigenvectors
We now turn to the convergence of the unit eigenvectors 1(t), . . . , d(t) of M(t). It will turn
out that (random) projections onto certain eigenspaces converge in probability to the projection
i onto Vi . Again, the arguments follow corresponding results of Meerschaert and Schefﬂer
[14,16,15, Section 10.4]. In addition to the results of Meerschaert and Schefﬂer we include rate of
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convergence results for the random projections as has been remarked for a special situation in the
second paragraph of section 5 in [14] or in 10.4.13 of [15]. Further, the rate of convergence results
enables us to extend the method to p4 spectral components, whereas the results of Meerschaert
and Schefﬂer [14–16] are always restricted to p3 spectral components.
Proposition 2.6. Suppose thatAssumption 2.1 holds withp2 spectral components. If b¯p−1 < j
 b¯p = d and 1rp − 1 then for any ε > 0 as t → ∞ we have
tap−ar−ε rj (t) → 0 in probability.
Proof. Since M(t)j (t) = j (t)j (t) we can write
rj (t) =
(
j (t)
)−1rM(t)j (t) = (j (t))−1r tQt−QM(t)t−Q∗ tQ∗j (t).
By Assumption 2.1, t−QM(t)t−Q∗ is weakly relatively compact and hence it sufﬁces to show
that
tap−ar−ε
(
j (t)
)−1‖r tQ‖ · ‖tQ∗j (t)‖ → 0 in probability. (2.11)
Let  > 0 be arbitrary then we have
P
{
tap−ar−ε
(
j (t)
)−1‖r tQ‖ · ‖tQ∗j (t)‖ > }
P
{
(ap − ar − ε) log t + log ‖r tQ‖ + log ‖tQ∗‖ − log j (t) > log 
}
P
{∣∣∣∣∣ap − ar + log ‖r t
Q‖
log t
+ log ‖t
Q∗‖
log t
− log j (t)
log t
∣∣∣∣∣ > ε + log log t
}
.
By (2.4) for E = Q, respectively E = Q∗, with i = ai together with an application of Theorem
2.5 we get
log ‖r tQ‖
log t
+ log ‖t
Q∗‖
log t
− log j (t)
log t
→ ar + ap − 2ap = ar − ap in probability.
Hence (2.11) follows, since for sufﬁciently large t > 0 we have log / log t > −ε/2. 
Proposition 2.7. Suppose thatAssumption 2.1 holds withp2 spectral components. If b¯p−1 < j
 b¯p = d then for any ε > 0 as t → ∞ we have
tap−ap−1−ε
(
pj (t) − j (t)
) → 0 in probability. (2.12)
Proof. Since ap−arap−ap−1 for any 1rp−1, byProposition 2.6we have tap−ap−1−εrj
(t) → 0 in probability. Now the assertion follows easily from 1 + · · · + p = I , the identity
operator. 
Proposition 2.8. Suppose that Assumption 2.1 holds with p2 spectral components. If 1k
 b¯p−1 then for any ε > 0 as t → ∞ we have
tap−ap−1−ε pk(t) → 0 in probability.
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Proof. For any 1k b¯p−1 < j b¯p = d we have 〈k(t), j (t)〉 = 0. Hence, since ∗p = p =
2p we get for all ε > 0
tap−ap−1−ε〈pk(t), pj (t)〉 = tap−ap−1−ε〈k(t), pj (t)〉
= 〈k(t), tap−ap−1−ε(pj (t) − j (t))〉 → 0
in probability by Proposition 2.7. Let X(t) = tap−ap−1−εpk(t) then for any sequence tn → ∞
there exists a subsequence (tn)n∈(n′) such that 〈X(tn), pj (tn)〉 → 0 almost surely along (n′).
Choose a further subsequence (n′′) ⊆ (n′) such that tap−ap−1−εn
(
pj (tn) − j (tn)
) → 0 almost
surely along (n′′) by (2.12). Then for almost all  ∈  we can proceed as follows.
Assume that X(tn)() does not converge to zero along (n′′). Then there exists a subsequence
(n′′′) ⊆ (n′′) and  > 0 such that ‖X(tn)()‖ >  for all n ∈ (n′′′). Since (pj (tn)())n∈(n′′′) is
relatively compact, choose a further subsequence (n′′′′) ⊆ (n′′′) such that pj (tn)() → ˜j ()
for all b¯p−1 < j b¯p along (n′′′′). Then we also have j (tn)() → ˜j () for all b¯p−1 < j b¯p
along (n′′′′), since we have chosen the subsequence (n′′) such that (2.12) holds almost surely.
By continuity, ‖˜j ()‖ = 1 and 〈˜i (), ˜j ()〉 = 0 for all b¯p−1 < i = j b¯p. We further
have p˜j () = ˜j () ∈ Vp and hence we conclude that
{
˜b¯p−1+1(), . . . , ˜b¯p ()
}
forms an
orthonormal basis of Vp. Thus we can write
X(tn)() =
b¯p∑
i=b¯p−1+1
i (tn)() · ˜i () with i (tn)() =
〈
X(tn)(), ˜i ()
〉
.
Hence we get for all b¯p−1 < j b¯p
0 = 1

lim
n∈(n′′′′)
∣∣〈X(tn)(), pj (tn)()〉∣∣
 1‖X(tn)()‖ limn∈(n′′′′)
∣∣〈X(tn)(), pj (tn)()〉∣∣
= lim
n∈(n′′′′)
∣∣∣∣∣∣∣
b¯p∑
i=b¯p−1+1
i (tn)()
‖X(tn)()‖
〈
˜i (), pj (tn)()
〉
∣∣∣∣∣∣∣ = limn∈(n′′′′)
∣∣j (tn)()∣∣
‖X(tn)()‖ .
It follows that
0 = lim
n∈(n′′′′)
⎛
⎜⎝ b¯p∑
i=b¯p−1+1
(
i (tn)()
)2
‖X(tn)()‖2
⎞
⎟⎠
1/2
= lim
n∈(n′′′′)
‖X(tn)()‖
‖X(tn)()‖ = 1,
a contradiction. Thuswe have shown that any sequence tn → ∞ contains a subsequence (tn)n∈(n′′)
such that for almost all  ∈ 
X(tn)() = tap−ap−1−εn pk(tn)() → 0
along (n′′), which in turn shows the asserted convergence in probability. 
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Proposition 2.9. Suppose that Assumption 2.1 holds with p3 spectral components. If b¯p−2 <
j b¯p−1 and 1rp − 2 then for any ε > 0 as t → ∞ we have
tap−1−ar−ε rj (t) → 0 in probability.
Proof. Since M(t)j (t) = j (t)j (t) and r = r P¯p−1 we can write
rj (t) =
(
j (t)
)−1rM(t)j (t) = (j (t))−1r P¯p−1M(t)(P¯p−1j (t) + pj (t))
= (j (t))−1r tQp−1 t−Qp−1 P¯p−1M(t)P¯p−1t−Q∗p−1 tQ∗p−1j (t)
+ (j (t))−1r tQt−QM(t)t−Q∗ tQ∗pj (t),
where Qp−1 = Q1 ⊕ · · · ⊕ Qp−1. By Assumption 2.1, both t−Qp−1 P¯p−1M(t)P¯p−1t−Q
∗
p−1 and
t−QM(t)t−Q∗ are weakly relatively compact and hence it sufﬁces to show that
tap−1−ar−ε
(
j (t)
)−1‖r tQp−1‖ · ‖tQ∗p−1j (t)‖ → 0 in probability (2.13)
and
tap−1−ar−ε
(
j (t)
)−1‖r tQ‖ · ‖tQ∗‖ · ‖pj (t)‖ → 0 in probability. (2.14)
Let  > 0 be arbitrary then we have as in the proof of Proposition 2.6
P
{
tap−1−ar−ε
(
j (t)
)−1‖r tQp−1‖ · ‖tQ∗p−1j (t)‖ > }
P
{∣∣∣∣∣ap−1 − ar + log ‖r t
Qp−1‖
log t
+ log ‖t
Q∗p−1‖
log t
− log j (t)
log t
∣∣∣∣∣ > ε + log log t
}
.
By (2.4) for E = Qp−1, respectively, E = Q∗p−1, together with an application of Theorem 2.5
we get
log ‖r tQp−1‖
log t
+ log ‖t
Q∗p−1‖
log t
− log j (t)
log t
→ ar + ap−1 − 2ap−1
= ar − ap−1 in probability.
Hence (2.13) follows, since for sufﬁciently large t > 0 we have log / log t > −ε/2.
Similarly, we can argue for (2.14). First observe that by Proposition 2.8, for (2.14) it sufﬁces
to show
t2ap−1−ap−ar−ε/2
(
j (t)
)−1‖r tQ‖ · ‖tQ∗‖ → 0 in probability. (2.15)
By (2.4) for E = Q, respectively, E = Q∗, together with an application of Theorem 2.5 we get
log ‖r tQ‖
log t
+ log ‖t
Q∗‖
log t
− log j (t)
log t
→ ar + ap − 2ap−1 in probability.
Hence, as in the proof of Proposition 2.6, we get for arbitrary  > 0
P
{
t2ap−1−ap−ar−ε/2
(
j (t)
)−1 ‖r tQ‖ · ‖tQ∗‖ > }
P
{∣∣∣∣∣2ap−1 − ap − ar + log ‖r t
Q‖
log t
+ log ‖t
Q∗‖
log t
− log j (t)
log t
∣∣∣∣∣ > ε2 + log log t
}
→ 0
which proves (2.15), concluding the proof. 
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Proposition 2.10. Suppose that Assumption 2.1 holds with p3 spectral components. If b¯p−2 <
j b¯p−1 then for any ε > 0 as t → ∞ we have
tmin{ap−ap−1,ap−1−ap−2}−ε
(
p−1j (t) − j (t)
) → 0 in probability. (2.16)
Proof. Since ap−1 − arap−1 − ap−2 for any 1rp − 2, by Proposition 2.9 we have
tap−1−ap−2−ε rj (t) → 0 in probability. Further, by Proposition 2.8 we have tap−ap−1−ε pj (t)
→ 0 in probability and the assertion follows by 1 + · · · + p = I . 
Proposition 2.11. Suppose that Assumption 2.1 holds with p3 spectral components. If 1k
 b¯p−2 then for any ε > 0 as t → ∞ we have
tmin{ap−ap−1,ap−1−ap−2}−ε p−1k(t) → 0 in probability.
Proof. The assertion follows the same way as in the proof of Proposition 2.8 with 1k b¯p−2 <
j b¯p−1, using Proposition 2.10 instead of Proposition 2.7. 
Remark 2.12. A further reduction to components with b¯p−3 < j b¯p−2 is impossible with
our above arguments. To see this, simply note that in an analogous expression as (2.15) by an
application of Proposition 2.11 the leading term is of exponential order ap−2 − ar − min{ap −
ap−1, ap−1 − ap−2} − ε/2 but we would need the exponential order of 2ap−2 − ap − ar − ε/2.
However, for the minimal component with 1k b¯1 we have the following asymptotics.
Proposition 2.13. Suppose that Assumption 2.1 holds with p2 spectral components. If 1k
 b¯1 and 2rp then for any ε > 0 as t → ∞ we have
tar−a1−ε rk(t) → 0 in probability.
Proof. Since M(t)k(t) = k(t)k(t) we can write
rk(t) = rM(t)−1k(t)k(t) = k(t) r t−Q∗ tQ∗M(t)−1tQt−Qk(t).
By Assumption 2.1, tQ∗M(t)−1tQ = (t−QM(t) t−Q∗)−1 is weakly relatively compact and hence
it sufﬁces to show that
tar−a1−εk(t) ‖r t−Q∗‖ · ‖t−Qj (t)‖ → 0 in probability. (2.17)
By (2.6) for E = Q∗, respectively, E = Q, with i = ai together with an application of Theorem
2.5 we get
log k(t)
log t
+ log ‖r t
−Q∗‖
log t
+ log ‖t
−Q‖
log t
→ 2a1 − ar − a1 = a1 − ar in probability.
Hence, as in the proof of Proposition 2.6, we get for arbitrary  > 0
P
{
tar−a1−εk(t) ‖r t−Q∗‖ · ‖t−Qk(t)‖ > 
}
P
{∣∣∣∣∣ar − a1 + log k(t)log t + log ‖r t
−Q∗‖
log t
+ log ‖t
−Q‖
log t
∣∣∣∣∣ > ε + log log t
}
→ 0
which proves (2.17) and concludes the proof. 
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Proposition 2.14. Suppose that Assumption 2.1 holds with p2 spectral components. If 1j
 b¯1 then for any ε > 0 as t → ∞ we have
ta2−a1−ε
(
1j (t) − j (t)
) → 0 in probability.
Proof. Since ar −a1a2−a1 for any 2rp, by Proposition 2.13we have ta2−a1−ε rj (t) →
0 in probability and hence the assertion follows easily from I − 1 = 2 + · · · + p. 
Proposition 2.15. Suppose that Assumption 2.1 holds with p2 spectral components. If b¯1 <
jd then for any ε > 0 as t → ∞ we have
ta2−a1−ε 1j (t) → 0 in probability.
Proof. The assertion follows the same way as in the proof of Proposition 2.8 with 1k b¯1 <
jd, using Proposition 2.14 instead of Proposition 2.7 and exchanging the roles of k and j. 
For 1 ip let us deﬁne random projection operators i (t) in terms of the orthogonal unit
eigenvectors of M(t) by
i (t)x =
b¯i∑
j=b¯i−1+1
〈x, j (t)〉 j (t) for x ∈ Rd .
Theorem 2.16. Under Assumption 2.1 we have p(t) → p, p−1(t) → p−1 and 1(t) → 1
in probability as t → ∞. Especially, if p4 we have i (t) → i in probability for all i =
1, . . . , p. Moreover, if p = 2 or p = 3 we have for all ε > 0 and 1 ip
tmin{aj−aj−1: 2 jp}−ε
(
i (t) − i
) → 0 in probability. (2.18)
We conjecture that (2.18) holds for every p2 and 1 ip and emphasize that the restriction
to p4 spectral components in Theorem 2.16 is purely of mathematical nature. Our reduction
arguments for the rate of convergence given in the proof of Proposition 2.9 simply fail to hold for
another spectral component as described in Remark 2.12.
Proof. For the case p = 1 there is nothing to prove. We will ﬁrst show p(t) → p in prob-
ability. By Proposition 2.7 any sequence tn → ∞ contains a subsequence (tn)n∈(n′) such that
t
ap−ap−1−ε
n
(
pj (tn) − j (tn)
) → 0 almost surely along (n′) for all b¯p−1 < j b¯p. For almost
all  ∈  we can thus proceed as follows. Since (pj (tn)())n∈(n′) are relatively compact, for
any limit points ˜j () choose a further subsequence (n′′) ⊆ (n′) such that pj (tn)() → ˜j ()
along (n′′) for all b¯p−1 < j b¯p. As in the proof of Proposition 2.8 {˜b¯p−1+1(), . . . , ˜b¯p ()}
forms an orthonormal basis of Vp and hence for any x ∈ Rd we get along (n′′)
p(tn)()x =
b¯p∑
j=b¯p−1+1
〈x, j (tn)()〉 j (tn)() →
b¯p∑
j=b¯p−1+1
〈x, ˜j ()〉 ˜j () = p(x).
Since the limit px is independent of the limit points ˜j () and the factors 〈x, j (tn)()〉 and
〈x, ˜j ()〉 are uniformly bounded on {‖x‖ = 1}, we also get ‖p(tn) − p‖ → 0 almost surely
along (n′), proving p(t) → p in probability.
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Similarly, we can prove that p−1(t) → p−1 and 1(t) → 1 in probability using Proposition
2.10, respectively, Proposition 2.14. In case p = 4 simply observe that by the above 2(t) =
I − 1(t) − p(t) − p−1(t) → I − 1 − p − p−1 = 2 in probability.
In case p = 2 or p = 3 for any x ∈ Rd we have
tap−ap−1−ε
(
p(t)x − px
) = − b¯p−1∑
k=1
〈x, k(t)〉 tap−ap−1−εpk(t)
+
b¯p∑
j=b¯p−1+1
〈x, j (t)〉 tap−ap−1−ε
(
j (t) − pj (t)
)
,
which converges to zero in probability by Propositions 2.8 and 2.7. Since the factors 〈x, j (t)〉 are
uniformly bounded on {‖x‖ = 1}, we get tap−ap−1−ε(p(t) − p) → 0 in probability. Similarly,
we can prove ta2−a1−ε
(
1(t) − 1
) → 0 in probability using Propositions 2.14 and 2.15.
In case p = 3 for any x ∈ Rd we further have
tmin{a3−a2,a2−a1}−ε
∥∥2(t)x − 2x∥∥

b¯1∑
k=1
∣∣〈x, k(t)〉∣∣ ta2−a1−ε∥∥2k(t)∥∥
+
b¯2∑
j=b¯1+1
∣∣〈x, j (t)〉∥∥ tmin{a3−a2,a2−a1}−ε∥∥j (t) − 2j (t)∥∥
+
d∑
j=b¯2+1
∣∣〈x, j (t)〉∣∣ ta3−a2−ε∥∥2j (t)∥∥,
which converges to zero in probability by Propositions 2.13, 2.10 and 2.6. As above we ﬁnally
get tmin{a3−a2,a2−a1}−ε
(
2(t) − 2
) → 0 in probability. 
3. Applications to operator selfsimilar and related processes
We will show that the estimation methods of Section 2 apply not only for operator selfsimilar
processes as in Introduction but are also applicable for processes with the weaker scaling property
of semi-selfsimilarity. These are operator-scaling generalizations of semi-selfsimilar processes
as investigated, e.g., in [20,10,12]. Later we will also consider certain Ornstein–Uhlenbeck type
processes connected to operator semi-selfsimilar processes via Lamperti’s transformation. To this
end, our basic assumptions for the stochastic processes are the following.
Assumption 3.1. Let {Z(t)}t0 be a stochastic process on Rd with Z(0) = 0 almost surely and
which is continuous in law, i.e. t → Z(t) is continuous with respect to weak topology. Assume
the existence of a linear operator Q on Rd such that
Z(ct)
d= cQZ(t) for some c > 1. (3.1)
Such a process is called operator semi-selfsimilarwith exponent Q. Further assume that {Z(t)}t0
has càdlàg paths (right-continuous with left limits) and that for any t > 0 the distribution of Z(t)
is absolutely continuous with respect to Lebesgue measure on Rd .
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Clearly, any operator selfsimilar process with exponent Q, as in Introduction, fulﬁlls (3.1) for
any c > 1 and hence is also operator semi-selfsimilar.
For operator semi-selfsimilar processes with independent increments we can always choose a
modiﬁcation with càdlàg paths; see, e.g., [19, Theorem 11.5]. If we further assume the process to
be proper (not concentrated on a lower dimensional hyperplane) it is known by Wolfe [23] that
for all t > 0 the distribution of Z(t) is either absolutely continuous with respect to Lebesgue
measure or continuous singular with respect to Lebesgue measure. Moreover, for proper operator
selfsimilar processes with independent increments Yamazato [24] has shown that only absolute
continuity with respect to Lebesgue measure can occur. Thus, as a class of examples, we know
that proper operator selfsimilar processes with independent increments fulﬁll all the conditions
in Assumption 3.1.
The last assertion inAssumption 3.1 on absolute continuity implies that the process is proper, i.e.
for any t > 0 the distribution of Z(t) is not concentrated on any lower dimensional hyperplane
of Rd . From (3.1) we get by induction Z(ckt) d= ckQZ(t) for any k ∈ Z and as k → −∞
continuity in law and Z(0) = 0 almost surely implies that the real part of any eigenvalue of Q
is positive. Note that in general the exponent Q is not unique which can be seen as follows. Let
S = {A ∈ GL(Rd) : AZ(t) d= Z(t)} denote the symmetry group of the process, a compact
subgroup of GL(Rd). Then for any A ∈ S the linear operator A−1QA can easily be shown to be
also an exponent of {Z(t)}t0 that differs from Q in case A and Q do not commute. However,
it will turn out that the real spectrum, respectively, the spectral decomposition of any exponent
is the same. We cannot expect that data choose a speciﬁc exponent and hence in the multivariate
situation it is generally impossible to estimate the exponent itself. As we will show now, the real
parts of the eigenvalues of an exponent determine the growth behaviour of the process in any radial
direction and hence are important characteristics. The methods follow corresponding results for
operator selfsimilar processes in [15, Chapter 11].
Lemma 3.2. Let (Xn)n∈N be a weakly relatively compact sequence of random vectors on Rd and
let ‖n‖ = 1 for all n ∈ N.
(a) If Mn → ∞ then P
{|〈Xn, n〉| > Mn} → 0.
(b) If mn → 0 and every weak limit point X of (Xn)n∈N fulﬁlls P {X = 0} = 0 then P
{|〈Xn, n〉|
<mn
}→0.
Proof. It follows from the continuous mapping theorem and the compactness of the unit sphere
that
(|〈Xn, n〉|)n∈N isweakly relatively compact andhencebyProhorov’sTheorem it is uniformly
tight. Hence for any ε > 0 there exists M > 0 such that P
{|〈Xn, n〉| > M} < ε for all n ∈ N.
For every n ∈ N with Mn > M we thus have P
{|〈Xn, n〉| > Mn} < ε which proves (a). For (b)
note that our assumptions imply that |〈Xn, n〉| is relatively compact in (0,∞) and hence for any
 > 0 there exists m > 0 such that P
{|〈Xn, n〉| < m} < . For all n ∈ N with mn < m we thus
have P
{|〈Xn, n〉| < mn} < . 
Recall from the last section the spectral decomposition Rd = V1 ⊕ · · · ⊕ Vp with respect
to the exponent Q which has real spectrum 0 < a1 < · · · < ap according to Assumption
3.1. Further recall the bi-dimensional subspaces Li = Vi ⊕ · · · ⊕ Vp and the b¯i-dimensional
subspaces L¯i = V1 ⊕ · · · ⊕ Vi , 1 ip. By deﬁnition we have L¯0 = {0} with dimension
b¯0 = 0.
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Theorem 3.3. Suppose that Assumption 3.1 holds.
(a) For any  > ai we have P
{|〈Z(t), 〉| > t} → 0 as t → ∞ uniformly on compact subsets
of  ∈ L¯i with ‖‖ = 1.
(b) For any  < ai we have P
{|〈Z(t), 〉| < t} → 0 as t → ∞ uniformly on compact subsets
of  ∈ Li with ‖‖ = 1 or  /∈ L¯i−1 with ‖‖ = 1.
Proof. Let t = cp(t)r(t) with p(t) ∈ Z and r(t) ∈ [1, c) and write tQ∗ = q(t)(t) with q(t) =
‖tQ∗‖ and ‖(t)‖ = 1. Further let tn → ∞ be arbitrary. Then we have Xn = t−Qn Z(tn) d=
r(tn)
−QZ
(
r(tn)
)
is weakly relatively compact and every weak limit point is of the form r−QZ(r)
with r ∈ [1, c] and hence is absolutely continuouswith respect to Lebesguemeasure. Nowobserve
P
{|〈Z(tn), 〉| > tn} = P {|〈t−Qn Z(tn), tQ∗n 〉| > tn}
= P {|〈t−Qn Z(tn), (tn)〉| > tnq(tn)−1}.
By (2.2) we get Mn = tnq(tn)−1 =
(
t−n ‖tQ
∗
n ‖
)−1 → ∞ and thus (a) follows by Lemma 3.2(a).
Analogously (b) follows by Lemma 3.2(b) using (2.1). 
As direct consequences of Theorem 3.3 we observe the following growth behaviour of the
process {Z(t)}t0 in norm and in every radial direction.
Corollary 3.4. Suppose that Assumption 3.1 holds. For any ε > 0 we have as t → ∞
P
{‖Z(t)‖ > tap+ε} → 0 and P {‖Z(t)‖ < tap−ε} → 0.
Consequently, we have that P
{
tap−ε‖Z(t)‖ tap+ε} → 1 for any ε > 0 as t → ∞, in fact
this result is sharper than growth rates for the norm obtained in [15].
Proof. Since L¯p = Rd and ‖x‖ = max‖‖=1 |〈x, 〉| the ﬁrst assertion follows directly from
Theorem 3.3(a) and the second assertion follows easily from Theorem 3.3(b) together with the
fact that ‖x‖ |〈x, 〉| for any  ∈ Lp with ‖‖ = 1. 
Corollary 3.5. Suppose that Assumption 3.1 holds. Let  ∈ L¯i \ L¯i−1 with ‖‖ = 1 then as
t → ∞ for any ε > 0 we have
P
{
tai−ε |〈Z(t), 〉| tai+ε} → 1.
In particular it follows from Corollary 3.5 that any exponent Q of the operator semi-selfsimilar
process {Z(t)}t0 has the same real spectrum and that the spectral decomposition is the same for
every exponent.
A further consequence of Corollary 3.5 is that for any  ∈ L¯i \ L¯i−1 we have
log |〈Z(t), 〉|
log t
→ ai in probability as t → ∞. (3.2)
For some special selfsimilar processes on Rd with exponent Q = H · I , the asymptotics of the
process in a single direction as in (3.2) has been used by Dury [4] to estimate the Hurst parameter
H > 0. But note that for all 1 i < p the sets L¯i \ L¯i−1 have Lebesgue measure zero and hence
for Lebesgue almost all  ∈ Rd we get ap as the limit in (3.2). Thus it seems impossible to detect
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the smaller spectral components by means of applying (3.2). We will now show how to apply the
more reﬁned methods of Section 2. Summaries of the concrete estimation procedures are given
at the end of each of the following two subsections.
3.1. Parameter estimation of semi-selfsimilarity exponents
For t > 0 we consider the statistics
M(t) = 1
t
∫ t
0
Z(s) Z(s)T ds, (3.3)
which is well deﬁned since we assumed that the operator semi-selfsimilar process {Z(t)}t0
has càdlàg paths. Moreover, {M(t)}t>0 deﬁnes a stochastic process with values in the symmetric
nonnegative deﬁnite matrices M0s (d) and with continuous sample paths.
Lemma 3.6. Under Assumption 3.1 we have that t−QM(t) t−Q∗ is weakly relatively compact.
Proof. For t > 0 write t = cp(t)r(t) with p(t) ∈ Z and r(t) ∈ [1, c). Then one easily calculates
that
t−QM(t) t−Q∗ = 1
t
∫ t
0
t−QZ(s) Z(s)Tt−Q∗ ds
d= 1
t
∫ t
0
r(t)−QZ(s/cp(t)) Z(s/cp(t))Tr(t)−Q∗ ds
= 1
r(t)
∫ r(t)
0
r(t)−QZ(s) Z(s)Tr(t)−Q∗ ds
= r(t)−QM(r(t)) r(t)−Q∗ .
Hence t−QM(t)t−Q∗ is weakly relatively compact and every weak limit point is of the form
r−QM(r) r−Q∗ with r ∈ [1, c]. 
Remark 3.7. Note that {M(t)}t>0 is an operator semi-selfsimilar process on the d(d+1)2 -dimen-
sional vector space Ms(d) of real symmetric matrices, which can be seen by means of methods
given in [15, Chapter 10.2] as follows. For a linear operator A on Rd deﬁne the linear operator
LA on Ms(d) by LAM = AMA∗. Then we have LALB = LAB and if A ∈ GL(Rd) then
LA ∈ GL
(Ms(d)) with L−1A = LA−1 . Especially, (LtQ)t>0 deﬁnes a continuous one-parameter
subgroup in GL
(Ms(d)) and thus we can write LtQ = t for some linear operator  on Ms(d).
For M ∈ GL(Ms(d)) we get
M = d
dt
tM
∣∣∣∣
t=1
= d
dt
tQMtQ
∗
∣∣∣∣
t=1
= QM + MQ∗.
As in the proof of Lemma 3.6 we have
cM(t)
d= 1
t
∫ t
0
Z(sc) Z(sc)T ds = 1
ct
∫ ct
0
Z(s) Z(s)T ds = M(ct),
which shows that {M(t)}t>0 is operator semi-selfsimilar with exponent . Note that the process
{M(t)}t>0 is not proper; for the special case of an underlying Lévy processes {Z(t)}t0 see [15,
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Lemma 10.2.7]. If ,  are eigenvalues of Q (and hence of Q∗) with corresponding eigenvectors
v,w ∈ Rd it is easy to show that +  is an eigenvalue of  with eigenvector vwT + wvT. This
indicates that the real spectrum of  is contained in [2a1, 2ap] explaining the appearance of the
factor 2 in the estimation procedure of Theorem 2.5 in contrast to (3.2).
The following result together with Lemma 3.6 shows that (2.8) is fulﬁlled so that Assumption 2.1
holds and all the results of Section 2 apply.
Lemma 3.8. Under Assumption 3.1 we have P
{
M(t) ∈ M>0s (d)
} = 1 for every t > 0. Es-
pecially, the weak limit points r−QM(r) r−Q∗ with r ∈ [1, c] in Lemma 3.6 are almost surely
positive deﬁnite.
Proof. By assumption for every t > 0 the distribution of Z(t) has a Lebesgue density. For all
x ∈ Rd and t > 0 we have
xTM(t)x = 1
t
∫ t
0
xTZ(s) Z(s)Tx ds = 1
t
∫ t
0
(
xTZ(s)
)2
ds0.
For some t > 0 assume that M(t) is singular with positive probability. Then there exists x = 0
such thatP {xTZ(s) = 0 for Lebesgue almost all s ∈ [0, t]} > 0.Hencewith positive probability,
for Lebesgue almost all s ∈ [0, t] we have that Z(s) stays in the orthogonal complement of {x :
 ∈ R}, a (d − 1)-dimensional subspace. This contradicts the fact that the distributions of Z(t)
have a Lebesgue density. 
Still the estimation procedures following fromSection 2 forM(t) as in (3.3) are not satisfactory,
since usually one is not capable to observe process values for asmany time points as the continuum.
An approximation of (3.3) by an increasing ﬁnite number of observations is desirable.
Theorem 3.9. Suppose that Z(s1), . . . , Z(sn) with 0 < s1 < · · · < sn → ∞ are observations
from a stochastic process {Z(t)}t0 fulﬁlling Assumption 3.1. Let s0 = 0 and assume that
s−1n max1 in(si − si−1) → 0. Deﬁne
Mn = 1
sn
n∑
i=1
(si − si−1) Z(si) Z(si)T
and let Mˆ(t) = Mn if sn−1 t < sn. Then {Mˆ(t)}t>0 is a stochastic process with values in
M0s (d) and with càdlàg paths.
As t → ∞ we have that t−QMˆ(t) t−Q∗ is weakly relatively compact and every weak limit point
belongs almost surely to M>0s (d). Hence Assumption 2.1 is fulﬁlled for Mˆ(t) instead of M(t)
and all the results of Section 2 apply.
Proof. Write sn = cpnrn with pn ∈ Z and rn ∈ [1, c). Then we have
s−Qn Mn s−Q
∗
n
d= r−Qn
1
sn
n∑
i=1
(si − si−1) Z
(
si/c
pn
)
Z
(
si/c
pn
)T
r−Q∗n
= r−Qn
1
rn
n∑
i=1
(
si
sn
− si−1
sn
)
rn Z
(
si
sn
rn
)
Z
(
si
sn
rn
)T
r−Q∗n .
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Let t (n)i = (si/sn) rn then max1 in
(
t
(n)
i − t (n)i−1
) = rns−1n max1 in (si − si−1) → 0. Since
(rn)n∈N is relatively compact, let r ∈ [1, c] be an arbitrary limit point along some subsequence
(n′). Further let t (n)n+1 = r then as Riemannian sums we have
s−Qn Mn s−Q
∗
n
d= r−Qn
1
rn
n+1∑
i=1
(
t
(n)
i − t (n)i−1
)
Z
(
t
(n)
i
)
Z
(
t
(n)
i
)T
r−Q∗n − r−Qn
r − rn
rn
Z(r) Z(r)Tr−Q∗n
→ r−Q 1
r
∫ r
0
Z(t) Z(t)T dt r−Q∗ − 0 = r−QM(r) r−Q∗
almost surely along (n′), where M(r) is as in (3.3). Hence s−Qn Mn s−Q
∗
n is weakly relatively
compact. Now if sn−1 t < sn then as t → ∞ we have t/sn → 1 and hence
t−QMˆ(t) t−Q∗ = (t/sn)−Qs−Qn Mn s−Q
∗
n (t/sn)
−Q∗
is weakly relatively compact. Every weak limit point is of the form r−QM(r) r−Q∗ with r ∈ [1, c]
and thus is almost surely positive deﬁnite by Lemma 3.8. 
Remark 3.10. The results of this subsection can be strengthened in the case of an operator
selfsimilar process {Z(t)}t0, where (3.1) holds for any c > 0 as in Introduction. If an operator
selfsimilar process fulﬁlls the properties of càdlàg paths and absolute continuity in Assumption
3.1, it is easily seen that in Lemma 3.6 we have stationarity t−QM(t) t−Q∗ d= M(1) for all t > 0
rather than stochastic compactness. Consequently, in Theorem 3.9 we easily observe that the
approximation t−QMˆ(t) t−Q∗ converges in distribution to M(1) as t → ∞.
Remark 3.11. Frequently the deﬁnition of an operator semi-selfsimilar process contains an ad-
ditional shift-term in the mathematical literature so that instead of (3.1) for some c > 1 one
requires
Z˜(ct)
d= cQZ˜(t) + d for some d ∈ Rd . (3.4)
But as in Hudson and Mason [6], there exists a ∈ Rd such that {Z(t) = Z˜(t) − a}t0 fulﬁlls
Z(ct)
d= cQZ(t). Namely, since our assumptions imply the real parts of the eigenvalues of Q to
be positive, I − cQ is invertible and one can easily show that a = (I − cQ)−1d fulﬁlls the above.
Note also that Z˜(0) = a almost surely.
We emphasize that our methods also hold for processes {Z˜(t)}t0 with (3.4) as the deﬁnition
of operator semi-selfsimilarity. To see this, simply observe that as in the proof of Lemma 3.6 we
get
t−Q 1
t
∫ t
0
Z˜(s) Z˜(s)T ds t−Q∗
d= r(t)−Q 1
r(t)
∫ r(t)
0
⎛
⎝Z˜(s) + p(t)∑
k=1
c−kQd
⎞
⎠
⎛
⎝Z˜(s) + p(t)∑
k=1
c−kQd
⎞
⎠
T
ds r(t)−Q∗ .
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Since
∑p(t)
k=1 c−kQd →
(
(I − c−Q)−1 − I)d = dc as t → ∞, the weak limit points are of the
form
r−Q 1
r
∫ r
0
(
Z˜(s) + dc
) (
Z˜(s) + dc
)T
ds r−Q∗ with r ∈ [1, c]
and thus almost surely positive deﬁnite as in the proof of Lemma 3.8. A similar argument can be
made for Theorem 3.9.
Summary 3.12. Given a sample path observation from an operator selfsimilar or, more generally,
an operator semi-selfsimilar process {Z(t)}t0 with scaling exponent Q ∈ GL(Rd), we consider
the covariance matrix of the process sample path
M(t) = 1
t
∫ t
0
Z(s) Z(s)T ds.
If the mild Assumption 3.1 is fulﬁlled, the covariance matrix M(t) is almost surely positive
deﬁnite by Lemma 3.8 and the operator average t−QM(t) t−Q∗ is stochastically compact by
Lemma 3.6. This enables us to consistently estimate the real parts 0 < a1 < · · · < ap of
the eigenvalues of the scaling exponent Q by Theorem 2.5, using the random eigenvalues 0 <
1(t) · · · d(t) of M(t). These real parts determine the growth rates of the process {Z(t)}t0
into radial directions by Corollary 3.5. Moreover, the orthogonal (random) unit eigenvectors
{j (t) : 1jd} corresponding to the eigenvalues {j (t) : 1jd} of M(t) can be used to
consistently estimate the coordinate system corresponding to the various growth rates by Theorem
2.16. It is quite important to use this coordinate system, since the slower growth rates occur on
a directional set of measure zero on the unit sphere. Otherwise the variation in growth will be
overwhelmed by the fastest growth rate. The theoretical result of Theorem 2.16 is restricted to at
most four different growth rates but we believe that this restriction is not of statistical relevance.
If the observed longitudinal data Z(s1), . . . , Z(sn) of the process are too sparse to speak of
a sample path observation, the estimation procedure still works when replacing M(t) by the
approximating sum
Mn = 1
sn
n∑
i=1
(si − si−1) Z(si) Z(si)T,
provided that each time gap si − si−1 is comparably small to the time sn of the last observation,
as shown in Theorem 3.9.
3.2. Parameter estimation for Ornstein–Uhlenbeck type processes
We now turn to the Lamperti transform X˜(t) = e−tQZ(et ) of the operator semi-selfsimilar
process {Z(t)}t0, introduced in [9]. Note that Lamperti’s transformation has been used by
Nuzman and Poor [17] for linear prediction of one-dimensional selfsimilar processes. One easily
calculates that {X˜(t)}t∈R isperiodically stationarywith period log c, i.e. X˜(t+log c) d= X˜(t). Ifwe
additionally assume that {Z(t)}t0 has independent increments, it has been shown independently
by Maejima and Sato [11] and Becker-Kern [1] that the process can be represented as
Z(t) =
∫ log t
−∞
esQ dY˜ (s), (3.5)
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where {Y˜ (t)}t∈R is a stochastically continuous process with independent and log c-stationary
increments (i.e. Y˜ (t + log c)− Y˜ (log c) d= Y˜ (t)), with càdlàg paths, Y˜ (0) = 0 almost surely, and
with ﬁnite logarithmic moment
E
[
log
(
1 +
∥∥∥∥∥
∫ log c
0
e−tQ dY˜ (−t)
∥∥∥∥∥
)]
< ∞. (3.6)
Conversely, it has also been shown in [11] and [1] that for any linear operator Q on Rd whose
eigenvalues all have positive real part and for any process {Y˜ (t)}t∈R fulﬁlling the above conditions,
(3.5) deﬁnes an operator semi-selfsimilar process with independent increments.
Note that integration with respect to {Y˜ (t)}t∈R is well deﬁned in either of the following two
ways. Maejima and Sato [11] restrict their considerations to so-called natural processes {Y˜ (t)}t∈R
whose deterministic part is of bounded variation. In this case {Y˜ (t)}t∈R is a semimartingale and
(3.5) can be interpreted as the usual stochastic integral. In [1] (3.5) is considered as a random
integral due to a construction of Jurek [8] which can be seen as a pathwise limit of Riemann–
Stieltjes sums even in case the deterministic part of {Y˜ (t)}t∈R is of unbounded variation. In case of
an operator selfsimilar process with independent increments, {Y˜ (t)}t∈R has stationary increments
and hence is a Lévy process with ﬁnite logarithmic moment E[log(1+‖Y˜ (1)‖)] < ∞. Especially
{Y˜ (t)}t∈R is a semimartingale for which (3.5) is deﬁned as the usual stochastic integral. For d = 1
this particular case was earlier investigated by Jeanblanc et al. [7].
We will now show how to apply our methods for the time reversed process at t = 1 deﬁned by
X(t) = etQ(Z(1) − Z(e−t )).
Assumption 3.13. Let Q be a linear operator on Rd whose eigenvalues all have positive real
part. Further let {Y (t)}t0 be a stochastic process on Rd with Y (0) = 0 almost surely, which is
continuous in law and has independent and log c-stationary increments for some c > 1, i.e. Y (t +
log c) − Y (log c) d= Y (t) for all t > 0. Suppose that
E
[
log
(
1 +
∥∥∥∥∥
∫ log c
0
e−tQ dY (t)
∥∥∥∥∥
)]
< ∞ (3.7)
and deﬁne the generalized Ornstein–Uhlenbeck process {X(t)}t0 with exponent Q driven by
{Y (t)}t0 as the unique solution of the stochastic differential equation
dX(t) = QX(t) dt + dY (t) with initial condition X(0) = 0. (3.8)
The stochastic differential equation (3.8) can be seen as the continuous-time analogue of an
autoregressive scheme; see [22]. The generalized Ornstein–Uhlenbeck process {X(t)}t0 might
be applied in mathematical ﬁnance whenever exponential growth for multivariate portfolios with
possibly dependent components and with different growth rates into different directions is ac-
companied by a noise process {Y (t)}t0 with seasonal variation due to its periodically stationary
increments.
Lemma 3.14. Under Assumption 3.13 the generalized Ornstein–Uhlenbeck process {X(t)}t0
is representable as X(t) = etQ(Z(1)−Z(e−t )), where {Z(t)}t0 is an operator semi-selfsimilar
process with exponent Q and with independent increments.
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Proof. Let {Y˜ (t)}t∈R be a stochastic process with Y˜ (0) = 0 almost surely, which is continuous
in law and has independent and log c-stationary increments such that Y˜ (t) = −Y (−t) for t < 0.
Such a process exists as shown in [1, Lemma 3.3]. By [19, Theorem 11.5] we may assume that
{Y˜ (t)}t∈R has càdlàg paths which entails no loss of generality. Then [1, Theorem 3.4] implies that
the process {Z(t)}t0 deﬁned by (3.5) is an operator semi-selfsimilar process with exponent Q
and with independent increments. Now let X(t) = etQ(Z(1) − Z(e−t )) then we have X(0) = 0
and by (3.5) we get
dX(t) = d[etQ(Z(1) − Z(e−t ))]
= QetQ(Z(1) − Z(e−t )) dt + etQ d
[∫ 0
−t
esQ dY˜ (s)
]
= QX(t) dt − etQe−tQ dY˜ (−t) = QX(t) dt + dY (t).
This concludes the proof. 
In fact we only need the restricted process {Z(t)}t∈[0,1] and by (3.5) for t ∈ (0, 1] we get with
{Y˜ (t)}t∈R as in the proof of Lemma 3.14
Z(t) = −
∫ log t
−∞
esQ dY (−s) =
∫ ∞
log(1/t)
e−uQ dY (u). (3.9)
Hence for the generalized Ornstein–Uhlenbeck process we obtain by Lemma 3.14 together
with (3.9)
X(t) = etQ(Z(1) − Z(e−t )) = etQ ∫ t
0
e−uQ dY (u) =
∫ t
0
e(t−u)Q dY (u).
Theorem 3.15. Suppose thatAssumption 3.13 holds. Further assume that the distribution ofZ(1)
deﬁned by (3.9) is absolutely continuous with respect to Lebesgue measure. For t > 1 deﬁne
M(t) = 1
t
∫ log t
0
es X(s)X(s)T ds = 1
t
∫ t
1
X(log s)X(log s)T ds.
Then the process {M(t)}t>1 on M0s (d) fulﬁlls Assumption 2.1 and all the results of Section 2
apply.
Proof. We will use the representation of Lemma 3.14, where by [19, Theorem 11.5] we will
assume that {Z(t)}t0 has càdlàg paths. Let tn → ∞ be arbitrary and write tn = cpnrn with
rn ∈ [1, c) and pn ∈ Z, pn → ∞. Then we have
t−Qn M(tn) t−Q
∗
n
= 1
tn
∫ log tn
0
es (t−1n es)Q
(
Z(1) − Z(e−s)) (Z(1) − Z(e−s))T(t−1n es)Q∗ ds
=
∫ 1
1/tn
uQ
(
Z(1) − Z((utn)−1)
) (
Z(1) − Z((utn)−1)
)T
uQ
∗
du
by a change of variables s = log(u tn). We observe that∫ 1
1/tn
uQZ(1) Z(1)TuQ
∗
du →
∫ 1
0
uQZ(1) Z(1)TuQ
∗
du (3.10)
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almost surely. Writing u = cp(u)r(u) with p(u) ∈ Z and r(u) ∈ [1, c) we further have
uQZ((utn)
−1) d= c−pnQr(u)QZ((r(u) rn)−1). (3.11)
Since each càdlàg path of the restricted process {Z(t)}t∈[c−2,1] is bounded, we obtain that
{
r(u)QZ(
(r(u)rn)
−1)() : u ∈ (0, 1], n ∈ N} is bounded for almost all  ∈ . Hence the right-hand
side of (3.11) almost surely converges to 0 as n → ∞ uniformly in u ∈ (0, 1]. Together with
(3.10) this shows that
t−Qn M(tn) t−Q
∗
n →
∫ 1
0
uQZ(1) Z(1)TuQ
∗
du (3.12)
in distribution. Assume that the limit in (3.12) is singular with positive probability. Then as
in the proof of Lemma 3.8 this contradicts our assumption that the distribution of Z(1) has a
Lebesgue density. Hence the limit in (3.12) almost surely belongs toM>0s (d)which concludes the
proof. 
Theorem 3.16. Suppose that X(s1), . . . , X(sn) with 0 < s1 < · · · < sn → ∞ are observations
from a stochastic process {X(t)}t0 fulﬁlling Assumption 3.13. Further assume that the distri-
bution of Z(1) deﬁned by (3.9) is absolutely continuous with respect to Lebesgue measure. Let
s0 = 0 and assume e−sn max1 in (esi − esi−1) → 0. Deﬁne
Mn = 1
esn
n∑
i=1
(esi − esi−1)X(si)X(si)T
and let Mˆ(t) = Mn if esn−1 t < esn . Then Assumption 2.1 is fulﬁlled for {Mˆ(t)}t>1 instead of
{M(t)}t0 and all the results of Section 2 apply.
Proof. We will show that e−snQMne−snQ
∗
converges in distribution to the same limit as in (3.12).
Then as in the proof of Theorem 3.9 the assertion easily follows.
Write esi = cpi ri with pi ∈ Z+, ri ∈ [1, c) and let t (n)i = esi /esn so that by assumption we
have max1 in
(
t
(n)
i − t (n)i−1
) → 0. Using the representation of Lemma 3.14 we obtain
e−snQMne−snQ
∗
=
n∑
i=1
esi − esi−1
esn
e(si−sn)Q
(
Z(1) − Z(e−si )) (Z(1) − Z(e−si ))Te(si−sn)Q∗
=
n∑
i=1
(
t
(n)
i − t (n)i−1
) (
t
(n)
i
)Q(
Z(1) − Z(e−si )) (Z(1) − Z(e−si ))T(t (n)i )Q∗ .
Then as Riemannian sums we get
n∑
i=1
(
t
(n)
i − t (n)i−1
) (
t
(n)
i
)Q
Z(1) Z(1)T
(
t
(n)
i
)Q∗ → ∫ 1
0
tQZ(1) Z(1)TtQ
∗
dt
almost surely, and with the same arguments as in the proof of Theorem 3.15
(
t
(n)
i
)Q
Z(e−si ) d= e−snQrQi Z(r−1i ) → 0
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almost surely as n → ∞ uniformly in i ∈ N. Altogether this shows that
e−snQMne−snQ
∗ →
∫ 1
0
tQZ(1) Z(1)TtQ
∗
dt
in distribution, concluding the proof. 
Remark 3.17. If the process {Y (t)}t0 in Assumption 3.13 additionally has stationary incre-
ments and hence is a Lévy process, condition (3.7) can be simpliﬁed to the existence of a log-
arithmic moment E[log(1 + ‖Y (1)‖)] < ∞. In this case the process {Z(t)}t0 in Lemma 3.14
is operator selfsimilar with exponent Q and with independent increments by [1, Corollary 3.5];
see also [7,11]. Consequently, if {Z(t)}t0 is proper, by Yamazato [24] the distribution of Z(t)
is absolutely continuous with respect to Lebesgue measure for every t > 0. Thus for proper Lévy
processes {Y (t)}t0 Assumption 3.13 with E[log(1 + ‖Y (1)‖)] < ∞ instead of (3.7) already
implies the assertions of Theorems 3.15 and 3.16.
Summary 3.18. Given a sample path observation from a generalized Ornstein–Uhlenbeck pro-
cess {X(t)}t0 with exponent Q ∈ GL(Rd) whose eigenvalues all have positive real part, which
is deﬁned as the unique solution of (3.8) for a seasonal noise process {Y (t)}t0 fulﬁlling the
properties of Assumption 3.13, we consider the covariance matrix of the process sample path in
logarithmic time
M(t) = 1
t
∫ t
1
X(log s)X(log s)T ds.
By Lemma 3.14 the process {X(t)}t0 is representable as X(t) = etQ
(
Z(1) − Z(e−t )) for an
operator semi-selfsimilar process {Z(t)}t0 with exponent Q and with independent increments,
giving the close connection to the previously studied processes. The proof of Theorem 3.15 shows
that the operator average t−QM(t) t−Q∗ converges in distribution to a limit which is almost
surely positive deﬁnite under the mild assumption that Z(1) has a Lebesgue density. Hence
again, as described in Summary 3.12, the random eigenvalues and corresponding orthogonal
unit eigenvectors of M(t) consistently estimate the real parts of the eigenvalues of the exponent
Q, respectively, the coordinate system corresponding to these. The latter is most important to
determine the full range of the growth behaviour.
If the observed longitudinal data X(s1), . . . , X(sn) of the process are too sparse to speak of
a sample path observation, the estimation procedure still works when replacing M(t) by the
approximating sum
Mn = 1
esn
n∑
i=1
(esi − esi−1)X(si)X(si)T,
provided that each exponential time gap esi − esi−1 is comparably small to the exponential time
esn of the last observation, as shown in Theorem 3.16.
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