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Abstract—Personality computing and affective computing,
where the recognition of personality traits is essential, have
gained increasing interest and attention in many research areas
recently. We propose a novel approach to recognize the Big Five
personality traits of people from videos. Personality and emotion
affect the speaking style, facial expressions, body movements,
and linguistic factors in social contexts, and they are affected
by environmental elements. We develop a multimodal system
to recognize apparent personality based on various modalities
such as the face, environment, audio, and transcription features.
We use modality-specific neural networks that learn to recognize
the traits independently and we obtain a final prediction of
apparent personality with a feature-level fusion of these networks.
We employ pre-trained deep convolutional neural networks such
as ResNet and VGGish networks to extract high-level features
and Long Short-Term Memory networks to integrate temporal
information. We train the large model consisting of modality-
specific subnetworks using a two-stage training process. We first
train the subnetworks separately and then fine-tune the overall
model using these trained networks. We evaluate the proposed
method using ChaLearn First Impressions V2 challenge dataset.
Our approach obtains the best overall “mean accuracy” score,
averaged over five personality traits, compared to the state-of-
the-art.
Index Terms—deep learning, Convolutional Neural Network
(CNN), Recurrent Neural Network (RNN), Long Short-Term
Memory (LSTM) network, personality traits, personality trait
recognition, multimodal information.
I. INTRODUCTION
PERSONALITY and emotions have a strong influenceon people’s lives and they affect behaviors, cognitions,
preferences, and decisions. Emotions have distinct roles in
decision making, such as providing information about pleasure
and pain, enabling rapid choices under time pressure, focusing
attention on relevant aspects of a problem, and generating
commitment concerning decisions [1]. Additionally, research
suggests that the human decision-making process can be
modeled as a two systems model, consisting of rational and
emotional systems [2]. Accordingly, emotions are part of every
decision-making process instead of simply having an effect on
these processes. Likewise, personality also has an important
effect on decision making and it causes individual differences
in people’s thoughts, feelings, and motivations. It can be
observed that there are significant relationships among attach-
ment styles, decision-making styles, and personality traits [3].
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In addition, personality relates to individual differences in
preferences, such as the use of music in everyday life [4],
[5], and user preferences in multiple entertainment domains
including books, movies, and TV shows [6]. Due to the
fact that emotion and personality have an essential role in
human cognition and perception, there has been a growing
interest in recognizing the human personality and affect and
integrating them into computing to develop artificial emotional
intelligence, which is also known as “affective computing” [7],
in combination with “personality computing” [8]. Hence, it
becomes essential to recognize the personality and emotion of
humans precisely. We present a novel multimodal framework
to recognize the apparent personality of individuals from
videos to address this problem.
A. Personality Traits
Personality can be defined as the psychological factors that
influence an individual’s patterns of behaving, thinking, and
feeling that differentiate the individual from one another [9],
[10]. The most mainstream and widely accepted framework for
personality among psychology researchers is the Five-Factor
Model (FFM) [10], [11]. FFM is a model based on descriptors
of human personality along five dimensions as a complete
description of personality. Various researchers identified the
same five factors within independent works in personality
theory [11], [12], [13]. Therefore, it is considered reliable to
define personality with FFM.
Based on the work by Costa, McCrae, and John [10], [11],
the five factors are defined as follows.
• Openness (O): Appreciation of experience and curiosity
of the unfamiliar.
• Conscientiousness (C): Level of organization and being
dependable.
• Extraversion (E): Social activity and interpersonal inter-
action.
• Agreeableness (A): Tendency to work cooperatively with
others and avoiding conflicts.
• Neuroticism (N): Emotional instability and being prone
to psychological distress.
These five factors lead to bipolar characteristics that can
be seen in individuals that score low and high on each trait,
as seen in Table I. The factors are often represented by the
acronym OCEAN.
The proposed model predicts the traits based on various
modalities including facial, ambient, audio, and transcrip-
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TABLE I: The characteristics of personality traits
Low Scorer Personality Trait High Scorer
Calm, secure Neuroticism Nervous, sensitive
Quiet, reserved Extraversion Talkative, sociable
Cautious, conventional Openness Inventive, creative
Suspicious, uncooperative Agreeableness Helpful, friendly
Careless, negligent Conscientiousness Organized, reliable
tion features. We make use of convolutional neural net-
works (CNNs) in combination with Long Short-Term Memory
(LSTM) networks in a two-stage training phase. The proposed
approach obtains state-of-the-art results using ChaLearn First
Impressions V2 (CVPR’17) challenge dataset [14].
B. Contributions
The contributions to the area of automatic recognition of
people’s apparent personality from videos are as follows:
i) A multimodal neural network architecture to recognize
apparent personality traits from various modalities such
as the face, environment, audio, and transcription fea-
tures. The system consists of modality-specific deep
neural networks that aim to predict apparent traits inde-
pendently where the overall prediction is obtained with a
fusion.
ii) Integrating the temporal information of the videos learned
by LSTM networks to the extracted spatial features with
CNNs such as facial expressions and ambient features.
iii) A two-stage training method that trains the modality-
specific networks separately in the first stage and fine-
tunes the overall model to recognize the traits accurately
in the second stage.
The rest of the paper is organized as follows. Section II
discusses the related work. Section III presents the proposed
method that effectively learns a mapping from multimodal
data to apparent personality trait vectors. Section IV shows the
results of the approach and evaluates it with different quality
aspects. Finally, Section V concludes the paper and provides
possible future research directions.
II. PERSONALITY RECOGNITION
Personality computing benefits from methods aimed towards
understanding, predicting, and synthesizing human behav-
ior [8]. The effectiveness in analyzing such important aspects
of individuals is the main reason behind the growing interest
in this topic. Automatic recognition of apparent personality
is a part of many applications such as human-computer inter-
action, computer-based learning, automatic job interviews, au-
tonomous agents, and crowd simulations [14], [15], [16], [17],
[18], [19]. Similarly, emotion is incorporated into adaptive
systems in order to improve the effectiveness of personalized
content and bring the systems closer to the users [20]. As a
result, personality and emotion-based user information is used
in many systems, such as affective e-learning [21], conversa-
tional agents [22], crowd simulations [23], and recommender
systems [24], [25], [26]. Overall, personality is usually relevant
in any system involving human behavior. Rapid advances in
personality computing and affective computing led to the re-
leases of novel datasets for apparent personality and emotional
states of people from various sources of information such
as physiological responses or video blogs [14], [27]. One
of the latest problems is recognizing five personality traits
automatically from videos of people speaking in front of a
camera.
A. Related Work
Recently, there have been many approaches to recognizing
personality traits. By analyzing the audio from spoken con-
versations [28] and based on the tune and rhythm aspects of
speech [29] it is possible to annotate and recognize the person-
ality traits or predict the speaker attitudes automatically. These
approaches demonstrate that audio information is important for
personality.
The status text of users on social networks can be uti-
lized for the recognition of personality traits [30] and it is
also possible to explore the projection of personality, espe-
cially extraversion, through specific linguistic factors across
different social contexts using transcribed video blogs and
dialogues [31]. Therefore, it is indicated that there is a strong
correlation between users’ behavior on social networks and
their personality [32].
There are methods for recognition based on combinations
of speaking style and body movements. Personality traits can
be automatically detected in social interactions from acous-
tic features encoding specific aspects of the interaction and
visual features such as head, body, and hands fidgeting [33].
Likewise, five-factor personality traits can be automatically de-
tected in short self-presentations based on the effectiveness of
acoustic and visual non-verbal features such as pitch, acoustic
intensity, hand movement, head orientation, posture, mouth
fidgeting, and eye-gaze [34]. These features can be extracted
from multimodal data in human-machine and human-human
interaction scenarios [35]. Consequently, body gestures, head
movements, facial expressions, and speech based on naturally
occurring human affective behavior leads to effective assess-
ment of personality and emotion [36].
Facial physical attributes from ambient face photographs
can be an important factor in modeling trait factor dimen-
sions underlying social traits [37]. It can be seen that valid
inferences for personality traits can be made from the facial
attributes. This is supported by experiments that are carried
out in order to evaluate personality traits and intelligence from
facial morphological features [38], to predict the personality
impressions for a given video depicting a face [39], and to
identify the personality traits from a face image [40]. A study
investigating why CNNs are very successful for automatically
recognizing personality traits of people speaking to a camera
shows that face provides the most discriminative information
for this task and CNNs primarily inspect crucial parts of the
face, such as mouth, nose, and eyes [41].
Some studies support the idea that it is human behavior
to evaluate individuals by their faces with respect to their
personality traits and intelligence since self-reported person-
ality traits can be predicted reliably from a facial image [38],
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and impressions that influence people’s behavior towards other
individuals can be accurately predicted from videos [39].
Additionally, predicting personality factors for personality-
based sentiment classification is shown to be beneficial in
the analysis of public sentiment implied in user-generated
content [42]. Because the personality has an effect on various
modalities, automatic recognition of personality traits is ac-
complished by combining multiple features in different studies
to exploit a multimodal approach [33], [39], [43], [44].
According to [45], attributes and features such as audio-
visual, text, demographic and sentiment features are essential
parts of a personality recognition system. Although multi-
modal approaches are commonly used to recognize personality
traits, relatively limited work has been done to develop a
comprehensive method utilizing a considerable amount of
informative features. In this work, we propose such a com-
prehensive method to recognize personality trait factors.
III. THE PROPOSED FRAMEWORK
In our framework, we take a video clip of a single person as
input and predict the personality traits associated with that per-
son. The proposed framework is based on learning personality
features separately using different modality-specific neural
networks, then combining those learned high-level features to
obtain a final prediction of personality traits. For this purpose,
four neural networks are trained independently to extract high-
level features, namely, ambient features, facial features, audio
features, and transcription features.
Fig. 1: The first stage of the proposed model. Subnetworks
learn to recognize personality traits based on the corresponding
input features.
In this approach, there are two stages. In the first stage, each
subnetwork is trained to obtain personality traits according
to the various input features. The flowchart illustrating this
first stage is given in Figure 1. Modality-specific networks are
trained separately because first, to make sure that each network
is able to learn corresponding features and improves the final
prediction, and second, to prevent the model to focus on only
one dominant feature in training phase. In the second stage,
trained neural networks are used as feature extractors and the
final trait scores are obtained through a fusion. The flowchart
of second stage is given in Figure 2. We elaborate on each
subnetwork in the following sections.
A. Ambient Feature-based Recognition
One of the approaches used in the proposed framework is
to recognize personality traits based on the ambient features
Fig. 2: The second stage of the proposed model. We use trained
subnetworks as feature extractors and fuse the results of them
to obtain the final score for traits.
related to the person such as surrounding objects, lighting,
and clothing. The intuition behind this approach is that those
features can influence the apparent personality of the person.
It has been demonstrated that environmental elements such as
surroundings, colors, and lighting have an effect on the mood
and perception [46]. Additionally, these features provide more
information about the video clip, which makes a deep neural
network to learn more effectively.
We first sample the frames at equal intervals of one second
because video clips can have varying frame rates and taking
consecutive frames would be inconsistent in terms of the
temporal relation of frames. Besides, for a video with a high
frame rate and long duration, the total number of frames
become quite large so training the neural networks would
be unnecessarily slow and memory intensive. With uniform
sampling, the learning process is efficient without losing
significant information. Another preprocessing operation ap-
plied to the frames is resizing. Currently, images with high
resolution such as frames of 720p or 1080p videos make
training a CNN infeasible. Because of this reason, all frames
are resized to 224×224 pixels. Color information is retained
and all of the frames have an RGB color space.
To recognize apparent personality trait factors from pre-
processed frames, first, we use a CNN. Deep Convolutional
Neural Networks (DCNN) achieve superior recognition results
on a wide range of computer vision problems [47], [48] and
they are most suitable for this task as well. We evaluate
various deep neural networks and provide comparisons. We
use a “warm start” of pretrained ResNet-v2-101 [49], trained
on ILSVRC-2012-CLS image classification dataset [50], with
fine-tuning to fit the model to the problem. ResNet is a part
of a larger model, where it corresponds to the lower layers of
the model and more layers are added on top of ResNet.
We apply the CNN to the video on a per-frame basis so
that high-level spatial features are learned. We then exploit the
temporal information between video frames. Recurrent Neural
Networks (RNNs) allow information from previous events
to persist and can connect that information to the present
event, however, it has been shown that RNNs are unable
to learn dependencies that are long-term [51], [52]. LSTM
networks are designed to address this problem and have been
demonstrated to be successful [53]. In order to integrate the
temporal information, we experiment with RNNs and various
types of LSTM networks, similar to CNNs. We use LSTM
units based on Gers et al. style of LSTM networks [54]. In
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this architecture, the LSTM network corresponds to the higher
layers of the model. Figure 3 shows the architecture of this
subnetwork.
Fig. 3: The ambient feature-based neural network.
We train this neural network to recognize personality traits
based on ambient features only. Afterward, we use all of the
trained layers in a larger model where the subnetwork will be
a component of the model.
B. Facial Feature-based Recognition
One other approach in the proposed method is to recog-
nize the traits based on facial features. It has been shown
that personality can be accurately assessed from faces [55]
and facial symmetry is associated with five-factor personality
factors [56]. Hence, it is crucial to make use of this information
in order to assess personality. Although faces are included in
the images used by the previously mentioned subnetwork, they
become too small after scaling and in order to analyze faces
properly, other parts of the images should be removed. We use
faces as the sole input of the neural network in this approach.
In order to obtain facial features, we first detect faces and
align them. One face detector that has shown to work well is
Multi-task CNN (MTCNN) [57] and we make use of MTCNN
in our method. We apply face alignment to the frames used in
the ambient feature-based subnetwork, to ensure that the time
step is consistent across different modalities. Likewise, we
scale frames after face alignment, resulting in 224×224 pixel
face images.
Because both facial features-based recognition and ambient
features-based recognition are computer vision tasks, the rest
of this process is similar. First, there is a CNN that learns
high-level spatial features per-frame basis, then a recurrent
neural network, specifically an LSTM network, integrates the
temporal information. We use ResNet-v2-101 [49] as the
CNN because it is the most effective one according to the
experiments.
The LSTM network built on top of the CNN is similar to the
one for the ambient feature-based subnetwork. We train this
neural network consisting of ResNet and LSTM units to learn
features from aligned faces and to assess the five personality
factors. Figure 4 depicts the architecture of this subnetwork.
C. Audio Feature-based Recognition
The third modality used in the proposed model is the audio.
We extract input features from the audio waveforms for the
model before using a neural network. This process is the same
as the preprocessing method used to train a VGG-like audio
Fig. 4: The facial feature-based neural network.
classification model, called VGGish [58], on a large YouTube
dataset that is a preliminary version of YouTube-8M [59]. As a
result of this process, we compute a log mel-scale spectrogram
and convert these features into a sequence of successive non-
overlapping patches of approximately one second for each
audio waveform [60].
After we obtain the audio feature patches, we use a CNN to
convert these features into high-level embeddings. The input
of CNN is 2D log mel-scale spectrogram patches where the
two dimensions represent frequency bands and frames in the
input patch. Although we tested different architectures for the
neural network, we used the pretrained VGGish model [58]
as a “warm start” and fine-tuned it in our framework. This
model outputs 128-dimensional embeddings for each log mel-
scale spectrogram patch.
Because there is a patch for each one-second interval and
embeddings are obtained from these patches, we make use of
temporal correlation before predicting the apparent personality.
This part is the same as integrating the time information in
the video for ambient feature-based and facial feature-based
subnetworks; we use an LSTM network again. Consequently,
this composition of neural networks learns to recognize per-
sonality from audio. Figure 5 shows the architecture of this
subnetwork.
Fig. 5: The audio feature-based neural network.
D. Transcription Feature-based Recognition
The last modality used in the proposed method is the
transcription of the speech of people in the videos. Psycho-
logical research has shown that personality influences the way
a person writes or talks and word use and expressions are
associated with personality [61]. For example, individuals that
score high in extraversion prefer complex, long writings and
conscientious people tend to talk more about achievements
and work [62]. These studies indicate that people with similar
personality factors are likely to use the same words and choose
similar sentiment expressions. Therefore, it is essential that
this information is analyzed to make an accurate prediction of
personality traits.
In this approach, we apply a language module to the text
features in order to compute contextualized word represen-
tations and to encode the text into high dimensional vectors
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before the learning phase. For this purpose, there are several
language models that can be applied. One particular approach
that is suitable for this subnetwork is a language module
that computes contextualized word representations using deep
bidirectional LSTM units, which is trained on one billion word
benchmark [63], called Embeddings from Language Models
(ELMo) [64]. This model outputs 1024-dimensional vector
containing a fixed mean-pooling of all contextualized word
representations. Although the model has four trainable scalar
weights, in this setting, we fix all parameters so there is no
additional training for this language module.
After obtaining the embeddings, the next step is to directly
learn to recognize personality traits from these features. At this
stage, unlike all other subnetworks, there is no LSTM network
or any other variation of RNNs because the information
related to the sequences of words is already encoded into the
embeddings through the bidirectional LSTM units in ELMo.
As a result, a few additional layers on top of this language
module are added to train a regressor neural network which
performs recognition of personality factors from transcription
features. Figure 6 depicts the architecture of this subnetwork.
Fig. 6: The transcription feature-based neural network.
IV. EXPERIMENTAL RESULTS AND EVALUATION
In this section, we present the experiments that are carried
out for the proposed method, the dataset which the model
is trained on, and the experimental results. The proposed
approach and various other alternatives are experimented with
and compared to each other, and the best performing method is
compared to the state-of-the-art. The results demonstrate that
the proposed method outperforms the current state-of-the-art.
A. Dataset
The dataset used to evaluate the proposed approach is
the ChaLearn First Impressions V2 (CVPR’17) challenge
dataset [14], which is publicly available [65]. The aim of this
challenge is to automatically recognize apparent personality
traits according to the five-factor model. The dataset for this
challenge consists of 10000 videos of people facing and speak-
ing to a camera. Videos are extracted from YouTube, they are
mostly in high-definition (1280×720 pixels), and in general,
they have an average duration of 15 seconds with 30 frames
per second. In the videos, people talk to the camera in a self-
presentation context and there is a diversity in terms of age,
ethnicity, gender, and nationality. The videos are labeled with
personality factors using Amazon Mechanical Turk (AMT), so
the ground truth values are obtained by using human judgment.
For the challenge, videos are split into training, validation and
test sets with a 3:1:1 ratio. Figure 7 shows some examples of
videos.
In the data collection process, AMT workers compared pairs
of videos and evaluated the personality factors of people in the
Openness
Conscientiousness
Extraversion
Agreeableness
Neuroticism
All personality traits together
Fig. 7: Sample videos from the training set depicting various
cases of how personality traits are perceived by humans.
videos by choosing which person is likely to have more of an
attribute than the other person for each personality factor [14].
Multiple votes per video, pairwise comparisons, and labeling
small batches of videos are used to address the problem of bias
for the labels. The final scores are obtained from the pairwise
scores by using a Bradley-Terry-Luce (BTL) model [66], while
addressing the problem of calibration of workers and worker
bias [67].
The evaluation metric is also defined by the challenge.
From the trained models, it is expected that the model outputs
continuous values for the target five personality traits in
the range of [0, 1]. These values are produced separately
for each trait, therefore there are 5 predicted values to be
evaluated. For this purpose, the “mean accuracy” over all
predicted personality trait values is computed as the evaluation
metric [14]. Accordingly, it is defined as:
A = 1− 1
N
N∑
i=1
|ti − pi| (1)
where ti are the ground truth scores and pi are the estimated
values for traits with the sum running over N videos.
In the dataset, there are in total over 2.5 million frames that
can be processed during training, and although encoded data
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size (size of videos) is about 27 gigabytes, decoded size (size
of tensors) is over 10 terabytes. Because of this large-scale
data, training CNNs and RNNs, which are computationally
intensive, with the full usage of this dataset is infeasible for
this task given the hardware used in experiments and time
limitations. Therefore sampling and resizing are applied to this
dataset prior to training the neural networks.
B. First Stage Training
The first stage consists of training each subnetwork indepen-
dently and does not give a final prediction for personality traits.
In this stage, we train the subnetworks as explained in the
proposed framework as well as some alternatives to compare
the results. We report the validation set performances of the
subnetworks in Table II. We optimize the hyperparameters for
each system and in all systems we use Adam optimizer [68].
TABLE II: The validation set performance of the subnetworks.
Subnetwork Mean Accuracy
Ambient: CNN 0.9012
Ambient: 3D-CNN 0.8962
Ambient: Inception-v2 0.9089
Ambient: ResNet-v2-101 0.9116
Face: MTCNN + Inception-v2 0.9067
Face: MTCNN + ResNet-v2-101 0.9136
Face: Dlib + Inception-v2 0.9058
Face: Dlib + ResNet-v2-101 0.9107
Audio: VGGish 0.9049
Transcription: USE T 0.8869
Transcription: ELMo 0.8872
Transcription: Skip-gram 0.8870
For visual feature-based subnetworks, we perform data aug-
mentation during training, including adjusting the brightness,
saturation, hue, and contrast of RGB images by random factors
but not randomly flipping the images. We apply feature scaling
to the input images as well because gradient descent converges
much faster with feature scaling than without it [69]. For
the neural network architecture, we use Inception-v2 [70] and
ResNet-v2-101 [49] networks, both trained on ILSVRC-2012-
CLS image classification dataset [50], in addition to a simple
CNN and a 3D-CNN. We remove the LSTM network from
the system with a 3D-CNN because we capture temporal
information through convolutions and there is no need for a
recurrent neural network. In order to train the facial feature-
based subnetwork, we perform face recognition and alignment
using two methods, Dlib face detector [71] and Multi-task
CNN face detection and alignment [57].
For the transcription-based subnetwork, in addition to
ELMo, we apply other language models to encode the tran-
scription text into high dimensional vectors that can be used
for personality recognition, such as Universal Sentence En-
coder [72] which is a model trained for natural language tasks
such as semantic similarity, text classification, and clustering,
and text embedding model based on the skip-gram version of
word2vec [73], [74]. To train the networks, we use a learning
rate of 10−4 for audio feature-based subnetwork and 10−5
for other subnetworks, and a batch size of 8 videos with 6
frames for each video resulting in 48 images for the CNNs
and 8 high-dimensional features from CNNs for the LSTM
networks. The dropout probability is 0.5.
According to the results, for the visual feature-based net-
works, we observe that ambient feature-based subnetwork
obtains a “mean accuracy” score of 0.9116 and the facial
feature-based subnetwork outperforms that by obtaining a
score of 0.9136. Audio feature-based personality recognition
is not as effective as vision feature-based recognition with
a score of 0.9049 and transcription feature-based network
gives relatively worse performance by obtaining a score of
only 0.8872. The comparison of the subnetworks is given in
Figure 8.
C. Second Stage Training
The second stage of training the model consists of combin-
ing the separately trained modality-specific neural networks to
obtain a final prediction of personality traits. For this purpose,
we modify subnetworks in order to apply early feature-level
fusion and train a larger model. We keep higher level features
such as the outputs of ResNet-v2-101 and VGGish CNNs and
the ELMo embeddings fixed while changing the outputs of
each subnetwork by applying modifications to LSTM networks
and dropping the last layer of the transcription feature-based
subnetwork. The reasoning is that instead of getting five-
dimensional outputs as the predicted personality traits from
each subnetwork, we obtain higher-dimensional features so
that the larger model can learn correlations between various
modalities. Additionally, audio feature-based subnetwork has
the tendency to overfit to the training data (see Figure 8). We
reduce the capability of this subnetwork by changing network
structures and increase the complexity of better performing
subnetworks such as visual feature-based networks. For the
evaluation, we combine modalities one by one in order to
observe the effect of each subnetwork to the final model. To
begin with, we use the ambient feature-based subnetwork and
the audio feature-based subnetwork in order to utilize both
visual and audio input. These subnetworks perform worse than
facial feature-based subnetwork separately, so we compare the
combined network to the facial feature-based subnetwork.
Fig. 8: The comparison of facial feature-based, ambient
feature-based, audio feature-based, and transcription feature-
based subnetworks.
According to the results, the score of the combined network
is 0.9163, outperforming the score of the facial feature-based
subnetwork, which is 0.9136 (see Figure 9). Therefore, it
can be observed that the multimodal network, even though
it consists of relatively underperformer networks, is able to
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give better results when compared to a model with only one
modality.
Fig. 9: The results of the simple multimodal network consist-
ing of ambient feature-based and audio feature-based subnet-
works with early fusion.
Next, we modify the model by including the facial features
in order to utilize three features. The score for the three
feature-based network is 0.9185, which is better than the two
feature-based version as expected because the facial feature-
based subnetwork is the best performing one (see Figure 10).
Fig. 10: The comparison of the two and three feature-based
networks. The two feature-based network uses ambient and
audio features and the three feature-based network uses am-
bient, audio, and facial features.
Finally, we use all features by adding the transcription input.
For this four feature-based model, we made changes to the
network by adding the inputs of LSTM cells to the outputs,
creating a residual RNN. In the finalized model, ambient
feature-based, facial feature-based and audio feature-based
subnetworks have six LSTM layers, whereas transcription
feature-based subnetwork has three fully connected layers.
For the feature-level fusion, there are 80-dimensional features
from ambient feature-based and facial feature-based subnet-
works and 20-dimensional features from audio feature-based
and transcription feature-based subnetworks. The final score
obtained from this model is 0.9188, which is the best score that
we have obtained (see Figure 11). As a result, our experiments
demonstrate that all modality-specific subnetworks contribute
to the larger model by improving the performance.
We compare the performance of the finalized model to
the state-of-the-art methods (see Table III). We observe that
the mean accuracy scores of the methods are between 0.91
and 0.92. In comparison to others, our approach obtains the
best performance in terms of mean accuracy metric. For
the individual personality traits, our method performs better
than the other methods in all but one trait (openness). Apart
Fig. 11: The comparison of the three and four feature-based
networks. The four feature-based network uses ambient, audio,
facial, and transcription features.
from the validation set performances given in Table III, NJU-
LAMDA [44] yields a mean accuracy of 0.9130 and the scores
of 0.9123 for openness, 0.9166 for conscientiousness, 0.9133
for extraversion, 0.9126 for agreeableness, and 0.9100 for
neuroticism on the test set.
TABLE III: The comparison of the validation set performance
of various approaches.
Method Mean Open. Cons. Extr. Agre. Neur.
DCC [75] 0.9122 0.9117 0.9133 0.9110 0.9158 0.9091
evolgen [76] 0.9134 0.9130 0.9136 0.9145 0.9157 0.9098
Gu¨rpınar et al. [77] 0.9147 0.9141 0.9141 0.9186 0.9143 0.9123
PML [78] 0.9155 0.9138 0.9166 0.9175 0.9166 0.9130
BU-NKU [79] 0.9170 0.9169 0.9166 0.9206 0.9161 0.9149
The proposed method 0.9188 0.9166 0.9214 0.9208 0.9189 0.9162
V. CONCLUSIONS AND FUTURE WORK
We propose a novel approach for the recognition of apparent
personality traits from videos. In our method, we use a
multimodal neural network that consists of modality-specific
CNNs to extract spatial features such as ambient features
and facial expressions, and LSTM networks to integrate the
temporal information of the videos. The modalities for the
neural network include the face, environment, audio, and
transcription features. We train the network with a two-stage
training method where the modality-specific neural networks
are trained to predict apparent traits independently in the first
stage, and the model is fine-tuned to recognize traits accurately
with a feature-level fusion of modality-specific networks in the
second stage.
First, we demonstrate that each modality-specific network
is effective for personality recognition and contributes to the
final model. To this end, we trained these networks separately
and as a result, facial feature-based network gave the best
results, followed by ambient feature-based and audio feature-
based networks, and lastly, transcription feature-based net-
work. Then, we combined the ambient feature-based and audio
feature-based networks to create a simple multimodal network
and compared this network to the facial feature-based network.
The results showed that the multimodal approach outperforms
the single modality approach. Finally, we used all modalities
to obtain the finalized neural network while the improvements
of each subnetwork were verified by the experiments. For
the final network, we obtained best results by fine-tuning
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pretrained ResNet-v2-101 network with six LSTM layers for
ambient feature-based and facial feature-based subnetworks,
using an architecture including a pretrained VGGish network
with six LSTM layers for the audio feature-based subnetwork,
and using ELMo embeddings with three fully connected layers
for the transcription feature-based network.
As future research directions, we envision that correlation
between personality, body movements, posture, eye-gaze and
emotion can be investigated to improve the performance given
by the usage of ambient, face, audio, and transcription features.
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