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Resume { Nous presentons une architecture neuronale capable d'apprendre et de reconna^tre des formes a partir d'une camera
CCD disposee sur un robot mobile. Les principes utilises pour construire l'architecture s'appuie sur des donnees neurobiologiques
notamment sur le systeme visuel des mammiferes. Ces mecanismes nous ont deja permis de realiser, avec succes, un systeme de
reconnaissance de lieux pour la navigation de robot autonome. Notre travail reprend les bases de ce systeme, fonde sur l'extraction
de vues locales et de position relative des vues, et l'etend a la reconnaissance d'objets dans les images. Une partie de l'architecture
developpee intervient pour corriger les translations des objets dans l'image, elle donne en outre une mesure de conance (point
de vue moteur) sur la reconnaissance, qui vient completer l'information donnee par la sortie reconnaissance du systeme.
Abstract { We present a neural architecture which is able to learn and recognize patterns from a CCD camera placed on a
mobile robot. The principles used to build the architecture are based on neurobiological data in particular on the visual system
of mammals. These mechanisms already allowed us to carry out, successfully, a system of recognition of places for autonomous
robot navigation. Our work is based on this system, (extraction of local views and relative position of these views), and extends it
to the recognition of objects in images. A part of the model is devoted to correct the translations of the objects in the image, and
gives moreover a measurement of condence (motor point of view) on the recognition, which comes in addition to the information
given by the output recognition of the system.
1 Introduction
Ces dernieres annees, dans le domaine de la reconnais-
sance d'objets, dierentes approches ont ete developpees.
Elles peuvent e^tre repertoriees en approches statistiques,
structurelles ou syntaxiques. En observant que le systeme
visuel des animaux ou des hommes permet de resoudre
avec rapidite toute sorte de ta^ches de reconnaissance de
formes [9], l'intere^t de construire des architectures s'ap-
puyant sur des donnees neurobiologiques et psychologiques
est manifeste. Etudier ces architectures peut nous aider a
depister et a comprendre les lacunes des techniques ac-
tuelles. Il est connu que la retine dispose d'une densite de
photorecepteurs, qui varie logarithmiquement du centre
(la fovea) vers la peripherie. Ainsi, ce n'est que dans les 1
a 2 degres d'angle du champ de vision (zone foveale) que
sont percues les hautes frequences spatiales [2]. Pour ana-
lyser nement une grande scene visuelle, notre oeil doit
alors realiser plusieurs mouvements oculaires, projetant
ainsi une portion de scene sur la zone centrale de la re-
tine.
Les dierents modeles de reconnaissance que nous avons
experimentes reprennent ce principe en focalisant successi-
vement sur des zones d'intere^ts. Par association de zones
reconnues (l'information \What") et leur position dans
l'image (l'information \Where") ces modeles construisent
une representation d'un objet. La recherche de sequences
sensori-motrices dans l'image est alors un moyen d'identi-
er une forme apprise [5] [3] [8]. Ces methodes donnent des
resultats convaincants, me^me dans le cas de scenes relati-
vement complexes venant d'une camera CCD. On peut
noter, neanmoins, que si on ne peut reproduire conve-
nablement la sequence apprise, cela entra^ne une baisse
de la conance dans l'identication [3]. Dans le modele
de Rybak et col. [8] une erreur sur la programmation
de saccades peut e^tre corrigee par un retour en arriere
en utilisant des tests d'hypotheses. An d'eviter la com-
plexite que peuvent engendrer de telles architectures, nous
avons rela^che la contrainte sur l'ordre d'exploration pour
construire la representation de l'objet. Dans notre cas,
il s'agit donc d'un ensemble de reperes visuels (les ima-
gettes) bien places les uns par rapports aux autres, qui
nous permet d'identier une forme. Plus on retrouvera
dans l'image des caracteristiques d'un objet appris, plus
on aura conance en sa reconnaissance. Le modele em-
ploye correspond a une extension d'un systeme de recon-
naissance de lieux que nous utilisons par ailleurs, pour la
navigation de robots autonomes [4]. Ce systeme s'inspire
de la navigation animale (notamment celle des rats). Il
fonctionne de la maniere suivante : le systeme isole des
amers (reperes visuels) et mesure un angle par rapport a
un referentiel absolu (le Nord d'une boussole), pour en-
n calculer la ressemblance entre la situation testee et
la situation apprise. Gra^ce a la boussole, la position (ici
angulaire) des amers reste la me^me, malgre un decalage
apparent dans l'image, lorsque le robot tourne. Suite aux
resultats concluant de cette architecture, nous avons appli-
que les me^mes principes pour la reconnaissance d'objets.
Dans ce cas precis la boussole ne peut plus e^tre utilisee.
Nous avons donc choisi de representer les positions de nos
imagettes dans un referentiel relatif a la position de la
forme au moment de son apprentissage. C'est l'objet du
module de recalage decrit en section 2.
Fig. 1: Les 7 points de focalisations les plus intenses obtenus a
l'aide du mecanisme de detection de points de courbures. Ils corres-
pondent a des coins pour des objets geometriques.
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Fig. 2: Architecture du systeme de reconnaissance.
2 Le modele
2.1 Description generale du modele
Une premiere etape dans notre architecture est aectee
a l'extraction des points d'intere^t dans l'image (gure 1).
Ceci est realise en prenant les maxima locaux de la norme
du gradient de l'image, obtenu apres convolution avec un
ltre D.O.G.
1
. Les zones d'intere^ts correspondantes (ima-
gettes), obtenues en xant un rayon donne, sont ensuite
etudiees successivement dans les autres etapes de l'archi-
tecture (gure 2). Chaque element du couple (imagette,
position d'imagette), est alors traite respectivement par
la voie \What" (haut de la gure 2) et la voie \Where"
(bas de la gure 2) de l'architecture neuronale [4].
La voie \What" du modele est composee du groupe En-
tree Visuelle EV, ou est representee en (log; ) l'imagette
courante, ainsi que de la carte associatrice RV qui fait
la Reconnaissance Visuelle de celle-ci. En eet, un neu-
rone de RV est connecte a tous les neurones de EV, et
est capable, en faisant une mesure de similarite, de s'ac-
tiver fortement pour une conguration particuliere de EV
1. ltre dierence de gaussiennes, ici \centre OFF"
(celle qu'il a apprise). La voie \Where" est composee du
groupe de neurone  et d'un module de recalage (groupes
au centre de la gure 2) de la position des informations vi-
suelles. Ce module permet de decaler l'information brute
position de l'imagette (groupe ), pour toujours la rame-
ner a la position qu'elle occupait pendant l'apprentissage
(groupe 
~
L
). L'ensemble des donnees apres exploration de
la scene est fusionne sur la carte \What" x \Where" (X).
Cette carte peut etre consideree comme une matrice : les
lignes prennent en compte l'information \What"(venant
de RV) , les colonnes l'aspect \Where" (venant de 
~
L
).
Notons N et M le nombre de neurones respectivement
sur les groupes RV et 
~
L
. La carte X aura alors N M
neurones. L'activation du neurone de X reperes matriciel-
lement par i et j s'ecrit alors :
X
ij
= RV
i
 
~
L
j
RV
i
et 
~
L
j
etant respectivement l'activite du ieme neu-
rone de RV et celle du jeme neurone de 
~
L
. Par integration
temporelle, les correspondances \What" x \Where" sur
X sont memorisees comme une simple image (groupe Re-
connaissance, Interpretation de la gure 2). Il est a noter
qu'un parametre de vigilance nous permet de distinguer
un mode apprentissage, d'un mode utilisation de l'archi-
tecture.
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Fig. 3: Fonctionnement du groupe qui fait l'Integration Motrice
(voir IM gure 2) pour une translation d'un rectangle dans l'image.
Quatre points de focalisation sont successivement (a t1 t2 t3 et t4)
utilises ici. En sommant l'ensemble des decalage en x, la bulle d'ac-
tivite ( en b)) se decale de la valeur de la translation.
2.2 Module de recalagemoteur (invariance
en translation)
Un seul module de recalage est presente sur la gure 2,
neanmoins deux modules sont necessaires dans l'architec-
ture, pour gerer les invariances en translation en x et en y.
Ce module, bien que situe dans la voie \where" necessite
l'information \what" pour recaler les positions des ima-
gettes a leur position d'origine (c'est a dire au moment de
l'apprentissage). Ce module est constitue des groupes 
L
,
, et . Le groupe 
L
qui est un simpleWTA
2
, associe
une position d'imagette donnee (neurone du groupe ) a
un neurone du groupe RV pendant l'apprentissage (vigi-
2. Winner Take All
lance forte). Lorsque la vigilance est basse (mode utilisa-
tion de l'architecture), les activites des neurones venant du
groupe  sont moins prises en comptes que celles venant
de RV (voir vigilance gure 2). Le mecanisme du WTA
permet alors d'activer la position memorisee de l'imagette
(
L
). Le WTA joue donc simplement un ro^le de memoire
de la position des imagettes. La carte  qui suit mesure
les decalages obtenus entre  et 
L
. Cette information est
integree par IM, point de focalisation apres point de fo-
calisation en sommant des gaussiennes. Dans le cas ou
chaque imagette est retrouvee a sa position initiale, l'en-
semble des reponses se somment en une me^me bulle d'ac-
tivite au centre (translation nulle g. 3 et g. 5 b). Dans
le cas ou une forme apprise est translatee dans l'image,
cette bulle se decale d'une distance correpondante (g. 3).
Finalement, on peut corriger la reponse des neurones  en
operant une translation et obtenir 
~
L
en entree de la carte
\What"x\Where".
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Fig. 4: Fusion de deux gaussiennes dans le cas ou elles sont voi-
sines (A) et dans le cas ou elles sont plus eloignees (B).
Les dierentes experiences realisees ont montre l'e-
cacite de ce module de recalage pour traiter l'invariance
en translation des objets dans l'image. En outre, l'obser-
vation de la forme de sa sortie permet d'obtenir une me-
sure de conance sur la reconnaissance : elle baisse lorsque
les activitees sont etalees et peu sommees. De plus, nous
avons observe que les transformations de type rotation
ou changement d'echelle de la forme donnaient des signa-
tures particulieres (g 5). Annuler leur eet, reviendrait
alors a retrouver une seule bulle d'activite sur le groupe.
Mais en l'etat, une valeur relativement importante de la
variance de la diusion gaussienne permet a ce simple me-
canisme de fonctionner correctement pour de faibles rota-
tions, changement d'echelle et autres deformations. Le pa-
rametre  des gaussiennes contro^le la capacite a fusionner
les maximas et a determiner la presence d'un maximum
moyen ou non (gure 4-A)). Le cas illustre sur la gure
4-B) presente une bifurcation, le systeme choisit alors un
des deux decalages proposes (ici -5 ou +5). Il est a noter
cependant, que la solution retenue pour l'integration (sur
IM) par sommation de gaussiennes peut e^tre remplacee
par une solution de type dynamique de champs neuronaux
[1, 7]. En eet, les champs neuronaux ont des proprietes
de memoire, competition/cooperation et hysteresis [6], ils
gerent ainsi, naturellement les phenomenes d'integration
et de bifurcation comme illustres sur la gure 4.
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sur un rectangle.
L'objet subit une rotation. b)c)d) Signatures du groupe IM (integra-
tion motrice : somme des decalages en de coordonnee x ici) obtenues
pour 3 rotations dierentes de l'objet (b) 0 , c) 40 et d) 70 degres).
La courbe continue donne la contribution des 4 points de focalisa-
tion.
3 Resultats
Nous avons etudie les resultats de l'architecture face a
ce que donnerait une simple correlation de l'image avec un
masque. Les resultats nous ont permis en outre de mieux
parametrer notre architecture. La gure 8 montre que le
systeme est robuste aux changements en echelle; la vue B
est reconnue me^me pour des echelles dierentes.
D'autre part, nous envisageons de mieux exploiter le mo-
dule de decalage pour predire et corriger des modications
de l'image. D'autres resultats montrent que l'architecture
est robuste aussi aux occlusions des objets dans les images
ainsi qu'a l'introduction de distracteurs. En eet, dans la
mesure ou un nombre susant de vues locales sur un ob-
jet  sont reconnues dans l'image, le systeme choisit alors
la bonne interpretation. Bien qu'encore incomplet, le sys-
teme ache notamment de bonnes performances me^me
sur des banques d'images diciles. La gure 7 presente le
taux d'erreur sur ce type de banque d'image ou l'on trouve
occlusions, distracteurs, variations de luminosite et legers
changements de perspectives, pour 8 objets appris et 50
images testees. Les objets sont des jouets (animaux en
plastique) places sur une table (gure 6).
Ici quatre architectures ont ete testees en faisant varier
le rayon de vision (rv) de l'imagette. Il s'agit de :
{ 1 l'architecture qui a ete decrite precedemment (1:
whatwhere).
{ 2 l'architecture n'utilisant que l'information recon-
naissance de l'imagette EV (2: what); la position
des imagettes n'intervient plus ici pour les represen-
tations des objets.
Fig. 6: Un objet d'une de nos banque d'image (animaux en jouet).
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Fig. 7: Mesure d'erreur (en %) pour une base de 8 objets appris et
50 images testees lorsqu'on fait varier la taille du rayon de vision
des imagettes (rv). Les 4 courbes representent les resultats pour 4
architectures dierentes utilisant:
{ 1 l'information what  where
{ 2 l'information what seule
{ 3 l'information where decalee seule
{ 3 l'information where seule
{ 3 l'architecture n'utilisant que l'information position
recalee 
~
L
(3: where+shift); Ici l'information what
sert pour le recalage en translation.
{ 4 l'architecture utilisant simplement l'information
position  (4: where); L'information de reconnais-
sance ne sert plus ici pour construire les representa-
tions des objets.
Sur cette banque, les resultats donnent un taux d'erreur
de 10% le plus faible pour l'architecture 1, lorsque le rayon
de vision vaut autour de 8
o
d'angle (rv ' 20 pixels sur la
gure 7). Pour d'autres banques d'images la valeur opti-
male du parametre rv change. En eet ce parame^tre est
tres lie a la nature des images. Ces resultats montrent qu'il
ne faut pas negliger un traitement fait a plusieurs echelles
spatiales. Cependant les performances presentees sur la -
gure 7 place toujours le fonctionnement whatwhere au
devant des autres types de fonctionnement. D'autre part,
il appara^t que l'information what apporte des informa-
tions determinantes pour la reconnaissance par rapport a
l'information where (qui n'est pas fonction de rv sur le
graphique).
Me^me si nous nous sommes limites a une architecture
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Fig. 8: a) Quelques images vues par notre robot (d: distance au
mur). b) Activites du groupe Reconnaissance en fonction de la dis-
tance au rectangle situe au mur. La vue B a ete apprise a d=195cm.
ascendante, nous souhaitons introduire dans la suite de
nos travaux des mecanismes descendants (attentionnels)
permettant au systeme d'explorer moins aleatoirement les
zones d'intere^t des images.
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