We compare models for two-phase frictional pressure drop with experimental data for pure CO 2 taken in a tube of 10 mm inner diameter. The flow was nearly adiabatic, and the mass fluxes ranged from 1058 to 1663 kg/(m 2 s), the saturation temperatures were between 3.8 and 17°C, and the vapor fractions varied from 0.099 to 0.742. Three models for frictional pressure drop were considered, namely a simple model assuming homogeneous flow, the model of Friedel, and the model of Cheng et al. The Friedel model is a curve fit to experimental data based on dimensionless groups, while the Cheng et al. model includes phenomenological sub-models. Our data indicate that the Friedel model is preferable for CO 2 -transport purposes, at least for high mass fluxes. However, for flowing vapour fractions above 0.6, the Cheng et al. model also gives good results. A reason why the Friedel model performs better when compared to our data, may be the fact that it is based on a large experimental database. Further, our mass fluxes are higher than the ones employed by Cheng et al.
Introduction
According to the Intergovernmental Panel on Climate Change (IPCC), CO 2 is the most important anthropogenic greenhouse gas. This is the motivation for the CO 2 Capture and Storage (CCS) technology, in which CO 2 is 1) captured at the power plants or from other industrial applications, 2) transported, and then 3) injected and stored in geological formations. Thus, problems related to the use of fossil fuel are reduced.
Injection of CO 2 into reservoirs for enhanced oil recovery (EOR) has been done since the 1970s. Further, there are by now eight commercial-scale CCS projects in operation around the globe for EOR (Val Verde Natural Gas Plants (USA), Enid Fertilizer (USA), Shute Creek Gas Processing Facility (USA), Great Plains Synfuels Plant and Weyburn-Midale Project (Canada), and Century Plant (USA)) and for storage in saline aquifers (Sleipner CO 2 Injection (Norway), In Salah CO 2 Storage (Algeria) 1 and Snøhvit CO 2 Injection (Norway)) and the capacity for storage is considered to be large and safe [2] . Thus, the technology of CCS is regarded as promising [3] . However, there are still several challenges in all the three fields -capture, transportation and storage. Here we consider CO 2 transportation. In CO 2 transport by pipeline, the CO 2 will often be in a single-phase dense or supercritical state. Nevertheless, two-phase flow can occur in several situations, such as during start-up, pressure release, due to intermittent supply of CO 2 , or during normal operation [4] . To calculate the flow in such situations, transient simulators need models for the frictional pressure drop, among other things. A good estimate of the pressure drop is needed in order to design the pumps (or compressors) of the pipeline system. Further, for two-phase flow of CO 2 , the fluid temperature is a function of the pressure. An overview of the state of the art regarding transient simulation of CO 2 mixtures in pipelines was given by Aursand et al. [5] .
Most of the existing flow maps and pressure-drop data for CO 2 were taken for heat exchanger applications with tubes with a hydraulic diameter in the millimeter range [6, 7, 8, 9] . In this work, based on the report of Aakenes [10] , we compare models for frictional pressure drop with experimental data for pure CO 2 taken in a tube of 10 mm inner diameter [11] . See also de Koeijer et al. [12] . Three models for frictional pressure drop were considered, namely a simple model assuming homogeneous flow, the model of Friedel [13] , and the model of Cheng et al. [9] . The Friedel model is a curve fit to experimental data based on dimensionless groups, while the Cheng et al. model includes phenomenological sub-models.
The rest of this paper is organized as follows. In Section 2, the experimental set-up is described. The employed frictional pressure-drop models are briefly presented in Section 3, while Section 4 compares experimental data with model predictions and discusses the results. Section 5 concludes the paper.
Experimental set-up
At Statoil Research Center Rotvoll in Trondheim, a CO 2 pipeline test rig is built with the purpose of understanding the physics related to transportation of CO 2 [12, 14] . The results used in this work are obtained from six steady-state two-phase pressure-drop experiments [11] .
Experimental facility
The test rig consists of a 139 m long pipe with an inner diameter of 10 mm, where the inlet is connected to a high-pressure (HP) tank and the outlet is connected to a low-pressure tank, see Figure 1 . The pressure, temperature and mass flow rates are measured by several sensors as shown in the figure. For continuous operation, a compressor and a pump are used for transporting the CO 2 back from the low-pressure tank into the high-pressure tank. 
The experiments
Six experiments have been carried out in the test rig. The experiments were run until steady state was obtained, then the pressure, temperature and mass flow rate were logged over a period of about 20 minutes. In further calculations, the average of the measurements at each location have been used. An overview of the conditions in the experiments are given in Table 1 . The experimental data can be found in Appendix A.
The following assumptions have been made in the data analysis. The position numbers in the following are referring to Figure 1 .
• The fluid is in a saturated state throughout the pipe test section (from position 1-4).
• The enthalpy is constant through the throttling valves.
• The frictional pressure drop between the HP tank and position 1 is neglected (except from the friction due to the throttling valves).
• Any heat loss between HP tank and position 1 is neglected.
• Any mixing losses at the point where the gas stream and liquid stream meet are neglected.
Further details are given in the report of Aakenes [10, Ch. 7 ]. An uncertainty analysis has been carried out [10, Ch. 8] . The estimated total uncertainty in the sensors (about 2.5 standard deviations) are listed in Table 2 .
The friction-model predictions are sensitive to the uncertainties in the measured quantities. This sensitivity has been estimated for one representative data point. All the models are the most sensitive to the flowing vapor fraction, x, and to the mass flux, G. The total sensitivity ranged from ±0.024 bar between positions 1 and 2 to ±0.121 bar between positions 1 and 4.
Frictional pressure-drop models
In a control-volume analysis of single-phase flow in a pipe, the wall-friction force will appear as an external force acting on the fluid control volume. It is typically modeled as
where the friction factor f = f (Re, ε r ) is a function of the Reynolds number, Re, and the relative pipe roughness, ε r . ρ is the density, G is the mass flux and d h is the hydraulic diameter of the pipe.
In the Friedel model [13] , the wall-friction force is calculated as
where f ko = f (Re ko , ε r ) is the friction factor calculated as if the whole flow were phase k, and
Φ is a two-phase frictional multiplicator
This is an empirical correlation based on the Froude number, Fr, Weber number, We, the gas-only and liquid-only friction factors, the two-phase homogeneous flow mixture density, gas and liquid densities, the gas and liquid viscosities, and the flowing vapor fraction (i.e. the vapor fraction based on the mass flow).
Due to space limitations, we refer to [13, 10] for details. The Cheng et al. model [9] is not only an empirical fit, but it also employs phenomenological modeling of the flow patterns occurring in the pipe. Details can be found in [9, 10] .
The homogeneous model is probably the simplest model for two-phase flow. Herein, the density, viscosity and mean velocity are calculated for the two-phase flow assuming no slip between the phases. Details can be found in [10] 
Results and discussion

Calculations
The modeled pressure-drop between location 1 and N (see Figure 1 ) is calculated the following way:
where ∆x i is the distance between location i and i + 1, and ∂p/∂x| i is the pressure gradient given by the friction model at location i. The calculations are based on saturated fluid properties predicted by NIST [16] at the pressure given by the absolute-pressure sensors at each location. The calculated ∆p 1−2 and ∆p 1−4 for each experiment are compared to the experimental pressure drop measured by PDT-41 and PDT-61, respectively (see Figure 1) .
Note that the heat flux, q , is set to 0 when using the Cheng et al. model. This is because the model does not handle the negative heat flux occuring in some of the experiments. Since the heat flux is relatively small, the error due to this assumption will be negligible.
An illustration of the flow patterns predicted by the Cheng et al. model for the four locations in each experiment is shown in Figure 2 . The flow-pattern maps are not exactly the same for every experiment and each location, this is the reason for thick transition lines.
Results
The experimental pressure drop and the pressure drop predicted by the friction model between position 1-2, and 1-4, are plotted in Figure 3 . The 45-degree line indicates where the friction model predicts the pressure drop exactly, and the two neighboring dashed lines represent the calculated relative standarddeviation (see the equation 6 and Table 3 in the following). This value can be interpreted as the uncertainty in the friction model itself. The uncertainty in the differential-pressure sensors is represented as a horizontal bar accompanied by each dot. The friction-model-input sensitivity is represented as a vertical bar accompanying each dot. As seen, the friction-model-input uncertainty and the sensor uncertainty are small compared to uncertainty in the friction model itself. Thus, the experimental uncertainty is not considered as important when deciding what friction model is the most accurate. 
Model-error estimation
The models' ability to predict the pressure drop can be represented by the relative standard deviation or the mean error.
The relative standard deviation is used by Friedel [13] and is calculated as
where
Herein, the subscript "exp" refers to the experimental value and "pred" is the predicted value. An alternative way to represent the accuracy of the friction models is by the mean error. It is used by Cheng et al. [9] and is defined asē
The mean error and the relative standard deviation have been computed, and the results are summarized in Table 3 . Only the data points for the total pressure drop (between location 1 and 4) have been used in these calculations.
Discussion
As seen from Table 3 , when considering all the present experiments, the Friedel model predicts the frictional pressure-drop the most accurately. The Cheng et al. model, on the other hand, predicts the frictional pressure-drop the least accurately. This may seem surprising, since the Cheng et al. model was developed specifically for CO 2 flows. The reason is probably that mass-flow rates in the experiments investigated in this work are much higher than what the Cheng et al. model was developed for. Thus, this is an indication that the significance of CO 2 -specific insight (which is exploited in the Cheng et al. model) may be relatively small compared to the importance of a larger database of data (which is advantage of the Friedel model). From Figure 3b , it seems like there is a large difference between how well the Cheng et al. model is able to predict the pressure drop for experiment number 4, 5, and 6 compared to 1, 2 and 3. One main difference between these two groups of experiments can be seen in Figure 2 : Experiments 4, 5 and 6 are associated with a higher flowing vapor-fraction (x =ṁ g 0.6). When only these "high flowing-vaporfraction" experiments are considered, a substantial reduction in the computed standard deviation results for the Cheng et al. model, see Table 4 . This may be a coincidence or an indication that the Cheng et al. model works better for higher vapor fractions. More experiments should be carried out to verify the indicated trend.
We will now compare the above results to those of Friedel [13] and Cheng et al. [9] .
Comparison with Friedel's results
For all the horizontal single-component two-phase flow points in Friedel's database, Friedel calculated a relative standard deviation of 32 % [13, Tab. 3] . The fact that the relative standard deviation calculated in the present work (9.7 %) is lower, shows that the results obtained for the present experiments are better than expected. This may be an indication that the Friedel correlation is a suitable model for prediction pressure drop in CO 2 flows. However, it should be emphasized we cannot make a strong conclusion based on only six experiments.
Comparison with Cheng et al.'s results
The mass flow rates in the present experiments are much higher than what the Cheng et al. model [9] was developed for. Nevertheless, the model still estimated the frictional pressure-drop well for the highflowing-vapor-fraction experiments.
Cheng et al. [9] compared 387 pressure-drop experiments for CO 2 to their own model and to the Friedel model, and found a mean error of 28.6 % and 30.9 %, respectively. This is higher than the results in the present work (19.93 % and 8.13 %), especially for the Friedel model. This may indicate that the Friedel model works better for CO 2 at higher mass flow rates than at lower mass flow rates.
Conclusions
Calculated frictional pressure drop using the Friedel model [13] , the Cheng et al. model [9] and the homogenous model have been compared with six steady-state pressure-drop experiments [11] .
• When all the six experiments are considered, the Friedel model is the most accurate with a standard deviation of 9.7 %. The Cheng et al. model is less accurate than the homogeneous model with a relative standard deviation of 57.74 % versus 29.18 %. This is an indication that the significance of CO 2 -specific insight (which is exploited in the Cheng et al. model) is relatively small compared to the importance of a larger pressure-drop database (which is advantage of the Friedel model).
• The frictional pressure drop is underestimated for all experiments when using the homogenous model, and for the low-vapor-fraction experiments when the Cheng et al. model is used.
• When only the high-flowing-vapor-fraction (above 0.6) experiments are considered, the Cheng et al. model is the most accurate, with a relative standard deviation of only 1.85 %.
• The calculated relative standard deviation for the Friedel model was 9.7 % and thus much lower than the relative standard deviation for the large pressure-drop database used by Friedel [13] (32 %). This may be an indication that the Friedel model is just as suitable for predicting the pressure drop in CO 2 as for other fluids.
• The friction-model-input sensitivity and the sensor uncertainty are small compared to the uncertainty in the friction models themselves.
It should be noted that no strong conclusions can be made based only on the present six experiments. Therefore, it would have been interesting to include more experimental data in the analysis to see if the observed trends hold more generally. In particular, it would have been of interest to compare the Friedel model and the Cheng et al. model for conditions more similar to what would be the case in typical CCS applications. That means larger pipes and the presence of impurities. Further experiments could also be performed with pure CO 2 to confirm repeatability and to increase the spectrum of results.
Appendix A. The experimental data
In the present work, experimental data from the report of Jakobsen et al. [11] has been employed, see Tables A.5 
