Abstract: We investigate the relation between discounted and average deterministic optimal control problems for nonlinear control systems. In particular we are interested in the corresponding optimal value functions. Using the concepts of Viability, Chain Controllability and Controllability a global convergence result for vanishing discount rate is obtained. Basic ingredients for the analysis are an Abelian type theorem, controllability properties of the system and the Morse decomposition of the corresponding control ow.
Introduction
In this paper we investigate the relation between average and discounted deterministic nonlinear optimal control problems for discount rate tending to zero. Whereas the relation between discounted and average integrals has already been explored more than a century ago leading to the Abelian and Tauberian theorems (see e.g. 25, Chapter 10]), corresponding results in nonlinear optimal control theory are much more recent. For stochastic optimal control problems in the Markovian setup the corresponding convergence result is almost classical, see e.g. the survey 2], or 28], where also estimates about the rate of convergence are given. The usual assumptions made in the Markovian case, however, exclude the deterministic case. In the deterministic setup, which we will consider in this paper, Colonius 8] in 1989 published a convergence result for vanishing discount rate on invariant control sets, a similar result for arbitrary control sets has been obtained in 1993 by Wirth 27] . These results have in common that assumptions on the optimal trajectories are made which are di cult to check and in general not satis ed even for simple one-dimensional systems. For invariant control sets this restriction could be removed This paper has been written while the author was a member of the Graduiertenkolleg "Nonlinear Problems in Analysis, Geometry und Physics" (GRK 283) at the Universit at Augsburg, Germany, nanced by the DFG and the State of Bavaria. Research partially supported by DFG-Grant Co 124/12-1 in 18, Theorem 2.11]. Arisawa 3] , 4] treats a similar problem (under the name ergodic problem) but from a somewhat di erent point of view: Maximal subsets of convergence of the discounted functional are characterized by introducing a controllability concept in connection with attractivity properties, where again invariance plays a crucial role. This problem goes back to Lions 24] , who studied the convergence properties of solutions of Hamilton-Jacobi equations. The name ergodic problem is motivated by the fact that for an uncontrolled system (i.e. an ordinary di erential equation) the convergence property is equivalent to the ergodicity of that system, see 3, Appendix 1]. The main purpose of this paper is to develop results without assuming invariance and without making assumptions on optimal trajectories but by assuming certain qualitative properties of the system. We obtain a global convergence result by merging estimates from three basic concepts | Viability (Section 5) allowing us to state results on extremal values of the value functions, Chain controllability (Section 6) enabling us to give estimates for all possible trajectories of the system and Controllability (Section 7), which is used in order to characterize the behaviour of certain optimal trajectories | into one global picture in Section 8. This kind of approach was inspired by the analysis of the Lyapunov spectrum of bilinear control systems as carried out in 13]. By this procedure we are also able to characterize the subsets of uniform convergence. Furthermore we present a penalizing strategy for the restriction to certain regions of the state space in Section 9. The assumptions we impose can be interpreted as robustness conditions, cp. Remark 8.5, and are generically satis ed for families of systems under an inner pair condition, cp. Remark 8. 6 . At the very heart of our analysis two tools are used: In Section 3 we thoroughly investigate the relation between discounted and average functionals using a similar technique as in 18] and 20]. This can be interpreted as a stronger version of the Abelian theorem, allowing also results on uniform convergence. In Section 4 we investigate the control ow associated to our control system (cf. 11]). Here the concept of attractivity (which is also used in 3]) ts into the general framework of dynamical systems from which we adopt the concept of Morse decompositions. Apart from the main theorem which is presented in Section 8 we have also formulated the partial results in the Sections 5{7 in a self contained way since they provide useful estimates in themselves. Throughout this paper we assume that the state space is a compact manifold M; in Section 9, however, we give some hints about how to overcome this restriction.
The applications of our results are immediate, since discounted optimal control problems enjoy a number of features that averaged ones do not have in general: The corresponding optimal value functions are Hoelder continuous and can be characterized as viscosity solution of Hamilton-Jacobi-Bellman equations (cf. 23]), the problems admit a numerical solution (cf. 6], 19]) and the construction of optimal controls in open loop and feedback form (cf. e.g. 5 
], 7] and 17]).
Nevertheless it is often desirable to solve average optimal control problems, because they can be formulated in order to determine asymptotic properties of a given control system. One example is the exponential behaviour of bi-and semilinear systems measured by Lyapunov exponents (cf. 10], 12]). The approximation by a discounted optimal control problem enables us to obtain stabilizing optimal controls of feedback type (see 17] and 20]) and to compute the whole Lyapunov spectrum numerically (cf. 18]). In particular for the analysis of the complete asymptotic behaviour of a system a global convergence result is needed; the result of the present paper in fact closes the gap in the convergence analysis in 18].
Problem statement
We consider nonlinear control systems of the type
on some compact smooth manifold M where the vector elds f i , i = 0; : : :m are assumed to be Lipschitz and the control function u( ) satis es u( ) 2 U := fu : R ! U j u( ) measurableg where U R m is compact and convex. For a given initial value x 0 2 M at time t = 0 and a given control function u( ) 2 U we denote the trajectories of (2.1) by '(t; x 0 ; u( ))
In order to de ne the optimal control problems we assume that a cost function
which is Lipschitz continuous and bounded, i.e. jg(x; u)j M g for some constant M g , is
given. Using this cost function we de ne the averaged functionals along a trajectory by J 0 (x 0 ; u( )) := lim sup Proof: Follows immediately from the preceding lemma.
Hence the goal of this paper will be to give estimates for v t 0 (x) and v t 0 (x) and characterize the situations in which the limits coincide. In particular we are interested in uniform estimates in t on certain subsets of M which then imply uniform estimates for v for small > 0. A special case for these subsets will be those where v 0 (x) = v 0 (x) = v 1 0 (x) const.
Keeping Corollary 3.5 in mind we will not | except for the main Theorem 8.4 | explicitly formulate the implications of the estimates in the following sections on v . Sometimes it will be useful to restrict the state space to some subset B M. We will denote the corresponding value functions as follows.
De nition 3.6 For a subset B M we de ne v 0 (x; B) := inffJ 0 (x; u( )) ju( ) 2 U; '(t; x; u( )) 2 B for all t 0g for those points x 2 B for which at least one trajectory exists that stays inside B.
In the same way we de ne v 0 (x; B), v 1 0 (x; B), v t 0 (x; B), v t 0 (x; B) and v (x; B).
We end this section with two lemmas showing some useful properties of averaged functionals which will be used in the next sections. 4 The control ow, ("; T )-chains and their values
As already pointed out in the introduction, the concept of attractivity forms one of the basic tools for the analysis of our problem, since this enables us to formulate results for all possible trajectories with initial values in some speci ed set. Instead of using the control system (2.1) itself we will develop these results in terms of the corresponding control ow. Although this requires some de nitions it will turn out that this procedure admits an elegant and straightforward approach to the desired results, since techniques from dynamical systems theory can be applied directly. We will start by de ning the control ow , see 11] for details.
By endowing the space U of measurable control functions with the weak -topology we obtain a compact metric space. On this space for t 2 R we de ne the right shift by : R U ! U; (t; u( )) = u( + t) This generates a continuous ow on U. Using this shift we de ne the control ow : R U M ! U M; (t; u( ); x) = ( (t; u( )); '(t; x; u( )))
In fact, this generates a continuous ow on the product space U M. For convenience of notation we abbreviate p = (u( ); x) for the elements of this product space. For a set B U M we denote by M B := fx 2 M j there exists u( ) 2 U with (u( ); x) 2 Bg the natural projection onto M. Note that the functionals J and J t 0 depend continuously on p due to the fact that f and g are a ne in u.
One of the main tools in our analysis is the concept of attractors for ows on metric spaces. In order to de ne these objects we have to de ne omega limit sets and invariance. We refer to 1] for more information about ows and dynamical systems. The domain of attraction of an attractor A is the set A(A) := X n A .
Note that a repeller is an attractor for the time reversed ow. The following Lemma on uniform attraction will be used in this section. From the assumptions on K it follows that for any point p 2 K there exists a time t p > 0 such that (t p ; p) 2Ñ. The continuity implies that (t p ;p) 2Ñ for allp in some neighborhood of p. Since K is compact we obtain that these times t p are bounded by some T 2 , hence the assertion follows with T = T 1 + T 2 .
We will now somewhat generalize the nite time average functionals by introducing ("; T)-chains and their averaged values. The basic idea is to allow small jumps between nite time trajectory pieces and de ne in mal chain values by letting these jumps tend to 0 and the time length of the trajectory pieces tend to in nity.
De nition 4.4 For p; q 2 X and "; T > 0 an ("; T)-chain is given by a number n 2 N together with points in X p 0 = p; p 1 ; : : :; p n = q and times t 0 ; : : :; t n?1 T such that d( (t i ; p i ); p i+1 ) < " for i = 0; : : :; n ? 1. The total time of a chain is given by T( ) := P n?1 i=0 t i .
We say that lies in B X if (t; p i ) 2 B for all t 2 0; t i ] and all i = 0; : : :; n ? 1. Note that this setup and hence all results in this section can be generalized to arbitrary ows on compact metric spaces and arbitrary average functionals, provided they can be written in a suitable integral form. The following equality is an immediate consequence of the previous de nitions. For certain points we can even establish a stronger relation between , J t 0 , J 0 and J 0 .
Proposition 4.6 For the in mal chain value over some compact forward invariant subset K X there exists a point p 2 K such that J t 0 (p) (K) for all t 0 and lim
In particular for this point the limit exists and J 0 (p) = J 0 (p) = (K).
Proof: By Proposition 4.5 we nd a sequence of points p k 2 K and times t k ! 1 as k ! 1 such that J t k 0 (p k ) < (K) + " k where " k ! 0 for k ! 1. Remark 4.13 Note that M i < M j implies i < j.
However, even a stronger relation to the attractor sequence can be established. 
Viable sets
We will now return to the control system (2.1) and \translate" the results from the preceding section. We start by investigating the behaviour of the value functions on viable sets for the control system 2.1, which correspond to the forward invariant sets for the control ow . Using the concept of chains we can de ne the chain control set as follows.
De nition 6.2 For then control system (2.1) a set E is called a chain control set, if (i) For all x; y 2 E and all "; T > 0 there exists a controlled ("; T)-chain from x to y (ii) For all x 2 E there exists u( ) 2 U such that '(t; x; u) 2 E for all t 2 R (iii) E is maximal with the properties (i) and (ii)
We de ne the lift M(E) U M of E by M(E) := f(u( ); x) 2 U E j '(t; x; u( )) 2 E for all t 2 Rg
The relation to the control ow is described by the following theorem. and for arbitrary E i and E j we de ne E i E j :() E i = E j or E i < E j . Proof: First observe that any chain control set is a compact viable set.
(i) follows immediately from Proposition 5.3(i) and (ii) and Theorem 6.3(iii).
(ii) Taking the in mum over u( ) in Proposition 5.3(iii) and combining Proposition 5.3(i)
with Theorem 6.3(iii) we obtain this inequality.
(iii) By Proposition 4.14 we may choose the attractor sequence in such a way that fE i j E i E j g = fE i j i jg which implies fE l j E l 6 E j g = fE l j l < jg. In addition we will give a criterion for the equality of v t 0 and v t 0 for t ! 1 for trajectories staying in these subsets. Our way to obtain these estimates is the exploitation of the controllability properties of (2.1). The basic concept in order to do this is given by the reachable and control sets.
De The maximality of the control sets guarantees that this order is well de ned. In what follows we assume that the numbering of the control sets always corresponds to this partial order. Note that the de nition of control sets requires only approximate controllability. A convenient way to avoid technical assumptions on the speed of this controllability is to assume local accessibility of (2.1), i.e. we assume that the positive and negative orbit up to any time T > 0 have nonvoid interior for all x 2 M. A su cient analytic condition for this property is the following Lie algebraic assumption, cp. 22]: Let L denote the Lie-Algebra generated by the vector elds f(x; u), u 2 U. Let L be the distribution generated by L in TM. Then Proof: Consider i; j and x; y as in the assumption. Then by Lemma 7.2 with K 1 = fyg, K 2 = fxg there exists a control function u( ) 2 U with '(t; x; u( )) = y for some t > 0. Now x " > 0 and pick a control u y ( ) 2 U such that J 0 (y; u y ( )) v 0 (y) + ". By de ning u x (s) := u(s) for all s t and u x (s) = u y (s ? t) for all s > t we obtain by Lemma 3.7 J 0 (x; u x ( )) = J 0 (y; u y ( )) v 0 (y) + "
Since " > 0 was arbitrary this proves the rst assertion.
The second and third assertion follow by the same arguments. Again by using Lemma 7. Proof: Fix " > 0. Pick an arbitrary point x 2 intD. Since v 0 j intD is constant, there exists u( ) 2 U with J 0 (x; u( )) < v 0 j intD + "=4, thus J t 0 (x; u( )) < v 0 j intD + "=4 for all t T 0 for some T 0 > 0. Now by Lemma 7.2 there exists a time T > 0 such that for any point y 2 K 1 there exists a control function u y ( ) 2 U such that '(t 0 ; y; u y ( )) = x for some t T. De ning u y (s) := u y (s) for s 2 0; t 0 ] and u y (s) := u(s ? t 0 ) for s t yields by Lemma 3.7(ii) J t 0 (y; u y ) < v 0 j intD + " for all t > T 1 for some su ciently large T 1 > 0 depending on T and T 0 . This yields the rst assertion. For x; y 2 K 2 the same construction yields v t 0 (y) < v t 0 (x) + " and also v t 0 (x) < v t 0 (y) + " which implies the third assertion. The second and fourth assertion follow by the same arguments. We have de ned the order of the chain control sets (6.1) using the order of the corresponding Morse sets and the order of the control sets (7.1) via their domains of attraction, hence these orders will not coincide in general. The following lemma shows how an equivalence of these orders can be established. Proof: Clearly D i < D j implies E i < E j without any assumptions. Hence assume E i < E j . The rst assumption is a condition on the control system itself; it is equivalent to the continuous dependence of the control sets and their domains of attraction under all arbitrarily small perturbations. If this is violated there will be at least one control set D for which the positive orbit O + (D) will change discontinuously (w.r.t. the Haussdor metric) under suitable arbitrary small perturbations, and thus for appropriately chosen cost functions g also the value of v 0 on intD will change discontinuously. So conversely if the values of v 0 on the interior of all control sets D and for all cost functions g change continuously for all arbitrary small perturbations acting on the system the rst assumption is implied. The second assumption is a condition on the value function and thus on the control system and the given cost function g. If Now we can formulate the result for the optimal control problem usingg. we can replace f(x; u) by (x)f(x; u) and the convergence result remains valid. Here K 2 becomes a compact invariant set.
Remark 9.5 For systems on a non-compact state space M this enables us to focus on a compact subset K 2 M, provided there exists a repeller for the corresponding control ow playing the role of A j 2 from the proof above. (The results of Hurley 21] for discrete time ows suggest that in general such a repeller exists.) Under this condition all results remain valid for systems with non compact state space. However, in that case the considered chain control sets must be compact and their number must be nite. A corresponding theory for non-compact or in nitely many chain control sets has not yet been developed.
