A proof is provided that a finite sequence which is balanced and uncorrelated cannot satisfy the linear recursion property expected of a randomly generated finite binary sequence. A corollary of this applies the result to PN-sequences (which additionally have optimal run statistics).
Introduction

Randomness
properties of binary sequences have been discussed in the literature since the 1950s. Three randomness postulates introduced by Golomb were for a number of years thought to characterise the set consisting of m-sequences (maximal length linear shift register sequences) and their binary complements, see [6] . The randomness postulates were applied to periodic binary sequences (of period p say) as follows:
(Rl) The disparity between the number of ones and the number of zeros in a period should not exceed 1.
(R2) In a cycle of length p the proportion of runs of length i should be equal to l/2' of the total number, as long as the number of runs so indicated exceeds 2. Furthermore for each of these lengths the number of runs of ones is equal to the number of runs of zeros.
(R3) The autocorrelation function of the sequence is two level.
Golomb called sequences which satisfy postulates (Rl), (R2) and (R3) PNsequences.
It is not difficult to show that m-sequences are PN-sequences [6] , nor is it difficult to show that PN-sequences must have period 2" -1 for some integer n > 1 [8] . The proof of this assertion relies on the fact that a binary sequence satisfying both (RI) and (R3) must be the characteristic function of a Hadamard difference set.
The linear complexity [9] of a periodic binary sequence is the length of the shortest linear recursion which can generate the entire sequence. It can be a useful measure of the unpredictability of a binary sequence. The linear complexity L of a binary sequence of period p is, in general, bounded below by the least integer exceeding the base-2 logarithm of p and bounded above by p itself. This statement may of course be improved if the form of p is known. Recently Rueppel [9] has shown that a periodic binary sequence with a randomly selected generating cycle has an expected linear complexity very close to its period.
The first major result in this paper establishes tight upper bounds on the linear complexity of finite uncorrelated sequences based on Hadamard difference sets. The result shows that such sequences cannot have generating cycles which satisfy this randomness criteria. The case of m-sequences is particularly interesting.
The linear complexity of an m-sequence of a given period actually achieves the lower bound for sequences of that period, rather than coming close to the upper bound as would be expected of a truly random sequence. Thus the result of Rueppel illustrates the inadequacy of the postulates.
As recently as 1980 Golomb was conjecturing that the postulates (Rl), (R2) and (R3) characterise the set of m-sequences together with their binary complements [7] . A counterexample to this conjecture was demonstrated more recently by Cheng [5] . To the author's knowledge this is the only known example of a PN-sequence which is not an m-sequence. The second major result of this paper establishes that no PN-sequence can possess the linear complexity expected of a random sequence. The failure of the postulates (Rl), (R2) and (R3) is discussed at greater length in [4] and will be the subject of future papers.
A linear complexity bound for certain periodic sequences
We assume some familiarity with cyclic difference sets. The reader is referred to reference [l] for an excellent introduction to the theory. The main result of this section establishes an upper bound for the linear complexities of periodic sequences generated by the characteristic functions of cyclic difference sets. The characteristic function of the u, k, A difference set D is the finite binary se-
It is well known [l] that a periodic binary sequence has a two-level autocorrelation function if and only if any generating cycle is the characteristic function of a u, k, ,I difference set. Thus by considering the linear complexities of the sequences generated by the characteristic functions of difference sets we actually consider sequences satisfying (R3).
The Hall polynomial of the difference set D = {d,, d2, . . . , dk} is defined by:
In terms of the Hall polynomial the difference set property may be stated for a u, k, A difference set (n = k-A) as:
e(x)e(x-1) = i x~-~J=~+A(~ +X+X'+ ..a +x"-')(modxU-1). (2.2) ij
The Hall polynomial of the difference set is called the period polynomial of the corresponding characteristic function.
The generating function S(X) of the infinite sequence generated by the characteristic function is precisely 0(x)/(x"+ 1). The following theorem utilises properties of the Hall polynomial to obtain bounds on the linear complexities of the sequences. 
I irs, h(x) = hl(x)h2(x) . . . h,(x), hj(X) irreducible, I~ZS t,
hj<X>+h~(x), E!;(x) = d<x>. 
Let q;(x) = (ql (x),f(x)).
Then we have (ii) A = O(mod 2), n =O(mod 2). Equation (2.2) may be stated for this case as xre(x)e*(x)=O(modxU+ 1).
(2.9)
The proof follows much as in (i), but we find
Then m(x) =f(x)/q;(x), where q;(x) = (q2(x),f(x)). The maximum linear complexity which can be achieved is deg f (x). Now v = 2't, 12 0, t odd. Whence 1 +x2' is a factor of g(x)
. Hence the maximum degree off(x) is +(v -2').
(iii) A = l(mod 2), n = l(mod 2). Equation (2.2) may be stated for this case as
x'e(x)e*(X)= 1+ 1 +x+x2+ *es +x'-'(modx'+ 1). (2.10)
First observe that 1 +x1 e*(x). Furthermore from (2.10) deduce, 1 +x'&x)Q*(x)= 1 +x+x2+ se. +x'-'(modx"+ 1).
Thus, (x'e(x)e*(x), 1 +x+x2+ ... +x"-')= 1.
It is then immediate that (e*(x), 1 fx") = 1 t-x, and applying (2.7), m(x)= 1 +x+x2+ ... +x"-' of degree u-1.
(iv) A = O(mod 2), n = l(mod 2). Equation (2.2) may be stated for this case as
It is immediate from equation (2.11) that (0*(x), 1 +x') = 1, and m(x) = 1 +x" of degree u. 0
It should be clear from the proof of the theorem that the bounds of Theorem 2.1(i), (ii) are usually tighter than indicated in the statement. The total degree of the irreducible self-reciprocal factors of 1 +x" can be deducted from u before division by 2 to obtain the best bound. The next result shows that for general u the bounds of Theorem 2.1(i), (ii) cannot be improved.
Let Q,, for prime u of the form u =4t -1, denote the quadratic residue difference set; see for example [ 11.
Theorem 2.2. The periodic sequence generated by the characteristic function of the quadratic residue difference set Q, with u a Mersenne prime (v> 7) has a linear complexity which attains the bound of Theorem 2.1(i). The sequence generated by the characteristic function of the complementary difference set Q: has a linear complexity which attains the bounds of Theorem 2.l(ii).
Proof. Let 0(x) denote the Hall polynomial of the difference set Q,. Let u-r be the degree of B(x), rz 1. Q, contains exactly one of the residues d, u-d for 1 <dl u -1 because of the property of quadratic residues. Hence 1+e(x)+e(x-1)=1+x+x2+~.~+xU-'(modx"-1).
(2.12)
Now as in the proof of Theorem 2.1 we regard all polynomials as elements of GF (2)[x] and observe 0(x-') =x'i9*(x)(mod x" + 1). Then applying equation (2.12) we write
. ..+xDP1(modx"+l). (2.13)
As an immediate consequence of equation (2.13) we obtain ((e(x),e*(x)),i+x+x2+...+~u-1)=i.
(2.14)
It is well known [3] that for a Mersenne prime u> 7 all irreducible factors of (x"+ 1)/(x+ 1) are primitive.
Furthermore these primitive factors cannot be selfreciprocal.
Thus as before we may write x0+ 1 =g(x)h(x)h*(x), but here g(x)=x+ odd. Now equation (2.14) implies that e(x) and e*(x) have no common factors in h(x)h*(x).
Hence there exists a polynomial f(x) with xU+ 1 =(x+ l)f(x)f*(x) with (x" + 1, e*(x)) =f*(x). The result for Q, then follows by applying equation (2.7), giving m(x) = (x+ l)f(x).
The result for Qt follows in much the same way. But in this case we find that 19*(x) is divisible by xs 1 and (x" + 1, B*(x)) =f*(x)(x+ 1). The result then follows applying equation (2.7) . 0
The sequences generated by the characteristic functions of Q, and Qz are called
Legendre sequences [6] . The only known Legendre sequences which satisfy (R2) (and are therefore PN-sequences) are those with period 3 and 7.
The linear complexity of PN-sequences
The linear complexity of m-sequences of period 2" -1 is of course n. The PNsequences discovered by Cheng [5] have period 127 and linear complexity 35 or 36 (the complement of a PN-sequence is also a PN-sequence). The bounds given by Theorem 2.1 are 63 and 64. Thus, although the bounds of the theorem are tight for general sequences satisfying (R3), they are not known to be tight for PN-sequences.
The existence question for PN-sequences remains open. The bounds of Theorem 2.1 considerably reduce the size of the set of periodic sequences which one must consider in a search for more PN-sequences.
The bounds might help to prove another conjecture of Golomb [7] about the so-called span-n sequences of period 2" -1 which have the property that all 2" -1 segments of length n in a generating cycle are distinct and comprise all n-tuples with the exception of n zeros. Conjecture II of [7] is that the only span-n sequences which satisfy (R3) are the m-sequences. The vast majority of span-n sequences appear to have linear complexity greater than that exhibited by (R3)-sequences.
The results of this paper show that uncorrelated periodic sequences (those satisfying (R3) and (Rl)) cannot achieve the linear complexity expected.
