The problem of approximately computing the k dominant Fourier coe cients of a vector X quickly, and using few samples in time domain, is known as the Sparse Fourier Transform (sparse FFT) problem. A long line of work on the sparse FFT has resulted in algorithms with O (k log n log(n/k )) runtime [Hassanieh et al., STOC'12] and O (k log n) sample complexity [Indyk et al., FOCS'14]. This paper revisits the sparse FFT problem with the added twist that the sparse coe cients approximately obey a (k 0 ,k 1 )-block sparse model. In this model, signal frequencies are clustered in k 0 intervals with width k 1 in Fourier space, and k = k 0 k 1 is the total sparsity.
INTRODUCTION
The discrete Fourier transform (DFT) is one of the most important tools in modern signal processing, nding applications in audio and video compression, radar, geophysics, medical imaging, communications, and many more. The best known algorithm for computing the DFT of a general signal of length n is the Fast Fourier Transform (FFT), taking O (n log n) time, which matches the trivial Ω(n) lower bound up to a logarithmic factor.
In recent years, signi cant attention has been paid to exploiting sparsity in the signal's Fourier spectrum, which is naturally the case for numerous of the above applications. By sparse, we mean that the signal can be well-approximated by a small number of Fourier coe cients. Given this assumption, the computational lower bound of Ω(n) no longer applies. Indeed, the DFT can be computed in sublinear time, while using a sublinear number of samples in the time domain [GIIS14, GST08] .
The problem of computing the DFT of signals that are approximately sparse in the Fourier domain has received signi cant attention in several communities. The seminal work of [CT06a, RV08] in compressive sensing rst showed that only k log O (1) n samples in time domain su ce to recover a length n signal with at most k nonzero Fourier coe cients. A di erent line of research on the Sparse Fourier Transform (sparse FFT), with origins in computational complexity and learning theory, has resulted in algorithms that use k log O (1) n samples and k log O (1) n runtime (i.e., the runtime is sublinear in the length of the input signal). Many such algorithms have been proposed in the literature [GL89, KM91, Man92, GGI + , AGS03, GMS05, Iwe10, Aka10, HIKP12b, HIKP12a, LWC12, BCG + 12, HAKI12, PR13, HKPV13, IKP14, IK14, Kap16, PS15]; we refer the reader to the recent surveys [GIIS14, GST08] for a more complete overview.
The best known runtime for computing the k-sparse FFT is due to Hassanieh et al. [HIKP12a] , and is given by O (k log n log(n/k )), asymptotically improving upon the FFT for all k = o(n). The recent works of [IKP14, Kap16] also show how to achieve a sample complexity of O (k log n) (which is essentially optimal) in linear time, or in time k log O (1) n at the expense of poly(log log n) factors. Intriguingly, the aforementioned algorithms are all non-adaptive. That is, these algorithms do not exploit existing samples in guiding the selection of the new samples to improve approximation quality. In the same setting, it is also known that adaptivity cannot improve the sample complexity by more than an O (log log n) factor [HIKP12a] .
Despite the signi cant gains permitted by sparsity, designing an algorithm for handling arbitrary sparsity patterns may be overly generic; in practice, signals often exhibit more speci c sparsity structures. A common example is block sparsity, where signi cant coe cients tend to cluster on known partitions, as opposed to being unrestricted in the signal spectrum. Other common examples include tree-based sparsity, group sparsity, and dispersive sparsity [BCDH10, BBC + 16, EHC15, Bac10] .
Such structured sparsity models can be captured via the modelbased framework [BCDH10] , where the number of sparsity patterns may be far lower than n k . For the compressive sensing problem, this restriction has been shown to translate into a reduction in the sample complexity, even with non-adaptive sampling. Speci cally, one can achieve a sample complexity of O (k + log |M|) with dense Gaussian measurement matrices, where M is the set of permitted sparsity patterns. Reductions in the sample complexity with other types of measurement matrices, e.g., sparse measurement matrices based on expanders, are typically less [BBC14, IR13] . Other benets of exploiting model-based sparsity include faster recovery and improved noise robustness [BCDH10, BBC14] .
Surprisingly, in stark contrast to the extensive work on exploiting model-based sparsity with general linear measurements, there are no existing sparse FFT algorithms exploiting such structure. This paper presents the rst such algorithm, focusing on the special case of block sparsity. Even for this simple sparsity model, achieving the desiderata turns out to be challenging, needing a whole host of new techniques, and intriguingly, requiring adaptivity in the sampling.
To clarify our contributions, we describe our model and the problem statement in more detail.
Model and Basic De nitions. The Fourier transform of a signal X ∈ C n is denoted by X , and de ned as
where ω n is the n-th root of unity. With this de nition, Parseval's theorem takes the form X 2 = n X 2 2 . We are interested in computing the Fourier transform of signals that, in frequency domain, are well-approximated by a block sparse signal with k 0 blocks of width k 1 , formalized as follows.
De nition 1.1 (Block sparsity). Given a sequence X ∈ C n and an even block width k 1 , the j-th interval is de ned as I j = (j − 1/2)k 1 , (j + 1/2)k 1 ∩ Z for j ∈ n k 1 , and we refer to X I j as the j-th block. We say that a signal is (k 0 ,k 1 )-block sparse if it is non-zero within at most k 0 of these intervals.
Block sparsity is of direct interest in several applications [BCDH10, BCW10] ; we highlight two examples here: (i) In spectrum sensing, cognitive radios seek to improve the utilization eciency in a sparsely used wideband spectrum. In this setting, the frequency bands being detected are non-overlapping and prede ned. (ii) Audio signals often contain blocks corresponding to di erent sounds at di erent frequencies. Such blocks may be non-uniform, and can be modeled by the (k,c) model in which k coe cients are arbitrarily spread across c di erent clusters. It was argued in [CIHB09] that any signal from the (k,c) model is also (3c,k/c)-block sparse in the uniform model.
Our goal is to output a list of frequencies and values estimating X , yielding an 2 -distance to X not much larger than that of the best (k 0 ,k 1 )-block sparse approximation. Formally, we say that the output X satis es the 2 / 2 block-sparse recovery guarantee if
for an input parameter ϵ > 0. The sample complexity and runtime of our algorithm are parameterized by the signal-to-noise ratio (SNR) of the input signal, de ned as follows.
De nition 1.2 (Tail noise and signal-to-noise ratio (SNR)). We de ne the tail noise level as
and its normalized version as µ 2 := 1 k 0 Err 2 ( X ,k 0 ,k 1 ). The signalto-noise ratio is de ned as SNR := X 2 Err 2 ( X ,k 0 ,k 1 )
.
Throughout the paper, we assume that both n and k 1 are powers of two. For n, this is a standard assumption in the sparse FFT literature. As for k 1 , the assumption comes without too much loss of generality, since one can always round the block size up to the nearest power of two and then cover the original k 0 blocks with at most 2k 0 larger blocks, thus yielding a near-identical recovery problem other than a possible increase in the SNR. We also assume that n k 1 exceeds a large absolute constant; if this fails, our stated scaling laws can be obtained using the standard FFT.
We use O * (·) notation to hide log log SNR, log log n, and log 1 ϵ factors. Moreover, to simplify the notation in certain lemmas having free parameters that will be set in terms of ϵ, we assume throughout the paper that ϵ = Ω 1 poly log n , and hence log 1 ϵ = O (log log n). This is done purely for convenience, and since the dependence on ϵ is not our main focus; the precise expressions with log 1 ϵ factors are easily inferred from the proofs. Similarly, since the low-SNR regime is not our key focus, we assume that SNR ≥ 2, and thus log SNR is positive.
Contributions.. We proceed by informally stating our main result; a formal statement is given in Section 5.2. Theorem 1.1. (Upper bound -informal version) There exists an adaptive algorithm for approximating the Fourier transform with (k 0 ,k 1 )-block sparsity that achieves the 2 / 2 guarantee for any constant ϵ = Θ(1), with a sample complexity of O * (k 0 k 1 + k 0 log(1 + k 0 ) log n) log SNR), and a runtime of O * (k 0 k 1 log 3 n + k 0 log(1 + k 0 ) log 2 n) log SNR).
Note that while we state the result for ϵ = Θ(1) here, the dependence on this parameter is explicitly shown in the formal version.
The sample complexity of our algorithm strictly improves upon the sample complexity of O (k 0 k 1 log n) (essentially optimal under the standard sparsity assumption) when log(1 + k 0 ) log SNR k 1 and log SNR log n (e.g., SNR = O (1)). Our algorithm that achieves the above upper bound crucially uses adaptivity. This is in stark contrast with the standard sparse FFT, where we know how to achieve the near-optimal O (k log n) bound using non-adaptive sampling [IKP14] . While relying on adaptivity can be viewed as a weakness, we provide a lower bound revealing that adaptivity is essential for obtaining the above gains. We again state an informal version, which is formalized in Section 6. Theorem 1.2. (Lower bound -informal version) Any non-adaptive sparse FFT algorithm that achieves the 2 / 2 sparse recovery guarantee with (k 0 ,k 1 )-block sparsity must use Ω k 0 k 1 log n k 0 k 1 samples.
To the best of our knowledge, these two theorems provide the rst results along several important directions, giving (a) the rst sublinear-time algorithm for model-based compressive sensing; (b) the rst model-based result with provable sample complexity guarantees in the Fourier setting; (c) the rst proven gap between the power of adaptive and non-adaptive sparse FFT algorithms; and (d) the rst proven gap between the power of structured (Fourier basis) and unstructured (random Gaussian entries) matrices for model-based compressive sensing.
To see that (d) is true, note that the sample complexity O (k 0 log n + k 0 k 1 ) for block-sparse recovery can be achieved nonadaptively using Gaussian measurements [BCDH10] , but we show that adaptivity is required in the Fourier setting.
Dependence of our results on SNR. The sample complexity and runtime of our upper bound depend logarithmically on the SNR of the input signal. This dependence is common for sparse FFT algorithms, and even for the case of standard sparsity, algorithms avoiding this dependence in the runtime typically achieve a suboptimal sample complexity [HIKP12b, HIKP12a] . Moreover, all existing sparse FFT lower bounds consider the constant SNR regime (e.g., [DIPW10, PW11, HIKP12a] ).
We also note that our main result, as stated above, assumes that upper bounds on the SNR and the tail noise are known that are tight to within a constant factor (in fact, such tightness is not required, but the resulting bound replaces the true values by the assumed values). These assumptions can be avoided at the expense of a somewhat worse dependence on log SNR, but we prefer to present the algorithm in the above form for clarity. The theoretical guarantees for noise-robust compressive sensing algorithms often require similar assumptions [FR13] .
Our techniques: At a high level, our techniques can be summarized as follows:
Upper bound. The high-level idea of our algorithm is to reduce the (k 0 ,k 1 )-block sparse signal of length n to a number of downsampled O (k 0 )-sparse signals of length n k 1 , and use standard sparse FFT techniques to locate their dominant values, thereby identifying the dominant blocks of the original signal. Once the blocks are located, their values can be estimated using hashing techniques. Despite the high-level simplicity, this is a di cult task requiring novel techniques, the most notable of which is an adaptive importance sampling scheme for allocating sparsity budgets to the downsampled signals. Further details are given in Section 2.
Lower bound. Our lower bound for non-adaptive algorithms follows the information-theoretic framework of [PW11] , but uses a signi cantly di erent ensemble of structured approximately blocksparse signals occupying only a fraction O 1 k 0 k 1 of the time domain. Hence, whereas the analysis of [PW11] is based on the difculty of identifying one of (roughly) n k sparsity patterns, the di culty in our setting is in non-adaptively nding where the signal is non-zero -one must take enough samples to cover the various possible time domain locations. See Section 6 for further details.
Interestingly, our upper bound uses adaptivity to circumvent the di culty exploited in this lower bounding technique, by rst determining where the energy lies, and then concentrating the rest of its samples on the "right" parts of the signal.
Notation: For an even number n, we de ne [n] := − n 2 , n 2 ∩ Z, where Z denotes the integers. When we index signals having a given length m, all arithmetic should be interpreted as returning values in [m] according to modulo-m arithmetic. For x, ∈ C and ∆ ∈ R, we write = x ± ∆ to mean | − x | ≤ ∆. The support of a vector X is denoted by supp(X ). For a number a ∈ R, we write |a| + := max{0,a} to denote the positive part of a.
Organization: The paper is organized as follows. In Section 2, we provide an outline of our algorithm and the main challenges involved. We formalize our energy-based importance sampling scheme in Section 3, and provide the corresponding techniques for energy estimation in Section 4. The block-sparse FFT algorithm and its theoretical guarantees are given in Section 5, and the lower bound is presented in Section 6. Several technical proofs are relegated to the full version of the paper [CKSZ] .
OVERVIEW OF THE ALGORITHM
One of our key technical contributions consists of a reduction from the (k 0 ,k 1 )-block sparse recovery problem for signals of length n to O (k 0 )-sparse recovery on a set of carefully-de ned signals of reduced length n/k 1 , in sublinear time.
A basic candidate reduction to O (k 0 )-sparse recovery consists of rst convolving X with a lter G whose support approximates the indicator function of the interval [−k 1 /2,k 1 /2], and then considering a new signal whose Fourier transform consists of samples of X G at multiples of k 1 . The resulting signal Z of length n/k 1 (a) naturally represents X , as every frequency of this sequence is a (weighted) sum of the frequencies in the corresponding block, and (b) can be accessed in time domain using a small number of accesses to X (if G is compactly supported; see below). This is a natural approach, but its vanilla version does not work: Some blocks in X may entirely cancel out, not contributing to Z at all, and other blocks may add up constructively and contribute an overly large amount of energy to Z . To overcome this challenge, we consider not one, but rather 2k 1 reductions: For each r ∈ [2k 1 ], we apply the above reduction to the shift of X by r · n 2k 1 in time domain, and call the corresponding vector Z r . We show that all shifts cumulatively capture the energy of X well, and the major contribution of the paper is an algorithm for locating the dominant blocks in X from a small number of accesses to the Z r 's (via an importance sampling scheme).
Formal de nitions: We formalize the above discussion in the following, starting with the notion of a at lter.
De nition 2.1 (Flat lter). A sequence G ∈ R n with Fourier transform G ∈ R n symmetric about zero is called an (n,B, F )at lter if
The following lemma, proved in the full version [CKSZ] , shows that such a lter exists with O (F B) support in time domain.
Lemma 2.1. (Compactly supported at lter) Fix the integers (n,B, F ) with n a power of two, B < n, and F ≥ 2 an even number. There exists an (n,B, F )at lter G ∈ R n , which (i) is supported on a length-O (F B) window centered at zero in time domain, and (ii) has a total energy satisfying
Throughout the paper, we make use of the lter construction from Lemma 2.1, except where stated otherwise. To ease the analysis, we assume that G and G are pre-computed and can be accessed in O (1) time. Without this pre-computation, evaluating G is non-trivial, but possible using semi-equispaced Fourier transform techniques (cf., Section 4.2).
With the preceding de nition, the set of 2k 1 downsampled signals is given as follows.
De nition 2.2 (Downsampling). Given integers (n,k 1 ), a parameter δ ∈ 0, 1 20 , and a signal X ∈ C n , we say that the set of signals
for an n, n k 1
, F -at lter with F = 10 log 1 δ and support O F n k 1 , where we de ne X r i = X i+a r with a r = nr 2k 1 . Equivalently, in frequency domain, this can be written as
by the convolution theorem and the duality of subsampling/aliasing.
By the assumption of the bounded support of G, along with the choice of F , we immediately obtain the following lemma, showing that we do not signi cantly increase the sample complexity by working with {Z r } r ∈[2k 1 ] as opposed to X itself.
This idea of using 2k 1 reductions xes the above-mentioned problem of constructive and destructive cancellations: The 2k 1 reduced signals Z r (r ∈ [2k 1 ]) cumulatively capture all the energy of X well. That is, while the energy | Z r j | 2 2 can vary signi cantly as a function of r , we can tightly control the behavior of the sum r ∈[2k 1 ] | Z r j | 2 2 . This is formalized in the following.
Lemma 2.3. (Downsampling properties) Fix (n,k 1 ), a parameter δ ∈ 0, 1 20 , a signal X ∈ C n , and a (k 1 ,δ )-downsampling {Z r } r ∈[2k 1 ] of X . The following conditions hold:
The proof is given in the full version [CKSZ] . Location via sparse FFT: We expect each Z r (r ∈ [2k 1 ]) to be approximately O (k 0 )-sparse, as every block contributes primarily to one downsampled coe cient. At this point, a natural step is to run O (k 0 )-sparse recovery on the signals Z r to recover the dominant blocks. However, there are too many signals Z r to consider! Indeed, if we were to run O (k 0 )-sparse recovery on every Z r , we would recover the block locations, but at the cost of O (k 0 k 1 log n) samples. This precludes any improvement on the vanilla sparse FFT.
It turns out, however, that it is possible to avoid running a k 0sparse FFT on all 2k 1 reduced signals, and to instead allocate budgets to them, some of which are far smaller than k 0 , and some of which may be zero. This will be key in reducing the sample complexity.
Before formally de ning the budget allocation procedure, we present the following de nition and lemma, showing that we can use less samples to identify less of the dominant coe cients of a signal, or more samples to identify more dominant coe cients.
De nition 2.3. (Covered frequency)
Given an integer m, a fre-
guarantees -informal version) There exists an algorithm such that if a signal X ∈ C n , a set of budgets {s r } r ∈[2k 1 ] , and a con dence parameter p are given to it as input, then it outputs a list that, with probability at least 1 − p, contains any given j ∈ [ n k 1 ] that is covered by s r in Z r for some
The formal statement and proof are given in the full version [CKSZ] , and reveal that s r essentially dictates how many buckets we hash Z r into in order to locate the dominant frequencies (e.g., see [HIKP12a, IKP14] ).
Hence, the goal of budget allocation is to approximately solve the following covering problem: for a suitable constant α ∈ (0, 1), where s r is the budget allocated to Z r , and X * is the best (k 0 .k 1 )-block sparse approximation of X . That is, we want to minimize the total budget while accounting for a constant proportion of the signal energy.
Challenges in budget allocation: Allocating the budgets is a challenging task, as each block in the spectrum of the signal may have very di erent energy concentration properties in time domain, or equivalently, di erent variations in | Z r j | 2 as a function of r . To see this more concretely, in Figure 1 , we show three hypothetical examples of such variations, in the case that k 0 = 2k 1 = 6 and all of the blocks have equal energy, leading to equal column sums.
In the rst example, each block contributes to a di erent Z r , and thus the blocks could be located by running 1-sparse recovery separately on the 2k 1 signals. In stark contrast, in the second example, each block contributes equally to each Z r , so we would be much better o running k 0 -sparse recovery on a single (arbitrary) Z r . Finally, in the third example, the best budget allocation scheme is completely unclear by inspection alone! We need to design an allocation scheme to handle all of these cases, and to do so without even knowing the structure of the matrix.
While the examples in Figure 1 may seem arti cial, and are not necessarily feasible with the exact values given, we argue in the full version [CKSZ] that situations exhibiting the same general behavior are entirely feasible.
Importance sampling: Our solution is to sample r values with probability proportional to an estimate of Z r 2 2 , and sample sparsity budgets from a carefully de ned distribution (see Section 3, Algorithm 1). We show that su ciently accurate estimates of Z r 2 2 for all r ∈ [2k 1 ] can be obtained using O (k 0 k 1 ) samples of X via hashing techniques (cf., Section 4); hence, what we are essentially doing is using these samples to determine where most of the energy of the signal is located, and then favoring the parts of the signal that appear to have more energy. This is exactly the step that makes our algorithm adaptive, and we prove that it produces a total budget in (3) of the form O (k 0 log(1 + k 0 )), on average.
Ideally, one would hope to solve (3) using a total budget of O (k 0 ), since there are only k 0 blocks. However, the log(1 +k 0 ) factor is not an artifact of our analysis: We argue in the full version [CKSZ] that very di erent techniques would be needed to remove it in general. Speci cally, we design a signal X for which the optimal solution to (3) indeed satis es r ∈[2k 1 ] s r = Ω(k 0 log(1 + k 0 )).
Iterative procedure and updating the residual: The techniques described above allow us to recover a list of blocks that contribute a constant fraction (e.g., 0.9) of the signal energy. We use O (log SNR) iterations of our main procedure to reduce the SNR to a constant, and then achieve (1 + ϵ )-recovery with an extra "cleanup" step. Most of the techniques involved in this part are more standard, with a notable exception: Running a standard sparse FFT with budgets s r on the reduced space (i.e., on the vectors Z r ) is not straightforward to implement in k 0 k 1 poly(log n) time when Z r are the residual signals. The natural approach is to subtract the current estimate χ of X from our samples and essentially run on the residual, but subtraction in k 0 k 1 poly(log n) time is not easy to achieve. Our solution crucially relies on a novel block semi-equispaced FFT (see Section 4.2), and the idea of letting the location primitives in the reduced space operate using common randomness.
LOCATION VIA IMPORTANCE SAMPLING
As outlined above, our approach locates blocks by applying standard sparse FFT techniques to the downsampled signals arising from De nition 2.2. In this section, we present the techniques for assigning the corresponding sparsity budgets (cf., (3)).
We use a novel procedure called energy-based importance sampling, which approximately samples r values with probability proportional to Z r 2 . Since these energies are not known exactly, we instead sample proportional to a general vector γ = (γ 1 , . . . ,γ 2k 1 ), where we think of γ r as approximating Z r 2 . The techniques for obtaining these estimates are deferred to Section 4.
The details are shown in Algorithm 1, where we repeatedly sample from the distribution w r q , corresponding to independently sampling r proportional to γ r , and q from a truncated geometric distribution. The resulting sparsity level to apply to Z r is selected to be s r = 10 · 2 q . According to De nition 2.3, s r = 10 · 2 q covers any given fre-
The intuition behind sampling q proportional to 2 −q is that this gives a high probability of producing small q values to cover the heaviest signal components, while having a small probability of producing large q values to cover the smaller signal components. We only want to do the latter rarely, since it costs signi cantly more samples.
Algorithm 1 Procedure for allocating sparsity budgets to the downsampled signals
We rst bound the expected total sum of budgets returned by B
A .
Lemma 3.1. (B A budget guarantees) For any integers k 0 and k 1 , any positive vector γ ∈ R 2k 1 , and any parameters p ∈ 0, 1 2 and δ ∈ (0, 1), if the procedure B A in Algorithm 1 is run with inputs (γ ,k 0 ,k 1 ,δ ,p), then the expected value of the total sum of budgets returned, {s r } r ∈[2k 1 ] , satis es
Each time a new (r ,q) pair is sampled, the sum of the s r values increases by at most 10 · 2 q , and hence the overall expected sum is upper bounded by the number of trials 10k 0 log 1 p times the expected value of 10 · 2 q for a single trial:
where the second line follows from the de nition of w r q , and the third follows from δ
Runtime: Note that sampling from w r q amounts to sampling q and r values independently, and the corresponding alphabet sizes are O log k 0 δ and O (k 1 ) respectively. The stated runtime follows since we take O k 0 δ log 1 p samples, and sampling from discrete distributions can be done in time linear in the alphabet size and number of samples [HMM93] . The second loop in Algorithm 1 need not be done explicitly, since the maximum q value can be updated after taking each sample.
As we discussed in Section 2, the log k 0 term in the number of samples would ideally be avoided; however, in the full version [CKSZ] , we provide an example for which even the optimal solution to (3) contains this factor.
We now turn to formalizing the fact that the budgets returned by B
A are such that most of the dominant blocks are found. To do this, we introduce the following notion. De nition 3.1 (Active frequencies). Given (n,k 0 ,k 1 ), a signal X ∈ C n , a parameter δ ∈ (0, 1), and a (k 1 ,δ )-downsampling {Z r } r ∈[2k 1 ] of X , the set of active frequenciesS is de ned as S = j ∈ n k 1 :
Observe that if γ r = Z r 2 2 , this reduces to r ∈[2k 1 ] | Z r j | 2 ≥ δ · To formalize and generalize this intuition, the following lemma states that the frequencies withinS account for most of the energy in X , as long as each γ r approximates Z r 2 2 su ciently well. Lemma 3.2. (Properties of active frequencies) Fix (n,k 0 ,k 1 ), a parameter δ ∈ 0, 1 20 , a signal X ∈ C n , and a (k 1 ,δ )-downsampling {Z r } r ∈[2k 1 ] of X . Moreover, x an arbitrary set S * ⊆ n k 1 of cardinality at most 10k 0 , and a vector γ ∈ R 2k 1 satisfying
Fix the set of active frequenciesS according to De nition 3.1, and de ne the signal XS to equal X on all intervals {I j ; j ∈S } (see De nition 1.1), and zero elsewhere. Then X S * \S 2 2 ≤ 100
The proof of Lemma 3.2 is given in the full version [CKSZ] .
What remains is to show that if j is active, then j is covered by some s r in Z r with high constant probability upon running Algorithm 1. This is formulated in the following.
Lemma 3.3. (B
A covering guarantees) Fix (n,k 0 ,k 1 ), the parameters δ ∈ (0, 1) and p ∈ 0, 1 2 , a signal X ∈ C n , and a (k
Suppose that B A in Algorithm 1 is run with inputs (γ ,k 0 ,k 1 ,δ ,p), and outputs {s r } r ∈[2k 1 ] . Then for any active j (i.e., j ∈S as per De nition 3.1), the probability that there exists some r ∈ [2k 1 ] such that j is covered by s r in Z r is at least 1 − p.
P
. Recall from De nition 2.3 that if a pair (r ,q) is sampled in the rst loop of B A , then j is covered provided that | Z r j | 2 ≥ Z r 2 2 10·2 q . We therefore de ne
and note that the event described in the lemma statement is equivalent to some pair (r ,q) being sampled with q r j ≤ q. Note that due to the range of q from which we sample (cf., Algorithm 1), this can only occur if q r j ≤ log 2 10k 0 δ . Taking a single sample: We rst compute the probability of being covered for a single random sample of (q,r ), denoting the corresponding probability by P 1 [·]. Recalling from line 4 of Algorithm 1 that we sample from w r q =
where the third line follows since δ ≤ 1 and hence δ/(10k 0 ) ≤ 1 2 . Bounding the rst term in (7): Observe from (6) that 2 −q r j ≥ 1 2 10 | Z r j | 2 Z r 2 2 , and recall the de nition of being active in (4). Combining these, we obtain the following when j is active:
where the last inequality follows from the assumption on γ 1 in the lemma statement.
Bounding the second term in (7): We have
Hence, we deduce from (7) that P 1 [j covered] ≥ δ 5k 0 . Taking multiple independent samples: Since the sampling is done 10 δ k 0 · log 1 p times independently, the overall probability of an active block j being covered satis es
where we have applied the inequality 1 − ζ ≤ e −ζ for ζ ≥ 0.
The Complete Location Algorithm
In Algorithm 2, we give the details of M B L , which performs the above-described energy-based importance sampling procedure, runs the sparse FFT location algorithm with the resulting budgets, and returns a list L containing the identi ed block indices. M B L calls two primitives that are de ned later in the paper, but whose precise details are not needed in order to understand the location step:
• E E (see Section 4.4) provides us with a vector γ providing a good approximation of each Z r 2 2 , i.e., satisfying the preconditions of Lemmas 3.2 and 3.3; • L R S (see Appendix A) accepts the sparsity budgets {s r } and runs a standard s r -sparse fast FFT algorithm on each downsampled signal Z r to locate the dominant block indices.
Note that in addition to X , these procedures accept a second signal χ ; this becomes relevant when we iteratively run the block sparse FFT (cf., Section 5), representing previously-estimated components that are subtracted o to produce a residual.
The required guarantees on L R S are given in Lemma 2.4 (formalized in Appendix A), and in order to prove our main result on M B L , we also need the following lemma ensuring that we can compute energy estimates satisfying the preconditions of Lemmas 3.2 and 3.3; the procedure and proof are presented in Section 4.4.
Lemma 3.4. (E E guarantees) Given (n,k 0 ,k 1 ), the signals X ∈ C n and χ ∈ C n with X − χ 2 2 ≥ 1 poly(n) χ 2 , and the parameter δ ∈ 1 n , 1 20 , the procedure E E (X , χ ,n,k 0 ,k 1 ,δ ) returns a vector γ ∈ R 2k 1 such that, for any given set S * of cardinality at most 10k 0 , we have the following with probability at least 1 2 :
, and the runtime is O ( k 0 k 1 δ 2 log 2 1 δ log 2 n). return L
We are now in a position to provide our guarantees on M B L , namely, on the behavior of the list size, and on the energy that the components in the list capture. Note that the output of M B L is random, since the same is true of E E , B A , and L R S .
Lemma 3.5. (M B L guarantees) Given (n,k 0 ,k 1 ), the parameters δ ∈ 1 n , 1 20 and p ∈ 1 n , 1 2 , and the signals X ∈ C n and χ ∈ C n with χ 0 uniformly distributed over an arbitrarily length-χ 2 poly(n) interval, the output L of the function M B L (X , X ,k 1 ,k 0 ,n,δ ,p) has the following properties for any set S * of cardinality at most 10k 0 :
Moreover, if χ is (O (k 0 ),k 1 )-block sparse, and we have δ = Ω 1 poly(log n) and p = Ω 1 poly(log n) , then the expected sample complexity is O * k 0 δ log(1 + k 0 ) log n + k 0 k 1 δ 2 , and the expected runtime is O * k 0 δ log(1 + k 0 ) log 2 n + k 0 k 1 δ 2 log 2 n + k 0 k 1 δ log 3 n .
P . First claim: Note that in each iteration of the outer loop when we run B
A (γ ,k 0 ,k 1 ,δ , 1 2 δp), Lemma 3.1 implies that for any t, the following holds true:
r is the r -th entry of the budget allocation vector s t at iteration t. Therefore,
We now apply Lemma 2.4, which is formalized in Appendix A; the assumption max r ∈[2k 1 ] s r = O k 0 δ therein is satis ed due to the range of q from which we sample in B A . We set the target success probability to 1 − 1 2 δp, which guarantees that the size of the list returned by the function L R S is O r ∈[2k 1 ] s r log 1 δ p . Therefore, by (8), we have
yielding the rst statement of the lemma. Second claim: Let X = X − χ , and consider the set S * given in the lemma statement, and an arbitrary iteration t. By Lemma 3.4 in Section 4.4 (also stated above), the approximate energy vector γ in any given iteration of the outer loop satis es with probability at least 1 2 . When this is the case, the vector γ meets the requirements of Lemmas 3.2 and 3.3. That means that the probability of having an energy estimate γ that meets these requirements in at least one iteration is lower bounded by 1 − ( 1 2 ) 10 log 1 p ≥ 1 − p. We now consider an arbitrary iteration in which the above conditions on γ are satis ed. We write j ∈S * \L
The second term is bounded by j ∈S * \(S ∪L)
by Lemma 3.2, which uses the rst condition on γ in (9). We continue by calculating the expected value of the rst term in (10) with respect to the randomness of B A and L R S :
We thus consider the probability P[j L] for an arbitrary j ∈S. If j ∈ S, then by Lemma 3.3 and the choice of the nal parameter of 1 2 δp passed to B A , there is at least one r ∈ [2k 1 ] such that j is covered, with probability at least 1− 1 2 δp. We also know from Lemma 2.4 that the failure probability of L R S for some covered j is at most 1 2 δp. A union bound on these two events gives P j L ≤ δp, ∀j ∈S.
Hence, we deduce from (12) that E j ∈(S * ∩S )\L
and Markov's inequality gives j ∈(S * ∩S )\L
with probability at least 1 − p. Combining with (10)-(11), and using the assumption δ ≤ 1 20 to write δ ≤ 100 √ δ , we complete the proof. Sample complexity and runtime: There are two operations that use samples. The rst is the call to E E , which costs O ( k 0 k 1 δ 2 log 2 1 δ ) by Lemma 3.4. The second is the call to L R S ; by Lemma 2.4, with δp in place of p, this costs O r ∈[2k 1 ] s r log 1 δ p log 1 δ log n samples (recall that χ is (O (k 0 ),k 1 )-block sparse by assumption), which is O |L| log 1 δ p log 1 δ log n . Adding these contributions and averaging over |L| gives the desired result; the log 1 p and log 1 δ factors are hidden in the O * (·) notation, since we have assumed that δ and p are Ω 
ENERGY ESTIMATION
In this section, we provide the energy estimation procedure used in the M B L procedure in Algorithm 2, and prove its guarantees that were used in the proof of Lemma 3.5. To do this, we introduce a variety of tools needed, including hashing and the semi-equispaced FFT. While such techniques are well-established for the standard sparsity setting [IKP14] , applying the existing semiequispaced FFT algorithms separately for each Z r in our setting would lead to a runtime of k 0 k 2 1 poly(log n). Our techniques allow us to compute the required FFT values for all r in k 0 k 1 poly(log n) time, as we detail in Section 4.2.
Hashing Techniques
The notion of hashing plays a central role in our estimation primitives, and in turn makes use of random permutations.
De nition 4.1 (Approximately pairwise-independent permutation). Fix n, and let π : [n] → [n] be a random permutation. We say that π is approximately pairwise-independent if, for any i,i ∈ [n] and any integer t, we have P[|π (i) − π (i )| ≤ t] ≤ 4t n .
It is well known that such permutations exist in the form of a simple modulo-n multiplication; we will speci cally use the following lemma from [IK14] .
Lemma 4.1. (Choice of permutation [IK14, Lemma 3.2]) Let n be a power of two, and de ne π (i) = σ · i, where σ is chosen uniformly at random from the odd numbers in [n]. Then π is an approximately pairwise-independent random permutation.
We now turn to the notion of hashing a signal into buckets. We do this by applying the random permutation from Lemma 4.1 along with a random shift in time domain, and then applying a suitable lter according to De nition 2.1. (n,B) , parameters σ , ∆ ∈ [n], and the signals X ∈ C n and G ∈ C n , we say that U ∈ C B is an
De nition 4.2 (Hashing). Given integers
Moreover, we de ne the following quantities:
• π (j) = σ · j, representing the approximately pairwise random permutation; • h(j) = round j B n , representing the bucket in [B] into which a frequency j hashes;
• o j (j ) = π (j ) − h(j) n B , representing the o set associated with two frequencies (j, j ).
With these de nitions, we have the following lemma, proved in the full version [CKSZ] . Note that here we write the exact Fourier transform of U as U * , since later we will use U for its near-exact counterpart to simplify notation. Fix (n,B) and the signals X ∈ C n and G ∈ C n with the latter symmetric about zero. If U is an (n,B,G,σ , ∆)-hashing of X , then its exact Fourier transform U * is given by
Semi-Equispaced FFT
One of the steps of our algorithm is to take the inverse Fourier transform of our current estimate of the spectrum, so that it can be subtracted o and we can work with the residual. The semiequispaced inverse FFT provides an e cient method for doing this, and is based on the application of the standard inverse FFT to a ltered and downsampled signal. 
We start by describing an existing technique of this type for standard sparsity; the details are shown in the procedure S E I FFT in Algorithm 3, and the resulting guarantee from [IKP14, Sec. 12] is stated as follows. 2 (ii) Given additional parameters σ , ∆ ∈ [n] with σ odd, it is possible to compute a set of values {Y j } for all j equaling σ j + ∆ for some j with |j | ≤ k/2, with the same runtime and approximation guarantee.
For the block-sparse setting, we need to adapt the techniques of [IKP14] , making use of a two-level scheme that calls S E I FFT. The resulting procedure, S E I B FFT, is described in Algorithm 3. The main result of the procedure is the following analog of Lemma 4.3. 
(ii) Given two additional parameters σ , ∆ ∈ n k 1 with σ odd, it is possible to compute a set of values Y r j for all r ∈ [2k 1 ] and j equaling σ j + ∆ (modulo n k 1 ) for some |j | ≤ k 0 2 , with the same runtime and approximation guarantee.
The proof is given in the full version [CKSZ] .
Remark 4.1. When applying the preceding lemmas, the signal sparsity and the number of values we wish to estimate will not always be identical. However, this can immediately be resolved by letting the parameter k or k 0 therein be the maximum of the two.
Combining the Tools
In Algorithm 4, we describe two procedures combining the above tools. The rst, H T B , accepts the signal X and its current estimate χ , uses S E I FFT to approximate the relevant entries of χ , and computes a hashing of X − χ as per De nition 4.2. The second, H T B R , is analogous, but instead accepts a (k 1 ,δ )-downsampling of X , and uses S E I B
FFT. It will prove useful to allow the function to hash into a di erent number of buckets for di ering r values, and hence accept {G r } r ∈[2k 1 ] and {B r } r ∈[2k 1 ] as inputs. For simplicity, Algorithm 4 states the procedures without precisely giving the parameters passed to the semi-equispaced FFT, but the details are given in the proof of the following. (ii) Fix (n,k 0 ,k 1 ) and the parameters ({B r } r ∈[2k 1 ] , F ,δ ). For each r ∈ [2k 1 ], x an n k 1 ,B r , F -at lter G r supported on an interval of length O (F B r ). Moreover, x a signal X ∈ C n and its (k 1 ,δ )downsampling {Z r } r ∈[2k 1 ] with δ ∈ 1 n , 1 20 , and a (k 0 ,k 1 )-block sparse signal χ . For any (σ , ∆), the procedure H T B R with arguments
where U * r is the exact Fourier transform of the n 
Remark 4.2. We consider c in Lemma 4.5 to be a large absolute constant. Speci cally, various results make assumptions such as X − χ 2 ≥ 1 poly(n) χ 2 , and the results hold true when c is suciently large compared to implied exponent in the poly(n) notation. Essentially, the n −c error term is so small that it can be thought of as zero, but we nevertheless handle it explicitly for completeness.
Estimating Downsampled Signal Energies
We now come to the main task of this section, namely, approximating the energy of each Z r . To do this, we hash into B = 4 δ 2 · k 0 buckets (cf., De nition 4.2), and form the estimate as the energy of the hashed signal. The procedure is shown in Algorithm 5.
Before stating the guarantees of Algorithm 5, we provide the following lemma characterizing the approximation quality for an exact hashing of a signal, as opposed to the approximation returned by H T B R . Intuitively, the rst part states that we can accurately estimate the top coe cients well without necessarily capturing the noise, and the second part states that, in expectation, we do not over-estimate the total signal energy by more than a small constant factor.
Algorithm 5 Procedure for estimating energies of downsampled signals 1: procedure E E (X , χ ,n,k 0 ,k 1 ,δ ) 2: m,B) , the parameters δ ∈ 0, 1 20 and F ≥ 10 log 1 δ , and the signal Y ∈ C m and (m,B, F )at lter H (cf., De nition 2.1). Let U be an (m,B,H ,σ , ∆)-hashing of Y for uniformly random σ , ∆ ∈ [m] with σ odd, and let π (·) be de ned as in De nition 4.2. Then, letting U * denote the exact Fourier transform of U , we have the following:
(1) For any set S ⊂ [m],
The proof is given in the full version [CKSZ] . We now present the following lemma, showing that the procedure E E provides us with an estimator satisfying the preconditions of Lemmas 3.2 and 3.3.
Lemma 3.4 (E E guarantees -re-stated from Section 3.1) Given (n,k 0 ,k 1 ), the signals X ∈ C n and χ ∈ C n with X − χ 2 2 ≥ 1 poly(n) χ 2 , and the parameter δ ∈ 1 n , 1 20 , the procedure E E (X , χ ,n,k 0 ,k 1 ,δ ) returns a vector γ ∈ R 2k 1 such that, for any given set S * of cardinality at most 10k 0 , we have the following with probability at least 1 2 :
(
Moreover, if χ is (O (k 0 ),k 1 )-block sparse, then the sample complexity is O ( k 0 k 1 δ 2 log 2 1 δ ), and the runtime is O ( k 0 k 1 δ 2 log 2 1 δ log 2 n). P . We start by considering the case that the call to H T B R is replaced by an evaluation of the exact hashing sequence U * r , i.e., De nition 4.2 applied to Z r resulting from the (k 1 ,δ )-downsampling of X − χ . In this case, by applying Lemma 4.6 with Y = Z r , B = 4 δ 2 k 0 and S = S * (and hence |S | ≤ 10k 0 ), the right-hand side of the rst claim therein becomes (5δ + ( 15 4 + 2)δ 2 ) Z r 2 2 ≤ 6δ Z r 2 2 , since δ ≤ 1 20 . By applying the lemma separately for each r ∈ [2k 1 ] with Y = Z r , and summing the corresponding expectations in the two claims therein over
We apply Markov's inequality with a factor of 6 in the former and 3 in the latter, to show that the quantities γ * r = U * r 2 2 satisfy
with probability at least 1/2. In the full version [CKSZ] , we show that incorporating the polynomially small error of the semiequispaced FFT into (15)-(16) yields the two claims of the lemma. Sample complexity and runtime: The only step that uses samples is the call to H T B R . By Lemma 4.5 and the choices B = 4 δ 2 k 0 and F = 10 log 1 δ , this uses O k 1 F B log 1 δ = O ( k 0 k 1 δ 2 log 2 1 δ ) samples per call. The time complexity follows by the same argument along the assumption that χ is (O (k 0 ),k 1 )-block sparse, with an additional log 2 n factor following from Lemma 4.5. Note that the call to H T B R dominates the computation of γ r , which is O (k 1 B),
BLOCK-SPARSE FOURIER TRANSFORM
In this section, we combine the tools from the previous sections to obtain the full sublinear-time block sparse FFT algorithm, and provide its guarantees.
Additional Estimation Procedures
Before stating the nal algorithm, we note the main procedures that it relies on: M B L , P L , and E V . We presented the rst of these in Section 3. The latter two are somewhat more standard, and hence we relegate them to the full version [CKSZ] . However, for the sake of readability, we provide some intuition behind them here, and state their guarantees.
We begin with P L . The procedure M B L gives us a list of block indices containing the dominant signal blocks with high probability, with a list size L = O * k 0 log k 0 . Estimating the values of all of these blocks in every iteration would not only cost O * (k 0 k 1 log k 0 ) samples, but would also destroy the sparsity of the input signal: Most of the blocks correspond to noise, and thus the estimation error may dominate the values being estimated. The P L primitive is designed to alleviate these issues, pruning L to a list that contains mostly "signal" blocks, i.e., blocks that contain a large amount of energy. Some false positives and false negatives occur, but can be controlled.
The following lemma shows that with high probability, the pruning algorithm retains most of the energy in the head elements, while removing most tail elements.
Lemma 5.1. (P L guarantees) Given (n,k 0 ,k 1 ), a list of block indices L, the parameters θ > 0, δ ∈ 1 n , 1 20 and p ∈ (0, 1), and the signals X ∈ C n and χ ∈ C n with X − χ 2 ≥ 1 poly(n) χ 2 , the output L of P L (X , χ ,L,n,k 0 ,k 1 ,δ ,p,θ ) has the following properties:
a. Let S tail denote the tail elements in X − χ , de ned as
where I j is de ned in De nition 1.1. Then, we have
b. Let S head denote the head elements in X − χ , de ned as
Then, we have
Moreover, provided that χ 0 = O (k 0 k 1 ), the sample complexity is O ( k 0 k 1 δ log 1 δ p log 1 δ ), and the runtime is O ( k 0 k 1 δ log 1 δ p log 1 δ log n+ k 1 · |L| log 1 δ p ).
The proof is given in the full version [CKSZ] , along with the formal statement of the procedure itself. We are left with the procedure E V , which is a standard procedure for estimating the values at the frequencies within the blocks after they have been located. The details are given in P L algorithm in the full version [CKSZ] .
Lemma 5.2. (E V guarantees) For any integers (n,k 0 ,k 1 ), list of block indices L, parameters δ ∈ 1 n , 1 20 and p ∈ (0, 1/2), and signals X ∈ C n and χ ∈ C n with X − χ 2 ≥ 1 poly(n) χ 2 , the output W of the function E V (X , χ ,L,n,k 0 ,k 1 ,δ ,p) has the following property:
The proof is given in the full version [CKSZ] , along with the formal statement of the procedure itself.
Algorithm and Main Result
Our overall block-sparse Fourier transform algorithm is given in Algorithm 6. It rst calls R SNR, which performs an iterative procedure that picks up high energy components of the signal, subtracts them from the original signal, and then recurses on the residual signal X (i ) = X − χ (i ) . Once this is done, the procedure R A C SNR performs a nal "clean-up" step to obtain the (1 + O (ϵ ))-approximation guarantee.
With these de nitions in place, we can now state our nal result, which formalizes Theorem 1.1. Theorem 1.1 (Upper bound -formal version) Given (n,k 0 ,k 1 ), the parameter ϵ ∈ 1 n , 1 20 , and the signal X ∈ C n , if X , SNR , µ 2 , and ν 2 satisfy the following for (µ 2 , SNR) given in De nition 1.2:
(1) µ 2 ≤ ν 2 ;
(2) X 2 2 ≤ (k 0 ν 2 ) · SNR ; (3) SNR = O (poly(n));
(4) µ 2 ≥ X 2 2 poly(n) ; then with probability at least 0.8, the procedure B S FT(X ,n,k 0 ,k 1 , SNR ,ν 2 ,ϵ ) satis es the following: (i) The output χ satis es X − χ 2 2 ≤ k 0 (µ 2 + O (ϵν 2 )). (ii) The sample complexity is is O * (k 0 log(1 + k 0 ) log SNR log n + k 0 k 1 log SNR + k 0 ϵ 2 log(1 + k 0 ) log n + k 0 k 1 ϵ 4 ), and the runtime is O * (k 0 log(1+k 0 ) log SNR log 2 n +k 0 k 1 log SNR log 3 n + k 0 ϵ 2 log(1+ k 0 ) log 2 n + k 0 k 1 ϵ 4 log 2 n + k 0 k 1 ϵ 2 log 3 n). The assumptions of the theorem are essentially that we know upper bounds on the tail noise µ 2 and SNR. Moreover, in order Algorithm 6 Block-sparse Fourier transform. 1: procedure B S FT(X ,n,k 0 ,k 1 , SNR ,ν 2 ,ϵ) 2:
X ∈ C n is approximately (k 0 ,k 1 )-block sparse 3:
(SNR ,ν 2 ) are upper bounds on (SNR, µ 2 ) 4:
ϵ is the parameter for (1 + O (ϵ ))-approximate recovery 5:
χ ← R SNR(X ,n,k 0 ,k 1 , SNR ,ν 2 ).
6:
χ ← R A C SNR(X , χ ,n,k 0 ,k 1 ,ν 2 ,ϵ). 
for t ∈ {1, . . . ,T } do 14:
L ← M B L (X , χ (t −1) ,n,k 1 ,k 0 ,δ ,p)
15:
θ ← 10 · 2 −t · ν 2 SNR Threshold for pruning 16:
L ← P L (X , χ (t −1) ,L,n,k 0 ,k 1 ,δ ,p,θ ) 17: return χ to get the (1 + O (ϵ ))-approximation guarantee, the former upper bound should be tight to within a constant factor. The proof of Theorem 1.1 is based on two lemmas, whose proofs in turn make extensive use of the lemmas given in the preceding sections. The rst lemma, stated as follows, proves the success of the function R SNR.
Lemma 5.3. (R SNR guarantees) Given (n,k 0 ,k 1 ), parameters (ν , SNR ), and a signal X ∈ C n , if X , SNR , and ν 2 satisfy the following for (µ 2 , SNR) given in De nition 1.2:
(4) ν 2 ≥ X 2 2 poly(n) ; then the procedure R SNR(X ,n,k 0 ,k 1 , SNR ,ν 2 ) satis es the following guarantees with probability at least 0.9 when the constant δ therein is su ciently small: (i) The output χ T satis es χ T is (3k 0 ,k 1 )-block sparse X − χ T 2 2 ≤ 100k 0 ν 2 . (ii) The number of samples used is O * (k 0 log(1 + k 0 ) log SNR log n + k 0 k 1 log SNR ), and the runtime is O * (k 0 log(1 + k 0 ) log SNR log 2 n + k 0 k 1 log SNR log 3 n).
The second lemma, stated as follows, proves the success of the function R A C SNR.
Lemma 5.4. (R A C SNR guarantees) Given (n,k 0 ,k 1 ), parameters ν 2 ≥ X 2 2 poly(n) and ϵ ∈ 1 n , 1 20 , and the signals X ∈ C n and χ ∈ C n satisfying (1) Err 2 ( X − χ , 10k 0 ,k 1 ) ≤ k 0 ν 2 ;
(2) X − χ 2 2 ≤ 100k 0 ν 2 ; the procedure R A C SNR(X , χ ,n,k 0 ,k 1 ,ϵ ) satis es the following guarantees with probability at least 0.9 when the constant η therein is su ciently small: (i) The output χ satis es X − χ 2 2 ≤ Err 2 ( X − χ , 10k 0 ,k 1 ) + (4 · 10 5 )ϵk 0 ν 2 .
(ii) If χ is (O (k 0 ),k 1 )-block sparse, then the number of samples used is O * ( k 0 ϵ 2 log(1 + k 0 ) log n + k 0 k 1 ϵ 4 ) and the runtime is O * ( k 0 ϵ 2 log(1 + k 0 ) log 2 n + k 0 k 1 ϵ 4 log 2 n + k 0 k 1 ϵ 2 log 3 n).
The proof is given in the full version [CKSZ] . One these lemmas are in place, they combine in a straightforward fashion to prove Theorem 1.1.
LOWER BOUND
Our upper bound in Theorem 1.1, in several scaling regimes, provides a strict improvement over standard sparse FFT algorithms in terms of the sample complexity. The corresponding algorithm is inherently adaptive, which raises the important question of whether adaptivity is necessary in order to achieve these improvements.
Here we show that the answer is a rmative, by proving the following formalization of Theorem 1.2. Theorem 1.2 (Lower bound -formal version) Fix (n,k 0 ,k 1 ) and C > 1, and suppose that there exists a non-adaptive algorithm that, when given a signal Y with Fourier transform Y , outputs a signal Y satisfying the following 2 / 2 -guarantee with probability at least 1 2 :
Then the number of samples taken must behave as Ω k 0 k 1 log n k 0 k 1 . Hence, for instance, if k 0 = O (1) and SNR = O (1) then our adaptive algorithm uses O (k 1 + log n) samples, whereas any nonadaptive algorithm must use Ω k 1 log n k 1 samples. High-level overview of proof: Our analysis follows the information-theoretic framework of [PW11] . However, whereas [PW11] considers a signal with k arbitrary dominant frequency locations and uniform noise, we consider signals where the k = k 0 k 1 dominant frequencies are (nearly) contiguous, and both the noise and signal are concentrated on an O 1 k fraction of time domain.
As a result, while the di culty in [PW11] arises from the fact that the algorithm needs to recover roughly log n k bits per frequency location for k such locations, our source of di culty is di erent. In our signal, there are only roughly log n k bits to be learned about the location of all the blocks in frequency domain, but the signal is tightly concentrated on an O 1 k fraction of the input space. As a consequence, any non-adaptive algorithm is bound to waste most of its samples on regions of the input space where the signal is zero, and only an O 1 k fraction of its samples can be used to determine the single frequency that conveys the location of the blocks. In the presence of noise, this results in a lower bound on sample complexity of Ω k log n k . This is proved by viewing the sparse FFT as a block in a noisy communication system, and using information-theoretic tools including Fano's inequality and the Shannon-Hartley theorem [CT06b] .
This intuition is formalized in the full version [CKSZ] to provide the proof of Theorem 1.2.
A LOCATION OF REDUCED SIGNALS
In Algorithm 7, we provide a location primitive that, given a sequence of budgets s r , locates dominant frequencies in the sequence of reduced signals Z r using O r ∈[2k 1 ] s r log n samples. For convenience, we use m to denote the reduced signal length n/k 1 . The procedure uses ideas from standard sparse FFT algorithms such as [HIKP12a] , but requires modi cation for the block sparse setting. In particular, we crucially use common randomness (i.e., values of α on β in Algorithm 7) for the various r values to ensure that all 2k 1 hashed sequences can be simultaneously obtained via a single call to H T B R . We refer the reader the full version [CKSZ] for further discussion on the procedure.
The formal version of Lemma 2.4 is given as follows.
Lemma 2.4 (L R S guarantees -formal version) Fix (n,k 0 ,k 1 ), the signals X , χ ∈ C n with χ 0 uniformly distributed over an arbitrarily length-χ 2 poly(n) interval, the sparsity budgets {s r } r ∈[2k 1 ] with s r = O k 0 δ for all r , and the parameters δ ∈ 1 n , 1 20 and p ∈ 1 n 3 , 1 2 , and let {Z r } r ∈[2k 1 ] be the (k 1 ,δ )downsampling of X − χ .
Letting L denote the output of the procedure L R S (X , χ ,n,k 0 ,k 1 , {s r } r ∈[2k 1 ] ,δ ,p), we have that for any j ∈ n k 1 such that |Z r j | 2 ≥ Z r 2 2 /s r for some r ∈ [2k 1 ], one has j ∈ L with probability at least 1 − p. The list size satis es |L| = O r ∈[2k 1 ] s r log 1 δ . Moreover, if χ is (O (k 0 ),k 1 )-block sparse, the sample complexity is O r ∈[2k 1 ] s r log 1 p log 1 δ log n , and the runtime is O r ∈[2k 1 ] s r log 1 p log 1 δ log 2 n + k 0 k 1 δ log 1 p log 3 n .
