Consider the following FitzHugh-Nagumo type equation
Introduction
Traveling fronts, backs, and pulses are an important and in some cases mathematically tractable class of solutions to reaction-diffusion equations. Among the reaction-diffusion systems, the FitzHugh-Nagumo system is wellstudied. The prototype FitzHugh-Nagumo equation is of the form u t = u xx + f 0 (u, a) − w, w t = (u − rw),
where a ∈ (0, 1) is a parameter, f 0 (u, a) is typically a cubic like function, for example, f 0 (u, a) = u(1 − u)(u − a). This system was introduced as a simplification of the Hodgkin-Huxley equation that was derived as a model for the propagation of action potentials in the giant nerve axon of the squid (see [14, 25] ). The nonlinearity in the Hodgkin-Huxley is obtained by assuming a certain form and then fitting the nonlinearity to experimental data by nonlinear least squares or by solving an inverse problem [40] , and the cubic like function in the FitzHugh-Nagumo equation is a simplification that captures some main qualitative behavior of the Hodgkin-Huxley equation.
In this paper we consider a different form for the nonlinearity, replacing f 0 (u, a) − w with f (u, w) = f 0 (u, a(w)) where a(w) now is a function of w. This form for the nonlinearity is of value mathematically and provides flexibility in modeling of features such as recovery time, patterns of waves, etc.. In addition, such a nonlinearity may be useful when modeling complex behavior, because with the flexibility inherent in a(w), instead of adding more equations, a(w) may be employed for modeling complex dynamics within two-variable models. Our contribution in this paper is to show the existence of various types of traveling waves for a FitzHugh-Nagumo equation with nonlinearity of the form f (u, w) = f 0 (u, a(w)), in particular, in cases in which the range of a(w) is not restricted to (0, 1). It turns out, by allowing a(w) to cross 0 and 1, the singularly perturbed system for traveling waves possesses turning points. In applying the geometric singular perturbation theory to establish our results, the main tool is the Exchange Lemma for turning points developed by Liu in [27, 28] . Our results yield a rich structure of fronts and pulses, provide a concrete example of the use of the Exchange Lemma with turning points, and suggest the possibility of a richer class of models in applications. To our knowledge, this is the first systematic work on traveling waves involving turning points.
The origin of FitzHugh-Nagumo equations dates back to the work of FitzHugh [14] and Nagumo [32] . Several techniques have been developed to establish the existence of traveling waves of system (1); for example, the classical singular perturbation theory with phase plane analysis ( [18] ), topological approach using Conley Index ( [4, 16] ), center manifold reduction and bifurcation analysis ( [8, 34] ), an analytic method based on Shadowing Lemma ( [26] ), geometric singular perturbation approach ( [20, 38, 22] ). In the study of stability, Evans function ( [9] ) is a predominant tool. Also a topological index characterizing stability is developed in the work [1] . Stability of "fast" waves ( [21, 41] ) and instability of "slow" waves ( [29, 15] ) were shown. In [25] , the existence of a smooth bifurcation curve between the slow waves and the fast waves is established.
Central to our existence arguments are applications of the Exchange Lemma with turning points which has its origins in the Exchange Lemma for normally hyperbolic invariant manifolds [23, 38] . The basic geometric theory for singular perturbation problems was developed by Fenichel [11] . The first work using the Exchange Lemma to study the existence of traveling waves of FitzHugh-Nagumo equation (1) is due to Jones, Kopell and Langer [20] (see also [1] for a different system where both the existence and stability were treated). For the standard FitzHugh-Nagumo equation (1), they applied the Exchange Lemma to track some invariant manifolds along the singular orbit. Along the tracking, the invariant manifold will be compared with some unstable manifolds which are uniquely defined at least for the limiting system. For the non-linearity f (u, w) = f 0 (u, a(w)) that we study, due to the existence of turning points, in addition to the unstable manifold, center and center-unstable manifolds as well as their invariant foliations have to be considered. It is known that center manifolds are generally not unique and, for our study of traveling waves, may not even contain the singular orbit. This possible difficulty due to non-uniqueness is overcome perfectly by the Exchange Lemma for turning points. In fact, to trace the invariant manifold along certain portions of a singular orbit near which the center manifold is not unique, one needs to compare with the center-unstable fiber of the center-unstable manifold which is uniquely defined at least in the limit = 0.
The fundamental dynamics regarding traveling waves for the FitzHughNagumo system with the nonlinearity f (u, w) = f 0 (u, a(w)) has a major difference from that of the classical FitzHugh-Nagumo model. For the standard FitzHugh-Nagumo model (1), as shown in [33] , traveling waves obtained in [8] are essentially supported by one two-dimensional center manifold with a twisted heteroclinic loop. For the FitzHugh-Nagumo system with the nonlinearity f (u, w) = f 0 (u, a(w)), traveling waves are not supported by a single two-dimensional center manifold although each individual might as well be supported by a two dimensional center manifold.
The techniques of this paper are also applicable to other types of equations such as singularly perturbed diffusive population models where the invariance of some portion of slow manifolds with turning points is a consequence of biological principles.
Related works in which a(·) is a function of an independent variable have been carried out for Nagumo type PDEs:
Existence of traveling fronts and backs for Nagumo PDEs with a space dependent nonlinearity of the form f (u) = u(1 − u)(u − a(x)) was investigated by Fife and Hsiao [13, 12] . Angenent, Mallet-Paret and Peletier [2] gave a complete classification of stable steady state solutions for small on a bounded one-dimensional spatial domain with Neumann boundary conditions in which 0 < a(x) < 1 is a differentiable function. Shen [36, 37] investigated the existence and stability of traveling waves for Nagumo type equations with time dependent a(t). Models have been proposed in which a depends on a dependent variable w in, for example, [39, 3, 42] where the function a depends, typically, in a linear or piecewise linear fashion on w. This paper is outlined as follows. In section 2 we formulate the problem as a singularly perturbed system, admissible singular orbits for traveling waves are identified taking into account of turning points, and our main results are stated. Proofs of our main results are given in section 3 and examples for a specific form of a(w) are considered in section 4.
2 Formulation of problems and main results
Geometric singular perturbation of the problem
In this work, we will consider traveling waves of FitzHugh-Nagumo type equations of the form
where f (0, w) = f (1, w) = 0 for all w and g(0, w 0 L ) = g(1, w 0 R ) = 0 for some w 0 L < w 0 R . For definiteness, we take f (u, w) = u(u − a(w))(1 − u), g(u, w) = u − w, and hence w 0 L = 0 and w 0 R = 1. Conditions for our results evidently depend on the function a(w), but we will not need the specific forms of a(w). The points (0, w 0 L ) and (1, w 0 R ) are two equilibria for the system and traveling waves that we are interested in are related to these two equilibria. The traveling wave equation for system (3) with u(x, t) = u(x+ct) = u(ξ) and w(x, t) = w(x + ct) = w(ξ), where we will only consider wave speed c > 0, is
It can be written as,
In terms of the slow variable η = ξ, we have
A traveling wave corresponding to a heteroclinic orbit of systems (4) or (5) from (0, 0, w 0 L ) to (1, 0, w 0 R ) (resp. from (1, 0, w 0 R ) to (0, 0, w 0 L )) will be called a front (resp. a back) and that from (0, 0, w 0 L ) (resp. (1, 0, w 0 R )) to itself a pulse.
The
The most important feature of system (4) is that both M L and M R are invariant for all . This plays a crucial role in the study of the problem when a(w) is allowed to cross 0 and 1 that creates a special type of turning points. In this work, we restrict attention to traveling waves whose slow orbits lie only on the portions M L and M R of the slow manifold. We will use geometric singular perturbation theory to study traveling waves. The idea is first to reveal dynamics of the limiting slow and fast systems. From which, one can identify possible singular orbits. It is then followed by applying the theory to lift singular orbits to traveling wave solutions. Thus, in the next subsection, we start to examine the limiting systems.
Limiting systems
The limiting slow dynamics on M is governed bẏ
where u = 0, a(w), and 1, respectively on M L , M C , and M R . Note that the equilibrium (0, 0, w 0 L ) (resp. (1, 0, w 0 R )) attracts all solutions of (6) on M L (resp. M R ).
The limiting fast dynamics is governed by system (4) with = 0 u =v,
The slow manifold M consists of equilibria of system (7) . The linearization at (0, 0, w) ∈ M L of system (7) is
and λ L + (w; c) are complex conjugate numbers with positive real part.
Similarly, the linearization at (1, 0, w) ∈ M R of system (7) has eigenval-
− (w; c) and λ R + (w; c) are complex conjugate numbers with positive real part. Also, each plane {w = const.} is invariant. On each invariant plane {w = const.}, the dynamics of the two dimensional system in (u, v) is well understood for the specific cubic f . We recall the following fact regarding heteroclinic connections. There are four functions
, then there is a heteroclinic orbit from (0, 0, w) to (1, 0, w);
(ii) if a(w) = a 2 (c) or a(w) ≥ b 2 (c), then there is a heteroclinic orbit from (1, 0, w) to (0, 0, w).
Remark 2.1. Regarding result (i) above, we give the following remark. If a(w) = a 1 (c) = 0 (in particular a(w) > 0), then (0, 0, w) and (1, 0, w) are saddles; if a(w) ≤ b 1 (c) and a(w) = 0 (in particular a(w) < 0), then (0, 0, w) is a source and (1, 0, w) is saddle. If a(w) = 0, then a(w) = a 1 (c) or a(w) ≤ b 1 (c) only when c ≥ 1/ √ 2; in this case, (0, 0, w) has a zero eigenvalue and (1, 0, w) is a saddle, and for the specific cubic nonlinearity f used here, there is still a heteroclinic orbit from (0, 0, w) to (1, 0, w). Similar remark holds regarding result (ii).
Based on information from the limiting systems, one can construct singular orbits -unions of slow and fast orbits -as candidates for limits of traveling wave solutions. For example, suppose, for a fixed c, a(0) = a 1 (c), then one can construct a singular orbit as the union of the fast orbit Γ 0 from (0, 0, 0) to (1, 0, 0) on the plane {w = 0} and the slow orbit Λ 0 from (1, 0, 0) to (1, 0, 1) on M R (see Figure 1) . Whether or not a singular orbit can be lifted to a true orbit depends on the interaction between its slow
there is a heteroclinic orbit Γ 0 from (0, 0, 0) to (1, 0, 0) for system (7) . Λ 0 is a slow orbit from (1, 0, 0) to (1, 0, 1). Γ 0 ∪ Λ 0 is a singular orbit.
orbits and its fast orbits. If M R is normally hyperbolic, then the above singular orbit can be lifted to a true traveling wave for the system with > 0 small. If M R is not normally hyperbolic (which is the case when a(w) = 1 for some w ∈ (0, 1)), the problem of lifting becomes more complicated and extra caution is needed. In the next subsection, we describe the so-called delay of stability loss caused by the type of turning points we consider here. Hopefully it will provide a better idea as to which singular orbits can be actually lifted to true orbits in the presence of turning points.
Delay of stability loss and Exchange Lemma for turning points
The normal hyperbolicity of the slow manifold M L is determined by the eigenvalues λ L ± . At a point (0, 0, w) ∈ M L where a(w) = 0, we have λ L − (w; c) = 0 and the slow manifold M L loses normal hyperbolicity at this point. The point (0, 0, w) ∈ M L at which a(w) = 0 is thus called a turning point. Similarly, all points (1, 0, w) ∈ M R for which a(w) = 1 are also called turning points. Due to the invariance of M L and M R , turning points on them cause the phenomenon of delay of stability loss. For a description of the delay of stability loss (see Proposition 2.1) and for the statements of our main results, we need to define two maps. First, we make the following specific assumptions on turning points.
For fixed c > 0, let
which is the first value strictly less than w so that
if now ∈ (w 0 L , w) satisfies the above equation, then we set P 0 (w) = w 0 L . Similarly, for fixed c, let
and define a map P 1 on S − R as follows. Let (1, 0, w) ∈ S − R . Then P 1 (1, 0, w) = (1, 0,w) or simply P 1 (w) =w if there existsw ∈ (w, w 0 R ) which is the first value strictly greater than w so that
if now ∈ (w, w 0 R ) satisfies the above equation then we set P 1 (w) = w 0 R . The significance of these two maps is captured in the Exchange Lemma ( [27, 28] ).
For convenience of later use, we present a version of the Exchange Lemma for system (4) with an extra equation c = 0 added that will be employed in the proof of our main result in Section 3.
By augmenting c = 0 to system (4), we have
For any ρ > 0 small and anyŵ ∈ [w 0 L , w 0 R ], we denote the set
Recall that we only consider c > 0. In view of invariant manifold theory, we will further restrict c to satisfy −c 2 /4 < a(w)
For later use, we set
Consequently, λ
, there are an unstable manifold W u 0 (K) and a center manifold W c 0 (K) associated to K when = 0. Those invariant manifolds persist for > 0 and we denote the perturbed manifolds by W u (K) and W c (K), respectively. In this setting, the Exchange Lemma can be stated as follows.
(i) If w 2 < P 1 (w 1 ), then, for > 0 small, a portion of M will approach (1, 0, w 1 , c * ), follow the slow orbit from (1, 0, w 1 , c * ) to (1, 0, w 2 , c * ), leave the vicinity of M R × (c 1 , c 2 ), and, upon leaving, it is C 1 O( )-close to the unstable manifold W u (R δ (w 2 ) × {c * }) for some δ > 0 independent of (see Fig. 2 for an illustration);
, for > 0 small, a portion of M will approach (1, 0, w 1 , c * ), follow the slow orbit from (1, 0, w 1 , c * ) to (1, 0, w 2 , c * ), leave the vicinity of M R , and, upon leaving, it is C 1 O( )-close to the center-unstable manifold W cu (1, 0, w 2 , c * ) (see Fig. 3 ); (iii) if w 2 > P 1 (w 1 ), then, for > 0 small, there is no portion of M that approaches (1, 0, w 1 , c * ), follows the slow orbit from (1, 0, w 1 , c * ), leave the vicinity of M L in a neighborhood of (1, 0, w 2 , c * ). 
Remark 2.2. The phenomenon described in statement (ii) that solutions close to N stays closed to the slow orbit from (1, 0, w 1 , c * ) and leave the vicinity of the slow orbit till (1, 0, P 1 (w 1 ), c * ) is referred to as the delay of stability loss. We remark that similar statements hold if we replace M R with M L , (1, 0, w i , c * ) with (0, 0, w i , c * ) for i = 1, 2, P 1 with P 0 , and the inequalities with the opposite ones. In the proof of our main results later, we will apply this Exchange Lemma to both P 0 and P 1 .
Remark 2.3. A reason that we require w 2 = P 1 (w 1 ) and w 2 = T i R for i = 1, 2, · · · , q in statement (ii) is that, for > 0, the configuration of M is not 
clear upon exiting the vicinity of M R × {c * } near (w 2 , c * ) if (w 2 , c * ) is a turning point (that is, if w 2 = T i R for some i). Further study involving extra conditions is needed to describe the behavior of M near exiting points that are also turning points.
An important feature of this Exchange Lemma involving turning points is that the whole manifold M leaves the vicinity of M R ×(c * −δ, c * +δ) before {w = P 1 (w 1 )} as in statement (iii) of the proposition. Most importantly, different portions of M leave in different configurations as in statement (i) (see Figure 2 ) and statement (ii) (see Figure 3 ). It is worthwhile to give an alternative description of the Exchange Lemma: for > 0 small, a ( -dependent) portion of M that is (exponentially) close to N will enter the vicinity of the slow manifold along N , follow the slow orbit from (1, 0, w 1 , c * ) up to near (1, 0, P 1 (w 1 ), c * ) and leave the vicinity in the way described in statement (ii); a portion of M that is farther from N than the above portion (although still exponentially close) will only follow a part of the slow orbit and leave the vicinity in the way described in statement (i) near (w 2 , c * ) for some w 2 < P 1 (w 1 ).
Singular fronts and singular pulses
Once the dynamics of limiting systems and interactions between slow and fast orbits are understood, we now construct singular orbits. We are interested in the existence of fronts (heteroclinic from (0, 0, w 0 L ) to (1, 0, w 0 R )), backs (heteroclinic from (0, 0, w 0 R ) to (1, 0, w 0 L )), and pulses (homoclinic orbits to (0, 0, w 0 L ) and (1, 0, w 0 R )). The results presented here are for fronts from and pulses to (0, 0, w 0 L ), and the backs from and pulses to (1, 0, w 0 R ) can be treated similarly.
Also, in this paper, we consider only those singular orbits that are unions of fast and slow orbits alternately. Relevant slow orbits are simply segments on M L and M R of the limiting system (6), while the relevant fast orbits are heteroclinic connections between equilibria on M L and M R of the limiting fast system (7). For the specific cubic nonlinearity f , by the results recalled in section 2.1.1, fast orbits corresponding to heteroclinic connections occur on invariant w-planes for those w's defined by the following sets, for i = 1, 2,
and
More precisely, for w ∈ H 1 (c) ∪ G 1 (c), system (7) with given c has a heteroclinic orbit from (0, 0, w) to (1, 0, w); for w ∈ H 2 (c) ∪ G 2 (c), a heteroclinic orbit from (1, 0, w) to (0, 0, w). The requirement a (w) = 0 in the definition of H i (c) implies that H i (c) is a discrete set, or equivalently, the existence of heteroclinic connections is locally unique with respect to w. The inequality − is imposed to avoid non-trivial complex eigenvalues for the equilibria of system (7) .
For a fixed c * , we will call a heteroclinic orbit of system (7) with c = c * a single front with the speed c * (or simply a single front if c * is understood from the context) if it connects (0, 0, w) to (1, 0, w) and a single back with the speed c * if it connects (1, 0, w) to (0, 0, w) (see Fig. 4 ).
Before defining singular fronts and singular pulses as candidates for limiting orbits of traveling wave fronts and pulses, we explain our notation Figure 4 : Γ(0) and Γ(w F ) are single fronts and Γ(w B ) is a single back.
for labeling them. Since all singular orbits start with the single front from (0, 0, w L 0 ) to (1, 0, w L 0 ), we will not include this in the labeling. Following this single front is a slow orbit on M R starting at (1, 0, w 0 L ). The first unknown is the w-value for the end point of the first slow orbit which corresponds to the w-value for the first single back, and we denote it by w B 1 . The first single back is followed by a slow orbit between (0, 0, w B 1 ) and (0, 0, w F 1 ) for some unknown w F 1 . Subsequently, there may be a single front from (0, 0, w F 1 ) to (1, 0, w F 1 ) followed by a slow orbit from (1, 0, w F 1 ) to (1, 0, w B 2 ) for some unknown w B 2 . To label a singular orbit, it suffices to encode the unknowns as a sequence. In general, a segment (w B j , w F j ) in the sequence corresponds to the slow orbit after the j-th single back, and (w F j , w B j+1 ) in the sequence corresponds to the slow orbit after the (j + 1)-th single front. For a singular front consisting of (k + 1) single fronts and k single backs, the sequence should end with w F k ; and for a singular pulse consisting of (k + 1) single fronts and (k + 1) single backs, the sequence should end with w B k+1 . With this notation, a singular front with one single front corresponds to the empty sequence ( ); and a singular pulse with one single front and one single back corresponds to a sequence (w B 1 ).
We now give the definitions of so-called singular fronts and pulses. For a fixed c * and for any integer k ≥ 0, to any sequence
, we associate a singular orbit consisting of the following fast and slow orbits in order:
, and the slow orbit on M R from (1, 0, w F k ) to (1, 0, w 0 R ). This singular orbit consists of (k + 1) single fronts and k single backs, and we will call this singular orbit or the corresponding sequence a singular (k + 1)-front.
For example, in Fig. 4 , the singular 2-front associated to the sequence (w B , w F ) is the set consisting of the single front Γ(w 0 L ), followed by the slow orbit from (1, 0, 0) to (1, 0, w B ) on M R , the single back Γ(w B ), the slow orbit from (0, 0, w B ) to (0, 0, w F ) on M L , the single front Γ(w F ) and the slow orbit from (1, 0, w F ) to (1, 0, w 0 R ). Similarly, a singular 3-front may be constructed associated to the sequence (w B , w F , w B , w F ). Note that, if
is a singular (l + 1)-front. Similarly, to any sequence
, we associate a singular orbit consisting of the following fast and slow orbits in order: the single front Γ(w 0
, and the slow orbit on M L from (0, 0, w B k+1 ) to (0, 0, w 0 L ). This singular orbit consists of (k + 1) single fronts and (k + 1) single backs, and we will call it a singular (k + 1)-pulse (to (0, 0, w 0 L )). In view of the Exchange Lemma for turning points (Prop. 2.1), not all singular orbits are shadowed by true orbits. For example, consider a segment (w B j , w F j ) from a sequence. Recall that this corresponds to a slow orbit after the j-th single back Γ(w B j ). This slow orbit will then be followed by the single front Γ(w F j ). By the Exchange Lemma, for > 0 small, a neighborhood of Γ(w B j ) will follow the slow orbit and leave the slow manifold before the point (0, 0, P 0 (w B j )). Therefore, for this singular orbit (particularly Γ(w F j )) to be shadowed, it is necessary to assume P 0 (w B j ) < w F j when w F j ∈ H 1 (c * ) and P 0 (w B j ) = w F j when w F j ∈ G 1 (c * ). Also, in view of statement (ii) of Proposition 2.1, if w F j ∈ G 1 (c * ) we have to exclude the case that (0, 0, w F j ) is a turning point by requiring further that w F j = T i L for i = 1, 2, · · · , p. We now characterize completely singular fronts and pulses defined above which have the shadowing property.
We say that a sequence
is admissible with respect to c * if
Otherwise, if the properties (F1), (F2) and (F3) above are not satisfied, then we say the sequence is non-admissible with respect to c * . Similarly, we say that a sequence
Otherwise, we say the sequence is non-admissible with respect to c * .
Main results
To give a precise statement of our result, we make the following definition.
Definition 2.2. For a fixed c * and a singular orbit L, we say that the singular orbit L is weakly shadowed by an orbit of system (4) if, for any neighborhood U of the singular orbit, there is an 0 > 0 such that, for any 0 < ≤ 0 , there is a full orbit L( ) ∈ U for system (4) with c = c( ) and (L( ), c( )) → (L, c * ) as → 0 with respect to the Hausdorff distance of sets. If, furthermore, c( ) = c * for all 0 < ≤ 0 , we say the singular orbit is strongly shadowed.
Fronts as heteroclinic orbits from
We have assumed that the equilibrium (1, 0, w 0 R ) is stable on M R . But, since M R is invariant for any , no front can land on it. Thus, we will need an extra stable direction that will require λ R − (w 0 R ; c) < 0 (since λ R + (w 0 R ; c) > 0). Also, to have an initial single front which should connect (0, 0, w 0 L ) to (1, 0, w 0 L ) as a heteroclinic orbit of system (7) with w = w 0 L , we will assume that λ R − (w 0 L ; c) < 0. These two conditions are equivalent to (F) a(w 0 R ) < 1 and a(w 0 L ) < 1. Depending on whether a(w 0 L ) > 0 or a(w 0 L ) < 0, the structures of fronts are dramatically different. We consider the two situations separately.
Assume (SF) a(w 0 L ) > 0. In this case, there exists a unique c * with a 1 (c * ) = a(w 0 L ) or
so that system (7) has a heteroclinic orbit Γ 0 from (0, 0, w 0 L ) to (1, 0, w 0 L ) approaching (0, 0, w 0 L ) backward along the eigenvector associated to λ L + (w 0 L ; c * ). Theorem 2.3. Assume (F) and (SF). Let c * ∈ S (see (9)) be the unique value so that a 1 (c
is admissible with respect to c * , then the associated singular (k + 1)-front is weakly shadowed by a true (k + 1)-front;
is non-admissible with respect to c * , then the associated singular (k + 1)-front is not weakly shadowed by a true (k + 1)-front. Remark 2.4. For a singular front involving w F i ∈ G 1 (c * ) or w B j ∈ G 2 (c * ), one can construct family of nearby singular orbits by replacing w F i or w B j with nearby w ∈ G 1 (c * ) ∪ G 2 (c * ) since G 1 (c * ) and G 2 (c * ) are collections of intervals in general and any element of them provides a single front or back. The above theorem then says that, among the family of singular fronts, only those satisfying the equality conditions in the definition of admissible sequences may be shadowed by true fronts. Therefore, those equality conditions in terms of delay of stability loss can be viewed as selection criteria posed on single fronts or backs for shadowing.
Remark 2.5. For fixed , the speed c of a true (k + 1)-front will be different for different singular orbits. This is because, for any given c near c * , the equilibrium (0, 0, w 0 L ) has a one-dimensional unstable manifold and hence cannot support more than one front.
Illustrating examples with cubic a(w) for the above theorem is given in a later section.
We now consider the other case:
L ; c) = 0, the equilibrium (0, 0, w 0 L ) has a center direction, for the specific cubic nonlinearity, W cu (0, 0, w 0 L ) is a two dimensional unstable manifold for u ≥ 0. From the results in section 2.1.1, if also c satisfies
then system (7) has a heteroclinic orbit from (0, 0, w 0
We then have Theorem 2.4. Assume (F) and (WF). Let c * ∈ Λ ∩ S.
is admissible with respect to c * , then the associated singular (k + 1)-front is strongly shadowed by a true (k + 1)-front;
is non-admissible with respect to c * , then the associated singular (k + 1)-front is not weakly shadowed by a true (k + 1)-front. Remark 2.6. The same remark regarding the selection criteria applies to this theorem.
Remark 2.7. Concerning the speed of true fronts, results in this theorem are in contrast to that in Theorem 2.3. More precisely, in the situation that a(w 0 L ) < 0, different fronts can travel at the same speed and the range of speeds contains intervals.
Pulses as homoclinic orbits to
As mentioned above, we will consider pulses homoclinic to (0, 0, w 0 L ) only. Since {u = v = 0} is invariant, for the existence of pulses to (0, 0,
There is thus a unique 0 < c * < 1/ √ 2 such that a(w 0 L ) = a 1 (c * ), and hence, a heteroclinic orbit Γ from (0, 0, w 0
Theorem 2.5. Assume the hypothesis (P). Let c * ∈ S be the unique value so that a 1 (c * ) = a(w 0 L ) (if it exists).
(
), k ≥ 0, is admissible with respect to c * , then the associated singular (k + 1)-pulse is weakly shadowed by a true (k + 1)-pulse;
) is non-admissible with respect to c * , then the associated singular (k + 1)-pulse is not weakly shadowed by a true (k + 1)-pulse.
Proof of the Theorems
Using geometric singular perturbation theory to prove the theorems, we track the corresponding invariant manifolds along the singular orbits. More precisely, for a proof of Theorems 2.3 and 2.5, we track the unstable manifold W u (0, 0, w 0 L ) and, for that of Theorem 2.4, we track the center-unstable manifold W cu (0, 0, w 0 L ) along the respected singular orbits. This approach was first used by Jones, Kopell and Langer in [20] for f (u, w) = f 0 (u, a) − w. The proof of our result requires the Exchange Lemmas for turning points in [27] .
Following a singular orbit, the configuration of W u (0, 0, w 0 L ) or W cu (0, 0, w 0 L ) is controlled by various invariant manifolds of M L and M R . Their existence is guaranteed by the results in [10, 7] . 
be a smooth curve so that
(the latter manifold is unique as mentioned above).
Then, in a neighborhood of M L , the manifold W c 0 (M L ) that consists of all orbits through the curve is a center manifold; that is, locally, it is invariant and persistent. A reasonable question is that, since W c 0 (M L ) is not unique and may not contain the heteroclinic orbit Γ(w F j ) when w F j ∈ G 1 (c * ) in the singular orbit, how does one trace the manifold W u (0, 0, w 0 L ) or W cu (0, 0, w 0 L ) along this portion of the singular orbit? The upshot is that Exchange Lemma (see Proposition 2.1 below) is applied differently for the two situations: for
is unique, for w F j ∈ G 1 (c * ) the Exchange Lemma requires instead the information of W cu (0, 0, w F j ) along Γ(w F j ) where W cu 0 (0, 0, w F j ) is unique (the latter is the plane {w = w F j }). Therefore, the non-uniqueness of W c (M L ) will not cause any problem for the purpose of this work.
Transversality of some intersections
For connecting orbits, the Melnikov function is the tool to detect the transversality of invariant manifolds.
Lemma 3.2. Suppose, for some c 0 and w 0 with a(w) ∈ (0, 1), system (7) has a heteroclinic orbit Γ from (0, 0) to (1, 0) (or from (1, 0) to (0, 0)); that is, w 0 ∈ H 1 (c 0 ) (or w 0 ∈ H 2 (c 0 )). Let r 0 (t) = (u 0 (t), v 0 (t)) be a representation of the heteroclinic orbit Γ. For fixed w = w 0 and varying c, the Melnikov function with respect to the heterolinic orbit Γ is given by
in particular, M (c 0 ) = 0. For fixed c = c 0 and varying w, the Melnikov function is given by
Proof. For fixed w = w 0 , let F (u, v; c) denote the vector field of system (7). Then, the Melnikov function (see [30, 6, 17, 5] ) is
For fixed c = c 0 , let F (u, v; w) denote the vector field of system (7). Then, the Melnikov function is
where, in the last step, we use the assumption that a (w 0 ) = 0 for w 0 ∈ H 1 (c 0 )∪H 2 (c 0 ) and the fact that v 0 (t) = 0 and u 0 (t) ∈ (0, 1). This completes the proof.
As a consequence of Lemma 3.2, we have Proposition 3.3. Consider system (4) with = 0 and c = c 0 fixed. w) ) and W c 0 (R δ (w)) intersect transversally along Γ(w) (see Fig. 5 for an illustration); (2) If w ∈ G 1 (c 0 ), then W cu 0 (0, 0, w) and W c 0 (R δ (w)) intersect transversally along Γ(w) (see Fig. 6 for an illustration); To prove Theorems 2.3 and 2.5, we will work with the system (8) , that is, the system (4) augmented by c = 0. For convenience, we recall the system below u =v
Also recall that, for any ρ > 0 small and anyŵ ∈ [w 0 L , w 0 R ], we denote the set c 2 ) ), we denote W u 0 (K) and W c 0 (K) the unstable and the center manifold of K, respectively, for = 0. The perturbed manifolds for > 0 will be denoted by W u (K) and W c (K). Proposition 3.4. Consider system (10) with = 0. For some c 0 and Proof. Observe that
Therefore the tangent space of
) transversally in the space {c = c 0 }. The statement (1) then follows immediately. Other statements can be verified in the similar way.
Proof of Theorem 2.3
Proof of Statement (1) of Theorem 2.3: In the phase space R 4 of system (10), for some δ > 0 small, we set
Both L δ and R δ consist of equilibria of system (10) . Let W u 0 (L δ ) be the unstable manifold of L δ and let W s 0 (R δ ) be the stable manifold of R δ . Then dim W u 0 (L δ ) = 2 and dim W s 0 (R δ ) = 3. We will show that, for > 0 small, the perturbed unstable manifold W u (L δ ) intersects W s (R δ ) transversally in the vicinity of the singular (k+1)-front associated to the admissible sequence 
We then have ω(N 1 ) = {(0, 0, w B 1 , c * )} for system (10) with = 0. To apply Exchange Lemma (Proposition 2.1), there are now two cases. 
Inductively, we obtained that, after following the part of the singular orbit right before the heteroclinic orbit Γ(w
, approach a neighborhood of the equilibrium (1, 0, w 0 R , c * ), and near the equilibrium, it is
The intersection is the desired (k + 1)-front. Proof of Statement (2) of Theorem 2.3: We now suppose the sequence
is not admissible. Then, one of the following cases holds: for some j ≤ k,
(c) w B j ∈ H 2 (c * ) and P 1 (w F j−1 ) < w B j ;
(d) w B j ∈ G 2 (c * ) and P 1 (w F j−1 ) = w B j . Let j be the smallest index for each case with the property. Then, the proof of statement (1) shows that the portion M B j of W u (L δ ) that follows the singular orbit up to near the point (0, 0, w B j , c * ) will intersect W c (L δ (w B j ) × (c * − δ, c * + δ)) transversally along the heteroclinic orbit Γ(w B j ) × {c * }. For case (a), we have w F j ∈ H 1 (c * ) and P 0 (w B j ) > w F j . Statement (iii) of Proposition 2.1 (see Remark 2.2) implies that M B j will leave the vicinity of M L × (c * − δ, c * + δ) above the surface {w = P 0 (w B j )}. Thus, the single slow orbit from (0, 0, w B j , c * ) to (0, 0, w F j , c * ) cannot be shadowed. For case (b), w F j ∈ G 1 (c * ) and P 0 (w B j ) = w F j . If P 0 (w B j ) > w F j , then statement (iii) of Proposition 2.1 implies that M B j will leave the vicinity of M L × (c * − δ, c * + δ) above the surface {w = P 0 (w B j )}. Thus, the single slow orbit from (0, 0, w B j , c * ) to (0, 0, w F j , c * ) cannot be shadowed. If P 0 (w B j ) < w F j , then statements (i) and (ii) of Proposition 2.1 imply that orbits on M B j will either stay near the slow orbit from (0, 0, w B j , c * ) up to near (0, 0, P 0 (w B j ), c * ) or leave along the unstable manifold W u 0 (M L ). Therefore, either the single slow orbit from (0, 0, w B j , c * ) to (0, 0, w F j , c * ) or Γ(w F j ) cannot be shadowed.
Cases (c) and (d) can be analyzed in the similar way. We thus conclude statement (2).
Proof of Theorem 2.4
Proof of Statement (1) of Theorem 2.4: The proof uses the same idea as that for Theorem 2.3. But instead of system (10), we will work on system (4) directly with c = c * ∈ Λ fixed. In this case, the unstable manifold
By an application of the Exchange Lemma (Proposition 2.1), for > 0 small, a portion
, leave the vicinity of M R , and, upon leaving,
) and ω(N 1 ) = {(0, 0, w B 1 )}. By another application of Exchange Lemma (Proposition 2.1) over the portion of the slow manifold from (0, 0, w B 1 ) to (0, 0, w F 1 ), we obtained that a portion M F 1 of M B 1 will approach (0, 0, w B 1 ), follow the above slow orbit, leave the vicinity of M L along the heteroclinic orbit Γ(w F 1 ) in the fashion that it intersects the center manifold W c 0 (R δ (w F 1 )) transversally as long as
Repeating the above argument, we conclude that, after W u (0, 0, w 0 L ) follows around the singular orbit to the single orbit Γ( Proof of Statement (2) of Theorem 2.4: We now suppose the sequence
is not admissible with respect to c * . Then, one of the following cases holds: for some j ≤ k,
Let j be the smallest index for each case with the property. Then, the proof of the statement (1) shows that the portion M B j of W u (0, 0, w 0 L ) that follows the singular orbit up to near the point (0, 0, w B j ) will intersect W c (L δ (w B j )) transversally around the heteroclinic orbit Γ(w B j ). For case (a), we have w F j ∈ H 1 (c * ) and P 0 (w B j ) > w F j . Statement (iii) of Proposition 2.1 implies that M B j will leave the vicinity of M L above the surface {w = P 0 (w B j )}. Thus, the single slow orbit from (0, 0, w B j ) to (0, 0, w F j ) cannot be shadowed. For case (b), w F j ∈ G 1 (c * ) and P 0 (w B j ) = w F j . If P 0 (w B j ) > w F j , then statement (iii) of Proposition 2.1 implies that M B j will leave the vicinity of M L above the surface {w = P 0 (w B j )}. Thus, the single slow orbit from (0, 0, w B j ) to (0, 0, w F j ) cannot be shadowed. If P 0 (w B j ) < w F j , then statements (i) and (ii) of Proposition 2.1 imply that orbits on M B j will either stay near the slow orbit from (0, 0, w B j ) up to near (0, 0, P 0 (w B j )) or leave along the unstable manifold W u 0 (M L ). Therefore, either the single slow orbit from (0, 0, w B j ) to (0, 0, w F j ) or Γ(w F j ) cannot be shadowed. Cases (c) and (d) can be analyzed in the similar way. We thus conclude statement (2).
Proof of Theorem 2.5
This result can be proved alone the same line as that for Theorem 2.3 with the only difference being that the last portion of the singular pulse that W u (L δ ) traces is on the slow manifold M L instead of on the slow manifold M R . The reader can modify the proof easily if interested. We omit the detail here.
Examples
In this section we show how the assumptions of Theorems 2.3, 2.4, and 2.5 are satisfied for a(w) of the form
where α > 0 and
For simplicity, we assume that g(u, w) = u − w, so that w 0 L = 0 and w 0 R = 1. We will require throughout a(1) < 1 (note that this condition is not necessary for pulses, but for fronts it is part of condition (F)).
To demonstrate the application of Theorem 2.3, we consider two cases.
It is the case if we take a(0) = .45 for which
If we require max{a(w) : w ∈ (0, 1)} > 1, then there are two turning points (1, 0, T 1 R ) and (1, 0, T 2 R ) on M R with T 1 R > T 2 R , and there is a unique
, and consider special sequences
where w B i = w B and w F j = w F . Then the admissibility condition is
The values of T 1 L , T 2 L , α, β for which the above conditions are satisfied is an open set. For β ≈ −0.049, triples (T 1 L , T 2 L , α) are numerically determined and illustrated in Figure 7 .
For definiteness, we take a(0) = 0.01 for which
We impose the condition that 1 − a(w) = a(0) has a unique root
, and consider special sequences (w For β ≈ −0.049, triples (T 1 L , T 2 L , α) for which the above conditions are satisfied are numerically determined and illustrated in Figure 8 .
For these two cases, the same parameter ranges found apply for pulses (Theorem 2.5).
To demonstrate the application of Theorem 2.4, we again consider two cases.
Case 3. G 1 (c * ) ∪ G 2 (c * ) = ∅.
It is the case if we take a(0) = −.99. We choose c * ∈ Λ as c * = (1 + a(0))/ √ 2 + .01 < 2( √ 3 − √ 2).
If we require max{a(w) : w ∈ (0, 1)} > 1, then there are two turning points (1, 0, T 1 R ) and (1, 0, T 2 R ) on M R with T 1 R > T 2 R , and there is a unique w F ∈ H 1 (c * ) ∩ (T 1 R , T 1 L ). We impose the condition that 1 − a(w) = a(w F ) = a 1 (c * ) has a unique root w B ∈ H 2 (c * ) ∩ (T 2 L , 1), and consider special sequences Figure 9 .
Case 4. G 1 (c * ) ∪ G 2 (c * ) = ∅. For definiteness, we take a(0) = −.05 for which c * = (1 + a(0))/ √ 2 + .01 > 2(
We impose the condition that 1 − a(w) = a 1 (c * ) has a unique root w B ∈ H 2 (c * ) ∩ (T 2 L , 1) and fix w F ∈ G 1 (c * ) ∩ (T 1 L , T 2 L ), and consider special sequences (w 
Concluding Remarks
In this work, we applied geometric singular perturbation theory to study traveling waves for FitzHugh-Nagumo systems with the nonlinearity f (u, w) of the form f (u, w) = u(1 − u)(u − a(w)). When a(w) allows to cross 0 and 1, the singularly perturbed traveling wave equation possesses a special set of turning points. Those special turning points exhibit the so called delay of stability loss. Based on this, admissible singular orbits (fronts and pulses) are identified that can be shadowed by true orbits. In particular, under some natural conditions, there is an open set Λ so that, for any c ∈ Λ, kfronts (possibly many) exist for any k with the same speed c. The main tool for accomplishing this is the Exchange Lemma for turning points, which describes the evolution of an invariant manifold as it passes the vicinity of the slow manifold and turning points where the fast and slow dynamics interact. For general f (u, w) with f (0, w) = f (1, w) = 0, the framework can be easily generalized.
The analysis is carried out for a special type of turning points in which the slow manifold persists even though it loses normal hyperbolicity at turning points. Other types of turning points have been studied in different contexts. It would be interesting to see the application of those results to traveling wave problems. For instance, one can consider traveling waves also involving the portion M c of the slow manifold. In this case, the turning points on M c will be a different type than the turning points considered here. More complicated and richer dynamics of traveling waves should be expected. Numerical simulation of the traveling waves considered here is a challenging problem. The stability of these traveling waves is under consideration.
