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Abstract
Numerical evolution of time-dependent differential equations via explicit Runge–
Kutta or Taylor methods typically fails to preserve symmetries of a system. It
is known that there exists no numerical integration method that in general pre-
serves both the energy and the symplectic structure of a Hamiltonian system.
One is thus normally forced to make a choice. Nevertheless, a symmetric in-
tegration formula, obtained by Lanczos-Dyche via two-point Taylor expansion
(or Hermite interpolation), is shown here to preserve both energy as well as
symplectic structure for linear systems. This formula shares similarities with
the Euler-Maclaurin formula, but is superconvergent rather than asymptotically
convergent. For partial differential equations, the resulting evolution methods
are unconditionally stable, i.e, not subject to a Courant-Friedrichs-Lewy limit.
Although generally implicit, these methods become explicit for linear systems.
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1. Introduction
In this paper we consider the numerical solution of initial value problems of
the form
du
dt
= f(t, u), u(t0) = u0 (1)
with f : Ω ⊂ R × RN → RN where Ω is an open set of R × RN . Eq. (1)
may represent an ordinary differential equation (ODE) for the scalar function
u(t), or a system of ODEs, or (in a method of lines approach [1]) a partial
differential equation (PDE) for the vector u(t) with components ui(t) = u(t, xi),
constructed from discretizing a scalar field u(t, x) on the spatial grid-points {xi}.
To evolve this differential equation numerically, one may use the fundamental
theorem of calculus to write it as an integral equation
u(tν+1) = u(tν) +
∫ tν+1
tν
f(t, u(t))dt (2)
(where ν ∈ N counts the sequential time steps of numerical integration) and
compute the time integral via a suitable quadrature or other numerical integra-
tion rule [2]. Explicit integration schemes, such as Runge–Kutta methods, or
Taylor series of the integrand expanded about t = tν , yield numerical integration
formulas that violate symmetry under time reversal tν ↔ tν+1. Symmetries of
the continuum system, such as conservation of energy or symplectic structure,
are thus generally violated upon discretization.
It is known that there exists no numerical integration method that in general
preserves both the energy and the symplectic structure of a Hamiltonian system
[3, 4, 5]. One is thus normally forced to make a choice between conserving one
or the other. However, for quadratic Hamiltonians, we show that it is in fact
possible to preserve both energy as well as symplectic structure (up to numerical
roundoff error).
Our focus in this paper is to integrate via a single-step rule, originally due
to Lanczos [6] and Dyche [7], which is based on a two-point Taylor expansion
about t = tν and t = tν+1, and is symmetric under time reversal tν ↔ tν+1.
We will refer to this integration rule as the Lanczos-Dyche (LD) formula, and
will study the degree to which it preserves symmetries of the continuum sys-
tem. When compared with Runge–Kutta methods of the same order, these
symmetric methods are shown to be efficient, and invariants of the motion are
well–preserved over long time intervals, exactly for linear systems and approxi-
mately for non-linear systems.
Moreover, when using symmetric methods in a method of lines framework
to evolve partial differential equations, the resulting scheme is shown to be
unconditionally stable, that is, not subject to a Courant-Friedrichs-Lewy (CFL)
condition, thus allowing arbitrarily large time steps in numerical evolution. In
terms of accuracy, time steps cannot be arbitrarily large, but the high order of
the methods, combined with the absence of a CFL limit, does allow significantly
larger time steps compared to explicit methods. Moreover, while symmetric
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formulas are implicit, for problems that allow inverting and storing the evolution
operator in memory, there is no computational overhead compared to explicit
methods, as the symmetric formulas can become effectively explicit.
2. Numerical integration via Hermite interpolation
Let f : R → R be a Ck function. We wish to construct approximations to
the definite integral
I(f) =
∫ t2
t1
f(t)dt, (3)
for a small interval ∆t = t2 − t1, given the function values and derivatives at
the endpoints of this interval.
2.1. One-point Taylor expansion
A one-point Taylor expansion of the integrand about t = t1 has the form
f(t) = Pn(t) + Rn(t) (4)
where
Pn(t) =
n∑
l=0
(t− t1)l
l!
f
(l)
1 (5)
is the Taylor polynomial of order n < k, with f (l)1 = f
(l)(t1), and
Rn(t) =
(t− t1)n+1
(n+ 1)!
f (n+1)(τ) (6)
is the remainder, with τ ∈ [t1, t2]. Integration of Eq. (4) yields the familiar
formula
I(f) =
n∑
l=1
∆tl
l!
f
(l−1)
1 +Rn(f) (7)
with remainder
Rn(f) =
∆tn+1
(n+ 1)!
f (n)(τ) (8)
Eq. (1) can be used to express all derivatives f ′1, f ′′1 , ... in terms of f1 [8]. This
procedure can generally be automated using algebraic manipulation software.
[9, 10]. In particular, if Eq. (1) is a linear ODE, then formula (7) is equivalent
to a Runge–Kutta method of order n.
The above formula has the advantage of being explicit, that is, it only re-
quires initial conditions at time t = t1 to be specified. It is thus suitable for
initial value problems such as Eq. (1). However, this property means that the
formula is not symmetric under time reversal t1 ↔ t2 and thus fails to preserve
symmetries of the differential equation (1). In what follows, we use two-point
Hermite interpolation or, equivalently, a two-point Taylor expansion, to derive
formulas symmetric under time reversal.
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2.2. Two-point Taylor expansion
Trapezoidal rule (2nd order) . Given the function values f1 = f(t1) and f2 =
f(t2) at the endpoints, one may approximate f(t) in the interval t ∈ [t1, t2] with
a linear Lagrange interpolating polynomial,
P(t) =
t2 − t
∆t
f1 +
t− t1
∆t
f2, (9)
uniquely determined by the two conditions P(t1) = f1 and P(t2) = f2. Substi-
tuting this expression into Eq. (3) and integrating yields the trapezoidal rule:
I(f) =
∆t
2
(f1 + f2) + O(∆t
3) (10)
with the error term to be computed below.
Hermite’s rule (4th order). If, in addition to the function values, the derivatives
f ′1 = f
′(t1) and f ′2 = f ′(t2) are known at the end-points, one may approximate
f(t) with a cubic Hermite interpolating polynomial P(t), uniquely determined
by the four conditions P(t1) = f1, P(t2) = f2, P′(t1) = f ′1 and P′(t2) = f ′2.
Using the method of undetermined coefficients [11, 12], one finds:
P(t) =
(t2 − t)2(2t+ t2 − 3t1)
∆t3
f1 − (2t+ t1 − 3t2)(t− t1)
2
∆t3
f2
+
(t2 − t)2(t− t1)
∆t2
f ′1 −
(t2 − t)(t− t1)2
∆t2
f ′2. (11)
Substituting this expression into Eq. (3) and integrating yields the Hermite rule:
I(f) =
∆t
2
(f1 + f2) +
∆t2
12
(f ′1 − f ′2) + O(∆t5) (12)
A detailed comparison between Hermite’s rule and Simpson’s rule may be found
in [13].
Lotkin’s rule (6th order). If, in addition to the function values and first deriva-
tives, the second derivatives f ′′1 = f ′′(t1) and f ′′2 = f ′′(t2) at the end-points
are known, one may approximate f(t) with a quintic Hermite interpolating
polynomial, uniquely determined by the six conditions P(t1) = f1, P(t2) = f2,
P′(t1) = f ′1, P′(t2) = f ′2, P′′(t1) = f1 and P′′(t2) = f2. The method of undeter-
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mined coefficients yields:
P(t) =
[
6t2 + 3t2t+ 10t
2
1 + t
2
2 − 5t1 (3t+ t2)
]
(t2 − t) 3
∆t5
f1
+
[
6t2 + 3t1t+ t
2
1 + 10t
2
2 − 5 (3t+ t1) t2
]
(t− t1) 3
∆t5
f2
+
(3t− 4t1 + t2) (t− t1) (t2 − t) 3
∆t4
f ′1
+
(3t+ t1 − 4t2) (t− t1) 3 (t2 − t)
∆t4
f ′2
+
(t2 − t) 2 (t− t1) 3
2∆t3
f ′′2 +
(t2 − t) 3 (t− t1) 2
2∆t3
f ′′1 . (13)
Substituting this expression into Eq. (3) and integrating yields a 6th order gen-
eralization to the trapezoidal rule, which we will refer to as Lotkin’s [14] rule:
I(f) =
∆t
2
(f1 + f2) +
∆t2
10
(f ′1 − f ′2) +
∆t3
120
(f ′′1 + f
′′
2 ) + O(∆t
7) (14)
Unlike formulas such as Eq. (7) stemming from one-point Taylor series, one
notices that Eqs. (12) and (14) have different coefficients, which depend on the
order of the series truncation. This is a characteristic of two-point Taylor series,
as shown below.
The Lanczos-Dyche formula (2nth order). The above procedure can be contin-
ued up to 2nth order if the function values and lth derivatives f (l)1 = f
(l)(t1),
f
(l)
2 = f
(l)(t2) at the end-points are known for l = 0, 1, ..., n−1. The finite form
of the two-point Taylor series is [15, 7]
f(t) = Pn(t) + Rn(t) (15)
where
Pn(t) =
n−1∑
l=0
∆t−(2l+1)[(t− t1)(t− t2)]l[(t− t2)al + (t− t1)bl] (16)
is the two-point Hermite interpolation polynomial,
al =
[
dl
dtl
f(t)
(t− t2)l
]
t=t1
, bl =
[
dl
dtl
f(t)
(t− t1)l
]
t=t2
(17)
are constant coefficients, and
Rn(t) =
[(t− t1)(t− t2)]n
(2n)!
f (2n)(τ), τ ∈ [t1, t2] (18)
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is the remainder [16]. Substituting Eq. (15) into Eq. (3) and integrating yields
the 2nth order generalization of the trapezoidal rule, which we will refer to as
the Lanczos-Dyche1 [6, 7] (cf. also [17, 18, 19, 20]) formula:
I(f) =
n∑
l=1
Cln
∆tl
l!
[f
(l−1)
1 + (−1)l−1f (l−1)2 ] +Rn(f) (19)
with coefficients
Cln :=
n!(2n− l)!
(2n)!(n− l)! , (20)
and remainder
Rn(f) = (−1)n n!
2
(2n+ 1)!(2n)!
∆t2n+1f (2n)(τ). (21)
Eqs. (10), (12) and (14) are special cases of the Lanczos-Dyche (LD) formula
(19), which forms the basis of this paper.
Higher-order rules easily follow from the above formula. For n = 4, the LD
formula (19) gives the 8th order rule
I(f) =
∆t
2
(f1 + f2) +
3∆t2
28
(f ′1 − f ′2) +
∆t3
84
(f ′′1 + f
′′
2 )
+
∆t4
1680
(f ′′′1 − f ′′′2 ) + O(∆t9). (22)
For n = 5, the same formula gives the 10th order rule
I(f) =
∆t
2
(f1 + f2) +
∆t2
9
(f ′1 − f ′2) +
∆t3
72
(f ′′1 + f
′′
2 )
+
∆t4
1008
(f ′′′1 − f ′′′2 ) +
∆t5
30240
(f
(4)
1 + f
(4)
2 ) + O(∆t
11). (23)
and so forth.
As mentioned earlier, the expansion coefficients of the LD formula (19) de-
pend on the order n of the series truncation. This is in contrast to familiar
formulas based on one-point Taylor series [cf. Eq. (7)] or the Euler-Maclaurin
formula [cf. Eq. (24) below] which have fixed coefficients. This dependence on
the order of truncation is a characteristic of two-point Taylor series, and is partly
responsible for their rapid convergence.
In fact, one of the most interesting features of the LD formula (19) is its
remainder term, given by Eq. (21). Inspection of this remainder term, as well as
1We derived this formula independently, but discovered Lanczos’ book and Dyche’s thesis
when this work was near completion, and thus named it after these authors. Despite its
remarkable accuracy and symmetry properties, little attention has been paid to the LD formula
in the literature, and we found no references other than the ones above.
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numerical applications outlined in the next sections, reveal that the LD formula
is superconvergent : when the function derivatives f (l)(t) of order l = 0, 1, ..., n−1
are known, the formula is accurate to order 2n (rather than order n, like the
usual Taylor formula (7)).
2.3. Comparison to the Euler-Maclaurin formula
It is worth comparing the Lanczos-Dyche formula (19) to the more widely
known (albeit often asymptotically convergent) Euler-Maclaurin (EM) formula:
I(f) =
n∑
l=1
Bl
∆tl
l!
[f
(l−1)
1 + (−1)l−1f (l−1)2 ] +Rn(f) (24)
where, for even n, the remainder term is [21]
Rn(f) = −Bn+2 ∆t
n+3
(n+ 2)!
f (n+2)(τ), τ ∈ (t1, t2). (25)
and Bl denotes the Bernoulli numbers
B1 =
1
2
, B2 =
1
6
, B3 = 0, B4 = − 1
30
, B5 = 0, B6 =
1
42
, ... (26)
For n = 1 and n = 2, the EM formula (24) coincides with the trapezoidal rule
(10) and Hermite rule (12) respectively. However, the EM formula differs from
the LD formula (19) at higher order. For n = 4, Eq. (24) yields the 6th order
rule:
I(f) =
∆t
2
(f1 + f2) +
∆t2
12
(f ′1 − f ′2)−
∆t4
720
(f ′′′1 − f ′′′2 ) + O(∆t7) (27)
which differs from the Lanczos-Dyche 8th order rule (22), despite the fact that
both formulas use up to third-order derivatives of f(t).
We note that, according to Eq. (26), only odd-order derivatives appear in
the EM formula (24), and these derivatives appear with opposite sign at the
end-points. As a result, the EM formula can be used to construct a composite
(multi-step) rule by summing up the contributions from a sequence of points
(t1, t2, ..., tN ). For the composite EM formula, all derivative contributions cancel
out, except for the values at the first and last point (t1 and tN ). The EM
formula is thus often used to convert a sum
∑
i f(ti) to an integral
∫
f(t)dt
[22, 23]. An important application is Riemann zeta-function regularization [24,
25, 26], which is used in conformal field theory, renormalization and in fixing
the critical spacetime dimension of string theory. An example of zeta-function
regularization is the calculation of the vacuum expectation value of the energy
of a particle field in quantum field theory. More generally, the zeta-function
approach can be used to regularize the full energy-momentum tensor in curved
spacetime [27].
On the other hand, the LD formula (19) contains both odd- and even-order
derivatives, and the latter appear with the same sign at the end-points (e.g. t1
7
Figure 1: Illustrative comparison between remainder terms of the Lanczos-Dyche (LD), Euler-
Maclaurin (EM), Taylor Expansion (T) formulas, using derivatives of the integrand of order
up to 15th. In this example, the test function f(t) = e−t
2
is integrated in the interval
(t1, t2) = (−1/2, 1/2) with a single, large time-step ∆t = t2 − t1 = 1. The solid blue, dashed
green, and dashed-dot lines show the absolute difference between the exact integral I(f) =∫ t2
t1
f(t)dt and its numerical approximation I(Pn) =
∫ t2
t1
Pn(t)dt computed by integrating
an interpolating polynomial, that is, via the LD, EM, and T formulas, given by Eqs. (24),
(19) and (7) respectively. This absolute difference is in agreement with the estimates of the
respective remainder terms Rn(f) for these formulas. As the value of τ in the remainder
terms makes an insignificant impact, it is chosen rather arbitrarily to be the midpoint of the
interval τ ∈ (t1, t2).
and t2). Thus, if one attempts to construct a composite (multi-step) formula,
the even-order derivatives do not cancel out. For this reason, the LD formula
is not readily2 suited for converting sums to integrals. Nevertheless, the LD
formula is ideally suited for the purpose of numerical integration, i.e. conversion
of integrals to sums. In this paper, restrict attention to single-step, rather than
composite, formulas.
For the purpose of integration, the difference in accuracy between the LD
formula (19) and the EM formula (24) is dramatic. Inspection of the respective
remainder terms (21) and (25) reveals that, when the function derivatives f (l)(t)
of all orders up to l = n− 1 are used, the EM formula is (formally) accurate to
order n+2 whereas the LD formula is accurate to order 2n. Further inspection of
the remainder term (25) reveals that, because the Bernoulli numbers Bn decay
slowly for increasing n, the EM formula is often only asymptotically convergent,
and in practice may fail to converge for certain functions or large time-steps.
On the other hand, the coefficients in the remainder term (21) decay faster
than exponentially for increasing n, and the LD formula is superconvergent. A
comparison of the error terms of the EM and LD formulas when computing the
2unless the function derivatives f ′l , f
′′
l , ... can be easily expressed in terms of the function
values fl.
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integral of the exponential function, shown in Fig. 1, confirms that the latter
decreases faster than exponentially with the order n of derivatives used.
3. Ordinary differential equations
3.1. Absolute Stability
To study stability of a time integration scheme, we consider a linear test
equation of the form (1) with f(t, u) = λu, λ ∈ C, that is,
du
dt
= λu, u(0) = 1 (28)
and consider the relation between u(tν+1) and u(tν) arising from Eqs. (2), (3)
and the relevant integration formula. For any one-step method, this relation
has the form
u(tν+1) = ζ(λ∆t)u(tν). (29)
The function ζ(µ) is the increment function. For the exact solution of Eq. (28),
we have u(tν+1) = eλ∆tu(tν), and thus the exact increment function is
ζ(µ) = eµ. (30)
A numerical method is considered absolutely stable if the increment function
for that method satisfies the condition |ζ(λ∆t)| ≤ 1.
For a Runge–Kutta method of order n, the time-stepping has the form of
Eq. (29) with an increment function given by
ζ(µ) =
n∑
l=0
1
l!
µl, (31)
which coincides with the Taylor expansion of order n about µ = 0 of the exact
increment function (30). These methods exhibit stability within the regions
plotted in Fig. 2a.
On the other hand, substituting the lth-order derivatives dul/dtl = λlu of
Eq. (28) into the Lanczos-Dyche formula (19), yields an increment function
ζ(µ) =
∑n
l=0
Cln
l! µ
l∑n
l=0
Cln
l! (−µ)l
, (32)
with coefficients Cln given by Eq. (20). The above expression coincides with the
Padé approximant of order (n, n) to the exact function (30) expanded about
µ = 0. It has already been proven in [28] that Padé methods with stabiltity
function given by (32) are stable on the entire left half plane Re(µ) ≤ 0 for all
orders n ≥ 1. Thus, the methods resulting from the Lanczos-Dyche formula
(19) are A-stable (but not L-stable, as Eq. (32), does not satisfy the condition
ζ(µ)→ 0 as µ→ −∞).
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We note that implicit multistep methods can only be A-stable if their order
is at most 2. This result, known as the second Dahlquist barrier [29, 30, 31,
8, 32], restricts the usefulness of linear multistep methods for stiff equations.
The optimal A-stable method is the trapezoidal rule, which is a special case
of the Lanczos-Dyche formula for n = 1. However, the use of higher order
derivatives allows one to exceed this barrier [33, 9, 34, 35, 10, 36, 37], and
methods based on the Lanczos-Dyche formula are A-stable to all orders. The
property of A-stability will prove extremely useful when applying this method
to partial differential equations, as it will be seen that systems discretized via
the method of lines using the Lanczos-Dyche formula are unconditionally stable,
that is, these methods are not subject to a Courant-Friedrichs-Lewy condition
on the time-step.
We notice that the Lanczos-Dyche formula (19) reduces to Padé methods
for linear differential equations. However, Padé methods rely on a rational ap-
proximation of the exponential function eAt, and are applicable only to linear
systems. In contrast, methods resulting from the Lanczos-Dyche formula are
generally applicable to both linear and non-linear systems (albeit they are im-
plicit in the latter case). Moreover, even for linear systems, if the system is
large, Padé methods provide an approximation to the large matrix eAt. How-
ever, the LD formula (19) can be applied to each sub-equation separately, and
then one can proceed to invert a linear sub-system of much smaller size, as will
be seen below in Sec. 4.1 and in more detail in a companion paper.
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(a) Runge-Kutta
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(b) Lanczos-Dyche
Figure 2: A-stability regions for different time-stepping schemes.
3.2. Hamiltonian systems
Consider the Hamilton equations
dq
dt
=
∂H
∂p
(33a)
dp
dt
= −∂H
∂q
(33b)
10
where the Hamiltonian H(q, p) : Ω ⊂ RN+1 × RN+1 → R is a smooth function
on an open set Ω of RN+1 × RN+1.
To linear order in the Taylor expansion (7), the time evolution of this system
could be accomplished via Euler integration
qν+1 = qν + ∆t
∂H
∂pν
(34a)
pν+1 = pν −∆t ∂H
∂qν
, (34b)
where ν ∈ N counts the time steps. For a typical Hamiltonian of the form
H =
1
2
p2 + V (q) (35)
the above discrete transformation is not canonical, as the Jacobian:
J =
∂(qν+1, pν+1)
∂(qν , pν)
(36)
does not preserve its unitary value, J = 1. Instead, the Euler integration (34)
introduces an error of order O(∆t2) in the Jacobian (36) of the transformation.
One can include higher order terms in the Taylor expansion so the error
accumulates more slowly, but symplectic structure would still not be preserved.
For example, a second order Runge-Kutta integration yields the integration rule
qν+1 = qν + ∆t
∂H
∂pν
+
∆t2
2
d
dt
(
∂H
∂pν
)
(37a)
pν+1 = pν −∆t ∂H
∂qν
− ∆t
2
2
d
dt
(
∂H
∂qν
)
, (37b)
Since the partial derivatives of H with respect to p and q are functions of those
variables, the chain rule:
dH
dt
=
∂H
∂t
+ p˙
∂H
∂p
+ q˙
∂H
∂q
(38)
and the equations of motion (33a) may be used to remove any total time deriva-
tives that appear at second order. A scheme of this sort would introduce an
error in the Jacobian (36) of order ∆t3.
Symplectic structure may be preserved if the dependence of the Hamiltonian
on the future position qν+1 and momentum pν+1 at time tν+1 is taken into
account. For example, one may replace the Euler method by the momentum-
Verlet method [38]
qν+1 = qν + ∆t
∂H
∂pν
(39a)
pν+1 = pν −∆t ∂H
∂qν+1
. (39b)
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or the position-Verlet method
qν+1 = qν + ∆t
∂H
∂pν+1
(40a)
pν+1 = pν −∆t ∂H
∂qν
(40b)
In one of the two equations, the partial derivative of the Hamiltonian is evaluated
at tν+1 as opposed to tν . For the Hamiltonian (35), Substituting Eq. (39) or
(40) Eq. (36) yields a Jacobian J = 1 identically. Thus, both Verlet methods
preserve symplectic structure. In accordance to Liouville’s theorem, phase-space
volume is conserved by these methods, as demonstrated in Fig. 3. Although
these methods yield closed trajectories in phase space, they need not conserve
energy (cf. Fig. 3.). In addition, the resulting scheme will often be a system of
nonlinear equations that must be solved numerically. We refer to the method
with advanced momentum given by Eq. (40) as VP (momentum-Verlet) and
the method with advanced position given by Eq. (39) as VQ (position-Verlet)
[39, 40, 41, 42].
Using the second order Lanczos-Dyche (LD2) formula (or trapezoidal rule)
to expand the solution to the Hamiltonian system (33a) yields the scheme
qν+1 = qν +
∆t
2
(
∂H
∂pν
+
∂H
∂pν+1
)
(41a)
pν+1 = pν − ∆t
2
(
∂H
∂qν
+
∂H
∂qν+1
)
. (41b)
Note that this formula may be obtained by averaging the Verlet schemes (40)
and (39). Intuitively, by inspecting the oval-shaped trajectories for VQ and
VP in Fig. 3, one may expect the symmetric formula to (41) to yield circular
trajectories and thus preserve symplectic structure. For linear systems, such as
the harmomic osillator, this is indeed the case. Furthermore, the formula (41)
is time-symmetric: the scheme does not change under the reversal tν ↔ tν+1.
Since energy conservation is intimately related to time symmetry, by means of
Noether’s theorem, we expect this scheme to preserve energy. We theoretically
and numerically explore these conjectures in the following sections.
If the fourth order LD formula (LD4) is used, one obtains
qν+1 = qν +
∆t
2
(
∂H
∂pν
+
∂H
∂pν+1
)
+
∆t2
12
d
dt
(
∂H
∂pν
− ∂H
∂pν+1
)
(42a)
pν+1 = pν − ∆t
2
(
∂H
∂qν
+
∂H
∂qν+1
)
− ∆t
2
12
d
dt
(
∂H
∂qν
− ∂H
∂qν+1
)
. (42b)
We again expect this formula to preserve energy and symplecticity for the same
reasons discussed above.
3.3. Linear systems: harmonic oscillator
As a first example of a linear Hamiltonian system, we consider the simple
harmonic oscillator. The Hamiltonian for this problem (with an appropriate
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choice of units) is
H =
p2
2
+
q2
2
(43)
and the Hamilton equations are
q˙ = p (44a)
p˙ = −q (44b)
Since the system is linear, the integration schemes outlined in Section (3.2) can
easily be written explicitly. We explicitly construct the first two LD schemes
given by Eqs. (41) and (41). LD2 reads
qν+1 = qν +
∆t
2
(pν + pν+1) (45a)
pν+1 = pν − ∆t
2
(qν + qν+1) (45b)
while LD4 reads
qν+1 = qν +
∆t
2
(pν + pν+1)− ∆t
2
12
(qν − qν+1) (46a)
pν+1 = pν − ∆t
2
(qν + qν+1)− ∆t
2
12
(pν − pν+1) (46b)
Since the equations are linear, the two schemes may be explicitly solved for the
advanced momentum pν+1 and position qν+1. LD2 results in
qν+1 = qν −
1
2∆t
2
1 + 14∆t
2
qν +
∆t
1 + 14∆t
2
pν (47a)
pν+1 = pν − ∆t
1 + 14∆t
2
qν −
1
2∆t
2
1 + 14∆t
2
pν (47b)
while LD4 results in
qν+1 = qν −
1
2∆t
2
1 + 112∆t
2 (
1 + 112∆t
2
)qν + ∆t (1− 112∆t2)
1 + 112∆t
2 (
1 + 112∆t
2
)pν (48a)
pν+1 = pν −
∆t
(
1− 112∆t2
)
1 + 112∆t
2 (
1 + 112∆t
2
)qν − 12∆t2
1 + 112∆t
2 (
1 + 112∆t
2
)pν (48b)
In both cases, polynomial expressions in ∆t were written in Horner form, to
reduce the round-off error from floating point arithmetic. Moreover, separating
out the incremental additive change in q and p explicitly, also reduces round-off
error from accumulated summation, and facilitates compensated summation if
desired.
The Jacobians of these transformations may be computed in the usual way,
and it is found that J = 1 for both methods. Moreover, it can be shown that
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Figure 3: Phase portraits of various numeric methods used to evolve the simple harmonic
oscillator. Note that the Euler and RK2 methods exhibit unphysical growth. The Verlet
methods create closed trajectories, but energy is not conserved throughout a period. The
LD methods are symplectic and energy conserving, so they form perfect circles, the expected
trajectories. To exaggerate these effects a large step size, ∆t = 0.75, was used.
p2ν+1
2
+
q2ν+1
2
=
p2ν
2
+
q2ν
2
(49)
in both cases. Thus, the LD methods are exactly symplectic and energy con-
serving for this linear system. Symplecticity implies the numeric phase space
trajectories should form closed curves. Energy conserving implies the Hamilto-
nian should have a constant value on the numeric trajectories; curves of constant
energy are circles in this problem. We demonstrate this in Fig. (3). The Eu-
ler (RK1) and RK2 methods are neither symplectic nor energy conserving, so
their phase portraits exhibit unphysical growth. The growth in RK2 is slower
than Euler because the error term is of higher order. The two Verlet methods
are both symplectic, so their numeric trajectories are closed curves, but they
are not energy conserving, so they are not circles as expected for this problem.
The two LD methods, second and fourth order, are both symplectic and energy
conserving, so their numeric trajectories are circles in phase space as expected.
The LD methods were shown to be exactly energy conserving, so we numeri-
cally confirm this. The LD2 and LD4 methods were compared to RK2 and RK4
(the fourth order Taylor expansion). A step size of ∆t = 0.1 was used to evolve
the system for 5000 periods. At each time step, the relative error between the
numeric energy and exact energy was computed; this quantity is defined by
δE
E
≡ |E(tν)− E(0)|
E(0)
(50)
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Figure 4: The relative error δE/E in numerical energy compared with exact energy of a
harmonic oscillator as a function of time. Observe that the error in the LD methods is of
the order of machine precision, indicating that energy is numerically conserved. Contrast this
with the RK methods, where the error grows polynomially in time, indicating that energy is
not conserved.
where
E(tν) ≡ p
2
ν
2
+
q2ν
2
. (51)
The RK methods were found to exhibit polynomial growth over long time scales
while the LD methods conserved energy to machine precision. We note that it
was necessary to use the Horner forms shown in equations (47) and (48) with
compensated summation to achieve the accuracy shown in Fig. (4).
3.4. Nonlinear systems: anharmonic oscillator
Although the method was proved to be symplectic for linear systems, such as
the harmonic oscillator, it is worth noting that this property does not generalize
exactly to non-linear systems: the method is only approximately symplectic for
non-linear systems. To see this, consider a general time-independent system:
p˙ = −V ′(q), q˙ = p (52)
This system is integrated to find
pν+1 = pν −
∫ tν+1
tν
V ′(q)dt (53)
qν+1 = qν +
∫ tν+1
tν
p dt. (54)
Let us apply the second order LD method (or trapezoidal integral rule) to ap-
proximate the above integrals by
pν+1 = pν − ∆t
2
(V ′(qν) + V ′(qν+1)) (55)
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qν+1 = qν +
∆t
2
(pν + pν+1) (56)
This system can be rearranged to give equations for the advanced position qν+1
and momentum pν+1:
qν+1 +
∆t2
4
V ′(qν+1) = qν − ∆t
2
4
V ′(qν) + ∆t pν (57)
pν+1 = pν − ∆t
2
(V ′(qν) + V ′(qν+1)) (58)
The Jacobian for this method can be calculated as
J =
1 + ∆t
2
4 V
′′(qν)
1 + ∆t
2
4 V
′′(qν+1)
(59)
We see that the method is not symplectic unless V ′′(qν) = V ′′(qν+1), which is
only true if V is either a constant, linear, or quadratic function of position.
Nevertheless, we emphasize that the method is still superior to explicit meth-
ods. Consider the pendulum equation, with potential V (q) = cos q, as an ex-
ample of an anharmonic oscillator. If we assume ∆t is small, then Eq. (59) may
be expanded as
J ' 1− ∆t
2
4
(cos qν+1 − cos qν) = 1 + O(∆t3) (60)
Although the order of deviation from symplecticity is formally the same as the
order of the method, the method is more accurate for this problem than explicit
methods, such as the ordinary Runge-Kutta methods. This is because of two
reasons: (i) For the LD methods, the error in the Jacobian is oscillatory and
thus has an upper bound, in contrast to the RK methods, where the error
grows in time without bound. (ii) As seen by inspecting the remainder terms
of each formula, the error for the LD methods is significantly lower compared
to RK methods of the same order. The difference increases by several orders of
magnitude at high order, as demonstrated in the previous section.
We demonstrate this explicitly by comparing the second and fourth order
LD methods to second and fourth order RK methods. To carry out the LD
integration, equation (57) and the corresponding fourth order equation needed
to be solved numerically. A simple Newton-Raphson algorithm was adequate.
For the second order method we iterated the equality
qi+1 = qi −
qi +
∆t2
4 sin qi − (qν + ∆t pν + ∆t
2
4 sin qν)
1 + ∆t
2
4 cos qi
(61)
with qi initialized to qν . We found that the algorithm converged rapidly, within
three iterations, regardless of ∆t’s magnitude. A similar procedure was followed
for the fourth order LD method.
We plot the deviation from the true energy as a function of time from a
numeric simulation in Fig. (5). We note that the deviation from the true energy
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Figure 5: The relative error δE/E in the numerical energy compared to the exact energy as
a function of time for the pendulum equation. In all simulations ∆t = 0.1. Note that for the
LD methods the signal is locally a periodic function, strongly suggesting that the method is
effectively symplectic, even if not exactly symplectic. Note that that the magnitude of the
relative error is small. Contrast this with the RK methods which quickly display polynomial
growth.
is a periodic function of time for both LD methods and remains bounded, as
opposed to explicit methods for which the deviation grows polynomially in time.
This demonstrates that our LD methods are still superior to explicit methods
for the pendulum equation, despite their non-exact symplecticity.
This can be understood by inspecting Eq. (60), which suggests that the devi-
ation from symplecticity is formally of order O(∆t3), but oscillates sinusoidally
with qν and qν+1. Each of these contributions averages to zero over one period,
so the second order LD method can be considered “symplectic on average”. A
similar result holds for the fourth order LD method, since the generalized force
is sinusoidal.
3.5. Nonconservative Systems: Damped Oscillator
Having demonstrated the method’s utility for both linear and nonlinear con-
servative systems, we now turn to nonconservative systems. Although there is
no longer a manifestly conserved quantity, such systems can still be Hamilto-
nian and thus preserve symplectic structure. We expect our method to more
useful in these problems than an explicit method, such as Runge-Kutta, for this
reason.
Consider the damped harmonic oscillator with unit mass and spring constant
as a specific example:
q¨ + γq˙ + q = 0. (62)
The damping force cannot be expressed as the derivative of a potential, so
this system does not conserve mechanical energy. However, one can still find a
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Lagrangian that gives rise to this equation [43, 44, 45, 46, 38, 47, 48]:
L = e−γt
(
q˙2
2
− q
2
2
)
. (63)
One can then compute a Hamiltonian,
H =
p2
2
e−γt +
q2
2
eγt, (64)
and canonical equations of motion,
p˙ = −eγtq, q˙ = e−γtp. (65)
Note that p is the canonical momentum, distinct from the kinematic momentum
q˙ in this problem. Although energy is not conserved, one can show that the
following quantity is a constant of motion [49]:
C =
p2
2
e−γt +
γ
2
pq +
q2
2
eγt. (66)
Since this system is Hamiltonian, its symplectic structure should be pre-
served, and the constant C should be conserved through the evolution. This
provides a criterion to test numeric schemes. In Figure (6) we plot the relative
error in C as a function of time resulting from second and fourth order LD and
RK methods. Like the pendulum equation, the LD scheme for this problem is
not exactly conservative or symplectic, so C exhibits oscillations. As mentioned
earlier, the oscillations are bounded, and increasing the method’s order reduces
the amplitude of these oscillations. Contrast this with the RK methods, in
which C grows polynomially in time.
The performance of the LD methods may be compared to that of other varia-
tional integrators, such as the ‘slimplectic’ integrator [50]. For dissipative linear
systems, such as the damped harmonic oscillator, numerical accuracy is essen-
tially the same. For linear conservative systems, the LD methods conserve both
energy and symplectic structure (i.e. the Jacobian 36 of the canonical trans-
formation associated with motion) exactly, while most symplectic integrators
typically conserve the Jacobian exactly but the energy is conserved approxi-
mately (in the sense that its growth is bound) [41]. On the other hand, for non-
linear systems, LD methods conserve energy and the Jacobian approximately,
but symplectic methods typically conserve the Jacobian exactly. A discussion
of the connection between symmetric and symplectic integration may be found
in [51].
4. Systems of differential equations
4.1. Ordinary differential equations: coupled harmonic oscillators
The properties demonstrated above generalize to systems of ordinary of par-
tial differential equations. For example, let us consider a 1-dimensional system
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Figure 6: The relative error δC/C in the numerical value of the conserved quantity C, com-
pared to its exact value, as a function of simulation time for the damped oscillator. For all
simulations, γ = 10−4 and ∆t = 0.1. As with the pendulum equation, the error in the LD
methods is bounded and oscillatory, indicating effective symplecticity (even if it is not exactly
symplectic) while the RK methods exhibit polynomial error growth.
of coupled harmonic oscillators. The Hamiltonian can be written in matrix form
as
H(q, p) =
1
2
(M−1)abpapb +
1
2
Kabq
aqb (67)
where M and K are constant matrices that depend on the mass and Hooke
constant of each oscillator, and the indices a, b, ... are summed over the different
oscillators. The Hamilton equations of motion,
q˙a = (M
−1)abpb (68a)
p˙a = −Kabqb, (68b)
can be integrated in time to any order using the LD formula (19), and the equa-
tions of motion can be used to eliminate all time derivatives. This procedure,
after solving the resulting linear system, yields an explicit scheme
qν+1 = Aqν +Bpν (69a)
pν+1 = Cqν +Dpν , (69b)
where the matrices A, ...,D can be computed using the methods outlined in
Sec. 3.3. This example serves as a prelude to the symplectic integration of
hyperbolic PDEs such as the wave equation. For example, upon discretization
via the method of lines (cf. Sec. 4.2), the Klein-Gordon equation takes the form
of a system of coupled ODEs identical to Eq. (68).
4.2. Partial differential equations: method of lines
As mentioned above, a common approach to solving systems of evolution
equations is the method of lines. For concreteness, let us consider a first-order
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in time scalar differential equation in 1+1 dimensions
∂
∂t
u(t, x) = L(u(t, x)) (70)
where L is a (not necessarily linear) spatial differential operator. If one uses
finite-difference or pseudospectral methods for the spatial derivatives [52, 11],
one may rewrite the original partial differential equation as a coupled system of
ordinary differential equations of the form
du(t)
dt
= L(u(t)) (71)
dui(t)
dt
=
N∑
j=0
Lij(uj(t)) (72)
where ui(t) = u(t, xi) is a vector constructed from the values of the scalar field
u(t, x) in the spatial grid points xi and L is a matrix (band-diagonal in the case
of finite differences, or full in the case of pseudo-spectral methods) that couples
the different grid points.
Eq. (72) can be time-stepped using the fundamental theorem of calculus, in
accordance with Eq. (2). Thus, the methods applied in the previous sections
to solve ordinary differential equations, can be generalized to partial differential
equations. A detailed derivation and demonstration of the symmetry, symplec-
ticity and stability properties afforded by the LD methods in such PDEs will be
given in a companion paper. It will be shown that the method is particularly
powerful for linear or quasi-linear PDEs, as it is unconditionally stable, and thus
overcomes the Courant-Friedrichs-Lewy limit, and moreover preserves proper-
ties of the continuum system, such as energy or probability in the Schrödinger
equation and other parabolic or hyperbolic partial differential equations.
5. Conclusions
To our knowledge, although Padé approximation methods have been known
for linear PDEs, their derivation from the LD formula has not been brought
forward before. More importantly, since Padé methods amount to a Padé ex-
pansion of the exponential function, their applicability is restricted to linear
systems. In contrast, the LD formula only assumes that the problem has con-
tinuous derivatives up to some order, so it is equally valid for non-linear systems.
Moreover, even in the context of linear systems, the LD methods are more gen-
eral than Padé methods, as the former can be straightforwardly applied to each
sub-equation separately, requiring inversion of matrices of smaller size. This is
not straightforward with Padé methods. This property is particularly useful for
integrating periodic Hamiltonian systems or wave-like equations (cf. Sec. 4.1),
as will be demonstrated in a companion paper.
In the context of ODEs, the LD methods are examples of “multi-derivative
methods”, as the schemes depend on derivatives of the function in question. The
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remarkable stability properties of such methods have been studied by Brown et
al. [33, 9, 10, 36]. But in addition, their time-symmetric nature gives them
great promise for symplectic and energy-conserving integration. Our hope is
to draw attention to the properties of these schemes by demonstrating their
utility for integrating Hamiltonian systems and many other problems of physical
interest. We have shown that the LD methods are exactly symplectic and energy
conserving for linear problems and outperform explicit schemes for nonlinear and
dissipative problems. Their remarkable accuracy for quadratic Hamiltonians
makes them very useful for systems of linear or quasi-linear ODEs.
Moreover, when linear PDEs are discretized using the method of lines, a
system of coupled linear ODEs is obtained. Many such problems are endowed
with symplectic structure analogous to that outlined in Sec. 4.1. This suggests
that an integration scheme with the same advantages as for ODEs (stability,
symplecticity, and energy conservation) is often possible. In a companion paper,
we will use the LD formula to obtain such schemes for prototypical hyperbolic
or parabolic PDEs, such as the advection, wave, and Schrödinger equations.
While LD methods certainly posses utility for ODEs, we will demonstrate that
it is in the numerical integration of PDEs that these schemes are most powerful.
Finally, we emphasize that, although much of the discussion has focused on
linear problems, the LD formula is equally valid nonlinear systems. It will be
interesting to explore the use of such integration schemes in nonlinear partial
differential equations.
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