The inverse source problem for one-and two-dimensional coherently radiating sources is studied within the framework of generalized holographic imaging. It is shown that the image field produced from a generalized hologram of a one-dimensional source contains a complete description of the source. For such sources, structure larger than one-half wavelength is accurately imaged, whereas information on smaller scales can be obtained from a linear operator applied to the image field. The image fields of two-dimensional sources are shown to contain only partial information about these sources. It is shown, however, that perfect imaging is possible for the class of sources satisfying the homogeneous Helmholtz equation. This class is shown to be identical with the class of minimum energy sources recently encountered in connection with the inverse problem for three-dimensional sources. For noisy images there are serious practical limitations on source detail obtainable from any imaging system; the generalized hologram achieves near-ideal performance when the image is noisy.
INTRODUCTION
In this paper we explore the relationship between the inverse source problem for one-and two-dimensional (nonplanar) monochromatic sources and a generalization of holography known as the basic imaging system (BIS). The inverse source problem consists of deducing the source term p(r) of the inhomogeneous Helmholtz equation from measurements of the radiated field V/(r) performed outside the source volume. The BIS1, 2 is a two-step imageforming process in which the first step consists of recording the radiated field 4 and its normal derivative (e9/an)iP over a closed surface Sh surrounding the source p(r) (object). In a second step the object is removed and an image is formed by the field generated by first-and zero-order surface singularity sources 1 applied on Sh and equal, respectively, to the complex conjugates 4* and (a/an)iP*. It was recently shown that the BIS is of use in certain inverse scattering applications 3 ' 4 and also provides so-called minimum energy solutions to the inverse source problem for three-dimensional sources. 5 In this paper we address the inverse source problem for oneand two-dimensional (cylindrical) objects. It is shown that, unlike in the three-dimensional case, 5 the one-dimensional source (line source) can be uniquely determined in the absence of noise from the image formed by the BIS. Because imaging is a. wavelength-limited process, larger scales are imperfectly imaged but are present in the image field. In the absence of image noise, a linear inverse filter reproduces the object. Similar results have been reported for band-limited imaging systems in which the object is recovered by analytic continuation. 6 ' 7 For nonzero image noise, the BIS faithfully reproduces object detail greater than X/2 so that, for a large object of length L (L/» >> 1), the inverse filter does not produce a significantly better reconstruction than the basic imaging system. However, for linear objects comparable to a wavelength, use of an inverse filter can improve the reconstruction. 8 The inverse source problem is of more practical interest for multidimensional objects. Our discussion here is restricted to two-dimensional objects but can easily be generalized to three-dimensional objects along the lines presented in Ref. 5 . Since there are two-and three-dimensional source distributions that do not radiate,
9 it is not surprising to find that the field reconstructed by the BIS contains only partial information about the object. However, it is shown that those objects whose source distributions satisfy the homogeneous Helmholtz equation can be determined exactly from the image formed by the BIS in the absence of noise. (A related result has been obtained by Bojarski. 10 ) It is shown that the condition that the source satisfy the homogeneous Helmholtz equation is equivalent to the minimum source energy condition established in Ref. 5 . Thus the result that the BIS is able to reconstruct exactly two-dimensional sources satisfying the homogeneous Helmholtz equation is a simple consequence of the fact that such sources are minimum energy sources as defined in Ref. 5. In Section 2, the closed BIS is reviewed, and the expression for the imaging kernel is presented. In Section 3, optimum imaging for one-dimensional, rodlike objects is developed. The inverse filter that perfectly recovers the object from a known image field (no background noise) is derived. The inverse filter is expressed as a weighted sum of the prolatespheroidal eigenfunctions of the image system. In Section 4 the analysis is repeated for two-dimensional (cylindrical) objects of arbitrary cross section. In two dimensions, cylindrical eigenfunctions of the wave equation are eigenfunctions of the image system; these functions are orthogonal but are only complete in the object space for minimum energy sources. An inverse filter expressed as a sum of cylindrical eigenfunctions is found for noise-free images.
CLOSED BASIC IMAGING SYSTEM
The closed BIS is a two-step image-forming system in which the field radiated from an object is recorded on a surface surrounding the object during the first step and in which the image is formed during the reconstruction step by launching a converging wave from this surface." Previous papers"1 2 have developed this two-step image system in detail and related it to scalar and electromagnetic holography. The field radiated by a unit, point source satisfies the scalar-wave equation (V   2 + k 2 )Gf(r, r') = -6(r -r'), (1) with the time dependence exp(-iwt) understood. Here k = 27r/X is the wave number and 6(r -r') is the three-dimensional Dirac delta function. The solution to Eq. (1) satisfying the radiation condition is well known to be given by Gf(r,r') = exp(ikJr -r'l)/47r ir-r'l, R. P. Porter and A. J. Devaney I I I / (2) where I r -r'J is the distance between the points r and r'. To obtain the point response of the BIS, the field Gf(r, r') and its normal derivative (alan)Gf(r, r') are recorded everywhere on a closed surface Si, surrounding r'.
During -n complex conjugate p* (r') of the source:
which, in the limit of vanishing wavelength, converges to a point image.
For an arbitrary monochromatic source p(r'), the radiated field is Here we consider open surfaces that are asymptotic to a cone pair at infinity, as shown in Fig. 2 . For open surfaces the sources for the BIS kernel are given by Gf*, h -V"Gf*, and the kernel is found to be
-Gf*(r", r')v"Gf(r, r")] . hdS". (9) For r and r' inside Si, in 
This expression is the limiting form for the kernel as r" -.
Using the integral definition for the Bessel function, we can write the kernel as
exp(-ikd cos 6 cos 0") X Jo(kd sin 0 sin 0")sin 0" dO", (13) where Jo is the Bessel function of order zero.
IMAGING AND INVERSION OF ONE-DIMENSIONAL OBJECTS
In this section, the scalar image field of a one-dimensional, rodlike object (a line antenna), confined to the z axis of a
Cartesian coordinate system, is considered. This analysis elucidates many of the concepts relevant to the image theory of arbitrary objects. The image field, produced by the closed BIS, of a real line source
6 (x) 6 (y) (14) contained in the interval Iz I < L/2 is from Eqs. (4) and (8) found to be
Along the z axis, Eq. (15) simplifies to
We see from Eq. (16) that, as X -0 (k -c), the BIS reproduces q(z) exactly along the z axis; i.e., limx \o_(z) = q(z). The same object imaged by the open BIS, whose kernel is given by Eq. (13), has the image field
on the z axis, where Q = k cos a. (See Ref. 7 for a related treatment of a finite-aperture, band-limited optical system.) In obtaining Eq. (17), we have substituted 0 = 0 into Eq. (13) and performed the resulting integral. When a = 0, Eq. (17) reduces to the image field produced by the closed hologram.
When a = 7r/2 + 6, where 6 << 1, Eq. (17) reduces to the image field produced by small-angle, coherent imaging systems.
Equations (16) and (17) are Fredholm integral equations of the first kind relating the unknown source q (z') to the known image field 4(z). As is customary when dealing with such equations, we shall look for solutions in terms of the ei- genfunctions of the associated homogeneous integral equation 
where 2r = QL and x is a parameter that can take on only certain discrete positive values 0 < Xo(T) < X1(r) < X2(T) < 
The braces denote the "largest integer in," and In is the natural logarithm. The behavior of the eigenfunctions is given in Fig. 2 of Ref. 16 for small T. The behavior for large T is shown in Fig. 3 . Representing the source as an infinite sum of eigenfunctions yields We conclude that the object (ao. . . am) located in the interval I z I < L/2 is perfectly restored by the inverse filter with output R(z) and kernel hM(z, z'): When the image is noisy and the object is long compared to a wavelength, the truncated inverse filter does not significantly improve image quality over the BIS. As an example, consider the special case in which the noise is stationary with band-limited autocorrelation function
It follows from the Karhunen-Loeve theorem 19 that the noise process n(z) can then be expanded into the eigenfunctions u'(Z):
where the expansion coefficients n, are uncorrelated. In particular, we find that
where the angle brackets denote an ensemble average. The output coefficients of the truncated ideal, noise-free processor, when the above noise process is present, are (32) where the output R(z) = Zb^u, contains the line source.
Referring to Fig. 3 
For all v < M we see from Fig. 3 that the eigenvalues are close to one, yielding the very good approximation 
which, when substituted into Eq. (28a), yields
To a good approximation the output of the BIS and the ideal processor hM are thus identical. Any possible improvement by using the inverse filter is obtained with the further disadvantage that, whereas the BIS is a spatially invariant system, the ideal processor hM is spatially varying. If the BIS is open, then M is truncated at smaller values 2L cos a/X. Closed systems provide the most-complete inversion of the object field for large X and nonzero noise when the ( I a, 12) are essentially the same. However, if ( I a, 1
2 ) decrease as v increases, it may be possible to truncate the processor at some M < 2L/X. It is then possible that an open system [see Eq. (17)] can achieve as good an inversion as the closed BIS.
IMAGING AND INVERSION OF TWO-DIMENSIONAL OBJECTS
Multidimensional objects cannot, in general, be uniquely determined from their image fields. Since nonradiating sources 5 ' 9 produce fields that vanish identically outside their source volume, these sources cannot be reconstructed by any imaging system. Moreover, since an image is formed in a source-free region, the image field must satisfy the homogeneous wave equation, so that an exact image of an object (source) contained in a region A (see Fig. 5 ) can be found only if the source satisfies the homogeneous wave equation in A, i.e., if We shall find that when Eq. (40) holds, this inversion can be achieved, in the absence of noise, by forming an image with the BIS and then using an inverse filter in the manner discussed in Section 3.
For treating two-dimensional objects we follow the analysis of Section 3, except that the closed basic-image kernel is
w ith Jo being the Bessel function of order zero. The basicimage field is found to be
where A is the cross-sectional area bounding the object shown in Fig. 5 . Because the field 4 'br and the source p have different units, it is convenient to work with the image field
where D is a real normalization constant to be chosen. We search for source distributions that are perfectly reproduced in the area A in the absence of noise. Such sources must then generate the image field 4 (r) = a*p* (r) and thus must satisfy the integral equation 
as Ro --. For ao = 1 for large R 0 , we then require that
For arbitrary R 0 , we find a, by substituting the associated eigenfunction from Eq. (46) In terms of these eigenfunctions, expansion (45) The behavior of the eigenvalues in the limit of large MRO is of primary importance here. Using Debye's asymptotic approximation to Bessel's function, 20 we can approximate the eigenvalues by A plot of the eigenvalues is shown in Fig. 6 (54), we obtain the following expression for the image field f(r) produced by such (58) a source:
The set of eigenfunctions u,(cs)(r) is not complete. Indeed, each member of this set satisfies the homogeneous Helmholtz equation, so uniformly convergent sums of these eigenfunctions also satisfy this equation and thus cannot be used to represent arbitrary functions. We can, however, decompose an arbitrary source distribution p(r) into a component b(r) that satisfies the homogeneous Helmholtz equation and thus is representable in terms of a series of the eigenfunctions u,(c0 )(r) and a second component p'(r) that is orthogonal to the u,(cs)(r) and hence to b(r). 5 In particular, we may write (59) where +k(r) =l 2iDlbr(r) = E YvB,(cs)uv(cs)(r). where we have used Eq. (58). The upper limit of the sum is understood to be the largest-integer vo < hR. For integers v < Po, the eigenvalues approach the value one at a slower rate than those of the one-dimensional image system. 
Using the block diagram shown in Fig. 4 where the noise has been assumed to be of the form
v=0 with the expansion coefficients having the covariance matrix
This result is consistent with white background noise introduced in the imaging process.
Since the eigenvalues do not decay so rapidly as those of the one-dimensional problem, we expect to find source distributions for which it is desirable to use the inverse filter. The BIS may not be an acceptable approximation solution to the inverse problem if the signal-to-noise ratio is high. However, the reader should keep in mind that the inverse filter is space dependent, whereas the BIS is a spatially invariant filter.
CONCLUSIONS
We have shown that a generalized holographic imaging system provides approximate solutions to the inverse source problem.
For one-dimensional objects, the BIS achieves nearly the best possible inversion when noise is present in the image. For two-dimensional objects, the generalized holographic system achieves a good inversion of a noisy radiated field, but some improvements can be obtained with a spatially variant inverse filter. It must be emphasized that the BIS performs a spatially invariant transformation from the object to the image space. It is the best solution to the inverse source problem when we have no a priori knowledge about the object. the homogeneous wave equation. The BIS realizes the integral operator on the radiated field and therefore images only the radiating portion of a given source. In this paper we have shown that serious practical limitations exist on the detail that we can obtain on radiating sources; the BIS achieves nearly ideal performance when the image is noisy.
Inversion of specific classes of radiating objects is a topic for future research. This work can be carried out in the context of generalized-holography; the BIS provides a practical upper limit to the quality of the inversion. Given the noise field and a class of objects, it is now possible to estimate the best performance of an inversion system or algorithm.
