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Summary
The action potential (AP) is transmitted by the con-
certed action of voltage-gated ion channels. Thermo-
dynamic fluctuations in channel proteins produce
probabilistic gating behavior, causing channel noise.
Miniaturizing signaling systems increases suscep-
tibility to noise, and with many cortical, cerebellar,
and peripheral axons <0.5 m diameter [1–3], channel
noise could be significant [4, 5]. Using biophysical
theory and stochastic simulations, we investigated
channel-noise limits in unmyelinated axons. Axons of
diameter below 0.1 m become inoperable because
single, spontaneously opening Na channels generate
spontaneous AP at rates that disrupt communication.
This limiting diameter is relatively insensitive to varia-
tions in biophysical parameters (e.g., channel proper-
ties and density, membrane conductance and leak)
and will apply to most spiking axons. We demonstrate
that the essential molecular machinery can, in theory,
fit into 0.06 m diameter axons. However, a compre-
hensive survey of anatomical data shows a lower limit
for AP-conducting axons of 0.08–0.1 m diameter.
Thus, molecular fluctuations constrain the wiring
density of brains. Fluctuations have implications for
epilepsy and neuropathic pain because changes in
channel kinetics or axonal properties can change the
rate at which channel noise generates spontaneous
activity.
Results and Discussion
How Does Channel Noise Affect Signaling
in Thin Axons?
The great majority of axons use action potentials (APs)
to transmit information in a fast and reliable way to syn-
apses, but, like many cell signals, the AP is generated
and transmitted by a molecular mechanism that is in-
herently noisy. The Na and K channels open and close
with probabilities that depend on membrane potential,
and this stochastic behavior produces random ionic-
current changes, called channel noise. Channel noise
disrupts the precise timing of AP generation and could*Correspondence: a.faisal@zoo.cam.ac.ukaffect systems as diverse as cortical circuits related to
memory and cochlear implants [6, 7].
For propagation of the AP along an axon, Na chan-
nels act as positive feedback amplifiers, and because
axonal input resistance goes as (diameter)−3/2 [8], the
effects of single Na channels on membrane potential
strongly increase as axon diameter decreases. If an
axon is thin enough, a single Na channel could, in prin-
ciple, generate and sustain transmission of an AP by
driving the membrane to AP threshold [4, 9]. In this
case, spontaneously opening Na channel will disrupt
signaling by generating spontaneous action potentials
(SAPs). Preliminary studies suggested a channel-noise
limit to axon diameter at 0.2 and 0.3 m [4, 5, 10]. How-
ever, many unmyelinated axons are this fine (Figure 1C),
including pyramidal cell axon collaterals (average diam-
eter 0.3 m [1]), which form much of the local cortical
circuitry, and the parallel fibers in cerebellum (average
diameter 0.2 m [11]). Yet there are no empirical data
because it is difficult to record from within fine axons,
and paired cell recordings cannot dissociate axonal
variability from synaptic variability. We addressed this
problem by developing stochastic simulations of AP
propagation and supported these with analytical ap-
proximations that capture the underlying biophysics.
Stochastic Simulations
Stochastic simulations of cell signaling systems use
data on the responses of individual molecules (here, the
properties of ion channels) to derive the responses of
systems of interacting molecules (here, the response
of the axon’s excitable membrane) [12] and take into
account the inherent variability of molecular mecha-
nisms. This powerful tool has proved essential for un-
derstanding and reproducing the properties of systems
as diverse as vesicle exocytosis [12], cellular control
of circadian rhythm [13], and cardiac activity [14]. This
technique has been used to study the effects of chan-
nel noise on AP generation and neural coding (see [6]
for a review), but it has usually been restricted to isopo-
tential membrane patches [7, 15–17]. Simulating the
propagation of action potentials in axons is particularly
demanding because the system is highly nonlinear and
spatially extensive, and just one random event, the
opening of one out of many hundred thousand Na
channels, can trigger a global response from the entire
system. Extending a model spatially requires many
compartments, and because this massively increases
computational demands, there are only two published
stochastic simulations of APs propagating along axons
[5, 18]. We developed a fast stochastic neuron simula-
tor, Modigliani (http://www.modigliani.co.uk), that in-
corporates special routines that increase speed and
accuracy by dynamically switching stochastic integ-
ration methods to adapt to the local stochasticity of the
system (see the Supplemental Data available with this
article online).
As in deterministic simulators [19, 20], the axon is
compartmentalized into small cylindrical segments,
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(A) SAP rate versus axon diameter for a pyramidal cell axon collateral (open triangles, 23°C; closed triangles, 37°C) and a squid axon (circle)
of 1 mm length. Spontaneous AP rate increases sharply below a critical diameter of 0.15–0.2 m. (Inset) Semilogarithmic plot of the data
shows the exponential character of the dependence of spontaneous AP rate on diameter below the critical diameter. The arrow highlights how
little changing the signal AP rate from 4 to 20 Hz affects the limiting diameter (the diameter at which SAP rate equals half the signal AP rate).
(B) The stochastic axon simulator (see Supplemental Data for details). (Top) The axon is a sequence of cylindrical segments. (Middle) Each
segment of axon membrane contains two populations of ion channels. (Bottom) An ion channel is modeled with a finite-state Markov random
Molecular Noise Limits Axon Diameter
1145modeled as a series of transmembrane electrical cir-
cuits coupled intracellularly by axoplasmic resistance
(Ra) and extracellularly by a negligible resistance (Fig-
ure 1B). The membrane of each axon segment contains
two populations of identified ion channels, voltage-sen-
sitive sodium channels (Na), and delayed-rectifier po-
tassium channels (K) and is modeled as an equivalent
electrical circuit with a membrane capacitance (Cm) and
a leak conductance (gLeak = 1/RLeak). Each ion channel
corresponds to a switch in series with the single-chan-
nel conductance (γi) and a battery representing the
equilibrium potential (Ei) of the channel’s ionic species.
The opening and closing of every ion channel is mod-
eled with Markov random process, reflecting discrete
states of the channel protein [21]. State-transition prob-
abilities are given by kinetic-rate functions α(V), β(V),
which depend instantaneously on the axon segment’s
membrane potential V (Tables S1 and S2) [21]. In the
limit of large numbers of ion channels per unit length
of axon—that is, axons of diameter above 1 m—the
stochastic model converges to a deterministic Hodg-
kin-Huxley-type model.
We ignored the membrane’s Johnson and shot noise
(three orders of magnitude weaker than channel noise
[22]).
Spontaneous Activity and Diameter
in Cortical and Squid Axons
To establish quantitative relationships between diame-
ter and SAP rate, we examined two very different ax-
ons. Firstly, the rodent cortical pyramidal cell axon col-
lateral was modeled at 23°C and 37°C with putative
kinetic models for the Nav1.2 and Kv1.1/2 ion channels.
With a total length of about 4 cm per pyramidal cell,
this axon forms the great majority of the connections
in local cortical networks [1]. Secondly, squid axon was
simulated at 6.3°C with putative kinetic models for the
GFLN1 and SqKv1A ion channels because squid axon
is arguably the best-studied neuronal signaling system.
In squid, we also used alternative, more complex ki-
netic models of the same ion channel, but we found no
significant differences in the results. Both axon models
are defined by their characteristic sets of biophysical
parameters and ion-channel kinetics (see Tables S1
and S2). We varied these parameter sets and the ion-
channel kinetics in both models to test parameter sen-
sitivity and thereby implicitly covered a wide range of
axons. Because no external current, such as synaptic
input, was applied to the model axons, all resulting APs
are spontaneous events triggered by channel noise.
Our simulations show that in both types of axon, sig-
nificant numbers of SAPs start to appear (>0.02 SAP/s)
at a critical diameter of 0.15–0.3 m (Figure 1A). These tion underestimates the SAP rate and critical diameter
process, reflecting discrete states of the channel protein. We depict here the Na channel model, which has a single open state, three closed,
and four inactivated states [21]. Similarly, the K channel Markov model (not shown) has a single open state and four closed states [21].
(C) Diameters of fine AP-conducting axons in a wide range of species and tissues [1–3, 26, 36, 43–51]. The finest AP-conducting axons reach
the limiting diameter of 0.1 m (dotted line); the few exceptions are developing fibers of 0.08 m diameter (arrowhead).
(D) Diameter distribution of over 250,000 axons in octopus brain. Data extracted from [26].
(E) Scale drawing illustrating how essential components can be packed into the cross-section of an axon of 50 nm diameter (see text for
details). The unfilled circle illustrates the finest known AP-conducting axons, whose diameter, 100 nm, corresponds to the channel-noise limit
derived in this study.values are considerably lower than previous theoretical
estimates because we used newer data on single-
channel properties [4] and more accurate models of
channel kinetics [5], which accounts for the different
closed states of ion channels in our simulations. Below
the critical diameter, SAP rate increases exponentially
(Figure 1A, inset), to the point where the axon’s refrac-
tory period limits SAP rate and it levels off. Above the
critical diameter, SAPs become increasingly unlikely (in
our simulations, <0.2 SAP/s) because the number n of
open channels required to trigger an AP increases as
d3/2, and the probability of n close-by channels being
open decreases in proportion to the n-th power of the
probability that a single channel is open.
Underlying Biophysics of Spontaneous APs
The exponential dependence of spontaneous rate on
axon diameter follows from basic biophysics. Sponta-
neously open Na channels generate a depolarizing cur-
rent (Figure 2B) that charges the membrane (Figure 2A)
in proportion to the current’s size and duration and in
proportion to the membrane’s input resistance. Be-
cause input resistance increases with decreasing diam-
eter, the number of nearby simultaneously open chan-
nels required to charge the membrane to AP threshold
falls. At the critical diameter, a single open Na channel
can trigger a SAP (Figure 2A, black arrowhead) if it
stays open long enough. Below the critical diameter,
the SAP rate increases steeply because channel open
times are exponentially distributed. Consequently, the
probability that a Na channel remains open long
enough to trigger an AP also increases exponentially
as diameter decreases (see Figure 1A).
To validate the simulations and to understand the de-
pendence of channel-noise effects on biophysical
parameters, we derive two approximate formulas that
bracket the exact solution by under- and overestimat-
ing the true value (for details, see Supplemental Data;
an exact analytical expression is mathematically intrac-
table because the effects of small numbers of channels
in a highly nonlinear system are considered).
First, in the limit of large numbers of channels,
stochastic transmembrane current can be described
by continuous Gaussian processes that are defined by
channel kinetics near the resting potential (i.e., we as-
sume there is no cooperativity between channels). Ap-
plying this noise current to the cable model of a resting
axon, we calculate the membrane potential noise and
estimate how often it crosses AP threshold. This ap-
proximation shows that SAP rate increases exponen-
tially with decreasing diameter and places the critical
diameter at 0.06–0.08 m. This Gaussian approxima-
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of SAPs
(A–C) Space-time plots of membrane poten-
tial (A) and transmembrane Na+ and K+ cur-
rents (B and C) in a simulation of a 1-mm-
long pyramidal cell axon collateral (d = 0.1
m) at 23°C. In (B) and (C), the regions where
no transmembrane current was flowing were
not color coded, making ionic currents from
spontaneously open channels clearly visible.
The prolonged open time of single Na chan-
nels at t =15 ms and t = 77 ms depolarizes
the membrane to AP threshold, recruiting
several nearby channels and resulting in
spontaneous Aps, at t =17 ms and t = 79 ms,
that subsequently propagate along the axon.
The AP waveform (see also Figure S3B) and
the corresponding ionic current traces
match empirical data and deterministic sim-
ulations (data not shown). Horizontal (time)
axis divisions are 10 ms.because channel numbers are very small, and the de- c
(polarizing current steps produced by individual ion
channels are large in comparison to the smooth s
tGaussian process.
The second approximation assumes that small num- p
tbers of ion channels produce discrete changes in cur-
rent, but it ignores their stochastic behavior, and one p
hdetermines how many channels have to simultaneously
open (and stay open long enough) to trigger an AP for s
sa given set of axon properties and diameter. This sug-
gests that a single Na channel can trigger SAPs in ax- t
ons below 0.15–0.3 m diameter, but because channel
open times are random, this approximation yields an e
pupper limit to SAP rates.
Our two analytical approximations place the critical t
faxon diameter between 0.06 and 0.3 m. As expected
from the observation that one approximation underesti- c
smates, the other overestimates, and the simulations
yield an exact numerical solution, the critical diameters i
Fdetermined by our stochastic simulation lie inside this
range. t
NIn conclusion, basic biophysical theory shows that
the increase in SAP rate below the critical diameter is u
Fan inevitable consequence of the design of the AP sig-
naling mechanism and explains how the critical diame- w
lter at which SAPs start to appear is set by the biophysi-
cal parameters of the axon. Our stochastic stimulations o
Westablish that the mammalian pyramidal cell axon and
the squid axon have critical diameters of 0.15 m and t
v0.2 m (Figure 1A, vertical gray lines), and this similarity
suggests that an axon’s critical diameter is relatively c
tinsensitive to changes in its biophysical parameters.
l
eSensitivity to Biophysical Parameters
Both mammalian pyramidal cells and squid axons yield
(similar results (Figure 1A), and this suggests that the
critical diameter is relatively insensitive to biophysical s
eparameters. Our formulas show that the critical diame-
ter depends on the cubed root of the specific mem- n
ibrane resistance and axoplasmic resistance (dcrit w
Rm, dcrit w Ra) and as the two third power of both the s
tnumber of simultaneously open Na+ channels per
electrotonic unit of axon (this number covaries with ahannel density) and the single-channel conductance
dcrit w n02/3, dcrit w gNa2/3). These are weak (i.e.,
trongly sublinear) dependencies. The orders of magni-
ude of these key parameters are constrained by the
roperties of the basic nerve-cell constituents, such as
he membrane bilayer and the resistance of the cyto-
lasm used as the conducting core. These parameters
ave more effect on the critical diameter than factors
uch as the detailed kinetic scheme of channels; con-
equently, the majority of axons will have critical diame-
ers on the order of 0.1 m.
Stochastic simulations confirm that the critical diam-
ter is relatively insensitive to varying biophysical
arameters over a biologically plausible range (for de-
ailed discussion and data, see Supplemental Data). We
ocused on changes that can decrease SAP rate be-
ause the nervous system might exploit these to con-
truct finer-diameter axons with lower SAP rates. Vary-
ng Na channel conductance (four orders of magnitude;
igure S1), membrane resistance (±75%; Figure S2A),
he axoplasmic resistance (±75%; Figure S2B), and the
a channel and K channel densities (both ±75%; Fig-
res S2C and S2D) and membrane capacitance (±50%;
igure S4) does not substantially reduce the SAP rate
ithout either significantly exceeding the known bio-
ogical range of parameters or degrading the reliability
f AP transmission by reducing membrane excitability.
e also compared the behavior of axons with stochas-
ic Na channels and deterministic K channels and vice
ersa to establish that the major cause of SAPs is Na
hannel noise (see Figure S5). Finally, we established
hat the gating current, caused by the movement of po-
arized domains in the channel protein, has only a small
ffect on SAP rate (<14%; see Supplemental Data).
All our parameter variations, including temperature
below), change the SAP rate at a given diameter by
hifting the exponential curve of SAP rate against diam-
ter or altering its exponent slightly. However, the expo-
ential nature of this relationship is unaffected because
t results from three basic biophysical properties of AP
ignaling: the exponential distribution of channel open
imes, the increase in input resistance with decreasing
xon diameter, and a voltage threshold. We conclude
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diameter is robust, and most types of unmyelinated ax-
ons will have similar critical diameters.
Increasing Temperature Decreases Noise
from Spontaneous Activity
We find that temperature has a counterintuitive effect
on spontaneous activity. The SAP rate is inversely tem-
perature dependent in the cortical pyramidal cell and
the squid axon, which operate at very different temper-
atures (Figure 1A; Figure S3). In our pyramidal axon
model, the critical diameter fell from 0.2 to 0.15 m
when temperature was increased from 23°C to 37°C
(Figure S3A). Spontaneous activity falls with increasing
temperature because when ion-channel kinetics speed
up, the duration of spontaneous depolarizing currents
decreases, and the membrane is, therefore, less likely
to reach AP threshold. In other words, increasing tem-
perature shifts channel noise to higher frequencies, at
which it is attenuated by the low pass characteristics
of the axon [23]. This effect of shorter channel open
times prevails over the increased rate of spontaneous
channel openings.
Neuroanatomy and the Limits to Axon Diameter
The exponential increase of SAP rate below the critical
diameter of 0.15–0.2 m limits the ability of thinner ax-
ons to transmit information. Signal APs generated by
synaptic inputs at the proximal end of the axon will mix
and interact with SAPs on their way to the output syn-
apses. The limiting diameter below which the SAP rate
becomes intolerable for communication depends only
weakly on the AP rate used for communication because
SAP rate increases very steeply below the critical diam-
eter. Varying the signaling rate in a pyramidal cell from
4 to 20 Hz only shifts the limiting diameter (here, the
diameter at which SAP rate is half the signal AP rate)
from 0.1 to 0.09 m (see Figure 1A, arrow). Mean signal
AP rates of 1–10 Hz in cortical neurons [8, 24, 25] sug-
gest a limiting diameter of w0.1 m.
Reviewing high-resolution electron-micrograph studies
covering several taxa and including a comprehensive
survey of over 250,000 axons in octopus [26], we con-
sistently found a minimum axon diameter of 0.1 m,
with rare exceptions down to 0.08 m in possibly de-
veloping, electrically passive axons (Figure 1C). The
axon-diameter distributions that reach 0.1 m are
skewed, typically peak at 0.3–0.5 m, and fall off
sharply to zero at or just below 0.1 m (Figure 1D and
data in references of Figure 1C). This suggests that
axon diameters are pushed toward the channel-noise
limit of 0.1 m.
Steric Limits to Axon Miniaturization
We use a volume exclusion argument to show that it is
possible to construct axons much finer than 0.1 m
(Figure 1E). Neural membrane (5 nm thickness) can be
bent to form axons of 30 nm diameter because it also
forms spherical synaptic vesicles of that diameter. A
few essential molecular components are required to fit
inside the axon; this includes an actin felt work (7 nm
thick) to support membrane shape, the supporting cy-
toskeleton (a microtubule of 23 nm diameter), the intra-cellular domains of ion channels and pumps (intruding
5–7 nm), and kinesin motor proteins (10 nm length) that
transport vesicles (30 nm diameter) and essential mate-
rials (<30 nm diameter) [27]. Adding up the cross-sec-
tional areas shows that it is possible to pack these
components into axons as fine as 0.06 m (=60 nm).
Indeed, the finest known neurites, those of amacrine
cells in Drosophila lamina, are about 0.05 m in diame-
ter, contain microtubules, and connect to extensive
dendritic arbors but do not transmit APs [28, 29]. The
fact that the smallest known AP-conducting axons are
about twice as large as the steric limit to axon diameter
(0.1 m cf. 0.06 m) (Figure 1E), whereas electrically
passive axons reach the physical limit, supports our ar-
gument that channel noise limits the diameter of AP-
conducting axons to about 0.1 m.
Limits to Miniaturization of the Brain’s Wiring
The small diameter and high density of neurons in
brains suggest that miniaturization improves efficiency.
Engineers miniaturize computer chips to reduce energy
consumption, transmission times, weight, and size, and
similar considerations apply to nervous systems. There
are definite indications that nervous systems have
evolved to minimize wiring costs [30–33], and miniatur-
ization can reduce size, transmission times [32], and
the substantial quantity of energy used to transmit
electrical signals [24] by reducing axon diameter,
length, and, hence, membrane surface area. We esti-
mated that nervous systems can achieve component
and cabling densities over three orders higher than cir-
cuits in computer chips (see Supplemental Data), and
many populations of axons have diameter distributions
that are skewed toward and touch the channel-noise
limit (Figure 1D and data in references of Figure 1C).
These observations suggests that an evolutionary drive
toward miniaturization is limited by channel-noise ef-
fects. Apparently, the brain cannot shrink its wiring
much below 0.1 m because it uses a self-regenerating
electrical signal, amplified by voltage-sensitive protein
switches prone to thermodynamic fluctuations, and
these proteins are placed in a lipid-insulated cable with
an aqueous conducting core. Thus, the high electrical
resistance of cytoplasm not only necessitates the use
of APs [34] but also limits axon diameter. We note that
when we apply the same biophysical considerations to
spherical neurons with axon-like excitable membrane,
this suggests a lower limit to soma diameter of about 4
m, which is approached by the somata of cerebellar
granule cells.
Channel noise is not the only constraint to axon di-
ameter. Many unmyelinated axons, especially in sen-
sory and motor systems, have diameters above the
channel-noise limit (Figure 1C). Besides increased AP
conduction velocity, thicker axons can support higher
AP rates. This is because with a lower surface-area-to-
volume ratio, they provide better buffering against the
ion-concentration changes produced by APs [35] and
can accommodate more sources and buffering of en-
ergy for ion pumping. Axon diameter also increases
with the number and activity of output synapses, possi-
bly to support higher rates of axoplasmic transport [36].
Current Biology
1148Ion-Channel Diversity and the Channel-Noise Limit n
bAxon diameter is constrained to about 0.1 m, within
the known set of ion-channel conductances and open q
mtimes. This raises the question, Why are these channel
properties as they are? A key property is the voltage- g
sgated channel conductance, which is typically in the
range of 5–50 pS (based on unitary channel measure- m
ments), well below the theoretical upper limit of 300 pS
[21]. Na channel conductances show an even smaller
Srange of 15–25 pS [21]. Perhaps unidentified require-
ments set the minimum diameter of axons to 0.1 m, S
m
and ion channels evolved to work within this limit? b
Given that the same ion channels are used in both
large- and small-diameter axons, this seems unlikely, A
but at the moment we cannot decide.
WNonetheless, our findings raise the possibility that
fvoltage-sensitive channels have diversified to improve
tthe reliability and efficiency of fine axons. Although the
B
SAP rate is relatively insensitive to channel properties’ s
parameters, it does change (see parameter variations t
sin the Supplemental Data), and this suggests that varia-
Stions in the channel mix in fine axons could improve, or
Rin pathological cases decrease, overall reliability. The
bchanges in reliability we observed are small (two types
g
of Na channels, the cortical Nav1.2 and the squid F
GFLN, produce similar noise effects), but could more B
reliable ion channels with drastically different proper-
ties lower the limit to axon diameter? In principle, R
increasing the amount of energy required to open a R
Achannel by increasing its gating charge would lower the
Pprobability that it opens spontaneously. However, reli-
ability comes at a price. Increasing the switching R
threshold reduces the safety factor for conduction and
the AP propagation speed and increases the cost of
generating an action potential with synaptic input.
Similarly, an increased inactivation speed, such as in
the sodium channel Nav1.6, predominantly found in
Nodes of Ranvier [37], would require higher channel
densities to maintain the safety factor for conduction.
Conclusions
Stochastic simulations, supported by simple biophysi-
cal theory and parameter variations, show how noise
generated by ion channels produces spontaneous APs
in fine axons. This molecular noise places a lower limit
to axon diameter, 0.1 m, which is close to that ob-
served anatomically. From a biomedical perspective,
these biophysically realistic stochastic simulations
provide a promising way to study the functional signifi-
cance of mixing different ion channels in fine nocicep-
tive fibers [38] and of investigating the effects of ion-
channel mutations associated with epilepsy [39, 40] on
spontaneous activity [41]. From an evolutionary per-
1spective, being warm-blooded not only increases the
speed of neural processing, but it also improves reli- 1
ability and allows the use of smaller structures. How-
ever, the extent of this advantage remains unclear be-
1cause ion-channel kinetics can be adapted to body
temperature [42]. From a systems perspective, our
study shows how the noisiness of the protein switches
1
used for amplification imposes a lower limit to the
miniaturization of a cell signaling system. This molecu- 1
lar noise makes electrical signaling unfeasible at theanometer scale both for cells and for nanotechnology
ased on such biomolecular components. We pose the
uestion of which kind of signaling mechanisms are
ost appropriate for fast and reliable signaling on a
iven length scale, and we note that on the submicron
cale, cells prefer chemical and mechanical signaling
echanisms over electrical ones.
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