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One of the most popular narratives about the evolution of law is its perpetual growth in size and complexity.
We confirm this claim quantitatively for the federal legislation of two industrialised countries, finding impres-
sive expansion in the laws of Germany and the United States over the past two and a half decades. Modelling
25 years of legislation as multidimensional, time-evolving document networks, we investigate the sources of
this development using methods from network science and natural language processing. To allow for cross-
country comparisons, we reorganise the legislative materials of the United States and Germany into clusters
that reflect legal topics. We show that the main driver behind the growth of the law in both jurisdictions is
the expansion of the welfare state, backed by an expansion of the tax state.
I. INTRODUCTION
While a large number of informal factors influence how
people interact, modern societies rely upon law as the pri-
mary mechanism to formally control human behaviour.
In contrast to social norms and customs, legal rules are
enforced by the state through its monopoly on legiti-
mate force. Where the rule of law prevails, due process
allows humans to engage in increasingly complex eco-
nomic activities. Therefore, law is a critical determinant
of human behaviour at the macro level. At the same
time, law is determined by human behaviour at the mi-
cro level: In centralized procedures, lawmakers create,
modify and delete existing rules to achieve particular
behavioural outcomes, often in an effort to respond to
changing societal needs. Whether their laws have the in-
tended effect then depends on the decentralised reaction
of individual members of society, who need to comply
with new behavioural duties or seize novel behavioural
opportunities. Hence, the influence of legal rules on hu-
man behaviour is the result of an interplay between two
classes of actors: the people who create them and the
people to which they potentially apply.
As these rules reflect decisions taken by the former and
affect decisions taken by the latter, their study helps to
understand both groups’ behaviour. We hypothesise that
the rule set contains temporal dynamics, which yields
insights into the development of human behaviour dur-
ing the period under study. For example, an increas-
ingly inter-connected society might create increasingly
inter-connected rules as rule makers try to capture so-
cietal developments. A popular example for such a de-
velopment in legal and political science is the increasing
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number of rules. Earlier quantitative work indicates that
this growth could be measured by analysing collections of
laws enacted by national parliaments.1 These collections
represent a complete and well-defined data source, which
make them suitable to investigate change over time. Un-
der the assumption of representative democracy, legisla-
tive activity by parliaments could also highlight issues of
societal importance. Changes in these collections over
time therefore allow us to draw conclusions about both
creators and addressees of legal rules.
To preserve the intended multidimensionality of legal
document collections and explore how they change over
time, legislative corpora should be modelled as dynamic
document networks.2–12 In this paper, we develop an in-
formed data model for such corpora, capturing the rich-
ness of legislative data in the language of quantitative so-
cial science. We leverage our data model to analyse two
original datasets, representing 25 years of federal statu-
tory legislation in the United States and Germany as mul-
tidimensional, time-evolving document networks. Exam-
ining our cross-country time-series data at the macro
level, we find extensive growth in legal complexity as
a function of volume, inter-connectivity, and hierarchi-
cal structure of the legislation in both countries over the
past 25 years, providing evidence that the highly indus-
trialised countries we study seek to manage behaviour
by building increasingly complex bodies of legal rules.
Searching for the sources of the growth we observe on
the meso level, we draw on graph clustering techniques
to locate the legal domains that contribute most to the
complexity increase, and we trace their development over
time. Our work highlights the potential of legal network
data for studying the interaction between law and soci-
ety when viewed through the lens of Complex Adaptive
Systems (CAS),13–19 and it opens novel research avenues
to the quantitative social science community.
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2II. RESULTS
A. Dynamic network model of legislation
We model 25 years of statutory materials from two ad-
vanced industrial countries, the United States and Ger-
many, as time-evolving document networks. For the
United States, we collect annual snapshots of the United
States Code from 1994 to 2018 from the Office of the Law
Revision Counsel of the U.S. House of Representatives.
For Germany, we create a parallel set of yearly snapshots
for all federal statutory laws in effect at the beginning of
the year in question based on documents from the biggest
provider of German legal data, juris. For details on our
data sources, see the Supporting Information (SI).
(a) Two dummy laws (top) and their projection onto the
sequence graph (bottom); numbered nodes represent
items with cite keys.
(b) Potential edit operations on the dummy laws from
(a).
FIG. 1: Dynamic data model for legislative document
networks.
While the United States and Germany pursue differ-
ent organisational approaches, their statutes share some
common properties. As a result, they allow for similar
forms of analysis. Each individual law or section (that
has not been repealed) contains at least some text, and
it may contain nested subsections as well as ingoing and
outgoing references. For each country and yearly snap-
shot, we construct a network of all federal laws. The
entities in this network are the structural elements of the
statutes we collect, some of which contain text (i.e., the
stipulation of a legal rule). These entities are intercon-
nected by inclusion relationships (e.g., a section contain-
ing several paragraphs) and cross-references (i.e., the text
of an element referencing another element), and they can
be sequentially ordered by their labels.
In the legislative process, all of these properties are en-
gineered by the bureaucrats drafting the norms. There-
fore, hierarchy, reference, and sequence within a corpus
of legislative texts contain information about the content
of the corpus that is less noisy and easier to parse than
its language. To unlock this information for large-scale
dynamic analysis, a body of legislation at a certain point
in time can be modelled as a document collection. As il-
lustrated in Figure 1, this modelling effort yields several
graph representations as follows:
Let D be a document understood by the Document
Object Model (DOM) standard,20 with elements ED of
types {document, item, seqitem, subseqitem, text}
and root rD of type document (for our domain-specific
XML Schema Definition [XSD], see the SI). We inter-
pret D as a directed rooted tree TD in the graph theo-
retical sense, where the nodes of TD are the elements of
D that are not of type text, and an arc between two
nodes indicates that the source contains the target—i.e.,
TD contains all structural elements of D with their con-
tainment relations. With each node in TD, we associate
a unique identifier and three attributes: The type of a
node is its type in D, the level of a node is its distance
d from the root, with d(rD, rD) = 0, and the text of a
node is the text of all its children (which can be used to
derive additional statistics as necessary). Nodes of type
seqitem (short for sequence item) have cite keys, i.e., se-
quentially ordered unique identifiers by which they are
commonly referenced. All nodes may also have headings
(representing the headings in the original document).
Now let Dit be collection i of documents at time t with
their tree representations T it . We define the following
graphs for Dit:
Definition 1 (Hierarchy Graph Hit) The hierarchy
graph of collection Dit, denoted Hit , is a digraph
Hit = (V
i
t,H , E
i
t,H) ,
where
V it,H =
⋃
T∈T it
V (T ) ∪ { r¯i }
with a structural element r¯i on level −1 representing the
identity of the collection, and
Eit,H =
⋃
T∈T it
E(T ) ∪ { (r¯i, rD) | D ∈ Dit } .
3That is, the hierarchy graph is the union of all docu-
ment trees’ structural elements equipped with their con-
tainment relation, joined by a meta root node identifying
the collection.
Definition 2 (Reference Graph Rit) The reference
graph of collection Dit, denoted Rit, is a directed
multigraph
Rit = (V
i
t,H , E
i
t,R) ,
where
Eit,R = E
i
t,H ∪ Cit ,
with Cit a multiset given by
Cit = { (v, w)m | text of v makes m references
to w in Dit ∧ type(v) = type(w) = seqitem } .
That is, the reference graph is the hierarchy graph,
augmented by reference relations between its nodes.
Definition 3 (Sequence Graph Sit(ρ, w, α)) The se-
quence graph of collection Dit with parameters ρ, w, and
α, denoted Sit(ρ, w, α), is a directed multigraph
Sit(ρ, w, α) = (V
i
t,S(ρ), E
i
t,S(ρ, w, α)) .
Here, V it,S(ρ) initially contains all nodes of type seqitem,
and nodes that are neighbors in the sequence are merged if
and only if they meet the merge condition ρ. Eit,S(ρ, w, α)
contains the arcs of Rit, projected onto the node set of Sit,
with containment relations now represented as a pair of
sequence arcs between nodes with adjacent cite keys. The
sequence arcs in Eit,S(ρ, w, α) are weighted according to a
weight function w (specifying the weight decay of sequence
arcs as a function of the distance between the source node
and the target node in the undirected graph underlying
Hit), and the reference arcs are weighted according to a
weight ratio α (specifying the weight of reference arcs in
relation to sequence arcs of maximum weight).
The reference graph contains more information than
the hierarchy graph, which is a subgraph of the reference
graph. It is also more expressive than the sequence graph,
which features three parameters as additional drawbacks.
However, at least for collections of legislative documents,
the sequence graph representation comes closest to how
practitioners work with the text (e.g., approaching a
topic through one particular rule, scanning its vicinity,
possibly following references, then scanning the vicinity
of the referenced rule). Furthermore, the parameters of
the sequence graph allow us to incorporate knowledge
about legal users into our model (e.g., by weighting ref-
erence arcs less heavily than the highest-weight sequence
arcs, we can express the intuition that looking up a ref-
erence is less likely than simply reading on).
B. Substantial growth in volume, connectivity, and
hierarchical structure
As Table I shows, the absolute size of the legislative
corpora in Germany and the United States has grown
substantially in the past two and a half decades, whether
measured by the number of tokens, the number of struc-
tural elements, or the number of cross-references con-
tained therein. Judging merely by the number of tokens,
in both jurisdictions, the law in 2018 is more than 1.5
times as large as the law in 1994. Given the fact that the
legal systems of both countries were already fully devel-
oped twenty-five years ago, the sheer magnitude of this
growth is surprising.
Germany United States
1994 2018 ∆ 1994 2018 ∆
Tokens 4.6 M 7.6 M 66 % 14.0 M 21.2 M 51 %
Structures 119.3 K 160.5 K 35 % 452.4 K 828.1 K 83 %
References 75.1 K 138.3 K 84 % 58.0 K 88.6 K 53 %
TABLE I: Federal legislation in Germany and the United
States: descriptive statistics (1994 and 2018).
Inspecting the statistics in Table I along with the rel-
ative growth over time illustrated in Figure 2 further re-
veals two distinct growth patterns: In the United States,
the number of tokens and the number of cross-references
grow at the same rate, which is considerably lower than
the growth rate for the number of structural elements. In
contrast, the German corpus exhibits its highest growth
rate for the number of cross-references, and growth in
the number of tokens is noticeably faster than growth in
the number of structural elements. Thus, the volume in-
crease in the federal statutory legislation of the United
States is accompanied primarily by an increase in the
number of entities, whereas the volume increase in the
federal statutory legislation of Germany is accompanied
primarily by an increase in the number of relationships
in the legislative network.
Increasing the number of hierarchical elements or the
number of cross-references tends to make the law less
navigable. Therefore, our statistics for both countries
support the intuition that their legislative apparatuses
are growing also in complexity—although the complexity
increase is driven by different design choices in both juris-
dictions. While the difference in legislative drafting styles
is of natural interest for comparative legal scholarship,
the common growth trend we observe begs a broader so-
cietal question: What is its source?
This question has no meaningful answer within the ref-
erence frame imposed by the formal organisation of the
legislative materials. In fact, the US Code as the primary
organisational system for legislation in the United States
has barely changed in the time period under study. The
US Code comprised 50 Titles in 1994; since then, three
Titles have been added (51, 52, and 54), two formerly
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FIG. 2: Federal legislation in Germany and the United States: growth statistics (1994–2018).
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FIG. 3: Federal legislation in the United States by Title (1994–2018), measured in tokens.
empty Titles have been reassigned (6, 34), and two Ti-
tles have experienced small name changes (36, 47). Apart
from that, US federal legislation has been codified in the
same Titles since 1994, with the total number of Chap-
ters existing across all Titles rising from 2000 to 2723 (for
an average growth of 30 chapters per year). Figure 3 lo-
calizes the growth over four-year intervals within the ex-
isting, content-based organisation of the US code. Based
on raw token counts, the biggest growth has occurred in
Title 42 (The Public Health and Welfare), Title 7 (Agri-
culture), and Title 15 (Commerce and Trade). The rel-
ative growth in the number of tokens has been highest
in Title 4 (Flag and Seal, Seat of Government, and the
States), Title 46 (Shipping), and Title 7 (Agriculture).
This gives an interesting first impression on the macro
level, but the Title headings are so general, and the con-
tent placed in the individual Titles is so diverse (e.g., the
current Title 42 contains provisions on Social Security
[Chapter 7], Energy Policy [Chapter 134], and Aeronau-
tics and Space Activities [Chapter 155]), that it tells us
little about the triggers and the nature of the growth we
observe. The situation further deteriorates if we want
to compare the German developments with those in the
United States: Germany does not codify its federal leg-
islation in a single official collection but publishes only
individual acts and classifies them into subject areas for
navigation (details can be found in the SI). The number
of consolidated acts grew at a rate of 26 acts per year
in the period from 1994 to 2005 (from 1626 to 1701),
then was intentionally shrunk at a net annual rate of 52
acts until 2011, and has resumed modest growth at a net
rate of 13 acts per year since 2012—so we do not even
see a monotone growth pattern in this data. To uncover
the sources of the growth of the law, and compare our
findings between the US and Germany, we thus need to
reorganise the legislative materials of both nations.
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FIG. 4: Federal legislation in Germany and the United States: quotient graphs by Title/Chapter (United States)
and Law Name/Book (Germany) (1994 and 2018), with arrows running between nodes indicating that text
contained in one node cites text contained in another node. Node sizes indicate token counts (larger = more
tokens), where only nodes with at least 5000 tokens (corresponding to roughly ten pages) are shown. Node
colours indicate internal reference density (darker = denser), and arrow colours indicate numbers of
outgoing references (darker = more references).
6C. Clustering for comparative and dynamic analysis
A first, straightforward way to reorganise the US Code
is to aggregate it not at the Title level but rather at the
Chapter level. This is especially convenient because the
number of Chapters in the US Code is comparable to the
number of individual laws in Germany, which we only
break up into smaller units if they contain several books,
typically indicating one of the large and central German
codifications (such as the German Civil Code [BGB] or
the German Commercial Code [HGB]). The node-link di-
agrams of the quotient graphs corresponding to this re-
organisation for the United States and Germany in 1994
and 2018 are shown in Figure 4. These diagrams allow
us to identify interesting connections between individual
parts of the law at the Chapter level—e.g., Book Three
of the German Commercial Code (HGB/Drittes Buch),
which deals with books of accounts, is much more cen-
tral as a reference target in 2018 than it was in 1994. But
since there are well over 1000 nodes in both jurisdictions,
the unfiltered quotient graphs are difficult to analyse in
their entirety, and related content remains scattered over
different nodes.
To further group related content, we thus opt for a
slightly more involved reorganisation method, clustering
our annual quotient graphs for each country based on
their cross-references. We use the Infomap algorithm21,22
to find our clusters because Infomap (i) mimics how
lawyers navigate legal texts, (ii) has a solid information-
theoretic foundation, and (iii) scales to large graphs. As
a parameter, we pass 100 for the preferred number of
clusters, which roughly corresponds to the number of top-
level categories with which legal databases structure their
content, and which allows us to determine the subject ar-
eas driving the growth we observe at a sufficiently high
granularity while maintaining an overview of the entire
corpus. To increase the stability of our results, we obtain
our final clustering for each country and year as the con-
sensus clustering of 1000 Infomap runs, where the con-
sensus clusters are the connected components of a graph
whose nodes are the quotient graph nodes, and whose
edges indicate which nodes co-occurred in the same clus-
ter in 95 % of all runs. With these consensus clusterings,
we can compute alignments between the clusters we find
in subsequent snapshots for each of our countries, which
further allows us to track the evolution of individual clus-
ters over time.
The fine-grained year-to-year cluster alignment facili-
tates a meso-level analysis of the growth reported in Sec-
tion II B. Figure 5 provides a comprehensive overview of
the aligned clusters for the entire US corpus: The cor-
pus in a certain year is modelled by a horizontal bar,
which is composed of blocks representing clusters with
width proportional to the number of tokens they contain.
The year-to-year movement of tokens between clusters is
indicated by splines connecting the blocks of adjacent
years, where we only plot token movements correspond-
ing to at least 15 % of the tokens from both the ingo-
ing and the outgoing cluster. The width of the plot-
ted splines is again proportional to the number of tokens
moving, and the splines are coloured if they correspond
to a notable change in the clustering structure. Fol-
lowing the taxonomy proposed by Palla, Barabási, and
Vicsek23, token movements indicating cluster splits are
coloured in red with forward-slashed hash, token move-
ments indicating cluster merges are coloured in blue with
back-slashed hash, and token movements indicating si-
multaneous splits and merges are coloured in magenta
and hashed with the combined pattern from splits and
merges. Where cluster birth occurs, the born cluster is
highlighted in gold, and where cluster death happens,
the dying cluster is highlighted in brown. Within each
horizontal bar, the blocks representing the clusters are
sorted in descending order by their size, i.e., the clusters
with the largest numbers of tokens are always pushed to
the left. The absolute growth of the US corpus is thus
reflected in the increasing width of the bars over time,
whereas changes in cluster compositions and relative clus-
ter sizes are visible as diagonal year-to-year movements.
Inspecting the numbers behind Figure 5, we find that
our clusters grow linearly with respect to their size, i.e.,
bigger clusters gain more tokens than smaller clusters,
but that the growth rates differ depending on the area
of law represented by the cluster. To understand which
areas of the law are driving the overall growth, we com-
bine the aligned clusters over time to form cluster fami-
lies and determine the growth rate of these families via
an OLS regression. Broadly speaking, cluster families
are sets of clusters with largely identical token heritage
(see Definition 6 in Section IV), and as such, they ap-
proximate legal topics. We select the 20 largest cluster
families for both countries, inspect their content compo-
sition, and label them with the dominant area of law.
Together, these cluster families account for 50 % of the
total growth in the United States and 79 % of the to-
tal growth in Germany. Figure 6 displays a selection of
the most and least growing cluster families in the United
States and Germany, while detailed results can be found
in the SI. Notably, in both jurisdictions, growth rates
are highest for the cluster families concerning social wel-
fare and financial regulation, and cluster families dealing
with taxes, environmental protection, and immigration
also display strong growth in both countries. In addition
to these similarities, we also find striking differences in
the growth patterns of both countries. For example, the
cluster families concerned with Native Americans’ affairs,
export control, and student loans are growing strongly in
the United States but they do not even exist as families
in Germany. Likewise, Germany sees growth in cluster
families dealing with renewable energy, criminal and cor-
porate law, and war restitution that have no counterpart
in the US data. The differences we observe seem to be
in line with differences in the prominence of certain pol-
icy debates in both countries, reflecting social, political,
and cultural divergences. As such, they invite in-depth
analysis by subject matter experts.
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FIG. 5: Federal legislation in the United States by cluster (1994–2018). Numbered blocks represent clusters (born
clusters in gold and dying clusters in brown). Splines indicate token movements between clusters (splits in
red with forward-slashes, merges in blue with back-slashes, and combinations in magenta with cross-slashes.
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FIG. 6: Federal legislation in Germany and the United States: growth statistics by cluster family for selected cluster
families (1994–2018). The legends are sorted by the y-values of the regression lines in 2018.
Finally, the year-to-year cluster alignment underlying
Figure 5 allows us to observe different types of growth.
For example, some clusters or cluster families witness in-
trinsic growth, i.e., growth by addition of tokens without
large gains of tokens from (or loss of tokens to) other
areas; the cluster family containing veteran’s benefits is
a case in point. Such cluster families, which have been
rather self-contained in the past 25 years, address issues
of sustained or increasing societal importance. Other
clusters or cluster families, however, witness extrinsic
growth, i.e., growth by gaining tokens from clusters in
other families. One example is a US cluster concerned
with the environmental protection of national parks and
rivers, which grew substantially when rules about na-
tional forests as well as prospecting permits and leases
joined it from clusters concerned with forestry and min-
ing, indicating a shift in perspective from land use as
resource exploitation to land use as resource conserva-
tion. To capture such differences in change processes, a
more elaborate cluster change event taxonomy is needed,
and developing this taxonomy provides an interesting op-
portunity for further research.
III. DISCUSSION
This paper investigates the growth of federal legisla-
tion in two industrial countries over a period of 25 years.
As such, it is limited in geographic scope (United States
and Germany), temporal scope (1994–2018), and insti-
tutional scope (legislative bodies on the federal level).
Extending the scope of our data is therefore an impor-
tant direction for future work. To name three examples:
First, analysing legislative activity on levels above and
below the federal level and comparing the results with
our findings will advance the search for invariants that
characterize the development of legislative systems. Sec-
ond, integrating documents from the executive and judi-
cial branches of government with our datasets could help
to explore how different parts of the legal system inter-
act. And third, combining our legislative network data
with data collected in other fields of quantitative social
science might improve our understanding of the interac-
tion between legal norms and other rule sets that impact
the behaviour of individuals and societies.
Furthermore, our approach emphasizes the structural
features of legislative texts. In particular, for the results
we report in this work, the content of the legal texts has
been only of indirect interest, e.g., as reflected in raw
token counts or in reference structures that characterize
legal topics. As demonstrated in Section IIC, however,
qualitative analyses of the legal norms contained in our
document networks can yield further insights, and this
opens opportunities for normative legal research in ar-
eas such as comparative law and legal theory.24 In these
legal disciplines, Germany and the US are usually clas-
sified as following different legal traditions, also referred
to as legal families, and the categorization, though com-
9monly accepted, has not been corroborated by empirical
studies.25–27
Finally, the findings reported in this paper are based
on a set of choices for methods and parameters. For ex-
ample, we examine growth by analysing year-to-year net
gain of tokens, as this difference can be determined reli-
ably. The amount of legislative activity, however, is likely
much higher (e.g., deletions and additions cancel out
from the net gain perspective), and developing tools that
allow for a fine-grained accounting of legislative changes
constitutes an interesting research direction. While we
explored our model space extensively (as detailed in Sec-
tion IV), the parametrisation of the clustering required
numerous decisions based on our experience and famil-
iarity with the subject matter. Other parametrisations
are possible, and they might be needed in other analyt-
ical settings. In particular, future work could examine
selected parts of our data in greater detail and therefore
choose very different parameters to operate at a higher
level of resolution.
IV. METHODS
A. Assessing legislative growth
To assess legislative growth in Section II B, we track
three statistics for the United States and Germany from
1994 to 2018: the number of tokens, the number of hierar-
chical structures, and the number of references contained
in the federal statutory legislation of both countries. For
the token counts, we concatenate the text of all statutory
materials for one country and year, ignoring the extensive
appendices to some Titles or laws, and split on whites-
pace characters. The hierarchical structure counts reflect
the number of nodes in our hierarchy graphs, and the ref-
erence counts reflect the number of edges in our reference
graphs. Details on our data preprocessing steps can be
found in the SI.
B. Clustering document networks
To enable our comparative and dynamic analysis in
Section IIC, we cluster each annual snapshot of the leg-
islative network separately for both countries. Amongst
the plethora of graph clustering methods, we choose the
Infomap algorithm due to its information-theoretical un-
derpinnings, scalability, and interpretability as a legal
(re-)search process. Details on this algorithm can be
found in the original papers21,22.
As the input data to Infomap, we use the sequence
graph representation of an annual snapshot with a merge
condition ρ that condenses into one node all norms from
the same Chapter (or Title, if the Title has no Chap-
ters) in the United States, and all norms from the same
book (or law, if the law has no books) in Germany. This
consolidation step densifies the adjacency matrix of the
sequence graph and reduces the noise in our data. As
almost all remaining nodes lie at distance 2 from one
another in the hierarchy graph, and very few sequence
edges would remain, we base the clustering solely on ref-
erences. Legislative network analyses using a different ρ
would also require the choice of a weight decay function
w and a sequence edge-to-reference edge weight ratio α.
For Infomap itself, we use the default configuration with
a preferred cluster number of 100 as an additional in-
put parameter. This parameter choice reflects the level
of analytical resolution we seek to operate at, and it ap-
proximates the number of high-level topics legal database
providers utilise to organise their content.
As Infomap has a stochastic element, we use consensus
clustering28 to increase the robustness of our results as
follows: For each snapshot t in each country i, we pro-
duce 1000 clusterings with different seeds. From the re-
sults of these clusterings, we produce a consensus graph
whose nodes are the nodes of the sequence graph, and
with an edge connecting two nodes if these nodes are in
the same cluster in at least 950 = 95 % of our Infomap
runs. For each year and country, the connected compo-
nents of the consensus graph then constitute our final
clusters, which represent a careful reorganisation of the
law enabling comparative and dynamic analysis. This
leads to more than 100 final clusters because the initial
clusters are typically split into a stable core and several
smaller satellites, each of which becomes an additional
separate cluster.
C. Tracing temporal dynamics
To trace legislative change over time, we need to align
the textual contents of our yearly snapshots within each
jurisdiction. Computing the optimal node alignment be-
tween two graphs is generally a hard problem, and meth-
ods based on tree edit distance do not scale to legislative
trees. However, we can use sequence graphs with the
highest possible granularity (using a merge condition ρ
that condenses nothing) along with the text associated
with individual nodes, and exploit the fact that most
norms do not change most of the time to construct a
practical heuristic that greedily computes a partial node
alignment φit across two snapshots Sit and Sit+1 from cor-
pus i. Our heuristic operates in at most four sequential
passes through these snapshots:
1. First pass: If v is a node in Sit and we find exactly
one node w in Sit+1 with identical text and the text
is at least 50 characters long, set φit(v) = w.
2. Second pass: If v is an unmatched node in Sit and
we find an unmatched node w in Sit+1 with identical
key and identical text, set φit(v) = w.
3. Third pass: If v is an unmatched node in Sit and
we find exactly one unmatched node w in Sit+1 such
that (i) the text of v contains the text of w (or the
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text of w contains the text of v) and (ii) the text
remaining unmatched in v (w) is shorter than the
matched part, set φit(v) = w.
4. Fourth pass: If v is an unmatched node in Sit and
we find a matched node v′ in Sit in the five-hop
neighbourhood of v, search the five-hop neighbour-
hood of φit(v′) for the unmatched node w (if any)
with the largest Jaro-Winkler string similarity29 to
v; if that similarity is above 0.9, set φit(v) = w.
Based on φit, we compute a partial alignment of clusters
across snapshots, which we call the cluster graph:
Definition 4 (Cluster Graph Ci) Let Cit be the con-
sensus clustering obtained for collection i at time t. The
cluster graph of collection i across times T , denoted Ci,
is a weighted digraph
Ci = (V iC , E
i
C) ,
where
V iC =
⋃
t∈T
{ c ∈ Cit }
and
EiC = { (c, c′, w) | c ∈ Cit ∧ c′ ∈ Cit+1 ∧∆(c, c′) = w }
with
∆(c, c′) =
∑
v ∈ c \ { v | φit(v) /∈ c′ }
|φit(v)| ,
where |v| denotes the number of tokens in a node v of
the sequence graph Sit used as input to the clustering at
time t.
That is, the cluster graph Ci contains the clusters re-
sulting from the clusterings of all snapshots as nodes,
and its weighted edges (c, c′, w) indicate how many to-
kens from a cluster c′ ∈ Cit+1 stem from cluster c ∈ Cit .
The cluster graph allows us to identify substantial ad-
ditions, deletions, and movements of tokens in the United
States and Germany over our entire period of study, re-
vealing dynamics at the level of individual clusters. To
trace dynamics at the level of legal topics, we define clus-
ter families based on the family graphs of our collections:
Definition 5 (Family Graph F i) Let Ci be the clus-
ter graph of collection i across times T . The family graph
of collection i across times T , denoted F i, is a weighted
digraph
F i = (V iC , E
i
F ) ,
where
EiF = { (c, c′, w) | (c, c′, w) ∈ EiC ∧ χ(c, c′, w) ≥ 0.15 }
with
χ(c, c′, w) = min
{ w
|c| ,
w
|c′|
}
,
where |c| denotes the number of tokens in cluster c.
In words, the family graph F i contains the same
nodes as the cluster graph Ci but only those edges from
(c, c′, w) ∈ EiC that account for at least 15 % of the
tokens in both c and c′. To analyse the evolution of legal
topics over time, we then define:
Definition 6 (Cluster Family V iF,j) Let F
i be the
family graph for collection i across times T consisting
of cluster families as connected components. A cluster
family V iF,j is the node set of F
i’s jth largest connected
component.
By the way they are produced, cluster families approx-
imately correspond to legal topics. Further information
on how we label these topics can be found in the SI.
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Appendix A: Supplementary Information
1. Data sources
a. United States
For the United States, we use the US Code as our data
source. The US Code is a compilation of the general
and permanent laws of the United States on the federal
level, excluding state legislation. The Office of the Law
Revision Counsel of the U.S. House of Representatives
updates the code continuously and publishes annual ver-
sions. When Congress passes new legislation, this legis-
lation is initially published as a Slip Law in the United
States Statutes at Large. If the new legislation is con-
sidered general and permanent law, the Office integrates
the law into the US Code. Depending on the Titles of
the Code that are modified, the work of the Office is ap-
proved by Congress, whereby the Slip Law is repealed
and replaced by the US Code as the new primary source
of the law. In other cases, the US Code is still presumed
to be the correct consolidation of the law.
We base our work on the Annual Historical Archives
published by the Office, which are available on its
website:
https://uscode.house.gov/download/
annualhistoricalarchives/
annualhistoricalarchives.htm.
The US Code is provided in (X)HTML format as
documented at https://uscode.house.gov/download/
resources/USLM-User-Guide.pdf. It provides a flexi-
ble format and offers a wide variety of styles to closely
represent the printed code. The code is split into single
files per year and Title. The Annual Historical Archives
date back until 1994, and they are published with
delay. As of 2020, therefore, 2018 is the latest available
edition/supplement.
While surveying and validating the raw data, we ob-
serve and correct the following obvious errors:
• double-closing <div>-Tags in Title 40 in 2008, and
in Title 42 in 1994 and 1995,
• inconsistent metadata in the appendix of Title 28
in 2017,
• a duplicate of Title 12 in 1998 that is included in
files regarding Title 11 and 12, and
• further inconsistencies regarding the tags
<statute> and the comments <!– section-head
–>.
b. Germany
In Germany, all laws are published in the Federal Law
Gazette as amending laws, which often combine numer-
ous introductions of new as well as changes to and re-
peals of existing laws. Individual laws are officially clas-
sified into one of nine substantive categories with cur-
rently 73 sub-categories containing over 400 subject ar-
eas in the “Fundstellennachweis A” [engl. Finding Aids
A]. These are published on a yearly basis by the Federal
Law Gazette upon instruction by the Ministry of Jus-
tice. However, unlike the US Code, there is no official
data source that provides all compiled general and per-
manent laws at the federal level and their historical ver-
sions. Therefore, we cooperate with the leading German
legal database provider, juris GmbH, to obtain a dataset
similar to the annual versions of the US Code. Although
juris is a private company, the Federal Republic of Ger-
many is its majority shareholder, and all branches of gov-
ernment rely heavily on juris to process legislative data.
According to juris, the database contains every German
federal law since spring 1990. Compared to the US Code,
the data is not as structured. Instead of providing annual
consolidated versions, juris provides a new version of a
law for all changes that take effect on the same day. The
data we obtained comes in separate files for each law and
version.
Since we may not share the German dataset together
with this paper, we would like to mention a website
of the German Federal Ministry of Justice and Con-
sumer Protection in collaboration with juris (https:
//www.gesetze-im-internet.de). This website pro-
vides almost the entire federal legislation as XML files
in the most recent version but does not include histori-
cal versions. This dataset allows a partial reproduction
of the research with a similar dataset. The full dataset
can be requested from juris, which requires a dedicated
contractual framework and non-disclosure agreement to
be signed.
2. Data preprocessing
We convert the source data into a structured format
that allows easy access for our purposes, removes unnec-
essary details—especially most of the style information of
the text—and unifies the data format across both coun-
tries. For the purposes of our analysis, we focus on three
properties characterising the structure of legislative texts:
1. Hierarchy: They are nested, e.g., into Titles,
Sections, Subsections, Paragraphs, and Subpara-
graphs.
2. Reference: They are interlinked, e.g., one Section
can reference (the label of) another Section in its
text.
3. Sequence: They are ordered, e.g., Sections have
unique labels, and they appear in the text in as-
cending order of their labels.
To make these properties easily accessible in our data,
we perform the following preprocessing steps for each
dataset:
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a. Clean the text
First, we remove all formatting, annotations, notes,
and metadata from the text, with the exception of for-
matting and metadata that we need to extract the hi-
erarchy in the next step. As the German data is not
consistently formatted on a more detailed level than text
paragraphs (meaning one level below § or Articles), we
do not preserve formatting below the paragraph level for
this dataset.
b. Extract the hierarchies
Using the remaining text, formatting, and metadata,
we extract the hierarchy, i.e., we identify boundaries of
elements (Chapters, Parts, Sections, etc.) that struc-
ture the code, determine their parents (Titles, Chapters,
Parts, etc.) and, if present, their headings (including
the number) as well as their children or textual content.
With this information, we generate an XML representa-
tion of the code in which the text and structural elements
are nested inside their respective parents.
The data of the US Code contains explicit information
regarding the boundaries and nesting of structural ele-
ments above the Section level in its metadata. We rely
on this metadata until the Section level. Below the Sec-
tion level, we exploit the formatting to derive a nesting
of the text.
For the German case, our dataset does not include
explicit information regarding the hierarchical structure
above the level of § or Articles. Hence, we need to assign
a hierarchy level to each heading. Based on this assigned
level, we determine if a heading marks the beginning of
a subelement contained in the element that started at
the previous heading, or if the heading indicates that the
previous element has ended. For example, the heading of
a Chapter indicates that any prior Chapter, Subchapter,
and Section ends before that heading, as Chapters are lo-
cated on a higher level in the hierarchy than Subchapters
and Sections. First, we assign a type (e.g., “Buch” [engl.
Book], “Kapitel” [engl. Chapter], etc.) to each heading.
Then we order the heading types by the level on which
they are used in the hierarchy. As this order of heading
types differs from law to law in Germany, we derive the
order from the order in which a heading type appears
first in a law: The earlier a heading type initially ap-
pears, the higher it stands in the hierarchy. We improve
this heuristic by some modifications, e.g., exploiting that
“Unterkapitel” [engl. Subchapter] always occurs directly
after “Kapitel” [engl. Chapter].
With this step, we extract all information required to
build our hierarchy graphs.
c. Extract the cross-references
Next, we extract all explicit cross-references in the
statutory texts that match a common citation format. To
simplify the process, we extract citations in three steps:
1. Find : We identify parts of the text that contain
a potential reference to another text in the same
statutory collection. We define country specific reg-
ular expressions (regex) patterns to find the refer-
encing parts.
Our pattern for the US Code is rather simple,
as references are mostly formatted consistently
and include no headings or names but only
numbers (and potentially letters of alphanumeric
enumerations). The pattern for Germany is more
sophisticated. The start of a reference is easy
to identify as references normally begin with “§”
or “Art.”. The part of the reference that follows
may contain numbers (and letters of alphanumeric
enumerations) as well as units (e.g., Satz [engl.
sentence], Nummer [engl. number]). In the case
of a reference to a text in a different law, the
reference is followed by the name of the law.
A list of the law names is generated from the
source data, but it includes only laws valid at
the time the analysed law takes effect. Further-
more, references to other national regulations,
EU legislation, etc., are filtered out, so that
only references within a law and to other laws
that are part of the collection remain. Detailed
documentation regarding the citation format in
German laws can be found in the “Handbuch der
Rechtsförmlichkeit” [engl. Handbook of Legal
Formalism] of the Federal Ministry of Justice and
Consumer Protection https://www.bmjv.de/DE/
Themen/RechtssetzungBuerokratieabbau/HDR/
HDR_node.html. Since this guide is not strictly
followed by the legislator, we used this guide along
with the actual data to develop our extraction
method.
2. Parse: We parse the referencing texts and derive
“citation keys” that, for the US Code, consist of a
Title and a Section of the referenced text. In the
German case, the keys are composed of the abbre-
viation of the referenced law and the number of the
cited § or Article. One reference identified in the
first step may contain several such citation keys.
3. Align: We identify the target structural elements
of the parsed references. To accomplish this, we
generate citation keys for each Section, §, or Arti-
cle that can be referenced by a specific version of a
law. In the United States, a Section can be refer-
enced if its structural element is part of the same
annual version of the US Code. In Germany, the
structural element must be part of a valid law when
the analysed law takes effect.
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d. Generate XML files
We store each preprocessed Title in the United States
and each Law in Germany in a separate XML file accord-
ing to the following XSD specification:
<xs : schema
attr ibuteFormDefau l t="unqua l i f i e d "
elementFormDefault="q u a l i f i e d "
xmlns : xs="http ://www.w3 . org /2001/XMLSchema"
>
<xs : element
name="document"
type="documentType"
/>
<xs : complexType name="documentType">
<xs : cho i c e
maxOccurs="unbounded"
minOccurs="0"
>
<xs : element
type="itemType"
name="item"
/>
<xs : element
type="seqitemType"
name="seqitem"
/>
</xs : cho ice>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="heading "
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="key"
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : uns ignedInt "
name=" l e v e l "
use="requ i r ed "
/>
</xs : complexType>
<xs : complexType name="itemType">
<xs : cho i c e
maxOccurs="unbounded"
minOccurs="0"
>
<xs : element
type="itemType"
name="item"
/>
<xs : element
type="seqitemType"
name="seqitem"
/>
</xs : cho ice>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="heading "
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="key"
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : uns ignedInt "
name=" l e v e l "
use="requ i r ed "
/>
</xs : complexType>
<xs : complexType name="seqitemType">
<xs : sequence>
<xs : element
type="subseqitemType"
name="subseqitem"
maxOccurs="unbounded"
minOccurs="0"
/>
<xs : element
type="textType"
name="text "
maxOccurs="unbounded"
minOccurs="0"
/>
</xs : sequence>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="c i t e k ey "
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="heading "
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="key"
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : uns ignedInt "
name=" l e v e l "
use="requ i r ed "
/>
</xs : complexType>
<xs : complexType name="subseqitemType">
<xs : sequence>
<xs : element
type="textType"
name="text "
/>
</xs : sequence>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="key"
use="requ i r ed "
/>
<xs : a t t r i b u t e
type="xs : byte "
name=" l e v e l "
use="requ i r ed "
/>
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</xs : complexType>
<xs : complexType
name="textType"
mixed="true "
>
<xs : sequence>
<xs : element
type="re ferenceType "
name="r e f e r e n c e "
maxOccurs="unbounded"
minOccurs="0"
/>
</xs : sequence>
</xs : complexType>
<xs : complexType name="re ferenceType">
<xs : sequence>
<xs : element
type="xs : s t r i n g "
name="main"
/>
<xs : element
type="xs : s t r i n g "
name=" s u f f i x "
/>
<xs : element name="lawname">
<xs : complexType>
<xs : simpleContent>
<xs : ex tens i on base="xs : s t r i n g">
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="type"
use="opt i ona l "
/>
</xs : extens ion>
</xs : simpleContent>
</xs : complexType>
</xs : element>
</xs : sequence>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="parsed "
use="opt i ona l "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="parsed_verbose "
use="opt i ona l "
/>
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="pattern "
use="opt i ona l "
/>
</xs : complexType>
<xs : complexType name="lawnameType">
<xs : simpleContent>
<xs : ex tens i on base="xs : s t r i n g">
<xs : a t t r i b u t e
type="xs : s t r i n g "
name="type"
use="requ i r ed "
/>
</xs : extens ion>
</xs : simpleContent>
</xs : complexType>
</xs : schema>
e. Generate graphs
We use the XML files along with information regard-
ing the annual version the file belongs to (in the United
States) or the validity period of a specific version of a
law (in Germany) to generate our hierarchy graphs and
our reference graphs. We produce these two graphs for
each annual version of the US Code, and for snapshots
of the German data taken at the first day of each year
from 1994 to 2018. For the German data, we can gen-
erally produce hierarchy graphs and reference graphs for
each day in the period under study; the chosen dates
are designed to match the United States data. The
sequence graphs are derived from the reference graphs
as simple transformations. All our graphs are gener-
ated using NetworkX (https://networkx.github.io)
and can be exported, e.g., as GraphML files (http:
//graphml.graphdrawing.org/specification.html).
3. Figure generation
a. Figures 3 and 7
Figure 3 visualises the size of individual Titles of
the US Code for every fourth year, starting from 1994.
There, we measure the size of Titles based on tokens. In
Figure 7, we show the size of Titles based on other mea-
sures, namely, structural elements, outgoing references
to other Titles, ingoing references from other Titles, and
internal references.
In all of the graphics, ten colours rotate to mark the
different Titles. Since colours are reused, the position
of a bar must be taken into account when reading the
legend. The Titles are plotted in a horizontally stacked
bar chart, following their original order from left to right,
i.e., starting with Title 1 on the very left.
b. Figure 4
Figure 4 shows graphs representing the Chapters of
the US Code or German laws as nodes. If a German law
contains Bücher (engl. books) at the highest hierarchy
level, we split the law into its books and use the books
as nodes. Arrows between nodes indicate that the text
of one node cites the text of another. The opacity of an
arrow indicates the number of references that are sum-
marised in this arrow. These nodes and weighted edges
visualise the major part of the data we run the Infomap
clustering algorithm on. However, here, we hide nodes
containing less than 5000 tokens (which are included for
the clustering).
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Graph
type
Country
code
Snapshot Edge
weight
max.
Edge
weight
min.
Node
color
max.
Node
color
min.
Node
size
max.
Node
size
min.
Chapter US 1994 182 1 0.010155 0.000000 986148 5010
Chapter US 2018 343 1 0.009903 0.000000 1155704 5002
Chapter DE 1994 153 1 0.032989 0.001005 74987 5045
Chapter DE 2018 660 1 0.035258 0.000114 188275 5005
Community US 1994 128 1 0.001615 0.000000 7530609 100790
Community US 2018 356 1 0.001029 0.000004 8850024 156513
Community DE 1994 199 1 0.003386 0.000624 2303397 102795
Community DE 2018 370 1 0.003435 0.000965 4102960 154916
TABLE II: Minimal and maximal values of the raw data for each graph in Figures 4 and 10. The opacity of arrows
is scaled based on the edge weight extrema, and the darkness of nodes is scaled based on the node colour
extrema.
In the graphic, we encode the number of tokens con-
tained in a node by its area, and the internal reference
density by its darkness. The internal reference density is
the number of internal references relative to the size of a
node in tokens.
The area of nodes is comparable between the four
graphs in Figure 4. The opacity of edges and the darkness
of nodes are individually scaled for each graph to cover
the full range of opacity and darkness. The minimal and
maximal values can be found in Table II.
To position the nodes, we use the Fruchterman-
Reingold force-directed layout algorithm as implemented
in NetworkX with an optimal distance between nodes of
k = 2.2.
In a similar spirit, Figure 10 visualises the result of the
clustering. In general, the graphic is generated like Fig-
ure 4, but now, each node represents a cluster. For the
1994 graphs, nodes smaller than 100000 tokens are hid-
den, whereas for the 2018 graphs, we hide nodes smaller
than 150000 tokens. Moreover, the node size scaling is
40 times smaller than in Figure 4.
c. Figure 5
Figure 5 provides an overview of how the US Code
developed over the last 25 years in an alluvial plot. It is
based on the family graph F i for i = US.
We limit the number of nodes per year to 75 and con-
dense smaller nodes into one additional node per year,
labelled “Miscellaneous”, to focus on large and medium
size clusters. Moreover, we combine multiple edges be-
tween “Miscellaneous” nodes into one. Since we rely on
the family graph, smaller edges that influence the affil-
iation of clusters to families are hidden in the alluvial
plot.
Nodes are ordered vertically by the year. Horizontally,
we order the clusters from left ot right by decreasing size
and force the “Miscellaneous” node to the right as it con-
denses the smallest nodes. The nodes for one year are vi-
sualised as horizontally stacked bars. The height is fixed
and the width indicates the size of the respective cluster
in tokens. The horizontal width of edges indicates the
weight of an edge in tokens. The scale mapping tokens
to width is identical for nodes and edges in one alluvial
plot.
Clusters are labelled by numbers that represent the or-
der in which our consensus clustering implementation re-
ported the clustering results. They should be interpreted
on a nominal scale only, and they match the numbering
in Figures 6 and 10.
Generally, nodes are shown in two alternating greys,
but the “Miscellaneous” node is always styled in light
grey. We colour some nodes that are not “Miscellaneous”
nodes: Golden nodes indicate that a cluster family is
born; brown nodes represent that a cluster family died.
A singleton in F i, a cluster family that exists for only one
year, is coloured in orange. Naturally, we cannot identify
births in the first year and deaths in the last year of the
period under study.
Edges are generally coloured in alternating greys and
light greys if they touch a “Miscellaneous” node. If a
cluster is split into two or more clusters in a year, we
colour the edges that produce the split in red, hatched
from bottom left to top right. Edges producing a merge
of two or more clusters are coloured in blue, hatched from
top left to bottom right. If an edge is part of a split and a
merge of clusters, it is coloured in magenta and the hatch
patterns from splits and merges are combined. Edges are
plotted with opacity 0.5 and in increasing order of their
weight, with the largest edges plotted last.
Figure 11 shows an analogous alluvial plot for Ger-
many. The scales mapping tokens to width differ across
countries, as the year with the most tokens in each col-
lection is scaled to the same width.
d. Figure 6
Figures 6 and 8 illustrate in scatter plots how the sizes
of the cluster families evolve during the observation pe-
riod.
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Slope Intercept P-value Correlation
coefficient (r)
r2 Standard
error
Mean value
Country
code
Cluster
family
US 3 in 2015 53492.38 1410535.82 0.00 0.99 0.98 1499.94 2052444.44
11 in 2015 17144.95 879622.55 0.00 0.94 0.89 1246.52 1085362.00
3 in 2011 18660.65 611768.54 0.00 0.85 0.72 2427.73 835696.28
0 in 2010 20618.14 440351.10 0.00 0.95 0.90 1423.24 687768.80
0 in 2015 6836.02 622702.52 0.00 0.69 0.48 1497.39 704734.72
10 in 1994 6273.73 461446.27 0.00 0.71 0.50 1297.80 536731.04
8 in 2009 470.18 566616.93 0.52 0.13 0.02 726.27 572259.04
4 in 2015 8896.16 329389.48 0.00 0.96 0.92 543.77 436143.36
7 in 2018 5833.80 372200.23 0.00 0.91 0.82 569.96 442205.88
28 in 2018 5171.32 305893.97 0.00 0.93 0.86 428.32 367949.84
12 in 2007 2259.43 333293.88 0.00 0.81 0.66 340.97 360407.00
2 in 2017 4913.84 248094.22 0.00 0.89 0.79 526.91 307060.24
10 in 2018 7161.79 179446.56 0.00 0.87 0.76 849.28 265388.08
0 in 2013 -4522.89 454055.07 0.17 -0.28 0.08 3176.27 399780.44
6 in 2018 5868.71 192494.97 0.00 0.92 0.86 503.29 262919.44
15 in 2018 5032.92 188544.60 0.00 0.93 0.87 401.49 248939.64
3 in 1995 964.03 272922.70 0.09 0.35 0.12 544.57 284491.00
6 in 2005 5282.55 158014.62 0.00 0.77 0.59 913.11 221405.20
9 in 2018 4287.96 167592.31 0.00 0.91 0.83 404.87 219047.84
26 in 2012 487.62 242650.01 0.28 0.23 0.05 436.96 248501.48
DE 2 in 2018 19584.92 262690.21 0.00 0.98 0.95 896.50 497709.20
0 in 2018 9360.13 327330.18 0.00 0.97 0.94 511.87 439651.68
0 in 2000 3106.42 382377.49 0.00 0.60 0.36 862.80 419654.56
6 in 2018 18102.53 -28628.94 0.00 0.94 0.88 1414.45 188601.44
7 in 2016 7566.40 213019.08 0.00 0.97 0.95 371.61 303815.84
6 in 1998 8212.36 190993.66 0.00 0.99 0.98 270.75 289541.92
32 in 2018 9039.69 153685.70 0.00 0.91 0.83 854.95 262161.96
1 in 2017 1833.64 205746.71 0.01 0.52 0.27 635.92 227750.44
10 in 1997 4758.69 85525.20 0.00 0.97 0.94 259.77 142629.48
22 in 2018 5093.62 57353.92 0.00 0.94 0.89 372.62 118477.32
7 in 1996 -1256.19 200697.34 0.01 -0.54 0.29 407.92 185623.00
17 in 2018 4135.33 67611.98 0.00 0.91 0.82 401.48 117236.00
0 in 2010 2533.66 86813.12 0.00 0.79 0.62 413.54 117217.08
16 in 2018 3844.86 18995.59 0.00 0.94 0.89 285.73 65133.96
31 in 2018 2036.58 61722.60 0.00 0.81 0.66 307.56 86161.60
2 in 2005 728.02 92684.34 0.00 0.59 0.34 209.83 101420.60
11 in 2013 331.40 74667.30 0.00 0.55 0.31 103.92 78644.08
8 in 2018 1562.51 41118.97 0.00 0.98 0.95 71.95 59869.08
11 in 1994 -2235.57 88682.30 0.00 -0.90 0.80 229.79 61855.52
13 in 1997 -3129.28 62894.19 0.00 -0.72 0.51 634.17 25342.88
TABLE III: Statistics regarding the OLS regressions in Figures 6 and 8. The p-value column shows a two-sided
p-value for a hypothesis test whose null hypothesis is that the slope is zero, using the Wald Test with
t-distribution of the test statistic.
Definition 7 (Cluster Family Size |V iF,j,t|) Let V iF,j
be a cluster family j in collection i, and let Cit be the con-
sensus clustering obtained for time t. The size of cluster
family j at time t is defined as
|V iF,j,t| =
∑
c ∈ (V iF,j ∩ Cit)
|c| ,
where |c| denotes the number of tokens in a node c.
Figure 8 shows cluster family sizes for the 20 largest
cluster families in each collection (United States and Ger-
many). The size of a cluster family at a specific time is
determined according to Definition 6. Figure 6 visualises
the most and the least growing cluster families among
the 20 largest families to facilitate interpretation. The
growth of a cluster family is determined by the slope of
an OLS regression for each cluster family V iF,j on the
cluster family sizes |V iF,j,t| at times { t ∈ T }, where T
is the observation period.
The resulting intercepts and regression slopes are
shown as lines in Figures 6 and 8. The points and lines for
one cluster family have the same colours in both graph-
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ics. In Figure 8, colours are reused. To enable a mapping
of lines to the legend, we order the legend according to
the value expected by the OLS regression in 2018.
In Figure 8, we label cluster families by year and num-
ber of the largest cluster they contain (which also de-
termines the overall size of the cluster family, see Defini-
tion 6). For the purposes of Figure 6, we manually assign
labels to the cluster families. Here, we derive a topic from
the names and token shares of Chapters, books, and laws
comprising the cluster family.
Figure 9 shows the mean size of the 20 largest cluster
families in relation to their slope derived by the OLS re-
gressions as a scatter plot. We add a regression line and
indicate the 95 % confidence interval using translucent
bands around that regression line. Detailed statistics re-
garding the regression in Figures 6 and 8, and regarding
the source data of Figure 9, are provided in Table III.
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FIG. 8: Federal legislation in Germany and the United States: growth statistics by cluster family (1994–2018).
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FIG. 9: Federal legislation in Germany and the United States: slope-to-size correlation by cluster family (1994–2018).
The legends are sorted by the y-values of the regression lines in 2018.
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FIG. 7: Federal legislation in the United States by Title (1994–2018), measured in structural units.
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FIG. 10: Federal legislation in Germany and the United States: quotient graphs by cluster (1994 and 2018), with
arrows running between nodes indicating that text contained in one node cites text contained in another
node. Node sizes indicate token counts (larger = more tokens), where only nodes with at least 100000
tokens for 1994 and 150000 tokens for 2018 are shown. Node colours indicate internal reference density
(darker = denser), and arrow colours indicate numbers of outgoing references (darker = more references).
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FIG. 11: Federal legislation in Germany by cluster (1994–2018). Numbered blocks represent clusters (born clusters
in gold and dying clusters in brown). Splines indicate token movements between clusters (splits in red
with forward-slashes, merges in blue with back-slashes, and combinations in magenta with cross-slashes.
