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Abstract. Markov jump processes (MJPs) are continuous-time stochastic processes widely
used in a variety of applied disciplines. Inference for MJPs typically proceeds via Markov
chain Monte Carlo, the state-of-the-art being a uniformization-based auxiliary variable
Gibbs sampler. This was designed for situations where the MJP parameters are known,
and Bayesian inference over unknown parameters is typically carried out by incorporat-
ing it into a larger Gibbs sampler. This strategy of sampling parameters given path, and
path given parameters can result in poor Markov chain mixing. In this work, we propose
a simple and elegant algorithm to address this problem. Our scheme brings Metropolis-
Hastings approaches for discrete-time hidden Markov models to the continuous-time set-
ting, resulting in a complete and clean recipe for parameter and path inference in MJPs. In
our experiments, we demonstrate superior performance over Gibbs sampling, as well as
another popular approach, particle MCMC. We also show our sampler inherits geometric
mixing from an ‘ideal’ sampler that operates without computational constraints.
Keywords: Markov jump process, Markov chain Monte Carlo, Metropolis-Hasting, Bayesian
inference, Uniformization, Geometric Ergodicity
1. Introduction
Markov jump processes (MJPs) are continuous-time stochastic processes widely used in
fields like computational chemistry [9], molecular genetics [7], mathematical finance [6],
queuing theory [3], artificial intelligence [27] and social-network analysis [21]. These
references have used MJPs to model temporal evolution of the state of a chemical re-
action or queuing network, segmentation of a strand of DNA, user activity on social
media, among many others, resulting in realistic, mechanistic, and interpretable models.
These same continuous-time dynamics however raise computational challenges when,
given noisy measurements, one wants to make inferences over the latent MJP trajectory
as well as any parameters. In contrast to discrete-time hidden Markov models, one can-
not a priori bound the number of state transitions, and the transition times themselves
are continuous-valued. The state-of-the-art inference method for MJPs is an auxiliary
variable Gibbs sampler from [25], we will refer to this as the Rao-Teh algorithm. This
algorithm was designed to sample paths when the MJP parameters are known. Param-
eter inference is typically carried out by incorporating it into a Gibbs sampler that also
conditionally simulates parameters given the currently sampled trajectory.
In many situations, the MJP trajectory and parameters exhibit strong coupling, so
that alternately samples path given parameters, and parameters given path can result in
poor mixing. To address this issue, we propose a simple, elegant and efficient Metropolis-
Hastings framework. In our experiments, we demonstrate superior performance over
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Gibbs sampling, as well as other approaches like particle Markov chain Monte Carlo [1].
We also prove that under relatively mild conditions, our sampler inherits geometric
ergodicity from an ‘ideal’ sampler that operates without any computational constraints.
2. Markov jump processes (MJPs)
A Markov jump process [4] is a right-continuous piecewise-constant stochastic pro-
cess S(t) taking values in a usually finite state space S. We assume N -states, with
S = {1, . . . , N}. Then, the MJP is parameterized by two quantities, an N -component
probability vector pi0 and a rate-matrix A. The former gives the distribution over states
at the initial time (we assume this is 0), while the latter is an N ×N -matrix governing
the dynamics of the system. An off-diagonal element Aij , for i 6= j gives the rate of
transitioning from state i to j. The rows of A sum to 0, so that Aii = −
∑
j 6=iAij . We
write Ai for the negative of the ith diagonal element Aii, so that Ai = −Aii gives the
total rate at which the system leaves state i for any other state. To simulate an MJP
over an interval [0, tend], one follows Gillespie’s algorithm [9]: first sample an initial state
s0 from pi0, and defining t0 = tcurr = 0 and k = 0, repeat the following while tcurr < tend:
• Sample a wait-time ∆tk from an exponential distribution with rate Ask . Set tk+1 =
tcurr = tk + ∆tk. The MJP remains in state sk until time tk+1.
• Jump to a new state sk+1 6= sk with probability equal to Asksk+1/Ask . Set k = k+1.
The times T = (t0, · · · , t|T |−1) and states S = (s0, · · · , s|T |−1) define the MJP path S(t).
2.1. Structured rate matrices
While the rate matrix A can haveN(N−1) independent elements, in typical applications,
especially with large state-spaces, it is determined by a much smaller set of parameters.
We will write these as θ, with A a deterministic function of these parameters: A ≡ A(θ).
The parameters θ are often more interpretable than the elements of A and correspond
directly to physical, biological or environmental parameters of interest. For example:
Immigration-death processes Here, θ = (α, β) with α the arrival-rate and β the
death-rate. The state represents the size of a population or queue. New individuals
enter with rate α, so off-diagonal elements Ai,i+1 equal α. Each individual dies at
a rate β, so that Ai,i−1 = iβ. All other transitions have rate 0.
Birth-death processes This variant of the earlier MJP moves from state i to i + 1
with rate iα, with growth-rate proportional to population size. Again, θ = (α, β).
Codon substitution models These characterize transitions between codons at a DNA
locus over evolutionary time. In the simplest case, all transitions have the same
rate [14], Other models group transitions into, e.g., ‘synonymous’ and ‘nonsynony-
mous’ transitions, that continue to or do not encode the same amino acid. These
have their own rates, and as there are 61 codons, this gives a 61× 61 matrix deter-
mined by 2 parameters. More refined models [10] introduce additional parameters.
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3. Bayesian inference for MJPs
3.1. Trajectory inference given MJP parameters
This was addressed in [25] and extended to a broader class of jump processes in [24]
(also see [7, 12, 5]). Both involve MJP path representations with auxiliary candidate
jump times that are later thinned. We focus on the simpler, more popular Rao-Teh
algorithm [25], based on the idea of simulating an MJP through uniformization [13].
Uniformization involves a parameter Ω ≥ maxiAi; [25] suggest Ω = 2 maxiAi. Unlike
the sequential wait-and-jump Gillespie algorithm, first simulate a set W of candidate
transition-times over [0, tend] from a rate-Ω Poisson process. W defines a random grid
on [0, tend]. Define B =
(
I + 1ΩA
)
; this is a stochastic matrix with positive elements,
and rows adding up to 1. Assign state-values to the elements in {0} ∪W according to
a discrete-time Markov chain with initial distribution pi0, and transition matrix B. Call
these states V . Thus v0 ∼ pi0, while P (vk+1 = j|vk = i) = Bij for k ∈ {0, · · · , |W | − 1}.
Ω > maxiAi results in more candidate-times than actual MJP transitions; at the same
time, unlike A, the matrix B can thin these through self-transitions. Write U for the
elements W with self-transitions, and T for the rest. Define S = {vi ∈ V s.t. vi 6=
vi−1} as the elements in V corresponding to T , then (S, T ) sampled this way for any
Ω ≥ maxiAi has the same distribution as Gillespie’s algorithm [13, 25]. Introducing the
thinned variables allowed [25] to develop a novel, simple and efficient MCMC sampler. At
a high-level, each MCMC iteration samples a new grid W conditioned on the trajectory
S(t), and then a new trajectory conditioned on the W . [25] show that the resulting
Markov chain targets the desired posterior distribution over trajectories, and is ergodic
for any choice of Ω strictly greater than all the Ai’s.
Algorithm 1 The Rao-Teh [25] auxiliary variable Gibbs sampler for MJP trajectories
Input: MJP parameters θ, pi0, observations X, the previous path S(t) = (S, T ).
A parameter Ω > maxiAi, where A = A(θ) is the MJP rate-matrix.
Output: A new MJP trajectory S′(t) = (S′, T ′).
1: Given the MJP path (S, T ), sample a new set of thinned candidate times U :
These are distributed as an inhomogeneous Poisson process with intensity Ω−AS(t).
Since the intensity is piecewise-constant, simulating this is straightforward.
2: Given the thinned and actual transition times W = T ∪U from the previ-
ous iteration (after discarding state information S), sample a new path V :
Conditioned on the skeleton W , the set of candidate jump times is fixed, and trajec-
tory inference reduces to inference for a discrete-time hidden Markov model (HMM)
with initial distribution pi0, and transition matrix B. [25] use the forward-filtering
backward-sampling (FFBS) algorithm, an efficient dynamic programming algorithm
that makes a forward pass through the finite set of times W , sequentially updating
the distribution over states at each time w ∈ W . Between any two consecutive el-
ements of W , the system remain in a fixed state, with the likelihood for a state s
equal to the likelihood under state s of all observations in that interval. The end of
the forward pass gives a distribution over states at the end time that accounts for
all observations. The algorithm then makes a backward pass through the times in
W , sequentially sampling the state vi at time wi given state vi+1 at time wi+1 and
the corresponding distribution over states at wi calculated during the forward pass.
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Figure 1. Prior distribution of an MJP parameter (the
wide red density), as well as two conditional distri-
butions. Narrow dotted-green is the density condi-
tioned on both the observations as well as a simu-
lated MJP posterior. The wider dashed-blue curve
is density of interest: the marginal distribution of the
paramters conditioned on observations. These plots
were produced from the experiment in section 6.3.
3.2. Parameter inference for MJPs
For known parameters, the efficiency of the Rao-Teh algorithm has been established, both
empirically [25] and theoretically [16]. In practice, the parameters are typically unknown:
often, these are of primary interest when studying a dynamical system. A Bayesian
approach places a prior p(θ) over these, and the resulting posterior P (θ|X) is typically
approximated with samples drawn by Gibbs sampling. In particular, for an arbitrary
initialization of path and parameters, one repeats the two steps from algorithm 2:
Algorithm 2 Gibbs sampling for parameter inference for MJPs
Input: A set of partial and noisy observations X,
The previous MJP path S(t) = (S, T ), the previous MJP parameters θ.
Output: A new MJP trajectory S′(t) = (S′, T ′), new MJP parameters θ′.
1: Sample a trajectory from the conditional P (S′(t)|X,S(t), θ) by algorithm 1.
2: Sample a new parameter θ′ from the conditional P (θ′|X,S′(t)).
The distribution P (θ′|X,S(t)) depends on a set of sufficient statistics of the MJP
trajectory: how much time is spent in each state, and the number of transitions between
each pair of states. In special circumstances, θ can be directly sampled from its condi-
tional distribution, otherwise, one has to use a Markov kernel like Metropolis-Hastings
or Hamiltonian Monte Carlo to update θ to θ′. In any event, this introduces no new
technical challenges. However, the Gibbs sampling approach comes with a well-known
limitation: coupling between path and parameters can result in a very sluggish explo-
ration of parameter and path space. We illustrate this in figure 1, which shows the
posterior distribution of an MJP parameter (in dashed-blue) is less concentrated than
the distribution conditioned on both observations as well the MJP trajectory (dotted-
green). The coupling is strengthened as the trajectory grows longer, and the Gibbs
sampler can mix very poorly for situations with long observation periods, even if the
observations themselves are sparse and only mildly informative about the parameters.
For the discrete-time case, this problem of parameter-trajectory coupling can be cir-
cumvented by marginalizing out the MJP trajectory and directly sampling from the
posterior over parameters P (θ|X). In its simplest form (Algorithm 3), this involves
a Metropolis-Hastings scheme that proposes a new parameter ϑ from some proposal
distribution q(ϑ|θ), accepting or rejecting according to the usual Metropolis-Hastings
probability. The latter step requires calculating the marginal probabilities P (X|θ) and
P (X|θ′), integrating out the exponential number of possible latent trajectories. Fortu-
nately, this marginal probability is a by-product of the forward-backward algorithm used
to sample a new trajectory, so that no additional computational burden is involved.
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Algorithm 3 Metropolis-Hastings parameter inference for a discrete-time Markov chain
Input: Observations X, proposal density q(ϑ|θ), and previous parameters θ.
Output: A new Markov chain parameter θ′.
1: Propose a new parameter ϑ from the proposal distribution q(ϑ|θ).
2: Run the forward pass of the forward-backward algorithm to obtain the marginal
likelihood of the observations, P (X|ϑ).
3: Set θ′ = ϑ with probability min(1, P (X,ϑ)q(θ|ϑ)P (X,θ)q(ϑ|θ) ), else θ
′ = θ.
4: Sample a new path with the backward pass of the forward-backward algorithm.
3.3. A marginal sampler for MJP parameters
Constructing a marginal sampler over the MJP parameters by integrating out the continuous-
time trajectory is harder. One approach [7] makes a sequential forward pass through
all observations X, using matrix exponentiation to marginalize out all continuous-time
paths between successive times. As shown in [25], this approach is cubic rather than
quadratic in the number of states, cannot exploit structure like sparsity in the transi-
tion matrix, and can depend in not trivial ways on the exact nature of the observation
process. Also, the number of expensive matrix exponentiations depends on the num-
ber of observations rather than the number of transitions. A second approach, particle
MCMC [1], uses particle filtering to get an unbiased estimate of the marginal P (X|θ).
Plugging this into the Metropolis-Hastings acceptance probability results in an MCMC
sampler that targets the correct posterior, however the resulting scheme does not exploit
the structure of the MJP, and we show that it is quite inefficient.
[25, 24] demonstrated the advantage of introducing the thinned events U : this allows
exploiting discrete-time algorithms like FFBS for path sampling. In the next section,
we outline a na¨ıve first attempt at extending this approach to parameter inference. We
describe why this approach is not adequate, and then describe our final algorithm.
4. Naı¨ve parameter inference via Metropolis-Hastings
The Rao-Teh algorithm [25] simplifies computation by conditioning on the random
grid W . This suggests conditioning on W to update the parameters as well, follow-
ing the scheme from Algorithm 3. In particular, given W , discard all state informa-
tion, and propose a new parameter ϑ from q(ϑ|θ). The MH-acceptance probability is
min
(
1, P (X|W,ϑ)P (W |ϑ)p(ϑ)q(θ|ϑ)P (X|W,θ)P (W |θ)p(θ)q(ϑ|θ)
)
; to calculate it, make a forward pass over W , and calcu-
late P (X|W, θ) and P (X|W,ϑ). After accepting or rejecting ϑ, the new parameter θ′ is
used in a backward pass that samples a new trajectory. Then discard all self-transitions,
resample W and repeat. Algorithm 4, and figure 11 in the appendix sketch this out.
The resulting algorithm updates θ with the MJP trajectory integrated out, giving
more rapid mixing. However θ is still updated conditioned on W , and the distribution
of W depends on θ: W is a homogeneous Poisson process with rate Ω(θ). The fact that
the MH-acceptance probability involves a P (X|θ) term is inevitable, however we found
that the P (W |θ) terms significantly affects acceptance probabilities. Any proposal that
halves Ω(θ) will halve the mean and variance of the distribution of the number of events
in W , resulting in a low acceptance probability. This will affect mixing. The next section
describes an algorithm to get around this.
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Algorithm 4 Na¨ıve MH for parameter inference for MJPs
Input: Observations X, the MJP path S(t) = (S, T ), the parameters θ and pi0.
A Metropolis-Hasting proposal q(·|θ).
Output: A new MJP trajectory S′(t) = (S′, T ′), new MJP parameters θ′.
1: Set Ω
.
= Ω(θ) > maxsAs(θ) for some function Ω(·) (e.g. Ω(θ) = 2 maxsAs(θ)).
2: Sample thinned jumps U ⊂ [0, tend] from a Poisson process with piecewise-constant
rate R(t) = (Ω−AS(t)). Set W = T ∪ U and discard MJP state information.
3: Propose ϑ ∼ q(·|θ). The acceptance probability is given by
α = 1 ∧ P (ϑ|W,X)
P (θ|W,X)
q(θ|ϑ)
q(ϑ|θ) = 1 ∧
P (X|W,ϑ)P (W |ϑ)p(ϑ)
P (X|W, θ)P (W |θ)p(θ)
q(θ|ϑ)
q(ϑ|θ) .
4: For both θ and ϑ, make a forward pass through the elements of W , sequentially
updating the distribution over states at w ∈W given observations up to w. For any
θ, the transition matrixB(θ) equals I+A(θ)Ω(θ) while the initial distribution over states is
pi0. The likelihood of state s at step i is Li(s) = P (X[wi,wi+1)|S(t) = s, t ∈ [wi, wi+1)),
where X[wi,wi+1) is all observation lying in [wi, wi+1). At the end, we have P (X|W, θ)
and P (X|W,ϑ). Use these, and the fact that P (W |θ) is Poisson-distributed to accept
or reject the proposed ϑ. Write the new parameter as θ′.
5: For the new parameter θ′, make a backward pass through the elements of W , sequen-
tially assigning a state to each element of W . This completes the FFBS algorithm.
6: Let T ′ be the set of times in W when the Markov chain changes state. Define S′ as
the corresponding set of state values. Return (S′, T ′, θ′).
5. An improved Metropolis-Hasting algorithm
Our main idea is to symmetrize the probability of W under the old and proposed parame-
ters, so that P (W |θ) disappears from the acceptance ratio. This results in a significantly
more efficient, and also a simpler MCMC scheme. As before, the MCMC iteration begins
with the pair (S(t), θ). Instead of simulating the Poisson events U , we first generate a
new parameter ϑ from q(ϑ|θ). Treat this as an auxiliary variable, so that the augmented
space now is the triplet (S(t), θ, ϑ). We pretend S(t) ≡ (S, T ) was sampled by uni-
formization, where the dominating Poisson rate Ω equals (Ω(θ) + Ω(ϑ)) instead of just
Ω(θ) (recall any choice greater than maxsAs is valid). Now the set of thinned events U
is piecewise-constant Poisson with intensity Ω(θ) + Ω(ϑ)−AS(t). Following algorithm 1
or [25], the a priori probability of the reconstructed set W = U ∪ T , P (W |θ, ϑ), is a ho-
mogeneous Poisson process with rate Ω(θ)+Ω(ϑ). Discard all MJP state information, so
that the MCMC state space is (W, θ, ϑ), and propose swapping θ with ϑ. Observe from
symmetry that the Poisson skeleton W has the same probability both before and after
this proposal, so that unlike the previous scheme, the ratio P (W |ϑ)/P (W |θ) equals 1.
This simplifies computation, and significantly improves mixing. The acceptance prob-
ability equals min
(
1, P (X,ϑ)q(θ|ϑ)P (X,θ)q(ϑ|θ)
)
= min
(
1, P (X|ϑ)p(ϑ)q(θ|ϑ)P (X|θ)p(θ)q(ϑ|θ)
)
. The terms P (X|ϑ) and
P (X|θ) can be calculated by running a forward pass of the forward-backward algorithm,
and after accepting or rejecting the proposal, a new trajectory is sampled by complet-
ing the backward pass. Finally, the thinned events are discarded. We sketch out our
algorithm in Algorithm 5 and figure 12 in the appendix.
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Algorithm 5 Symmetrized MH for parameter inference for MJPs
Input: The observations X, the MJP path S(t) = (S, T ), parameters θ and pi0.
A Metropolis-Hasting proposal q(·|θ).
Output: A new MJP trajectory S′(t) = (S′, T ′), new MJP parameters θ′.
1: Sample ϑ ∼ q(·|θ), and set Ω .= Ω(θ) + Ω(ϑ) for some function Ω(θ) ≥ maxsAs(θ).
2: Sample thinned jumps U ⊂ [0, tend] from a Poisson process with piecewise-constant
rate R(t) = (Ω−AS(t)(θ)). Set W = T ∪ U and discard MJP states.
3: The current MCMC state-space is (W, θ, ϑ). Propose swapping θ and ϑ. The accep-
tance probability is given by
α = 1 ∧ P (X|W,ϑ, θ)p(ϑ)q(θ|ϑ)
P (X|W, θ, ϑ)p(θ)q(ϑ|θ) .
4: For both θ and ϑ, make a forward pass through the elements of W , sequentially
updating the distribution over states at w ∈ W given observations up to w. At
the end, we have calculated P (X|W, θ, ϑ) and P (X|W,ϑ, θ). Use these to accept or
reject the proposed swapping of θ and ϑ. Write the new state-space as (W, θ′, ϑ′).
5: For the new transition matrix B(θ′, ϑ′), make a backward pass through the elements
of W , sequentially assigning a state to each element wi ∈W given wi+1.
6: Let T ′ be the set of times in W when the Markov chain changes state. Define S′ as
the corresponding set of state values. Return (S′, T ′, θ′).
Proposition 1. The sampler described in Algorithm 5 has the posterior distribution
P (θ, S(t)|X) as its stationary distribution.
Proof. Suppose that at the start of the algorithm, we have a pair (θ, S(t)) from the
posterior distribution P (θ, S(t)|X). Introducing ϑ from q(ϑ|θ) results in a triplet whose
marginal over the first two variables is still P (θ, S(t)|X).
Sampling U from a Poisson process with rate Ω(θ) + Ω(ϑ) − AS(t)(θ), results in a
random grid W = T ∪ U that is distributed according to a rate Ω(θ) + Ω(ϑ) Poisson
process (Proposition 2 in [25]). Discarding all state information results in a triplet
(W, θ, ϑ) with probability proportional to p(θ)q(ϑ|θ)P (W |θ, ϑ)P (X|W, θ, ϑ).
Next we propose swapping θ and ϑ. Since this is a deterministic proposal, the MH-
acceptance probability is given by
α = 1 ∧ p(ϑ)q(θ|ϑ)P (W |ϑ, θ)P (X|W,ϑ, θ)
p(θ)q(ϑ|θ)P (W |θ, ϑ)P (X|W, θ, ϑ)
The term P (W |θ, ϑ) is just a Poisson process with rate Ω(θ)+Ω(ϑ), so that P (W |θ, ϑ) =
P (W |θ, ϑ). P (X|W, θ, ϑ) and P (X|W,ϑ, θ) are obtained after a forward pass over
W using discrete-time transition matrices B(θ, ϑ) =
(
I + A(θ)Ω(θ)+Ω(ϑ)
)
and B(ϑ, θ) =(
I + A(ϑ)Ω(θ)+Ω(ϑ)
)
.
Calling the parameters after the accept step (θ′, ϑ′), we have that (θ′, ϑ′,W ) has the
same distribution as (θ, ϑ,W ). Finally, following Lemma 1 in [25], using the matrix
B(θ, ϑ) to make a backward pass through W , and discarding the self-transitions results
in a trajectory (S′(t) distributed according to A(θ′). Discarding the auxiliary parameter
ϑ′ results in a pair (θ′, S′(t)) from the posterior distribution. 2
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5.1. Comments
The uniformization scheme of [25] works for any underlying Poisson process whose rate
Ω is greater than maxiAi. The strict inequality ensures that the conditional probability
of sampling one or more thinned events U is positive for every trajectory S(t) (recall
U ∼ PoissonProc(Ω−AS(t))). Empirical results from [25] suggest setting Ω = 2 maxiAi.
Implicit in our new scheme is a uniformizing Poisson process with rate Ω(θ, ϑ) =
Ω(θ) + Ω(ϑ). For our scheme to be valid, Ω(θ, ϑ) must be greater than both maxiAi(θ)
and maxiAi(ϑ). The smallest and simplest such choice is Ω(θ, ϑ) = maxAi(θ) +
maxAi(ϑ). For a fixed θ, this reduces to Ω = 2 maxAi, providing an principled mo-
tivation for the approach in [25]. Larger alternatives include Ω(θ, ϑ) = κ(maxAi(θ) +
maxAi(ϑ)) for κ > 1. These result in more thinned events, and so more computation,
with the benefit of faster MCMC mixing. We study the effect of κ in our experiments.
It is also possible to have non-additive settings for Ω(θ, ϑ), for example, setting Ω(θ, ϑ)
to κmax(maxiAi(θ),maxAi(ϑ)) for some choice of κ > 1. We investigate this as well.
Our proposed algorithm is related to work on MCMC inference for doubly-intractable
distributions. Algorithms like [17, 18, 2] all attempt to evaluate an intractable likelihood
under a proposed parameter ϑ by introducing auxiliary variables, however there the
auxiliary variable is sampled independently under the proposed parameters. For MJP,
this would involve proposing a new parameter ϑ, generating a new uniformizing grid U∗,
and then accepting or rejecting. This can complicate computations (with two sets of
time points), and also reduce acceptance rates if the new parameter ϑ is incompatible
with the old grid U or vice versa. While [18] suggest annealing schemes to try to address
this issue, we exploit the structure of the Poisson process and provide a cleaner solution:
generate a single set of auxiliary variables that depends symmetrically on both the new
and old parameters. It is interesting to see whether a similar idea can be used in other
applications as well.
6. Experiments
In the following, we evaluate Python implementations of our two proposed algorithms,
the na¨ıve MH algorithm (Algorithm 4, which we plot in yellow) and its symmetrized
improvement (Algorithm 5, which we call symmetrized MH and plot in red). We
compare different variants of these algorithms, corresponding to different uniformiz-
ing Poisson rates (i.e. different choices of κ, see section 5.1). For na¨ıve MH, we set
Ω(θ) = κmaxsAs(θ) with κ equal to 1.5, 2 and 3, represented in our plots with circles,
triangles and square symbols. For symmetrized MH, where the uniformizing rate de-
pends on both the current and proposed parameter, we consider two settings Ω(θ, ϑ) =
κ(maxA(θ) + maxA(ϑ)) (κ = 1 and 1.5, plotted with triangles and squares), and
Ω(θ, ϑ) = κmax(maxA(θ),maxA(ϑ)) (κ = 1.5, plotted with circles). We compare
these algorithms against two baselines: Gibbs sampling (Algorithm 2, plotted in blue),
and particle MCMC [1], plotted in black. Gibbs sampling involves a uniformization step
to update the MJP trajectory, and for this we used three settings, κ = 1.5, 2, 3, plot-
ted with circles, triangles and squares. Unless specified, our results were obtained from
100 independent MCMC runs, each consisting of 10000 iterations. We found particle
MCMC to be more computationally intensive, and limited each run to 3000 iterations,
the number of particles being 5, 10 and 20 (plotted with circles, trianges and squares).
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For each run of each MCMC algorithm, we calculated the effective sample size (ESS)
of the posterior samples of the MJP parameters using the R package rcoda [23]. This
estimates the number of independent samples returned by the MCMC algorithm, and
dividing this by the runtime of a simulation gives the ESS per unit time. We used this
measure to compare different samplers and different parameter settings.
6.1. A simple synthetic MJP
Figure 2. A 3-state MJP with
exponentially decaying rates
Consider an MJP with two parameters α and β,
transitions between states i and j having rate
α exp(−β/(i + j)). We consider three settings: 3
states (figure 2), 5 states, and 10 states. We place
Gamma(α0, α1), and Gamma(β0, β1) priors on the
parameters α and β, with (α0, α1, β0, β1) having val-
ues (3, 2, 5, 2) respectively. For each run, we draw
random parameters from the prior to construct a
transition matrix A, and placing a uniform distribu-
tion over states at time 0, simulate an MJP trajec-
tory. We simulate observations uniformly at integer
values on the time interval [0, 20]. Each observation is Gaussian distributed with mean
equal to the state at that time, and variance equal to 1. For the Metropolis-Hastings
proposal, we used a lognormal distribution centered at the current parameter value, with
variance σ2 that we vary.
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Figure 3. ESS/sec for
the synthetic model,
the top row being di-
mension 3, and the
bottom, dimension 10.
The left column is for
α, and the right is for
β. Red, yellow, blue
and black curves are
the symmetrized MH,
naı¨ve MH, Gibbs and
particle MCMC algo-
rithm. Different sym-
bols correspond to dif-
ferent settings of the
algorithms, see sec-
tion 6
Results: Figure 3 plots the ESS per unit time for the parameters α (left) and β (right)
for the case of 3 states (top row) and 10 states (bottom row) as we vary the scale-
parameter σ2 of the log-normal proposal distribution. We include results for 5 states in
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Figure 4. Time Interval vs. ESS/sec. In the left two plots, the number of observations is fixed,
in the right two, this grows linearly with the interval length. Red (square), yellow (triangle) and
blue (circle) curves are the symmetrized MH, naı¨ve MH and Gibbs algorithm.
the appendix, the conclusions are the same. We see that our symmetrized MH algorithm
is significantly more efficient than the baselines over a wide range of choices of σ2,
(including the natural choice of 1). Among the three setting of our algorithm, the
simple additive setting (triangles) does best, though it is only slightly better than the
max-of-max setting (circles). A reason for this improvement is that the additive setting
is more stable than the max-of-max setting, when the proposal variance can be large.
The additive setting with a multiplicative factor of 1.5 (squares) does worse than both
additive choice with smaller multiplicative factor and the max-of-max choice but still
better than the other algorithms. Among the baselines, simple Gibbs sampling does
better than na¨ıve Metropolis-Hastings, suggesting that the dependency of the Poisson
grid on the MJP parameters does indeed significantly slow down mixing. Particle MCMC
has the worst performance for this task. The results in figure 3 for the 10-dimensional
state space show that for the parameter α, the improvement that our proposed sampler
affords is even more dramatic. For the parameter β however, performance is comparable
to Gibbs, although it is not possible to claim one is uniformly superior to the other.
In figure 4, we plot ESS per unit time as the observation interval tend increases. We
consider the three-state MJP, and as before there are 19 observations uniformly located
over a time interval (0, tend). We consider four settings, with tend equal to 10, 20, 50, 100.
For each, we compare our symmetrized MH sampler (with κ set to 1) with the Gibbs
sampler (with κ set to 2). While the performance of the Gibbs sampler is comparable
with our symmetrized algorithm for the smallest value of tend, its performance is con-
siderably worse for longer time-intervals. This is because the Gibbs sampler updates θ
conditioned on the MJP trajectory, and longer time intervals result in stronger coupling
between MJP path and parameters, and thus poorer mixing. This effect disappears if we
integrate out the MJP trajectory. This experiment demonstrates that it is not sufficient
just to integrate out the state values of the trajectory, we also have to get around the
effect of the trajectory transition times. Our symmetrized MH-algorithm allows this.
To the right of figure 4, we plot results from a similar experiment. Now, instead of
keeping the number of measurements fixed as we increase the observation interval, we
keep the observation rate fixed at one observation every unit interval of time, so that
longer observation intervals have larger number of observations. The results are similar
to the previous case: Gibbs sampling performs well for small observation intervals, with
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Figure 5. (a) Jukes-
Cantor (JC69) model,
(b) ESS/sec for
the JC69 Model.
Red, yellow and
blue curves are the
symmetrized MH,
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algorithm.
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performance degrading sharply for larger intervals. These two experiments illustrate the
importance of integrating out the MJP path while carrying out parameter inference.
6.2. The Jukes and Cantor (JC69) model
The Jukes and Cantor (JC69) model [14] is a popular model of DNA nucleotide
substitution. We write its state space as {0, 1, 2, 3}, representing the four nucleotides
{A, T,C,G}. The model has a single parameter α, representing the rate at which the
system transitions between any pair of states. Thus, the rate matrix A is given by
Ai = −Ai,i = 3α,Ai,j = α, i 6= j. We place a Gamma(3, 2) prior on the parameter α.
Figure 5(right) compares different samplers: we see that the symmetrized MH samplers
comprehensively outperforms all others. Part of the reason why the difference is so dra-
matic here is because the transition matrix is no longer sparse in this example, implying
a stronger coupling between MJP path and parameter α. We point out that for Gibbs
sampling, the conditional parameter update is conjugate, and there is no proposal distri-
bution involved (hence its performance remains fixed along the x-axis). Particle MCMC
performs worse than all the algorithms, and we do not include it in our plots.
In figure 6, we plot the ESS per unit time for the different samplers as we increase
the observation interval. In the left plot, we keep the number of observations fixed, in
the right, these increase with the observation interval. Once again we see that our pro-
posed algorithm 1) performs best over all interval lengths, and 2) suffers a performance
degradation with interval length that is much milder than the other algorithms.
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Figure 7. ESS/sec for the im-
migration model, the top row
being dimension 3, and the bot-
tom, dimension 10. The left col-
umn is for α, and the right is for
β. Red, yellow, and blue curves
are the symmetrized MH, naı¨ve
MH, Gibbs sampling and parti-
cle MCMC.
6.3. An immigration model with finite capacity
Next, we consider an M/M/N/N queue [11]. The state space of this is stochastic process
is {0, 1, 2, 3, · · · , N − 1} with elements giving the number of customers/jobs/individuals
in a system/population. Arrivals follow a rate-α Poisson process, moving the process
from state i to i+1 for i < N . The system has a capacity of N , so any arrivals when the
current state is N are discarded. Service times or deaths are exponentially distributed,
with a rate that is now state-dependent: the system moves from i to i− 1 with rate iβ.
We follow the same setup as the first experiment: for (α0, α1, β0, β1) equal to (3, 2, 5, 2),
we place Gamma(α0, α1), and Gamma(β0, β1) priors on α, β. These prior distributions
are used to sample transition matrices A, which, along with a uniform distribution over
initial states, are used to generate MJP trajectories. We observe these at integer-valued
times according to a Gaussian observation process. We consider three settings: 3, 5 and
10 states, with results from 5 steps included in the appendix.
Figure 7 plots the ESS per unit time for the parameters α (left) and β (right) as we
change the variance of the proposal kernel, for different settings of different algorithms.
The top row shows results for a state-space of dimension 3, and the bottom row, results
for a dimension 10. Again, our symmetrized MH algorithm does best for dimensions 3
and 5, although now Gibbs sampling performs well for dimensionality 10. This is partly
because for this problem, the Gibbs conditionals over α and β are conjugate, and have a
very simple Gamma distribution (this is also why the Gibbs sampler curves are straight
lines: there is no proposal distribution involved here).
A time-inhomogeneous immigration model: We extend the previous model to
incorporate a known time-inhomogeneity. The arrival and death rates are no longer
constant, and are instead given by Ai,i+1(t) = αw(t) (i = 0, 1, · · · , N − 1) respectively.
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Figure 8. ESS/sec for the
time-inhomogeneous immigra-
tion model, the top row being
dimension 3, and the bottom,
dimension 10. The left column is
for α, and the right is for β. Red,
yellow and blue curves are the
symmetrized MH, naı¨ve MH, and
Gibbs algorithm.
While it is not difficult to work with sophisticated choices of w(t), we limit ourselves
to a simple piecewise-constant w(t) =
⌊
t
5
⌋
. Even such a simple change in the original
model can dramatically affect the performance of the Gibbs sampler.
The top row of figure 8 plots the ESS per unit time for the parameters α (left) and β
(right) for the immigration model with capacity 3. Now, the symmetrized MH algorithm
is significantly more efficient, comfortably outperforming all samplers (including the
Gibbs sampler) over a wide range of settings. Figure 8 shows performance for dimension
10, once again the symmetrized MH-algorithm performans best over a range of settings
of the proposal variance. We note that increasing the dimensionality of the state space
results in a more concentrated posterior, shifting the optimal setting of the proposal
variance to smaller values.
6.4. Chi-site data for Escherichia coli
We consider a dataset of E. coli DNA used in [7]. This consists of positions of Chi sites
(motifs of eight base pairs, GCTGGTGG) along the inner (lagging) strand of the E. coli
genome. Following [7], we wish to use this data to infer a two-state piecewise-constant
segmentation of the DNA strand. We place a MJP prior over this segmentation, and
indexing position along the strand with t, we write this as S(t) (t ∈ [0, 20] after rescaling
nucleotide indices). To state i ∈ {1, 2}, we assign a rate λi, which together with S(t),
defines a piecewise-constant rate function λS(t). We model the Chi-site positions as
drawn from a Poisson process with rate λS(t), resulting in a Markov-modulated Poisson
process [26]. MJP transitions from state 1 to state 2 have rate α while transitions from
state 2 to state 1 have rate β. We place gamma priors are placed for the four model
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Figure 9. ESS/sec
for (α, λ1) for the E.
Coli data. The cir-
cles (in blue) are our
proposed sampler as
we vary the variance of
the proposal distribu-
tion. The straight line
is the Gibbs sampler.
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parameters; specifically, we use Gamma(2, 2), Gamma(2, 3), Gamma(3, 2), Gamma(1, 2)
for α, β, λ1, λ2 respectively.
We use this setup to evaluate our symmetrized MH sampler along with Gibbs sam-
pling (other algorithms perform much worse). For our MH proposal distribution, we
first run 500 iterations of Gibbs sampling to estimate the posterior covariance of the
vector θ = (α, β, λ1, λ2), call this Σθ. Our MH proposal distribution is then q(ν|θ) =
N(ν|θ, κΣθ) for different settings of κ (the typical choice is κ = 1). Figure 9 shows the
results for parameters (α, λ1), which are both very similar. We see that for the typical
setting of κ = 1, our sampler ourperforms the Gibbs sampler, though Gibbs sampling
does outperform our method for large or small κ. This is because a) large or small κ
mean the proposal variance is too large or too small, and b) the Gibbs conditionals over
the parameters are conjugate for this model. Again, we expect the improvements our
method offers to be more robust to the proposal distribution for more complex models
without such conditional conjugacy.
7. Geometric ergodicity
Finally, we derive conditions under which our symmetrized MH algorithm inherits mixing
properties of an ‘ideal’ sampler that operates without computational constraints. The
latter proposes a new parameter ϑ from distribution q(ϑ|θ), and accepts with probability
αI(θ, ϑ;X) = 1 ∧ P (X,ϑ)q(θ|ϑ)P (X,θ)q(ϑ|θ) . The resulting ideal (but intractable) Markov chain has
transition probability PI(θ
′|θ) = q(θ′|θ)αI(θ, θ′;X) +
[
1− ∫ dϑq(ϑ|θ)αI(θ, ϑ;X)] δθ(θ′),
the first term corresponding to acceptance, and the second, rejection.
Our main result is Theorem 3, which shows that if the ideal MCMC sampler is
geometrically ergodic, then so is our tractable auxiliary variable sampler (Algorithm 5).
We first state all our definitions and assumptions, before diving into the proofs.
Assumption 1. The uniformization rate is set as Ω(θ, ϑ) = Ω(θ) + Ω(ϑ), where
Ω(θ) = k1 maxsAs(θ) + k0, for some k1 > 1, k0 > 0.
Although it is possible to specify broader conditions under which our result holds, for
clarity we focus on this case. We can drop the k0 if infθ maxsAs(θ) > 0
Assumption 2. There exists a positive constant θ0 such that for any θx, θy satisfying
‖θx‖ ≥ ‖θy‖ > θ0, we have Ω(θx) ≥ Ω(θy).
This assumption avoids book-keeping by making Ω(θ) increase monotonically with θ.
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Definition 1. Let piθ be the stationary distribution of the MJP with rate-matrix
A(θ), and define Dθ = diag(piθ). Define A˜(θ) = D
−1
θ A(θ)Dθ, and the reversibilization
of A(θ) as RA(θ) = (A(θ) + A˜(θ))/2.
This definition is from [8], who show that the matrix RA(θ) is reversible with real
eigenvalues, the smallest being 0. The larger its second smallest eigenvalue, the faster
the MJP converges to its stationary distribution piθ. Note that if the original MJP is
reversible, then RA(θ) = A(θ).
Assumption 3. Write λRA2 (θ) for the second smallest eigenvalue of RA(θ). There
exist µ > 0, θ1 > 0 such that for all θ satisfying ‖θ‖ > θ1, we have λRA2 (θ) ≥ µmaxsAs(θ)
(or equivalently from Assumption 1, λRA2 (θ) ≥ µΩ(θ)), and mins piθ(s) > 0.
The assumption on λRA2 is the strongest we need, requiring that λ
RA
2 (θ) (which sets the
MJP mixing rate) grows at least as fast as maxAs(θ). This is satisfied when, for example,
all elements of A(θ) grow with θ at similar rates, controlling the relative stability of the
least and most stable states. While not trivial, this is a reasonable assumption: the
MCMC chain over MJP paths will mix well if we can control the mixing of the MJP
itself. To better understand this, recall B(θ, θ′) = I + A(θ)Ω(θ,θ′) is the transition matrix
of the embedded Markov chain, and note it has the same stationary distribution piθ as
A(θ). Define the reversibilization RB(θ, θ
′) from B(θ, θ′) just as we did RA(θ) from A(θ).
Lemma 2. Let ‖θ‖ > max(θ0, θ1) and θ′ satisfy 1K0 ≤
Ω(θ′)
Ω(θ) ≤ K0 with K0 satisfying
(1 + 1K0 )k1 ≥ 2. For all such (θ, θ′), the Markov chain with transition matrix B(θ, θ′)
converges geometrically to stationarity at a rate uniformly bounded away from 0.
Proof. A little algebra gives RB(θ, θ
′) = I + RA(θ)/Ω(θ, θ′). It follows that both
RA and RB share the same eigenvectors, with eigenvalues satisfying λRB(θ, θ
′) = 1 −
λRA (θ)
Ω(θ,θ′) . In particular, the second largest eigenvalue λ
RB
2 (θ, θ
′) of RB and second smallest
eigenvalue λRA2 (θ, θ
′) of RA satisfy λRB2 (θ, θ
′) = 1 − λ
RA
2 (θ)
Ω(θ,θ′) . Then, from assumptions 1
and 3, and the lemma’s assumptions, 1−λRB2 (θ, θ′) = λ
RA
2 (θ)
Ω(θ,θ′) ≥ λ
RA
2 (θ)
(K0+1)Ω(θ)
≥ µK0+1 . Also,
Ω(θ, θ′) = Ω(θ) + Ω(θ′) ≥ (1 + 1
K0
)Ω(θ) > (1 +
1
K0
)k1 max
s
As(θ) ≥ 2 max
s
As(θ).
So for any state s, the diagonal element Bs(θ, θ
′) = 1 − As(θ)Ω(θ,θ′) > 12 . From [8], this
diagonal property and the bound on 1− λRB2 (θ, θ′) give the result. 2
Our overall proof strategy is to show that for ‖θ‖ and W large enough, the conditions
of Lemma 2 hold with high probability. We show that Lemma 2 then allows the distri-
bution over latent states for the continuous-time MJP and its discrete-time counterpart
embedded in W to be brought arbitrarily close to piθ (and thus to each other), allow-
ing our sampler to inherit mixing properties of the ideal sampler. For the remaining θ
and W , we will exploit their boundedness to establish a ‘small-set condition’ where the
MCMC algorithm forgets its state with some probability. These two conditions will be
sufficient for geometric ergodicity. The next assumption states these small-set conditions
for the ideal sampler.
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Assumption 4. For the ideal sampler with transition probability pI(θ
′|θ):
i) for each M , for the set BM = {θ : Ω(θ) ≤ M}, there exists a probability measure
φ and a constant κ1 > 0 s.t. αI(θ, θ
′;X)q(θ′|θ) ≥ κ1φ(θ′) for θ ∈ BM . Thus BM is a
1-small set.
ii) for M large enough, ∃ρ < 1 s. t. ∫ Ω(ν)pI(ν|θ)dν ≤ (1− ρ)Ω(θ) + LI , ∀θ 6∈ BM .
These two conditions are standard small-set and drift conditions necessary for the ideal
sampler to satisfy geometric ergodicity. The first implies that for θ in BM , the ideal
sampler forgets its current location with probability κ1. The second condition ensures
that for θ outside this set, the ideal sampler drifts towards BM . These two conditions
together imply geometric mixing with rate equal or faster than κ1 [15]. Observe that we
have used Ω(θ) as the so-called Lyapunov-Foster function to define the drift condition
for the ideal sampler. This is the most natural choice, though our proof can be tailored
to different choices. Similarly, we could easily allow BM to be an n-small set for any
n ≥ 1 (so the ideal sampler needs n steps before it can forget its current value in BM );
we restrict ourselves to the 1-small case for clarity.
Assumption 5. ∃ u > ` > 0 s.t. ∏P (X|so, θ) ∈ [`, u] for any state so and θ.
This assumption follows [16], and holds if θ does not include parameters of the obser-
vation process (or if so, the likelihood is finite and nonzero for all settings of θ). We
can relax this assumption, though this will introduce technicalities unrelated to our fo-
cus, which is on complications in parameter inference arising from the continuous-time
dynamics, rather than the observation process.
Assumption 6. Given the proposal density q(ν|θ), ∃η0 > 0, θ2 > 0 such that for θ
satisfying ‖θ‖ > θ2,
∫
Θ Ω(ν)
2q(ν|θ)dν ≤ η0Ω(θ)2.
This mild requirement can be satisfied by choosing a proposal distribution q that does
not attempt to explore large θ’s too aggressively.
Corollary 1. Given the proposal density q(ν|θ), ∃η1 > 0, θ2 > 0 such that for θ
satisfying ‖θ‖ > θ2,
∫
Θ Ω(ν)q(ν|θ)dν ≤ η1Ω(θ).
Proof. From assumption 6, we have
∫
Θ Ω(ν)
2q(ν|θ)dν ≤ η0Ω(θ)2 for θ satisfying
‖θ‖ > θ2. For such θ, by the Cauchy-Schwarz inequality, we have[∫
Θ
Ω(ν)q(ν|θ)dν
]2
≤
∫
Θ
Ω(ν)2q(ν|θ)dν ·
∫
Θ
q(ν|θ)dν ≤ η0Ω(θ)2.
So for θ satisfying ‖θ‖ > θ2, we have
∫
Θ Ω(ν)q(ν|θ)dν ≤
√
η0Ω(θ). 2
We need two further assumptions on the proposal distribution q(θ′|θ).
Assumption 7. For any  > 0, there exist finite M, θ3, such that for θ satisfying
‖θ‖ > θ3,, the condition q({θ′ : p(θ
′)q(θ|θ′)
p(θ)q(θ′|θ) ≤M}|θ) > 1−  holds.
This holds, when e.g. p(θ) is a gamma distribution, and q(θ′|θ) is Gaussian.
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Assumption 8. For any  > 0 and K > 1, there exists θK4, such that for θ satisfying
‖θ‖ > θK4,, the condition q({θ′ : Ω(θ
′)
Ω(θ) ∈
[
1
K ,K
]}|θ) > 1−  holds.
This holds when e.g. q(θ′|θ) is a centered on θ and has finite variance.
Theorem 3. Under the above assumptions, our auxiliary variable MCMC sampler
is geometrically ergodic.
Proof. This theorem follows from two lemmas we will prove. Lemma 5 shows there
exist small sets {(W, θ, ϑ) : λ1|W | + Ω(θ) < M} for λ1,M > 0, within which our
sampler forgets its current state with some positive probability. Lemma 8 shows that
for appropriate (λ1,M), our sampler drifts towards this set whenever outside. Together,
these two results imply geometric ergodicity [15, Theorems 15.0.1 and Lemma 15.2.8].
If supθ Ω(θ) <∞, we just need the small set {(W, θ, ϑ : |W | < M} for some M . 2
For easier comparison with the ideal sampler, we begin an MCMC iteration from step 5
in Algorithm 5. Thus, our sampler operates on (θ, ϑ,W ), with θ the current parameter,
ϑ the auxiliary variable, and W the Poisson grid. An MCMC iteration updates this to
(θ′, ϑ′,W ′) by (a) sampling states V (or (S, T )) with a backward pass, (b) discarding
ϑ, (c) sampling ν from q(ν|θ), (d) sampling U ′ given (θ, ν) and setting W ′ = T ∪ U ′,
(e) proposing to swap (θ, ν) and then (f) accepting or rejecting with a forward pass.
On acceptance, θ′ = ν and ϑ′ = θ, and on rejection, θ′ = θ and ϑ′ = ν. We write
(θ′′, ϑ′′,W ′′) for the MCMC state after two iterations. Recall that step (a) actually
assigns states V to W . T are the elements of W where V changes value, and S are
the corresponding elements of V . The remaining elements U are the elements of W
corresponding to self-transitions. For reference, we repeat some of our notation in the
appendix.
We first bound self-transition probabilities of the embedded Markov chain from 0:
Proposition 4. The posterior probability that the embedded Markov chain makes a
self-transition, P (Vi = Vi+1|W,X, θ, ϑ) ≥ δ1 > 0, for any θ, ϑ,W .
The proof (in the appendix) exploits the bounded likelihood from assumption 5. A
simple by-product of the proof is the following corollary:
Corollary 2. P (Vi+1 = s|Vs = s,W,X, θ, ϑ) ≥ δ1 > 0, for any θ, ϑ,W, s.
Lemma 5. For all M,h > 0, the set Bh,M = {(W, θ, ϑ) : |W | ≤ h, θ ∈ BM} is a 2-
small set under our proposed sampler. Thus, for all (W, θ, ϑ) in Bh,M , the two-step
transition probability satisfies P (W ′′, θ′′, ϑ′′|W, θ, ϑ) ≥ ρ1φ1(W ′′, θ′′, ϑ′′) for a constant
ρ1 and a probability measure φ1 independent of the initial state.
Proof. Recall the definition of BM , and of an n-small set from Assumption 4. The 1-
step transition probability of our MCMC algorithm consists of two terms, corresponding
to the proposed parameter being accepted and rejected. Discarding the latter, we have
P (W ′, θ′, ϑ′|W, θ, ϑ,X) ≥ δθ(ϑ′)q(θ′|θ)
∑
S,T
P (S, T |W, θ, ϑ,X)P (W ′|S, T, θ, θ′)α(θ, θ′,W ′;X)
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Here we use the fact that given (S, T ), P (W ′|S, T, θ, θ′, X) is independent of X. We fur-
ther bound the summation over (S, T ) by considering only the terms with S a constant.
When this constant is state s∗, we write this as (S = [s∗], T = ∅). This corresponds to
|W | self-transitions after the starting state S0 = s∗, so that
P (S = [s∗], T = ∅|W, θ,ϑ,X) = P (S0 = s∗|X,W, θ, ϑ)
|W |−1∏
i=0
P (Vi+1 = s
∗|Vi = s∗, X,W, θ, ϑ)
≥ P (S0 = s∗|X,W, θ, ϑ)δ|W |1
Here δ1 is the lower bound from Corollary 2. With S(t) fixed at s
∗, W ′ is a Poisson
process with rate Ω(θ′) + Ω(θ)−As∗(θ). From the Poisson superposition theorem,
P (W ′|S =[s∗], T = ∅, θ′, θ) ≥ P (W ′ from PoissProc(Ω(θ′)))P (∅ from PoissProc(Ω(θ)−As∗(θ)))
≥ P (W ′ from PoissProc(Ω(θ′)))P (∅ from PoissProc(Ω(θ)))
≥ P (W ′ from PoissProc(Ω(θ′))) exp(−Mtend) (since for θ ∈ BM , Ω(θ) ≤M).
Thus we have∑
S,T
P (S, T,W ′|W, θ, ϑ,X) ≥
∑
s∗
P (S= [s∗], T = ∅|W, θ, ϑ,X)P (W ′|S= [s∗], T = ∅, θ′, θ)
≥ δ|W |1 exp(−Mtend)P (W ′ from PoissProc(Ω(θ′))) (1)
Finally we relate the acceptance rate to that of the ideal sampler:
α(θ, θ′,W ′;X) = 1 ∧ P (X|W
′, θ′, θ)/P (X|θ′)
P (X|W ′, θ, θ′)/P (X|θ) ·
P (X|θ′)q(θ|θ′)p(θ′)
P (X|θ)q(θ′|θ)p(θ)
≥ 1 ∧ `
2
u2
· P (X|θ
′)q(θ|θ′)p(θ′)
P (X|θ)q(θ′|θ)p(θ) ≥ αI(θ, θ
′;X)
`2
u2
. (2)
Since by assumption |W | ≤ h, and q(θ′|θ)αI(θ, θ′;X) ≥ κ1φ(θ′) (from assumption 4),
P (W ′, θ′, ϑ′|W, θ, ϑ) ≥ `
2
u2
δh1 exp(−Mtend)δθ(ϑ′)κ1P (W ′ from PoissProc(Ω(θ′))φ(θ′)
.
= ρ1δθ(ϑ
′)P (W ′ from PoissProc(Ω(θ′))φ(θ′)
Write FPoiss(a) for the CDF of a rate-a Poisson. The two-step transition satisfies
P (W ′′, θ′′, ϑ′′|W, θ, ϑ) ≥
∫
Bh,M
P (W ′′, θ′′, ϑ′′|W ′, θ′, ϑ′)P (W ′, θ′, ϑ′|W, θ, ϑ)dW ′dθ′dϑ′
≥
∫
Bh,M
ρ1δθ′(ϑ
′′)P (W ′′ from PoissProc(Ω(θ′′))φ(θ′′)
ρ1δθ(ϑ
′)P (W ′ from PoissProc(Ω(θ′))φ(θ′)dW ′dθ′dϑ′
≥ ρ21φ(θ′′)P (W ′′ from PoissProc(Ω(θ′′))
∫
Bh,M
δθ′(ϑ
′′)FPoiss(Ω(θ′))(h)φ(θ′)dθ′
≥ ρ21P (W ′′ from PoissProc(Ω(θ′′))φ(θ′′)φ(ϑ′′)FPoiss(Ω(ϑ′′))(h)δBh,M (ϑ′′)
≥ ρ21P (W ′′ from PoissProc(Ω(θ′′))φ(θ′′)φ(ϑ′′)δBh,M (ϑ′′) exp(−Ω(ϑ′′)) (3)
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The last line uses FPoiss(a)(h) ≥ FPoiss(a)(0) = exp(−a) ∀a, and gives our result, with
φ1(W
′′, θ′′, ϑ′′) ∝ P (W ′′ from PoissProc(Ω(θ′′))φ(θ′′)φ(ϑ′′)δBh,M (ϑ′′) exp(−Ω(ϑ′′)). 2
We have established the small set condition: for any point inside Bh,M our sampler
forgets its state with nonzero probability. We next establish a drift condition, showing
that outside this small set, the algorithm drifts back towards it (Lemma 8). We first
establish a result needed when maxs |As(θ)| is unbounded as θ increases. This states
that the acceptance probabilities of our sampler and the ideal sampler can be brought
arbitrarily close outside a small set, so long as Ω(θ) and Ω(θ′) are sufficiently close.
Lemma 6. Suppose 1K0 ≤
Ω(θ)
Ω(θ′) ≤ K0, for K0 satisfying (1 + 1K0 )k1 ≥ 2 (k1 is from
Assumption 1). Write |W ↓| for the minimum number of elements of grid W between
any successive pairs of observations. For any  > 0, there exist wK0 , θ
K0
5, > 0 such that
|P (X|W, θ, θ′)− P (X|θ)| <  for any (W, θ) with |W ↓| > wK0 and ‖θ‖ > θK05, .
Proof. From lemma 2, for all θ, θ′ satisfying the lemma’s assumptions, the Markov
chain with transition matrix B(θ, θ′) converges geometrically to stationarity distribution
piθ at a rate uniformly bounded away from 0. By setting |W ↓| large enough, for all such
(θ, θ′) and for any initial state, the Markov chain would have mixed beween each pair of
observations, with distribution over states returning arbitrarily close to piθ.
Write WX for the indices of the grid W containing observations, and VX for the
Markov chain state at these times (illustrated in Section A.1 in the appendix). Let
PB(VX |W, θ, θ′) be the probability distribution over VX under the Markov chain with
transition matrix B given W and Pst(VX |θ) be the probability of VX sampled indepen-
dently under the stationary distribution. Let P (X|W, θ, θ′) be the marginal probability
of the observations X under that Markov chain B(θ, θ′) given W . Dropping W and θ′
from notation, P (X|θ) is the probability of the observations under the rate-A(θ) MJP.
From the first paragraph, for |W ↓| > w0 for large enough w0, PB(VX |W, θ, θ′) and
Pst(VX |W, θ) can be brought ′ close. Then for any W with |W ↓| > w0, we have
|P (X|W, θ, θ′)−Pst(X|θ)| = |
∑
VX
P (X|VX , θ)[PB(VX |W, θ, θ′)− Pst(VX |θ)]|
≤
∑
VX
P (X|VX , θ)|PB(VX |W, θ, θ′)− Pst(VX |θ)| ≤ ′′,
using P (X|VX , θ) ≤ u (Assumption 5), and
∑
VX
|PB(VX |W, θ, θ′)− Pst(VX |θ)| < . For
large θ, we prove a similar result in the continuous case by uniformization. For any θ′,
P (X|θ) =
∫
dWP (X|W, θ, θ′)P (W |θ, θ′) (P (W |θ, θ′) is a rate-Ω(θ) + Ω(θ′) Poisson process).
We split this integral into two parts, one over the set {|W ↓| > w0}, and the second over
its complement. On the former, for w0 large enough, |P (X|W, θ, θ′) − Pst(X|θ)| ≤ ′′.
For θ large enough, {|W ↓| > w0} occurs with arbitrarily high probability for any θ′.
Since the likelihood is bounded, the integral over the second set can be made arbitrarily
small (say, ′′ again). Finally, from the triangle inequality,
|P (X|θ)− P (X|W, θ, θ′)| ≤ |P (X|θ)− Pst(X|θ)|+ |Pst(X|θ)− P (X|W, θ, θ′)|
≤ (′′ + ′′) + ′′ .= 
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Proposition 7. Let (W, θ, ϑ) be the current state of the sampler. Then, for any ,
there exists θ > 0 as well as a set E ⊆ {(W ′, θ′) : |αI(θ, θ′;X)− α(θ, θ′;W ′, X)| ≤ },
such that for θ satisfying ‖θ‖ > θ and any ϑ, we have P (E|W, θ, ϑ) > 1− .
The previous lemma bounded the difference in probability of observations under the
discrete-time and continuous-time processes. This result uses this to bound the accep-
tance probabilities of the ideal sampler, and our proposed sampler (where acceptace
probabilities are calculated conditioned on the grid W ). See the appendix for the proof.
Lemma 8. (drift condition) There exist δ2 ∈ (0, 1), λ1 > 0 and L > 0 such that
E [λ1|W ′|+ Ω(θ′)|W, θ, ϑ,X] ≤ (1− δ2) (λ1|W |+ Ω(θ)) + L.
Proof. Since W ′ = T ∪ U ′, we consider E[|T ||W, θ, ϑ,X] and E[|U ′||W, θ, ϑ,X] sep-
arately. An upper bound of E[|T ||W, θ, ϑ,X] can be derived directly from proposition 4:
E[|T ||W, θ, ϑ,X] = E[
|W |−1∑
i=0
I{Vi+1 6=Vi}|W, θ, ϑ,X] ≤
|W |−1∑
i=0
(1− δ1) = |W |(1− δ1).
By corollary 1, there exist η1, θ2 such that for ‖θ‖ > θ2,
∫
Ω(ν)q(ν|θ)dν ≤ η1Ω(θ). Then,
E[|U ′||W, θ, ϑ,X] = ES,T,νE[|U ′||S, T,W, θ, ϑ, ν,X] = ES,T,νE[|U ′||S, T,W, θ, ν]
≤ ES,T,ν [tendΩ(θ, ν)] = tend
∫
Ω(θ, ν)q(ν|θ)dν
= tend
[(
Ω(θ) +
∫
Θ
Ω(ν)q(ν|θ)dν
)]
≤ tend(η1 + 1)Ω(θ)
To bound E [Ω(θ′)|W, θ, ϑ,X], consider the transition probability over (W ′, θ′):
P (dW ′, dθ′|W, θ, ϑ) = dθ′dW ′
q(θ′|θ)∑
S,T
P (S, T |W, θ, ϑ,X)P (W ′|S, T, θ, θ′)α(θ, θ′;W ′, X)
+
∫
q(ν|θ)
∑
S,T
P (S, T |W, θ, ϑ,X)P (W ′|S, T, θ, ν)(1− α(θ, ν;W ′, X))dνδθ(θ′)
 .
With P (W ′|W, θ, ϑ, θ′, X) = ∑S,T P (S, T |W, θ, ϑ,X)P (W ′|S, T, θ, θ′), integrate out W ′:
P (dθ′|W, θ, ϑ) = dθ′
∫
W ′
dW ′
[
q(θ′|θ)P (W ′|W, θ, ϑ, θ′, X)α(θ, θ′;W ′, X)+∫
q(ν|θ)P (W ′|W, θ, ϑ, ν,X)(1− α(θ, ν;W ′, X))dνδθ(θ′)
]
Then let
∫
Ω(θ′)P (dθ′|W, θ, ϑ) = I1(W, θ, ϑ) + Ω(θ)I2(W, θ, ϑ), with
I1(W, θ, ϑ) =
∫
dθ′Ω(θ′)q(θ′|θ)
∫
dW ′P (W ′|W, θ, ϑ, θ′, X)α(θ, θ′;W ′, X),
I2(W, θ, ϑ) =
∫
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X)(1− α(θ, ν;W ′, X)).
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Consider the second term I2. From Proposition 7, for any positive , there exists θ > 0
such that the set E (where |α(θ, ν;X,W ′) − αI(θ, ν;X)| ≤ ) has probability greater
than 1− . Write I2,E for the integral restricted to this set, and I2,Ec for that over the
complement, so that I2 = I2,E + I2,Ec . Then for θ > θ,
I2,E(W, θ, ϑ) =
∫
E
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X)(1− α(θ, ν;W ′, X))
≤
∫
E
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X)[1− (αI(θ, ν;X)− )]
≤
∫
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X)[1− (αI(θ, ν;X)− )]
≤ (1 + )−
∫
q(ν|θ)αI(θ, ν;X)dν, and
I2,Ec (W, θ, ϑ) =
∫
Ec
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X)(1− α(θ, ν;W ′, X))
≤
∫
Ec
dνdW ′q(ν|θ)P (W ′|W, θ, ϑ, ν,X) ≤ .
We similarly divide the integral I1 into two parts, I1,E (over E) and I1,Ec (over its
complement Ec ). For ‖θ‖ large enough, we can bound the acceptance probability by
αI(θ, θ
′;X) +  on the set E, and by corollary 1, we get
I1,E ≤
∫
E
Ω(θ′)q(θ′|θ)(αI(θ, θ′;X) + )dθ′ ≤
∫
Ω(θ′)q(θ′|θ)αI(θ, θ′;X)dθ′ + η1Ω(θ).
For I1,Ec , from assumption 6, we have
∫
Θ Ω(ν)
2q(ν|θ)dν ≤ η0Ω(θ)2 for ‖θ‖ > θ2. So, by
Cauchy-Schwarz inequality and bounding the acceptance probability by one, we have(
I1,Ec
)2 ≤ ∫
Ec
q(θ′|θ)P (W ′|W, θ, ϑ, θ′, X)dθ′dW ′
∫
Ec
Ω(θ′)2q(θ′|θ)P (W ′|W, θ, ϑ, θ′, X)dθ′dW ′
≤ 
∫
Ω(θ′)2q(θ′|θ)dθ′ ≤ η0Ω(θ)2,
giving I1,Ec ≤
√
η0Ω(θ). Putting these four results together, for θ satisfying ‖θ‖ >
max(θ2, θ,M) (where M is from Assumption 4 on the ideal sampler), we have∫
Ω(θ′)P (dθ′|W, θ, ϑ) ≤
∫
Ω(θ′)q(θ′|θ)αI(θ, θ′|X)dθ′ + Ω(θ)
∫
q(ν|θ)(1− αI(θ, ν|X))dν+
√
η0Ω(θ) + η1Ω(θ) + 2Ω(θ)
≤ (1− ρ)Ω(θ) + (√η0+ η1+ 2)Ω(θ) + LI , giving
E[λ1|W ′|+ Ω(θ′)|W, θ, ϑ,X] ≤ λ1(1− δ1)|W |+ λ1tend(1 + η1)Ω(θ)
+ (1− ρ)Ω(θ) + (√η0
√
+ η1+ 2)Ω(θ) + LI
= (1− δ1)λ1|W |+ [1− (ρ− λ1tend(1 + η1)− (2 + η1)−√η0)]Ω(θ) + LI
.
= (1− δ1)λ1|W |+ (1− δ2)Ω(θ) + LI
For (λ1, ) small enough, δ2 ∈ (0, 1), and δ = min(δ1, δ2) gives the drift condition. 2
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8. Conclusion
We have proposed a novel Metropolis-Hastings algorithm for parameter inference in
Markov jump processes. We use uniformization to update the MJP parameters with
state-values marginalized out, though still conditioning on a random Poisson grid. The
distribution of this grid depends on the MJP parameters, significantly slowing down
MCMC mixing. We propose a novel symmetrization scheme to get around this de-
pendency. In our experiments, we demonstrate the usefulness of this scheme, which
outperforms a number of competing baselines. We also derive conditions under which
our sampler inherits geometric ergodicity properties of an ideal MCMC sampler.
There are a number of interesting directions for future research. Our focus was on
Metropolis-Hastings algorithms for typical settings, where the parameters are low dimen-
sional. It is interesting to investigate how our ideas extend to schemes like Hamiltonian
Monte Carlo [19] suited for higher-dimensional settings. Another direction is to develop
and study similar schemes for more complicated hierarchical models like mixtures of
MJPs or coupled MJPs. While we focused only on Markov jump processes, it is also
of interest to study similar ideas for algorithms for more general processes [24]. It is
also important to investigate how similar ideas apply to deterministic algorithms like
variational Bayes [20, 22]. From a theoretical viewpoint, our proof required the uni-
formization rate to satisfy Ω(θ) ≥ k1 maxsAs(θ) + k0 for k1 > 1. We believe our result
still holds for k1 = 1, and for completeness, it would be interesting to prove this.
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A. Appendix
A.1. Notation
x
x
x
x
Figure 10. an example MJP path
We recall some notation used in our proof. The figure about shows a realization S(t)
of an MJP with rate matrix A(θ) and initial distribution pi0 over an interval [0, tend].
The crosses are observations X. pi0 is the initial distribution over states, and piθ is the
staionary distribution of the MJP. p(θ) is the prior over θ, and q(ν|θ) is the proposal
distribution.
• The uniformized representation of S(t) is the pair (V,W ), with the Poisson grid
W = [w1, w2, w3, w4, w5, w6, w7] and the states V = [v0, v1, v2, v3, v4, v5, v6, v7] as-
signed with through a Markov chain with initial distribution pi0 and transition
matrix B(θ, θ′). In the figure, the circles (filled and empty) correspond to W .
• The more standard representation of S(t) is the pair (S, T ). Here T are the el-
ements of W which are true jump times (when V changes value), and S are the
corresponding elements of V . U are the remaining elements of W corresponding to
self-transitions. Here, T = [w2, w4, w7] and U = [w1, w3, w5, w6].
• The filled circles represent WX , which are the elements of W containing observa-
tions. VX are the states corresponding to WX . In this example, WX = [w2, w5, w7]∪
{0} and VX = [v2, v5, v7] ∪ {v0}.
• We write |W ↓| for the minimum number of elements of W between successive pairs
of observations (including start time 0). In this example, |W ↓| = min(3, 3, 2) = 2.
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• P (X|W, θ, θ′) is the marginal distribution of X on W under a Markov chain with
transition matrix B(θ, θ′) (after integrating out the state information V ). Recall
that the LHS does not depend on θ′ because of uniformization.
• P (X|θ) is the marginal probability of the observations under the rate-A(θ) MJP.
P (X|θ) = ∫W P (X|W, θ, θ′)P (W |θ, θ′)dW .
• PB(VX |W, θ, θ′) is the probability distribution over states VX for the Markov chain
with transition matrix B(θ, θ′) on the grid W , with the remaining elements of V
integrated out.
• Pst(VX |θ) is the probability of VX when elements of VX are sampled i.i.d. from piθ).
• Pst(X|θ) is the marginal probability of X when VX is drawn from Pst(VX |θ).
A.2. Remaining proofs
Proposition 4. The a posteriori probability that the embedded Markov chain makes
a self-transition, P (Vi+1 = Vi|W,X, θ, ϑ) ≥ δ1 > 0, for any θ, ϑ,W .
Proof. We use k0 from assumption 1 to bound a priori self-transition probabilities:
P (Vi+1 = s|Vi = s,W, θ, ϑ) = Bss(θ, ϑ) = 1− As(θ)
Ω(θ, ϑ)
≥ 1− As(θ)
Ω(θ)
≥ 1− 1
k0
.
We then have
P (Vi = Vi+1|W,X, θ, ϑ) =
∑
v
P (Vi = Vi+1 = v|W,X, θ, ϑ) =
∑
v
P (Vi = Vi+1 = v,X|W, θ, ϑ)
P (X|W, θ, ϑ)
=
∑
v
P (X|Vi = Vi+1 = v,W, θ, ϑ)P (Vi = Vi+1 = v|W, θ, ϑ)
P (X|W, θ, ϑ)
≥ `
u
∑
v
P (Vi = Vi+1 = v|W, θ, ϑ)
=
`
u
∑
v
P (Vi+1 = v|Vi = v,W, θ, ϑ)P (Vi = v|θ, ϑ)
≥ `
u
(1− 1
k0
)
.
= δ1 > 0.
2
Proposition 7. Let (W, θ, ϑ) be the current state of the sampler. Then, for any ,
there exists θ > 0 as well as a set E ⊆ {(W ′, θ′) : |αI(θ, θ′;X)− α(θ, θ′;W ′, X)| ≤ },
such that for θ satisfying ‖θ‖ > θ and any ϑ, we have P (E|W, θ, ϑ) > 1− .
Proof. Fix  > 0 and K > 1 satisfying (1 + 1K )k1 ≥ 2.
• From assumption 7, there exist M and θ1,, such that P ( q(θ|θ
′)p(θ′)
q(θ′|θ)p(θ) ≤M) > 1−/2
for θ satisfying ‖θ‖ > θ1,. Define E1 = {θ′s.t. q(θ|θ
′)p(θ′)
q(θ′|θ)p(θ) ≤M}.
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• Define EK2 = {θ′s.t. Ω(θ
′)
Ω(θ) ∈ [1/K,K]}. Following assumption 8, define θK2, such
that P (EK2 |θ) > 1− /2 for all θ satisfying ‖θ‖ > θK2,.
• On the set EK2 , Ω(θ′) ≤ KΩ(θ) (and also Ω(θ) ≤ KΩ(θ′)). Lemma 6 ensures that
there exist θK3, > 0, w
K
 > 0, such that for |W ↓| > wK , ‖θ‖ > θK3, and ‖θ′‖ > θK3,,
we have |P (X|W, θ′, θ) − P (X|θ′)| < , and |P (X|W, θ, θ′) − P (X|θ)| < . Define
EK3, = {θ′s.t.‖θ′‖ > θK3,}.
• Define EK4, = {Ws.t. |W ↓| > wK }. Set θK4,, so that for ‖θ‖ > θK4,, P (EK4,|EK2 , E1) >
1−.. This holds since W comes from a Poisson processes, whose rate can be made
arbitrarily large by increasing Ω(θ).
• From assumption 2, there exists θ0, such that Ω(θ) increases as ‖θ‖ increases, for
θ satisfying ‖θ‖ > θ0. Set θ = max(θ0, θ1,, θK2,, θK3,, θK4,).
Now consider the difference
|α(θ, θ′;W,X)− αI(θ, θ′;X)| = | 1 ∧ P (X|W, θ
′, θ)q(θ|θ′)p(θ′)
P (X|W, θ, θ′)q(θ′|θ)p(θ) − 1 ∧
P (X|θ′)q(θ|θ′)p(θ′)
P (X|θ)q(θ′|θ)p(θ) |
≤ | P (X|W, θ
′, θ)
P (X|W, θ, θ′) −
P (X|θ′)
P (X|θ) |
q(θ|θ′)p(θ′)
q(θ′|θ)p(θ) .
On E1,
q(θ|θ′)p(θ′)
q(θ′|θ)p(θ) ≤ M. Since P (X|W, θ, θ′) and P (X|θ) are lower-bounded by `, for
any  > 0 we can find a K such that on EK2 ∩ EK3,,
|P (X|W, θ
′, θ)
P (X|W, θ, θ′) −
P (X|θ′)
P (X|θ) | < /M.
This means that on E1 ∩ EK2 ∩ EK3,, |α(θ, θ′,W,X)− αI(θ, θ′, X)| < .
For θ > max(θ1,, θ
K
2,) we have P (E
K
2 E

1) ≥ P (EK2 ) + P (E1)− 1 ≥ 1− .
When EK2 holds, Ω(θ
′) ≥ Ω(θ)/K. For θ large enough, we can ensure ‖θ′‖ > θK3,. So
P (E1E
K
2 E
K
3,E
K
4,) > (1− )2.
Finally, set E
.
= E1 ∩ EK2 ∩ EK3, ∩ EK4, , giving us our result.
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A.3. Algorithm sketch
Figure 11. Naı¨ve MH-algorithm: Step 0 to 2: sample thinned events and discard state informa-
tion to get a random grid. Step 3: propose a new parameter θ′, and accept or reject by making
a forward pass on the grid. Steps 4 to 5: make a backward pass using the accepted parameter
and discard self-transitions to produce a new trajectory.
Figure 12. Improved MH algorithm: Steps 0-3: Starting with a trajectory and parameter θ,
simulate an auxiliary parameter θ∗, and then the thinned events U from a rate Ω(θ)+Ω(θ∗)−AS(t)
Poisson process. Step 4: Propose swapping θ and θ∗. Step 5: Run a forward pass to accept
or reject this proposal, and use the accepted parameter to simulate a new trajectory. Step 6:
Discard the thinned events.
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A.4. Additional results
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β Figure 13. ESS/sec for the
synthetic model, dimension 5.
The left column is for α, and
the right is for β. Red, yellow,
blue and black curves are the
symmetrized MH, naı¨ve MH,
Gibbs and particle MCMC al-
gorithm. Different symbols cor-
respond to different settings of
the algorithms, see section 6.
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Figure 14. ESS/sec for the im-
migration model, the top row
being dimension 5. The left col-
umn is for α, and the right is for
β. Red, yellow, and blue curves
are the symmetrized MH, naı¨ve
MH, Gibbs sampling and parti-
cle MCMC.
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Figure 15. ESS/sec for the
time-inhomogeneous immigra-
tion model, the top row being
dimension 5. The left column
is for α, and the right is for
β. Red, yellow and blue curves
are the symmetrized MH, naı¨ve
MH, and Gibbs algorithm.
