The n-queens problem is a classical search problem in the arti cial intelligence (AI) area. In recent years, this problem has found many useful, practical applications including 2-dimensional VLSI routing and testing, maximum full range communication, and parallel optical computing.
Introduction
The n-queens problem is to place n queens on an n by n chessboard so that no two queens attack each other. This classical combinatorial search problem has traditionally been used as a popular testbed to explore new AI search strategies and algorithms. In recent years, this problem has found many practical scienti c and engineering applications including 2-dimensional VLSI routing and testing, maximum full range communication, and parallel optical computing.
Solutions to the n-queens problem, i.e., to formulate a noncon icting pattern of n objects within an n by n square, represent a solution to the maximum coverage problem. The maximum coverage problem is that, from any horizontal direction, any vertical direction, or any diagonal direction, all n objects can be accessed without con ict. Since n is the maximum number of objects ("queens") that can be placed within an n by n square, solutions of the n-queens problem thus achieve the maximum coverage with n objects.
In this paper we present two new, probabilistic, local search algorithms based on a gradientbased heuristic. These algorithms run in almost linear time and are capable of nding a solution for extremely large size n-queens problems. For example, on a NeXT personal computer, our QS3 algorithm can nd a solution for 500,000 queens in approximately one and a half minutes.
In Section 2, we brie y review the prior art for the n-queens problem. An application example of the n-queens problem to achieve maximum parallelism in optical computing is illustrated in Section 3. New algorithms, Queen Search 2 (QS2) and Queen Search 3 (QS3), and their search technique for the n-queens problem are described in Section 4. We present the run-time measurements of the QS2 and QS3 algorithms in Section 5. The conclusions are given in Section 6.
Prior Art
In a little known work, published in 1918, Ahrens 1] described an analytical solution to the general n-queens problem. Similar solutions are presented in 2, 5, 10]. Current analytical solutions have an inherent limitation in that they generate only a very restricted class of solutions. There is a large class of solutions to the n-queens problem not covered by analytical solutions. Since, in general, this limitation does not apply to search{based algorithms, it is desirable to investigate alternatives to analytical solutions.
One method for solving the n-queens problem that systematically generates all possible solutions is known as backtracking search 3, 6, 8, 15] . Sosi c and Gu gave a nonbacktracking, fast Queen Search 1 (QS1) algorithm for the n-queens problem 11, 12, 13] . In 4], QS1 is compared with backtracking search algorithms and is found to be considerably faster. Although the worst case performance of backtracking search is exponential in time, some analyses show that under certain conditions the expected average complexity of backtracking may not be exponential 9, 14] . Recently, other fast search algorithms for the n-queens problem have been reported in 6, 7] .
In the next section, we present two new, probabilistic, local search algorithms that are derived from QS1. They are based on a gradient-based heuristic. The algorithms, QS2 and QS3, run in almost linear time, do not use backtracking, and are capable of nding a solution for extremely large size n-queens problems within a reasonably short time period.
An Application Example in Optical Computing
One important application of the maximum coverage problem is in optical computing. To achieve high communication bandwidth, a 2-dimensional array of n optical{processing elements must be placed without any overlap. With n computing elements distributed in a noncon icting pattern, each element can communicate with the outside world in eight directions (i.e., two horizontal directions, two vertical directions, and four diagonal directions) without being obscured by other elements. Figure 1 shows an example of a maximum{coverage placement of six optical{processing elements, which is one solution to the 6-queens problem. N.
An array, denoted as dn, keeps track of the number of queens on diagonal lines with negative slope. If there are k queens on the m th diagonal line with negative slope, number k is stored in dn m]. Similarly, array dp keeps track of the number of queens on diagonal lines with positive slopes. The number of collisions on any diagonal line is one less than the number of queens on that line, i.e., k ? 1.
Function compute collisions initializes arrays dn and dp. It returns the initial total number of collisions on the diagonal lines that exist in the initial queen placement.
The Attacked Queens
Another array, denoted as attack, is maintained to speed up the search process. This array stores row indexes of queens in array queen that are attacked by other queens. Array attack is computed by function compute attacks. This function returns the number of attacked queens.
The QS2 Algorithm
The QS2 algorithm is shown in Figure 2 . The main procedure is called queen search2.
Initialization
At the beginning of the search, an initial random permutation of numbers 1, , N is generated and the resulting numbers (i.e., the column positions) are stored in array queen. Arrays dn and dp are initialized and the total number of collisions on diagonal lines is stored in variable collisions.
Array attack is initialized and the number of attacked queens is stored in number of attacks.
After these initial steps, search steps are repeated a certain number of times depending on n, the size of the problem. The search process is terminated if a solution is found; otherwise it is repeated for a new random permutation.
The Search Process Generate a random permutation of queen 1] to queen N]; 12.
collisions := compute collisions(queen,dn,dp); 13.
limit := C1 collisions; 14.
number of attacks := compute attacks(queen,dn,dp,attack); 15.
loopcount if swap ok(i,j,queen,dn,dp) then begin 22.
perform swap(i,j,queen,dn,dp,collisions); 23.
if collisions = 0 then return; 24.
if collisions < limit then begin 25.
limit := C1 collisions; 26.
number of attacks := compute attacks(queen,dn,dp,attack); 27. The actual swap is performed by procedure perform swap. Procedure perform swap updates arrays queen, dn, and dp. It also maintains the number of collisions in variable collisions. When the number of collisions reaches 0, a solution has been found and procedure queen search2 is terminated.
The Termination of the Search
Since the algorithm is probabilistic, it can not guarantee a solution for every initial permutation.
If a solution is not found after a certain number of search steps, a new permutation is generated and the search process is repeated. During numerous algorithm runs, for problem sizes with N greater than 1000, the algorithm has always found a solution for the rst permutation.
Variable loopcount counts the number of tested pairs. When this number exceeds the value of C2 N, a new permutation is generated. Constant C2 has been set to 32 in order to maximize algorithm execution speed for small N. Constant C2 has no e ect on the running time for large n, because a solution is usually found for the rst initial permutation.
Maintaining Queens Under Attack
Array attack stores row indexes of queens that are under attack. Variable number of attacks is the number of queens under attack. In general, elaborate bookkeeping is needed to maintain array attack and variable number of attacks consistent with the queen placement.
To avoid the cost of bookkeeping, a di erent strategy is chosen. Array attack and variable number of attacks are not updated after every queen swap, but instead only when the number of collisions falls below the value in variable limit. Variable limit is initialized to a certain percentage (denoted as constant C1) of the number of collisions in variable collisions. After the number of collisions becomes less than the value of limit, array attack and variable number of attacks are updated, and the value of limit is reinitialized (lines 24{27 in Figure 2 ). This adaptive adjustment of limit has reduced computing cost and increased algorithm e ciency.
The optimal value of C1 depends on the detailed implementation of the algorithm. In order to speed up algorithm execution, C1 was investigated over a wide spectrum of possible values. In our case, C1 is set to 0.45.
The QS3 Algorithm
The initial permutation in the QS2 algorithm is completely random. It was observed in 12, 13] that a random permutation of n integers generates approximately n 0:53 collisions on the diagonal lines. For example, a random permutation of 500,000 numbers generates approximately 265,000 collisions among queens. The QS2 algorithm can be made more e cient if the collisions in the initial permutation itself can be minimized. This is the basic idea behind the QS3 algorithm.
In the QS3 algorithm, an initial random permutation is generated such that the number of collisions among queens is minimized. The search part of the algorithm is identical to the QS2 algorithm. The position for a new queen to be placed on the board in the next column is randomly generated until a con ict free place is found for this queen. After a certain number of queens have been placed in a con ict free manner the queens in remaining columns are placed randomly regardless of con icts on diagonal lines. This process of generating the initial permutation does not require backtracking.
The number of queens placed in a con ict free manner needs to be chosen carefully. If this number is too small the QS3 algorithm shows no improvement over the QS2 algorithm. If this number is too large the initialization either takes too long or it does not terminate. The number of con ict free queens in the initial permutation that we have chosen in our real time runs vary with n. Its value is less than or equal to 100 for n up to 500,000. This number is shown together with n and the real execution time of the QS3 algorithm in Table 2 .
Measurements and Results
If the random number generator is initialized with a di erent value, both algorithms, QS2 and QS3, produce di erent solutions to the n-queens problem in di erent runs. In principle, they are able to produce any solution and thus are not limited to a restricted class of solutions as analytical methods are. This advantage of QS2 and QS3 is important when a large number of solutions is requested or when solutions must satisfy certain constraints. QS2 and QS3 can not guarantee to nd all solutions to the n-queens problem. However, this is not a problem, since there is strong evidence that the number of solutions to the n-queens problem increases exponentially with n. For example, the total number of solutions for n equals 7 to 12 is: 40, 92, 352, 724, 2680, and 14032 1]. The algorithm to nd all solutions must be exponential just to print out results. This takes a prohibitive amount of time even for small values of n.
We summarize some experimental data below. Among various algorithm features we have studied, the following observations are of particular interest.
Real Execution Time of the QS2 and QS3 Algorithms
The real execution time of the QS2 and QS3 algorithms, programmed in C and run on a NeXT personal computer (with a 25 MHz Motorola 68030 processor), are illustrated in Table 1 and   Table 2 , respectively. Due to the memory limitation of our computer, the largest problem size we were able to run was 500,000. The Queens with Con ict in Table 2 displays the maximum number of queens with a con ict that may be generated by initialization. Table 3 gives the running time of Table 3 ), the execution speed of the QS3 is more than 100 times faster for n equal to 500,000.
The Probabilistic Behavior of the Algorithm
Tables in this section were obtained from 10 sample algorithm runs. They illustrate the behavior of the QS2 and QS3 algorithms.
The QS2 and QS3 algorithms are probabilistic in that, if the algorithm could not nd a solution from a given random permutation, a new permutation is generated and the algorithm starts a new search. Table 4 shows the probabilistic behavior of QS2 regarding algorithm success in nding a solution from an initial random permutation. The behavior of QS3 is similar and it is not shown in a separate table. The solution in the rst permutation represents, among 10 sample algorithm runs, the number of times a solution is found based on an initial (the rst) permutation. The maximum number of permutations is, within 10 sample algorithm runs, the maximum number of permutations that were required to nd a solution in one program run. It can be seen that the number of permutations required to nd a solution is very small and it goes to 1 with increasing n.
That is, for large n, the probability that the rst permutation will lead to a solution is close to 1. From numerous algorithm runs we observe that the algorithm always found a solution in the rst permutation for n greater than 1,000. Table 5 shows the parts of the QS2 algorithm on which the most CPU time was spent. The number of pairs tested indicates the total number of calls of function swap ok (line 21 in Figure 2 ). The number of swaps performed gives the number of times that swap ok returns true and an actual swap was performed (lines 22{27 in Figure 2) . Both number of pairs tested and number of swaps performed increase linearly with increasing n (number of queens). The algorithm is thus linear in the number of performed tests and swaps. Table 6 demonstrates search statistics for QS3. Search features of QS3, presented in Table 6 , are the same as the features of QS2 in Table 5 . Because the initialization in QS3 signi cantly reduces the number of queen collisions, the search part of QS3 takes much less time than the search part we present the behavior of the initialization part of the QS3 algorithm. Table 7 shows the number of queens that may be placed without con icts during the initialization step after 5 n placement attempts. The table shows the minimum, maximum, and the average number of placed queens in 10 runs. The number of successfully placed queens is very high even for large values of n. For example, on average all queens except the last 33 queens were placed without con icts for n equal to one million.
To nd the rate at which queens are placed, we present the board saturation versus the number of placement attempts (see Figure 3) . If m denotes the number of queens placed without con icts, then m n represents the board saturation. The board saturation is 1 when the placement of n queens is a solution to the n-queens problem. Since Figure 3 shows the behavior for n equal to 100, 1,000, and 1,000,000, the number of placement attempts is normalized by n. The lower curve represents the case of n equal to 100, the top curve the case of n equal to 1,000,000, and the middle curve the case of n equal to 1,000. It can be observed that all three curves are surprisingly similar. The increase of saturation slows down rapidly at a point close to 3 n. This number, 3 n, is a good estimate for the number of placement attempts that are performed during the initialization part of QS3.
Since the number of placement attempts grows linearly with n and the number of search steps grows much slower than n, it follows that the QS3 algorithm nds a solution to the n-queens problem in a linear number of steps. A very small nonlinear time component is added to the 
