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iAbstract
Most existing digital camera user interfaces place little emphasis on self-portrait options.
Therefore, it is not always easy to take self-portraits using conventional user interfaces. For
example, use of a self-timer, can be tiresome (having to run back and forth to prepare and
then pose for the shot), time consuming. Use of a handheld remote control may be a better
choice, but the additional device occupies the hand, which limits freedom in terms of the
possible postures one can assume and often results in unnatural postures.
Therefore, it is important to develop a user-friendly interface that allows an individual
to take portrait shots both effectively and efficiently. In this research we present the design
of new, vision-based gesture interfaces for interacting with a self-portrait camera. Three
different types of gesture interfaces were described: 1) hand gesture interface, 2) motion-
based hand gesture interface and 3) head gesture interface.
Hand Gesture Interface - In this study, we presented a new approach of interaction
technique for taking self-portraits. The proposed self-portrait camera prototype utilized a
camera with a pan & tilt platform to take pictures and a large size of display to show the
camera preview. A finger detection technique was used to enable user to trigger camera
shutter by using hand gestures. Besides, a novel hand directional movement gesture recog-
nition technique and its interface were proposed to control the camera’s pan & tilt. We
evaluated the system performance, accuracy of gesture recognition, and user experience in
the experiments. The results showed that the hand gesture interface is effective and useful
for taking self-portraits.
Motion-based Hand Gesture Interface - In this study, we proposed the motion-based
hand gestures, and aimed at developing a rich interface for controlling a professional dig-
ital single lens reflection (DSLR) camera. Three types of motion-based hand gestures:
waving, eight-direction selection and circling gestures were introduced. They provided a
good functional mappings scalability for interface design and offered a complete solution
for controlling many functions of a DSLR camera, such as shutter speed, aperture, ISO,
white balance, etc. In experiments, we evaluated the effectiveness and user satisfaction.
The results showed motion gestures were able to provide us a way to develop a rich gesture
interface for control a DSLR camera. In addition, The gesture interface was more useful
than existing camera interfaces, such as self-timer.
ii
Head Gesture Interface - In the third study, we proposed a technique that uses head
nodding, shaking and mouth-opening gestures as the interface. Intuitive nodding and head-
shaking gestures control the camera zoom in/out on the face, and a mouth-opening gesture
triggers the camera to take a picture. The advantages of head gestures are that they can
work well with small displays, and are suitable as the basis of a zooming interface. Because
the face is unlikely to move outside of the field of view of the camera, as the face is the focus
and most important region in a self-portrait, it is always available for performing gestures
and mapping to camera control functions. We conducted an experiment to examine its
usefulness (effectiveness, efficiency, and satisfaction) and compared it to a remote control.
The results showed that users were able to use the gesture interface to interact with a camera
effectively and felt satisfied with the technique for taking self-portraits. In addition, the
gesture interface had a better satisfaction evaluation than the handheld remote control.
According to the study, important results confirmed that the gesture interface could
be an effective interaction technique for developing a self-portrait camera. Such interfaces
have a number of advantages: 1) they provide remote control capability that allows a user
to interact with a camera while he is posing in front of it; 2) they are so effective and
intuitive, that the user is able to perform just a wave of the hand to take a self-portrait
shot; 3) the gesture interface is non-intrusive, that is without holding any devices, the user
can feel free and concentrate on preparing postures.
iii
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7Chapter 1
Introduction
Since the introduction of the first digital camera in 1988, the digital camera quickly
swept over the photographic industry [1]. It provides many advantages: immediate image
review, fast operating speed, competitive high quality images, and lower cost, etc. [2],
[3]. That made the digital camera spread rapidly to the consumer market. With the
rapid growth of digital cameras, the volume of self-portrait images is growing rapidly [4].
In general, taking self-portraits is becoming popular, particularly among the young [5].
Different from traditional photography, taking self-portraits has several benefits: it is fun,
stimulates our creativity, logs our life in vivid photos, advances our photography skills, and
presents us to society in social network services, such as Flickr, Facebook, etc. [6], [7].
However, when people want to take self-portraits using the available digital cameras,
they have to face many problems. Since the design of interaction approaches for self-portrait
options is limited, it is usually difficult to use the conventional ways to take self-portraits.
For example, use of a contact-based self-timer, where people have to run back and forth
to prepare and then pose for the shot, can be tiresome, time consuming, and frustrating
as many shots may be needed to obtain a satisfactory portrait [8], [9]. Use of a handheld
remote control may be a better choice, but the additional device occupies the hand, which
limits freedom in terms of the possible postures people can assume and often results in
unnatural postures [8], [10]. Conventional interface designs pay only modest attention to
user interaction, and largely do not consider user-friendly ways for taking self-portraits.
Therefore, we feel that it is important to design a new interaction technique for self-
portrait camera, and develop a new user-friendly interface that enables the user to interact
with cameras and take self-portraits both effectively and efficiently.
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1.1 Goal and approach
The first goal of this study is to design a remote control interface that provide the user
with a way to interact with the camera when he/she is preparing the postures in front of
the lens.
Our second goal is to implement a real-time interaction technique that enables the user
to get instant response and visual feedback when interacting with the camera.
The third goal is to develop a more user-friendly interface, of which the usability should
be better than conventional techniques, such as self-timer, hand held remote control.
Consequently, according to these goals, we propose a novel vision-based gesture interface
for interacting with a self-portrait camera. The gestures offer several advantages: 1) they
provide remote control capability, we can develop a real-time image-processing algorithm to
make the camera see and responde to the user’s gestures; 2) they are effective and intuitive,
so that the user is able to perform just a wave of the hand to take a self-portrait shot; 3)
the gesture interface is non-intrusive, that is, without holding any devices, the user can feel
free and concentrate on preparing postures.
We implemented the applications in three different studies to prove the idea. And in
the system development, we will follow several design principles. First, to maintain the
intuitiveness, on the design of the interfaces we will not use any sensors or markers, but
will apply pure vision-based gesture recognition techniques. Second, we will design the
appropriate real-time visual feedback with gesture motions, which may enhance the user
experience. Third, we will keep the interfaces simple and easy to use.
1.2 Dissertation organization
The presented dissertation is structured as follows. Chapter 1 is an introduction that
defines the scope of the dissertation. Chapter 2 presents the study of using hand gestures
for interacting with a self-portrait camera. Chapter 3 explains the usage of motion-based
hand gestures to develop a rich interface for interacting with a professional DSLR camera.
Chapter 4 describes the third study of developing a head gesture interface for interacting
with a self-portrait camera that works with zooming functions. Chapter 5 concludes the
dissertation and presents future work.
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Hand gesture interface
This chapter describes the design of a self-portrait camera, our proposed prototype of
self-portrait system and the hand gesture interface for interaction [11]. The design and
architecture of the system are presented, including detailed descriptions of the gesture
recognition algorithm. We conducted an experiment to investigate the usability factors of
gesture interface when people interacting with the self-portrait camera. We discussed some
of the successes and limitations of our approach. Finally, we propose future directions, not
only for this specific project, but also for similar projects that aim at developing vision-
based gesture applications.
Our themes are: design a new interaction approach for self-portrait camera that helps
user to take self-portraits effectively; propose gesture recognition techniques and develop a
hand gesture interface for interacting with the self-portrait camera.
2.1 Designing a self-portrait camera
Soon, advancements in camera design will making cameras more interactive, responsive,
and accessible to users, with particular emphasis on interactive approaches that smooth the
process of taking self-portraits. Different from traditional photography shooting techniques,
taking self-portraits have specific requirements, which guide us to consider a new approach
of interaction technique of self-portrait camera.
Front facing LCD screen - A self-portrait camera must be able to be used by a lone
individual, so ideally it will have a front facing LCD screen so that the user can see his/her
preview and any GUI toolkits accompanied with gestures. The LCD screen size is a trade-
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off between preview accuracy and camera mobility. A mobile camera should be equipped
with a small front facing screen, makes it more portable for indoor and outdoor use. This
design trend is evidenced in recent commercial digital cameras, such as the Samsung dual-
view camera (see Figure 2.1 a)) and many other cameras with flip-out screens. In contrast,
a more professional self-portrait camera should be equipped with a larger LCD front screen
or the ability to output the preview to a TV or external display. Although this kind of
camera can only be used indoors, the larger size will provide a clearer preview and help
the user prepare the self-portrait. Many good portraits are captured indoors: users can
manually configure the lighting conditions and fix colored backgrounds; because they do not
feel self-conscious when posing, they can take as many photographs as they need [9], [10].
Another possibility is to embed a projector to the camera, which provides both mobility
and larger size of preview. Recent, such kind of feature is evidenced in camera industry,
such as Nikon COOLPIX S1200pj camera [12] (see Figure 2.1 b)), with a built-in projector
that can project photos and movies onto any flat surface up to 60 inches diagonally.
Figure 2.1: Types of cameras. a) Front facing LCD screen camera. b) Projector camera.
Computational smart camera - The digital camera should have computational features
such as an open architecture design, or a way to let developers implement customized pro-
grams, similar to how smart phones enable developers to release third-party applications.
Unfortunately, the camera industry currently has a closed architecture and does not allow
modifications to embedded software. This is likely to change in the future, and may be-
come a major trend in next-generation digital cameras. One previous study has already
introduced a complete solution for a computational camera [13]; it would be possible to
incorporate any image-processing algorithm into this kind of camera, such as an algorithm
to recognize user gestures. In fact, this trend of study is becoming popular. With a custom
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modified firmware, e.g., Canon Hack Development Kit [14] and Magic Lantern Firmware
[15], developers can implement customized programs in camera to enhance the shooting
options or develop new interfaces. The success applications exist both in photography in-
dustry [16] and academic [17]. Furthermore, recently camera manufactures, such as Canon
[18], also releasing their camera software development kit (SDK) to support programming
customized applications.
Gesture interface - The gesture interface is proved an effective way for remote control
and interacts in a ubiquitous environment [19], [20]. A great deal of research within the field
of human-computer interaction has focused on gestural interfaces and their applications
[19], [21], [22], [23], [24]. Many research prototypes have used sensors [25], [26] or hand
held remote controls [27], [28] for gesture interaction. But the additional devices make it
intrusive, that user has to wear the sensors or held the devices. However, in self-portrait
scenario, an important desire is non-intrusive for user, since that user is eager to prepare
various postures, and explore creative possibilities, the additional devices may frustrate
user to feel free and concentrate on preparing. Recently, the 3D cameras, such as Microsoft
Kinect, with the depth image capturing function, which simplified the gesture recognition
and got big success in computer game [29]. However, the special kind of camera combined
many devices, one infrared camera and one infrared projector, which made it very wasteful
of electricity and heavy weight. It is difficult to be a mobile device.
Therefore, we believe the vision-based gesture recognition offers a better choice. Since
the vision-based gesture recognition do not require user to wear sensors or hold a remote
controller. Besides, the gesture recognition can be done in software manner by using image
processing techniques, which has a lot of literature in human computer interaction. In
our long time survey we found that, the hand gestures that combined with small motions
should be the better choice for developing gesture interface for interacting with a self-
portrait camera. Because that, the small motions are less fatigue and will not disturb
user’s attentions. But one the other side, the large motion gestures or body gestures may
frustrate user when preparing specific posture, and result much fatigue. Therefore, in
our study, the recognition of small motions of hand is the objective in developing gesture
interfaces.
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Based on the above requirements and considering the design principles presented in
Chapter 1, we propose our first prototype of self-portrait camera that works in an indoor
environment.
2.2 Prototype system
The Figure 2.2 shows the overview of the proposed prototype system. The camera we
used is Logitech Orbit AF Camera, capturing 640 x 480 resolution video with 30 FPS with
189-degree field of pan and 102-degree field of tilt. A 30 inches large size display was used
to give a clear live view to user. A desktop PC is used for doing the image processing,
gesture recognition.
Figure 2.2: Overview of self-portrait camera system.
The novel aspects in this design are follows. First, the idea of using gestures to interact
with the camera without physical contact with camera. Second, a pan & tilt camera is
used that provides automatic adjusting the camera view angle. User can control the view
angle to make photographic composition without physical moves when preparing postures.
Third, a large size display gives preview of camera, and shows the graphic user interface
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and visual feedback according to gesture motions. User can check the instant result and
status of the system which greatly enhanced the user experience during interactions.
To interact with the system and take self-portrait shots, user is able to perform gestures
and stretch out a finger to activate the shutter control by air touch the hover button. And
perform directional movement gestures within the region of cross motion interface to control
camera pan & tilt. The preview and graphical user interface of the camera is shown in
Figure 2.3. Note that, our system can highlight the skin-color region with colored contour,
and mark the detected fingers with circles. These visual feedbacks can make users quickly
understand the system and familiar with the interaction procedure, which is important to
enhance the user experience when user exploring the gesture interaction system reported
in study [30].
Figure 2.3: Preview of the camera and user interface.
2.3 Gesture recognition and user interface
We propose two types of gesture recognition: finger detection and 2D directional move-
ment. Corresponding to the types of gestures, two types of user interfaces were developed:
a near-field touch button and a cross-motion interface.
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2.3.1 Hand-finger detection and user interface
Hand and finger detection was implemented by using image processing algorithms on
each video frame. A model-based [31] detection approach was applied to recognize hand
gestures. The recognition procedure contains three main tasks: 1) separate the hand region
from the background of the image, 2) exclude the noise of separate skin-color regions, and
3) detect the fingertips from the overall hand shape. An example of this procedure can be
found in Figure 2.4.
Figure 2.4: Hand-fingertips detection procedure. a) Original image. b) Skin-color segment,
c) Median filtered image. d) Detected fingertips with color marker.
For the first task, we re-scaled the original input image size from 640 x 480 pixels to
320 x 240 pixels to increase the processing speed. Then, a skin-color filtering algorithm was
applied to separate the different skin tone regions. Although many techniques are available
for skin-color filtering [32], [33], [34], [35], we compared the robustness of the techniques in a
variety of complex backgrounds using tests of their performance of and accuracy in hand and
finger detection. After testing indoors under daylight incandescent and fluorescent lamp
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Figure 2.5: Interacting with the hover button interface.
lighting conditions, we chose to use the [35] algorithm for the segmentation processing
of hands. This method of skin-color filtering provided good robustness against complex
backgrounds, linear compute complexity, and competitive accuracy of segmentation results.
In Figure 2.4, the two images on top are the original input image (left) and the skin-color
filtered result (right). The image was captured indoors using a fluorescent lamp.
In the second task, we excluded noise from the skin-color filtering. Figure 2.4 b shows
the results of the skin-color filtering; many trivial regions can be seen in the background,
and the edges of the hands and face are sharp. Given that the shape of the hand should
have smooth edges, a number of mathematical morphology techniques were tested as an
edge filter, including eroding and dilating algorithms [36]. We finally settled on median
filtering [37] as the best result for our scenario. Figure 1c shows the median filter processed
result, with 3 x 3 kernel, from the segmented skin-color regions.
The final task identified the fingertips. First, we apply a single-connected components
contour finding algorithm [38] to locate hand contours. We assumed that the hand should
have a larger region than the fingers. Thus, small regions (contour length less than 600)
were excluded, leaving only the larger area of skin-color regions as hand candidates.
Second, based on the obtained contours, the fingertips were detected using a k-curvature
algorithm [31] that detects the sharpest parts of the contours. Figure 2.4 d shows the final
result of an identified hand and fingertips. During the process of fingertip detection, the
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face region, which is skin-color segmented unexpectedly, a finding that may be useful for
face detection in future research.
After the hand and fingers were successfully detected, the design of a floating button
interface (hover button) for hand interaction and function mappings using a camera was
straightforward (Figure 2.5). Once the finger moves inside the button, the button will en-
large to indicate the capability of interaction. After the finger stops and remains motionless
within the button for 1 second, a function command will be triggered.
In the prototype system, the hover button was mapped to the function of a self-timer
trigger. After the timer function is triggered, a count-down number is displayed (Figure
2.6). During the count, the user is able to pose. When the timer reaches 1, a portrait photo
will be taken automatically.
Figure 2.6: The timer will be triggered by the “air touch” of the hover button. After the
timer counts down to 1, a picture will be taken.
2.3.2 Directional movement detection and user interface
In this section we introduce an original hand-gesture recognition technique that, by
arranging a group of tracking points in a specific region, can detect hand motion and
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gestures. This enables recognition of 2D directional movements (i.e., up, down, left, and
right; Figure 2.7). When the hand moves across the interface in a specific period of time, the
interface will report the direction of the hand movement. The four arrows of the interface
indicate the direction.
Figure 2.7: The cross-motion interface for recognition of 2D directional hand gestures.
Rather than identifying the shape of a hand, this technique recognizes only motion. The
reason for this technique is that a fast-moving hand may blur the image, making fingertip
detection difficult.
Gesture recognition is achieved by arranging 29 tracking points inside the interface
region (Figure 2.8 a). Each of the tracking points is used for estimating motion using
Lucas-Kanade optical-flow tracking [39]. Otical-flow tracking estimates the motion of two
consecutive images from a video sequence and records the results of each tracking point.
Displacement of the tracking points between two consecutive images indicates the amount
of estimated motion.
Figure 2.8 b portrays a hand moving from left to right inside the region of tracking
points. Each tracking point indicates a displacement from the previous to the current
frame. Due to the noise generated by optical-flow tracking, we excluded small motions
when considering displacement length and calculated only the mean value of the directions
of the group tracking points. Figure 2.8 c shows that the motion in the current frame is
heading to the right.
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Figure 2.8: Recognition of cross-motion gestures.
When a hand gesture crosses the interface, it may generate several motion directions in
the time lines of the video. Figure 2.8 d shows a typical example of the motions generated
by a gesture to the right. We can see the pattern of motions in the video time line: the
initial motion, the detection of several motions, and then no motion. The detected motions
may contain less accurate directional estimates, but the main direction can be identified;
the example shows movement to the right.
Time is an important restriction on gesture recognition. To perform a single cross-
motion gesture, a moving hand usually crosses the tracking region in less than one second.
Thus, we set the time for the first motion detected to exclude motions generated at one
second. This helps to exclude slow movements generated by casual user motions and
background noise.
At the same, a single gesture may generate more than two motions in the video time
line; if a hand moves quickly across the tracking points, it may generate only one or two
motions. In this case, it is considered noise and will not be recognized as a gesture. In
other words, we only recognize the gestures that cross the tracking points within 1 second
and generate more than two motions in the video time line. This restriction excludes
motion noise in the background and improves recognition reliability. The four directional
movements generate a similar pattern of data, and thus the recognition method is same.
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Figure 2.9 shows a real scenario of a cross-motion gesture. Once the hand moves inside
the tracking-point region, each tracking point will indicate the detected motion. A line,
with a circle around it, is drawn from the center of the tracking points, indicating the
motion direction. The example shows a right cross-motion gesture.
Figure 2.9: The procedure for motion-gesture recognition and key frames in the time line.
a) Frame t, no motion detected. b) Frame t + 1, motion orientation detected, with the
clock and arrow indicating the motion is rightward. c) Frame t + 2, motion is rightward.
d) Frame t + 3, no motion detected.
Figure 2.10: The function mappings of pan and tilt control.
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Finally, in our self-portrait prototype system, the four directional movement gestures
were mapped to the camera’s pan and tilt functions. A gesture adjusts the pan or tilt by
4 degrees (Figure 2.10).
2.4 Experiments
So far, we explained the design and development of the new self-portrait prototype
system. In this section, we conducted an experiment to evaluate the user satisfaction of
the proposed system, and test the performance of the gesture recognition. A typical setup
of the prototype system can be seen in Figure 2.2.
2.4.1 User satisfaction
We showed the prototype system to 10 participants, and record their impressions and
satisfactions. First of all, the idea of gesture interaction with a self-portrait camera got pos-
itive evaluations. All of the participants believed the gesture interface is a better technique
for taking self-portraits than conventional approaches. We will give the review of conven-
tional approaches for taking self-portrait in Section 2.7.1. One participant suggested voice
recognition technique that for interacting with camera. Secondly, the pan & tilt function
that for adjusting camera view angle got fair evaluations from participants. Participants
believed it can be useful, but it depends on specific scenarios, such as some inconvenient
situations. In a general case, it may not so useful. Finally, the large size display shows
preview and visual feedbacks with gesture motions, which reported useful from partici-
pants. It is convenient to check the status of postures, and greatly improved the user
experience of interaction. The precise of hand and fingertip tracking gave deep impression
to participants.
In additional, our prototype system was introduced to various anonymous audiences.
We showed the system to many university students at the event of laboratory Open House.
And we demonstrated the system to many senior high school students also. The feedbacks
from such audiences are also positive. The system can quickly be understood and users
were able to explore the system without difficulty.
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Table 2.1: The performance of hand finger detection, video resolution at 320 x 240
Process time (millisecond)
Skin-color segmentation 0.6
Mean Filter 3.7
Finding Contour 0.5
Fingertip Detection 0.7
Total 5.5
2.4.2 Performance of gesture recognition
In this section we introduce the performance evaluaction and accuracy of the gesture
recognition. The performance experiment was conducted on a desktop PC with an Intel
Core 2 Quad Q8300 CPU 2.5GHz. And we invited 10 participants (23 - 29 years old) to
participate in the experiment to test the accuracy of gesture recognition.
Table 2.1 shows the process time of hand and fingertip detection. The result shows that
the algorithm runs at good performance, it takes 5.5 milliseconds on average to complete
the detection. In another word, the recognition of hand and fingertip is able to run in
real-time manner with about 180 FPS.
The recognition of hand directional movement gestures is also showing good perfor-
mance. It takes 3 milliseconds on average for recognition, in the case that, image size is set
at 80 x 80, and tracking 29 points for estimating motions.
In a user test, we evaluated the accuracy of gesture recognition by asking participants
perform certain times of gestures. We also tested the distant aspect regard to recognition
result. The test is conducted in an indoor environment with daylight condition. Two
recognitions, hand finger detection and hand directional movement gesture, were evaluated.
For testing the hand fingertip detection, we asked the participants to stretch out the
arm and open palm to camera, meanwhile, examiner checked whether the hand can be
detected. We asked participants start from 0.5 meter and then move further from camera
until the hand and fingertip detection fail. From the user test, we found the algorithm can
works well as far until to 2 meters. Therefore, we concluded the algorithm is able to detect
hand and fingertip at a distance from camera to user at 0.5 meter to 2 meters.
For testing hand directional movement gesture, we asked users to perform the gestures in
four directions for 5 times respectively. And we saw whether they were correctly recognized.
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Table 2.2: Accuracy of directional movement gesture (0.5 meter)
LEFT RIGHT UP DOWN NONE
LEFT 90% 10%
RIGHT 84% 3% 13%
UP 7% 90% 3%
DOWN 4% 90% 6%
Table 2.3: Accuracy of directional movement gesture (1.2 meter)
LEFT RIGHT UP DOWN NONE
LEFT 80% 2% 18%
RIGHT 82% 18%
UP 86% 3% 11%
DOWN 2% 83% 15%
Table 2.4: Accuracy of directional movement gesture (2.0 meter)
LEFT RIGHT UP DOWN NONE
LEFT 52% 48%
RIGHT 64% 46%
UP 85% 1% 14%
DOWN 3% 88% 9%
The three different distances, 0.5, 1.2 and 2.0 meters, that user stood from camera were
examined. The results are shown in Tables 2.2, 2.3 and 2.4. Left column of the tables
represent user performed gestures; corresponding row is result of recognized gestures.
From the result represented in the tables, we can found that the distance factor greatly
impact the recognition. The recognition works at good accuracy from 0.5 meter to 1.2
meters, which achieved above 80% recognition rate.
2.5 Summary and discussions
We have developed a prototype of self-portrait camera. We proposed the gesture in-
terface that for interacting with camera to take self-portrait shots, and used a large size
display to show the camera preview and visual feedbacks with gesture motions. Two types
Chapter 2. Hand gesture interface 23
of gesture interfaces, the hover button and the cross motion interface, were implemented.
In the experiment we found the system got high evaluations of user satisfaction, the ges-
ture interface was useful and effective, and the proposed gesture recognition technique had
achieved a good performance.
However, there are several limitations exist. First, our prototype system requires a
large size display, which makes the system can only work indoors. Second, the lighting
sensitivity is a main weakness for skin-color based hand detection. For example, the hand
fingertip detection will fail on the people have dark tone skin-color. Third, the gesture
interface can only work when user is standing within 2 meters from the camera.
The future work should be to improve the accuracy of gesture recognition, and explore
more reliable gesture recognition techniques. The potential technique may the motion-
based gesture recognition, which robust to lighting and color conditions [39]. In addition,
to implement the gesture interface on a real digital camera, such as a DSLR camera. Finally,
the gesture interfaces that can work outdoors with small or no screen cameras can also be
the next consideration.
2.6 Usage scenarios and potential applications
Our proposed prototype system may possible to be applied into many usage scenarios.
For example, in an interactive Photo booth, users use gestures to interact with camera
to take self-portrait shots. Different from traditional applications, such as Purikura [5],
our prototype can provide gesture-based remote control, which makes user do not need
to physically touch a screen to set parameters. In addition, our prototype system uses
a webcam and a display, which is easy to be deployed by one at home, user can use the
system to explore many possible postures, find his/her best styles for shooting. Or in public
place, develop a gesture control self-portraits taking application combining with interactive
advertisement [40].
Another usage example is that, we can apply the gesture interface into video chat
system. When user chatting with friends in front of the camera, he can leave away from
camera, and he does not need to use mouse or keyboard to control the pan & tilt of the
camera, but uses gestures to make interactions with the camera.
The proposed gesture recognition technology can provide us to develop many vision-
based applications. For example, the augmented reality (AR), which views of a physi-
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cal, real-world environment whose elements are augmented by computer-generated sensory
input such as sound, video, graphics or GPS data. One of challenges in AR is the in-
teraction. For example, in the study of head-mounted display (HMD), many researches
proposed the techniques mix the camera captured video with computer-generated virtual
information [41], [42], [43]. But when developing the user interfaces, they still used conven-
tional techniques, such as marker [21], sensor glove [44], which make it non-intuitive and
un-convenience to use. Instead, in our proposed techniques, we do not require user to wear
any markers, sensors, or additional hand held devices, which provides an intuitive inter-
action approach for interacting design for AR. Particularly, recent, the smart phone with
built-in camera, which makes the mobile AR become popular [45], [46], the vision-based
gesture interface provides a better choice to develop user interfaces for AR.
Our proposed hand finger detection technique can detect not only fingertips, but also
the finger directions, see Figure 2.11. Thus, the possible user interface design can use the
hand finger direction as interaction considerations. The finger direction can do distance
pointing as described in [47], which is able to design a pop-up menu interface, and use
finger direction to activate menu items, see Figure 2.11 a. In addition, the two hand
gesture interaction can also be developed, such as Figure 2.11 b shows, to use the hand
fingers to make zoom function on an image.
Figure 2.11: The potential user interface design by using hand finger interaction. a) use fin-
ger direction as interact approach, b) two hands interface that use to fingers to manipulate
of an image.
Finally, the proposed motion-based gesture recognition is novel and has many pos-
sibilities to recognize many more gestures. In Chapter 3, we will use this technique to
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recognize three different types of motion gesture, and design a rich gesture interface that
for controlling a professional DSLR camera.
2.7 Related work
This section describes some interacting approaches that for taking self-portraits, and al-
so reviewed the related gesture recognition techniques that regard to our proposed method.
2.7.1 The conventional interaction approaches
We are interested in self-portrait photography. Taking self-portraits has several benefits
[6]: 1) With self-portrait, people have the luxury of being able to work at their own pace,
in a safe environment. One is able to explore self-portrait only for her/him-self, which
gives people the freedom to experiment with lighting, posing, post-processing and so much
more, without the pressures of facing to others. 2) The creativity and originality play an
important role in taking self-portraits, which stimulates people to open mind and explore
unique form of self-portrait and new creative possibilities. 3) The self-portraits can capture
our memories. Soon after, we can once again see our past happy days. 4) Taking self-
portraits is one of the best ways to advance our photography skills.
However, the conventional approaches do not satisfy the self-portrait scenario [8], [10].
Asking for help from others. One can ask someone else to take a photograph, but this
may lead to unsatisfactory and/or disappointing results. Asking others for help also does
not take advantage of skills that one may have developed. That is, a person may pay a
great deal of money to purchase a quality camera and may study photography for some
time to learn the requisite skills, only to hand their camera to someone with poor skills to
obtain a portrait. The quality will depend in part on the skills of the person taking the
picture. One may also feel shy or embarrassed to ask another to take the photograph, and
there is typically little chance to practice postures or take multiple pictures to see which
one is best. Finally, others may not always be around or willing to take a picture. For
these reasons, we believe that self-portraits are better when taken by one-self.
The long arm. Most people have taken this kind of self-portrait, which involves holding
the camera as far away as possible to take the photograph. This is a very popular technique
with tourists. In fact, several camera manufacturers now produce cameras with two LCD
screens, one of which is in front so that users using this technique can see themselves
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when taking self-portraits. Although this method can be fun and records a moment even
when there is no one else around to take the picture, such pictures are not ideal as they
are generally of poor quality; they may distort the face due to the short-range shots (see
Figure 2.11), and it is difficult to keep the hand steady [10].
Figure 2.12: The long arm self-portrait. Can only shoot pictures in short-range.
In contrast, a more promising self-portrait camera should be put on any flat and stable
surface. The user can stand a distance from the camera, relax, and perform intuitive
gestures to interact with the camera.
The self-timer. Almost all cameras now have a self-timer option. Of course, the user
will not be holding the camera when the picture is taken, so a tripod or a steady surface
such as a shelf or table is required. In addition, preparing for the shot typically entails
positioning the camera while behind it, perhaps using placeholders such as a potted plant or
other object as stand-ins for the user, pressing the button, quickly getting into position, and
then waiting for the picture to be taken, see Figure 2.13. This method is time consuming
and can be frustrating, i.e., ensuring the correct focus and good composition, as it may
require many attempts to obtain a satisfactory portrait [8], [9]. In addition, the user may
find it difficult to find the appropriate zoom and then take a picture while (s)he keeps
touching the camera to make zooming adjustments.
A better choice would be for the user to be able to interact with the camera remotely
while in front of the lens, as in our prototype.
Remote control. Using a remote shutter release controller, such as a smartphone, it is
possible to pose and click without having to run back and forth to the camera (see Figure
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Figure 2.13: Use a self-timer interface to take self-portraits.
2.14). The camera will also be able to focus correctly as the user will already be in front
of the lens [10]. However, if the hands are going to be in the shot, it will be necessary to
conceal the handheld remote control [8], [10]. Indeed, the additional device occupying the
hand often results in unnatural postures in final photographs.
Our proposed gesture interface can provide remote control without requiring any devices
to be held. The user is able to perform intuitive head gestures to trigger camera functions.
Vision-based gesture interface. This technique involves the application of complex
image-processing algorithms to the camera live view image sequence and the detection
of specific features, actions, and human gestures as control commands to interact with
the camera. Successful applications, such as Sony Camera Robot [48], use face-detection
techniques to locate people and take pictures automatically. The Casio Motion Shutter
[49] also enables users to take pictures using hand motions. However, the lack of design of
interfaces that for taking self-portraits frustrate people to explore many of possibilities. For
example, the small size of front facing screen makes user difficult to capture the detail of
postures when they stand in front and facing to camera. In contrast, by equip with a larger
size front facing screen or the ability to output the preview to a TV or external display
that, will provide a clearer preview and help the user prepare the self-portrait. Although
this kind of camera can only be used indoors, in fact, many good portraits are captured
Chapter 2. Hand gesture interface 28
Figure 2.14: Use a remote control to take self-portraits.
indoors: users can manually configure the lighting conditions and fix colored backgrounds;
because they do not feel self-conscious when posing, they can take as many photographs
as they need.
Our proposed system also uses a vision-based gesture interface. However, our system
is novel in that it uses intuitive hand gestures to interact with the camera. We have
implemented two important control functions: shutter trigger and pan & tilt operating, by
using gestures.
2.7.2 The gesture recognition techniques
Many innovative techniques have been proposed in the previous studies to deal with
the difficulties in computer vision to control the devices from a distance. Vision based
hand gesture recognition is believed to be an effective technique [19], [50]. Therefore, many
systems have been proposed.
SixthSense [21] is one of the best examples presented the concept of gesture-based in-
teractions. It used a webcam and attached it on the user’s head to capture video and
recognize gestures. A small size projector is worn on the user’s chest, it enabled to project
the graphic contents and user interfaces on any places. It diverted the PC from the con-
ventional desktop environment to concept of ubiquitous, which greatly affected both the
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academic and general public. However, their gesture recognition technique and gesture
interfaces required user to wear several colored marker on the fingertips. This makes it
intrusive and un-convenience to use.
In our proposed gesture recognition, it is non-intrusive. It does not require user to wear
any markers. We used a skin-color based hand segment technique and our algorithm can
recognize fingers, which is used for interaction.
Chen [23] presented an optical flow with MoSIFT appearance features, to recognize
gestures for controlling TV operations. The MoSIFT was computationally expensive, the
authors’ implementation was based on parallel processing with multi-core processors to
improve the recognize performance. However, the results showed that it still required
quiet long processing time. It took about 2.5 seconds between an activity action and
a result response. Lenman [51] showed a study of using gestures to interact with pie and
marking menus and it used as a remote controller to control electronic appliances in a home
environment, such as TV sets and DVD players. The system recognized the hand poses
based on a combination of multi-scale color feature detection, view-based hierarchical hand
models and particle filtering. The hand poses can be detected, and then their movements
can be tracked. The problems of this approach are that the performance is slow and it
cannot get good detection accuracy on ant complex dynamic background. Moreover the
user needs to keep the hand pose still and face the camera for several seconds to activate
an operation.
In our implemented gesture recognition algorithm, it runs at 5.5 milliseconds of detect-
ing hand fingertips and 3 milliseconds of recognizing hand movement gestures.
In [31], two downward-pointing cameras are attached above a planar surface, and a
stereo hand tracking system provides the 3D positions of a user’s fingertips on and above the
plane. It proposed the hand and fingertip detection method. We used a similar technique
to detect fingertips, but our algorithm can segment hand from any dynamic background,
and only require one camera.
In late 2010, Microsoft released 3D depth sensing camera, the Kinect. This novel device
provides easier segmentation of human body. However, it combines several components,
such as an infrared projector and an infrared sensor, and it can only work well in an indoor
environment. But in our proposal, we want to pursuit a pure vision based method that is
easily embedded into current version of digital cameras.
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So far, although there are many gesture recognition techniques, these are not appropri-
ate for developing a user interface for interact with a self-portrait camera. The originality
of our proposed gesture interface is that, it can recognize gestures in real-time on any dy-
namic background within 2 meters distance from camera, which provides a good approach
for developing a gesture interface for self-portrait cameras.
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Chapter 3
Motion-based hand gesture
interface
This chapter introduces an enhanced version, compared to last chapter work, of hand
gesture interface for interacting with a self-portrait camera. We used a professional DSLR
camera for taking pictures, and projector for showing the preview. We will introduce
the new motion-based gesture recognition technique. And describe the development of a
rich interface that for controlling various functions of camera. A prototype system, see
Figure 3.1, was implemented and used for evaluate the usability of the proposed gesture-
based interaction. Inspired by Nikon projector camera [12], we used a projector to show
the camera live view. User can see the instant preview and perform gestures to make
interaction with the camera to take self-portrait photographs. The prototype system was
deployed in an indoor environment, since many good portraits are captured indoors: users
can manually configure the lighting conditions and fix colored backgrounds; and because
they do not feel self-conscious when posing, they can take as many photographs as they
need [9], [10]; additionally a larger size display can be used, which provides a clearer preview
and help the user prepare the self-portrait.
The new proposal in this study is that, three types of motion gesture (i.e., waving,
eight-direction selection, and circling) were introduced for interacting with the self-portrait
camera. By combining the three gestures we can develop rich gesture interface and control-
ling both digital and analog parameters. The new proposed gesture interface can provide
control of various essential functions of the camera: the aperture, shutter speed, ISO, white
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balance, shutter trigger, etc. This gives a complete solution for gesture-based control of
camera interaction.
Figure 3.1: The self-portrait system prototype includes a DSLR camera mounted on a
tripod and a projector.
We conducted two experiments to determine the feasibility and performance of the
proposed technique. In the first experiment we evaluated the usability factors of the ges-
ture interface that for taking self-portraits and compared it with a traditional self-timer
technique. In the second experiment we assessed the accuracy and performance of the
proposed gesture recognition technique. The experiment results showed that the gesture
interface has high user satisfaction and it is superior to the traditional self-timer technique.
In addition, the proposed recognition technique achieved about 80% accuracy of detecting
motion gestures.
3.1 Motivations of motion-based gestures
The main challenges in this work are: 1) implement a gesture recognition method that
robust to lighting and color conditions, 2) develop a gesture interface that provides rich
interaction with a professional DSLR camera.
The robustness of gesture recognition that against lighting and color conditions is criti-
cal when developing gesture interfaces for controlling a DSLR camera. Since, when camera
parameters changed, such as aperture, shutter speed, ISO, white balance, etc., which will
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great affect the brightness in pictures. The color sensitive method, such as skin-color seg-
mentation, may fail to segment the shape of hand and recognize gestures. See Figure 3.2.
Therefore, we must find the lighting robust method to recognize gestures.
Figure 3.2: The skin-color information is dynamic.
Figure 3.3: The DSLR camera parameter setting interface.
The rich interaction means that, we try to define many functions to map various function
controls of a professional DSLR camera. In general, there are many parameters, aperture,
shutter speed, ISO, white balance, etc., user can set and find the best setting to take shot.
See Figure 3.3. However, when taking self-portrait user can only judge those settings on
stand-in, not him/herself. But by using gesture interface, user have chance to modify this
Chapter 3. Motion-based hand gesture interface 34
settings and check the instant result when he/she is stand in the right position in front of
camera. In this study we challenge the possibility of developing the gesture-based interface
can offer same capability to control such many camera functions.
In the following section, we reviewed the gesture recognition techniques, and introduce
the solutions that fulfill the above requirements. We will also discuss the advantages of our
proposed motion-based gesture recognition method.
3.1.1 The gesture recognition techniques
Commonly used vision-based hand gesture recognition methods can be classified into
two groups: model-based methods and motion-based methods [19], [51].
In the model-based approach, the standard procedure of gesture recognition [19], [50]
combines several tasks: initialization, tracking, pose estimation, and recognition. Initial-
ization captures prior knowledge of a specific configuration, such as color pattern, to distin-
guish the shape of the hand, which is then used to constrain tracking and pose estimation.
In the final recognition step, actions are distinguished as behaviors performed by the user
in one or more frames. Many successful applications have been developed: Wilson [52]
developed a background subtraction method to detect a pinching gesture above a table-
top; SixthSense [21] uses a color marker attached to the hand for tracking the fingers, and
a pointing technique to recognize actions. Other studies have used color information to
distinguish hand models and have applied comparison algorithms to determine the three-
dimensional position of the hand stored in the dataset [41], [53], [54]. Other studies have
reported static position detection using template matching to recognize hands [55].
The disadvantage of the model-based approach is that it often requires a predefined con-
figuration in initialization, such as a pre-calibrated environment [52], specific color lighting
conditions [53], [54], the need to attach markers or wear gloves [21], [54], or restricted hand
position during interaction [55]. The computational complexity is also a significant issue
in this kind of approach. In our self-portrait camera scenario, color lighting conditions are
often dynamic, and wearing markers or gloves can results in unnatural portraits.
Therefore, we used a motion-based recognition approach. In this kind of technique, the
recognition procedure combines a motion measurement algorithm to determine image dif-
ferences between two consecutive frames, and a pattern recognition method to distinguish
motion actions. It ignores initialization and position estimation procedures, and there-
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fore allows more freedom in hand motion than model-based approaches. Moreover, it is
particularly robust to different color lighting conditions.
Many research prototypes have used this approach, applying a sparse Lucas-Kanade
(LK) or dense Horn-Schunck (HS) optical flow measurement [37], [56] to detect motion, and
a Support Vector Machine (SVM) or AdaBoost to classify human actions [23], [57], [58],
[59]. Due to the considerable computational complexity, some of these studies applied GPU
speed-up algorithms to achieve real-time application. However, performance was still poor.
Also, use of the machine learning approach to classify gestures restricts the recognition
results in digital outputs, reducing the recognition rate and limiting the set of gestures
that can be classified.
Instead of measuring motions from a large set of tracking points, we developed a method
that involves arranging various layouts of a small set of tracking points on a specific region
to detect hand motion. Thus, our approach uses a manually restrained timing algorithm to
recognize gestures and track each step of motions in the recognition procedure. The method
requires less computational complexity and no pre-training, and enables both digital and
analog gesture actions as outputs.
3.2 Motion gesture recognition
3.2.1 The proposed gestures
The innovative point of this study is we focused on three different types of motion
gestures, and combined them to develop rich gesture interfaces.
Waving gesture - This gesture involves raising the hand and moving it from side to
side. It is commonly used to attract attention at a distance, so it is intuitively useful for
mapping to a wake-up interaction function for computer systems [60]. It is also a good clue
for the system to recover the hand region in the image. Our interface design is based on
the assumption that the user interface is around the user’s hand and can be manipulated
by small hand motions. Thus, recognition of waving gestures and recovery of the accurate
region of the waving hand is important to recognition of the other two types of gesture.
Eight-direction selection gesture - This gesture involves raising the hand and moving it
from one position in a specific direction over a given distance. This gesture is similar to that
described in a previous study [25]. However, in our work, the directions can be: Left (LT),
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Up-Left (UL), Up (UP), Up-Right (UR), Right (RT), Down-Right (DR), Down (DW),
Down-Left (DL); these eight gesture inputs make it easier to develop a menu selection user
interface and offered good accuracy of function mapping [20].
Circling gesture - This gesture involves raising the hand and moving it in circles over a
region, in the clockwise or counter-clockwise direction, which was studied in [25], [61]. The
circling gesture can provide analog data input with direction angle (or moved circles) per
frame. This advantage allows a user interface to control linear values.
The three types of gesture have specific features and are connected logically. First,
waving gesture recognition not only provides a startup action but also allows recovery of
the region of the hand in the frame. The latter outcome is beneficial to narrow gesture
recognition to a small region around the hand, thereby enabling greater detail regarding
hand motions in subsequent gesture recognition procedures. The eight-direction selection
gesture and circling gesture are highly dependent on the results of the recognized waving
hand region: detection is carried out only around the region identified by the initial hand-
waving gesture.
Second, the eight-direction selection gesture provides only eight selection choices. These
are appropriate for developing a menu selection interface, but permit only a limited num-
ber of digital inputs and cannot provide a complete interface solution to control many
parameters. For example, it is not possible to adjust linear pattern values using this type
of gesture recognition. Therefore, we also introduced the circling gesture, which provides
analog output and uses clockwise and counter-clockwise motions to distinguish between
positive and negative adjustment. This type of gesture recognition can be integrated into
an interface for value adjustment. Thus, it is possible to select an option by eight-direction
selection and then adjust the parameters with circling gestures. These operations can be
repeated, enabling rich interfaces to control many parameters and functions.
Third, all three types of gesture are intuitive and easy to learn, and our experiments
demonstrated that subjects understood them quickly after simple explanations.
3.2.2 The motion estimation technique
The proposed gestures are recognized by using motion estimation based on a standard
Lucas-Kanade optical flow tracker [39]. An optical flow tracker is an algorithm that es-
timates the velocity of movement for a given set of points on a grayscale image, using
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various images. A typical method for estimating the movement of a point is to calcu-
late derivatives of pixel intensity at each point, and then determine the motions within a
window centered at that point in another image. The window is an integral window in
which a similarity function is performed to search for an optimal candidate as the estimat-
ed moved point. During the process, each point is calculated independently of the others.
The Lucas-Kanade implementation uses spatial intensity gradient information to direct
the search for the position that yields the best match for tracking points. This method
applies an image pyramids technique to maximize search speed, and matches both small
and large movements of tracking points, enabling rapid and accurate estimation of optical
flow. The Lucas-Kanade method of optical flow tracking has been widely used in various
motion tracking and real-time applications. One advantage of optical flow tracking is that
it calculates the derivatives of pixel intensity from nearby pixels, and does not rely only on
the color information of one pixel; this makes it less sensitive to image noise and brightness
[39], [56].
The novel aspect of our proposed technique is that, a set of tracking points are defined
at a specific region on an image frame, and the optical flow at these points is calculated
repeatedly in sequences of image frames to analyze the gesture motions. This method can
greatly reduce the compute complexity and do not require any pre-training. The following
sub-sections describe three patterns of layout for recognizing three types of gesture.
3.2.3 Waving gesture recognition
To recognize waving gesture, we can apply a matrix layout of tracking points on full-
size images (see Figure 3.4) to detect hand motion. The current system uses 15 × 7 =
105 points arranged at a resolution of 360 × 240 pixels. Each point is used to detect
motions separately. The waving motion pattern is detected by the motion displacement of
a point, determined by optical flow, from a direction angle θ to its semi-opposing direction
θ′; length is larger than 1, because a lower value indicates a very slow speed of motion and
is therefore excluded. The span angle between θ and θ′ should be larger than 120◦; this
indicates a successful transform of wave motion: the point’s wave transforms value plus 1.
If no transform is detected over a specified period (in this case, 500 ms), the transforms
value is reset to 0. transforms values should be set at 4 or greater to filter out unnecessary
motion, and to identify candidate waving gesture points.
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Figure 3.4: Matrix of tracking points for detecting a waving gesture.
In general, when a waving gesture occurs, the waving hand will occupy a region on
the image and several neighboring points will detect motion simultaneously. To group the
neighboring points and estimate the hand region, we can apply an algorithm to merge the
neighboring points into rectangles, and then assign the merged rectangles as the final result
of waving gesture recognition (see Figure 3.4). This process involves several steps. First, a
rectangle is placed around each candidate point in the matrix. The size of the rectangle is
the same as the horizontal and vertical distance of two neighboring points. In the second
step, the intersected rectangles are merged together to union rectangles. Finally, among
the merged rectangles, the one containing the maximum transforms value is assigned as
the dominant recognized waving gesture result.
Our purpose is not only to detect a waving gesture but also to recover the hand region
in the image, which plays a key role in the two subsequent gesture recognition procedures.
3.2.4 Eight-direction selection gesture recognition
The eight-direction selection gesture can be identified after the waving motion is iden-
tified. In the eight-direction selection gesture, the hand moves from the recognized hand
region in a specific direction: Left, Up-Left, UP, Up-Right, Right, Down-Right, Down, or
Down-Left (see Figure 3.5).
To recognize the gesture, 24 tracking points are separated into eight directions with a
radial-shape layout (see Figure 3.5) to enable detection of hand motions. For each direction,
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Figure 3.5: A radial-shaped layout of tracking points for detecting eight-direction selection
gestures.
three points are organized as a set and arranged in a radial line outward from the center.
The detection of a moving gesture in a specific direction involves several steps. Using the
UP direction as an example, each of the three points detects directional motion: length
as determined by optical flow measurement must be larger than 1, and angle θ must be
approximately ◦ (±22.5◦). If the three points detect this motion within a specified period
(in this case, 500 ms), the direction selection gesture is assumed to have been successfully
detected. Similar processes are involved in detecting gestures in other directions.
Note that the system only recognizes one motion from the center outward at a time, and
excludes any motion from the outside into the center. The recognition results are obtained
as a digital output corresponding to the direction of the gesture.
3.2.5 Circling gesture recognition
In the circling gesture, the hand moves in circles over the region that has already been
identified as the waving hand region.
Figure 3.6: A circular layout of tracking points for detecting circling gestures.
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Figure 3.7: Two analog data parameters per frame time line.
To recognize the gesture, 20 tracking points are arranged in a circular pattern (Figure
3.6). The motion of the set of points is calculated according to two mean values: direction
angle and length. Figure 3.7 presents the variation diagrams for these two factors for a
clockwise circling motion pattern. The moved circling angle is calculated by accumulating
the shifted direction angle (difference in direction angle between two consecutive frames),
and by incorporating the timing factor in each frame. If the direction angle in consecutive
frames has a clockwise pattern, this indicates a clockwise movement angle. In contrast, a
counter-clockwise motion is detected as a counter-clockwise movement angle. If no motion
is detected, the moved angle value is reset to 0.
This layout of tracking points can also recognize a waving gesture in which the hand
moves from side to side over the point cloud.
3.3 Gesture user interfaces and application
We designed two user interfaces for controlling a DSLR camera, by incorporating the
gestures the system recognizes as well as digital and analog information. One important
consideration of interface design is to show appropriate visual feedback to users when they
perform gestures, which can improve the user experience [30].
3.3.1 Mode switching interface
The mode switching interface is a pie-like menu that pops up on the screen around the
user’s hand once a waving gesture is detected. The menu can provide a maximum of eight
selection choices: LT, UL, UP, UR, RT, DR, DW, and DL. The user can interact with the
system using the eight-direction selection gestures.
We mapped five of these items (LT, UL, UP, UR, RT) to five camera functions: shutter
trigger, white balance aperture, ISO, and shutter speed (see Figure 3.8, left). When the
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shutter trigger function (UP item) is selected, a timer appears and counts down from 5
to 1; during this time the camera autofocuses on the user’s face and the user prepares
his/her pose. Once the timer reaches 1, the camera takes a photograph automatically.
When the white balance (UR) function is selected, another set of six function icons pops
up. As shown in Figure 3.8, right, the white balance icons from left to right are: auto white
balance, daylight, shade, cloudy, tungsten, and fluorescent.
Figure 3.8: Mode switching interface. Left: Main menu of the interface. Right: The six
white balance icons.
The other three icons represent aperture, ISO, and shutter speed, which are linear
pattern values. We designed a value adjusting interface to modify such linear parameters.
3.3.2 Value adjusting interface
This interface was designed based on circling gestures. The user can perform gestures
within the region of points to adjust a parameter value linearly.
However, the values of aperture, ISO, and shutter speed are not pure linear data, but
are sequential. For example, the aperture has a sequence of values: 3.5, 4, 4.5, 5, 5.6,
6.3, 7.1, etc., in which each increase in value represents double the volume of light to the
photoreceptor in the camera. The ISO and shutter speed parameters have similar values
sequences. Thus, to modify such sequence patterns of values, the user completes a full
circling motion, moving the hand 360◦, to move to the next step. A complete clockwise
circling motion increases the value by one step, while a complete counter-clockwise circling
motion decreases the value by one step. Changing the aperture, ISO, and shutter speed
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involves similar mechanisms. Figure 3.9 shows the interface for three cases when adjusting
these parameters.
Figure 3.9: Value adjusting interface. Perform circling gesture inside the tracking point
circle to adjust the value.
After setting the desired value/s, the user performs a waving gesture within the region
of points to return to the mode switching interface. The value adjusting interface then
disappears, and the mode switching interface pops up. Many of the camera settings can be
configured by switching between the two interfaces.
3.4 Implementation
The current implementation uses the OpenCV library [62], which provides Lucas-
Kanade optical flow tracking. We used a multi-core PC, Intel Core i3 2.4 GHz CPU,
and dedicated one thread for waving gesture detection, and one thread for both the eight-
direction selection gesture and circling gesture recognition. The control signal and data
exchange between the DSLR camera and computer were provided by a Canon SDK [18].
The preview and GUI were rendered using Microsoft Direct2D [63]. The entire program
was written in C++.
Table 3.1 summarizes the performance of the algorithm. The waving gesture recognition
uses a frame image with a resolution of 360 × 240 pixels and 105 tracking points. On
average, motion estimation and gesture recognition takes 8.3 ms (120 FPS). The other
two processing tasks, eight-direction selection gesture recognition (360 × 360 pixels) and
circling gesture recognition (160 × 160 pixels), were conducted using a single thread and
average speeds were 15.7 ms (63 FPS) and 11.1 ms (90 FPS), respectively. The Canon
Chapter 3. Motion-based hand gesture interface 43
60D camera provides 30 FPS with a preview video stream resolution of 1056 × 704 pixels,
and the gesture recognition processing performance is more than sufficient to support a
real-time application.
Table 3.1: Gesture recognition performance
Process time (millisecond)
Waving gesture 8.3
Eight-direction selection gesture 15.7
Circling gesture 3.1
The apparatus of the prototype system included a Canon 60D DSLR camera, a projec-
tor, a tripod, and a stand to hold a ThinkPad X201i notebook PC. The camera is connected
to the notebook PC by a USB to enable processing, and the projector to serve as the camera
viewfinder. Figure 3.1 shows an overview of the system arrangement.
3.5 Experiment 1: Evaluating the Gesture Interface
We conducted an experiment to evaluate the feasibility of using the gesture interface for
taking self-portraits. In the experiment, we compared the conventional self-timer technique
with the proposed gesture interface. We did not compare gesture interface with a hand
hold remote control, since in our pilot study and the study in next chapter we found the
additional device held in hand will distract participants’ attention and make them not free
to prepare postures. In fact, the hand held remote control is not popular and very few
people actually bought it. The experiment was designed to measure the efficiency of the
shooting procedure, user satisfaction with the resulting portraits, input difficulty (ease of
use) of the interface, and user satisfaction regarding the two techniques. The results were
based on observation and a questionnaire with scores ranked on a five-point Likert scale
(1: strongly disagree c 5: strongly agree) after the experiment.
3.5.1 Apparatus
The apparatus of the proposed gesture-based system was described in the previous
section and the arrangement is shown in Figure 3.1.
Chapter 3. Motion-based hand gesture interface 44
A similar arrangement was used in the self-timer scenario, but another item was used
as a stand-in to allow the camera to autofocus, because the DSLR camera has no autofocus
function without the user touching the shutter button. This means that the user must press
the shutter button halfway to autofocus, push it down completely to trigger the self-timer,
and then run to the front of the camera and pose. Because the user has no opportunity to
stand in the correct position and face the camera to allow it to autofocus, we use a method
popular in self-portrait photography that positioned a picture board to act as a stand-in
while the user was setting the camera functions. The arrangement of the self-timer system
is shown in Figure 3.10.
Figure 3.10: The self-timer scenario in which a picture board was used as a stand-in to
allow the camera to autofocus.
3.5.2 Participants
We invited 11 subjects (5 women, 6 men), ranging in age from 23-29 years (mean: 26.1),
participated in the experiment.
3.5.3 Task and procedure
Participants were given a simple introduction to the system. The author demonstrated
in person how to take two self-portrait photographs using the two different techniques.
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In the self-timer scenario, participants positioned the picture board in the desired posi-
tion as a stand-in. Then, they went to the camera and pressed the shutter button half-way
to trigger the autofocus on the stand-in. Next, the shutter button was depressed completely
to trigger the 10-s self-timer countdown. The participants then quickly ran to the stand-in
board, removed it, and put themselves in its place. Once the self-timer reached the end of
the countdown, the camera released the shutter and took a photograph.
In the gesture interface scenario, participants stood in front of the camera with their
upper bodies in view of the camera. They performed a waving gesture to wake up the
system, and the mode switching interface popped up around the waving hand in the pre-
view. Next they moved their hand in the UP direction to select shutter trigger function,
activating a 5-s timer countdown. The camera autofocused on the participant’s face and
then took a photograph.
Participants were asked to use both techniques. This preliminary test simulated a
simple task, triggering the camera shutter, which is the most commonly used procedure
when taking portraits.
In the second phase of testing, we evaluated and compared the two techniques in much
greater detail. Participants were asked to set many camera parameters (aperture, shutter
speed, ISO, and white balance, etc.) using the traditional button-based interface and
the proposed gesture interface. Participants were permitted to experiment with the two
techniques and to take many self-portrait photographs until they were familiar with and
understood the two interaction approaches. This test was designed to assess the ease of use
of each interface, and user preference for the two techniques when controlling many camera
functions.
After each test, participants were asked to complete a questionnaire.
3.5.4 Results
In the preliminary test, it took about 18 s for participants to complete a self-portrait
shot using the self-timer. In contrast, the gesture interface took about 10s. Most par-
ticipants preferred the gesture interface, and no significant differences appeared in user
satisfaction with the resulting portraits between the two techniques. Figure 3.11 presents
the results.
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Figure 3.11: Results of the preliminary test.
In the second phase of testing, participants reported slightly less difficulty in camera
parameter input and adjustment when using the gesture interface. Participants preferred
the gesture interface for controlling the camera functions compared to the button-based
interface. Figure 3.12 presents the results.
Figure 3.12: Results of the second test.
3.6 Experiment 2: Accuracy of Gesture Recognition
This experiment was designed to evaluate the results of gesture recognition, and to
assess the recognition rate of the three types of gesture.
Chapter 3. Motion-based hand gesture interface 47
The apparatus used for the experiment was described in Section 3.4. A total of 10
participants (3 women, 7 men), ranging in age from 22-28 years (mean: 25.2) were recruited
for this experiment.
3.6.1 Task and procedure
In the waving gesture test, participants stood a given distance from the camera with
the upper body in view of the camera. They were then asked to perform the waving gesture
three times. Once a waving gesture was detected, visual feedback appeared on the preview
screen to notify the participant. During the test, we observed and recorded the sensitivity
and speed of the gesture recognition.
In the circling gesture test, participants were asked to perform the circling gesture for a
while to familiarize themselves with the actions. On the screen the circling angle of motion
will be showed on top of hand. Then, the participants were asked to perform a full circling
gesture, i.e. 360◦, for 10 times, and we recorded the errors of the recognition. Because
this gesture is analog, we also observed the sensitivity and user experience of the gesture
recognition result during the test.
A specific interface was developed for the eight-direction selection gesture test (Figure
3.13) with eight icons representing each of the eight directions (LT, UL, UP, UR, RT, DR,
DW, DL). Participants were asked to select an icon indicated by a red circle marker. After
they selected a direction icon, regardless of whether it was correct, the interface disappeared
and then reappeared for the next test trial. Each participant completed 24 test trials (three
trials for each direction) presented in a random order.
3.6.2 Results
In the waving gesture test, the gesture was usually detected when the participant waved
his/her hand four times from side to side within 2.5 meters from camera. It could detect the
waving hands in the image from size 62 × 73 pixels to 930 × 511 pixels. A single waving
gesture takes about 2 s to perform. The gesture was not be detected if the participant
waved at a slow speed (i.e., the four side to side movements lasted longer than 2 s).
During the circling gesture test, we found that the recognition was very sensitive to
hand motions, the visual feedback of the interface can accurate report the circling angle to
user. However, participants feel difficult to set the value of their expected in the range of
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Figure 3.13: The eight-direction selection gesture experiment.
360◦. The full circling gesture test showed 138◦ error on average. But participants felt no
difficult to set values using a full circling motion to adjust one step of value change.
We collected the results of 240 test trials (30 trials for each direction) from the eight-
direction selection gesture test. Table 3.2 lists the mean accuracy results for recognition of
the eight directions; the left-most column indicates gesture inputs, and the corresponding
row shows the recognition result.
As shown in Table 3.2, the mean accuracy of the eight directions was 81%, and the
accuracy for each direction exceeded 70%. The upper directions, LT, UL, UP, UR, RT,
had better accuracy, while DW had the best result at 97%. A few cases of failure were
observed; these occurred for several reasons. First, the user’s forearm sometimes conflicted
with the hand motions. Second, rapid hand movement sometimes produced an incorrect
result or no result. In cases with no result, the user often tried to move his/her hand back
to the center of the interface and perform the gesture again, but overshot the center and
moved in the opposite direction, causing an incorrect result. Because incorrect actions can
occur, the system is designed to allow the user to perform a waving gesture to cancel the
selection and then perform the selection gesture again.
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Table 3.2: Accuracy of eight-direction selection gesture
3.7 Summary and discussions
In this study we proposed three types of motion gestures, i.e. waving, eight-direction
selection, and circling, which offered us to developing a rich gesture interface to control
many of functions of a professional DSLR camera.
The proposed waving gesture recognition is accurate at estimating the waving hand
position. During the experiments, although it may be less accurate for estimating the
hand size, the participants did not report any significant deviation in the recognized hand
position. Future research will improve the accuracy by adding more tracking points with a
dense matrix layout, but this must be balanced with the associated decrease in performance.
In the eight-direction selection gesture recognition and mode switching interface tests,
participants said they preferred using gestures in the upper semicircle directions (LT, UL,
UP, UR, RT), which were more convenient to reach than the lower directions (DL, DW, and
DR). Therefore, the interface should be designed with the most frequently used functions
arranged on the upper semicircle.
In the circling gesture and interface tests, which simulated the analog input, users found
it difficult to stop the motion at a particular value. Thus, we designed the interface to use
a full circling gesture (360◦) to increase or decrease the value, to make it easy to stop at a
particular value.
Participants were positive about the idea of a vision-based gesture interface for con-
trolling a self-portrait camera. Most of the participants agreed it can become the next
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generation of interactive technology of the camera. However, they were frustrated by the
imperfect gesture recognition rate.
In this study we found: 1) the motion gestures are robust to light and color conditions.
The changing of the parameters of a DSLR camera have greatly effect on the lighting
condition in image, but the proposed gesture recognition can still work well. 2) the variety
of motion gestures provided us to develop rich gesture interfaces. 3) the gesture interface
is more useful than conventional button-based interface, such as self-timer.
In the future, we will test different motion estimation algorithm and implement better
recognition algorithm. Some suggestions referred that to use sound feedback to the user’s
selection, which may improve the user experience. With regard to the experiments, we are
planning to add an additional setting with a remote control to get a detail comparative
result of the gesture interface. The present study focused on interactions and ignored the
results of the photographs. A recent paper [64] discussed a technique for selecting still
candid portraits from video sequences. In future studies, we plan to develop a system to
support video recording and continuous shooting, which would provide possibilities for a
wider range of satisfying portraits.
3.8 Usage scenarios and potential applications
Comparing to Chapter 2, the study in this chapter proposed an enhanced version of
hand gesture interface. But we focused on developing gesture interfaces for controlling
a professional DSLR camera. This makes the possibility to deploy the system for studio
photography. The Figure 3.14 shows a scenario, that photographer exploring the camera to
take professional pictures. Usually, people have to consider many of settings, the lighting
condition, camera aperture, white balance, etc., however, he have to run back and forth
to check these settings. But by using a display (or a projector) to show the preview, and
gesture interface to interact with camera, this can greatly improve the productiveness of
self-portrait taking procedure.
In addition, we also proposed the new motion-based gestures, waving, eight-direction
selection and circling, we proved these gestures can provide rich gesture interfaces. But
it is not difficult to apply these gestures to develop interfaces and deploy to many vision-
based control applications, such as mobile camera interaction, AR, HMD, etc. For example,
gesture capturing that uses front camera in a mobile phone, which can provide non-contact
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Figure 3.14: The studio photography scenario.
interactions. Some proposal, such as [65], [66], [67] used front camera captures finger
motions and recognize gestures as digital inputs, but by using our proposed circling gesture,
which can provide analog inputs. Many researches, such as [45], [46], [68], [69], introduced
development of gesture interfaces for interact with virtual objects in AR, but it may provide
rich interface if we apply our gestures, which provides both menu selection and linear value
adjusting functions.
3.9 Related work
In study [23], authors presented the MoSIFT feature and tracking technique, it rec-
ognized gestures as commands to control a TV. However, such technique got a low per-
formance of processing. Usually, it took 2.5 seconds between user gesture and response.
In fact, it is a general problem in many motion-based recognition techniques. In study
[59], authors proposed the motion action recognition by learning from mid-level features,
and in [70], it used motion history gradients, but these studies also meet the challenge
of performance. Bayazit [57] introduced using of GPU based processing to improve the
performance; however, the performance is still low (about 20FPS). But in our proposed
method, the performance is much improved, 8 ms, 15 ms, 3ms, for recognizing waving,
eight-direction selection, and circling, respectively. Comparing to conventional methods we
chose two main techniques to reduce the compute complexity: reduce the size of image for
processing and avoid to use machine learning approach to recognize the gestures. In our
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proposed technique, we first estimate the hand region in the image by recognizing waving
hands, and then restrict the processing region around the detected waving hand. In addi-
tion, we arranged a small set of tracking points for estimation the motions, which greatly
reduced the computation complexity also. In short, our approach had achieved a better
performance to compare with the conventional techniques.
In study [58], authors proposed the hand location estimating by using face detection.
But, in our technique, it can detect hand gestures without face cue but based on the motion
information only.
The study [71] proposed the motion estimation interfaces for VIDEOPLACE-like inter-
action. They developed two types of interfaces: button and movable button. The button
function will be triggered once the motions are detected within the region of the button
interface. However, the proposed technique only provide with limited scalability for the
design of user interface. For example, user had to move him/herself to reach and interact
with specific buttons. But, in our study, we proposed to use waving gesture as a startup
action and the interfaces will pop-up around the user’s waving hand. Thus, user did not
need to move his/her body to make interactions.
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Chapter 4
Head gesture interface
This chapter presents a head gesture interface for interacting with a self-portrait camera
[72]. The intuitive nodding and head-shaking gestures are recognized and control the camera
zoom in/out on the face, and a mouth-opening gesture triggers the camera to take a picture.
The interface helps users to take self-portraits effectively and efficiently. We will explain the
implementation of gesture recognition, and the design of user interface in detail manner. In
the experiments, we evaluated its usability factors (effectiveness, efficiency, and satisfaction)
and compared it to a hand held smartphone remote control in a user study. We also
discussed the design goals, degree of completion and limitations of the proposed system.
Finally, we proposed the future directions.
4.1 Motivations and design goals
The previous two chapters have suggested that a vision-based gesture interface may a
better choice for developing a remote control interface for interacting with a self-portrait
camera. It provides intuitive and convenience interactions. However, it is difficult to develop
a zooming interface using hand gestures, as the user’s hands may go outside the field of
view of the camera, especially at high zoom values. (see Figure 4.1). Moreover, when
using hand gestures a large size display is needed to show the live view and the graphical
user interface. This limits the portability of the system and obstructs its practical use in
outdoor environment.
Therefore, in this chapter we propose a new gesture interface that uses head nodding,
shaking and mouth-opening gestures as the method for interacting. The head gestures have
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Figure 4.1: Hands may go outside the field of view of the camera.
several advantages, 1) it may work well with small front screen, 2) it is suitable as the basis
of a zooming interface, because the face is unlikely to move outside the field of view; 3) as
the face is the focus and most important region in a self-portrait, it is always available for
gestures, which can be mapped to camera control functions.
Our main design goal in this chapter is to develop a vision-based head-gesture inter-
face for controlling a digital camera to take self-portrait pictures effectively and efficiently.
Considering the feedback from previous studies and surveys, we present a summary of the
design goals of the current system.
Small size of frontal screen - Unlike conventional vision-based interfaces, which usually
have a large display to provide visual feedback, we took mobility into consideration to
design a system that would work well with a small screen. Currently, we use a 3.5-inch
viewfinder and have introduced several strong gesture patterns that work well with little
visual feedback.
Strong motion gesture patterns - Portrait shots do not capture motion, but rather
focus on a static posture. Therefore, it is straightforward to use motion gestures as control
commands. The gestures should have strong motion patterns that cannot easily be triggered
by accident. Moreover, it is better to use small motions that do not disturb the user’s eye
contact with the lens when performing gestures. Thus, the user can still observe a preview
of his/her posture and confirm the status of the camera.
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Head gestures only - We believe that head gestures are the best choice for mapping to
the zooming function of the camera. To maintain consistency, we did not combine head
gestures with hand or body gestures.
Real-time processing - The image-processing procedure for detecting gestures should
be fast (at least 30 frames per second, FPS) to guarantee that the system shows smooth
video on the viewfinder and so the user can obtain instant feedback from the camera while
performing gestures.
We will discuss the validity of our design in the Summary and discussions section on
the basis of the results of the user study.
4.2 Proposed gesture interface
The major innovation of this work is that the self-portrait camera is responsive to head
and mouth motion gestures when the user is in front of the lens. When the user faces the
camera, the camera first detects the user’s face and then tracks nodding, head shaking, and
mouth-opening gestures. The user can perform these gestures to zoom in, zoom out, and
trigger the shutter, respectively, to take a self-portrait photograph.
4.2.1 Overview
The prototype system (Figure 4.2) consists of a professional digital single-lens reflex
(DSLR) camera, an iPhone, and a personal computer (PC, not shown in the figure). The
DSLR camera is used to take pictures, and the iPhone is used as a frontal screen to enable
users to see themselves in the live view video. A specific type of tripod or professional
tripod can be used to hold the camera. In our current prototype system, a PC is connected
to the camera via a USB cable to exchange data with the camera, processing images to
detect gestures, and sending previews to the iPhone through a WiFi connection.
To interact with the system, the user faces the camera and performs the head and/or
mouth gestures. The face and detected gestures will appear on the live view iPhone screen
as a visual aid.
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Figure 4.2: Prototype of self-portrait system that use head gestures to make interaction.
4.2.2 Introduced interaction gestures
We examined many possible head and facial gestures to identify intuitive motion ges-
tures that could be mapped to two important camera functions, i.e., zooming and shutter
trigger. We decided on motion gestures, as static head poses or facial expressions may be
easily confused with a user’s portrait postures and expressions. In addition, when a user
is making a static pose for a photograph, motions can be easily distinguished as command
functions. Another important consideration is that the gestures should not be easily trig-
gered by accident. When preparing for a shot, the user may try different creative postures
and expressions with lots of movement; therefore, the gestures should be markedly different
from whimsical or general movements of the head. In addition, the gestures mapped to
camera functions should be intuitive.
Based on the above considerations, we chose nodding, head shaking, and mouth-opening
as candidate gestures for controlling camera functions. All three gestures are intuitive and
common. Many studies have considered these types of gestures. In fact, nodding and
head shaking gestures are widely utilized in mobile devices [73], [74], interactive dialog
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systems [75], [76], wheelchairs [77], [78], and human-robot conversation [79], [80], [81].
Mouth-opening gestures have also been studied [82], [83], [84], [85]. These gestures induce
little fatigue and can be easily remembered by users. In our earlier implementation, we
attempted to detect an eyebrow-raising gesture, which has also been discussed previously
[83], [86]. However, in a user study, we found that this gesture cannot be recognized
well in users with long bangs, especially women, and we therefore abandoned it. We also
considered clockwise/counterclockwise head-tilting gestures, but experiments showed that
it was impractical, as users easily lost eye contact with the screen when performing it, and
it was difficult to recognize these gestures. Hence, we also abandoned this gesture.
In the following subsections, we describe our gesture-recognition technique using nod-
ding, head shaking, and mouth-opening gestures.
4.3 Gesture-recognition technique
The proposed gesture-recognition technique is based on face-detection methods that
have achieved great success [87], [88], [89]. We use face detection to detect the face region
in each frame of the video. To recognize nodding and head shaking gestures, we first present
a safe zone to restrict head motions to exclude unnecessary motions (Figure 4.3), and apply
Lucas-Kanade optical flow tracking [39] to determine the two-dimensional (2D) motions of
the head. To recognize the mouth-opening gesture, we first conduct empirical estimation
to locate the mouth region of the face. The recognition of gestures is made under the
assumption that a user’s face is directly in front of the camera.
4.3.1 Nodding and head shaking recognition
To recognize the head gestures, we first define a safe zone as mentioned above. This
zone, which is 40% larger than the face region, is initialized based on the face region in
the image. Then, in the following frames, we check whether the face has moved out of
the safe zone or not. If so, the zone is re-initialized and a new check will start; if not, the
zone remains as it is and the system waits for the next frame and face region to check the
head motion. When the face does not move out of the safe zone within a specific period
(currently 500 ms), then it is assumed that the head is still and that it is a good time to
recognize head gestures.
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Figure 4.3: Face region (inside rectangle), safe zone (outer rectangle), and the feature
points extracted are marked with filled circles.
Within the face region, we extract the image features for tracking head motion. Several
feature-extraction algorithms have been reported previously [90], [91], but we chose a fast
extraction method derived from the Hessian matrix, and selected the top 30 feature points
as good features to track, as defined by Shi and Tomasi (S-T) [92]. After feature extraction
(see Figure 4.3), the Lucas-Kanade [39] method optical flow measurement is conducted for
tracking the motion of each feature point. This is one of most precise methods for tracking
Shi and Tomasi features in images. The optical flow measurements are feature points in the
current frame displacement from the previous frame. The length and direction of motion
of each feature point can be determined by calculating each feature’s displacement. We
calculate the set of feature points within the face region, and calculate the mean length
(speed) and direction of movement as the main parameters in each frame.
The general motion data patterns of nodding and head shaking are shown in Figure
4.4. These data were collected and recorded from one female graduate student. Important
statistical information can be obtained from these data. First, in the nodding gesture
(Figure 4.4a), the motion directions are between 90◦ and 180◦ during tilting of the head
down, and 270◦ and 360◦ during tilting of the head up. In contrast, the directions of motion
in the head shaking gesture (Figure 4.4b) are smooth and steady along the 45◦ and 225◦
lines. Second, the motion length data change periodically during the head gestures, but
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Figure 4.4: Nodding (a) and head shaking (b) gesture data.
remain below a peak value of 6. The time intervals of each action switch, i.e., up-down and
left-right movements, were calculated as 122.2 ms and 137.5 ms, respectively. However, we
found in a number of experiments that these intervals varied depending on the user. To
make the recognition less restricted, we ultimately chose an interval threshold of 500 ms in
our application.
Based on these data, we concluded that the shaking gesture is a steadier motion than
the nodding gesture. Hence, we separated the motion region of moving recognition into
four regions: right, 10-80◦ (70◦ span); left, 190-260◦ (70◦ span); up, 260-360◦ and 0-10◦
(110◦ span); and down, 80-190◦ (110◦ span). The length of motion must be larger than 0.5
and less than 6.0 in the recognition process.
The timing-based finite state machine (FSM) shown in Figure 4.5 was used to recognize
the gestures. The figure shows an example of head shaking gesture recognition with a
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transition chart with two main states: Stationary 1 as the motionless state and Safe Zone
when the face is inside the safe zone within a certain period. The Safe Zone state includes
Stationary 2, left motion, and right motion. The transition from left to right or reverse
transition adds one factor to the shaking count.
Figure 4.5: Finite state machine for recognizing the head shaking gesture.
Figure 4.6 shows an example of the gesture-recognition procedure in image sequences.
In each image, the fan shape and the segment line at the middle of the face indicate the
direction of motion. The count of nods and shakes recognized in each frame is displayed
at the top left of the safe zone (“NOD” represents nodding, “SAK” represents shaking).
The user can see the recognition states while performing gestures. This is a very useful
visualization technique that allows the user to easily understand the gesture recognition
process and to quickly become familiar with the gestures.
4.3.2 Recognition of the mouth-opening gesture
To recognize the mouth-opening gesture, we first estimated the mouth region related to
the rectangle containing the face (Figure 4.7). Two subjects, one female and the other male,
participated in the user study to examine the mouth region related to the face rectangle.
We considered both closed and opened mouths, and tested the final recognition accuracy
of the mouth-opening gesture. We concluded that based on a rectangle using the distances
from the eyebrows down to the lower lip and between the outside edges of the two eyes,
the mouth width was 50% of the face width and open-mouth height was 50% of the face
height.
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Figure 4.6: Nodding and shaking gesture motions. Images in the top row show two nods;
those in the bottom row show four shakes.
In the second step, we manually arranged a matrix of 6 × 6 tracking points inside
the region of the mouth, and applied Lucas-Kanade [39] optical flow to track the points’
motions in each video frame (Figure 4.8). We did not apply dense Horn-Schunck [56] optical
flow tracking as used in a previous study [82], as it has low performance. We used a history-
recording and accumulation method to analyze the motion data, similar to the previous
study [82]. Two 6 × 6 historical matrixes accompany mouth motions. One detects opening
motions, defined as the Down Matrix, which records motions in the downward direction.
The other detects closing motions, defined as the Up Matrix, which records motions in
the upward direction. The two matrixes are shown together with the mouth image in
Figure 4.8, with the Up Matrix on top and the Down Matrix on the bottom of the mouth
image. The strength of detected motions is represented as dark blocks. The images from
left to right represent three key frames of the mouth-opening gesture. The motion data are
accumulated within 500 ms. When the accumulated data reach the defined threshold, a
mouth-opening gesture can be detected.
The strength of matrix data is calculated in each image frame, and the pattern can
be seen in the graph at the bottom of the figure. We concluded that when the mouth is
opened, the Down Matrix peaks, and when it is closed, the Up Matrix peaks. Thus, the
mouth-opening gesture can be recognized when such data patterns are detected.
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Figure 4.7: Estimated mouth region.
4.4 Function mappings
We used continuous nodding and shaking for zooming in and out, respectively. In a
pilot study, we confirmed that these gestures are intuitive to users. In the earlier phase, we
mapped double nodding gesture, the head nods twice and stops, to shutter trigger function
[72]. However, we found it can easily be confused with continuous nodding. Therefore,
we abandoned the double nodding, and mapped the mouth-opening gesture to the shutter
trigger function instead. This gesture initiates autofocus on the user’s face, and triggers
the shutter timer to start countdown from 5 to 1, after which the camera takes the picture.
If head shaking is performed during the countdown, it cancels it.
Regardless of how fast the user performs the gestures, zooming is set at a constant speed
of 0.75X per second. We abandoned mapping faster speed gestures to faster zooming, as it
made the users nervous and resulted in loss of accuracy.
4.5 Implementation
In the current implementation, we used a professional DSLR camera (Canon 60D)
with an 18-55 mm lens. The camera offers a software development kit [18] for developers,
including embedded hardware support for face detection. It runs at 30 FPS with 1056 ×
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Figure 4.8: The mouth-opening gesture. The Up Matrix and Down Matrix are shown at
the top and bottom of the mouth image, respectively. The graph shows the data strength
of the two historical matrixes.
704 video image sequences for live view, and can detect faces at sizes from 58 × 58 to 513
× 513 in the image frame.
We developed an iPhone app and used the iPhone screen to show the camera preview.
The iPhone preview app runs at 20 FPS with an image size of 480 × 320 received from the
camera in real time. The iPhone can also be used as a handheld remote control. It provides
the same functions as the head gesture interface, with zooming and shutter trigger. We
used the iPhone as a handheld remote control for comparison with the proposed gesture
interface in the user study.
A desktop PC with an Intel Core 2 Q8300 2.5-GHz CPU was used for image processing
and gesture recognition. The camera was connected to the desktop PC via a USB cable,
and the PC sent the preview to the iPhone through a WiFi connection.
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We used the OpenCV library [62], which provides an implementation of Lucas-Kanade
optical flow tracking to estimate head motions. The application program was written in
C++.
The performance of the implemented gesture-recognition algorithm is summarized in
Table 4.1. Gesture recognition had the same performance at different face sizes in the
image, as we scaled the face to a standard size of 120 × 120.
Table 4.1: Performance of gesture recognition
Process time (millisecond)
Nodding and shaking 1.2
Mouth-opening 0.5
The prototype system was constructed in our laboratory and used for the experiments
described in the following section (Figure 4.9).
4.6 Experiments
A user study was performed to evaluate the usability of the proposed interface. Al-
though usability evaluations have been discussed in many previous reports [93], [94], [95],
[96], [97] we followed the ISO 9241 usability definition [98] and collected data on three
distinct aspects of the proposed interface: effectiveness, efficiency, and user satisfaction.
We also compared the gesture interface with a handheld remote control.
Effectiveness. This measures the accuracy and completeness with which users can
achieve specified goals in particular environments. We arranged consecutive tasks to allow
the user to perform the gestures many times to complete three types of shots: full-body,
close-up, and upper-body shots. We evaluated the task completeness and the gesture
recognition rate. We also compared the results to the handheld remote control when the
users completed the same tasks.
Efficiency. This reflects the resources expended in relation to the accuracy and com-
pleteness of the goals achieved. We observed how many times participants actually per-
formed the gestures to complete the three shots, and the time to completion.
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Figure 4.9: Experimental environment and apparatus.
User satisfaction. This is the comfort and acceptability of the system to its users and
other people affected by its use. We used subjective assessment expressed on a five-point
scale.
4.6.1 Apparatus
We set up the experiment indoors under standard daylight conditions. We did not
investigate the robustness of the algorithm to lighting conditions, as it depends on the
implementation of face detection and Lucas-Kanade optical flow, which have been examined
in previous studies [99], [100]. The camera was placed on a tripod. The experimental setup
is shown in Figure 4.9.
Figure 4.10: iPhone remote control: two buttons to control zooming, touch on the screen
to take shots.
The iPhone was attached to the top of the camera. Two types of remote control were
implemented: a button remote control and a touch remote control. The button remote
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Figure 4.11: iPhone remote control. The screen shows the camera preview and any camera
information.
control represents the traditional method, which provides users with eyes-free operation.
Figure 4.10 shows the application where the two physical buttons of iPhone were used to
control zooming, and where the touchscreen was used to trigger the camera shutter. On
the other hand, the touch-based interface (see Figure 4.11) provides the live preview on
screen and the graphical user interface. The graphical user interface on the touchscreen
includes two distinct functions: a shutter button icon that triggers the camera to take a
picture, and a zoom slide bar to control zooming.
4.6.2 Participants
We recruited 12 subjects (6 female, 6 male) aged 23-31 years (mean = 26.6, SD = 2.5)
from different countries (one from a Western country, one black African subject, the rest
Asian). Each participant was paid 1000 yen to participate in the study, which took 20-40
min. All participants were anonymous volunteers who saw our recruitment announcement
in the international researchers’ mailing list in the city of Tsukuba.
4.6.3 Task and procedure
Each experimental session involved one participant and consisted of four phases: 1) The
experimenter introduced the system and allowed the participant to become familiar with it;
2) the participant completed consecutive tasks to measure the effectiveness and efficiency
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of the interface; 3) the subject completed a questionnaire as a subjective assessment of the
system; and 4) user gestures were recorded to calculate the recognition accuracy and for
future improvement.
In the first phase, the experimenter explained and demonstrated the two basic functions:
zooming and shutter triggering. As this was likely to be the first time that the participants
had experienced such an interface, each participant was shown how to use it and given time
to become familiar with the system. The use of the iPhone remote control was introduced
at the same time.
In the second phase, participants used both the gesture interface and a handheld remote
control to complete three consecutive tasks, namely taking full-body, close-up, and upper-
body portraits (Figure 4.12). The participants stood in the same position during the tests,
but were allowed to explore the head gesture interface or handheld remote control to zoom
and take several shots. The three types of photographs are illustrated in Figure 4.12 and
summarized below.
Figure 4.12: Three types of photograph: full-body, close-up, and upper body.
Full-body shot. No zoom required. Perform shutter trigger command after standing in
the correct position (size of face region from 60 × 60 to 90 × 90 in the image).
Close-up shot. The participant zooms the camera from full-body to close-up (size of
face region from 120 × 120 to 180 × 180 in the image) and takes the picture. This task
tests the zooming in function.
Upper body shot. The participant zooms out from close-up to upper body (size of face
region from 260 × 260 to 340 × 340 in the image) to take a picture. This task tests the
zooming out function.
The two techniques (i.e., head gesture interface and using the remote control) were
arranged under the same conditions as outlined above. To avoid bias in the experiment,
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half of the participants used the handheld remote control first, and the other half used the
head gesture interface first.
The interaction gestures and time to completion of each of the three tasks were auto-
matically recorded. The portraits were saved on the camera and PC.
In the third phase, the subjects completed a questionnaire as mentioned above, and
in the fourth phase, the subjects participated in a separate experiment in which they
performed the three types of gestures several times. The process was recorded as a video
file for oﬄine analysis of the accuracy of gesture recognition. Participation in this phase
was voluntary.
4.6.4 Results of effectiveness and efficiency
We assessed three factors to determine the effectiveness and efficiency of the proposed
gesture interface, i.e., task completeness, the number of gestures participants performed
to complete the tasks, and the recognition rate of gestures. We also collected a subjective
assessment of effectiveness of the gesture interface compared to the handheld remote control.
The task completeness results are shown in Table 4.2. All of the participants completed
the three types of pictures using both the gesture interface and the handheld remote control.
We concluded that the head gesture interface is effective for users to control the zooming
function and take self-portraits.
Table 4.2: Task Completeness
Full-body Close-up Upper body
Gesture interface 100% 100% 100%
Remote (button) 100% 100% 100%
Remote (touch) 100% 100% 100%
To evaluate the efficiency of the gesture interface we recorded the number of gestures
performed by each of the 12 users during the experiment sessions. The results are shown
in Table 4.3. The mean values were calculated and the standard deviations are shown in
parentheses.
The full-body shot served as the starting point, for which the participants stood in a
specified position and performed the mouth-opening gesture to take the first picture. Thus,
there were no nods or head shakes. After this, participants performed the nodding gesture
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Table 4.3: Performance for the three types of picture
Nodding Shaking Time
Full-body to
10.9 (1.1) 0.8 (1.4) 7.6 s (1.2 s)
Close-up
Close-up to
1.4 (1.9) 16.3 (1.7) 7.8 s (2.0 s)
Upper body
to zoom in and take a close-up shot. This took 11.4 (SD = 1.1) nods and 7.6 s (SD =
1.4 s) on average to complete the task and take a shot. Sometimes, the participants had
to perform the shaking gesture to zoom out slightly as an adjustment after zooming in.
However, this was rare. The upper body shot took on average 16.8 (SD = 1.9) shaking
gestures and 7.9 s (SD = 2.2 s) to complete. The final task, performing the shaking gesture
to zoom out from close-up to upper body, took on average 16.8 (SD = 1.9) shakes and 7.9
s (SD = 2.2 s) to complete. In some cases, participants performed the nodding gesture to
zoom back in as an adjustment.
A comparison with using the remote control with regards to time is shown in Figure
4.13 Users took about 2 times longer to complete the tasks when using gesture interface.
This is generally due to the exactness of gesture recognition and the speed of zoom (0.75X
per second). One-way analysis of variance (ANOVA) showed a significant effect (p < 0.001)
of the three techniques both for close-up and upper body zoom tasks.
To examine gesture recognition accuracy, we collected 118 nodding, 126 shaking, and 20
mouth-opening gestures on AVI video samples from eight participants who agreed to allow
video recording. We ran our application to recognize gestures on sample video to calculate
the recognition rate. The results, summarized in Table 4.4, indicate good performance and
recognition accuracy above 80% for nodding and shaking gestures. In addition, it achieved
100% accuracy recognizing mouth-opening gestures.
Table 4.4: Accuracy of gesture recognition
Total Recognized Missed Accuracy
Nodding 118 101 17 85.6%
Shaking 126 102 24 81.0%
Mouth-opening 20 20 0 100.0%
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Figure 4.13: Time comparison of the three techniques.
Finally, participants were asked to rate their satisfaction with the effectiveness of the
proposed gesture interface compared to the handheld remote control on a five-point scale
from “very poor” to “excellent”. Table 4.5 shows the results. We conducted an ANOVA
test, but there was no significant effect (F(2,33) = 0.49, p = 0.62).
Table 4.5: Effectiveness of the interface for taking portraits
Excellent Good Fair Poor Very poor
Gesture interface 16.7% 50.0% 33.3% 0.0% 0.0%
Remote (button) 41.7% 33.3% 25.0% 0.0% 0.0%
Remote (touch) 41.7% 33.3% 16.7% 8.3% 0.0%
4.6.5 Results of user satisfaction
We asked the participants to rate their level of satisfaction with the adopted function
mappings (Table 4.6). All of the participants agreed that mapping of the nodding gesture to
zoom in and the shaking gesture to zoom out were both intuitive and appropriate. Almost
60% of participants were satisfied with the mapping of the mouth-opening gesture to the
shutter trigger function. About 40% of users reported a lack of satisfaction with the mouth-
opening gesture; these users complained that this gesture may conflict with mouth motions
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when they are talking, or may cause unwanted triggering of the shutter countdown while
preparing for the picture. Our application included a cancel function in which the user can
perform the head shaking gesture to cancel the countdown once it has started. The users
evaluated this design as useful when they triggered the shutter by accident.
Table 4.6: Evaluation of function mappings
Excellent Good Fair Poor Very poor
Gesture interface 83.3% 16.7% 0.0% 0.0% 0.0%
Remote (button) 75.0% 25.0% 0.0% 0.0% 0.0%
Remote (touch) 41.7% 16.7% 33.3% 8.3% 0.0%
In addition, the users evaluated their satisfaction with regard to freedom and concen-
tration while preparing for a picture when using the proposed interface compared to the
handheld remote control (Table 4.7). About 90% of participants reported a satisfied ex-
perience with the gesture interface (ratings of “Excellent” and “Good”), while about 66%
participants felt satisfied with the handheld remote control, both the button and touch in-
terfaces. An ANOVA test showed a significant effect, F(2,33) = 3.79, p = 0.03. Moreover,
the post hoc tests by Tukey HSD showed that the gesture interface against touch remote
control had a significant effect (p = 0.03). However, there were no significant effects of
gesture interface vs. button remote control (p = 0.19) and button vs. touch remote control
(p = 0.64).
Table 4.7: Freedom and concentration while preparing for a picture
Excellent Good Fair Poor Very poor
Gesture interface 41.7% 50.0% 8.3% 0.0% 0.0%
Remote (button) 16.7% 50.0% 33.3% 0.0% 0.0%
Remote (touch) 0.0% 66.7% 25.0% 8.3% 0.0%
Finally, participants rated their overall satisfaction with the proposed gesture interface
compared to the handheld remote control (Table 4.8). All of the participants reported
a satisfied experience with the gesture interface, while about 80% and 60% participants
felt satisfied with the button remote control, and touch remote control respectively. An
ANOVA test showed a significant effect, F(2,33) = 3.98, p = 0.03. Furthermore, the post
hoc tests by Tukey HSD showed that the gesture interface against touch remote control
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had a significant effect (p = 0.02). But there were no significant effects of gesture interface
vs. button remote control (p = 0.17) and button vs. touch remote control (p = 0.63).
Table 4.8: Impression of proposed interface vs. handheld remote control
Excellent Good Fair Poor Very poor
Gesture interface 41.7% 58.3% 0.0% 0.0% 0.0%
Remote (button) 8.3% 75.0% 16.7% 0.0% 0.0%
Remote (touch) 16.7% 41.7% 33.3% 8.3% 0.0%
4.7 Summary and discussions
4.7.1 Validity of design
Here, we review the appropriateness of our design goals based on the results of the
survey and our observations of the participants’ interactions with the self-portrait camera.
We also examine whether our implementation satisfied these goals based on our observations
of how the participants used the system.
Small size of frontal screen - The participants could interact with the camera with
head gestures within a distance of 2 m. Although the participants stood 2 m from the
camera and could not see the preview in detail on the 3.5-inch screen, all of them could
still determine the zooming status and perform gestures to control zooming in/out from
close-up to upper body and take the shots.
Considering strong pattern of motion gestures - Our observations in the present study
confirm that the nodding and shaking motions are strong gesture patterns, which were
rarely triggered by accident. However, the mouth-opening motion was less distinct and
was unexpectedly recognized many times, particularly when participants were speaking
or preparing for pictures. However, this gesture is still one of the best candidates for an
intuitive gesture, as almost 60% of participants expressed a preference for it.
Head gestures only - The original motivation for introducing a head gesture interface
was that the head and face are always available in images when developing vision-based
gesture interfaces for zooming. Other gestures, such as hand or body gestures, cannot be
used if the camera is zoomed close in. In the user study, we found that head gestures
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can provide an effective interface for controlling a self-portrait camera, particularly for
controlling the zooming function.
Real-time processing - Gesture recognition can be achieved rapidly, within 1.2 ms and
0.5 ms for nodding and shaking, and mouth-opening, respectively. Thus, the algorithm used
here can be implemented and will show good performance on a modern digital camera.
The observations and survey results obtained here indicate that the proposed gesture
interface fulfills almost all of the requirements set at the beginning of the present study, thus
suggesting that it is very effective for the stated application. In general, the users reacted
very positively; they derived enjoyment from interacting with the self-portrait camera and
were satisfied with the concept of the gesture interface. However, there were several slight
problems, and these are discussed in the following subsection.
4.7.2 Limitations and future work
Our proposed self-portrait system is a “proof-of-concept” implementation, and so there
were some hardware limitations. We used a Canon DSLR camera to take portraits, a
PC connected to the camera for image processing and gesture recognition, and an iPhone
attached to the camera as a frontal screen. These hardware limitations were frustrating
for users when considering a practical self-portrait camera. However, we believe that the
development of a smart camera or computational camera [13] equipped with a frontal screen
and supporting custom programming will soon be developed. We hope to implement the
gesture interface described here in such cameras in the future.
While the proposed gesture-recognition algorithm achieved a good level of accuracy,
better results are expected with future improvements. The development of methods for
extracting facial features to allow localization of the eyes, nose, mouth, and lips for detecting
accurate facial motions is also expected in future.
Another limitation of the proposed interface is the inability to map to many more
camera functions, such as aperture, shutter speed, ISO, white balance, and so forth. Further
studies are required to develop an improved gesture interface to provide access to such
camera functions.
In the future, we will improve the system for intermediate users and consider the re-
sult of portrait pictures. For example, we will consider helping users to take professional
photographs, like showing example postures on the screen and letting users imitate them.
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More long-term plans include discussions with professional photographers and self-
portrait experts and exploring practical self-portrait camera features.
We have in mind the following three categories of practical use: 1) Photographers, who
are able to take excellent self-portrait photographs of others, but who may find it difficult
to take their own photographs. The self-portrait camera can help them explore their self-
portraits. 2) Photography learning, people who want to learn portrait photography, but
they find it difficult to find a model to take pictures. They can use self-portrait camera to
practice on themselves. 3) Common users, who take self-portraits for fun and they want to
share them.
4.8 Usage scenarios and potential applications
The proposed head gesture interface is not only can be applied to the self-portrait
camera, but also other areas of applications. For example, in the study of surveillance
camera that, aims at retrieval of events, people, or faces from video [101]. We can also
apply face tracking [102] and gesture recognition to recovery actions of people. Another
example is video chat system that, by using head tracking, it can provide an intuitive view
changing method to control a PTZ camera [103]. But by applying the gesture recognition
technique based on the tracking, it can provide more function controls, such as fast zooming,
command triggering, etc. A last example is that, the potential applications on smart phone
or tablet PC. The front camera on these devices makes it possible to develop new vision-
based interaction techniques, and leveraging face and head gestures to interact with the
devices. One successful study was reported in [104].
4.9 Related work
The vision-based head gesture interface has been studied by several researchers [73],
[76], [78], [81], [82], [83], [105], [106], [107]. One typical gesture recognition scheme pre-
sented by Davis [106] uses feature tracking on face region to estimate head motions, and
then utilizes a Finite State Machine (FSM) to recognize nodding and shaking gestures.
The author used the gestures for a simple dialog-box agent and acquired yes/no acknowl-
edgement from the user. However, it needed a hardware equipment, IBM PupilCam, to
detect the face, thus limiting its practical application. Li [73] modified the recognition
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scheme and introduced the block motion vectors to perform motion estimation, which re-
duced computational requirements and enabled the use of a single camera to run on mobile
devices. However, it required the user to place his/her head at predefined positions in order
to perform the gestures. Tan [105] introduced the use of coordinates of eyes to judge the
direction of face’s movement. A hidden Markov model (HMM) was trained to perform head
nodding and shaking recognition. The limitation reported by the author is that, by using
eye locating method, it was easy to generate wrong results when the user moved his/her
head in one direction continuously. Other proposals such as the use of stereo camera [76],
or context knowledge [81] to improve the recognition were also reported.
On the other hand, facial gestures, such as mouth-opening and eyebrow-raising, that
work together with head gestures, were also studied and proved to be an effective way to
trigger commands [82], [83], [107].
Although the head gestures and facial gestures were widely studied, few of the studies
addressed the zoom interface by using head gestures. In this work, we present an intuitive
function mapping of zoom. Because humans can easily perform the nodding and shaking
gestures continuously, it is appropriate to map them to zooming in/out respectively. This
was verified in our user study, as described in Section 5.
We also improved the gesture recognition reported in [73], [106]. We use a safe zone
around the face to perform auto-initialization and quickly exclude casual head movements.
A simplified motion estimation by using optical-flow for “good features to track” [92] on face
is used to achieve good performance and motion tracking accuracy. These improvements
offer an effective head gesture interface.
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Chapter 5
Conclusion
This thesis described the studies of vision-based gesture interfaces for interacting with
a self-portrait camera. It introduced three types of gesture interfaces: 1) hand gesture
interface, 2) motion-based hand gesture interface, and 3) head gesture interface. Figure
5.1 shows the study progress curve of the three interfaces. From the starting point, we
found some limitations on the conventional approaches regarding taking self-portraits, then
we proposed our approach, that is, to use hand gestures to interact with the camera.
After we got several results, we proposed the motion-based gestures, and developed a rich
gesture interface for controlling a DSLR camera. Finally, in the third study, we considered
developing a zooming interface and made it work on a small size of front screen. The three
types of interfaces helped users interact with self-portrait camera and take self-portraits
with both effectiveness and efficiency. The experiments evaluated the usability and showed
that the gesture interface is more useful for interacting with a self-portrait camera than the
conventional camera interfaces. We believe the proposed three types of vision-based gesture
interfaces are a promising concept for the future development of self-portrait cameras.
5.1 Contributions
Our main contribution in this work is demonstrating a new method, vision-based gesture
interface for interacting with a self-portrait camera. We implemented three types of gesture
interfaces to explore the possibility of gesture-based interaction.
In hand gesture interface, we first investigated the design of a new interaction approach
for self-portrait camera. And then we introduced the image processing algorithm of ges-
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Figure 5.1: The study progress curve.
ture recognition that is used for detecting hand fingertip and hand directional movement
gestures. We have implemented a prototype system and showed it to various audiences.
Our experiment results showed that the proposed system got good evaluations of user ex-
perience, and the accuracy of gesture recognition achieved good performance. The review
of conventional interaction approaches, and highlights of the advantages of our approach
for taking self-portraits were also reported in this study.
In motion-based hand gesture interface, we introduced a completely real-time motion-
based gesture recognition technique, which provides the robustness against lighting and
color conditions, and offered to develop a rich gesture interface for controlling not only
digital, but also analog parameters. The motion estimation was implemented by arranging
a set of tracking points at a specific region on an image frame, and the optical flow at these
points is calculated repeatedly in sequences of image frames to recognize the gestures.
This method can greatly reduce the computing complexity and does not require any pre-
training. The three types of motion gestures, waving, eight-direction selection, and circling,
were recognized. By combining these gestures we developed a rich gesture interface for
controlling a professional DSLR camera with various brightness-sensitive functions, such
as aperture, shutter speed, ISO, white balance, and shutter trigger. Our experiments
confirmed that the proposed motion-based gesture recognition method can achieve good
performance and get good accuracy. And the gesture interface performed much better than
those using conventional techniques such as contact-based interface and self-timers.
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In head gesture interface, we presented a head gesture recognition algorithm for devel-
oping a zooming interface. We also aimed to develop a gesture interface that works well
with a small sized front facing screen. The intuitive nodding and head-shaking gestures
were recognized and control the camera zoom in/out on the face, and a mouth-opening
gesture triggers the camera to take a picture. In the experiments, we confirmed that n-
odding and shaking gestures are very suitable for mapping to zooming function and work
well with small size front facing screen. We also found that the gesture interface has a high
degree of usability (effectiveness, efficiency, and satisfaction) and performed much better
than handheld remote control for interacting with a self-portrait camera.
Summary of our conclusions, 1) gesture interface is an effect technique to interact
with self-portrait camera. It has a high degree of usability; it is superior to conventional
techniques, such as contact-based self-timer and remote controller. 2) the motion-based
gestures are appropriate when developing a vision-based gesture interface for self-portrait
cameras.
5.2 Future work
Our study demonstrated the gesture interface can be a promising technique for inter-
acting with a self-portrait camera. In the future, first we would like to consider the result
of portrait photographs, such as professional studio photograph to improve not only the
interaction approach but also the quality of photography. Second, we want to explore the
development of self-portrait system with gesture interface that works with little feedback
or without visual feedback, such as imaginary interface [108], eye-free interface [109]. This
will allow the self-portrait camera to work outdoors without clear preview on the front
screen. Finally, we want to pursue the potential of proposed gesture interfaces to other
applications, such as HMD, AR, robot interaction, etc.
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