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Abstract
This paper considers deep visual recognition on long-tailed data, with the majority
categories only occupying relatively few samples. The tail categories are prone to
lack of within-class diversity, which compromises the representative ability of the
learned visual concepts. A radical solution is to augment the tail categories with
higher diversity. To this end, we introduce a simple and reliable method named
Memory-based Jitter (MBJ) to gain extra diversity for the tail data. We observe that
the deep model keeps on jittering from one historical edition to another, even when
it already approaches convergence. The “jitter” means the small variations between
historical models. We argue that such jitter largely originates from the within-class
diversity of the overall data and thus encodes the within-class distribution pattern.
To utilize such jitter for tail data augmentation, we store the jitter among historical
models into a memory bank and get the so-called Memory-based Jitter. With slight
modifications, MBJ is applicable for two fundamental visual recognition tasks,
i.e., image classification and deep metric learning (on long-tailed data). On image
classification, MBJ collects the historical embeddings to learn an accurate classifier.
In contrast, on deep metric learning, it collects the historical prototypes of each
class to learn a robust deep embedding. Under both scenarios, MBJ enforces
higher concentration on tail classes, so as to compensate for their lack of diversity.
Extensive experiments on three long-tailed classification benchmarks and two deep
metric learning benchmarks (person re-identification, in particular) demonstrate
the significant improvement. Moreover, the achieved performance are on par with
the state-of-the-art on both tasks.
1 Introduction
In visual recognition tasks, the long-tailed distribution of the data is a common and natural problem
under realistic scenarios [35, 18, 8, 10]. A few categories (i.e., the head classes) occupy most of the
data while the most categories (i.e., the tail classes) only occupy relatively few data. Such long-tailed
distribution significantly challenges deep visual recognition, including both image classification
[46, 14, 5, 35, 2, 6, 48] and deep metric learning [19, 42, 10, 32]. To be general, this paper considers
long-tailed visual recognition on these two elemental tasks with a uniform motivation.
We recognize the insufficient within-class diversity of the tail classes as the most prominent reason
that hinders long-tailed deep visual recognition. Given various images of a same class, a deep model
basically maps them into a compact cluster in deep embedding space, yielding a corresponding visual
concept.
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Figure 1: Visualization of the feature distribution on CIFAR-10 with t-SNE. When a specified class
("ID-10") degrades from head (a) to tail (b), its visual concept corrupts to a very limited scope in
the deep embedding. The classification accuracy dramatically decreases from 94.6% to 50.6%. In
(c), MBJ collects historical tail features (ID-10*) into a memory bank to augment the tail class. The
historical tail features significantly enrich the corresponding within-class diversity. Accordingly, the
classification accuracy increases from 50.6% to 88.6%.
Since the tail classes have very limited amount of training samples, the learned visual concepts are
not representative, which deteriorates the recognition accuracy. To better illustrate this point, we
visualize the deep embedding of CIFAR-10 in Fig. 1. When a specified class ("ID-10") degrades
from head (Fig. 1(a)) to tail (Fig. 1(b)), its visual concept reduces to a very limited scope in the
embedding space. Consequentially, when we employ the model for inference, samples from "ID-10"
may exceed the already-learned scope and are thus easily mis-classified. Intuitively, a radical solution
is to augment the tail classes with higher diversity.
During the seek for additional diversity, we notice the jittering phenomenon of deep model, which
means the small variations between historical models, and find it informative. Specifically, the deep
model keeps on jittering from one edition to another as the training progresses, even when it already
approaches convergence. The phenomenon is consistent with the observation in many literature
[40, 16, 31]. Contrary to their attempt to avoid or suppress the model jitters (as to be discussed in
Section 2 in details), we consider that these jitters are informative. Experimental investigation shows
that such jitters largely originate from the within-class diversity of the overall data, because increasing
the training data per class usually enlarges the jittering amplitude (as to be detailed in Section 3.1).
We thus infer that the model jitters encode the within-class diversity and offer clues to augment the
tail data.
With the above insight, we propose Memory-based Jitter (MBJ) for long-tailed visual recognition.
MBJ collects the jitters among historical models, iteration by iteration, and stores them into a memory
bank, yielding the so-called Memory-based Jitter. With slight modifications, MBJ is capable to
accommodate two elemental visual recognition tasks. On image classification, MBJ collects the
historical embeddings with higher concentration on tail classes. Correspondingly, it significantly
enriches the tail diversity (as shown in Fig. 1(c)), enhances the corresponding representative ability
and increases classification accuracy. In contrast, on deep metric learning, MBJ collects the historical
prototypes (i.e., the weight vectors in the classification layer). The multiple prototypes jointly
supervise the tail samples, which promotes better generalization ability of the learned embedding.
We note that MBJ is also featured for a novel re-balancing strategy. To enforce higher concentration
on the tail classes, MBJ abandons the common practices of re-sampling the raw images (which has
been evidenced as compromising deep embedding learning [46, 14]) or re-weighting the classes
[6, 13, 41]. Instead, MBJ re-samples the historical features / prototypes from memory and maintains
natural probabilities for sampling the raw images. The detailed differences between MBJ and prior
methods w.r.t. re-balancing strategy are discussed in Section 2.
The main contributions of this paper are summarized as follows:
• We find that the model jitters are informative. They encode the within-class diversity of the
overall data and offer reliable resources to gain extra diversity for tail data augmentation.
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• We propose Memory-based Jitter to improve deep visual recognition on long-tailed data.
MBJ is compatible to two elemental visual tasks, i.e., image classification and deep metric
learning, with slight modifications.
• We conduct extensive experiments on three classification benchmarks and two person
re-identification benchmarks under long-tailed scenario. On all these benchmarks, we
demonstrate the superiority of our methods with significant improvement over the baseline,
as well as state-of-the-art performance.
2 Related work
Re-balancing strategy matters for long-tailed classification. Since the tail classes have relatively
few samples, it is intuitive to highlight them during training. To this end, there are two popular
re-balancing strategies, i.e., re-weighting[13, 41, 6] and re-sampling[25, 45, 3, 4]. Re-weighting
strategy allocates larger weights to tail classes in loss function. Re-sampling over-samples the raw
images of the tail classes for training. Some recent works rethink these strategies and make further
improvement. For example, re-weighting strategy provides no diversity for the tail classes. [46, 14]
find that re-sampling the raw images actually compromises the deep embedding, in spite of the overall
improvement.
In comparison, the re-balancing strategy of our method is novel. To highlight the tail classes, MBJ
re-samples the memory, rather than the raw images. The advantages are two-fold. On the one hand, it
naturally decouples the operations of sampling the raw images and highlighting the tail classes. It thus
avoids the potential deterioration to the deep embedding [46, 14]. On the other hand, with continuing
jitters, the re-sampled memory explicitly provides extra diversity for the tail data. Combining these
two advantages, MBJ significantly improves long-tailed visual recognition.
Memory-based learning has been explored in several computer vision domains [11, 31, 16, 40, 24,
47]. In unsupervised learning, [11] employs memory to include more data in the dictionary. It shows
that larger optimization scope within a optimization step is beneficial for unsupervised learning
[11]. In semi-supervised learning, [16, 31] enforce consistency between historical predictions. Such
consistency offers auxiliary supervision for the unlabeled data. In supervised deep metric learning,
[40] uses memory to enhance the hard mining effect. Regardless of their objectives of using memory,
they all hold a negative attitude towards the jitters. [11] and [16, 31] suppress the jitters with
momentum and consistency constraint, respectively. [40] tries to avoid the jitters by delaying the
injection of memory.
In contrast to their negative attitude towards jitters, we find that the jitters are informative and provide
clues to substantially augment the tail classes. As a major contribution of this work, we analyze the
mechanism in Section 3.1 and experimentally validate its effectiveness in Section 4.
Moreover, we notice a recent work IEM [48] also employs memory for long-tailed image classifica-
tion. We compare MBJ against IEM in details for clarity.Our method significantly differs from IEM
in three aspects, i.e., the applied task, the mechanism and the achieved performance. First, IEM is
specified for image classification, while MBJ improves both image classification and deep metric
learning with a uniform motivation. Second, IEM considers tail classes are harder to recognize, and
thus employ more prototypes from the memory for higher redundancy, while MBJ employs the jitters
in memory to augment the diversity of tail data. Finally, on image classification task, MBJ maintains
competitive performance with significantly higher computing efficiency. IEM requires extraordinary
large amount of memory (up to 50000 per class), and achieves an error rate of 33% on iNaturelist. In
contrast, MBJ only stores 25000 memorized features in total and achieves an error rate of 31.36%
(-1.64% error) on iNaturelist18 [34].
3 Proposed Method
3.1 Informative Jitters
We first analyze the cause of model jitters and explain why it is informative for tail data augmentation.
First, given the abundant training data, model jitters are inevitable. The optimization of deep
learning is based on the Stochastic Gradient Decent (SGD) [1]. To learn from the abundant data,
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Figure 2: The change of jittering ampli-
tude during training in different amount
of training data. We change the number
of samples per head class (from 5000
to 100) to control the diversity degree.
The ordinate represents the angular vari-
ance between historical features of one
instance, which indicates the jittering
amplitude. The abscissa represents the
iteration number during training.
SGD divides the whole data into several minibatches, and updates the model iteratively. It thus
inevitably (slightly) biases the model to the current minibatch, resulting in jitters from one iteration
to the next. Second, the data between neighboring minibatches present within-class diversity (as
well as some degree of inter-class diversity), because samples from a same class are scattered among
several minibatches. These two factors jointly endow the model jitters with information encoded
from within-class diversity.
To validate the above hypothesis, we experimentally investigate the impact of the diversity degree
on the jitter amplitude. We conduct the toy experiment on CIFAR-10 [15, 33]. We set a specified
class as the tail class and observe the jitter of a single tail sample. Since the samples are transformed
into a feature vector in the deep embedding, we calculate the geometrical angular variance between
historical features to indicate the jitter amplitude. We change the number of samples per head class
(from 5000 to 100) to control the diversity degree. The jitter amplitudes corresponding to different
data diversity degrees are shown in Fig. 2, from which we draw three observations.
First, we observe a clear jitter phenomenon under all the settings. We note that the model has already
approached convergence during this observation. It confirms our argument about the existence of
the model jitter. Second, the data diversity directly impacts the jitter amplitude. Larger amount of
samples per (head) classes incurs larger jitter to a single sample of the tail class. It validates that
the the model jitter largely originates from the overall within-class diversity. Third, the jitters need
accumulation over several iterations to reach a stable level. It thus motivates us to store the model
jitters with memory bank.
Based on the above observations and arguments, we propose Memory-based Jitter module to utilize
the jitter for tail data augmentation. MBJ is simple yet effective. With a slight modification, it is
capable to accommodate both image classification and deep metric learning tasks.
3.2 Image classification
On image classification, MBJ module stores the features in current mini-batch to form a feature
memory as shown in Fig.3. To compensate for the insufficient diversity of tail classes, MBJ re-
balances each class with higher sampling probability on tail classes. Specifically, each feature
in current mini-batch is sampled into the memory bank according to a certain probability. The
probability is class-specific and dependent on the sample volume of each class. MBJ assigns small
sampling probabilities to head classes, as well as large sampling probabilities to tail classes, which is
formulated as:
Pi =
(1/Ni)
β∑
i (1/Ni)
β
(1)
where the Ni is the sample number of the i-th class, Pi is the corresponding sampling probability,
and β is a hyper-parameter to control the strength of re-balancing. Intuitively, a larger β results in
higher concentration on the tail classes. We use β = 1.5 in all of our experiments.
To control the memory size, we use a queue strategy for updating the memory bank. After the memory
bank reaches its size limitation, we enqueue the newest features with labels, and dequeue the oldest
ones. Notably, MBJ only requires a very small memory size to achieve significant improvement.
Given the feature memory along with the batch features, MBJ combines both of them to learn the
classifier in a joint optimization manner. Specifically, MBJ uses the features in current mini-batch
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Figure 3: MBJ for image classification collects historical features into memory with higher concen-
tration on tail classes. MBJ randomly samples the raw images and transforms them into a batch of
features with a convolutional neural network. Given current batch features, MBJ uses a class-specific
sampling strategy to collect the features from different classes. Head classes have smaller sampling
probability and tail classes have larger sampling probability. These features are stored into a memory
bank, i.e., feature memory. MBJ combines the feature memory and the batch features to learn the
classifier. The feature memory compensates the tail classes with higher diversity.
and the weight vectors in the classification layer to deduce a cross-entropy loss, i.e., the loss Lbatch.
Meanwhile, MBJ uses the memorized features and the weight vectors in the classification layer to
deduce another cross-entropy loss, i.e., the loss Lmemory . We note that Lmemory only have gradients
back-propagated to the weight vectors, because the memorized features do NOT require to be updated
by back-propagation. In another word, the memorized features remain unchanged until they are
dequeued from the memory bank. Given the batch loss Lbatch and the memory loss Lmemory , MBJ
simply sums them up by:
Ltotal = Lmemory × η + Lbatch, (2)
in which η is a weighting factor.
3.3 Deep metric learning
A popular baseline [22, 19, 28, 26, 21, 29, 30] for deep metric learning is as follows: during training,
we learn a classification model on the training set. During testing, the distance between two images
are measured under the learned deep embedding. To improve deep metric learning on long-tailed
data, MBJ shifts its emphasis from tail feature augmentation (as in Section 3.2) to tail prototype
augmentation. Specifically, the weight vectors in the classification layer are typically recognized
as prototypes for each class. These prototypes also present jitters during training. MBJ collects the
historical prototypes to form a prototype memory with higher concentration on the tail classes.
The re-balancing strategy is exactly the same as that in classification. So we omit the detailed
description. Given the prototypes in memory and the up-to-date prototypes, MBJ combines both
to learn the features. For a specified feature x in current mini-batch, we denote the corresponding
prototypes in memory as m and the corresponding up-to-date prototypes as w. In Eq.3 and Eq.4, we
use the subscripts p and n to mark the prototypes that is the same class as x and the different class
from x respectively.
We use a popular loss function , i.e., CosFace [38], to learn with the up-to-date prototypes, which is
formulated by:
Lbatch = log
(
1 +
C−1∑
k=1
exp
(
α(xwkn + δ − xwp)
))
(3)
in which C is the number of class, α is a scale factor and δ is a margin for better similarity separation.
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In the prototype memory, there may be multiple prototypes for each class in memory bank. Some
canonical classification losses [27, 20, 37, 38, 36, 7] do not accommodate multiple prototypes per
class.
We find that Circle Loss[28] provides an unified loss, which allows multiple similarities associated
with a single sample feature. Given a sample features x, let us assume there are P positive prototypes
(i.e., prototypes for the target class of x), andN negative prototypes (i.e., prototypes for the non-target
class). We modify Circle Loss to learn from the prototype memory by:
Lmemory = log
(
1 +
N∑
j=1
exp
(
α(xmjn + δ)
) P∑
i=1
exp
(− α(xmip))) (4)
Similar to classification, MBJ sums the two types of loss by Eq.2 in deep metric learning. We note
that two editions of MBJ share most of implementation details, except for the objects to be memorized
(and the corresponding loss). To improve the classification accuracy, MBJ memorizes the historical
embeddings; To improve the retrieval accuracy, MBJ memorizes the historical prototypes. These two
editions of MBJ have a dual pattern against each other (as to be detailed in Section 4.4).
4 Experiments
Section 4.2 and Section 4.3 evaluate MBJ under image classification task and deep metric learning
task, respectively. Section 4.4 conducts ablation study to show that MBJ favors feature memory for
classification and prototype memory for deep metric learning, respectively.
4.1 Datasets and setup
Classification task. Inaturalist18 is a large-scale real-world dataset with extremely imbalanced
label distribution. It is composed of 437,513 images from 8,142 categories. We adopt the official
training and validation splits for our experiments. The original versions of CIFAR-10 and CIFAR-100
contains 50,000 training images and 10,000 validation images of size 32x32 with 10 and 100 classes
respectively. Following [5], we create several long-tail version of CIFAR datasets. We use an
imbalance ratio ρ to denote the ratio between sample size of the most frequent and least frequent class,
i.e., ρ = NmaxNmin , and this imbalance follows an exponential decay in sample sizes across different
classes. Imbalanced ratio in our experiments are 10 , 50 and 100, respectively.
Deep metric learning. Market-1501[43] and DukeMTMC-reID[23, 44] are widely used in person
re-identification. Following the settings in feature cloud [19], we synthesize several long-tailed
editions based on the original datasets. We mark the top H most frequent identities as head classes.
The rest are treated as tail classes and the number of samples is reduced to 5 for each tail class
(denoted as S5). In our experiments, we set the H to 100, 50 and 20 respectively and form the
training sets of <H100,S5>, <H50,S5>, <H20,S5>.
4.2 Experiments on classification
Table 1 compares MBJ with baselines and several state-of-the-art methods. We adopt two baselines,
i.e., CE Basel. and the Focal Basel. They are the canonical classification network trained with
cross-entropy loss and focal loss [17], respectively. We draw three observations as follows:
First, MBJ significantly improves the baselines on all the three datasets. For example, compared
with the cross-entropy baseline, MBJ reduces the error rate by −10.88%, −7.44% and −11.48% on
CIFAR-10 (imbalanced ratio 100), CIFAR-100 (imbalanced ratio 100) and iNaturalist18, respectively.
Second, comparing MBJ with state-of-the-art methods, we find that MBJ achieves competitive
accuracy. On CIFAR-10 (imbalanced ratio 100), the error rate of MBJ is lower than the second best
method BBN by −1.42%. On the large scale dataset iNaturalist18, MBJ achieves 31.36% error rate,
which is lower than second best method LDAM-DRW by −0.64%.
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Table 1: Comparison with baselines and the state-of-the-art methods on long-tailed CIFAR-10,
CIFAR-100 and iNaturalist18. We report top-1 error rates. Best results are in bold. IEM* denotes the
IEM [48] using global feature for fair comparison.
Dataset Long-tailed CIFAR-10 Long-tailed CIFAR-100 iNaturalist18
Imbalanced ratio 100 50 10 100 50 10 -
Basel. (CE) 29.64 25.19 13.61 61.68 56.15 44.29 42.84
Basel. (Focal) [17] 29.62 23.28 13.34 61.59 55.68 44.22 -
CB Focal [6] 25.43 20.73 12.90 60.40 54.83 42.01 38.88
LDAM-DRW [5] 22.97 18.97 11.84 57.96 53.38 41.29 32.00
BBN [46] 20.18 17.82 11.68 57.44 52.98 40.88 33.71
IEM* [48] - - - - - - 33.00
MBJ 18.76 13.31 11.96 54.24 47.44 38.75 31.36
4.3 Experiments on deep metric learning
We evaluate MBJ under a popular deep metric learning task (re-ID, in particular). We note that
the long-tail problem on this task has been noticed very recently, and the competing methods are
relatively few. Table 2 compares MBJ with re-ID baseline and a state-of-the-art method (Feature
Cloud[19]), from which we draw two observations:
First, under typical long-tailed distribution, MBJ significantly improves the re-ID baseline. When
there are only 20 head classes and 5 samples per tail class (<H20,S5>), MBJ achieves +11.1% and
+10.9% mAP on Market-1501 and DukeMTMC-reID, respectively.
Second, MBJ marginally surpasses the recent state-of-the-art, i.e., Feature Cloud [19]. For example,
under three long-tailed condition on Market-1501, MBJ achieves 72.6%, 68.8% and 66.7% mAP,
which are higher than Feature Cloud by +3.9%, +1.5% and +2.6%, respectively.
Many memory bank based methods are implemented using a momentum update to avoid reducing
the representations’ consistency of the content in memory bank, while MBJ is different from them.
In MBJ, we argue that the model jitters stored in memory bank are informative and offer cues to
augment tail classes with higher diversity. we apply momentum update for memory bank, the result
of which is shown as MBJ* in table 2. We find it considerably deteriorates the performance. For
example, under the setting of DukeMTMC-reID <H20,S5>, the mAP and Rank-1 accuracy of MBJ*
is 54.4% (-3.5%) and 72.3% (-3.2%), respectively.
Table 2: Evaluation of MBJ on long-tailed re-ID task. We report Rank-1 accuracy (R-1) and mAP on
Market-1501 and DukeMTMC-reID. Under each dataset, there are three different long-tail conditions.
MBJ* denotes the the memory bank of MBJ is implemented using a momentum update. Best
performance are in bold.
Dataset→ Market-1501 DukeMTMC-reID
Method ↓ <H100,S5> <H50,S5> <H20,S5> <H100,S5> <H50,S5> <H20,S5>mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1
Baseline 62.8 83.8 60.5 80.7 55.6 78.6 52.6 70.3 48.0 67.7 47.0 66.0
Feature cloud [19] 68.7 86.5 67.3 84.9 64.1 83.2 55.6 74.8 53.1 73.0 52.4 72.7
MBJ* 71.2 87.3 67.1 85.1 66.0 84.2 59.4 77.5 54.2 73.2 54.4 72.3
MBJ 72.6 88.4 68.8 86.2 66.7 84.8 60.8 78.6 56.7 74.4 57.9 75.5
4.4 Ablation study
While MBJ shares a uniform underlying mechanism for classification and deep metric learning, it has
some task-specific modifications. In Section 3.2, MBJ stores the historical features for classification.
In Section 3.3 , MBJ stores the historical prototypes. We explain such modifications with an
ablation study. We implement three different editions of MBJ, i.e., MBJ-W (storing prototypes),
MBJ-F (storing features) and MBJ-WF (storing both prototypes and features) and investigate their
performance in Fig. 4.
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Figure 4: The performance comparison between several variant implementation of MBJ on CIFAR-
10(imbalanced ratio 100) and Market-1501(<H50,S5>). In (a), MBJ-F achieves the lowest error rate
on classification. In (b), MBJ-W achieves the best performance on deep metric learning, which does
not get incremental improvement even combined with MBJ-F.
For classification task, we draw two observations from Fig. 4(a). First, compared with the baseline,
MBJ-F significantly reduces the error rate, while MBJ-W barely shows improvement. Second,
MBJ-WF is inferior to MBJ-F with +3.3% error rate. It indicates that adding prototype memory
actually deteriorates MBJ-F. So we adopts feature memory to implement MBJ for classification task.
For deep metric learning task, we draw three observations from Fig. 4 (b). First, all editions of MBJ
significantly improve the re-ID accuracy over the baseline. Second, comparing MBJ-W with MBJ-F,
we find that MBJ-W is superior (with +2.8% mAP). Third, comparing MBJ-W with MBJ-WF, we
find that adding feature memory to MBJ-W does not bring incremental improvement.
Based on the above investigations, we adopts a respective memory type for these two long-tailed
visual recognition tasks, i.e., MBJ-F (feature memory) for classification and MBJ-W (prototype
memory) for deep metric learning.
5 Conclusion
This paper proposes Memory-based Jitter (MBJ) to improve long-tailed visual recognition under both
deep classification and deep metric learning tasks. The insights behind MBJ are two-fold. First, the
model jitters encode the within-class diversity of the overall data and are thus informative. Second,
storing these jitters provides extra augmentation for the tail data. Experimental results confirm
MBJ significantly improves the baseline and achieves state-of-the-art performance both on image
classification and deep metric learning.
An interesting observation is that MBJ favors different types of memory, depending on the specified
task. For image classification, it favors the feature memory, while for deep metric learning, it favors
the prototype memory. The underlying reasons for such preference are remained to be explored in
our future work.
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Appendix
A More Details on Deep Metric Learning
As shown in Fig.5, Memory-based Jitter (MBJ) for deep metric learning collects historical prototypes,
i.e., the classifier weight vectors, into the memory with higher concentration on tail classes. Specif-
ically, each prototype in current classifier is sampled into the memory bank according to a certain
probability. The probability is class-specific and dependent on the sample volume of each class. MBJ
assigns small sampling probabilities to head classes, as well as large sampling probabilities to tail
classes, which is formulated as:
Pi =
(1/Ni)
β∑
i (1/Ni)
β
(5)
where Ni is the sample number of the i-th class, Pi is the corresponding sampling probability, and
β is a hyper-parameter to control the strength of re-balancing. Intuitively, a large β results in high
concentration on the tail classes. We set β to 1.5 in deep metric learning task.
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Figure 5: MBJ for deep metric learning collects historical prototypes into memory with higher
concentration on tail classes. MBJ randomly samples the raw images and transforms them into a
batch of features in embedding space with a convolutional neural network. MBJ uses a class-specific
sampling strategy to collect the prototypes, i.e., the classifier weight vectors, from different classes.
Head classes have small sampling probability and tail classes have large sampling probability. These
prototypes are stored into a memory bank, i.e., prototype memory. MBJ combines the prototype
memory and the classifier to learn the embeddings. The prototype memory compensates the tail
classes with higher diversity.
B Implementation Details
Implementation details on CIFAR. For long-tailed CIFAR-10 and CIFAR-100 datasets, following
the data augmentation strategies proposed in [12], we randomly pad the images with 4 pixels on each
side, crop a 32× 32 patch and flip it horizontally with a probability of 0.5. In all experiments, we
use ResNet32[12] as our backbone network and use stochastic gradient descend with momentum of
0.9, weighting decay of 2× 10−4 for training. The model is trained with a mini-batch size of 32 for
200 epochs on a single GPU. The initial learning rate is set at 0.1 and decayed by 0.01 at the 120th
and 160th epoch respectively. The first five epoch is trained with the linear warm-up learning rate
schedule [9]. For the experiments on CIFAR, the hyper-parameters are set as follows: The loss ratio
η (Eq. 2) is set to 15. The memory size is set to 500. The re-balancing factor β (Eq. 5) is set to 1.5.
Implementation details on iNaturalist18. We follow the same training strategies in [9] with batch
size of 128 on four GPUs. The image is resized by setting the shorter side to 256 pixels, and then
we randomly crop a 224× 224 patch from it or its horizontal flip. The backbone network we use is
ResNet-50[12]. We train the network for 180 epochs with an initial learning rate of 0.01, which is
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decayed by 0.1 at the 120th and 160th epoch. The first five epoch is trained with the linear warm-up
learning rate schedule [9]. For the experiments on iNaturalist18, the hyper-parameters are set as
follows: The loss ratio η (Eq. 2) is set to 15. The memory size is set to 25000. The re-balancing
factor β (Eq. 5) is set to 1.5.
Implementation details on person re-identification. We adopt ResNet50 [12] as our backbone
network. The last layer of network is followed by a Batch Normalization layer. The Adam optimizer
is adopted to optimize the model. We train the model for 120 epoch with batch size of 64. The
initial learning rate is set to be 3.5× 10−4 and is decayed by 0.1 at the 40th epoch and 70th epoch
respectively. We use CosFace[39] as the loss function. The scaling factor and margin of CosFace are
set to 16 and 0.2, respectively. For the experiments on person re-identification, the hyper-parameters
are set as follows: The loss ratio η (Eq. 2) is set to 1/7. The memory size is set to 3500. The
re-balancing factor β (Eq. 5) is set to 1.5.
C Additional Ablation Study
In MBJ, the model jitters provide higher diversity for tail data and thus improve visual recognition on
long-tailed data. We wonder whether the model jitters benefit visual tasks on balanced data as well.
To this end, we use MBJ on standard CIFAR-10 and Market-1501. The results are shown in Table 3,
from which we observe that MBJ does not bring any improvement over the baseline. It indicates that
the model jitters are informative only for augmenting the tail data, rather than the balanced data. It is
consistent with the motivation of our work.
Table 3: MBJ does not improve the baseline on balanced data (the standard CIFAR-10 and the original
Market-1501). We report Rank-1 accuracy (R-1) and mAP on Market-1501, and top-1 error rate on
CIFAR-10.
Dataset→ CIFAR-10 Market-1501
Methods↓ Error rate mAP R-1
Baseline 7.12 82.7 93.3
MBJ 7.23 83.0 93.3
In Table 4 and 5, we provide the performance of MBJ on tail, medium and head classes of CIFAR-
10/100 (imbalanced ratio 100) and iNaturalist18. We find that on CIFAR-10/100, compared with
baseline, MBJ deteriorate the performance of head and medium classes, but the performance of tail
class is greatly improved. the overall error rate of CIFAR-10 and CIFAR-100 significantly drops
10.87 and 7.44, respectively . On iNaturalist18, the error rate of head, medium and tail classes drops
consistently. Cpmpared with baseline, the overall error rate drops 11.48.
Table 4: Error rates of head classes, medium classes and tail classes on CIFAR-10 and CIFAR-100
long-tailed datasets.
Dataset CIFAR-10 (imbalanced ratio 100) CIFAR-100 (imbalanced ratio 100)head medium tail overall head medium tail overall
Baseline 4.50 26.79 38.96 29.63 25.80 43.50 79.70 61.68
MBJ 7.55 27.50 19.58 18.76 32.00 47.05 64.05 54.24
Table 5: Error rates of head classes, medium classes and tail classes on iNaturalist18.
Dataset iNaturalist18head medium tail overall
baseline 33.63 39.96 46.87 42.84
MBJ 30.20 31.99 31.53 31.36
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