In this paper, we establish a large deviation principle for a type of stochastic partial differential equations (SPDEs) with locally monotone coefficients driven by Lévy noise. The weak convergence method plays an important role.
Introduction
We shall prove via the weak convergence approach [7, 10, 17] the Freidlin-Wentzell type large deviation principle (LDP) for a family of locally monotone stochastic partial differentia equations (SPDEs) driven by Lévy processes, these SPDEs include stochastic reaction-diffusion equations, stochastic Burgers type equations, stochastic 2D Navier-Stokes equations and stochastic equations of non-Newtonian fluids.
Let V be a reflexive and separable Banach space, which is densely and continuously injected in a separable Hilbert space (H, ·, · H ). Identifying H with its dual we get
where the star '*' denotes the dual spaces. Denote ·, · V * ,V the duality between V * and V , then we have
Fix T > 0 and let (Ω, F , (F t ) t∈[0,T ] , P) be a complete separable filtration probability space. Let P be the predictable σ-field, that is the σ-field on [0, T ] × Ω generated by all left continuous and The following assumptions are from [6] , which guarantee that Eq. (1.1) admits a unique solution. Suppose that there exists constants α > 1, β ≥ 0, θ > 0, C > 0, positive functions K and F and a function ρ : V → [0, +∞) which is measurable and bounded on the balls, such that the following conditions hold for all v, v 1 , v 2 ∈ V and t ∈ [0, T ]:
(H1) (Hemicontinuity) The map s → A(t, v 1 + sv 2 ), v V * ,V is continuous on R. (2) the following equality holds P-a.s.:
where X ǫ is any V -valued progressively measurable dt × P version of X ǫ .
With a minor modification of [6 and G ∈ L 1 ([0, T ]; R + ) such that for all t ∈ [0, T ] and
(2) If γ is small enough, then
Our aim in the present paper is to establish a LDP for the solution of (1.1) as
In the past three decades, there are numerous literatures about the LDP for stochastic evolution equations (SEEs) and SPDEs driven by Gaussian processes (cf. [5, 8, 9, 11, 12, 13, 14, 16, 21, 22, 24, 26, 28, 33, 34] , etc.). Many of these results were obtained by using the weak convergence approach for the case of Gaussian noise, introduced by [8, 9] , see, for example, [5, 8, 9, 16, 21, 22, 24, 26, 34] . This approach has been proved to be very effective for various finite/infinite-dimensional stochastic dynamical systems. One of the main advantages of this approach is that one only needs to make some necessary moment estimates.
The situations for SEEs and SPDEs driven by Lévy noise are drastically different because of the appearance of the jumps. There are only a few results on this topic so far. The first paper on LDP for SEEs of jump type is Rökner and Zhang [25] where the additive noise is considered. The study of LDP for multiplicative Lévy noise has been carried out as well, e.g., [27] and [7] for SEEs where the LDP was established on a larger space (hence, with a weaker topology) than the actual state space of the solution, [31] for SEEs on the actual state space, [32] for the 2-D stochastic NavierStokes equations (SNSEs). Before [32] , Xu and Zhang [30] dealt with the 2-D SNSEs driven by additive Lévy noise. We also refer to [1, 2, 4, 18] for related results.
To obtain our result, we will use the weak convergence approach introduced by [7, 10, 17] for the case of Poisson random measures. This approach is a powerful tool to prove the LDP for SEEs and SPDEs driven by Lévy noise, which has been applied for several dynamical systems. The weak convergence method was first used in [7] to obtain LDP for SPDEs on co-nuclear spaces driven by Lévy noises and in [31] for SPDEs on Hilbert spaces with regular coefficients. Paper [32] and it can tackle a large class of SPDEs, for more details, see [6, 23] and references therein. Working in the framework of [6] , the purpose of this paper is to establish a LDP for a family of locally monotone SPDEs (1.1) driven by pure jumps. In addition to the difficulties caused by the jumps, much of our problem is to deal with the monotone operator A. Using the weak convergence approach, the main point is to prove the tightness of some controlled SPDEs, see (4.4) . This is highly nontrivial. We first divide the controlled SPDEs (4.4) into three parts, and establish the tightness of each part in suitable larger space, respectively, see Proposition 4.1. And then via the Skorohod representation theorem we are able to show the weak convergence actually takes place in the spae D([0, T ], H). Finally, we mention that our framework can tackle the SPDEs with some polynomial growth, see Example 4.3 in [6] . This paper is organized as follows. In Section 2, we will recall the abstract criteria for LDP obtained in [7, 10] . In Section 3, we will show the main result of this paper. Section 4 and Section 5 is devoted to prove prior results on the controlled SPDEs (4.4), which play a key role in this paper. The entire Section 6 is to establish the LDP for (1.1).
Preliminaries

Poisson Random Measure
For convenience of the reader, we shall adopt the notation in [7] and [10] . Recall that X is a locally compact Polish space. Denote by M F C (X) the collection of all measures on (X, B(X)) such that ν(K) < ∞ for any compact K ∈ B(X)}. Denote by C c (X) the space of continuous functions with compact supports, endow M F C (X) with the weakest topology such that for every f ∈ C c (X), the function
is continuous for ν ∈ M F C (X). This topology can be metrized such that M F C (X) is a Polish space (see e.g. [10] ). Fixing T ∈ (0, ∞), we denote X T = [0, T ] × X and ν T = λ T ⊗ ν with λ T being Lebesgue measure on [0, T ] and ν ∈ M F C (X). Let n be a Poisson random measure on X T with intensity measure ν T , it is well-known [20] that n is an M F C (X T ) valued random variable such that (i) for each B ∈ B(X T ) with ν T (B) < ∞, n(B) is Poisson distributed with mean ν T (B);
For notational simplicity, we write from now on
and denote by P the probability measure induced by n on (M, B(M)). Under P, the canonical map, N : M → M, N(m) . = m, is a Poisson random measure with intensity measure ν T . With applications to large deviations in mind, we also consider, for θ > 0, probability measures P θ on (M, B(M)) under which N is a Poisson random measure with intensity θν T . The corresponding expectation operators will be denoted by E and E θ , respectively. For further use, simply denote
LetP be the unique probability measure on (M, B(M)) under which the canonical map,N :M →M,N(m) . =m, is a Poisson random measure with intensity measurē ν T = λ T ⊗ ν ⊗ λ ∞ , with λ ∞ being Lebesgue measure on [0, ∞). The corresponding expectation operator will be denoted byĒ. Let
A ∈ B(Y)}, and letF t denote the completion underP. We denote byP the predictable
we shall suppress the argumentm in ϕ(s, x,m) and simply write ϕ(s, x) = ϕ(s, x,m). Define a counting process N ϕ on X T by
The above N ϕ is called a controlled random measure, with ϕ selecting the intensity for the points at location x and time s, in a possibly random but non-anticipating way. When ϕ(s, x,m) ≡ θ ∈ (0, ∞), we write N ϕ = N θ . Note that N θ has the same distribution with respect toP as N has with respect to P θ .
For any ϕ ∈Ā the quantity
is well defined as a [0, ∞]-valued random variable.
A general criterion for large deviation principle [10, Theorem 4.2]
We first state the large deviation principle we are concerned with. Let {X ǫ , ǫ > 0} ≡ {X ǫ } be a family of random variables defined on a probability space (Ω, F , P) and taking values in a Polish space E. Denote the expectation with respect to P by E. The theory of large deviations is concerned with events A for which probability P(X ǫ ∈ A)
converges to zero exponentially fast as ǫ → 0. The exponential decay rate of such probabilities is typically expressed in terms of a 'rate function' I defined as below.
is called a rate function on E, if for each M < ∞ the level set {y ∈ E : I(y) ≤ M} is a compact subset of E.
For A ∈ B(E), we define I(A) . = inf y∈A I(y).
Definition 2.2. (Large deviation principle)
Let I be a rate function on E. The sequence {X ǫ } is said to satisfy a large deviation principle (LDP) on E with rate function I if the following two conditions hold.
a. LDP upper bound. For each closed subset F of E,
Next, we recall the general criterion for large deviation principles established in [10] . Let {G ǫ } ǫ>0 be a family of measurable maps from M to U, where M is introduced in (2.1) and U is a Polish space. We present below a sufficient condition for LDP of the family
This identification induces a topology on S N under which S N is a compact space, see the Appendix of [7] . Throughout this paper we use this topology on S N . Denote
Condition 2.1. There exists a measurable map G 0 : M → U such that the following hold.
a). For all N ∈ N, let g n , g ∈ S N be such that g n → g as n → ∞. Then
In this paper, we use the symbol "⇒" to denote convergence in distribution.
The following criterion for LDP was established in Theorem 4.2 of [10] .
, and suppose that Condition 2.1 holds. Then the family {Z ǫ } ǫ>0 satisfies a large deviation principle with the rate function I defined by (2.6).
For applications, the following strengthened form of Theorem 2.3 is more useful and was established in Theorem 2.4 of [7] . Let {K n ⊂ X, n = 1, 2, · · · } be an increasing sequence of compact sets such that ∪ 
Remark 1. It is easy to check that H p ⊂ H p ′ for any p ′ ∈ (0, p) and
To study LDP of Eq. (1.1), besides the assumptions (H1)-(H4), we further need
, and
Remark 2. It is easy to check that
y).
It follows from Theorem 1.2 that, for every ǫ > 0, there exists a measurable map
with mean measure ǫ −1 λ T ⊗ ν given on some probability space,
To state our main result, we need to introduce the map G 0 . Recall S given in Section 2.2. For g ∈ S, consider the following deterministic PDE (the skeleton equation):
By Proposition 5.1 below, this equation has a unique solution
The following is the main result of this paper. Proof. According to Theorem 2.4, we only need to verify Condition 2.1, which will be done in the last section.
In this section, we first state three lemmas whose proofs can be adopted from those in [7] , [31] and [10] . Then, we establish two key estimates for the stochastic processes studied in this paper. Finally, we prove the tightness of this family of these stochastic processes.
Using similar arguments as those in proving [7, Lemma 3.4], we can establish the following lemma.
Using the argument used for proving [7, Lemmas 3.4 and 3.11] and [31, (3.19 )], we further get Lemma 4.2. Let h : X T → R be a measurable function such that
and for all δ ∈ (0, ∞)
for all E ∈ B(X T ) satisfying ν T (E) < ∞. a). Fix N ∈ N, and let g n , g ∈ S N be such that g n → g as n → ∞. Then
c). For every η > 0, there exists δ > 0, we have such that for any
Fix N ∈ N. For any ϕ ǫ ∈Ã N , consider the following controlled SPDEs log(ϑ ǫ (s, x))N( ds dx dr)
Consequently,
defines a probability measure onM. 
The following estimates (Lemmas 4.4 and 4.5) will be useful.
Proof. By Itô ′ s formula, we have
where
and
Note that by (H3),
and by (H5),
By Gronwall's inequality, combining (4.6) (4.7), (4.8) and Lemma 4.1,
we have used (4.9) in [6] to I 3 , i.e.
By Lemma 4.1, we have
On the other hand, by Lemma 4.1 again, we have
Combining (4.9)-(4.12), we obtain that there exists ǫ p > 0 such that
The proof is complete.
, there exist C p such that
Here ǫ 2p comes from Lemma 4.4.
Proof. Consider p = 2 in (4.9), we have
13) where
In the following calculations, we take p = Υ 2
. Note that
By Kunita's first inequality (refer to Theorem 4.4.23 in [3] ), we can continue with
Thus, by Lemma 4.1, we have
By Kunita's first inequality again, 
Proof. (a). By Lemma 4.1, we have
It is sufficient to prove that for any δ > 0, there exists a compact subset
For any y ∈ R(D M,N ), we have .17), we obtain the following:
(1) for any η > 0, there exists ̟ > 0 (independent on y) such that for any s, t ∈ [0, T ] and |t − s| ≤ ̟
Since V ֒→ H is compact, we also have H ֒→ V * compactly. By Ascoli-Arzelá's theorem, the complement of
On the other hand,
we have applied Lemma 4.4 in the last inequality and this establishes that
(c). By Lemmas 4.4 and 4.5, recall η 0 in (H5), let p = α + η 0 , we have
Hence, a direct application of Kolmogorov's criterion, for every ̟ ∈ (0,
On the other hand, by (4.4), we have
Notice that 
where C is independent of ǫ.
For ̟ ∈ (0, 1) and R > 0. Set
Since V ֒→ H is compact, we also have H ֒→ V * compactly. By Ascoli-Arzelá's theorem, K R,̟ is a compact subset of C([0, T ], V * ). By (4.18), (4.21) and Chebyschev's inequality, for some ̟ ∈ (0, 1) and any R > 0, we have
This implies the tightness of
The tightness of { X ǫ } in D([0, T ], V * ) then follows from (4.4) and the conclusions proved above.
Convergency of the processes
With the tightness result obtained in the last section, we now characterize the limit points and derive limiting results for the processes.
Throughout this section, we assume that for almost all ω, as ǫ → 0, ϕ ǫ (·, ·)(ω) converges to ϕ(·, ·)(ω) in S N weakly, and
Proof. (i) following from Lemma 4.4. For (ii), by Lemma 4.4 again,
Hence, by the strong convergence of
Fatou's lemma, (5.2) and (5.3), we have 
The arbitrary of δ implies (5.6). Taking m = α α+1
, we get
Combining (5.3), (5.5) and (5.6), we have
Proof. Denote ζ(s, z) = f (s, X s , z), h H,H . Since sup s∈[0,T ] X s H < ∞, P-a.s., and L f ∈ H 2 , it follows from Remark 1 and Lemma 4.2 that
Therefore, there exists a subsequence ǫ k (for simplicity, we still denote it by the same
Applying Lemma 4.1, we have
(5.14)
Hence, (5.2), (5.4), (5.12)-(5.14) imply
So, there exists a subsequence ǫ k (for simplicity, we still denote it by the same notation
Combining this with (5.10), we arrive at (5.9).
Define
By taking weak limit of (4.4), it is not difficulty to see that
The following limiting result will be needed later.
By Lemma 4.2 and sup
On the other hand, by Lemma 4.1
By the dominated convergence theorem, we have
and (5.11) that is there exists a subsequence ǫ k such that
Then we have
Similar as (5.14) and (5.15), we have
Using the similar arguments as proving (5.20), we have By (i) of Lemma 5.1, we get
By Lemma 4.1, 
