Abstract-Coherent pulse stacking (CPS) is a new time-domain coherent addition technique that stacks several optical pulses into a single output pulse, enabling high pulse energy from fiber lasers. We develop a robust, scalable, and distributed digital control system with firmware and software integration for algorithms, to support the CPS application. We model CPS as a digital filter in the Z domain and implement a pulse-pattern-based cavity phase detection algorithm on an fieldprogrammable gate array (FPGA). A two-stage (2+1 cavities) 15-pulse stacking system achieves an 11.0 peak-power enhancement factor. Each optical cavity is fed back at 1.5 kHz, and stabilized at an individually-prescribed round-trip phase with 0.7 deg and 2.1 deg rms phase errors for Stages 1 and 2, respectively. Optical cavity phase control with nanometer accuracy ensures 1.2% intensity stability of the stacked pulse over 12 h. The FPGA-based feedback control system can be scaled to large numbers of optical cavities.
efficiency, excellent beam quality, and stable alignment [3] , but challenges such as small aperture and narrow bandwidth limit output energy and pulse width. Fortunately, we can increase energy and bandwidth by adding pulses temporally [4] , [5] , spatially [6] , [7] and spectrally [8] .
The temporal addition is achieved either with resonant cavities [4] or with optical delay lines [5] . Passive resonant cavities without any intra-cavity components eliminate the complexity of incorporating mechanical rotating-mirrors, while polarizing beam splitters (PBS) are introduced into optical delay lines for the combination efficiency. The use of resonant cavities leads to small-footprint arrangements, compared to optical delay lines whose lengths increase exponentially with the number of pulse division stages. The phase stabilization with optical delay lines is based on a single detector at the system output, allowing for the dithering technique such as the locking of optical coherence via single-detector electronic-frequency tagging (LOCSET) [9] . However, the system can switch among several undesirable stable states due to momentary phase perturbations, which is found to be intrinsic to the temporal addition using optical delay lines in combination with the LOCSET phase stabilization [10] . Instead of the frequency-tagged dithering method, the technique reported here for resonant cavities is a direct and deterministic phase stabilization method, which means that the individual roundtrip phase for each cavity can be computed accurately and each cavity can be locked to any specified phase. Based on the stabilization of the optical cavity phase, coherent stacking of several short pulses into a single output pulse in the fiber amplifier system is a promising technique for extracting all available energy from a fiber amplifier, combining high average power and high repetition rate. Stacking of 81 pulses in a 10 mJ pulse train has been demonstrated, enabling high energy pulse outputs with low nonlinear effects [11] .
Timing and synchronization are essential for ultrafast pulse addition, and scalable controls are needed for a complex optical system. Here we develop a robust, scalable and distributed digital control system, which combines high precision digital RF feedback control and stable optical cavities to support the coherent pulse stacking application. Leveraging of capabilities of state-of-the-art high-speed digitizer, field-programmable gate array (FPGA) and deterministic high-throughput data exchange network, this control system is a potential open source toolbox in general coherent combination control. 
II. THEORY OF COHERENT PULSE STACKING AND CAVITY PHASE STABILIZATION A. Z Domain Modeling of Coherent Pulse Stacking
In the coherent pulse stacking scheme, pulses are added in a Gires-Tournois interferometer, which is composed of a partially reflecting front mirror and several completely reflecting beam-folding mirrors [12] . As shown in Fig. 1 , the initial pulses of the tailored optical pulse burst enter the reflecting resonant cavity and interfere destructively at the cavity output port, thus storing optical energy inside the resonant cavity. Later, the final pulse in the burst produces a constructive interference with the previous intra-cavity pulses at the output port, so that all stored energy is extracted from the resonant cavity into a single output pulse.
If the round-trip length is L, the intra-cavity round-trip optical phase shift is
where λ 0 is the optical wavelength. The condition of interference is that the incident pulse and the circulating intracavity pulse arrive at the front-mirror simultaneously, that is to say, the round-trip phase ϕ is corresponding to the pulse interval T . To describe the first-order physics of a front-mirror as a beam combiner/splitter, we will employ the Z-transform, which is borrowed from microwave electronics and filter design. In signal processing terms, we are seeking a solution to the zero-state response in a discrete-time linear time invariant (DLTI) system. The input and output pulse electric fields at both sides of the front-mirror can be described by a scattering matrix
where input waves ( W 1 , W 2 ) and output waves ( O 3 , O 4 ) are all complex numbers. Here r and t are the reflection coefficient and the transmission coefficient respectively, which are related by r 2 + t 2 = 1 for a lossless mirror. We use the Z-transform formalism to express the delay line in the context of a pulsed laser,
where α is the transmission loss coefficient. Here we call the round-trip phase ϕ the "cavity phase".
The input-output transfer function will be
where the transfer function H (z) is the linear mapping of the Z-transform of the input X (z) to the Z-transform of the output Y (z). Since the system is passive, it is important that the pole is always inside the unit circle, representing stability.
Compared with a time-domain analysis [13] , it is much easier to express the system transfer function of cascaded cavities as
The coherent pulse stacker acts as a digital filter which is characterized by cavity phase and front-mirror reflectivity. Provided the cavity is lossless and there is no additional loss due to imperfect interference, transmission loss coefficient α is 1 and front-mirror reflectivity r is constant. The cavity phase ϕ will determine the interference, and the efficiency of the system is related to the ability to control the phase accumulated by optical pulses in each path so as to ensure a constructive interference.
B. Simulation for Two-Stage Stacking
Properly configured sequences of multiple optical cavities will achieve a peak-power enhancement factor η, defined as the ratio between peak powers of the stacked output and highest amplitude incident pulse. Cascading equal round-trip cavities forms a "stacking stage", where the enhancement factor grows linearly with the number of cavities. For example, in a stacking stage, one cavity with 3 pulses obtains the enhancement factor of 2.6, two cavities with 5 pulses achieve the enhancement factor of 4.6, and so on.
The output stacked pulse sequence of the previous stage can be used as the input pulse train of the next stage. The cavity round-trip length in the later stage is longer than that in the preceding stage because of the larger pulse period delay. Cascading M stages obtains the peak-power enhancement
With the implementation of the Z-transform model, coherent pulse stacking is simulated in a two-stage configuration (two short cavities in Stage 1 and one long cavity in Stage 2). As shown in Fig. 2, 15 equal-amplitude pulses (5×3) are stacked into one single output pulse in multiplexed 2+1 cavities. Three sets of 5 pulses in Stage 1 make up an equalamplitude 3-pulse train, then three stacked pulses from Stage 1 will be stacked into a single output pulse in the longer cavity in Stage 2. This two-stage stacking obtains a theoretical peakpower enhancement factor of 12.0 (4.6×2.6) according to (6) .
The satellite-pulse contrast ratio γ , defined as the ratio between peak powers of the output stacked pulse and its previous pulse, is 25 dB in theory for the above configuration. In order to characterize the pulse energy loss in a resonant cavity, stacking efficiency χ is defined as the ratio between the energy of the single stacked pulse and the total energy of the incident pulse burst. While the later pulses in a burst are the ones being stacked, the very first pulse is to establish the optical cavity field beforehand. The first input pulse injects the initial energy into the cavity and provides the initial intracavity pulse for the following interference, so the very first output pulse causes a pre-pulse which cannot be eliminated. The stacking efficiency is 80% here, while the pre-pulse accounts for 12% of the total energy. The pre-pulse can be made relatively small and far away from the stacked pulse by increasing the length of the incident pulse burst. The simulation reported here is for a specific set of 2+1 cavities with 15 equal-amplitude input pulses, but is universally applicable to any number of cavities and all possible configurations.
C. Stabilization of Optical Cavity Phase
Feedback control of cavity phase is one of the key technologies to realize coherent pulse stacking, and is critical to the system performance and robustness. The cavity phase is stabilized within a fraction of optical wavelength against thermal drift, acoustic perturbation and mechanical vibration by proper feedback control of a piezo-driven mirror for each cavity. Failure to maintain the cavity phase matching translates into a decrease of the stacking efficiency and combined peak power, as shown in Fig. 3 . For instance, stabilizing the cavity phase in Stage 1 and Stage 2 with errors less than 1.0 deg and 2.5 deg respectively will keep the peak-power enhancement higher than 91% of its theoretical maximum.
Our scheme for stabilizing the cavity phase is based on measuring the intensities of each pulse from each cavity. The extraction of cavity phase from a limited measurement, where a photodiode can only detect pulse intensity, can be treated as a "grey box model", which combines a partial theoretical structure with data to complete the model. Since each pulse in a burst is affected by a different number of round-trips, there will be differing intensity functions as the cavity phase is tuned over 2π. Therefore, it is possible to identify the cavity phase by a unique combination of pulse intensities. A pulsepattern-based cavity phase detection algorithm is employed in our feedback control system. Instead of using the stack pulse train itself, a special phase probe pulse burst is injected together with the stack pulse train to diagnose the optical cavity fluctuation and lock the cavity phase according to the described cavity control model. The stack pulse train (15 pulses), the phase probe pulse train (6 pulses for Stage 1 and 6 pulses for Stage 2) and the bias probe pulse train (2 pulses, to monitor the amplitude modulator bias point) form a pulse sequence, as shown in Fig. 4 . The pulse interval is 2.5 ns, so the delay of each pulse is this interval times the position within the burst, or "pulse index".
Fig . 5 illustrates the digital processing chain of cavity phase extraction and laser feedback. The ADC (analog-todigital converters) samples the pulse signal from a photodiode. A DPRAM (dual port ram) records the pulse intensity data, while a circular buffer stores data streams simultaneously. Six specified channels, which are corresponding to 6 phase probe pulses, are selected for cavity phase diagnosis. In our current experiment, low optical power levels require amplified high-speed photodiodes. These produce electronic noise, so noise reduction needs to be employed. Leveraging of the fast processing and real-time performance provided by the FPGA, a cascaded integrator-comb (CIC) filter is included in the control feedback loop as moving-average digital processing for noise suppression. The CIC filter, which utilizes only addition and subtraction, and requires no multiplication operations, is an efficient and economical implementation in FPGA, with characteristics of low pass frequency and linear phase response.
Intensities (averaged by CIC filters) of N phase probe pulses (N is 6 here) at the cavity output port can be represented as a vector:
The cavity phase can be computed simply and quickly by a dot-product of the N-long optical vector measurement with a known complex vector, which we call a "template vector", according to
where v is the template vector which requires an initial calibration beforehand, and ϕ is the cavity phase. The FPGA does the dot product operation in real part and imaginary part to acquire the in-phase component (I) and the quadrature component (Q) respectively, followed by a CORDIC (COordinate Rotation DIgital Computer) module extracting the cavity phase information. The CORDIC algorithm is implemented as a rectangular-to-polar conversion due to the efficiency of calculating inverse trigonometric functions in FPGAs. Once optical matrix calculations are finished and cavity phase is obtained, a PI loop is implemented to drive the piezo to lock the optical cavity at an intended phase.
To calibrate the template vector, one can vary the cavity phase over 2π while observing the output from a phase probe pulse train. Rewriting (7) in matrix form yields the complex template vector in the calibration procedure:
where M is the scanning resolution in one whole cycle of the cavity phase, and a and b are real and imaginary parts respectively of the template vector. The complex template vector is the least-squares solution to the above linear matrix equation.
III. STACKING STABILIZATION EXPERIMENT

A. Optical System Architecture
The experimental system is shown in Fig. 6 . The modelocked laser oscillator provides an optical pulse train at 400 MHz, which is coupled into a polarization-maintaining single-mode fiber. An amplitude modulator gates out the pulse train, followed by a phase modulator imprinting the required phase. The tailored pulse train is then launched into Stage 1 consisting of two short cavities. The pulse train out of Stage 1 enters the long cavity for the second-stage stacking, finally combining all pulses into one.
In the optical system, an intrinsically stable Herriott cell with re-entrant design is used as the short cavity for Stage 1 [14] , [15] . A partially reflecting beam-splitter cube (power reflectivity is 0.5) is introduced into one beam in the Herriott cell, adding only one extra optic, and using standard high-reflecting curved mirrors. The configuration of the long cavity for Stage 2 is also a Herriott cell, folded in half at the central plane by a flat mirror. This mirror has a partially reflecting area (power reflectivity is 0.4) and a high-reflecting area, eliminating any intra-cavity optics [16] . Here the long cavity in Stage 2 is 9 times longer than the short cavity in Stage 1.
B. Control System Architecture
In the control system, the controller processes pulse intensities detected by multiple photodiodes to compensate for thermal, acoustic and mechanical perturbations inside optical cavities in real time. Piezo-driven mirrors, amplitude/phase modulators, and analog switches are addressed by the distributed control network to stabilize each local process using corresponding diagnostics, so that the pulse stacking could be broken down into individual controllable local loops.
The Xilinx ML605 is the FPGA carrier in our hardware architecture, with an FMC (FPGA mezzanine card) daughter card (FMC110 from 4DSP) providing high-speed ADCs and DACs (digital-to-analog converters), and an expansion card (Pmod DA4 from Digilent) providing slow DACs. In the experimental control system, the mode-locked laser oscillator generates a 1064 nm optical beam at 400 MHz with 10 ps pulse width. ADCs and DACs are clocked by the in-burst repetition rate of 400 MHz, while the FPGA is clocked by 1/8 of 400 MHz with the data stream aspect ratio of 1:8. The FPGA drives two synchronous DACs to modulate the pulse amplitude and phase in the fiber-coupled electro-optic modulators. Dual-channel synchronous ADCs acquire pulse intensities from multiple photodiodes to pick up the optical cavity information. The two DACs and two ADCs, which are built in the FMC110 card, are all triggered by 100 kHz inter-burst repetition rate which is divided by 4096 from the 400 MHz clock. Piezo mounted mirrors in each cavity are driven by the FPGA through slow DACs on the Pmod DA4 card for cavity length stabilization. The Pmod DA4 card also provides some more slow DACs for modulator bias control and analog switch control (which switches the different photodiode channels leading to one ADC).
C. Amplitude and Phase Modulation
It is necessary to modulate the laser pulse train in amplitude and phase, so that pulses with any amplitude or phase can be output to the optical cavities. Since DAC output voltages will need to produce 0-100% modulation of amplitude, and ±π modulation of phase, we need to know voltage-toamplitude and voltage-to-phase factors that will be used to specify the DAC data. Our amplitude modulation (AM) and phase modulation (PM) systems have been calibrated to provide these factors.
The amplitude modulator is nonlinear with a sin 2 function. It is important to know the "V π " of the modulator, which is the voltage which causes a change between 100% and zero transmission, or equivalently the voltage which creates a relative phase shift from zero to π between the two arms of the Mach-Zehnder interferometer. One can know the relative phase from the voltage, and further know the transmission via the sin 2 function from the relative phase. Amplitude modulator calibration consists of applying a ramp of voltage and observing the output pulse amplitude. The fast DAC produces a slowly varying series of voltage steps, over a range larger than the specified V π for the modulator, while the fast ADC samples the resulting signal accordingly. The phase modulator provides a linear phase shift with voltage, so only the V π needs to be measured during phase calibration. One can multiply V π by the desired phase to get the voltage data. For the acquisition of V π , we generate a test pulse train, which consists of three equal-amplitude pulses, with "zero" phase applied to the first pulse and "±V " phases applied to the other two. We then program the slow DAC to scan the cavity phase over 2π and observe the amplitude of one of the output pulses. The cavity here acts as a diagnostic interferometer. The 3-pulse test train goes into the cavity, and an output pulse train is observed by the ADC. The first output pulse is the first one reflected from the cavity input mirror. We are interested in the 4 th pulse out of the cavity, whose amplitude has two humps during a scan of the cavity phase of 2π. Two humps are equal only in the condition of "pulse phase is π", that is "V = V π ". Thus, if we scan the cavity phase (using slow DAC) and vary V (using fast DAC) until the humps are equal, we have found the V π for the phase modulator.
In the modulation system, a pulse burst is carved out of the laser source by an amplitude modulator, then phase is controlled through a phase modulator. We have to derive modulation functions for both these modulators. For large numbers of pulses, it is efficient to apply the equal-amplitude modulation to the input pulse train. To derive the phase modulation function, we know that the first pulses of the optical pulse burst interfere destructively while the final pulse interferes constructively. Working backward from the desired output, we set the output single stacked-pulse to 1 and preceding satellite-pulses to 0. It is then easy to reverse the numerator and denominator of the system transfer function in order to calculate input pulses, which can be related to X (z) as
From this equation, we derive the driving functions for the amplitude and phase modulators, as shown in Fig. 7 . The AC-coupled DAC, which drives the amplitude modulator, will distort an equal-amplitude waveform. To alleviate this high-pass filtering, the modulation values for AM are alternated in polarity, and made slightly unequal in order to compensate for filtering during the burst, to guarantee an equal-amplitude optical pulse train output from the modulator.
D. Bias Control
For pulse applications, it is necessary to control the amplitude modulator bias voltage in order to fix the working point at the minimum of its transfer function. Digital control of the amplitude modulator bias has been implemented in the feedback loop, so that we can stabilize the operating point of the modulator by varying the bias voltage applied to the DC electrode of the device.
Three voltages (plus, zero and minus) are added to the modulation signal through a fast DAC while the ADC acquires readings corresponding to those voltage steps. The location of the operating point on the transfer function curve is determined by the ADC reading. We vary the bias voltage to keep the optical output minimum, where the plus voltage results in a reading that is equal to the minus voltage reading, while the zero voltage reading is the lowest of these three readings. Only integral control needs to be implemented in the feedback loop to eliminate the residual steady-state error.
Extinction ratio characterizes the ON state versus OFF state modulator transmission. In our system, extinction ratio of the modulator is 28 dB which suits the stacking extinction requirement.
IV. EXPERIMENTAL RESULTS
A. Cavity Perturbation Measurements
Optical cavity perturbations, including long-term drift and short-term noise, determine the stacking efficiency and the optical pulse stability. Compensating for the cavity perturbations in real time requires feedback control.
The long-term slow drift of the optical cavity can be characterized by the coefficient of thermal expansion (CTE). For the short cavity with round-trip length of 0.75 m, 1°C temperature change over night at ∼10 −5 m ·°C/m CTE level results in ∼ 7.5 μm cavity length drift (∼ 1.9 μm piezo displacement), which is corresponding to ∼ 44 radians cavity phase drift (about 7 cycles) for the 1064 nm optical beam. Note that the slow drift is linear with the cavity round-trip length, and the long cavity is 9 times longer than the short cavity in our optical system, so it causes ∼ 67.5 μm cavity length drift (∼ 8.4 μm piezo displacement) in the long cavity. The tens of microns slow drift will be compensated by the feedback control loop, although we reset the control voltage after each wave of compensation. Since we are working with 10 ps pulses in this control development system, the group delay can be allowed to vary. In an actual ultrafast system, an additional long range cavity length control would be used.
Short-term noise measurements have been made to facilitate the control system design. Since the cavity phase is controlled to ensure the stability of the stacked pulse, we measure the noise spectrum of the cavity phase and the stacked pulse. Fig. 8 shows the pulse trains obtained when the system is stabilized. The enhancement factor and the stacking efficiency are 11.0 and 76%, compared to the theoretical limits of 12.0 and 80% respectively. Fig. 9(a) shows the noise spectrum of the cavity phase sampled at 1.5 kHz rate (implementing 64 times averaging with CIC filter) over 3 minutes. Because Cavity 1, Cavity 2, bias control and a monitor channel share the same ADC via an analog switch, the feedback control rate of Stage 1 is 1/4 of Stage 2 (1.5 kHz/4=375 Hz). We estimate the noise spectrum by applying discrete Fourier transform (DFT) with Hanning window function due to its low aliasing. The DC average is not usually of interest as a result of the DFT processing, hence we normally remove it from the time series before the FFT (fast Fourier transform) is performed. Comparing the noise spectrum of Stage 1 and Stage 2, the optical cavity will be noisier as the cavity length gets longer.
In our system, the control bandwidth is limited by a piezodriven mirror whose resonant frequency is 1.6 kHz. So we implement the feedback control at a rate of 1.5 kHz. In the stacked pulse noise measurement, a photodiode detects the output stacked pulse, and the FPGA records the pulse data in a circular buffer without losing any timing information. Fig. 9(b) shows the noise spectrum of the single stacked pulse sampled at 100 kHz rate (stacked pulse powers are recorded as raw data without averaging) over 1 minute. The amplitude spectral density has units of V/ √ Hz. The system noise arises from 1/ f noise, broadband optical and electronic noise, thermal pickup and acoustic pickup. For frequencies in the feedback bandwidth, the noise is specified with loop closed and running at maximum gain. The closed loop suppresses the in-band noise significantly compared to the open loop. Broadband (white) noise is minimized by proper selection of low noise components. The integral RMS noise in the frequency domain is equal to the standard deviation in the time domain. To convert the amplitude spectral density in the frequency domain to the RMS fluctuation in the time domain, one can square the amplitude spectral density to get the power spectral density (PSD), then integrate the PSD across the desired bandwidth, and take the square root of the result. As shown in Fig. 9(b) , 0.12 integral RMS noise (from 1 Hz to 50 kHz) is the standard deviation of the enhancement factor. The intensity stability, defined as the ratio of standard deviation to mean of the stacked pulse, is 0.12/11.0=1.1% for short term. The crossover point between the open loop and the closed loop spectral density curves in the noise spectrum is the unity gain frequency, which is 1.5 kHz in our system.
B. Long-Term Stabilization Results for Two-Stage Stacking
The stacking system was controlled by the FPGA for 12 hours, while logging the cavity phase error in degrees, the piezo displacement in microns and the stacked pulse intensity.
The phases of Cavity 1 and Cavity 2 in Stage 1 were maintained within 0.4 deg (RMS) and 0.7 deg (RMS), while the phase of Cavity 3 in Stage 2 was stabilized at 2.1 deg (RMS) phase error over 12 hours, as shown in Fig. 10(a) . The piezo driven by FPGA compensates for thermal and acoustic perturbations in each cavity for stacking stabilization. The cavity piezo displacement should be the cavity round-trip length change divided by the number of folded paths (4 for Stage 1 and 8 for Stage 2). Fig. 10(b) shows the piezo varies several microns over night, indicating an environmental temperature drop during the night. A small fraction of stacking output is coupled into a photodiode in order to monitor the stacked pulse. Fig. 10(c) shows the peak-power enhancement factor versus time, during which the long-term intensity stability of the single output pulse is kept within 1.2% (RMS). Optical cavity tuning is optimized to increase the peak-power enhancement factor to 11.0 as well as the satellitepulse contrast ratio to 14 dB, which suit the two-stage stacking requirement.
V. SCALABILITY OF FPGA-BASED COHERENT PULSE STACKING
A. Scaling of Cavity Phase Error
Fluctuations of the cavity round-trip phase are associated with two types of perturbing effects: non-statistical perturbations and statistical perturbations [17] . Non-statistical perturbations can be divided into two categories: the mechanical perturbation which is caused by vibrations that structurally deform the cavity, and the thermal perturbation which is related to the CTE of the cavity materials.
Mechanical vibrations imparted to the optical platform in the frequency region from tens of Hz to hundreds of Hz could excite the resonance modes of the platform or the optical components, as indicated by the sharp peaks shown in Fig. 9(a) . With a careful cavity tuning, we conclude that this mechanical perturbation makes the dominant contribution to the cavity phase error. Both the substrate and coating displacements induced by the mechanical perturbation are essentially independent of the cavity length, due to the fact that the fluctuations are localized to the mirror surface [18] . So the cavity phase error caused by the mechanical perturbation will not scale with the multi-stage stacking. To eliminate the mechanical excitation and reduce the mechanical noise, we will float the entire optical platform in the near future. This deployment will significantly isolate the system from the local ambient noise and damp the vibration energy.
The thermal perturbation is the minor phase error source. Taking the differential on both sides of (1) and combining the resulting equation
where α L is the linear expansion coefficient, δL and δT denote the cavity length variation and the temperature variation. Considering the scalability of CPS, it is not a good thing that the cavity phase variation introduced by the thermal fluctuation grows linearly with the increase of the cavity size. However, since the thermal noise mostly falls into the control bandwidth, the FPGA-based feedback system could significantly compensate for the thermal perturbation and suppress the thermal noise in real time, which has been validated in our experiment.
In the near future, we will add a thermal shield and actively control the temperature for the setup to reject the thermal noise even further. In our system, the statistical perturbation can be treated as the additive white Gaussian noise (AWGN), which does not depend on the cavity length. In general, the standard deviation of the average of samples is reduced from the standard deviation of each individual sample by a factor of the square root of the reciprocal of the number of samples. Thus, by averaging a set of replicate measurements, the signal-tonoise ratio (SNR) will be increased ideally in proportion to the square root of the number of measurements. Since more samples indicate noise reduction but higher latency, we have to trade off between the noise suppression and the loop delay.
All the above perturbations will ultimately translate into the pulse intensity fluctuations detected by the photodiode for each cavity. The pulse-pattern-based cavity phase detection algorithm gives a measurement error
where σ ϕ is the cavity phase error and σ P is the pulse intensity noise detected by the photodiode. After an optimized calibration, 1.0% level noise of the pulse intensity will lead to a 0.5 deg cavity phase error. Since noise performances of the algorithm are identical among different cavities, the measurement error induced by the algorithm will not scale with the multi-stage cavity phase stabilization. As the cavity size increases, the multi-stage CIC filter will be implemented for better noise suppression performance. With the most efficient cavity design, maintaining an 8.0 deg cavity phase error will reach 95% of the theoretical enhancement maximum and achieve a 20 dB satellite-pulse contrast ratio for each stage consisting of two cavities.
B. FPGA-Based Scaling Solution
The described novel model directly links the coherent pulse stacking physics to the digital control theory. Since it is convenient to extend the model to multi-stage cavity phase stabilization in the Z domain, this model is an essential tool for a scalable multiple-input and multiple-output (MIMO) scheme towards a distributed deterministic optical phase control.
The high-speed FPGA system has enough capacity to accommodate multi-stage coherent pulse stacking and largescale feedback control, as shown in Fig. 11 . Our scaling solution is to have intermediate monitoring points for each branch to increase the response bandwidth of the system, together with the state-of-the-art software-defined-radio digital signal processing in a distributed topology. It is easy to cascade one more cavity for stacking just by adding one distributed node consisting of a detector (one photodiode and one ADC) and an actuator (one slow DAC and one piezo) in hardware. With a fully modular firmware in the FPGA, multi-stage cavity phase stabilization can be done by repeatedly calling the "cavity control" module, so the FPGA complexity of the feedback control system is independent of the number M of the stacking stage. The FPGA containing gigabit transceivers provides a deterministic high-throughput data exchange network, which can overcome the limitation of communication latency between the master controller and distributed nodes. Leveraging of capabilities of high-speed data acquisition and parallel processing, the FPGA achieves a kHz-level control bandwidth for multi-cavity phase stabilization and paves a programmable way for scalability. For the large-scale deployment, since distributed nodes need to be synchronized to the master FPGA with a high precision, the femtosecond-level timing and synchronization technique can also be included in the control system to guarantee the phase delay matching across distributed nodes [19] , [20] .
The bandwidth of the FPGA-based feedback control system is primarily limited by the resonant frequency of the piezodriven mirror. In the large-scale coherent pulse stacking, upgrading the piezo-driven mirror will increase the whole system bandwidth, thus further improving the system performance in noise suppression. Another hurdle to FPGA-based system is that developing FPGA applications is a time-consuming process (due to difficult debugging and lengthy compilation time), which needs expertise both in firmware and hardware for exploiting the FPGA resources properly.
VI. CONCLUSION
In summary, based on the Z-transform model and the pulsepattern-based cavity phase detection algorithm, the optical cavity phase control on FPGA with nm accuracy has been demonstrated over 12 hours, and ensures the multiplexed 2+1 cavities (15-pulse) stacking at a 1.2% level intensity stability. Since our control system is a distributed synchronous digitizer network with firmware and software integration for algorithms, this approach can be scaled to large numbers of cavities. Our near-term goal is to build a 3-stage (2+2+2 cavities) 125-pulse stacking system. This is of the scale that can enable fiber lasers to extract all available energy, while mitigating nonlinearity so that high energy, ultrafast pulses can be produced. 
