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摘  要：对于单载波水声数据压缩与恢复问题，压缩感知能以较低能耗获得信号压缩与恢复效果。但压缩感知核
心目标是直接求最小 l0范数，该问题表现为 NP 难问题，因此，常将其转化为求 l1范数约束最小化问题，而求 l1
范数约束最小化的稀疏解精度有限。基于此，推导出基于部分范数约束的稀疏信号恢复算法，该算法通过部分范
数约束在拉格朗日求解中增加一个零吸引项，从而动态分配稀疏抽头的软阈值。同时，该算法用于实际海上数据
的遥测，结合离散余弦变换（DCT），可将单载波水声数据恢复精度提高。 
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Partial-norm-constrained sparse recovery algorithm and its 
application on single carrier underwater-acoustic-data telemetry 
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Abstract: To solve the problem of single carrier underwater-acoustic-data telemetry, compressive sensing (CS) provides 
competitive performance of compression and recovery with low energy consumption. The primary objective of CS is to 
minimize the l0 norm, which is an NP hard problem. Hence, the common methods were transferred to minimize l1 norm. 
However, l1 norm minimization provided a limited accuracy. A partial-norm-constraint (PNC) based sparse signal recov-
ery method was derived, which adopted PNC as a zero attraction in a Lagrange method, to distribute the soft threshold for 
the non-zero taps. The proposed method is used for at-sea data telemetry. Combining with DCT, the proposed method 
improves the recovery accuracy. 
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1  引言 
水下无线传感网络涉及诸多领域，如水下数据
监测、污染控制、气象预报等[1-3]。水下单载波水声
数据的遥测则为水下无线传感网络的一个分支和
具体应用，如水下自主航行器的控制、舰船噪声监
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测以及水声通信等。由于观测和记录的数据时间
长、容量大，加上无线通信带宽有限，且与卫星通
信成本高，无线传感器所携带的能量有限等问题，
在设计水下单载波水声数据的遥测系统时，不得不
考虑数据压缩问题，而数据压缩越大，恢复精度必
将受到影响，如何提高算法的恢复精度是本文研究
的重点内容。 
传统的数据压缩方法诸如小波压缩[4]，能耗大
且恢复精度有限。与小波压缩方法不同，压缩感知
（CS, compressed sensing）采用稀疏二进制传感矩
阵[5]，以降低能耗与成本。但 CS 算法仅适用于能
稀疏表达的信号[6-7]，因此，对于处理时域非稀疏的
水声信号，则需考虑将水声信号进行稀疏化表达。
结合单载波水声信号的频域稀疏特性，本文考虑在
离散余弦变换（DCT, discrete cosine transform）域
对压缩的信号进行估计，并最终恢复出观测的单载
波信号。 
基于 DCT 框架，压缩感知的核心目标是直接
求最小 l0 范数，然而该问题不可直接获取[6-7]，通常
的办法是采用最小 l1 范数进行代替，典型的算法包
括基于最小 l1 范数的拉格朗日算法[8]和硬阈值迭代
（IHT, iterative hard threshold）算法[9]。前者获得的
稀疏解精度有限，而后者不能保证所求解为稀疏
解[10]，改进的思路是在所求解中加入稀疏度的限制
使其稀疏化。但这些方法不足以改善稀疏解的估计
精度。贪婪算法作为广泛采用的稀疏求解算法，具
体包括匹配追踪（MP, matching pursuit）算法[11]和
正交匹配追踪（OMP, orthogonal matching pursuit）
算法[12]。然而这些算法是局部搜索最优，所获得的
解不是全局最优。 
本文将部分范数约束（PNC, partial-norm- con-
straint）引入优化目标中，以取代直接对 l1范数进行
最小化策略。事实上，PNC 首次应用在有限长单位
冲激响应滤波器[13]，随后在范数自适应算法[14]和自
适应零吸引因子算法设计中得以应用[15]，进一步地，
PNC 结合压缩感知框架构建了稀疏恢复算法[16]。然
而，以上算法主要是在实数域中进行讨论和设计。
本文将 PNC 与拉格朗日乘子法结合，推导出 DCT
域的稀疏恢复算法。本文的创新点如下。 
1) 结合压缩感知框架对单载波水声数据进行
压缩和恢复研究，在该框架下，数据的大量压缩将
有助于提高遥测系统的电池使用时间，降低网络传
输数据的负载。 
2) 将部分范数约束添加到测量关系式中，并通
过拉格朗日算子法得到解析式，从而导出基于部分
范数约束下的稀疏求解策略。该算法的性能将在后
续部分范数与传统算法进行对比和分析。 
对本文采用的数学符号做统一说明：上角标 T
表示向量或矩阵的转置，上角标 H 表示共轭转置，
I 表示单位矩阵， 0|| ||θ 表示向量的非零元素的个
数， 1|| ||θ 表示向量各元素的绝对值之和，|| ||θ 表示向
量的欧氏长度，E( )id 表示第 i 列列向量 id 的平均值。 
2  模型建立 
将采集的水声数据记为 T1[ , , ]Nx x=x ? ，称为
观测值，如不进行压缩处理， x 采集的数据量大且
传输能耗高，基于 CS 的数据获取方式在数据压缩
和降低能耗方面提供了新思路，含噪环境下基本的
数据获取模型为 
 = +y Φx v  (1) 
其中，Φ表示 M N× 的测量矩阵，且 M N<< ，Φ
随机选取 M 列线性无关的向量，压缩向量 y 和 v 维
数都为 1M × ，由于 M N<< ，即 y 的维度远小于原
始数据 x 的维度，因此， y 的存储和传输比 x 的要
求更低，在终端，基于合理选择的Φ，CS 算法可
从压缩信号 y 中重构[17]，且不需要任何先验知识。
本文选取随机二进制矩阵作为测量矩阵。 
实际应用中， x 虽然在时域表达不稀疏，但在
变换域中可由一组正交基 iψ 表示为 
 T
1
N
i
i=
= ∑x ψ θ  (2) 
其中， , i=< >θ x ψ 是 1N × 的向量，且 1[ , , ]N=Ψ ψ ψ?
为 N N× 的字典矩阵。本文采用 DCT 矩阵作为字典
矩 阵 。 ( 1, , )i i N=ψ ? 的 构 成 如 下 ： 设 i =d  
Tπ[0 :1: 1]cos , 0i N i N
N
⎛ ⎞− < <⎜ ⎟⎝ ⎠
，用 Matlab 语言表
示变化步长为 1， E( ), 0i i i i N= − < <c d d ，则
, 1, ,
|| ||
i
i
i
i N= =cψ
c
? 。128 128× 维的Ψ 如图 1 所示。 
若向量θ 中有κ 个非零元素，则称θ 为κ 稀疏，
若将噪声影响融合到待压缩的信号中，则模型(1)
变为 
 = = =y Φx ΦΨθ Aθ  (3) 
其中， =A ΦΨ ，且 M Nκ <≤ 。 
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图 1  128 128× 维的Ψ  
经测量矩阵Φ， 1N × 的信号 x 压缩为 1M × 的
信号 y ，由于测量矩阵是超完备的，即存在无数多
个解，设计的目标是找出其中最稀疏的解。因此，
优化目标为 
 0
min || ||
s.t. =
θ
y ΦΨθ
 
(4)
 
其中， 0|| ||θ 为θ 的非零元素个数，设该问题的解为
θ?，则重构信号 x?可由以下获得 
 =x Ψθ??  (5) 
3  稀疏解估计 
一旦模型建立，余下的目标是为设计优化算法
求解稀疏解，优化目标(4)是一个 NP 难问题，因此
可转化为 
 1
min || ||
s.t. =
θ
y Aθ
 
(6)
 
解决目标(6)的一个常用方法是 IHT 算法[9]，其
核心为 
 H1 ( ( ))l s l lH μ+ = + −θ θ A y Aθ  (7) 
其中，阈值函数 ( )s iH p 定义为 
 
0,| | ( )
( )
,| | ( )
i s
s i
i i s
p
H p
p
λ
θ λ
<⎧= ⎨⎩
p
p≥  (8) 
其中， ( )sλ p 为设置的阈值，具体设置办法为：将
向量 H ( )l lμ+ −θ A y Aθ 中绝对值由大到小进行排
序，选取排在第 s个元素的绝对值作为阈值，即将
接近零的元素值设置为零。该方法的设计因不需要
求解逆矩阵，算法结构简单，运行速度快，但精度
有限，且算法性能依赖于参数阈值 ( )sλ p 和步长 μ
的选取。此外，还需要保证 A 是正则化的。换一种
思路，尝试采用拉格朗日乘子法求解如下问题 
 T1( , ) || || ( )F = + −θ λ θ λ y Aθ  (9) 
分别求偏导并置零，有 
 
T1|| ||F
F
∂∂⎧ = − =⎪⎪ ∂ ∂⎨∂⎪ = − =⎪ ∂⎩
θ A λ
θ θ
y Aθ
λ
0
0
 (10) 
记 
 11|| || sign( ) −∂ = =∂
θ
θ G θ
θ
 (11) 
其中 
 1diag(| |, ,| |)Nθ θ=G ?  (12) 
其中，diag 表示将向量进行对角化。交替代换，最
终可得到解析解为 
 T T 1( )−=θ GA AGA y  (13) 
无论是 IHT算法还是基于 l1范数的拉格朗日算
法，其核心都是围绕最小化 l1 范数展开的，因此，
获得的精度有限，本文尝试采用 PNC 范数约束，
构建目标函数为 
 TPNC( , ) || || ( )F = + −θ λ θ λ y Aθ  (14) 
其中，PNC 范数 PNC|| ||θ 定义详见文献[11,14]（文献
中将其称为非均匀范数 NNC，此处为了避免混淆 2
种算法，故本文算法名称采用 PNC）。分别求偏导
并置零为 
 
TPNC|| ||F
F
∂∂⎧ = − =⎪⎪ ∂ ∂⎨∂⎪ = − =⎪ ∂⎩
θ A λ 0
θ θ
y Aθ 0
λ
 (15) 
记 
 1PNC
|| ||
sign( ) −
∂ = =∂
θ F θ FG θ
θ
 (16) 
其中，G 如式(11)所述，而F 为 
1 sgn[ | |] 1sgn[ | |] 1diag( , , )
2 2
Nσ θσ θ − +− +=F ?  (17) 
其中，σ 为 PNC 算法的阈值，交替代换，可得 
 1 T− =FG θ A λ  (18) 
从而有 
 1 T−=θ GF A λ  (19) 
因此有 
 1 T−= =y Aθ AGF A λ  (20) 
2018099-3
·130· 通  信  学  报 第 39 卷 
 
 1 T 1( )− −=λ AGF A y  (21) 
最终可得到解析解为 
 1 T 1 T 1( )− − −=θ GF A AGF A y  (22) 
从式(22)可以看出，该算法表达式具有固定点
算法的特征，因此具有和固定点算法相同的收敛
性。值得注意的是，本文所提算法和作者之前的工
作[13]有以下 3 点不同之处。 
1) 之前的工作是将非均匀范数加在经典最小均
方误差（LMS）的代价函数中，从而得到比经典 LMS
多一项计算式的迭代表达式；本文工作则是将部分范
数约束作为一个阈值处理器融入求解的解析式中。 
2) 在算法的实际处理中，之前的工作导出的迭
代式可引入重构过程；而本文工作则引入了一个微
小常量以避开病态运算。 
3) 之前的工作是向量之间的运算，可实现在线
模式进行处理；而本文工作方式是逐块进行，是矩
阵的运算形式，本文工作算法收敛对数据长度的要
求低，且两者的收敛策略也不同，前者是最陡梯度
法，而本文采用的是拉格朗日算子法。 
4  仿真实验 
为了评估算法的性能，采用恢复信噪比（RSNR, 
recovery signal to noise ratio）对各算法的恢复精度
进行评估。 || ||20lg
|| ||
RSNR = −
θ
θ θ? ，其中，θ
?是θ 的
重构。因优化算法的本质是恢复稀疏信号，仿真
实验中设置 =40M ， =100N ，矩阵 A 元素服从高
斯分布，再进行正则化处理。稀疏度（即非零元
素的个数）设置为 =10κ ，稀疏信号中的非零抽
头随机分布，测量信号 y 的信噪比设置为
|| ||20lg
|| ||
SNR = Aθ
v
，本次仿真实验中 SNR=30 dB，
采用 PNC、IHT、L1、MP、OMP 算法对稀疏信号
进行估计，得到的估计图与原始图对比情况如图 2
所示，采用 PNC、IHT、L1、MP、OMP 算法恢复
结果计算得到的 RSNR 分别为 28.84 dB、20.72 dB、
25.46 dB、22.23 dB 和 25.25 dB。仿真实验中，IHT
算法参数设置为 =0.95μ 、 =10κ ，L1 和 PNC 算法
的迭代次数设置为 40 次，MP、OMP 算法迭代次
数为 40 次，PNC 算法中， †=0.1|| ||σ A y ，其中，
† T T 1= ( )−A A AA 为 A 的伪逆矩阵。以上参数都是以
RSNR 最大化设置的。可以看出，IHT 算法虽然结
构简单，复杂度不高，但精度最低，OMP、L1 算
法虽比 MP、IHT 算法精度有所提升，但 PNC 算法
的精度最高，这是因为其采用了 PNC 范数约束而
不是仅采用 l1 范数进行约束构建代价函数，而贪婪
算法是局部最优策略。此外，IHT 算法必须要求 A
矩阵正则化才适用，这一要求限制了其广泛应用，
而 L1 和 PNC 算法没有此项限制。 
 
图 2  原始稀疏信号与 5 种算法恢复结果对比 
5  海试数据实验 
本次实验数据取自 2017 年的东海实验，声源放
置在水下 30 m，水听器放置在水下 20 m，收发距离
约为 10 km，水深约为 100 m。选择一段 16 s 的单载
频接收信号如图 3 所示，中心频率 c 1f = kHz，采样
率 s 30f = kHz。实验中选取的单载波信号具有典型意
义，如该类型信号常用作模拟舰船噪声检测。从图
3(a)可以看出，单载波信号淹没在噪声中，时域信
号无任何稀疏特征，因此先将信号转为 DCT 域。
实验中，数据被划分为若干个相同长度的块，每块
长度为 =100N ，再对这些数据进行压缩，压缩至
=40M ，然后根据给定的 =A ΦΨ 和压缩信号 y ，
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采用不同优化算法进行稀疏信号估计，再由这些估
计结果和Ψ 得到恢复信号。各算法参数设置如前，
为了展现不同算法对信号的恢复性能细节，取 2 000
个采样点进行对比，如图 4 所示。其中，PNC、IHT、
L1、MP、OMP 算法对应的平均 RSNR 值分别为 24.51 
dB、14.25 dB、22.08 dB、18.52 dB、21.89 dB。可
以看出，PNC 算法比 IHT、L1、MP、OMP 算法所
获得的精度分别高出 10.26 dB、2.43 dB、5.99 dB、
2.62 dB，这是因为 PNC 算法范数约束比 l1范数约
束更具适配性，更好地逼近 l0 范数的性能。而匹配
追踪算法是局部最优策略，求解精度有限。 
 
图 3  海试数据单载波信号 
 
图 4  海试数据单载波原始信号和各算法恢复结果对比 
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6  结束语 
为提高单载波水声数据压缩与重构的估计性
能，本文提出将时域非稀疏的水声信号转为 DCT
域信号进行稀疏值估计。在分析讨论 IHT 和 L1 算
法的基础上，引入 PNC 范数约束并提出了 PNC 算
法，与 IHT 和 L1 算法不同，本文算法通过部分范
数约束项，根据抽头系数的大小而给予不同的约
束，从而提高了其对不同稀疏度的适应性。仿真和
海试实验中对比了 PNC、IHT、L1、MP、OMP 算
法的处理结果，验证了本文算法的优越性。 
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