Abstract: This paper proposes two fully-automatic machine-extracted linguistic features from an 10 unlimited text input for Mandarin prosody generation. One is the punctuation confidence (PC) 11 which measures the likelihood of inserting a major punctuation mark (PM) at a word boundary.
Introduction

27
Prosody generation plays a crucial role in a text-to-speech system (TTS). We can regard prosody 
126
To evaluate the usefulness of the proposed PC and QC in Mandarin prosody generation, the 127 experiments of prosodic-acoustic feature prediction were conducted, and the corresponding 128 objective and subjective tests were then evaluated. The experimental database is a read Mandarin 4 of 25 be considerably larger. Therefore, we can expect that the PC and the QC would be more robust than 149 syntactic features derived from an automatic syntactic parser.
150
The research process and the corresponding section organization of this paper are summarized 
158
The CRF-based MPM generation model will be trained given with the ASBC text corpus.
159
The precisions and recalls of the MPM insertions are examined on the test set of the ASBC text 160 corpus. The feasibility of the proposed PC in prosody generation will be examined by analysis 161 the relationship between the prosodic-acoustic features of the training set of the Treebank 162 speech corpus and the associated PC generated by the CRF-based MPM generation model.
 Section 4: Construction of the CRF-based Quotation Generation Model
164
The model will also be trained and examined on the ASBC text corpus. The feasibility of the
165
QC for the prosody generation is also examined on the Treebank speech corpus.
 Section 5: Prosody Generation Experiments
167
The prosody generation experiments will be conducted on the Treebank speech corpus. The 
181
The prosody labeling system for illustrating prosodic structures of utterances used in this study will 182 be introduced in Section 2.1. The relationship between the labeled prosodic break types and PM 183 types will be discussed in Section 2.2. Section 2.3 will experiment to let native Mandarin speakers 184 insert MPMs manually given with PM-removed texts excerpted from the Treebank speech corpus.
185
The relationships between the human-labeled MPMs by the native Mandarin speakers and the 
Prosody Label System
190
Famous prosody labeling systems are the ToBI [37] , TILT [38] , and C-ToBI 
195
Mandarin speech. The PLM method was then successfully applied to construct a 196 speaker-independent HPM to assist in a large vocabulary speech recognition task [42] . Hence, in this 197 study, to avoid intensive human labeling and inconsistent labeling results, the corpus was labeled 
204
In the labeling system, each defined break type is characterized by its specific juncture 205 prosodic-acoustic features. B4 is defined as a major break accompanying long pause and apparent F0 206 reset across adjacent syllables; B3 is a major break with medium pause and medium F0 reset; B0 and
207
B1 represent respectively non-breaks of tightly-coupling syllable juncture and normal syllable 208 boundary, within a PW, which have no identifiable pauses between SYLs; and B2 is a minor break 209 with three variants: F0 reset (B2-1), short pause (B2-2), or pre-boundary syllable duration 210 lengthening (B2-3).
211
Among various types of prosodic-acoustic features, pause duration is the most salient cue to 212 specify boundaries of prosodic units. 
Relationship Between the Labeled Break Types and PM Types
223
It is generally agreed that pause breaks co-occur with PMs. Most TTSs cautiously insert pause 224 only on major PMs, such as comma and period. This cautious strategy of pause insertion can make 225 the synthesized speech very stable but may be unnatural as the input sentence is very long and 226 constituted in complicated syntactic structures. 
264
The analysis of the relationship between these frequencies (PCs by humans) and labeled prosodic 265 breaks would provide some evidence that the proposed method is feasible. 
277
It is also found that the break types of the higher prosodic units (i.e., larger break types) are likely to 
281
We can observe more evident trends for the percentages of four break classes in Figure 3 
Moreover, the PC is given by the forward/backward calculation:
which is the marginal probability of the k-th type of PM for the t-th word.
341
The Design of Prediction Targets
342
Two types of prediction targets are designed: the basic PC (bPC) and the improved PC (iPC).
343
The bPC is generated by considering the two prediction targets: the presence of an MPM, y1, and the 
383
Figure 4(c) shows an exemplary tag labeling for the iPCst training. 
399
The linguistic features are generated by the NCTU Chinese parser [43, 44] . The significance of these 400 linguistic features is summarized in Table 7 . 
401
422
were reasonably high to model the characteristics of MPM insertion and sentence structures. 
423
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Note that the prediction targets are also listed in a forward position order in a sentence on the x-axis. 
The Design of Prediction Targets
522
The prediction of QPs is also developed by the CRF model as described in Section 3. The target, 526 basic QC (bQC) and sentence structure QC (sQC). The bQC is generated by predicting structures of
527
QPs while sQC is generated by predicting both structures of QPs and their position in a sentence. As 528 shown in Table 10 , an 8-tag set is designed for modeling bQC. Besides, an additional tag 'O' is used Table   536 11. Table 10 4
537
.2. Design of Features and Templates
543
As shown in Table 12 , the features used for the prediction of QP are similar to the ones used for 544 the prediction of PC. The newly-added PM features are used to indicate information about sentence 545 boundaries. Table 13 shows the five templates for the QP prediction in this study. In the template 1,
546
we use a 3-POS context, i. 
549
The templates 4 and 5 are identical to the templates 2 and 3 respectively in all feature fields except 550 for the lexical word context field. We use a five-lexical word context for the templates 4 and 5. 
551
The Experiment of QC Generation and Evidence
557
Notice that only 0.69% of the ASBC text corpus contributed instances of QPs, i.e., only 65,723 558 QP token examples. To make the CRF models for QC concentrate more on predicting QPs, we only 559 selected the sentences with QPs for training and testing. The numbers of QP tokens for training and 560 testing are respectively 57,824 and 8,439. Table 14 shows the precisions and recalls for bQC and sQC.
561
It can be seen from the tables that the five templates result in similar precisions and recalls. The best 562 results are achieved by the template 5 for bPC and the template 4 for sQC. We, therefore, choose the 
570
583
'B3' and 'Ms', are missing because the high sQC values were not generated by the CRF-based 584 quotation generator for these prediction targets. Besides, logF0 declination can also be observed for 585 the word string preceding to ('Pb', 'Pm' and 'Pe') and following ('Fb', 'Fm' and 'Fe') a quoted phrase.
586
We, therefore, expect the sQC features provide more informative cues for logF0 generation than the 
745
The order of the synthesized utterances in the preference test was randomly set. It is found from 746 
764
The neural network-based punctuation models can be easily integrated with the followed neural 
778
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