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Abstract
The last decade has seen an escalating interest in human-centric applications in
the computer vision community, largely driven by the expansion of low-cost con-
sumer electronics and advances in Internet technologies. Researchers in this field
are presented with more severe challenges than ever-before. The increasing avail-
ability of low-cost cameras, fixed or portable, has meant that algorithms must be
able to deal with large and mostly unconstrained datasets, which contain illumina-
tion, view angle variations, occlusions and many other forms of imaging e↵ects.
This thesis addresses the key challenge for many compelling computer vision
applications such as person identification, expression recognitions, performance-
driven animation: the problem of non-rigid alignment of face images.
Non-rigid face alignment is the task of registering a parametrized face shape
model to an image such that the points in the model (referred to as landmarks)
correspond to consistent locations of interest (e.g. eye corners, mouth contour,
etc.). This is a very di cult problem as it involves an optimization in high
dimensions, where facial appearance can vary greatly between instances of the
object due to variations in lighting conditions, facial hair, pose, age, ethnicity,
image noise, and resolution.
In this dissertation, a very interesting alignment strategy is studied and discussed,
which is the alignment of a batch of face images simultaneously.
ii
In the conventional template based face alignment algorithms such as AAMs, the
template image is aligned to each image consecutively. In contrast, the simul-
taneous alignment strategy aligns all image in an ensemble at the same time,
until the warped faces look the same. However, the conjunction of the existing
simultaneous alignment algorithm with non-rigid face alignment is problematic.
As there is no facial appearance defined. The simultaneous alignment algorithm
will warp the face images arbitrarily until the warped faces look same. In nearly
all cases the warped images are no longer like a human face. This problem is
referred to as “drift” in this dissertation.
In this dissertation, methods are proposed to solve to problem of “drift”. Firstly,
anchored alignment approaches are proposed by applying constraints to the land-
mark displacement. The anchor points define trust regions for the facial landmark
points to ensure a good alignment. The anchor points can be determined by the
initial coarse alignment by the existing face tracking methods [62]. Secondly,
a simultaneous non-rigid alignment approach using generic Active Appearance
Models (AAMs) is proposed. This approach does not require any initial align-
ment as the anchor constraint is not used. This approach fit generic AAMs to
an ensemble of images of a same subject by employing the shape and appearance
consistency of this particular subject. As an addition, an e cient facial front-
end method specificity for simultaneous alignment application is included in this
dissertation. This approach reduces the computational cost of face detection by
defining the region of interest using a very e cient manner.
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Chapter 1
Introduction
1.1 Motivation and Overview
The last decade has seen an escalating interest in human-centric applications
within the computer vision community, largely driven by the expansion of low-cost
consumer electronics and advances in Internet technologies. Researchers in this
field are presented with more opportunities and challenges than ever before. The
increasing availability of low-cost cameras, both fixed and mobile, has meant that
algorithms must be able to deal with large and mostly unconstrained datasets,
containing varying illumination conditions and viewing angles, occlusions and
many other forms of problematic imaging e↵ects. This dissertation addresses
the first key challenge for many compelling computer vision applications such as
person identification, expression recognition and performance-driven animation:
the problem of the alignment of faces.
In a broader context, image alignment attempts to align a candidate image to
a canonical image template by image transformation (as shown in Figure 1.1).
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 
(a) Image Alignment


(b) Face Alignment
Figure 1.1: Di↵erence between image alignment and non-rigid face alignment.
Both tasks align image A to image B. Figure (a) aligns images in rigid transfor-
mations (scaling and rotation); Figure (b) aligns images in rigid and non-rigid
transformations (scaling, rotation and deformation).
However, general-purpose image alignment algorithms do not translate well when
being applied to face images since the deformable nature of faces (i.e. the exis-
tence of facial expression) and viewing angles are unconstrained (di↵erent types
of image transformations are presented in Figure 1.2). Without such constraints,
the image alignment may be corrupted by the significant appearance di↵erences
introduced by varying facial expressions or head poses.
Face alignment is a sub-category of image alignment. It is the task of registering
a parametrized face shape model to an image such that the points in the model
(referred to as landmarks) correspond to consistent locations of interest (e.g. eye
corners, mouth contour). This is a very di cult problem as it involves an opti-
mization in a high dimensional space, where facial appearance can vary greatly
between instances of the object due to variations in lighting conditions, facial
hair, pose, age, ethnicity, image noise, and resolution.
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BA
(a) Translation
AA
(b) Rotation
BA
(c) Scaling
BA
(d) Shear
A B
(e) Deformation
Figure 1.2: Rigid image transformations: translation, rotation, scale, shear; Non-
rigid image transformations: deformation. The face alignment uses all these five
transformations.
The existing methods of face alignment include global methods and local methods.
Global methods, such as Active Appearance Models (AAMs) and its extensions,
exploit a non-rigid transformation function to warp a face image from its current
landmark estimation to the reference shape. The facial landmark locations are
estimated by matching the warped face image to a template face. The global
methods perform very well if the identity of the subject is known or a subject-
specific model has been built by given example face images of the particular
person. However, if the identify of the subject is unknown, the global methods
are often problematic, due to the lack of a precise template face. Even when
using a face template trained from a large population, the alignment result is bad
since the template covers too large variation, it sometimes generates non-face like
appearance.
In contrast, local methods, such as Constrained Local Models (CLMs), exploit the
local feature of each landmark point for face alignment instead of using the entire
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Figure 1.3: A failed case of CLMs Tracking
warped face. Each landmark point is equipped with an individual local feature
detector to search the image for the predefined feature of the particular landmark
point (e.g. eye corners, mouth contour). The feature detectors are constrained by
a parametrized face shape model, to ensure the landmarks are distributed within
a typical face shape. The local methods generally perform better than the global
methods if the subject identity is unknown. Because defining the local appearance
at facial landmark points of an unknown subject is much easier than defining the
entire face. However, the local feature detectors can be easily trapped into the
local minima, (i.e. image regions with similar features as the defined landmarks)
resulting in poor alignment performance (as shown in Figure 1.1).
So far, none of the existing methods is suitable for face alignment on an un-
known subject. Additional prior knowledge has to be incorporated in order to
improve alignment accuracy. In this dissertation, a promising alignment strategy
is proposed for the task of simultaneous alignment of a batch of face images.
In conventional template based face alignment algorithms such as AAMs, the
template image (marked in red) is aligned to each image consecutively (as shown
in Figure 1.4). In contrast, the simultaneous alignment strategy aligns all images
in an ensemble at the same time, until the warped faces (marked in blue) look
the same (as shown in Figure 1.5). The central motivation of this dissertation
is that the prior knowledge of there being only a single subject in the video can
be employed as an important cue to achieve superior face alignment performance
for an unknown subject.
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Figure 1.4: A general overview of AAMs. The template face (marked in red) is
aligned to each image sequentially.
1.2 Scope of Thesis
While the simultaneous face ensemble alignment framework has great potential
for growth, having a vast practical application domain, it su↵ers from challenging
problems that the conventional template based alignment may not have.
• Firstly, in simultaneous face alignment, there is typically no facial appear-
ance defined, and the non-rigid face transformation has very many degrees
of freedom. The simultaneous alignment algorithm will wrap the face im-
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Figure 1.5: A general overview of the proposed simultaneous alignment. No tem-
plate image is exploited, all images are aligned simultaneously until the warped
faces (marked in blue) look the same.
ages arbitrarily to make them look the same because the computer has no
knowledge of what a human face looks like. In nearly all cases the resulted
aligned images are no longer a face (as shown in Figure 1.6). This problem
is referred to as “drift” in this dissertation.
• Secondly, in the conventional sequential image alignment framework, only
the first frame is required to be initialized by the front-end process. Each
subsequent frame will be initialized by the alignment result of the previous
frame. However, in the simultaneous alignment framework, all frames are
aligned in parallel, therefore all frames have to be initialized individually.
The initialization therefore has a significant computational cost.
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Figure 1.6: Drift: From Misaligned Faces to Monster Faces. This figure
shows the poor performance of applying the RASL objective to solve the non-
rigid face alignment problem. Without any additional constraints, the initial
misaligned faces are collapsed to “monster faces” with similar appearance.
Addressing the first problem is challenging as this is a new topic, and there is
no literature in the field of computer vision that can be referred to. New meth-
ods have to be invented to constrain the alignment objective while maintaining
robustness and accuracy of the face alignment framework.
The second problem can be solved by using an e cient facial front-end algorithm.
E cient face detectors such as the Viola-Jones face detector have been studied
for decades. However, these methods are not e cient enough if they have to be
repeated hundreds of times. An even more e cient face detection algorithm is
needed for the proposed simultaneous alignment framework.
1.3 Aims and Objectives
The objectives of this dissertation are three-fold:
• E cient Visual Front-end. Design an e cient facial front-end algorithm
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for detecting faces in video. The algorithm should incur low computational
cost.
• Non-rigid Simultaneous Face Alignment. Design a simultaneous
framework for non-rigid face alignment. The framework should be able
to adapt a number of transformations including translation, scaling, rota-
tion, shear and deformation. The faces should be accurately aligned even
in the case of varying facial expression and pose.
• Solve the Problem of “drift”. Develop algorithms to regularize the
non-rigid alignment objective function, in order to prevent the problem
of “drift” for di↵erent application scenarios. The regularization algorithm
should not reduce the robustness or accuracy of the simultaneous alignment
framework.
1.4 Original Contributions
Four contributions are made in this dissertation:
1. An e cient video based facial front-end pipeline has been designed. The
improved e ciency is achieved from predefining the region of interest on the
image by a very coarse region selection algorithm: only foreground regions
with skin color are considered worth searching.
2. A framework of non-rigid simultaneous alignment is developed. All frames
in an image ensemble are aligned simultaneously until the appearance of the
faces are most compact (lowest-rank). This alignment framework is robust
to illumination changes and image outliers (such as occlusion, shadow or
specularities).
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3. A shape constrained algorithm, the anchored face ensemble alignment
method has been developed to regularize the simultaneous alignment ob-
jective by constraining the geometric nature of faces (i.e. the face shape).
The anchored face alignment algorithm uses the initial facial landmark dis-
tribution to constrain the movement of each landmark point in alignment
iterations.
4. An enhanced appearance template based face ensemble alignment method
by shape rank constraint has been developed. The compactness of facial
appearance of a single person across video frames or still images has been
discussed. By jointly constraining the compactness of face shape and facial
appearance at the same time, good face alignment performance has been
produced by giving a very coarse shape and appearance model with very
high capacity (i.e. a general model used for multiple subjects).
1.5 List of publications arising from this PhD
research
1.5.1 International Conferences and Workshops
X.Cheng, R. Lakemond, C. Fookes and S. Sridharan, ”E cient Real-Time Face
Detection For High Resolution Surveillance Applications”, IEEE International
Conference on Signal Processing and Communication Systems (ICSPCS) 2012.
(Oral)
X.Cheng, S. Sridharan, J. Saragih, and S. Lucey, ”Anchored Deformable Face
Ensemble Alignment”, 5th NORDIA Workshop at the European Conference on
Computer Vision (ECCV) 2012. (Oral)
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X.Cheng, S. Sridharan, C. Fookes, J. Saragih and S. Lucey, ”Deformable Face
Ensemble Alignment with Robust Grouped-L1 Anchors”, IEEE International
Conference on Automatic Face and Gesture Recognition (AFGR) 2013.
X.Cheng, S. Sridharan, J. Saragih and S. Lucey, ”Rank Minimization across Ap-
pearance and Shape for AAM Ensemble Fitting”, IEEE International Conference
on Computer Vision (ICCV) 2013.
1.5.2 International Journals
X.Cheng, S. Sridharan, C. Fookes, and S. Lucey, ”Shape Constrained Face En-
semble Alignment”, IEEE Transactions on Systems, Man, and Cybernetics, Part
B: Cybernetics. (Submitted)
1.6 Outline of Thesis
This thesis is organized as below:
• Chapter 2: Background
The problems of non-rigid face alignment and simultaneous image ensemble
alignment have been studied for decades. Many interesting approaches have
been proposed and new methods are being published at a very rapid rate.
This chapter presents an up-to-date review of the state-of-the-art works of
non-rigid face ensemble alignment. The recent works of visual front-end,
non-rigid face alignment and simultaneous image alignment are included.
• Chapter 3: AAMs
The Active Appearance Model (AAM) [54] method is one of the most com-
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mon methods for non-rigid object alignment (e.g. human faces). This is a
global alignment method which exploits pixel intensities in the entire face
region for alignment. Although AAMs have been studied for decades, they
are still greatly interesting to the computer vision research community be-
cause of their capability of aligning deformable objects, such as human faces
and organs. At present, some concepts in AAMs, in particular Point Distri-
bution Models (PDMs) and non-rigid transformations by Piece-Wise-A ne
(PWA) warps, are still being used in a number of recently proposed meth-
ods [66, 85]. In this chapter, a comprehensive review of AAMs is provided.
Problems such as how faces are modelled by AAMs and how the faces are
aligned by the constructed model are also discussed in this chapter.
• Chapter 4: Robust Alignment by Sparse and Low rank Decom-
position (RASL)
In this chapter, two very interesting methods are discussed: Robust Prin-
cipal Component Analysis (RPCA) and its extension, Robust Alignment
by Sparse and Low-rank Decomposition (RASL). These two methods o↵er
a convex optimization strategy of recovering a low-rank matrix which is
corrupted by errors.
• Chapter 5: Anchored Non-rigid Face Ensemble Alignment
Many methods exist at the moment for deformable face fitting. A drawback
to nearly all of these approaches is that they are (i) noisy in terms of land-
mark positions, and (ii) the noise is predominantly heterogeneous (i.e. low
geometric error for some frames in a sequence and higher geometric error for
others). In this chapter we propose two methods for simultaneously align-
ing an ensemble of deformable face images stemming from the same subject
given noisy heterogeneous landmark estimates. We propose that these noisy
landmark estimates can be used as an “anchor” in conjunction with known
state-of-the-art objectives for unsupervised image ensemble alignment. Im-
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pressive alignment performance improvement is achieved using the proposed
face fitting approaches.
• Chapter 6: Low rank Active Appearance Models
Active Appearance Models (AAMs) employ a synthesis model of how an
object can vary in terms of shape and appearance. As a result, the abil-
ity of AAMs to register an unseen object image is intrinsically linked to
two factors. First, how well the synthesis model can reconstruct the object
image. Second, the degrees of freedom in the model. Fewer degrees of free-
dom yield a higher likelihood of good fitting performance. In this chapter
we look at how these seemingly contrasting factors can complement one
another for the problem of AAM fitting of an ensemble of images stemming
from a constrained set (e.g. an ensemble of face images of the same person).
• Chapter 7: E cient Real-time Face Detection for Surveillance
Applications
This chapter presents an e cient face detection method suitable for real-
time surveillance applications. Improved e ciency is achieved by constrain-
ing the search window of an AdaBoost face detector to pre-selected regions.
Firstly, the proposed method takes a sparse grid of sample pixels from the
image to reduce whole image scan time. A fusion of foreground segmen-
tation and skin colour segmentation is then used to select candidate face
regions. Finally, a classifier-based face detector is applied only to selected
regions to verify the presence of a face (the Viola-Jones detector is used in
this dissertation).
• Chapter 8: Conclusion and Future Works
This chapter concludes the thesis and proposes some future research direc-
tions.
Chapter 2
Background
The problems of non-rigid face alignment and simultaneous image ensemble align-
ment have been studied for decades. A lot of interesting approaches have been
proposed and new methods are being published at very rapid rate. This chapter
presents an up-to-date review of the state-of-the-art works of non-rigid face en-
semble alignment. The recent works of visual front-end, non-rigid face alignment
and simultaneous image alignment are included.
2.1 Visual Front-End
Face detection is an important front-end process of face alignment. It constrains
the subsequent face processes to a detected face region. The e ciency and accu-
racy of a face detection process will significantly a↵ect the recognition rate and
recognition time of the entire system.
Face detection has attracted significant research interests over the past two
decades. Hundreds of methods have been proposed [84]. Yang et al. [56] grouped
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the various methods into four categories: knowledge-based methods, feature in-
variant approaches, template matching methods, and appearance-based methods.
Knowledge-based methods use pre-defined rules to detect a face based on human
knowledge; feature invariant approaches aim to find face structure features that
are robust to pose and lighting variations; template matching methods use face
templates to judge if an image is a face; appearance-based methods learn face
models from a set of representative training face images to perform detection. An
appearance-based method proposed by Viola and Jones [72] is considered a robust
and e cient baseline solution. Its performance is, however, still not satisfactory
for real time applications. An extended work by Viola and Jones was proposed
to achieve run-time performance [73], but only for detection in low resolution
images (384⇥ 288 pixels). A number of methods have been proposed for increas-
ing the computational e ciency of [73]. The majority of these methods focus on
more e cient classifiers or on selecting regions of attention before applying the
classifiers.
2.1.1 Viola-Jones Face Detection
Viola and Jones proposed an object detection algorithm which uses Haar-like
features to construct a set of weak classifiers [72]. Each weak classifier applies a
simple threshold on one of the extracted features. The weak classifiers are then
combined in a cascade structure to classify faces and non-faces.
Haar-Like Features
The Haar basis functions are a set of rectangular 2D features derived from the
Haar wavelet. Some selected Haar-features are illustrated in Figure 2.1. The
output of these features, when applied to gray-scale images, is the di↵erence
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Edge Features:
Line Features:
Center-Surrounding Features
Figure 2.1: Haar-like feature blocks: Edge features, line features and center-
surrounding features.
between the sum of pixels in the white region and the black region.
The Haar-like features are applied to sub-windows of an image with varying scale
and translations. There are a large number of Haar-like features extracted – for
a sub-window of size 24⇥ 24 pixels, there will be approximately 105 features. A
training process is used to selected a sub-set of extracted Haar-like features which
can best separate the training data into positive and negative samples.
Integral Image
An integral image is used to reduce the redundant computation involved in com-
puting many Haar-like features across an image. The integral image, Ii (x, y) of
image I (x, y) is defined as,
Ii (x, y) =
X
x0x,y0y
I (x0, y0) , (2.1)
and is computed recursively in a single pass as,
S (x, y)  S (x, y   1) + I (x, y) ,
Ii (x, y)  Ii (x  1, y) + S (x, y) , (2.2)
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where Ii (x, y) and S (x, y) are zero for all x and y where I (x, y) is not defined.
The sum of the pixels in a rectangular region with coordinates x 2 [xt, xb], y 2
[yt, yb] may be computed from the integral images as,
r =
xbX
x=xt+1
ybX
y=yt+1
I (x, y)
= Ii (xt, yt) + Ii (xb, yb)  Ii (xt, yb)  Ii (xb, yt) . (2.3)
Each region in a Haar feature therefore requires an addition and two subtractions
and is independent of feature size.
AdaBoost Algorithm
Adaptive Boosting is a method of constructing a strong classifier from a linear
combination of weak classifiers. The classifier training process is as follows. The
input is N example images and labels (I1, l1), ..., (IN , lN). Each Ii = Ii (x, y) is an
example image and each li is a binary label indicating positive (l = 1) or negative
(l = 0) examples. Define the number of positive labels to be M and the number
of negative labels O. Let gj(Ii) be the jth Haar-like feature extracted from image
i. A set of weights, w, is initialised according to,
w0,i  
8<:0.5M 1 for li = 10.5O 1 for li = 0 . (2.4)
For t = {1, ..., T},
1. Train a classifier hj on each feature gj and evaluate the classifier error as
✏j =
P
8iwt 1,i |hj(Ii)  li|.
2. Choose the classifier, ht, with the lowest error, ✏t.
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Figure 2.2: Diagram of a cascade of classifiers.
3. Update the weights according to,
wt,i  wt,i
✓
✏t
1  ✏t
◆1 |ht(Ii) li|
. (2.5)
4. Normalise the weights so that
P
8iwt,i = 1.
The final strong classifier is:
h (I) =
8<:1 for
PT
t=1 ↵tht(I)   12
PT
t=1 ↵t
0 otherwise
, (2.6)
where ↵t =   log
⇣
✏t
1 ✏t
⌘
.
Cascaded Detector
The final detector is constructed by cascading a series of classifiers as shown in
Figure 2.2. Stages in the cascade are constructed by training classifiers to a target
detection rate and false positive rate. Subsequent stages are trained using those
samples which pass through all the previous stages.
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With the initial classifier applied on all sub-windows in a test image, a large num-
ber of negative sub-windows are eliminated with very little processing. Subse-
quent classifiers eliminate additional negative sub-windows with additional com-
putation. After a su cient number of stages of processing, the number of sub-
windows have been reduced radically and the remaining sub-windows are consid-
ered positive.
2.1.2 Viola-Jones Extensions
A number of modifications and alternative methods have been proposed in an
attempt to achieve a lower computation time compared to the original Viola-
Jones detector. In [37] an evolutionary pruning method is proposed to form strong
classifiers using fewer weak classifiers. The detection time is reduced to 57.7%
of the original Viola-Jones detector. In [59] an e cient face detection algorithm
is proposed for quasi-repetitive applications, such as video-conferencing. The
algorithm caches a set of frame exemplars into a library. When a new frame
is given, the method quickly search through the exemplar library. If a similar
exemplar is found, the method skips the face detector, and reuses the previously
detected object states. The authors claim that the method improved the frame
processing time from 100 ms to 20 ms while processing 320⇥ 240 pixels images.
In [63] the detection speed is increased by using feature-centric evaluation on the
first cascade stage. Feature-centric evaluation reuses feature evaluations across
multiple candidate windows to avoid recomputation of the same features. In
[65] the authors proposed a detection method using Locally Assembly Binary
(LAB) features instead of Haar-like features. The authors claim that using LAB
features in combination with Feature-centric evaluation is 20 times faster than
the Viola-Jones method.
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A number of selective attention methods have been proposed to accelerate face
detection. In these methods, possible face regions are pre-detected. The Viola-
Jones detector (or any other classifier) is applied to candidate regions only, in
order to reduce the classifier scan time. In [45, 49, 67, 76, 80, 81], candidate
regions are selected using colour segmentation methods. Regions with skin colour
are determined as candidate regions. Similar methods using motion segmentation
can be found in [36, 46, 74]. To date, no existing techniques have combined the
strengths of both foreground segmentation and skin segmentation.
Foreground Segmentation
A selective attention method based on foreground segmentation is proposed in
[46], however, a performance comparison with the original Viola-Jones detector is
not included. This method is implemented and evaluated in Section 7.3.2. Fore-
ground segmentation is the process of classifying image regions into background
regions and foreground regions. Robust methods for modelling the background,
such as Single Gaussian Models [78], Gaussian Mixture Models [68] and the Code-
book Method [39], have been proposed and are commonly used.
In the Gaussian Mixture Models method, the background image is modelled as a
mixture ofK Gaussian distributions at each pixel, each with mean µk, variance  2k
and weight !k. When a new observation pixel x is given, the x is checked against
the existing K Gaussian distributions, until a match is found. An observed pixel
is considered matched to the background if its value falls within 2.5 standard
deviations of the mean of one of the distributions of the background model. If
the observation is matched with one existing model, the matched model is then
updated using a learning rate factor ↵. That is, for mean µk,
µk,t+1 = µk,t · (1  ↵) + x · ↵, (2.7)
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and for variance  2k,
d = x  µk,t+1, (2.8)
 2k,t+1 =  
2
k,t · (1  ↵) + (d   d) · ↵, (2.9)
where   is an element-wise multiplication operator.
The weights of all models are then updated so that the weight of the matching
model increases towards one and the weights of the other models decrease towards
zero. After updating, the weights have to be normalized so that their sum remains
one. The weight updating process can be expressed as:
!0i,t = (1  ↵)!i,t 1 + ↵ ·Mk,t (2.10)
Mk,t is 1 for the model matched and 0 for remaining models. Then normalize !0i
according to,
!i =
!0iPK
j=1 !
0
j
(2.11)
If there is no match between the observation and the existing models, the obser-
vation is injected into the background models by replacing model with the least
weight.
The Gaussian distributions are classified into background and foreground by using
the Stau↵er and Grimson background test [68]. Firstly, the Gaussian distributions
are sorted by the value of !/  in descending order. Then the first B distributions
are chosen as the background model, where
B = argmin
b
 
bX
k=1
!k > T
!
, (2.12)
where T is a measure of the minimum portion of the data that should be accounted
for by the background.
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Skin Detection
Colour is the most intuitive feature of human skin. Human skin colour has its
own characteristic which can be used to distinguish skin regions and non-skin
regions in an image. The color distributions of faces in the Y CbCr color space are
studied in [15]. It was found that the chrominance values of pixels in the facial
region are narrowly distributed within certain ranges. The most representative
range of Cb and Cr to define a skin colour is proposed to be:
77  Cb  127,
133  Cr  173.
(2.13)
In [45], an improved Viola-Jones detector combined with a skin colour model is
proposed. The method determines possible face regions by a colour segmentation
method, then applies Viola-Jones detector only on skin colour regions. The per-
formance of this method is evaluated in Section 7.3.2. Similar methods using a
variety of di↵erent colour threshold strategies can be found in [49, 67, 76, 80, 81].
More robust colour modelling methods such as Single Gaussian model [6] and
Gaussian Mixture models [57] also can be found.
2.2 Non-rigid Face Alignment
Most computer vision problems are extremely sensitive to alignment. The varia-
tion of facial appearance caused by alignment are often more critical than vari-
ations caused by individual identity. More recent methods have attempted to
account for many of these variations through non-rigid alignment utilising holis-
tic (such as 3D Morphable Models [11, 13, 34] & Active Appearance Models [20])
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or local methods (such as Active Shape Models [21]).
Holistic Methods: Nearly all holistic non-rigid alignment methods are moti-
vated by eigenspace representations [70]. In where the whole face appearance
is used during alignment. Two notable examples are the 3D Morphable Mod-
els (3DMMs) developed by Blanz and Vetter [9], and the Active Appearance
Models (AAMs) developed by Cootes and Edwards [20]. Both methods employ
eigenspace representations as they can provide a compact approximate encoding
of a large set of images with a small set of orthogonal basis images. In general,
these approaches estimate a parametric non-rigid warping vector p of the im-
age I and an appearance vector   of the eigenspace appearance model (A) that
minimises the expression,
argmin
p, 
kI(p)  A( )k2 . (2.14)
Initially, these types of approaches were limited to rigid 2D parametric warping
functions. Non-rigid deformations could not be solved due to the computational
explosion of the warp parameter search space. Black et al. [8] have developed an
e cient non-rigid alignment framework by incorporating the eigenspace model
into the classical Lucas-Kanade algorithm (i.e. a non-linear optimisation of the
joint warp and appearance parameters via Gauss-Newton). However, the holistic
variants su↵er from overfitting and are extremely sensitive to outliers or noise.
Local Methods: Local methods attempt to abandon the direct link made be-
tween non-rigid face synthesis and alignment in holistic methods. The approach
attempts to register a non-rigid face through the application of an ensemble of
local experts to their respective local search regions within the source image be-
ing registered. Given an appropriate non-rigid shape prior for the object, the
response surfaces from these local regions are then employed within a joint op-
timisation process to estimate the global non-rigid shape of the face. That is,
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argmin
p
NX
k=1
fk {I, xk(p)} , (2.15)
where N is the number of fiducial landmarks in the non-rigid shape model and
fk{I, xk(p)} is the response of the kth local expert in source image I at local
position xk. The local expert’s coordinates xi are dependent on the non-rigid
warp parameter vector p e↵ecting the whole face shape. The best known lo-
cal method is the Active Shape Model (ASMs) [21] with successful extensions
including the Bayesian Tangent Shape Model (BTSM) [87], Pictorial Structure
Matching (PSM) [24], and Constrained Local Models (CLM) [62].
2.2.1 ASMs
Active Shape Models (ASMs) [21], are commonly used in the application of facial
landmark localization. It adopts a pre-defined shape model to constrain the
search for landmarks. The training stage is a process of defining the shape model
of faces, and the search stage is the process of searching faces in an image by
translating and deforming the shape model defined in training process.
In the training stage, face images with manually labelled landmarks are prepared
as training data. A large training set is required in order to achieve good perfor-
mance. The landmarks that can be used are:
• Application-dependent landmarks: points marking parts of the object with
particular application-dependent significance such as the centres of eyes or
corners of mouth lips.
Use S to denote the labelled training set, with N face images, each of which has
n landmarks. The position of the jth landmark in the ith image is denoted as
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(xij, yij), and the shape model for the ith image in the training set is described
by the vector,
xi =
⇥
xi0, yi0, xi1, yi1, ..., xi(n 1), yi(n 1)
⇤T
; 1  i  N. (2.16)
The landmarks in all shapes must be aligned before the model can be trained.
The algorithm of landmark alignment is:
• Calculate mean of candidate shape.
• Align candidate shape to reference shape (typically first shape) with mean.
• Pose normalization – scaling, rotating and translating.
• Iterate until converge.
After all shape vectors are aligned, Principal Component Analysis (PCA) is ap-
plied to find the behaviour of the variations of the n landmark points throughout
N shapes. As a result, each shape vector xi can be represented as a linear com-
bination of the principal components.
xi = x+ Pbi, (2.17)
in which xi denotes the shape vector of i, x denotes the mean shape vector, P is
the vector of principal components, and bi is the vector of scalars of shape i. It
is not necessary to use all principal components to model the shape of a face. In
practice, only the first t (out of 2n) principal components are used as they are
capable of expressing a su ciently high percentage of the total variance of the
original data.
Therefore, each shape model (including new shapes which are not in the training
set) can be expressed by a t elements scalar vector, b.
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In the searching stage, an initial shape estimate, xi, is expressed as a scaled,
rotated and translated version of reference shape xl,
xi =M(si, ✓i)[xl] + Ti, (2.18)
where, M(s, ✓) is a function which scales the shape by s and rotates it by ✓,
M(s, ✓) = s
24cos(✓)   sin(✓)
sin(✓) cos(✓)
35 , (2.19)
and Ti is the translation vector,
Ti = [Txi Tyi Txi Tyi . . . Txi Tyi]
T . (2.20)
Recall that xl = x+ Pbl, therefore the initial estimate can be written as
xi = s
24cos(✓)   sin(✓)
sin(✓) cos(✓)
35 [x+ Pbl] + [Txi Tyi Txi Tyi . . . Txi Tyi]T . (2.21)
Apply this initial model xi to an arbitrary location of the image, a model fitting
algorithm is iteratively processed until the local appearance of the model land-
marks converge with the appearance of the image. This is a two-stage process.
Firstly, pose (scaling,rotation and translation) parameters are adjusted to achieve
lowest appearance errors of the local features, then the model shape is deformed
by adjusting each scalar parameter in vector, bl, until convergence.
The local appearance search profiles of landmarks are determined in the training
stage to control the movement of the landmark points in model fitting iterations.
The authors model the intensity levels of pixels along a line passing through each
landmark and perpendicular to the boundary formed by the landmark and its
neighbours (as illustrated in Figure 2.3) [20].
A number of extensions and modifications have been proposed to enhance the
Active Shape Model in facial feature localization application. In [82], the authors
claim that the face contour is more corresponding to the mouth under di↵erent
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Figure 2.3: Local appearance profile.
facial expressions. Instead of using a single model to represent a face, they pro-
posed two individual feature models to increase the e ciency of feature searching:
one includes the face contour and mouth; the other one includes two eyebrows,
two eyes and nose. A similar method can be found in [50]. The authors divided
the face model into 5 groups for deforming the model to a variety of expressions
more e ciently. In [51], the authors use a skin colour likelihood transformation
method, instead of using a gray level, to model the local profile around each land-
mark point. In [48], the authors improve the conventional Active Shape Model
in three ways: the local appearance model is improved by using random forest
classifiers [12]. Shape vectors are restricted to the vector space spanned by the
training database. The training set is enlarged by using a data augment action
scheme. In [75], the authors claim that the performance of Active Shape Models
depends heavily on the initial parameters of the shape model, as well as the local
texture model for each landmark and the corresponding local matching strategy.
They improve the ASMs method in two ways. They initialize the shape model
and provide region constraints on the subsequent iterative shape searching by
locating the iris. The edge intensity at the contour landmark is used as a self-
adaptive weight when calculating the distance between the candidate profile and
the reference.
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2.2.2 Nonrigid Face Alignment by Gabor features
S. Zhao et al. proposed a face landmark localization framework that incorporates
both Flexible Shape Model (FSM) [42] and Constrained Profile Models (CPMs)
[86]. In their work,face landmarks are classified into seven groups based on their
distributions in a face area [83]. These are two eyes, two eyebrows, mouth, nose
and holistic face contour (Refer to Figure 2.4). Two classes of landmarks are used
by S. Zhao et al., control points (marked as red dot in Figure 2.4) and non-control
points.
The Flexible Shape Model (FSM) [42] is generated by a statistical analysis of
the positions of the feature points from the training set to represent face shape
variation due to di↵erences between individuals and environment conditions. The
shape model is constrained to deform only in ways that are found in the training
data. The N labelled landmarks in each face image can be represented as a vector,
x = [x1, y1, x2, y2, ..., xN , yN ]
T , (2.22)
In the model training stage, all shape vectors are aligned using an iterative mod-
ified Procrustes algorithm [28]. The statistics of the aligned landmarks are cap-
tured by a set of orthogonal bases, P , determined by Principal Component Anal-
ysis (PCA) [35]. Each shape vector can be approximated as:
x ⇡ x+ Pb, (2.23)
where x is the average shape vector, P is the principal bases and b is a scalar of
principal bases. The scalar vector, b, for a new aligned shape, x, can be retrieved
according to,
b ⇡ P T (x  x). (2.24)
The Constrained Profile Model (CPM) is developed from the Elastic Bunch
Graph Matching (EBGM) algorithm [41]. It uses a bunch of Gabor features to
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Figure 2.4: Face landmarks used by S. Zhao et al. Landmarks in di↵erent groups
are marked with di↵erent colours.
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Figure 2.5: Visualization of 40 Gabor kernels: (a) Gabor magnitude and (b)
Gabor phase.
define constraints on the local appearance of a landmark point region. The 2D
Gabor kernel used for feature extraction is:
 j(z) =
k2j
 2
exp( k
2
j z
2
2 2
)[exp(ikjz)  exp(  
2
2
)], (2.25)
where,
kj =
24kjx
kjy
35 =
24kv cos'µ
kv sin'µ
35 , kv = 2  y+22 ⇡,'µ = µ⇡
8
. (2.26)
The index, j = u+8v, covers a discrete set of five di↵erent frequencies, v = 0, ..., 4,
and eight orientations, µ = 0, ..., 7. The width of the Gaussian is set to   = 2⇡.
A feature set {Jj} is defined as a set of 40 convolution coe cients for kernels of
five frequencies and eight orientations, obtained at one image pixel, z = (x, y) in
an image I(z),
Jj(z) =
Z
I(z0) j(z   z0)d2z0. (2.27)
The set of jets referring to one feature point over a small number of model faces
is called a bunch. Figure 2.5 illustrates the visualized magnitudes and phases of
the 40 Gabor kernel functions.
Control points are able to constrain non-control points in the same group, and
prevent them from sticking into local minima during optimization. The Con-
trol points are modelled by CFM, whereas non-control points are modelled by a
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faster approach called Normalized Derivative profile (NDP) [19] to increase the
e ciency. The idea of NDP is basically to model pixel intensities along a line
passing through a landmark and normal to the boundary formed by its neighbour
landmarks.
In the landmarks searching stage, two di↵erent algorithms are employed to com-
pute the suggested movements. Non-control points are searched by a method
based on NDP along the normal of the shape boundary, while control points
are searched by a Gabor jet localization algorithm, which estimates displacement
based on jet phase information.
In the process of Gabor jet localization, given initial positions of face landmarks,
for each landmark, a test jet is first extracted at the initial position of a control
point. The resulting test jet is compared one by one with all the model jets
contained in the control points’s Gabor bunch from CPM. The most similar model
jet is selected using jet magnitude similarity,
Smag(J, J
0) =
P
j aja
0
jqP
j a
2
j
P
j a
0j2
, (2.28)
where,
Jj = aj exp(i j), (2.29)
J 0j = a
0
j exp(i 
0
j). (2.30)
With the selected model jet and the test jet, the Gabor jet localization algorithm
is applied to find the suggested movement of the current control point. Since jet
phases,  j(z), vary quickly with location and rotate with a rate set by the spatial
frequency, kj, of the kernels, they provide an accurate method of displacement
estimation [77]. The jet displacement estimation is based on a displacement-
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compensated phase similarity function,
Spha(J, J
0) =
P
j aja
0
j cos( j    0j   d(J, J 0)kj)qP
j a
2
j
P
j a
02
j
, (2.31)
where d(J, J 0) = (dx, dy)T is the displacement between two locations that jets J
and J 0 refer to. By maximizing the above equation, assuming @Spha@dx =
@Spha
@dy
= 0,
the following equation for d(J, J 0) is obtained,
d(J, J 0) =
24dx
dy
35 = 1
 xx yy    xy yx
24  yy   yx
  xy  xx
3524 x
 y
35 , (2.32)
where
 x =
X
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0
jkjx( j    0j), (2.33)
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0
jkjy( j    0j), (2.34)
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0
jkjxkjx, (2.35)
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X
j
aja
0
jkjxkjy, (2.36)
 yx =
X
j
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0
jkjykjx, (2.37)
 yy =
X
j
aja
0
jkjykjy. (2.38)
Therefore, the new positions of control points can be determined and deformation
of non-control points can be constrained by control points. The experimental
results show that the approach has 47.6% improvement over Active Shape Models
[21] in terms of average localization error. However, although the authors claim
that Gabor features are robust to pose change, no feature localization evaluation
is performed with varing poses in this work.
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Figure 2.6: Landmarks from frontal view and side view.
2.2.3 Colour based methods
Ansari et al. proposed a fully automated algorithm for facial feature extraction
from a pair of orthogonal frontal and profile view images of a person’s face taken
by calibrated cameras [1]. In their method, 15 face landmark points were chosen
based on their importance in representing a face as shown in Figure 2.6.
In Figure 2.6, the face landmark points are marked with subscript f or p, indicat-
ing frontal and profile views respectively. Four points are chosen for each eye and
mouth and three points for the nose. The proposed method starts with locating
the eye centres and mouth centre in the frontal view image using the method of
eyemap and mouthmap proposed in [60]. Both eyemap and mouthmap are colour
segmentation based approaches, start by transforming the image to the Y CbCr
colour space. For eyemap, there are two colour likelihood maps which can be
combined together to form a single final eyemap.
The eyemap from the chroma is based on the observation that high Cb and low
Cr values are found around the eyes. It is constructed by:
EyeMapC =
1
3
{(C2b ) + eC2r + (Cb/Cr)}, (2.39)
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where Cb and Cr are normalized to the range [0, 255], eCr is the negative of Cr
(i.e.,255-Cr). The eyemap from the luma is constructed using gray-scale dilation
and erosion with a hemispheric structuring element:
EyeMapL =
Y (x, y)  g (x, y)
Y (x, y) g (x, y) + 1 , (2.40)
where the gray-scale dilation   and erosion  operators, and the structuring
function g : G ⇢ R2 ! R are defined in [33]. Eventually the two maps are
combined by an element-wise multiplication operation. Figure 2.7 demonstrates
the eyemap operation applied on a colour face image.
The colour of the mouth region contains a stronger red component and weaker
blue component than other facial regions. Hence, the chrominance component,
Cr, is greater than Cb in the mouth region. And the mouth has a relatively
low response in the Cr/Cb feature, but a high response in C2r . The proposed
mouthmap is:
MouthMap = C2r · (C2r   ⌘ · Cr/Cb)2, (2.41)
where
⌘ = 0.95 ·
1
n
P
(x,y)2FG
Cr(x, y)2
1
n
P
(x,y)2FG
Cr(x, y)/Cb(x, y)
. (2.42)
The mouth map is demonstrated in Figure 2.8
Using information about locations of eye and mouth centres, eye and mouth sub-
image, and thresholding with Otsu’s method [2], eye regions and mouth regions
are separated from the image. A convex hull operation is then performed to find
the smallest convex polygon points on the perimeter. The regions are approxi-
mated by an ellipse, and the major and minor axis are computed. The two ends
of the major and minor axis are selected as feature points. The result is shown
in Figure 2.9.
To locate the eyes and mouth feature points in profile view, the authors use
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Figure 2.7: Eye map applied on colour face image.
Figure 2.8: Mouth map applied on colour face image.
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Figure 2.9: Results of convex hull operation.
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the fact that the Y coordinates of the feature points are the same, or close in
both frontal and profile views, to constrain the search space in profile view. The
authors apply an intensity correlation method to locate eye and mouth feature
points. An edge detection approach is used to locate the feature points at the
nose tip and nose corners. The Y coordinates of these points found in profile
view are used to locate nose feature points in frontal view.
There is no test result of feature localization in [1], but apparently, there is a
critical limitation: This feature extraction method only works at frontal view
and profile view, namely 0  and 90 , the approach is not able to process view
angles between them, 45  for example.
2.3 Simultaneous Image Ensemble Alignment
The most well-known recent work on image ensemble alignment includes that of
Learned-Miller [43, 55], who introduced the concept of congealing. In general,
image alignment algorithms treat each image in an ensemble as a column vector of
a matrix (we call it ensemble matrix), which has an ideal rank of 1. However, due
to misalignment and imaging noise such as illumination and occlusion, the rank of
this matrix is arbitrary but is always less than full rank. Congealing seeks to find
the optimal set of warp functions, which can transform each image in the ensemble
such that the rank is minimized. Learned-Miller’s congealing algorithm achieved
so by minimizing the gross entropy of each row of the ensemble matrix (a.k.a
each pixel stack), as the entropy of each row indicates the similarity of all the
pixels at the same location across the whole ensemble. Similarly, the least square
congealing procedure [22, 23] seeks to minimize the square distance between each
column of the matrix. Both methods of congealing works particularly well when
the image ensemble only contains misalignment such as hand written digits [43,
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55], magnetic resonance images [44, 88]. However imaging noise is not account
for in these methods. To combat the shortcomings of conventional congealing
algorithms, Huang et al. [31] proposed a procedural approach to take advantages
of the robustness of SIFT descriptor to illumination variations. SIFT descriptors
are firstly computed at each pixel for each image and then k-mean clustering is
employed to divide all descriptors into a fixed number of clusters. Instead of
congealing on pixel intensity values, the cluster id is used as the distribution field
in conjunction with a ”soft assignment” aimed to avoid the local plateaus in the
optimization landscape.
While congealing methods attempt to directly enforce the similarity between the
columns of the ensemble matrix, one can indirectly achieve so by exploiting the
low-rank constraint of the ensemble matrix. The Transform Component Analysis
(TCA) introduced by Frey and Jojie [26, 27] employs discrete hidden variables
to model unwanted spatial variation and uses an EM algorithm to fit a low-
dimensional linear model. The major drawback of this approach is the restriction
on a known set of transformations.
Recently, the Robust Principal Component Analysis [14, 79] provides an e↵ec-
tive way to enforce the low-rank constraint. Given the ensemble matrix, RPCA
can decompose it into a low-rank matrix and a sparse error matrix. The sparse
error matrix directly models outliers in the images such as occlusion, while the
low-rank matrix represents the alignment result. The di↵erence between RPCA
and conventional principal component analysis is that the former automatically
compute the low-rank matrix without the need of specifying the rank and en-
sures that the residual is a sparse matrix. This leads to Peng’s seminal work
on Robust Alignment by Sparse and Low-rank Decomposition (RASL), in which
warping functions are integrated into the RPCA framework. RASL has become
of increasing interest to vision researchers as it: (i) can robustly handle variations
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in illumination, and (ii) can model outliers and occlusions using an L1 error term.
The above-mentioned algorithms belong to a class of rigid alignment algorithms,
which unfortunately does not translate well when being applied to image ensem-
bles for non-rigid human faces as there is no constraint on facial deformations.
The focus in the domain of face alignment is di↵erent to that of general image
alignment. Instead of aligning all the images to a canonical template, face align-
ment algorithms seek to accurately fit a set of models representing the face to
the image ensemble as well as alignment of each image. Zhao et al. [85] pro-
posed to place the sparse error term in the RASL objective with a general facial
appearance model (AAMs) in order to simulate the e↵ect of facial deformation.
However, it has been well noted in the AAMs literature (Gross et al. [29]) that
it is hard to estimate a facial appearance basis that encompasses all possible hu-
man facial appearance variations (e.g. identity, lighting, age, expression, etc.).
As opposed to Zhao [85], Smith and Zhang [66] proposed to align face ensembles
by optimizing a local appearance combined with the low shape rank constraint.
The use of local appearance allows the algorithm to generalize well to di↵erent
individuals but the performance is more prone to local minimals.
2.4 Summary
This chapter has reviewed some of the state-of-the-art methods of visual front-
end, non-rigid face alignment and simultaneous image ensemble alignment. Cur-
rently most simultaneous image ensemble alignment approaches are constrained
to only rigid image transformations such as translation, scaling, rotation or shear.
These methods are problematic when applied to face images taken from di↵erent
view-angles or where the facial expression are di↵erent. In later chapters, non-
rigid image transformations and how to employ them for simultaneous image
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ensemble alignment are discussed.

Chapter 3
Active Appearance Models
(AAMs)
The Active Appearance Model (AAM) [54] method is one of the most common
methods for non-rigid object alignment (e.g. human faces). This is a global
alignment method which exploits pixel intensities in the entire face region for
alignment. Although AAMs have been studied for decades, they are still of great
interest to the computer vision research community because of their capability of
aligning deformable objects, such as human faces and organs. Concepts relating
to AAMs, in particular Point Distribution Models (PDMs) and non-rigid trans-
formations by piece-wise-a ne (PWA) warps, are used in a number of recently
proposed methods [66, 85]. In this chapter, we provide a comprehensive review
of AAMs. Problems discussed include how faces are modelled by AAMs and how
the faces are aligned by the constructed model.
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Figure 3.1: One training image with landmark anotations.
3.1 Point Distribution Models
AAMs model shape and appearance separately. The shape model is defined by a
mesh, in particular the landmark locations of the mesh. To build a model using
AAMs, one needs a gallery of training face images with annotated landmark
locations (as shown in Figure 3.1). The landmark is referred to as interested
point on face, such as lip corner, eye corner etc. The landmark points have to be
manually annotated beforehand. There is no such method that is able to generate
the landmark locations automatically with same accuracy as manual annotations.
Mathematically, each shape s of a face is defined as the coordinates of the V
landmarks that make up the mesh:
s = (x1, y1, x2, y2, · · · , xV , yV )T. (3.1)
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Figure 3.2: Left: Landmark locations before Procrustes Analysis. Right: Land-
mark locations after Procrustes Analysis
For N gallery image, there are totally N shapes s1, s2, · · · , sN . Usually, the land-
marks in the gallery images are first normalised using a Procrustes Analysis [17]
to remove the rigid o↵set (such as translation, rotation, scale). Then Princi-
pal Component Analysis (PCA) is applied to model the linear shape variations.
Therefore, the shape s can be expressed as a mean shape s0 plus a linear combi-
nation of M shape eigenvectors bsi,
s = s0 +
MX
i=1
pibsi. (3.2)
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(a) i = 1
(b) i = 2
(c) i = 3
Figure 3.3: The first three shape basis of a trained Point Distribution Model with
varying coe cient d (from -150 to 150).
where
s0 =
1
N
NX
i=1
si, (3.3)
and the shape model   = [bs1,bs2, · · · ,bsM ] is the first singular matrix of SST
determined by,
[ ,⇠,⇠] = svd(SST), (3.4)
where S = [s1   s0, s2   s0, · · · , sN   s0].
In this expression, the coe cients p = [p1, p2, · · · , pM ]T are the shape parameters.
For visualization of the shape variations, the first 3 shape basis are demonstrated
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Figure 3.4: Piece-Wise-A ne Transformation from shape s (left) to base shape
s0 (right).
in Figure 3.3. To visualize the shape basis, the shape is presented as,
s = s0 + d · bsi, (3.5)
where s0 is the mean shape, d is a coe cient constant for that particular shape
basis, bsi is the ith basis of the shape variation. This particular model demon-
strated was trained with a video sequence of single person. Face actions such as
changing head pose, talking, changing facial expression are included in this video.
In Figure 3.3 it can be observed that the first basis is basically modelling the head
pose variation, whereas the other two basis model the expression and face defor-
mation caused by talking. This is because head pose introduces more significant
shape deformation.
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3.2 Nonrigid Image Transformation
The face appearance is referred to as the pixel intensities within the face region.
The appearance of AAMs is defined within the base mesh s0. To transform
the appearance from its the mean shape frame s0 to the current shape frame s,
the nonrigid image transformation function has to be applied. The most common
method is Piece-Wise-A ne (PWA) Transformation, it is also referred to as Piece-
Wise-A ne warp.
The pair of meshes s0 and s define a unique piecewise a ne warp from s0 to
s. The meshes are generated from the Delaunay triangulation of the landmark
points defined by shape s (as shown in Figure 3.4). Any pair of triangles define
a unique a ne warp from one to the other, such that the vertices of the first
triangle map to the vertices of the second triangle. The complete warp is then
computed as: (i) for the image pixels in s0, determine which triangle it lies in,
(2) warp x with the a ne warp for that particular triangle. This transformation
is denoted as W (x;p).
To gain the linear appearance model, all gallery images have to be transformed
into the base mesh s0. Let x = (x, y)T denote the set of pixels that lie inside
the base mesh s0. Then PCA is applied on the transformed facial appearance to
determine the mean appearance A0(x) and the appearance basis Ai(x), then,
A(x) = A0(x) +
MX
i=1
 iAi(x) 8x 2 s0, (3.6)
where the coe cients  i are the appearance parameters. Since it can always
perform a linear reparameterization, wherever necessary assuming that the ap-
pearance basis Ai are orthonormal.
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Figure 3.5: An example of training linear appearance model from six images of
same person. Top rows: gallery images; Lower rows: transformed images by
PWA. Principal Component Analysis is applied to the transformed images to
determine the linear appearance variations.
3.3 Model Instantiation
Now the linear model of face shape and appearance have been generated, However,
how to generate a model instance from the model hasn’t been described. In
this section, a briefly introduction how to generate a model instance A(x) by
giving shape parameters p = (p1, p2, · · · , pn)T, and appearance parameters   =
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Figure 3.6: The pre-trained AAMs generate the model instances to fit a sequence
of images by putting in discriminative shape and appearance parameters for each
image.
( 1, 2, · · · , n)T is given. The AAMs model instance with shape parameter p
and appearance parameters   is then created by: (i) determining the appearance
in the base mesh s0 by the appearance parameters   using Equation 3.6; (ii)
define shape s by the shape parameters p using Equation 3.2; (iii) Transform
appearance from base shape s0 to the instance shape s using Piece-Wise-A ne
Transformation (as shown in Figure 3.6).
3.4 Lucas-Kanade Image Alignment
The main application of AAMs is nonrigid face alignment, also referred to as
facial landmark registration. In these applications, the pre-trained AAMs is to
be fitted to the input image by iteratively generating the model instance that has
same appearance as the input image. Mathematically, the objective of AAMs
3.4 Lucas-Kanade Image Alignment 49
fitting is,
X
x2s0
"
A0(x) +
mX
i=1
 iAi(x)  I(W (x;p))
#2
, (3.7)
where the sum is performed over all pixels x in the base mesh s0. A0 is the mean
appearance, Ai is the ith appearance basis of the AAMs, I is the input image,
I(W (x;p)) is input image transformed from shape s defined by shape parameters
p to the base shape s0 using PWA.
3.4.1 Forward-Additive Alignment
The AAMs objective Equation 3.21 is solved by the Lucas-Kanade Image Align-
ment algorithm [52]. The goal of the Lucas-Kanade (LK) algorithm is to find the
locally ”best“ alignment by minimizing the sum of squares di↵erence between
a constant template images, A0(x), and an test image I(x) with respect to the
warp parameters p:
X
x
[A0(x)  I(W (x;p))]2 . (3.8)
Note the objective of LK is not the same as for AAMs. LK is to aligning template
image A0 to the test image I, with pixel transformation between these two images
defined by the shape parameters p. In LK there is no appearance variation
defined, so LK doesn’t include the estimation of appearance parameters  . LK
only estimates the transformation defined by the shape parameters p.
Solving for p is a nonlinear optimisation problem, because the pixel intensities
I(x) are nonlinear. To linearize the problem, Lucas and Kanade proposed a
50 3.4 Lucas-Kanade Image Alignment
iterative linearization algorithm, which is assuming that an initial p is known,
then iteratively determines the increments to the parameters  p,i.e.
argmin
 p
||A0(x)  I(W (x;p+ p))||2F , (3.9)
then update p  p +  p. Taylor series expansion can be used to linearize
Equation 3.9, in order to solve  p. Then,
argmin
 p
||A0(x)  I(W (x;p)) rI @W
@p
 p||2F , (3.10)
where rI is the gradient of the image evaluated at W (x;p), and @W@p is the
Jacobian of the warp evaluated at p, rI @W@p is also referred to as the Steepest
Decent Image (SD). Then  p can be solved by,
 p = H 1[rI @W
@p
]T[A0(x)  I(W (x;p))], (3.11)
where H is the Gauss-Newton approximation to the Hessian matrix:
H = [rI @W
@p
]T[rI @W
@p
]. (3.12)
This iterative optimization framework is referred to as forward-additive algo-
rithm. In this framework, both rI and @W@p are evaluated at shape parameters p.
As p is updated iteratively, in every iterative, rI and @W@p have to be re-evaluted
with the updated p. Both of them are slow operations, hence the overall forward-
additive framework is very slow.
3.4 Lucas-Kanade Image Alignment 51
3.4.2 Forward-Compositional Alignment
In the Forward-additive framework, the shape parameters are computed by es-
timating  p o↵set from the current shape parameters p. The compositional
framework computes an incremental warp W (x; p) to be composed with the
current warp W (x;p). The objective function of a compositional alignment is,
argmin
 p
||A0(x)  I(W (W (x; p);p))||2F , (3.13)
and the update step involves composing the incremental and current warp:
W (x;p) W (x;p)  W (x; p). (3.14)
Taking the Taylor series expansion of Equation 3.13 gives,
argmin
 p
||A0(x)  I(W (W (x;0);p)) rI(W (x;p))@W
@p
 p||2F . (3.15)
In this formulation, it is assumed that p = 0 is the identity warp; i.e. W (x;0) =
x. Note that in Equation 3.15, the gradient is computed on I(W (x;p)), and the
Jacobian is evaluted at (x,0) and therefore is a constant that can be precomputed.
Although the composition update step is computationally more costly than the
update step for an additive algorithm, there is no need to recompute the Jacobian
@W
@p in each iteration.
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3.4.3 Inverse-Compositional (IC) Alignment
The Inverse-Compositional Alignment is a modification of the Forward-
Compositional Alignment, in which the roles of the template and example im-
age are reversed. Instead of computing the incremental warp with respect to
I(W (x;p)), it is computed with respect to the template A0(x). In this frame-
work, one only needs to estimate the incremental warp in the opposite ”inverse“
direction. The objective function of Inverse-Compositional Alignment is,
argmin
 p
||I(W (x;p))  A0(W (x; p))||2F , (3.16)
the warp is updated by,
W (x;p) W (x;p)  W (x; p) 1. (3.17)
Taking the Taylor series expansion, it gives,
argmin
 p
||I(W (x;p))  A0(W (x;0)) rA0(x)@W
@p
 p||2F . (3.18)
Recall that W (x;0) is the identity warp, the solution of Equation 3.17 is,
 p = H 1[rA0(x)@W
@p
]T[I(W (x;p))  A0(x)], (3.19)
where the Hessian matrix H is,
H = [rA0(x)@W
@p
]T[rA0(x)@W
@p
]. (3.20)
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Note that the template A0 is constant and the Jacobian
@W
@p is always evalu-
ated at p = 0, most of the computation in Forward-Additive Alignment and
Forward-Compositional Alignment can be removed by a precomputation step
and performed only once. The Inverse-Compositional Alignment is very e cient.
3.5 AAM Fitting
The Lucas-Kanade Image Alignment algorithm is able to align an image to a
template image. However, the conventional LK is not able to handle appearance
variations in the image. Recall that the objective function of AAMs is,
argmin
p
||A0(x) +
mX
i=1
 iAi(x)  I(W (x;p))||2F . (3.21)
In order to solve the AAMs function, Equation 3.21 must be minimised simultane-
ously with respect to p and   = ( 1, 2, · · · , m)T. The linear subspace spanned
by a collection of vectors Ai is defined as span(Ai), and define its orthogonal
complement as “span(Ai) ?”, Equation 3.21 can be rewritten as,
||A0(x)+
mX
i=1
 iAi(x) I(W (x;p))||2F = ||A0(x)+
mX
i=1
 iAi(x) I(W (x;p))||2span(Ai)?
+ ||A0(x) +
mX
i=1
 iAi(x)  I(W (x;p))||2span(Ai), (3.22)
where || · ||2L denotes the square of the L2 norm of the vector projected into the
linear subspace L. Since of the first L2 norm only considers the components of
vectors in the orthogonal complement of span(Ai), any component in span(Ai)
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itself can be dropped. Therefore, one only need to minimise,
||A0(x)  I(W (x;p))||2span(Ai)? + ||A0(x) +
mX
i=1
 iAi(x)  I(W (x;p))||2span(Ai).
(3.23)
The shape parameters p can be solved by minimizing the first term of Equa-
tion 3.23 using Lucas-Kanade algorithm,
argmin
 p
||I(W (x;p))  A0(W (x; p))||2span(Ai)?, (3.24)
taking Taylor series expansion,
argmin
 p
||I(W (x;p))  A0(W (x;0)) rA0(x)@W
@p
 p||2span(Ai)?. (3.25)
To force the shape parameters varies in only subspace spanned by the complement
of span(Ai), one has to constrain the steepest decent image by,
SDj(x) =
@W
@pj
 
mX
i=1
[
X
x2s0
Ai(x) · @W
@pj
]Ai(x), (3.26)
Recall that Ai are PCA basis of the appearance, therefore they are orthonormal.
The appearance parameters   can then be determined by,
 i =
X
x2s0
Ai(x) · [I(W (x;p))  A0(x)], (3.27)
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Algorithm 1 Precomputation IC Fitting
1: Evaluate the image gradient rA0 of the mean appearance A0(x)
2: Evaluate the Jacobian @W@p at (x;0)
3: Compute the modified steepest decent images (SD)
SDj(x) =
@W
@pj
 Pmi=1[Px2s0 Ai(x) · @W@pj ]Ai(x)
4: Compute the Hessian Matrix using modified steepest descent images H =
SDTSD.
Algorithm 2 IC Fitting
1: while NOT CONVERGED do
2: Warp I with W (x;p) to compute I(W (x;p))
3: Compute the error image
I(W (x;p))  A0(x)
4: Compute the product of the transposed steepst descent images with error
image
SDT[I(W (x;p))  A0(x)]
5: Compute  p by multiplying by inverse Hessian
 p = H 1SDT[I(W (x;p))  A0(x)]
6: Update the warp W (x;p) W (x;p)W (x; p) 1
7: end while
8: Compute appearance parameters   using
 i =
P
x2s0 Ai(x) · [I(W (x;p))  A0(x)]
3.6 Summary
In this chapter, a very popular and publicly used non-rigid alignment algorithm,
the Active Appearance Model, has been introduced. AAMs use a linear shape
model and a linear appearance template to describe a given face image. The lin-
ear shape model and the image templates in AAMs are determined by applying
principal component analysis on annotated example images. For the purpose of
face alignment, AAMs fit the shape model by iteratively matching predefined face
templates to the image. Not only have AAMs been successful as a standalone
technique for deformable image alignment, a number of concepts introduced by
AAMs have also been applied to a vast number of applications. In this thesis,
the concepts of linear shape models and piece-wise a ne warps are employed to
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account for non-rigid deformations for simultaneous face image ensemble align-
ment.
Chapter 4
Robust Alignment by Sparse and
Low-rank Decomposition (RASL)
In this chapter, two very interesting methods are discussed: Robust Principal
Component Analysis (RPCA) and its extension, Robust Alignment by Sparse and
Low-rank Decomposition (RASL). These two methods o↵er a convex optimization
strategy of recovering a low-rank matrix which is corrupted by errors.
4.1 Robust Principal Component Analysis
The conventional Principal Component Analysis (PCA) is able to extract the
compact information from the high dimensional data. However, in computer
vision, the low dimensional data structure sometimes corrupted by errors in the
image or video. These errors can be occlusions, shadows, or specularities. They
are normally sparsely distributed in the image with very high magnitude. In this
scenario the conventional PCA is not applicable as the low-rank structure of data
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Figure 4.1: Robust Principal Component Analysis. Left: Corrupted observation
matrix D; center: Underlying low-rank matrix A; right: Sparse error matrix E
[53].
is broken by the sparse errors. In year 2009, Wright et. al. proposed a method to
recovery of corrupted Low-Rank matrices via convex optimization, they termed
it Robust Principal Component Analysis [79].
Robust PCA is able to decompose the corrupted matrix into the low-rank matrix
and the sparse error matrix. Assume the low-rank matrix A is corrupted by
errors E to form a matrix D (as shown in Figure 4.1, then we have,
D = A+ E, (4.1)
we know A is low-rank and E is sparse, then A and E can be determined by,
argmin
A,E
rank(A) +  ||E||0 (4.2)
s.t. D = A+ E,
where || · ||0 is L0-norm, it equals the number of non-zero elements. This objective
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function is too di cult to solve as both rank(·) and || · ||0 are nonconvex and
discontinuous functions. To relax the convexation, rank(·) and || · ||0 must be
replaced with their best approximations, which are the nuclear norm (or called
trace norm), || · ||⇤ and the L1-norm, || · ||1. Then we have
argmin
A,E
||A||⇤ +  ||E||1 (4.3)
s.t. D = A+ E.
The objective function of Equation 4.3 can be solved by a variant of methods,
such as Iterative Thresholding [79], Accelerated Proximal Gradient [5, 69], and
Augmented Lagrange Multiplier [7]. In [47] the most e ciency was found using
Augmented Lagrange Multiplier method.
The Augmented Lagrangian Function of Equation 4.3 can be written in the scaled
form as,
LA,E,Y = ||A||⇤ +  ||E||1 + µ
2
||D A  E+ 1
µ
Y||2F , (4.4)
in which the equality constraint Equation 4.1 is appended into the objective
function. Y is the Lagrangian Multiplier, µ is a scalar. Then we can solve the
Robust Principal Component Analysis problem by optimizing the Augmented
Lagrangian Function L,
argminLA,E,Y = ||A||⇤ +  ||E||1 + µ
2
||D A  E+ 1
µ
Y||2F . (4.5)
To solve Equation 4.5, each variable in Equation 4.5 has to be determined alter-
natively until convergence. The low rank matrix A and error matrix E can be
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solved e ciently using soft-thresholding method,
(U,⌃, V ) = svd(D  E+ 1
µ
Y), (4.6)
Ak+1 = US 1
µ
[⌃]VT, (4.7)
Ek+1 = S 1
µ
[D A+ 1
µ
Y], (4.8)
where the soft threshold operators S is defined as:
Sk[a] =
8>>><>>>:
a  k if a > k,
0 if |a| <= k,
a+ k if a <  k,
(4.9)
or equivalently,
Sk[a] = (a  k)+   ( a  k)+. (4.10)
Algorithm 3 RPCA by ALM
1: Input: Observation matrix D,  .
2: Initialization: Y0 = D/norm(D);E0 = 0; µ0 > 0; ⇢ > 1; k = 0.
3: while not converged do
4: Update A using Equation 4.7,
5: Update E using Equation 4.8,
6: Update Y, Yk+1 = Yk + µk(D Ak+1   Ek+1),
7: Update µ, µk+1 = ⇢ · µk,
8: Update k, k  k + 1.
9: end while
The algorithm of solving Equation 4.3 is summarised in Algorithm 3.
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4.2 Robust Alignment by Sparse and Low-rank
Decomposition
Robust Alignment by Sparse and Low-rank Decomposition (RASL) is a specific
application of Robust Principal Component Analysis. RASL is able to simul-
taneously align multiple images of a same object without any reference. RASL
advances the conventional unsupervised image ensemble alignment methods (such
as [22, 43, 58]) in terms of the robustness to illumination changes, occlusion and
shadow.
Assume multiple images of a same object I1, I2, · · · , IF construct an
image ensemble D, D = [vec(I1), vec(I2), · · · , vec(IF )]. The objec-
tive of RASL is to find the aligned image ensemble D(⌧ ), D(⌧ ) =
[vec(I1(⌧ 1)), vec(I2(⌧ 2)), · · · , vec(IF (⌧ F ))]. ⌧ = [⌧ 1; ⌧ 2; · · · ; ⌧ F ] are the trans-
formation parameters (⌧ i 2 R4 for similarity transform, ⌧ i 2 R6 for a ne trans-
form and ⌧ i 2 R8 for projective transform).
Using the theory of Robust Principal Component Analysis, the aligned ensemble
can be decomposed into two terms,
D(⌧ ) = A+ E, (4.11)
where A is the low rank matrix, and E is the sparse error term. By constraining
A and E, we have
arg min
A,E,⌧
||A||⇤ +  ||E||1 (4.12)
s.t. D(⌧ ) = A+ E.
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As we have the knowledge that the lowest rank of A and the sparsest E can be
found only if D(⌧ ) is properly aligned (appearance are compact and only sparse
image errors exist), we can employ the Robust Principal Component Analysis
objective function to determine the image transformations ⌧ .
Note the image transformation is a non-linear operation, hence the transforma-
tions ⌧ can only be determined iteratively. The Lucas-Kanade [52] style gradient
decent method is employed. In every iteration we have,
arg min
A,E,⌧
||A||⇤ +  ||E||1 (4.13)
s.t. D(⌧ ) +
FX
i=1
J(⌧ i) ⌧ i✏i✏
T
i = A+ E,
where J(⌧ i) is the Jacobian image evaluated at ⌧ i, ✏i is the standard basis vector,
in which all elements are zeros except the ith element is 1. To solve this objec-
tive function, E and A can be determined using the same alterative method as
described in Algorithm 3. The transformation increment  ⌧ can be determined
by,
 ⌧ =
FX
i=1
J(⌧ i)
†(A+ E D(⌧ )  1
µ
Y)✏i✏
T
i , (4.14)
The overall algorithm is summarized in Algorithm 4 and Algorithm 5. By provid-
ing the observation matrix D and the initial transformation ⌧ 0, RASL is able to
align all frames to get similar appearance, then decompose the aligned ensemble
into the low-rank error free term A and the sparse error term E. Figure 4.3 is an
example of applying RASL. Multiple images of exterior looking of a building are
provided. All of the images are taken from di↵erent view angles, some of these
images are collapsed by tree branches. By applying RASL, all images are aligned
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Algorithm 4 RASL - Inner Loop
1: Input: Observation matrix D(⌧ ),  .
2: Initialization: Y0 = D(⌧ )/norm(D(⌧ ));E0 = 0; µ0 > 0; ⇢ > 1; k = 0;
transformations ⌧ .
3: while not converged do
4: Update A using Equation 4.7,
5: Update E using Equation 4.8,
6: Update J using Equation 4.14,
7: Update Y, Yk+1 = Yk + µk(D+
PF
i=1 J(⌧ i) ⌧ i✏i✏
T
i  Ak+1   Ek+1),
8: Update µ, µk+1 = ⇢ · µk,
9: Update k, k  k + 1.
10: Output:  ⌧ ,A,E.
11: end while
Algorithm 5 RASL - Outter Loop
1: Input: Observation matrix D,  .
2: Initialization: initial transformations ⌧ 0.
3: while not converged do
4: Warp the observation matrix by the current transformation D(⌧ ),
5: Estimate the Jacobian matrix for each frame,
6: Determine the additive transformation  ⌧ using Algorithm 4,
7: Update the transformation: ⌧  ⌧ + ⌧ .
8: Output: ⌧ ,A,E.
9: end while
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(a) D (b) D(⌧ )
(c) A (d) E
Figure 4.2: A batch of window images are aligned by RASL. All windows are
aligned into the same canonical frame. The tree branches occluding the windows
are decomposed from the original images [58].
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(a) Face shadow (b) Light reflection (c) Partial Occlusion
Figure 4.3: Same example images taken from the Labelled Faces in the Wild
(LFW) database.
into similar view angle, the occluded part in the images are recovered in A, and
the tree branches are clearly shown in E.
4.3 Problem of Specularity and Shadow
A single human face may present significantly di↵erent appearance even when it
is properly aligned and normalized in facial expression using piece-wise-a ne
warp. The appearance di↵erences come from the varying light source loca-
tions/directions, shadows and specularities (i.e. light spot) on the face. In pho-
tography and video recording, these variations are inevitable. However, the com-
mon conventional alignment algorithms, in which the appearance of one image
is matched to another image, are problematic with great illumination changes.
In the Photometric Stereo literature of [4], a very interesting phenomenon was
observed. The authors of [4] found that in multiple images of a same object with
very complex illumination variations, 75% of the appearance variation can be
interpret by a 4th order linear subspace, 98% of the appearance variation are in
9th order linear subspace. This phenomenon o↵ers an interesting knowledge that
the matrix constructed by concatenating all aligned faces of a same subject under
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unknown illumination conditions is low rank.
However, in fact, there are more factors that can break the low-rank structure of
a Lambertian reflectance, such as shadows, specularities (reflection) and partial
occlusions. Figure 6.5 are some examples of shadows, specularities and occlusions
in the Labelled Faces in the Wild database [32]. These images errors may cause
significant problems in the conventional Principal Component Analysis methods
as they have great magnitudes. However, by exploiting the property that these
errors are sparse compared with the entire face region, the Robust Principal
Component Analysis algorithm is able to decompose the errors from the low-
rank images.
4.4 Summary
In this chapter, two recent works have been discussed: Robust Principal Compo-
nent Analysis (RPCA) and Robust Alignment by Sparse and Low-rank Decompo-
sition (RASL). RPCA is able to perform eigenspace reduction on data corrupted
by image errors of large magnitude (such as shadows, occlusions and speculari-
ties). By convex optimization, RPCA is able to decompose the low-rank element
of the observation from the error corruptions. This property has been used in
RASL for image alignment applications. RPCA and RASL are of great interest
to the aims of this thesis because:
1. Both RPCA and RASL are robust to image outliers caused by factors such
as occlusions, shadows and specularities.
2. RASL is able to align a batch of images with di↵erent lighting conditions.
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In the following chapters we will discuss how we applied these features in our
non-rigid face alignment framework.

Chapter 5
Anchored Nonrigid Face
Ensemble Alignment
Many methods exist at the moment for deformable face fitting. A drawback to
nearly all of these approaches is that they are (i) noisy in terms of landmark
positions, and (ii) the noise is predominantly heterogeneous (i.e. low geometric
error for some frames in a sequence and higher geometric error for others). In
this chapter we propose a method for simultaneously aligning an ensemble of de-
formable face images stemming from the same subject given noisy heterogeneous
landmark estimates.
Non-rigid alignment of deformable faces in an image/video has attracted great
interest from the computer vision community motivated by a wide range of appli-
cations, such as face recognition, facial expression analysis, facial animation and
audio-visual speech recognition. It is a di cult problem as it involves an opti-
mization in high dimensional space, where appearance can vary greatly between
instances of the object due to factors such as lighting conditions, facial hair, pose,
age, ethnicity, image noise, and resolution. Many approaches have been proposed
70
(a)
(b)
(c) (d) (e)
Figure 5.1: (a) 4 (out of 40) IJAGS images with very noisy initial alignment. (b) images
aligned by the proposed method. (c) faces transformed from the noisy initialization
to a reference shape frame. (d) drift (faces aligned without anchoring). (a) faces
transformed from the aligned registrations to the reference shape frame.
for this problem with varying degrees of success. Popular models include Ac-
tive Appearance Models (AAMs) [54], Active Shape Models (ASMs) [21] and
Constrained Local Models (CLMs) [62].
Of particular interest in this thesis is the task of performing deformable face fit-
ting across an ensemble of facial images stemming from the same subject. This
ensemble of images is not necessary causal, so the facial images can be taken
from non-uniform samples in time. Appearance consistency between images in
71
the ensemble is an obvious cue/constraint for this problem. We refer to appear-
ance consistency here as the concept that all faces in an image ensemble are of
similar appearance given that they are registered to the same coordinate frame of
reference. Employing appearance consistency blindly, however, can lead to poor
performance for two reasons. First, an ensemble of face images can be consid-
ered aligned to a similar geometric frame of reference without looking like a face
(see Figure 5.1(d)), as there is nothing “anchoring” the relative alignment. Sec-
ond, even though the identity across facial images is constant, other factors are
not; including pose, illumination and disappearance/appearance of pixels (e.g.
oral cavity opening, eye blinks and occlusions). Due to these problems, most
deformable face fitting approaches [21, 54, 62] assume appearance independence
between frames, instead relying on models / templates learned from o✏ine la-
belled face datasets. Although achieving good performance in general, these
approaches often yield imperfect/noisy estimates of landmark positions.
The problem of deformable face fitting across an ensemble of facial images is
closely related to the problem of unsupervised image ensemble alignment [22, 43,
58]. Recently, an approach referred to as Robust Alignment by Sparse and Low-
rank (RASL) decomposition was proposed by Peng et al. [58]. RASL has become
of great interest to vision researchers as it: (i) can robustly handle variations
in illumination through a rank minimization strategy, (ii) can model outliers
and occlusions using an L1 error term, and (iii) is computationally e cient and
scalable being able to handle in the order of thousands of images. However,
RASL cannot manage deformable face fitting in its current framework. In this
chapter we make three central contributions. First, we introduce an e cient
compositional piece-wise a ne framework to RASL so as to handle the deformable
face fitting task. Second, we propose that noisy estimates from a canonical face
fitting algorithm (e.g. AAM, ASM, CLM, etc.) can be introduced into the RASL
objective as an “anchoring” term to remove improper face warping. Third, we
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demonstrate state of the art performance for deformable face fitting on the IJAGS
face datasets (see Figure 5.1).
5.1 Anchored Deformable Face Alignment
In this Section, we introduce our deformable face ensemble alignment method.
We firstly extend RASL by adding a compositional piece-wise-a ne transforma-
tion function. We then introduce a landmark anchoring penalty to prevent the
landmarks drift (as shown in Figure 5.1(d)) after convergence.
5.1.1 Compositional Alignment
The shape of a deformable subject can be modelled by a mesh, more specifically,
by the landmark locations. Mathematically, we define the shape s with a mesh
with v vertices,
s = (x1, y1, x2, y2, · · · , xv, yv)T. (5.1)
By applying PCA to a hand labelled face dataset, the shapes of the face can be
interpreted by a number of shape parameters p,
s = s0 +
nX
i=1
pisi. (5.2)
Each shape s contains a large number of triangles defined by vertices. Each pair
of corresponding triangles from two shapes define a unique a ne transformation.
To warp a pixel x, we firstly identify which triangle x belongs to, then we warp it
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with the a ne transformation of that particular triangle. This method is referred
as piece-wise a ne transformation. The conventional RASL exploits an additive
framework, in which, the Jacobian of the transformation function @@⌧W(⌧ ) is
evaluated at ⌧ . In cases of global transformations as in [58], the Jacobian is
constant at all parameters ⌧ . However, for more complicated transformations
such as piece-wise a ne transformation, the transformation is non-linear, the Ja-
cobian has to be recomputed in every iteration as p is updated iteratively. This
will result in a significant computational cost. The compositional framework is
an alternative way to the additive methods. Rather than updating the global
transformation parameter ⌧ by ⌧ + ⌧ , it updates the piece-wise-a ne transfor-
mation D(P) by D(P  P) iteratively. P = [p1,p2, · · · ,pF ]. In this framework,
the RASL objective function can be expressed as,
arg min
A,E, p
||A||⇤ +  ||E||1
s.t. D(P   P) = D(P) +
FX
i=1
Ji P✏i✏
T
i = A+ E. (5.3)
The image Jacobian matrix Ji is formed as,
Ji = rIi(pi)
@W(0)
@pi
, (5.4)
where rI(p) is the image gradient evaluated at p. This gradient has to be
recalculated every iteration, however, it is an e cient process compared with
recomputing the transformation Jacobian @@pW . Fortunately in compositional
alignment, since the Jacobian of transformation function is always evaluated at
0, it can be precomputed as it only needs to be computed once.
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5.1.2 Anchored RASL
Since there is no prior knowledge of facial appearance exploited, without anchor-
ing, the process will deform the subject’s face arbitrarily to find the minimum
rank, in nearly all instances resulting in a poor alignment. In the proposed
method, we introduce a vertex anchoring method using the L2-norm2, whose
objective function is,
arg min
A,E, P
||A||⇤ +  1||E||1 +  2||X+  P  S||2F
s.t. D(P   P) = D(P) +
FX
i=1
Ji P✏i✏
T
i = A+ E, (5.5)
where X is the current vertices locations,   is the shape basis matrix (each col-
umn in   is a eigenvector of shape), and S is the anchoring points. The reason
of choosing L2-norm2 as anchoring term is that it can be e ciently di↵erenti-
ated as a simple least-square problem. In this work we use the initial alignment
as anchoring points to avoid the need of additional knowledge. Our experiment
shows that although the anchoring points are noisy in terms of landmark loca-
tions, they are still able to stabilize the process by stopping alignment from drift.
Our objective function Eqn. 5.5 can be optimized e ciently by the Alternating
Direction Method of Multipliers [10],
L(A,E, P,Y) = ||A||⇤ +  1||E||1 +  2||X+  P  S||2F
+ < Y,D(P) +
FX
i=1
Ji P✏i✏
T
i  A  E > +
µ
2
||D(P) +
FX
i=1
Ji P✏i✏
T
i  A  E||2F ,(5.6)
where Y is the Lagrangian Multiplier, µ is a positive scaler, < ·, · > is matrix
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inner product. Then in every iteration, the new values of A, E,  P and Y can
be determined by alternation,
Ak+1 = argmin
A
L(A,Ek, Pk,Yk) (5.7)
Ek+1 = argmin
E
L(Ak+1,E, Pk,Yk) (5.8)
 Pk+1 = argmin
 P
L(Ak+1,Ek+1, P,Yk) (5.9)
Yk+1 = Yk + µ(D  P+
FX
i=1
Ji P
k+1✏i✏
T
i  Ak+1   Ek+1). (5.10)
The Ak+1 and Ek+1 can be determined using the soft threshold method as de-
scribed in [79],
(U,⌃,V) = svd(D(P) +
FX
i=1
Ji P
k+1✏i✏
T
i   E+
1
µ
Y), (5.11)
Ak+1 = US 1
µ
[⌃]VT, (5.12)
Ek+1 = S 1
µ
[D(P) +
FX
i=1
Ji P
k+1✏i✏
T
i  A+
1
µ
Y], (5.13)
(5.14)
where the soft threshold operators S is defined as:
Sk[a] =
8>>><>>>:
a  k if a > k,
0 if |a| <= k,
a+ k if a <  k,
(5.15)
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or equivalently,
Sk[a] = (a  k)+   ( a  k)+, (5.16)
The update of parameters  P can be found by,
@
@ P
L(Ak+1,Ek+1, P,Y) = @
@ P
( 2||X+  P  S||2F +
µ
2
||D(p)
+
FX
i=1
Ji P
k+1✏i✏
T
i  Ak+1   Ek+1 +
1
µ
Yk||2F ) = 0, (5.17)
then we have,
 pk+1i = (2 2 
T + µJTi Ji)
 1[2 2 T(S X)✏i✏Ti + µJTi (Ak+1 + Ek+1
  1
µ
Yk  D(P))✏i✏Ti ]. (5.18)
The overall algorithm is described in Algorithm 6.
5.2 Experiments
In this section, we evaluate the performance of our Anchored RASL method
on a variety of face alignment tasks. The face shape model employed in the
evaluation was obtained by a training process from all subjects of the IJAGS
database and MultiPIE [30] database (5 subjects of IJAGS and 346 subjects in
MultiPIE, with varying head poses and facial expressions). The shape model
consists of 19 degrees of freedom with 66 landmark points. The image in the
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Algorithm 6 Anchored RASL
1: Input: the initial landmarks S, weights  1,  2, shape basis  , total number
of frames F , each frame has P points.
2: Solve for the initial shape parameter, p = eval(S, ),
3: Determine warp Jacobian @@pW .
4: while not converged do
5: for i = 1 to F do
6: Warp image, bIi = Ii   pi,
7: Determine gradient, rbIi = gradient(bIi),
8: Determine Jacobian, Ji = rbIi @@pW ,
9: Determine ensemble, Dp(i, :) = vec(bIi)’,
10: Determine the current mesh, X =  p.
11: end for
12: Solve for  p using
arg min
A,E, p
||A||⇤ +  1||E||1 +  2||X+  p  S||2F
s.t. Dp+ J p = A+ E, (5.19)
13: Update shape parameter p = p   p.
14: end while
reference shape frame was scaled to 10,000 pixels in each of the Red, Green and
Blue channels. The weight,  1 was selected using the same strategy as in [58],
 1 = 1/
p
m, where m is the number of pixels in each aligned image (30,000 in our
case). The experiment result shows that the best performance was found when
using  2 = 0.03/
p
n, where n is the number of landmark points in every frame
(66 in our implementation). The CLMs tracker we employed in the experiment
was implemented by [61]. The shape model and the local features of the CLMs
tracker were trained with all subjects of MultiPIE database [30].
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5.2.1 Anchored RASL Vs. Unanchored RASL
To validate the importance of the anchoring term, we evaluated the performance
of our anchored RASL method and the conventional RASL by an image sequences
with synthetic noisy landmark registrations. 40 frames of a single subject with
large head pose variations were selected from the IJAGS database. We randomly
selected a subset of n = 32 frames (equivalent to 80% of the frames), and perturb
the annotated ground truth landmarks with synthetic errors. For each frame, the
same synthetic error was added to all landmark points to ensure the error would
not be rectified by the shape model,
Si<n,j=1:P = bXi<n,j=1:P + Ei, (5.20)
where Ei is a random error, Ei 2 N (0,  2). In the experiment, we generated
test cases with di↵erent geometric errors in the anchor points by increasing the
standard deviation  . The performance of our Anchored RASL method and the
conventional unanchored RASL method were compared with the RMS geometric
errors (shown in Figure 5.2(a)) and the nuclear norms (shown in Figure 5.2(b)).
The experimental results show that the conventional RASL searched the mini-
mum nuclear norm by arbitrarily distorting the faces in each frame. Our anchored
RASL method is able to maintain the landmark points in reasonable locations to
stop the improper distortions, in order to ensure a good alignment.
5.2.2 The E ciency Evaluation
To verify the e ciency improvement of our Compositional Anchored RASL
method from the conventional Additive method [58], we compared the computa-
tional time and the fitting performance of each method with a sequence of 100
IJAGS face images. The alignment was initialized and anchored by landmark
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Figure 5.2: (a) The RMS geometric errors; (b) The nuclear norms. The conven-
tional RASL is not suitable for deformable face alignment as it searches for the
lowest nuclear norm by blindly distorting the faces. To address this problem our
anchored approach constrains the landmarks in certain regions to ensure a good
alignment.
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points determined by the state-of-the-art CLMs tracker [61, 62]. The computa-
tional time of aligning di↵erent number of frames were tracked and presented in
Figure 5.9(a). The fitting performance of the two methods were demonstrated in
Figure 5.9(b).
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Figure 5.3: (a) The computational time with di↵erent number of frames; (b)
The fitting performance of the two methods when processing 100 frames. It can
be observed that the compositional method can reduce the computational cost
significantly while maintaining identical fitting performance.
The experimental results show that both the additive method and the compo-
sitional method are able to refine the alignment from the state-of-the-art CLMs
tracker. The proposed compositional method is able to reduce approximately 99%
of the computational cost of the additive method used in conventional RASL,
while maintaining identical fitting performance.
5.2.3 Visualization
In order to visually inspect the e↵ectiveness of the proposed method, we have
selected two simulation results for visualization. The first simulation is conducted
using IJAGS database, 40 frames were selected using the same criterion as in the
previous section. The   of the simulated error as defined in Section 5.2.1 is
set to approximately 5% of the average face size. The normalized faces (face
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transformed from the original image shape frame to the reference shape frame) of
the initial alignment and the refined alignment are present in Figure 5.4(a) and
Figure 5.4(b) respectively. The eigenvalues of the presented normalized faces were
determined by principal component analysis and demonstrated in Figure 5.4(c)
and Figure 5.4(d). The mean face and the first 4 eigenfaces are presented in
Figure 5.4(e) and Figure 5.4(f). In order to evaluate our approach with low
image quality, the second simulation was conducted using 40 frames from the
MultiPIE database selected with strong illumination variations. The sequence
was converted to grayscale and blurred by Gaussian kernel to lower the image
quality. The sequence was initialized by Gaussian errors with   set to 5% of the
average face size. The same set of visualizations are presented in Figure 5.It can be
observed that by using our Anchored RASL alignment method, the initial coarse
alignments of both dataset are refined. The eigenvalues of the refined sequences
are narrowly distributed to the first few Eigenspaces. The mean faces of the
refined sequences are very clear whereas the mean faces of the initial alignment
are very blurred. The Eigenfaces of the refined sequence is more random. These
are due to there are few appearance variations of the well aligned faces than the
misaligned faces.
5.2.4 Analysis on Alignment Errors of Face Trackers
A number of choices are available for the anchor penalty term ⌘{}. In the earlier
work of [16], the authors proposed an L2-norm2 function ⌘{x} = ||x||2F , which
implies a zero-mean noise assumption on the anchor landmark estimates s. Unfor-
tunately, as we will show in this section, alignment errors in commonly employed
face fitting algorithms (e.g. CLMs) are not zero-mean. To study this, we utilized
a public accessible face tracking toolbox FaceTracker [61] (an implementation of
the well known CLMs algorithm [62]), to track face video sequences and deter-
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Figure 5.4: A sequence of 40 frames are selected from the IJAGS database. 80%
of the frames were perturbed by the Gaussian errors with   set to approximately
5% of the average face size for initialization and anchoring. The input are RGB
colour images.
mine the geometric errors by comparing the tracked landmarks to the manual
annotated ground truth. Results from this analysis can be seen in Figure 5.6.
From Figure 5.6(b) we can observe that some particular landmark points always
misalign in the same direction across all frames in the sequence. For visual inspec-
tion on these points, in Figure 5.6(a), we randomly selected three frames from
the sequence. We can visually observe that, in this particular video sequence,
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Figure 5.5: A sequence of 40 frames are selected from the MultiPIE database.
The sequence was converted to grayscale and blurred by the Gaussian kernel. 80%
of the frames were perturbed by the Gaussian errors with   set to approximately
5% of the average face size for initialization and anchoring. The input are gray
scale images.
the landmark points on left hand side of jaw are always lower than the landmark
points on the right hand side. More examples can be found in Figures 5.10(a)
and 5.10(d).
From the results shown in Figure 5.6(b) and Figure 5.6(c) it can be observed that
the biased errors (non-zero-mean) have two properties: (i) they are sparse, only a
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small subset of landmark points are misaligned, and (ii) they are typically larger
than the normally distributed noise errors. Based on this analysis we argue that
the use of an L2-norm2 anchoring term is not the best option, as it is well known
that the performance of an objective function with an L2-norm2 constraint can
be easily a↵ected by the biased outliers [38].
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Figure 5.6: (a) shows three randomly selected frames of the IJAGS database
aligned by CLMs [61]. It can be observed that for some particular points, the
alignment errors are in same directions; (b) is the absolute magnitude of the mean
errors for all points across all frames; (c) is the histogram of absolute magnitude
of mean errors. It can be observed that the error distribution of a face tracker is
not zero-mean.
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5.3 Robust Grouped-L1 Anchors
In this section, we introduce an alternate anchor penalty term. Instead of using
square of Frobenius norm as penalty, we propose to use the grouped-L1-norm,
⌘{x} =
FX
f=1
DX
d=1
||xf,d||21 (5.21)
where xf,d = [xf,d, yf,d]T is the 2D vector of x  and y  positions for the f -th
frame and d-th landmark point. The motivation of using the L1-norm is that
it is robust to outliers. The L1-norm is able to automatically select and “turn
o↵” the outlier anchors while only considering the constraints from the inlier
anchor points. For better definition of the alignment errors, for each point, we
group xf,d and yf,d together to find the Euclidean distance of the misalignment
||xf,d||2 =
q
x2f,d + y
2
f,d.
We can now re-write our original objective in Equation 5.5 with this new grouped-
L1 anchor term, an additional auxiliary variable Z, and the equality constraints,
arg min
A,E, P,Z
||A||⇤ +  1||E||1 +  2 ·
FX
f=1
DX
d=1
||Z(f,d)||2
s.t. D(P) +
FX
i=1
Ji P✏i✏
T
i = A+ E (5.22)
Z = S(P) +  P  S .
The introduction of the auxiliary variable Z allows us to solve the objective e -
ciently using the Alternating Direction Method of Multipliers (ADMM) method
1We should note that, even though the || · ||1 penalty does not appear in the objective, it is
still considered as L1 because it is the sum of the absolute Euclidean distances of the errors.
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[10]. The augmented Lagrangian can be written in scaled form [10] as,
L(A,E, P,Z, 1, 2) = ||A||⇤ +  1||E||1+
 2 ·
FX
f=1
DX
d=1
||Z(f,d)||2 + µ2 ||D(P) +
FX
i=1
Ji P
k+1✏i✏
T
i  A  E+
1
µ
 1||2F
+
v
2
||S(P) +  P  S  Z+ 1
v
 2||2F , (5.23)
where  1 and  2 are Lagrangian multipliers vectors, µ and v are positive scalars.
The values of A, E,  P, Z can be determined through a Gauss-Seidel style
alternation strategy. For every iteration k the parameters are updated as,
Ak+1 =argmin
A
L(A,Ek,Zk, Pk, k1), (5.24)
Ek+1 =argmin
E
L(Ak+1,E,Zk, Pk, k1), (5.25)
Zk+1 =argmin
Z
L(Ak+1,Ek+1,Z, Pk, k2), (5.26)
 Pk+1 =argmin
 P
L(Ak+1,Ek+1,Zk+1, P, k1, k2), (5.27)
 k+11 = 
k
1 + µ(D(P) +
FX
i=1
Ji P
k+1✏i✏
T
i  Ak+1   Ek+1), (5.28)
 k+12 = 
k
2 + v(S(P) +  P
k+1   S  Zk+1), (5.29)
µk+1 =a · µk, (5.30)
vk+1 =a · vk. (5.31)
Here a is an incremental factor for the scalars µ and v. In our implementation,
the most e ciency was found using a = 1.25 by experiments.
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5.3.1 E cient Sub-Problems
ADMMs are extremely e cient as they enable one to break a complex objective
into a sequence of e cient sub-problems. The sub-problems 5.24, 5.25 and 5.26
can be solved e ciently by the soft threshold methods [10, 58],
(U,⌃, V ) = svd(D(P) +
FX
i=1
Ji P
k✏i✏
T
i   Ek +
1
µ
 k1), (5.32)
Ak+1 = US 1
µ
[⌃]VT, (5.33)
Ek+1 = S 1
µ
[D(P) +
FX
i=1
Ji P
k✏i✏
T
i  Ak+1 +
1
µ
 k1], (5.34)
Zk+1(f,d) = T 2
v
[S(P) +  Pk   S+ 1
v
 k2](f,d), (5.35)
where the soft threshold operators S and T are defined as:
Sk[a] =
8>>><>>>:
a  k if a > k,
0 if |a| <= k,
a+ k if a <  k,
(5.36)
or equivalently,
Sk[a] = (a  k)+   ( a  k)+, (5.37)
and,
Tk[a] = (1  k/||a||F )+a. (5.38)
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Equation 5.27 can be solved e ciently as a least squares problem,
 Pk+1 = argmin
 P
µ
2
||D(P) +
FX
i=1
Ji P
k✏i✏
T
i  Ak+1   Ek+1+
1
µ
 k1||2F +
v
2
||S(P) +  P  S  Zk+1 + 1
v
 k2||2F . (5.39)
5.4 An E cient Framework for Large Scale
Alignments
Through the employment of e cient optimization strategies like ADMMs RASL
can be applied to reasonably large image ensembles. However, the computational
cost of RASL is exponential as a function of the number of images in the ensemble,
making the approach impractical for face sequences with tens of thousands of
frames. In this section, we propose an e cient framework which applies the
anchored RASL method to a subset of key frames to find a low rank appearance
basis A. This basis can then be employed within a canonical person-specific
Active Appearance Model fitting strategy to e ciently track the residual frames.
This strategy is especially e cient as one can employ the “simultaneous” AAM
fitting algorithm.
argmin
p, 
||I(p)  A0(0) +A ||2, (5.40)
where one solves simultaneously for the warp p and   appearance parameters. A
number of approaches have been proposed in the literature for fitting AAMs [54].
The most notable and popular of these variants are approaches based on the LK
algorithm [52]. Like RASL, the objective function in Equation 5.40 is di cult to
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solve as their is a non-linear relationship between the shape parameters p and the
appearance parameters  . A key insight, stemming from Lucas & Kanade [52],
was that a linear approximation can be made between p and   through the
judicious use of image gradients and the chain rule to form steepest descent
matrices (i.e. @A(p)@p ). In particular the employment of inverse compositional
extensions can allow for extremely e cient per-image fitting.
5.5 Experiments
In this section we evaluate the performance of our Anchored RASL method on
a variety of face alignment tasks. The PDMs employed in this chapter were
learnt from the landmark points of all subjects of the IJAGS [54] database and
MultiPIE [30] database (5 subjects of IJAGS and 346 subjects in MultiPIE, with
varying head poses and facial expressions). The obtained PDMs consists of 19
degrees of freedom with 66 landmark points. The image in the reference shape
frame was scaled to 10,000 pixels in each of the Red, Green and Blue channels.
The weight,  1 was selected using the same strategy as in [58],  1 = 1/
p
N ,
where N is the number of pixels in each aligned image (30,000 in our case).
The experimental result shows that the best performance was found when using
 2 = 0.3/
p
D, where D is the number of landmark points in every frame (66 in
our implementation).
5.5.1 Simulation
To verify the robustness of our method to the biased errors in the anchor points,
we conducted a simulation using synthetic data. A sequence of 40 frames of
the same subject with large head pose variations were selected from the IJAGS
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Figure 5.7: Performance comparison between anchors of L2-norm2, L1-norm and
grouped-L1-norm (referred to as L1L2-norm); (a) The fitting performances with
increasing biased errors. (b) The fitting performances with increasing number of
outliers.
database. The 66 landmark points of each frame were manually annotated as the
ground truth. We randomly selected a sparse subset of N points. For the selected
landmark points, synthetic error was added to the ground truth in every frame to
create a biased/directional misalignment as anchors and the initial landmark esti-
mates. Two experiments were conducted. Firstly we compared the performance
of the L2-norm2 method, grouped-L1-norm method and the L1-norm method
(without grouping) by selecting N = 13 or equivalently 20% of the anchor points
as outliers and perturbed them with increasing error (Figure 5.7(a)). The exper-
imental results show that in L1-norm or grouped-L1-norm methods, increasing
the biased errors does not a↵ect the final result. This is because the outliers have
been successfully detected and ignored by the L1 anchoring term.
In the second experiment, we compared the performance of the three anchored
RASL methods by increasing the number of outliers n (Figure 5.7(b)). We can
observe that L1-norm and grouped-L1-norm perform much better than the L2-
norm2 method, where the best performance was found by using grouped-L1-norm.
Furthermore, the result shows that L1-norm and grouped-L1-norm are able to
detect outliers accurately in a sequence with up to 22% outliers.
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Figure 5.8: The RMS geometric errors. It can be observed that the L1-norm
and the grouped-L1-norm have better fitting performance and faster convergence
rate.
5.5.2 Evaluation using Controlled Data
To evaluate our method with anchor points generated by the state-of-the-art
face tracker, we initialized our Anchored RASL approach by a public CLMs face
tracker implementation, FaceTracker [61], on a subset of video sequence of a
single subject in the IJAGS database. Two experiments were conducted. In the
first experiment we aimed to study the convergence performances of the three
di↵erent anchoring strategies. In every iteration, the RMS geometric errors were
determined by comparing the current landmark estimate and the ground truth
in the reference shape frame. The experiment result (Figure 5.8) shows that
L1-norm and grouped-L1-norm methods significantly outperform the L2-norm2
method in terms of the alignment performance and the rate of convergence.
In the second experiment, we have conducted an evaluation on the proposed
e cient alignment algorithm. In this experiment, computational time and the
alignment performance have been evaluated at di↵erent numbers of RASL sub-
samples. The experimental result (Figure 7.3) shows that this algorithm is able to
reduce computational cost significantly while maintaining good alignment perfor-
mance (i.e. At 180 frames, 84% of computational cost was saved by subsampling
20 frames for the Anchored RASL).
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Figure 5.9: (a) The computational time of the sub-sample sizes of 180 (all),
20, 40, 60. (b) The fitting performance curve (the proportion of frames versus
the maximum RMS geometric error). The experimental results show that our
algorithm is able to reduce computational cost significantly while maintaining
the identical alignment performance
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Adrian German Iain Jing Simon
Zhao et al. [85] 9.15 7.53 8.34 8.27 5.31
Anchored RASL 4.31 3.84 3.70 5.35 3.63
Table 5.1: Experimental comparison of the RMS geometric errors between Zhao’s
method and our method with IJAGS database
5.5.3 Experimental Comparison with Existing method
To compare the performance of our method with Zhao et al’s approach [85], we
have conducted two experiments. In the first experiment, we selected 40 frames
of each IJAGS subject for evaluation. In our implementation, the generic facial
appearance model used in Zhao et al.’s method was obtained from all 346 subjects
of MultiPIE database. This came with 181 appearance basis. Both methods are
initialized with CLMs, and the final geometric errors are determined by the RMS
point-point error in the reference shape. The experimental results are presented
in Table I.
To visually compare the performance of each method with image sequences taken
under uncontrolled conditions, in the second experiment we applied both align-
ment approaches to two video clips of television interviews collected by the
YouTube Celebrities Face Tracking and Recognition Dataset [40]. For the vi-
sualization of the alignment results, selected frames of each sequence are demon-
strated with the plotted landmark positions of the initial alignments by CLMs
(Saragih et al. [62]) and the final refined alignments using each method. The
experimental results show that our method significantly outperforms the earlier
method in terms of alignment accuracy, even when the initial alignment is very
noisy and the quality of data is very poor (low resolution, complex background
etc.). Although the result in Figure 5.10(f) is not as perfect as we expected, it has
still refined the landmarks to a reasonable location from the extreme initialization
as shown in Figure 5.10(d).
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(a) Tony Blair - Saragih et al. [62]
(b) Tony Blair - Zhao et al. [85]
(c) Tony Blair - Our proposed Anchored RASL
(d) Bill Clinton - Saragih et al. [62]
(e) Bill Clinton - Zhao et al. [85]
(f) Bill Clinton - Our proposed Anchored RASL
Figure 5.10: Alignment performances of the initial CLMs alignment, Zhao et al.’s
method and our grouped-L1-norm Anchored RASL method. (a)(b)(c) Faces in
complex background which have similar color as human skin. (d)(e)(f) Faces in
extreme condition, low resolution, complex background, and big facial expres-
sions.
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5.6 Summary and Future Work
In this chapter, a constraint on the shape of the face has been employed to enable
RASL for deformable face alignment tasks. To choose the best way to apply
the shape constraint, we have analysed the tracking error of the state-of-the-art
face tracker, and showed that most alignment errors are biased (the mean errors
are not zero). Then we have proposed to constrain the RASL objective with
grouped-L1-norm anchoring and showed that grouped-L1-norm method is more
robust to the biased outliers, compared with the L2-norm2 method. To enable
our method for large video sequences, we have proposed an e cient framework
which significantly reduces the computational cost by using RASL and AAM
serially on di↵erent subsets of frames. Experimental results have shown that the
proposed method outperforms the earlier method in terms of alignment accuracy.
The visual result has shown the proposed method is able to refine the alignment
even when the data is of poor quality (i.e. low resolution, complex background,
and big facial expressions).
In this thesis a grouped-L1 constraint has been proposed as we believed points
should be treated as a whole (i.e. not separated into x- and y- components). One
of the unexpected results of this chapter is that the proposed constraint seems to
make little di↵erence in practice. We shall explore this phenomenon further in
the future.

Chapter 6
Low Rank Active Appearance
Models
6.1 Introduction
Active Appearance Models (AAMs) employ a paradigm of a synthesis model of
how an object can vary in terms of shape and appearance. As a result, the
ability of AAMs to register an unseen object image is intrinsically linked to two
factors. First, how well the synthesis model can reconstruct the object image.
Second, the degrees of freedom in the model. Fewer degrees of freedom yield a
higher likelihood of good fitting performance. In this chapter we look at how
these seemingly contrasting factors can complement one another for the problem
of AAM fitting of an ensemble of images stemming from a constrained set (e.g.
an ensemble of face images of the same person).
Active Appearance Models (AAMs) employ linear models of shape and appear-
ance. A well known issue in non-linear optimisation, and thus AAMs, is local
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Figure 6.1: The proposed method simultaneously fits generic AAMs to images
in an ensemble by constraining the shape and appearance variations with rank
minimization. As a result the ensemble-specific AAM is determined with the
ensemble’s specific shape and appearance variations.
minima. An obvious strategy for dealing with local minima is to reduce the
degrees of freedom.
Unfortunately, many of the objects that AAMs are traditionally aimed at (such
as human faces, organs in medical imaging, etc.) have considerable variation in
both shape and appearance. Gross et al. [29] demonstrated this problem explicitly
for the task of non-rigid face fitting. Specifically, Gross et al. showed that: (i)
person specific AAMs substantially outperform a generic AAM (i.e. a model
trained across many subjects), and (ii) this disparity in performance stems from
the high degree of freedom of the generic AAM.
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6.1.1 The Problem
AAM fitting is typically applied to an ensemble of images stemming from a sim-
ilar source. A prime example of a similar source is in a temporal image sequence
stemming from the same object (e.g. a single face). All the images in the se-
quence are di↵erent, but the overall variation in the specific object is quite small
(e.g. expressions, pose, illumination variation for a single face). As a result the
variation for the object can be modeled quite compactly in terms of a linear shape
and appearance basis. In fact, the sequence does not need to be ordered in any
particular causal manner, so we instead use the term ensemble.
It is obvious that if one has a priori knowledge of this ensemble’s specific shape and
appearance basis, one could apply standard AAM fitting methods. Unfortunately,
one rarely has such knowledge as an external agent would need to manually
register the images in the ensemble to construct the AAM, thus defeating the
purpose of the entire AAM fitting exercise. Instead one often resorts to generic
AAM methods which result in sub-optimal performance. We define a generic
AAM, as a model whose shape and appearance basis has been estimated to model
all instances of the object being modeled (e.g. faces of all the population). We
define an ensemble-specific AAM, as a model whose shape and appearance basis
has been estimated to compactly model a specific instance of the object being
modeled (e.g. single face in the ensemble).
6.1.2 Contributions
In this chapter we explore the ambitious problem of automatically determining an
ensemble-specific AAM directly from the ensemble in an unsupervised manner.
We draw inspiration from recent works in unsupervised image ensemble alignment
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[22, 23, 43, 58, 71], specifically Robust Alignment by Spare and Low-rank (RASL)
decomposition [58]. RASL attempts to align images in an ensemble by assuming
that the aligned image ensemble is compact in terms of image variation. However,
RASL is not able to manage either deformable objects, nor prior about an object
(e.g. generic AAM) in its current framework. In this chapter, we propose a
RASL inspired generic AAM fitting algorithm for image ensembles. Specifically,
we make three contributions in this chapter:
• We show how the ensemble-specific AAM can be determined by applying
a rank minimization strategy to shape and appearance variations in con-
junction with the standard AAM fitting objective function using a standard
generic AAMs model (Section 6.2).
• We empirically show that in the specific application of face fitting, ap-
plying rank constraints on shape and appearance variations together yield
notable better performance than constraining appearance variation alone
(Section 6.4).
• We show that the ensemble-specific AAM determined by the proposed
method has lower degrees of freedom than the generic AAM. Further, the
ensemble-specific AAM is capable of being applied to additional images of
the same instance through canonical e cient AAM fitting methods (Sec-
tion 6.4.3).
6.1.3 Related Work
There are many methods proposed for non-rigid image ensemble alignment
[3, 16, 66, 85]. Most notably, Zhao et al. proposed a RASL inspired generic
AAM fitting approach [85]. Their approach simultaneously fits generic AAMs to
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all images in the ensemble by constraining the compactness of the aligned appear-
ances. However, their method has some limitations: (i) the degrees of freedom
with respect to shape is not considered (they only considered appearance); (ii)
their approach is not robust to partial occlusions as they employ an outlier sen-
sitive error function (L2-norm square); and (iii) their approach has an inherent
limitation when applied to large scale problems since all images in the ensemble
have to attend the alignment simultaneously.
6.1.4 Mathematical Notations
Vectors are always represented in lower-case bold (e.g., a). Matrices are always
expressed in upper-case bold (e.g., A). Scalars in lower-case (e.g. a). Images
in this chapter shall always be expressed in capitalized form A. Warp func-
tions W(x;p) will be used throughout this chapter to denote a warping of a 2D
coordinate vector x = [x, y]T by a warp parameter vector p 2 RP , where P is the
number of warp parameters, back to a fixed base coordinate system. This base
coordinate system is defined when p = 0 such that W(x;p) = x. An abuse of
notation is entertained in this chapter for when an image I is warped by the warp
parameter vector p, such that I(p) = [I(W(x1;p)), . . . , I(W(xD;p))]T . In this
instance I(p) is a D dimensional vector of image intensities, where D denotes
the number of discrete coordinates in the base coordinate system. The Jacobian
matrix J = @I(p)@p of an image I(p) is used frequently through out this chapter.
This D ⇥ P matrix is formed by combining image gradients of I(p) with the
Jacobian of the warp function W(x;p), more details on the formation of this
matrix can be found in [54].
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6.2 Joint Face Ensemble Alignment
6.2.1 Earlier Work by Zhao et al.
In contrast to the conventional pair-wise image alignment methods such as Lucas-
Kanade inspired AAMs [18, 54], a new method is proposed to fit an AAM to all
images in an image ensemble simultaneously. The most recent and related work
was proposed by Zhao et al. [85]. Their approach employs an AAMs objective
term to regularize the nuclear norm optimization, to ensure the aligned facial
appearances are within the variations defined by a generic AAM,
argmin
P,⇤
rank(D(P)) +  ||D(P) A0  A⇤||2F , (6.1)
where D(P) is the facial appearances transformed into the reference shape frame,
A0 is the matrix composed of replicas of the reference appearance A0(0), and each
column of the matrix ⇤ is a vector of appearance coe cients of that particular
frame, ⇤ = [ 1, · · · , F ]. In [85], the generic appearance model A employed in
their implementation and experiment was formed by 98 appearance eigenvectors.
6.2.2 Our Objective
In [29], Gross et al. showed that in the task of generic AAMs fitting, the shape
component is the main cause of the reduced fitting robustness. In this chapter,
we propose an improved method which o↵ers better AAM fitting accuracy and
robustness by, (i) applying rank constraints on shape and appearance variations
at the same time; (ii) exploiting robust L0 norm function instead of the L2-norm
square. We formulate the problem as,
6.3 ADMM Optimization 103
argmin
P,⇤
rank(A⇤) +  1rank( P) (6.2)
+ 2||D(P) A0  A⇤||0,
where A⇤ represents the appearance variations of all images in the ensemble,
and  P represents the shape variations,  1 and  2 are weights. In contrast to
Zhao’s method, the proposed method searches for the parameters P, ⇤ such that
the appearance and shape variations are most compact. || · ||0 is the number of
non-zeros elements, this special norm term is preferred instead of the conventional
|| · ||2F for its robustness to partial occlusions [58].
In order to relax the convexation, the same methodology as described in [58, 79]
is used. This results in the following objective,
argmin
P,⇤
||A⇤||⇤ +  1|| P||⇤ (6.3)
+ 2||D(P) A0  A⇤||1.
6.3 ADMM Optimization
6.3.1 Reformulation
It has been proven in [58] that the Alternating Direction Method of Multipliers
(ADMM)[10] is extremely e cient to solve objective function which includes L1-
norm || · ||1 or nuclear norm || · ||⇤ . To solve our convex objective function using
ADMM, we reformulate the objective of Equation 6.3 to,
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argmin
 P,⇤
||G||⇤ +  1||X||⇤ +  2||E||1 (6.4)
s.t. G = ⇤,
X =  P+  P,
E = D(P) +
FX
i=1
Ji P✏i✏
T
i  A0  A⇤,
where G, X and E are auxiliary variables to allow us to solve the objective using
ADMM and the e cient soft-threshold methods, G represents the appearance
coe cients (same as ⇤). E represents the errors between the current alignment
and the estimated facial appearance. X represents the shape with the updated
shape coe cients P +  P. Note in this formulation, we applied nuclear norm
to the appearance coe cients directly instead of the appearance variations A⇤.
This is because the linear appearance modelA estimated by Principal Component
Analysis is orthogonal, then we have ||A⇤||⇤ = ||⇤||⇤.
6.3.2 ADMM Optimization
To solve the objective function of Equation 6.4, we rewrote the objective function
in Augmented Lagrangian form, in which the equality constraints are appended
into the objective function. The Augmented Lagrangian function can then be
optimized by solving each of the variables alternately until converges. We write
our Augmented Lagrangian Function in the scaled form [10] as,
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L(G,E,X,⇤, P, ⇠1, ⇠2, ⇠3) = ||G||⇤ +  1||X||⇤ +  2||E||1 (6.5)
+
µ1
2
||G ⇤+ 1
µ1
⇠1||2F
+
µ2
2
||X  P   P+ 1
µ2
⇠2||2F
+
µ3
2
|| ||2F ,
where   = D(P) +
PF
i=1 Ji P✏i✏
T
i   A0   A⇤   E + 1µ3⇠3, ⇠1, ⇠2 and ⇠3 are
the Lagrangian multipliers, µ1, µ2 and µ3 are positive scalers. Each variable of
 P,⇤,E,X and G can be determined through a Gauss-Seidel style alternation
strategy as described in Algorithm 7.
Algorithm 7 Alterative optimization of ADMM
1: while NOT CONVERGED do
2: Update G: argminG L(· · · ),
3: Update X: argminX L(· · · ),
4: Update E: argminE L(· · · ),
5: Update ⇤, P: argmin⇤, P L(· · · ),
6: Update ⇠1: ⇠1 + µ1(G ⇤),
7: Update ⇠2: ⇠2 + µ2(X  P   P),
8: Update ⇠3: ⇠3 + µ3(   1µ3⇠3),
9: Update µi: a · µi.
10: end while
Here a is an incremental factor for the scalars µ1, µ2 and µ3. The value of a
that yields the best e ciency was experimentally found to be a = 1.25. The
initial values of ⇠01, ⇠
0
2, ⇠
0
3, µ
0
1, µ
0
2, µ
0
3 were selected using the same methodology
as described in [79].
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6.3.3 E cient Sub-Problems
ADMM is extremely e cient as it enables one to break a complex objective into
a sequence of e cient sub-problems. The updates of G,E and X can be solved
e ciently by the soft-threshold methods as described in [10, 58], the appearance
coe cients ⇤ and the incremental shape coe cients  P are updated as,
[⇤, P] = argmin
⇤, P
µ1
2
||G ⇤+ 1
µ1
⇠1||2F
+
µ2
2
||X  P   P+ 1
µ2
⇠2||2F +
µ3
2
|| ||2F . (6.6)
The forward compositional “project-out” [54] algorithm is used to solve Equa-
tion 6.6. This algorithm was used because it is extremely e cient, especially
when it is used as an iterative update in the loop of ADMM. In this method,  
is decomposed into two terms,
|| ||2F = || ||2span(A)? + || ||2span(A), (6.7)
where || · ||2O denotes the square of L2-norm of the vector projected into the linear
subspace of O, span(A) is the subspace spanned by the appearance basis A, and
span(A) ? is its its orthogonal complement. Note in the first term, the norm
function only considers the components of vectors in the orthogonal complement
of span(A). This term is thus invariant to ⇤. Then we have,
 P = argmin
 P
µ2
2
||X    P     P + 1
µ2
⇠2||2F +
µ3
2
|| ||2span(A)?. (6.8)
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The Jacobians Ji can be determined as described in [54]. The appearance coe -
cients ⇤ can then be determined as a Least Square Problem,
⇤ = argmin
⇤
µ1
2
||G   ⇤ + 1
µ1
⇠1||2F +
µ3
2
|| ||2F . (6.9)
6.4 Experiments
This section describes our experiments on several publicly available image
databases and video databases with varying image conditions.
6.4.1 Implementation/Setup
The generic AAM applied in the experiments was trained using the MultiPIE
database [30]. The training samples (as demonstrated in Figure 6.2) include iden-
tities from subject 21 to subject 346 with di↵erent head poses, facial expressions
and illumination variations (subject 1 to subject 20 were reserved for testing). As
the MultiPIE data were captured in several fixed view angles, to extend the pose
variations, we also included a subset of 180 frames of single subject in the IJAGS
database [54] for training. The obtained AAM includes 295 appearance bases and
20 shape bases (98% of the variations). In the implementation of the proposeds
method, the weight,  1 was selected using the same strategy as proposed in [58],
 1 = 1/
p
D, where D is the number of pixels in each appearance basis (30,000 in
our model).  2 was selected by  2 =
q
D
V , where V is the number of landmark
points (66 in our model). In our implementation of [85], we selected the default
weight   = ||D(P0)||⇤/||D(P0)  A0   ⇤0||2F as proposed by the authors. All
the RMS registration errors in our experiments were determined in the reference
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Figure 6.2: MultiPIE training samples with varying head poses, facial expressions
and illumination conditions with the facial landmark annotation.
shape system defined by AAM, in our AAM the size of face image is 116 ⇥ 113
pixels. The Constrained Local Models (CLMs) evaluated in our experiments was
implemented and published by the authors of [62]. The CLMs were learnt from
MultiPIE database also.
6.4.2 MultiPIE Database
This section describes our experiments on the MultiPIE [30] database. The first
20 MultiPIE subjects were sampled for this experiment. Note that these test
candidates have been excluded from the training samples. Each subject includes
discrete images taken from di↵erent illumination conditions, facial expressions
and poses. The proposed method was compared with the conventional AAMs [54]
and its recent extension [85] proposed by Zhao et al.. The RMS point-point errors
were measured against the ground truth annotation. The experimental results are
presented in Figure 6.3(a). It shows that our method and Zhao’s method produce
more consistent landmark registrations compared with the conventional AAMs.
Furthermore, the proposed method yields more accurate performance than Zhao’s
method in most of the test cases. Specifically, in this particular dataset, by con-
straining shape and appearance variation at the same time, the proposed method
yield an average 31% accuracy improvement than Zhao’s method [85] which con-
strains appearance alone. To visualize the landmark registration performance,
6.4 Experiments 109
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0
5
10
15
20
25
30
MultiPIE Subject #
RM
S 
po
int
−p
oin
t E
rro
r (
pix
el)
 
 
AAM
Zhao et. al. 2011
Our Method
(a) The RMS Registration Errors
(b) Existing Method by Zhao et al. [85]
(c) The Proposed Method
Figure 6.3: (a): The RMS registration errors evaluated on the first 20 MultiPIE
subjects, compared with existing method [85] and the conventional AAMs; (b):
The landmark points registered by the existing method [85] on MultiPIE subject
1,6,9,16 and 18; (c): The landmark points registered by the proposed method.
we have randomly selected test result from 5 test cases for visual inspection on
the landmark locations in Figure 6.3(b) 6.3(c). Both quantitative and qualita-
tive results show that by constraining the shape and appearance in the ensemble,
the proposed method produces more consistent landmark registrations for the
discrete image ensemble.
6.4.3 IJAGS Database
The IJAGS database was collected in the earlier AAMs literature of [54]. It
contains 5 video sequence of 5 di↵erent subjects. Each sequence contains 180
frames. These videos were captured while the subjects were changing the head
poses towards the camera and talking. In this experiment, we firstly sample the
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frames uniformly in time to select some key frames for our proposed method. The
residue frames were then registered by the standard AAM fitting algorithm using
the ensemble-specific AAMs determined from the key frames. The registration
performances of the proposed method with di↵erent sample sizes were compared
with the conventional generic AAMs, Zhao’s method [85] and CLMs[62]. The
Cumulative Distribution of the RMS registration errors of each sequence are
presented in Figure 6.4. More detailed experimental results are demonstrated in
Table 6.1. method. In this table, Da and Ds stand for the dimensionality of
Subject Samples Da Ds Err Time (mm:ss)
German 20 8 13 3.11 03:44
German 40 10 13 3.08 10:35
German 180 19 13 3.15 46:58
Simon 20 9 12 2.94 04:55
Simon 40 13 13 2.92 10:16
Simon 180 23 13 2.99 47:05
Jing 20 10 11 3.15 03:47
Jing 40 13 13 3.21 10:40
Jing 180 21 13 3.14 35:31
Iain 20 9 12 2.73 04:47
Iain 40 12 13 2.72 10:18
Iain 180 21 13 2.75 47:51
Table 6.1: Experimental Result of the proposed method applied on the IJAGS
database with samples sizes of 20, 40 and all frames.
the ensemble-specific appearance and shape models determined by the proposed
The original values of Da and Ds were defined in the generic AAM, which are 295
and 20. Since the frame numbers are much fewer than the appearance subspace
dimension, then the original values of Da equals to the number of samples. The
experimental results show that, (i) the proposed method outperforms the earlier
work of generic AAMs, CLMs and [85] in terms of accuracy (on averages of 64.3%,
38.9% and 37.4% improvement respectively); (ii) the proposed method is able
to determine a much lower dimension ensemble-specific model from a subset of
sample frames, and this ensemble-specific model can be applied to the unsampled
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Figure 6.4: The Cumulative Distribution of the RMS registration errors evalu-
ated on four subjects in IJAGS database. The proposed method with di↵erent
sample sizes were compared with the existing method [85], conventional AAMs
and CLMs.
frames using the conventional AAMs fitting; (iii) the sampling strategy does not
degrade the registration performance while saving significant computational time.
6.4.4 LFW Database
Labelled Faces in the Wild (LFW) [32] database is a collection of face photos
taken under “real-life” conditions. It includes multiple images of the same sub-
ject with challenging poses, facial expressions, illumination conditions and some
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partial occlusions. In this experiment we employed a subset of 20 LFW subjects
which was published together with the source code of [58]. As in [85], the au-
thors stated that their method produces limited performance when the faces are
partially occluded or the images are degraded. In this experiment, we selected
some challenging cases from LFW which Zhao’s method [85] does not perform
perfectly, then demonstrate a qualitative comparison between their method and
the proposed method with these challenging cases. The registration results are
presented in Figure 6.5. The experimental results show the proposed method
produces impressive registration performance in these challenging test cases.
6.4.5 YouTube Celebrities Database
The proposed method was also evaluated on the YouTube Celebrities Face Track-
ing and Recognition Dataset [40]. This dataset was collected from the Internet.
It contains some “real-life” video clips. The registration result of three clips are
demonstrated with the registered facial landmarks in Figure 6.6. The qualitative
result shows that the proposed method is able to produce consistent registration
performance on “real-life” videos with varying image conditions.
6.5 Summary
In this chapter, an RASL inspired generic AAM fitting algorithm for image en-
sembles has been proposed. By introducing rank constraints on both the generic
appearance and shape subspaces, the proposed method is able to fit a generic
AAM to unseen objects by automatically estimating the appropriate ensemble-
specific AAM from the generic one. The proposed method advances earlier meth-
ods in three ways: (i) by applying appearance and shape consistency instead of
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(a) Facial Expression
(b) Lighting
(c) Partial Occlusion
(d) Blurring
Figure 6.5: The registration performance of the existing method [85] (upper rows)
and the proposed method (lower rows) tested on the images of the LFW database.
The proposed method produces impressive registration performance on images
with challenging conditions (big facial expression, large illumination variation,
partial occlusion and image blurring) compared with the existing method.
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Figure 6.6: The registration performance on three video sequences of the YouTube
Celebrities database. The proposed method produces consistent registration per-
formance on video with complex background, bad resolution and big facial ex-
pressions.
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applying appearance alone to produce more consistent alignments; (ii) by using
robust || · ||1 norm on the facial appearance to improve the robustness to partial
occlusions; and (iii) by being able to determine the low dimension ensemble-
specific AAM for additional images of the same subject using standard AAM
fitting algorithms. Impressive experimental results have been demonstrated with
a variety of challenging image and video databases. Quantitative results have
shown that the proposed method o↵ers upto 37.4% improvement in the fitting
accuracy compared with the state-of-the-art method.

Chapter 7
E cient Face Detection for
Simultaneous Face Alignment
Face detection is very important for face alignment. It initializes the face align-
ment method by providing a coarse face location estimate. A very well-known face
detection method, referred to as the Viola-Jones detector, is proposed in [73] that
is claimed to provide real-time performance when processing 384⇥288 pixels im-
ages. This method cascades a large number of weak grey scale appearance-based
classifiers into a strong classifier (an Adaptive Boosting or AdaBoost classifier
[25]). The processing cost is still too large for real-time applications with high
resolution video. When applied to a 640 ⇥ 480 pixels image, the detection time
of the Viola-Jones detector (using a typical configuration), run on an Intel Core
2 Duo 3.0GHz PC, is on average 565 ms per image.
This computational speed is acceptable for the conventional tracking based face
alignment methods such as Active Appearance Models, Active Shape Models
and Constrained Local Models as only the first frame needs to be initialized.
Subsequent frames will be initialized by the alignment of the previous frame.
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Therefore the high computational cost will not a↵ect the overall computational
e ciency. However, in the simultaneous alignment framework, all frames are
aligned at the same time, so every frame needs to be initialized by face detection.
As a result, the computational cost of the face detection algorithm will cause
significant computational time for face alignment initialization.
Previous methods of increasing the computational e ciency of face detection have
focussed on two areas. The first is to reduce the classifier cost by, for example,
reducing the number of classifiers [37]. The second uses selective attention to
reduce the image area processed [45]. This chapter proposes a novel framework
for face detection through selective attention. This method is di↵erentiated from
the existing methods in the selective attention family through a new framework
for the fusion of skin and foreground segmentation techniques and includes an
e cient sampling strategy. The method may be used in combination with any
classifier.
The remainder of this chapter is organized as follows: related methods are re-
viewed in Section 7.1; the proposed method is introduced in Section 7.2; evalua-
tions and results are presented in Section 7.3; and finally, conclusions and further
plans are given in Section 7.4.
7.1 Background
Face detection has attracted significant research interests over the past two
decades. Hundreds of methods have been proposed [84]. Yang et al. [56] grouped
the various methods into four categories: knowledge-based methods, feature in-
variant approaches, template matching methods, and appearance-based methods.
Knowledge-based methods use pre-defined rules to detect a face based on human
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knowledge; feature invariant approaches aim to find face structure features that
are robust to pose and lighting variations; template matching methods use face
templates to judge if an image is a face; appearance-based methods learn face
models from a set of representative training face images to perform detection. An
appearance-based method proposed by Viola and Jones [72] is considered a robust
and e cient baseline solution. Its performance is, however, still not satisfactory
for real time applications. An extended work by Viola and Jones was proposed
to achieve real-time performance [73], but only for detection in low resolution
images (384⇥ 288 pixels). A number of methods have been proposed for increas-
ing the computational e ciency of [73]. The majority of these methods focus on
more e cient classifiers or on selecting regions of attention before applying the
classifiers.
7.1.1 Viola-Jones Face Detection
Viola and Jones proposed an object detection algorithm which uses Haar-like
features to construct a set of weak classifiers [72]. Each weak classifier applies a
simple threshold on one of the extracted features. The weak classifiers are then
combined in a cascade structure to classify faces and non-faces.
Haar-Like Features
The Haar basis functions are a set of rectangular 2D features derived from the
Haar wavelet. Some selected Haar-features are illustrated in Figure 7.1. The
output of these features, when applied to grey scale images, is the di↵erence
between the sum of pixels in the white region and the black region.
The Haar-like features are applied to sub-windows of an image with varying scale
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Edge Features:
Line Features:
Center-Surrounding Features
Figure 7.1: Haar-like feature blocks: Edge features, line features and center-
surrounding features
and translations. There are a large number of Haar-like features extracted – for
a sub-window of size 24 ⇥ 24 pixels, there will be approximately 105 features.
A training process is used to selected a sub-set of extracted Haar-like features
which can best separate the training data into positive and negative samples. An
integral image is used to reduce the redundant computation involved in computing
many Haar-like features across an image.
AdaBoost Algorithm
Adaptive Boosting is a method of constructing a strong classifier from a linear
combination of weak classifiers. The classifier training process is as follows. The
input is N example images and labels (I1, l1), ..., (IN , lN). Each Ii = Ii (x, y) is an
example image and each li is a binary label indicating positive (l = 1) or negative
(l = 0) examples. Define the number of positive labels to be M and the number
of negative labels O. Let gj(Ii) be the jth Haar-like feature extracted from image
i. A set of weights, w, is initialised according to,
w0,i  
8<:0.5M 1 for li = 10.5O 1 for li = 0 , (7.1)
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For t = {1, ..., T},
1. Train a classifier hj on each feature gj and evaluate the classifier error as
✏j =
P
8iwt 1,i |hj(Ii)  li|.
2. Choose the classifier, ht, with the lowest error, ✏t.
3. Update the weights according to,
wt,i  wt,i
✓
✏t
1  ✏t
◆1 |ht(Ii) li|
, (7.2)
4. Normalise the weights so that
P
8iwt,i = 1.
The final strong classifier is:
h (I) =
8<:1 for
PT
t=1 ↵tht(I)   12
PT
t=1 ↵t
0 otherwise
, (7.3)
where ↵t =   log
⇣
✏t
1 ✏t
⌘
.
Cascaded Detector
The final detector is constructed by cascading a series of classifiers. Stages in
the cascade are constructed by training classifiers to a target detection rate and
false positive rate. Subsequent stages are trained using those samples which pass
through all the previous stages.
With the initial classifier applied on all sub-windows in a test image, a large num-
ber of negative sub-windows are eliminated with very little processing. Subse-
quent classifiers eliminate additional negative sub-windows with additional com-
putation. After a su cient number of stages of processing, the number of sub-
windows have been reduced radically and the remaining sub-windows are consid-
ered positive.
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7.1.2 Improvements to Classifier E ciency
A number of modifications and alternative methods have been proposed in an
attempt to achieve a lower computation time compared to the original Viola-
Jones detector. In [37] an evolutionary pruning method is proposed to form strong
classifiers using fewer weak classifiers. The detection time is reduced to 57.7%
of the original Viola-Jones detector. In [59] an e cient face detection algorithm
is proposed for quasi-repetitive applications, such as video-conferencing. The
algorithm caches a set of frame exemplars into a library. When a new frame
is given, the method quickly search through the exemplar library. If a similar
exemplar is found, the method skips the face detector, and reuses the previously
detected object states. The authors claim that the method improved the frame
processing time from 100 ms to 20 ms while processing 320 ⇥ 240 images. In
[63] the detection speed is increased by using feature-centric evaluation on the
first cascade stage. Feature-centric evaluation reuses feature evaluations across
multiple candidate windows to avoid recomputation of the same features. In
[65] the authors proposed a detection method using Locally Assembly Binary
(LAB) features instead of Haar-like features. The authors claim that using LAB
features in combination with Feature-centric evaluation is 20 times faster than
the Viola-Jones method.
7.1.3 Selective Attention Methods
A number of selective attention methods have been proposed to accelerate face
detection. In these methods, possible face regions are pre-detected. The Viola-
Jones detector (or any other classifier) is applied to candidate regions only, in
order to reduce the classifier scan time. In [45, 49, 67, 76, 80, 81], candidate
regions are selected using colour segmentation methods. Regions with skin colour
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are determined as candidate regions. Similar methods using motion segmentation
can be found in [36, 46, 74].
Skin Colour Segmentation
Colour is the most intuitive feature of human skin. Human skin colour has its
own characteristic which can be used to distinguish skin regions and non-skin
regions in an image. The colour distributions of faces in the Y CbCr colour space
are studied in [15]. It was found that the chrominance values of pixels in the facial
region are narrowly distributed within certain ranges. The most representative
range of Cb and Cr to define a skin colour is proposed to be,
77  Cb  127,
133  Cr  173.
(7.4)
In [45], an improved Viola-Jones detector combined with a skin colour model is
proposed. The method determines possible face regions by a colour segmentation
method, then applies Viola-Jones detector only on skin colour regions. The per-
formance of this method is evaluated in Section 7.3.2. Similar methods using a
variety of di↵erent colour threshold strategies can be found in [49, 67, 76, 80, 81].
More robust colour modelling methods such as Single Gaussian model [6] and
Gaussian Mixture models [57] have also been proposed. In this chapter, the
simple threshold strategy in [15], which is a rectangular threshold in CbCr space,
is preferred due to its computational simplicity and its good segmentation result
on the data used.
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Foreground Segmentation
A selective attention method based on foreground segmentation is proposed in
[46], however, a performance comparison with the original Viola-Jones detector is
not included. This method is implemented and evaluated in Section 7.3.2. Fore-
ground segmentation is the process of classifying image regions into background
regions and foreground regions. Robust methods for modelling the background,
such as Single Gaussian Models [78], Gaussian Mixture Models [68] and the Code-
book Method [39], have been proposed and are commonly used. In this chapter,
a Gaussian Mixture Model is used for background modelling.
The background image is modelled as a mixture of K Gaussian distributions
at each pixel, each with mean µk, variance  2k and weight !k. When a new
observation pixel x is given, the x is checked against the existing K Gaussian
distributions, until a match is found. An observed pixel is considered matched
to the background if its value falls within 2.5 standard deviations of the mean of
one of the distributions of the background model. If the observation is matched
with one existing model, the matched model is then updated using a learning
rate factor ↵. That is, for mean µk,
µk,t+1 = µk,t · (1  ↵) + x · ↵, (7.5)
and for variance  2k,
d = x  µk,t+1, (7.6)
 2k,t+1 =  
2
k,t · (1  ↵) + (d   d) · ↵, (7.7)
where   is an element-wise multiplication operator.
The weights of all models are then updated so that the weight of the matching
model increases towards one and the weights of the other models decrease towards
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zero. After updating, the weights have to be normalised so that their sum remains
one. The weight updating process can be expressed as,
!0i,t = (1  ↵)!i,t 1 + ↵ ·Mk,t, (7.8)
Mk,t is 1 for the model matched and 0 for remaining models. If there is no match
between the observation and the existing models, the observation is injected into
the background models by replacing model with the least weight.
The Gaussian distributions are classified into background and foreground by using
the Stau↵er and Grimson background test [68]. Firstly, the Gaussian distributions
are sorted by the value of !/  in descending order. Then the first B distributions
are chosen as the background model, where,
B = argmin
b
 
bX
k=1
!k > T
!
, (7.9)
where T is a measure of the minimum portion of the data that should be accounted
for by the background.
To date, no existing techniques have combined the strengths of both foreground
segmentation and skin segmentation. This chapter addresses this gap and the
framework is outlined in the following section.
7.2 A New Selective Attention Method
In this section a novel selective attention face detection method is presented. The
proposed method is outlined in Figure 7.2. Face candidate regions are detected
by a four-step algorithm:
1. A sparse grid of pixels is sampled from the input image.
126 7.2 A New Selective Attention Method
Grid sampling
Foreground 
segmentation
Skin Colour
detection
Union Find
Candidate 
Regions 
marking
Region #1 Region #n
Viola-Jones Viola-Jones
No face
Input image
Faces No face Faces 
No region 
found
Figure 7.2: Flow chart of the proposed selective attention face detection method.
2. Foreground segmentation is applied.
3. A skin colour detector is applied to the foreground sample pixels
4. Connected foreground, skin-coloured pixels are grouped and used to gener-
ate candidate face regions.
The selected regions are then passed to the Viola-Jones detector.
7.2.1 Grid Sampling
In some applications, such as face recognition, there is a minimum face size re-
quirement for face detection. This minimum size requirement makes it possible
to reduce the detection resolution without missing faces that are of interest.
The minimum face size(Fmin) is an application dependant variable. In this work,
Fmin = 40 is chosen, as the minimum face size in the data set is 40 ⇥ 40 pixels.
For an image I with resolution w ⇥ h pixels, the down-sampled image S can be
7.2 A New Selective Attention Method 127
expressed as,
S (x, y, z) = I
✓
k
2
+ kx,
k
2
+ ky, z
◆
, (7.10)
where the domain of S is x 2 ⇥0, wk ⇤, y 2 ⇥0, hk ⇤ , z 2 [0, 2] , z expresses channels
in Y CbCr colour space. The sampling period k is chosen based on the minimum
face size Fmin and
k
2 2 N. To ensure the detection accuracy, k must be smaller
than Fmin.
An experimental evaluation of the trade-o↵ between detection performance and
sampling scale factor was conducted and is reported in Section 7.3.1. The exper-
imental result shows that the best performance is found at k = 10, which is a
quarter of the minimum face size.
7.2.2 Foreground Detection
The foreground segmentation method described in Section 7.1.3 is applied to
the down-sampled pixel grid in Y CbCr colour space. Gaussian Mixture Models
(GMM) are initialised at the sampled pixels of a background image.
The following constants are used in the GMM background model system:
• Each model consists of 5 Gaussian distributions (K = 5).
• All channels in Y CbCr colour space are modelled.
• The learning rate, ↵, is set to 0.005.
• The threshold, T , is set to 0.7.
• The initial weight, !, of a new Gaussian distribution is set to 0.05 and the
initial variance,  2, is set to 30.
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(a)
(b)
(c)
Figure 7.3: Output of the various stages of the proposed face candidate region
extraction method. (a) Foreground segmentation results. Foreground pixels are
marked by dots and background pixels are marked by crosses at the down-sampled
locations. (b) Colour segmentation results. Skin colour pixels are marked by dots,
non-skin pixels are marked by crosses. (c) Final face detection result. The outer
rectangular area is the face candidate region. The inner rectangular area is the
verified face region.
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Figure 7.3(a) shows an example of the foreground detection results. The fore-
ground sample pixels are marked by dots, and background pixels are marked by
crosses.
7.2.3 Skin Detection
The skin colour detection method described in Section 7.1.3 is applied only to the
detected foreground pixels. The algorithm classifies each pixel into skin colour or
non-skin colour using Equation 7.4. Figure 7.3(b) shows example results of the
skin detection process applied to the output of the foreground segmentation step.
The remaining pixels are are used to identify candidate face regions, since these
pixels are in the foreground and are skin colour.
7.2.4 Face Candidate Region Selection
The Viola-Jones detector requires a rectangular image region as input. Candidate
regions are produced from the foreground skin segmentation results by means of
the following process. First, connected regions of pixels are found using the union-
find algorithm [64]. A bounding box is then fit around each connected region.
The vertices of each bounding box are computed as,
v =
8>>>>>><>>>>>>:
k 1xmin   (k + b) , k 1ymin   (k + b) ,
k 1xmax + (k + b) , k 1ymin   (k + b) ,
k 1xmax + (k + b) , k 1ymax + (k + b) ,
k 1xmin   (k + b) , k 1ymax + (k + b)
9>>>>>>=>>>>>>;
. (7.11)
Here xmin and ymin are the minimum coordinates and xmax and ymax are the
maximum coordinates of the connected region. The scalar, k + b is the width of
a border placed around the region. It is composed of the sampling period, k, to
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cover the space between samples, and an additional border, b, that compensates
for the border around the skin regions in the face images used to train the Viola-
Jones detector. The implementation reported in this chapter uses the values k =
40 (as discussed previously) and b = 20. Figure 7.3(c) illustrates the candidate
region selected based on foreground and skin segmentation results.
7.2.5 Face detection
The Viola-Jones face detector is applied to the image regions selected using the
proposed selective attention method. In the implementation reported in this
chapter, the Viola-Jones detector was configured using the following constants:
• The minimum search window size Fmin is 40.
• The scale change step is 1.1.
• The search window shift step is 2 pixels
Fmin is selected based on the average face size in the video, and scale and search
window shift step were chosen based the Viola-Jones detector’s default settings.
Figure 7.3(c) shows the output of the Viola-Jones detector as applied to a face
candidate region marked by the outer rectangle. The detected face is marked by
the inner rectangle.
7.3 Experimental Evaluation
Two experiments are reported in this section. The first experiment investigates
the e↵ects of the grid sampling period, k, on the time and detection performance
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of the proposed face detection method. The second experiment compares the
proposed method to existing methods based on the Viola-Jones detector.
Unfortunately, the datasets most commonly used for face detection do not fa-
cilitate building a scene background model. A dataset was captured using a
Sony Ipela SNC-RX550P camera placed in a fixed location viewing a doorway.
Subjects were recorded as they passed through the doorway, without attracting
their attention. The subjects’ ethnicities include Caucasian, South-East Asian,
East Asian and Indian. A total of 490 frames were captured at 640⇥ 480 pixels
resolution, including 100 frames with no face, 344 frames with one face and 46
frames with two faces. Unoccupied background frames were recorded to facilitate
building a background model.
Each face detection method is applied to the captured images individually to
detect the faces in the images. The detected regions are marked by rectangles.
The detection accuracy is then verified manually. An Intel Core 2 Duo 3.0GHz
desktop PC is used to execute the programs. The time cost of image file I/O
is excluded from the process time monitoring. The hit rate, false positive rate
and process time of each method are evaluated to compare the accuracies and
e ciencies of each method.
7.3.1 Study on Sample Grid Density
The e↵ect of sample grid period is investigated by evaluating the proposed method
over a range of sampling periods. The time and detection performance results
are plotted in Figure 7.4.
The detection rate reaches a maximum and the process time reaches a minimum
at a sampling period of 10 pixels. This equates to 25% of the minimum face size.
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Figure 7.4: Face detection performance and processing time performance of the
proposed method evaluated over a range of grid sampling periods.
As the sampling period is increased beyond this point, the hit rate decreases
rapidly as more faces are simply missed by the sparse sampling grid. At the same
time, no further reduction in processing time is observed. This is due to the fact
that as the sampling period increases, so too does the width of the minimum
candidate region passed to the Viola-Jones detector (Equation 7.11). The grid
sampling period does not appear to have a strong impact on the false positive
rate. The sampling factor k = 10 is used in further experimentation.
7.3.2 Comparison with Existing Methods
An experiment was conducted to evaluate the e↵ect of various segmentation front-
end systems on the performance of a Viola-Jones face detector. The following
face detection systems are compared:
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Method Hit Rate False Positive Rate Time
Viola-Jones 86.33% 34.55% 565.2 ms
Foreground segmentation 84.65% 32.6% 144.3 ms
Colour segmentation 85.85% 7.73% 85.6 ms
Proposed method 85.61% 4.52% 42.3 ms
Table 7.1: Results of evaluation comparing the proposed face detection method
and related existing methods.
1. The Viola-Jones detector without any pre-processing.
2. A Viola-Jones detector with foreground segmentation.
3. A Viola-Jones detector with skin colour segmentation.
4. The proposed method – a Viola-Jones detector with a front-end using sparse
sampling, foreground segmentation and skin colour segmentation.
The experimental results are listed in Table 7.1.
The proposed method provides a 93% reduction in computation time compared
to using only the Viola-Jones method and reduces the processing time by 51%
compared to the best existing method. The average processing time is approach-
ing real time requirements. Only a marginal reduction in hit rate is observed for
all the segmentation front-end systems. The false positive rate is reduced signifi-
cantly by colour segmentation and the proposed method provides an even greater
reduction. Overall the proposed method achieves outstanding performance in
terms of computational e ciency and false positive rate.
7.4 Summary
An e cient face detection framework suitable for high resolution surveillance
applications has been proposed in this chapter. A reduced sampling strategy,
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foreground segmentation and colour segmentation have been employed to con-
strain the search space, before applying a classifier-based face detector. The
new framework has significantly reduced the computational time and false posi-
tive rate while maintaining the hit rate of a classifier-based face detector. This
method can be used in many specific applications such as face recognition, in
which a minimum face size is required. The use of a sparse sampling method
allows the computational cost to be controlled in accordance with the minimum
face size, instead of the image resolution. This enables greater scalability for
high-resolution applications.
Chapter 8
Conclusions and Future Work
This thesis has addressed one of the major face-centric computer vision prob-
lems: non-rigid alignment of deformable faces. In particular, this thesis tackles
the problems of simultaneous non-rigid face ensemble alignment and an e cient
visual front-end for simultaneous alignment. Simultaneous face ensemble align-
ment has a vast practical application domain but at the same time su↵ers from
an inherent problem of image ensemble alignment - the problem of “drift”. This
thesis has proposed a number of algorithms to prevent the occurrence of “drift”
and therefore to stabilize the alignment optimization.
Further, simultaneous face ensemble alignment requires more e cient algorithms
for the visual front-end process. It requires a rapid face detection algorithm to
initialize each frame in the ensemble, whereas the conventional sequential align-
ment only needs the first frame to be initialized. In this thesis, an e cient face
detection algorithm has been developed. The computational cost of face detection
from a fixed camera video has been dramatically reduced.
Specifically, three algorithms have been proposed in this thesis:
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1. A facial shape constrained algorithm for simultaneous face ensemble align-
ment for video sequences and still images.
2. An appearance template based method for simultaneous face ensemble
alignment for video sequences and still images.
3. An e cient face detection pipeline for a video sequence of face taken by a
fixed camera.
8.1 Shape Constrained Simultaneous Face En-
semble Alignment
Chapter 5 presented a RASL extension approach for deformable face ensemble
alignment. Constraints on the shape of the face have been employed to enable
RASL for deformable face alignment tasks. To choose the best way to apply the
shape constraint, the tracking error of the state-of-the-art face tracker has been
analysed, and it has been shown that most alignment errors are biased (the mean
errors are not zero). Then an approach of constraining the RASL objective with
grouped-L1-norm anchoring has been developed, and it has been demonstrated
that grouped-L1-norm method is more robust to the biased outliers, compared
with the L2-norm2 method. To enable the proposed method for large video
sequences, an e cient framework which significantly reduces the computational
cost by using RASL and AAM serially on di↵erent subsets of frames has been
proposed. Experimental result has shown that the proposed methods outperform
the earlier method in terms of the alignment accuracy. The visual result has
shown the proposed method is able to refine the alignment even when the data is
of poor quality (low resolution, complex background, and big facial expressions).
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8.2 Low Rank Active Appearance Models
In Chapter 6, a RASL inspired generic AAM fitting algorithm for image ensembles
has been proposed. By introducing rank constraints on both the generic appear-
ance and shape subspaces, the proposed method is able to fit a generic AAM
to unseen objects by automatically estimating the appropriate ensemble-specific
AAM from the generic one. The proposed method advances earlier methods in
three ways: (i) applying appearance and shape consistency instead of applying
appearance alone produces more consistent alignments; (ii) using robust || · ||1
norm on the facial appearance improves the robustness to partial occlusions; and
(iii) it is able to determine the low dimension ensemble-specific AAM for addi-
tional images of same subject using standard AAMs fitting algorithms. Impressive
experimental results have been demonstrated with a variety of challenging im-
ages and videos databases. Quantitative results have shown that the proposed
method o↵ers upto 37.4% improvement in the fitting accuracy compares with the
state-of-the-art method.
8.3 E cient Visual Front-End for Simultaneous
Alignment
In Chapter 7, an e cient face detection framework suitable for high resolution
surveillance applications has been proposed. A reduced sampling strategy, fore-
ground segmentation and colour segmentation have been employed to constrain
the search space, before applying a classifier-based face detector. The new frame-
work has reduced the computational time and false positive rate significantly
while maintaining the hit rate of a classifier-based face detector. This method
can be used in many specific applications such as face recognition, in which a
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minimum face size is required. The use of a sparse sampling method allows the
computational cost to be controlled in accordance with the minimum face size, in-
stead of the image resolution. This enables greater scalability for high-resolution
applications.
8.4 Future Work
Simultaneous face ensemble alignment by low-rank optimization has great poten-
tial to be extended in a variety of directions. Future opportunities include but
are not limited to,
• Facial expression clustering: To develop an algorithm to group frames
with similar facial expressions together by given a sequence of varying facial
expressions stemmed from a single subject. The application can be facial
expression recognition or visual lip-reading.
• Identity clustering: Given images of multiple subjects, an algorithm
could potentially be able to find images of same subject and group them
together. The application can be face recognition or facial expression recog-
nition.
Bibliography
[1] A. N. Ansari and M. Abdel-Mottaleb, “Automatic facial feature extraction
and 3d face modeling using two orthogonal views with application to 3d face
recognition,” Pattern Recognition, vol. 38, no. 12, pp. 2549–2563, 2005. doi:
DOI: 10.1016/j.patcog.2005.04.016.
[2] “A threshold selection method from gray-level histograms,” IEEE Transac-
tions on Systems, Man and Cybernetics,, vol. 9, pp. 62 –66, jan. 1979.
[3] S. Balci, P. Golland, M. Shenton, and W. Wells, “Free-form b-spline de-
formation model for groupwise registration,” Med Image Comput Comput
Assist Interv. MICCAI 2007, vol. 10, pp. 23–30, 10 2007.
[4] R. Basri and D. Jacobs, “Lambertian reflectance and linear subspaces,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,, vol. 25,
no. 2, pp. 218–233.
[5] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algorithm
for linear inverse problems,” SIAM J. Img. Sci., vol. 2, pp. 183–202, Mar.
2009.
[6] M. Bernd and W. Mathias, “Segmentation and tracking of facial regions in
color image sequences,” vol. 4067, pp. 731–740, SPIE, 2000. Visual Commu-
nications and Image Processing 20001.
140 BIBLIOGRAPHY
[7] D. Bertsekas, Constrained optimization and Lagrange multiplier methods.
Optimization and neural computation series, Athena Scientific, 1996.
[8] M. J. Black and A. D. Jepson, “Eigentracking: Robust matching and track-
ing of articulated objects using a view-based representation,” in Proceedings
of the 4th European Conference on Computer Vision-Volume I - Volume I,
ECCV ’96, (London, UK), pp. 329–342, Springer-Verlag, 1996.
[9] V. Blanz and T. Vetter, “A morphable model for the synthesis of 3d faces,”
in Proceedings of the 26th annual conference on Computer graphics and in-
teractive techniques, SIGGRAPH ’99, (New York, NY, USA), pp. 187–194,
ACM Press/Addison-Wesley Publishing Co., 1999.
[10] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, Distributed Op-
timization and Statistical Learning via the Alternating Direction Method of
Multipliers, vol. 3. 2011.
[11] W. Brand, “Morphable 3d models from video,” in Proceedings of the 2001
IEEE Computer Society Conference on Computer Vision and Pattern Recog-
nition, 2001. CVPR 2001., vol. 2, pp. II–456–II–463 vol.2, 2001.
[12] L. Breiman, “Random forests,” Machine Learning, vol. 45, no. 1, pp. 5–32,
2001.
[13] J. D. Bustard and M. S. Nixon, “3d morphable model construction for robust
ear and face recognition,” in 2010 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR),, pp. 2582–2589, 2010.
[14] E. J. Cande`s, X. Li, Y. Ma, and J. Wright, “Robust principal component
analysis?,” J. ACM, vol. 58, pp. 11:1–11:37, June 2011.
[15] D. Chai and K. N. Ngan, “Face segmentation using skin-color map in video-
phone applications,” IEEE Transactions on Circuits and Systems for Video
Technology,, vol. 9, no. 4, pp. 551–564, 1999.
BIBLIOGRAPHY 141
[16] X. Cheng, S. Sridharan, J. Saragih, and S. Lucey, “Anchored deformable face
ensemble alignment,” in Computer Vision – ECCV 2012. Workshops and
Demonstrations (A. Fusiello, V. Murino, and R. Cucchiara, eds.), vol. 7583 of
Lecture Notes in Computer Science, pp. 133–142, Springer Berlin Heidelberg,
2012.
[17] T. Cootes and C.J.Taylor, “Statistical models of appearance for computer
vision,” University of Manchester Online Technical Report, 2001.
[18] T. Cootes, G. Edwards, and C. Taylor, “Active appearance models,” in Com-
puter Vision — ECCV’98 (H. Burkhardt and B. Neumann, eds.), vol. 1407
of Lecture Notes in Computer Science, pp. 484–498, Springer Berlin Heidel-
berg, 1998.
[19] T. F. Cootes, A. Hill, C. J. Taylor, and J. Haslam, “Use of active shape mod-
els for locating structures in medical images,” Image and Vision Computing,
vol. 12, no. 6, pp. 355–365, 1994. doi: DOI: 10.1016/0262-8856(94)90060-4.
[20] F. Cootes T and J. Taylor C, Statistical models of appearance for medical
image analysis and computer vision, vol. 4322. Bellingham, WA, INTERNA-
TIONAL: Society of Photo-Optical Instrumentation Engineers, 2001. SPIE
proceedings series.
[21] T. F. Cootes, C. J. Taylor, D. H. Cooper, and J. Graham, “Active shape
models — their training and application,” Computer Vision and Image Un-
derstanding (CVIU), vol. 61, pp. 38–59, Jan. 1995.
[22] M. Cox, S. Lucey, S. Sridharan, and J. Cohn, “Least squares congealing for
unsupervised alignment of images,” in IEEE International Conference on
Computer Vision and Pattern Recognition (CVPR), June 2008.
[23] M. Cox, S. Sridharan, S. Lucey, and J. Cohn, “Least-squares congealing
142 BIBLIOGRAPHY
for large numbers of images,” in IEEE 12th International Conference on
Computer Vision, 2009, pp. 1949 –1956, 29 2009-oct. 2 2009.
[24] P. Felzenszwalb and D. Huttenlocher, “E cient matching of pictorial struc-
tures,” in IEEE Conference on Computer Vision and Pattern Recognition,
2000. Proceedings., vol. 2, pp. 66 –73 vol.2, 2000.
[25] Y. Freund and R. E. Schapire, “A decision-theoretic generalization of on-line
learning and an application to boosting,” 1995.
[26] B. Frey and N. Jojic, “Transformed component analysis: joint estimation of
spatial transformations and image components,” in The Proceedings of the
Seventh IEEE International Conference on Computer Vision, 1999., vol. 2,
pp. 1190–1196 vol.2, 1999.
[27] B. Frey and N. Jojic, “Transformation-invariant clustering using the em algo-
rithm,” IEEE Transactions on Pattern Analysis and Machine Intelligence,,
vol. 25, no. 1, pp. 1–17, 2003.
[28] J. Gower, “generalized procrustes analysis,” Pyschometrika, vol. 40, no. 1,
pp. 33–51, 1975.
[29] R. Gross, I. Matthews, and S. Baker, “Generic vs. person specific active
appearance models,” Image and Vision Computing, vol. 23, pp. 1080–1093,
November 2005.
[30] R. Gross, I. Matthews, J. F. Cohn, T. Kanade, and S. Baker, “Multi-PIE,”
Image and Vision Computing, 2009.
[31] G. B. Huang and V. Jain, “Unsupervised joint alignment of complex images,”
in International Conference on Computer Vision (ICCV), 2007.
[32] G. B. Huang, M. Ramesh, T. Berg, and E. Learned-Miller, “Labeled faces in
the wild: A database for studying face recognition in unconstrained environ-
BIBLIOGRAPHY 143
ments,” Tech. Rep. 07-49, University of Massachusetts, Amherst, October
2007.
[33] P. T. Jackway and M. Deriche, “Scale-space properties of the multiscale
morphological dilation-erosion,” IEEE Transactions on Pattern Analysis and
Machine Intelligence,, vol. 18, no. 1, pp. 38–51, 1996.
[34] H. Jingu and M. Savvides, “In between 3d active appearance models and
3d morphable models,” in IEEE Computer Society Conference on Computer
Vision and Pattern Recognition Workshops, 2009. CVPR Workshops 2009.,
pp. 20–26, 2009.
[35] I. Jolli↵e, Principal component analysis. Springer, 1986.
[36] M. J. Jones and D. Snow, “Pedestrian detection using boosted features over
many frames,” in 19th International Conference on Pattern Recognition,
2008. ICPR 2008., pp. 1–4, 2008.
[37] J. Jun-Su and K. Jong-Hwan, “Fast and robust face detection using evolu-
tionary pruning,” IEEE Transactions on Evolutionary Computation,, vol. 12,
no. 5, pp. 562–571, 2008.
[38] Q. Ke and T. Kanade, “Robust subspace computation using l1 norm,” in
CMU Technical Report CMU-CS-03-172, Auguest 2003.
[39] K. Kim, T. H. Chalidabhongse, D. Harwood, and L. Davis, “Real-time
foreground-background segmentation using codebook model,” Real-Time
Imaging, vol. 11, no. 3, pp. 172–185, 2005.
[40] M. Kim, S. Kumar, V. Pavlovic, and H. Rowley, “Face tracking and recog-
nition with visual constraints in real-world videos,” IEEE Conf. Computer
Vision and Pattern Recognition, 2008.
144 BIBLIOGRAPHY
[41] M. Lades, J. C. Vorbruggen, J. Buhmann, J. Lange, C. von der Malsburg,
R. P. Wurtz, and W. Konen, “Distortion invariant object recognition in
the dynamic link architecture,” IEEE Transactions on Computers,, vol. 42,
no. 3, pp. 300–311, 1993.
[42] A. Lanitis, C. J. Taylor, and T. F. Cootes, “Automatic interpretation and
coding of face images using flexible models,” IEEE Transactions on Pattern
Analysis and Machine Intelligence,, vol. 19, no. 7, pp. 743–756, 1997.
[43] E. G. Learned-Miller, “Data driven image models through continuous joint
alignment,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence (PAMI), vol. 28, pp. 236–250, 2006.
[44] E. G. Learned-Miller and V. Jain, “Many heads are better than one: jointly
removing bias from multiple mris using nonparametric maximum likeli-
hood,” in Proceedings of the 19th international conference on Information
Processing in Medical Imaging, IPMI’05, (Berlin, Heidelberg), pp. 615–626,
Springer-Verlag, 2005.
[45] G. Li and Y. Xu, “The study of face detection algorithm based on improved
adaboost with skin color model,” in 2010 Symposium on Photonics and Op-
toelectronic (SOPO),, pp. 1–3, 2010.
[46] Z. Lijing and L. Yingli, “A fast method of face detection in video im-
ages,” in 2010 2nd International Conference on Advanced Computer Control
(ICACC),, vol. 4, pp. 490–494, 2010.
[47] Z. Lin, M. Chen, and Y. Ma, “The augmented lagrange multiplier method
for exact recovery of corrupted low-rank matrices,” UIUC Technical Report
UILU-ENG-09-2214, 2010.
[48] W. Liting, D. Xiaoqing, and F. Chi, “Generic face alignment using an im-
BIBLIOGRAPHY 145
proved active shape model,” in International Conference on Audio, Language
and Image Processing, 2008. ICALIP 2008., pp. 317–321, 2008.
[49] L. Liying and G. Weiwei, “Study on face detection algorithm based on skin
color segmentation and adaboost algorithm,” in Second Pacific-Asia Confer-
ence on Web Mining and Web-based Application, 2009. WMWA ’09., pp. 70–
73, 2009.
[50] H. Lu and W. Shi, “Accurate active shape model for face alignment,” in 17th
IEEE International Conference on Tools with Artificial Intelligence, 2005.
ICTAI 05., pp. 5 pp.–646, 2005.
[51] H. Lu and W. Shi, “Skin-active shape model for face alignment,” in Interna-
tional Conference on Computer Graphics, Imaging and Vision: New Trends,
2005., pp. 187–190, 2005.
[52] B. D. Lucas and T. Kanade, “An iterative image registration technique with
an application to stereo vision (darpa),” in Proceedings of the 1981 DARPA
Image Understanding Workshop, pp. 121–130, April 1981.
[53] Y. Ma, “Low-rank matrix recovery and completion via convex op-
timization project webpage,” in http://perception.csl.illinois.edu/matrix-
rank/home.html.
[54] I. Matthews and S. Baker, “Active appearance models revisited,” Interna-
tional Journal of Computer Vision (IJCV), vol. 60, pp. 135 – 164, November
2004.
[55] E. Miller, N. Matsakis, and P. Viola, “Learning from one example through
shared densities on transforms,” in IEEE Conference on Computer Vision
and Pattern Recognition, 2000. Proceedings., vol. 1, pp. 464–471 vol.1, 2000.
146 BIBLIOGRAPHY
[56] Y. Ming-Hsuan, D. J. Kriegman, and N. Ahuja, “Detecting faces in images: a
survey,” IEEE Transactions on Pattern Analysis and Machine Intelligence,,
vol. 24, no. 1, pp. 34–58, 2002.
[57] N. Oliver, A. P. Pentland, and F. Brard, “Lafter: Lips and face real time
tracker,” pp. 123–129, 1997.
[58] Y. Peng, A. Ganesh, J. Wright, W. Xu, and Y. Ma, “Rasl: Robust alignment
by sparse and low-rank decomposition for linearly correlated images,” in
IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 763 –770, june 2010.
[59] M.-T. Pham and T.-J. Cham, “Detection caching for faster object detec-
tion,” in International Workshop on modeling People and Human Interaction
(PHI’05), (Beijing, China), Proc. IEEE, 2005.
[60] H. Rein-Lien, M. Abdel-Mottaleb, and A. K. Jain, “Face detection in color
images,” IEEE Transactions on Pattern Analysis and Machine Intelligence,,
vol. 24, no. 5, pp. 696–706, 2002.
[61] J. Saragih, “Facetracker,” in http://web.mac.com/jsaragih/FaceTracker/
FaceTracker.html, 2011.
[62] J. M. Saragih, S. Lucey, and J. Cohn, “Face alignment through subspace
constrained mean-shifts,” in International Conference of Computer Vision
(ICCV), September 2009.
[63] H. Schneiderman, “Feature-centric evaluation for e cient cascaded object
detection,” in Proceedings of the 2004 IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, 2004. CVPR 2004., vol. 2,
pp. II–29–II–36 Vol.2, 2004.
[64] R. Sedgewick, Algorithms in C. Reading, Mass: Addison-Wesley, 1998.
BIBLIOGRAPHY 147
[65] Y. Shengye, S. Shiguang, C. Xilin, and G. Wen, “Locally assembled binary
(lab) feature with feature-centric cascade for fast and accurate face detec-
tion,” in IEEE Conference on Computer Vision and Pattern Recognition,
2008. CVPR 2008., pp. 1–7, 2008.
[66] B. Smith and L. Zhang, “Joint face alignment with non-parametric shape
models,” in Computer Vision ECCV 2012 (A. Fitzgibbon, S. Lazebnik,
P. Perona, Y. Sato, and C. Schmid, eds.), vol. 7574 of Lecture Notes in
Computer Science, pp. 43–56, Springer Berlin Heidelberg, 2012.
[67] M. Songyan and D. Tiancang, “Improved adaboost face detection,” in 2010
International Conference on Measuring Technology and Mechatronics Au-
tomation (ICMTMA),, vol. 2, pp. 434–437, 2010.
[68] C. Stau↵er and W. E. L. Grimson, “Adaptive background mixture models
for real-time tracking,” in IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, 1999., vol. 2, p. 252 Vol. 2, 1999.
[69] P. Tseng, “On accelerated proximal gradient methods for convex-concave
optimization,” SIAM Journal on Optimization, 2008.
[70] M. Turk and A. Pentland, “Face recognition using eigenfaces,” in IEEE
Computer Society Conference on Computer Vision and Pattern Recognition,
1991. Proceedings CVPR ’91.,, pp. 586 –591, June 1991.
[71] A. Vedaldi, G. Guidi, and S. Soatto, “Joint data alignment up to (lossy)
transformations,” in IEEE Conference on Computer Vision and Pattern
Recognition, 2008. CVPR 2008., pp. 1 –8, june 2008.
[72] P. Viola and M. Jones, “Rapid object detection using a boosted cascade of
simple features,” in IEEE Computer Society Conference on Computer Vision
and Pattern Recognition,, vol. 1, (Kauai, HI, USA), pp. I–511–I–518, IEEE
Comput. Soc, 2001.
148 BIBLIOGRAPHY
[73] P. Viola and M. Jones, “Robust real-time face detection,” in Eighth IEEE
International Conference on Computer Vision, 2001. ICCV 2001. Proceed-
ings., vol. 2, pp. 747–747, 2001.
[74] P. Viola, M. J. Jones, and D. Snow, “Detecting pedestrians using patterns
of motion and appearance,” in Ninth IEEE International Conference on
Computer Vision, 2003. Proceedings., pp. 734–741 vol.2, 2003.
[75] W. Wei, S. Shiguang, G. Wen, C. Bo, and Y. Baocai, “An improved active
shape model for face alignment,” in Fourth IEEE International Conference
on Multimodal Interfaces, 2002. Proceedings., pp. 523–528, 2002.
[76] L. Wen-Hsiang and L. Chang-Tsun, “Skin colour-based face detection in
colour images,” in IEEE International Conference on Video and Signal Based
Surveillance, 2006. AVSS ’06., pp. 56–56, 2006.
[77] L. Wiskott, J. M. Fellous, N. Kruger, and C. von der Malsburg, “Face recog-
nition by elastic bunch graph matching,” in International Conference on
Image Processing, 1997. Proceedings.,, vol. 1, pp. 129–132 vol.1, 1997.
[78] C. Wren, A. Azarbayejani, T. Darrell, and A. Pentland, “Pfinder: real-time
tracking of the human body,” in Proceedings of the Second International
Conference on Automatic Face and Gesture Recognition, 1996.,, pp. 51–56,
1996.
[79] J. Wright, Y. Ma, A. Ganesh, and S. Rao, “Robust principal component
analysis: Exact recovery of corrupted low-rank matrices via convex opti-
mization,” Proceedings of Neural Information Processing Systems (NIPS),
2009.
[80] H. Yan and P. Qingsong, “Face detection based on adaboost and skin color,”
in 2009 Second International Symposium on Information Science and Engi-
neering (ISISE),, pp. 407–410, 2009.
BIBLIOGRAPHY 149
[81] W. Yan-Wen and A. Xue-Yi, “An improvement of face detection using
adaboost with color information,” in ISECS International Colloquium on
Computing, Communication, Control, and Management, 2008. CCCM ’08.,
vol. 1, pp. 317–321, 2008.
[82] W. Yunlong and X. Mei, “An improved active shape model for facial feature
location,” in International Symposium on Computer Network and Multime-
dia Technology, 2009. CNMT 2009., pp. 1–4, 2009.
[83] Z. Zhang and O. Faugeras, 3D Dynamic Scene Analysis: A Stereo Based
Approach. Springer Series in Information Sciences, Springer, 1992.
[84] C. Zhang and Z. Zhang, “A survey of recent advances in face detection,”
techreport, 2010.
[85] C. Zhao, W.-K. Cham, and X. Wang, “Joint face alignment with a generic
deformable face model,” in Proceedings of the 2011 IEEE Conference on
Computer Vision and Pattern Recognition, CVPR ’11, (Washington, DC,
USA), pp. 561–568, IEEE Computer Society, 2011.
[86] S. Zhao, Y. Gao, and B. Zhang, “Gabor feature constrained statisti-
cal model for e cient landmark localization and face recognition,” Pat-
tern Recognition Letters, vol. 30, no. 10, pp. 922–930, 2009. doi: DOI:
10.1016/j.patrec.2009.03.007.
[87] Y. Zhou, L. Gu, and H.-J. Zhang, “Bayesian tangent shape model: esti-
mating shape and pose parameters via bayesian inference,” in Proceedings.
2003 IEEE Computer Society Conference on Computer Vision and Pattern
Recognition, 2003., vol. 1, pp. I–109 – I–116 vol.1, june 2003.
[88] L. Zollei, E. Learned-Miller, E. Grimson, and W. Wells, “E cient population
registration of 3d data,” in International Conference on Computer Vision
(ICCV), pp. 291–301, 2005.

