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ABSTRACT
The Southern Ocean (SO) is a unique and highly dynamic region with strong
temperature and salinity gradients. A comparison between satellite-derived salinity and
observations indicates strong differences along coastal boundaries, areas of low
temperature, and regions of strong currents. Although differences throughout much of the
SO are shown to be negligible, resolution and smoothing in the products create large biases
in horizontal gradients and errors in estimating the water cycle. The three-dimensional
movement of water within the SO plays an important role in the global Meridional
Overturning Circulation (MOC), where the Southern Hemisphere westerlies drive both
zonal and meridional transports and strong vertical movements of local water masses.
Using the Estimating the Circulation and Climate of the Ocean (ECCO) estimates of ocean
circulation, recent trends in the lower cell of the MOC (1992-2015) show increased
overturning within the South Atlantic and decreased overturning within the Indian and
Pacific basins, increasing the net SO heat transports and storage.
The path of the Antarctic Circumpolar Current (ACC) is mainly dictated by
bathymetry, but recent variability indicates a northward shift in the central South Pacific
ACC fronts. The movement and location of the ACC is highly correlated to salinity and
temperature shifts up to 100 m depth and moderately correlated to depths of 1000 m. The
location of the ACC is weakly-to-moderately correlated with the Antarctic and Southern
Oscillations. These large-scale teleconnections are further driving surface cooling in the
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central South Pacific and warming in the subtropics and mid-latitudes of the Southern
Hemisphere. Satellite-derived sea surface temperatures (SSTs) are highly correlated with
both the Antarctic and Southern Oscillations during 1982-2016, particularly during the
austral summer months when the oscillations tend to be the strongest. Changes in the
westerlies are correlated with sea level and heat content anomalies and anti-correlated to
SST in the high latitudes. The magnitude of the westerlies has recently increased
throughout the ACC region, driving the increase in mid-latitude and decrease in the central
South Pacific SST, heat content, and sea level anomalies. These analyses conclude that
atmospheric variability is significantly contributing to recent changes in circulation and
surface properties.
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CHAPTER 1
INTRODUCTION
Ocean-atmosphere interactions in the Southern Hemisphere drive high energy
dynamics and strong seasonality. Differences in the surface radiative budget throughout
the Southern Ocean (SO) are enhanced through these ocean and atmospheric dynamics,
with a large portion of the energy being redistributed by the surface ocean currents and
upwelling waters. The SO also importantly regulates the Earth’s climate. The upwelling of
deep waters and the formation of bottom waters directly influences the transports of heat,
moisture, and gases around the globe. As the waters come in contact with the surface or
sink, the exchange of carbon dioxide and oxygen are fundamental not only to the localized
biological activity, but additionally to humans. The SO is a large sink of carbon dioxide,
particularly in storing anthropogenic-sourced carbon from the atmosphere (Sabine et al.,
2004).
The SO has two key components contributing to global ocean circulation: the
Antarctic Circumpolar Current (ACC) and the meridional overturning circulations. The
ACC is an eastward flowing pattern of narrow fronts and jets, perturbing strong eddy fluxes
(Figure 1.1). Orsi et al. (1995) identified three fronts of the ACC: the Subantarctic Front
(SAF), Polar Front (PF), and the southern ACC front. Each of the three fronts coincides
with different water mass boundaries and maximum velocities. On shorter timescales (< 1
year) the ACC variability is largely driven through the westerlies, while on longer
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timescales (> 1 year) the variability is thought to be restored by eddy saturation, or rather
“eddy compensation” (Hallberg and Gnanadesikan, 2001; Meredith and Hogg, 2006; Hogg
et al., 2015). Although a complete theory on eddy saturation is yet to be established, longterm increase in the westerlies would increase baroclinic instability and therefore be
insensitive to changes due to the resulting eddies. As a result, the effort to monitor the ACC
has increased over the past several decades through current meter moorings and inverse
methods. The zonal flow of the ACC is largely uninterrupted by land barriers, connecting
the Atlantic, Indian, and Pacific Ocean basins, which typically serve as boundaries to
monitor the ACC. Places like the Drake Passage, a bottleneck boundary between the Pacific
and Atlantic basins, serve as a key location to monitor the zonal transports of the ACC
through both increased shipboard and mooring measurements of the region.
The SO additionally consists of double-celled overturning circulations (Figure 1.2),
fundamental to the global scale Meridional Overturning Circulation (MOC). The strong
eastward geostrophic component of the ACC is further associated with the steep sloping
isopycnals, driving the upwelling of different density surfaces (i.e. water masses) to the
surface. These different water masses are typically referred to as the Circumpolar Deep
Waters (CDW) and are separated at the southern-most location of the PF into the Upper
Circumpolar Deep Water (UCDW) and Lower Circumpolar Deep Water (LCDW). The
upper cell of the SO overturning circulation consists of the northward flowing Antarctic
Intermediate Water (AAIW) and Subantarctic Mode Water (SAMW) and southward
flowing UCDW. The lower cell contains the poleward flowing LCDW and North Atlantic
Deep Waters (NADW) and the equatorward transports of the Antarctic Bottom Water
(AABW). The cells of the overturning circulation are important not only for the storage of
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energy and carbon dioxide and storage of oxygen, but also replenish the nutrients and
organic carbon available for biological activity within the surface waters.
The fronts of the ACC separate waters of different densities, and therefore can have
sharp gradients along the jets and eddies. However, the vast majority of the SO has a
relatively small horizontal salinity gradient; that is, much of the SO is thought to have small
salinity variability spatially outside of the ACC. Due to the lack of consistent spatial and
temporal sampling in the SO, largely in part due to the harsh austral winter conditions, a
true time-mean estimate of surface salinity and the salinity gradients globally have large
uncertainty (Levitus et al., 1994; Johnson et al., 2002). Since the start of the 21st century,
the global sampling effort has significantly increased, particularly with the effort of Argo
floats, but is still currently under-sampled in a vast majority of the high latitude SO (Lyman
and Johnson, 2008; Lyman and Johnson 2014). Therefore, satellite-derived salinity is of
utmost importance to the scientific community, offering high spatial and temporal coverage
of sea surface salinity (SSS) since 2010. Despite the increased presence of remotely sensed
SSS, few analyses compare the various salinity missions amongst the other products as
well as to observational data. In an effort to support the continued need for satellite-derived
salinity and observational data, the SSS products need to be compared in these high latitude
regions to display the differences in products and the seasonal variability of SSS.
The ACC fronts are not only important for monitoring salinity and water mass
properties at the surface, but also play a role in the SO overturning circulation. The ACC
is where the CDW upwell to the surface and separates the two overturning cells. Due to
the lack of observational data, there are few variability and time-mean estimates of the SO
MOC outside of state-estimate and inverse methods. In Mazloff et al. (2010), the SO
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overturning circulation is approximated to be 17 ± 12 Sv (Sv = 106 m3 s-1) in the upper
cell and 13 ± 6 Sv in the lower cell at 32 °S. Zonal transports of the ACC are additionally
difficult to estimate from pure observations outside of the bottleneck points. Estimates at
the Drake Passage indicate mean zonal transports between 120-155 Sv (Macdonald and
Wunsch, 1996; Ganachaud and Wunsch, 2000; Mazloff et al., 2010; etc.). Most of these
studies, however, lack the temporal resolution to estimate the true variability and a timemean of one decade. These zonal and meridional transports are essential in helping regulate
the Earth’s climate, distributing heat and nutrients from the mid-latitudes to the surface of
the SO and zonally between the three basins.
Albeit important to circulation and climate studies, identifying the location of the
ACC fronts have proved difficult, even with the efforts of satellites. The ACC is made of
strong eddies and jets, constantly fluctuating on spatial scales of tens–to–thousands of
meters. On longer timescales, the ACC fronts are insensitive to changes in the strength of
the westerlies and the frequency of the Antarctic Oscillation (AAO) driven through the
baroclinic instability. The insensitivity of the ACC strength and sloping isopycnals have
been shown in both model (Meredith and Hogg, 2006; Meredith et al., 2012; Farneti et al.,
2015) and observational (Böning et al., 2008; Hogg et al., 2015) analyses. The non-linear
insensitivity on longer timescales of volume transports and the westerlies further motivate
the need to increase observations and better understand the variability of heat and salt
transports on longer timescales. The tilted isopycnals bring mid-waters to the surface along
the ACC. Changes in the position of the ACC are largely understood to be driving middepth warming (Gille, 2002; Gille, 2008) and freshening (Durack and Wijffels, 2010) in
the high latitudes of the SH (Figure 1.3). Monitoring the heat, salt, and freshwater fluxes
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of the SO have potential major implications for global circulation and climate, as the SO
works to distribute mass and heat through the oceans. Changes in the location of upwelling
waters could therefore impact global circulation and climate.
Southern Hemisphere atmospheric variability is strongly influenced through largescale, low-frequency patterns, which play a fundamental role in the weather and climate
(Turner, 2004; Hendon et al., 2006; Hendon et al., 2014). Two main patterns of
atmospheric variability that influence the SO are the AAO and the Southern Oscillation.
These large-scale patterns are seen to influence yearly variability in surface circulation
(Hall and Visbeck, 2002; Sen Gupta and England, 2006) and carbon uptake (Lovenduski
and Gruber, 2005; Lenton and Matear, 2007; Waugh et al., 2013). Moreover, both
oscillations have strong influences on sea surface temperature (SST), sea-ice, and
atmospheric temperatures along Antarctica (Mo, 2000; Fogt and Bromwich, 2006;
Welhouse et al., 2016; Cerrone et al., 2017). Fogt and Bromwich (2006) describe the
strengthened influence of the AAO and Southern Oscillation during in phase periods,
indicating a strong relationship between the atmospheric circulation and related ocean
dynamics. Although these oscillations are understood to be driving the variability in SST,
analyses either use the spatio-temporal sparse observational data over a short time or a
model, and have not yet fully been explored using the approximate 35-years’ worth of
satellite-derived SST values.
The long temporal timescales of the satellite-derived products are not only ideal for
investigating the effects of teleconnections, but can be used to analyze the trends and
interannual variability. Beyond SSS and SST, there have also been significant changes
observed through both remotely-sensed and observational data in ocean heat content
5

(OHC) (Willis et al., 2004; Roemmich et al., 2015), mean sea level (Rye et al., 2014), and
sea ice extent (Purich et al., 2016; Kwok et al., 2016). As the westerlies are thought to be
intensifying and shifting poleward, an investigation of the surface winds, sea level
anomalies (SLA), SST, and OHC allows for an in–depth examination on the current state
of the SO climate and circulation. With over 25-years’ worth of SLA, SST, and surface
winds and nearly a decade of consistent gravity anomalies, a thorough investigation into
changes in the storage of heat and mass within the SO. Each surface winds, SLA, SST, and
OHC can be used for the first time to explore the ocean variability and analyze the amount
responsible due to changes in the surface winds. As a result, regional–scale changes in
winds could influence the thermodynamic and dynamic forcings to the SO.
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Figure 1.1. The instantaneous surface current speed after 40 years in 1° and 1/6° resolution
models. (Taken from Hallberg and Gnanadesikan, 2001).
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Figure 1.2: Zonally averaged oxygen distribution. Old waters are depicted through low
oxygen (yellow) and ventilated waters are high concentrations (purple). The neutral density
surface 27.6 kg m−3 divides the two overturning cells. The colored arrows indicate the
different water masses: mode and intermediate waters (red), upper deep waters (yellow),
lower deep waters (green), and bottom waters (blue). Additionally, air–sea heat exchange
(red or blue) patterns are shown and zonal surface wind stress (⊙: eastward). (Taken from
Marshall and Speer, 2012).
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Figure 1.3: Zonally averaged changes in temperature (a) and salinity (b) across the ACC
averaged on isobaric surfaces. Black contours are the mean climatological isopycnal
surfaces and the dashed contours are the change over two decades. (Adopted from Böning
et al., 2008).
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CHAPTER 2
A COMPARISON OF SATELLITE-DERIVED SEA SURFACE
SALINITY AND SALT FLUXES IN THE SOUTHERN OCEAN1

1

Ferster, B. S. and B. Subrahmanyam (2018). A Comparison of Satellite-derived Sea
Surface Salinity and Salt Fluxes in the Southern Ocean, J. Remote Sensing in Earth
Systems Sciences; doi:10.1007/s41976-018-0001-5.
© Springer. Used with permission.
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Abstract
Sea surface salinity (SSS) derived from the multi–satellite missions, NASA’s
Aquarius/SAC–D and Soil Moisture Active and Passive (SMAP), and ESA’s Soil Moisture
and Ocean Salinity (SMOS) are compared and used to estimate horizontal advective salt
fluxes in the Southern Ocean (SO). In comparison with an Argo product, all three satellites
estimate similar SSS in the Southern Hemisphere mid–latitudes (30°S–45°S) with low
variability among the products. At high latitudes, there are temporal patterns of bias
(relative to Argo) in Aquarius during Austral summer and in SMOS during Austral winter.
Differences in the satellite products and Argo exist along coastal boundaries, low
temperatures, and strong currents. Satellite–derived salinity indicates low temporal–mean
standard deviations with Aquarius (0.215) and moderate standard deviations with SMOS
(0.294) and SMAP (0.325) against Argo in the SO. Differences in satellite–derived zonal
and meridional SSS gradients are large, standard deviation values are 2.52 and 1.49 x10-6
psu m-1 respectively, and similarly located within the sub-tropical salinity maxima,
Antarctic Circumpolar Current, and coastal zones. Differences in the horizontal advective
fluxes are on average small, but large variability greater than 275 mm month-1 indicates
errors of similar magnitude to the estimated Argo flux. Based on these results, the use of
satellite–derived salinity may prove to be a useful resource for observing salinity and
horizontal salt fluxes, outside the inaccuracies associated with the high latitudes and coastal
currents between the various remotely sensed products, and could significantly influence
the results depending on the product.
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2.1. Introduction
Salinity is an essential variable used to quantify density and the state of the ocean.
Monitoring the Southern Ocean (SO) salinity is important due to its strong influence on
density stratification, ocean circulation, water cycle, and biological productivity
(Toggweiler and Samuels 1995; Sarmiento et al. 1998; Gille 2002; McNeil and Matear
2008; Dong et al. 2008; Montes–Hugo et al. 2009; Liu and Curry 2010). The SO is heavily
influenced by the Southern Hemisphere Westerlies and the Antarctic Circumpolar Current
(ACC), driving exchange between the Atlantic, Pacific, and Indian Ocean basins. As a
result, the SO is dominated by zonal advective (geostrophic transport) processes and
diffusive (Ekman transport) properties in the meridional component. Strong eddies interact
within the SO on the spatial scales of tens–to–thousands of meters, driving regional
changes in surface mixed layer and deep water formation (Rintoul and Naveira Garabato
2013; Sheen et al. 2014; Meyer et al. 2015).
The introduction of the Argo float program significantly increased and improved
the sampling of the SO (Lyman and Johnson 2008). There are currently over 3800 active
Argo floats throughout the global ocean, although still lacking extensive spatial coverage
in the SO compared to other regions, typically covering a 3º x 3º area. This limitation of
spatial resolution alone acts as a basis for the need to use satellite–derived salinity in
monitoring the SO. Current projects, such as the Southern Ocean Carbon and Climate
Observations and Modeling (SOCCOM) (https://soccom.princeton.edu/), have goals of
increasing the number of floats within the SO, to account for the limited spatial and
temporal coverage. Argo floats (and most in–situ profilers) generally quantify surface
measurements at a depth of 5–10 m (bulk surface measurement) compared to the surface
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1–2 cm (skin) of satellite–derived estimates. Moon and Song (2014) and Song et al. (2015)
discuss differences between bulk and skin measurements that exist in regions of high
stratification and describe the skin layer as having higher seasonal variability than bulk
measurements. Despite measuring at different depths, differences have been shown to be
marginal outside the tropics (Henocq et al., 2010; Boutin et al., 2013; Drucker and Riser,
2014; Boutin et al., 2016).
Satellite–derived salinity estimations in the SO are heavily influenced by the strong
winds and low sea surface temperatures of the high latitude Southern Hemisphere (Reul et
al. 2012; Dinnat et al. 2014; Yin et al. 2014; Le Vine et al. 2015). Despite the potential
inaccuracies of satellites and differences within the satellite salinity products, the increased
temporal and spatial scales and measuring the top few centimeters of the ocean surface
have made satellite–derived salinity a useful quantity for air–sea interaction studies. In
recent years, satellite–derived salinity has been incorporated with the balance of
evaporation (E) and precipitation (P), documenting the strong relationship between the
ocean water cycle and near surface salinity (Johnson et al. 2002; Yu 2011). Johnson et al.
(2002) compared the salinity advection to atmospheric freshwater forcing using in–situ and
climatology products, but only for the tropical Pacific region. Both (Johnson et al. 2002;
Yu 2011) stressed the importance of surface salinity estimates for ocean processes,
hydrological forcing, and model simulations.
Satellite–derived sea surface salinity (SSS) data have recently been used to improve
seasonal climate predictions and ocean state estimates (Köhl et al. 2014; Vinogradova et
al. 2014; Toyoda et al. 2015; Hackert et al. 2014; Fukumori et al. 2017). As SSS begins to
be incorporated into such forecasts, re–analyses, or state estimates, the accuracy and
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precision of salinity has become more significant. Satellite–derived salinity plays an
important role in the spatial and temporal scales in monitoring salinity and salt fluxes in
the global circulation, and developing the need to compare satellite–derived products in the
SO. In the recent state estimate of ECCO version 4 run 3, the use of Aquarius has been
incorporated between 2011 and 2013, although limiting the use of high latitude data
(Fukumori et al. 2017). Furthermore, Vinogradova et al. (2014) compared satellite–derived
salinity to both in–situ synthesized and model data globally. However, more recent
versions of the satellite products have been released since their comparison.
The SO is known to have limited observations in an eddy–dominated system;
therefore, the objective of this paper is to statistically compare the satellite–derived salinity
with an in–situ Argo product. Through comparing SSS, the goal of this analysis is to
emphasize the significance of finite differences in SSS as well as the influence on
horizontal advective flux estimations with the most current versions of satellite–derived
SSS. Advective fluxes are important to balance the hydrological cycle (Johnson et al.
2002), and are directly related to the salinity gradient and surface current velocity. We
hypothesize that satellite–derived level 3 (L3) monthly salinity can confidently be used at
similar spatial and temporal resolutions to that of in–situ data collected for the SO, with
expected accuracy below the 0.2 psu standard set by the NASA missions, although
originally set for the low–latitudes. We further anticipate to find small differences in the
satellite–derived products and SSS gradients. Potential implications of this analysis are to
enable effective utilization of satellite–derived SSS within model and reanalysis–based
products to obtain a more accurate representation of the ocean state.
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To test the hypothesis, a comparison is made between the respective satellite–
derived SSS measurements, as well as between the satellite-derived SSS and Argo product.
The purpose of the analysis is to test for low mean differences and standard deviations
(SDs) in relation to in–situ based products between May 2010 and December 2016. By
investigating the reliability and worth of L3 satellite salinity products, we examine
differences in the salinity gradient. Salinity gradients are then used with the surface
currents to estimate the horizontal advection of salt (Johnson et al. 2002).
2.2. Materials and Methods
2.2.1. Satellite and Observational Data
In this study, SSS from the European Space Agency (ESA) Soil Moisture and
Ocean Salinity (SMOS), mission is used. SMOS has previously been found to exhibit bias:
significant freshening in coastal areas, over–estimation of salinity in high southern latitudes
and near the sea ice due to low temperatures, and in the presence of strong winds (Reul et
al. 2012; Dinnat et al. 2014; Yin et al. 2014). In this study, the operational version 2.0 L3
unbiased binned product from the Barcelona Expert Centre (BEC) (Olmedo et al. 2016) at
monthly 1°×1° resolution is used. This product is computed from the SMOS ESA version
6.22 SSS and empirically debiased using climatology to correct for land–sea contamination
(Olmedo et al. 2016). This SMOS product should allow for reduced errors commonly found
within the high latitudes and areas with strong surface currents (i.e. Malvinas Current
region). SMOS data from May 2010 through December 2016 is used in this study.
Aquarius/SAC–D (Satélite de Aplicaciones Científicas–D), a joint NASA and the
Argentinean Space Agency (CONAE) mission, provided nearly 4 years of continuous SSS
data before ending on June 7, 2015. The current version of the Aquarius dataset, version
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5.0, has a global root–mean-square error under 0.2 psu (Kao et al. 2017) (i.e. a mission
objective), but limited peer–reviewed papers have been published on version 5.0. The
previous version of the Aquarius dataset is known to be positively biased with respect to
in–situ products in high latitudes and negatively biased in low latitudes (Le Vine et al.
2015; Lagerloef et al. 2015). In this study, we use Aquarius v5.0 L3 monthly 1° × 1°
resolution binned product from September 2011 to May 2015 (duration of data collection
for Aquarius). The dataset was retrieved from NASA’s Jet Propulsion Laboratory, Physical
Oceanography Distributed Active Archive Center (PO.DAAC).
NASA’s Soil Moisture Active Passive (SMAP) is an Earth Satellite mission that
primarily measures and maps soil moisture. The SMAP mission provides continuity in SSS
estimates as the data is generated using the same core algorithm as Aquarius, and also
distributed in a similar manner. To correct for surface roughness, other satellites on similar
paths provide the surface wind speeds from the Remote System Sensing (RSS) WindSat
and the Special Sensor Microwave Imager/Sounder (SSMIS) F17 (Wentz and Le Vine
2012; Wentz et al. 2013; Meissner and Wentz 2016). SMAP provides uninterrupted data
continuity between the Aquarius–SMAP missions, improved spatial resolution (resolve
mesoscale eddies, fronts, subduction and upwelling zones) near coastal zones (Meissner
and Wentz 2016; Meissner et al. 2015). SMAP gridded resolution results in a 0.25° × 0.25°
product, but further increases noise within the data. Monthly averaged products are
available through JPL/NASA PODACC. Version 2.0 has been improved from the beta–
version by significantly lower high latitude (zonal) and seasonal biases along the southern
hemisphere continents (Meissner and Wentz 2016). For this study, the monthly averaged
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L3 product was binned into 1° × 1° resolution to compare with that of Argo, SMOS, and
Aquarius from May 2015 through December 2016.
Temporal and spatial scale variations are essential in the study of the ocean. The
SO can have large SSS gradients along the ACC, seen in Figure 2.1. The small–scale
variability (i.e. eddies, coastal processes) can be accounted for through SMAP in the
original 0.25° × 0.25° gridded resolution format. Previous work has shown SMOS to have
very similar estimations to Aquarius (Dinnat et al. 2014). However, SMOS regionally
derives overall higher SSS in cold waters due to differences in dielectric constant models
and dependence on latitude and temperature compared to Aquarius (Dinnat et al. 2014).
An Argo data product is obtained from the Asia–Pacific Data Research Center
(APDRC) of the International Pacific Research Centre (IPRC). The specific APDRC Argo
data product used in this study is the gridded monthly mean product on standard levels
from January 2010 until December 2016. The Argo product is interpolated and smoothed
in a 1° × 1° grid as far as 62.5°S in monthly format, with limited horizontal resolution and
lower sampling frequency than that of satellite–derived products. This particular product
from the APDRC is created through binned quality controlled salinity measurements,
interpolated into a monthly grid (0 to 5m depth). This version of APDRC Argo product is
hereon referred to as Argo.
2.2.2. Mean Difference and Variability
In order to statistically analyze the remotely–sensed L3 data, spatial and temporal
comparisons are made using the defined SO region south of 30°S. The regions of interest
are the entire SO and the Southern Hemisphere mid–latitude region within the SO (30°S–
45°S), which allows for our estimate of the SO with limited bias from the low sea surface
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temperatures and strong winds. Comparisons are made between the monthly products by
estimating the differences and the standard deviation (SD) of the differences. This would
allow for bias (error) to be determined and the variability in the differences of the products.
In terms of variability, we used the 0.2 psu standard set by the Aquarius mission, although
the mission goal is for the low–latitudes. To compare the satellites with in–situ data
products, SMOS is compared from May 2010 to December 2016, Aquarius from
September 2011 until May 2015, and SMAP from April 2015 until December 2016. To
inter–compare satellite–derived products, Aquarius and SMOS are compared for the
duration of the Aquarius product, September 2011 until May 2015, and SMAP and SMOS
are compared between April 2015 and December 2016.
Seasonal comparisons are the months taken from (Ren et al. 2011). Therefore, in
this study, austral summertime months are defined as January, February, and March; while
austral winter months are defined as July, August, and September. Seasonal differences in
salinity and horizontal salt fluxes represent a near maxima and minima for sea ice extent
and yearly salinity variations (Ren et al. 2011). Although a seasonal comparison is made,
there are still very limited in–situ observations available within the high latitudes of the
SO, stressing the importance of satellite–derived estimations.
2.2.3. Salinity Gradients and Estimation of Horizontal Salt Fluxes
The salinity products used within the analysis do not estimate the ocean surface
current velocities. In estimating the horizontal advective salt flux, the differences between
the results would be the finite differences in salinity. Therefore, we will make a comparison
of the salinity gradients and the horizontal salt advection. Estimations of the zonal and
meridional gradients of salinity are computed individually using Aquarius, SMOS, and
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SMAP. Ocean Surface Current Analysis Real–time (OSCAR) (Bonjean and Lagerloef
2002) currents are used to infer the zonal and meridional surface currents (m s–1) between
2010 and 2017.
The surface gradients are calculated similar to (Johnson et al. 2002). The salinity
gradient (gradSSS) is decomposed into the zonal (x), meridional (y), and vertical (z)
coordinates and a, b, and c are unit vectors in the zonal, meridional, and vertical directions
respectively. The salinity gradient is in units of x10-6 psu m–1.
gradSSS = 𝛁𝐒𝐒𝐒 =

𝛛𝐒𝐒𝐒
𝛛𝐱
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(2.1)

To compare the importance of SSS, the salinity gradients are applied to the steady–
state balance between the atmospheric forcing (E – P), advection of salt is described similar
to (Johnson et al. 2002).
𝐄 − 𝐏 ≅ 𝐔 ⋅ 𝛁𝐒𝐒𝐒 =
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(2.2)

For simplicity, H0 is the surface layer depth of 32.5 m (depth of valid satellite–
derived surface currents) and S0 is the mean salinity of 35 psu, the same values as in
(Johnson et al. 2002). U is the velocity vector. Velocities and coordinates are defined with
U and x as the zonal, V and y are the meridional, and W and z the vertical components. In
this analysis, we focus only on the horizontal salt advection (Ah; i.e. the zonal and
meridional components), as the vertical component is relatively small (Johnson et al. 2002).
𝐀𝐡 =

𝐇𝟎
𝐒𝟎

6𝐔

𝛛𝐒𝐒𝐒
𝛛𝐱
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(2.3)

The units used for advection are presented in mm month–1.
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2.3. Results
2.3.1. Comparison of Satellite–derived salinity Products with Argo
Spatial averages of mean differences and SDs can be found in Table 2.1 and Figures
2.2 and 2.3. The spatio–temporal mean difference with respect to Argo in the entire SO for
Aquarius is –0.025 psu and 0.001 psu for SMOS, with mid–latitude discrepancies of –0.052
psu (Aquarius) and –0.056 psu (SMOS) respectively. SMOS has positive bias with Argo
in the high latitude and negative bias in the mid–latitudes that negate in the spatial mean.
SMAP differs from the other satellites by having a near ubiquitous negative bias (Figure
2.2c, –0.150 psu) in the SO. The negative bias of SMAP is between –0.10 to –0.25 psu for
the SO (Figure 2.3a). This consistent bias is important to note as SMAP has similar
variability by latitude as SMOS and Aquarius (Figure 2.3b). Between all three satellites,
the largest SDs occur near the Drake Passage and Malvinas current. The lowest spatio–
temporal mean SD (30°S–62.5°S) is from Aquarius (0.215 psu). Spatially–averaged SDs
in SMOS are 0.294 psu and 0.325 psu in SMAP.
The lowest variability (Figure 2.2 d–f, Figure 2.3b) occurs in all three satellites
within the Southern Hemisphere mid–latitude region (30°S–45°S), with much of the
variability below 0.2 psu, the low–latitude mission goal of Aquarius. Within the high
latitudes, the variability increases along the ACC, sea–ice, and Drake Passage region.
These regions are typically under–sampled with Argo floats for 1° resolution and have
sharp salinity gradients.
The zonally averaged mean difference values shown in Figure 2.3a display the low
value of discrepancies for Aquarius and SMOS between 30°S–45°S, with values on
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average below 0.1 psu. Poleward of 45°S, the magnitude of mean difference within
Aquarius and SMAP increase in magnitude, whereas SMOS increases in magnitude to a
lesser extent due to offset of spatial positive/negative biases. The zonally averaged SD
values further show the low variance within the Southern Hemisphere mid–latitude region.
For much of the SO, Aquarius has the lowest zonally averaged variation, below 0.2 psu to
approximately 52°S.
To compare the satellites in a temporal–scale comparison, the latitudinal
distribution of monthly–mean differences and SD (Figure 2.4) are analyzed for the SO.
Fluctuating variability indicates seasonal biases in SMOS and Aquarius. There is a
consistent austral summer bias in Aquarius and an austral winter bias in SMOS. There is
potentially an austral winter bias in SMAP, but a longer temporal scale would be required.
Figure 2.4 further shows the low variability within the mid–latitude region of the SO, with
values below 0.2 psu in both Aquarius and SMOS south of 50°S. Although the values are
averaged by latitude, the low variability in Aquarius and SMOS is indicated by much of
the SO with low standard deviation, but all three satellites still show large variability to the
Argo product in the high latitudes. These biases in the satellite products are likely caused
by a combination of the surface roughness, low surface temperatures, and salinity–
derivation methods (Reul et al. 2012; Dinnat et al. 2014; Yin et al. 2014; Lagerloef et al
2015; Meissner and Wentz 2015; Kao et al. 2017), and are further discussed in section 4.1
of the Discussion.
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2.3.2. Comparison between Satellite–Derived Salinity products
To visually compare the satellite–derived salinity against another, mean differences
between monthly Aquarius, SMOS, and SMAP for all corresponding data points from
September 2011 until December 2016 have been plotted to compare the satellites spatially
(Figure 2.5) and temporally (Figure 2.6). Statistical values of the difference and variability
are found in Table 2.2. Differences between Aquarius and SMOS (Figure 2.5a–b, Figure
2.6a–b) exhibit strong seasonal bias, as there is increased variability in Aquarius during
Austral Summer and in SMOS during Austral Winter. Despite the seasonal biases, the
mean differences are similar to the comparisons with the in–situ data. However, the
variability between Aquarius and SMOS is greater in the SO (0.284) than compared to
Argo. Similar variability exists between SMAP and SMOS, having strong SO of 0.342.
The differences between SMAP and SMOS are increasing in magnitude and variability
dramatically increased towards the end of 2016. The differences between SMAP and
SMOS are not analyzed beyond December 2016, but further analysis should investigate the
disparity between the two products. The largest mean difference and variability between
the satellite–derived salinity exists in the in the high latitude, similar to the Argo product.
Although the satellites derive similar regional mean differences to in–situ
observations, there is increased variability between the satellite–derived SSS. Comparing
the values in Figures 2.5 and 2.6 to the Argo product comparisons in Figures 2.2 and 2.4,
differences in Aquarius minus SMOS and SMAP minus SMOS are much larger than
differences to the Argo product. Differences and SDs from Aquarius minus SMOS and
SMAP minus SMOS are larger than compared to Argo, with mean differences larger in
magnitude and SDs well above the 0.2 psu bar.
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2.3.3. Comparison of Salinity Gradients and Horizontal Fluxes
Differences between Aquarius and SMOS (Figure 2.7c) zonal gradients are
similarly co–located within regions of high SSS variability. The mean (SD) zonal gradient
difference between Aquarius and SMOS is 0.123 x10-6 psu m–1 (2.52 x10-6 psu m-1) in the
SO. Differences in SMAP and SMOS (Figure 2.7g) zonal gradients are on average larger
than that of Aquarius and SMOS, with a greater area of high variability (Figure 2.7h). The
mean (SD) zonal gradient difference between SMAP and SMOS for the SO is 0.006 x10-6
psu m–1 (3.00 x10-6 psu m–1). In both comparisons, large differences are located along
coastal boundaries and sea–ice extent, regions known to produce errors in satellite–derived
SSS. Differences between the satellites are further driven by the area of swath coverage
and the amount of smoothing within the L3 products. The gradients reveal the increased
smoothing in SMOS (Figure 2.7b, 7f) compared to Aquarius (Figure 2.7a) and SMAP
(Figure 2.7e). Similar results are found within the meridional gradients, although there is
less variability between the differences in meridional gradients (Figure 2.8) than zonal. The
mean (SD) meridional gradient difference between Aquarius and SMOS is –0.182 x10-6
psu m–1 (1.49 x10-6 psu m–1) and between SMAP and SMOS is 0.037 x10-6 psu m–1 (1.76
x10-6 psu m–1) in the SO.
To quantitatively show how satellite–derived SSS play a role in the discrepancies
in horizontal advective salt flux estimates, we compared with horizontal advective salt
fluxes estimated from Argo (Figure 2.9 and Table 2.3). The comparison is made for all four
products between 2010 and 2016. Since the same OSCAR currents are used in each
calculation, the resulting difference in advection is due to the discrepancies in zonal and
meridional salinity gradients. The monthly averaged horizontal advection is estimated
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through Argo (Figure 2.9a). The scale of advection (mm month–1) is the same as (Johnson
et al. 2002), a typical scale to compare salinity and the atmospheric freshwater forcing. In
the SO, the largest advection occurs along strong coastal currents and the ACC. The
Malvinas and Agulhas regions, two regions of large advection, are also noted to have large
variability between in–situ and satellite–derived salinity (Figures 2.2 and 5). In comparison
of the horizontal advective fluxes, the largest differences occur within the ACC, Agulhas,
and Malvinas regions, all regions of high variability. Moreover, the differences are as large
as the mean fluxes. The mean SO (SD) difference between Argo and Aquarius is 9.64 mm
month–1 (346.2 mm month–1), 1.61 mm month–1 (276.6 mm month–1) with SMOS, and 0.74
mm month–1 (417.5 mm month–1) with SMAP.
2.4. Discussion
2.4.1. Satellite–derived salinity
Aquarius and SMOS have positive biases between 45°S–60°S and SMAP has a
negative bias in the SO, likely resulting from the influence of low sea surface temperatures
and strong Westerlies. The L–band radiometer at low sea surface temperatures have
previously been noted to have low sensitivity in the high latitudes (Lee 2016). Previous
SMOS products discussed SDs between 0.4 to 0.5 psu for the different basins of the
Southern Ocean (Boutin et al. 2012), values much larger than that of the current unbiased
SMOS product (Olmedo et al 2016). Our analysis indicates that the monthly SO SD
differences is below previous estimates, but regionally has mean differences and standard
deviations greater than 0.5 psu. Previous analyses found SDs of Aquarius and SMAP to
Argo to be 0.25 psu or less globally, but as high as 0.5 psu in the higher latitudes (Lagerloef
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et al 2005; Meissner and Wentz 2015; Kao et al. 2017). Similar to their findings, these
calculations show a time–mean SO (global) SD of 0.215 (0.195) psu for Aquarius V5 and
0.325 (0.226) psu for SMAP V2, but regionally has mean differences and SDs larger than
0.5 psu for both Aquarius and SMAP. Similar to Kao et al (2017) and Lee (2016), the
greatest discrepancies and variability compared with Argo and the Aquarius data product
(Figure 2.2) are within the Malvinas, Agulhas retroflection region, and the southern extent
of sampling; all regions with sharp surface salinity gradients or are heavily under–sampled.
This is a common signature found within all three L3 products compared with the Argo
product, and not just Aquarius.
Both SMOS and Aquarius experience strong interannual variability. The increased
austral summer bias in Aquarius and austral winter SMOS are likely related to the low sea
surface temperature, a result from the accuracy of brightness temperature measurements in
the high latitudes. Both Aquarius and SMOS seasonal biases are evident within high
latitudes. The largest differences and variability occur at the high latitudes and the ACC
region. There is no clear seasonal pattern observed in SMAP due to the short temporal
period, but could potentially have a similar high latitude seasonal bias of SMOS (Figure
2.4).
The resulting inter–comparison of satellite–derived SSS indicates disagreement
between the satellites along the sea ice extent, the continents, and regions of the ACC. The
differences in satellite–derived salinity supports the strong variability in regions of strong
winds, low sea surface temperatures, and coastal regimes, similar to what is indicated in
the comparison with the Argo product. Differences between the satellites could result from
bias in algorithms. For example, SMOS has previously been described to have freshening
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in coastal regions due to contamination from land surfaces, over estimation in high latitudes
due to the methods in dielectric constant, and errors associated with surface roughness
(Reul et al. 2012; Dinnat et al. 2014; Yin et al. 2014) and Aquarius to be positively biased
in high latitudes (Lagerloef et al 2015; Meissner and Wentz 2015; Kao et al. 2017).
The differences between respective satellite–derived salinity is greater than the
differences to Argo, with SDs between Aquarius and SMOS nearly twice as much as
compared with Argo. This increased mean difference and larger variability in the entire SO
indicates the high degree of variability within the surface centimeters, but mainly the large
variability in the remotely sensed products. The comparisons of satellite–derived salinity
indicate large variability between products in the high latitudes and the ACC region of the
Southern Hemisphere, despite newer releases of the satellite–derived products better
accounting for high latitude biases. Not only is there large variability in the high latitudes
when compared with Argo, but larger variability exists between the satellites. It is
important to consider the vast differences in the derived products based on the ability to
alter models, re–analyses, or estimated hydrological balances.
2.4.2. Salinity Gradients and Horizontal Fluxes
The variability between SSS gradients have the ability to significantly influence the
results of SO analyses on the hydrologic cycle (Johnson et al 2002; Yu 2011). The zonal
SSS gradients plotted in Figure 2.7 further show the similarities and differences between
the satellites. Large gradients greater than 1.0 x10-6 psu m-1 exist near coastal boundaries
and within strong current regions such as the ACC, Agulhas, and Malvinas. Gradients are
relatively small within the open ocean for each of the satellite–derived product. In previous
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analyses, there are larger salinity gradients and variability in the SO meridional gradient
component than the zonal (Yu 2011). The meridional gradients are greatest along the ACC
and near the sub-tropical maxima regions, greater than 2.0 x10-6 psu m-1. Here, the
meridional gradients (Figure 2.8) are nearly two times greater than the zonal gradients
(Figure 2.7) in satellite–derived products, but differences between the zonal and meridional
gradients in satellite products are large. The mean difference in the SO zonal gradients
between Aquarius and SMOS is 0.123 psu m-1 and 0.006 psu m-1 between SMAP and
SMOS; however, the SDs are 2.52 x10-6 psu m-1 and 3.00 x10-6 psu m-1 respectively. The
mean difference in the SO meridional gradients between Aquarius and SMOS is –0.182
x10-6 psu m-1 and 0.037 x10-6 psu m-1 between SMAP and SMOS; however, the SDs are
1.49 x10-6 psu m-1 and 1.76 x10-6 psu m-1 respectively. The zonal SSS gradient is shown to
exhibit relatively large variability in gradient differences compared to the meridional
gradient in each comparison of Aquarius, SMOS, and SMAP. Therefore, estimations of
SSS and the associated gradients are of utmost importance, as differences in the satellite
products are on the same magnitude as the gradients.
Horizontal advection estimated through Argo and differences with the satellites
indicate the largest discrepancies are in the high latitude and coastal currents, both areas
described to have large differences between salinity products. Outside of the very high
latitudes and coastal regions, the main driving force between oceanic and atmospheric
forcing are the balance in salinity advection and net precipitation (Yu 2011). The monthly
SD for the Argo product horizontal advective flux is 87.2 mm month–1 in the SO. The mean
difference in the satellite-derived products with respect to Argo for the SO are all less than
2 mm month–1 for SMOS and SMAP, but larger than 9.6 mm month–1 with Aquarius.
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SMOS further has a relatively low standard deviations of the monthly differences, 276.6
mm month–1, but has larger variability in Aquarius and SMAP. SMOS indicates the lowest
differences and variability to that of Argo derived fluxes, but could further be a result of
smoothing within the products. The SMOS product is smoothed more than the other
satellite-derived products, which could result in more similar gradients to that of the
smoothed in–situ product.
From the comparison in Figure 2.9, the variability in SSS alone is enough to derive
differences on the same order of magnitude as the horizontal advection, without including
the vertical flux component or runoff from land. As a result, the spatial resolution,
smoothing, and satellite–derived SSS algorithm all can strongly influence hydrologic
balance calculations, especially south of 45°S. The SO is known to have limited temporal
resolution with in–situ observations, especially in austral winter months. The need to
reduce the differences in salinity and horizontal salt fluxes between satellites products
alone would help our understanding of the hydrologic cycle.
2.5. Conclusions
To conclude, this paper emphasizes the use of satellite–derived salinity data to
better understand the SO and its interacting air–sea processes. With modern remote sensing
techniques, the ability to spatially and temporally monitor SSS has been greatly enhanced
compared to in–situ techniques. Using Aquarius, SMOS, and SMAP salinity
measurements, we find seasonal patterns of salinity discrepancies. In order to support the
hypothesis, statistical analyses prove all three satellites to have low mean difference and
variability in the Southern Hemisphere mid–latitudes, below a 0.2 psu limit. Although in
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all three satellites, there are increasing differences and variability south of 50°S. This
analysis found the temporal variability between the APDRC Argo product and Aquarius
v5 to be 0.215 (0.195) in the SO (globally), 0.294 (0.265) with SMOS, and 0.325 (0.226)
with SMAP. In comparison with an Argo product in the Southern Hemisphere mid–
latitudes, all three satellites averaged standard deviations below 0.2 psu.
Spatial distributions show the strong high latitude positive bias of Aquarius and
SMOS and the negative Aquarius bias along sea–ice. SMOS is found to have a low mean
difference within the SO, but further spatial comparison reveals the negating of
negative/positive biases. Comparatively, SMAP has a ubiquitous negative bias to the Argo
product for the SO, except for the Drake Passage. Additionally, the largest differences and
variability is found in the Drake Passage region with all three satellites. A temporal analysis
further showed the seasonal high latitude bias, increasing austral summer variability in
Aquarius and austral winter variability in SMOS. In comparison of the satellite–derived
salinity, the differences and variability are greater than that of the variability with in–situ
observations.
In the estimations of horizontal advective fluxes, the zonal SSS gradient indicates
that differences in satellite–derived products are the same order of magnitude as the zonal
gradients. The zonal (meridional) gradient SD between Aquarius and SMOS is estimated
to be 2.52 psu m-1 (1.49 psu m-1) and between SMAP and SMOS is 3.00 psu m-1 (1.76 psu
m-1). The estimation of meridional gradient indicates differences in satellite–derived
techniques differ slightly, being an order of magnitude less than the meridional gradient
and lower variability. The horizontal advection is estimated in all Argo, Aquarius, SMOS,
and SMAP products for a single month. The results indicate advective fluxes estimated in
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all products strongly vary in the SO, particularly poleward of the ACC and along coastal
regions. The mean differences in SO horizontal advective fluxes are on average small with
SMOS and SMAP, less than 2.0 mm month-1, but only SMOS has variability below 300.0
mm month-1 in the SO.
These results are important to consider as differences in salinity are influenced by
sampling depths, under–sampling of Argo in high latitudes, satellite footprint, data
smoothing, and grid size. Moreover, the use of L–band derived techniques are known to be
strongly biased in low temperatures, but yet the high latitudes are important to monitor to
better understand global cycles and climate variability. Using various satellite products
could provide a useful tool to analyze and monitor the hydrological cycle, but differences
in the products and smoothing could significantly skew the results. Although satellite–
derived SSS has improved throughout the SO, the large variability between remotely
sensed techniques indicates the importance to further improve spatial and temporal scales,
that can lead to ground–breaking advances in global climate, circulation, and hydrological
cycles.
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Table 2.1. The mean temporal difference and standard deviation (psu) between satellite–
derived salinity and Argo. The values noted are taken from Figure 2.2. In comparison with
the Argo product, global values refer to the area between 62.5ºN and 62.5ºS.
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Table 2.2. The mean temporal difference and standard deviation (psu) between satellite–
derived salinity products. The values noted are taken from Figure 2.5.
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Table 2.3. The mean temporal difference and standard deviation (psu) between satellite–
derived and Argo horizontal advective fluxes. The values noted are taken from Figure 2.9.
In comparison with the Argo product, global values refer to the area between 62.5ºN and
62.5ºS.
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Figure 2.1. Monthly mean sea surface salinity during January 2016 from SMAP level 3
product at 0.25° resolution, encompassing latitudes south of 30°S.
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Figure 2.2. Mean differences (a – c) and standard deviations (SDs) of SSS differences (d –
f) between satellite–derived salinity and Argo (psu). Aquarius (a, d) is compared from
September 2011 to May 2015, SMOS (b, e) May 2010 through December 2016, and SMAP
(c, f) April 2015 through December 2016. Corresponding mean values are in Table 2.1 and
units for salinity are in psu.

35

Figure 2.3. Zonal averages of mean difference (a) and standard deviation (SD) (b) between
satellite–derived salinity and Argo surface salinity (psu) in 1° resolution. Differences
between (red) Aquarius and Argo are from September 2011 to May 2015, (blue) SMOS
and Argo are May 2010 through December 2016, and (magenta) SMAP and Argo are from
April 2015 through December 2016. All data points are for corresponding spatial locations
within the domain of Figure 2.1.
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Figure 2.4. Comparison of salinity derived from Aquarius (a, d), SMOS (b, e), and SMAP
(c, f) to the Argo product from 2010 through 2016. Each mean difference satellite minus
Argo (a–c) and standard deviations (SDs) (d–f) are averaged over latitude. Aquarius is
compared from September 2011 to May 2015, SMOS during May 2010 through December
2016, and SMAP during April 2015 through December 2016. Units are in psu.
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Figure 2.5. Mean sea surface salinity (SSS) (psu) differences (a, b, and c) and standard
deviation (SD) (d) between Aquarius minus SMOS from September 2011 to May 2015 and
similarly SMAP minus SMOS (e–h) from April 2015 to December 2016. (a) and (e) is the
austral summer, (b) and (f) the austral winter, and (c) and (g) the temporal comparisons
between the satellites.
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Figure 2.6. Comparison of Aquarius minus SMOS salinity (a, c) and SMAP minus SMOS
salinity (b, d) between 2011 and 2016. Each mean difference between these satellite
products (a–b) and standard deviations (SD) (c–d) are averaged by latitude. Aquarius minus
SMOS is compared from September 2011 to May 2015 and SMAP minus SMOS compared
from April 2015 to December 2016. Units are in psu.

39

Figure 2.7. Temporal mean zonal surface salinity gradient (x10-6 psu m–1) for Aquarius (a),
SMOS (b, f), and SMAP (e). Differences in the mean zonal salinity gradient between
Aquarius and SMOS (c) and SMAP and SMOS (g) and the standard deviations (SDs)
between Aquarius and SMOS (d) and SMAP and SMOS (h). The duplication of SMOS
shows the average zonal flux taken during Aquarius time period (b) and that of SMAP (f).
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Figure 2.8. Temporal mean meridional surface salinity gradient (x10-6 psu m–1) for
Aquarius (a), SMOS (b, f), and SMAP (e). Differences in the mean meridional salinity
gradient between Aquarius and SMOS (c) and SMAP and SMOS (g) and the standard
deviations (SD) between Aquarius and SMOS (d) and SMAP and SMOS (h). The
duplication of SMOS shows the average meridional flux taken during Aquarius time period
(b) and that of SMAP (f).
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Figure 2.9. Mean difference in horizontal surface salt advection (mm month–1). Argo
monthly mean horizontal surface salt advection (a) between 2010 and 2016 (mm month–1).
Differences between Aquarius (b), SMOS (c), and SMAP (d) minus Argo horizontal
surface salt advection. Aquarius is compared from September 2011 to May 2015, SMOS
is from May 2010 through December 2016, and SMAP is compared April 2015 through
December 2016. Corresponding values are in Table 2.
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CHAPTER 3
VARIABILITY OF SOUTHERN OCEAN TRANSPORTS2

2

Ferster, B. S., B. Subrahmanyam, I. Fukumori, and E. S. Nyadjro (2018). Variability of
Southern Ocean Transports, Journal of Physical Oceanography, 48(11), doi:10.1175/JPOD-18-0055.1.
© American Meteorological Society. Used with permission.
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Abstract
The Southern Ocean (SO) is capable of transporting vast amounts of salt, heat, and
nutrients, which allows it to influence and regulate global climate. The variability of depthand density-integrated volume transports in the SO is studied using Estimating the
Circulation and Climate of the Ocean (ECCO) version 4 release 3 (1992-2015) ocean state
estimate. The estimate has a net eastward transport of 150.6 ± 5.5 Sv, 162.6 ± 7.4 Sv, and
148.2 ± 5.4 Sv between the Atlantic-Indian, Indian-Pacific, and Pacific-Atlantic basins,
respectively. The time-mean meridional volume transport across 30° S in the Atlantic is
estimated to be -1.4 ± 0.6 Sv, -14.4 ± 3.5 Sv in the Indian basin, and 15.5 ± 4.1 Sv in the
Pacific, where negative values are southward. Trends in net volume transport between the
basins are statistically insignificant. Within the water column, however, the middle and
lower branches of the Meridional Overturning Circulation have trends of −0.289 Sv decade1

and 0.248 Sv decade-1 in the Atlantic basin. The Indian and Pacific basins have decreasing

trends in their lower overturning cells. These results indicate increased overturning
circulation within the lower branch in the South Atlantic and decreased lower branch
circulation within the Indian and Pacific basins, and have implications on the thermohalinedriven circulation. Using ECCO, we estimate a southward potential temperature transport
of –176.2 ± 197.2 °C Sv and salinity transport of –1.71 ± 22.4 psu Sv into the SO, and
indicate potential temperature transport is increasing by –15.0 ± 13.2 °C Sv decade-1.
3.1. Introduction
The Southern Ocean (SO) is a major driving force in global climate and is an
essential component in the global-scale meridional overturning circulation’s (MOC)
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distribution of heat, mass, and freshwater. Strong westerly winds drive the Antarctic
Circumpolar Current (ACC) across the three major ocean basins (Rintoul and Naveira
Garabato, 2013), and interact with eddies and jets to transfer energy and momentum from
the ocean surface to the ocean floor (Moore et al., 2000; Thompson, 2010; Mitsudera et al.,
2018). These westerlies drive the strong zonal transports of the ACC, but also result in the
meridional Ekman-driven transport and upwelling along the sloping isopycnals. Ekman
transport is important to global climate and budgets (i.e. heat, and carbon) indirectly via
the contribution to sloping isopycnals (Toggweiler and Samuels, 1995; Marshall and Speer,
2012; Talley, 2013; Rintoul and Naveira Garabato, 2013). Together, the ACC, MOC, and
polar gyres offer a three-dimensional passageway for global ocean circulation.
The MOC consists of two dominant counter-rotating cells separated by a neutral
density surface of 27.6 kg m-3 (Marshall and Speer, 2012). The upper cell of the MOC
consists of northward flowing Antarctic Intermediate and Subantarctic Mode Waters and
southward flowing Circumpolar Deep Waters (CDW). The bottom cell consists largely of
the northward flowing Antarctic Bottom Waters (AABW) and CDW returning southward.
These MOC cells have been studied in recent model- and state estimate-based studies to
better understand the mechanisms and forcings of interannual variations (Lumpkin and
Speer, 2007; Cabanes et al., 2007; Wunsch and Heimbach, 2009; Talley, 2013; Mazloff et
al., 2013; Bishop et al., 2016). The global MOC is described in more detail within Marshall
and Speer (2012) and Talley (2013).
The dominant mode of atmospheric variability in the Southern Hemisphere is the
Antarctic Oscillation (AAO). Positive phases of the AAO induce a southward shift and
increase in magnitude of the westerly winds. In recent decades, the AAO has been shown
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to display increasing tendencies of positive phases in model-based (Cai et al., 2003) and
reanalysis (Thompson and Solomon, 2002) studies, and is thought to be driven through
changes in the Antarctic ozone hole (Thompson et al., 2011). The shift in westerlies and
increasing AAO tendencies are linked to the restructuring of the ACC fronts (Dong et al.
2006; Downes et al., 2011), driving the ACC southward (Hall and Visbeck, 2002; Sen
Gupta and England, 2006). In the works of Sokolov and Rintoul (2009a, b), sea surface
height is used to indicate a shift in the ACC southward by 0.6° between 1992 and 2007. In
the work of Farneti et al. (2015), using Coordinated Ocean-Ice Reference Experiment
Phase II (CORE-II) simulations, zonal transports in the SO are positively correlated to the
AAO between 1958 and 2007. Additional model (Meredith and Hogg, 2006) and
observational (Böning et al., 2008; Hogg et al., 2015) analyses discuss the influence and
strength of the ACC as a result of the AAO. These analyses indicate the need to better
account for eddy-variability in both fine and coarse resolution ocean models, as only small
trends are found in ACC transport over multiple decades in response to increased
westerlies.
While the CORE-II simulations cover multiple decades (1948-2009), more recent
state estimates covering shorter periods have used improved model physics and in situ data
to model the state of the ocean (Mazloff et al., 2010; Forget et al., 2015; Forget et al., 2016;
Fukumori et al., 2017; Verdy and Mazloff, 2017). The recent state estimate of the
Consortium for “Estimating the Circulation and Climate of the Ocean”, version 4 release
3 (ECCO V4r3, hereon referred to as ECCO; Fukumori et al., 2017) models the time period
1992-2015. ECCO is a general circulation model (GCM) product and could further indicate
changes in SO transports and the state of the climate. Although other state estimates, such
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as the Southern Ocean State Estimate (SOSE) (Mazloff et al., 2010; Verdy and Mazloff,
2017), include finer eddy-permitting resolutions, ECCO has a longer temporal and spatial
(global) extent. ECCO has been shown to adequately resolve large-scale ocean circulation
and is consistent with observations (Forget et al, 2015; ECCO 2017a, b; Fukumori et al.,
2017).
The objective of this paper is to analyze the magnitude and trends in subtropical
MOC and the inter-basin zonal transports using ECCO. In order to examine the state of the
SO MOC, meridional transports and trends are analyzed within the different water masses,
based on density. The null hypothesis is that there are no significant trends in either the
zonal or meridional depth- and density integrated volume transports throughout the 19922015 period. Potential temperature and salt transports are further analyzed within the SO,
with the null hypothesis that there are no significant trends between 1992 and 2015.
Previous works have shown regional temperature and salinity changes within the SO (Gille,
2002; Gille, 2008; Durack and Wijffels, 2010), in which the ECCO transports could be
used to explain the changes in ocean state variables. The analyses described in this paper
investigate the strength of the ACC and MOC over a 24-year period, with important results
with respect to ocean heat content, sea-ice concentrations, and air-sea exchange studies.
3.2. Data and Methods
3.2.1. ECCO Ocean State Estimate
The ocean state estimates of the ECCO Consortium provide a convenient means by
which to study ocean circulations and its temporal variations. ECCO is directed at making
the best possible estimates by combining state-of-the-art ocean circulation models with
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nearly complete global ocean data sets in a physically and statistically consistent manner
(Wunsch et al., 2009). ECCO’s ocean description is more complete than that of
observations alone, as no observing system measures the complete state of the ocean in
terms of variables (e.g., 3-dimensional time-varying velocity) and spatiotemporal extent
(viz., all corners of the ocean from the surface to the bottom throughout the analysis
period). The ECCO estimate is closer to observations than model simulations that are
unconstrained by such measurements. In addition, unlike many other data assimilation
products, the ECCO estimate is physically consistent in both state and its temporal
evolution owing to the nature of its model-data synthesis. For instance, property budgets
can be closed in terms of explicit physical processes. Here, we take advantage of these
characteristics to explore the SO using the latest estimate of the ECCO Consortium.
The Consortium’s latest product (Fukumori et al., 2017) spans the period from 1992
to 2015 and integrates nearly all extant ocean observations during this time with a coupled
ocean-sea ice model based on the MIT general circulation model (MITgcm). The ECCO
estimate has a nominal 1-degree horizontal grid spacing with 50 vertical layers ranging in
thickness from 10 m near the surface to 456 m near the bottom at 6134 m depth. The model
uses a so-called latitude-longitude-cap (LLC) grid that consists of a latitude-longitude grid
outside of the Arctic domain, where instead a separate Cartesian coordinate system (“cap”)
is used to avoid the singularity of the former (See Forget et al., 2015 for details). The ECCO
product additionally employs 3-dimensional, time-invariant mixing coefficients, further
detailed in Forget et al. (2015).
In situ measurements are relatively limited in the high latitudes of the SO but have
significantly improved under the Argo program and increased sampling (Lyman and
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Johnson, 2014). The sparseness of the observations is mitigated by ECCO’s dynamical
system, which carries data information spatially and temporally across the modeled
domain. ECCO has an average spatial resolution of 62 km south of 30°S (Forget et al,
2015), is atmospherically forced by ERA-Interim reanalysis (Dee et al., 2011), and includes
an updated sea-ice model (Losch et al., 2010). ECCO additionally includes satellite-derived
sea-surface salinity and ocean bottom pressure. This release of ECCO represents the first
multi-decadal ocean state estimate that is truly global, including the Arctic. Basic
descriptions of the estimate’s property distribution can be found in reports by the ECCO
Consortium (2017a, b) and Forget et al. (2015).
3.2.2 Estimation of Depth-integrated Volume, Salinity, and Potential Temperature
Transports
Depth-integrated volume transports are calculated using ECCO within the region
south of 30°S. The Atlantic-Indian exchange is defined at 20° E, the Indian-Pacific at 145°
E, and the Pacific-Atlantic at 70° W. The meridional boundary of transports is defined at
30° S. For these analyses, the ACC region is defined as 45º S to 60º S, the mid-latitude area
is 30º S to 45º S, and the high latitudes are poleward of 60º S.
Using equations previously established (Ganachaud et al., 2000; Stammer et al,
2003; Talley, 2008; Nyadjro et al., 2011), meridional volume transport (Fv) in Sv (106 m3
s-1) is represented as
H

F

𝐹= = ∫JKI ∫G 𝑣(𝑥, 𝑧)𝑑𝑥 𝑑𝑧

(3.1)

where x and z are the zonal and vertical coordinates respectively, H is the water
column thickness from the sea surface to ocean bottom (maximum depth of 6134 m), zo is
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the ocean surface, and L is the zonal expanse (m) of the ocean section. v (u) is the
meridional (zonal) oceanic velocity in m s-1 and is perpendicular to the zonal (meridional)
transect. A positive meridional component thus represents a northward velocity. For zonal
volume transports, the meridional velocity v in equation (3.1) is replaced with u (the zonal
velocity) and the corresponding integral dy. The zonal component is positive for eastward
velocity. In estimation of transports, the residual velocity v (u) is the sum of the ECCOoutput resolved and bolus velocities, where the bolus component accounts for unresolved
eddies. To account for bathymetry, ECCO provides a relative grid thickness factor, which
is applied when necessary to account for cells that do not occupy the full nominal thickness.
Both salinity and potential temperature fluxes are integrated to calculate transports
from the surface to the ocean bottom (maximum depth of 6134 m) over the 50 depth-layers,
accounting for the varying layer thicknesses. In its entirety, volume, salinity, and heat
budgets can be evaluated for conservation using the methods depicted in Piecuch (2017).
In this analysis, we are using advective and diffusive transports to analyze changes in
depth-integrated horizontal net transports. The net salinity and potential temperature
transports are the sum of advective and diffusive fluxes that are available individually as
ECCO output.
3.2.3. Estimation of Neutral Density
Neutral density (g n) is not an ECCO output but was calculated according to the
methods of Jackett and McDougall (1997). The advantage over potential density or density
anomaly is that neutral density allows for increased accuracy of analysis of isopycnals
within the deep ocean. This method is a better characterization of the water masses in the
region, such as the CDW, North Atlantic Deep Waters (NADW), and AABW. Neutral
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density is estimated for each (x, y, z) grid along depth-layers as a function of time and is
used to differentiate the upper and lower cells of the MOC. Monthly residual transports are
binned based on the range g n £ 27.72, 27.72 < g n £ 28.11, and 28.11 < g n (Ganachaud and
Wunsch, 2000) that define the three branches of the MOC. These neutral density surfaces
represent the Antarctic Intermediate and Subantarctic Mode Waters, CDW, and the AABW
for the upper and lower cells of the meridional circulation (Ganachaud and Wunsch, 2000).
Comparing transport in density-space, rather than in depth better represents the mean- and
eddy-driven components of the MOC and differentiates whether there are significant
changes in circulation.
3.2.4. Anomalies and Regression
To estimate anomalies, monthly-mean climatology from ECCO version 4 release 3
(1992-2015) is removed from the monthly record, effectively removing seasonality. The
288-monthly anomalies are used in a least squares linear regression fit (Watson, 1967;
Dytham, 2011) to estimate the trends in horizontal transports from 1992 through 2015. To
test the hypothesis of no change in transport, an alpha of 0.05 is used to indicate if the
regression is significant at the 95% confidence level. Any p-value larger than the alpha
level indicates that a trend is not significantly different from zero and thus does not provide
evidence to support that a trend exists. Lilliefors Test (Lilliefors, 1967) and Cook’s
Distance (Cook, 1977) are used to test each horizontal transport for normality and
influential data points (leverage) respectively. To test for autocorrelation, Durbin-Watson
values are calculated (Durbin and Watson, 1950). The critical values for the DurbinWatson statistic are 1 and 3, in which most transports show signs of slight positive
autocorrelation (between 1 and 2). To account for the slight positive autocorrelation and
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few monthly anomalies with large leverage, an additional regression is computed using a
non-parametric approach, Sen’s slope (Sen, 1968), which is insensitive to outliers and
derived using the median. In each instance, both parametric and non-parametric methods
produce similar slopes and significance, despite slight autocorrelation and anomalies of
large residuals. We discuss our results in terms of the least-squares linear regression
statistics, but have included the non-parametric values in the tables due to the potential
influence of outliers. The slopes of the least squares linear regression are additionally
referred to in units per decade (decade-1). For the regressions that are shown to be
significantly different from zero, confidence intervals for the slopes are plus or minus the
standard error multiplied by the critical t-value (1.96).
3.3. Results and Discussion
3.3.1. Depth-integrated Volume Transports
ECCO resolves a significant amount of the ocean’s variability (shown in Figure
3.1), even for eddy-dominated regions like the SO (Forget et al., 2015; Forget et al., 2016;
Fukumori et al., 2017; ECCO Consortium, 2017b). Depth-integrated residual volume
transports from the surface to ocean bottom are explored and compared to previous model
and in situ studies. As we are not balancing budgets (discussed in detail by Piecuch, 2017),
only the horizontal transports are analyzed. Within all three basins, the mid-latitude (30º S
to 45º S) trends oppose the zonal transports (Figure 3.1). The trends indicate that westward
transport is decreasing in the Indian basin and that eastward transport is decreasing in the
Pacific and Atlantic basins at the mid-latitudes.
Zonal transports within the ACC (45º S - 45º S) and SO (south of 30º S) are
influenced by shifts in the sub-tropical and polar gyres (Wang et al., 2011). Net eastward
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zonal transports are significantly decreasing in the central South Atlantic mid-latitude gyre
(30º S - 45º S). This is likely influenced by the acceleration and southward shift of the SubTropical Atlantic gyre (Vianna and Menezes, 2011). Similarly, the South Pacific gyre is
intensifying and shifting southward (Roemmich and Gilson, 2007; Roemmich et al., 2016).
In the Indian basin, ECCO also indicates both meridional boundary currents and zonal
basin transports decreasing over time. The opposing trends in the mid-latitude gyre of the
Indian basin illustrate deceased horizontal transports that could be a result from a
weakening subtropical Indian Ocean gyre, which has previously been shown to decrease
seasonally (Ffield et al., 1997). ECCO however shows there are no meridional depthintegrated transport trends in the mid-latitudes and large high latitude variability and trends.
Opposing trends in the north-south extent of the ACC demonstrate narrowing of
zonal transports, corroborated in model-based analyses due to the poleward shift in subtropical gyres (Wang et al., 2011) and shift in the AAO (Farneti et al., 2015). Both zonal
and meridional changes along the Agulhas current denote an opposing trend to the
transports, which has been previously described as broadening in the Agulhas (Beal and
Elipot, 2016). The meridional depth-integrated transport trends depict changes along the
ACC and boundary currents, with significant intensifying Malvinas, Benguela, and East
Australian currents.
Figure 3.2 depicts the 24-year time-mean depth- and density-integrated transports
and standard deviations across each of the basin boundaries based on monthly means.
Within Figure 3.2, positive values depict eastward (zonal) or northward (meridional)
transports, while negative values indicate westward or southward transports respectively.
ECCO has very similar time-mean transports and variability to other model-based
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(Stammer et al., 2003; Mazloff et al., 2010) and observational state estimate studies
(MacDonald and Wunsch, 1996; Ganachaud and Wunsch, 2000). The ECCO results are
very similar to Mazloff et al. (2010) due to the strong similarities in underlying dynamics
and model-physics. Each of the basin transports are directly estimated across the 30° S
latitude border and summed along the respective basins’ longitude, and net meridional
transports from the basins are approximately zero.
In estimating with ECCO, the results are discussed in terms of the horizontal depthintegrated volume transport time-mean and standard deviation from 1992 through 2015.
We estimate that the meridional transport through the Bering Strait is 0.9 ± 0.5 Sv and the
zonal transport of the Indonesian Throughflow region is -14.0 ± 5.0 Sv. Within ECCO
(Figure 3.2), the Atlantic time-mean meridional transport is estimated to be approximately
-1.4 ± 0.6 Sv southward. The Indian Ocean provides the SO basins with a net southward
transport of -14.4 ± 3.5 Sv, while the Pacific basin has a net northward transport of 15.5 ±
4.1 Sv. The ECCO product has a time-mean net meridional southward transport of -0.30 ±
0.56 Sv at 30° S. Although the entire hydrological cycle is not analyzed (i.e. precipitation,
evaporation, and runoff), these meridional transport estimates are similar to Ganachaud
and Wunsch (2000) and Stammer et al. (2003). Ganachaud and Wunsch (2000) estimated
time-mean meridional transport of -1 Sv in the Atlantic, -16 Sv in the Indian, and 17 Sv in
the Pacific basins. Stammer et al. (2003) estimated transports of 0 ± 1.9 Sv in the Atlantic,
-11.5 ± 5 Sv in the Indian, and 11.5 ± 4 Sv in the Pacific basins. The variability within
ECCO basin transports is indicated within Figures 3.2 and 3.3.
Zonal volume transports estimated from ECCO are similar to those of MacDonald
and Wunsch, (1996), Ganachaud and Wunsch (2000), and Mazloff et al. (2010) in
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magnitude and variability within the entirety of the region of study. The ECCO time-mean
and standard deviation of residual transport within the Drake Passage is calculated to be
148.2 ± 5.4 Sv from 1992-2015. The ECCO time-mean estimate of Drake Passage
transports are similar to previous estimates; 153 ± 5 Sv of Mazloff et al. (2010), 142 ± 5
Sv (MacDonald and Wunsch, 1996), and 140 ± 6 Sv (Ganachaud and Wunsch, 2000), but
are based on different time periods and depth of integration. ECCO estimated larger
transports than an observational study approximation of 134 ± 11 Sv (Cunningham et al.,
2003) and model study estimates of 134.9 ± 1 Sv (Sloyan and Rintoul, 2001) and 124 ± 5
Sv (Stammer et al., 2003). ECCO differs from previous Drake Passage estimates based on
the depth of integration, resolution, and the temporal-period analyzed. With strong model
similarities between ECCO and Mazloff et al. (2010), ECCO estimates the mean Drake
Passage transport to be 147.8 ± 5.3 Sv over the same time period (2005-2010). The Mazloff
et al. (2010) estimate is greater than that of the ECCO time-mean estimate, but is within
one standard deviation. The ECCO Consortium (2017b) found the climatological estimate
of mean Drake Passage transport to be 146 Sv (years 1994-2013), where in this analysis
ECCO estimated 146.6 ± 5.7 Sv between 1994-2013.
The Drake Passage estimates by ECCO are far below the more recent observational
study of 173.3 ± 10.7 Sv (Donohue et al., 2016), suggesting bias in model physics, spatialtemporal differences, or errors associated with observations. Donohue et al. (2016)
determined the 2007-2011 mean barotropic transport to be 45.6 Sv and baroclinic transport
of 127.7 Sv, totaling 173.3 Sv, which is greater than the maximum ECCO derived transport.
The ECCO 2007-2011 mean Drake Passage transport is 146.8 ± 5.5 Sv, outside of three
standard deviations from the Donohue et al. (2016) approximation. The Indian-Pacific
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passage (referred by the SR3 sampling line) additionally estimated transports similar to
previous studies (Ganachaud and Wunsch, 2000; Mazloff et al.,2010). The ECCO
estimated SR3 line of 162.6 ± 7.4 Sv is between Ganachaud and Wunsch (2000) estimate
of 157 ± 10 Sv and Mazloff et al. (2010) estimate of 164 ± 6 Sv. Over the same time period
(2005-2010) as Mazloff et al. (2010), ECCO estimates 161.9 ± 8.1 Sv for the SR3 line.
ECCO estimates the time-mean Atlantic-Indian basin exchange to be 150.6 ± 5.5 Sv. To
compare with the model-study by Stammer et al. (2003), ECCO estimates the 1993 to 2000
Atlantic-Indian exchange to be 151.7 ± 5.1, greater than their 124 ± 6 Sv approximation.
To analyze the trends of the SO horizontal depth-integrated residual volume
transports (Figure 3.3), monthly climatology is removed at each time-step from the transect
lines depicted in Figure 3.2. These anomalies reveal a noisy and high frequency pattern
(blue), which has been smoothed using a 12-month running mean (black). For meridional
and zonal transports, the corresponding statistics using monthly anomalies from Figure 3.3
are found in Table 3.1. Few in situ analyses have utilized long-term depth-integrated
transports for the SO due to the lack of surface-to-bottom estimations.
Using the ECCO state estimate as a tool, there are no trends significantly different
from zero within the depth-integrated zonal and meridional transports at the defined basin
boundaries indicated in Figure 3.2. This indicates the trends are statistically insignificant
in the SO mean-flow basin transports from 1992 to 2015 (Table 3.1). In the Atlantic, the
least squares linear regression slope at 95% confidence interval is 0.0751 ± 0.0947 Sv
decade-1 (p = 0.119), the Indian basin slope is −0.137 ± 0.380 Sv decade-1 (p = 0.479), and
the Pacific basin is 0.215 ± 0.399 Sv decade-1 (p = 0.291). While regressions indicate
similar-facing trends in the Pacific and Indian basins, and an opposing trend in the Atlantic
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basin, the p-values are greater than 0.05 and thus the slopes are not significantly different
from zero. The statistical analyses therefore present no evidence of a change in the Atlantic
MOC or Indo-Pacific transports. Although the trends are approximately zero, the largest
variability in the meridional transports exists in the Indian and Pacific basins. This
variability is shown through the standard deviations within Figure 3.2 and the standard
errors from Table 3.1. Moreover, the Atlantic basin exhibits the lowest variability of
meridional transports across 30º S.
In the SO, the ACC dominates zonal transports, with a mean eastward flow. The
Drake-Passage, Atlantic-Indian, and Indian-Pacific exchange indicate rates of −0.492 ±
0.778 Sv

decade-1 (p = 0.215), −0.522 ± 0.790 Sv decade-1 (p = 0.195), and −0.366 ±

0.828 Sv decade-1 (p = 0.385) respectively. While analyses indicate negative trends (Table
3.1), the p-values indicate the slopes are statistically insignificant and thus present no
evidence to support that zonal transports are decreasing with time. The results from Figure
3.3 further indicate that all three zonal basin exchanges have similar variability, shown
through the standard errors (Table 3.1).
The time-mean MOC stream function (Figure 3.4a) displays the strong Ekmandriven transport within the SO peaking near 50°S. Each of the overturning cells transports
roughly 15 Sv in the meridional component, at the 27.72 kg m-3 and 28.11 kg m-3 surfaces
at 30ºS. The large monthly-variability in the MOC on depth-coordinates (Figure 3.4b)
supports using density-coordinates in analysis of volume transports in the SO, further
described in Lee and Coward (2003). Near 30º S, the stream function exhibits large
variability within the surface to over 3000 m depth, while depths over 4500 m display
minimal variability. Comparing the transports of the SO along density coordinates reduces
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variability, as the meridional transports are largely associated with isopycnals rather than
depth. Within the density-coordinate MOC, there are three distinct branches of overturning
separated by the 27.72 kg m-3 and 28.11 kg m-3 surfaces. Working in density coordinates
allows for a more thorough analysis into changes within the water column. To better
comprehend and analyze the SO transports, a similar comparison of depth-integrated
transports is applied to density-coordinates for the meridional component.
3.3.2. Density-integrated Volume Transports
In comparison of neutral density-integrated transports, ECCO provides similar
results to that of both Ganachaud and Wunsch (2000) and Mazloff et al. (2010). Within
ECCO (Figure 3.2), the Atlantic basin time-mean northward transport in the top branch is
13.9 ± 2.4 Sv and 1.8 ± 1.5 Sv in the bottom, while southward transport in the middle
branch is −17.1 ± 1.4 Sv. In the Pacific basin, the top branch time-mean has a northward
transport of 14.1 ± 7.5 Sv and 8.6 ± 3.4 Sv in the bottom, while the middle transports
southward at −7.2 ± 3.1 Sv. The Indian basin has southward transports of −14.4 ± 4.0 Sv
in the top branch and −4.0 ± 1.7 Sv in the middle, with northward transports of 4.0 ± 4.2
Sv in the bottom.
To account for a temporal variability, Figure 3.5 depicts the meridional
climatological monthly anomalies (1992 to 2015), with statistical values in Table 3.2. The
Indian, Atlantic, and Pacific basin linear regressions estimate the slope of the meridional
transport in the top branch to be −0.395 ± 0.455 Sv decade-1 (p = 0.098), 0.116 ± 0.251 Sv
decade-1 (p = 0.363), and −0.127 ± 0.557 Sv decade-1 (p = 0.654) respectively. In each
basin, the trend is statistically insignificant for the top branch. The middle branch in all
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three basins have p-values that indicate slopes are significantly different from zero. The
Atlantic basin middle branch is significantly increasing in southward transport at −0.289 ±
0.160 Sv decade-1 (p < 0.001), while significantly decreasing 0.878 ± 0.196 Sv decade-1 (p
< 0.001) and 0.436 ± 0.384 Sv decade-1 (p = 0.026) in net meridional transport within the
Indian and Pacific basins respectively. The lower branches of the Atlantic and Indian basins
indicate results are statistically significant. The Atlantic basin bottom branch is
significantly increasing in northward transport at 2.48 ± 0.172 Sv decade-1 (p = 0.005);
while the Indian is decreasing in northward transport at −0.634 ± 0.336 Sv decade-1 (p <
0.001). The Pacific basin bottom branch slope is statistically insignificant at −0.0895 ±
0.378 Sv decade-1 (p = 0.642). For a visual comparison of transports and trends, Figure 3.2
includes the time-mean transports (A) and the trends in transports (B) that are significantly
significant.
The temporal analysis of the meridional branches of the overturning cells’
transports is used to explore the strength of the global overturning circulation. Within the
Atlantic basin, the middle and lower branches are significantly increasing in magnitude at
95% confidence by 0.289 ± 0.160 Sv decade-1 (southward) and 0.248 ± 0.172 Sv decade-1
(northward). This would indicate a change in the CDW and AABW transports within the
Atlantic basin and a statistically significant acceleration of the Atlantic portion of the global
MOC lower cell, as both northward and southward transports are increasing trends. From
section 3a, the Atlantic meridional transport trends were indicated to be statistically
insignificant, whereas when using density to define the circulation, we find that the Atlantic
transports are increasing in strength within the defined water masses.
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Within the Indian and Pacific basins, the meridional depth-integrated transports are
shown to be statistically insignificant; however, using density-integration within the Indian
basin, there are significant opposing trends in the middle branch southward transports and
the bottom northward transports in the Indian basin. This indicates that there is a
deceleration in the net density-defined volume transport in the lower cell of the overturning
circulation. The 95% confidence intervals for the middle and bottom branches are 0.878 ±
0.192 Sv decade-1 and −0.634 ± 0.336 Sv decade-1, respectively. In the Pacific basin, there
is a positive regression in the middle cell, a trend that opposes the southward direction of
transports at 0.436 ± 0.384 Sv decade-1. The significant negative trends found in the Indian
and Pacific basins could indicate a deceleration in the CDW and AABW of the Indian and
Pacific basin circulations, as there is a significant decline in the middle and lower branch
transports associated with the global MOC.
In the Atlantic, the largest variability occurs within the top branch of the meridional
transports. Moreover, compared to the Pacific and Indian basin meridional transports, the
Atlantic has the lowest standard deviations and standard errors in transports. The Indian
and Pacific basins similarly indicate the largest variability is within the surface waters, but
larger than that of the Atlantic. The Pacific basin has the largest variability in depth- and
density-integrated transports and results in large residuals within the linear fit.
3.3.3. Standardized Density-integrated Volume Transports
The statistical results in section 3b indicate significant changes within the densityintegrated volume transports. To further analyze the changes within the density classes, the
area of each of the three branches of the meridional circulation is used to standardize the
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volume transport (Sv m-2). Meridional transports are divided by the area of each branch at
30º S for the Atlantic, Indian, and Pacific basins and units are converted to be in terms of
velocity (m s-1). Standardizing the transports into velocity better accounts for variability in
the amount of each the three water masses. The results (Figure 3.6, Table 3.3), again,
indicate significant changes within the meridional velocities. The Atlantic basin middle
branch shows a significantly increasing southward velocity at –2.56 ± 1.33 × 10-6 Sv m-2
decade-1 (p <0.001), while the bottom branch shows a significantly increasing northward
velocity at 7.61 ± 5.36 × 10-6 Sv m-2 decade-1 (p = 0.006). In section 3b, the slopes of
increase within the middle and bottom branches of the Atlantic basin were similar in
magnitude, whereas when standardized for area, the bottom branch velocity is increasing
nearly three times faster than the middle branch. This difference illustrates the significant
increase in the AABW northward transports out of the SO and increase of the lower cell
circulation from 1992 to 2015.
The Indian basin demonstrates the middle branch shows significantly decreasing
southward velocity at 5.79 ± 1.56 × 10-6 Sv m-2 decade-1 (p <0.001), while the bottom
branch shows a significantly increasing northward velocity at –12.0 ± 4.68 × 10-6 Sv m-2
decade-1 (p < 0.001). The Pacific basin shows a further decreasing southward velocity in
the middle branch at 1.47 ± 1.38 × 10-6 Sv m-2 decade-1 (p <0.037). These results further
imply significant changes within the Indian and Pacific basins, decreasing meridional
circulation in the middle and bottom branches of the MOC at 30º S.
Within Figure 3.6 and Table 3.3, the largest variability in each basin exists in the
bottom branch of the transports, while the lowest variability exists in the middle branch.
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This suggests the circumpolar deep waters maintain relatively low variability in velocity
in each basin, while the bottom waters exhibit the greatest variability. Despite changes in
the area of transports across 30° S, trends within the Atlantic, Indian, and Pacific basin
velocities are significantly changing.
3.3.4. Depth-integrated Temperature and Salt Transports
The meridional transports of potential temperature and salinity and the regression
are plotted as a function of latitude between 1992 and 2015 (Figure 3.7 and Table 3.4). The
net transport is decomposed into the advective and diffusive components, which account
for deviations from the mean. In the SO, there is a net poleward transport of both
temperature and salinity. The temperature transports (Figure 3.7a) are mainly driven by
advection near the sub–tropical and polar regions, influenced by gyre circulation, but is
balanced by both advective and diffusive forces in the ACC region. The decadal trend in
temperature transport (Figure 3.7c) shows trends opposing the direction of net, diffusive,
and advective transports in the polar region, indicating the transports poleward of 60°S are
decreasing. The sub–tropical region indicates increasing gyre transports and the ACC
region depicts the southward movement of the maximum advective, net, and diffusive
transports of temperature. Salinity transports (Figure 3.7b) are a balance of the advective
and diffusive terms, with southward transport throughout the SO. The lowest mean fluxes
occur near the sub–tropical and polar gyre, while the greatest difference in the two
components appears in the ACC region. The decadal trends (Figure 3.7d) indicate opposing
trends to both advective and diffusive components, which relates to increasing southward
net transport trend in the sub–tropical and polar regions and decreasing southward net
transport in the ACC region.
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Regional meridional depth-integrated transports of salinity and temperature are
further analyzed (Figure 3.8, Table 3.4). The 95% confidence interval of time–mean
temperature transport across 30°S in the Atlantic basin is 70.1 ± 43.3 °C Sv (~0.3 PW) and
70.8 ± 122.3 °C Sv (~0.3 PW) in the Pacific basin. There is a net southward transport of –
317.2 ± 73.2 °C Sv (~–1.3 PW) in the Indian basin. The net transport across 30°S is roughly
–176.2 ± 197.2 °C Sv (~–0.7 PW), southward into the SO (Figure 3.7a). The ECCO
estimates larger temperature transports in the Atlantic and Indian basins than that of
Mazloff et al. (2010), but lower values for the Pacific basin, but estimates similar variability
to Mazloff et al. (2010). The estimates are similar to those of Ganachaud and Wunsch
(2003), Talley (2003), and Zheng and Giese (2009), but larger than those of Stammer et al.
(2003) estimates. Estimates of temperature transports for the Atlantic basin by Mazloff et
al. (2010) are 99 ± 66 °C Sv and 0.3 ± 2 PW in Ganachaud and Wunsch (2003). The net
temperature transport into the Indian and Pacific basins is estimated to be –246.3 ± 172.0
°C Sv, greater than –180.0 ± 210 °C Sv of Mazloff et al. (2010).
The Atlantic and Pacific basin meridional transport trends (Table 3.4) are not
significant. The Indian basin, however, is significantly increasing southward transport at a
rate of –8.72 ± 4.5 °C Sv decade-1 (p = 0.026), approximately –0.0358 PW decade-1. The
net potential temperature depth-integrated transports across 30° S indicates a significant
trend. The 95% confidence level of the meridional trend across 30°S from Figure 3.7a is –
15.0 ± 13.5 °C Sv decade-1 (p = 0.030), approximately –0.0615 PW decade-1. This indicates
that there is a significantly positive trend of southward potential temperature transports into
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the SO. In this analysis, the results suggest that there is an increasing net potential
temperature transport into the SO from 1992 to 2015.
Meridional depth-integrated salinity transports trends are not significant within the
SO. The time-mean and standard deviation salinity transport is –32.9 ± 21.7 psu Sv
southward in the Atlantic and –509.0 ± 122.4 psu Sv in the Indian basin. The Pacific basin
is estimated to be 540.3 ± 140.6 psu Sv northward. The large southward transport of salinity
from the Indian basin results from the large-scale evaporation in Indian Ocean (Talley,
2008). The time-mean SO salinity transport across 30° S is –1.7 ± 22.4 psu Sv. The
regressions for salinity transports are not significant and we can therefore conclude the net
salinity transports across 30°S in the SO are not significantly changing from 1992 to 2015.
3.3.5. Density-integrated Temperature and Salt Transports
Density-integrated salinity and potential temperature transports are further
analyzed in a similar manner to that in section 3b. Using ECCO (Figure 3.9 and Table 3.5),
the Atlantic basin time-mean and standard deviation northward transport in the top branch
is 120.1 ± 47.4 °C Sv and the bottom branch is 0.9 ± 1.6 °C Sv, while southward transport
in the middle is −50.9 ± 3.8 °C Sv. The Indian basin has southward transports of −309.3 ±
78.1 °C Sv in the top and −10.3 ± 3.9 °C Sv in the middle branches, with northward
transports of 2.5 ± 3.5 °C Sv in the bottom branch. In the Pacific basin, the top branch timemean has a northward transport of 77.9 ± 127.9 °C Sv and 6.4 ± 2.5 °C Sv in the bottom,
while the middle branch transports southward at −13.5 ± 5.5 °C Sv. These values
demonstrate the large southward transport of potential temperature within the surface
waters of the Indian Ocean and the high variability of the Pacific Ocean surface transports.
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Least squares linear regressions indicate significant trends within the SO basins.
The Atlantic basin middle branch is increasing southward transports at 95% confidence of
–1.86 ± 0.432 °C decade-1 (p < 0.001) and northward transports in the bottom branch at
0.31 ± 0.19 °C Sv decade-1 (p = 0.001). The top branch of the Indian basin shows a
significant increase in southward transports at –10.29 ± 8.0 °C Sv decade-1 (p = 0.012), but
a decrease of 1.98 ± 0.43 °C Sv decade-1 (p < 0.001) in the middle branch and northward
transports by –0.41 ± 0.28 °C Sv decade-1 (p = 0.004) in the bottom branch. The middle
branch of the Pacific basin indicates a negative trend, decreasing southward transport by
0.80 ± 0.67 °C Sv decade-1 (p = 0.020). These results agree with section 3b, that there is an
acceleration of transports in the middle and bottom branches of the Atlantic and decline in
the Indian and Pacific basins. However, the upper branch of the Indian basin significant
increase of southward transports of potential temperature, driving changes to the energy
balance of the SO.
The Atlantic basin time-mean northward salinity transport (Figure 3.10 and Table
3.5) in the top branch is 486.0 ± 84.6 psu Sv and the bottom branch is 71.9 ± 51.6 psu Sv,
while southward transport in the middle branch is −590.9 ± 48.2 psu Sv. The Indian basin
has southward salinity transports of −511.4 ± 141.1 psu Sv in the top and −141.7 ± 58.0
psu Sv in the middle branch, with northward transports of 143.5 ± 143.9 psu Sv in the
bottom branch. In the Pacific basin, the top branch time-mean has a northward salinity
transport of 474.4 ± 260.2 psu Sv and 299.7 ± 116.5 psu Sv in the bottom, while the middle
branch transports southward at −234.0 ± 105.4 psu Sv.

65

In each basin, the top branch has slopes that are not significant and thus have no
linear trends in salinity transports. The Atlantic basin middle branch shows an increasing
southward transport at a rate of –10.26 ± 5.5 psu Sv decade-1 (p < 0.001) and northward
transports in the bottom at 8.06 ± 5.4 psu Sv decade-1 (p =0.008). The middle branch of the
Indian basin is significantly decreasing in southward transports at 30.43 ± 6.8 psu Sv
decade-1 (p < 0.001) and the bottom branch northward transports by–23.03 ± 11.6 psu Sv
decade-1 (p < 0.001). The middle branch of the Pacific basin shows decreasing southward
transport by 14.76 ± 13.2 psu Sv decade-1 (p = 0.028). Similar to the transports in section
3b, the density-integrated salinity transports support increasing circulation within the
middle and bottom branches in the Atlantic and decreasing within the Indian and Pacific
cells.
3.3.6. Mechanisms for Density-integrated Transport Changes
Salinity, temperature, and density trends are estimated through a least squares linear
fit of the climatological anomalies, removing seasonality (Figure 3.11). Long-term decadal
changes in the SO’s temperature and salinity have been previously shown (Gille, 2002;
Gille, 2008; Durack and Wijffels, 2010). These results demonstrate broad-scale warming
throughout much of the mid-latitudes in all three basins and the high latitudes of the
Atlantic and Indian Ocean basins, while cooling in much of the ACC regions of the Atlantic
and Indian basins and poleward of 50º S in the Pacific basin. The high latitude warming in
the Atlantic and Indian basins reach depths near 4000 m, far below the surface.
Within the Atlantic and Indian basins, salinity trends correspond to similar regions
and magnitudes as temperature trends, although greater trends within the high latitude
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bottom waters. The Pacific basin illustrates broad-scale freshening throughout much of the
surface SO, while increasing salinity in the high latitudes. Compared to the other basins,
the bottom waters in the Pacific have weaker trends that are not significant. Our results
show there are large-scale changes in temperature and salinity values from the surface to
the ocean bottom within the Indian and Atlantic basins, while only significant changes
within the surface 1000 m of the Pacific basin.
In both the Atlantic and Indian basins, similar high latitude regions illustrate a
positive trend in temperature and a negative trend in density, despite a significant increase
in salinity. Outside the surface waters and the high latitude Pacific basins, much of the
changes in density correspond with changes in temperature. This is important to consider
as both the Indian and Pacific basins’ CDW potential temperature trends imply a decrease
in temperature transports out of the SO, but ECCO further indicates decreasing
temperatures and increasing densities within the middle branch of the basins. Within the
Indian basin at 30º S, the bottom branch shows significant increasing in temperatures and
decrease in densities. Moreover, changes in density are statistically significant along the
region of the 28.11 kg m-3 time-mean isopycnal, which indicates water masses are changing
density over time. Each basin indicates significant changes of density in regions around the
27.72 kg m-3 and 28.11 kg m-3 time-mean isopycnals (Figure 3.12), except the 28.11 kg m3

neutral density surface in the Atlantic. These results imply a significant increase within

the area of intermediate and mode waters of all three basins and within AABW of the
Pacific and Indian basins at 30º S. Moreover, there is a significant decrease in the area of
the CDW within all three basins.
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The change in density classes may drive the decrease in the density-integrated
transports within the Indian and Pacific basins. However, when standardizing for area of
each density class, the meridional transports within the middle and bottom branches are
shown to be decreasing. This could be as a result from changes in the amount of each water
mass class or a proxy of circulation changes. The Atlantic basin poses a more interesting
result, where the AABW is the only branch to not have a significant trend. This implies the
area across 30º S that AABW is transported in the Atlantic basin is not significantly
changing between 1992 – 2015. Our analysis indicates the lower branch of the Atlantic
MOC is accelerating, while the Indian and Pacific basins are decreasing in transports.
3.4. Conclusion
Through the use of ECCO, the SO variability and trends of depth- and densityintegrated zonal and meridional transports are examined throughout a 24-year period.
Zonal transports between all three basins are statistically insignificant. The net Drake
Passage volume transport is estimated to be 148.2 ± 5.3 Sv, the Atlantic-Indian basin
transport is 150.6 ± 5.5 Sv, and Indian-Pacific is 162.6 ± 7.4 Sv. Similar values are found
in many previous studies (i.e. Ganachaud and Wunsch, 2000; Mazloff et al., 2010), but are
larger than previous observational analyses (i.e. Stammer et al., 2003). We have expanded
on these results to show trends in net zonal transports are not significantly different from
zero between the SO basins from 1992 to 2015. The depth-integrated meridional transport
trends are further not statistically different from zero. The Indian basin has net southward
transport of -14.4 ± 3.5 Sv, the Pacific basin net northward transport of 15.5 ± 4.1 Sv, and
the Atlantic basin estimated -1.4 ± 0.6 Sv southward. Initial results indicate that there are
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no significant changes within the Atlantic MOC transports or the Indian and Pacific sector
of the MOC.
The meridional transports were further separated into the upper, middle, and lower
branches of the MOC by density classes to provide a more accurate representation of the
meridional transports. Our estimates of the various transports are within reason with regard
to previous studies, but include transport trends. The Atlantic basin time-mean transports
are 13.9 ± 2.4 Sv, -17.1 ± 1.4 Sv, and 1.8 ± 1.5 Sv for the top, middle, and bottom branches,
respectively. The Indian basin time-mean meridional transports are -14.4 ± 4.0 Sv, -4.0 ±
1.7 Sv, 4.0 ± 4.2 Sv and 14.1 ± 7.5 Sv, -7.2 ± 3.1 Sv, and 8.6 ± 3.4 Sv in the Pacific. Trends
in the Atlantic basin indicate a significant acceleration in the bottom branch northward
transports (0.248 ± 0.172 Sv decade-1) and the middle branch southward transports (−0.289
± 0.160 Sv decade-1). The area of the density classes further implies the bottom water area
across 30º S is not significantly changing over time. The estimated trends indicate a
significant increase in the Atlantic basin lower cell overturning within the SO, as CDW
and AABW transports are increasing within a consistent area.
The acceleration in the South Atlantic is opposed by the Indian and Pacific sector.
The Indian and Pacific basin branches of the MOC have trends that oppose the direction of
transport, significantly decreasing by 0.878 ± 0.196 Sv decade-1 and 0.436 ± 0.384 Sv
decade-1 in the middle, respectively, and −0.634 ± 0.336 Sv decade-1 in the lower branch
of the Indian basin. However, analysis of the area implies a decrease in the area of CDW
and increase in AABW, where the water masses could be switching the defined density
classes to reduce transports. The opposing water mass trends indicate a significant
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deceleration in the lower cell water transport in the Indian and Pacific basins, but could
further be an artifact of the changing density classes.
The SO potential temperature and salinity transports are analyzed through the
advective and diffusive components. Temperature transport trends indicate increased
potential temperature being transported southward across 30º S, increasing the right-hand
side of the budget estimation. Potential temperature transports are mainly influenced by the
gyres in the polar and subtropical regions mean-flow but are strongly influenced by the
eddy-component in the ACC region. Furthermore, the trends in the ACC region indicate a
narrowing and southward shift of the eastward transports. Salinity transports are largely
influenced by both mean-flow and diffusive properties at any given latitude but having
opposing trends in both the advective and diffusive components. The Indian basin is
significantly increasing net southward transports of potential temperature at a rate of –8.72
± 4.5 °C Sv decade-1 and combined there is an increasing trend of potential temperature
transports into the SO at –15.0 ± 13.5 °C Sv decade-1. This indicates that the temperature
transports are significantly increasing within the SO between 1992 to 2015, but there are
no significant trends in the SO salinity transports.
The time-mean ECCO transports are consistent with many previous model-based
and state-estimates, but are shown to estimate larger zonal transports than observational
analyses. Through the use of ECCO, we find that the Atlantic MOC in the SO is
accelerating, while the Indo-Pacific MOC is decreasing. Meridional transport trends
additionally estimate significant changes in boundary current transports but could further
be linked to a shift in mid-latitude gyres. The initial hypothesis is that ECCO supports
decreasing zonal and meridional depth-integrated transports in the SO. Monitoring and
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studying the exchange and transports of volume, heat, and salt all relate back to general
circulation and the importance of the global MOC. Since the SO plays a fundamental role
in balancing the downwelling waters of the North Atlantic, continuous monitoring of the
SO MOC and ACC would allow for a better understanding of earth’s climate and
advancing model potency.
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Table 3.1. Statistics from Figure 3.3, the time-mean and regression of meridional and zonal
depth-integrated climatological anomalies in volume transport from 1992-2015 in ECCO
V4r3. An alpha of 0.05 is used to determine significance.

Table 3.2. Statistics from Figure 3.5, the time-mean and regression of the densityintegrated climatological anomalies in meridional volume transport from 1992-2015 in
ECCO V4r3. An alpha of 0.05 is used to determine significance.
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Table 3.3. Statistics from Figure 3.6, the time-mean and regression of the densityintegrated climatological anomalies in meridional volume transport standardized by area
between 1992-2015 in ECCO V4r3. An alpha of 0.05 is used to determine significance.
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Table 3.4. Statistics from Figures 3.7 and 3.8 for 30º S, the time-mean and regression of
meridional depth-integrated potential temperature (ºC Sv) and salinity (psu Sv) transports
from 1992-2015 in ECCO V4r3. An alpha of 0.05 is used to determine significance.
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Table 3.5. Statistics from the time-means monthly anomalies in Figures 3.9 and 3.10, the
regression of meridional depth-integrated potential temperature (ºC Sv) and salinity (psu
Sv) transports from 1992-2015 in ECCO V4r3 at 30° S. An alpha of 0.05 is used to
determine significance.
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Figure 3.1. ECCO V4r3 (1992-2015) time-mean (Sv), standard deviation (SD; Sv), and
coefficients of regression (Sv month-1) of zonal and meridional depth-integrated volume
transports for the Southern Ocean. Zonal (meridional) transports in red depict an eastward
(northward) direction. The coefficients of regression are computed spatially with zonal and
meridional depth-integrated transport in units of Sv per month (Figure 3.1c and 1f). The
linear regressions significant under an alpha of 0.05 are contoured in black.
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Figure 3.2. (A) ECCO’s 24-year time-mean depth-integrated residual volume transports
(Sv) and monthly standard deviations (in parenthesis) across each of the basins. (B) The
slopes and 95% confidence intervals (Sv decade-1) for the least-squares linear regression
of the 288-monthly anomalies that are statistically significant. Red (g n £ 27.72 kg m-3)
represents the surface and mode waters, blue (27.72 kg m-3 < g n £ 28.11 kg m-3) the
circumpolar deep waters, and green (g n > 28.11 kg m-3) the Antarctic bottom water. The
Atlantic-Indian Oceans border is defined as 20° E, the Indian-Pacific border at 145° E, and
the Pacific-Atlantic border at 70° W. The meridional transport is estimated across 30° S.
Estimates for the meridional transport through the Bering Strait is 0.9 ± 0.5 Sv from the
Pacific to the Atlantic Ocean.
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Figure 3.3. Monthly climatological anomalies of depth-integrated transports (blue), 12month running mean (black), least-squares regression line (red), and Sen’s slope regression
line (dotted). The associated statistics are found in Table 3.1. The Atlantic-Indian Oceans
border is defined as 20° E, the Indian-Pacific border at 145° E, and the Pacific-Atlantic
border at 70° W. The meridional transport is estimated across 30° S.
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Figure 3.4. Time-mean Southern Ocean overturning stream function (A) between 25° S
and 70° S. Positive (negative) values denote counterclockwise (clockwise) circulation.
The standard deviation (B) is estimated for the entire 288-month state estimate. The black
lines are the 27.72 kg m-3 and 28.11 kg m-3 neutral density surfaces to depict the branches
of the two global meridional overturning cells.
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Figure 3.5. Monthly climatological anomalies of neutral density-integrated meridional
transports, the 12-month running mean (bold), and regression line (black). The statistics
for Figure 3.5 are found in Table 3.2. Red represents the upper, blue the middle, and green
the bottom branch of the overturning circulation. The meridional transport is estimated
across 30° S and binned based on 27.72 kg m-3 and 28.11 kg m-3 neutral density surfaces.
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Figure 3.6. Monthly climatological anomalies of net meridional velocity by density class
at 30°S (transports standardized by the area), the 12-month running mean (bold), and
regression line (black). The statistics for Figure 3.6 are found in Table 3.3. Red represents
the upper, blue the middle, and green the bottom branch of the overturning circulation;
binned based on 27.72 kg m-3 and 28.11 kg m-3 neutral density surfaces.

82

Figure 3.7. Time-mean net, diffusive, and advective potential temperature (a) and salinity
(b) transports for the Southern Ocean, with the net time-mean outlined with the 95%
confidence interval. Positive values are northward and negative values are southward
transports. Plots (c) and (d) depict the monthly-time regression (in units of per decade) for
each net, diffusive, and advective components. The net trend is contoured with the 95%
confidence interval. Trends relate to the transports, where positive values indicate
increasing northward transport or weakening southward flow.
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Figure 3.8. ECCO’s 24-year time-mean depth-integrated net potential temperature (a)
salinity (b) transports and monthly standard deviations (in parenthesis) across each of the
basins. Units for potential temperature transport are in ºC Sv and salinity transports are in
psu Sv. Red (g n £ 27.72 kg m-3) represents the surface and mode waters, blue (27.72 kg m3
< g n £ 28.11 kg m-3) the circumpolar deep waters, and green (g n > 28.11 kg m-3) the
Antarctic bottom water. The Atlantic-Indian Oceans border is defined as 20° E, the IndianPacific border at 145° E, and the Pacific-Atlantic border at 70° W. The meridional transport
is estimated across 30° S. Estimates for the meridional transport through the Bering Strait
is 0.9 ± 0.5 Sv from the Pacific to the Atlantic Ocean.
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Figure 3.9. Monthly climatological anomalies of neutral density-integrated meridional
temperature transports, the 12-month running mean (bold), and regression line (black). The
statistics for Figure 3.9 are found in Table 3.5. Red represents the upper, blue the middle,
and green the bottom branch. The meridional transport is estimated across 30° S and binned
based on 27.72 kg m-3 and 28.11 kg m-3 neutral density surfaces.
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Figure 3.10. Monthly climatological anomalies of neutral density-integrated meridional
salinity transports, the 12-month running mean (bold), and regression line (black). The
statistics for Figure 3.10 are found in Table 3.5. Red represents the upper, blue the middle,
and green the bottom branch. The meridional transport is estimated across 30° S and binned
based on 27.72 kg m-3 and 28.11 kg m-3 neutral density surfaces.
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Figure 3.11. Coefficients of regression for salinity, temperature, and density for each of the
Atlantic, Indian, and Pacific basins. A least-squares linear regression is used to fit the mean
monthly anomaly for the variables between 1992 – 2015. The regions within the white
contour are not statistically significant (p > 0.05) and those contours outside are significant
(p < 0.05). The dashed lines represent the time-mean 27.72 kg m-3 and 28.11 kg m-3 neutral
density surfaces between 1992 – 2015 for each respective basin.
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Figure 3.12. Monthly climatological anomalies of the area of neutral density-integrated
meridional transports, the 12-month running mean (bold), and regression line (black). Red
represents the upper branch, blue the middle branch, and green the bottom branch. The
meridional transport is estimated across 30° S and binned based on 27.72 kg m-3 and 28.11
kg m-3 neutral density surfaces.
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CHAPTER 4
DIAGNOSING BIASES IN ESTIMATES OF THE ANTARCTIC POLAR
FRONT LOCATION AND VARIABILITY3

3

Ferster, B. S., B. Subrahmanyam, and A.M. MacDonald (2019). Diagnosing Biases in
Estimates of the Antarctic Polar Front Location and Variability, Submitted to the Journal
of Geophysical Research: Oceans.
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Abstract
Two methods for estimating Polar Front (PF) location, one based on sea surface
temperature (SST), the other on sea surface height (SSH), are compared. Using the latest
product from the Estimating the Circulation and Climate of the Ocean (ECCO) group, the
PF locations are found to be similar to both climatology and a 24-year mean position. The
SST approach produces larger estimates of seasonal and monthly variability. Both methods
indicate geographically localized patterns in the location of the PF; a shift northward in the
central Pacific and southward in the Atlantic and Indian Basins. SST-based zonal averages
indicate a significant northward trend in the Pacific Basin (1.15 ± 0.73 km year-1), which
is not observed in the SSH-based averages. On the other hand, the SSH approach suggests
a southward drift in average position in all basins over time, a result not seen using SSTs.
The seasonal and interannual variability of the PF is moderately-to-strongly correlated to
decreasing temperatures and salinity within the ACC region. Combined with the northward
trends of the PF in the central Pacific, the northward shift could be driving the observed
decrease in central South Pacific temperatures. The interannual variability of the PF is
weak-to-moderately correlated with the Antarctic and Southern Oscillations, but a large
portion of the PF variability remains unexplained.
4.1. Introduction
Large-scale circulation within the Southern Ocean (SO) is dominated by the strong,
eastward flow of the Antarctic Circumpolar Current (ACC). While this region is largely
wind-driven (Marshall and Speer, 2012), the path of the ACC is strongly influenced by the
bottom topography (Sokolov and Rintoul, 2009a; Freeman et al., 2016). The SO is unique
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in that it is the only ocean that can freely flow to encircle the globe, separating the
subtropical and subpolar regimes of the Southern Hemisphere (SH). The ACC region is
comprised of strong eddies and jets, and is identified through three primary fronts: the
Subantarctic Front (SAF), the Polar Front (PF), and the Southern ACC Front (SACCF).
Each of the three fronts is classified by distinct water properties and has been shown to
have strong meridional gradients in temperature, salinity, and biological productivity. The
ACC therefore acts as a thermohaline boundary between the mid- and high latitude
systems. The importance of this region to global circulation and climate is through its
redistribution of heat, gases, and nutrients among the Atlantic, Indian, and Pacific Ocean
Basins (Marshall and Speer, 2012).
Through the introduction of satellite-derived sea surface height (SSH) and sea
surface temperature (SST), there has been an improved understanding of ACC variability
(eg. Sokolov and Rintoul, 2009a,b; Freeman et al., 2016). Novel approaches in monitoring
the ACC fronts have been developed using sea surface satellite data. Some use SSH
(Sokolov and Rintoul, 2006a; Sokolov and Rintoul, 2009a,b; Kim and Orsi, 2014) and
others SST (Dong et al., 2006; Freeman and Lovenduski, 2016a). Both methods have been
shown to produce PF location estimates similar to in situ and observational approaches
defined by water mass properties (Orsi et al., 1995; Belkin and Gordon, 1996). Compared
to techniques using ground-based observations, which are limited spatially, temporally, or
both, satellite-derived methods offer continuous monitoring of the strong seasonality of the
entire SO with high spatial resolution.
Changes in the SH wind regimes have previously been regarded as the dominant
factor in the variability of the ACC (Böning et al., 2008; Gille, 2008). It is generally thought
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that the SH westerlies have intensified and shifted poleward (Marshall, 2003), largely due
to the depletion of the stratospheric ozone layer (Marshall et al., 2001; Marshall and
Solomon, 2002). The dominant mode of atmospheric variability in the SH is known as the
Antarctic Oscillation (AAO, also referred to as the Southern Annular Mode). The trend of
the mode is thought to be increasingly positive as a result of decreasing pressure over the
poles and increasing pressure over mid-latitudes (Miller, 2006). These trends have been
used to explain the shift and intensification of the westerlies. The other large-scale mode
of ocean-atmospheric variability associated with the position of the ACC is the Southern
Oscillation. The Southern Oscillation Index (SOI) is a common metric used to describe the
El Niño-Southern Oscillation (ENSO) relationship. ENSO variability has been shown to
have strong influences on SST, sea-ice, and atmospheric temperatures in the SH (Fogt and
Bromwich, 2006; Welhouse et al., 2016; Cerrone et al., 2017, Ferster et al., 2018). Results
from both SST and SSH studies suggest that large-scale AAO and ENSO variability is
weakly correlated with ACC position (Sallée et al., 2008, Kim and Orsi, 2014; Freeman et
al., 2016), mainly within the Pacific and parts of the Indian Basin.
The objective of this investigation is to analyze and compare the recent variability
in the location of the PF using the two different satellite-based approaches (SST vs. SSH).
In analysis with satellite-derived SST, Freeman et al. (2016) indicate that there are no
significant trends (shifts) in the location of the PF and that there is low seasonal and
interannual variability in the ACC position. Analyses using SSH have indicated both
significant shifts in the PF location (Sallée et al., 2008; Sokolov and Rintoul, 2009a; Kim
and Orsi, 2014) and a lack of recent trends in the position (Gille, 2014; Freeman et al.,
2016; Chapman, 2017). Although changes in the zonal and meridional wind stress have
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been linked to shifts in the PF (Dong et al., 2006), the location of the PF is largely thought
to be influenced by bottom topography (Dong et al., 2006; Freeman et al., 2016).
Here, the null hypothesis is that there are no significant trends in PF location
throughout the 1992-2015 period. As mentioned above, previous works have indicated
various results using the SSH method, while the SST approach has consistently indicated
that there are no significant trends in PF location. Using the latest state estimate for the
Estimating the Circulation and Climate of the Ocean (ECCO) version 4 release 3
(Fukumori et al., 2017), we compare the location of the PF and the associated variability
and trends using both SST and SSH methods. A state estimate such as ECCO offers the
necessary SST and steric SSH outputs that can be used to estimate front locations, and
provides the details needed to investigate the surface dynamics associated with ACC
variability. Along with estimating the 1992-2015 PF location, additional statistical analyses
are used to define the relationship between the PF and surface layer properties, and to
demonstrate the major impacts of PF location on surface layer salinity and temperature.
4.2. Methods
4.2.1 Polar Front from SST
The PF location has been estimated using microwave-derived remotely sensed SST
with a high degree of accuracy (Dong et al., 2006; Freeman and Lovenduski, 2016a).
Freeman et al. (2016) showed that SST at the PF varies seasonally even though the absolute
SST gradient exhibits minimal seasonal and interannual variability. The absolute gradient
(∇T) is defined as,
|∇𝑇| = O(𝛿𝑇/𝛿𝑥)R + (𝛿𝑇/𝛿𝑦)R
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(4.1)

where δT is the temperature difference (°C) and δx and δy are the distances (km) between
longitude and latitude grid spacing, respectively. In both Dong et al. (2006) and Freeman
and Lovenduski (2016a), the PF location is defined at the southernmost location where the
absolute gradient exceeds 1.5°C per 100 km. Here, this threshold is relaxed across the SO
to 1.0°C per 100 km where the gradient is known to be comparatively weaker (Dong et al.,
2006; Freeman and Lovenduski, 2016a) and further relaxed in the eastern South Pacific to
0.7°C per 100 km due to the smoothness of the state-estimate product. This approach
lowers the gradient threshold compared to the observation-based methods of Dong et al.
(2006) and Freeman and Lovenduski (2016a) but is necessary due to a combination of the
smoothing of the ECCO product, the average 5 m depth of ECCO SSTs, and the differences
in the ECCO versus SST gridded product resolutions. SSTs greater than 10°C were
removed from the PF identification method for similar reasons, and because this water
property is typically associated with SAF waters. Additionally, SSTs and SST gradients
greater than two standard deviations beyond their associated means, and longitude patches
smaller than 3° were removed under the assumption that they represented either eddies or
small broken-off filaments of frontal branches. The SST method has the advantage of being
determined without the influence of steric sea level change and offers a longer record for
analysis. Freeman and Lovenduski (2016a) estimated PF location weekly from 2002
through 2014, whereas here the monthly 1992-2015 ECCO product is used. Unlike satellite
products, ECCO does not offer the possibility of near-real time analysis, but it does include
additional physical properties that can be used to investigate sub-surface relationships to
PF location and changes.
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4.2.2 Polar Front from SSH
Methods of using SSH contours to identify the ACC fronts go back to the collection
of sea level data from the Topex/Poseidon mission. Notable works (i.e. Sokolov and
Rintoul, 2006a; Sokolov and Rintoul, 2009a; Kim and Orsi, 2014) have shown dynamic
(i.e non-steric) SSH can be used as a good estimator of PF location. Here, the dynamic
SSH contour used is –61 cm (Kim and Orsi, 2014). ECCO’s SSH variable accounts for
steric changes within each grid cell to compensate for the known warming and freshening
within the SO (Swart et al., 2018).
4.2.3 Anomalies and Statistical Methods
The 1992-2015 ECCO monthly mean climatology is removed from the monthly
record to estimate anomalies for PF location, temperature, and salinity. Removing the
monthly climatology normalizes the values and effectively removes seasonality. To
calculate trends in PF location, a least squares regression is used with the resulting 288
monthly anomalies. Pearson’s correlation coefficient is used to determine the relationship
between PF location, and individually, temperature and salinity at the 95% confidence
level. The correlation coefficients are described as weak (< 0.30), moderate (0.30-0.70),
and strong (> 0.70).
4.3. Data
4.3.1 The ECCO Product
The latest ECCO V4r3 product (Fukumori et al., 2017) provides appropriate
resources to analyze the ocean circulation and the temporal variability. ECCO assimilates
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in situ and satellite-derived measurements into an ocean-sea ice model based on the MIT
general circulation model (MITgcm) (Forget et al., 2015; Fukumori et al., 2017). ECCO
has a nominal 1° horizontal grid spacing with an average spatial resolution south of 30°S
is 62 km (Forget et al, 2015). It has a maximum depth of 6134 m defined by 50 vertical
layers. The layer thickness ranges from 10 m near the surface to 456 m near the bottom
and the model includes parameters to account for the varying volume of each threedimensional grid cell. It uses atmospheric forcing from the ERA-Interim reanalysis (Dee
et al., 2011), a proficient sea-ice model (Losch et al., 2010), and three-dimensional, timeinvariant mixing coefficients (detailed in Forget et al., 2015) to estimate the bolus
component of the residual circulation. The ECCO product used here represents the first
global multi-decadal ocean state estimate that includes parameters for both the Antarctic
and the Arctic. Further details on this version of ECCO and the model in general can be
found in reports by the ECCO Consortium (2017a, b), Forget et al. (2015), and Fukumori
et al., (2017).
The advantage of ECCO over non-assimilating GCM’s is that it provides ocean
circulation parameters consistent within specific uncertainties with available observations,
even for the SH high latitudes. SO observations alone are spatially and temporally limited
due to the harsh austral winter conditions. This lack of spatial consistency in SO
observations is mitigated by ECCO’s dynamical system as it conveys the information
provided by the observations spatially and temporally across the modeled domain.
4.3.2 Satellite-derived Products
Here, we use the 2002-2014 SST-based PF climatology from Freeman and
Lovenduski (2016 a,b) as a comparison metric for the ECCO PF analysis. Henceforth we
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refer to it as “the FL16 SST-based climatology” or simply “FL16”. For SSTs, data from A
Group for High Resolution Sea Surface Temperature (GHRSST) for 1992 to 2015 are also
used to compare with ECCO. This GHRSST product is a combination of microwave and
infrared satellite measurements with assimilated in situ observations. The gridded
GHRSST version 2.0 (Canada Meteorological Center, 2012) has 0.2° grid spacing. Further
information regarding GHRSST can be found in Brasnett (2008). Satellite-derived SSH
data (1993-2015) are obtained through the Copernicus Marine Environment Monitoring
Service on a 0.25° grid. This reprocessed product allows for quality control checks and
cross-calibration between the multiple satellite altimetry missions.
4.3.3 Indices of Large-scale Variability
Here, the location of the PF is compared against proxies for the large-scale climate
patterns of the AAO and the Southern Oscillation. The AAO index (from the National
Centers of Environmental Prediction, Climate Prediction Center (NCEP, CPC)) is
computed from the first principle component from the EOF of the 700 hPa height
anomalies between mid- and high latitudes from NCEP/NCAR (National Center for
Atmospheric Research) reanalysis data (Kalnay et al., 1996). The SOI is estimated from
the observed sea level pressure anomalies between Tahiti, French Polynesia and Darwin,
Australia. The SOI, also from NCEP, is standardized by dividing the differences in sea
level pressure by the monthly standard deviations (Trenberth and Caron, 2000).
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4.4. Results
4.4.1 Comparison of PF Methods
Both the SST and SSH method have previously been used with a high degree of
confidence to estimate the location of the PF. Despite strong confidence in SSH contours
in previous analyses, Gille (2004) suggests that meridional shifts associated with SSH
contours could be biased towards large-scale SSH changes rather than shifts in frontal
positions. This idea is consistent with linear trends in SSH (Figure 4.1). In the SO, there is
a general increase in sea level over time, even though the ECCO SSH product accounts for
steric changes in temperature and salinity. The mean trend in SSH is 2.75 ± 0.10 mm year–
1

. The largest magnitude trends, both positive and negative, occur in the South Pacific (7.51

± 0.49 and –5.44 ± 1.4 mm year–1). Although decreasing trends are indicated in the central
South Pacific (55°-65°S), over most of the SO SSH is increasing. As Gille (2004) suggests
this broad SSH increase means that the meridional shift of the contours used to identify the
ACC fronts would result in biased PF location trends.
Trends in SST gradients for the SO depict localized patterns of zonal bands rather
than a ubiquitous trend. The largest trends in the SST gradients occur in the central South
Pacific, similar to SSH. Indicative of shifts in the different water mass properties,
significant trends in the gradients are specified in both the mid-latitudes and ACC regions.
The zonal band-like pattern in SST trends suggests that use of SST is the ideal approach
for investigating not only the position of the ACC, but also shifts in the mid-latitude gyres
and advocates for increased confidence in use of SST gradients over SSH contours. That
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being said, here both methods are used to estimate the trends in the PF location so as to
compare the different techniques and to compare results from ECCO to previous findings.
Both ECCO and altimetry SSH contour analyses produce PF positions generally
similar to each other as well as to the FL16 climatology (Figure 4.2, white, yellow and red
contours, respectively); however, in portions of the Pacific and Indian Basins, the SSH
results suggest large biases (Figure 4.2a-c). The ECCO SSH-contour PF is further north
throughout the entire Pacific and much of the Atlantic, while the altimetry product reveals
localized regions between 50°-80°E and 120°-150°E that are further south. There is a
strong agreement between the ECCO (black contour) and GHRSST (magenta contour) SST
derived PF positions (Figure 4.2a, b, and d), and those from to the FL16 climatology (red
contour); however, comparing the SST and SSH derived ECCO PF locations at each grid
cell (Figure 4.3a) reveals the large (upward of 5° of latitude) disagreements between the
two methods. In most cases, the ECCO SSH contour (black) is further north than the SST
gradient approach estimate (red). This difference could be the result of method biases. The
SST method relaxes the gradient threshold in regions of low values, whereas the SSH
contours are based on a uniform standard; however, it is also true that the ECCO SSH
derived PF locations lie to the north of the altimetric estimates (Figure 4.2, compare white
and yellow contours). Taken together, these two results suggest that the more northern PF
location estimated from ECCO SSH could be the result of a bias in the state estimate,
perhaps induced by the grid spacing.
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4.4.2 Polar Front Location: SST Method
The PF is located between 45°S and 55°S throughout much of the Atlantic and
Indian Basins, while in the Pacific Basin it is situated poleward (55°-60°S). The mean
position of the PF (Figure 4.3a) exhibits low variability, depicted through the standard
deviations. The largest seasonal variability in the PF occurs throughout the Austral summer
months (Figure 4.3c), but overall it maintains low variability as discussed in Freeman et al.
(2016). The trends in the PF location (Figure 4.3d) are shown with their 95% confidence
interval where they are significantly different from zero. This approach is similar to Orsi
et al. (2014) and Freeman et al. (2016), but differs from other past studies as it compares
the trends at each grid cell rather than the zonal averaged PF. The trends indicate the largest
change is within the Pacific Basin. Orsi et al. (2014) suggest that the large variability in the
location of the PF in the southeast Pacific (150°-90°W) is mainly attributed to the Southern
Oscillation and ENSO, but they find no long-term trends.
In this analysis, positive trends are found the central South Pacific (160°-130°W),
while there are regions of both negative and positive trends within the Atlantic and Indian
Basins. These results follow previous literature (i.e. Gille, 2008; Sokolov and Rintoul,
2009b; Orsi et al., 2014), suggesting that trends in the Atlantic and Indian Basins are
localized features, likely related to the southward shift of the subtropical gyres (Orsi et al.,
2014). The largest individual trend is 6.69 ± 1.2 km year–1 in the central South Pacific. The
strongest negative trend is located in the Indian Basin near the Agulhas retroflection and
demonstrates a poleward trend of –4.13 ± 1.7 km year–1. Regions of relatively large
seasonal (Figure 4.3c) and monthly (Figure 4.3b) standard deviations in the PF tend to be
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located where trends are not significant. In these instances, the natural variability of the PF
inhibits statistical support of linear trends.
In lieu of solely describing trends from individual grid cells, the PF locations are
zonally averaged for each of the Pacific, Atlantic, and Indian Basins (Figure 4.4). The 288month mean (95% confidence interval) PF location in the Pacific is 60.3 ± 0.077°S and is
further south than in the Atlantic (53.2 ± 0.085°S) and Indian (50.6 ± 0.026°S) Basins.
Unlike Dong et al. (2006) and Freeman et al. (2016a), linear regression results indicate a
significant positive trend (p < 0.001) in the Pacific basin between 1992-2015. The Atlantic
(p = 0.685) and Indian (p = 0.046) Basins demonstrate trends that are not significantly
different from zero. The 95% confidence interval for the Pacific trend is 1.15 ± 0.732 km
year-1, signifying a northward shift in the average Pacific PF location. The grid-located and
basin averaged trends support similar results. In both instances, there are significant
positive trends in the Pacific basins, most notably in the central Pacific. In both the Atlantic
and Indian Basins, the relatively high natural variability and opposing localized trends
indicate that there are not significant basin scale trends. Although there are not distinct
linear trends, variability in the location of the PF can still drive changes in the surface
temperature and salinity of the SO.
4.4.3 Polar Front Relationship with Temperature and Salinity: SST Method
To compare the reciprocal influences of PF location and surface SO properties, the
PF is zonally averaged within each basin. The monthly-mean basin PF location is then
compared with temperature and salinity anomalies associated with each individual gridcell. Correlations with temperature over the 288 months indicate a strong negative
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relationship between PF location and surface temperature (Figure 4.5a-c). A negative
relationship would suggest that in months with a northward shift in the mean PF location,
surface water temperatures decrease. This negative relationship is true between 45°-65°S
in the Pacific, and between 45°-55°S in both the Atlantic and Indian. Significant negative
correlations range from –0.15 to –0.71, and the strongest negative correlations are in the
central South Pacific. In each of the three basins, the central mid-latitudes a positive
relationship is indicated. Whether from the strength or location of the mid-latitude gyres or
from the position of the PF, the correlations suggest that if the PF shifts northward, surface
temperatures increase. The strongest positive trends are found along the Antarctic coast in
both the Atlantic and Indian sectors, suggesting significant implications for sea ice and
deep-water formation. The strength of these significant correlations is weaker in the midlatitudes and strongest near the coast, ranging from 0.15 to 0.98.
The pattern of correlations between the PF and surface salinity (Figure 4.5d-f) is
less clear and differs spatially from that of temperature. The maximum negative correlation
is –0.41 and occurs in the Pacific Basin, while the strongest positive correlation is 0.46
within the Atlantic. Positive correlations indicate locations where salinity increases are
related to a northward shift in the PF. The results signify a positive relationship within the
western Pacific, the Polar regions of the SO, the western mid-latitude Atlantic, and the
eastern mid-latitude Atlantic and Indian Basins. There are negative relationships in the
western Pacific between 30°-55°S, the Atlantic from 40°-50°S, and across the eastern
Indian Basin.
Correlations with subsurface waters due to the strong upwelling within the ACC
region are further explored (Figure 4.6). The highest correlations are in the surface 100 m
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in all three basins, with strong negative correlations near the location of the PF and
moderate positive relationships in the approximate location of the subtropical gyres. These
correlations indicative of a northward shift in the PF are related to decreasing temperatures
in the ACC region and increasing temperatures in the southern hemisphere subtropics. In
both the Pacific and Atlantic, the negative relationship with temperatures in the ACC
region extends to depths of 1000 m. Correlations with the zonally averaged temperature
anomalies indicate the strongest relationships are within the Pacific. There are weak-tomoderate positive and negative correlations in the Pacific extending down into the water
column beyond 1000 m, suggesting a significant relationship to the surface water
dynamics, a relationship which is certainly seen in eddies (eg. Moore et al., 2000;
Thompson, 2010; Mitsudera et al., 2018). In both the Atlantic and Indian Basins, most of
the significant correlations are confined to the upper 300 m, but there are localized positive
correlations along the 2°C isotherm to depths over 1000 m.
The subsurface salinity structure indicates the strongest correlations are between
100 to 400 m. Despite stronger correlations being at depth rather than at the surface, these
relationships are weak-to-moderate at best. Similar to temperature, the Pacific salinity
presents the largest areas of significant correlations. As the PF moves northward in the
Pacific, there is a negative correlation to the north of the PF location and a positive
correlation to the south. This result suggests that a northward shift in the Pacific drives the
deeper, higher salinity waters northward. A similar pattern exists in the other basins where
fewer correlations that are significant at the 95% confidence level.
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4.4.4 Polar Front Location: SSH Method
As mentioned in section 4.1, compared to SST-derived estimates, mean SSHderived PF locations indicate a more southerly position in the Pacific and more northerly
positions in the Atlantic and Indian Basins. The variability in the mean location associated
with the SSH approach (Figure 4.3a, black) is less than that associated with the SST method
(Figure 4.3a, red). Moreover, the SSH-derived seasonal and monthly (Figure 4.3b and 4.3c)
standard deviations are smaller than those associated with the ECCO and FL16 SST
derivations, suggesting that the SSH method produces less interannual movement in PF
location. The trends in the SSH-derived PF location (Figure 4.3d) have negative slopes, i.e.
southward (poleward) shifting PF locations throughout much of the Indian and Atlantic.
The largest negative trends (–13.8 ± 1.6 km year–1) are within the Agulhas retroflection
region of the southern Indian Ocean. Positive trends of 3.05 ± 0.71 km year–1 are indicated
in the central South Pacific, but negative trends dominate the remainder of the Pacific. The
directions of the SSH- and SST-derived PF trends are similar; however, the SSH-derived
southward shift in the Indian and Atlantic is greater and the northward shift in the central
South Pacific is weaker. The results are similar to Orsi et al. (2014) in that strong negative
trends are found in the Atlantic and Indian and positive trends are found in the Pacific.
However, Orsi et al. (2014) suggests that the positive trends in the central Pacific are not
significant, whereas our results indicate that they are.
There are negative (southward) shifts in the zonally averaged PF trends in all basins
between 1992 and 2015 (Figure 4.7). The 288-month mean PF location in the Pacific is
57.3 ± 0.018°S, in the Atlantic is 50.2 ± 0.017°S, and in the Indian is 49.6 ± 0.025°S. Linear
regressions indicate the trends in the PF location for the Pacific, Atlantic and Indian Basin
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of –0.950 ± 0.35 km year–1 (p < 0.001), –1.80 ± 0.17 km year–1 (p < 0.001), and –2.03 ±
0.32 km year–1 (p < 0.001), respectively. Although weakest in the Pacific, all three basins
indicate a poleward trend in PF location. This general trend, which is partially attributed to
the change in SSH, is also related to changes in the contour used throughout the 24-year
period. The decreasing SSH indicated in the central South Pacific could support the
localized northward shift in the PF location, however, most of the SO has a negative trend
in the SSH, indicating the –61 cm contour is shifting poleward. As a result, trends indicated
using the SSH contour approach are likely biased on longer timescales.
4.4.5 Polar Front Relationship with Temperature and Salinity: SSH Method
SSH-derived correlations between PF location anomalies and surface temperature
anomalies (Figure 4.8a-c) over the 288-monthly duration (1992-2015) are weaker and
differ spatially from the SST gradient estimates. In the central South Pacific between 40°65°S and in the central Atlantic between 35°-55°S there are negative correlations. A
negative relationship indicates in months with a northward shift in the mean PF location
surface water temperatures decrease. In the South Indian Basin (50°-65°S) there are
positive correlations with surface temperatures, suggesting increased temperatures
associated with northward PF shifts. The SST and SSH results for the South Indian Basin
differ as the latter displays less significant correlations within the ACC region and
increased negative and spatially different correlations in the mid-latitudes. In the central
mid-latitudes of the Atlantic and Pacific there are smaller, but still significant positive
relationships between the PF location and surface temperatures. Significant negative
correlations throughout the three basins range from –0.15 to –0.54, and the strongest
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negative correlations are in the central Atlantic. The positive correlations in the Indian
Basin range from 0.15 to 0.50.
Correlations between the PF and surface salinity (Figure 4.8d-f) are greater in the
mid-latitudes, rather than in the ACC. The surface salinity in the Pacific mid-latitude is
largely positively correlated to PF location, most notably along the South American coast
in the eastern Pacific. In the ACC region of the western South Pacific, there is a positive
correlation between 50°-60°S and negative correlation between 60°-70°S. In the Atlantic
and Indian negative relationships dominate between 35°-45°S, while positive correlations
dominate the central mid-latitude Atlantic (30°-40°S) and the eastern to central mid- to
low-latitude Indian. The maximum negative (positive) correlation is –0.61 (0.65). Both
extremes occur in the mid-latitude Atlantic Basin. The results signify a stronger
relationship within the mid-latitudes of all three basins, rather than the ACC region.
The spatial SSH-derived correlations with subsurface temperature and salinity
(Figure 4.9) are stronger than the SST gradient-derived estimates. Correlations for both
temperature and salinity are strongest in the Atlantic and Indian and approach 1. Moreover,
the strongest relationships are shown to be below 200 m depth for both temperature and
salinity. In all three basins and for both temperature and salinity, there are negative
correlations north of the PF and positive correlations south of the PF. This relationship is
indicative of the northward shift of water properties associated with Ekman driven
transport. SSH-derived correlations in the Pacific are weaker that SST-derived correlations.
These results could differ based on the variability in the location of the PF, as the SSH
method demonstrated significant negative trends in the western and eastern portions of the
Pacific and positive trends in the central region.
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4.4.6 Large-scale Variability
The position of the ACC is often compared to the low frequency, large-scale
climate variability patterns of the AAO and Southern Oscillation. In the South Pacific there
are weakly positive correlations between the AAO (Figure 4.10a) and the anomalies in the
PF location. The maximum correlation from the SST (SSH) method in the South Pacific is
0.29 (0.43). The correlations in the Atlantic and the Indian (80° W-100°E) are generally
very weakly negative (< –0.25). The maximum negative correlation is –0.26 (–0.42) and is
located within the southeast Indian Basin. The general pattern is a positive correlation with
the AAO in the Pacific and a negative relationship in the Atlantic and Indian, especially on
longer timescales (Figure 4.10b). Maximum correlation values of –0.64 (–0.71) and 0.48
(0.54) are located within these regions.
The zonal average PF location timeseries are further compared to the AAO for each
basin on monthly scales (Table 4.1). The correlation coefficients for the SST and SSH
methods are 0.277 (p < 0.001) and 0.269 (p < 0.001), suggesting a weak positive
relationship between the AAO and PF location throughout the Pacific. The Atlantic and
Indian basins are also significant using the SSH method, with values of –0.159 (p = 0.007)
and –0.240 (p < 0.001) respectively. Using the SST approach, the results based on the zonal
mean position differ statistically from the correlations at each grid cell (Figure 4.10a). That
is, in the Atlantic and Indian, zonal mean analysis suggests no significant correlations, but
grid cell analysis suggests localized significant correlations. This indicates that the largescale variability of the AAO strongly relates to regional changes on monthly scales in the
Atlantic and Indian Basins.
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The correlations between the SOI and the anomalies in the PF location (Figure 4.10)
indicate weak-to-moderate positive correlations in the South Pacific and weak negative
correlations in the Atlantic and Indian. The maximum correlation for the SST (SSH)
method in the South Pacific is 0.38 (0.46). In the Atlantic and the Indian (80°W-100°E),
correlations are generally weak negative (< –0.25). The maximum SST (SSH) negative
correlation is –0.33 (–0.27) and is located within the Atlantic. There is a general pattern of
positive correlation with the SOI in the Pacific and negative in the Atlantic and Indian.
Correlations on yearly time-scales in the central Pacific indicate a stronger relationship
with the SOI than with those on monthly time-scales. Values in the central Pacific are as
large as 0.70 (0.74), indicating the moderate-to-strong relationship. There is also a pattern
of negative correlations in the region of Atlantic-Indian exchange, 20ºW to 60ºE.
Maximum correlations for this region are –0.56 (–0.74). In all three basins, the zonally
averaged PF location is significantly correlated to the SOI. The correlation coefficients for
the SST and SSH methods are 0.312 (p < 0.001) and 0.259 (p < 0.001) in the Pacific, –
0.141 (p = 0.017) and –0.172 (p = 0.003) in the Atlantic, and –0.202 (p < 0.001) and –0.184
(p = 0.002) in the Indian basin. These correlations indicate the weak basin-wide
relationship between the Southern Oscillation and the PF location on monthly scales.
4.5. Conclusions
The SO is known to be warming throughout recent decades (Swart et al., 2018), but
this warming is not driving a uniform increase in the SST gradient. Compared to the SSH
approach, the trends in SST gradients demonstrate a meridional shift in both the ACC and
subtropical gyres. This meridional shift is more indicative of ocean front and property
displacement, than the ubiquitous positive trend in steric SSH (2.75 ± 0.10 mm year–1)
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alone. A positive trend in SSH throughout the SO explains the significant negative
(southward) trends in the PF location derived from the –61 cm contour, except in the central
Pacific where sea level is decreasing. Therefore, the SST gradient approach of monitoring
the ACC fronts can be used with greater confidence as an unbiased approach on longer
timescales.
The SSH method suggests a more northerly mean PF location compared to the SST
gradient method. Differences between the two methods are as large as 3º of latitude, larger
than the variability of the PF. The SST method used here suggests the large variability
seasonally and monthly, but is otherwise spatially similar to Freeman et al. (2016). The
SSH approach exhibits low seasonal and monthly variability suggesting that this technique
supports a strong linear nature to PF location variability. Both methods advocate regional
northward shifts in the central Pacific and southward trends in the Atlantic and Indian.
While the two methods produce differing magnitudes in Indian Basin negative trends there
is strong agreement in the central Pacific.
Here, both methods suggest a significant northward (positive) PF shift in the central
Pacific. a result that agrees with the shorter Freeman et al. (2016a) SST-based analysis
(although they found no apparent displacement of the mean zonal PF). Orsi et al.’s (2014)
1993-2010 SSH based study found positive trends in the southeast Pacific, but these were
not statistically significant over this short period. Similar to both studies, patterns in PF
location trends are localized, but more so using the SST gradient approach. The trends in
the PF location derived from SSH indicate a southward shift throughout much of the SO,
except portions of the central Pacific and south of Australia, both regions shown to have
negative trends in sea level (Figure 4.1d). The zonal averaged trends indicated by the SST
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gradient method are only a significant in the Pacific where they are positive (1.15 ± 0.73
km year-1), whereas those indicated by the SSH are significant and negative in all three
basins: Pacific (–0.950 ± 0.35 km year–1), Atlantic (–1.80 ± 0.17 km year–1), and Indian (–
2.03 ± 0.32 km year–1).
Even without considering trends, variability in the location of the PF is significantly
correlated to both temperature and salinity anomalies. Correlations indicate that northward
shifts in the PF location are related to decreasing temperatures and salinities within the
ACC region and increasing temperature and salinities in mid-latitudes and along the Indian
and Atlantic coasts. Moreover, the moderate correlations in the mid-latitudes could imply
a relationship between the subtropical gyres and ACC, rather than the ACC driving changes
alone. Correlations with ocean properties exist down to 1000 m (and potentially deeper),
signifying shift in isopycnals and upwelled water masses.
Interannual PF location variability has been further explored examining the
influences of large-scale patterns. The analysis finds a stronger relationship with the
Southern Oscillation than with the AAO. The Southern Oscillation is weak-to-moderately
correlated on both weekly and monthly scales, whereas the AAO is weakly correlated on
monthly scales. These results indicate the ENSO phenomenon of La Niña (El Niño) is
weakly related to positive (negative) shifts in the Pacific and negative (positive) drifts in
the Atlantic and Indian. The positive AAO phase is weakly responsible for similar patterns;
a positive shift in the Pacific and negative in the Atlantic and Indian. The opposite is true
for the negative phase of the AAO.

110

In summary, the SST gradient approach is unbiased to changes in sea level and
steric contributions. Localized trends produced by both methods indicate a northward shift
of the PF in the central Pacific and a southward shift throughout Atlantic and Indian. Trends
in the Atlantic and Indian basins using the SST gradients are not significant, but still display
seasonal and interannual variability that can influence surface water properties. A
northward shift in the PF moderately-to-strongly relates to decreasing temperatures and
salinity within and north of the ACC region. Combined with the northward trends of the
PF in the central Pacific, the shift in the PF is in part responsible for driving the decreased
temperatures in the central South Pacific. Variability in the PF is weakly-to-moderately
correlated to both the AAO and Southern Oscillation on monthly scales, and moderately
correlated to the Southern Oscillation on year scales. These results indicate variability in
PF location is weakly related to the leading principle component of the westerlies (i.e.
AAO) and ENSO phenomena; suggesting that a significant portion of what drives changes
in PF location is largely left unknown. Our results imply that central South Pacific
temperatures are decreasing as a result of the northward shift in the PF, but only a small
portion of the PF location variability can be explained through large-scale patterns.
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Table 4.1. Regression and correlation values from Figures 4.4 and 4.7. Regression values
are estimated from the 288-monthly timeseries and are presented in units of km year-1 for
both identification methods. Monthly correlation values with the large-scale variability
are calculated using zero-lag.
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Figure 4.1. The 288-monthly mean SST gradient (a) and steric SSH (b). Linear regressions
of SST gradient (c) and steric SSH (d) in units per year. Trends significant at the 95%
confidence level are contoured in black.
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Figure 4.2. Mean ECCO derived PF location 2002-2014 (a) and 1992-2015 (b-d) overlaid
on bathymetry from ECCO. Contours are: white derived from ECCO SSH; black derived
from ECCO SST gradients. The results are compared to: red 2002-2014 SST-based
climatological mean from Freeman and Lovenduski (2016b); yellow derived from 19932015 satellite altimetry (c), and magenta derived from 1992-2015 GHRSST (d).
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Figure 4.3. The 288-month ECCO-derived SST gradient-based (red) and SSH contourbased (black) mean PF positions with standard deviations (a), temporal standard deviations
in units of km (b), seasonal standard deviations in units of km (c), and linear trends with
95% confidence intervals (d). In (d) only values significant at the 95% confidence level are
shown. In (c), the “x” symbol are January, “+” are April, circles are July, and diamonds
are October standard deviations. To help distinguish the differences in the SST gradient
derived PF variability (c), the January standard deviation has been changed to red, April to
blue, July to green, and October to magenta.

115

Figure 4.4. Timeseries of the anomalous displacement of the Polar front location in the
Pacific (a), Atlantic (b), and Indian (c) Basins using sea surface temperature gradients. The
monthly displacement (blue), 12-month running mean (black), and the linear regression
(red) are plotted for each basin and the corresponding statistical values are found in Table
4.1.
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Figure 4.5. Correlation coefficients between the anomalous PF location using sea surface
temperature gradients and the mean anomalous 0-100 m temperature (a-c) and (d-f) salinity
for the Pacific (a,d), Atlantic (b,e), and Indian (c,f). Correlations significant at the 95%
confidence level are contoured in black.
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Figure 4.6. Correlation coefficients between the anomalous PF location using sea surface
temperature gradients and the zonal mean anomalous temperature (a-c) and (d-f) salinity
for the Pacific (a,d), Atlantic (b,e), and Indian (c,f). Correlations significant at the 95%
confidence level are contoured in black.
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Figure 4.7. Timeseries of the anomalous displacement of the Polar front location in the
Pacific (a), Atlantic (b), and Indian (c) using the sea surface height contours. The monthly
displacement (blue), 12-month running mean (black), and the linear regression (red) are
plotted for each basin and the corresponding statistical values are found in Table 4.1.
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Figure 4.8. Correlation coefficients between the anomalous PF location using the sea
surface height contours and the mean anomalous 0-100 m temperature (a-c) and (d-f)
salinity for the Pacific (a,d), Atlantic (b,e), and Indian (c,f) basins. Correlations significant
at the 95% confidence level are contoured in black.
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Figure 4.9. Correlation coefficients between the anomalous PF location using sea surface
height contours and the zonal mean anomalous temperature (a-c) and (d-f) salinity for the
Pacific (a,d), Atlantic (b,e), and Indian (c,f). Correlations significant at the 95% confidence
level are contoured in black.
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Figure 4.10. Correlation coefficients between the anomalous PF location and the Antarctic
Oscillation (a) and Southern Oscillation(b). Only correlations significant at the 95%
confidence level are plotted.
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CHAPTER 5
CONFIRMATION OF ENSO-SOUTHERN OCEAN
TELECONNECTIONS USING SATELLITE DERIVED SST4
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Abstract
The Southern Ocean is the focus of many physical, chemical, and biological
analyses due to its global importance and highly variable climate. This analysis of sea
surface temperatures (SST) and global teleconnections shows that SSTs are significantly
spatially correlated with both the Antarctic Oscillation and the Southern Oscillation, with
spatial correlations between the indices and standardized SST anomalies approaching 1.0.
Here, we report that the recent positive patterns in the Antarctic and Southern Oscillations
are driving negative (cooling) trends in SST in the high latitude Southern Ocean and positive
(warming) trends within the Southern Hemisphere sub-tropics and mid-latitudes. The
coefficient of regression over the 35-year period analyzed implies that standardized
temperatures have warmed at a rate of 0.0142 per year between 1982 and 2016 with a
monthly standard error in the regression of 0.0008. Further regression calculations between
the indices and SST indicate strong seasonality in response to changes in atmospheric
circulation, with the strongest feedback occurring throughout the austral summer and
autumn.
5.1. Introduction
Southern Ocean is a highly dynamic component of the global ocean circulation that
plays a key role in the transport of heat, the uptake of carbon, and the global climate system
(Sarmiento et al., 1998; Gille, 2002; McNeil and Matear, 2008; Montes-Hugo et al., 2009;
Liu and Curry, 2010; Marshall and Speer, 2012; Landschützer et al., 2015; Cheng et al.,
2017). The Southern Ocean circulation is largely wind driven. Changes in the Southern
Hemisphere wind field drive sea surface temperature (SST) gradients that can support a
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feedback mechanism and influence both the latitude of the Antarctic Circumpolar Current
(ACC) and the distributions of heat and nutrients (Sun and Watts, 2002; Dong et al., 2006;
Dong et al., 2007; Downes et al, 2011; Gille, 2014). Southern Hemisphere atmospheric
variability exhibits a large number of modes, mostly influenced by large-scale lowfrequency patterns (Simmonds and King, 2004) and has been known to play a major role
in Southern Hemisphere weather and climate (Turner, 2004; Hendon et al., 2014). Due to
the wave patterns associated with large-scale teleconnections, the largest temperature
anomalies occur in the Amundsen-Bellingshausen Sea (Hendon et al., 2006). For a more
in-depth analysis into the relationship between large-scale atmospheric teleconnections and
Southern Ocean SST, refer to (Hendon et al., 2006). To analyze trends of Southern
Hemisphere air-sea interactions, two patterns of atmospheric variability are compared with
SST: the Antarctic Oscillation (AAO) and the Southern Oscillation (SO).
The AAO (also referred as the Southern Annular Mode) is a large-scale lowfrequency pattern and is the dominant mode of atmospheric variability in the Southern
Hemisphere Westerlies (Hendon et al., 2014). Previous studies found that the westerly
winds have shifted south due to the increasing frequency of the AAO and the growing
Antarctic ozone hole (Thompson et al., 2011; Thompson and Solomon, 2002) and
significant changes have been observed in both the temperature and salinity of the Southern
Ocean (Sarmiento et al., 1998; Gille, 2008; Durack and Wijffels, 2010). However, despite
the increasing frequency of the AAO and the shifting Westerlies, statistical evidence
indicates an insensitivity of the ACC and sloping isopycnals to decadal changes in wind
stress (Böning et al., 2008). Within the Southern Ocean and Antarctic waters, previous
studies have compared SST with the AAO (Ciasto et al., 2008; Ciasto et al., 2011; Xiao et
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al., 2016) on weekly to monthly scales, noting the significant anomalies induced by the
atmospheric pattern.
The SO is a measure of the Walker circulation in the tropical South Pacific. This
circulation relates to variations in ocean temperatures and atmospheric pressure across the
broad expanse of the tropical Pacific. The SO is also a metric for the El Niño-Southern
Oscillation (ENSO) index. Negative (positive) SO index signifies warm (cold) SST across
the eastern tropical Pacific and can therefore describe patterns similar to El Niño (La Niña)
events. Additionally, the SO and El Niño (La Niña) were found to be negatively
(positively) related to the Pacific-South American (PSA) wave pattern (Mo, 2000), which
can have strong influences on SST, sea-ice, and atmospheric temperatures along Antarctica
(Fogt and Bromwich, 2006; Welhouse et al., 2016; Cerrone et al., 2017). Fogt and
Bromwich (2006) describes the strengthened influence of the AAO and SO during in phase
periods, indicating the strong relationship between the atmospheric circulation and the
effect on ocean dynamics. In this analysis, the statistical significance of the influence of
teleconnections on Southern Ocean SST is investigated.
Hypothesizing that the SO has a greater influence than the AAO in the Southern
Ocean and that both teleconnections drive warming (cooling) trends during positive
(negative) phases of the oscillations, this analysis compares atmospheric teleconnections
to Southern Ocean SST in both space and time. Investigation of the relationships between
SST patterns and atmospheric variability with which they are associated provides a basis for
improved understanding of Antarctic sea-ice and air-sea dynamics within the Southern
Ocean.
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5.2. Materials and Methods
5.2.1. Observational Data
Historically, in situ observations in the Southern Ocean have been sparse and made
difficult due to harsh austral winter conditions. Southern Ocean in situ observations were
particularly limited prior to the Argo float program, with most of the high-quality
collections derived from repeat hydrography programs (Lyman and Johnson, 2008; Talley
et al., 2016), such as the World Ocean Circulation Experiment (WOCE). Compared to in
situ observations, satellites have relatively high spatial resolution and for SST a long
temporal record extending back to the 1980’s. The Optimal Interpolated Sea Surface
Temperatures version 2 (OISST v2) product (Reynolds et al., 2007), utilizes statistically
blended Advanced Very High Resolution Radiometer (AVHRR) data and in situ
measurements to accurately represent the sea surface. OISST v2 is obtained from the
National Oceanic and Atmospheric Administration (NOAA) Earth Science Research
Laboratory Physical Science Division. OISST v2 (Reynolds et al., 2007) has 0.25°
resolution spatially and temporal coverage dating back to September 1981. For this
analysis, full-year only, high-resolution AVHRR data were used (1982–2016) to prevent
seasonal bias, and all data points with satellite-derived fractional sea-ice in the high latitudes
were removed.
Variability in SST anomalies is compared against proxies for large-scale, low
frequency climate patterns of AAO and SO. Both the AAO and SO indices come from the
National Centers of Environmental Prediction, Climate Prediction Center (NCEP, CPC).
AAO index is computed from the leading empirical orthogonal function of 700 hPa height
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anomalies between mid- and high latitudes from NCEP/NCAR (National Center for
Atmospheric Research) reanalysis data (Kalnay et al., 1996). SO index is computed from
standardized observed sea level pressure anomalies between Tahiti, French Polynesia and
Darwin, Australia, divided by monthly standard deviations (Trenberth and Caron, 2000).
5.2.2. Methods
To analyze the teleconnections and standardized SST anomalies, multiple statistical
tests are performed. To calculate standardized anomalies, the monthly mean climatology
from OISST v2 (1982–2016) is subtracted from the monthly SST record and divided by
the monthly standard deviation of OISST v2, effectively removing seasonality.
Standardized anomalies typically provide a better representation on the magnitude of
anomalies since the influences of dispersion have been removed. The linear regressions of
standardized anomalies are calculated using whole years for the duration of OISST v2 SST,
1982–2016. Within the regressions and correlations, p-values are used to determine
significance (alpha = 0.05). Positive (negative) indices are defined as those above (below)
the 70th (30th) percentile, which is approximately 0.5 (−0.5). We define neutral years as
those with indices between −0.5 and 0.5. Additional seasonal comparisons define austral
summer as January through March and austral winter as July through September.
5.3. Results
We begin by addressing the relationship between SST and the large-scale AAO and
SO teleconnections during the period 1982–2016. This period is used as it includes all full
years in the OISST v2 data product. As described above, to reduce seasonal bias,
standardized anomalies are compared against the large-scale patterns of AAO and SO
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indices. Correlations between SST and the teleconnections (Figure 5.1a,b) relate positive
anomalies in the mid-latitudes (30°S–50°S) and negative anomalies in the high latitude
regions during positive phases. A positive AAO is associated with a poleward shift in the
Westerlies, while a positive SO describes anomalously cold temperatures in the eastern
Pacific (similar to La Niña events).
During positive AAO years, the shift in the Westerlies correlates with anomalously
warm surface waters in the mid-latitude Atlantic and Indian basins and a broad negative
anomaly in the South Pacific (Figure 5.1a). A similar spatial pattern exists during positive
SO years (Figure 5.1b). Positive SO years correlate with large-scale negative standardized
SST anomalies in the high latitude Pacific and positive anomalies in the mid-latitude
Pacific, along the west coast of Australia, and south of 45°S in the Atlantic. The spatial
extent of significant SST anomaly correlations with the SO is larger than the correlations
between SST and the AAO. Between the mid-2000’s and 2014, both indices have been
mostly in a positive phase (Figure 5.1c). When both indices are in the positive phase, spatial
correlations relate increasing negative anomalies along the Antarctic coast with increasing
positive anomalies in portions of the Ross and Weddell Seas and the sub-tropical Southern
Ocean, similar to Ciasto et al. (2011).
The influences of teleconnections are further explored through a more detailed
analysis of the standardized SST anomalies (Figure 5.2). Spatial linear regressions from
1982 to 2016 in the Southern Ocean (Figure 5.2a) show significant large-scale surface
warming (positive) in the mid-latitude Southern Ocean, the southern Indian Basin (60°E–
120°E), and the Amundsen Sea sector. In addition, significant negative trends in the South
Pacific Basin and Drake Passage region are seen. An estimate of the Southern Ocean trends
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suggests a mean value of 0.0142 per year, a median of 0.0154 per year, and a distribution
negatively skewed towards negative trends.
Comparing one-year averaged anomalies, we look to analyze two recent examples:
a year with opposing index values and another with similar in-phase index values. In doing
so, we explore the spatial regions and magnitudes of positive and opposing index years.
Using Figure 5.1c, the years 2016 and 2010 were selected for each comparison
respectively. The 2016 indices are described by a strong negative SO in the beginning of
the year, changing to a strong positive SO by the end of the year with a consistently positive
AAO (see Figure 5.1c). That is, the phases of the indices are mostly out of sync. The pattern
of standardized SST anomalies (Figure 5.2b) from 2016 does show the strong similarities
to the positive phases of both AAO and SO (i.e., negative sub-polar and positive subtropical anomalies), but also from the negative SO phase. The potency of the strong negative
SO value (Figure 5.1b) is seen in the anomalously warm SSTs in the eastern and central subtropical Pacific Ocean (Figure 5.2b), both of which overshadow the values forced by the
positive SO months.
The 2010 mean standardized SST anomalies (Figure 5.2c) were the start of
successive La Niña years (denoted in Figure 5.1c) and a positive AAO. Most notable are
the anomalously warm temperatures in the sub-tropical Pacific, South Atlantic, and western
Indian Basins. Moreover, there are strong negative anomalies in the South Pacific and in
the South Indian Ocean (near 60°E). The pattern of 2010 positive and negative anomalies
(Figure 5.2c) shares strong similarities with the positive and negative SST and SO
correlations (Figure 5.1b), showing the strong influence of the in-phase oscillations on
SST.
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Temporal analysis of the mean Southern Ocean SST (Figure 5.2d) suggests
warming at a rate of 0.0142 per year between 1982 and 2016 (0.0092 °C per year if not
standardized), with a standard error of 0.0008. The average was taken between 30°S and
70°S for each month. Throughout the 35-year period, there was a net warming of
approximately 0.50 based on standardized anomalies (approximately 0.32 °C if not
standardized). A spatial comparison indicates that positive index months correlate to broadscale warming in the mid-latitudes that supports the warming trend. To show the more
recent relationship of in phases indices, Figure 5.3 depicts the standardized SST anomalies
for AAO positive and SO neutral, AAO neutral and SO positive, and both AAO and SO
positive indices. In this comparison, the opposing relationships of neutral-phase indices
mitigate anomalies. However, during in-phase months of AAO and SO indices, the
anomalies are greater in magnitude and broader spatially compared to either out-of-phase
relationship, similar to the results of (Fogt and Bromwich, 2006).
A comparison of monthly and yearly averaged standardized SST anomalies (Figure
5.4) mark contrasting differences between the temporal scales of AAO and the SO. The
monthly (Figure 5.4a) and yearly (Figure 5.4b) averaged standardized SST anomalies
during positive AAO events both have negative anomalies in the Pacific Basin and positive
anomalies in the Atlantic and Indian Basins. On longer time-scales, this yearly pattern of
anomalous temperatures is stronger than monthly averaged. Differences in the yearly and
monthly AAO anomalies (Figure 5.4c) show the stronger (red) yearly signal, particularly
east of the Greenwich Meridian and south of Australia to the dateline. Yearly anomalies
are weaker (blue) in the high latitude Indian, the mid to high-latitude Atlantic and midlatitude Central Pacific.

131

Although global air-sea interactions are heavily influenced by large-scale
teleconnections, seasonal regressions derive a response in SST to changes in index values
(Figure 5.5). In both instances, the largest coefficients of regression occur in austral
summer and autumn, while the weakest coefficients arise in austral winter. Similar results for
SST and ENSO were previously described in Welhouse et al. (2016) and Fogt and Bromwich
(2006). Based on these findings, spatial changes in austral summer indices can be used to
depict linear changes in temperature. However, minimally significant regressions between
austral winter anomalies and the indices suggest a potential non-linear or lag relationship.
5.4. Discussion
Analyzing correlations and mean standardized anomalies allow for the
interpretation of how large-scale teleconnections influence the Southern Ocean. Strong
positive indices of both the AAO and SO (La Niña) induce broad-scale cooling in the high
latitudes of the Southern Ocean and warming in the mid-latitudes and Weddell Sea. Each
index is seen to drive spatial anomalies on a magnitude of 0.5 and anomalies approaching
1 when both indices are in-phase. Within Figure 5.1a and 1b, the spatial correlations of the
SO are more highly correlated spatially and based on magnitude, displaying the overlaying
influence of the SO on the Southern Ocean SST. This result is important as the mid-2000’s
through 2012 were largely in-phase positive oscillations, associated with large-scale
negative anomalies in the high latitudes and positive anomalies in the mid-latitudes and
Weddell sea. More importantly, the spatial pattern in the temporal linear regression of SST
is spatially similar to SST anomalies in 2010, a year marked by a strong La Niña period and
a positive AAO index value, showing the importance of in-phase oscillations on SST. The
continual positive indices within the 21st century would therefore be strongly contributing to
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the positive trend in Southern Ocean mid-latitude SST and negative trend within the Southern
Hemisphere high latitudes.
The patterns of SST anomalies seen during positive SO monthly (Figure 5.4d) and
yearly (Figure 5.4e) periods are similar, with intensification throughout the year in both the
Indian and Pacific Basins (Figure 5.4f). This temporal disparity is most likely due to the
time required for an Equatorial-Tropical Pacific phenomenon to influence large regions. A
distinguishing feature of these patterns is that the magnitude of positive SO events in the
Pacific Basin is greater than those associated with the AAO. The potential implication is
that the SO plays a dominant role in the Southern Ocean. Furthermore, differences in yearly
and monthly averaged anomalies are comparatively large. Thus, the longer duration of AAO
and SO events could be an effective means of supporting or driving long-term trends.
SST anomalies can still be influenced by localized processes and feedback
mechanisms. In years where the AAO and SO are increasingly positive, the Westerlies shift
poleward and anomalously cooler temperatures are found in the high latitudes, with warmer
temperatures in the mid-latitudes. There are breaks in the trend when strong El Niño events
occur (negative SO), driving temperature changes that oppose the existing trend. Although
this analysis supports the long-term increase in mean Southern Ocean surface temperature
found by earlier analyses, it suggests that while the Atlantic and Indian Basins continue to
warm, there has been significant cooling in the South Pacific as a result of the most recent
patterns in the AAO and SO.
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5.5. Conclusions
In summary, an analysis of satellite-derived SST observations provides statistical
grounds for measuring and understanding the spatial correlations between SSTs and global
atmospheric teleconnection patterns. We find SSTs to be significantly correlated to both
the AAO and the SO, with larger magnitude of anomalies associated with the SO events.
Large-scale spatial patterns of both the AAO and the SO are significantly correlated to sea
surface temperatures in Southern Ocean, driving significant cooling in Antarctic sub-polar
regions and warming in the Southern Hemisphere subtropics. The recent in phase positive
AAO and SO patterns are simultaneously driving significant cooling in the high latitude
Pacific basin, despite broad-scale warming throughout the Southern Ocean at a rate of
0.0142 per year. We further find that the strong in phase austral summer and autumn
relationships are driving the most significant changes. Our analysis, which suggests the
potential for a continuous warming trend should the AAO and SO spend extended periods
in their positive phases, provides strong grounds for the promotion of continued monitoring
of the high latitude SST.
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Figure 5.1. Pearson’s correlation coefficient between standardized SST anomalies and the
(a) Antarctic Oscillation (AAO) and (b) Southern Oscillation (SO). Negative (positive)
coefficients are blue (red), and indicate decreased (increased) standardized SST anomalies.
Coefficients interior to the black contour are significant (alpha = 0.05). (c) The 12-month
running mean of AAO (black) and SO (blue) indices between 1982 and 2016, the shaded
regions indicate the uncertainty.
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Figure 5.2. The 1982–2016 sea surface temperature (SST) coefficient of regression (year−1)
(a), mean standardized SST anomalies during 2016 (b), and 2010 (c). In (a), values interior
to black contour lines represent significant trends (alpha = 0.05). (d) The monthly averaged
standardized SST anomalies (black) in the Southern Ocean (30°S–70°S), 12-month
running mean (red), and the linear regression (dashed blue). The coefficient of regression
is 0.0142 year−1 and the coefficient of determination (r2) is 0.436. The temporal monthly
standard error in regression is 0.0008.
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Figure 5.3. Monthly mean standardized sea surface temperature (SST) anomalies (°C)
during (a) positive Antarctic Oscillation (AAO) and neutral Southern Oscillation (SO)
months, (b) neutral AAO and positive SO months, and (c) both positive AAO and SO
months. In each instance, a positive (negative) index is defined as greater (less) than 0.5
(−0.5) and neutral between −0.5 to 0.5.
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Figure 5.4. Monthly mean sea surface temperature (SST) standardized anomalies during
positive Antarctic Oscillation (AAO) (a) and Southern Oscillation (SO) (d) months and (b)
and (e) are standardized temperature anomalies during positive AAO and SO years
respectively. (c) and (f) are the absolute value of yearly averaged anomalies minus the
absolute value of monthly averaged anomalies. Red (blue) depicts yearly averages are
greater (weaker) than monthly. In each instance, a positive index is defined as greater than
0.5.
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Figure 5.5. Coefficients of regression between the Southern Oscillation (AAO) (a–d) and
standardized sea surface temperature (SST) anomalies (°C) from 1982 to 2016. (a) is
monthly anomalies averaged over January to March (austral summer), (b) April through
June, (c) July through September (austral winter), and (d) October to December. The
coefficients of regression between the SO (e–h) SST anomalies are through the same
temporal scale as (a–d) respectively. The largest coefficients occur with AAO and SO
during the austral summer and autumn, while the smallest coefficients occur in austral
winter.
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CHAPTER 6
RECENT CHANGES IN SOUTHERN OCEAN CIRCULATION AND
CLIMATE5

5

Ferster, B. S., B. Subrahmanyam, and A. Arguez (2018). Recent changes in Southern
Ocean Circulation and Climate, IEEE GRSL, pp. 1-5, doi:10.1109/LGRS.2018.2880589.
© 2018 IEEE. Used with permission.
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Abstract
The Southern Ocean is an essential component of ocean circulation and climate
variability. The strength and position of the Southern Hemisphere (SH) Westerlies are
largely thought to be driving the variability and recent trends in the Southern Ocean.
Analysis in the SH winds illustrate increasing winds in the high latitudes, while decreasing
in the mid-latitude region of ± 5 cm s–1 year–1. Mean surface temperatures (heat content)
are significantly increasing at 0.0066ºC year–1 (3.8 W m–2), although significantly
decreasing within the high latitude Pacific and Atlantic basins. Sea level change indicates
the median regression in the SH is 3.1 mm year–1, despite decreasing in the central South
Pacific. Our analysis concludes the surface winds are driving regional changes sea level,
heat content, and surface temperatures in the SH high latitudes, significantly contributing
negative trends in the central South Pacific.
6.1 Introduction
The Southern Ocean (SO) plays a pivotal role in the global-scale meridional
overturning circulation, working to distribute mass, heat, and freshwater between the
Atlantic, Pacific, and Indian Oceans (Marshall and Speer, 2012). The SO is largely winddriven, interacting with the Southern Hemisphere (SH) Westerlies to drive the Antarctic
Circumpolar Current (ACC). The Westerlies are known to exhibit large natural variability,
oscillating on week-to-centennial time scales (Thompson and Wallace, 2000; Thompson
and Solomon, 2002). Recent studies have found that the Westerlies have shifted southward,
largely driven by the Antarctic ozone hole (Thompson and Solomon, 2002; Thompson et
al., 2011), and is thought to be a major influence into the recent restructuring of the ACC
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fronts (Dong et al., 2002; Downes et al., 2011), which could have major implications on
circulation, surface mixing, and climate variability.
Significant changes in SO temperature and salinity (Gille, 2002; Durack and
Wijffels, 2010) have been observed through observational data, and suggested to be driven
the changes in the Westerlies and ACC. Further significant changes in ocean heat content
(OHC) (Willis et al., 2004), sea level rise (Rye et al., 2014), and sea ice extent (Kwok et
al., 2016) have all been observed through satellite and in situ based data analyses. As a
result, regional-scale changes in wind, salinity, and temperature trends have all be observed
to influence thermodynamic and dynamic forcings, such as sea ice formation or surface
mixing. The stability of the SO relates to global significance, regulating and transporting
heat, nutrients, and gases throughout the global oceans.
Historically, in situ observations have been sparse in the SO, particularly prior to
the Argo float program (Lyman and Johnson, 2014). For satellite products such as surface
winds, sea level, and sea surface temperature (SST), high-quality data with improved
spatial resolution extends back through the 1990’s. For this analysis, the long temporal
time-scales of the products are ideal to analyze the SO trends and variability. An
investigation into the surface winds, SLA, SST, and OHC allows for an in-depth
examination on the current state of the SO climate and circulation. Expected results are
increased SST in the mid-latitude SO and decreased SST in the high latitude SO, with
similar spatial results in OHC. We further hypothesize increased magnitude of surface
winds and SLA.
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6.2 Data and Methodology
6.2.1 Satellite Observations
In analysis of winds, we have used the daily NOAA’s blended sea winds product
(research quality version 1.2). The blended product contains wind vector velocities on daily
0.25º resolution with daily coverage from July 1987 through 2017, utilizing multiple
satellite derived winds to allow global coverage. The daily products were binned and
averaged for monthly time scales in this analysis. Further description on the data can be
found through (Zhang et al., 2006; Peng et al., 2013). For this analysis, the vectors are used
to estimate wind speed, and is therefore a magnitude.
Sea surface height (SSH) data can be downloaded through Copernicus Marine
Environment Monitoring Service in near real–time and reprocessed products that allow for
quality control checks and cross–calibration processes to remove residual orbit error. The
multi–mission gridded SLA and anomalous currents were derived through the 20–year
mean of SSH (1993 to 2012). Both reprocessed and near-real time SLA products are used
in this analysis are from January 1993 through December 2017 in 0.25º spatial resolution.
Liquid water equivalent thickness anomalies (LWE) is estimated through the twin
satellites Gravity Recovery and Climate Experiment (GRACE) (Chambers, 2012). This
mission measures regional mass changes of the Earth’s water of land, ocean, and ice
regions. In this analysis, GRACE LWE is analyzed from 2002 through 2017 in monthly
format with 1º resolution (Chambers, 2012). For more information regarding the estimation
and validation of GRACE monthly mass release 5.0, please refer to Chambers and Willis
(2010) and Chambers and Bonin (2012). Methods of Chambers et al. (1997) and Jayne et
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al. (2003) are used to estimate OHC anomalies from sea level and LWE anomalies.
Sea surface temperature data from A Group for High Resolution Sea Surface
Temperature (GHRSST) version 2.0 (Canada Meteorological Center, 2012) can be
downloaded globally from September 1991 through 2016 (Brasnett, 2008). This level 4
product combines infrared and microwave satellite–derived data with in situ observations
to assimilate a high resolution product. The product is in 0.2º spatial resolution globally
and is used from 1992 through 2016. For this analysis, high resolution GHRSST data was
used for full years (1992–2016) to prevent seasonal bias, and have removed all data points
with satellite–derived fractional sea–ice in the high latitudes.
6.2.2 Methods for Anomalies and Statistical Tests
To estimate the anomalies of surface winds, sea level, and SST, the twenty-year
monthly climatological means (1993 through 2012) have been removed, the same time
period to that of the processed SLA product. OHC anomalies use the mean of 2005 to 2012
based on the years of available LWE data. To estimate trends, a robust regression of the
yearly averaged anomalies is used to better account for outliers and autocorrelation. Trends
are tested under the assumption of being zero and are considered significant (non-zero)
using an alpha of 0.05. In each instance, grid cells with sea-ice are treated as missing values
and are ignored. The trends are presented in units year–1. The ACC region is defined as
45ºS to 60ºS, the mid-latitude area is 30ºS to 45ºS, and the high latitudes are poleward of
60ºS.
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6.3 Results and Discussion
6.3.1 Surface Winds
Figure 6.1 illustrates the increasing wind speeds in the ACC region and decreasing
magnitude in the mid-latitude regions; the regressions contoured in black are significantly
different from zero. The 1988-2017 trend indicates rates approaching ± 5 cm s–1 year–1, a
mean (median) of 1.0 (3.1) mm s–1 and a standard deviation of 7.0 cm s–1 year–1. These
trends are roughly an order of magnitude smaller than the climatological anomalies and are
found to have significant trends in much of the ACC and the mid-latitude Indian basin.
Moreover, there are significant positive regressions along the eastern boundary of each
ocean basin (mid-latitudes) and a negative regression throughout much of the central and
western boundaries in each basin.
The SH winds have been shown to have intensified and shifted poleward in recent
decades (Thompson and Solomon, 2002; Thompson et al., 2011). In the most recent decade
of 2010 through 2017, surface wind anomalies drastically increase within the ACC region
of the Atlantic and Indian basins and decrease within the central South Pacific and Indian
Oceans. There are large anomalies found along the Drake Passage, New Zealand, and the
western South American and South African coasts. The large magnitude of the most recent
decade anomalies suggests the intensification of surface winds since 2010. The ACC region
in the Atlantic and Indian basins show large anomalies and thus relate to the strong positive
trend. These anomalies further indicate the recent weakening of winds in the South Pacific,
despite the overall intensification from 1988 through 2017.
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6.3.2 Sea Level Anomalies
Figure 6.2 depicts the mean decadal SLA and trends, with significant regressions
contoured in black. Similar to surface winds, the largest magnitude of anomalies occurs
during the 2010-2017 period. Within this decade, the mean (median) SLA is 5.8 cm (5.7
cm). Regions like the western South Pacific and Atlantic basins indicate the mean 20102017 anomalies are approaching 10 cm. These regions denote the largest temporal trends,
which show the large-scale amplification of anomalies through the recent decade. Within
the South Indian, Atlantic, and Pacific Oceans, the western boundaries are significantly
increasing in sea level, while significantly decreasing in the central South Pacific (160ºW–
120ºW, 50ºS–60ºS) and Atlantic-Indian exchange. These SLA trends further show the
intensification of the SH sea level rise. Much of the SH reveals statistically significant
trends, the mean (median) of 3.1 mm year–1 (3.0 mm year–1) and a standard deviation of
2.0 mm year–1. Regions such as the central and western South Pacific, Indian, and Atlantic
Oceans suggest significant regressions larger than 6.0 mm year–1, and pose as large outliers.
Despite such large positive trends, the South Pacific basin with the ACC region, Drake
Passage, and within the Agulhas retroflection all indicate significant negative trends of
roughly –1.6 mm year–1 (median).
Past studies argue the global average sea level rate increased from 1.5 to 3.2 mm
year–1, largely attributed to ocean warming and mass loss from glaciers and ice sheets
(Church et al., 2013). During 2003 to 2011, sea level rate slowed to 2.4 mm year–1
Cazenave et al., 2014), but could be largely influenced by land-driven hydrology and water
storage (Reager et al., 2016). Both the median and mean sea level rise rate for the SO in
this analysis is ~3.1 mm year–1 and a standard deviation of 1.8 mm year–1 from 1993
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through 2017, which is consistent with previous global mean rates. However, as shown in
Figure 6.2, there are regions in the SH that are greater than 6.0 mm year–1 and –1.6 mm
year–1. Moreover, similar to the anomalies in surface winds, the most recent decadal
anomalies suggest the amplification of sea level trends from the 2000 to 2009 period. These
results suggest the recent sea level trends are greater than both the previous decade and the
1993-2017 trend.
6.3.3 Ocean Heat Content Anomalies
Figure 6.3 shows OHC anomalies have largely increased between 2010 and 2016,
similar to wind and SLAs. There are strong positive anomalies in the western South Pacific
and Indian Oceans and near the Drake Passage. The fifteen-year trends illustrate that much
of the South Pacific and Indian Oceans and the central South Atlantic Ocean have
statistically significant positive trends. The mean (median) positive regression is 6.1 (4.4)
W m–2. Significant negative trends occur within the ACC region of the Pacific basin and
the Atlantic-Indian basin exchange. The mean (median) negative regression is –4.7 (–3.3)
W m–2. The mean (median) regression in the entire SO is 3.8 (3.5) W m–2 and a standard
deviation of 7.8 W m–2.
Chambers and Bonin (2012) concluded sea surface height data in the SO is strongly
correlated with OHC anomalies from 300 to 1800 meters depth. Results for OHC
anomalies and trends in this analysis are spatially similar to the of the SLA, despite
including the ocean mass data in estimating OHC. The similarities stress the importance of
OHC in sea level within the SO. A difference between OHC and SLA trends are the
negative anomalies along the Antarctic coast (0º–60ºE) in heat storage rates. This trend
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indicates negative heat storage values, but is collocated in a region of increasing SLA. This
could be a result of the different temporal mean periods, salinity, or runoff.
The regressions along the Antarctic coast are comparatively large. OHC anomalies
derived from SLA and ocean mass allows for reduced errors in regions like the high latitude
SO (Jayne et al., 2003); however, poleward of the ACC is known to be dominated by
salinity rather than temperature. Taking this into consideration, the results poleward of 60ºS
should be taken with caution and examined with the use of salinity. (Willis et al., 2004)
has shown global OHC to be steadily increasing between 1993 to 2003, increasing globally
0.86 W m–2 during that time. The SO is known to experience the greatest global ocean
warming from 1960 to 2015, with large changes OHC to depths of 2000m (Cheng et al.,
2017). Their results suggest the SO contributes 30% (28%) of the global OHC increase
from 0–2000m (0–700m) between 1998 to 2015. Cheng et al. (2017) concluded that the
SO plays a major role in global heat storage through the overturning circulation, increasing
~4.26 x 1022 J between 1998 to 2015 in the SO along.
6.3.4 Sea Surface Temperature Anomalies
The more recent decade implies the large-scale warming throughout the midlatitude SO. The 2010-2016 mean anomalies are largely positive during this period,
indicative of the temporal regression and broad-scale warming through the mid-latitude
region. The 2010-2016 mean anomaly is 0.083ºC, larger than either of the other periods.
This displays the clear warming pattern and shows the increased magnitude of anomalies
in the recent decade. The mean SST regression (standard deviation) is 0.0066 (0.016) ºC
year–1 in the SO, shown in Figure 6.4. The large variability in the trends are a result of the
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differences in the mid- and high-latitudes. Decadal analyses of SH SSTs show positive
trends in much of the mid-latitude and ACC region and negative in the South Pacific basin
(50°S to 60°S), the Drake Passage, and Agulhas region. Regressions are statistically
significant within much of the SO. The South Pacific and Atlantic-Indian exchange show
significantly negative trends and the mid-latitude SO are significantly positive. These
results display significant cooling (negative) trends in SST in the high latitude Southern
Ocean and warming (positive) trends within the Southern Hemisphere sub–tropics and
mid-latitudes. The largest trends approach –0.1ºC year–1 in the Agulhas retroflection, but
is approximately –0.015ºC year–1 in the Drake Passage, central South Pacific, and the
Atlantic-Indian exchange. Despite these large negative trends, the mean high-latitude trend
is 0.004ºC year–1, a lower rate than the mid-latitudes.
The mid-latitude regions of the western South Atlantic, Pacific, and Indian Oceans
are increasing by ~0.050ºC year–1, nearly four times greater than the mean mid-latitude
trend of 0.013ºC year–1. Similar SST trends are discussed in Ferster et al. (2018) using
AVHRR (Advanced Very High Resolution Radiometer) data between 1982 and 2016.
These results illustrate that there are significant trends in SST, warming or cooling rates
are significantly different from zero throughout much of the mid-latitudes.
6.3.5 The Role of Surface Winds in the Southern Ocean Climate
Surface winds are important to study due to relevance on ocean dynamics. Surface
winds play a strong role in forcing ocean currents and work to induce ocean mixing. Within
the SO, the strong winds drive water circulation and influences the vertical structure and
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distribution of heat, nutrients, and gases. In the SH, there are strong correlations and
regressions (Figure 6.5) between SLA, OHC, and SST with surface winds anomalies.
SLAs are negatively correlated with surface winds in the western South Pacific, the
South Indian basin, and the Agulhas Current and positively correlated throughout much of
the ACC and high latitude Atlantic and Indian basins. Statistically significant correlations
approach ±0.8, indicating the strong relationship. Positive regressions along the Agulhas
retroflection, the Malvinas, and the high latitude Indian basin have slopes greater than 10
cm of SLA per 1 m s–1 anomaly in wind speed, with maximum significant values in these
regions of 25.2 cm per m s–1. The median positive significant value is 4.45 cm per m s–1.
The significant negative regressions suggest slopes as large as –16.2, but a median value
of –3.24 cm per m s–1. These results illustrate that surface winds are significantly driving
SLA in the high latitude Atlantic and Indian basins, western South Pacific, and the South
Indian Ocean.
Correlations between the SH wind and OHC anomalies indicate a significant
positive relationship throughout much of the ACC and a negative relationship in the
southeastern Indian Ocean and high latitude South Pacific. Significant correlations in the
high latitude are near ±0.9, noting the strong role of the surface wind speed on OHC. The
correlations of OHC and SLA are similar for the high latitude regions; suggesting much of
the SLA and OHC are positively driven by the surface winds in the Atlantic and Indian
basins and driving negative OHC anomalies in the South Pacific basin. The median
(maximum) statistically significant high latitude positive regression is 1.56 (6.62) GJ per
m s–1 and negative regression is –1.21 (–7.05) GJ per m s–1. These results show the broad-
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scale ocean warming in the South Atlantic and Indian basin high latitudes and cooling in
the South Pacific basin as a result of wind speed anomalies.
Correlations with SST anomalies indicate a significant negative relationship
throughout much of the South Pacific, Indian, and Atlantic Oceans, the Drake Passage, and
the Malvinas region. The median (maximum) significant correlations are ± 0.50 for
positive (0.99) and negative (–0.78) values. Positive relationships in the mid-latitude
Western Indian and Atlantic basins are likely associated with wind–driven currents moving
warm waters from the tropics to the mid-latitudes. Negative correlations in the high latitude
Pacific, South Atlantic, and Eastern Indian basin are driven by upwelling waters and
surface current, where increasing winds are associated with decreasing SST. The median
(max) significant positive regression is 0.37 (1.76) ºC per m s–1 and negative regression of
–0.24 (–0.99) ºC per m s–1. The slopes suggest broad-scale surface cooling in the South
Pacific, Atlantic, and Indian basins and warming in the Malvinas and Agulhas region as a
result of positive changes in wind speed.
6.4 Conclusion
The SO is a major driver in global circulation and offers insight into understanding
global-scale climate changes and variability. This analysis explores recent decadal changes
in the SO winds, SLA, OHC, and SST. Analysis of the SH winds illustrate the
intensification of 5 cm s–1 year–1 throughout the high latitudes and much of the eastern
ocean basins, while decreasing intensity in the mid-latitudes. The SH mid-latitudes are
shown to be increasing in sea level, SST, and OHC. The high-latitudes and Antarctic coast
are largely decreasing in heat content and sea level in the central South Pacific and Atlantic-
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Indian basin exchange, but show negative trends outside these regions. The mean SST
(OHC) trend in the SO is 0.0066ºC year–1 (3.8 W m–2). SST (OHC) are significantly
increasing in the mid-latitude regions by 0.013ºC year–1 (4.4 W m–2) and decreasing within
the high latitude Pacific and Atlantic basins by –0.015ºC year–1 (–3.3 W m–2). Trends in
SLA indicate the median SO sea level rise is approximately 3.1 mm year–1, with regions
such as the western South Pacific and Atlantic greater than 6.0 mm year–1. Conversely, the
central South Pacific, Drake Passage, and the Atlantic-Indian basin exchange are all
regions of negative trends (–1.6 mm year–1).
Mean decadal anomalies suggest the recent amplification and acceleration of
changes in surface winds, sea level, OHC, and SST during the 2010-2017 period. The
recent anomalies display increased trends since the 2000-2009 period, further driving the
1993-2017 regressions. Correlations and regressions further indicate surface winds are
significantly driving changes in the SO; driving increased SLA (4.45 cm per m s–1) and
OHC (1.56 GJ per m s–1) anomalies in the high latitude Atlantic and Indian basins, while
supporting decreased SLA (–3.24 cm per m s–1), OHC (–1.21 GJ per m s–1), and SST (–
0.24 ºC per m s–1) in the high latitude South Pacific Ocean.
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Figure 6.1. Mean decadal anomalies and robust regressions of the surface winds from 1988
to 2016. Trends significantly different from zero are contoured in black. © 2018 IEEE
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Figure 6.2. Decadal mean and robust regression of sea level anomalies (SLAs) from 1993
through 2017. Trends significantly different from zero are contoured in black. © 2018
IEEE
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Figure 6.3. Decadal mean ocean heat content (OHC) anomalies and robust regressions of
ocean heat storage rates from 2002 to 2016. Trends significantly different from zero are
contoured in black. © 2018 IEEE
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Figure 6.4. Decadal mean sea surface temperature (SST) anomalies and robust regressions
from 1991 to 2016. Trends significantly different from zero are contoured in black. © 2018
IEEE
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Figure 6.5. Pearson’s correlation coefficients and robust regressions between surface wind
anomalies and SLA, OHC, and SST anomalies. The comparisons of SLA are between 1993
and 2017, OHC between 2002 and 2016, and SST from 1992 through 2016. Positive (red)
values indicate a positive relationship between surface wind anomalies and the variables.
© 2018 IEEE.
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CHAPTER 7
CONCLUSIONS
Five topics of SO dynamics and surface properties have been addressed throughout
this dissertation: a comparison of SSS, variability in volume transports, the location of the
PF, large-scale variability from atmospheric teleconnections, and recent changes in the SO
physical properties.
Satellite-derived salinity is a relatively new advancement for the scientific
community, with three satellites estimating SSS since 2010. Although methods of
capturing brightness temperature are similar between the satellites, swath width, resolution,
and methods of deriving salinity differ, which results in product differences outside of the
errors associated with low temperatures, strong winds and currents, and land
contamination. Despite all these difficulties, the various satellites estimate SSS throughout
much of the SO with differences lower than the satellite uncertainty, and similar results
when compared to Argo. The results of Chapter 2 support the use of the satellite missions
to monitor the SO with confidence, albeit the large differences poleward of the ACC and
near the swift-moving western boundary currents. Although the spatial comparison of the
products show minimal differences, the horizontal resolution and smoothing of the satellite
products can create large bias in estimation of advective fluxes. The differences in zonal
and meridional gradients for SSS are comparatively large along the ACC and boundary
currents, estimating differences as large in magnitude as the monthly mean advective flux.
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The large discrepancies between the gradients suggest results and analyses using the
various satellite-derived SSS could significantly differ based on the product smoothing,
despite having small differences in the surface salinity. These results support the need to
further improve the methods of deriving SSS from satellites in the high latitude regions, as
small biases in the process could lead to large errors in the estimation of the freshwater
flux and global water cycle.
The overturning and ACC transports in the SO have been heavily examined through
observational and inverse models, but the patterns of variability and trends have not been
analyzed. The new and exciting results in Chapter 3 suggest for the first time that there is

not a change in the net meridional transports, but rather significant trends in the overturning
circulation. Using ECCO v4r3, the meridional transports in the bottom cell of the Atlantic
MOC are shown to be increasing; that is, there bottom waters are increasing equatorward
and the deep waters are increasing southward transports at 30 °S. Contradictorily, the
volume transports of the Indian and Pacific bottom overturning cells are decreasing. The
zonal ACC transport trends are not significant, indicating net basin exchange is not
changing despite increasing and poleward shifting westerlies. Analyzing the volume
transports were the initial stride into estimating mass and heat budgets. Zonal and
meridional salt transports are not significantly changing throughout the 24-year period, but
the meridional heat transports are significantly increasing. Mainly driven by the Indian
Ocean basin, there is a net heat flux into the surface and deep waters of the SO, contributing
to the increased heat budget. These results are significant for climate science, but do come
with limitations. ECCO incorporates observational data, but there are still large sampling
gaps, spatially and temporally, in the deep and bottom waters. Additionally, the model-
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physics in ECCO include eddy parameterizations, but does not include eddy-permitting
resolution.
Although the transports of the ACC are shown to not be significantly increasing,
previous studies show large disagreement between the methods to derive and the location
of the PF. Using ECCO, methods of SST-gradients and SSH are compared to analyze the
variability in the PF throughout Chapter 4. The SSH approach indicates the PF in all the
Atlantic, Indian, and Pacific basins is shifting poleward, but is biased due to the increasing
trend in sea level. The SST-approach however indicates the PF in the Pacific is shifting
equatorward, while the Atlantic and Indian basins are within the natural variability. The
analyses improve upon previous results by comparing both methods’ inter- and
intraseasonal variability with temperature and salinity. The PF location is highly correlated
to temperature and salinity profiles within the surface 1000 m of the SO, as the PF
represents the surface outcropping of the sloping isopycnals. Moreover, both methods
indicate the PF is weakly driven by the AAO and Southern Oscillation, especially in the
Pacific basin. However, the low correlation coefficients and coefficients of determination
suggest the variability of the PF is largely driven outside of seasonal changes, the AAO,
and Southern Oscillation. Chapter 4 concludes that the SST approach is the ideal method
for monitoring the long-term position of the ACC, but both techniques derive similar
results with subsurface variability and relationships to the large-scale teleconnections. The
results are essential to modern biogeochemical studies, as the fronts and jets associated
with the ACC are strong indicators for silicate, carbonate, and other key components to
biological activity.
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The large-scale atmospheric teleconnections of the AAO and Southern Oscillation
are further examined in Chapter 5 for their respective influences on local SST. Since many
previous studies employ models or temporally sparse observations, this chapter serves to
confirm the relationship of teleconnections with nearly 35-years’ worth of satellite-derived
SST. In both instances, the SST variability was significantly related to the Antarctic and
Southern Oscillations on monthly and yearly scales. Moreover, on longer timescales and
throughout the austral summer, both teleconnections are driving changes in the SSTs. In
times of in-phase oscillations, the teleconnections are contributing to the surface warming
throughout the mid-latitudes and cooling along the Antarctic coast. The results of Chapter
5 emphasize the importance of monitoring the large-scale variability of ENSO, as the
strongest relationships in the SO SST exist with the Southern Oscillation. This
teleconnection is significantly contributing to the decreasing temperatures in the central
South Pacific as majority of the SO is increasing surface temperatures.
The final chapter compared multiple satellite-derived variables for long-term trends
and the relationship to variability with the surface winds. Many studies have explored
individual parameters using satellites and model simulations, but none have analyzed the
SO sea level, OHC, and SST for over 30 years investigating the role of surface winds on
variability. The westerlies have previously been thought to be increasing in magnitude,
where through satellite-derived methods, is shown to further be driving changes in surface
and subsurface dynamics. The negative relationship with SST could be driven throughout
evaporative cooling or surface transports of cooler waters, but the increased sea level and
OHC suggest strong agreements. The increasing winds are increasing the storage of heat
throughout the ocean column and are therefore driving changes in the sea level. The
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increased mixing related to winds is therefore not only important to studying heat content
and sea level changes, but could further drive changes of surface organic carbon nutrients,
carbon dioxide and oxygen exchange, and the location of key silicate fronts in the SO.
This dissertation has addressed several important contributions from remote
sensing to analyze the SO and dynamic changes throughout the last few decades. The need
to further correct biases in the high latitudes is stressed, as estimates of mean salinity have
greatly improved but have consequently increased the horizontal gradients. Increased ship, glider, mooring, and Argo-based observations would greatly improve the validation and
methodology required to more accurately and precisely depict SSS and other satellitederived variables. Moreover, increased observations in the high-latitudes and bottom
waters would significantly improve the outputs of state-estimate products and increase the
temporal scales in which analyses can be investigated. Although these chapters
investigated the most recent decades, improving the spatio-temporal aspect of observations
and satellites would significantly improve our understanding of current climate changes.
Long-term coupled climate models used to estimate potential future scenarios are
additionally derived from a steady-state and observations of the recent decades, where
improving our knowledge on the current dynamics and air-sea relationships would greatly
improve the ability to predict potential climate outcomes. Future studies in the SO should
focus on the heat storage along the sea ice extent and variability as a result of eddyinteractions. Many biases in models arise from differences in eddy-dynamics (i.e.
resolution, parameters, atmospheric forcings), resulting in significantly different results
within heat content, the overturning circulation, and air-sea exchanges. To conclude, these
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chapters stressed the importance of future studies utilizing the high spatial and temporal
resolutions of satellite-derived variables and the recent circulation patterns within the SO.
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