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Kurzfassung
Kognitive Assistenzsysteme unterstützen Verkehrsteilnehmer in Form von Fahrerassistenzsystemen aktiv
oder passiv im Straßenverkehr. Als Komponenten (teil-)autonomer Fahrzeuge handeln sie sogar selbstän-
dig. In jedem Fall sollen sie Verkehrsteilnehmern eine sichere, komfortable und energieeffiziente Fahrt
zum Ziel ermöglichen. Um dies zu leisten, müssen sie Verkehrssituationen erkennen und verstehen. Ein
wesentlicher Aspekt davon sind statische Verkehrselemente (Verkehrszeichen und Ampeln). Herkömmli-
che Fahrerassistenzsysteme basieren auf Kartendiensten und Eigenlokalisation und hängen dadurch von
der Vollständigkeit und Aktualität der zugrunde liegenden Kartendaten sowie der Qualität der Positi-
onsbestimmung ab. Dynamische Informationen wie durch Verkehrsbeeinflussungsanlagen gesteuerte
Wechselverkehrszeichen oder Ampeln können sie nicht auswerten. Am Markt erhältliche kognitive Assis-
tenzsysteme erkennen eine stark begrenzte Menge von Verkehrszeichen (Überholverbote, Tempolimits
und verwandte Schilder), ihre Leistung ist aber weit vom menschlichen Situationsverständnis entfernt.
In dieser Arbeit werden Methoden und Verfahren zur Umwelterkennung und Situationsinterpretation ent-
wickelt, mit denen statische Verkehrselemente erkannt und im Kontext der Verkehrssituation interpretiert
werden. Es werden robuste Verfahren zur Erkennung charakteristischer Merkmale von Verkehrselemen-
ten vorgestellt und komplette Prozessketten entwickelt, mit denen alle Arten von Verkehrselementen
in Echtzeit detektiert, klassifiziert, verfolgt und zeitlich fusioniert werden können. Darauf aufbauend
werden Methoden entwickelt, um Eigenschaften von Verkehrselementen und Beziehungen zu anderen
konkreten oder abstrakten Objekten zu analysieren und auszuwerten. Ein wichtiger Anwendungsfall
ist die Bestimmung der Relevanz von Verkehrselementen in Bezug auf eine sichere und zielgerichtete
Aufgabenausführung. Die Praxistauglichkeit der entwickelten Methoden und Verfahren wird durch
umfangreiche Experimente demonstriert. Dabei wird auf die Verwendung realer Daten, kostengünstiger
Sensorik und Echtzeitverarbeitung Wert gelegt.
i
Abstract
Cognitive assistance systems support traffic participants in the form of driver assistance system in an
active or passive manner. Part of (semi-) autonomous vehicles they even act on their own. Each of their
variants shall ensure a safe, comfortable and energy efficient ride. A premise to accomplish said goals is
the ability to recognize and understand driving situations. This includes static traffic elements (traffic
signs and traffic lights). Conventional driver assistance systems are based on map services and sensors
for localization. Hence their performance is inherently constricted by the integrity and the actuality
of map data as well as the precision of localization. They are agnostic to dynamic information like
variable message signs controlled by traffic control systems as well as traffic lights. Off-the-shelf cognitive
assistance systems recognize but a limited subset of traffic signs (speed limits, no overtaking signs and
related ones). Their performance is nowhere near human situation understanding.
This work presents methods and techniques for environment perception and situation interpretation.
They allow for recognizing static traffic elements and their interpretation in the context of the traffic
situation at hand. Robust methods to recognize characteristic traffic element features are developed
and a set of complete processing chains is presented which detect, classify, track and fuse the most
important types of traffic elements. Subsequently methods to analyze and evaluate properties of traffic
elements and their relation to other precise or abstract objects are presented. An important use case is
relevance estimation of traffic elements subject to a safe and goal-oriented task execution. The practical
feasibility of the proposed methods and techniques is demonstrated in an extensive set of experiments.
Great importance is attached to usage of real data, cheap sensors and real-time performance.
ii
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1. Einführung
Zwei Drittel der deutschen Autofahrer empfinden die Beschilderung in Europa als schlecht verständlich;
drei Viertel verfahren sich aufgrund einer zu großen Anzahl an Wegweisern. Viele holen sich Hilfe in
Form von Navigationsgeräten an Bord, 80 % vertrauen bei widersprüchlichen Angaben dennoch den
Verkehrszeichen [VA08]. Die Skepsis gegenüber den Angaben von Navigationsgeräten ist begründet,
schließlich werden derzeit beispielsweise nur etwa 70 % der Tempolimits korrekt von ihnen erfasst
[Jam+11]. Dynamische Informationen dargestellt durch Wechselverkehrszeichen werden nicht berück-
sichtigt. Autofahrer müssen einen nicht unerheblichen Teil ihrer Aufmerksamkeit der Erkennung der 650
unterschiedlichen Arten von Verkehrszeichen widmen. Durchschnittlich alle 25 Meter begegnet ihnen
davon eines – 25 Millionen gibt es alleine in Deutschland [VA12, Seite 66].
Wie können intelligente Systeme einer zukünftigen Generation von Fahrerassistenzsystemen in diesen
Situationen helfen? Sie müssen Verkehrszeichen und Lichtsignalanlagen erkennen, verstehen und in den
Kontext der Fahrsituation richtig einordnen. Die vorliegende Arbeit widmet sich dieser Problemstellung
und untersucht Methoden und Verfahren zur Erkennung und Interpretation solcher Verkehrselemente
mit dem Ziel, relevante von nicht relevanten unterscheiden zu können. Diese Art der automatischen
Erkennung kommt nicht nur Autofahrern zugute. Zukünftige Fahrzeuge werden für kurze oder längere
Zeit das Fahren übernehmen oder in Kooperation mit dem Fahrer ausführen. Damit das nicht nur
in aufwendig umgebauten Teststrecken funktioniert, muss das Fahrzeug in der Lage sein, mit der
bestehenden Verkehrsinfrastruktur umzugehen. Für sicheres und den Verkehrsregeln entsprechendes
Fahren muss beispielsweise die Vorfahrtregelung an Ampelkreuzungen erkannt und richtig interpretiert
werden, was die Erkennung von Ampelzuständen einschließt. Durch Kartendienste bereitgestelltes
Hintergrundmaterial muss ständig auf seine Korrektheit überprüft und um dynamische Informationen
ergänzt werden, um Situationen wie Baustellen meistern zu können. Neben verbesserter Sicherheit
und erhöhtem Fahrkomfort hilft die Automatisierung des Fahrens aktiv dabei, Energie zu sparen. Dies
kann unsichtbar für den Fahrer geschehen, indem die rekuperative Bremse eines Elektrofahrzeugs vor
einer Ampelkreuzung optimal eingestellt wird, oder teilautonom durch kurzzeitige Übernahme der
Geschwindigkeitsregelung in der gleichen Situation. Durch konsequente Anwendung derartiger Fahr-
und Betriebsstrategien kann ein signifikanter Beitrag zur Erhöhung der Reichweite geleistet werden.
In allen diesen Szenarien spielt die Erkennung und Interpretation von Verkehrselementen eine wichtige
Rolle. Im Folgenden wird eine Forschungsfrage mit klar definierten Begrifflichkeiten vorgestellt, um aus
den oben umgangssprachlich formulierten Problemstellungen zu lösende Teilprobleme abzuleiten und
Rahmenbedingungen und Schwerpunkte der Arbeit zu definieren.
1
1. Einführung
1.1. Problemstellung und Zielsetzung
Zur Förderung eines gemeinsamen Verständnis der im Titel der Arbeit – Kontextsensitive Erkennung und
Interpretation fahrrelevanter statischer Verkehrselemente – genannten Begriffe werden diese zunächst
näher erläutert.
Begriffsbildung “statisches Verkehrselement” In der Verkehrsdomäne treten statische und dy-
namische Objekte auf: Elemente der Verkehrsinfrastruktur und Verkehrsteilnehmer. Die statischen
Elemente der Verkehrsinfrastruktur werden neben den Verkehrsflächen weiter unterteilt in die Ver-
kehrsbeschilderung (inklusive Wegweisung), Fahrbahnmarkierungen, Leiteinrichtungen, Signalisierung
(Lichtsignalanlagen beziehungsweise Ampeln) und Beleuchtung.
Die Unterscheidung zwischen statischen und dynamischen Elementen bezieht sich auf ihr inhären-
tes räumliches Verhalten. Statische Elemente sind ortsfest, können aber ein dynamisches Verhalten
in Form unterschiedlicher Zustände an den Tag legen. Beispiele dafür sind Lichtsignalanlagen und
Wechselverkehrszeichen. Dynamische Elemente sind beweglich; sie können innerhalb eines Beobach-
tungszeitraums aber auch ein statisches Verhalten an den Tag legen – wartende Fußgänger etwa oder
parkende Fahrzeuge.
Begriffsbildung “Fahrrelevanz” Eine Definition des Begriffs Fahrrelevanz findet sich bei Rösler
[Rö09]: Fahrrelevanz wird verstanden als “die Bedeutung, die Elemente beziehungsweise Ereignis-
se der Verkehrssituation für die sichere Ausführung der Fahraufgabe ohne Schädigung der eigenen
Person oder anderer Verkehrsteilnehmer haben.” Diese auf Sicherheitsaspekte fokussierte Sicht wird um
die Berücksichtigung eines Ziels erweitert übernommen:
Definition 1.1. Als fahrrelevant werden die Elemente bzw. Ereignisse der Verkehrssituati-
on bezeichnet, die für die sichere und zielgerichtete Ausführung der Fahraufgabe ohne
Schädigung der eigenen Person oder anderer Verkehrsteilnehmer von Bedeutung sind.
In der ursprünglichen Definition von Rösler ist beispielsweise ein Vorwegweiser auf der Autobahn nicht
fahrrelevant. Die erweiterte Definition 1.1 betrachtet ihn dagegen als fahrrelevant, wenn er einen
Hinweis auf ein Zwischenziel enthält.
Begriffsbildung “Verkehrssituation”
Definition 1.2. Unter dem Begriff Verkehrssituation und seinem Synonym Fahrsituation
wird die Menge aller Entitäten (konkrete und abstrakte Objekte), ihrer Eigenschaften und
der Relationen zwischen ihnen innerhalb eines räumlich und zeitlich abgeschlossenen
Bereichs verstanden.
Um zu entscheiden, ob zwei Entitäten gemäß Definition 1.2 zur gleichen Verkehrssituation gehören,
muss eine räumliche und zeitliche Distanz festgelegt werden. An dieser Stelle wird dies bewusst für
konkrete Anwendungen offen gelassen.
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Begriffsbildung “Kontextsensitivität” Die Fahrrelevanz eines Vorwegweisers hängt wie oben be-
schrieben vom Fahrtziel ab. Verallgemeinert lässt sich feststellen, dass die Bedeutung eines Objekts
nicht alleinig vom Objekt selbst abhängt, sondern im Zusammenhang mit anderen (konkreten oder
abstrakten) Objekten zu interpretieren ist.
Definition 1.3. Unter dem Begriff Kontext wird die Menge aller Entitäten einer Verkehrs-
situation (siehe Definition 1.2) verstanden, die im Zusammenhang mit der Lösung einer
Aufgabe beziehungsweise der Erfüllung eines Ziels stehen. Ein Verfahren beziehungsweise
eine Anwendung verhält sich kontextsensitiv, wenn sie Kontextinformationen in ihrem
Verhalten berücksichtigt oder wenn berechnete Ergebnisse von Kontextinformationen
abhängen.
Ein kontextsensitives Fahrerassistenzsystem würde auf einen Vorwegweiser nur aufmerksam machen,
wenn er im Zusammenhang mit der zu fahrenden Route steht. Ähnlich muss ein durch ein Zusatzzeichen
Bei Nässe eingeschränktes Tempolimit nur berücksichtigt werden, wenn die Fahrbahn nass ist. Intern kann
Kontextsensitivität genutzt werden, um etwa die Erkennung von Halteverboten nur im Zusammenhang
mit Parkvorgängen auszuführen.
Begriffsbildung “Situationsinterpretation”
Definition 1.4. Eine Situationsinterpretation oder Interpretation einer Verkehrssituation
leitet neue Informationen aus der Analyse von zwei oder mehr Entitäten einer Verkehrssi-
tuation ab.
Im Unterschied zur Umfelderkennung, bei der basierend auf Sensordaten eine Menge von Objekten
und ihre Eigenschaften erkannt werden, betrachtet die Situationsinterpretation mehrere Entitäten und
insbesondere ihre Eigenschaften und Beziehungen gleichzeitig.
Mit den eingeführten Begriffen kann die oben umgangssprachlich formulierte Problembeschreibung als
Forschungsfrage mit fest definierten Begrifflichkeiten formuliert werden:
Welche statischen Verkehrselemente sind in der
aktuellen Verkehrssituation fahrrelevant?
Zur Beantwortung dieser Frage sollen im Rahmen dieser Arbeit geeignete Methoden und Verfahren zur
Umfelderkennung und Situationsinterpretation entwickelt werden. Dafür werden zunächst zu lösende
Teilprobleme identifiziert und Rahmenbedingungen festgelegt.
1.2. Rahmenbedingungen und Schwerpunkte der Arbeit
Um eine Entscheidung darüber treffen zu können, ob ein statisches Verkehrselement fahrrelevant ist,
muss zunächst seine Existenz festgestellt werden. Dafür können verschiedene Informationsquellen
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eingesetzt werden. Die beiden wichtigsten sind die Umfelderkennung und Kartendienste. Die Umfelder-
kennung verwendet Videokameras als Hauptsensor, um Informationen zu akquirieren, und ermittelt mit
Hilfe von Methoden aus Bereichen wie Maschinensehen und Maschinellem Lernen sichtbare statische
Verkehrselemente. Wichtige Teilprobleme sind die Segmentierung (Bildung von Objekthypothesen),
die Klassifikation (Verifikation von Objekthypothesen, Typbestimmung sowie Lernen), das Tracking
(Verfolgung von Objekthypothesen, Verifikation raum-zeitlicher Konsistenz) und die temporale Fusion
(Verifikation zeitlicher Konsistenz von Zuständen und Zustandsänderungen). Kartendaten werden in
Kombination mit Sensorik zur Lokalisation als Kartendienste eingesetzt, um Informationen über stati-
sche Verkehrselemente aus Hintergrundwissen (der sogenannten digitalen Karte) zu extrahieren. Ein
wichtiges Teilproblem hierbei ist die Karteneinpassung (auch Kartenabgleich, Map Matching).
Potentiell fahrrelevante Verkehrselemente müssen nicht nur erkannt, sondern auch in den Kontext
der Verkehrssituation eingeordnet werden. Zu dieser Situationsinterpretation zählt die Modellierung
von Verkehrsregeln, die zur Interpretation von Relationen zwischen Objekten genutzt werden. Neben
statischen Verkehrselementen müssen auch andere Objekte (konkret oder abstrakt, zum Beispiel Fahr-
spuren und Wetter) in der Interpretation berücksichtigt werden. Daraus ergeben sich die Teilprobleme
der Erkennung dieser Informationen, der Informationsfusion und der Analyse von Eigenschaften und
Relationen.
Die praktische Umsetzbarkeit der entwickelten Verfahren und Methoden ist ein wichtiger Teilaspekt der
Arbeit. Sie werden als Funktionen von kognitiven Assistenzsystemen erprobt, die in Versuchsträgern
zum Einsatz kommen. Solche Versuchsträger können seriennahe Automobile sein, die mit zusätzlicher
Sensorik ausgestattet sind oder durch Umbaumaßnahmen für spezielle Einsatzmöglichkeiten wie das
autonome oder teilautonome Fahren umgerüstet wurden. Da die entwickelten Verfahren und Methoden
nicht auf Automobile beschränkt sein sollen, können auch andere Versuchsträger (etwa Fahrräder
oder Segway Personentransporter) und sogar mit Mobilgeräten ausgestattete Menschen zum Einsatz
kommen. Alle Einsatzszenarien spielen sich im Straßenverkehr ab. Die Verfügbarkeit von Sensorik zur
Umgebungserfassung wird stets vorausgesetzt.
Als Forschungsarbeit ist die Umsetzung in Serienfahrzeugen nicht von primärem Interesse. Im Sinne der
angewandten Forschung wird aber darauf geachtet, dass eine derartige Umsetzung mit vertretbarem
Aufwand durchgeführt werden könnte. Insbesondere wird in den durchgeführten Experimenten Hard-
ware verwendet, die in äquivalenter Form in Serienfahrzeugen verwendet wird oder mittelfristig dort
zum Einsatz kommen könnte. Es werden online lauffähige Verfahren entwickelt, die mit realen Daten
umgehen können.
Alle Fahrversuche werden im Großraum Karlsruhe in Baden-Württemberg durchgeführt. Entsprechend
wird die deutsche Straßenverkehrs-Ordnung [Sta13] als Grundlage der zu berücksichtigenden Straßen-
verkehrsregeln sowie der Klassifikation von Verkehrselementen zugrunde gelegt.
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Abb. 1.1.: Komponenten kognitiver Assistenzsysteme. Verschiedene Sensoren dienen zur Wahrnehmung des Um-
felds; Perzeption und Analyse der Daten führen zum Aufbau eines Umweltmodells gemäß der Wissens-
modellierung. Die grün hervorgehobenen Komponenten Umfelderkennung und Situationsinterpretation
werden im Rahmen der Arbeit schwerpunktmäßig behandelt.
1.3. Einordnung und Wissenschaftlicher Beitrag
Kognitive technische Systeme erfassen mit Hilfe verschiedener Sensoren ihre Umwelt. In Form von
Assistenzsystemen für den Straßenverkehr interagieren sie durch passive und aktive Mensch-Maschine-
Schnittstellen mit dem Fahrer oder steuern direkt die Aktorik des Fahrzeugs an. Mittels Perzeption,
Lernen, Inferenz und Planen bilden sie kognitive Fähigkeiten und Kontrollmechanismen, um Verkehrssi-
tuationen wahrzunehmen, zu analysieren und angemessen zu handeln. Die in der vorliegenden Arbeit
behandelten Schwerpunkte betten sich wie in Abbildung 1.1 dargestellt in kognitive Assistenzsysteme
ein. Objekte im Umfeld, insbesondere Verkehrszeichen und Lichtsignalanlagen, werden erkannt und
Relationen zwischen ihnen und anderen Entitäten im Rahmen der Situationsinterpretation analysiert,
um zusätzliches Wissen abzuleiten. Die gewonnenen Informationen werden im Umweltmodell abgelegt
und stehen Assistenzsystemen zur Verfügung, die beispielsweise als passive Fahrerassistenzsysteme auf
relevante Elemente hinweisen können oder sie zur autonomen Fahrzeugsteuerung bei der Generierung
von Fahraktionen berücksichtigen können.
Die Umfelderkennung stellt den sensornahen Teil dar, verantwortlich für die Erkennung statischer
Verkehrselemente. Aufgrund ihrer charakteristischen Merkmale wird primär eine Farbvideokamera
als Sensor verwendet. Die für die Erkennung zu lösenden Teilprobleme stammen aus den Bereichen
Signalverarbeitung, Bildverarbeitung und Maschinelles Lernen. Wie in vergleichbaren Problemstellungen
üblich, wird die Erkennungsaufgabe in die Teilaufgaben Segmentierung, Detektion, Merkmalstransfor-
mation, Klassifikation, Tracking und temporale Fusion aufgeteilt. Aufgrund der vielfältigen Merkmale
statischer Verkehrselemente eignet sich nicht ein einzelnes Verfahren zur Segmentierung und Transfor-
mation aller Merkmale. Daher werden für einzelne Merkmale geeignete Verfahren entwickelt sowie
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ihre Anwendbarkeit und Kombinationsmöglichkeiten betrachtet. Zur Klassifikation wird mit der hierar-
chischen Support-Vektor-Maschine (SVM) demgegenüber ein für alle Merkmale geeignetes Verfahren
entwickelt. Seine Skalierbarkeit für eine seriennahe Umsetzung wird durch eine detaillierte Unter-
suchung im Themenfeld aktives Lernen aufgezeigt. Durch Kombination mit dem ebenfalls für alle
Verkehrselemente einsetzbaren Tracking mittels Kalman-Filter und der temporalen Fusion für stati-
sche und semi-statische Elemente (ortsstatische Elemente mit sich zeitlich ändernden Zuständen) wird
eine Verarbeitungskette aufgebaut, die sich durch die merkmalsabhängig flexibel auswechselbaren
Komponenten zur universellen Erkennung statischer Verkehrselemente eignet.
Zur Analyse von Verkehrssituationen im Rahmen der Situationsinterpretation wird die Frage nach
der Fahrrelevanz statischer Verkehrselemente in den Vordergrund gestellt. Sie baut auf den in der
Umfelderkennung extrahierten Informationen auf und untersucht anhand typischer Problemstellungen,
welche weiteren Kontextinformationen eingebracht werden müssen. Es werden geeignete Verfahren zur
kontextsensitiven Informationsfusion und Relevanzbestimmung wie etwa Markov-Logik-Netze erarbei-
tet, welche die Kombination unsicherer Informationen aus der Perzeption mit sicherem Regelwissen
(beispielsweise Verkehrsregeln) ermöglichen.
Damit wird erstmalig ein Ansatz zur kontextsensitiven Situationsinterpretation für Verkehrselemente
entwickelt, der eine geschlossene Kette von der Aufnahme von Sensordaten bis hin zur Entscheidung
über die Fahrrelevanz umsetzt. Wesentliche Beiträge im Bereich der Umfelderkennung sind die Ent-
wicklung einer Auswahlstrategie (TPCB-ADR) im Bereich des aktiven Lernens und die Entwicklung
der hierarchischen SVM zur Beschleunigung der Klassifikation. Die Entwicklung der kontextsensitiven
Dempster/Shafer-Fusion zeigt die Nützlichkeit von Kontextinformationen zur Verbesserung der Infor-
mationsfusion auf. Mit Markov-Logik-Netzen wird ein Ansatz des statistisch relationalen Lernens auf
die Situationsinterpretation übertragen und seine Anwendung in mehreren Problemstellungen unter
anderem zur Bestimmung der Fahrrelevanz von Ampeln gezeigt. Alle Konzepte und Methoden werden
durch umfangreiche Experimente validiert.
1.4. Aufbau der Arbeit
Die vorliegende Arbeit besteht aus drei Blöcken in vier Kapiteln. Eine Beschreibung von für die Arbeit
relevanten verwandten wissenschaftlichen Arbeiten erfolgt im Stand der Technik in Kapitel 2. Die
entwickelten Konzepte und Methoden werden in den Kapiteln zur Umfelderkennung (Kapitel 3) und
Situationsinterpretation (Kapitel 4) vorgestellt. Kapitel 5 beschreibt die Validierung, für die verschiedene
Experimente durchgeführt wurden.
Stand der Technik In Kapitel 2 werden relevante Themenfelder identifiziert und eine Kategorisierung
verwandter Arbeiten entwickelt, anhand der eine Kurzvorstellung von etwa 80 wissenschaftlichen
Veröffentlichungen durchgeführt wird. Ausgewählte Einzelarbeiten sowie Forschungsgruppen werden
anschließend im Detail vorgestellt und offene Fragestellungen diskutiert.
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Umfelderkennung Es werden Verfahren zur Segmentierung, zur Detektion, zum Tracking, zur Klas-
sifikation und zur temporalen Fusion beschrieben. Aufgrund der intensiven Forschungsarbeit im ver-
gangenen Jahrzehnt bilden aus der Literatur bekannte Verfahren hierfür eine sehr gute Ausgangsbasis.
Geeignete Verfahren werden ausgewählt und gemäß der Anforderungen der Arbeit an eine echtzeitnahe
Verarbeitung auf Standardrechnern unter Verwendung von kostengünstiger Sensorik angepasst und
erweitert. Damit entstehen robuste Verfahren, die für die Situationsinterpretation geeignete Ergebnisse
liefern. Nennenswerte Beiträge sind die Einführung der hierarchischen SVM (eine Mischung aus einer
SVM und einem Entscheidungsbaum zum effizienten Umgang mit Mehrklassenproblemen) und die Ent-
wicklung einer neuartigen Auswahlstrategie im Rahmen des aktiven Lernens. Ein Teil der entwickelten
Methoden und Verfahren vor allem im Bereich der Segmentierung und Merkmalstransformation ist
speziell auf charakteristische Eigenschaften bestimmter Verkehrselemente zugeschnitten, andere wie
etwa die Klassifikation und das Tracking können generisch eingesetzt werden. Eine modulare Prozess-
kette wird eingeführt, um die generischen Komponenten gemeinsam zu nutzen und durch Austausch
merkmalsspezifischer Komponenten verschiedene Anwendungen zu realisieren:
• Die Erkennung von Ronden muss kreisförmige Verkehrszeichen detektieren und mit einer großen
Anzahl unterschiedlicher Klassen umgehen können. Zur Detektion eignet sich die von Barnes und
Zelinsky [BZ04] vorgestellte Fast Radial Symmetry; der effiziente Umgang mit einer Vielzahl von
Klassen wird durch die Einführung der hierarchischen SVM erreicht. Teile dieser Anwendung
wurden in den Publikationen [NZG07; NGZ08; NZ13] vorgestellt.
• Vorwegweiser zeichnen sich durch ihre Größe und einen einfarbigen Hintergrund aus, so dass
ein Detektionsverfahren basierend auf Farbmerkmalen eingesetzt werden kann. Nach einer Un-
terscheidung von Text- und Sinnbildregionen kann die Erkennung von Texten über Standard-
OCR-Verfahren und die Erkennung von Sinnbildern über eine SVM durchgeführt werden. Die
vorgestellte Anwendung zur Erkennung von Vorwegweisern basiert auf der Arbeit [XNZ09].
• Zur Erkennung von Zusatzzeichen müssen kleine Objekte detektiert werden, die in einer Vielzahl
verschiedener Typen vorkommen. Hier wird ausgenutzt, dass Zusatzzeichen immer in der Nähe
von anderen Verkehrselementen angebracht werden, so dass die Suchregion entsprechend ein-
geschränkt werden kann. Eine angepasste Hough-Transformation und eine hierarchische SVM
werden zur Detektion und Klassifikation eingesetzt. Diese Anwendung wurde in [Nie+10] publi-
ziert.
• Durch ihre Aufstellung in Innenstädten und vergleichsweise kleine Größe stellen Ampeln eine
Herausforderung für die Detektion dar. In der temporalen Fusion müssen Zustandsübergänge
zwischen den verschiedenen Ampelfarben behandelt werden. Das vorgestellte Verfahren zur
Erkennung von Ampeln basiert auf den Publikationen [Dre+10; NDZ10].
Situationsinterpretation Die Verfahren zur Situationsinterpretation werden vor dem Hintergrund
der Forschungsfrage zur Ermittlung der Fahrrelevanz von statischen Verkehrselementen entwickelt. Um
mit der durch den Einsatz von Sensorik und Verfahren zur Umfelderkennung inhärenten Unsicherheit
umzugehen, werden probabilistische Ansätze zu Grunde gelegt.
• Die Fusion mit einem Fahrspurerkenner (Abschnitt 4.1) wertet räumliche Relationen zwischen
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Verkehrszeichen und Fahrspuren aus, um die Gültigkeit von Verkehrszeichen für Fahrspuren zu
bestimmen. Im Sinne des Verzichts auf teure Sensorik wird das Verfahren rein bildbasiert umgesetzt
und die wesentliche Herausforderung ist der Umgang mit fehlenden Distanzinformationen. Sie
werden geschätzt und Konfidenzen für die Position von Verkehrszeichen und Fahrspuren im
Fahrzeugkoordinatensystem werden aufgestellt, die wiederum zur Berechnung von Zuordnungen
maximaler Konfidenz genutzt werden. Diese Anwendung entstand in Zusammenarbeit mit Thomas
Gumpp [NGZ08].
• Die in Abschnitt 4.2 präsentierte kontextsensitive Fusion zur Bestimmung des gültigen Tempolimits
basiert auf den Veröffentlichungen [WNZ08; GNL09; NGZ09]. Sie nutzt einen bekannten Ansatz
zur Informationsfusion, die Dempster/Shafer-Fusion, um Umfelderkennung und Kartendienste
zu fusionieren. Neuartig ist die Nutzung des sogenannten Situationskontexts, mit dessen Hilfe
die Zuverlässigkeit der Informationsquellen geschätzt wird und ihre Massefunktionen adaptiert
werden. Dadurch werden Fehler in typischen Konfliktsituationen wie etwa Baustellen verhindert.
• Mit Markov-Logik-Netzen wird in Abschnitt 4.3 die Übertragung eines Verfahrens des statistischen
relationalen Lernens gezeigt. Durch die Verbindung von Unsicherheit und komplexen relationalen
Strukturen eignet es sich als allgemeines Framework zur Situationsinterpretation. Die Anwendung
von MLNs auf konkrete Problemstellungen zur Erkennung von Baustellen, zur Bestimmung der
Gültigkeit von Zusatzzeichen und zur Bestimmung der Fahrrelevanz von Ampeln (letztere in
[NGZ11] publiziert) wird vorgestellt.
Experimente und Evaluation Zur Evaluation der in den Bereichen Umfelderkennung und Situations-
interpretation entwickelten Konzepte und Methoden wird eine Vielzahl von Experimenten durchgeführt.
Sie validieren den Einsatz der Verfahren zur Erkennung deutscher Verkehrselemente, die Berücksich-
tigung der Rahmenbedingungen in Bezug auf kostengünstige Sensorik und Online-Verarbeitung auf
Standard-Hardware, die Nützlichkeit der gewonnenen Informationen zur Entwicklung von Assistenzsys-
temen und die Eignung der Verfahren zur Bestimmung der Fahrrelevanz von Verkehrselementen.
• Die Evaluation der Erkennung von Ronden (kreisförmige Verkehrszeichen), Warnhinweisen (dreie-
ckige Verkehrszeichen), Vorwegweisern, Zusatzzeichen und Ampeln belegt die Einsetzbarkeit der
modularen Verarbeitungskette und der in ihr verwendeten Komponenten für die wichtigsten Arten
deutscher Verkehrselemente.
• Ein sehr großer Datensatz wird verwendet, um die Leistung der zur Skalierung der Klassifikation
entwickelten Methoden zu evaluieren. Im Bereich des aktiven Lernens wird eine neu entwickelte
Auswahlstrategie mit anderen Auswahlstrategien verglichen. Die Leistung der hierarchischen SVM
wird der Leistung einer Standard-SVM gegenübergestellt.
• Die Leistung der Methoden der Situationsinterpretation zur Bestimmung der Fahrrelevanz von
Verkehrslementen wird durch Experimente zur Zuordnung von Verkehrszeichen zu Fahrspuren,
zur Bestimmung des gültigen Tempolimits mittels kontestsensitiver Dempster/Shafer-Fusion und
zur Bestimmung der fahrrelevanten Ampeln durch Inferenz auf einem MLN gezeigt.
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Erste Forschungsarbeiten zur Erkennung von Verkehrszeichen wurden Anfang der 90er Jahre vor allem
im Rahmen des EUREKA-PROMETHEUS-Projekts (PROgraMme for a European Traffic of Highest Efficien-
cy and Unprecedented Safety) veröffentlicht [Rit92; Pri+93; PR93; Jan+93; Est+94; Pic+94; ZRJ94;
AKA96; AA96; Fra+97]. Die aus heutiger Sicht (2013) stark eingeschränkte Rechenleistung limitierte
die Auswahl echtzeitfähiger Algorithmen sehr. Durch den hohen Aufwand war ein Serieneinsatz nicht
realisierbar und die Forschungsaktivitäten gingen in den folgenden zehn Jahren deutlich zurück. Der
technische Fortschritt vor allem durch Verbesserungen der Sensorik, der Miniaturisierung von Computern
und ständige Erhöhungen der Rechenleistung aber verbesserten die Rahmenbedingungen stetig. Dies
führte schließlich zu steigendem industriellen Interesse an kognitiven Fahrerassistenzsystemen. Parallel
dazu stiegen die Forschungsaktivitäten seit 2005 merklich an, wie an der Anzahl der Veröffentlichun-
gen zu den verschiedenen Themenbereichen abgelesen werden kann. Da sich durch die deutlichen
Verbesserungen der Hardware auch die Auswahl möglicher Algorithmen stark gewandelt hat, liegt der
Fokus im Folgenden auf der Betrachtung von Forschungsarbeiten seit 2005. Weiterhin relevante ältere
Arbeiten werden ebenfalls vorgestellt. Um den Überblick über das breite Forschungsfeld zu erleichtern,
werden zunächst Themenfelder identifiziert und verschiedene Kategorisierungen verwandter Arbeiten
eingeführt. Danach wird ein Überblick über etwa 80 aktuelle Forschungsarbeiten gegeben. Die Arbeiten
größerer Forschungsgruppen sowie wichtige Arbeiten einzelner Autoren werden anschließend im Detail
vorgestellt und diskutiert.
2.1. Themenfelder
Einige Veröffentlichungen zur Erkennung von Verkehrselementen widmen sich nur speziellen Teilaspek-
ten des Erkennungsvorgangs, etwa der Segmentierung [LB04; LA+05; GJ+05; GJ+07; KBA11], der
Klassifikation [SHW05; PND06; Ove11; HW12] oder dem Tracking [LA+07]. Viele Arbeiten jedoch
stellen in sich abgeschlossene Systeme dar, die eine konkrete Erkennungsaufgabe lösen. Die Zeichen-
erkennung wird zur Inventarisierung bzw. Kartierung vorhandener Zeichen genutzt [SPJ04; LA+07;
McL+08; Seg+10]. Zur Unterstützung von Menschen mit Mobilitätseinschränkungen kommt die Erken-
nung von Ampeln zum Einsatz [Shi+02; SHW05; KKY07]. Touristen werden durch die automatische
Übersetzung von Texten auf Verkehrszeichen unterstützt [Che+04; Bou+11]. Passive Fahrerassistenzsys-
teme präsentieren dem Fahrer Verkehrszeichen auf verschiedene Arten. Um dabei die Überlastung des
Fahrers durch zu viele Informationen zu vermeiden, schlagen einige Autoren eine Filterung anhand der
Sichtbarkeit vor [STB09; DDT11].
Der mit Abstand verbreitetste Sensor ist die monokulare Farbvideokamera. Einige Autoren verwenden un-
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Abb. 2.1.: Veröffentlichungen zur Erkennung von statischen Verkehrselementen und ihre altersgewichtete Anzahl
an Zitaten (AAZ) mit AAZ := c/a dargestellt durch die Kreisgröße. Dabei ist c die Anzahl der Zitate am
07. Februar 2013 laut Google Scholar [Goo13] und a das Alter der Publikation in Jahren zu diesem
Zeitpunkt.
terstützend Entfernungsmessungen durch eine zweite Kamera als Stereosystem [LK04; Eck07; McL+08;
Bar+09]. Daneben gibt es Experimente mit aktiven Kameras, die Verkehrszeichen bei der Vorbeifahrt
verfolgen [MKS00; Gu+10; GYT11] oder Infrarot-Kameras zur Ausnutzung der Retroreflexivität von
Verkehrszeichen [McL+08]. Schließlich werden GPS-Sensoren eingesetzt, um über die Kenntnis der
eigenen Position eine Fusion mit Kartendiensten durchzuführen [GWF03; Bah+08; LBB08; McL+08;
Bar+10].
Die Forschungsaktivität ist insbesondere im Bereich der Erkennung piktogrammbasierter Verkehrszeichen
hoch, wie der Analyse von Querverweisen in Forschungsarbeiten (siehe Abbildung 2.1) entnommen
werden kann. Dies liegt unter anderem an der industriellen Nachfrage an Systemen zur Erkennung von
Tempolimits, die 2008 im ersten Serieneinsatz eines solchen Systems in der BMW 7er Serie mündete.
Die Entwicklung des Systems wurde von der israelischen Firma Mobileye [Mob] durchgeführt, eigenen
Angaben zufolge das weltweit größte Entwicklungszentrum für Maschinensehen. Die Funktionalität
wurde sukzessive um die Erkennung von Überholverboten und bestimmten Zusatzzeichen ergänzt und
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auf eine größere Anzahl unterstützter Länder erweitert. Details zur verwendeten Methodik sind nicht in
Form von wissenschaftlichen Arbeiten veröffentlicht. Die Angaben in Patenten sind unspezifisch [Ste+08;
Ste+11]. Andere Fahrzeughersteller wie Mercedes, Audi, Opel, Saab und Volkswagen zogen in den
kommenden Jahren mit dem gleichen oder ähnlichen Funktionsumfang nach. Neben Eigenentwicklungen
und dem von Mobileye angebotenen System arbeiten Automobilzulieferer an vergleichbaren Systemen,
etwa Bosch [Jan03; Jan04], Siemens [Bah+06; Bah+05; Bah+08; Kel+08], Hella [Bec09], Continental
[BG10] und Harman [NM11; WCH13; YCW10]. Die Vermarktung der Systeme führte dazu, dass der
Begriff Verkehrszeichenerkennung im Sprachverständnis häufig mit der Erkennung von Tempolimits
gleichgesetzt wird, obwohl der Bereich der Verkehrszeichenerkennung ein viel größeres Spektrum
abdeckt.
Ein weiteres Themenfeld ist die Erkennung von Textzeichen insbesondere auf Vorwegweisern, die durch
die Verwendung von hochauflösenden Kameras ermöglicht wird [MKS00; WCY05; AJ06]. Seit einigen
Jahren ist zudem eine verstärkte Aktivität auf dem Gebiet der Ampelerkennung festzustellen [LK04;
Eck07; KKY07; CN09; SO09; Li+11; SSD12; CGL13]. Anwendung findet sie unter anderem im Kom-
fortbereich und zur Verbesserung der Energieeffizienz. Zum autonomen Fahren ist diese Funktionalität
sogar eine Voraussetzung.
Erste Arbeiten zum Einsatz von Mobilgeräten [SPJ04; LY10; Bou+11], die Kamera und Verarbei-
tungseinheit kombinieren und nicht fest verbaut werden, deuten einen möglichen Trend zukünftiger
Forschungsarbeiten an. Aufgrund der Einsetzbarkeit in beliebigen Fahrzeugen und der oft bereits vorhan-
denen kostengünstigen Hardware ist diese Lösung für Anwender besonders attraktiv. Für Erkennung und
Situationsinterpretation ergeben sich neue Herausforderungen durch die in Mobilgeräten verbauten stark
unterschiedlichen Kamerasensoren sowie die ständig wechselnde Ausrichtung des Geräts im Fahrzeug.
Neben der bislang diskutierten rein bildbasierten Erkennung von Verkehrselementen entstanden einige
Arbeiten zur Informationsfusion mit Kartendiensten [LK04; Bah+08; LBB08; Bar+10; PNB10; DL11;
DLB11]. Ziel dieser Ansätze ist die Kombination der Vorteile der jeweiligen Informationsquellen zu
einem insgesamt robusteren System.
2.2. Überblick über Forschungsarbeiten
Trotz einer hohen Gesamtanzahl an Veröffentlichungen im Bereich der Umfelderkennung gibt es nur
wenige Überblicksstudien über das Themenfeld: Die Studie von Fleyeh und Dougherty [FD05] wurde
bereits 2005 veröffentlicht und enthält daher keine aktuellen Arbeiten. Fu und Huang [FH10] präsen-
tierten im Jahr 2010 einen aktuelleren, aber nicht sehr umfangreichen Überblick. Schließlich gibt es
eine Studie von Mogelmose, Trivedi und Moeslund [MTM12] aus dem Jahr 2012, die zwar ein breites
Spektrum an Arbeiten erfasst, sich allerdings nur mit Detektion und Tracking auseinandersetzt.
Um dennoch einen Überblick über das breite Themenspektrum zu erhalten, wird in diesem Abschnitt
eine Übersicht über etwa 80 verwandte Arbeiten gegeben. Um sie schnell einordnen zu können, wird
eine Kategorisierung verwendet, die das Jahr der Veröffentlichung, eine Typisierung sowie die Länder
(Länderkürzel nach ISO 3166) angibt, in denen die in Experimenten verwendeten Daten aufgenommen
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Abb. 2.2.: Schema zur Typisierung verwandter Forschungsarbeiten. Die Darstellung verwendet die Symbole [Ré13;
Ste13; Vol13; Mic13a; Chr13; Mic13b; Jas13; Art13].
wurden. Die Typisierung basiert auf Abbildung 2.2 und unterscheidet zwischen Arbeiten zur Umfelder-
kennung und zur Interpretation. Die verwendeten Informationsquellen sowie die betrachteten Arten von
Verkehrselementen werden angegeben. Arbeiten der gleichen Forschungsgruppe (siehe Abschnitt 2.3)
sind mit identischen Hintergrundfarben gekennzeichnet. Neben der Kategorisierung jeder Arbeit wird das
Ziel angegeben und das methodische Vorgehen kurz beschrieben. Auf Angaben zur Leistung (in Bezug
auf Laufzeit oder Erkennungsraten) der Ansätze wird bewusst verzichtet, da durch unterschiedliche
Länder, Sensorik, Verarbeitungseinheiten und Datensätze keine Vergleichbarkeit gewährleistet ist. Die
Begriffe Segmentierung (englisch segmentation), Detektion (englisch detection) und Erkennung (englisch



















Wie dem Überblick über verwandte Forschungsarbeiten in Tabelle 2.1 entnommen werden kann, sind fast
alle Publikationen im Bereich der Umfelderkennung angesiedelt; nur wenige widmen sich der Situations-
interpretation. Einer der Hauptgründe dafür ist vermutlich die Abhängigkeit der Situationsinterpretation
von der Umfelderkennung: Erst wenn für alle zu betrachtenden Objekte der Szene robust funktionie-
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rende Perzeptionskomponenten entwickelt wurden, können Algorithmen zur Situationsinterpretation
getestet werden. Da die Veröffentlichung von Datensätzen oder Implementierungen von Algorithmen
noch eine große Ausnahme darstellt, beginnt jedes Forschungsteam von vorne mit der Entwicklung.
Im Bereich der Segmentierung werden Farb-, Kanten- und Texturmerkmale eingesetzt. Einigkeit herrscht
darüber, dass Farbmerkmale stark vom Umgebungslicht beeinflusst werden, das im Verkehrsbereich
beeinflusst von Sonnenlicht, Schweinwerfern, Blinkern, Tunneln und Straßenlaternen besonders großen
Schwankungen unterliegt. Da kein robustes Verfahren bekannt ist, Lichtquellen und ihre Farben in
Kamerabildern automatisch zu ermitteln, versuchen einige Autoren über einen Weißabgleich die farbver-
fälschenden Effekte von Lichtquellen zu eliminieren [Bro+07; Zhe+12]. Dafür müssen allerdings sehr
einschränkende Annahmen getroffen werden, etwa dass die mittlere untere Bildregion graue Straße
zeigt. Andere Ansätze versuchen, durch eine Transformation in einen anderen Farbraum robustere
Ergebnisse zu erzielen. Für den Fall von durch Umgebungslicht verfälschten Farben hilft dieses Vorgehen
jedoch nicht. Diese Erkenntnis spiegelt sich über den betrachteten Zeitraum durch einen Trend weg
von Farbmerkmalen hin zu Kantenmerkmalen wider: Wurden Farbmerkmale zunächst noch häufig als
primäres Merkmal verwendet, so werden sie in aktuellen Arbeiten nicht benutzt oder nur unterstützend
eingesetzt. Kantenmerkmale werden oft in Verbindung mit Varianten der Hough-Transformation verwen-
det. Eine Reihe wichtiger Veröffentlichungen dazu beschreibt die Fast Radial Symmetry [BZ04; LB04;
BL06] als robuste und echtzeitfähige Methode zur Detektion von Kreisen bzw. regelmäßigen Polygonen,
die in vielen Arbeiten eingesetzt wird [SD06; PC07; Kel+08; NKMS08; Bar+09; HZ09; Gu+10; RLL10;
Liu+11; SSD12; Zhe+12]. Auch das von Dalal und Triggs [DT05] ursprünglich zur Fußgängererkennung
vorgeschlagene HOG-Merkmal basiert auf Kanten. Es findet im Bereich der Erkennung von Verkehrs-
elementen sowohl zur Segmentierung [Ale+07; TZG09; Liu+11; ZS11a] als auch zur Klassifikation
[Ove11; PMN13] Anwendung. In beiden Bereichen verbreitet eingesetzt werden auch Varianten des
Viola/Jones-Verfahrens [VJ01] zur Objekterkennung [LK04; Bah+05; Kel+08; Bar+09; TZG09; Gu+10;
LVPLAC10; Seg+10; YCW10; Che+11; Deg+11]. Darüber hinaus werden zahlreiche weitere Lernverfah-
ren zur Klassifikation eingesetzt, etwa SVMs [LA+05; GJ+07; Kou07; MB+07; TZG09; YCW10; Liu+11;
GG+11; PMN13], neuronale Netze [TB04; LK04; Bro+07; Mou+07; HZ09; Jia+11], Boosting [Ove11],
Bayes-Klassifikatoren [Kou07] oder Random Forests [ZS11b].
Arbeiten im Bereich der Situationsinterpretation gibt es bislang nur wenige. Sie beschäftigen sich mit
der Sichtbarkeit von Verkehrszeichen [STB09; Dom+10; DDT11] und der Gültigkeit von Tempolimits
[Bar+10; Meu+10; PNB11].
Kategorisierung Ziele und methodisches Vorgehen
2000 [MKS00]
JP
Erkennung von Verkehrszeichen. YUV-Schwellwertverfahren zur Farbsegmentie-
rung. Validierung von ROIs per Hough-Transformation für Kreise bzw. einen
Histogramm-Ansatz für Linien und Analyse der Ergebnisse für Rechtecke. Aus-
richtung der Telekamera auf die prädizierte Position eines gefundenen Verkehrs-
zeichens. Template Matching zur Klassifikation kreisförmiger Zeichen. Grauwert-
transformation, adaptives Schwellwertverfahren und Histogramm-Ansatz zur
Segmentierung von Schriftzeichen und Symbolen auf Vorwegweisern. Template
Matching zur Klassifikation von Schriftzeichen und Abgleich mit Wörterbuch.
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Kategorisierung Ziele und methodisches Vorgehen
2002 [LLX02]
CN
Detektion von Verkehrszeichen. Filterung des Kantenbildes durch HSI-
Schwellwertregeln. Genetischer Algorithmus zur Kreisdetektion. Einfaches Bewe-




Erkennung von Tempolimits. RGB-Schwellwertverfahren zur Farbklassifikation.
Nachbarschaftsanalyse und Template Matching zur Detektion von Tempolimits.





Erkennung von Tempolimits. Fast Radial Symmetry zur Segmentierung, Größen-
normalisierung und Kreuzkorrelation mit Referenzmodellen zur Klassifikation.
2004 [LK04]
DE
Erkennung von Ampeln. Vergleich von Farbsegmentierung, Hough-Transformation
für Kreise und Matched Filter zur Segmentierung von Ampellichtern. Klassifikation
mit neuronalem Netz. Tracking und temporale Fusion durch Mehrheitsentschei-




Erkennung von Verkehrszeichen. Generalisierung der Fast Radial Symmetry für
Kreise zur Extended Fast Radial Symmetry für n-Ecke. Berücksichtigung von




Erkennung von Tempolimits. Viola/Jones-Verfahren mit Haar-Wavelets erweitert
um Farbinformationen. Merkmalsreduktion durch LDA. Typbestimmung durch
Nächster-Nachbar-Klassifikation zu durch Gauß-Mixturen repräsentierten Refe-
renzmodellen. Tracking anhand eines einfachen Bewegungsmodells. Temporale






Detektion von Verkehrszeichen. HSI-Schwellwerte, Zusammenhangskomponenten
und Randbestimmung. Mittelpunktbestimmung von ROIs und Extraktion der
Abstände zum Rand als Merkmale. Nutzung der FFT, um rotationsinvariante
Merkmale zu erhalten. Projektive Abbildungen zu Basisformen zur Normalisie-




Erkennung von Verkehrszeichen. Schwellwertregeln im RGB-Farbraum, Zusammen-




Klassifikation von Verkehrszeichen. Manuell segmentierte Verkehrszeichenbilder
als Eingabe. Farbklassifikation mittels SVM basierend auf HS-Farbhistogrammen
als Merkmal. Formklassifikation durch Extraktion von Eckpunkten und Matching
auf Referenzmodelle.
14
2.2. Überblick über Forschungsarbeiten
Kategorisierung Ziele und methodisches Vorgehen
2005 [WCY05]
US
Detektion von Text auf Vorwegweisern. Clustering extrahierter Farbmerkmalen zu
Eckpunkten. Filterung nicht senkrechter Ebenen basierend auf Punktkorrespon-
denzen in aufeinander folgenden Bildern. Region Growing auf Farbmerkmalen




Segmentierung von Pfeil- und Textregionen auf Vorwegweisern. RGB-Schwellwerte,
Zusammenhangskomponenten und Filterregeln zur Segmentierung von Rich-
tungswegweisern. Segmentierung von Pfeilen über genetische Algorithmen und
geometrische Analyse von Eckpunkten.
2006 [SD06]
GR
Erkennung von Verkehrszeichen. Schwellwertregeln im L*a*b*-Farbraum zur Bil-
dung von vier Binärbildern als Eingabe für die Extended Fast Radial Symmetry
zur Segmentierung. Tracking und Prädiktion zur Reduktion der Laufzeit. Kreuz-
korrelation zu Referenzmodellen zur Klassifikation.
2007 [Ale+07]
AT
Detektion von Verkehrszeichen. histogram of oriented gradients (HOG)-ähnliche
Merkmalsextraktion mit angepassten Zellgrößen. Klassifikation über Sliding Win-
dow Verfahren und Vergleich mit Referenzmodellen mit trainierten Gewichten.
2007 [Bro+07]
IT
Erkennung von Verkehrszeichen. RGB-Schwellwerte und Zusammenhangskompo-
nenten zur Bildung von ROIs. Template Matching zur Klassifikation der Form.
Neuronale Netze zur Typbestimmung.
2007 [Eck07]
DE
Erkennung von Ampeln. Hough-Transformation für Kreise zur Segmentierung
von Ampeln. Verifikation durch Ermittlung des Ampelkastens und Schwellwertre-
geln für extrahierte Merkmale. Tracking mittels Kalman-Filter unterstützt durch
Abstandsschätzung basierend auf Stereo-Kamerasystem.
2007 [KKY07]
US
Erkennung von Ampeln. Schwellwertregeln im RGB-Farbraum zur Segmentie-




Klassifikation von Verkehrszeichen. Nutzung manuell segmentierter Daten zum
Vergleich von Random Forest mit anderen Klassifikatoren: SVMs, Bagging SVM





Tracking von Verkehrszeichen. Tracking von Schildern mit Hilfe von Kalman-Filtern
unter Berücksichtigung von Mehrfacherkennungen im gleichen Bild. Zuordnung
über minimale Ähnlichkeit. Prädiktion in Weltkoordinaten unterstützt durch Odo-
metrie und GPS. Temporale Fusion über altersgewichtete Konfidenzberechnung.
2007 [MB+07]
ES
Erkennung von Verkehrszeichen. Schwellwertregeln im HSI-Farbraum für farbi-
ge und im RGB-Farbraum für achromatische Schilder. Bildung von Zusammen-
hangskomponenten. Klassifikation der Form nach [GJ+07]. Klassifikation der
Schildtypen mittels SVMs mit RBF-Kernel.
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Erkennung von Tempolimits. Hough-Transformation für Kreise zur Segmentierung
von runden Tempolimits. Kantenbasierte Rechtecksegmentierung ohne nähere An-
gaben zum Verfahren für rechteckige (amerikanische) Tempolimits. Regelbasierte
Segmentierung der Zahl im Binärbild und anschließende Ziffernsegmentierung
über Zusammenhangskomponenten und Histogramm-Verfahren. Neuronales Netz
zur Klassifikation von Ziffern.
2007 [PC07]
PT
Erkennung von Verkehrszeichen. Schwellwertregeln im HSV-Farbraum zur Seg-
mentierung von blau und rot. Zusammenhangskomponenten und Filterregeln
zur Bildung von ROIs. Klassifikation der Form über Fast Radial Symmetry (Kreis)
und Harris Corner Detection und Regeln (Dreieck und Quadrat). Nicht erkannte




Bestimmung des gültigen Tempolimits. Fusion nach Bayes zur Ermittlung des
gültigen Tempolimits. Berücksichtigung des Straßentypes bei der Generierung
von Wahrscheinlichkeiten anhand des Kartendienstes.
2008 [Car+08]
IT
Detektion von Aufhebungszeichen. Scanline-Verfahren auf Gradientenbild und Zu-
standsautomat zur Segmentierung des schwarzen Bandes von Aufhebungszeichen.
Hough-Transformation für Kreise zur Verifikation von Kandidaten. Tracking in
Bildkoordinaten über minimale Distanz.
2008 [Ham+08]
FR DE
Erkennung von Aufhebungs- und Zusatzzeichen. Hough-Transformation für Kreise
zur Segmentierung von Aufhebungszeichen und Verifikation über neuronales
Netz. Segmentierung von Rechtecken unterhalb von Tempolimits (keine Anga-




Erkennung von Tempolimits. Kantenbasierte Segmentierung aufrechter Rechtecke
ähnlich zum Fast Radial Symmetry Verfahren. Anschließende ROI-Bildung durch
Viola/Jones-Verfahren mit nachfolgender Rotationskorrektur. Klassifikation von
Zahlen nach LDA-Merkmalsreduktion über minimale Mahalanobis-Distanz zu




Verbesserung der Selbstlokalisierung. Dempster/Shafer (D/S)-Fusion zur Verbesse-
rung der Selbstlokalisierung.
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Kategorisierung Ziele und methodisches Vorgehen
2008 [McL+08]
IE
Inventarisierung von Verkehrszeichen. Stereo-Kameras mit einseitiger Infrarot-
Beleuchtung zur Detektion von Verkehrszeichen unter Ausnutzung der Retrorefle-
xivität. Schwellwertfilterung des linken Kamerabildes, Filterung des Himmels und
Extraktion von Zusammenhangskomponenten. Regelbasierte Filterung und Korre-
spondenzsuche im rechten Bild durch Reflektionsmodell und Template Matching.




Detektion von Verkehrszeichen. Beschleunigung von Hough-Transformation oder
Extended Fast Radial Symmetry durch Einschränkungen im Suchraum mittels
Auswertung eines Symmetriemerkmals im Bild.
2008 [XK08]
UK
Segmentierung von Verkehrszeichen. Schwellwertregeln im LCH-Farbraum (CIE-
CAM97) und Quadtree-Histogramm-Verfahren zur Segmentierung. Unterschiedli-
che Parameter abhängig vom Wetter (manuelle Einteilung der Bilder).
2009 [Bar+09]
ES
Erkennung von Verkehrszeichen. Viola/Jones-artiges Verfahren zur Detektion. Fast
Radial Symmetry für Kreise bzw. Hough-Transformation für Dreiecke zur Verifika-
tion und Bestimmung der Modellparameter. Klassifikation per Forest-ECOC (error
correcting output codes). Bestimmung der Weltposition durch Stereoinformatio-
nen und Global Positioning System (GPS)/inertial measurement unit (IMU).
2009 [Kir+09]
ES
Erkennung von Verkehrszeichen. Segmentierung mittels Schwellwertregeln im HSI-
Farbraum und Form- und Typklassifikation durch SVMs. Das Vorgehen entspricht
im Wesentlichen dem von [LA+07].
2009 [Car+09]
IT
Detektion von Verkehrszeichen. Hough-Transformation für Linien und geometrische
Analyse zur Segmentierung von Dreiecken und Rechtecken.
2009 [CN09]
FR
Erkennung von Ampeln. Morphologischer TopHat-Operator, Zusammenhangskom-




Erkennung von Verkehrszeichen. Kombination von Fast Radial Symmetry und SIFT-
Merkmalen mit Nächster-Nachbar-Suche zu Referenzmodellen zur Kreissegmen-
tierung. Aktive Konturen zur Verbesserung der SIFT-Ergebnisse. Neuronale Netze




Erkennung von Ampeln. Training von HS-Gaußverteilungen zur Modellierung von
Ampelfarben. Binarisierung über Schwellwerte, Zusammenhangskomponenten
und regelbasierte Filterung. Temporale Konsistenzprüfung.
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Kategorisierung Ziele und methodisches Vorgehen
2009 [STB09]
FR
Sichtbarkeitsanalyse von Verkehrszeichen. Betrachtung von Saliency als Klassifi-
kationsproblem. Farbhistogramme und SVM zur Klassifikation der Saliency von




Erkennung und Positionsbestimmung von Verkehrszeichen. Fahrzeug ausgestattet
mit acht Kameras (zwei pro Seite). RGB-Schwellwertverfahren als Vorfilter gefolgt
von Viola/Jones-Verfahren zur Segmentierung. Verifikation durch SVM basierend
auf Farb-, HOG- und Haar-ähnlichen Merkmalen. Weitere SVMs zur Klassifikation
der Schildart (Form und Farbe). Korrespondenzsuche auf Objektebene in be-
nachbarten Kameras, Bestimmung der 3D-Position. Minimum Description Length




Bestimmung des gültigen Tempolimits. Logik-Regeln für den Spezialfall von un-
terschiedlichen Tempolimits in der Nähe von Ausfahrten. Zustandsautomat und




Sichtbarkeitsanalyse von Verkehrszeichen. Region Growing mit zufälligen Start-
punkten im L*a*b*-Farbraum in der Umgebung detektierter Verkehrszeichen.
Bestimmung der Sichtbarkeit von Verkehrszeichen als gewichtete Summe von
Farb-, Kanten- und Texturmerkmalen zwischen Verkehrszeichen und den per Regi-




Erkennung von Verkehrszeichen mit aktivem Kamerasystem. Weitwinkelkamera zur
Detektion und Telekamera zur aktiven Verfolgung eines Verkehrszeichens. Fast Ra-




Erkennung von Verkehrszeichen. Bestimmung einer Attention Map über Gabor
Filter, difference of Gaussians (DoG) und weitere Merkmale. Schwellwertverfah-
ren zur Bestimmung von ROIs. Schwellwertverfahren zur Farbsegmentierung im
RGBY-Farbraum. Multiplikative Kombination verschiedener schwacher Klassifika-




Erkennung von Verkehrszeichen. Extraktion von Gabor-Merkmalen im L*a*b*-
Farbraum und k-Means Clustering. Regelbasierte Filterung. Klassifikation der
Form anhand des Verhältnisses von Umfang und Flächeninhalt und der Anzahl an
Seiten durch Analyse des Abstands zum Rand. Klassifikation über Spektralmerk-
male und Kreuzkorrelation mit Referenzmodellen.
2010 [LY10]
TW
Erkennung von Verkehrszeichen. Schwellwertregeln im HSI-Farbraum zur Seg-
mentierung. Template Matching zur Formklassifikation und Typbestimmung.
Verwendung eines Smartphones als Videokamera, WLAN-Streaming an datenver-
arbeitenden Computer.
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Detektion von Verkehrszeichen. Vorfilterung des Bildes mittels local contour pat-
terns (LCPs) und Bildung von ROIs. Viola/Jones-Verfahren mit Texturmerkmalen
(Quantum Features) angewandt auf ROIs zur Detektion.
2010 [Meu+10]
DE
Bestimmung des gültigen expliziten Tempolimits. Temporale Fusion nach Bayes.
Zusammenfassung unterschiedlicher Tempolimit-Schilder mit gleichem Inhalt auf
gleicher Höhe. Regeln zur Validierung aufeinander folgender Tempolimits.
2010 [PNB10]
FR
Bestimmung des gültigen Tempolimits. D/S-Fusion zur Ermittlung des gültigen
Tempolimits. Als Informationsquellen gehen die kamerabasierte Erkennung von
Tempolimits und aus Kartendaten ermittelte Informationen zum Tempolimit ein.




Erkennung von Verkehrszeichen. HSV-Segmentierung und dichtebasierte Regionen-
klassifikation. Region Growing und Zusammenhangskomponenten. Extended Fast
Radial Symmetry zur Segmentierung von Formen. Tracking per Kalman-Filter und
Nutzung der Prädiktion zur Adaption der Segmentierung. Merkmalsextraktion
mittels Größennormalisierung, Farbdiskretisierung und Distanztransformation.
Selektion diskriminativer Regionen zur Merkmalsreduktion. Nächster-Nachbar-
Klassifikation zu Referenzmodellen und temporale Fusion.
2010 [Seg+10]
HR
Inventarisierung von Verkehrszeichen. Viola/Jones-Verfahren zur Detektion dreie-
ckiger Verkehrszeichen. Größennormalisierung von Kandidaten, multiple discri-
minant analysis (MDA) und Nächster-Nachbar-Klassifikation zur Typbestimmung.
Abgleich mit Geoinformationssystem (GIS)-Datenbank.
2010 [YCW10]
US
Erkennung von Tempolimits. Viola/Jones-Verfahren mit local binary pattern (LBP)-
Merkmalen zur Segmentierung amerikanischer Tempolimits. Lineares Tracking
zur Begrenzung von Suchregionen bei der Verfolgung von Kandidaten. Rotati-
onsnormalisierung, Binarisierung mit adaptivem Thresholding und Extraktion
von Zahlen durch Zusammenhangskomponenten. Dimensionsreduktion mittels




Erkennung von Verkehrszeichen. RGB-Schwellwerte und Zusammenhangskompo-
nenten zur Bildung von ROIs. Viola/Jones-Verfahren zur Detektion. Extraktion




Bestimmung des gültigen Tempolimits. D/S-Fusion mit der Erkennung von Tem-
polimits und aus Kartendaten ermittelten Informationen zum Tempolimit als
Informationsquellen.
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Kategorisierung Ziele und methodisches Vorgehen
2011 [Deg+11]
JP
Unüberwachtes Lernen zur Verbesserung der Klassifikation von Verkehrszeichen.
Viola/Jones-artiges Verfahren zur Detektion von runden Verkehrszeichen. Bei
Detektion Umgebungssuche in vorhergehenden Bildern ohne Detektionsergebnis
mit farbbasierter Segmentierung. Bilder ohne Detektionsergebnis in der zeitlichen




Detektion von Verkehrszeichen. HSV-Vorfilterung und per Ridge Regression gelernte
RGB-Schwellwertregeln zur Segmentierung. Auf RANSAC basierende Ellipsener-
kennung zur Lokalisation perspektivisch verzerrter Kreise. Template Matching zur
Formbestimmung. Binarisierung mit Schwellwertbestimmung nach dem Verfah-
ren von Otsu. Extraktion von radialen Histogramm-Merkmalen und Klassifikation
mit neuronalem Netz (MLP).
2011 [Li+11]
CN
Erkennung von Ampeln. TopHat-Operator und regelbasierte Filterung. Schätzung
des Ampelkastens anhand des detektierten Ampellichts und Verifikation der Farbe
des Ampelkastens. Histogrammanalyse zur Klassifikation der Ampelfarbe.
2011 [Liu+11]
CN
Erkennung von Tempolimits. Nutzung von HOG-Merkmalen zur Filterung des
Kantenbildes, anschließend Fast Radial Symmetry. Größennormalisierung und
Histogrammausgleich von ROIs und Extraktion von Fourier-Wavelets zur Klassifi-
kation mit SVM. Symmetrie-Ansatz zur Detektion von Zusatzzeichen. Rotations-
normalisierung und Klassifikation mit SVM. Temporale Fusion.
2011 [Mar+11]
ES
Detektion von Verkehrszeichen. Bayes-Klassifikator mit Gauß-Mixturen im HS-
Farbraum und Zusammenhangskomponenten zur Segmentierung. Schwellwertre-
geln für Größe und Ansichtsverhältnis. Tracking mittels Kalman-Filter. Temporale




Erkennung von Verkehrszeichen. Hough-Transformation für Kreise und Hough-
Transformation für Linien sowie geometrische Einschränkungen für Dreiecke
zur Segmentierung. SVMs mit RBF-Kernel zur Klassifikation. Tracking mittels
Kalman-Filter. Bestimmung der 3D-Position mit Hilfe eines Stereosystems. V2I-
Kommunikation mit derartig ausgestatteten Verkehrsschildern zur Ermittlung
ihrer Position und ihres Typs.
2011 [Ove11]
NZ
Klassifikation von Tempolimits. Vergleich unterschiedlicher HOG-Merkmale in




Bestimmung des gültigen Tempolimits. Erweiterung des Systems aus [PNB10] um
die Erkennung von Zusatzzeichen durch [Ham+08] sowie Fahrspurmarkierungen
zur Spezialisierung auf Tempolimits an Ausfahrten. Entscheidung anhand von








Erkennung von Verkehrszeichen. Vergleich von morphologischen Operatoren (To-
pHat und BlackHat), Farbverstärkung und Farbfilterung zur Vorverarbeitung. SVM
mit HOG-Merkmalen zur Detektion. Vergleich von Nächster-Nachbar-Suche und




Erkennung von Zusatzzeichen. Bestimmung von Randpunkten von Piktogrammen,
Pfeilen und Texten auf Zusatzzeichen als Saatpunkte für ein Region Growing
Verfahren. Vergleich mit kanten-, farb- und graphbasierten Detektionsverfahren.




Erkennung von Ampeln. Transformation in L*a*b*-Farbraum. Farbfilterung und
Reduktion von Überstrahlung. Erkennung von Ampellichtern durch Fast Radial
Symmetry und Verifikation über Tracking.
2012 [Zhe+12]
CN
Erkennung von Verkehrszeichen. RGB-Farbsegmentierung nach vorhergehendem
Weißabgleich. Fast Radial Symmetry zur Detektion von Kreisen. Zusammenhangs-
komponenten und Douglas-Peucker-Verfahren zur Vereinfachung von Formen.
Detektion von Dreiecken, Rechtecken und Oktagonen anhand der Anzahl von Po-
lygonseiten. Extraktion von BRISK-Merkmalen (Binary Robust Invariant Scalable




Erkennung von Ampeln. Schwellwertregeln im RGB-Farbraum für schwarze Pixel
und Zusammenhangskomponenten zur Segmentierung von Ampelkästen. Am-
pellichtsegmentierung in ROIs im YcbCr-Farbraum. Regelbasierte Verifikation.
Extraktion von Gabor-Wavelet-Merkmalen und Independent Component Analysis
(ICA). Nächster-Nachbar-Klassifikator zu Referenzmodellen.
Tab. 2.1.: Kategorisierung und Beschreibung der Ziele und des methodischen Vorgehens verwandter Forschungsar-
beiten (siehe Abschnitt 2.2).
2.3. Forschungsgruppen
Weltweit gibt es mehrere Teams, die in Zusammenarbeit wichtige Publikationen zu verwandten Themen
veröffentlichten. Sie sind in Tabelle 2.1 durch identische Hintergrundfarben hervorgehobenen und
werden im Folgenden im Detail vorgestellt.
2.3.1. LaRA – La Route Automatisée
Die drei Forschungsteams IMARA (Informatique, Mathématiques et Automatique pour la Route Auto-
matisée) von INRIA (French National Institute for Research in Computer Science and Control), CAOR
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(a) Adaptives Template (b) Erkennung roter Ampeln (c) Erkennung grüner Ampeln
Abb. 2.3.: Komponenten eines adaptiven Templates (a) und Erkennungsergebnisse (b), (c) für französische Ampeln
nach Charette und Nashashibi [CN09].
(Centre de Robotique) von Mines ParisTech und LIVIC (Laboratoire sur les Interactions Véhicules-
Infrastructure-Conducteurs) arbeiten unter dem Namen LaRA (La Route Automatisée) an Informations-
und Telekommunikationslösungen im Transportwesen [Lar]. In diesem Rahmen entstanden einige
Arbeiten zur Bestimmung des gültigen Tempolimits in europäischen Ländern (vornehmlich Frankreich
und Deutschland). Die bildbasierte Detektion erkennt runde Schilder mittels Hough-Transformation für
Kreise und rechteckige Schilder durch ein nicht näher beschriebenes Verfahren [Mou+07]. Geschwin-
digkeitsangaben werden über ein zweistufiges Verfahren erkannt, das zunächst eine Segmentierung
innerhalb von Schildern durchführt, um Ziffern zu extrahieren, und diese anschließend per neuronalem
Netz klassifiziert. Zur Verbesserung der Erkennungsgenauigkeit wurde später die Segmentierung der
Ziffern verbessert [Ham+08]. Die Erkennung von Aufhebungsschildern wurde durch ein neuronales
Netz realisiert, welches auf den erkannten Kreisen arbeitet [Bar+08]. Zusatzzeichen unterhalb von
Geschwindigkeitsbeschränkungen werden durch einen ähnlichen Ansatz erkannt, der eine Segmentie-
rung von Rechtecken mit einer Erkennung durch ein neuronales Netz kombiniert. Die Segmentierung
wurde später durch ein Region-Growing-Verfahren ersetzt [PMN12] und die Klassifikation um einen
HOG-Ansatz ergänzt, der vier Unterkategorien unterscheidet [PMN13]. Das bildbasierte System wurde
des Weiteren mit einem Kartendienst kombiniert [Bar+10; PNB10; PNB11].
Eine weitere Arbeit widmet sich der Erkennung von Ampeln. Charette und Nashashibi [CN09] prä-
sentieren ein generisches System zur Erkennung von Ampeln und ihrer Zustände. Es verbindet eine
Erkennung von Lichtpunkten mit einer Validierung über adaptives Template Matching. Auch wenn eine
Farbkamera mit einer Auflösung von 640×480 Bildpunkten zum Einsatz kommt, wird ihre Farbinforma-
tion nicht genutzt. Zur Erkennung von Lichtpunkten kommt der weiße Top-Hat-Operator zum Einsatz,
gefolgt von einer Extraktion von Zusammenhangskomponenten. Anschließend werden die extrahierten
Regionen anhand verschiedener Kriterien gefiltert. Die Validierung der gefundenen Regionen übernimmt
ein Template-Matching-Verfahren. Es besteht hierarchisch aus Komponenten, deren Parameter an die
gefundenen Regionen adaptiert werden (vergleiche Abbildung 2.3a). Die von jeder Komponente be-
rechnete Konfidenz wird zu einer Gesamtkonfidenz kombiniert und zur Validierung bzw. Ablehnung
der Regionen benutzt. Bei der Evaluation des Systems auf zwei Videosequenzen (Gesamtlänge circa 16
Minuten) in einer Innenstadt werden 98.41 % aller Ampeln mindestens einmal korrekt erkannt. Eine
Klassifikationsrate bezogen auf Bilder wird nicht angegeben. Die Laufzeit wird mit durchschnittlich
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26.7 Hz bei Verwendung eines 2.9 GHz Prozessors angegeben.
Diskussion In den verschiedenen Veröffentlichungen rund um die Erkennung des gültigen Tempolimits
werden robuste Verfahren eingesetzt. Hierzu zählen insbesondere die formbasierte Segmentierung, die
Klassifikation durch ein überwachtes Lernverfahren und die Informationsfusion nach Dempster/Shafer.
Durch die Segmentierung einzelner Ziffern von Tempolimits wird das Klassifikationsproblem von
(in Deutschland) 14 Klassen von Geschwindigkeitsbeschränkungen reduziert auf 10 verschiedene
Klassen von Ziffern. Interessant wären Untersuchungen dazu, ob diese Problemreduktion den durch
die zusätzlich notwendige Segmentierung eingebrachten Fehler aufwiegt. Andernfalls könnte auf die
globale Segmentierung [Bar+08] und die spezielle Handhabung von Aufhebungszeichen [Ham+08]
verzichtet werden. Die Erkennungsrate auf den Datensätzen der Forschungsgruppe ist mit 94 % (bezogen
auf gültige Tempolimits) hoch bei echtzeitnaher Verarbeitung von 20 Bildern pro Sekunde [Bar+08].
Der von Charette und Nashashibi gewählte Einsatz des Top-Hat-Operators zur Segmentierung von
Ampeln überzeugt. Leider wird auf die Nutzung von Farbinformation – mit der Argumentation der
alternativen Einsatzmöglichkeit einer Grauwertkamera – verzichtet, so dass keine Erfahrungswerte
zur Nutzung dieses bedeutungstragenden Merkmals vorliegen. Ein Vergleich des adaptiven Template-
Matching-Verfahrens mit alternativen Erkennungsverfahren wäre interessant, um die Robustheit des
Template-Matchings in diesem Anwendungsfall abzuschätzen. Die Evaluation wird in Bezug auf reale
Ampeln durchgeführt und eine Ampel als erkannt gewertet, wenn sie in mindestens einem Bild über
den gesamten Beobachtungszeitraum erkannt wird. In diesem Sinne werden 98.41 % der Ampeln der
Testmenge korrekt erkannt.
2.3.2. Signalverarbeitungs-Gruppe der Universität Alcalá
Innerhalb der Signalverarbeitungs-Gruppe (Departamento Teoría de la Señal y Comunicaciones) der
Universität Alcalá entstanden eine Vielzahl von Publikationen zur Erkennung spanischer Verkehrszei-
chen vor allem zu Zwecken der Inventarisierung [MB+07] (Abbildung 2.4b, 2.4c). Der Großteil der
Veröffentlichungen behandelt verschiedene Ansätze zur Klassifikation der Form von Verkehrszeichen
[GJ+05; LA+05; VR05; GJ+07; GJ+08].
Zur Segmentierung farbiger Verkehrszeichen wird eine Farbklassifikation im HSI-Farbraum mittels
Schwellwerten für Farb- und Sättigungswerte durchgeführt. Achromatische Verkehrszeichen werden
über Schwellwerte im RGB-Farbraum erkannt [VR05]. Zusammenhängende Regionen positiv klassi-
fizierter Bildpunkte werden als rechteckige Blob of Interest (BoI) extrahiert. Ausgehend von den vier
Seiten dieser Rechtecke wird die horizontale bzw. vertikale Distanz von der jeweiligen Seite bis zum
ersten positiv klassifizierten Bildpunkt einer Reihe bzw. Spalte als Merkmalsvektor extrahiert (siehe
Abbildung 2.4a) [MB+07]. Basierend darauf wurden verschiedene Arten der Klassifikation der Form
entwickelt: Mittels Korrelation zu Referenzmodellen [VR05], linearer SVM [LA+05], Anwendung von
FFT und Vergleich mit Referenzmodellen [GJ+05] sowie der Anwendung von FFT und SVM [GJ+07].
Basierend auf der Bestimmung von 2D-Homographien wird eine Normalisierung der Form vorgenom-
men [GJ+08]. Abhängig von der klassifzierten Form werden die inneren Bildpunkte des Verkehrszeichens
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(a) DtB (b) (c)
Abb. 2.4.: Distance to Border (DtB) Transformation (a) und Erkennungsergebnisse (b), (c) für verschiedene
Verkehrszeichentypen nach Maldonado-Bascón u. a. [MB+07].
nach vorhergehender Grauwerttransformation und Größennormalisierung extrahiert und durch eine
lineare SVM klassifiziert, um Piktogramme zu unterscheiden. Verkehrszeichen werden mittels Kalman-
Filter verfolgt, um kurze Störungen zu unterdrücken [LA+07] und gemäß Mehrheitsentscheidung eine
temporale Fusion durchzuführen [LA+08].
Maldonado-Bascón u. a. evaluieren das System mit insgesamt 5176 Bildern einer Größe von 720×576
Bildpunkten in 5 Videosequenzen (circa 4 km Fahrt) [MB+07]. Dabei kommt es zu einer Falschpo-
sitivrate von 0.4 % pro Bild; im Durchschnitt wird also etwa alle 250 Bilder ein Hintergrundobjekt
als Verkehrszeichen erkannt. Die Autoren geben an, dass jedes der 104 enthaltenen Verkehrszeichen
mindestens zwei Mal erkannt wird, nennen aber keine detaillierten Erkennungsraten. Die Verarbeitung
eines Bildes benötigt durchschnittlich 1.77 Sekunden (0.56 fps) auf einen Pentium 4-M mit 2.2 GHz.
Diskussion Durch den Anwendungsfall der Inventarisierung ist keine frühzeitige Erkennung von
Verkehrszeichen notwendig. Entsprechend ist die Evaluation nicht auf einzelne Bilder, sondern reale
Verkehrszeichen bezogen. Um das Verfahren auf andere Anwendungsfälle zu übertragen, bei denen
im Bild kleine Verkehrszeichen (Verkehrszeichen in großer Distanz) erkannt werden sollen, ist die
Übertragbarkeit der Farbsegmentierung zu evaluieren. Hierbei könnte es zu Problemen kommen, wenn
die farbigen Ränder der untersuchten roten Verkehrszeichen im Bild klein erscheinen. Die hohe Laufzeit
des Algorithmus ist nicht auf einzelne Komponenten aufgeschlüsselt. Vermutlich entstehen durch die
Segmentierung sehr viele Regionen, die anschließend von einer SVM zur Formbestimmung bzw. zwei
SVMs zur Formbestimmung und Typklassifikation untersucht werden. Eine Auswechslung der Segmentie-
rung (Farbsegmentierung und Formklassifikation) durch modellbasierte Verfahren, die Kantenmerkmale
nutzen, könnte sowohl die Laufzeit reduzieren als auch die Robustheit erhöhen. Die Klassifikation von
Verkehrszeichen mittels Grauwertextraktion und SVM erscheint robust.
2.3.3. VisLab
Das VisLab (Artificial Vision and Intelligent Systems Laboratory) der Universität Parma führt Grund-
lagenforschung und angewandte Forschung im Automobilbereich schwerpunktmäßig im Bereich Ma-
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(a) Templates für Formen (b) (c)
Abb. 2.5.: Broggi u. a. [Bro+07] nutzen Farbklassifikation und einfache Formschablonen zur Segmentierung
verschiedener italienischer Verkehrszeichen. Sie werden mittels neuronaler Netze klassifiziert.
schinensehen durch [Vis]. Zur Erkennung verschiedener italienischer Verkehrszeichen stellen Broggi
u. a. [Bro+07] einen auf Farbklassifikation und neuronalen Netzen basierenden Ansatz vor. Die Farb-
klassifikation benutzt Schwellwertentscheidungen im RGB-Farbraum, um Regionen roter, blauer und
gelber Farbe zu extrahieren. Um die Abhängigkeit von der Farbe des Umgebungslichts zu reduzieren,
wird ein Weißabgleich durchgeführt. Zur Bestimmung der Farbe des Umgebungslichts wird eine Region
im unteren Bildbereich extrahiert und als grau (Straße) angenommen. Über die Abweichung vom Grau-
wert werden Parameter für den Weißabgleich bestimmt. Extrahierte Farbregionen werden binarisiert
und mittels Template Matching in fünf Formen klassifiziert. Für alle Formen werden neuronale Netze
trainiert; die Regionen werden auf Grauwertbilder der Größe 50×50 skaliert, ihr Kontrast normalisiert
und als Eingabe für das formabhängige neuronale Netz benutzt. Eine quantitative Evaluation wurde
nicht durchgeführt.
Um auch Aufhebungsschilder zu erkennen – die mangels Farbinformationen nicht durch die in Vorarbei-
ten vorgestellten Ansätze verarbeitet werden können – präsentieren Caraffi u. a. [Car+08] ein weiteres
System. Es nutzt den schwarzen diagonalen Streifen (vergleiche Abbildung 2.6) auf Aufhebungszeichen
als primäres Segmentierungsmerkmal. Um seine Position zu detektieren, werden vertikale Kanten mittels
eines einfachen Filters hervorgehoben. Ein Zustandsautomat wird verwendet, um die charakteristischen
Kantenübergänge in Bildreihen zu detektieren. Auf diese Weise ergibt sich ein Binärbild, in dem der
schwarze Streifen von Kandidaten hervorgehoben ist; mittels eines Region-Growing-Verfahrens und
vorgegebenen Regeln werden daraus ROIs extrahiert. Anschließend wird mittels Hough-Transformation
für Kreise eine Verifikation durchgeführt. Ein einfaches bildbasiertes Tracking wird zur Verfolgung von
Kandidaten eingesetzt. Das System erkennt auf einem Testdatensatz von circa 10000 Bildern 35 von 37
Aufhebungszeichen in mindestens zwei aufeinander folgenden Bildern.
Da sich der von Broggi u. a. [Bro+07] vorgestellte Ansatz der Formklassifikation über Template Matching
als wenig robust erwies, wurde er von Cardarelli u. a. [Car+09] durch einen Ansatz ersetzt, der
mittels Hough-Transformation Linien erkennt und deren Lage analysiert. Damit können Rechtecke
und Dreiecke, aber keine Kreise erkannt werden. In einer weiteren Veröffentlichung [MC08] wurde
eine Erweiterung des Systems beschrieben, bei der die Schwellwertentscheidung im RGB-Farbraum
ersetzt wurde durch eine Farbklassifikation im HSV-Farbraum. Da das Training des neuronalen Netzes
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(a) Segmentierung (b) (c) (d)
Abb. 2.6.: Die Segmentierung von Caraffi u. a. [Car+08] detektiert schwarze diagonale Streifen und führt eine
Hough-Transformation für Kreise zur Verifikation durch.
mittels künstlich erzeugter Trainingsbeispiele keine zuverlässigen Resultate erzielte, wurde es durch
reale Trainingsbeispiele ergänzt. Diese wurden durch manuelle Auswahl von Experten erweitert. Bei
Verwendung einer Farbkamera mit 752×480 Bildpunkten und einem Pentium 4 Prozessor verarbeitet
das System 10 Bilder pro Sekunde. Auf einem 100 km langen Testsatz werden 74 % der Verkehrszeichen
korrekt erkannt.
Diskussion Durch die Integration verschiedener robuster Verfahren in [Car+09; MC08] konnte die
Erkennungsleistung des ursprünglichen Systems [Bro+07] verbessert werden. Mit einer Erkennungs-
rate von 74 % ist es aber nicht alltagstauglich. Da von den Autoren keine detaillierte Fehleranalyse
durchgeführt wurde, können über die Fehlerursachen nur Mutmaßungen angestellt werden. Eine Feh-
lerquelle könnte die Farbklassifikation im ersten Schritt darstellen. Da Verkehrszeichen im Bild eher
klein sind und die Aufnahmebedingungen nicht kontrollierbar sind, sind hier Fehler zu erwarten. Das
eingesetzte Verfahren zum Weißabgleich soll dem entgegenwirken. Es beruht auf der Annahme, dass
vor dem Fahrzeug grauer Straßenbelag zu sehen ist, der von einer einzigen Lichtquelle gleichmäßig
angestrahlt wird. Hier wären Untersuchungen interessant, wie sich Verletzungen dieser Annahme durch
Verdeckungen durch andere Fahrzeuge, Farbvariationen des Straßenbelags und die Beleuchtung durch
Scheinwerfer auswirken. Bei der Extraktion von ROIs ist mit einer hohen Varianz der ermittelten Position
zu rechnen, da Rotationen auftreten und die Randbereiche nicht stabil bestimmt werden können. Dies




(a) Haar-Wavelets mit Farbinfor-
mationen
(b) Erkennung von Tempolimits (c) Erkennung von Wechselverkehrszei-
chen
Abb. 2.7.: Die sechs wichtigsten Haar-Wavelets (a) und Erkennungsergebnisse (b), (c) für verschiedene Verkehrs-
zeichen nach Bahlmann u. a. [Bah+05].
2.4. Ausgewählte Einzelarbeiten
Im Folgenden werden weitere ausgewählte Arbeiten zu den oben aufgeführten Problemstellungen im
Detail vorgestellt, diskutiert und bewertet.
2.4.1. Viola/Jones-Ansatz zur Erkennung von Tempolimits
Die von Viola und Jones 2001 veröffentlichte Arbeit „Robust real-time object detection“ fand in vielen
späteren Veröffentlichungen Anwendung als Grundlage der Objekterkennung. Der vorgestellte Ansatz
kombiniert Haar-Wavelets als Merkmale mit einem Kaskaden-Klassifikator zu einem Objektdetektor.
Das Training erfolgt durch ein Boosting-Verfahren. Bahlmann u. a. [Bah+05] nutzen diesen Ansatz
und erweitern die Haar-Wavelets um die Berücksichtigung von Farbinformationen im RGB-Farbraum
(vergleiche Abbildung 2.7a). Da die Merkmale nicht skalierungsinvariant sind, werden für verschiedene
Größen (Durchmesser von 14, 20, 28, 40 und 54 Bildpunkte) Detektoren trainiert. Objekte werden mit
Hilfe eines einfachen Bewegungsmodells verfolgt.
Die Klassifikation basiert auf einer LDA-Transformation. Die ersten 25 Basisvektoren der LDA werden für
jede Klasse durch Gauß-Mixturen repräsentiert. Zur Klassifikation werden die inneren Bildpunkte der
detektierten Kreise extrahiert, transformiert und mit den gespeicherten Basisvektoren gemäß Maximum
Likelihood verglichen. Darüber hinaus wird eine temporale Fusion durchgeführt.
Zur Evaluation des Systems wird eine 30-minütige Videosequenz in einer Auflösung von 384×288
Bildpunkten verwendet. Dabei werden 85 % aller zu erkennenden Verkehrszeichen im letzten Bild einer
Tracking-Sequenz korrekt erkannt. Eine der Hauptfehlerursachen sind Verkehrszeichen, die eine Größe
aufweisen, die nicht den trainierten Größen entsprechen. Die Verarbeitungsgeschwindigkeit beträgt
etwa 10 Hz auf einem System mit einem 2.8 GHz Intel Xeon Prozessor.
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Diskussion Der Hauptbeitrag der Arbeit ist die Erweiterung des Viola/Jones-Verfahrens um die Berück-
sichtigung von Farbinformationen bei der Merkmalsextraktion. Sie wird vom AdaBoost-Training ebenso
wie die Haar-Merkmale beim Aufbau des Klassifikators berücksichtigt. Die Evaluation bestätigt die Nütz-
lichkeit der Farbinformationen: Von den sechs wichtigsten Merkmalen benutzen fünf Farbinformationen.
Die Falschpositivrate kann durch die Nutzung von Farbinformationen um eine Größenordnung gesenkt
werden. Ein Nachteil des Verfahrens ist die Abhängigkeit von der trainierten Größe der Verkehrszeichen.
Die Evaluation bestätigt, dass Verkehrszeichen in Zwischengrößen den Hauptanteil der Segmentierungs-
fehler ausmachen. Bei der Repräsentation von Klassen durch Gaußmixturen stellt sich die Frage, ob
hierdurch die notwendige Ausdrucksstärke gewährleistet wird. Da die Klassifikation unabhängig von den
anderen Komponenten des Systems ist, könnte sie aber einfach durch ein besser geeignetes Verfahren
ersetzt werden.
2.4.2. Erkennung von Ampeln mittels Hough-Transformation
In seiner Dissertation „Erkennung von Ampeln aus Onboard-Videosequenzen für Fahrerassistenzsysteme“
entwickelte Eckert [Eck07] ein System zur Detektion und Verfolgung von deutschen Ampeln. Als Sensorik
wird ein Stereo-Kamerasystem mit einer Auflösung von jeweils 1280×1024 Pixeln und einer Bildrate
von 12 Hz verwendet. Die Segmentierung basiert auf einer Hough-Transformation für Kreise. Ausgehend
von der Größe und Position so erkannter möglicher Ampellichter wird der Ampelkasten geschätzt und
seine Parameter anschließend mittels Template Matching angepasst. Die Verifikation erfolgt nicht über
ein automatisches Klassifikationsverfahren, sondern über manuell parametrierte Schwellwertentschei-
dungen. Dabei werden Flächenmerkmale basierend auf Intensität, Sättigung und Kantendichte benutzt.
Schließlich werden Kandidaten aussortiert, die eine geringe Distanz zueinander aufweisen. Mit Hilfe
einer zweiten Kamera wird im Stereo-Verfahren die Entfernung von Punkten geschätzt, daraus die
3D-Position des Ampelkandidaten geschätzt und diese zur Filterung von Falschpositiven genutzt. Ein
Tracking mittels Kalman-Filter wird zur Verfolgung von Objekten eingesetzt.
Zur Evaluation des Systems wird eine Videosequenz von etwa 12 Minuten Länge (8869 Bilder) mit
insgesamt 37 Ampelanlagen eingesetzt. Eine Ampelanlage wird als korrekt erkannt bezeichnet, wenn
mindestens eine der fahrrelevanten Ampeln mindestens einmal erkannt wird. Die Erkennung von nicht
fahrrelevanten Ampeln (für andere Fahrspuren sowie Fußgängerampeln) wird ignoriert und nicht in
die Falschpositivrate eingerechnet. In diesem Sinne werden 35 Ampelanlagen korrekt erkannt. Eine
Erkennungsrate bezogen auf Ampeln und Einzelbilder wird nicht angegeben. Die Laufzeit des Systems
beträgt 2–4 Sekunden pro Bild bei Verwendung eines Pentium 4 Prozessors mit 3.2 GHz.
Diskussion Die Verwendung der Hough-Transformation als Basisverfahren für die Segmentierung
stellt eine starke Einschränkung für die Ampelerkennung dar. Einerseits wird dadurch die Erkennung
in größerer Entfernung unmöglich (die Hough-Transformation benötigt einen minimalen Radius zur
Erkennung von Kreisen, Ampeln wiederum sind vergleichsweise kleine Objekte), andererseits ist die
Erkennung von Ampeln mit Richtungspfeilen nicht möglich. Diese stellen einen wesentlichen Anteil der
Ampeln in Deutschland dar. In der Arbeit gibt es einige interessante Vorschläge zur Feinregistrierung
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von Ampeln und zur Entwicklung eines Gütemaßes zur Verifikation. Die hohe Falschpositivrate von 1.6
Fehlerkennungen pro Minute könnte durch den Einsatz eines Lernverfahrens zur Verifikation von Ampeln
reduziert werden. Die Evaluation gibt die Klassifikationsrate des Systems bei geringem Datenumfang mit
95 % an. Detaillierte Angaben zu Erkennungsraten für einzelne Ampeln werden nicht gemacht. Die hohe
Falschpositivrate und der hohe Laufzeitaufwand verhindern einen praktischen Einsatz des Systems.
2.4.3. Erkennung von Ampeln mittels Viola/Jones-Objekterkennung
Eine Ampelerkennung als Kombination von HSI-Farbklassifikation, Viola/Jones-Erkennung und Camshift-
Tracking wird von Gong u. a. [Gon+10] vorgestellt. Zunächst wird eine HSI-Transformation durchgeführt
und über Schwellwerte eine Farbklassifikation durchgeführt. Nach der Anwendung morphologischer
Operatoren zur Rauschunterdrückung (Erosion und Dilatation) werden Ampelkandidaten über Zusam-
menhangskomponenten extrahiert. Diese Bereiche werden mittels auf Haar-Merkmalen aufbauendem
AdaBoost-Klassifikator validiert und durch den Camshift-Algorithmus verfolgt. Letzterer operiert auf
dem Farbhistogramm der extrahierten bzw. prädizierten Bereiche. Als Sensor kommt eine im Fahrzeug
montierte Videokamera mit einer Auflösung von 780×580 Bildpunkten und einem Teleobjektiv zum
Einsatz. Details zur Laufzeit und eine quantitative Evaluation werden nicht angegeben.
Diskussion Die Kombination der drei Verfahren (HSI-Farbklassifikation, Viola/Jones-Erkennung und
Camshift-Tracking) erscheint für die Problemstellung angemessen. Die erste Segmentierungsstufe filtert
weniger stark als die von Charette und Nashashibi [CN09] verwendete und legt dadurch mehr Gewicht
auf die Validierung durch AdaBoost. Durch die Verwendung der schnell berechenbaren Haar-Merkmale
sollte dies auch in Echtzeit durchführbar sein. Als Nachteil der Validierung durch den Viola/Jones-Ansatz
ist die Notwendigkeit des aufwendigen Neu-Trainings bei Änderungen an der Sensorik anzusehen. Leider
fehlen in der Veröffentlichung Details zur Umsetzung. Das Zusammenspiel der einzelnen Verarbeitungs-
schritte und die auftretenden Probleme werden nur angedeutet. Durch das komplette Fehlen einer
quantitativen Evaluation ergeben sich keine Erkenntnisse zur Robustheit der Implementierung.
2.4.4. Detektion von Text auf Vorwegweisern
Wu, Chen und Yang [WCY05] stellen ein System zur Detektion amerikanischer Vorwegweiser und zur
Extraktion der Textregionen in ihnen vor. Die Möglichkeit der Texterkennung mittels OCR wird kurz
diskutiert, aber nicht umgesetzt.
Als erster Segmentierungsschritt werden Eckpunkte gemäß dem Verfahren von Shi/Tomasi [ST94] extra-
hiert. Die 3×3 Nachbarschaft eines jeden solchen Merkmalspunkts wird durch zwei Gaußverteilungen
im HSI-Farbraum modelliert. Ein k-Means Clustering mit fester Anzahl von Clustern auf den Merkmalen
aller Eckpunkte gruppiert die gefundenen Punkte. Es werden Korrespondenzen gebildet zwischen den
Punkten aufeinander folgender Bilder. Cluster mit drei oder mehr korrespondierenden Punkten werden
daraufhin untersucht, ob sie sich auf einer Ebene senkrecht zur Fahrtrichtung befinden. Solche Cluster
werden als Kandidaten für Vorwegweiser gespeichert, andere verworfen.
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Abb. 2.8.: Ergebnisse der Detektion von Vorwegweisern und Textregionen nach Wu, Chen und Yang [WCY05].
Bilder in der gleichen Spalte gehören zur gleichen Szene. Die obere Zeile zeigt die erkannten Merkmal-
spunkte, die untere Zeile die zu einem späteren Zeitpunkt erkannten Vorwegweiser und Textregionen.
Die Bilder stammen von einer Farbvideokamera mit einer Auflösung von 640×480 Bildpunkten.
Kandidatenregionen für Vorwegweiser werden weiter auf Textregionen untersucht. Dazu werden in
der als umschließendes Rechteck eines jeden Clusters modellierten Region Kanten extrahiert und die
Farbverteilung der Umgebung von Kantenpixeln erneut als Gaußmixturen modelliert. In einer Art Region
Growing werden Pixel zu potentiellen Textregionen zusammengefasst. Über eine Hough-Transformation
wird abschließend die Ausrichtung von Textregionen bestimmt.
Das Verfahren wird auf 22 Videosequenzen von jeweils etwa 30 Sekunden Länge evaluiert. Dabei
werden 94.4 % der Vorwegweiser detektiert bei einer Falschpositivrate von 17.9 %. Die Detektion von
Textregionen ermittelt 88.9 % der Regionen bei einer Falschpositivrate von 9.2 %. Bei der verwendeten
Farbvideokamera mit 640×480 Bildpunkten als Eingabe läuft das System mit 8–16 Hz auf einem 1.8 GHz
Pentium IV Prozessor.
Diskussion Die Verwendung von Eckpunkten als primärem Segmentierungsmerkmal erscheint nicht
vorteilhaft. Wie in Abbildung 2.8 zu sehen ist, werden Eckpunkte auch in zahlreichen anderen Teilen
der Szene gefunden. Um die Echtzeitverarbeitung zu ermöglichen, müssen Wu, Chen und Yang die
Anzahl verarbeiteter Eckpunkte auf 150 begrenzen. Dabei ist nicht davon auszugehen, dass korrespon-
dierende Eckpunkte stabil in aufeinander folgenden Bildern gefunden werden. Gerade das ist aber
Voraussetzung für die nachfolgende Unterscheidung von Vorwegweisern und anderen Objekten. Beim
k-Means Clustering stellt sich die Frage, inwiefern sich negative Auswirkungen ergeben, wenn die fest
vorgegebene Anzahl von 10 Clustern nicht der tatsächlichen Menge von Objekten entspricht. Insgesamt
bleibt es fraglich, ob das System mit der Vielzahl aufeinanderfolgender Schritte, die jeweils über mehrere
Parameter optimal eingestellt werden müssen, robust und flexibel eingesetzt werden kann. Sowohl die
Segmentierung als auch die Extraktion der Textregionen könnten über eine stärkere Betrachtung der
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(a) Ausgabe der Erkennung (b) Nur Kamera (c) Fusionsergebnis
Abb. 2.9.: Qualitative Evaluation der Bayesschen Fusion zur Schätzung des gültigen Tempolimits an einer Beispiel-
szene nach Bahlmann u. a. [Bah+08].
Homegenität der Hintergrundfarbe der gesuchten Wegweiser vereinfacht werden.
2.4.5. Bayessche Fusion zur Schätzung des gültigen Tempolimits
Bei Nacht, schlechtem Wetter und Gegenlicht ist mit Perzeptionsfehlern zu rechnen. Kartendienste
versagen in Baustellen, bei Wechselverkehrszeichen und in nicht kartierten Gebieten. Bahlmann u. a.
[Bah+08] schlagen ein Bayessches Fusionsverfahren vor, das beide Informationsquellen kombiniert, um
eine insgesamt robustere Schätzung des gültigen Tempolimits zu erhalten. Die Ergebnisse der Perzeption
gehen über deren Wahrscheinlichkeitsschätzung für sichtbare Tempolimits ein. Vom Kartendienst werden
Tempolimits und Straßentyp auf von Hand modellierte Wahrscheinlichkeiten abgebildet. Aus den beiden
Wahrscheinlichkeiten wird eine fusionierte Wahrscheinlichkeit berechnet. Die Laufzeit des System ist
nicht angegeben. Es ist jedoch davon auszugehen, dass die Laufzeit der Fusion im Vergleich zu den
anderen Komponenten zu vernachlässigen ist. Die Evaluation wird qualitativ anhand der Beispielszene
in Abbildung 2.9 durchgeführt.
Diskussion Mangels einer quantitativen Evaluation lassen sich die Vor- und Nachteile der Fusion
in Bezug auf die Einzelkomponenten kaum abschätzen. Wie von den Autoren angemerkt hängt die
Qualität der Fusion stark von der Parametrierung der Wahrscheinlichkeiten ab. Die für die beiden
Informationsquellen nachteiligen Situationen gehen nicht explizit in die Fusion ein. Es ist fraglich, ob die
statische Parametrierung in allen Situationen geeignet ist. Interessant wäre die Erkennung nachteiliger
Situationen und die Adaption der Fusion (bzw. die Wahrscheinlichkeiten der Informationsquellen) daran.
2.5. Zusammenfassung und Forschungsbedarf
Dank starker Forschungsaktivitäten im Bereich der Erkennung von Verkehrselementen konnten im
vergangenen Jahrzehnt große Leistungssteigerungen erzielt werden. Dazu tragen unter anderem die
Fast Radial Symmetry, das Viola/Jones-Verfahren und das HOG-Merkmal bei, welche auch in anderen
Forschungsbereichen Anwendung finden. Dennoch wird das Problem nicht als gelöst betrachtet. Systeme
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zur Erkennung von Tempolimits, die in Serienfahrzeugen verbaut werden, bleiben aktuell noch weit
hinter der Erkennungsleistung des Menschen zurück. Assistenzsysteme im alltäglichen Einsatz müssen
mit einer großen Situationsvielfalt – Baustellen, Dunkelheit, Gegenlicht, Regen, Schnee, Verdeckungen
und mehr – umgehen können. Ein großes Potential haben in diesem Bereich lernende und sich selbst ad-
aptierende Systeme. Eine ständige Herausforderung stellen nationale Besonderheiten dar. Sie erschweren
auch die Austauschbarkeit von Datensätzen zu Zwecken der Evaluation, was wiederum die Entstehung
von Benchmarks behindert. Dementsprechend gibt es bislang noch kaum relevante Benchmarks und
Evaluationen werden auf eigenen Datensätzen durchgeführt, so dass keine vergleichende Evaluation
verschiedener Ansätze möglich ist [Sta+11; MTM12].
Durch die immer stärkere Verbreitung von durch Wechselverkehrszeichen in LED-Technik dargestellten
Informationen ist die Erkennung dynamischer Informationen wichtiger denn je. Aus ähnlichem Grund ist
die Erkennung von Lichtsignalen ein Forschungsfeld mit großem Potential; dieser Trend zeigt sich bereits
an der steigenden Anzahl an Veröffentlichungen zur Erkennung von Ampeln. Zustandswechsel, nationale
Besonderheiten und der Einsatz vor allem in Innenstädten sind hier besondere Herausforderungen. Für
die eng verwandten Anwendungsfelder des (teil-)autonomen Fahrens und der Energieeffizienz ist die
Erkennung dynamischer Informationen eine Notwendigkeit [Bar+11; Nie+12; Koh+13].
Um die Akzeptanz des Fahrers zu fördern und eine echte Hilfe als Assistenzsystem darzustellen, muss ein
besseres Szenenverständnis aufgebaut werden, um die Relevanz von Verkehrselementen zu beurteilen.
Diese Kontextsensitivität schließt die Nutzung von Informationen über andere konkrete und abstrakte
Objekte ein, um ein Verständnis der Bedeutung von Verkehrszeichen in der aktuellen Verkehrssituation
aufzubauen. Der Mangel von öffentlich verfügbaren Datensätzen und Algorithmen mag ein Grund
dafür sein, dass es bislang noch kaum Arbeiten zur Situationsinterpretation gibt. Dementsprechend
groß ist hier der Forschungsbedarf, wie auch Mogelmose, Trivedi und Moeslund in ihrer Studie „Vision-
Based Traffic Sign Detection and Analysis for Intelligent Driver Assistance Systems: Perspectives and
Survey“ [MTM12] erkennen und die Integration von Kontextwissen (“integration of context”) und die
Berücksichtigung der Relevanz von Verkehrszeichen (“ensuring that the detected signs are relevant for
the ego car”) als offene Problemstellungen nennen.
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Als Grundlage der anschließenden Interpretation einer Verkehrsszene ist die ständige Erfassung der
vorliegenden Verkehrssituation notwendig. Dabei wird das Ziel verfolgt, möglichst viele und genaue
Informationen über Objekte in der Umgebung und ihre Eigenschaften zu sammeln. Zur automatisier-
ten Extraktion der gewünschten Informationen wird die in Abbildung 3.1 dargestellte Prozesskette
genutzt, die ausgehend von Sensordaten in mehreren Schritten Daten vorverarbeitet, filtert und auf
Objektmodelle abbildet. Die Verarbeitungsreihenfolge entspricht typischerweise der Leserichtung von
links nach rechts: Sensordaten werden vorverarbeitet, interessante Regionen ermittelt und klassifiziert,
Objekthypothesen werden verfolgt und im Rahmen der Interpretation werden unter Berücksichtigung
des Situationskontexts weitere Informationen hinzugefügt. Die busartige Zusammenschaltung der
Komponenten erlaubt darüber hinaus aber auch die Einflussnahme von Komponenten aufeinander.
Beispielsweise kann Wissen über die Historie einer Objekthypothese innerhalb des Trackings genutzt
werden, um Segmentierungsparameter anzupassen, oder die Parameter der Belichtungsregelung der
Kamera können abhängig von der Fahrzeuggeschwindigkeit modifiziert werden.
In den folgenden Abschnitten 3.1 bis 3.4 werden die einzelnen Komponenten der Prozesskette zur
Umfelderkennung vorgestellt. Sie basieren auf aus der Literatur bekannten Verfahren, die auf die Pro-
blemstellung der Erkennung von Verkehrselementen übertragen und gegebenenfalls erweitert werden.
Eigene Beiträge sind insbesondere die Laufzeitoptimierung der Hough-Transformation für Rechtecke,
die Entwicklung der blockweisen diskreten Kosinustransformation als Merkmalstransformation, die Ent-
wicklung der hierarchischen SVM zur beschleunigten Lösung von Mehrklassenproblemen basierend auf
Standard-SVMs und die Entwicklung der TPCB-ADR Auswahlstrategie im Rahmen des aktiven Lernens.
Basierend auf konkreten Parametrierungen der modularen Prozesskette durch die vorgestellten Verfahren

















Eine Vielzahl unterschiedlicher Sensoren wird bereits in Serienfahrzeugen eingesetzt. Weitere Sensoren
werden im Labor und in Versuchsfahrzeugen erprobt; abhängig von ihrem Preis und ihren Eigenschaften
ist ein zukünftiger Einsatz in Serienfahrzeugen zu erwarten. Ausgehend von den in Abschnitt 1.2 defi-
nierten Anforderungen werden fünf Kriterien zur Beurteilung der Eignung verschiedener Sensorsysteme
benutzt: Der Preis des Sensorsystems in Hinblick auf einen möglichen Einsatz in Serienfahrzeugen sowie
die Eignung des Sensorsystems zur Bestimmung von Textur, Form, Relativ- und Absolutposition von
Verkehrselementen. Die Bewertung erfolgt in fünf Abstufungen, für die folgende Symbole verwendet
werden:
Symbol Eignung Preis
HHHH sehr gut im Serieneinsatz
HHHI gut niedriger Preis
HHII eingeschränkt derzeit noch recht hoher Preis, bei dem aber durch Massen-
produktion oder technologische Fortschritte mittelfristig mit
einem Einsatz in Serienfahrzeugen zu rechnen ist
HIII mangelhaft hoch
IIII nicht geeignet sehr hoch
Stellvertretend für die einzelnen Sensorsysteme wurden aktuell am Markt erhältliche Sensoren aus-
gewählt, um die Eignung zu bestimmen. Videokameras und Laserscanner wurden jeweils in zwei
Unterklassen (Monochrom- und Farbvideo bzw. Laserscanner mit wenigen und vielen Zeilen) aufge-
teilt, da sich deren Eignung in einzelnen Kriterien unterscheidet. Die ausgewählten Sensoren sind in
Tabelle 3.1 dargestellt.
Die Eignung dieser Sensoren in den einzelnen Kriterien ist in Tabelle 3.2 zusammengefasst. Wie der
Tabelle zu entnehmen ist, können nur Kamerasysteme für sich alleine genommen alle gewünschten
Informationen abdecken. Trägheitsnavigationssystem und Laserscanner erfüllen aufgrund ihres Preises
die Anforderungen derzeit noch nicht. Für die Bestimmung der absoluten Position mittels Kameras
können Verfahren wie Visual SLAM eingesetzt werden, die aber ein Forschungsfeld für sich darstellen
und im Rahmen der Arbeit nicht untersucht werden sollen. Die Kombination von Farbvideokamera
und GPS-Sensor dagegen kann alle gewünschten Kriterien zufriedenstellend abdecken. Der zusätzliche
Einsatz einer Tof-Kamera (insbesondere in Form einer 2D/3D-Fusion) oder eines Stereo-Kamerasystems
ist denkbar, lässt aber keinen deutlichen Informationsgewinn erwarten. Für Anwendungen, die keine






Monochromvideo Point Grey Research
Dragonfly 2
DR2-HIBW-CS





Trägheitsnavigationssystem Oxford Technical Solutions
RT3003
Time of flight PMD Technologies
PMD[vision]®
CamCube 3.0
Laser (wenige Zeilen) Ibeo Automotive
ibeo LUX
Laser (viele Zeilen) Velodyne
HDL-32E
Tab. 3.1.: Ausgewählte Vertreter einzelner Sensorsysteme.
Bildsignale
Ein Bildsignal kann als Funktion g(x) mit
g :R2→RQ [3.1]
beschrieben werden mit Q ∈N der Anzahl Bildkanäle. Durch den Aufnahmeprozess findet eine Digitali-
sierung sowohl im Orts- als auch im Wertebereich statt. Der Ortsbereich wird auf einen festen Ausschnitt
beschränkt und der Wertebereich eingeschränkt. Sei Nk :=N/kN eine abkürzende Schreibweise für den
Modul k auf den natürlichen Zahlen N := {0,1,2,3,. . .}. Ein Farbraum F∈Nnk ist ein n-dimensionaler
Modul k. Er repräsentiert den Wertebereich des Bildsignals. Neben dem Wertebereich ist die Interpretati-
on von Werten im Farbraum von Bedeutung. Für gängige Farbräume werden die folgenden Abkürzungen
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Textur Form Position Position Preis
relativ absolut
Monochromvideo HHHI HHHH HHII HHII HHHH
Farbvideo HHHH HHHH HHII HHII HHHI
GPS IIII IIII HIII HHHI HHHH
Trägheitsnavigationssystem IIII IIII IIII HHHH HIII
Ultraschall IIII HIII IIII IIII HHHH
Radar IIII HIII HIII IIII HHHH
Time of flight HIII HHII HHHI IIII HHII
Laser (wenige Zeilen) IIII HIII HHHI HIII HHII
Laser (viele Zeilen) IIII HHHI HHHH HIII HIII








Ein Bild B ∈ Fh,w mit Breite w und Höhe h ist eine h×w Matrix über F. Seine Komponenten bi j ∈ F
werden Bildpunkte oder Pixel genannt. Zusätzlich wird die Notation
b(x) := bh−x2,x1 x∈Nw×Nh [3.2]
eingeführt, um der in der Bildverarbeitung verbreiteten Konvention Rechnung zu tragen, den Bildur-
sprung in die linke untere Ecke zu legen.
Eine Blockmatrix R(a : b ; c : d) zu B stellt einen rechteckigen Bildausschnitt dar. Sie wird aus B gebildet,
indem eine neue Matrix aus den Reihen a bis b und den Spalten c bis d gebildet wird.
Farbvideokameras liefern Bilder B der Größe w×h. Tabelle 3.3 stellt die Eigenschaften verbreiteter
Bildkonventionen zusammen, von denen die in Tabelle 3.1 dargestellte Dragonfly die Farbräume G, B
und R als Ausgabe unterstützt. Für alle Farbräume berechnet sich die Speichermenge eines Pixels d
als d = nk mit Ausnahme des Bayer-Farbraums: Hier kann der Farbwert für einen Bildpunkt nicht aus
den einzelnen Kanälen berechnet werden, sondern muss mittels Interpolation aus den umliegenden
Bildpunkten ermittelt werden – die einzelnen Bildpunkte sind abwechselnd für unterschiedliche Farben
(rot, grün und blau) empfindlich.
Preisgünstige GPS-Sensoren liefern georeferenzierte Positionen (geographische Breite, Länge und Höhe
über dem Meeresspiegel) mit einer Frequenz von etwa 1 Hz. Die Genauigkeit weicht um mehrere Grö-
36
3.2. Segmentierung und Detektion
Farbraum Kurzform n k d
Binär M 1 1 1 bit
Monochrom G 1 8 8 bit
Bayer B 1 8 24 bit
RGB R 3 8 24 bit
HSV H 3 8 24 bit
Tab. 3.3.: Eigenschaften verbreiteter Bildkonventionen.
ßenordnungen von der Genauigkeit von Trägheitsnavigationssystemen ab. Insbesondere in Innenstädten
weicht die Positionsschätzung typischerweise im Dekameterbereich von der tatsächlichen Position ab.
Neben Positionsdaten sind abgeleitete Daten wie Kompassrichtung und Geschwindigkeit verfügbar. Bei
niedriger Geschwindigkeit ist die Schätzung der Kompassrichtung oft ungenau. Aufgrund der niedrigen
Aktualisierungsrate ist sie bei starker Beschleunigung ungenau bzw. verzögert.
3.2. Segmentierung und Detektion
Statische Verkehrselemente bestehen aus zusammenhängenden Teilen und werden bei der Abbildung
durch eine Videokamera aufgrund der Projektionseigenschaften auf einen zusammenhängenden Bildbe-
reich abgebildet. Die Bestimmung solcher Bereiche ist das Ziel der Segmentierung. Sie werden als ROIs
bezeichnet.
Definition 3.1. Eine region of interest (ROI) ΘB zum Bild B ist eine nichtleere Teilmenge
von ΘB∪ := {x | x∈B}. Das i-te Element von Θ
B ist ΘB(i) mit 1≤ i≤ |ΘB|. Abkürzend wird
statt ΘB auch Θ verwendet, wenn das zugehörige Bild B aus dem Kontext ersichtlich ist.
Neben der expliziten Aufzählung der Punkte einer ROI Θ ist es möglich, sie parametrisch über geometri-
sche Primitive anzugeben. Beschreibt etwa K = (c, r) einen Kreis mit Mittelpunkt c und Radius r, dann
ist Θ(K) := {x | x∈B∧‖c−x‖≤ r} eine parametrische ROI.
Zum Umgang mit ROIs werden häufig Operationen wie Farbraumtransformation, Umwandlung in ein
Bild und Größenskalierung benötigt. Zur Farbraumtransformation reicht es aus, das Bezugsbild zu
ändern: Wenn B2 ∈ F
h,w
2 eine Farbraumtransformation von B1 ∈ F
h,w
1 ist, dann entspricht Θ
B2 einer
Farbraumtransformation der ROI ΘB1 . Zur Umwandlung in ein Bild wird zu einer ROI ΘB der kleinste
Bildausschnitt von B gewählt, der Θ vollständig enthält.
Definition 3.2. Sei ΘB eine ROI zum Bild B∈Fh,w . Der kleinste Bildausschnitt von B, der
Θ vollständig enthält, wird als BΘ bezeichnet mit
BΘ :=B(min
x∈ΘB


















Abb. 3.2.: Veranschaulichung von ROI-Operationen. Das Bild G geht durch Grauwerttransformation aus B hervor.
Die ROI ΘB stellt eine mögliche Segmentierung von B dar. Alle anderen ROIs und Bilder sind Ergebnisse











Die Größenskalierung einer ROI sei wie folgt definiert:
Definition 3.3. Sei ΘB eine ROI zum Bild B und C∈Fv,u das auf die Größe u× v skalierte





die auf die Größe u× v skalierte ROI zu ΘB. Analog sei BΘ,(u,v) das auf die Größe u× v
skalierte Bild BΘ.
Abbildung 3.2 veranschaulicht die verschiedenen Operationen auf ROIs. Im Folgenden werden Verfahren
zur Segmentierung und Detektion vorgestellt. Terminologie und Notation sind an Beyerer, Puente León
und Frese angelehnt [BPF12]. Die Segmentierung bestimmt eine Menge von ROIs. Dazu muss die Anzahl
und die Position aller Objekte sowie die Abbildung der Objekte auf Bildpixel unter den gegebenen
Aufnahmebedingungen bestimmt werden.
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Abb. 3.3.: Segmentierung von rot gemäß der Schwellwertentscheidung [3.5].
3.2.1. Bildpunktbasierte Segmentierung
Viele Algorithmen identifizieren die Anzahl und Position von Objekten implizit, indem sie Bildpixel
bestimmen, die festgelegte Kriterien erfüllen und daraus ROIs bilden. Bei diesem Vorgehen müssen
die gebildeten ROIs anschließend auf mögliche Objektverdeckungen (mehrere ROIs gehören zu einem
Objekt) und benachbarte Objekte (eine ROI bildet mehrere Objekte ab) untersucht werden.






Um zuverlässige Ergebnisse zu erhalten, muss das im Abbildungsprozess immer vorhandene Rauschen
berücksichtigt werden. Verbreitete Verfahren stützen sich auf charakteristische Eigenschaften der Objekte.
Dies kann ihre Farbe, ihre Textur, ihre Form oder eine Kombination dieser Eigenschaften sein. Bildpunkt-
basierte Verfahren betrachten jeden Bildpunkt isoliert und bestimmen aufgrund seiner Eigenschaften –
Farbe oder Grauwert – die Objektzugehörigkeit.
Ein einfaches Verfahren zur Segmentierung stellt eine Schwellwertfunktion dar. Gegebenenfalls kombi-
niert mit einer Farbraumtransformation findet es verbreiteten Einsatz als Segmentierungsverfahren für
Verkehrszeichen [MKS00; LLX02; ST02; TB04; VR05; Shn05; AJ06; SD06; Bro+07; KKY07; MB+07;
PC07; XK08; Kir+09; TZG09; LY10; RLL10; Che+11; Jia+11; SSD12; Zhe+12; CGL13]. Wissen über
den Aufbau des zugrundeliegenden Farbraums oder Trainingsbeispiele können genutzt werden, um
manuell eine Schwellwertfunktion zu definieren. Beispielsweise gelingt mit dem Kriterium
h(x) ist falsch⇒ x∈Θ1
h(x) ist wahr⇒ x∈Θ2
[3.5]
mit h(x) := (hh(x)< 10∨hh(x)> 320)∧hs(x)> 120∧hv(x)> 40 die Segmentierung der roten Farbe des
Verkehrszeichens in Abbildung 3.3. Aufgrund wechselnder Beleuchtung und Alterung bzw. Beschädigung
von Verkehrselementen ist das manuelle Vorgehen meist nicht optimal. Eine Verbesserung erhält man,
indem man die Segmentierung als Klassifikationsproblem s : F→ Ω = {ω0, . . . ,ωn−1} auffasst, das
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Bildpunkte als Merkmale betrachtet und auf eine Menge von Klassen Ω abbildet. Die Segmentierung
wird dann durch das Kriterium
s(x) =ωi ⇒ Θ̂(x) :=Θi [3.6]
gelöst. Die Entscheidungsfunktion s kann mit einem beliebigen überwachten Lernverfahren wie etwa der
in Abschnitt 3.3.6 beschriebenen SVM gelernt werden. Als Lernbeispiele werden zu Hintergrundobjekten
gehörige Bildpunkte für ω0 und zu Vordergrundobjekten gehörige Bildpunkte für die positiven Klassen
ω1, . . . ,ωn−1 benutzt. Im Hinblick auf die Echtzeitverarbeitung muss beachtet werden, dass jeder
Bildpunkt klassifiziert werden muss, so dass s entsprechend schnell berechenbar sein muss.
Die gemäß einer vollständigen Segmentierung gebildeten ROIs Θi können zu mehreren Objekten
gehören (vergleiche Abbildung 3.3). Für die weitere Verarbeitung ist es aber wünschenswert, dass
jedes Θi genau einem Objekt entspricht. Da Verkehrselemente (wenn sie nicht teilweise verdeckt sind)
auf zusammenhängende Bildbereiche abgebildet werden, eignet sich dafür eine zusammenhängende
Segmentierung.
Definition 3.5. Eine vollständige, zusammenhängende Segmentierung ist eine vollständige
Segmentierung, bei der alle ROIs zusammenhängend sind.
Eine vollständige Segmentierung kann durch die Bildung von Zusammenhangskomponenten [SB85] zu
einer vollständigen, zusammenhängenden Segmentierung erweitert werden.
Eine Farbsegmentierung eignet sich vor allem für großflächige Verkehrselemente wie Vorwegweiser
(vergleiche Abbildung 3.4). Bei Objekten geringer Größe im Bild treten durch die Aufnahme Diskreti-
sierungseffekte auf, die keine robuste Farbsegmentierung erlauben. Falls kleine Verkehrselemente bzw.
Verkehrselemente in größerer Entfernung segmentiert werden sollen, muss daher eine Kombination
mit anderen Segementierungsverfahren eingesetzt werden und die merkmalsbasierte Klassifikation so
parametriert werden, dass nur schwach gefiltert wird: Die Falschnegativrate wird auf Kosten einer hohen
Falschpositivrate niedrig gehalten.
Aufgrund der weitgehenden Unabhängigkeit von der Umgebungsbeleuchtung sind Kanten geeignete
Primärmerkmale für die Segmentierung bzw. Detektion. Die Form von Verkehrselementen entspricht im
Kantenbild perspektivisch verzerrten geometrischen Grundformen (Dreieck, Quadrat, Viereck, Achteck,
Kreis). Ein Verfahren zur modellbasierten Segmentierung von Linien wurde bereits 1962 von Paul V. C.
Hough vorgestellt [Hou62] und später nach ihm Hough-Transformation genannt. Duda und Hart [DH72]
sowie Ballard [Bal81] erweiterten das Verfahren zur Generalisierten Hough-Transformation zur Erkennung
beliebiger Formen. Die Generalisierte Hough-Transformation zeichnet sich durch ihre Robustheit aus,
ist aufgrund des hohen Laufzeitaufwands jedoch nicht direkt im Rahmen dieser Arbeit einsetzbar. Im
Folgenden werden geeignete Erweiterungen bzw. Spezialisierungen beschrieben, die zur Segmentierung
von Verkehrselementen geeignet sind.
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(a) Originalbild (b) Vollständige Segmentierung (c) Vollständige, zusammenhängen-
de Segmentierung
Abb. 3.4.: Vollständige Segmentierung (b) des Originalbilds (a) gemäß einer Schwellwertentscheidung analog zu
[3.5] und vollständige, zusammenhänge Segmentierung (c) durch Extraktion von Zusammenhangs-













3.2.2. Hough-Transformation für Rechtecke
Das Tupel R= (c,w,h,α) modelliert wie in Abbildung 3.5 dargestellt ein Rechteck R mit Mittelpunkt c,
Größe w×h und Rotation α. Die direkte Bestimmung möglicher Rechtecke in einem Kantenbild mittels
Generalisierter Hough-Transformation ist zu aufwendig für eine Echtzeitverarbeitung. Daher wird
aufbauend auf der Arbeit von Jung [JS04] eine mehrstufige Hough-Transformation mit stark reduzierter
Laufzeit eingesetzt [Nie+10]. Sie führt eine Hough-Transformation für Geraden durch und bestimmt
anschließend anhand geometrischer Kriterien mögliche Rechtecke.
Punkte (x , y) auf einer Geraden erfüllen für feste Werte α, r ∈R die Bedingung
r = x cos(α)+ y sin(α).
Durch eine Faltung des zu analysierenden Grauwertbildes G mit dem als Scharr-Operator (nach [Sch00])
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Zur Durchführung der Hough-Transformation wird ein Akkumulator A verwendet. Die Bildpunkte des
Grauwertbildes werden traversiert und, falls es sich um ein Kantenpixel handelt, gemäß Formel [3.9] in
den Hough-Raum transformiert und der Akkumulator an der entsprechenden Stelle inkrementiert:
A(h(x)) = A(h(x))+ξ(x) ∀x∈G.
Dabei ist ξ> 0 eine Gewichtungskonstante. Sie kann anhand der Kantenstärke aus Gx und Gy abgeleitet
werden. Robustere Ergebnisse erhält man dabei, wenn man schwache Kanten ausschließt. Dazu eignet
sich insbesondere das Canny-Verfahren [Can86] als robuster Algorithmus zur Kantendetektion. Nach
Bestimmung des Canny-Bildes C aus G setzt man ξ(x) := c(x). Als weitere Optimierung kann man
Kantenpixel ausschließen, deren Gradientenrichtung aus Anwendungssicht unmöglich sind.





kumulator die Parameter der von ihnen repräsentierten Geraden darstellen. Mittels einer Analyse der
Maximalstellen wird die Anzahl der Geraden bestimmt.
Kombinationen von jeweils vier Geraden (A,B,C,D) sind Rechteckkandidaten R. Falls (A,B) und (C,D)
parallel sind und (A,C) orthogonal zueinander stehen, handelt es sich um ein Rechteck. Für n von der









= 1/24 n(n−1)(n−2)(n−3)≤ n4 eine
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Abb. 3.6.: Illustration der Bewertung eines Rechteckkandidaten R=(A,B,C , D) gemäß s(R) [3.11]. Die Darstellung
verwendet Polarkoordinaten (v,α). Die hellen Punkte markieren die Seitenlinien, die dunklen Punkte
die Mittlung von Winkel α und Wert im Hough-Raum v der parallelen Seiten.
asymptotische Laufzeit von O (n4). Anstelle der naiven Untersuchung aller Kombinationsmöglichkeiten
kann man Geraden nach Winkel sortieren und solche mit ähnlichen Winkeln als mögliche parallele
Seiten gruppieren. Anschließend sortiert man die parallelen Seiten erneut und kombiniert solche, die
einen Winkelunterschied von etwa π/2 haben. Alle anderen Kombinationsmöglichkeiten werden ver-
worfen. Dadurch ändert sich zwar der asymptotische Laufzeitaufwand nicht, aber die zu untersuchende
Anzahl von Kombinationen ist in praktisch relevanten Fällen gering genug, um den Echtzeiteinsatz des
Algorithmus zu gewährleisten.
Bei der Beurteilung von Parallelität und Orthogonalität muss berücksichtigt werden, dass die ermittelten
Modellparameter verrauscht sind. Dafür eignet sich die Berechnung eines Fehlermaßes s(R), welches
Abweichungen von perfekter Parallelität, Orthogonalität und gleicher Werte im Hough-Raum gewichtet
kombiniert (vergleiche Abbildung 3.6)
s(R) :=µp tp+µo to+µv tv . [3.11]

































Abb. 3.7.: Geometrisches Modell eines n-Ecks für n=3 mit Mittelpunkt c, Inkreisradius rI , Umkreisradius rU
und Rotation α. Die Rotation gibt den kleinsten Winkel zwischen x-Achse und einem Seitenpunkt im
Koordinatensystem mit Ursprung c an. Damit gilt 0≤α< 2π
n
.








Dabei gibt αI den Winkel der Geraden I an und vI seinen Wert im Hough-Raum. Bei µp, µo und µv
handelt es sich um Gewichte.
Rechteckkandidaten R mit hohem Fehlerwert s(R)>κs werden entfernt. Abschließend werden Duplikate
entfernt. Dazu wird ein Ähnlichkeitsmaß c(R1,R2) benötigt, das die Abweichung der Modellparameter










entfernt. Geeignete Schwellwerte κc und κs können empirisch bestimmt wer-
den. Übrig bleibende Rechteckkandidaten stellen das Ergebnis der Segmentierung als parametrische
ROIs dar.
3.2.3. Radiale Symmetrie für gleichseitige n-Ecke
Loy, Barnes und Zelinsky entwickelten ein Verfahren zur Detektion gleichseitiger n-Ecke [BZ04; LB04].
Es ähnelt in der Vorgehensweise einer Hough-Transformation, indem Punkte aus dem Kantenbild auf
Strecken in Dualräumen projiziert werden [Yue+90]. Die Abbilder erhöhen die Werte in den jeweiligen
Dualräumen (Akkumulatoren). In dem von Barnes und Zelinsky vorgeschlagenen Verfahren kommen
drei Dualräume zum Einsatz. Zwei dieser Dualräume sind dreidimensional, wobei die ersten beiden
Dimensionen denen des Kantenbildes entsprechen. Die dritte Dimension repräsentiert den Inkreisradius
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Abb. 3.8.: Transformation eines Kantenpunkts E im Dreick (A,B,C) in den Dualraum für den Radius rI . Für jeden
der Punkte x∈ I J wird im Dualraum der Punkt (x , y, rI )> um den Wert 1 erhöht, während für Punkte
aus HI und JK der Wert um 1 verringert wird. In der Grafik nicht dargestellt ist die Gegenrichtung des
Gradienten.
des n-Ecks. Der Inkreis ist der größte Kreis, der vollständig im n-Eck liegt (vergleiche Abbildung 3.7).
Ein Punkt in diesen Dualräumen gibt für ein n-Eck (n>2 beliebig, aber fest) den Mittelpunkt und Radius
seines Inkreises an. Die beiden Dualräume unterscheiden sich in ihrer Verwendung als Akkumulator:
Der erste wird für jeden projizierten Streckenpunkt fest um den Wert 1 erhöht, während der zweite um
einen gradientenabhängigen Wert erhöht wird. Der dritte Dualraum schließlich ergibt sich aus einer
punktweisen Multiplikation der beiden ersten Dualräume gefolgt von einer Marginalisierung entlang
der Inkreisradius-Dimension. Dieser Dualraum wird für die Maximumsuche (Kandidatenextraktion)
eingesetzt. Da er nur zweidimensional ist, kann die Maximumsuche sehr schnell durchgeführt werden.
Experimente im Rahmen dieser Arbeit zeigten allerdings, dass dieses Verfahren nicht die gewünschte
Robustheit erzielt: Durch die Marginalisierung überlagern sich im Dualraum Informationen zu verschie-
denen Radii und Kantenrichtungen. Dieses Rauschen führt zu vielen Falschpositiven. Des Weiteren ist
das Verfahren nicht in der Lage, die Rotation der n-Ecke zu bestimmen. Die Rotation ist eine wichtige
Information, um die nachfolgende Klassifikation von Kandidaten zu erleichtern, indem eine Rotations-
korrektur vorgenommen wird, zu stark rotierte Objekte verworfen werden oder eine Vorklassifikation
durchgeführt wird (z.B. Unterscheidung zwischen dem deutschen Zeichen 205 “Vorfahrt gewähren”,
dessen Dreiecksspitze nach unten zeigt, und Gefahrzeichen mit nach oben zeigender Dreiecksspitze).
Das im Folgenden präsentierte erweiterte Verfahren löst beide Probleme, ohne signifikant mehr Rechen-
leistung zu benötigen. Es verwendet das in Abbildung 3.7 dargestellte Modell, das ein n-Eck Sn als Tupel
Sn= (c, rI ,α) repräsentiert.
Gegeben seien das Eingabebild G∈Gh,w , das nach dem Verfahren von Canny [Can86] in ein Binärbild
C ∈Mh,w transformiert wird. Die Gradientenfelder Gx und Gy werden gemäß Formel [3.8] aus G
gebildet. Für die gesuchten n-Ecke (n>2 beliebig, aber fest) sei eine Menge möglicher Inkreisradii
R= {r0, r1, . . . , rm} gegeben.
Die Detektion erfolgt zweistufig. Zunächst wird im ersten Schritt eine Hough-Transformation mit
einem dreidimensionalem Dualraum eingesetzt, die rotationsinvariant n-Ecke bestimmt. Der Dualraum
entspricht dem ersten von Loy und Barnes vorgeschlagenen Dualraum.
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Für jeden Kantenpixel x mit c(x) = 1 werden die Mittelpunkte aller möglichen n-Ecke bestimmt, von
denen x Teil sein könnte (vergleiche Abbildung 3.8). Diese müssen eine Entfernung von ri ∈R in positiver
oder negativer Gradientenrichtung von E sowie einen Abstand von d in orthogonaler Gradientenrichtung
mit 0≤ d ≤w und
w := ri tan(π/n), [3.16]































Jeder Bildpunkt x mit c(x) = 1 wird für alle Radien rt ∈ R gemäß s(x, rt) auf eine Menge von Punkten
im Akkumulator transformiert und die Werte im Akkumulator inkrementiert. Um den Einfluss von zu
langen Strecken zu reduzieren, wird s(x, rt) wie in Abbildung 3.8 dargestellt verlängert. Punkte im
Hough-Raum, die in diese Bereiche fallen, führen zum Dekrementieren der Werte im Akkumulator und
filtern so Strecken, die deutlich länger als die Seitenlängen des erwarteten n-Ecks sind. Nach Abschluss
der Transformation wird der Akkumulator auf Häufungspunkte untersucht.
Jeder Häufungspunkt im Akkumulator liefert die Parameter c und rI des in Abbildung 3.7 dargestellten
Modells des n-Ecks. Damit ist es bis auf die Rotation α eindeutig bestimmt, welche im letzten Schritt des
Verfahrens bestimmt wird. Dazu wird für alle möglichen Rotationen αi die Anzahl der Kantenpixel k(αi)



































Mit Hilfe des Bresenham-Algorithmus [Bre65] kann e(c, rI ,αi) effizient berechnet werden, wodurch
auch die notwendige Diskretisierung von t vorgegeben ist. Bei der Diskretisierung von αi ist zu beachten,






3.2. Segmentierung und Detektion
ausreichend ist. Ferner kann man gezielt eine Menge der für statische Verkehrselemente auftretenden
Rotationswinkel wählen und nur solche Bildpunkte mit passenden Gradientenrichtungen transformieren
[BL06]. Damit werden beispielsweise vertikale Kanten bei dreieckigen Warnhinweisschildern ignoriert.
Eine weitere wichtige Kenngröße ist der Anteil von Kantenpixeln d(Sn) des nach dem obigen Verfahren
bestimmten n-Ecks Sn. Er ergibt sich mit Formel [3.16] zu d(Sn) :=
k(α)
2 n w
und eignet sich als Gütemaß
für das Detektionsergebnis bzw. zur direkten Ablehnung von Kandidaten mit d(Sn)< κd für einen
festzulegenden Schwellwert κd.
3.2.4. Radiale Symmetrie für Kreise
Das im vorhergehenden Abschnitt 3.2.3 beschriebene Verfahren detektiert für n=∞ Kreise. Da dieser
Spezialfall in der Praxis hohe Bedeutung hat, sei an dieser Stelle auf zwei für diesen Fall wichtige
Vereinfachungen hingewiesen.
Für n=∞ ergibt sich nach Formel [3.16] w=0, d.h. die beiden Transformationsgeraden degenerieren zu
zwei Punkten. Damit wird für diesen Fall das von der Transformation eingebrachte Rauschen minimiert.
Gleichzeitig ist für diesen Spezialfall die Laufzeit am geringsten.
Die Einschränkung des Rotationswinkels α in Formel [3.19] erfolgt aufgrund von Mehrdeutigkeiten: Die
n-Ecke Sn1 = {x, rI ,α} und Sn2 = {x, rI ,α +
2kπ
n
} sehen identisch aus. Für Kreise mit n=∞ folgt daraus
das geometrisch anschauliche Ergebnis, dass alle Kreise gleich aussehen, die sich nur im Rotationswinkel
unterscheiden. In der Detektion kann folglich die Bestimmung eines Rotationswinkels übersprungen
werden.
Beide Vereinfachungen wirken sich positiv auf Robustheit und Laufzeit des Algorithmus aus. Da es
für Kreise jedoch nicht möglich ist, aus der Form einen Rotationswinkel zu bestimmen, wird eine
nachfolgende Klassifikation texturierter Verkehrselemente erschwert: Die in der Praxis auftretenden
Rotationen von Texten und Piktogrammen durch ungenaue Anbringung kann nicht aufgrund der
während der Detektion extrahierten Informationen kompensiert werden.
3.2.5. Morphologische Bildverarbeitung
Lichtsignale erscheinen im Videobild in der Regel heller als ihre Umgebung. Dies trifft insbesondere auf
Ampeln zu, die zwecks guter Sichtbarkeit mit Kontrastblenden umgeben sind. Diese Eigenschaft kann




(a) G (b) K1 (c) G	K1 (d) G ◦K1 (e) K2 (f) G	K2 (g) G ◦K2
Abb. 3.9.: Beispiele für die Anwendung des morphologischen Öffnens auf ein Bild G mit einem kreisähnlichen
Objekt und strukturierenden Elementen K1 und K2 (siehe Text).
Definition 3.6. Sei G ∈Gh,w ein Grauwertbild und K ∈Mr,s ein Binärbild (strukturieren-
des Element). Die Erosion 	 ist gegeben durch
	 :Gh,w×Mr,s→Gh,w
G	K := G	K
g	K (x) := miny∈K
k(y)=1
(g(x+y)).
Definition 3.7. Sei G ∈Gh,w ein Grauwertbild und K ∈Mr,s ein Binärbild (strukturieren-
des Element). Die Dilatation ⊕ ist gegeben durch
⊕ :Gh,w×Mr,s→Gh,w
G⊕K := G⊕K
g⊕K (x) := maxy∈K
k(y)=1
(g(x+y)).
Basierend auf den beiden Operationen Erosion und Dilatation wird das morphologische Öffnen ◦ wie
folgt definiert:
Definition 3.8. Sei G ∈Gh,w ein Grauwertbild und K ∈Mr,s ein Binärbild (strukturieren-
des Element). Das morphologische Öffnen ◦ ist gegeben durch
◦ :Gh,w×Mr,s→Gh,w
G ◦K := (G	K)⊕K .
Ampeln erscheinen in Bildern als kreisähnliche Lichtpunkte, weisen also höhere Grauwerte als ihre
Umgebung auf. Durch die Rasterung der Bildpunkte entstehen am Übergang zwischen Ampellicht
und Kontrastblende Mischfarben, welche die Farbklassifikation und Extraktion der Form erschweren.
Durch morphologisches Öffnen kann dieser Effekt begrenzt werden; es eignet sich darüber hinaus,
Rauschen in Form von sehr kleinen Objekten mit ampelähnlichen Farben zu unterdrücken. Dazu wählt
man ein strukturierendes Element geringer Größe. Abbildung 3.9 zeigt die Anwendung eines solchen
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(a) Eingabebild G (b) Strukturierendes Ele-
ment M3
(c) GM3
Abb. 3.10.: Anwendung des Top-Hat Operators auf das Bild (a) mit einem kreisartigen strukturierendem Element
M3 (b). Gleichmäßig texturierte großflächige Objekte werden maskiert, kleinere Objekte wie die
Ampellichter bleiben unberührt.
strukturierenden Elements K1 [3.9b] bzw. K2 [3.9e] auf ein Bild G [3.9a] in [3.9d] und [3.9g]: Je nach
Größe des strukturierenden Elements wird der Rand des Objekts an die Form des strukturierenden
Elements angepasst, oder das Objekt wird vollständig maskiert, falls das strukturierende Element nicht
in das Objekt hineinpasst.
Analog zum morphologischen Öffnen ist das morphologische Schließen • definiert:
Definition 3.9. Sei G ∈Gh,w ein Grauwertbild und K ∈Mr,s ein Binärbild (strukturieren-
des Element). Das morphologische Schließen • ist gegeben durch
• :Gh,w×Mr,s→Gh,w
G •K := (G⊕K)	K .
Aufbauend auf dem Öffnen definiert sich der (weiße) Top-Hat-Operator (die deutsche Bezeichnung
Zylinderhut ist wenig verbreitet):
Definition 3.10. Sei G ∈Gh,w ein Grauwertbild und K ∈Mr,s ein Binärbild (strukturie-
rendes Element). Der (weiße) Top-Hat-Operator  ist gegeben durch
 :Gh,w×Mr,s→Gh,w
GK := G−(G ◦K)
wobei der Operator − für die Berechnung der Differenz zweier Bilder steht. Der schwarze Top-Hat-
Operator ist analog zum weißen über die Operation (G •K)−G definiert. Er ist hier aber nicht weiter
von Bedeutung.
Die Größe von Ampellichtern im Bild kann nach oben abgeschätzt werden; großflächige Objekte in
Ampelfarbe kommen als Kandidaten nicht in Frage. Der Top-Hat Operator eignet sich, solche großflä-
chigen Hintergrundobjekte zu maskieren. Dazu wählt man ein strukturierendes Element in Form des
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Abb. 3.11.: Haar-Basismerkmale. Durch Drehung um 45° und 90° entstehen weitere Haar-Merkmale. Angewendet
auf einen Bildausschnitt berechnet ein Haar-Merkmal einen skalaren Wert als Differenz der Summe
der Grauwerte im weiß markierten Bereich des Haar-Merkmals und der Summe der Grauwerte im
schwarz markierten Bereich.
Ampellichts, welches größer als die maximale Größe zu erkennender Ampellichter ist. Abbildung 3.10
veranschaulicht das Vorgehen.
Für die Segmentierung von Ampellichtern lassen sich zwei morphologische Operationen einsetzen: Das
morphologische Öffnen mit einem kreisförmigen strukturierenden Element geringer Größe und der
weiße Top-Hat Operator mit einem kreisförmigen strukturierenden Element, das größer als die maximale
Bildgröße eines Ampellichts ist.
3.2.6. Viola/Jones-Verfahren
Die bisher vorgestellten Segmentierungs- und Detektionsverfahren basieren auf explizit oder implizit
vorgegebenen Objektmodellen. Eine Alternative dazu stellen maschinelle Lernverfahren dar, die anhand
von Lernbeispielen und einer (potentiell sehr großen) Menge von Merkmalen eine Entscheidungsfunktion
lernen. Für jede mögliche Objektansicht im Bild legt die Entscheidungsfunktion fest, ob sich an dieser
Stelle ein Objekt befindet. Um mit diesem Vorgehen robuste Ergebnisse in Echtzeit zu erhalten, muss die
Entscheidungsfunktion sowohl eine sehr niedrige Falschpositivrate als auch eine sehr niedrige Laufzeit
aufweisen – die Anzahl möglicher Objektansichten im Bild ist extrem groß und nur ein Bruchteil davon
stellen tatsächlich Objekte dar. Ein Verfahren, das dieses Vorgehen umsetzt und die Randbedingungen
bezüglich Laufzeit und Robustheit erfüllen kann, wurde von Viola und Jones vorgestellt [VJ01] und
nach ihnen Viola/Jones-Verfahren genannt.
Detektion
Objektansichten werden im Bild über Rechtecke mit einem vorgegebenen (beliebigen, aber festen)
Ansichtsverhältnis modelliert. Im sogenannten sliding window Verfahren werden alle unter diesen
Einschränkungen möglichen Objektansichten traversiert: Die Position und Skalierung des ansichtsfesten
Rechtecks wird variiert, was für die jeweiligen Skalierungsfaktoren zum namensgebenden “Gleiten”
des Rechtecks über das Bild führt. Durch zusätzliche Anwendung der in Abschnitt 3.2.7 vorgestellten
Einschränkung der Suchregionen können die zu betrachtenden Skalierungsfaktoren und Positionen
weiter reduziert werden.
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1Rechteck 2 3 . . . n−1 n
ω0 ω0 ω0 ω0 ω0
P P P P P
N N N N N
Abb. 3.12.: Schematische Darstellung eines n-stufigen Kaskaden-Klassifikators. Jede Stufe lehnt einen Bildaus-
schnitt (Rechteck) entweder direkt ab (N) oder reicht ihn weiter zur nächsten Stufe (P). Bildausschnitte,
welche die letzte Stufe erreichen und nicht abgelehnt werden, werden weiter verarbeitet.
Abb. 3.13.: Detektion eines Andreaskreuz mit dem Viola/Jones-Verfahren. Links das Ergebnis des 15-stufigen
Kaskaden-Klassifikators, rechts das Ergebnis des Clustering-Verfahrens.
Innerhalb eines jeden Bildausschnitts (Rechtecks) werden Haar-Merkmale (Abbildung 3.11) ausgewertet.
Sie können sehr schnell berechnet werden, wenn ein Integralbild – ein Bild, das in jedem Bildpunkt
die Summe aller Grauwerte im Rechteck zwischen Bildursprung und dem Bildpunkt speichert – ver-
wendet wird. Als weitere Beschleunigung wird eine sogenannte Kaskade verwendet, ein degenerierter
Entscheidungsbaum, der in jedem Baumknoten Beispiele entweder direkt ablehnt oder zur nächsten
Stufe weiterreicht (Bild 3.12). Jede Stufe stellt einen starken Klassifikator dar: Ein Klassifikator, der
eine vorgegebene Falschpositivrate unter- und eine vorgegebene Positivrate überschreitet. Er trifft die
Klassifikationsentscheidung anhand eines Schwellwertvergleichs auf der gewichteten Summe einzelner
schwacher Klassifikatoren: Klassifikatoren, die im Schnitt nur besser als zufällige Entscheidungen sein
müssen. Als schwache Klassifikatoren werden Entscheidungsbäume einer festgelegten Tiefe verwendet,
die jeweils einzelne Haar-Merkmale in den Baumknoten verwenden.
Der Großteil aller möglichen Objektansichten wird durch die Kaskade abgelehnt. Die übrig bleibenden
Rechtecke werden abschließend anhand ihrer Ähnlichkeit (in Bezug auf Skalierungsfaktor und Positi-
on) mittels eines Clustering-Verfahrens gruppiert. Cluster, die eine Minimalgröße nicht überschreiten,
werden ignoriert. Von allen anderen Clustern wird ein repräsentatives Mitglied ausgewählt und der




Als überwachtes Lernverfahren benötigt die Detektion nach Viola/Jones annotierte Beispiele zum
Training eines Modells. Sie werden in positive und negative Beispiele eingeteilt und sollten eine
repräsentative Abbildung der Eingabedaten darstellen. Dies erreicht man durch eine möglichst große,
nicht redundante Menge an Beispielen, die alle relevanten Verkehrssituationen und Umweltbedingungen
widerspiegeln.
Das Training der Kaskade erfolgt sequentiell beginnend mit der ersten Stufe. Jede Stufe erhält als
Eingabedaten die Trainingsbeispiele, die von der vorhergehenden Stufe nicht abgelehnt wurden. Die
erste Stufe nutzt alle Trainingsbeispiele. Mittels AdaBoost [FS95] werden so lange neue Entscheidungs-
bäume trainiert und der Stufe hinzugefügt, bis die Entscheidungsfunktion der Stufe eine vorgegebene
Falschpositivrate f unter- und eine vorgegebene Positivrate p überschreitet. Aufgrund der Filterung
der Eingabedaten durch vorhergehende Stufen müssen spätere Stufen ein schwierigeres Problem lösen
als frühere. Dies führt dazu, dass frühere Stufen in der Regel deutlich weniger Entscheidungsbäume
ausbilden müssen und entsprechend eine geringere Laufzeit aufweisen. Für die Detektion erreicht man
damit die gewünschte Eigenschaft, dass ein Großteil aller Hintergrundobjekte in einer frühen Stufe der
Kaskade mit geringer Laufzeit abgelehnt wird.
Die Parameter f und p können zur Abschätzung der Falschpositivrate F und Positivrate P bezogen
auf ein Bild der Trainingsmenge benutzt werden. Da jede Stufe eine Falschpositivrate von maximal f
aufweist, gilt für eine Kaskade mit n Stufen
F ≤ f n
P ≥ pn
[3.20]
Für f =0.25, p=0.999 und eine Kaskade mit n=20 Stufen werden Objekte mit einer Wahrscheinlichkeit
von mehr als P ≥ 0.99920≈ 98% gefunden. Wird eine Kamera verwendet, die 30 Bilder pro Sekunde
aufnimmt und werden jeweils 500000 Objektansichten untersucht, ist mit F ≤ 500000 ·0.2520 Falschposi-
tiven pro Bild zu rechnen, was einem Erwartungswert von 60 ·60 ·30 ·500000 · F ≈ 0,049 Falschpositiven
pro Stunde entspricht. Allerdings beziehen sich diese Abschätzungen auf die Trainingsmenge und können
nur auf solche Verkehrssituationen verallgemeinert werden, die von der Trainingsmenge repräsentiert
werden. Bei der Wahl der Parameter f und p ist des Weiteren zu beachten, dass sie sich stark auf die
Laufzeit des Trainingsvorgangs und der späteren Detektion auswirken. Werden f zu niedrig und p zu
hoch gewählt, ist unter Umständen keine Echtzeitverarbeitung möglich.
3.2.7. Laufzeitoptimierungen
Gemäß der in Abschnitt 1.2 definierten Anforderungen müssen die Segmentierungs- und Detekti-
onsverfahren online lauffähig sein. Die oben vorgestellten Algorithmen wurden bereits unter diesem
Gesichtspunkt ausgewählt und sind (eine effiziente Implementierung vorausgesetzt) prinzipiell online
lauffähig. Ob die Ausführung in Echtzeit erfolgt, hängt nach der Implementierung von den zur Verfü-
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gung stehenden Hardware-Ressourcen einerseits und der Menge der zu verarbeitenden Informationen
andererseits ab. Falls es möglich ist, die zur Verfügung stehenden Hardware-Ressourcen zu beeinflussen,
können sie für den Einsatzzweck optimiert werden [Mü+10].
Darüber hinaus ist eine Optimierung der Laufzeit möglich, wenn der zeitliche und räumliche Zusammen-
hang der zu verarbeitenden Informationen berücksichtigt wird. Bei einer Videokamera mit Frequenz f Hz
und Auflösung w×h Bildpunkte müssen pro Sekunde I := f ·w ·h Bildpunkte verarbeitet werden. Durch
verschiedene im Folgenden vorgestellte Ansätze ist es möglich, die Menge der zu verarbeitenden
Bildpunkte zu reduzieren und dadurch die Verarbeitung zu beschleunigen.
Zeitliche Filterung Einer der einfachsten Ansätze zur Reduktion der Laufzeit besteht in der Reduk-
tion der Frequenz f : Anstelle der Frequenz f des Sensors wird für die Verarbeitung die Frequenz
f ′< f verwendet, einige Videobilder werden also schlicht nicht verarbeitet. Dieses Vorgehen hat den
offensichtlichen Nachteil, dass einige Objekte nicht oder verspätet erkannt werden.
Einschränkung von Suchregionen Abhängig von der Anbringung der Kamera kommt es vor, dass Teile
des Fahrzeugs – typischerweise Teile der Motorhaube oder Teile der Kamerahalterung – im Videobild zu
erkennen sind. Aufgrund ihrer Nähe zur Kamera sind keine zu erkennenden Objekte in diesen Regionen
zu erwarten. Die entsprechenden Bildregionen können daher aus I entfernt werden.
Die Position und Ausrichtung der Videokamera sowie ihre Optik wird während der Fahrt nicht verändert.
Das Fahrzeug selbst ändert seine Position und die Rotation um die z-Achse durch Lenken signifikant,
während Änderungen des Nick- und Rollwinkels nur in eingeschränkten Bereichen vorkommen. Die
Anbringung und Größe von Verkehrselementen folgt Vorschriften der VwV-StVO [Sta]. Nach der Projek-
tion dieser Bereiche unter Beachtung der Bewegungsräume des Fahrzeugs ins Bild bleiben Bildregionen
übrig, in denen bestimmte Verkehrselemente nicht zu erwarten sind. Diese Regionen können entweder
komplett aus I entfernt werden oder an das Segmentierungs- bzw. Detektionsverfahren weitergegeben
werden, welches seinen Suchraum einschränken kann.
Pyramidenansätze Die Laufzeit der modellbasierten Ansätze und der morphologischen Operatoren
hängt von der Größe der gesuchten Objekte ab. Beispielsweise werden bei der radialen Symmetrie für
Kreise für jeden betrachteten Radius ein bzw. zwei zusätzliche Akkumulatoren benötigt; beim Top-Hat
Operator hängt die (laufzeitrelevante) Größe des strukturierenden Elements von der maximalen Größe
der zu segmentierenden Ampellichter ab. An dieser Stelle eignen sich Gauß-Pyramiden [BPF12], um die
Größe der Elemente zu begrenzen; anstatt auf dem Originalbild zu arbeiten, wird die Segmentierung
auf skalierten Bildern durchgeführt. Zum Originalbild G0 wird das um den Faktor 2
−s skalierte Bild Gs
(Level s) berechnet durch s-malige Anwendung der Operation Ï:
Ï :Gw,h→Gw/2,h/2







Abb. 3.14.: Bildpyramiden G1 und G2 zum Originalbild G0.
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Das Bild Gi+1 enthält nur 1/4 der Anzahl Bildpunkte von Gi (vergleiche Abbildung 3.14) und dement-
sprechend beschleunigt sich die Segmentierung bzw. Detektion. Die Wahl der Pyramidenlevel, auf
denen gearbeitet wird, verlangt eine Abwägung zwischen Laufzeit und Erkennungsqualität: Aufgrund
des Informationsverlusts durch die Skalierung ist auf höheren Leveln mit schlechteren Ergebnissen zu
rechnen.
Kontextabhängige Laufzeitoptimierungen Die oben vorgestellten Optimierungsansätze können sehr
gut durch Kontextinformationen dynamisch gesteuert werden. Sobald Verkehrselemente im Videobild
gefunden und verfolgt werden, kann die Prädiktion genutzt werden, um ihre Position und Größe im
nächsten Videobild zu schätzen. Auf diese Weise ergeben sich Suchregionen, die als starke Einschränkung
der Menge zu segmentierender Bildpunkte genutzt werden können. Auch Segmentierungsparameter
wie die möglichen Radien von Kreisen können hiermit eingeschränkt werden. Der Laufzeitanteil der
Segmentierung wird in diesem Fall zugunsten von Tracking und Klassifikation stark gesenkt. Da diese
Ansätze stark anwendungsabhängig sind, werden konkrete Umsetzungen kontextabhängiger Laufzeitop-
timierungen in Abschnitt 3.5 und Kapitel 5 beschrieben.
3.3. Merkmalsextraktion und Klassifikation
Kandidaten statischer Verkehrselemente werden von Segmentierungs- und Detektionsverfahren in
Videobildern lokalisiert. Um festzustellen, ob ein Kandidat (eine ROI) tatsächlich ein statisches Verkehrs-
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element darstellt und wenn ja, um welchen Typ es sich handelt, wird eine automatische Klassifikation
durch überwachte Lernverfahren eingesetzt.
Gegeben sei eine Menge nominaler Kategorien Ω, die sogenannten Klassen, mit
Ω := {ω0, . . . ,ωn−1} [3.23]
und n> 1. Sie repräsentieren Typen statischer Verkehrselemente oder allgemeiner Kategorien von




der positiven und negativen Klassen mit
Ωp∩Ωn= ;. [3.25]
Im Allgemeinen gilt Ωp∪Ωn 6=Ω, es kann also Klassen geben, die weder positiv noch negativ sind. Dies
wird später genutzt, um eine Klasse zu bilden, die Kandidaten enthält, die nicht eindeutig einer positiven
oder negativen Klasse zuzuordnen sind.
Aufgabe der Klassifikation ist die Abbildung von ROIs Θ∈ΘB∪ auf eine Klasse ω∈Ω. Dazu wird zunächst




ω̂ := d( f (Θ))
[3.26]
wird die eigentliche Klassifikation durchgeführt.
Die Merkmalstransformation f wird so gewählt, dass Daten mit gleicher Klassenzugehörigkeit auf
ähnliche Werte in M abgebildet werden. Gleichzeitig wird versucht, die Dimension q möglichst gering
zu halten, um Laufzeit und Speicheraufwand zu minimieren.
Der Eingaberaum ergibt sich aus der Problemstellung bzw. der damit verbundenen Datenakquise. Im
Rahmen dieser Arbeit definiert er sich über ROIs, die durch Segmentierung und Detektion der Einga-
bedaten bestimmt werden. Die Wahl von Merkmalsraum und -transformation muss problemspezifisch
vorgenommen werden. Für die Klassifikation von statischen Verkehrselementen geeignete Merkmals-
transformationen werden in den Abschnitten 3.3.1 bis 3.3.5 vorgestellt.
Um die Entscheidungsfunktion d zu parametrieren werden Daten aus einer Trainingsmenge mit bekann-
ter Klassenzugehörigkeit eingesetzt um ein Entscheidungsmodell (kurz: Modell) zu trainieren, welches
den Fehler auf einer von der Trainingsdatenmenge disjunkten Menge von Testdaten minimiert. Das trai-
nierte Modell definiert d vollständig. Zur Klassifikation von Verkehrselementen sind SVMs ein geeignetes



















mit G ∈G der Grauwert-Transformation von B und uv = q. Es wird also eine Transformation vom
RGB-Farbraum auf Grauwerte, eine Größennormalisierung und eine Transformation zum kleinsten
umschließenden Rechteck vorgenommen. Letztere ist notwendig, da im Allgemeinen die Anzahl der
Bildpunkte von Θ auch nach Größennormalisierung unbekannt ist. Durch die Ergänzung von Bildpunk-
ten aus der Umgebung löst fg dieses Problem, bringt dabei aber auch Merkmale ein, die nicht zum
Objekt gehören (vergleiche Abbildung 3.3). Falls das nicht erwünscht ist, können nicht zu ΘB gehörige
Bildpunkte in GΘ,(u,v) durch feste Werte ersetzt werden. Für modellbasierte Detektionsverfahren wie der
radialen Symmetrie für Kreise, bei denen die Anzahl der Elemente der ROI nach Größennormalisierung
bekannt ist, kann auf die Transformation auf das kleinste umschließende Rechteck verzichtet werden.
Die Grauwert-Transformation ist eine der einfachsten Transformationen. Verschiebung, Skalierung und
Drehung des Bildausschnitts wirken sich stark auf das Transformationsergebnis aus. Das Θ zugrundelie-
gende Segmentierungs- bzw. Detektionsverfahren muss demgegenüber daher robust sein.
Für die Klassifikation von Verkehrselementen eignet sich die Grauwert-Transformation insbesondere
dort, wo Details der Textur entscheidend für die Klassenzugehörigkeit sind. Das ist beispielsweise bei
Tempolimits der Fall, bei Zusatzzeichen oder bei der Unterscheidung der verschiedenen Typen von Halt-
und Parkverboten (die jeweils unterschiedliche Pfeile benutzen).
3.3.2. Blockweise Diskrete Kosinustransformation
Einer der Nachteile der Grauwert-Transformation ist die vergleichsweise hohe Dimensionalität des Merk-
malsraums. Mit Hilfe einer diskreten Kosinustransformation (die auch z.B. Teil des JPEG-Kompressions-
verfahrens ist) kann die Dimension des Merkmalsraums verringert werden. Dazu wird eine Transformati-
on der Bilddaten in den Frequenzbereich vorgenommen und eine Tiefpassfilterung durchgeführt.
Sei ΘB eine ROI zum Bild B∈Rh,w und G die Grauwerttransformation von B. Dann ist H :=GΘ,(n,n) das
auf die Größe n×n normalisierte kleinste umschließende Rechteck zur Grauwerttransformation von Θ
mit n := 2r für r ∈N. Die Koeffizienten-Matrix D der diskreten Kosinustransformation von H ist
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B
Abb. 3.15.: Schematische Darstellung der blockweisen diskreten Kosinustransformation für B∈G12,12 mit sx =
sy = 8 und ox = oy = 4. Die vier Blockmatrizen D1 . . . D4 decken unterschiedliche Bereiche von B ab
und definieren die Eingabebereiche für die Berechnung der DCT. Die jeweils ersten k Koeffizienten
davon bilden zusammen den Merkmalsvektor k.
und α0= 1 sowie αi = 2 für i> 0.
Die Frequenzen in x und y-Richtung steigen mit den jeweiligen Indizes, so dass die tiefsten Frequenzen
durch die Einträge in der oberen linken Ecke von D repräsentiert werden. Zur Tiefpassfilterung werden
daher die ersten (gemäß i · j) k Koeffizienten von D extrahiert. Um die Strukturen in den Teilbereichen
der ROI zu erhalten, wird die oben dargestellte diskrete Kosinustransformation nicht auf H angewandt,
sondern auf Blockmatrizen Hi j fester Größe zu H mit
Hi j =H(i oy : i oy+ sy ; j ox : j ox+ sx). [3.30]
Dabei sind wie in Abbildung 3.15 illustriert oy und ox die Verschiebung in vertikaler bzw. horizontaler
Richtung und sy und sx die vertikale bzw. horizontale Größe der Blockmatrizen.
3.3.3. Blockweise Histogramm-Transformation
Die Histogramm-Transformation verwendet analog zu Formel [3.30] überlappende Blockmatrizen Bi j .
Für jede Blockmatrix (Bildausschnitt) wird pro Bild-Kanal ein Histogramm berechnet (vergleiche Ab-
bildung 3.16). Jede Klasse (engl. bin) der einzelnen Histogramme entspricht im Merkmalsraum einer
Dimension.
Neben der Nutzung rechteckiger Blöcke ist es auch möglich, die Histogramme auf anders gewählten
Bildausschnitten zu berechnen, zum Beispiel Kreisen. Ersetzt man das zugrundeliegende Grauwert-










Abb. 3.16.: Schematische Darstellung der blockweisen Histogramm-Transformation für B∈G10,10 mit sx = sy = 6
und ox = oy = 4. Die vier Blockmatrizen B1 . . .B4 decken unterschiedliche Bereiche von B ab und










Abb. 3.17.: Schematische Darstellung der HOG-Transformation für B ∈G18,18 mit Blockgröße sx = sy = 12, Block-
verschiebung ox = oy = 6 und Zellengröße cx = cy = 6. Die neun Blockmatrizen B1 . . .B9 decken
unterschiedliche Bereiche von B ab und definieren die Eingabebereiche für die Berechnung der neun
Histogramme H1 . . .H9.
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3.3.4. Histogram of Oriented Gradients (HOG)
Das von Dalal und Triggs [DT05] für die Erkennung von Personen vorgeschlagene HOG-Merkmal
eignet sich auch als Merkmalstransformation für Verkehrselemente. Es ähnelt der in Abschnitt 3.3.3
vorgestellten blockweisen Histogramm-Transformation, arbeitet allerdings nicht direkt auf Bildpunkten,
sondern auf Gradienten, die über Gleichung [3.8] berechnet werden können. Die Blöcke werden weiter
unterteilt in Zellen der Größe cx× cy , auf denen Histogramme berechnet werden. Pro Block wird aus
diesen ein Histogramm zusammengesetzt, indem die Histogramme der zugehörigen Zellen über den
Block normalisiert und aneinander gehängt werden. Abbildung 3.17 veranschaulicht das Vorgehen.
3.3.5. Hybride Merkmalstransformationen
Die in den vorhergehenden Abschnitten beschriebenen Merkmalstransformationen lassen sich beliebig
miteinander und untereinander zu neuen, sogenannten hybriden Merkmalstransformationen kombi-




x1 . . . xn y1 . . . ym
>
. [3.31]
Analog werden hybride Merkmalstransformationen definiert, die mehr als zwei Merkmalstransformation-
en kombinieren. Aufgrund des bereits erwähnten Ziels der Dimensionsreduktion des Merkmalsraums ist
beim praktischen Einsatz hybrider Merkmalstransformationen sorgfältig zwischen höherer Ausdrucks-
stärke und größerer Dimension – sowie der damit einhergehenden Notwendigkeit einer größeren
Trainingsdatenmenge – abzuwägen. Ein sinnvoller Einsatz eines hybriden Merkmalsraums ist vor allem
dann gegeben, wenn konträre Merkmale kombiniert werden. Beispielsweise kann zur Erkennung von
Ampeln (Ampelkasten inklusive Ampellichter) ein hybrider Merkmalsraum verwendet werden, der
eine HOG-Transformation mit einer blockweisen Histogramm-Transformation angewendet auf das in
den HSV-Farbraum transformierte Bild kombiniert: Erstere bildet im Merkmalsvektor die Form des
Ampelkastens und der Ampellichter ab, letztere die Farbe des aktiven Ampellichts bzw. der aktiven
Ampellichter (vergleiche Abschnitt 3.5.5).
3.3.6. Hierarchische Support-Vektor-Maschinen (SVMs)
Eine Support-Vektor-Maschine ist eines der nach heutigem Stand der Forschung leistungsfähigsten
Klassifikationsverfahren. Es teilt Objekte (repräsentiert durch Vektoren in einem Vektorraum) einer von
zwei Klassen zu. Die Entscheidung, welcher Klasse ein Objekt zugeordnet wird, wird anhand seiner Lage
im Vektorraum in Bezug auf eine Hyperebene (Entscheidungsmodell) getroffen. Anhand von ausgewählten
Vektoren, deren Klassenzugehörigkeit vorgegeben ist (Trainingsbeispiele), wird eine Teilmenge von
ihnen als sogenannte Stützvektoren (englisch support vectors) in einer einmalig durchzuführenden
Trainingsphase bestimmt. Sie bestimmen die trennende Hyperebene.
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Abb. 3.18.: Eine SVM bestimmt in der Trainingsphase eine trennende Hyperebene zwischen zwei Klassen. Die
Hyperebene wird zur Klassifikation von Objekten genutzt, deren Label nicht bekannt ist.
Seien xi ∈Rd Vektoren im Merkmalsraum mit i = {1,.. . ,`} und Label yi ∈ {−1,+1}, d.h. Ω= {−1,+1}.
Falls eine Hyperebene existiert, welche die Punkte mit Label −1 von denen mit Label +1 trennt, gilt für
Punkte auf dieser Hyperebene
x>w+ b= 0 [3.32]
wobei w eine Normale der Hyperebene bezeichnet. Über die Lage eines Punktes bezüglich der Hy-
perebene kann damit sein Label bestimmt werden: Die Entscheidungsfunktion d(x) für einen Punkt x
ist
d(x) = sgn(x>w+ b). [3.33]
Gilt außerdem für alle i
yi (x
>
i w+ b)≥ 1, [3.34]
dann existiert ein Rand der Breite 1‖w‖ zwischen den beiden Klassen und der Hyperebene. Vektoren,
die Gleichung 3.34 mit Gleichheit erfüllen, liegen auf der Hyperebene H1 mit x
>
i w= 1 bzw. H2 mit
x>i w=−1. Sie werden Stützvektoren genannt. Der Abstand zwischen H1 und H2 ist
2
‖w‖ und seine






unter der Nebenbedingung yi (x
>
i w+ b)≥ 1 ∀ i.
[3.35]
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Abb. 3.19.: Als Teil der SVM-Klassifikation werden Objekte vom Eingaberaum I (a) in den Merkmalsraum F (b)
transformiert. Des Weiteren wird eine implizite Transformation in den Kernelraum K (c) durchgeführt.
Separierbarkeit
Die lineare Separierbarkeit von Daten durch eine Hyperebene ist nicht in jedem Fall erreichbar. Das
in Abbildung 3.19b dargestellte Zweiklassenproblem ist ein Beispiel dafür. Da dieser Fall in der Praxis
häufig auftritt, wurden verschiedene Ansätze entwickelt, um dennoch eine Separierung der Daten zu
ermöglichen: Die Einführung von Schlupfvariablen in den Nebenbedingungen des Optimierungsproblems
und die implizite Transformation in einen höherdimensionalen Raum [Bur98]. Beide Verfahren können
miteinander kombiniert werden.
Durch die Einführung von Schlupfvariablen werden gezielt Fehler bei der Klassifikation der Trainingsda-
ten zugelassen, diese Fehler jedoch minimert. Dazu wird das eigentliche Optimierungsproblem – die
Maximierung des Randbereichs der separierenden Hyperebene – relaxiert. Jede Nebenbedingung reprä-
sentiert ein Trainingsdatum und die Summe der Verletzungen der Nebenbedingungen wird minimiert.








unter den Nebenbedingungen yi (x
>
i w+ b)≥ 1−ξi ∀ i
ξi ≥ 0 ∀ i
[3.36]
wobei die Konstante c ein Parameter ist, der zur Abwägung zwischen der Größe des Trennbereichs und
der korrekten Trennung der Trainingsdaten benutzt werden kann.
Dieses Optimierungsproblem ist konvex und wird üblicherweise in seiner dualen Form durch Einführung





























αiα j yi y j〈xi ,x j〉




αi yi = 0.
[3.37]





αi yi〈xi ,x〉+ b
!
. [3.38]
Diejenigen Daten xi , für deren Lagrange-Multiplikatoren αi = 0 gilt, sind für die Entscheidungsfunktion
irrelevant. Dies ist praktisch relevant, denn das Modell benötigt nur die sogenannten Stützvektoren
xi mit αi > 0, um d zu berechnen. Im praktischen Einsatz werden auf diese Weise Speicherplatz und
Laufzeit reduziert.
Schließlich wird durch eine Transformation in einen anderen Raum die Möglichkeit geschaffen, Hyper-
ebenen höherer Dimension (aus Sicht des Merkmalsraums) zu verwenden und damit eine nichtlineare
Trennung der Daten zu ermöglichen. Dazu wird x∈Rq in den Kernelraum Ro transformiert, wofür die
Kernel-Funktion φ (kurz: der Kernel φ) benutzt wird mit φ :Rq→Ro. Diese Transformation muss nicht
explizit durchgeführt werden, sondern es muss lediglich das Skalarprodukt k(x,y) := 〈φ(x),φ(y)〉 in Ro
berechenbar sein. Dadurch ergibt sich eine sehr effiziente Berechnung, weswegen diese Transformation
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Abb. 3.21.: Links: SVM zur Klassifikation von A-{B,C,D} als Teil des one-against-all Verfahrens. Rechts: SVM zur
Klassifikation von A-D als Teil des one-against-one Verfahrens.





αi yik(xi ,x)+ b
!
. [3.39]
Verbreitet genutzte Kernel sind der polynomielle Kernel kpoly vom Grad d (üblicherweise 1, 2 oder 3) mit
kpoly(x,y) := (δ〈x,y〉+ε)
d [3.40]






und skalarem Parameter γ. In den RBF-Kernel geht der Abstand zwischen Datenpunkten ein, der mit dem
Parameter γ skaliert wird. Für hohe Werte von γ erhält man einen schmalen Kernel, so dass im Extremfall
während des Lernens alle Trainingsdaten zu Stützvektoren werden. Die Entscheidungsfunktion [3.39]
klassifiziert dann nur Daten in unmittelbarer Nähe zu Trainingsdaten richtig und entscheidet sich
ansonsten immer für eine der beiden Klassen. Umgekehrt führt ein niedriger Wert von γ im Extremfall
dazu, dass alle Stützvektoren Einfluss auf die Entscheidungsfunktion nehmen. Um gute Klassifikati-






Viele Klassifikationsprobleme bestehen aus n> 2 Klassen. Ein verbreiteter Ansatz, diese Problemstellung
mit SVMs zu lösen besteht in der Reduktion des Mehrklassenproblems auf mehrere Zweiklassenprobleme.
Der one-against-all-Ansatz führt für n zu unterscheidende Klassen n Einzelklassifikationen durch. Dabei
wird jeweils ein Zweiklassenproblem bestehend aus der i-ten Klasse und der Vereinigung der übrigen
Klassen betrachtet. Der one-against-one-Ansatz führt für alle n Klassen eine paarweise Klassifikation
durch. Diejenige Klasse, welche die meisten Einzelklassifikationen gewinnt, wird als endgültiges Klassifi-
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kationsergebnis ausgewählt. Die Anzahl durchzuführender Einzelklassifikation ist bei diesem Ansatz






Um beispielsweise eine Klassifikation der vier Klassen A, B, C und D durchzuführen, reduziert der
one-against-all Ansatz die Klassifikation auf vier Zweiklassenprobleme A-{B,C,D}, B-{A,C,D}, C-{A,B,D}
und D-{A,B,C}. Demgegenüber betrachtet der one-against-one Ansatz sechs Zweiklassenprobleme A-B,
A-C, A-D, B-C, B-D und C-D (Abbildung 3.21).
Nicht nur die Ermittlung einer Klasse ist für praktische Anwendungen relevant, sondern auch eine
Abschätzung, ob das Ergebnis korrekt ist. Dafür wird ein Konfidenzmaß P̂(y =ω|x) als Schätzung der
Wahrscheinlichkeit P(y =ω|x) bestimmt. Sei
Pi j := P(y =ωi|y =ωi∨ y =ω j ,x) [3.42]
die Wahrscheinlichkeit, dass x der Klasse ωi angehört, wenn x entweder ωi oder ω j angehört. Ein übli-
cher Ansatz, P̂i j festzulegen besteht in der Betrachtung des Abstands von x zur trennenden Hyperebene.






δ(P̂i j > P̂ji) ∀i. [3.43]
Im Rahmen dieser Arbeit wird stattdessen das von Wu, Lin und Weng [WLW04; CL11] vorgeschlagene
Konfidenzmaß benutzt, mit dem auf synthetischen und realen Daten bessere Klassifikationsergebnisse





mit Skalaren c, d, die anhand der Trainingsdaten aufgestellt werden und g(x) :=
∑`
i=1αi yik(xi ,x)+ b






(P̂ji P̂i− P̂i j P̂j)2





wird daraus P̂i := P̂(y =ωi|x) berechnet, was angewendet auf alle Klassen ωi dank der Nebenbedingun-
gen in [3.45] direkt das Konfidenzmaß P̂(y =ω|x) festlegt.
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Hierarchische SVM zur Klassifikation von Verkehrselementen
Ausgehend von einer ROI Θ als potentielles Verkehrselement bestimmt die Klassifikation eine Klasse
ω∈Ω. Durch Anwendung einer Merkmalstransformation erhält man aus der ROI einen Datenpunkt
f (Θ)=: x, der als Eingabe für eine SVM geeignet ist:
ω= d(x). [3.46]
Um eine optimale Qualität und Laufzeit zu erhalten, muss die Merkmalstransformation wie in Abschnitt
3.5 beschrieben passend zu den zu erkennenden Verkehrselementen gewählt und gegebenenfalls mit
einer Merkmalsselektion kombiniert werden.
Bei der Klassifikation einer größeren Anzahl von Typen von Verkehrselementen mittels des one-against-
one Verfahrens müssen für n Klassen n(n−1)/2 binäre Klassifikationsprobleme gelöst werden. Aus
laufzeittechnischen Gründen ist dies problematisch. Vor einem ähnlichen Problem steht das one-against-
all Verfahren, das zwar weniger, aber komplexere binäre Klassifikationsprobleme lösen muss. Eine
leistungsfähige Alternative bietet der Einsatz einer hierarchischen SVM: Es werden Gruppen gleichartiger
Verkehrselemente (Klassen ähnlicher Merkmale) gebildet und in einer Baumstruktur angeordnet. Alle
Blätter des Baumes sind Klassen ω∈Ω und die Menge der Klassen Ωk eines inneren Knotens k ist die
Vereinigung der Klassen seiner Kinder. Der Wurzelknoten hat die Klassenmenge Ω (vergleiche Abbildung
3.22). Jedem inneren Knoten ist eine SVM zugeordnet, deren Klassifikationsproblem für jedes Kind eine
Klasse aufweist. Die Merkmalstransformation wird spezifisch für die von Ωk repräsentierten Verkehrs-
elemente gewählt. Das Vorgehen entspricht einem Entscheidungsbaum, dessen innere Knoten SVMs
darstellen. Das Klassifikationsergebnis entscheidet, welcher Entscheidungspfad im Baum eingeschlagen
wird.
Wie die Einfärbung der SVMs bzw. Klassen in Abbildung 3.22 verdeutlicht, werden bei der Klassifikation
mit einer hierarchischen SVM nicht alle Teil-SVMs durchlaufen. Aus diesem Grund wird die Konfidenz P̂
über der Potenzmenge 2Ω definiert. Im Unterschied zum one-against-one und one-against-all Verfahren
enthält P̂ nicht für alle atomaren Ereignisse (Klassen) Konfidenzen, sondern stattdessen aggregierte
Konfidenzen für mehrere Klassen. Dies wird später in Abschnitt 4.2 in der D/S-Fusion ausgenutzt. Die
Konfidenz P̂(Ψ|x) mit Ψ∈ 2Ω wird während der Traversierung des Baumes berechnet. Sei P̂[i](Ψ|x) die








Sei P̂k(ωk|x) mit ωk ∈Ωk die Konfidenz der SVM zum aktuellen Knoten im k-ten Traversierungsschritt.
Dann wird P̂[k] für alle Ψ∈ 2Ω wie folgt bestimmt:
65
3. Umfelderkennung
{ω1, . . . ,ω8}





















Nach Durchlaufen des letzten Knotens z wird für alle Ψ∈ 2Ω
P̂(Ψ|x) := P̂[z](Ψ|x) [3.49]
gesetzt.
Die Nutzung einer hierarchischen SVM ist sinnvoll, wenn eine größere Anzahl von Klassen zu un-
terscheiden ist und sich die Merkmale einiger Klassen ähneln, so dass sie zusammengefasst werden
können. Konkrete Anwendungen dafür werden in Abschnitt 3.5 beschrieben. Neben dem Umgang mit
einer großen Anzahl an Klassen bergen sehr große Datensätze weitere Herausforderungen, für die im
folgenden Abschnitt 3.3.7 zum aktiven Lernen Lösungsansätze präsentiert werden.
3.3.7. Aktives Lernen
Überwachte Lernverfahren benötigen annotierte Trainingsdaten, um eine Entscheidungsfunktion zu
lernen. Trainingsdaten für statische Verkehrselemente können mit vertretbarem Aufwand erstellt werden,
indem während der Fahrt Daten aufgezeichnet werden. Die nachfolgende Annotation der Daten durch
Experten benötigt allerdings viel Zeit. Insbesondere für den Einsatz in Serienfahrzeugen ist eine sehr
gute Leistung des Klassifikators essentiell, wofür umfangreiche Mengen annotierter Trainingsdaten
benötigt werden. Um den Aufwand für die Annotation selbiger zu senken, ist es wünschenswert, gezielt
und automatisch Trainingsdaten zur Annotation auszuwählen, welche zu einer überdurchschnittlichen
Lernrate führen. Das Themenfeld aktives Lernen beschäftigt sich mit dieser Problemstellung: Anstelle der
klassischen zufälligen Auswahl von Lerndaten (passives Lernen) werden gemäß einer Auswahlstrategie
(englisch query strategy) Trainingsdaten zur Annotation ausgewählt [Set09]. Die so ausgewählten Daten
werden wie gehabt von einem menschlichen Experten annotiert.
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Bei der Anwendung von aktiven Lernverfahren auf die Klassifikation von statischen Verkehrselementen
liegen die nicht annotierten Trainingsdaten als Menge A vor, auf die wahlfrei zugegriffen werden kann
(pool-based sampling). Auswahlstrategien dürfen nicht auf binäre Klassifikationsprobleme beschränkt
sein, sondern müssen eine beliebige Anzahl von Klassen unterstützen. Des Weiteren soll die Arbeitszeit
des menschlichen Experten sinnvoll genutzt werden. Insbesondere sind kurze Annotationszeiten gefolgt
von längeren Wartepausen zu vermeiden – dieses Szenario würde entstehen, wenn der aus theoretischer
Sicht ideale Ansatz verwendet würde, immer genau ein neues Trainingsbeispiel auszuwählen und danach
das Modell neu zu trainieren. Aktive Lernverfahren müssen im Rahmen dieser Arbeit daher in jeder
Iteration eine Menge S von Trainingsbeispielen zur Annotation auswählen mit |S|= h 1, bevor ein
neues Modell trainiert wird. Dieses Vorgehen wird Batch-Modus (englisch batch-mode) genannt.
Eine der am häufigsten eingesetzten Auswahlstrategien ist uncertainty sampling (US) [Set09]. Sie kann
für alle Lernverfahren eingesetzt werden, welche für eine ROI Θ die Berechnung von Konfidenzen
P̂(ω| f (Θ)) unterstützen. Sei
c(Θ) :=max
ω∈Ω
P̂(ω| f (Θ)) [3.50]
die maximale Konfidenz aller Klassen zur ROI Θ. Die Auswahlmenge SUS(h) wird von US als jene h





argminΘ∈A c(Θ) h= 1
SUS(h−1)∪argminΘ∈A\SUS(h−1) c(Θ) h> 1
[3.51]
berechnet. Zwar erfüllt US gemäß [3.51] als Auswahlstrategie die geforderten Kriterien (Mehrklassenpro-
bleme und Batch-Modus), bringt jedoch auch einen Nachteil mit sich: Redundanz in den Trainingsdaten
wird nicht berücksichtigt. Redundante Daten weisen ähnliche Konfidenzen auf; sind diese gering, werden
sie bei entsprechender Batch-Größe h in SUS einbezogen. Dies führt dazu, dass die Lernrate geringer
als möglich ausfällt. Ein möglicher Ansatz, Redundanz in den Daten zu berücksichtigen, wurde für
SVMs und binäre Klassifikationsprobleme von Brinker [Bri03] vorgestellt. Vor dem Hintergrund des
Versionsraums (der Raum der konsistenten Hypothesen) wird dazu eine gewichtete Kombination aus
dem Abstand von Datenpunkten zur trennenden Hyperebene und dem Winkel zwischen den zu Da-
tenpunkten korrespondierenden Hyperebenen betrachtet. Erstere ist eine laufzeittechnisch günstige
Heuristik zur Minimierung des Versionsraums, zweitere ein Redundanzmaß – redundante Daten weisen
ähnliche Winkel auf, während solche mit unterschiedlichen Winkeln zu einer stärkeren Reduktion des
Versionsraums führen.
Durch die Einschränkung auf binäre Klassifikationsprobleme ist Brinkers Ansatz nicht direkt im Rahmen
dieser Arbeit nutzbar. Demir, Persello und Bruzzone [DPB11] stellen eine Erweiterung des Ansatzes
für Mehrklassenprobleme vor, der die Winkelbetrachtung als Redundanzmaß übernimmt, allerdings
die lineare Kombination von Relevanz und Redundanz aufgibt. Um diese Eigenschaft zu erhalten, wird
an dieser Stelle eine alternative Erweiterung von Brinkers Ansatz auf Mehrklassenprobleme mit dem
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wobei k(·, ·) die Kernelfunktion der SVM ist.
Aufgrund der in [3.52] ersichtlichen Abhängigkeit der Elemente voneinander ist eine iterative Berech-
nung von SADR notwendig. Algorithmus 3.1 stellt eine effiziente Berechnung dafür dar. Damit ist ein
allgemein verwendbarer, effizient berechenbarer Algorithmus als Erweiterung von Brinkers Ansatz auf
Mehrklassenprobleme gegeben. Im Folgenden werden Erweiterungen des Algorithmus für die Domäne
der Erkennung von Verkehrselementen betrachtet.
Algorithmus 3.1 angular diversity ranking (ADR) Algorithmus für Mehrklassen-Klassifikationsprobleme
und SVMs.
Eingabe:
Trainingsdaten im Array i
Gewicht λ∈ [0..1]
Ausgabe: Permutation des Arrays i
1: for j= 0 to n do
2: p[ j]← 1− c(Θ j)
3: a[ j]← 0
4: for k← 0 to h−1 do
5: imax← k
6: smax← 0
7: for j← k to h−1 do
8: s←λ p[ j]+(1−λ) a[ j]






15: for j← k+1 to h−1 do
16: if k= 0 or a(Θ j ,Θk)< a[ j] then
17: a[ j]← a(Θ j ,Θk)
Für den zukünftigen Einsatz in Fahrzeugen ist es wichtig, keine Fehlalarme (Erkennung nicht vorhande-
ner Verkehrselemente) zu produzieren. Auf den Erkennungsprozess übertragen entspricht dies einer
Minimierung der Falschpositivrate. In einem iterativen Lernprozess kann man das unterstützen, indem
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P̂(ω| f (Θ))∈Ωp [3.55]
erfüllen, also negative Beispiele, die positiv klassifiziert werden. Im Rahmen des aktiven Lernens ist
die tatsächliche Klassenzugehörigkeit y(Θ) zur Auswahlzeit nicht bekannt, so dass Beispiele gemäß
Bedingung 3.54 nicht direkt bestimmt werden können. Indirekt kann ihr Anteil aber erhöht werden,
indem bei der Auswahl positiv klassifizierte Beispiele bevorzugt werden: Ihr Anteil in der Auswahlmenge
wird gezielt auf einen höheren Wert gesetzt als der tatsächliche Anteil positiver Beispiele in den
Trainingsdaten. Dieser Anteil ist zwar ebenfalls nicht bekannt, kann jedoch auf Basis der ursprünglichen
Trainingsmenge leicht abgeschätzt werden.
In den Algorithmus wird dieser Vorzug für positive (bzw. negative) Beispiele über einen Parameter
κp≥ 0 eingebracht mit
κp=|{Θ∈ S|argmax
ω∈Ω
P̂(ω| f (Θ))∈Ωp}| [3.56]
h−κp=|{Θ∈ S|argmax
ω∈Ω
P̂(ω| f (Θ))∈Ωn}|. [3.57]
Eine der Hauptquellen für Redundanz in den Trainingsdaten ist die mehrfache Aufnahme des glei-
chen Verkehrszeichens während der Vorbeifahrt. Zusätzlich zur Redundanzbetrachtung mittels ADR
kann dieses Wissen genutzt werden, indem die Anzahl der Trainingsbeispiele des gleichen Verkehrs-
elements begrenzt wird. Dafür wird das Tracking von Verkehrszeichen eingesetzt und eine weitere
Nebenbedingung
|T (Θ)| ≤κt ∀Θ∈ S [3.58]
mit einem Parameter κt>0 aufgestellt. Hierbei ist T (Θ) die Menge aller Beispiele, die zum gleichen Track
gehören. Wird κt niedrig gewählt, werden weniger Trainingsbeispiele des gleichen Verkehrselements
aufgenommen und dadurch die Redundanz verringert. Damit ergibt sich der um die Nebenbedingungen
[3.56] – [3.58] erweiterte Algorithmus 3.2.
Ohne aktives Lernen besteht der Trainingsprozess aus den nacheinander folgenden Schritten der
Datenaufnahme, Datenannotation und dem Training eines Modells. Um aktives Lernen zu integrieren,
werden Datenannotation und Modelltraining iterativ durchgeführt und eine Auswahlstrategie für aktives
Lernen einbezogen. Nach der Datenaufnahme ergibt sich damit folgender iterativ durchgeführter Ablauf:
(I) Training eines Modells basierend auf T
(II) Auswahlstrategie bestimmt Batch S aus A, A := A\S
(III) Annotation von S, T := T ∪S.
Die Anzahl durchzuführender Iterationen ist beliebig; anhand von Qualitätskriterien kann ein Abbruch-
kriterium festgelegt werden. Dafür wird wie in Abbildung 3.23 dargestellt eine Evaluation auf der von
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Algorithmus 3.2 track-pruned class-biased angular diversity ranking (TPCB-ADR) Algorithmus für
Mehrklassen-Klassifikationsprobleme und SVMs.
Eingabe:
Trainingsdaten im Array i
Gewicht λ∈ [0..1]
Ausgabe: Permutation des Arrays i
1: for j= 0 to n do
2: p[ j]← 1− c(Θ j)
3: a[ j]← 0
4: k← 0
5: for l← 0 to length(i)−1 and k< h do
6: imax← k
7: smax← 0
8: for j← l to h−1 do
9: s←λ p[ j]+(1−λ) a[ j]
10: if s> smax then
11: imax← j
12: smax← s




17: for j← l+1 to h−1 do
18: if l = 0 or a(Θ j ,Θl)< a[ j] then
19: a[ j]← a(Θ j ,Θl)
20: k← k+1
den Trainingsdaten disjunkten Testdatenmenge durchgeführt. Als Qualitätskriterien eignen sich die
Unterschreitung einer vorgegebenen Falschpositivrate und/oder die Überschreitung einer vorgegebenen
Klassifikationsrate.
3.4. Tracking und temporale Fusion
Die sensorielle Erfassung des eigenen Zustands und des Umfelds erfolgt mit einer für die jeweiligen
Sensoren eigenen Taktung. Neben den zu einem Zeitpunkt aktuellen Momentaufnahmen liefert auch die
zeitliche Verknüpfung der Daten wertvolle Informationen. In diesem Kontext bezeichnet das Tracking
die Verfolgung von Objekten über einen Zeitraum. Dabei wird eine Verknüpfung zwischen realen
Objekten und ihren Abbildern in zeitlich aufeinander folgenden Daten hergestellt. Das Tracking kann
genutzt werden, um zusätzliche Informationen zu einem Objekt zu erhalten (beispielsweise seine
Geschwindigkeit). Es legt außerdem den Grundstein für die temporale Fusion, die die zeitliche Konsistenz
von Beobachtungen prüft (Abschnitt 3.4.2) und Zustandswechsel behandelt (Abschnitt 3.4.3).
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Abb. 3.23.: Trainingsprozess für aktives Lernen. Blaue Pfeile stellen Abläufe dar, die offline durchgeführt werden.










Abb. 3.24.: Fahrzeug-, Sensor- und Bildkoordinatensystem.
3.4.1. Tracking
Die im Rahmen dieser Arbeit behandelte Problemstellung gibt als Randbedingung sich bewegende
(vom Fahrzeug mitbewegte) Sensoren vor. Demgegenüber sind die zu verfolgenden Objekte ortsstatisch.
Mit einer Kamera als primärem Sensor liegt die Verfolgung von Objekten im Bildkoordinatensystem
nahe. Dabei ist jedoch zu beachten, dass sich Position und Größe eines Objektabbildes bei einer
linearen Bewegung des Fahrzeugs aufgrund der Projektion ins Kamerabild nichtlinear verändern. Ein
Standard-Schätzverfahren wie das (einfache) Kalman-Filter kann darauf nicht angewendet werden.
Zweckmäßiger ist daher die Objektverfolgung im Fahrzeugkoordinatensystem. Um sie umzusetzen,
müssen Transformationen zwischen Bild- und Fahrzeugkoordinatensystem bekannt sein.
Sei xF ∈R3 ein Punkt im rechtshändigen Fahrzeugkoordinatensystem, bei dem die x-Achse in Fahrtrich-
tung, die y-Achse nach links und die z-Achse nach oben zeigt (vergleiche Abbildung 3.24). Sei xB ∈N2
ein Punkt im Bildkoordinatensystem. Durch eine einmalig durchzuführende Kamerakalibrierung wer-
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den extrinsische und intrinsische Kameraparameter bestimmt [BPF12]. Die extrinsischen Parameter
beschreiben Lage und Orientierung der Kamera in Bezug auf das Fahrzeugkoordinatensystem über eine





in das Kamerakoordinatensystem transformiert werden gemäß
xS=RxF+ t. [3.59]




































Die umgekehrte Transformation von Bildkoordinaten in Fahrzeugkoordinaten benötigt zusätzliches
Wissen über die Distanz von Objekten. Dieses kann in Form zusätzlicher Sensoren wie Stereo- oder
Tof-Sensoren im Rahmen einer 2D/3D-Fusion hinzugezogen werden. Sind keine solchen Sensoren
vorhanden, kann Wissen über die Größe des beobachteten Objekts eingebracht werden. Wie in Ab-
schnitt 3.5 angegeben ist die Größe von Verkehrselementen festgelegt. Mit der so bekannten Breite eines


























und darüber der Punkt xF im Fahrzeugkoordinatensystem als
xF=R
>(xS− t). [3.63]
Neben den Transformationen zwischen Fahrzeug- und Bildkoordinatensystem muss die Dynamik der
Verkehrsszene berücksichtigt werden. Sei
xD :=

px py pz vx vy vz ax ay az
>
[3.64]
der dynamische Zustand eines Objekts bestehend aus der Position, Geschwindigkeit und Beschleunigung
entlang der einzelnen Achsen bezogen auf das Fahrzeugkoordinatensystem. Innerhalb eines Zeitraums∆t
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Falls Fahrzeugsensoren zur Messung der Steuerung – Gas, Bremse, Lenkung – verfügbar sind, kann die





Dabei stellt u die Steuereingangsgrößen dar und B transformiert sie auf den Dynamikzustand.
Zu beachten ist, dass die Modellierung von F gemäß [3.65] sowohl die Bewegung des Fahrzeugs als auch
eine etwaige Bewegung des Objekts erfasst, während die Modellierung gemäß [3.67] die Bewegung
des Fahrzeugs als bekannte Größe auffasst und nur die Bewegung des Objekts selbst in F verfolgt. In
beiden Fällen gilt jedoch, dass die Fahrzeugbewegung nicht vollständig bzw. nur ungenau bekannt
ist. Diese Unsicherheit lässt sich als Prozessrauschen w in das Modell einbringen. Die Position des




Die relative Position zB und die Größe von Verkehrselementen wird durch die Umfelderkennung in Bild-
koordinaten gemessen. Gemäß Formel [3.63] wird zB im Fahrzeugkoordinatensystem auf den Punkt zF
abgebildet. Auch hier ergeben sich aufgrund von Fehlern in der Detektion, der begrenzten Auflösung der
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der Transformation des Dynamikzustands in den Messraum.
Mit der Zustandsgleichung [3.68] und der Messgleichung [3.69] sind die Voraussetzungen geschaffen,
um ein Kalman-Filter [Kal60] zur Verfolgung eines Objekts einzusetzen. Es können jedoch mehrere
Objekte gleichzeitig im Sichtfeld der Kamera sein. Um auch damit umgehen zu können, muss das
Modell zu einem sogenannten Multi-Target-Tracker erweitert werden. Jedes Objekt wird dabei von
einem eigenen Kalman-Filter verfolgt; ein Assoziationsschritt wird eingeführt, innerhalb dessen ROIs zu
Kalman-Filtern zugeordnet werden. Anhand des prädizierten Zustands und der Kovarianzmatrix des
Kalman-Filters wird ein sogenanntes Gate berechnet. Liegt der Zustand eines Objekts innerhalb dieses
Gates, so ist eine Assoziation mit dem zugrundeliegenden Kalman-Filter möglich, andernfalls nicht.
Intuitiv beschreibt das Gate die Menge der akzeptablen Nachfolgezustände eines Trackers. Für jede ROI
ergibt sich darüber eine Menge von Kalman-Filtern, denen sie zugeordnet werden kann. Ist die Menge
leer, wird ein neues Kalman-Filter zur Verfolgung des neuen Objekts erzeugt. Andernfalls wird anhand
des Klassifikationsergebnisses der ROI und der Distanz zum prädizierten Zustand entschieden, welchem
Kalman-Filter sie zugeordnet wird. Darüber hinaus entfernen sich Objekte durch die Fahrzeugbewegung
aus dem Sichtfeld der Kamera. Daher werden Kalman-Filter entfernt, wenn ihnen über einen längeren
Zeitraum keine ROIs zugeordnet werden.
3.4.2. Konfidenzberechnung für statische Elemente
Durch die Bewegung des Fahrzeugs ändern sich ständig die relativen Positionen von Objekten zur
Kamera. Dies wird im Bild als Positions- und Größenänderung der Objektabbilder wahrgenommen
und durch Segmentierung (Abschnitt 3.2) und Tracking (Abschnitt 3.4) behandelt. In Kombination mit
der Klassifikation (Abschnitt 3.3) ergibt sich so pro Objekt eine Beobachtungsserie O= (o(1), . . . ,o(n))
bestehend aus Tupeln
o(t)= (Θ(t), P̂(t)(ω)) [3.71]
mit Informationen über die ROI Θ(t) sowie Konfidenzmaßen P̂(t)(ω) zum Zeitpunkt t.
Das von der Beobachtungsserie O repräsentierte Objekt kann ein statisches Verkehrselement, ein anderes
Objekt oder (bei Fehlern im Tracking) mehrere Objekte darstellen. Aufgabe der temporalen Fusion
ist die Bestimmung des Typs und die Berechnung einer Konfidenz für die Korrektheit der ermittelten
Informationen zum durch die Beobachtungsserie repräsentierten Objekt. Dies schließt die Erkennung
von Fehlern im Tracking und den Umgang mit semi-statischen (zustandsändernden) Elementen wie
beispielsweise Ampeln ein.
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die Klasse mit k-höchster Konfidenz und Q(i)k die Klasse mit k-höchster Konfidenz des i-ten Elements der
Beobachtungsserie O. Sei
P̂k := P̂(Qk) [3.73]











die Klassifikation mit Ablehnung wenig stark ausgeprägter Maxima: Q0 lehnt Klassen als ω0 ab, wenn
die maximale Konfidenz zu gering ist (definiert über den Schwellwert κm) oder sich nicht stark von der
zweithöchsten Konfidenz abhebt (definiert über den Schwellwert κd).










Ist das Maximum mehrdeutig, wird entweder cm(O) =ω0 entschieden – also sich für die Ablehnung als
Hintergrundobjekt entschieden – oder sich zugunsten der Klasse innerhalb der mehrdeutigen Werte
entschieden, die zuletzt positiv klassifiziert wurde.
Durch die Annäherung an Verkehrselemente bei der Vorbeifahrt erscheinen sie zum Ende einer Beobach-
tungsserie größer im Bild und werden zuverlässiger korrekt klassifiziert. Dieser Umstand wird von der







(i)(ω)− c(i−1)e (ω)) i> 1
[3.76]
und sei 0≤κe≤ 1 ein Parameter zur Abwägung zwischen stärkerer Glättung (κe→ 0) und Bevorzugung





Analog zu Gleichung [3.74] kann außerdem eine Ablehnung bei wenig stark ausgeprägtem Maximum
durchgeführt werden.
Erweiterte Verfahren der temporalen Fusion können weiteres Wissen einbringen. Die temporale Fusion
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kann auch als Klassifikationsproblem aufgefasst werden, bei dem die Entscheidung anhand gelernter
Beobachtungssequenzen getroffen wird. Da die hier vorgestellten Verfahren bereits sehr gute praktische
Ergebnisse erzielen, wird darauf an dieser Stelle verzichtet.
3.4.3. HMMs zur Zustandsschätzung semi-statischer Elemente
Semi-statische Verkehrselemente ändern über die Zeit ihren Zustand und damit ihr Aussehen. Seltene
Zustandsänderungen, wie sie von Wechselverkehrszeichen vorgenommen werden, benötigen keine
spezielle Berücksichtigung. Lichtzeichen (Ampeln und Warnlichter z.B. an Kreuzungsübergängen) jedoch
führen häufige Zustandswechsel durch. Ohne Berücksichtigung dieser Zustandswechsel käme es leicht
zu Verwechslungen von Warnlichtern und Ampeln. Ampeln würden zum Zeitpunkt des Zustandswechsels
als Hintergrundobjekt abgelehnt oder als mehrere Objekte aufgefasst werden.
Aufgrund ihres Zustandswechselverhaltens können Lichtzeichen in wenige Gruppen gleichen Verhaltens
unterteilt werden. Die drei wichtigsten sind Ampeln mit drei Lichtern (zyklische Zustandsfolge rot
→ gelb-rot → gruen → gelb), Ampeln mit zwei Lichtern (zyklische Zustandsfolge gelb → rot →
aus) und Warnlichter (zyklische Zustandsfolge gelb→ aus). Die Zustandsschätzung soll kurzfristige
Fehlerkennungen in der Prozesskette korrigieren. Die im vorherigen Abschnitt 3.4.2 vorgestellten
Verfahren sind an dieser Stelle nicht geeignet, da es bei einem Zustandswechsel des beobachteten Objekts
zu Fehlern käme: Das Objekt würde abgelehnt, in zwei Objekte aufgeteilt oder der Zustandswechsel
erst nach einer Verzögerung von mehreren Bildern erkannt. Im Hinblick auf eine frühzeitige Erkennung
beispielsweise von roten Ampeln ist dies nicht akzeptabel.
Abhilfe schafft die Modellierung des Ampelzustands als ein nicht direkt beobachtbarer Zustand. Die
(verrauschten) Messungen der Ampelfarbe durch Detektion und Klassifikation stellen Beobachtungen dar,
aufgrund derer auf den versteckten Zustand geschlossen wird. Diese Modellierung liegt hidden Markov
models (HMMs) zugrunde [Rab89]. Zur Zustandsschätzung wird jede Lichtzeichengruppe durch ein
eigenes HMM modelliert, dessen versteckten Zustände der aktuell angezeigten Lichtfarbe entsprechen.
Die Ausgabesymbole sind die von der Perzeption beobachteten Farben; Fehler in der Erkennung werden
also über die Emissionswahrscheinlichkeiten abgebildet [NDZ10]. Abbildung 3.25 zeigt die drei derart
modellierten HMMs Λ := {λ1,λ2,λ3}.
Sei O= {o(1), . . . ,o(n)} eine beobachtete Zustandsfolge und Ω= {D,R,B,G,A}. Die Klasse R steht hier für




wird das HMM berechnet, das mit maximaler Wahrscheinlichkeit die Beobachtung O erzeugt hat.
Dieses Ergebnis wird als Klassifikation der Lichtzeichenart benutzt. Gleichung [3.78] kann mit Hilfe
des Forward-Algorithmus effizient berechnet werden [Rab89]. Um eine Zustandsfolge abzulehnen –
festzulegen, dass es sich nicht um ein Lichtzeichen handelt – kann entweder Λ um ein weiteres HMM λ0
mit einem versteckten Zustand erweitert werden (Abbildung 3.25), oder es kann die Zusatzforderung
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(b) HMM λ1 zur Modellierung von Ampeln mit drei













(c) HMM λ2 zur Modellierung von Ampeln mit zwei
Farben und drei Zuständen.
aus






(d) HMM λ3 zur Modellierung von Ampeln mit ei-
ner Farbe und zwei Zuständen (einem Blinkzu-
stand).
Abb. 3.25.: HMMs für verschiedene Arten von Ampeln sowie Hintergrundobjekte (siehe Text).
P(O|λ)>κ(|O|) gestellt werden für einen geeigneten Schwellwert κ(|O|).
Nach der Bestimmung der Lichtzeichenart gemäß Gleichung [3.78] wird die wahrscheinlichste Abfolge
der versteckten Zustände bestimmt, um Erkennungsfehler zu eliminieren. Sei Q = {q1, . . . ,qn} eine
Folge versteckter Zustände mit qi ∈Qλ und Qλ die Menge der versteckten Zustände des HMM λ. Die




und kann effizient mit Hilfe des Viterbi-Algorithmus berechnet werden [Rab89]. Insbesondere der
aktuelle Zustand (letzter Zustand der wahrscheinlichsten Zustandsfolge) ist hierbei von Interesse.
Wenn die komplette Zustandsabfolge nicht benötigt wird, kann er auch über den Forward-Algorithmus
berechnet werden.
Die HMMs λ0, . . . ,λ3 in Abbildung 3.25 enthalten bereits Übergangs- und Emissionswahrscheinlichkeiten.
Initial können diese frei gewählt werden. Sie werden anschließend anhand gegebener Trainingsdaten
mit Hilfe des Baum-Welch-Algorithmus [Rab89] dahingehend optimiert, dass die Wahrscheinlichkeit der
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Beobachtungssequenzen in den Trainingsdaten maximiert wird.
3.5. Anwendungen
Verkehrselemente zeichnen sich durch eine Vielzahl unterschiedlicher Merkmale aus, für deren Erken-
nung in den vorherigen Abschnitten geeignete Methoden vorgestellt wurden. Zur Erkennung konkreter
Arten von Verkehrselementen müssen passende Verfahren ausgewählt, parametriert und kombiniert
werden. Dafür werden im Folgenden entsprechende Prozessketten (vergleiche Abbildung 3.1) vorgestellt.
Einige Komponenten können generisch verwendet werden:
Komponente Datenquelle / Verfahren
Sensorik Farbvideokamera
Tracking Kalman-Filter und Multi-Target-Tracker (MTT)
Klassifikation Hierarchische SVM
Sie müssen aber für die jeweilige Anwendung parametriert werden, etwa durch Anpassung der Baum-
struktur der hierarchischen SVM. Die übrigen Verfahren – Segmentierung, Detektion, Merkmalsextrak-
tion und temporale Fusion – sind wie in den folgenden Abschnitten beschrieben problemspezifisch
anzupassen.
3.5.1. Erkennung von Ronden
Eine Vielzahl von Verkehrszeichen besitzt eine runde Form. Aufgrund ihrer Farbgebung zeichnet sich
ihre Form im Kantenbild deutlich ab. Sie werden in Fahrtrichtung so aufgestellt, dass sie im Bild der
in Fahrtrichtung ausgerichteten Kamera als Kreis bzw. durch perspektivische Verzerrung annähernd
als Kreis erscheinen. Für die Segmentierung eignet sich daher die radiale Symmetrie für Kreise (Ab-
schnitt 3.2.4). Ronden werden laut Verwaltungsvorschrift zur Straßenverkehrs-Ordnung (VwV-StVO)
[Sta] folgendermaßen aufgestellt:
Geschwindigkeitsbereich Durchmesser
bis 20 km/h 42 cm
mehr als 20 bis 80 km/h 60 cm
mehr als 80 km/h 75 cm
Anhand des maximalen Durchmessers von 75 cm (oder 100 cm um die sehr selten verwendeten Über-
größen mit abzudecken), typischen Entfernungen zwischen Kamera und Verkehrszeichen sowie der
verwendeten Optik der Kamera kann die maximale Größe der Abbilder von Ronden im Videobild berech-













Abb. 3.26.: Gruppierung von Ronden aufgrund ähnlicher Merkmale und Anordnung in einer Baumstruktur für
eine hierarchische SVM.
(Abschnitt 3.2.7) wird die Größe der Akkumulatoren begrenzt und dadurch die Laufzeit reduziert. Das
maximale Pyramidenlevel ist in Abhängigkeit von der Auflösung der Kamera zu wählen.
Zur Klassifikation kommt eine hierarchische SVM (Abschnitt 3.3.6) mit der in Abbildung 3.26 skizzierten
Baumstruktur zum Einsatz. Als Merkmalstransformation eignen sich sowohl die Grauwerttransformation
als auch die blockweise diskrete Kosinus-Transformation (DCT). Die Segmentierung erkennt auch
Wechselverkehrszeichen. Solche mit LED-Technik weisen stark unterschiedliche Merkmale auf verglichen
mit Verkehrsschildern der gleichen Bedeutung. Daher werden sie durch eigene Klassen in Ω repräsentiert.
Dies erlaubt auch die spätere Unterscheidung von Verkehrsschildern und Wechselverkehrszeichen mit
LED-Technik (vergleiche Abschnitt 4.2).
Wechselverkehrszeichen in LED-Technik passen ihre Helligkeit an die Umgebungshelligkeit an. Das
dafür notwendige Dimmen wird üblicherweise durch Pulsweitenmodulation realisiert, was abhängig
von der Verschlusszeit der Videokamera in Bildflackern resultiert (Abbildung 3.27). Dies erschwert die
Klassifikation, da Teile des Verkehrszeichens geringere Helligkeit aufweisen. Der Effekt kann durch
einen einfachen Filter stark reduziert werden, indem das Bezugsbild B der ROI Θ(t) zum Zeitpunkt t
durch das Bild B′ ersetzt wird. Dabei wird B′ als das komponentenweise Maximum von B(t) und des








Abb. 3.27.: Reduktion von Bildflackern durch Pulsweitenmodulation bei Wechselverkehrszeichen in LED-Technik.
Jede Spalte stellt oben zwei aufeinander folgende ROIs des selben Wechselverkehrszeichens dar und
darunter die verbesserte ROI.
mit u× v der Größe von BΘ(t) . Abbildung 3.27 zeigt Beispiele dieser Operation angewendet auf die
ursprüngliche ROI.
Neben der Segmentierung angewendet auf das Videobild wird das Tracking von ROIs genutzt, um für
jede ROI eine weitere Segmentierung durchzuführen. Dabei wird die Suchregion eingeschränkt auf die
lokale Umgebung der prädizierten Position. Die Suchradien der radialen Symmetrie für Kreise werden
entsprechend der prädizierten Größe gewählt.
3.5.2. Erkennung von Warnhinweisen
Warnhinweise in Form dreieckiger Verkehrszeichen mit nach oben zeigender Spitze gibt es in einer
Vielzahl von Varianten. Sie besitzen einen roten Rand auf weißem Grund mit unterschiedlichen Symbolen.
Eine Ausnahme bildet lediglich das Andreaskreuz: Dieser Warnhinweis weist keine dreiecke Form auf.
Das Richtzeichen Vorfahrt gewähren ist durch seine Form und Farbgebung sehr ähnlich. Es besitzt jedoch
kein Symbol und eine andere Rotation (die Spitze zeigt nach unten). Warnhinweise sind größer als
Ronden (vergleiche Abschnitt 3.5.1) und werden laut VwV-StVO [Sta] folgendermaßen aufgestellt:
Geschwindigkeitsbereich Seitenlänge
weniger als 50 km/h 63 cm
50 bis 100 km/h 90 cm
mehr als 100 km/h 126 cm
Zur Segmentierung dreieckiger Warnhinweise eignen sich die in Abschnitt 3.2.3 vorgestellte radiale
Symmetrie für gleichseitige n-Ecke (mit n=3) und das Viola/Jones-Verfahren (Abschnitt 3.2.6). Vorteil
der radialen Symmetrie ist eine genauere Bestimmung von Skalierung und Position von Dreiecken.
Außerdem kann sie im Gegensatz zum Viola/Jones-Verfahren die Rotation bestimmen. Demgegenüber
weist das Viola/Jones-Verfahren eine geringere Laufzeit auf und ist weniger anfällig für Falschpositive,
da neben den Kanten der Dreiecksseiten weitere Merkmale berücksichtigt werden.
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Abb. 3.28.: Vorwegweiser dienen laut VwV-StVO sowohl der Unterrichtung von Ortsfremden als auch der Vertei-
lung des Verkehrs auf das Straßennetz [Sta; Com10].
Die auf Warnhinweisen verwendeten Piktogramme sind sehr unterschiedlich und lassen sich nicht in
Untergruppen mit ähnlichen Merkmalen aufteilen. Die hierarchische SVM zur Klassifikation verwendet
daher zwei Stufen. Auf der ersten werden Hintergrundobjekte über die Klasse ω0 abgelehnt. Dafür
eignet sich als Merkmalstransformation die blockweise DCT. Die zweite Stufe unterscheidet die Typen
von Warnhinweisen und setzt dazu eine Grauwerttransformation als Merkmalstransformation ein.
3.5.3. Erkennung von Vorwegweisern
Vorwegweiser sind komplexe, großflächige Verkehrszeichen, die auf einem einfarbigen Hintergrund
Texte und Sinnbilder zeigen (Abbildung 3.28). Die auf ihnen enthaltenen Informationen können in vielen
Fällen komplett durch Kartenmaterial ersetzt werden. Eine bildbasierte Erkennung ist dennoch relevant,
um veraltetes bzw. unvollständiges Kartenmaterial kompensieren zu können, um auf die Kenntnis der
Fahrzeugposition verzichten zu können und um dynamisch dargestellte Informationen (Abbildung 3.29)
extrahieren zu können, die im Kartenmaterial nicht repräsentierbar sind.
Um die Bedeutung von Vorwegweisern zu erfassen, müssen sowohl die auf ihnen dargestellten Sinnbilder
als auch die Texte erkannt werden. Dazu ist ein zweistufiges Segmentierungsverfahren geeignet, das
zunächst Größe und Position eines Vorwegweisers bestimmt und danach innerhalb des Vorwegweisers
eine Aufteilung in Text-, Sinnbild- und Hintergrundregionen vornimmt. Die extrahierten Text- und
Sinnbildregionen werden dann getrennt voneinander per optical character recognition (OCR)-Analyse
und Klassifikation weiterverarbeitet [XNZ09].
Detektion
Wegen der Einfarbigkeit des Hintergrunds des Vorwegweisers und seiner Größe eignet sich eine bild-
punktbasierte Segmentierung als erste Stufe der Detektion. Dazu wird das Eingabebild B∈R in den
HSV-Farbraum transformiert und gemäß [3.5] die Segmentierung durchgeführt. Als h wird
h(x) := hh(x)>κh1∧hh(x)<κh2∧hs(x)>κs∧hv(x)>κv [3.81]
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Abb. 3.29.: Verkehrsbeeinflussungsanlagen zeigen dynamisch Umleitungen und Routenempfehlungen an. Der
abgebildete Vorwegweiser verwendet dafür sowohl die Prismen- als auch die LED-Technik.
verwendet mit empirisch festgelegten Schwellwerten κh1, κh2, κs und κv. Das Ergebnis ist das Binärbild
B0 ∈B. Durch morphologisches Schließen (Definition 3.9) mit einem rechteckigen strukturierenden
Element C ∈B2,2 mit c(x) := 1∀x ∈ C wird Rauschen in Form kleiner Objekte unterdrückt und man
erhält das Binärbild B1 ∈B mit
B1 := B0 •C . [3.82]
Die Extraktion von Zusammenhangskomponenten liefert schließlich eine Menge von ROIs, von denen
diejenigen mit ausreichender Größe das Ergebnis der Segmentierung darstellen. Abbildung 3.30 zeigt
die Ergebnisse der einzelnen Schritte an einem Beispiel.
Um die Klassifikation der Symbole und die Extraktion des Textes zu erleichtern, wird die ROI in der
zweiten Segmentierungsstufe zunächst normalisiert. Optimal wäre eine Transformation, welche die
perspektivische Verzerrung ausgleicht. Die für diese Transformation notwendigen Parameter können aus
den vier Eckpunkten der ROI direkt berechnet werden [Jä05]. Problematisch bei diesem Vorgehen ist
allerdings, dass im Allgemeinen keine robuste Extraktion der vier Eckpunkte gelingen wird; kleinere
Abweichung würden sich stark verfälschend auf das normalisierte Bild auswirken. Aus diesem Grund
wird eine vereinfachte, robustere Transformation zur Normalisierung angewandt, die lediglich die
Rotation der ROI ausgleicht. Dazu werden die Gradienten der Kanten des Vorwegweisers betrachtet und
der am häufigsten vorkommende Gradientenwert wird als Rotation der ROI gesetzt. Zur Umsetzung
berechnet man zu GΘ nach Formel [3.8] Gx und Gy und maskiert innere Bildpunkte (deren Gradienten









(a) Eingangsbild B (b) Farbklassifikation B0
(c) Morphologisches Schließen B1 (d) Zusammenhangskomponenten
Abb. 3.30.: Verarbeitungsschritte der ersten Segmentierungsstufe.
Die Matrix A enthält die Gradientenwerte aus den Randbereichen der ROI, wobei orthogonale Gradienten
auf den gleichen Wert abgebildet werden. Alle vier Kanten des Vorwegweisers werden im Idealfall also
auf identische Gradientenwerte abgebildet. Um den dadurch zu erwartenden Peak (Spitzenwert) in A zu
extrahieren, wird ein Histogramm H auf A verwendet. Der maximale Wert hmax des Histogramms H wird
extrahiert und die normalisierte ROI Θ̂ wird gebildet, indem Θ um −hmax rotiert wird. Abbildung 3.31
veranschaulicht die Rotationsnormalisation.
Nach der vorbereitenden Rotationsnormalisation macht man sich zur Extraktion der Symbol- und
Textregionen zunutze, dass das Ansichtsverhältnis von Symbolen nahezu quadratisch ist, während
Textzeilen eine größere Breite als Höhe aufweisen. Über ein dichtebasiertes Region Growing auf dem
Canny-Bild C von GΘ̂ erhält man Unterregionen [YH05]. Über das horizontale Projektionsprofil werden
einzelne Textzeilen voneinander getrennt. Die Aufteilung in Text- und Symbolregionen erfolgt über einen
Schwellwert für das Ansichtsverhältnis der extrahierten Regionen. Abbildung 3.32 zeigt ein Beispiel für
die Zwischenschritte in der zweiten Segmentierungsstufe.
83
3. Umfelderkennung
(a) Eingangsbild mit R0 (b) Rotationsnormalisation R1
Abb. 3.31.: Rotationsnormalisation eines Bildes basierend auf der erkannten ROI. Perspektivische Verzerrungen
werden durch die Rotationsnormalisation nicht ausgeglichen.
(a) ROI (b) Canny-Bild (c) Dichtebasiertes Region
Growing
(d) Text- und Symbolregio-
nen
Abb. 3.32.: Segmentierung in Text- und Symbolregionen.
Texterkennung und Sinnbild-Klassifikation
Die Erkennung von Texten in als Textregionen deklarierten ROIs kann durch existierende OCR-Verfahren
erfolgen. Eine Verbesserung der Erkennungsleistung kann erreicht werden, indem die Erkennung auf die
auf allen Verkehrszeichen verwendeten Varianten der DIN-Schrift (DIN 1451) optimiert wird. Außerdem
wird ein Wörterbuch mit den auf den Vorwegweisern vorkommenden Distanzen, Ortsnamen und
verwandten Worten eingesetzt. Dieses Wörterbuch kann (sofern verfügbar) mit Hilfe von Kartendaten
und der Kenntnis der Fahrzeugposition weiter eingegrenzt werden. Ergebnisse der OCR-Erkennung
werden gemäß der minimalen Editierdistanz (Levenshtein-Distanz) zu Wörterbucheinträgen korrigiert
bzw. bei zu hoher Distanz verworfen.
Zur Erkennung der Symbole eignet sich eine SVM unter Verwendung einer Grauwerttransformation.
Abbildung 3.33 zeigt Beispiele der Grauwerttransformation von extrahierten Symbolregionen.
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Abb. 3.33.: Grauwerttransformation extrahierter Symbolregionen, gruppiert nach Symbolart.
Geschwindigkeitsbereich Größe 1 (mm) Größe 2 (mm) Größe 3 (mm)
20 bis weniger als 50 km/h 231×420 315×420 420×420
50 bis 100 km/h 330×600 450×600 600×600
mehr als 100 km/h 412×750 562×750 750×750
Tab. 3.4.: Größen von Zusatzzeichen für unterschiedliche Ansichtsverhältnisse und Geschwindigkeitsbereiche.
3.5.4. Erkennung von Zusatzzeichen
Zusatzzeichen ähneln Vorwegweisern insofern, als dass sie ebenfalls Texte und/oder Piktogramme
auf einem einfarbigen (weißen) Hintergrund zeigen. Aufgrund ihrer geringen Größe (Tabelle 3.4)
würde der für Vorwegweiser gewählte Ansatz über Farbklassifikation und OCR-Erkennung allerdings
keine robusten Ergebnisse erzielen. Ihre laut Straßenverkehrs-Ordnungs (StVOs) [Sta13] geforderte
Anbringung unmittelbar unterhalb anderer Verkehrszeichen kann jedoch für die Segmentierung in Form
einer starken Einschränkung der Suchregionen ausgenutzt werden, indem Zusatzzeichen nur unterhalb
anderer erkannter Verkehrszeichen gesucht werden. Folglich kann die in Abschnitt 3.2.2 vorgestellte
Hough-Transformation für Rechtecke in Echtzeit ausgeführt und zur Segmentierung von Zusatzzeichen
genutzt werden. Die auf ihnen verwendeten Texte sind im Unterschied zu Vorwegweisern auf wenige
bekannte, ortsunabhängige Begriffe eingeschränkt. Dadurch ist es möglich, sie ähnlich wie Piktogramme
zu behandeln und die Erkennung des gesamten Zusatzzeichens wie in Abbildung 3.34 skizziert über
eine hierarchische SVM durchzuführen [Nie+10].
3.5.5. Erkennung von Ampeln
Ampeln bestehen aus bis zu drei übereinander montierten Lichtern, die fest in einem Ampelkasten
verbaut sind und in der Regel mit zusätzlichen Kontrastblenden zur besseren Sichtbarkeit für Autofahrer
versehen werden. Sie können bildbasiert detektiert und ihr Zustand kann festgestellt werden.
Zur Segmentierung kommen mehrere charakteristische Merkmale von Ampeln in Frage. Der Ampelkas-
ten ist meist rechteckig und daher durch eine Hough-Transformation für Recktecke (Abschnitt 3.2.2)
extrahierbar. Der Kontrast zur Umgebung ist allerdings nicht immer stark ausgeprägt, so dass mit vielen
Falschpositiven bzw. Falschnegativen zu rechnen wäre. Außerdem ist dieser Ansatz, ausgeführt auf einem
kompletten Bild, laufzeittechnisch aufwendig. Besser eignet sich die Extraktion der Ampellichter als
Basismerkmal. Da die Lichter meist rund sind, könnte die radiale Symmetrie für Kreise (Abschnitt 3.2.4)
zum Einsatz kommen. Hierdurch wären jedoch keine robusten Ergebnisse zu erwarten, da die Ampel-











Abb. 3.34.: Auszug der Struktur einer hierarchischen SVM zur Klassifikation von Zusatzzeichen.
Reflektion, Abschirmblenden (Schuten) und pfeilförmige Lichter die Kreisform in sehr vielen Fällen im
Bild nicht gegeben. Aus diesen Gründen wird auf eine primär kantenbasierte Segmentierung verzichtet
und stattdessen die im Folgenden vorgestellte Kombination von Farbklassifikation, morphologischer
Bildverarbeitung und regelbasierter Filterung zur Detektion von Ampellichtern benutzt. Anschließend
wird ausgehend vom Ampellicht der Ampelkasten geschätzt und seine Parameter in einer Postsegmentie-
rung angepasst. Dazu wird ein Gütekriterium bestehend aus Kanten- und Farbmerkmalen optimiert. Die
Klassifikation schließlich verwendet eine SVM mit einer hybriden Merkmalstransformation.
Detektion von Ampellichtern
Wie in Abschnitt 3.2.5 beschrieben eignet sich der morphologische Top-Hat-Operator bei der Wahl eines
geeigneten strukturierenden Elements dazu, großflächige Objekte zu maskieren, ohne Ampellichter zu
verändern. Er wird auf das Bild G∈Gh,w angewendet, das durch eine Grauwerttransformation aus dem
Eingangsbild B entsteht:
T :=GK [3.84]
mit einem kreisartigen strukturierenden Element K analog zu Abbildung 3.9e.
Des Weiteren wird eine bildpunktbasierte Segmentierung auf dem Bild H∈Hh,w ausgeführt, das durch
eine HSV-Farbraumtransformation aus B entsteht. Die Farbsegmentierung wird gemäß [3.81] durch-
geführt. Zur Vermeidung von Falschnegativen werden die Schwellwerte κh1, κh2, κs und κv schwach
filternd eingestellt; hauptsächlich werden über den Farbkanal blaue Bildpunkte und über den Grauwert
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dunkle Bildpunkte maskiert. Das Ergebnis sind die ROIs ΘH0 (Hintergrund) und Θ
H
1 (Ampelfarben).








kombiniert, das kleine Regionen heller Bildpunkte in Ampelfarben enthält. Durch die Bestimmung von
Zusammenhangskomponenten in diesem Bild erhält man eine Menge von ROIs.
Um die Berechnung zu beschleunigen, wird als Eingabebild nicht das ursprüngliche Kamerabild verwen-
det, sondern mehrere kleine Suchbilder. Sie werden abhängig von der Ausrichtung der Kamera, den
möglichen Größen von Ampellichtern (20 oder 30 cm) und deren Aufhängungshöhen mit Hilfe der in
Abschnitt 3.2.7 beschriebenen Bildpyramiden berechnet. Damit kann die Größe des strukturierenden
Elements K stark begrenzt werden, wodurch die Laufzeit deutlich reduziert wird.
Für jede ROI Θ werden anschließend vier Kriterien überprüft. Wird mindestens eines verletzt, wird
Θ aus der Menge der ROIs entfernt. Sowohl die Größe von Θ als auch sein Ansichtsverhältnis muss
innerhalb eines festgelegten Bereichs liegen. Basierend auf der Größe von Θ und einem angenommenen
Durchmesser von 25 cm wird seine Position im Fahrzeugkoordinatensystem berechnet; die geschätzte
Höhe der Ampel wird auf einen festgelegten Bereich geprüft. Als drittes Kriterium wird das Verhältnis
der Anzahl Bildpunkte in Θ zur Anzahl Bildpunkte der konvexen Hülle von Θ überprüft; es darf einen
festgelegten Minimalwert nicht unterschreiten. Auf diese Weise werden Regionen mit größeren Löchern
und stark konvexe Regionen aussortiert. Schließlich wird die Exzentrizität [Jä05] von Θ bestimmt und
Θ abgelehnt, wenn sie auf ein deutlich linienförmiges Objekt hinweist. Abbildung 3.35 veranschaulicht
die Detektion an einem Beispiel.
Detektion des Ampelkastens
Das Verhältnis der Größe von Ampellichtern zur Größe des Ampelkastens ist für alle Ampeln sehr
ähnlich, so dass eine Schätzung des Ampelkastens basierend auf der Größe und Position des Ampellichts
möglich ist. Dies setzt voraus, dass die Ampelfarbe basierend auf der HSV-Farbklassifikation richtig
geschätzt wird und dass die Größenbestimmung des Ampellichts exakt ist. Insbesondere letzteres kann
nicht immer garantiert werden, da durch Überstrahlung, Reflektionen und Fehler in der Segmentierung
Ungenauigkeiten entstehen. Ausgehend von der geschätzten Position des Ampelkastens x, seiner Größe
w×h und seiner Rotation α wird das Ampelkastenmodell als Tupel K = (R,x,w,h,α) per Gradientenab-
stiegsverfahren optimiert. Als Gütemaß k(K) kommt eine gewichtete Kombination von Gütemaßen für
Farb- und Kantenmerkmale zum Einsatz:
k(K) :=µkc(K)+ke(K) [3.86]
Das Gütemaß für Farbmerkmale kc(K) bewertet die Hintergrundbereiche des durch K gegebenen
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(a) Originalbild mit eingezeichnetem Erkennungsergebnis.
(b) Bildpyramide Stufe 0 (Originalbild) (c) Bildpyramide Stufe 1
(d) Bildpyramide Stufe 2 (e) Bildpyramide Stufe 3
Abb. 3.35.: Segmentierung von Ampellichtern mittels TopHat-Operator, Farbklassifikation und Validierungsregeln.
Die Bilder (b)–(e) zeigen die anhand der Parameter der Kamerakalibrierung ermittelten Suchregionen




Abb. 3.36.: Ampeln enthalten wie in (a) dargestellt verschiedene nützliche Merkmale zur Klassifikation: Den
Ampelkasten an sich (2) sowie das aktive Licht (3) und seinen Hintergrund (1). Farbhistogramme
angewendet auf die Licht- und Hintergrundbereiche wie in (b) skizziert extrahieren Farbmerkmale.
Ampelkastens: Achromatische Bildpunkte geringer Sättigung werden positiv, andere negativ bewertet.
Das Gütemaß für Kantenmerkmale ke(K) arbeitet auf dem Kantenbild zu Θ und bewertet Kantenpixel
im Randbereich positiv, wenn ihr Gradient die Richtung α bzw. α+π/2 aufweist. Andernfalls werden
Bildpunkte im Randbereich negativ bewertet. Der Innenbereich wird von ke ignoriert.
Klassifikation
Sowohl die Form als auch die Farben von Ampeln sind nützliche Merkmale für die Klassifikation.
Aus diesem Grund wird eine hybride Merkmalstransformation (Abschnitt 3.3.5) verwendet, die eine
HOG-Transformation (Abschnitt 3.3.4) zur Repräsentation von Formmerkmalen mit einem blockweisen
Farbhistogramm (Abschnitt 3.3.3) im HSV-Farbraum kombiniert. Das Farbhistogramm wird wie in
Abbildung 3.36 dargestellt auf unterschiedliche Regionen angewandt, um getrennte Histogramme für
die einzelnen Ampellichter und den Ampelkasten zu extrahieren. Die Klassifikation der extrahierten
Merkmale wird mit Hilfe einer SVM durchgeführt.
Temporale Fusion
Zur Validierung und zur Unterscheidung zwischen Warnlichtern und Ampeln wird für die in Ab-
schnitt 3.4.3 vorgestellten HMMs die Wahrscheinlichkeit berechnet, dass sie die vorliegende Beob-
achtungsreihe O erzeugen. Für das gemäß Formel [3.78] berechnete Ergebnis λ=λ0 wird das Objekt ab-
gelehnt und andernfalls als die zugehörige Lichtzeichenart klassifiziert. Mit Hilfe des Viterbi-Algorithmus
wird die wahrscheinlichste Zustandsfolge Qmax nach Formel [3.79] berechnet und der letzte Zustand
von Qmax als Schätzung der aktuellen Ampelfarbe gesetzt.
3.6. Zusammenfassung
Die Interpretation einer Verkehrssituation basiert darauf, dass die in ihr enthaltenen Objekte und
ihre Eigenschaften bekannt sind. Angesichts der in Abschnitt 1.2 definierten Rahmenbedingungen
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sind Videokameras geeignete primäre Informationsquellen zur Objekterkennung. In diesem Kapitel
wurden dafür Methoden und Verfahren vorgestellt. Sie leisten nicht nur die eigentliche Erkennung,
sondern berücksichtigen darüber hinaus Laufzeiteinschränkungen, ohne auf Robustheit zu verzichten.
Um dies zu erreichen, wird die Form von Verkehrselementen als Hauptmerkmal zur Detektion verwendet.
Modellbasierte Segmentierungsverfahren dienen als robuste Grundlage der Detektion; verschiedene
Laufzeitoptimierungen wurden vorgestellt, mittels derer ein Echtzeit-Einsatz möglich ist.
Zur Unterscheidung von Verkehrselementen wurde der Einsatz von Support-Vektor-Maschinen präsen-
tiert. Um sie universell einsetzen zu können, werden verschiedene Merkmalstransformationen genutzt,
die eine kompakte Repräsentation der charakteristischen Eigenschaften der verschiedenen Verkehrsele-
mente erzielen. Auch hier wurde besonderer Augenmerk auf Laufzeitoptimierungen und Robustheit
gelegt. Dazu wurden hierarchische SVMs vorgestellt, die eine schnellere Klassifikation bei einer großen
Klassenanzahl ermöglichen als übliche Mehrklassen-Ansätze wie one-against-one und one-against-all.
Das im Bereich des aktiven Lernens entwickelte Verfahren TPCB-ADR verbessert die Klassifikationsrate
durch intelligente Auswahl von Lernbeispielen. Zusätzlich reduziert es den Annotationsaufwand und
(bei gleicher Klassifikationsrate) die Laufzeit.
Die Berücksichtigung des zeitlichen Zusammenhangs in der Verarbeitung von Sensordaten wird durch
das Tracking von Objekten und die temporale Fusion behandelt. Das Tracking wird in Fahrzeugkoordina-
ten durchgeführt, was bei gleichbleibender Fahrzeuggeschwindigkeit durch einen linearen Kalman-Filter
erledigt werden kann. Es prüft die örtliche Konsistenz von Beobachtungen und ordnet sie Objekten der
Verkehrssituation zu. Die Konsistenz des Zustands wiederum wird durch die temporale Fusion sicherge-
stellt. Dazu wurden verschiedene Verfahren für statische und HMMs für semi-statische Verkehrselemente
vorgestellt.
Die verschiedenen Methoden und Verfahren sind zur modularen Anwendung innerhalb der in Abbil-
dung 3.1 dargestellten Prozesskette konzipiert. Für konkrete Verkehrselemente ergeben sich dadurch
komplette Erkennungsverfahren. Entsprechende Parametrierungen wurden für die wichtigsten deutschen
Verkehrselemente vorgestellt. Damit ist die Grundlage für die Interpretation von Verkehrssituationen
gelegt, die im folgenden Kapitel untersucht wird.
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In der Verkehrsdomäne treten eine Vielzahl unterschiedlicher Objekte auf, die miteinander in Beziehung
stehen. Die Bedeutung eines Objekts für die Fahraufgabe kann nur dann richtig erfasst werden, wenn
seine Beziehungen zu anderen Objekten berücksichtigt werden. Beispielsweise hat ein Stoppschild an
einer Kreuzung bei aktiver Ampelschaltung keine Fahrrelevanz. Ein Tempolimit für die Nebenspur kann
ignoriert werden, solange nicht auf diese Spur gewechselt wird. Für die Interpretation eines statischen
Verkehrselements bedeutet dies, dass seine Bedeutung nur dann korrekt eingeordnet werden kann,
wenn andere statische Verkehrselemente sowie weitere konkrete und abstrakte Objekte – der Kontext
– und ihre Beziehungen untereinander in der Interpretation berücksichtigt werden. Im Sinne einer
maschinellen Verarbeitung müssen dafür einerseits die verschiedenen Objekte (und ihre Eigenschaften)
sowie ihre Beziehungen identifiziert werden. Andererseits müssen diese Objekte und Beziehungen in
eine geeignete maschinelle Repräsentation gebracht und ausgewertet werden.
In diesem Kapitel werden geeignete Verfahren aus dem Bereich der Situationsinterpretation entwickelt.
Zunächst wird in Abschnitt 4.1 untersucht, wie die räumliche Beziehung zwischen Verkehrszeichen
und Fahrspuren ausgewertet werden kann, um festzustellen, auf welche Fahrspur bzw. Fahrspuren sich
Verkehrszeichen beziehen. Die kontextsensitive Dempster/Shafer-Fusion in Abschnitt 4.2 zeigt, das
Informationen über Baustellen, Tageszeit und andere Entitäten die Leistung eines Ansatzes zur Informa-
tionsfusion steigern. Markov-Logik-Netze werden als Framework zur Bestimmung der Fahrrelevanz in
Abschnitt 4.3 eingeführt. Mit ihrer Hilfe werden Eigenschaften und Beziehungen zwischen Objekten
verknüpft, um auf die Bedeutung von Verkehrselementen in der gegebenen Fahrsituation zu schließen.
4.1. Modellbasierte Bestimmung räumlicher Relationen
Um die Bedeutung von Verkehrselementen zu erfassen muss ihre räumliche Anbringung mit berücksich-
tigt werden. Der Gültigkeitsbereich von Halte- und Parkverboten ergibt sich beispielsweise aus ihrer
Position, eventuell angebrachten Pfeilen und Zusatzzeichen und dem Verlauf der Fahrflächen in der
Nähe. Verkehrselemente, die über einer Fahrspur montiert sind, gelten nur für diese Spur. In diesem
Abschnitt wird ein modellbasierter Ansatz entwickelt, der die räumlichen Relationen neben und über
zwischen Verkehrszeichen und Fahrspuren bestimmt. Diese Relationen gehen (direkt oder indirekt) in
die Bestimmung der Fahrrelevanz von Verkehrszeichen ein.
In Deutschland sind zwei Konventionen zur Ausrichtung von Verkehrszeichen in Bezug auf Fahrspuren
verbreitet: Stehen Verkehrszeichen rechts oder links der Straße, gelten sie für alle Fahrspuren. Werden
mehrere Verkehrselemente auf Schilderbrücken über der Straße angebracht, beziehen sie sich nur auf
die darunter befindliche Fahrspur (vergleiche Abbildung 4.1). Um ein Verkehrszeichen richtig einer oder
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Abb. 4.1.: Unterschiedliche Geltungsbereiche von Verkehrszeichen abhängig von ihrer Anbringung.
mehreren Fahrspuren zuzuordnen, müssen daher die räumlichen Relationen zwischen den sichtbaren
Verkehrszeichen und Fahrspuren analysiert werden. Der im Folgenden vorgestellte probabilistische
Ansatz leistet dies [NGZ08].
Sei xB der Mittelpunkt einer positiv klassifizierten ROI Θ und bB ihre Breite. Gemäß Formel [3.63] kann







































Hierbei ist bF die Breite des Verkehrszeichens und fx die Brennweite des Kamerasystems. Für die
Zuordnung wird die Position xF ∈R3 auf eine flache Welt xE ∈R2 reduziert, also die z-Komponente von



















mit Kovarianzmatrix Y (vergleiche Abbildung 4.2). Die Varianz kann anhand der Varianz von Breiten-
und Mittelpunktbestimmung von ROIs aus Formel [4.1] bestimmt werden. Für jede zu einem beliebigen
Zeitpunkt von der Umfelderkennung detektierte und positiv klassifizierte ROI Θi , i= 1,.. . ,n wird eine
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Abb. 4.2.: Beispielhafte Wahrscheinlichkeitsdichte für die Positionsschätzung eines Verkehrszeichens.
Zufallsvariable Si gebildet.
Zur Erkennung von Fahrspuren wird z.B. der in [NGZ08] beschriebene Ansatz benutzt, der mehrere
Fahrspuren gleichzeitig mit jeweils einem Kalman-Filter innerhalb eines festgelegten Sichtbereichs in
einer Entfernung bis zu xmax verfolgt. Jedes Kalman-Filter schätzt ein Tupel Ψ=(o,w,c, ċ) bestehend aus
dem horizontalen Abstand o des Fahrspurmittelpunkts zum Ursprung des Fahrzeugkoordinatensystems,
der Fahrspurbreite w, der Krümmung c und der Krümmungsänderung ċ. Zusätzlich zu den Fahrspuren
werden die äußeren Fahrbahnränder mitgeführt, über denen sich seitlich von der Straße montierte
Verkehrselemente befinden. Sie werden automatisch aus den beiden äußeren Fahrspuren geschätzt,
indem deren Parameter übernommen und der seitliche Abstand vergrößert wird. Auf diese Weise erhält
man m Tupel Ψ j, die jeweils eine Fahrspur beziehungsweise einen Fahrbahnrand repräsentieren. Im
Abstand `≤ xmax zum Fahrzeug auf der Mitte der Fahrspur ergibt sich aus einem Tupel Ψ der Punkt xE















Sei L j ∈ R2 eine Zufallsvariable, die beschreibt, ob der zugehörige Punkt der Bodenebene Teil der













−κm,0≤ x ≤ xmax
0, sonst
[4.4]
und einem Rand der Breite κm≥ 0 zum Äußeren der Fahrspur.
Die Zufallsvariable Mi j ∈R2 gibt an, ob sich an einem Punkt der Bodenebene sowohl die ROI Θi als
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Fahrbahnrand Nebenspur eigene Fahrspur
Abb. 4.3.: Beispielhafte Zustandsschätzung der Fahrspurerkennung für eine zweispurige Straße mit leichter
Rechtskurve. Dargestellt ist jeweils der Fahrspurmittelpunkt xE im Bereich [0, xmax = 60].
auch die Fahrspur Ψ j befinden. Unter der Annahme stochastischer Unabhängigkeit ist
P(Mi j) = P(Si) P(L j). [4.5]
Als diskrete Approximation der Wahrscheinlichkeitsdichte von Mi j wird die Häufigkeitsdichte hMi j (x , y)
eingeführt. Für eine gegebene Entfernung x und gegebene i, j ist
gMi j (x) :=maxy

hMi j (x , y)

[4.6]
die Wahrscheinlichkeit der besten (wahrscheinlichsten) Zuordnung von Θi und Ψ j. Die Zuordnung
aller sichtbaren ROIs zu einer beliebigen Fahrspur maximaler Wahrscheinlichkeit für eine gegebene


























und die wahrscheinlichste Zuordnung Mi j für i = 1,.. . ,n entsteht als Nebenprodukt der Berechnung.
Durch die Nutzung der Häufigkeitsdichte hMi j lässt sich Formel [4.8] schnell berechnen, so dass der
Laufzeitaufwand zur Berechnung der Zuordnung zu vernachlässigen ist im Vergleich zur Perzeption.
Aus den wahrscheinlichsten Zuordnungen ergibt sich, welches Verkehrszeichen aufgrund seiner An-
bringung relevant ist: Jene, die einem Fahrbahnrand oder der eigenen Fahrspur (Ψ j mit minimalem
seitlichen Abstand) zugeordnet werden. In vielen Fällen sind diese Verkehrszeichen auch fahrrelevant
(vergleiche Abbildung 4.4). Eine Ausnahme stellen durch Zusatzzeichen eingeschränkte Verkehrszeichen
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Abb. 4.4.: Zuordnung von Verkehrszeichen zu Fahrspuren gemäß Formel [4.8]. Die auf der Brücke angebrach-
ten Tempolimits werden jeweils einer Fahrspur zugeordnet. Die neben den Fahrspuren aufgestellten
Überholverbote werden dem Fahrbahnrand und damit allen Fahrspuren zugeordnet.
dar. Abschnitt 4.3.5 stellt einen Ansatz vor, der diesen Fall berücksichtigt, indem neben den räumlichen
Relationen weitere Informationen ausgewertet werden.
4.2. Kontextsensitive Dempster/Shafer-Fusion
Neben der bislang vornehmlich betrachteten Perzeption eignen sich digitale Karten in Verbindung mit
Positionsdaten eines GPS-Sensors als Informationsquelle. Die exakte Kenntnis der eigenen Position und
eine aktuelle, vollständige digitale Karte vorausgesetzt, kann zum Beispiel das gültige Tempolimit auf
einfache Weise ermittelt werden. Aktuelle und vollständige Kartendaten gibt es in der Praxis aber nicht.
In Deutschland sind beispielsweise nur etwa 75% der Tempolimits korrekt im Kartenmaterial verzeichnet
[Jam+11, Table 1].
Am Beispiel der Bestimmung des gültigen Tempolimits wird in den folgenden Abschnitten aufgezeigt,
wie mit Hilfe einer Fusion von Umfelderkennung und Kartendiensten zwei Informationsquellen zu
einer neuen, robusteren kombiniert werden [NGZ09]. Das dem zugrunde liegende Fusionsverfahren
muss dazu in der Lage sein, zwei Informationsquellen unter Berücksichtigung ihrer Zuverlässigkeit zu
kombinieren. Außerdem muss es widersprüchliche Informationen erkennen und als Fehler melden. Die
Fusion nach Dempster und Shafer [Sha02] stellt eine geeignete Basis für ein Fusionsverfahren dar, das
diese Anforderungen erfüllt. Wie in den folgenden Abschnitten im Detail gezeigt wird, basiert die Fusion
auf der Kombinationsregel von Dempster; der Konflikt-Indikator der Kombination wird zur Erkennung
widersprüchlicher Informationen herangezogen. Die Zuverlässigkeit der beiden Informationsquellen
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Abb. 4.5.: Kartendienste liefern in Baustellen und für Wechselverkehrszeichen unzuverlässige bzw. keine Infor-
mationen über das gültige Tempolimit. Die Perzeption weist bei Dunkelheit und schlechter Sicht eine
höhere Fehlerwahrscheinlichkeit auf. Die Erkennung solcher Situationen gefolgt von der Adaption der




Abb. 4.6.: Gegenüberstellung von Wahrscheinlichkeitsmaß (oben) und Evidenz (unten). Evidenz verallgemeinert
den Wahrscheinlichkeitsbegriff dahingehend, dass ein zusätzlicher, hier gelb dargestellter Unsicherheits-
bereich eingeführt wird. Für Pl(x) = Bel(x) sind Evidenzen mit dem klassischen Wahrscheinlichkeitsbe-
griff identisch.
wird nicht nur statisch in die Fusion eingebracht, sondern dynamisch an den Situationskontext adaptiert.
Damit ist es möglich, auch dann gültige Fusionsergebnisse zu berechnen, wenn eine der Informations-
quellen in einer für sie nachteiligen Situation (vergleiche Abbildung 4.5) fehlerhafte Informationen
liefert.
4.2.1. Dempster/Shafer-Fusion
Die Evidenztheorie von Dempster und Shafer [Sha02] bildet die Grundlage für ein Verfahren der Infor-
mationsfusion zur Kombination verschiedener Quellen unter Berücksichtigung ihrer Glaubwürdigkeit.
Das von ihr benutzte Maß Evidenz – nicht zu verwechseln mit denen im Kontext von Markov-Logik-Netze
verwendeten Evidenzen – kann als zweidimensionale Erweiterung des eindimensionalen Maßes der Wahr-
scheinlichkeit aufgefasst werden (Abbildung 4.6). In der klassischen Wahrscheinlichkeitstheorie wird
die angenommene Häufigkeit des Eintretens eines Ereignisses x durch das Wahrscheinlichkeitsmaß P(x)
angegeben. Die Evidenztheorie nutzt dagegen die zwei Maße Bel(x) und Pl(x)mit Bel(x)≤ P(x)≤Pl(x),
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wobei Bel(x) den Grad das Dafürhaltens (englisch belief) und Pl(x) den Grad des Vertrauens (englisch
plausibility) angibt. Ferner wird von einer Welt ausgegangen, die durch die diskreten, sich gegenseitig
ausschließenden Zustände ω ∈Ω modelliert werden kann. Eine Informationsquelle wird durch eine
Massefunktion m repräsentiert:
m : 2Ω→ [0,1].





m(X ) = 1 [4.9]










die Summe der Massen aller sich nicht ausschließenden Zustände. Zwei über ihre Massefunktionen
repräsentierte Informationsquellen m1 und m2 werden anhand der Kombinationsregel von Dempster zu













Der Wert k dient der Normalisierung, so dass m1⊗2 alle Anforderungen an eine Massefunktion erfüllt.
Wenn es mehrere mögliche Informationsquellen für eine diskrete Menge von zu erkennenden Zuständen
gibt, kann man mittels Informationsfusion gemäß Formel [4.12] eine robustere Zustandsschätzung
erzielen. Liefern die Informationsquellen sich widersprechende Informationen, spricht man von Kon-
flikten. Die D/S-Fusion liefert über den Wert k (Formel [4.13]) hierfür einen Indikator, der die Summe
der Evidenzen sich gegenseitig ausschließender Zustände enthält. Ein hoher Wert von k sollte zum
Verwerfen des Fusionsergebnisses führen.
4.2.2. Bestimmung des gültigen Tempolimits
Sei Ω= {5,10,20,30,. . . ,130,∞} die Menge der möglichen Tempolimits, wobei∞ stellvertretend für









Abb. 4.7.: Struktur einer hierarchischen SVM zur Klassifikation von Tempolimits.
die Perzeption einerseits und Kartendienste andererseits verwendet werden. Kartendienste liefern das
gültige Tempolimit, sofern die eigene Position bekannt ist und Kartendaten vorliegen. Die Perzeption
erkennt explizite Tempolimits (Verkehrszeichen), nicht aber implizite, die aufgrund der Straßenart bzw.
Umgebung gelten. Falls beiden Informationsquellen gleichzeitig Evidenz für gültige Tempolimits vorliegt,
wird die im Folgenden beschriebene Fusion durchgeführt.
Wie in Abschnitt 3.3.6 vorgestellt eignet sich zur Klassifikation von Tempolimits eine hierarchische
SVM; ihre Struktur sei die in Abbildung 4.7 dargestellte. Die Perzeption verwendet die in der Abbildung
dargestellte Menge von Klassen ΩPer= {ω0,5S ,10S ,20S , . . . ,130S ,5W ,10W ,20W , . . . ,130W ,∞S ,∞W }, die
gegenüber Ω zusätzlich die Klasse ω0 enthält sowie jeweils zwischen statischen Verkehrszeichen und
Wechselverkehrszeichen unterscheidet. Sei t :ΩPer→Ω eine surjektive, nicht injektive Funktion, die von
der Perzeption erkannte Tempolimits aus ΩPer auf sinngemäße Klassen in Ω abbildet. Zur Nutzung als
Informationsquelle für die Fusion wird das Perzeptionsergebnis in eine Massefunktion mp transformiert.
Die SVM liefert für eine ROI Θ die Konfidenz P̂(ω| f (Θ)) [3.49], die gemäß der korrespondierenden







0, X = ;
P̂(ω0| f (Θ)), X =Ω
∑
t(ω)=X P̂(ω| f (Θ)), sonst
[4.14]
Wegen mp(;) = 0 und
∑
X∈2Ω mp(X ) =
∑
ω∈2ΩPer P̂(ω| f (Θ))
P Wkt.
= 1 erfüllt mp die Anforderungen an
eine Massefunktion. Diese Definition von mp bringt nicht nur Konfidenzen einzelner Klassen, sondern
auch Konfidenzen für mehrere Klassen als Zwischenergebnisse der Hierarchiestufen ein. Tabelle 4.1
verdeutlicht das Vorgehen an einem Beispiel.
Zur Abbildung der Informationen des Kartendienstes in eine Massefunktion mm soll neben explizit
verzeichneten Tempolimits auch der Straßentyp eingehen, da beispielsweise auf einer Autobahn andere




P̂(80S| f (Θ)) = 0.91 mp(80) = 0.91
P̂(60S| f (Θ)) = 0.07 mp(60) = 0.07
P̂(ΩZ3s | f (Θ)) = 0.01 mp(100,.. . ,130) = 0.01
P̂(ω0| f (Θ)) = 0.01 mp(Ω)= 0.01
Tab. 4.1.: Beispielhafte Abbildung eines Klassifikationsergebnisses für eine ROI Θ auf die Massefunktion mp.
A
B
Abb. 4.8.: Ungenauigkeiten der Positionsbestimmung können in die Massefunktion mm einbezogen werden, indem
Mehrdeutigkeiten der Karteneinpassung (hier durch A und B angedeutet) als unterschiedlich gewichtete
Massewerte einbezogen werden. Illustration basierend auf [Ope12].
keit der Positionsbestimmung mit einbezogen werden (vergleiche Abbildung 4.8). Seien R= {r1, . . . , rk}
die von der Karteneinpassung gelieferten möglichen Positionen auf Straßen, wobei ri = (ψi , vi , t i) ein
Tupel bestehend aus der Positionskonfidenz ψi, dem Tempolimit vi ∈Ω und dem Straßentyp t i ∈ T
ist mit
∑k
i=1ψi = 1 und 0≤ψi ≤ 1∀i. Sei u : T → 2
Ω eine Abbildung von Straßentypen auf mögliche







κAψi , X = {vi}
1−κAψi , X = u(t i)
0, sonst
[4.15]
eine Massefunktion mit 0≤ κA≤ 1 einem empirisch zu bestimmenden Parameter zur Modellierung der
Aktualität der in den Kartendaten verzeichneten Tempolimits (vergleiche Abbildung 5.34). Aufgrund von
mm(;) = 0 und
∑




i=1ψi = 1 erfüllt mm die Anforderungen
an eine Massefunktion. Tabelle 4.2 zeigt beispielhaft einen Auszug der Generierung der Massefunktion
mm für gegebene Tupel r.




r1= (0.95,30,residential) mm(30) = 0.7125
mm({5,10,20,. . . ,50}) = 0.2375
r2= (0.05,120,motorway) mm(120) = 0.0375
mm({60,.. . ,130,∞}) = 0.0125
Tab. 4.2.: Beispiel der Transformation von Tupeln r auf Massewerte mm. Die Konfidenz für die Kartendaten wurde
als κA = 0.75 festgelegt.
Quelle Fehlerursache Beschreibung




Daten sind in der Karte nicht eingetragen oder fehler-
haft
Perzeption Schlechte Sicht Ein Tempolimit wird nicht oder falsch erkannt, da die
Sichtbedingungen ungünstig sind – typischerweise bei
Nebel, Regen, Schnee, nachts, bei Gegenlicht oder in
der Dämmerung
Perzeption Fehlerkennung Ein Tempolimit wird nicht oder falsch erkannt, da die
Segmentierung oder Klassifikation fehlschlägt
Tab. 4.3.: Typische Fehlerursachen von Perzeption und Kartendaten.
(Formel [4.12]) das Fusionsergebnis mp⊗m berechnet. Im Falle eines hohen Konfliktwerts – starken
Widersprüchen zwischen beiden Informationsquellen – muss das Ergebnis allerdings abgelehnt werden.
Da dieser Fall praktisch wichtig ist, wird er im Folgenden weiter untersucht.
4.2.3. Adaption an den Situationskontext
Konflikte zwischen den beiden Informationsquellen treten auf, wenn sich das von der Perzeption erkannte
Tempolimit von dem in der Karte verzeichneten unterscheidet. Die Konfliktursachen können wie in
Tabelle 4.3 dargestellt verschiedenen Kategorien zugewiesen werden: Fehler in der Positionsbestimmung,
veraltete und unvollständige Kartendaten sowie ungünstige Sichtbedingungen.
Wenn es möglich ist, die in Tabelle 4.3 beschriebenen Situationen zu erkennen, kann die D/S-Fusion
dahingehend erweitert werden: Die Zuverlässigkeit der einen oder anderen Informationsquelle wird in
Abhängigkeit der vorliegenden Situation bestimmt und dieser Umstand in die jeweilige Massefunktion







0, X = ;
κS+m(Ω), X =Ω
1−κS−m(Ω)





Wechselverkehrszeichen ja, nein Kartendaten, Perzeption
Umgebungslicht Gegenlicht, Normal, Diffus,
Schwach
Perzeption
Baustelle ja, nein Perzeption
Wetter Trocken, Nebel, Regen Perzeption
Tab. 4.4.: Modellierung des Situationskontexts S zur Adaption der Massefunktionen.
mit einem vom Situationskontext S (Tabelle 4.4) abhängigen, empirisch zu bestimmenden Wert κS und
0≤κS+m(Ω)≤ 1 (vergleiche Abbildung 5.34).
Beweis. m′ ist eine Massefunktion, wenn m eine Massefunktion ist und 0≤κS+m(Ω)≤ 1 gilt, denn es
































Die adaptive Fusion verwendet nach Gleichung [4.16] berechnete Massefunktionen m′p und m
′
m um
m′p⊗m zu berechnen. Der dabei verwendete Wert κS ist abhängig vom Situationskontext S, der folglich
erkannt und auf Werte für κS abgebildet werden muss (vergleiche Abbildung 5.34). Dazu wird im
Folgenden die Erkennung der einzelnen in Tabelle 4.4 aufgeführten Kontextelemente behandelt.
Wechselverkehrszeichen Verkehrsbeeinflussungsanlagen setzen unter anderem Wechselverkehrszei-
chen ein, um das Tempolimit dynamisch anzupassen. Dafür kommen neben mechanischen Wechsel-
verkehrszeichen mit Prismentechnik vermehrt dynamische Anzeigen mit LED-Technik zum Einsatz
(Abbildung 4.9). Verkehrsbeeinflussungsanlagen sind in Kartendaten verzeichnet und diese Information
kann für den Situationskontext extrahiert werden. Wechselverkehrszeichen mit LED-Technik unterschei-
den sich im Aussehen deutlich von statischen Tempolimits. Sie werden von der Perzeption als eigene
Klassen behandelt und sind daher einfach von statischen Tempolimits zu unterscheiden (vergleiche
Abbildung 4.7).
Umgebungslicht Videokameras (eingeschlossen HDR-Kameras) besitzen einen begrenzten Dynamik-
bereich, der das Helligkeitsspektrum der Umgebung nicht vollständig abdecken kann. Insbesondere
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smin< s≤ smax g = gmin Normal
s= smax gmin< g < gmax Diffus
g = gmax Schwach
Tab. 4.5.: Aufgrund der Parameter der Belichtungsregelung der Kamera kann auf das Umgebungslicht geschlossen
werden.
kommt es bei direkter Sonneneinstrahlung zu Überbelichtung. Fehlt die Sonne als Lichtquelle und ist kein
ausreichendes Kunstlicht in der Umgebung vorhanden, entstehen unterbelichtete Bilder. Typischerweise
ist dies während der Dämmerung, nachts und in Tunneln der Fall. Sowohl Unter- als auch Überbelichtung
beeinflussen die Perzeption negativ, da der Kontrast von Verkehrselementen (zum Hintergrund und
zu sich selbst) klein ist. Dadurch schlagen Farbklassifikation und Kantenextraktion häufiger fehl als
bei idealem Umgebungslicht. Eine verwandte Fehlerquelle ist die Entstehung von Bewegungsunschärfe
bei längeren Belichtungszeiten und hoher Eigengeschwindigkeit, die sich ebenfalls negativ auf Farb-
klassifikation und Kantenextraktion, aber auch negativ auf die Klassifikation auswirkt. Eine geeignete
Heuristik zur Erkennung dieser Situationen ist die Auswertung der Parameter der Belichtungsregelung
der Kamera. Tabelle 4.5 zeigt Regeln, die anhand der Verschlusszeit s der Kamera mit smin ≤ s≤ smax
und dem Verstärkungsfaktor (englisch gain) g mit gmin≤ g ≤ gmax auf das Umgebungslicht schließen.
Baustellen Aufgrund ihrer begrenzten Dauer werden Baustellen und damit auch mit ihnen verbun-
dene Änderungen der zulässigen Höchstgeschwindigkeit meist nicht in digitale Karten übernommen.
Baustellen werden durch dreieckige Warnhinweise, Warnbaken und gelbe Fahrspurmarkierungen gekenn-
zeichnet, die von der Perzeption erkannt werden können. Durch die Erkennung dieser Verkehrselemente
kann dann auf das Vorhandensein einer Baustelle geschlossen werden. Ein geeigneter Ansatz hierfür
wird in Abschnitt 4.3.4 vorgestellt.
Wetter Feine Wassertröpfchen in Bodennähe behindern in Form von Nebel die Sicht; sie schwächen
Lichtstrahlen ab und vermindern dadurch den wahrgenommenen Kontrast von Objekten. Größere
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Abb. 4.10.: Das Koschmieder-Modell beschreibt den Effekt von Wassertröpfchen in der Luft auf die Farbwahrneh-
mung von Objekten durch zwei Einflussfaktoren: Überlagerung und Abschwächung (siehe Text).
Wassertropfen führen als Regen zu lokalen Störungen der Aufnahme von Objekten. Beide Wetterarten
erhöhen damit die Fehlerwahrscheinlichkeit der Perzeption. Das Koschmieder-Modell hat sich als
physikalisches Modell zur Beschreibung der durch Wassertröpfchen beeinträchtigten Sicht für den
Beobachter etabliert [RM08]. Mit seiner Hilfe lässt sich ein Zusammenhang herstellen zwischen dem









mit der Umgebungsfarbe I∞, der normalisierten Abstrahlung des Objekts ρ, dem Streukoeffizienten
β(λ) und der Distanz des Objekts d. Laut Gleichung [4.17] setzt sich der wahrgenommene Farbwert
aus zwei Teilen zusammen: Die Abschwächung rA(x) beschreibt, wie der wahrgenommene Farbwert des
Objekts von Wassertröpfchen (modelliert durch den Streukoeffizienten) in der Luft abgeschwächt wird.
Mit steigender Distanz verstärkt sich dieser Effekt; im Extremfall bei starkem Nebel und großer Distanz
kann der Farbwert eines Objekts von einer Kamera nicht mehr wahrgenommen werden. Die Überlage-
rung rU(x) modelliert die Streuung des Umgebungslichts durch Wassertröpfchen; dieser Teil beschreibt
die Wahrnehmung von Nebel als “graue Wand”. Abbildung 4.10 illustriert die beiden Einflussfaktoren.
Vom Streukoeffizienten β(λ) kann direkt auf das vorliegende Wetter geschlossen werden. Er ist jedoch
ebenso wie ρ und d unbekannt und nicht direkt bestimmbar. Daher wird eine indirekte Bestimmung
vorgenommen, indem Merkmale eingeführt werden, die den Einfluss von β(λ) auf Farbwerte messen.
Dafür werden wie von Roser und Moosmann vorgeschlagen die Merkmale minimale Intensität, Kontrast,
Schärfe, Farbwert und Sättigung extrahiert. Um Regionen mit ähnlichen Entfernungswerten zusam-
menzufassen und Störungen durch andere Objekte zu vermeiden, werden die Merkmale gemäß der
blockweisen Histogramm-Transformation (Abschnitt 3.3.3) extrahiert. Zusätzlich wird ein Histogramm
für das Gesamtbild extrahiert. Für die Klassifikation wird eine SVM verwendet, die die Klassen Trocken,
Nebel und Regen unterscheidet [WNZ08].


























wobei die Parameter κk den maximal akzeptierten Konfliktwert k, κBel den minimalen Grad des Dafür-
haltens, κPl den minimalen Grad des Vertrauens und ω0 den Fehlerzustand angeben. Bei hohem Konflikt
bzw. geringer Sicherheit wird das Ergebnis folglich abgelehnt. In die Berechnung gehen die in den
vorhergehenden Abschnitten eingeführten Massefunktionen m′p und m
′
m sowie der Situationskontext S
ein.
Bei der praktischen Umsetzung ist zu beachten, dass häufig räumliche Differenzen zwischen der Position
von Verkehrszeichen und der in den Kartendaten verzeichneten Höchstgeschwindigkeit für Strecken-
segmente auftreten. Dies muss in der Implementierung durch entsprechende zeitliche bzw. räumliche
Toleranzen in der Fusion berücksichtigt werden. Des Weiteren besitzen Verkehrszeichen eine Gültigkeit,
die über ihre Sichtbarkeit hinausgeht. Während der Fahrt muss ständig überprüft werden, ob aufgrund
von Einmündungen in andere Straßen die Gültigkeit des zuletzt beobachteten Verkehrszeichens außer
Kraft gesetzt wird. Ansonsten ist es für die Fusion als relevant anzusehen, auch wenn es nicht mehr
im Videobild sichtbar ist. Schließlich empfiehlt sich die Einführung einer zeitlichen und räumlichen
maximalen Gültigkeit von Verkehrszeichen. Zur Berechnung der Fusion betrachten viele der in diesem
Abschnitt eingeführten Formeln die Potenzmenge 2Ω. In der Implementierung kann man ausnutzen, dass
fast alle Elemente mp(X ) und mm(X ) für X ∈ 2Ω den Wert 0 annehmen. Anstatt über alle 2|Ω|= 32768
Elemente der Potenzmenge zu iterieren, genügt die Betrachtung der Untermengen mit Werten größer 0.
Die Laufzeit der Fusion ist dann im Vergleich zur Perzeption zu vernachlässigen.
4.3. Markov-Logik-Netze (MLNs)
Zur Interpretation einer Situation analysieren kognitive Assistenzsysteme die Eigenschaften und Bezie-
hungen der vorhandenen Objekte. In Verbindung mit Hintergrundwissen, zum Beispiel in Form von
Straßenverkehrsregeln, können daraus zusätzliche Informationen abgeleitet werden. Schlussfolgerungen
müssen berücksichtigen, dass viele Informationsquellen verrauschte Informationen liefern. Eine probabi-
listische Betrachtung der Welt kann Unsicherheiten modellieren und in Schlussfolgerungen einbeziehen.
Die manuelle Modellierung einer Welt durch ein bayessches Netz oder Markov-Netz ist aufwendig und
fehleranfällig. Wünschenswert ist stattdessen eine automatische Generierung. Sie soll unsicheres Wissen
aus der Perzeption – beispielsweise die Erkennungsunsicherheit bezüglich des Typs eines Verkehrszei-
chens – einbringen genauso wie sicheres Wissen über Situationen – etwa die Tatsache, dass sich ein
Zusatzzeichen auf das über es montierte Verkehrszeichen bezieht. Markov-Logik-Netze (MLNs) [RD06]
stellen hierfür ein methodisches Framework dar. Eine Wissensbasis bestehend aus prädikatenlogischen
Formeln bildet das Situationswissen ab. Unsicherheit wird in Form von Wahrscheinlichkeiten reprä-
sentiert, die über an die Formeln angehängte Gewichte eingebracht werden. Die Wissensbasis dient
als Vorlage, um in Kombination mit erfassten Informationen zur modellierten Welt automatisch ein
Markov-Netz zu generieren, auf das Inferenzverfahren angewendet werden können. Da die Theorie der
Markov-Logik-Netze noch vergleichsweise jung ist, wird im Folgenden zunächst angelehnt an Richardson
und Domingos [RD06] eine kurze allgemeine Einführung gegeben und danach ihre Anwendung im






Funktion Abbildung von Objekttupeln auf Ob-
jekte
DrivesOn
Prädikat Repräsentation von Eigenschaften von
Objekten und Relationen zwischen ih-
nen
LeftOf, Sychronized
Term Ausdruck, der ein Objekt repräsentiert L, x, DrivesOn(y)
Atomare Formel (Atom) Prädikat mit Objekttupel LeftOf(x,Lane(y))
Grundterm Variablenfreier Term DrivesOn(L1)
Grundatom Variablenfreie atomare Formel LeftOf(M,Lane(L1))
Positives Literal atomare Formel
Negatives Literal negierte atomare Formel
Klausel Disjunktion von Literalen
Logische Symbole NOT, AND, OR, =>, <=>
Quantoren EXISTS, FORALL
Formel Verbindung von atomaren Formeln
und Formeln mit logischen Symbolen
LeftOf(M,L3) AND RightOf(M,L1)
Tab. 4.6.: Elemente von prädikatenlogischen Formeln in MLNs.
Definition 4.1. Ein Markov-Logik-Netz M ist eine Menge von geordneten Paaren (ω, F)
bestehend aus einem Gewicht ω∈R und einer prädikatenlogischen Formel F zusammen-
gesetzt aus den in Tabelle 4.6 angegebenen Elementen:
M = {(ωi , Fi)} i ∈N.
Ein Markov-Logik-Netz ist eine Wissensbasis bestehend aus gewichteten prädikatenlogischen Formeln.
Ähnlich der aus Ontologien bekannten A-Box enthält es allgemeines Wissen unabhängig von einer
konkreten Situation. Im Spezialfall M = {(∞, Fi)} ∀i – alle Gewichte nehmen den Wert unendlich an –
ist ein MLN identisch mit einer deterministischen prädikatenlogischen Wissensbasis.
Beispiel 4.1. Die Aussagen “Die Vorliebe für ein Produkt verleitet Personen dazu, es zu kaufen” und
“Freunde haben ähnliche Interessen” können in einem MLN wie folgt dargestellt werden:
1 0.23 Likes(x,y) => Buys(x,y)
2 0.42 Friends(x1,x2) AND Likes(x1,y) => Likes(x2,y).
Hierbei sind x, x1, x2 und y typisierte Variablen und Likes, Buys sowie Friends sind Prädikate. Es wird
die Notation verwendet, als Anfangsbuchstaben von Variablen Kleinbuchstaben und als Anfangsbuch-
staben von Konstanten Großbuchstaben zu benutzen. Freie Variablen sind implizit durch Allquantoren




Ein Markov-Netz (MN) NM ,C ist ein ungerichteter Graph zur Repräsentation stochastischer Abhängigkei-
ten von durch Knoten dargestellten Zufallsvariablen. Er kann bei gegebenen Konstanten C = {C1, . . . ,Cn}
aus einem MLN M konstruiert werden. Dazu werden die Konstanten gemäß ihres Typs in die atomaren
Formeln eingesetzt und die Menge der Grundatome gebildet. Jedes Grundatom wird durch einen Knoten
in NM ,C repräsentiert. Zwei Knoten werden genau dann durch eine Kante verbunden, wenn sie in
mindestens einer Formel in M zusammen auftreten.
Beispiel 4.2. Es sei das MLN aus Beispiel 4.1 gegeben sowie die typisierten Konstanten Alice, Bob und
Book. Daraus werden alle gemäß der Typisierung möglichen Grundatome gebildet: Likes(Alice,Book),
Likes(Bob,Book), Buys(Alice,Book), Buys(Bob,Book), Friends(Alice,Bob) sowie
Friends(Bob,Alice). Sie bilden die Knoten des Markov-Netzes. Für alle Paare von Grundatomen,






Die aus einer Formel gebildeten Grundformeln bilden im Markov-Netz Cliquen (Teilmengen von Knoten,
bei denen jedes Knotenpaar verbunden ist), sind also benachbart und schnell zugreifbar. Ein MN ist eine
kompakte Repräsentation der multivariaten Wahrscheinlichkeitsverteilung der zugrunde liegenden Welt
gemäß































die Anzahl der wahren Grundformeln zur Formel Fi ist.











i ωi G j δ(G j(x)) ni(x)
1 0.23 Likes(Bob,Book) => Buys(Bob,Book) 1 2
Likes(Alice,Book) => Buys(Alice,Book) 1
2 0.42 Friends(Bob,Alice) AND Likes(Bob,Book) => Likes(Alice,Book) 0 1
Friends(Alice,Bob) AND Likes(Alice,Book) => Likes(Bob,Book) 1
und mit Formel [4.19] berechnet man seine Wahrscheinlichkeit als P(X = x)= Z−1 exp(2 ·0.23+1 ·0.42).
4.3.1. Inferenz
In praktischen Problemstellungen ist nicht der komplette Weltzustand bekannt, sondern nur als Evidenz
bezeichnete Teile davon (nicht zu verwechseln mit dem Evidenz-Begriff der Dempster/Shafer-Theorie).
Mittels Inferenz werden für ein gegebenes MLN Wahrscheinlichkeitsverteilungen für nicht beobachtbare
Zustandsvariablen geschätzt. Wichtige Arten der Inferenz sind die Schätzung des wahrscheinlichsten
Zustands der Welt (MAP/MPE-Schätzung) und die Schätzung der Randverteilung von Zufallsvariablen.
Letztere Inferenz-Art wird im Rahmen dieser Arbeit benötigt und im Folgenden kurz als Inferenz
bezeichnet.
Das anfänglich zur Inferenz in MLNs verwendete Gibbs-Sampling [GG84] ist nicht anwendbar, wenn
harte Einschränkungen (Formeln mit unendlichem Gewicht) benutzt werden. Als Alternative wurde der
Algorithmus MC-SAT als Kombination eines MCMC-Verfahrens und eines SAT-Solvers entwickelt [PD06].
Er ähnelt in seiner Struktur der MCMC-Vorgehensweise, eine vorgegebene Anzahl n zufällig generierter
Zustände aufzustellen und die Randverteilung P(Y = y|X = x) als Anteil der Zustände abzuschätzen, in
denen Y erfüllt ist.
Der in Algorithmus 4.1 dargestellte MC-SAT Algorithmus wählt zunächst in Zeile 1 zufällig einen initialen
Zustand x (0), in dem alle Formeln mit unendlichem Gewicht erfüllt sind. Gibt es keinen solchen Zustand,
ist die Wissensbasis widersprüchlich. Anschließend werden n weitere Zustände jeweils ausgehend
vom vorhergehenden Zustand bestimmt. Dazu wird eine Teilmenge von Formeln M bestimmt, die im
nächsten Zustand erfüllt sein müssen. Basierend auf den im vorhergehenden Zustand x (i−1) erfüllten
Formeln (Zeile 4) wird eine Teilmenge von ihnen zufällig ausgewählt. Die zufällige Auswahl verwendet
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Algorithmus 4.1 MC-SAT(clauses, weights, n)
Quelle: Poon und Domingos [PD06]
1: x (0)← Satisfy(hard clauses)
2: for i← 1 to n do
3: M←;
4: for all ck ∈ clauses satisfied by x (i−1) do
5: With probability 1− e−wk add ck to M
6: Sample x (i)∼USAT(M)
Slice Sampling, um Formeln mit einer Wahrscheinlichkeit proportional zu ihrem Gewicht auszuwählen
(Zeile 5; Formeln mit unendlichem Gewicht werden so immer ausgewählt). Schließlich wird SampleSAT
[WES04] (eine Kombination aus WalkSAT und Simulated annealing) benutzt, um zufällig einen neuen
Zustand x (i) zu bestimmen, der M erfüllt.
4.3.2. Lernen
Parameterlernen für MLNs ist – bei gegebener Wissensbasis und gegebener Evidenz x (Trainingsdaten) –
die Optimierung der Gewichte der Wissensbasis. Falls die für Inferenz-Anfragen benutzten Atome Y vorab
bekannt sind, kann diskriminatives Lernen eingesetzt werden [SD05]. Die bedingte Wahrscheinlichkeit
von Y gegeben X ist














mit FY der Menge der Formeln, die ein Atom aus Y enthalten. Die Maximierung dieser Wahrschein-
lichkeit durch Anpassung der Gewichte w=
 
ω1, . . . ,ωn









Es kann durch Gradientenabstiegsverfahren gelöst werden, indem die Gewichte iterativ in Richtung des
Gradienten g angepasst werden gemäß
w[t+1] :=w[t]+ηg [4.24]
mit einer Schrittweite η. Für stark unterschiedliche optimale Gewichte konvergiert dieses Verfahren nur




nicht effizient exakt bestimmbar und muss approximiert
werden. Lowd und Domingos [LD07] stellen effiziente Algorithmen vor, die beide Probleme lösen.
Oft werden in MLNs mehrere gleichartige Formeln verwendet, die sich nur durch ihre Gewichte und die
Werte einzelner Konstanten unterscheiden, beispielsweise
1 w1 x Likes(x,"little") => Buys(x)
2 w2 x Likes(x,"much") => Buys(x)
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mit c={"little","much"}. Im Zusammenhang mit Lernverfahren wird dafür eine Kurzschreibweise
eingeführt: Ein einer Variable vorangestelltes + führt beim Lernen von Gewichten zum Ausrollen
in mehrere Formeln mit unterschiedlichen Gewichten gemäß des Wertebereichs der Variablen. Die
Kurzschreibweise des obigen Beispiels ist
1 Likes(x,+c) => Buys(x).
Neben Parameterlernen kann Strukturlernen eingesetzt werden, bei dem nicht nur die Gewichte der
Formeln, sondern auch die Formeln selbst gelernt werden. Es wird im Rahmen dieser Arbeit aber nicht
weiter betrachtet.
4.3.3. Wissensrepräsentation
Markov-Logik-Netze (MLNs) stellen ein flexibles Framework für die Sitationsinterpretation dar: Wissen
über die Verkehrsdomäne und problemspezifische Regeln können als prädikatenlogische Formeln model-
liert werden. Zusammen mit konkreten Informationen zu einer Verkehrssituation (beispielsweise von
der Umfelderkennung erkannte Verkehrselemente) werden automatisch Markov-Netze (MNs) erzeugt,
die eine kompakte Repräsentation der Wahrscheinlichkeitsverteilung darstellen. Auf sie können Inferenz-
verfahren angewendet werden, um neues Wissen abzuleiten. In den folgenden Abschnitten wird die
Übertragung von MLNs auf die Situationsinterpretation entwickelt.
In Abbildung 4.11 ist ein Auszug aus der Taxonomie relevanter Objekte der Verkehrsdomäne dargestellt.
Instanzen der von ihr modellierten Objekte werden inklusive Metainformationen wie der Abschätzung
der Erkennungsunsicherheit von der Umfelderkennung erzeugt. Zur Nutzung des Wissens in einem MLN
muss es geeignet transformiert werden. Ist Ch1 in der Taxonomie ein Kind von Obj1, werden folgende
Formeln gebildet:
1 Ch1(x) => Obj1(x)
2 w Obj1(x) => Ch1(x).
Sind sowohl Ch1 als auch Ch2 Kinder von Obj1, wird eine zusätzliche Regel hinzugefügt, die ihre
Eindeutigkeit sicherstellt:
1 NOT(Ch1(x) AND Ch2(x)).
Bei der Perzeption von Objekten treten Erkennungsfehler auf. Sie werden mittels Gewichten modelliert
gemäß
1 PerObj(x,+c) => Obj(x)
wobei c die Diskretisierung der Konfidenz (Wahrscheinlichkeitsverteilung) des Klassifikationsergebnisses
darstellt. Für den Diskretisierungsbereich c = {"low","medium","high"} etwa ergibt das Ausrollen































Abb. 4.11.: Auszug aus der Taxonomie von Objekten der Verkehrsdomäne.
2 w1 PerObj(x,"low") => Obj(x)
3 w2 PerObj(x,"medium") => Obj(x)
4 w3 PerObj(x,"high") => Obj(x).
Objekteigenschaften, die innerhalb von MLNs genutzt werden sollen, werden über Prädikate modelliert.
Ihr Wertebereich wird gegebenfalls diskretisiert, zum Beispiel durch
1 Height(x,+h).
Dieser generische Teil der Wissensrepräsentation kann auf alle bekannten Objekte der Verkehrsdomäne
angewendet werden, um ein Basis-MLN zu bilden, das um problemspezifische Regeln erweitert wird.
4.3.4. Erkennung von Baustellen
Baustellen stellen durch die mit ihnen einhergehenden kurzfristigen Änderungen von Verkehrsregeln
und Straßengeometrie eine Herausforderung für Assistenzsysteme dar (vergleiche Abschnitt 4.2.2).
Verkehrsteilnehmer werden durch dreieckige Warnhinweise, rechteckige Warnbaken und gelbe Spurmar-
kierungen auf Baustellen aufmerksam gemacht. Meistens werden jedoch nicht alle Signale gleichzeitig
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verwendet. Zur Erkennung der verschiedenen Elemente können die in den vorherigen Abschnitten
vorgestellten Methoden und Verfahren wie folgt verwendet werden:
Element Methoden Details
Warnhinweis Baustelle Erkennung von Warnhinweisen Abschnitt 3.5.2
Warnbake Viola/Jones-Verfahren Abschnitt 3.2.6
Markierungsfarbe Viola/Jones-Verfahren Abschnitt 3.2.6
Blockweise Histogramm-Transformation Abschnitt 3.3.3
SVM Abschnitt 3.3.6
Aufgrund der Erkennung bzw. der Nicht-Erkennung der verschiedenen Merkmale kann mit Hilfe eines
MLNs geschlossen werden, ob sich eine Baustelle in der näheren Umgebung befindet. Die genaue
Anzahl der gefundenen Merkmale spielt dabei keine entscheidende Rolle. Zur Reduktion der Größe
des Markov-Netzes wird daher zunächst eine Diskretisierung der Anzahl der gefundenen Elemente auf
die Menge {none, some, many, lots} durchgeführt. Darüber hinaus ist es sinnvoll, die zeitliche Historie
mit einzubringen. Dies wird realisiert, indem neben Evidenzen für das aktuelle Bild auch solche für die
kurzfristige Vergangenheit betrachtet werden. Die Evidenzen im MLN-Modell benutzen dafür den Typen
time mit den Werten now stellvertretend für das aktuelle Bild, just für Beobachtungen der vergangenen
sechs und recently für die letzten 18 Bilder:
1 // Types
2 RoadWorks(scene)
3 time = {"now","just","recently"}
4 color = {"white","yellow"}







12 // Rule skeletons
13 RoadWorks(x)
14 Beacons(x,+t,+a) => RoadWorks(x)
15 RoadWorkSign(x,+t,+a) => RoadWorks(x)
16 Marking(x,+c,+t,+a) => RoadWorks(x)
Werden etwa wie in Abbildung 4.12 dargestellt im aktuellen Bild 133 viele Warnbaken erkannt, führt
dies zur Evidenz Beacons(133,"now","many"). Die Regeln wiederum verknüpfen die einzelnen Beob-
achtungen mit dem zu inferierenden Prädikat RoadWorks. Formeln, die Variablen mit vorangestelltem +
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Abb. 4.12.: Typische Baustellenszene mit eingezeichneten Detektionsergebnissen.
enthalten, werden wie oben erwähnt ausgerollt, um Gewichte für alle Werte des zugehörigen Typs zu
lernen. Die Notation Beacons(x,+t,+a) => RoadWorks(x) etwa ergibt ausgerollt 12 Formeln.
Zum Trainieren der Gewichte kommt das oben beschriebene diskriminative Lernen zum Einsatz. Die
dafür benötigten Trainingsbeispiele bestehen jeweils aus von der Perzeption automatisch erzeugten
Evidenzen und einem manuell annotierten RoadWorks Prädikat. Für die in Abbildung 4.12 dargestellte














mit der vom Benutzer vorgegebenen Annotation in Zeile 9 und den von den Detektionsverfahren








Abb. 4.13.: Zum Verständnis der Bedeutung von Schildgruppen muss neben der Perzeption die Informationen
selbst und die Relationen zwischen den Objekten ausgewertet werden.
Information Quelle
Tempolimit Perzeption (Abschnitt 3.5.1)
Zusatzzeichen Perzeption (Abschnitt 3.5.4)
Position zu Spuren Perzeption (Abschnitt 4.2)
Fahrzeugtyp Systemwissen
Datum und Uhrzeit Systemuhr
Wetter (Regen) Perzeption (Abschnitt 4.2)
Tab. 4.7.: Geeignete Informationsquellen zur Interpretation eingeschränkter Tempolimits.
Die Feststellung, ob eine Baustelle durchfahren wird, erfolgt durch Inferenz anhand der Wahrschein-
lichkeit P(RoadWorks|x) mit x der von den Detektionsverfahren gelieferten Evidenzen in der aktuellen
Verkehrssituation. Die gewonnene Information kann z.B. zur Bestimmung des Situationskontexts in dem
in Abschnitt 4.2 vorgestellten Ansatz verwendet werden.
4.3.5. Relevanzbestimmung für eingeschränkte Tempolimits
Wenn Tempolimits mit Zusatzzeichen kombiniert werden, ergeben sich zum Teil komplexe Schildgruppen
(vergleiche Abbildung 4.13), deren Bedeutung nur dann richtig erfasst werden kann, wenn mehrere
Informationen wie in Tabelle 4.7 dargestellt miteinander kombiniert werden. MLNs eignen sich zur
Kombination der festgelegten semantischen Regeln mit den verrauschten Informationen der Perzeption.
Im Folgenden werden Regeln zur Bestimmung der Fahrrelevanz von Tempolimits hergeleitet, die durch
Zusatzzeichen eingeschränkt sind.
Ob ein Verkehrszeichen aufgrund seiner Anbringung relevant für eine Fahrspur ist, kann wie in Ab-
schnitt 4.1 vorgestellt ermittelt werden. Die so ermittelten Zuordnungen Mi j stellen Evidenzen für ein
Prädikat IsPosRel dar. Außerdem kann über die Fahrspurerkennung ermittelt werden, ob sich das






Erkannte Tempolimits werden als Prädikat PerSpeedLimit, Zusatzzeichen als PerSuppSign modelliert
mit einer Eigenschaft PerHasType:
1 PerSpeedLimit(x,+c) => SpeedLimit(x)
2 PerSuppSign(x,+c) => SuppSign(x)
3 PerHasType(x,+c) => HasType(x)
Wenn mehrere Zusatzzeichen direkt übereinander montiert werden, adressieren sie jeweils das erste
über ihnen angebrachte Tempolimit:
1 SuppSign(x1) AND SpeedLimit(x2) AND DirectlyBelowOf(x1,x2) '
2 => IsRestriction(x1,x2)
3 SuppSign(x1) AND IsRestriction(x2,x3) AND BelowOf(x1,x2) '
4 => IsRestriction(x1,x3)
Für einzelne Zusatzzeichen bzw. Gruppen von Zusatzzeichen mit korrespondierenden Bedeutungen
werden eigene Regeln eingeführt. Beispielsweise stellt das Zusatzzeichen Bei Nässe eine Einschränkung
dar, wenn es regnet:
1 IsRestriction(x1,x2) AND HasType(x1,"WhenRaining") AND IsWeather("Rain") '
2 => RestrictionApplies(x1,x2)
Zuletzt werden die Information über die Relevanz aufgrund der Position sowie die Anordnung der
Zusatzzeichen kombiniert:
1 NOT EXISTS x1,x2 IsRestriction(x1,x2) AND IsPosRel(x2,y) AND DrivesOn(y) '
2 => IsRelevant(x2)
3 NOT RestrictionApplies(x1,x2) AND IsPosRel(x2,y) AND DrivesOn(y) '
4 => NOT IsRelevant(x2)
Mit dieser Wissensbasis wird dann bei gegebener Evidenz x mittels Inferenz die Wahrscheinlichkeit
P(IsRelevant|x) berechnet.
4.3.6. Relevanzbestimmung für Ampeln
Ampeln sind fahrrelevant, wenn sie die Vorfahrt für die Spuren regeln, die auf der Fahrstrecke liegen. An
Ampelkreuzungen sind in der Regel mehrere Ampeln sichtbar, von denen nicht alle fahrrelevant sind. Ihre
Relevanz kann aufgrund der Ampelsymbole bzw. ihrer Position relativ zu Fahrspuren bestimmt werden.
Die Erkennung der Ampelsymbole alleine reicht nicht aus, um in jedem Fall die Relevanz bestimmen zu
können. Ein modellbasierter Ansatz (vergleiche Abschnitt 4.1) müsste zu komplexe Annahmen treffen,
















Abb. 4.14.: Zur Relevanzbestimmung werden Perzeption und Kartendaten kombiniert. Dazu wird per Inferenz
eine plausible Zuordnung zwischen den Knoten bestimmt.
die Kenntnis der Fahrspur aus Kartendaten vorausgesetzt und die Problemstellung über die Fusion von
Kartendaten und Perzeption gelöst. Über die Kartendaten ist in Verbindung mit der geplanten Route
bekannt, welche Ampeln fahrrelevant sind (wenn der vorgegebenen Route gefolgt wird). Die Ampeln
und der Ampelstatus wiederum müssen über die Perzeption erkannt werden. Um beide Informationen
zu kombinieren, wird eine Zuordnung zwischen Ampeln sichtbar in der Kamera und Ampeln in den
Kartendaten benötigt. Inferenz auf einem MLN kann diese Zuordnung ermitteln [NGZ11].
Zur Repräsentation der von der Perzeption erkannten Ampeln wird das Objekt CamLight eingeführt.
Zeigen zwei Ampeln die gleiche Farbe, wird das durch das Prädikat SameState festgehalten. Über
das Prädikat LeftOf wird die horizontale Reihenfolge (aus Fahrzeugsicht) von Ampeln modelliert.
In Kartendaten verzeichnete Ampeln werden durch das Objekt MapLight repräsentiert. Das Prädikat
LeftOf ist auch für sie anwendbar. Ob zwei Ampeln gleichzeitig geschaltet werden, wird über das
Prädikat Synchronized modelliert. Um einen Zusammenhang zwischen Perzeption und Kartendaten
herzustellen, wird das Prädikat Compatible eingeführt; eine erkannte Ampel ist Compatible mit einer
Ampel in den Kartendaten, wenn beide kompatible Symbole und die gleiche Höhe (niedrig oder hoch)
haben.
Die bisher vorgestellten Objekte und Prädikate stellen Evidenz dar. Es wird ein weiteres Prädikat
Matches eingeführt, welches die Zuordnung zwischen Ampeln der beiden Informationsquellen modelliert





















Abb. 4.15.: Zur Relevanzbestimmung für Ampeln wird per Inferenz eine Zuordnung zwischen Knoten des linken
(Knoten 1,2,3) und des rechten Teilgraphen (Knoten A, B, C, D) bestimmt. Der linke Teilgraph
repräsentiert sichtbare Ampeln. Aus Kartendaten entsteht der rechte Teilgraph. Die Gruppenschaltung
der Ampeln (Prädikat Synchronized) ist durch die Knoten X und Y dargestellt. Die Kanten zwischen
den beiden Teilgraphen entsprechen dem Prädikat Compatible.
weiteren Einschränkungen. Zunächst werden Regeln für die Zuordnung formuliert:
1 Matches(x1,y) AND x1 != x2 => NOT Matches(x2,y)
2 Matches(x,y1) AND y1 != y2 => NOT Matches(x,y2)
3 LeftOf(x1,x2) AND LeftOf(y1,y2) AND Matches(x1,y2) => NOT Matches(x2,y1)
Um überhaupt Zuordnungen erzeugen zu können, muss ein Zusammenhang zwischen der Kompatibilität
von Ampeln und der Zuordnung bestehen. Außerdem sollen möglichst viele gültige Zuordnungen
gefunden werden.
1 w1 Compatible(x,y) => Matches(x,y)
2 w2 EXISTS x Matches(x,y)
3 w3 EXISTS y Matches(x,y)
Als weitere Einschränkung wird der Status von Ampeln (Perzeption) bzw. die synchrone Schaltung von
Ampeln (Kartendaten) berücksichtigt. Ampeln mit unterschiedlichem Status können nicht Ampeln der
gleichen Schaltungsgruppe angehören:
1 NOT SameState(x1,x2) AND Synchronized(y1,y2) AND Matches(x1,y1) '
2 => NOT Matches(x2,y2)
Mit obigen Formeln kann die gesuchte Fahrrelevanz aus der Zuordnung gefolgert werden:
1 Matches(x,y) AND IsRelevant(y) => IsRelevant(x)
Um die Relevanz der aktuell beobachteten Ampeln zu bestimmen, wird per Inferenz die Wahrscheinlich-




Die Situationsinterpretation leitet neue Informationen aus der Analyse von zwei oder mehr Entitäten
einer Verkehrssituation ab. Damit kann der Einfluss der Umgebung auf den Erkennungsprozess be-
rücksichtigt werden, wie in der kontextsensitiven Dempster/Shafer-Fusion gezeigt wird: Entitäten wie
das Wetter, Dunkelheit oder Baustellen werden erkannt und als Einflussfaktoren der Zuverlässigkeit
von Informationsquellen modelliert. Die so angepasste Fusion zur Erkennung des gültigen Tempolimits
vermeidet Konflikte in Situationen, in denen andere Fusionsverfahren scheitern würden.
Die Fahrrelevanz von Verkehrselementen ergibt sich nicht immer aus dem Verkehrselement selbst. Ihre
Anbringung muss berücksichtigt werden, um Verkehrselemente für andere Straßen oder Spuren als
irrelevant einstufen zu können. Für außerstädtische Bereiche wurde dafür die probabilistische Zuordnung
von Verkehrszeichen zu Fahrspuren vorgestellt. Sie fusioniert die Erkennung von Verkehrszeichen mit
einer Fahrspurverfolgung und stellt räumliche Relationen zwischen Verkehrszeichen und Fahrspuren auf.
Diese Relationen ordnen Verkehrszeichen entweder einzelnen Fahrspuren oder der gesamten Straße zu
und können so zur Entscheidung über die Fahrrelevanz herangezogen werden.
Problemstellungen im Bereich der Situationsinterpretation zeichnen sich dadurch aus, dass Relationen
zwischen verschiedenen Entitäten aufgestellt und ausgewertet werden müssen. Dabei müssen unsichere
Informationen aus der Perzeption mit sicherem Hintergrundwissen wie Straßenverkehrsregeln kombi-
niert werden. Mit Markov-Logik-Netzen wurde ein Verfahren des statistischen relationalen Lernens auf
die Situationsinterpretation übertragen. Seine flexible Einsatzmöglichkeit wurde exemplarisch durch
Anwendungen zur Bestimmung von Baustellen, zur Bestimmung der Gültigkeit von Einschränkungen
durch Zusatzzeichen sowie zur Bestimmung der Fahrrelevanz von Ampeln aufgezeigt.
Durch die vorgestellten Verfahren zur Umfelderkennung und Situationsinterpretation liegt ein Konzept
vor, um die eingangs gestellte Forschungsfrage Welche statischen Verkehrselemente sind in der aktuel-
len Verkehrssituation fahrrelevant? durch ein kognitives Assistenzsystem automatisch beantworten zu
können. Durch die Integration von Hintergrundwissen und die Anwendung von Lernverfahren zur
Parameteroptimierung ist es universell einsetzbar. Die nun folgenden Experimente führen eine umfang-




5. Experimente und Evaluation
Zur experimentellen Evaluation der Ansätze kommen verschiedene Versuchsplattformen zum Einsatz
(Abbildung 5.1). Kraftfahrzeuge als Anwendungsplattform der kognitiven Assistenzsysteme in Form
von Fahrerassistenzsystemen und Anwendungen zum (teil-)autonomen Fahren stellen im Großteil der
Experimente den Versuchsträger dar. Darüber hinaus wurde ein Segway-Personentransporter verwendet,
um die Übertragbarkeit der Ansätze auf eine weitere Transportart mit anderem Verhalten zu untersuchen
(Abschnitt 5.6, Seite 148). Bei der Verwendung von Mobilgeräten in Abschnitt 5.7 (Seite 151) wiederum
erfolgt der Einsatz im Fahrzeug.
Im Bereich der Umfelderkennung werden die einzelnen in Abschnitt 3.5 vorgestellten Anwendungen
zur Erkennung von Ronden, Warnhinweisen, Vorwegweisern, Zusatzzeichen und Ampeln evaluiert.
Neben der Untersuchung der Gesamtsysteme werden ihre Teilkomponenten evaluiert. Dabei wird ein
Schwerpunkt auf Untersuchungen zur Skalierbarkeit der Klassifikation durch hierarchische SVMs und
aktives Lernen gelegt. Anschließend wird in Abschnitt 5.6 mit der semi-automatischen Kartierung ein
neuartiges Assistenzsystem beschrieben und evaluiert. Abschnitt 5.7 widmet sich Untersuchungen zur
Übertragbarkeit der Ansätze auf Mobilgeräte.
Im Bereich der Situationsinterpretation wird in Abschnitt 5.8 das Verfahren zur Analyse der räumlichen
Relationen zwischen Fahrspuren und Verkehrszeichen evaluiert. Die kontextsensitive Dempster/Shafer-
Fusion zur Bestimmung des gültigen Tempolimits wird in Abschnitt 5.9 untersucht. Hierfür werden
Perzeption und Kartendienste unter besonderer Berücksichtigung des Situationskontexts fusioniert. Der
folgende Abschnitt 5.10 beschreibt Experimente zur Erkennung von Baustellen und zur Bestimmung der
Fahrrelevanz von Ampeln durch Markov-Logik-Netze.
Abb. 5.1.: Als Versuchträger kommen verschiedene Kraftfahrzeuge mit eingebauter Sensorik, Segway-
Personentransporter und Mobilgeräte zum Einsatz.
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5.1. Erkennung von Ronden
Innerhalb der Umfelderkennung wurde mit der Entwicklung der hierarchischen SVM und der TPCB-ADR-
Auswahlstrategie zum aktiven Lernen ein Schwerpunkt auf Untersuchungen zur Skalierbarkeit der
Klassifikation gelegt. Um sie zu evaluieren, werden große Datenmengen benötigt. Ronden und insbeson-
dere Tempolimits werden besonders häufig aufgestellt und eignen sich folglich gut, um eine derartige
Datenmenge bereitzustellen. In den Experimenten in diesem Abschnitt wird daher die in Abschnitt 3.5.1
beschriebene Erkennung von Ronden evaluiert mit Schwerpunkt auf Untersuchungen zur hierarchischen
SVM und zum aktiven Lernen.
Zur Durchführung der Experimente wurden drei disjunkte Datenmengen mit einer Gesamtlänge von
mehr als 21 Stunden zusammengestellt:
Datenmenge Aufnahmen Dauer Bilder
Trainingsmenge 32 19:06:14 1921285
Testmenge A 1 00:20:32 29546
Testmenge B 3 02:11:07 232415
In Testmenge A sind alle ROIs aller Bilder annotiert, um sie für automatische Auswertungen nutzen zu
können. Sie wird für Experimente zur hierarchischen SVM, zum aktivem Lernen und zur Ermittlung der
Falschpositivrate genutzt. Die Testmenge B ist deutlich größer; sie wird zusammen mit Testmenge A zur
Ermittlung von Erkennungsraten des Gesamtsystems genutzt.
Skalierbarkeit der Klassifikation
Als primäre Anforderung an die Klassifikation wird eine hohe Klassifikationsrate gestellt. Werden Daten
online verarbeitet, ist zusätzlich eine maximale Laufzeit einzuhalten. Beim Einsatz in Steuergeräten und
anderen eingebetteten Systemen mit beschränkter Speicherkapazität ist darüber hinaus die maximale
Größe des trainierten Modells begrenzt. Wo genau diese Grenzen liegen, ist anwendungsabhängig. Die
Auswahl der Merkmalstransformation, die Art des Umgangs mit Mehrklassen-Problemen (one-against-
one-Verfahren oder hierarchische SVM) und der Kernel der SVMs (vergleiche Abschnitt 3.3.6) haben
wesentlichen Einfluss auf die Performanz im Hinblick auf Laufzeit, Modellgröße und Klassifikationsrate.
Um einen Klassifikator mit aus Sicht der Anwendung optimalen Eigenschaften zu erhalten, müssen
daher verschiedene Kombinationen dieser Parameter evaluiert werden. Dies wird in diesem Experiment
exemplarisch für Tempolimits durchgeführt; das Vorgehen lässt sich wie weiter unten diskutiert auf
andere Arten von Verkehrselementen übertragen. Um die Einflüsse der Parameter zu quantifizieren und
geeignete Werte zu selektieren, werden verschiedene Parameterkombinationen benutzt und anhand
folgender Kriterien evaluiert:
• Die Klassifikationsrate,
• die durchschnittliche Laufzeit und
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60 km/h 2854 369
70 km/h 653
80 km/h 2457 34
100 km/h 2255 72
120 km/h 3998 89
130 km/h 329
Tab. 5.1.: Anteile der einzelnen Klassen in der Trainings- und Testdatenmenge.
• die Größe des trainierten Modells.
Zur Klassifikation von Tempolimits eignen sich als Merkmalstransformationen die Grauwerttransformati-
on und die blockweise diskrete Kosinustransformation. Als Struktur der hierarchischen SVM wird die in
Abbildung 4.7 dargestellte verwendet.
Mit dem in Abschnitt 3.5.1 beschriebenen Verfahren wurden insgesamt 27154 ROIs aus der Trainings-
menge extrahiert und manuell einer der in Tabelle 5.1 aufgelisteten Klassen zugewiesen. Die Testmenge
von 8505 ROIs stammt aus Testmenge A.
Vergleich von Kernel-Typen und Grauwerttransformation Zunächst werden verschiedene Kernel-
Typen bei Verwendung der Grauwerttransformation evaluiert. Die Ergebnisse sind in Abbildung 5.2
dargestellt. Die höchste Klassifikationsrate wird mit dem RBF-Kernel im one-against-one-Verfahren erzielt.
Mit einer Laufzeit von durchschnittlich etwa 10 ms pro ROI stellt diese Kombination auch die langsamste
dar. Die schnellste Kombination ist eine hierarchische SVM mit polynomiellen Kernel vom Grad 2.
Die hierarchische SVM ist mit allen Kernel-Typen im Durchschnitt etwa doppelt so schnell wie das
one-against-one-Verfahren, erzielt aber auch immer etwas geringere Klassifikationsraten. Dies liegt an
einer höheren Falschpositivrate; die Unterscheidung positiver Klassen ist immer besser als die des
one-against-one-Verfahrens.
Blockweise Diskrete Kosinustransformation und RBF-Kernel Zum Vergleich der Merkmalstrans-
formationen wurde die Grauwerttransformation durch eine blockweise diskrete Kosinustransformation
ersetzt. Abbildung 5.3 zeigt ihre Ergebnisse für verschiedene Parametrierungen. Analog zum vorherigen
Experiment ist die Geschwindigkeit der hierarchischen SVM knapp doppelt so hoch wie die des one-
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Abb. 5.2.: Performanz für verschiedene Kernel-Typen und Grauwerttransformation einer Größe von 20×20
Bildpunkten. Die Beschriftung gibt in der ersten Zeile die Art des Kernels und in der zweiten Zeile die
Modellgröße an. Letztere wird zusätzlich durch den Flächeninhalt des Kreises veranschaulicht.
against-one-Verfahrens bei ansonsten gleicher Parametrierung. Über die Parameter s und insbesondere
n (siehe Abbildung 5.3) wird analog zum JPEG-Verfahren die Stärke der Kompression gesteuert. Die
höchste Klassifikationsrate wird allerdings nicht von einer Parametrierung minimaler Kompression
erzielt, sondern für n= 10 Koeffizienten pro Blockmatrix bei Verwendung der hierarchischen SVM.
Blockweise Diskrete Kosinustransformation und Polynomieller Kernel Für den Einsatz auf Steu-
ergeräten kann die Verwendung eines polynomiellen Kernels von Vorteil sein, um die Berechnung der
Exponentialfunktion zu vermeiden. Aus diesem Grund wurde auch die Kombination von polynomiellen
Kernel und blockweiser diskreter Kosinustransformation untersucht. Für polynomielle Kernel vom Grad 2
ergibt sich hier ein signifikanter Abfall der Klassifikationsrate auf maximal 93.35 %. Polynomielle Kernel
vom Grad 3 dagegen erzielen bessere Ergebnisse. Sie sind in Abbildung 5.4 dargestellt. Auch hier arbeitet
die hierarchische SVM etwa doppelt so schnell bei gleichen Parametern. Die Klassifikationsraten sind
insgesamt (zum Teil signifikant) geringer verglichen mit dem RBF-Kernel. Einige Kombinationen erzielen
jedoch durchaus praxistaugliche Klassifikationsraten. Modellgröße und Laufzeit sind insgesamt geringer
verglichen mit dem RBF-Kernel.
Diskussion Aus den durchgeführten Experimenten lassen sich wichtige Resultate ableiten:
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Abb. 5.3.: Performanz für Variationen der blockweisen DCT mit Blockmatrizen der Größe sx = sy = 8 und Ver-
schiebung ox = oy = 8 angewendet auf ROIs der Größe s× s. Für jede Blockmatrix werden die ersten n
Koeffizienten extrahiert, die Dimension des Merkmalsraums ist folglich n(s/8)2. Die Beschriftung gibt
in der ersten Zeile n und s an und in der zweiten Zeile die Modellgröße an. Letztere wird zusätzlich
durch den Flächeninhalt des Kreises veranschaulicht. Die SVMs verwenden einen RBF-Kernel.
• Die Laufzeit variiert bei vergleichbaren Klassifikationsraten um den Faktor 10. Die hierarchische
SVM arbeitet im Durchschnitt etwa doppelt so schnell wie das one-against-one-Verfahren.
• Die Klassifikationsrate der hierarchischen SVM ist vergleichbar mit der des one-against-one-
Verfahrens, aber meist etwas geringer.
• RBF-Kernel erzielen höhere Klassifikationsraten als polynomielle Kernel. Es gibt jedoch Parameter-
kombinationen, bei denen polynomielle Kernel vergleichbare Klassifikationsraten erzielen.
• Die höchste Klassifikationsrate wird nicht mit der Grauwerttransformation, sondern der blockwei-
sen diskreten Kosinustransformation erzielt.
Die starken Unterschiede bezüglich der Laufzeit gehen auf zwei Ursachen zurück. Zum einen variiert die
Dimension der verwendeten Merkmalsräume zwischen 104 und 400. Dies wirkt sich unmittelbar auf die
Laufzeit aus, welche von der Kernelfunktion dominiert wird, die linear von der Dimension abhängt. Zum
anderen wird bei der Verwendung der hierarchischen SVM aufgrund der gewählten Struktur ein Großteil
der Daten bereits in der ersten Stufe als Hintergrunddaten klassifiziert und nicht weiter verarbeitet. Die
Varianz der Laufzeit ist für die hierarchische SVM höher, da positiv klassifizierte Daten mehrere Level im
Baum durchlaufen.
Die erste Stufe im Baum – die Unterscheidung positiver und negativer Daten – ist auch die Ursache
für die in der Regel etwas geringere Klassifikationsrate der hierarchischen SVM. Hier werden mehr
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Abb. 5.4.: Performanz für Variationen der blockweisen DCT mit Blockmatrizen der Größe sx = sy = 8 und Ver-
schiebung ox = oy = 8 angewendet auf ROIs der Größe s× s. Für jede Blockmatrix werden die ersten n
Koeffizienten extrahiert, die Dimension des Merkmalsraums ist folglich n(s/8)2. Die Beschriftung gibt
in der ersten Zeile n und s an und in der zweiten Zeile die Modellgröße an. Letztere wird zusätzlich
durch den Flächeninhalt des Kreises veranschaulicht. Die SVMs verwenden einen polynomiellen Kernel
vom Grad 3 (siehe Text).
Falschpositive zugelassen als im one-against-one-Verfahren. Andererseits ist die Verwechslungsrate
positiver Beispiele geringer. Die tendentiell höhere Klassifikationsrate bei Verwendung von RBF-Kerneln
bestätigt die Erwartungen [HCL03]. Falls der Einsatz eines polynomiellen Kernels jedoch gewünscht ist
(zur Vermeidung der Exponentialfunktion), lassen sich Parameterkombinationen mit praxistauglichen
Klassifikationsraten finden.
Der Vergleich der Merkmalstransformationen weist die blockweise diskrete Kosinustransformation als
besser geeignet aus. Sie führt zu einer geringeren Laufzeit, einer geringeren Modellgröße und einer
höheren Klassifikationsrate. Die hierarchische SVM erzielt wie gewünscht eine deutliche Steigerung der
Laufzeit bei einer vergleichbaren Klassifikationsrate. Sie eignet sich also insbesondere dann, wenn die
Anzahl der zu unterscheidenden Klassen groß ist und die Laufzeit der Klassifikation reduziert werden
soll.
Aktives Lernen
Nach der Bestimmung geeigneter Parameterkombinationen für die SVMs wird in diesem Abschnitt die Su-
che geeigneter Lerndaten evaluiert: Aktives Lernen und insbesondere die Auswahlstrategie track-pruned
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class-biased angular diversity ranking (TPCB-ADR) wurden zur Verbesserung der Klassifikationsleistung
und zur Reduktion des Annotationsaufwands entworfen, indem automatisch nicht annotierte Lerndaten
ausgewählt werden (siehe Abschnitt 3.3.7). Zur experimentellen Evaluation der Leistungsfähigkeit des
Ansatzes wird an dieser Stelle ein Vergleich verschiedener Auswahlstrategien, die aktives und passives
Lernen implementieren, auf einem umfangreichen Datensatz vorgenommen [NZ13].
Auswahlstrategien und Aufbau der Experimente Das einfachste passive Lernverfahren basiert
auf einer komplett zufälligen Auswahl der Trainingsdaten. Sinnvoller ist jedoch die Integration der
Nebenbedingungen [3.56] – [3.58], also eine Auswahl der Trainingsdaten, die maximal t Beispiele
pro Track mit einem Anteil p/(p+n) positiv klassifizierter Beispiele zufällig auswählt. Zur besseren
Vergleichbarkeit der Ergebnisse mit aktiven Auswahlstrategien wird diese Auswahl ebenfalls in Batches S
mit |S|=h durchgeführt. Diese passive Auswahlstrategie wird im Folgenden als track-pruned class-biased
random sampling (TPCB-RS) bezeichnet.
Als aktive Auswahlstrategie wird die in Abschnitt 3.3.7 vorgestellte track-pruned class-biased angular di-
versity ranking (TPCB-ADR) evaluiert. Der Vergleich von TPCB-RS und TPCB-ADR zeigt die Unterschiede
zwischen passivem und aktivem Lernen. Um auch den Einfluss von angular diversity ranking (ADR) zu
bestimmen, wird außerdem eine weitere Auswahlstrategie track-pruned class-biased uncertainty samp-
ling (TPCB-US) evaluiert: Sie kombiniert uncertainty sampling (US) [Set09]mit den Nebenbedingungen
[3.56] – [3.58], ohne redundante Daten zu filtern.
Um ein realistisches Szenario abzubilden, kommt ein großer Datensatz von circa 19 Stunden Videoaufnah-
men aus verschiedenen Jahren mit unterschiedlichen Jahres- und Tageszeiten sowie Wetterbedingungen
zum Einsatz (Tabelle 5.2). Von den insgesamt über 100000 ROIs wurden etwa 25000 initial annotiert.
Sie bilden die initiale Trainingsmenge. Dabei wurden vornehmlich positive Beispiele annotiert; die
initiale Trainingsmenge eignet sich also nicht zur Abschätzung des Anteils von positiven Beispielen
(vergleiche Tabelle 5.2b). Die übrigen circa 75000 nicht annotierten Trainingsbeispiele wurden den drei
Auswahlstrategien jeweils als Pool zur Verfügung gestellt (englisch pool-based active learning).
Das Training der SVM erfolgte jeweils mit identischen Parametern auf der aktuellen Trainingsmenge, die
Auswahl neuer Trainingsbeispiele durch die gegebene Auswahlstrategie. Zur Annotation wurden die
Klassen Ωl :=Ω∪{ω−1} verwendet: Das ursprüngliche Klassifikationsproblem wurde um die Klasse ω−1
(unsicher) erweitert, mit dem Trainingsbeispiele annotiert wurden, die keiner Klasse eindeutig zugeordnet
werden konnten (vergleiche Abbildung 5.5). Diese Beispiele wurden nicht in die Trainingsmenge
übernommen.
Vergleich von Leistungskennwerten Im ersten Experiment wurden für alle drei Auswahlstrategien
jeweils fünf Iterationen mit den in Tabelle 5.3 dargestellten Parametern durchgeführt. Für jede Iteration
wurde eine Evaluation auf den Testdaten durchgeführt. Abbildung 5.6 zeigt die Klassifikationsraten auf
den Testdaten in Abhängigkeit von der Anzahl der Trainingsbeispiele. Dabei fällt auf, dass nicht alle
Iterationen die Trainingsdatenmenge um h= 1000 Beispiele erhöhen. Das liegt daran, dass die als ω−1
annotierten Beispiele nicht für das Training verwendet wurden.
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end of limit 963 0
10 km/h 78 0
30 km/h 363 0
40 km/h 119 0
50 km/h 200 0
60 km/h 2803 369
70 km/h 636 0
80 km/h 2406 34
100 km/h 2236 72
120 km/h 3984 89
130 km/h 329 0
(b) Klassenverteilung







Tab. 5.3.: Verwendete Parameter für das aktive Lernen.
Ωp (positiv)
80 km/h 80 km/h 100 km/h
ω−1 (unsicher)
100 km/h 60 km/h 80 km/h
Ωn (negativ)
40 km/h maximale 80 km/h
Breite (ungültig)
Abb. 5.5.: Trainingsbeispiele aus der fünften Iteration von TPCB-ADR, die schwer einer Klasse zuzuordnen sind.
Unterhalb der Beispiele ist die wahre Klasse angegeben, welche gegebenenfalls durch die Betrach-
tung zeitlich benachbarter Videobilder ermittelt wurde. Die erste Spalte jeder Reihe gibt die Art der
Annotation an.
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Abb. 5.6.: Klassifikationsrate verschiedener Auswahlstrategien während fünf Iterationen mit einer Batch-Größe
von h= 1000. Die initiale Trainingsmenge besteht aus 25102 von Hand annotierten Trainingsbeispielen.
Die beiden aktiven Lernstrategien erzielen durchweg deutlich höhere Klassifikationsraten. Nach fünf
Iterationen erreicht die passive Strategie TPCB-RS circa 98%, ein Wert, den TPCB-US und TPCB-ADR
bereits nach einer Iteration fast erreichen. Die Strategie TPCB-ADR zeigt in den ersten beiden Iterationen
einen besonders ausgeprägten Anstieg der Klassifikationsrate und erzielt in allen Iterationen die höchsten
Werte.
Neben einer hohen gesamten Klassifikationsrate ist die Reduktion der Falschpositivrate ein Ziel des
verwendeten Ansatzes. Abbildung 5.7 zeigt die Falschpositivrate in Abhängigkeit von der Anzahl negati-
ver Trainingsbeispiele. Beim Übergang von der passiv gelernten initialen Trainingsmenge (bis 10134
Beispiele) zu den beiden aktiven Lernstrategien TPCB-US und TPCB-ADR fällt der starke Abfall der
Falschpositivrate auf. Hierbei ist jedoch zu beachten, dass die initiale Trainingsmenge hauptsächlich
andere Verkehrszeichen als Negativbeispiele enthält und damit eine hohe Redundanz enthält. Entspre-
chend wird durch den Übergang auf TPCB-RS ebenfalls eine merkliche (aber weniger starke) Reduktion
der Falschpositivrate erzielt. Die TPCB-ADR-Strategie erreicht bereits in der zweiten Iteration eine
sehr niedrige Falschpositivrate und erreicht in allen Iterationen die niedrigste Falschpositivrate. Des
Weiteren fällt der starke Unterschied der Anzahl negativer Trainingsbeispiele auf; TPCB-US selektiert
deutlich weniger negative Beispiele als die beiden anderen Strategien. Das geht einerseits auf die oben
angesprochenen als unsicher aussortierten Trainingsbeispiele zurück, aber andererseits auch auf eine
höhere Anzahl positiver Beispiele.
Abbildung 5.8 stellt die Anzahl der Supportvektoren im Modell in Abhängigkeit von der Anzahl an Trai-
ningsbeispielen dar. Die nahezu konstante Steigung für TPCB-ADR ist ein weiteres Indiz dafür, dass diese
Strategie redundante Trainingsbeispiele effektiv vermeidet. Bei zufälliger Auswahl der Trainingsbeispiele
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Abb. 5.7.: Falschpositivrate in Abhängigkeit von der Anzahl negativer Trainingsbeispiele. Die initiale Trainings-
menge (bis 10134 Beispiele) wurde per class-biased random sampling (CB-RS) generiert.



















Abb. 5.8.: Anzahl der Supportvektoren im Modell in Abhängigkeit von der Anzahl an Trainingsbeispielen.
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Abb. 5.9.: Vergleich der Klassifikationsrate der TPCB-ADR-Strategie bei Verwendung unterschiedlicher Batch-
Größen.
durch TPCB-US dagegen nimmt die Steigung kontinuierlich ab. Dies lässt sich dadurch erklären, dass
bei einer wachsenden Menge von Trainingsdaten ohne Redundanzbetrachtung die Wahrscheinlichkeit
steigt, dass neue Trainingsbeispiele redundant zu den vorhandenen sind und nicht als Supportvektoren
ausgewählt werden.
Die Größe eines Batches ist mit h= 1000 deutlich höher gewählt als in vergleichbaren Publikationen
[Bri03; JPP10; DPB11]. Um die Auswirkung der Batch-Größe abzuschätzen, wurden weitere Versuche
mit h= 500 und h= 250 durchgeführt. Abbildung 5.9 stellt die Ergebnisse für die TPCB-ADR-Strategie
dar. Geringere Werte von h führen zu einem stärkeren Anstieg der Klassifikationsrate. Nach Verarbeitung
der identischen Menge von Trainingsbeispielen erzielen Strategien mit geringeren Werten von h höhere
Klassifikationsraten.
Auswirkungen auf die Laufzeit Überwachte Lernverfahren bestehen aus einer Trainingskomponente,
die ein Modell erzeugt, und einer Klassifikationskomponente, die ausgehend vom gelernten Modell
gegebenen Daten Klassen zuweist. Erstere wird einmalig ausgeführt bevor das System im Live-Betrieb
läuft (offline), zweitere im Live-Betrieb des Systems (online). Wie in Abbildung 3.23 skizziert ist diese
Einteilung auch für das aktive Lernen gültig. Sie ist insofern wichtig, als dass sie in unterschiedlichen
Laufzeit-Anforderungen mündet: Online muss die Verarbeitung in Echtzeit erfolgen, offline sind deutlich
größere Verarbeitungszeiten tolerierbar. Tabelle 5.4 stellt die Laufzeiten der drei evaluierten Strategien
in der ersten Iteration des ersten Experiments gegenüber. Sie unterscheiden sich jeweils in der Laufzeit
der Berechnung des Batches. Insgesamt ergeben sich Laufzeiten von circa 40 bis circa 70 Minuten für
eine Iteration des offline durchgeführten Trainings.
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TPCB-RS TPCB-US TPCB-ADR
T ′ := T ∪S 21 min 21 min 21 min
Training von T ′ 12 min 12 min 12 min
A := A\S 8 min 8 min 8 min
Berechnung von S 0 min 17 min 26 min
Summe 41 min 58 min 67 min
Tab. 5.4.: Laufzeiten der verschiedenen Strategien für die einzelnen Arbeitsschritte einer Iteration im aktiven
Lernen. Hierbei bezeichnet T die Trainingsmenge, A den Pool nicht annotierter Daten und S die
Auswahlmenge (Batch).


















Abb. 5.10.: Die Anzahl der Supportvektoren in Abhängigkeit von der Klassifikationsrate eignet sich ebenfalls als
Abbruchkriterium für das iterative Training: Eine hohe Steigung deutet auf eine sinkende Lernrate hin.
Die Laufzeit der online durchzuführenden Klassifikation hängt maßgeblich von der Anzahl der Support-
vektoren im Modell ab. Mit steigender Zahl von Supportvektoren steigt die Laufzeit der Klassifikation
linear an. Aus diesem Grund wird als Indikator für die Laufzeit der Klassifikation die Anzahl an Support-
vektoren in Abhängigkeit von der Klassifikationsrate betrachtet. Sie ist in Abbildung 5.10 dargestellt.
Diese Darstellung eignet sich auch als weiteres Abbruchkriterium: Das iterative Training kann abgebro-
chen werden, wenn die Steigung dieser Kurve zu hoch wird, also die Laufzeit der Klassifikation stark
steigt, während die Klassifikationsrate sich kaum noch verbessert.
Diskussion Die durchgeführten Experimente zeigen deutlich die Vorteile von aktiven Lernstrategien.
Die TPCB-ADR-Strategie erzielt die besten Resultate bei einer moderaten Erhöhung der Trainingsdauer.
Durch die Verwendung einer sehr großen Batch-Größe von h= 1000 wird die Arbeitszeit des Annotati-
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Abb. 5.11.: Benutzerschnittstelle zur Annotation. Durch die stetige Modellverbesserung während des aktiven
Lernens werden auch die Annotationsvorschläge des Systems verbessert und dadurch der Zeitaufwand
für Annotationen verkürzt.
onsexperten sinnvoll genutzt. Die in Abschnitt 3.3.7 entworfene Auswahlstrategie TPCB-ADR erzielt in
den ersten Iterationen einen sehr starken Anstieg der Klassifikationsrate auf den Testdaten. Sie übertrifft
sowohl die passive Strategie TPCB-RS als auch die aktive Strategie TPCB-US: Nach zwei Iterationen
erreicht TPCB-ADR eine Klassifikationsrate von 99.04%. TPCB-US macht hier mit 98.01% etwa dop-
pelt so viele Fehler und TPCB-RS mit 97.06% sogar drei mal so viele. Nach fünf Iterationen schließt
TPCB-US mit 99.16% fast zu TPCB-ADR auf (99.3%), während die passive Strategie TPCB-RS nur
98.37% erreicht. Ein sehr ähnliches Bild ergibt sich bei der Analyse der Falschpositivraten; TPCB-ADR
übertrifft sowohl TPCB-RS als auch TPCB-RS. TPCB-ADR zeigt damit die besten Leistungskennwerte
und bringt die gewünschten Eigenschaften einer in Bezug auf passive Lernstrategien höheren Lernrate
und verbesserten Klassifikationsrate mit sich. Beide untersuchten aktiven Strategien erhöhen die Laufzeit
des Trainings spürbar von circa 41 auf 58 bzw. 67 Minuten (erste Iteration, vergleiche Tabelle 5.4).
Da die Auswahlstrategien keine Interaktion benötigen, wird allerdings nicht die Arbeitszeit des An-
notationsexperten, sondern lediglich die Wartezeit erhöht. Wie Abbildung 5.10 entnommen werden
kann, führt TPCB-ADR zu Modellen, die bei vergleichbaren Klassifikationsraten weniger Supportvek-
toren aufweisen und damit eine schnellere Klassifikation durchführen. Der Unterschied beträgt bei
vergleichbaren Klassifikationsraten aber nur circa 10 % und andere Methoden zur Laufzeitreduktion
sind vorzuziehen (vergleiche Abschnitt 5.1). Der Trainingsprozess im passiven Lernen ist zweigeteilt
bestehend aus einer langen Annotationsphase und einem abschließenden Training des Modells. Im
aktiven Lernen ändert sich der Prozess stark dahingehend, dass nach einer kurzen Annotationsphase
zur Erstellung einer initialen Trainingsmenge mehrere kurze (jeweils 2–3 Stunden) Iterationen folgen.
In diesen Iterationen wird abwechselnd eine begrenzte Anzahl neuer Daten manuell annotiert und
danach werden automatisch ein neues Modell trainiert und ein weiterer Batch zur Annotation erstellt.
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30 50 60 70 80 100 120 Aufhebung
erkannt 4 2 8 3 20 39 25 14
nicht erkannt 1 1
∑
4 2 9 3 21 39 25 14
Tab. 5.5.: Ergebnisse der Segmentierung. Die Detektionsrate beträgt 98.3%.
Je nachdem, wie die Abbruchkriterien definiert sind, müssen entweder genau so viele oder weniger
Daten annotiert werden. Aufgrund der stetigen Modellverbesserung in jeder Iteration ist es dem System
möglich, die Annotationsvorschläge für den Experten (vergleiche Abbildung 5.11) zu verbessern und
dadurch die Annotationszeit zu verringern.
Evaluation des Gesamtsystems
Die Erkennungsrate des gesamten Systems hängt vom Zusammenspiel der einzelnen Komponenten
ab. Nach der Evaluation der Klassifikation im vorherigen Abschnitt wird jetzt die Leistung der übrigen
Komponenten und des Systems zur Erkennung von Ronden als Ganzes evaluiert. Dafür wird von der Be-
trachtung von ROIs als Evaluationseinheit gewechselt auf zusammengehörige Gruppen von Tempolimits.
Eine Gruppe wird gebildet von einem oder mehreren Tempolimits, die zusammen aufgestellt sind und
das gleiche Tempolimit anzeigen (beispielsweise bilden die beiden Tempolimits in Abbildung 5.12b eine
Gruppe). Die Betrachtung von Schildgruppen ermöglicht es, die ermittelten Erkennungsraten auf die
Fähigkeit des Systems zu übertragen, relevante Tempolimits zu erkennen. Da die Gesamtzahl evaluierter
Objekte dadurch stark sinkt, werden die Testmengen A und B zusammen zur Evaluation verwendet, die
insgesamt 117 Schildgruppen von Tempolimits enthalten.
Segmentierung Zur Evaluation der Segmentierung wird eine Schildgruppe als korrekt detektiert
betrachtet, wenn mindestens eines der enthaltenen Tempolimits mindestens zwei Mal segmentiert wird.
Tabelle 5.5 stellt die Ergebnisse zusammen. Mit 98.3% ist die Detektionsrate sehr hoch. Die beiden nicht
detektierten Schildgruppen bestehen jeweils aus einem einzelnen Tempolimit, das mangels Kontrast oder
aufgrund geringer Größe nicht von der radialen Symmetrie detektiert wird (vergleiche Abbildung 5.13a).
Tracking und temporale Fusion Tracking und temporale Fusion stabilisieren die Erkennungsergeb-
nisse der Klassifikation. Eine Schildgruppe wird als korrekt erkannt gewertet, wenn die temporale Fusion
die korrekte Klasse von mindestens einem der Tempolimits der Gruppe ermittelt. Werden unterschied-
liche Tempolimits erkannt, wird dies als Fehler gewertet. Wie der Konfusionsmatrix 5.6 entnommen
werden kann, ist die Klassifikationsrate mit 96.5 % sehr hoch, fällt allerdings leicht schlechter aus als die
Einzelbildklassifikation. Dies kann auf die Verwechslung der 50 km/h Schilder zurückgeführt werden,
die in der Trainingsmenge unterrepräsentiert sind.
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4 2 8 3 20 39 25 14
Tab. 5.6.: Konfusionsmatrix für die Klassifikation. Die Klassifikationsrate beträgt 96.5%.






100 1 38 1
120 24
Aufhebung 14
Hintergrund 1 1 1
∑
4 2 9 3 21 39 25 14
Tab. 5.7.: Konfusionsmatrix für das Gesamtsystem. Die Erkennungsrate beträgt 94.9% und kann aufgrund der
Verkettung der Komponenten aus den Einzelergebnissen in den Tabellen 5.5 und 5.6 berechnet werden.
Gesamtsystem Abschließend wird die Erkennungsrate des Gesamtsystems betrachtet. Eine Schildgrup-
pe wird als erkannt gewertet, wenn das korrekte Tempolimit ermittelt wird. Die Konfusionsmatrix 5.7
stellt die Ergebnisse für die einzelnen Klassen zusammen. Die Erkennungsrate ist mit insgesamt 94.9%
sehr hoch. Abbildung 5.12 zeigt einige Erkennungsergebnisse aus der Testmenge.
Zur Ermittlung der Falschpositivrate ist die Betrachtung aller Bilder der Testmenge notwendig, was
deutlich mehr Annotationsaufwand bedeutet. Für diesen Teil der Auswertung wurde daher die kleinere
Testmenge A verwendet. Bezogen auf ROIs und damit ohne Betrachtung von Tracking und temporaler
Fusion ergeben sich hier 24 Falschpositive bei insgesamt 29546 Bildern. Bezogen auf Schildgruppen und
unter Verwendung von Tracking und temporaler Fusion (exponentielle Glättung mit κm= 0.85) ergibt
sich ein Falschpositiver. Der Großteil der falsch positiven ROIs wird also erfolgreich gefiltert.
Das System verarbeitet auf einem Intel Core i7-2820QM Prozessor mit 2.30 GHz 25–30 Bilder der
Auflösung 640×480 pro Sekunde, wenn keine Objekte klassifiziert werden, und 20–25 Bilder pro
Sekunde, wenn zusätzlich Tracking, Klassifikation und temporale Fusion aktiv sind.
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(a) (b)
(c) (d)
Abb. 5.12.: Beispiele für korrekte Erkennungsergebnisse von Ronden.
(a) Das Tempolimit am rechten Bildrand wird von der
Segmentierung nicht erkannt.
(b) Klassifikation und temporale Fusion lehnen das
Tempolimit ab.
Abb. 5.13.: Beispiele für Fehler bei der Erkennung von Ronden.
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Minimale Trefferrate pro Stufe 0.995
Maximale Falschpositivrate pro Stufe 0.5
Tab. 5.8.: Parameter zum Training und zur Detektion mittels des Viola/Jones-Verfahrens zur Segmentierung von
dreieckigen Warnhinweisen.
5.2. Erkennung von Warnhinweisen
Die Erkennung von Warnhinweisen wurde in der in Abschnitt 3.5.2 beschriebenen Variante mit
Viola/Jones-Verfahren als Segmentierung umgesetzt. Zum Training der Kaskade wurden 4299 Bei-
spiele für Warnhinweise sowie Hintergrunddaten annotiert, die aus 36 Fahrten einer Gesamtlänge von
10:25:59 (196606 Bilder) stammen (vergleiche Abbildung 5.14). Das Training der Viola/Jones-Kaskade
erfolgte mit den in Tabelle 5.8 dargestellten Parametern. Vom Viola/Jones-Verfahren detektierte Dreiecke
werden mit Hilfe einer SVM verifiziert und ihr Typ bestimmt. Als Merkmalstransformation kommt
eine Grauwerttransformation zum Einsatz. Die Menge der zu unterscheidenden Klassen Ω wurde auf
die fünf Typen dreieckiger Verkehrselemente beschränkt, zu denen in den Trainingsdaten ausreichend
(mindestens 150) Trainingsbeispiele vorhanden waren: Vorfahrt gewähren, Warnhinweise Radfahrer,
Kinder und Baustelle sowie Hinweis auf Zebrastreifen.
Das trainierte System erledigt wie in Abbildung 5.15 an Beispielszenen exemplarisch dargestellt die
Erkennungsaufgabe sehr gut. Zur Evaluation des Gesamtsystems wurden die Erkennungsergebnisse
auf einer Testfahrt der Länge 00:13:42 (9772 Bilder) durch die Karlsruher Innenstadt ausgewertet.
Ein dreieckiges Verkehrszeichen wird als erkannt gewertet, wenn es in mindestens einem Bild korrekt
erkannt wird. Von den 14 dreieckigen Verkehrszeichen im Testvideo werden alle erkannt. Es treten
insgesamt zwei Falschpositive auf. Die Konfusionsmatrix 5.9 stellt die Ergebnisse der Klassifikation
bezogen auf ROIs (ohne temporale Fusion) dar. Bei Verwendung einer Intel Core 2 Quad CPU Q8200
mit 2.33 GHz benötigt die Segmentierung durchschnittlich 60 ms zur Verarbeitung eines Bildes der
Größe 1280×720. Die Klassifikation benötigt pro Objekt durchschnittlich 1 ms. Daraus ergibt sich eine
Verarbeitungsgeschwindigkeit des Gesamtsystems von 15 Bildern pro Sekunde.
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Abb. 5.15.: Beispiele von Erkennungsergebnissen für dreieckige Verkehrszeichen in der Testfahrt.
136
5.3. Erkennung von Vorwegweisern
ω0 Radfahrer Kinder Vorf. gew. Baustelle Zebrastreifen
ω0 376 1 20 20 10
Radfahrer 2 21 7
Kinder 3 2 97
Vorf. gew. 10 1539
Baustelle 2 19
Zebrastreifen 1 134
Tab. 5.9.: Konfusionsmatrix zur Klassifikation von ROIs dreieckiger Warnhinweise. Die Klassifikationsrate ist
96.6%.
Diskussion Die Segmentierung mittels Viola/Jones-Verfahren hat gegenüber modellbasierten Ansätzen
den Nachteil, dass Position und Größe weniger genau ermittelt werden und Rotationen unbekannt sind.
Durch die Verwendung einer Kamera mit vergleichsweise hoher Auflösung von 1280×720 Bildpunkten
und einer ausreichend großen Trainingsmenge ist es aber möglich, trotzdem sehr gute Detektionser-
gebnisse zu erhalten: Alle Verkehrszeichen in der Testmenge werden stabil über längere Zeiträume
erkannt. Die Klassifikationsrate ist mit 96.4% sehr hoch. Hierbei muss jedoch beachtet werden, dass die
vergleichsweise einfach zu erkennende Klasse Vorfahrt gewähren einen ausgeprägt hohen Anteil in den
Testdaten hat, da entsprechende Verkehrszeichen besonders häufig aufgestellt werden. Insbesondere
das Verkehrszeichen Kinder wird nur zu 78.2% erkannt. Es ist aber davon auszugehen, dass durch
eine größere Menge von Trainingsdaten diese Werte deutlich gesteigert würden. Die Beschränkung der
Klassenanzahl für die Klassifikation mittels SVM ist keine konzeptuelle Einschränkung: Um weitere Typen
zu unterscheiden, muss lediglich die Trainingsmenge entsprechend erweitert werden und gegebenenfalls
die in Abschnitt 5.1 evaluierten Methoden zur Parameterselektion und zum aktiven Lernen angewendet
werden (siehe auch Abbildung 5.16).
5.3. Erkennung von Vorwegweisern
Zur Evaluation des in Abschnitt 3.5.3 beschriebenen Systems zur Erkennung von Vorwegweisern wurden
Autobahnfahrten unter unterschiedlichen Bedingungen aufgezeichnet und in eine Trainings- und eine
Testmenge aufgeteilt [XNZ09]. Die Testmenge enthält 15 Vorbeifahrten an Vorwegweisern, die jeweils
eine Länge von 200–300 Bildern haben. Die Farbklassifikation wurde mit hmin= 200 und hmax= 230
parametriert. Zur Texterkennung wurde die OCR-Software Tesseract [Tes] eingesetzt. Die Ergebnisse der
Texterkennung werden über ein Wörterbuch gemäß der minimalen Levenshtein-Distanz korrigiert.
Die erste Segmentierungsstufe zeigt sich unter den getesteten Bedingungen (trockenes Wetter, leichter
Nebel, leichter Regen, vergleiche Abbildung 5.17) als robust und erkennt von den 20 Vorwegweisern im
Testvideo 19 mindestens einmal. In der zweiten Segmentierungsstufe werden von den 66 insgesamt
enthaltenen Textzeilen 58 mindestens einmal segmentiert und der Text nach Wörterbuchkorrektur richtig
erkannt. Von den enthaltenen 6 Sinnbildern wurden 5 mindestens einmal korrekt erkannt. Bezogen auf
ROIs entspricht das einer Klassifikationsrate von 87.9 % (vergleiche Tabelle 5.10).
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Abb. 5.16.: Die Erweiterung des Systems um weitere Arten von Warnhinweisen ist leicht möglich, indem zusätzli-
che Trainingsdaten für die SVM bereitgestellt werden.
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Abb. 5.17.: Ergebnisse der ersten Segmentierungsstufe. Die Vorwegweiser in den Bildern (a) bis (e) und (h) werden
wie gewünscht erkannt. Aufgrund des starken Gegenlichts schlägt in Bild (f) die Segmentierung fehl.
Der Vorwegweiser in Bild (g) wird aufgrund seiner bei dieser Entfernung geringen Größe im Bild noch
nicht erkannt. Die Bilder (g) bis (i) zeigen zudem jeweils Falschpositive hervorgerufen durch andere
großflächige blaue Objekte. Durch den gewählten Ansatz ist dies zu erwarten; diese Objekte müssen
von der Klassifikation abgelehnt werden.
Kreuz Ausfahrt Knotenpunkt sonstige ω0
Kreuz 83.3 % 12.5 % 4.2 %
Ausfahrt 92.3 % 7.7 %
Knotenpunkt 76.1 % 22.8 % 1.1 %
sonstige 100 %
Tab. 5.10.: Konfusionsmatrix für die Klassifikation von Sinnbildern auf Vorwegweisern.
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Abb. 5.18.: Bei der Annäherung an einen Vorwegweiser steigt die Größe der extrahierten Textregionen. Die höhere
Auflösung wirkt sich positiv auf die Erkennungsleistung der OCR-Software aus, erkennbar an der
sinkenden minimalen Levenshtein-Distanz zwischen dem erkannten Text und dem Wörterbuch.
Diskussion Während die erste Segmentierungsstufe gute Ergebnisse erzielt, bleibt die zweite Stufe
etwas hinter den Erwartungen zurück. Fehler in der Symbolklassifikation können auf eine zu geringe
Menge von Trainingsdaten zurückgeführt werden. Wie in Abschnitt 5.1 gezeigt wurde, werden für
vergleichbare Daten deutlich höhere Klassifikationsraten erzielt, wenn die Trainingsmenge ausreichend
groß ist. Bei der Texterkennung stellt sich die Auflösung der Kamera (640×480 Bildpunkte) als
limitierender Faktor heraus. Dies lässt sich gut an den Werten der minimalen Levenshtein-Distanz bei
der Vorbeifahrt an einem Vorwegweiser beobachten (Abbildung 5.18). Tatsächlich ist die Größe der an
die OCR-Software übergebenen ROIs selbst unmittelbar während der Vorbeifahrt noch unterhalb der
von Tesseract empfohlenen Minimalgröße.
Die Evaluation zeigt, dass das Konzept an sich funktionstüchtig ist. Um eine Leistung zu erzielen, die
einen Einsatz als Assistenzsystem ermöglicht, ist allerdings die Verwendung einer höheren Auflösung
sowie eine größere Trainingsmenge für die SVM notwendig.
5.4. Erkennung von Zusatzzeichen
Die Erkennung von Zusatzzeichen wird wie in Abschnitt 3.5 beschrieben in der Umgebung anderer
Verkehrszeichen ausgeführt. Die Implementierung nutzt dazu die Erkennung von Ronden, um unter-
halb erkannter Tempolimits und Überholverbote Zusatzzeichen zu detektieren (Abbildung 5.19). Eine
zweistufige hierarchische SVM klassifiziert die Ergebnisse. Dabei wird in der ersten Stufe eine Vali-
dierung durchgeführt. Positiv klassifizierte Kandidaten werden weiter unterschieden in die Klassen
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(a) Segmentierungsergebnis eines einzelnen Zusatzzeichens unterhalb eines Tempolimits.
(b) Segmentierungsergebnis für zwei direkt übereinander angebrachte Zusatzzeichen.
Abb. 5.19.: Ergebnisse der Segmentierung von Zusatzzeichen dargestellt als umgebendes Rechteck. Die farbigen
Linien markieren Positionen der ROIs in vorhergehenden Bildern.
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ω0 Lkw Pkw bei Nässe 7.5 t
ω0 369 2 1
Lkw 1 65 1
Pkw 3 2 15
bei Nässe 5 39
7.5 t 2 20
Tab. 5.11.: Konfusionsmatrix zur Evaluation der Erkennung von Zusatzzeichen. Die Klassifikationsrate ist 96.8%.
Ωp = {Lkw, Pkw, bei Nässe, 7.5 t}:
Stufe Klassen Merkmalstransformation
1 ω0, Ωp Hybride Merkmalstransformation mit Grauwerttransformation und blockwei-
ser Histogramm-Transformation (RGB-Farbraum)
2 ω∈Ωp Grauwerttransformation
Die erste Stufe verwendet ein Farbhistogramm, um die Unterscheidung zwischen den häufig farbigen
Hintergrundobjekten und achromatischen Zusatzzeichen zu erleichtern. In der zweiten Stufe hingegen
ist die Farbinformation kein typisches Merkmal der Klassen und dementsprechend wird eine Grau-
werttransformation benutzt. Die Menge der Klassen entspricht den Typen von Zusatzzeichen, für die
ausreichend Trainingsdaten zum Lernen eines SVM-Modells zur Verfügung standen. Insgesamt wurden
1633 ROIs manuell annotiert und aufgeteilt in eine Trainingsmenge der Größe 1108 und eine Testmenge
mit den übrigen 525 ROIs. Wie der Konfusionsmatrix 5.11 entnommen werden kann, erzielt die trai-
nierte hierarchische SVM eine Klassifikationsrate von 96.8%. Nutzt man in beiden Stufen die hybride
Merkmalstransformation, sinkt die Klassifikationsrate auf 96%. Wenn nur eine Grauwerttransformation
benutzt wird, sinkt die Klassifikationsrate auf 95.8%. Dies bestätigt die Erwartung, dass in der ersten
Stufe Farbinformationen nützlich und in der zweiten Stufe redundant sind.
Abhängig von der Größe der Suchregion (die von der Größe und der Anzahl detektierter Tempolimits
und Überholverbote bestimmt wird) beansprucht die Segmentierung eine Laufzeit zwischen 7 und 35 ms
auf einem Intel Core 2 Quad Prozessor Q8200 mit einer Taktfrequenz von 2.33 GHz bei der Verwendung
eines Prozessor-Kerns. Merkmalstransformation und Klassifikation benötigen pro Kandidat zusammen
4.4 ms. Insgesamt ergibt sich eine Verarbeitungsgeschwindigkeit von mehr als 25 Bildern pro Sekunde.
Diskussion Durch die Kombination robuster Verfahren – Hough-Transformation und SVMs – wird
eine zuverlässige Erkennung von Zusatzzeichen erreicht, die aufgrund der starken Einschränkung der
Suchregion auch die Echtzeitanforderung erfüllt. Um mehr als die hier untersuchten vier Klassen von
Zusatzzeichen zu unterscheiden, müsste in erster Linie die Menge der Trainingsdaten erhöht werden.
Um auch textbasierte Zusatzzeichen mit geringer Schriftgröße zuverlässig unterscheiden zu können,
ist allerdings eine höhere Auflösung als die in diesem Experiment verwendeten 640×480 Bildpunkte
notwendig (vergleiche Abbildung 5.19).
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FN FP TP
TopHat und Farbklassifikation 184 15219 2683
TopHat, Farbklassifikation und regelbasierte Validierung 187 6001 2680
Tab. 5.12.: Ergebnisse der Segmentierung von Ampeln.
5.5. Erkennung von Ampeln
Zur Erkennung von Ampeln wurde die in Abschnitt 3.5.5 beschriebene Prozesskette implementiert und
Experimente mit Kameras mit Auflösungen von 512×384 und 1280×720 Bildpunkten durchgeführt.
Zur Evaluation der Segmentierung wurden manuell in vier Testvideos der Kamera mit Auflösung
512×384 ROIs annotiert. Wie in Abschnitt 3.5.5 vorgeschlagen ist die Farbklassifikation schwach filternd
parametriert, so dass Falschnegative vermieden werden auf Kosten einer höheren Falschpositivrate.
Dies wird von der Evaluation (Tabelle 5.12) bestätigt: Nach Durchführung von TopHat-Operator und
Farbklassifikation sind 84 % der ROIs Falschpositive. Die anschließende regelbasierte Validierung filtert
60 % davon, ohne einen spürbaren Fehler einzubringen. Damit liegt die Falschpositivrate am Ende der
Segmentierung bei 68 %. Von den tatsächlichen Ampellichtern werden 93 % detektiert.
Die Parameter der HMMs zur temporalen Fusion wurden mit Hilfe des Baum-Welch-Algorithmus trainiert.
Dazu wurden Beobachtungssequenzen als Trainingsbeispiele extrahiert. Die ermittelten Übergangs- und
Beobachtungswahrscheinlichkeiten sind in Abbildung 3.25 angegeben. Aus den Modellen kann die
erwartete Aufenthaltsdauer in den einzelnen Zuständen berechnet werden. Beispielsweise ergibt sich für
den gelb/roten Zustand des HMM λ1 (dreifarbige Ampel) ein Erwartungswert von 1/(1−0.982) = 55.6
Zeiteinheiten und für den gelben Zustand 1/(1−0.991) = 111.1. Dividiert durch die Frequenz der
Kamera von 30Hz ergibt sich näherungsweise die tatsächliche Zustandslänge von zwei beziehungsweise
vier Sekunden. Für die Zustände rot und grün ergeben sich kürzere Erwartungswerte als die tatsächlichen
Zustandslängen, da diese Zustände bedingt durch die Anfahrt an die Ampel und das Überqueren der
Kreuzung nicht komplett beobachtet werden.
Zur Evaluation der Klassifikation und des Gesamtsystems wurden Aufnahmen der Kamera mit Auflösung
von 1280×720 Bildpunkten verwendet. Aus einer Trainingsmenge von zehn Fahrten wurden etwa
2000 manuell annotierte ROIs zum Training der SVM extrahiert. Die Evaluation erfolgt auf einer
weiteren, zur Trainingsmenge disjunkten Fahrt durch die Karlsruher Innenstadt einer Länge von neun
Minuten (8222 Bilder), die insgesamt 42 Ampeln für Fahrzeuge enthält. Zur Parametrierung der
Merkmalstransformation wurden verschiedene Kombinationen von RGB- und HSV-Transformation (mit
Größennormalisierung auf 6×21 Bildpunkte), blockweisem Farbhistogramm und Kantenhistogramm
verglichen. Die höchste Klassifikationsrate erzielte die hybride Merkmalstransformation bestehend
aus RGB-Transformation und Kantenhistogramm mit 95.3% (siehe Konfusionsmatrix 5.14). Auf den
ersten Blick überrascht das schlechtere Abschneiden des blockweisen HSV-Farbhistogramms. Es kann
über Segmentierungsungenauigkeiten erklärt werden: Wenn die Bestimmung der Größe oder Position
der Ampel ungenau ist, werden Hintergrund- und Ampelfarben im Histogramm vermischt. Wie der
Konfusionsmatrix 5.14 entnommen werden kann, werden Hintergrundobjekte zuverlässig abgelehnt.
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Tab. 5.13.: Klassifikationsraten verschiedener hybrider Merkmalstransformationen für die Klassifikation von Am-
peln. Hier bezeichnet A eine RGB-Transformation, B ein HSV-Farbhistogramm und C ein Kantenhisto-
gramm. Die übrigen, nicht aufgeführten Kombinationen erreichten weniger als 90%.
Zwischen grüner und roter Ampelfarbe gibt es keine Verwechslungen.
Die Testfahrt enthält 16 Ampeln ohne Pfeil, 10 mit Pfeil geradeaus, 12 mit Pfeil links, 3 mit Pfeil rechts
und 1 mit Pfeil geradeaus und links. Alle dieser Ampeltypen werden von der Erkennung unterstützt, aber
nicht in verschiedene Klassen unterschieden. In der Auswertung des Gesamtsystems wird daher analog
zu [CN09] eine Ampel als korrekt erkannt gewertet, wenn sie mindestens einmal erkannt und ihre Farbe
richtig bestimmt wird. Das System erkennt 41 der 42 Ampeln korrekt (97.6%). Dabei kommt es zu
keiner falsch positiven Ampelerkennung, sämtliche sporadischen Fehlerkennungen werden erfolgreich
von der temporalen Fusion abgelehnt.
Hintergrund grün rot
Hintergrund 146 5 8
grün 73
rot 47
Tab. 5.14.: Konfusionsmatrix zur Klassifikation von ROIs im Testvideo.
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Abb. 5.21.: Ampeln mit beliebigen Lichtern (rund oder pfeilförmig) werden erkannt. Durch den Einsatz von
Bildpyramiden wird eine effiziente Erkennung unabhängig von der Distanz (Größe im Bild) erreicht.
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(a) Mangelnder Kontrast erschwert die Bestimmung des Ampelkastens.
(b) Kurze Belichtungszeiten hervorgerufen durch starkes Gegenlicht führen in diesem Beispiel dazu, dass nur die
roten Ampeln der beiden rechten Spuren erkannt werden.
(c) Nachts ist die Bestimmung des Ampelkastens mangels Kontrast nicht möglich. Überstrahlung der Lichter und
Bewegungsunschärfe erschweren seine Größenschätzung.
Abb. 5.22.: Die Erkennung von Ampeln kann auch bei ungünstigen Sichtverhältnissen durchgeführt werden. Es ist
jedoch mit einer geringeren Erkennungsleistung zu rechnen.
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Abb. 5.23.: Bei günstigen Sichtbedingungen ist die Erkennung auf große Distanzen möglich. Experimente mit
einem Teleobjektiv ergaben Erkennungsweiten bis zu 950 m. Um hohe Falschpositivraten zu vermeiden,
sollten derartige Ergebnisse aber nicht verwendet werden, sondern eine Mindestgröße für Kandidaten
im Bild festgelegt werden.
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Abb. 5.24.: Die Ampel am rechten Bildrand wird in der Evaluation als falsch negativ gewertet, da sie zwar in
einigen Bildern korrekt erkannt, aber von der temporalen Fusion abgelehnt wird.
Im Schnitt verarbeitet das System 25 Bilder pro Sekunde auf einem Intel Core i7-2820QM Prozessor mit
einer Taktfrequenz von 2.30 GHz bei Nutzung aller vier Prozessorkerne. Der Hauptanteil der Laufzeit
wird mit 20–40 ms von der Segmentierung beansprucht. Die Klassifikation benötigt 0.8 ms pro ROI. Die
Laufzeit der übrigen Komponenten ist zu vernachlässigen.
5.6. Semi-automatische Kartierung mit einem Segway-Personentransporter
Die Dempster/Shafer-Fusion (Abschnitt 4.3) benutzt Kartendaten, deren Gültigkeit zur Laufzeit bewertet
wird, um das gültige Tempolimit zu bestimmen. Sie ist darauf ausgelegt, ohne Interaktion mit dem Fahrer
korrekte Ergebnisse zu liefern. Die von ihr festgestellten Konflikte können auf Fehler in Kartendaten
hinweisen. Damit liefern sie eine interessante Information für die Wartung von Karten, die typischerweise
manuell von Firmen oder Freiwilligen in Projekten wie OpenStreetMap [Ope] erledigt wird. Allgemein
ist es möglich, mit Hilfe der Umfelderkennung fehlerhafte und fehlende statische Verkehrselemente in
Kartendaten zu erkennen. In diesem Experiment wird untersucht, inwiefern sich die im Rahmen dieser
Arbeit entstandenen Algorithmen dazu eignen, ein semi-automatisches kognitives Assistenzsystem für
die Kartierung von statischen Verkehrselementen zu realisieren [Web+11]. Ein solches Assistenzsystem
kann den Zeitaufwand für die Wartung digitaler Karten signifikant senken. Beliebige, von der Perzeption
erkannte Verkehrselemente werden an die korrekte Stelle in die Karte eingetragen. Konflikte müssen auch
hier erkannt werden, um das doppelte Eintragen von Verkehrselementen zu verhindern. Die Ergebnisse
werden in die OpenStreetMap-Datenbank übernommen und zur Qualitätssicherung vorher von einem
menschlichen Benutzer kontrolliert. Es handelt sich also um eine semi-automatische Kartierung, bei
der ein Mensch mit einem Segway-Personentransporter (Abbildung 5.25) die zu kartierenden Gebiete
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(a) Frontansicht des Gesamtsystems
(b) Mensch-Maschine-Schnittstelle
(c) Sensorik (Kamera und GPS-Empfänger)
Abb. 5.25.: Ein für die semi-automatische Kartierung ausgerüsteter Segway-Personentransporter.
abfährt. Am Ende der Fahrt kontrolliert er die vom System erstellten Vorschläge und gibt sie zum
Eintrag in die Karte frei. Die Wahl eines Segway-Personentransporters ist exemplarisch anzusehen; der
benutzte Ansatz könnte ebenso mit einem anderen Verkehrsmittel (Fahrzeug, Fahrrad) oder von einem
Fußgänger mit einem Smartphone verwendet werden. Derartige Systeme können auch die Grundlage
zur Aufbereitung von Karten für kognitive Automobile darstellen, die für das autonome Fahren relevante
Daten automatisch oder semi-automatisch übernehmen.
Das System verwendet die in Abschnitt 3.5.1 vorgestellte Erkennung von Ronden. Die Klassifikation ist
mit typischerweise auftretenden Verkehrszeichen wie Tempolimits, Halteverboten, Rad- und Fußgän-
gerwegen trainiert. Anhand der Kamerakalibrierung wird die Position eines erkannten und verfolgten
Verkehrszeichens im Fahrzeugkoordinatensystem geschätzt (vergleiche Abschnitt 4.1) und über die per
GPS-Sensor ermittelte Eigenposition ins Weltkoordinatensystem transformiert. In der lokalen Umgebung
der geschätzten Position wird die Distanz zu allen bereits in den Kartendaten verzeichneten Verkehrs-
zeichen berechnet. Anhand der Distanzen, den Straßenseiten und dem Typ der Verkehrszeichen wird
entschieden, ob es sich um ein bereits kartiertes Verkehrszeichen, ein neues Verkehrszeichen oder einen
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Abb. 5.26.: MMS zur semi-automatischen Kartierung mit Funktionen zur automatischen Sammlung neuer und zu
korrigierender Verkehrselemente (Recording), manueller Korrektur der Systemvorschläge (Adjustment)
und zum Eintragen in die OpenStreetMap-Datenbank (Upload).
Konflikt handelt. Noch nicht kartierte Verkehrszeichen werden inklusive weiterer Informationen wie
dem aktuellen Videobild als Systemvorschlag gespeichert, den der Benutzer am Ende der Fahrt (gegebe-
nenfalls korrigiert) in die Datenbank übernehmen kann. Abbildung 5.26 zeigt die Benutzerschnittstelle,
die diesen Ablauf unterstützt.
Zur Evaluation des Systems wurden die beiden in Abbildung 5.27 dargestellten Versuchsfahrten A und B
ausgewertet. Beide führen über Rad- und Fußgängerwege sowie Straßen der Karlsruher Innenstadt. Sie
unterscheiden sich vornehmlich durch die Qualität der GPS-Positionierung, die für Fahrt A stabil und für
Fahrt B ungenau mit häufigen Verlusten der Position ist. Zur Bewertung der Systemleistung werden die
folgenden Kriterien benutzt:
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Kriterium Beschreibung
Position Die Differenz zwischen der automatisch ermittelten Position eines Verkehrselements
und seiner tatsächlichen Position beträgt nicht mehr als 10 m.
Straße Die ermittelte Straße ist korrekt.
Seite Die ermittelte Straßenseite ist korrekt.
Übernahme Alle Informationen (Typ des Verkehrselements, Position, Straße, Seite) sind korrekt, so
dass der Benutzer das Verkehrselement ohne Korrekturen in OpenStreetMap überneh-
men kann.
In Fahrt A wurden 16 und in Fahrt B 17 Verkehrszeichen kartiert. Die Auswertung der Kriterien
ist in Abbildung 5.28 dargestellt. Die stabilere Positionierung in Fahrt A resultiert wie zu erwarten
in besseren Werten in allen Kriterien. Der Großteil der Parameter der Systemvorschläge muss vom
Benutzer nicht korrigiert werden; über 60 % aller Verkehrszeichen können sogar direkt übernommen
werden. Selbst für Fahrt B mit instabiler Positionierung kann noch fast jedes dritte Verkehrszeichen
direkt übernommen werden. Der Großteil der bereits kartieren Verkehrszeichen wird korrekt als solche
erkannt und nicht erneut zum Eintragen vorgeschlagen. Fehler entstehen vornehmlich durch ungenaue
Positionsschätzungen, wenn die absolute GPS-Position oder die Ausrichtung des Fahrzeugs ungenau ist
und dadurch Fehler in der Karteneinpassung entstehen. Solche Ungenauigkeiten sind im untersuchten
Einsatzgebiet nicht zu vermeiden – in Innenstädten mit engen Straßen und hohen Häusern entstehen
Signalreflexionen und nur wenige GPS-Satelliten sind frei sichtbar. Abhilfe könnte hier das Tracking
der Position unter Zuhilfenahme von Odometrie-Daten des Fahrzeugs oder visueller Odometrie bringen.
Eine weitere Fehlerquelle sind im Kartenmaterial fehlende oder fehlerhaft verzeichnete Straßen. Sie
führen zu Fehlern in der Karteneinpassung.
Diskussion Insgesamt ergibt sich für den Benutzer eine sehr gut geeignete Kartierungshilfe, die den
Großteil der sonst manuell durchzuführenden Schritte automatisch erledigt. Durch die Sammlung von
Vorschlägen und Kontrolle zu beliebigen Zeitpunkten wird die Kartierung vom Ort der Verkehrszeichen
entkoppelt, wodurch sich die Arbeitsweise stark vereinfacht: Anstatt bei jedem neuen Verkehrszeichen
anhalten zu müssen, um es in die Karte zu übernehmen, werden die Daten vom System aufgenommen,
vorgehalten und können zu einem beliebigen späteren Zeitpunkt kontrolliert und übernommen wer-
den. Durch Verbesserungen der Lokalisierung könnte die Robustheit gesteigert werden und durch die
Erkennung weiterer Objektarten wie etwa Fahrflächen eine Generalisierung der Kartierungsfunktionen
erreicht werden. Derartige Erweiterungen würden jedoch über den Rahmen dieser Arbeit hinausgehen.
5.7. Verkehrszeichenerkennung auf Mobilgeräten
Mobilgeräte erlebten in den vergangenen Jahren starke Leistungssteigerungen in Bezug auf ihre Hard-
ware. Zu ihrer Standardausstattung gehören mittlerweile eine oder mehrere Kameras, GPS-Sensor und
Lagesensoren. Damit eignen sie sich prinzipiell auch zur Ausführung der im Rahmen dieser Arbeit
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(a) Stabile Positionierung in Versuchsfahrt (A).
(b) Ungenaue Positionierung in Versuchsfahrt (B).
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Fahrt A (16 Verkehrszeichen)
Fahrt B (17 Verkehrszeichen)
Abb. 5.28.: Evaluationsergebnisse der beiden Versuchsfahrten (siehe Text).
Abb. 5.29.: Typische Eingabedaten für das Assistenzsystem auf dem Android-Smartphone.
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(a) Anbringung des Smartphones im Fahrzeug. (b) Nullpunktbestimmung während der Kalibrierung.
Abb. 5.30.: Einrichtung des Smartphones als Assistenzsystem im Fahrzeug.
entwickelten Methoden und Verfahren. Aus Anwendersicht ist eine derartige Umsetzung besonders
attraktiv, da der Anschaffungspreis der Hardware deutlich geringer ausfällt als fest in einem Serienfahr-
zeug verbaute Lösungen. Als Anwendungsgebiet kommen für Mobilgeräte einerseits Assistenzsysteme
in Frage, andererseits aber auch Kartierungslösungen. Letzteres ist vor dem Hintergrund der starken
Verbreitung von Mobilgeräten auch für sogenannte Crowdsourcing-Ansätze interessant.
Um zu evaluieren, ob sich die entwickelten Verfahren für den Einsatz auf aktuellen Mobilgeräten eignen,
wurden prototypisch zwei Perzeptionsverfahren – die Erkennung von Tempolimits und die Erkennung
von Ampeln – auf einem Samsung Galaxy Nexus i9250 Smartphone umgesetzt. Es besitzt einen Texas
Instruments OMAP 4460 ARM Cortex-A9 Zweikern-Prozessor, eine Kamera mit einer Auflösung von
1280×720 Bildpunkten, GPS-Sensor, Gyroskop und Beschleunigungssensor. Als Betriebssystem wird
Android 4.0 eingesetzt.
Für die Positionsschätzung von Objekten werden die extrinsischen Kalibrierungsparameter (die Lage
der Smartphone-Kamera in Bezug auf das Fahrzeugkoordinatensystem) benötigt. Um dem gewählten
Anwendungsfall – eine einfach zu bedienende Smartphone-App – Rechnung zu tragen, wird auf ihre
genaue Vermessung verzichtet und stattdessen ein Kalibrierungsmodus integriert. Seine Hauptaufgabe
ist, den Gierwinkel zu bestimmen, da die Lagesensoren des Smartphones dafür keine Anhaltspunkte
liefern. Roll- und Nickwinkel können dagegen von den Lagesensoren übernommen werden. Als Ori-
entierungshilfe für den Benutzer wird im Kalibrierungsmodus ein künstlicher Horizont eingeblendet,
anhand dessen das Smartphone auf die Straße (Fahrtrichtung) ausgerichtet wird (Abbildung 5.30). Nach
der so erfolgten Nullpunktbestimmung kann der Benutzer das Smartphone in die von ihm gewünschte
Position drehen und die Winkelabweichung vom Nullpunkt wird automatisch bestimmt. Der Abstand
zum Ursprung des Fahrzeugkoordinatensystems verlangt keine hohe Genauigkeit und kann daher ohne
Benutzerinteraktion geschätzt werden.
Im Kalibrierungsmodus werden relative Winkel benutzt, die von den Lagesensoren des Smartphones
geliefert werden. Um deren Genauigkeit abzuschätzen, wurde der in Abbildung 5.31 skizzierte Ver-
suchsaufbau eingesetzt, mit dem die Ausgaben der Lagesensoren bei Winkeländerungen um 15, 30, 45
und 60 Grad mehrfach gemessen wurden [MNZ12]. Für die drei Drehachsen ergaben sich dabei die
in Tabelle 5.15 dargestellten Abweichungen. Um die Funktionalität der Applikation zu gewährleisten,
muss die Kamera die Straßenszene beobachten. Für den Benutzer bedeutet das eine Einschränkung
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Abb. 5.31.: Versuchsaufbau zur Genauigkeitsmessung relativer Winkelangaben der Lagesensoren des Smartphones.
15° 30° 45° 60°
Gierwinkel 0,3 1,4 4,2 6,2
Rollwinkel 1,2 0,9 1,0 1,6
Neigewinkel 1,7 2,7 3,4 5,2
Tab. 5.15.: Mittlere Abweichungen der von den Lagesensoren bestimmten relativen Winkel zur tatsächlich durch-
geführten Rotation.
der maximal verwendbaren Gier- und Neigewinkel; Werte von 15°, maximal 30° können nicht über-
schritten werden. Die zu erwartenden Kalibrierungsungenauigkeiten durch falsche Drehwinkelausgaben
beschränken sich daher auf wenige Grad. Damit sind sie geringer als die während der Fahrt dyna-
misch auftretenden Änderungen des Nickwinkels durch Bodenunebenheiten, die von den entwickelten
Verfahren toleriert werden.
Zum Einsatz als Assistenzsystem auf dem Smartphone ist die Online-Verarbeitung der Daten notwendig.
Die Auflösung der Kamera wird auf 640×480 Bildpunkte reduziert, um die Verarbeitung zu beschleuni-
gen. Zur Bewertung der Laufzeit wurden zwei typische Szenen – eine Kreuzung mit zwei sichtbaren
Ampeln und die Vorbeifahrt an einem Tempolimit – ausgewählt und die Verarbeitungsgeschwindigkeit
des Systems gemessen. Die Ergebnisse finden sich in Tabelle 5.16. Die Segmentierung umfasst dabei
die initiale Suche nach ROIs. Im Tracking wird die Verfolgung sowie eine Postsegmentierung durch-
geführt, was den vergleichsweise hohen Aufwand hierfür erklärt. Die Klassifikation enthält neben der
Klassifikation auch die temporale Fusion der Daten.
Diskussion Die relativen Laufzeiten der einzelnen Komponenten entsprechen in ihrer Größenordnung
wie erwartet den Laufzeitanteilen des analogen Systems auf einem Desktop-System. Mit einer Verarbei-
tungsgeschwindigkeit von drei beziehungsweise sieben Bildern pro Sekunde auf einem Prozessorkern
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Tempolimit Ampelkreuzung
Segmentierung 114 ms 45 ms
Tracking 53 ms 60 ms
Klassifikation 142 ms 26 ms
Gesamtsystem 318 ms 142 ms
Tab. 5.16.: Laufzeit des Gesamtsystems und einzelner Komponenten bei der Verarbeitung typischer Verkehrsszenen.
Die Angaben beziehen sich auf die durchschnittliche Verarbeitungszeit pro Bild.
liegt die Echtzeitverarbeitung in greifbarer Nähe. Dazu könnten die in Abschnitt 5.1 untersuchten Lauf-
zeitoptimierungen für die Klassifikation eingesetzt werden. Auch die Nutzung mehrerer Prozessorkerne
oder der GPU könnte zukünftig zu einer starken Beschleunigung des Systems eingesetzt werden.
5.8. Probabilistische Zuordnung von Verkehrszeichen zu Fahrspuren
Verkehrselemente, die über einer Fahrspur angebracht sind, gelten nur für diese Spur. An den Fahr-
bahnrändern aufgestellt betreffen sie alle Fahrspuren. Um die Leistungsfähigkeit des in Abschnitt 4.1
vorgestellten probabilistischen Ansatzes zur Zuordnung von Verkehrszeichen zu Fahrspuren zu evaluie-
ren, werden an dieser Stelle die ermittelten Zuordnungen auf einem circa 5 Minuten langen Video (8756
Einzelbilder) ausgewertet [NGZ08]. Dieser Datensatz wurde auf einem zwei- bis vierspurigen Teilstück
einer Autobahn in der Nähe von Frankfurt aufgenommen, auf dem mit Verkehrsbeeinflussungsanlagen
die Geschwindigkeit geregelt wird. Dafür kommen Wechselverkehrszeichen in LED-Technik zum Einsatz
(vergleiche Abbildung 5.32).
Von den 46 auf diesem Abschnitt aufgestellten Tempolimits wurden 43 von der Perzeption korrekt
erkannt. Die übrigen drei wurden von der Segmentierung nicht erfasst. Bei 38 Verkehrszeichen handelt
es sich um Wechselverkehrszeichen. Die Zuordnung zwischen Verkehrszeichen und Fahrspur wurde
insgesamt 627 Mal ausgeführt. Bei 263 dieser Zuordnungen war das Verkehrszeichen mehr als 60 m
vom Fahrzeug entfernt und damit außerhalb der konfigurierten Reichweite der Fahrspurerkennung.
Die Zuordnung gelang trotzdem in 74.9 % der Fälle (197 von 263) durch Extrapolation. Innerhalb der
Reichweite der Fahrspurerkennung waren 92 % (335 von 364) aller Zuordnungen korrekt. Die Verteilung
dieser Fehler in Abhängigkeit von der Distanz der beobachteten Verkehrszeichen ist in Abbildung 5.33
dargestellt. Kurz vor und bei der Vorbeifahrt treten keine Fehler mehr auf.
Diskussion Innerhalb der Sichtweite des Verfahrens wird mit 92 % korrekten Zuordnungen ein sehr
gutes Ergebnis erzielt. Insbesondere treten auf kurzen Distanzen keine Fehler auf, so dass beim Passieren
von Verkehrszeichen immer die korrekte Zuordnung zur Fahrspur bekannt ist. Dies kann genutzt
werden, um zum Beispiel bei späteren Fahrspurwechseln auf das dort gültige Tempolimit hinzuweisen.
Darüber hinaus eignet sich das Verfahren sehr gut als Grundlage für weitere Auswertungen wie der
Relevanzbestimmung (siehe Abschnitt 4.3).
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5.8. Probabilistische Zuordnung von Verkehrszeichen zu Fahrspuren
Abb. 5.32.: Mit Hilfe der probabilistischen Zuordnung von Verkehrszeichen zu Fahrspuren wird das für einzelne
Fahrspuren gültige Tempolimit ermittelt.













Abb. 5.33.: Distanzabhängige Fehlerrate bei der Zuordnung von Verkehrszeichen zu Fahrspuren.
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5.9. Adaptive Dempster/Shafer-Fusion zur Bestimmung des Tempolimits
Mit Hilfe der in Abschnitt 4.2 vorgestellten Dempster/Shafer-Fusion kann das aktuell gültige Tempolimit
durch eine Fusion von Perzeption und Kartendaten bestimmt werden. Um die Funktionalität des Ansatzes
zu überprüfen, wurden folgende Methoden zum Aufbau des Situationskontexts verwendet:
Information Methode
Tempolimit Perzeption Erkennung von Ronden
Tempolimit Karte GPS, OpenStreetMap
Wetter SVM mit Klassen Trocken, Nebel, Regen [WNZ08]
Baustelle Erkennung von Leitbaken [GNL09]
Dynamische Anzeigen Perzeption
Umgebungslicht Perzeption / Kamera
Die Parameter κS,p, κS,m und κA zur Adaption der Massefunktionen an den Situationskontext wurden





































Abb. 5.34.: Entscheidungsbäume zur Bestimmung des Parameters κS,p zur Adaption der Massefunktion der Perzep-
tion an den Situationskontext (links) und der Parameter κS,m und κA zur Adaption der Massefunktion
des Kartendienstes an den Situationskontext (rechts).
Damit sind alle notwendigen Informationen für die Berechnung der nach Dempster/Shafer fusionierten,
an den Situationskontext adaptierten Massefunktion m′p⊕m gegeben. Im den Abbildungen 5.35–5.38
wird eine qualitative Evaluation des Verfahrens durchgeführt, in der die Ergebnisse der Fusion in vier
unterschiedlichen Situationen betrachtet werden.
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5.9. Adaptive Dempster/Shafer-Fusion zur Bestimmung des Tempolimits
(a) Ein Tempolimit von 120 km/h bei guter
Sicht.






(b) Ergebnisse der Dempster/Shafer-Fusion.
Abb. 5.35.: Situation A. Die Perzeption erkennt ein Tempolimit von 120 km/h. Es wird keine Baustelle, kein
Wechselverkehrszeichen und das Wetter als trocken erkannt. Das gleiche Tempolimit ist in den
Kartendaten verzeichnet. Die Ergebnisse der Fusion zeigen keinen Konflikt an (K = 0). Der Massewert
m′p⊕m(120) = 0.973 ist höher als die Massewerte der beiden Informationsquellen.
(a) Ein Tempolimit von 80 km/h, das durch Wechselverkehrszeichen dar-
gestellt wird.










(b) Ergebnisse der Dempster/Shafer-Fusion.
Abb. 5.36.: Situation B. Diese Situation unterscheidet sich von Situation A dadurch, dass Wechselverkehrszeichen
erkannt werden. Das Wetter wird als trocken und es wird keine Baustelle erkannt. Aufgrund der
Wechselverkehrszeichen enthält die Massefunktion für die Karte keine positiven Werte für einzelne
Tempolimits. Auch hier geben die Ergebnisse der Fusion keinen Konflikt an (K = 0). Der Massewert
m′p⊕m(80) = 0.857 ist identisch zu dem der Perzeption.
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(a) Ein Tempolimit von 120 km/h bei Dunkelheit.








(b) Ergebnisse der Dempster/Shafer-Fusion.
Abb. 5.37.: Situation C. Bei Dunkelheit wird die Erkennung durch geringeren Kontrast und Bewegungsunschärfe
erschwert. Dies äußert sich im wenig stark ausgeprägten Maximum für mp(120) = 0.09. Aufgrund
der schwachen Ausprägung würde dieses Ergebnis bei alleiniger Betrachtung der Perzeption als zu
unsicher abgelehnt. Die Fusion ergibt folgende Werte: Der Massewert m′p⊕m(120) = 0.79 der Fusion
ist demgegenüber ein ausgeprägtes Maximum bei geringem Konfliktwert und führt zur korrekten
Bestimmung des Tempolimits.
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5.9. Adaptive Dempster/Shafer-Fusion zur Bestimmung des Tempolimits
(a) Ein Tempolimit von 60 km/h in einer Baustelle.






(b) Ergebnisse der Dempster/Shafer-Fusion.
Abb. 5.38.: Situation D. Es wird eine Baustelle erkannt. Die Perzeption erkennt mit hoher Sicherheit ein Tempolimit
von 60 km/h. Das in der Karte verzeichnete Tempolimit von 120 km/h wird aufgrund der erkannten
Baustelle nicht als positiver Wert in die Massefunktion mp übernommen.
Diskussion Die Auswertung der vier Situationen zeigt die Funktionalität der Dempster/Shafer-Fusion
und seine Fähigkeit, auch dann das korrekte Ergebnis zu berechnen, wenn eine der Informationsquellen
für sich alleine betrachtet kein korrektes Ergebnis liefert. Die beiden letzten betrachteten Beispielsi-
tuationen zeigen die Vorteile des gewählten kontextsensitiven Ansatzes, der durch die Minimierung
von Konflikten auch mit schwierigen Situationen umgehen kann. Eine Übertragung des Ansatzes auf
andere Ländern sollte leicht möglich sein. Insbesondere müsste die Konfidenz für die Korrektheit der
Kartendaten und die Abbildung von Straßenarten auf erlaubte Geschwindigkeiten an die nationalen
Regelungen angepasst werden.
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keine Baustelle Baustelle
keine Baustelle 1750 36
Baustelle 30 804
(a) Testvideo 1 (Klassifikationsrate 97.5 %).
keine Baustelle Baustelle
keine Baustelle 414 6
Baustelle 34 764
(b) Testvideo 2 (Klassifikationsrate 96.7 %).
Tab. 5.17.: Konfusionsmatrizen zur Erkennung von Baustellen auf zwei Videos (3838 Bilder). Die Klassifikationsra-
te liegt insgesamt bei 97.2 %.
5.10. Markov-Logik-Netze
Erkennung von Baustellen
Per Inferenz auf dem in Abschnitt 4.3.4 vorgestellten Markov-Logik-Netz wird ermittelt, ob das Fahrzeug
momentan eine Baustelle durchfährt. Zur Evaluation des Ansatzes wurden 18 Videos mit Baustel-
lendurchfahrten ausgewählt. Davon werden 16 als Trainings- und 2 als Testmenge benutzt. Aus der
Trainingsmenge wurden 426 Warnbaken als Trainingsbeispiele für den Viola/Jones Ansatz zur Erken-
nung von Warnbaken extrahiert, 635 Trainingsbeispiele für den Viola/Jones Ansatz zur Erkennung
von Fahrspurmarkierungen sowie 327 Beispiele für gelbe und 245 Beispiele für weiße Markierungen
zum Training der SVM. Nach dem Training der Umfelderkennung wurden in 403 Szenen aus der Trai-
ningsmenge Evidenzen extrahiert und manuell das RoadWorks Prädikat annotiert, um die Gewichte des
MLNs zu lernen. Abbildung 5.39 zeigt beispielhaft Ausschnitte aus den Testdaten mit eingezeichnetem
Erkennungsergebnis. Die Ergebnisse der Evaluation sind in Tabelle 5.17 aufgelistet. Das Gesamtsystem
verarbeitet durchschnittlich 7 Bilder der Größe 1280×720 pro Sekunde auf einem Intel Core 2 Quad
Prozessor Q8200 mit einer Taktfrequenz von 2.33 GHz; der Großteil der Verarbeitungszeit wird für die
beiden Viola/Jones-Kaskaden aufgewendet.
Diskussion Durch die Nutzung unterschiedlicher Informationen ergibt sich eine zuverlässige Erken-
nung, die in 97.2% der Bilder der Testmenge korrekte Ergebnisse liefert. Dank der Integration temporaler
Informationen gelingt eine durchgängige Erkennung von Baustellen auch dann, wenn wenige Baustellen-
merkmale (keine Warnbaken, gestrichelte gelbe Markierung) verfügbar sind. Erst, wenn die Erkennung
dieser Merkmale mehrfach fehlschlägt, kommt es zu Fehlern (Abbildung 5.39 (e)). Der umgekehrte
Fehlertyp – außerhalb einer Baustelle wird eine Baustelle erkannt – tritt auf, wenn fälschlich gelbe
Markierungen detektiert werden oder wenn Baken erkannt werden, die nicht zur eigenen Spur gehören
(Abbildung 5.39 (h)).
Bestimmung fahrrelevanter Ampeln
Um die Leistungsfähigkeit des in Abschnitt 4.3 vorgestellten Ansatzes zur Bestimmung relevanter
Ampeln zu ermitteln, wurde ein Testdatensatz bestehend aus 12 Ampelkreuzungen zusammengestellt.
Gemäß ihres Aufbaus werden die Ampelkreuzungen in fünf Kreuzungstypen unterschieden: Typ A weist
vier Ampeln in zwei Gruppen, Typ B und D weisen drei Ampeln in zwei Gruppen und Typ C und E
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(a) Außerhalb von Baustellen treten typischerweise
nur weiße Fahrspurmarkierungen auf.
(b) Durchgezogene gelbe Markierungen und Warnba-
ken sind starke Indikatoren für Baustellen.
(c) Im Mittelteil von Baustellen nimmt die Anzahl der
Merkmale häufig ab.
(d) Zur durchgängigen Erkennung spielen temporale
Merkmale eine wichtige Rolle.
(e) Wenn über einen längeren Zeitraum zu wenige
Merkmale gefunden werden, schlägt die Erken-
nung fehl.
(f) Das Ende von Baustellen ist nicht exakt festzulegen.
In der Evaluation wird daher ein Toleranzbereich
von 1 Sekunde verwendet.
(g) Am Ende dieser Baustelle ist auf der Gegenspur
ebenfalls eine Baustelle vorhanden.
(h) Die Warnbaken der Gegenspur werden als Fortset-
zung der Baustelle aus (g) interpretiert. Dies wird
in der Evaluation als Fehler gewertet.
Abb. 5.39.: Auszüge der Erkennungsergebnisse von Baustellen aus den beiden Testvideos.
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(a) Typ A (b) Typ B (c) Typ C (d) Typ D (e) Typ E
Abb. 5.40.: Verschiedene Konfigurationen von Ampelkreuzungen. Gleiche Farben symbolisieren die Zugehörigkeit
zu einer Ampelgruppe (gleichzeitige Schaltung).
Typ Szenen Bilder Korrekte Zuordnungen Zuordnungsrate
A 2 2819 2801 99.4%
B 1 1819 1755 96.5%
C 3 708 708 100%
D 3 325 316 97.2%
E 3 2169 2169 100%
Tab. 5.18.: Ergebnisse der Zuordnung für die 12 untersuchten Kreuzungen.
weisen eine Gruppe mit zwei (C) bzw. drei (E) Ampeln auf. Die verschiedenen Konfigurationen sind in
Abbildung 5.40 veranschaulicht. Für diese Kreuzungen wurde die aus Kartendaten zu extrahierende
Evidenz (Ampelreihenfolge und -höhe, Zugehörigkeit zur Fahrroute) manuell erstellt und bereitgestellt.
Sie dient zusammen mit den von der Perzeption automatisch extrahierten Informationen als Evidenz für
das MLN. Mittels Inferenz wird in jedem Videobild eine Zuordnung zwischen den erkannten Ampeln
und dem Kreuzungsmodell erstellt und die relevanten Ampeln ermittelt.
In der Evaluation wird ein Bild als korrekte Zuordnung gewertet, wenn alle ermittelten Zuordnungen
zwischen sichtbaren Ampeln und Ampeln im Kreuzungsmodell korrekt sind (vergleiche Abbildung 5.41
und 5.42). Wie Tabelle 5.18 entnommen werden kann, ist die Fehlerrate sehr gering. Fehler treten in
zwei Fällen auf: Wenn andere Ampeln in der Nähe erkannt werden, die nicht Teil des Kreuzungsmodells
sind (typischerweise Fußgängerampeln und Warnlichter an Fußgängerübergängen) und gleichzeitig
andere Ampeln nicht erkannt werden, kommt es zu fehlerhaften Zuordnungen. Wenn durch Segmentie-
rungsfehler die geschätzte Höhe einer Ampel stark von seiner tatsächlichen Höhe abweicht, kann es
ebenfalls zu falschen Zuordnungen kommen.
Diskussion Die Rate der korrekten Zuordnungen ist in allen Szenen unabhängig vom Kreuzungstyp
sehr hoch. Die Kreuzungstypen C und E sind einfachere Zuordnungsprobleme, da es lediglich eine
Ampelgruppe gibt und eine korrekte Zuordnung nur die Reihenfolge richtig bestimmen muss. Dement-
sprechend treten hier keine Fehler auf. Für die anderen, schwierigeren Kreuzungstypen ist die korrekte
Zuordnungsrate mit mindestens 96.5% immer noch sehr hoch. Bei der Anfahrt des Fahrzeugs an eine
Kreuzung werden typischerweise zuerst nicht alle Ampeln von der Perzeption erkannt. In diesem Fall
können trotz korrekter Zuordnung mangels notwendiger Informationen nicht immer die relevanten
Ampeln erkannt werden. Der gewählte Ansatz erkennt solche Situationen und führt in diesem Fall keine
Zuordnung durch. Nähert sich das Fahrzeug der Kreuzung weit genug, um der Perzeption die Erkennung
























Abb. 5.41.: Die vier Ampeln für Fahrzeuge werden von der Perzeption erkannt. Die Inferenz erzeugt eine korrekte
Zuordnung und ermittelt die richtigen Ampeln als relevant (im Bild hervorgehoben).
5.11. Zusammenfassung
Zur Evaluation der vorgestellten Konzepte und Methoden wurden insgesamt zehn Experimente durchge-
führt. Sie untersuchen die Leistung der verschiedenen Anwendungen zur Umfelderkennung als kognitive
Assistenzsysteme für Kraftfahrzeuge. Mit der semi-automatischen Kartierung wurde ein neuartiges
Assistenzsystem auf einem Segway-Personentransporter erprobt. Auch die Anwendbarkeit der Verfahren
auf einem Mobilgerät wurde untersucht. Schließlich wurden die Konzepte zur Situationsinterpretation
durch Experimente zur Bestimmung der Fahrrelevanz mit Hilfe der probabilistischen Zuordnung von
Verkehrszeichen zu Fahrspuren, der kontextsensitiven Dempster/Shafer-Fusion und MLNs validiert. Alle
in den Experimenten verwendeten Anwendungen benutzen als primären Sensor eine Kamera, die in
einigen Experimenten um Kartendienste und GPS-Sensoren ergänzt wird. Jede Anwendung verarbeitet
mehrere Bilder pro Sekunde, so dass die Anforderungen an den Einsatz kostengünstiger Sensorik und
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Abb. 5.42.: Drei der vier Ampeln werden von der Perzeption erkannt. Die beiden äußeren werden korrekt
zugeordnet und die Relevanz der linken wird inferiert. Da nur eine der beiden mittleren Ampeln
erkannt wird, ist ihre Zuordnung mehrdeutig.
eine echtzeitnahe Verarbeitung erfüllt ist.
Durch die Verwendung einer modularen Prozesskette ist es möglich, Komponenten wie die hierarchische
SVM, das Tracking und die temporale Fusion in unterschiedlichen Anwendungen der Umfelderkennung
einzusetzen. Damit konnten funktionsfähige Anwendungen zur Erkennung von Ronden, Warnhinweisen,
Vorwegweisern, Zusatzzeichen und Ampeln demonstriert werden. Besonders umfangreiche Experimente
wurden zur Validierung der Erkennung von Ronden durchgeführt, die bezogen auf ROIs Klassifikations-
raten bis zu 99.3% erreicht und als Gesamtsystem in mehrstündigen Testfahrten 94.9% der Tempolimits
erkennt. Dabei werden über 20 Bilder pro Sekunde verarbeitet bei einer Auflösung von 640×480
Bildpunkten. Die Erkennung von Ampeln erreicht sogar eine Verarbeitungsgeschwindigkeit von durch-
schnittlich 25 Bildern pro Sekunde bei einer Auflösung von 1280×720 Bildpunkten und erkennt 97.6%
der Ampeln in der Testmenge ohne Fehlalarm. Die Evaluation der hierarchischen SVM angewendet auf
die Erkennung von Tempolimits zeigt eine Verdopplung der Klassifikationsgeschwindigkeit bei nahezu
gleicher Klassifikationsrate verglichen mit einer SVM mit one-against-one Mehrklassenentscheidung.
166
5.11. Zusammenfassung
Ihr Einsatz ist immer dann anzuraten, wenn viele Klassen zu unterscheiden sind, die in Gruppen mit
ähnlichen Merkmalen zusammengefasst werden können. Zur weiteren Optimierung der Klassifikation
für sehr große Datensätze wurde das aktive Lernen und insbesondere die TPCB-ADR Auswahlstrategie
evaluiert. Sie zeigt hervorragende Ergebnisse und führt zu einer deutlichen Steigerung der Lernrate
verglichen mit passivem Lernen: Nach zwei Iterationen mit jeweils 1000 Trainingsbeispielen beträgt die
Fehlerrate des aktiv gelernten Modells nur ein Drittel der Fehlerrate des passiv gelernten Modells. Dar-
über hinaus konnte die TPCB-ADR Auswahlstrategie erfolgreich außerhalb der Arbeit in den verwandten
Problemstellungen der Erkennung von Fußgängern und der Erkennung von Fahrzeugen eingesetzt
werden.
Im Bereich der Situationsinterpretation wurde die Zuordnung von Verkehrszeichen zu Fahrspuren auf
einem zwei- bis vierspurigen Autobahnabschnitt validiert. Sie erzielt eine hohe Zuordnungsrate von 92%.
Bei einer Distanz von 30 m und weniger gelingt die Zuordnung sogar fehlerfrei. Die Funktionalität der
Dempster/Shafer-Fusion zur Bestimmung des gültigen Tempolimits wurde qualitativ an vier Beispielsze-
nen demonstriert. Die Bestimmung des von ihr genutzten Situationskontexts erhöht die Komplexität der
Verarbeitung zwar stark, lässt dafür aber eine deutliche Reduktion von Konfliktsituationen erwarten.
Abschließend wurde der Einsatz von MLNs zur Situationsinterpretation durch die Anwendung zur Erken-
nung von Baustellen und zur Bestimmung der Fahrrelevanz von Ampeln gezeigt. Sie erweisen sich als
flexibles Framework, das mit der durch die Umfelderkennung eingebrachten Unsicherheit umgehen kann
und Fehler erkennen und zum Teil sogar kompensieren kann. Dadurch erzielen beide Anwendungen






Fahrerassistenzsysteme leisten wichtige Beiträge zur Erhöhung von Sicherheit, Komfort und Energieeffi-
zienz im Straßenverkehr. Zukünftige Generationen kognitiver Systeme sollen immer mehr Fahraufgaben
übernehmen und sich intelligent im Straßenverkehr verhalten können. Dies ist nur möglich, wenn
alle relevanten Objekte im Umfeld erkannt und ihre Bedeutung richtig eingeschätzt wird. Diese Arbeit
leistet einen Beitrag dazu, indem Methoden und Verfahren zur Erkennung statischer Verkehrselemente
(Verkehrszeichen und Lichtsignale) untersucht wurden. Ansätze zur Situationsinterpretation wurden ent-
wickelt, mit denen Beziehungen zwischen den Objekten analysiert werden, um neues Wissen abzuleiten.
Zur Erkennung von Objekten im Fahrzeugumfeld wurden Verfahren zur Segmentierung, Detektion,
Klassifikation, zum Tracking und zur temporalen Fusion vorgestellt. Sie stützen sich auf charakteristische
Eigenschaften der betrachteten statischen Verkehrselemente. Gemäß der Anforderung an eine zukünftige
Umsetzbarkeit wurden dafür echtzeitfähige und robuste Verfahren entwickelt. Sie werden in einer
modularen Prozesskette angeordnet, wodurch die Wiederverwendbarkeit der Verfahren in unterschiedli-
chen Problemstellungen gewährleistet ist. Darauf aufbauend wurden Prozessketten zur Erkennung von
Ronden (kreisförmige Verkehrszeichen), Warnhinweisen (dreieckige Verkehrszeichen), Vorwegweisern,
Zusatzzeichen und Ampeln präsentiert. Um mit der großen Anzahl verschiedener Arten deutscher
Verkehrszeichen umgehen zu können, wurde ein Schwerpunkt auf Untersuchungen zur Skalierbarkeit
der Klassifikation gelegt. Dazu gehört die Einführung der hierarchischen Support-Vektor-Maschine und
die Nutzung von aktivem Lernen.
Vor dem Hintergrund der Bestimmung der Fahrrelevanz von Verkehrselementen wurden verschiedene
Verfahren zur Situationsinterpretation untersucht. Da aus Sensordaten extrahierte Informationen immer
verrauscht und auch andere Informationsquellen wie Kartendienste fehlerbehaftet sind, müssen dafür
probabilistische Ansätze eingesetzt werden. Die Zuordnung von Verkehrszeichen zu Fahrspuren führt eine
komplementäre Fusion mit einem Fahrspurerkenner durch, um die Fahrrelevanz anhand von räumlichen
Relationen zu bestimmen. Die Dempster/Shafer-Fusion von Perzeption und Kartendiensten zur Bestim-
mung gültiger Informationen stellt eine sowohl kooperative wie auch konkurrierende Informationsfusion
dar. Durch die zusätzliche Adaption an den Situationskontext wird hierbei das Konfliktpotential stark
gesenkt und dadurch Fehler vermieden. Markov-Logik-Netze wurden als Framework zur Handhabung
vielfältiger Aufgaben der Situationsinterpretation eingeführt. Ihre Flexibilität wird exemplarisch durch
die Anwendung auf Problemstellungen zur Erkennung von Baustellen, zur Bestimmung der Gültigkeit
von Einschränkungen durch Zusatzzeichen und zur Feststellung der Fahrrelevanz von Ampeln aufgezeigt.
Schließlich wurde das Konzept zur kontextsensitiven Umfelderkennung und Situationsinterpretation in
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einer Vielzahl von Experimenten validiert. Dazu zählt die Evaluation der Anwendungen zur Umfelderken-
nung sowie ihrer einzelnen Komponenten. Zur Untersuchung neuartiger Anwendungsgebiete wurde die
Übertragung der Ansätze auf Mobilgeräte untersucht und ein System zur semi-automatischen Kartierung
von Verkehrselementen entwickelt und getestet. Die Bestimmung fahrrelevanter Verkehrselemente wurde
durch Experimente im Bereich der Situationsinterpretation validiert: Die probabilistische Zuordnung von
Verkehrszeichen zur eigenen Fahrspur, die kontextsensitive Dempster/Shafer-Fusion zur Bestimmung
des gültigen Tempolimits und die Anwendung von Markov-Logik-Netzen zur Bestimmung fahrrelevanter
Ampeln.
6.2. Diskussion
Das vorgelegte Konzept erweitert gängige Konzepte zur Umfelderkennung für Verkehrszeichen um die
Berücksichtigung des Kontexts in Form der Betrachtung zusätzlicher relevanter Informationsquellen.
Durch Informationsfusion und probabilistische Ansätze zur Auswertung von Relationen wird neues Wis-
sen abgeleitet. Neuartig ist insbesondere die Nutzung von Markov-Logik-Netzen als flexiblem Framework
zur Situationsinterpretation, welches unsicheres Wissen aus der Perzeption mit sicherem Wissen (etwa
Verkehrsregeln) vereint. Durch die Nutzung des Situationskontexts im Rahmen der Informationsfusion
wird eine adaptive Fusion ermöglicht, bei der die Zuverlässigkeit von Informationsquellen ständig
überprüft und angepasst wird, um Fehler zu vermeiden. Entitäten wie Fahrspuren, Wetter, Baustellen
oder die Sichtbarkeit werden betrachtet, um Relationen zu analysieren und Verkehrselemente richtig in
die Verkehrssituation einzuordnen. Ausgangsbasis ist die Anwendung robuster Perzeptionsverfahren.
Hierfür wurde unter anderem die Skalierbarkeit von Klassifikationsverfahren verbessert durch Einfüh-
rung der hierarchischen Support-Vektor-Maschine und der Entwicklung der TPCB-ADR Auswahlstrategie
im Rahmen des aktiven Lernens. Das Potential der Ansätze wurde durch umfangreiche Experimente
validiert. Alle Experimente wurden mit realen Daten durchgeführt und die implementierten Verfahren
verarbeiten mehrere Bilder pro Sekunde. Damit wurde erstmalig ein Ansatz zur kontextsensitiven Situa-
tionsinterpretation für Verkehrselemente entwickelt, der eine geschlossene Kette von der Aufnahme von
Sensordaten bis hin zur Entscheidung über die Fahrrelevanz umsetzt.
6.3. Ausblick
Diese Arbeit bildet die Grundlage für weitere Arbeiten zur Situationsinterpretation für kognitive Assistenz-
systeme in der Verkehrsdomäne. Anknüpfungspunkte für zukünftige Erweiterungen und Ergänzungen
gibt es wie folgt:
• Experimente im Rahmen der Arbeit wurden auf Deutschland beschränkt und die Verkehrsregeln
der StVO zugrunde gelegt. Zum internationalen Einsatz müssen die Perzeptionsverfahren erweitert
und neue Verfahren ergänzt werden. Zu untersuchen ist hier unter anderem die Übertragbarkeit
bestehender (Teil-)Verfahren und der Austausch von Trainingsdaten. Im Bereich der Situations-
interpretation bringen MLNs sehr gute Voraussetzungen für die Internationalisierung mit, da in
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vielen Fällen die Anpassung oder der Austausch der Wissensbasis genügen dürfte. Dieser Ansatz
müsste umgesetzt und durch Experimente überprüft werden.
• Zur Weiterentwicklung der bestehenden MLNs und bei der Entwicklung von MLNs für neue
Problemstellungen kann der Einsatz von Strukturlernen untersucht werden, um neben Formelge-
wichten auch die Formeln selbst oder Teile von ihnen zu lernen.
• Auf unterschiedlichen Ebenen werden Lernverfahren eingesetzt, z.B. in der Segmentierung, der
Klassifikation und der Situationsinterpretation. Zur Optimierung der Ergebnisse kann es vorteilhaft
sein, die Trainingsdaten der einzelnen Verfahren aufeinander abzustimmen. Dazu muss unter an-
derem untersucht werden, welche Daten ausgetauscht werden können und wie sich die Verfahren
gegenseitig beeinflussen.
• An einigen Stellen werden Informationen auf höherem Level genutzt, um andere Komponenten
auf niedrigerem Level zu parametrieren – beispielsweise die Änderung von Segmentierungspara-
metern in prädizierten Regionen nach positiver Klassifikation. Dieses Vorgehen kann an weiteren
Stellen eingesetzt werden, um situationsgerecht die Laufzeit zu reduzieren oder Parameter zur
Verbesserung der Erkennungsleistung anzupassen. Dabei müssen aber mögliche Wechselwirkun-
gen beachtet werden zum Beispiel wenn verschiedene Anwendungen gleichzeitig Ressourcen wie
Sensoren nutzen.
• Andere Verkehrsteilnehmer und der Fahrer wurden in dieser Arbeit nicht betrachtet. Ihre Berück-
sichtigung würde erweiterte Schlussfolgerungen ermöglichen, zum Beispiel zur Beurteilung von
Vorfahrtsregelungen (muss Vorfahrt gewährt werden?) oder zur Hinweisgebung (hat der Fahrer
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