Dormancy of bacteria can be induced by starvation stress as prolonged lag time, and often contributes to the antibiotic tolerance of bacteria. We analyze the optimal lag time for wake-up from the starvation to survive the iterative and stochastic application of antibiotics. By using a population dynamics model, we show that the optimal lag time exhibits a discontinuous transition from zero lag time to a finite lag time when the severeness of the application of the antibiotic is increased. When the bacterial populations are able to split into subpopulations to have two phenotypes with different average lag time, the fraction of the finite lag time population shows continuous transition when changing the severeness of antibiotics application. The result suggests the possibility of reducing tolerant bacteria by controlled usage of antibiotics application.
Introduction. When bacteria cells are transferred from a starving environment to a substrate-rich condition, it takes sometime before the cells start to grow exponentially. This lag phase [1] is often considered as the delay during which the cells modify their gene expression pattern and intracellular composition of macromolecules to adapt to the new environment [2, 3] . Therefore, the characteristics of the lag phase depend on the growth condition before the starvation, the environment during the starvation, and the new environment for the regrowth. In spite of this complexity, naıvely thinking, reducing the lag time as possible appears to be better for the bacterial species because it maximizes the chances of population increase. However, interestingly, it has been reported that the distribution of the lag time at a single-cell level has much heavier tail than a normal distribution [4] [5] [6] .
Indeed, having a subpopulation with long lag time can be beneficial under certain circumstances, for instance, when the nutrients are supplied together with antibiotics. This is because antibiotics often target active cellular growth processes and hence dormant, non-growing cells are tolerant of the killing by antibiotics [7] [8] [9] . In general, dormant cells tend to be less sensitive to environmental stress, providing a better chance of survival. Therefore, the lag phase can work as a shelter for the cells from lethal stress.
The phenotypic tolerance provided by a dormant subpopulation has been attracting attention as a course of bacterial persistence [9] [10] [11] [12] [13] . Operationally persistence can be categorized into two types [11, 13] ; type I or triggered persistence, where the dormancy is triggered by external stress such as starvation, and type II or spontaneous persistence, where the cells switch to a dormant state even though the environment allows exponential growth of the population. The spontaneous persistence has been interpreted as a bet-hedging strategy [14] [15] [16] [17] ,
where the optimal switching rates between dormancy and growth is proportional to the switching rates of the environments with and without antibiotic. For the triggered persisters, there should also be an optimal lag time distribution under given antibiotics application. Analysis of the optimal lag time should be relevant in understanding bacterial persistence given a recent laboratory experiment with Escherichia coli showing that the starvation triggers the dominant fraction of the bacterial persistence [18] , as well as their appearance in pathogenic bacteria Staphylococcus aureus and its correlation with antibiotic usage [19] .
Previously, Friedman et al. [20] have conducted an experiment to see whether bacteria can evolve to increase lag-time by an iterated application of the antibiotics. In the experiment, they grew bacteria with fresh media supplemented with an antibiotic. The antibiotic was removed after a fixed time T had passed, and the culture was left for one day to let the survived bacteria grow and enter the stationary phase. Then, a part of the one-day culture was transferred to the next culture, supplemented fresh media with the antibiotic. By repeating the procedure, it was found that the mean lag time of the bacteria has evolved to the roughly same length to T , which is expected to be optimal for the long-term population growth.
The present work is motivated by this experiment. In their experiment, the antibiotics were applied at every reinoculation. What will happen if the application of the antibiotic is probabilistic? What is the optimal average lag time? Is it better for the total growth to split into subpopulations with different lag times?
We here analyze the optimal waking-up strategy under the probabilistic antibiotic application by using a population dynamics model. Analytical and numerical calculations show that the evolution to increase the lag time occurs only if the effect of the antibiotics exceeds a certain threshold, at which a discontinuous transition of the optimal lag time from zero to finite happens. We then extend the model so that the population can be split into two subgroups with different average lag time, to show that there is a continuous transition from single-strategy to bet-hedging strategy when changing the antibiotics application probability and time.
Model. Motivated by ref. [20] , we consider the following setup: Bacterial cells are transferred from stationary phase culture to a fresh media where all the cells are in a dormant state. At every re-inoculation, the fresh media is supplemented with the antibiotics with the probability p. The antibiotics are removed at time T , and after that, the culture will be left to grow long enough time until t T before entering the stationary phase. The population dynamics model is adopted from [20] and slightly modified. We assume that a cell can take two states, namely, the dormant (or lag) state and the growing state. A cell in the dormant state is assumed to be fully tolerant of the antibiotics but cannot grow. A cell in the growing state dies at a rate of γ if the antibiotic exist in the environment, and proliferate at a rate of µ if there is no antibiotic. We first analyze a simple case, where the cells in the dormant state transit to the growing state at a constant rate of 1/λ. Hence λ corresponds to the average lag time of the population, and the lag time distribution follows an exponential function. The transition from a growing state to the dormant state is not considered when there are nutrients in the culture. Hereafter, we set µ to unity by taking 1/µ as unit of time. Then, the temporal evolution of the population after an inoculation is ruled by
where d and g represent the population in the dormant state and growing state, respectively. The population dynamics of the antibiotic-free case is obtained by setting T = 0. We set the initial population to unity without losing generality, i.e., d(0) = 1, g(0) = 0. By solving the equation, g(t; T ) under given T is written as
Since the initial population is unity and d(t) is given as exp(−t/λ) ≈ 0, ln[g(t; T )] represents the order of magnitude of total population increase for time t. By noting that the population with zero-lag time grows as exp(t) under the antibiotic-free condition,
T )] − t represents the logarithmic population growth normalized by the exponential growth without the antibiotics and the lag time per one round of the inoculation and growth. With many repetition of this process, the long-term average normalized growth per round F I (λ; γ, p, T ) is given by averaging f (T ) over the probability p of the antibiotics application [21] [22] [23] as
Hereafter, we study the optimal lag time λ * which maximizes the fitness F I for a given environmental parameter set p, T , and γ. Optimal lag time. In Fig.1(a) , the optimal lag time λ * is plotted as a function of p for various values of T , with γ = 1. The killing rate γ ≈ 1 is biologically reasonable range since it is often found to be same order of magnitude of the bacterial growth rate [7, 24] . When changing p, the optimal lag time λ * shows a discontinuous transition, with a critical p value dependent on T (and γ). Below each critical p value, the optimal lag time is zero, while above the threshold, it increases with p as λ * ∼ pT , reaching λ * ∼ T when antibiotic is always present (p = 1). The fitness F I is plotted as a function of 1/λ in Fig.1(b) , demonstrating the appearance of a local maximum at a positive finite λ leading to a discontinuous transition above a critical p. We found that transition takes place by changing the severeness of the application of the antibiotic, by changing one of the parameters among γ, p, and T with keeping the rest constant. In the γ → ∞ limit, it is easy to show that the optimal lag time is given by 1/λ * = (−1 + 1 + 4/pT )/2. Specifically for the killing rate γ, we give proof for the existence of the critical value γ c = γ c (p, T ) at which the transition occurs and an upper bound of γ c which is 1/p−1 in Supplement. FIG. 1. (a) . The optimal lag time value, λ * , is plotted as a function of p for several choices of T value. The optimal lag time shows the discontinuous transition. Below the transition point, λ * is zero. (b). The fitness function is plotted as a function of 1/λ for several values of p close to the critical value. Each dashed line represents lim 1/λ→∞ FI (λ, γ, p, T ). The local peak of the fitness is formed at p ≈ 0.2, and the fitness value at the peak exceeds its value at 1/λ → ∞. The local optimal of FI is formed at p ≈ 2.0, and it becomes the global optimal at p ≈ 2.5. γ is set to unity and T = 6 for (b).
Bet-hedging. So far, we have studied the optimal lag time where all the cells have the same transition rate (1/λ). However, it is known that even an isogenic bacterial population can split the population into several phenotypes. To see whether the best strategy changes in the The optimal fraction of the strategy with non-zero lag time x * , the optimal lag times of two strategies (λ * a = 0 and λ * b ), and the optimal lag time for the one strategy case (λ * ) are plotted against the antibiotics application time T for different probability of the antibiotics application p. The left vertical axis is for x * while the right vertical axis for the others. We also plot the locally optimal solution of the fraction as x * L (see the main text for further description). p = 0.2 for (a) and 0.8 for (b). γ is set to unity.
multi-phenotype case, we do the simplest extension of the model to the case where the bacteria is capable of having two subpopulations with different values of average lag time.
We split the total population into two parts a and b, and assume the transition rates from the dormant to growing state being 1/λ a and 1/λ b , respectively. Without loss of generality, we assume λ a ≤ λ b , and denote the fraction of the subpopulation b as x. The fitness function is then written down as
where f a (T ) (f b (T )) is ln[g(t; T )/ exp(t)] with the transition rate 1/λ a (1/λ b ). In this case, the parameters that the bacteria can evolve to optimize are λ a , λ b , and x. Figure 2 shows the optimal parameter values as a function of the antibiotics application time T for different probability p, obtained by the numerical optimization of λ a , λ b , and x. The optimal lag time of the single-strategy case is also shown for comparison.
Interestingly, the antibiotics application probability changes the qualitative behavior of the optimal fraction (x * ) to an increase of T . For a small p value (Fig. 2a ), all the cells have zero lag time in the short T region (x * = 0), while as T gets longer, the population start to invest subpopulation to the non-zero lag time phenotype. This strategy corresponds to the bed-hedging strategy which is well-investigated in the population dynamics field [22, 23] including type II persistence [14, 15] as well as the finance [21] ; as the risk of the antibiotic application becomes larger with longer T , it pays off to save small fraction of population to finite lag time to hedge the risk. On the other hand, if the value of p is relatively large (Fig. 2b) , all the population has non-zero lag time (x * = 1) even if T is small, reflecting that the chance of having antibiotics is too high that it does not worth betting subpopulation into zero lag time going for more growth in no-antibiotic condition. However, as T gets larger, the optimal strategy changes to bet some fraction of the population to zero-lag time. This somewhat counterintuitive result is due to the trade-off between the benefit and cost of having a longer lag time. Cells can avoid getting killed by having the lag time being close to the antibiotics application time T . However, having a long lag time means waiving the opportunity to grow even when the fresh media is fortunately antibiotics-free. While the loss of the opportunity is negligible for small T , as T gets larger, the loss becomes sizable and it becomes better for the population to bet some fraction for the chance of the media to be antibiotics-free.
In the analysis, we also found some locally optimal strategies, which are shown in Fig. 2 as x * L . For both p = 0.2 and p = 0.8, the optimal strategy for short T is having a single phenotype (x * = 0 for (a) and x * = 1 for (b)). For p = 0.2 case, the single phenotype strategy is locally stable as long as the zero-lag time is the optimal lag time for that strategy (x * L = 0), while after the optimal lag time for single phenotype case λ * becomes non-zero, the single-strategy is no longer optimal, even locally. On the other hand, for p = 0.8 case, the single phenotype strategy is always optimal, at least, locally (x * L = 1). In this situation, the optimal lag time of single strategy is non-zero for all T , and thus, the cells can keep being adapted to prolonged antibiotics application time by simply increasing the lag time, and forcing a part of the cells to have slightly different lag time leads no advantage for the population growth. Therefore, the locally optimal branch exists for any T > 0.
In Fig.3 , the globally optimal fraction x * of the subpopulation with finite lag time is shown as a heat-map as functions of p and T . There are three phases, namely, (i) all the cells waking up immediately (x * = 0), (ii) all the cells have the finite lag time (x * = 1), and (iii) the bet-hedging phase (0 < x * < 1). The x * = 0 phase and the x * = 1 phase are placed in the region with small p and T and the region with large p and small T , respec-tively. For the shown case of γ = 1, behavior of x * to the increase of T changes at p ≈ 0.5. Increasing (decreasing) γ shifts the phase boundaries to smaller (larger) p and T .
Discussion. We have shown that the optimal wakingup strategy changes depending on the severeness of the antibiotic application. When only a single phenotype is allowed, the optimal average lag time exhibits a discontinuous transition from zero lag time to finite lag time as the severeness of the antibiotics is increased. If the cells can split the population to have two subpopulations with different average lag-time, bet-hedging behavior can occur depending on the severeness of antibiotics application, where one sub-population has zero lag time and the other sub-population has a positive finite lag time.
We like to comment on a few points regarding the connection between the present simple model and a more biologically realistic setup. First, the zero-lag time is biologically impossible, hence in reality, what is expected to happen when the zero-lag time is optimal is to evolve to have the shortest possible lag time. The finiteness of the shortest possible lag time affects the location of the critical points as one can infer from Fig. 1b , but as long as it is shorter than the finite optimal lag time after the transition, the qualitative nature of the transition stays the same. Second, in the main text, we presented the case with no killing by antibiotics when a cell is in the dormant state, but in reality, dormant cells are likely to die, too, just significantly slower than the growing cells. We have checked that introducing a finite but small death rate for dormant cells under antibiotic application does not alter the main conclusion (supplement). Third, we only presented a constant wake-up rate model, giving an exponential distribution of lag time for a given phenotype. Another simple case that analysis is straightforward is the case with δ-function distributed lag time, which is presented in the supplement. There are of course quantitative differences, but qualitatively we observe the parallel behaviors [25] , demonstrating that the transitions are a robust feature of the present system. Fourth, we analyzed only the single phenotype case and the twophenotype case, but splitting into many more phenotypes or having continuous wide distribution is also possible. If the system split into a finite number of phenotypes, it is expected that there still will be a continuous transition from one phenotype being optimal to multiple phenotypes being optimal. When the continuous distribution of phenotype is possible, it is more likely to have a con-tinuous change of the width of the distribution depending on the environmental parameters. Experimentally, a Gaussian distribution in short lag time with an exponential tail in long lag time [4] and bimodal distribution of lag time [5] have been reported, suggesting that relatively clear division into a few phenotypes can happen. It is worth mentioning that a power-law distribution of lag-time was inferred from the killing curve of bacteria population by antibiotic [6] , hence the continuous distribution of the phenotype is also a possibility. Fifth, though repeating a fixed antibiotic application duration T is possible in a laboratory experiment, treating T as a stochastic variable can be more relevant in evolution in a natural environment. We have performed an analysis of the environment where T is exponentially distributed, for single-phenotype δ-function distributed lag time case. It has been found that the optimal lag time shows the continuous transition from zero to finite value when increasing the severeness of the antibiotic application (detail in supplement).
Assuming that the bacterial cells evolve to reach the optimal lag time, the present analysis implies the nontrivial evolution of tolerant phenotypes after repeated antibiotics application. If it is easier to evolve the population average lag time as single phenotype than having multiple phenotypes with different lag time, then the discontinuous transition predicted in the single-phenotype case imply the following: If the antibiotics are used very often (p higher than the critical probability for the transition), the treatment leads to the prolonged lag time. In contrast, if the antibiotics are used less often (low p), the lag-time may shorten as a result of selection, even though p is still non-zero. In other words, there is a critical frequency of antibiotic application below which one can avoid the evolution of more tolerant bacteria. Since the transition is expected to be sharp, it is expected to be relatively easy to detect the transition. If it is easy to evolve to have multiple phenotypes, the total population-averaged lag time would experience continuous transition because the transition of the fraction x * is continuous. Hence the transition may be harder to detect. Still, if the p and T are kept small enough to stay in x * = 0 phase, the evolution of tolerant phenotype can be avoided. Therefore, detection of the phase boundary can be clinically important.
