Resolution of space curves complexity  by Castellanos, Julio
o-~zooo(s6)6~ot7-zzoo zass 
pa~asal w3~ IIV xx3 aouvs ew 9661 0 oom/96/6vovzzoo 
‘Z090-689d ‘l’A’3’1 ‘o’a A9 Pwoddns a 
aql 30 smauodruo3 aql 30 suogDaslaw! ayl MOB uo Quo puadap JOU saop J! ammaq 
‘yd&i Imp am u! paMa!A aq ~ouuea asm s!q~ ~tzy~ aas aM ~xym (N-H) JaqlaoN 
-~aihqumH ay$ ‘am3 aql30 uog~zgauumd p?!Dads e 8ysn ,$xaIdtuoa ay$ a$nduIoD 
aM .amn3 ag30 (su~103sur?.1~ ywpenb aq) 30 sag!~!ldg~nt.u) a3uanbas &!3gdylnur aql 
puf! sanl’tzh 30 dno.@tuas aql ~I!M palelal s! I! put? aAm ayl 30 ~ue~&w~ ue s! I! 
Jt2q~ Moqs aA .aAoqE se sdn 5?urMo1q 1ep!o.10~ 30 ummyuy aql se aNn3 alq!mpa.y 
ue 103 brxaldmo:, ayl auyap aM ‘satin3 aDEds 30 as’1?3 aq$ 1zpt~s o$ s! UI!B mo 
.uoyeqosaJ p2uyur aq4 uyqo 01 papaau 
(saw.I~p.Ioo3 30 a%.I&?q:, aIqE$mns f! rage) sdn %uyo1q ~eplolo$ 30 .Iaqwnu uuNuyu 
aql os[E s! h!xaIdtuoD ayl JBIJ$ ~0~s Lau .uIaql uo sa%pa aaql Tlu!~~ey ‘(am3 aql 
30 uoytyosal p~~;ruyu~ aql 04 paw!Dosst?) ydc& pmp aql 30 slu!od 30 laqumu aq$ se 
Qxaldtuo:, aql auyap dayJ ‘ahm3 aql30 h!xaIdtuo:, aql Qaqumu e I! 01 palt+osse dayI 
pm2 ‘sdn %?u~MoIq 1ep!o~ol oya u0~~t-qOSa.I p~Up~y ay$ uyqo [g] t?yo put? %I$Q, %.ItJa 
~7 ‘sahItl3 ~y@nz auyd 30 asw aq$ .IO+J ‘(sar$ayA cy.101 30 Qoaq$ lwaua% aql lnoqe 
uoy~u.1~3u~ .103 [s] aas) &w@?u~s uo!l3asla$u! alaIdwo3 awauaSap-uou JO asw aq~ 103 
‘[s] aas ‘ayg Lq pa!pws so sdn %u!MoIq ~ep!o.~o$ e!~ SayI@@ 30 uo!)n-[osal ayJ 
uowvow -0 
.uoynlosaI pappaqma lcua uyqo o$ papaau (sa~~u~p~ooa JO a%my3 aIqa)!ns t! mgtr) 
sdn %uyoIq pzpp!o~o~ 30 Jaqumu 30 tunu~~uy.~~ ay$ se &!xaldaro3 aql ‘atin a~# lo3 w?!.n~u~ auo 
~apjsuo3 a~ xdn %U!MOIq IE~!OIOJ a!n sw.m a%ds JO uoyn[osal aq~ rCpn@ am IadEd s!y$ UI 
I&Z--EZZ (9661) 901 =@w PaWv P” =nd 30 1eu.w 
vumiv amddv 
ClNV mm 
40 1VNWlOf 
224 J. Castellanosi Journal of Pure and Applied Algebra 106 (1996) 223-231 
Finally we compute the complexity of the monomial curve and study the relation 
between the complexity of a curve and the complexity of the generic plane projection 
of the curve. 
1. Preliminaries 
Set RN = ~[[XI,X&. . . ,XN]], X, i = 1,. . . , N, indeterminates over k an algebraically 
closed field. By a toroidal transformation of RN we mean a map rr : W ---f Spec(RN) 
givenbyXi= WF’...WF, i=l,..., N, such that a0 E Z+ and det(aii) = 1. 
A finite composition of blowing ups with centers not necessarily the closed points 
defined by Xi = Xi,Xjh = XiX,,Xjk = Xjk for jk,jh E {l,..., N} - {i},h = l,..., S, 
k=s+l , . . . ,N - 1, gives us a toroidal transformation. We set them as toroidal 
blowing ups. 
In the following we consider as toroidal blowing ups those, which are composed by 
blowing ups as above with centers in closed points, i.e. defined by Xi = Xi, Xj = X,X,, 
j E {l,...,N} - {i}. 
By a curve 0 we mean the ring of an irreducible algebroid curve over k. Let M 
be its maximal ideal and XI,. . . ,xN a basis for M. Then any embedding i : Spec(O) -+ 
SpeC(RN) is given by an epimorphism $ : RN + 0. We consider in the following 
embeddings with minimum dimension N. 
Let 0 be the integral closure of 0 in its quotient field, 0 = k[[t]] and the images 
{xi(t)}, i = l,..., N, of xi give a local parametrization of 0. Set V(Z) = o(z(t)) the 
order of the series associated to any z E 0, and S(0) = a(@ - (0)) the semigroup of 
values of 0. 
Let Oi be the ith quadratic transform of 0, it is obtained from @i-i, by a blowing 
up in the following way, take {y,(t), . . . , y&t)}, a local parametrization of @i-i, such 
that o(yj(t)) 5 o(v(t)), then a local parametrization for Oi is given by 
(see [l, Ch. l]), and al ,..., aN represent the coordinates of the ith infinitely near point 
of the curve. 
The H-N matrix of an irreducible space curve [3] describes the infinitely near points 
(i.n.p.) of the curve, i.e. the resolution of the curve. Each column represents the above 
elements {al,. . . , a~}. 
An H-N matrix for the quadratic transform @i-i is obtained from an H-N matrix 
of 0 by taking off the first j - 1 columns. If the entry of the ith column corresponding 
to the marked row is a zero, we must also change it by a one [3]. 
For any H-N matrix H of 0, we have the sequence of marked rows Z(H) = 
(4 ,.., &.},ij E {l,..., N}, and for any different H-N matrix it changes by a permutation 
of {l,... ,N} [3]. So we can set it as Z(0). 
The satellitism order of Oi is the multiplicity of the total exceptional at Pi, the closed 
point of Oi by the chain of blowing ups used to resolve 0. The satellitism order can 
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be described in any H-N matrix for 0 as the number of marked rows having zeros 
from their marked one to the ith column [2]. 
Set the multiplicity sequence of 0, E(O) = {e(B), e(@r), . . . , e(O,) = I}, e(Oi) the 
multiplicity of Oi. Let us suppose that E(O) = {n, .h. ,n,nr, .!!. ,nr,. . ,n, = 1). The 
Arf closure of 0 in G, O’, 0 c 0’ c 3 is a curve having the following semigroup of 
values [7]: 
SC@‘) = {n, 2n,. . . , hn,hn + nl,. . . ,hn + hlnl + . . . + hr-lnr_-l + n, + Z,}. 
Then as S(0) c S(O’), we can see the elements of the semigroup S(O) as hn + h,nr + 
. ..-i-hini +mni+l, m 5 hi+l, or hn+~~~+h,-~n,_l +n,+k. 
2. The complexity 
Definition 2.1. Given an embedding of 0, 0 = (Rn)/P, a good change of coordinates 
of RN is an isomorphism of RN given by F = C bj, .,.j,,,Xt . . . X# such that there 
is an associated parametrization {vi(t)}, i = 1,. . . ,N, to 0, verifying o(Yj(t)) = n, 
o(Yi(t)) > hi #j. 
Proposition 2.1. There is an embedded resolution of the curve 0 given by finite 
sequence of transformations of the two following types: 
(1) good change of coordinates, 
(2) toroidal blowing up. 
Proof. Given any primitive parametrization Ic/ = {Xi(t)}, i = 1,. . . ,N, of 0, suppose 
o(xi(t)) = n = e(O). Let H be the H-N matrix associated to \cI [3]. Assume that 
the first box of H is Ba = (aij), i = 1,. . ,N,j = 1,. . . , h, and the marked row in 
the first box is the first one. We make a good change of coordinates by Yr = Xl, 
fi = Xi - z;=, ai${, i 2 2. Then the parametrization associated {vi(t)} is such that 
o(yi(t) > hn,i 2 2. 
Further we can apply a toroidal blowing up Yl = WI, Yi = Wf Wi, i 2 2, which pro- 
vides a curve {wi(t)}, i = 1 , . . . , N, the hth quadratic transform of 0, with multiplicity 
121. Repeating the process in a finite number of steps we obtain the resolution. 0 
Definition 2.2. Given a curve 0, we define the complexity of 0, c(O), as the minimum 
number of toroidal blowing ups in the above sequence needed to obtain the embedded 
resolution of the curve. 
Theorem 2.1. The complexity of 0 is an analytic invariant of the local ring 0, i.e. 
it does not depend on the considered embedding. 
To prove the theorem we need the two next lemmas. 
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Assumption. Consider the first infinitely near point (of the sequence associated to the 
curve 0) such that the satellitism order decreases, and corresponds, in an H-N matrix of 
0, to the mth column of the box B,. Consider for j, 1 5 j I: N, the function 4j defined 
for each box Bk, 4j(Bk) = 0 if the marked row in Bk is the jth one and 4j(Bk) = 1 
in other case. Suppose that the different marked rows till the box B, are 1,. . . , d and 
each j E {l,..., d} has been marked for the first time in the box Bk,. Then set 
k, - 1 
Pj = zFo hini+j(Bi) + nk,, for j, 1 I j 5 d 
and 
~4 = {o,h =%2fil,...~~~l,@+ 1)p1,~2,p3,...,h}. 
Lemma 2.1. With the above assumption, let a = min(s(O) -A). If a < hn + hlnl + 
. .. + mns, we have that the semigroup of the curve generated by the jirst d rows of 
the matrix does not contain a. 
Proof. The above assumption means that the marked rows 1,. . . , d have zeros from the 
first column that they have been marked, or have been marked again, till the (m - 1)th 
column in the box B,. 
The values n and nl are related to the next ones as follows: 
12 = hlnl + hmh(Bd +. .. + h,-ln,-l4l(B,-l) + mwh(&) + c, 
nl = hm +h3n3~2(B3)+...+hs-lns-1~2(B,-1)+mns~2(Bs)+c’, (1) 
c, c’ 2 0, and such that for each j, j E { 1,. . . ,s}, both &(Bj), &(Bj) are not zero, 
also both c, c’ are not zero. 
From (1) we obtain 
hn + hlnl + h2n2 +. . . +h,_ln,_l +mn, < hn+n+nl. 
We also have, for nk,, 3 < i 5 d, 
(2) 
‘% = h(k,+l)n(k,+l) + h(k,+2)n(k,+2)~i(B(ki+2)) + . . ’ + mW$i(B,) + Ci- 
Assuming n, < nk;, having chosen a and following the proof of Proposition 2.1 we 
get the parametrization for the d-marked rows: 
~1 = t” + (terms in higher degree), 
~2 = tp2 + (terms in higher degree), 
Xd = tPd + (terms in higher degree). 
We have 
Pi # ad1 + ... tai-iDi-1, (3) 
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since in other case we can build another parametrization for the curve 8 given by 
{Xi,... 
as-1 ,Xi_],Xi-X;1'-"'-Xi_],Xi+],. . . ,xN}. Then the multiplicity sequence for the 
curve changes after ni. 
So if a is in the semigroup generated by xi,. , . , xd, we must have a relation al/31 + 
a2fiz + . . . + adfid + k = a for non-negative integers al, . . . , ad and k. But that relation 
is not possible as we see now. 
(i) Suppose that aj # 0 for some j and ai = 0 for other i, i # j. Then from (3) 
k = 0 and aj/3j = a. If aj = 1, a = Bj which has been excluded. If aj > 2, and j > 2, 
from (2) we have aj(hn+hini +...) < hn+n+nt. If al =2,3,...,h,h+l, al has 
been excluded and for al = h + 1 + p, p > 0, from (2) we have pn < n1 . 
(ii) Assume that ai, aj # 0 with i # j. If max(i, j) 1 3, and suppose there exists 
i fj with ai # 0, then for any ai,aj,k, from (2), we have aj(hn+h]nl +...)+ai(hn+ 
nl)+k<hn+n] ifi>2andaj(hn+h]n]+...)+a]n+k<hn+n+n] ifi=l. 
(iii) If a], a2 # 0 and ai = 0 for i > 3, then from (2) we have aln+a2(hn+n])+k < 
hn+n+nl. ??
Lemma 2.2. With the above assumption, let a = min(S(O) - A) and suppose that 
a < hn + hlnl + ... + mn,. Then there exists a good change of coordinates of RN 
such that there is an H-N matrix associated to it having a non-zero entry in the bth 
column of the box B, (if a = hn + h]n] + s.. + hv_]n,_ 1 + bn,) and zeros in all the 
entries of the preceding columns, except the l’s of the marked rows. 
Proof. Let us suppose that 1,. . . , k are the different marked rows till the box B,. Then 
following the proof of Proposition 2.1 we obtain a parametrization for the curve given 
by {XI,..., XN} C k[[t]] such that 0(x]) = n, O(Xj) > hn, j 2 1. Then as /Ii 5 a for 
i=l , . . . , k, we obtain an H-N matrix where the first k rows provide a parametrization 
{x], . . ,xk} such that o(Xi) < a, i = 1,. . . , k and o(Xj) 2 a, j > k. 
Then in the matrix all the entries, not in marked rows, before the bth column of the 
box B, are zero, since in other case, if there were an entry different from zero in the 
jth column, it provides us Xj with value o(xj) <a. There is an entry different from 
zero in the bth column of the box B,, since in other case, {xi,. . . ,XN} are such that 
O(Xj) > a for j >_ k + 1, and from Lemma 2.1, a is not in the semigroup generated 
by {xi,... ,&}, which are the only ones with order 5 a. 0 
Proof of theorem 2.1. Let a = min(S(O) -A) as above, a = hn + hlnl +. . + bn, < 
hn + h]n] +. . +mn,, then from Lemma 2.2 all the entries, not in marked rows after the 
first one, are zeros till the (b - 1)th column of the box B,. Set rc the toroidal blowing 
up given by the N x N matrix C = C&i + . . C, where Ck = I+ h&, 0 5 k 5 v - 1 
and C, = I + bJ,,I the identity matrix, and Jk = (bij), bij = 1 if i # j and j = ki is 
the marked row in Bk and bij = 0 in other case. The transform of the curve 0 is the 
uth quadratic transform of 0 with u = h + h] + . . + h,_l + b. The toroidal blowing up 
n is the biggest in the sense that its number of blowing ups is the maximum possible, 
since from Lemma 2.2 there is a non-zero entry in the bth column of the box B,. 
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Let a be as above such that a 2 hn + htnt + ’ . . + mnS, then all the entries not in 
marked rows after the first one are zeros till the (m - 1)th column of the box B, and 
we get a transformation rc analogous to the above, with u = h + ht + . . . + h,_l + m, 
and it is also the biggest since there is a non-zero entry in the mth column of B, 
(Section 1). 
Assume that u corresponds to a column which is not set in the last box of the 
matrix, then in both cases the complexity c(O) = ~(0,) + 1 where u depends only 
on S(O), E(O), which are invariants of the local ring and from Z(0) invariant module 
a permutation of { 1,. . . , N} (Section 1). The ring 0, is also determined by 0. If u 
corresponds to a column which is placed in the last box, c(0) = ~(0,). 
Corollary 2.1. The complexity c(O) of the curve 0 is bounded by c* 5 c(O) 5 r - 1, 
where r is the number of difSerent multiplicities of E(O) and c* is the number of 
boxes of any H-N matrix where the satellitism order decreases. 
Proof. From Proposition 2.1 it is clear that c(O) < r - 1. 
Let i be the index of the column of the box Bj of the H-N matrix corresponding to 
the infinitely near point such that the satellitism order decreases, then for every H-N 
matrix of 0 there is a marked row in the box Bj such that in the ith column there is 
an entry (set the gth one) different from zero [2]. Set s = h + hl + . . . + hj_1 + i. Let 
us prove that c(O) 2 1 + ~(0,). 
Any toroidal blowing up of 0 is a composition of a number m of blowing ups of 
0. Set { yl(t), . . . , yN(t)} a local parametrization for 0,-t and suppose that the marked 
row in Bj is the kth one. Then 0, is the blowing up of 0,-t and 0, is given by 
{yl(t)/yk(t) - al,. . . , yk(t),. . ., yN(t)/yk(t) - a~}, where (at,. . . ,Ock,. . .,a~) is the ith 
column of the box Bj and at least a, # 0 from above, so the blowing up used to 
get 0, is the one given by the index g, Y, = YLY,’ and then m is less than s and 
c(0,) 5 c(0) - 1. 0 
Corollary 2.2. The complexity c(0) can be described in any H-N matrix of the curve 
as c(0) = k, where k is the number of boxes (after the Jirst one) having an entry 
d$erent from zero (not in the first column) in a non marked row. 
Proof. Suppose B, is the first box of the matrix (after the first one) such that there is 
an entry (not in the first box) different from zero not in the marked row. Let aij # 0 
be one entry of B, with j minimum. There are two posibilities: 
(i) aij is plac d e m a row already marked, and it is the first entry different from 
zero after the one in that row. Then in any H-N matrix of the curve in the jth column 
of the box B, there is an entry bkj # 0 with the same property as au, in fact j is the 
index of the column where the satellitism order decreases. 
(ii) aij is placed in a row never marked before. Then by Lemma 2.1, for any good 
change of coordinates, the H-N matrix associated has the entry with index ij different 
from zero. By Lemma 2.2 the index j is an invariant of the curve. 
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Following the proof of Theorem 2.1, c(O) = c(Oi) + 1. The curve Oj is the jth 
quadratic transform of 0, and an H-M matrix for Oj is obtained from an H-N matrix 
of 0 by taking off the first j - 1 columns, SO there is an H-N matrix for Oj having 
the same boxes after the first one, as an H-N matrix of 0 after the sth one. Then by 
induction we get the result. ??
Example 2.1. The curves 01 = {xl = t5,x2 = t7,x3 = t9},& = {x1 = t5,x2 = t7, 
x3 = t “} have the following H-N matrices: 
00 
10 
01 
where E(@i = E(02) = {5,2,2,1}, but ~(01) = 2, 4%) = 1. 
3. Examples and relations with another invariants 
We can compute the complexity of a monomial curve as follows: 
Given 0 by {xi = t”‘,.. . ,;clv = t"" }, we build a matrix where the first column 
is (al,. . . , a~). Let us suppose that ai = n is the minimum, then we set the second 
one as (~1,112 - al ,. . . ,aN - ul), if al is the minimum, set the third column (ui,u2 - 
2u 1,. . . , UN - 2ui ) and we continue as much as ui continues minimum. If after h steps 
there is j, such that bj = aj - ha1 < ~1, repeat the process taking away bj. Then we 
finish when we get column with a one and the rest zeros. We divide the matrix into 
boxes composed by all the columns having the same minimum value. 
From Proposition 2.2 the complexity is the number of boxes (except the first one) 
such that they have at least one column where the minimum value is repeated. 
It is well known that given a curve 0, its plane generic projection 0’ has in 
general different invariants from 0 (for characteristic zero see [9] and for any charac- 
teristic see [l, 5.21). The same thing happens for the complexity. The complexity of a 
plane irreducible curve has been stated [6] as the number of characteristic pairs of the 
curve. 
Remark 3.1. Let 0 be a curve and O* its generic plane projection, then the complex- 
ities c(O) and c(O*) can not be compared as we see with the following examples: 
Consider the curves 01, 02 given by the H-N matrices: 
( 
1 
o,= ; 
0 
01 
10 
00 
00 
0000 00000 
0001 00001 
1000 00100 ’ 
0000 10000 i 
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1 01 0000 000000 
o* = 
0 10 0001 000002 
0 00 1000 001000 . 
0 00 0000 100000 i 
(1) The complexity ~(01 ) = 3. We find a parametrization for 01 given by 
Xl = P, 
x2 = t36 - 2t41 + (terms with higher degree in t), 
x3 = t5’ + (terms with higher degree in t), 
x4 = t61 + (terms with higher degree in t), 
so the characteristic pairs for the generic plane projections (see [l, 5.21) are (24,36), 
(24,41) and its complexity is 2. 
(2) The complexity ~(02) = 3. We find a parametrization for 02 given by 
xt = P, 
x2 = t36 + 3t42 - 109/12t48 + 14237/18t54 + (higher degree terms in t), 
x3 = t51 + d1 + (higer degree terms in t), 
x4 = t61 + (higher degree terms in t) 
with a different from zero. Then there are more than three characteristic pairs for 
the generic plane projection 0;; since (24,36), (24,42), (24,51), already are, and as 
gcd(24,36,42,51) = 3, the complexity is ~(0;) > 4. 
3.1. The complexity in the dual graph 
Let 
V = Spec(RN), be the sequence of blowing ups giving the embedded resolution of the 
curve C = Spec(O). Set Pi (P = PO) the center of the blowing up Zi+l, Ci = Spec(Oi) 
the ith quadratic transform of C, Ei the exceptional divisor of Xi and E,(j), i < j, 
the strict transform of Ei by the sequence in the jth step, Then Pi E Ei correspond 
to the direction (al,. . . , 1,. . . , a,,) obtained by the ith quadratic transformation Oi (see 
Section 1 ), C,,, is smooth and transversal to P,,,. 
Associated to the total exceptional divisor in P,, i.e. to the E!m), i = 1,. . . ,m, 
we build one dual graph similar to the plane case [4]. Each vertex i of the graph 
corresponds to I$“‘) and two vertices i, j are connected if E,(“‘)flEj”‘) # 0. The satellitism 
order of Pi is the number of divisors El”, j < i, such that Pi E PF’, and that condition 
is equivalent to the fact that Ei+t nE,!“+‘) # 0, so the satellitism order of Pi can be read 
on the dual graph as the number of vertices j < i such that the edge (j, i) belongs to 
the graph. 
The boundaries for the complexity given in the above corollary can be determinate 
by the dual graph: 
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(i) The number r of different multiplicities of the multiplicity sequence E(O) is also 
the number of boxes of any H-N matrix of the curve. In the graph it is t + 1, where 
h,..., kt are the vertices of the graph 1 5 ki 5 m with (ki - l,ki + 1) belongs to the 
graph and t is the maximum. This can be viewed in the total exceptional divisors in 
P as the number of E!“‘) 
m(ii) Th 
1 such that the rank of its Chow group is bigger than two. 
e number of boxes of any H-N matrix, where the satellitism order decreases, 
is the number of vertices ki + s (ki as above) such that the satellitism orders in ki + 
1 , . . . , ki + s - 1 coincide and are bigger than the satellitism order in ki+s. 
Remark 3.2. The complexity cannot be determinate in general by the dual graph as 
in the plane case, as we can see in the following example: 
Consider the two curves 01 = {xi = t’, x2 = t9, x3 = t”}, 02 = {xl = t’, x2= t9, 
x3 = t15} with H-N matrices 
@,=(i E; HE), @*=(E z; RY). 
The complexities are ~(01) = 2, ~(02) = 1 and both of them have the same dual 
graph given by six points and the following connected points: 
(1,2),(1,3),(1,4),(1,5),(2,3),(3,4),(4,5),(4,6),(5,6). 
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