Abstract-An international survey on risk management in software development with Off-the-Shelf (OTS) components is reported upon and discussed. The survey investigated actual risk-management activities and their correlations with the occurrences of typical risks in OTS component-based development. Data from 133 software projects in Norway, Italy, and Germany were collected using a stratified random sample of IT companies. The results show that OTS components normally do not contribute negatively to the quality of the software system as a whole, as is commonly expected. However, issues such as the underestimation of integration effort and inefficient debugging remain problematic and require further investigation. The results also illustrate several promising effective riskreduction activities, e.g., putting more effort into learning relevant OTS components, integrating unfamiliar components first, thoroughly evaluating the quality of candidate OTS components, and regularly monitoring the support capability of OTS providers. Five hypotheses are proposed regarding these risk-reduction activities. The results also indicate that several other factors, such as project, cultural, and human-social factors, have to be investigated to thoroughly deal with the possible risks of OTS-based projects.
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INTRODUCTION
L ONG-TERM success in commercial software development is becoming increasingly challenging. Clients of development companies expect software systems that follow industrial standards, are of high quality, are reasonably priced, and have a short time to market. Hence, software companies are finding it increasingly difficult to protect their investments in technology and to maintain productivity levels. As a result, the software industry is turning to approaches that promise a larger than normal return on investment. Component-based software development (CBSD) [1] is believed to be one such approach because it is based on the idea of developing/buying once and (re)using often. By reusing Commercial-Off-the-Shelf (COTS) and Open Source Software (OSS) components (collectively called OTS components), in addition to components made in-house, the expected benefits increase even more. Unfortunately, using external components introduces a number of additional risks. One is the fact that the functionality and quality of a candidate component may be unknown. Another is the market-related instability of a component provider, who may terminate maintenance support [2] , [3] , [4] , [5] . Thus, project managers have to identify and evaluate possible risks before deciding to acquire an external component instead of developing and reusing an in-house component. Several risks and riskreduction activities related to OTS-based development have been identified by previous case studies [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] (a risk-reduction activity is an activity that is designed to minimize a particular risk or group of risks, i.e., to minimize the probability that a problem corresponding to the risk(s) will occur). However, few subsequent large-scale empirical studies have investigated whether these risks do really exist or whether the risk-mitigation strategies really work. As a result, software project managers have only a few effective and well-proven guidelines for assessing the various risks and for deciding upon effective methods of reducing them. Our study is the first to examine empirically the effectiveness of proposed risk-reduction activities of OTS-based development in the industry. We consider a scenario concerning the (re)use of OTS components such that they will be integrated into a new software system or product.
The background of the survey presented in this paper was inspired by a qualitative study [13] in 2002 of COTS usage in seven IT companies in Norway and Italy. The study identified six "theses" on COTS usage, which partly challenged commonly held beliefs. To build upon this previous study, we first conducted a qualitative prestudy [14] in 2003 by performing structured interviews. We interviewed 16 industrial developers from 13 IT companies to summarize lessons learned from COTS-based development. The principal insights of this prestudy were 1) that COTS-related activities can be integrated successfully into most development processes (incremental and waterfall) and 2) that components are habitually selected in an ad hoc manner, using either in-house expertise or Web-based search engines. This led us to conclude that there is a need to manage component-related experience in a more systematic manner.
The study presented herein is a quantitative follow-up of the qualitative prestudy [14] . It was performed from May 2004 to August 2005 and addressed IT companies in Norway, Italy, and Germany. The survey performed retrospective investigations regarding the process improvement and risk management in 133 completed OTS-componentbased projects. Parts of the study's results have been published before. In [15] , we report and discuss the actual processes of selecting and integrating OTS components. In [16] , we present the differences between using COTS and OSS components. In [17] , we categorized and solicited postopinions on 10 main findings and briefly investigated possible explanations for these findings by qualitative phone interviews. The current paper will concentrate on the statistical analysis of the problems that actually occurred and their associated risk-reduction activities. The research questions are the following:
. RQ1: Which problems occurred more frequently than others? . RQ2: Which risk-reduction activities were performed most frequently? . RQ3: Which risk-reduction activities were deemed effective for avoiding particular risks? It was, of course, a necessary precondition for addressing RQ1 that we first identify the problems that occurred. The results showed that the most frequent problems in OTSbased development are the underestimation of effort and the costly identification of the location of defects. It is worth noting that problems regarding the quality of OTS components do not occur frequently, which is what is commonly expected. The results also illustrate several promising risk-reduction activities to ensure the success of OTS component-based development, such as the following: study and understand the OTS components completely, evaluate their quality thoroughly, maintain a continual watch on the reputation of providers and their ability to provide support, limit the number of different components used in one project, and manage and share the company's knowledge on OTS components. Several hypotheses have been proposed based on the effectiveness of these riskreduction activities upon certain risk items.
The remainder of the paper is organized as follows: Section 2 presents related work. Section 3 discusses the research design and related research questions. Profiles of the collected samples are presented in Section 4. Section 5 presents the empirical results of the research questions. Section 6 contains discussions of the results. Section 7 concludes, notes unresolved issues, and states intentions for further work.
RELATED WORK
Risk Management in Software Development
Risks are factors that may affect a project adversely unless project managers take appropriate countermeasures. Risk management includes two primary activities, risk assessment and risk control, each of which has three subsidiary steps, as described by Boehm [15] and shown in Fig. 1 .
Risk identification produces lists of project-specific risk items that are likely to compromise the success of a project. Several lists of possible risks in software projects have been compiled [19] , [20] , [21] and classified [22] , [23] , [24] , [25] , [26] . Risk analysis and risk prioritization rank the identified risk items by assessing the probability and severity of the loss for each risk item. Risk management planning defines how risk reduction will be conducted in a particular project by defining, among other things, risk-reduction tasks, responsibilities, activities, and budget. Risk-reduction activities must take into account the process [27] , organization [24] , [28] , and technology [29] . Risk resolution produces a situation in which the risk items are eliminated or otherwise resolved. Risk monitoring involves tracking the progress of a project toward resolving its risk items and performing corrective activities where appropriate.
Risk management is particularly important in software development projects due to the inherent uncertainties that most software projects face. Project management has to anticipate risks, understand their impact on the project, and take steps to avoid them [30, p. 105] . Although previous studies have identified several risk items [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , different risk taxonomies may be required by different project contexts because building one complete and universally applicable risk taxonomy is quite unrealistic [31] . Although several risk-reduction strategies have been proposed [24] , [27] , [28] , [29] , there is a growing demand for empirical research to provide information about the effectiveness of proposed risk-reduction tools and techniques [32] . 
Specific Risk Management in Development with OTS Components
When doing research on component-based development, the most prevalent issue concerns what constitutes a component. Of course, there are standard definitions, such as those provided in [33] or [34] . However, these definitions might differ from the view of component marketplaces, such as ComponentSource.com and SourceForge.net. In order to define a common basis within this study, we used the following definitions:
. Component. This is a program unit of independent production, acquisition, and deployment that can form part of a functioning system. We limit ourselves to components such that it has been decided explicitly to build them from scratch or to acquire them externally as OTS components. That is, such components are not shipped with the operating system, not provided by the development environment, and not included in any preexisting platform. This means that platform ("commodity") software, e.g., Linux, DBMSs, various servers, and similar software, is not considered. [11] . This study focuses on risk management for OTS-based development. Hence, we only investigate those risks that are relevant to the assemblers or integrators of the final software application. Further, given that the term OTS component covers both COTS and OSS components, we limit ourselves to risks and risk-reduction activities that address common issues in component-based development, COTS-based development, and OSS-based development.
Several studies have been conducted to investigate the challenges, risks, and risk-management strategies involved in developing software with OTS components (see Table 1 for a summary of their findings).
An examination of their results reveals that the risk items that were identified are based on either common sense assumptions [35] or small, nonrepresentative case studies [8] , [9] , [12] , [36] , [37] . Without evidence from large-scale empirical studies, it is difficult to convince practitioners that the risk items that were identified constitute typical problems that need to be addressed prior to starting a project. Without knowing the frequency with which typical problems occur, it is difficult for practitioners to estimate the likelihood that identified risk items will result in corresponding problems and to prioritize the risks. Furthermore, most of the risk-reduction strategies that have been proposed are derived from lessons learned or best practice know-how. Best practices may contribute positively to the project as a whole [14] . However, it is not clear which particular best practice might serve to reduce the probability that a problem corresponding to a particular risk item will occur during the project. Thus, further investigation is required if the preconditions and possible benefits of using best practices are to be identified. In addition, different risk-reduction strategies may have been proposed to reduce the likelihood that a risk item will occur as a problem. For example, to reduce the risk of selecting an improper OTS component, components may be selected on the basis of project requirements and negotiation with clients [2] , [3] . Another proposed strategy for reducing this risk is to focus more on matches with the proposed architecture than on requirements [13] . Without evidence from empirical studies that compare the effectiveness of different strategies, it is difficult for practitioners to focus on the most cost-effective risk-reduction activities.
RESEARCH DESIGN
In practice, the creation of a plan for managing a project requires project managers to first estimate the likelihood that a particular risk will arise during the project, how much effort is needed to perform a specific risk-reduction activity, and how risks might be systematically managed. In order to help project managers to predict the probability that a particular risk will arise during the project and to plan risk management efficiently, it is necessary to summarize the practices and results of risk-reduction activities from past projects (e.g., in the form of guidelines that may be tailored to different organizations). This being so, the motivation for the research is to perform a posteriori measurements and to collect experience of both actual project risks and the effect of the risk-reduction activities that were performed. This study is designed to be exploratory, to report on the state of the practice, and to generate hypotheses for further testing.
Research Questions
As mentioned in Section 2, previous studies identified risk items on the basis of a few case studies, without knowing whether the identified risks occurred frequently or happened incidentally. Our first research question, RQ1, was designed to determine the relative frequency with which particular risks were present in various OTS componentbased development projects. In general, the abstract OTSbased development process consists of the following phases [40] : assessment and selection of OTS components, tailoring and integration of OTS components, and maintenance of OTS and non-OTS parts of the system. Each phase of OTSbased development has risks, which can be classified as relating to integrating the application (e.g., satisfying requirements), project management (e.g., quality control), and buying (e.g., vendor relationship) [11] . To identify risks that pertain to software development with OTS components, we performed a review of the literature, which resulted in selecting a number of publications [2] , [3] , [10] , [11] , [12] , [14] . These papers listed risk items on the basis of experience or lessons learned. We believe that these items may occur frequently in practice and warrant further investigation. From the publications, we selected those risk items (see Table 2 ) that satisfy the following criteria:
. The risk item must be a common issue in all of CBSD, COTS, and OSS-based development. This resulted in the exclusion of a number of items. For example, risks relevant to OSS licensing [12] were excluded because they rarely occur in COTS-based development. . The risk item should be relevant only to the assemblers or integrators of the application. This also resulted in a number of items being excluded, such as risks related to the providers of components in [11] . As discussed in Section 2, the majority of published riskreduction strategies are based on a few case studies with specific contexts. It is therefore important to demonstrate that the strategies were performed properly. The purpose of our second research question, RQ2, was to investigate the application of risk-reduction activities in actual industrial projects. We selected a set of risk-reduction strategies (see Table 3 ) from the the literature [2] , [3] , [8], [13] , [14] using the same processes and criteria as for the risk items.
The purpose of the third research question RQ3 was to examine the correlation between the level of risk presence and the degree to which risk-reduction activities were adopted. If we found a significant negative correlation between the performed risk-reduction activity and the actual occurrence of a certain risk, we assumed that the associated risk-reduction activity had been effective. For a specific risk, we were interested in the most effective riskreduction activity.
In addition, we hypothesized that the capability of coping with the project risks is also contingent upon several factors that pertain to the context of a project. These include business characteristics (time-to-market pressure and project budget), technology characteristics (project complexity and quality requirements), and organization characteristics (project members' experience of OTS-based development). Thus, we sought to understand the impact of specific risk mitigation strategies by controlling these environmental factors.
Survey Design
We used a structured questionnaire to collect data. The questionnaire had five major parts. The first part was introductory and defined our unit of study as a completed software development project that uses one or more OTS components. The participants were asked to select one such project that they were most familiar with as a basis for completing the questionnaire. The second part provided definitions of key concepts used in the questionnaire, such as the definition of an OTS component. The third part was aimed at collecting background information about the company, actual ("chosen") project, and respondents. The fourth part contained detailed questions, especially on risk management and process improvement. The last part was aimed at collecting more detailed information about one particular component that was used in the project. Data related to research questions herein were collected by asking participants to respond to the following questions, in most cases using a five-point Likert scale [41] :
. The first question concerned the risk items in Table 2 .
Participants were asked "Did risk factor x occur?" The alternatives provided to the participants were "do not agree at all," "hardly agree," "agree somewhat," "agree mostly," "strongly agree," or "do not know," with 1 being assigned to "do not agree at all" and 5 being assigned to "strongly agree." . To collect data concerning the risk-reduction activity variables, we listed possible risk-reduction activities, as shown in Table 3 , and asked participants whether such activities had been performed, providing the same alternatives as those used for the risk items. . To measure the respondents' views regarding the business characteristics of the project, we asked participants about the time to market and cost/effort emphasis of the project. The alternatives provided were "very low," "low," "medium," "high," "very high," or "do not know," with 1 being assigned to "very low" and 5 being assigned to "very high." . To measure the respondents' views regarding the technology characteristics of the selected project, we used the same alternatives as for business characteristics and asked the participants to rate the reliability, security, and performance requirements of the final system/product. Given that the number of different COTS packages used in one project may influence the complexity of the project dramatically [42] , we also asked the respondents to state the number of different OTS components that were used. . To measure the organizational characteristics of the selected project, we asked participants to state what percentage of project members had previous experience with OTS-based development.
Data Collection
We used stratified random sampling to select companies and convenience sampling to select projects inside a company.
The survey was performed in Norway, Italy, and Germany. This study is probably the first software engineering survey to use random census-type data, such as data from the Norwegian Census Bureau (SSB) [43] . We found that the entire sampling and contact process can be unexpectedly expensive. Given a person-year of total effort just in Norway, the cost of a single completed questionnaire is about one person-week. The study reveals that, at best, we can achieve a stratified-random sample of IT companies, followed by a convenience sample of relevant projects. All respondents in Norway and Italy used the Web-based Simula Experiment Support Environment (SESE) [44] tool to complete the questionnaire. A number of questionnaires were completed by the researcher in Germany through telephone interviews because of the concerns of some companies regarding confidentiality. Details of the sample selection, contact process, and response rate are reported in the Appendix and discussed in [45] .
Data Analysis
Although the variables in this study were measured using a five-point Likert scale, we treated them as interval variables. Spector [46] has shown that people tend to treat categories in Likert scales as equidistant, regardless of the specific categories employed. In addition, using parametric tests for scales that do not contain strictly equal intervals does not lead, except in extreme cases, to incorrect statistical conclusions [47] . Hand concluded that restrictions on statistical operations that arise from the type of scale used are more important in contexts that pertain to model fitting and hypothesis testing than in those that pertain to the generation of models or hypotheses [48] . In the latter contexts, in principle, anything is legitimate in the initial search for potentially interesting relationships [48] .
For research questions RQ1 and RQ2, we analyzed the level of presence of risks and level of adoption of riskreduction activity using the median and mode. In addition, we analyzed the intercorrelations between occurrences of risk items and risk-reduction activities, respectively.
For research question RQ3, we viewed the level of the occurrence of risk items as a dependent ("success") variable and the various risk-reduction activities as independent variables. Hence, for each risk item shown in Table 2 , we were interested in the relative predictive importance of the risk-reduction activities displayed in Table 3 . The risk items in Table 2 and risk-reduction activities in Table 3 are categorized as belonging to either the selection and integration phase or the maintenance phase. For the risk items and risk-reduction activities of each phase, we first used Pearson's correlation analysis (excluding missing data pairwise) [49, p. 242 ] to identify those risk-reduction activities that have significant (p < 0:05) negative correlations with a certain risk item. If a risk item was correlated significantly with more than one risk-reduction activity, we used stepwise multiple regressions [49, p. 532 ] to compare the effectiveness of those risk-reduction activities. In the first stage of the stepwise multiple regression, the risk-reduction activity that is best correlated with a certain risk item was included in the regression equation. In the second stage, the remaining riskreduction activities with the highest partial correlation with the risk item were entered. This process was repeated, at each stage addressing previously entered risk-reduction activities, until the addition of a remaining risk-reduction activity did not increase R 2 by a significant amount (or until all variables are entered).
For research question RQ3, further analysis is needed to identify the possible effects of contextual factors on the correlations between risk items and the most effective riskreduction activities. Since we were concerned that the correlation between the risk items and the risk-reduction activities may be partially confounded by different project contexts, we asked the question "What is the correlation between risk items and the risk-reduction activities when the project context variables are controlled?" We used hierarchical multiple regressions [49, p. 523 ] to examine the effects of each project context variable. For each risk item, a project context variable was entered in the first block of the hierarchical multiple regression analysis. The corresponding most efficient risk-reduction activity (i.e., the result of stepwise multiple regressions) was entered in the second block of the hierarchical multiple regression analysis. The results for the second block told us how much additional variation in the risk item is accounted for by the corresponding risk-reduction activity once the effect of the project context has been controlled.
COLLECTED DATA
We gathered results from 133 projects (47 from Norway, 48 from Germany, and 38 from Italy) in 127 companies. In general, we selected one project from each company. However, we selected more than one project from three Norwegian IT companies because those companies had many OTS-based projects and wanted to contribute more to this study.
The respondents came from small (29 percent), medium (31 percent), and large (40 percent) companies. The main business areas of the sampled companies were as follows: software house (50 percent), IT consulting company (32 percent), telecommunication industry (2 percent), and IT department of other industries (16 percent). The final systems produced by these 133 projects are deployed in various business domains: public sector (25 percent), banking or finance (16 percent), manufacturing industry (31 percent), IT sector (9 percent), and others (19 percent).
In the 133 projects that were selected, 83 used only COTS components, 44 used only OSS components, and six used both. The mean value of the number of different OTS components used in a project was three (median value was two). The mean effort used before the first delivery of a project was 86 person-months and the median value was 32 person-months.
Most respondents of the 133 projects had a solid IT background. More than 90 percent of them were IT managers, project managers, or software architects. Most of them had more than two years of experience with OTSbased development. All of them held at least a bachelor's degree in computer science or telecommunication.
The OTS components that were used in the investigated projects included components that follow the COM, DCOM, and EJB models. There were also some components in the format of C++ or Java libraries. Examples of the selected components are listed in Table 4 .
RESULTS FOR THE RESEARCH QUESTIONS
RQ1: Occurrences of Risks in OTS ComponentBased Projects
The median and mode value of the risk occurrences (excluding missing data) are presented in Table 5 and the correlation (excluding missing data pairwise) between them are shown in Table 6 . The data in Table 5 show that 11 out of 13 risks occurred infrequently. Among them, the least frequent risks are the possible negative impacts of OTS components on the quality of the whole system, such as reliability, security, and performance. Surprisingly, 26 percent of the answers to the risks related to security were missing. This probably indicates that few respondents are able to assess or care about the security effects of the OTS components on the whole system. Two risks, i.e., imprecise estimation on the integration effort and costly defect localization, occurred more frequently than others. By excluding insignificant correlations (p > 0:05) and correlations with coefficient smaller than 0.30, the remaining data (marked by gray) in Table 6 show that imprecise effort estimation on selection and on integration are correlated strongly. In addition, occurrences of qualityrelated risks are intercorrelated strongly. The same applies to maintenance-related risks. Moreover, the difficulties of following requirement changes are strongly correlated with the occurrence of imprecise selection effort estimation and poor system quality. Costly debugging is strongly correlated with the unsatisfactory estimation of the effort required for integration and costly system deployments.
RQ2: Performed Risk-Reduction Activities
The median and mode of the performed risk-reduction activities (excluding missing data) are shown in Table 7 . The correlations (excluding missing data pairwise) between occurrences of risk-reduction activities are presented in Table 8 .
The data in Table 7 illustrate that seven out of 11 riskreduction activities were performed infrequently. Activities relevant to the clients, such as involving such a stakeholder in the "acquire versus build" decision procedure or in the actual selection of OTS components, were rarely performed. Some risk-reduction activities were performed more frequently. For example, developers usually seriously evaluated the quality of the OTS components during the selection phase. Some developers tried to perform integration testing as early as possible and integrated the unfamiliar components first. To maintain the system successfully, some developers also consulted internal experts to follow the updates of an OTS component.
By excluding insignificant correlations (p > 0:05) and correlations with a coefficient smaller than 0.30, the remaining data (marked by gray) in Table 8 show that the clients' involvement in selecting OTS components is correlated strongly with their participation in the decision to use OTS components. In addition, the granted learning and testing effort is strongly correlated with the emphases on evaluating the quality of components. Furthermore, developers' activities on tracing component providers' support reputation and capability are strongly correlated with their activities on tracing information about the chosen component.
RQ3: Risks and Risk-Reduction Activities
The significant negative correlations between risk items and the risk-reduction activities revealed by Pearson's correlation analysis are summarized in Table 9 . The effectiveness of risk-reduction activities was compared with stepwise multiple regression analysis (significant at the 0.05 level, including constants in of the equations and excluding missing data listwise). All of our regression models satisfy Table 10 and show the following:
. Thorough quality evaluation of a component in the selection phase is correlated negatively with occurrences of most development-related risks. . Devoting a significant portion of effort to learning about an OTS component is correlated negatively with the occurrences of several risk items, such as imprecise estimation of the selection and later integration effort and poor efficiency in following requirement changes and in locating defects.
. Integrating unfamiliar components first is correlated negatively with inefficient requirement negotiation. However, it is correlated positively with inefficient follow-up of requirement changes. . Monitoring the support reputations of a provider is negatively correlated with the risk of lacking support from the provider. . However, certain risk items, such as negative impact on performance, negative impact on security, and difficulty in planning later maintenance, are not correlated negatively with any risk-reduction activities. The effect of the project context variable was tested using hierarchical multiple regressions, as explained in Section 3.4. The project context variables explain significant variances of a certain risk item (i.e., project context variables with a significant R 2 change) and the additional variation accounted for by the corresponding most efficient riskreduction activity (i.e., the result of stepwise multiple regressions shown in Table 10 ) stand in Table 11 , which illustrates the following:
. The correlations between risk items and the riskreduction activities in Table 10 are still valid when the project context variables are controlled. . The general experience of OTS component-based development by project members is correlated negatively with imprecise effort estimation, inefficient debugging, and costly system deployment. However, the number of different components used in the project is correlated positively with costly system deployment, maintenance, and debugging. . It is not surprising that strict reliability requirements are correlated positively with the reliability of the system. One possible explanation is that project members may put more effort into quality control when the project is reliability critical. . Surprisingly, the experience of the developers is correlated negatively with their satisfaction with the technical support from the provider. One possible explanation is that experienced developers may have higher expectations of provider support than less experienced people. . The maximum R 2 of each stepwise regression was, in total, 0.147. This shows that our investigated riskreduction activities explain less than 15 percent of the variance of each corresponding risk. This probably means that more efficient risk-reduction activities had not been noted in the literature and, hence, were not included in our study.
DISCUSSION
Comparison with Related Studies
It is difficult to estimate the effort expended on selecting OTS components and on integrating them [3] , [50] . Basili and Boehm [51] hypothesized that COTS-based development is currently a high-risk activity, with effort and schedule overruns exceeding non-COTS-based software overruns. The results of RQ1 show that inaccurate estimation of integration effort occurs more frequently than other problems. Kotonya and Rashid [7] point out that several OTS components with similar functionalities may have very different system resource requirements. When a problem is identified, it may not be obvious where its root cause lies: It may lie in one of the externally acquired components, in the integration code (gluecode), or it could be due to a misinterpretation of a component interface [2] . The results of RQ1 show that one significant problem regarding OTS components is the high cost of locating defects.
One proposed strategy for reducing risks when selecting suitable OTS components is to select components on the basis of requirements and (re)negotiation with clients [2] , [3] . However, the results for RQ2 show that very few projects involved their clients in the selection of OTS components. Another proposed strategy for reducing risks is to focus more on architectural matches than the fulfillment of requirements [13] . However, the results for RQ3 do not reveal any correlation of this strategy with the risk items investigated in our study. 
Hypotheses for Effectiveness of Risk Reduction Activities
From the results in Tables 10 and 11 , we have observed the potential effectiveness of certain risk-reduction activities on corresponding risk items and formulated hypotheses on the basis of these observations.
The Potential Effectiveness of Considering Possible Efforts for Learning OTS Components
Boehm et al. [3] found that one common problem in OTSbased development is the overly optimistic OTS learning curve and propose that a realistic OTS learning curve be determined and taken into account during planning and scheduling. However, the mode value of the variable "additional learning effort" in Table 7 is only 2, which shows that most respondents did not consider the possible learning curve seriously. As found by Rose [2] , developers usually work with several OTS components, of which they often have only a partial understanding.
The results for RQ3 illustrate that devoting a sufficient effort to learning OTS component candidates thoroughly tends to reduce the occurrence of imprecise estimation of project effort. Again, allocating more time for developers to learn and understand OTS components appears to reduce the probability that debugging will be inefficient. Thus, we can formulate the following hypothesis: Hypothesis 1. Allowing sufficient time for learning during the planning phase will reduce the occurrence of imprecise effort estimation and inefficient debugging.
The Potential Effectiveness of Careful Evaluation of the Quality of OTS Components
For a high-quality system, it is important to ensure, for every system component, that it does not adversely affect the quality of the system as a whole. In the COTS component market, the salesmen may make false, inaccurate, or exaggerated claims about the functionality and other aspects of their products [3] , [8], [50] . For OSS components, there is never enough information provided for the integrators to obtain a full picture of the functionality and quality of the components. Thus, the developers themselves need to evaluate the quality of possible OTS components in the selection phase, by either reading the source code or doing black-box testing. The results for RQ3 show that a thorough evaluation of the quality of OTS components in the selection phase appears to reduce the occurrences of several risks such as a component's negative impact on system reliability, imprecise effort estimation, costly system deployment, and inadequate adaptation after requirement changes. Thus, we can formulate the following hypothesis: Hypothesis 2. A thorough up-front evaluation of the quality of OTS components will reduce the occurrence of poor system quality and improve system flexibility.
The Potential Effectiveness of Integrating Critical and High-Risk Components First
An important issue with respect to the integration of OTS components concerns changes in requirements and mismatches between the component functionality that is desired and that which is provided [2] , [3] , [8], [50] . It is difficult to modify an external OTS component to reflect the clients' most recent changes in requirements. Hence, it is important for the OTS component integrator to be able to (re)negotiate requirements with the client [2] , [3] and to involve clients in the "acquire versus build" decision procedure and in the actual selection of OTS components [8] . However, the results from RQ2 show that very few integrators have actually involved clients in these decisionmaking processes. It was found in [14] that it is not easy to negotiate requirements with the client in OTS-componentbased development. One reason is that the client typically cares only about the final product and lacks the willingness or capability to assimilate and assess the technical details. The results from RQ3 show that integrating the unfamiliar (those high-risk or critical) OTS components first tends to reduce the occurrence of inefficient requirement negotiations. One possible explanation is that integrating such [52] . However, integrating unfamiliar components first could result in the system being less flexible, which would make it more difficult to follow changes to requirements. Developers may have difficulty in developing familiarity with the system if it involves unfamiliar OTS components. Such lack of familiarity may make it difficult for developers to make dramatic changes to the system in response to changes to the requirements by the client. Thus, we formulate the following hypothesis:
Hypothesis 3. Integrating unfamiliar OTS components first will facilitate requirement (re)negotiation but make it more difficult to modify the system in response to changes to requirements.
The Potential Effectiveness of Monitoring OTS Providers
Maintaining an OTS component-based system is difficult and postdeployment costs may exceed the initial development costs [51] . Different client-vendor release cycles may complicate how often the OTS components in a system should be replaced and it will be difficult to assess the impact of the release of updated components on the rest of the system [2] , [7] , [8], [50] . Hence, it is important to receive sufficient technical support from the provider. Although the developers have access to the source code for all OSS components (and, in our sample, 1/3 of COTS components), few of them have either read the code or modified it to meet their requirements [53] . It is also advisable to avoid modifying OTS components, even when it is possible [8].
Users of COTS components (here, developers) can get support from the provider by signing a support contract. However, COTS providers may discontinue support for their products for different reasons (for example, the deployed version of a COTS component may be too old to be supported) or may even go out of business [2] , [51] . With respect to OSS components, some of them are currently well supported by volunteers in OSS projects. However, current quick support does not ensure that the integrators will receive satisfactory support in the future. In contrast to the situation with COTS components, in which the developers can sign a support contract, the integrators of OSS components have (in principle) no control over future technical support from the OSS community. Our study tried to identify common risk-reduction activities for both COTS and OSS components. Hence, we did not investigate contract issues, which are less applicable for OSS integrators. We devoted our efforts to investigating those riskreducing activities that can be controlled by almost all OTS integrators. Regarding risks that are related to provider support, the results for RQ3 show that maintaining a continuous watch on the support reputation of the OTS component providers, as proposed in [8], [50] , appears to reduce the occurrence of insufficient support from providers. Thus, we formulate the following hypothesis: Hypothesis 4. Monitoring the support reputation of an OTS provider will help when selecting a provider and will therefore reduce the danger of insufficient support in the future.
Hypotheses for Possible Effects of Contextual Factors
Due to the complexities of development with OTS components, not all issues can be documented clearly. Personal capabilities and experience are probably important factors that influence OTS-based development [51] . Donald et al. [42] conclude that the most significant factor that influences the life-cycle cost of a COTS-based system is the number of COTS packages that must be synchronized within a release.
The results for RQ3 illustrate that several contextual factors, such as experience with OTS-based development, the reliability requirements of the system, and the number of different components used, have a confounding effect on the effectiveness of the risk-reduction activities mentioned above. The effect of these context variables needs to be adjusted before testing hypotheses H1 to H4. Thus, we formulate the following hypothesis: Hypothesis 5. The effectiveness of risk-reduction activities will be confounded by contextual factors such as the experience of the developers, the number of different components, and the requirements on the quality of the system.
Remaining Issues of Managing Risks in OTS Component-Based Development
The most effective risk-reduction activities that we studied (shown in Table 10 ) explain less than 10 percent of the variations of the actual risk variable. A further question is how much variance of a risk variable can be explained if the integrators consolidate all risk-reduction activities investigated in this study. For each risk item in the selection and integration phases, we entered all risk-reduction activities into one block of a regression analysis. The same goes for risk items in the maintenance phase. The results show that the maximum variance ðR 2 Þ of a risk item that is explained by consolidating all these risk-reduction activities is 0.18. That being so, we may have to look for "non-OTS-specific" risk reduction activities such as code reviews or general process improvement to avoid some risks more effectively. In addition, the integration, debugging, and deployment of OTS components may be eased by employing some advanced technologies for managing the assembly and effective integration of components, e.g., for making statements about components that are to be integrated into a system.
Possible Threats to Validity
Internal Validity
We promised to send the respondents a final report and to hold a seminar (in Norway) to share our experiences. Our reasons for doing so were to get better feedback and honest answers and to offer a reward for participation. One positive effect of our strategy is that participants may have answered more carefully because they knew that they would get feedback. One possible negative effect is that, since the participants knew that they were being observed, they may have altered their behavior. In general, we believe the participants wanted to share their experience and to learn from others. Thus, we think that the participants answered the questionnaire truthfully. However, the projects were selected by the respondents at their convenience. The respondents may have selected the most successful project to use as a basis for completing the questionnaire, although we asked them to use the most familiar one. We controlled for this possible bias by asking respondents to select a project and answer questions about the background of a project in the early sections of the questionnaire. The concrete questions, which may involve sensitive information, were put in later sections of the questionnaire. Thus, possible side effects of sensitive questions on the selection of projects were reduced.
Different people in the same project might have had different opinions about the same project, especially if some time has passed since the project was completed. Hence, asking only one person in each project might not reveal the whole picture. However, our samples were selected randomly. In many cases, we had no previous contact with the participants. Hence, it would have been almost impossible to get two independent people to answer questions on the same project.
Although all questionnaires were completed by using the Web-based tool in Norway and Italy, for Germany, most of the questionnaires were completed by the researcher during telephone interviews. Such different methods of completing the questionnaire may have biased the results of the study.
External Validity
Although we used different techniques to select samples in different countries, our study was the first survey on component-based software engineering (and, indeed, software engineering in general) to use stratified random sampling of IT companies in several countries. However, our study focused on OTS components that satisfy our definition of a component which we presented in Section 2. Different conclusions may be reached by studying projects that use complex and large OTS packages such as ERP, CRM, or content management system solutions.
We primarily present overall results from the aggregated data set over three countries. In addition, we analyzed possible diverging results using nationality as a grouping criterion. Through dummy-variable coding [54, p. 303] , we transferred the categorical variable "country" into two binary variables v1 and v2 (v1 = 1 and v2 = 1 for Norway, v1 = 0 and v2 = 1 for Italy, and v1 = 0 and v2 = 0 for Germany). We used hierarchical multiple regressions, as shown in Section 3.4, to verify the effect of nationality on the risk and risk-management correlations. The results are summarized in Table 12 and show that most of our findings (shown in Table 10 ), except for the risk-reduction activity related to inefficient defect localization, are still valid when the country variable is controlled. A further ANOVA analysis [46, p. 324 ] on the variables "costly defect localization" and "additional learning effort" illustrates that German respondents devoted significantly more effort to learning and encountered significantly fewer occurrences of the costly debugging problem than was the case for Italian and Norwegian respondents. The results presented in Table 12 also illustrate that the country variables v1 and v2 covary with several risk items. This shows that some "cultural" differences between countries need to be considered regarding risk management. Therefore, the possibility of generalizing our conclusions may need to be verified country by country.
Construct Validity
In our study, most variables and alternatives were taken directly or with little modification from the existing literature. However, we may have failed to consider some risks and risk-reduction activities that were not mentioned in the literature. Due to the exploratory nature of this study, we did not measure the risk item and risk-reduction activities with subitems. A single-item bias may therefore threaten the construct validity of our results. However, the questionnaire was pretested using a paper version by 10 internal experts and eight industrial respondents before being published on the SESE tool [44] . About 15 percent of the questions were revised on the basis of the pretest results. Another possible threat is that only a self-reported questionnaire was used to collect data in our study. That may have introduced a monomethod bias [55] .
Conclusion Validity
In the entire survey, we just observed what had happened, without being able to control any variables. We assumed that the a priori probabilities of typical risks are the same in most OTS component-based projects. We therefore examined only the relations between the performed riskreduction activities and the actual incidences of problems that arose during the projects that corresponded to the risks. Given that different projects might have slightly different . Integrators did not recognize a particular risk and did not take any risk-reduction action. However, the risk did not materialize. . Integrators recognized a particular risk and took appropriate risk-reduction action. However, the risk materialized anyway. To answer RQ3, we analyzed correlations between 11 risk reduction activities and 13 risk items, which include 143 comparisons. A possible threat to the conclusion validity of our study is the issues of multiple comparisons [56] . However, our study was designed as an exploratory study. The significant correlations that we found were used to formulate the hypotheses.
CONCLUSION AND FUTURE WORK
OTS-based development brings both benefits and risks. Although several studies have investigated and proposed risk-reduction activities in OTS component-based development, few have validated and compared the effects of riskreduction activities on the corresponding risk items. Our study explored the occurrences of typical risks in OTSbased projects and compared the effectiveness of the riskreduction activities that were performed. The data was collected from 133 OTS component-based projects in Norway, Italy, and Germany. This study is probably the first international software engineering survey to use public census-type data to obtain a stratified random sample of national software companies.
The results show that two of the most frequent problems in OTS-based projects are the incorrect estimation of the integration effort and costly debugging. The least frequent problems are the possible negative effects of OTS components on the quality of the system as a whole. We discussed several promising risk-reduction activities, such as adding more learning effort in the planning phase, evaluating the quality of OTS component more thoroughly in the selection phase, integrating unfamiliar components first, and monitoring the support reputation of component providers. We also formulated five new hypotheses, using, as a basis, the effectiveness of these activities on certain risk items. In addition, we found that several context variables, such as the experience of the developer, the number of components, and the requirements of the system with respect to quality, affect the relationships between risk-reduction activities and the occurrence of certain risk items.
The results also show that there are still unexplained risk-related factors, in spite of "reusing" and consolidating almost all of the proposed risk-reduction activities from the literature. The weak correlations between individual risk items and risk-reduction activities and the total explained variances ðR 2 Þ of the risk items by these risk-reduction activities may appear to be disappointing (in spite of significant p-values). However, the unexpected results will serve as inspirations for further research to uncover any remaining risk factors and to understand their relation to and effect on OTS-based projects. For instance, the results indicate that the "cultural" and "human-social" (personal/ team/management) factors might hold some secrets.
A more qualitative study (beyond the one in [17] ) combined with our newly formulated hypotheses should be initiated. We therefore intend to examine several industrial projects by estimating the risk probabilities before the project starts, follow the execution of the project, and measure the occurrence of problems corresponding to the risks after the project has been completed. The purpose is to investigate the causal effects of selected risk-reduction activities on the occurrence of associated risks.
APPENDIX THE DATA COLLECTION PROCESS
In Norway, we gathered a company list from the Norwegian Census Bureau (SSB) [43] that contained large (100 or more employees), medium (20- In Italy, we first identified 43,580 software companies from the Yellow Pages and compiled a numbered list. We then selected companies from this list at random by using a random number generator. We visited the Websites of these randomly selected companies to confirm that they really were software companies. We verified that 196 of the companies were software companies and included them in the original contact list.
In Germany, we composed a list of companies using names from an organization similar to the Norwegian Census Bureau and selected 476 of them in a manner similar to that in which we selected companies in Norway. We then used an existing client database to obtain the contact information of these companies.
To avoid a bias in the process of data collection, we constructed the following guidelines for contacting potential respondents before the survey started: We first contacted them by telephone. If the potential respondents had undertaken suitable OTS-based projects and wished to participate in our study, we sent them a username and password for the Web-based SESE survey tool [44] and an electronic version of the questionnaire in MS Word format. The respondents could use either the SESE Web tool or the electronic version to complete the questionnaire. We also registered those potential respondents who did not want to complete the questionnaire. We logged the main reasons for not wanting to respond, such as "no software development," "no OTS-based projects," and "busy." In total, we contacted (by phone) 1,087 companies in three countries. Four hundred twenty-five (39 percent) of these 1,087 companies were software companies and had experience with OTS component-based development. Of the 425, 234 (55 percent) companies declared a willingness to participate in the study and the remaining 191 companies claimed that they were too busy to participate. We sent the questionnaire to these 234 companies. However, we managed to collect data from only 127 (54 percent) companies. The remaining 107 companies, which claimed willingness without answering the questionnaire, mainly claimed that they were too busy.
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