Abstract-We construct two new infinite families of trace codes of dimension 2m, over the ring Fp + uFp, with u 2 = u, when p is an odd prime. They have the algebraic structure of abelian codes. Their Lee weight distribution is computed by using Gauss sums. By Gray mapping, we obtain two infinite families of linear p-ary codes of respective lengths (p m − 1) 2 and 2(p m − 1) 2 . When m is singly-even, the first family gives five-weight codes. When m is odd, and p ≡ 3 (mod 4), the first family yields p-ary two-weight codes, which are shown to be optimal by application of the Griesmer bound. The second family consists of two-weight codes that are shown to be optimal, by the Griesmer bound, whenever p = 3 and m ≥ 3, or p ≥ 5 and m ≥ 4. Applications to secret sharing schemes are given.
I. INTRODUCTION
T Wo-weight codes over fields have been studied since the 1970s due to their connections to strongly regular graphs, finite geometries and difference sets [5] . However, most constructions, have used cyclic codes over finite fields [3] , [4] . In the present paper, we use trace codes over a semi-local ring which is a quadratic extension of a finite field, and obtain codes over a finite field by Gray mapping. Trace codes are naturally low-rate codes, and not necessarily cyclic. This is part of a general research program where a variety of few weight codes are obtained by varying the alphabet ring and the defining set [14] , [15] , [16] . Here we consider an alphabet ring of odd characteristic, in contrast with [14] , [15] , and over a non local ring, in contrast with [16] . We consider two families depending on two different defining sets. These codes are visibly abelian, but possibly not cyclic. The field image of the first family has two or five weights, depending on the choice of parameters. The second family only contains two-weight codes. Note that abelian codes over rings have been studied already in [11] . The alphabet ring we consider here is F p +uF p , with u 2 = u. It is a semilocal ring, which is ring isomorphic to F p × F p (Cf. §2.1 for a proof). It is an odd characteristic analogue of F 2 r + vF 2 r , with v 2 = v. The latter ring has been employed recently to construct convolutional codes over fields [9] . Some bounds on codes over F p + uF p , with u 2 = u can be found in [10] .
The defining set of our abelian code is not a cyclic group, but it is an abelian group. The defining set of the first family is related to quadratic residues in an extension of degree m of F p , which makes quadratic Gauss sums appear naturally in the weight distribution analysis, and requires p to be an odd prime. When m is odd, and p ≡ 3 (mod 4), we obtain an infinite family of linear p-ary two-weight codes, which are shown to be optimal by application of the Griesmer bound. The codes in the second family are also shown to be optimal by the same technique up to finitely many exceptions. We show that, both in the five-weight and in the twoweight cases, the first family has a very nice support inclusion structure which makes it suitable for use in a Massey secret sharing scheme [7] , [8] , [19] . Indeed, we can show that all nonzero codewords are minimal for the poset of codewords ordered by support inclusion. A similar result holds for the second family. To the best of our knowledge, the weight distributions of the codes obtained here are different from the classical families of [4] and from the those of the codes in [14] , [15] , [16] . Our codes are therefore new.
The paper is organized as follows. Section II collects the notions and notations needed in the rest of the article. Section III shows that the trace codes are abelian. Section IV recalls and reproves some results on Gaussian periods. Section V computes the weight distribution of our codes, building on the character sum evaluation of the preceding section. Section VI discusses the optimality of the p-image from trace codes over R. Section VII determines the minimum distance of the dual codes. Section VIII determines the support structure of the p-ary image and describes an application to secret sharing schemes.
II. DEFINITIONS AND NOTATIONS

A. Rings
Consider the ring R = F p +uF p where u 2 = u and p is a odd prime. It is semi-local with maximal ideals (u) and (u − 1). For any integer m ≥ 1, we construct an extension of degree m as R = F p m + uF p m with again u 2 = u. There is a Frobenius operator F which maps a + ub onto a p + ub p . The Trace function, denoted by T r, is defined as T r = m−1 j=0 F j . It follows from these definitions that T r(a + ub) = tr(a) + utr(b), for a, b ∈ F p m . Here tr() denotes the absolute trace of F p m , given by
The ring R is semi-local with maximal ideals (u) and (u − 1), and respective quotients R/(u) and R/(u − 1) are both isomorphic to F p m . The Chinese Remainder Theorem shows that uF p m + (1 − u)F p m is isomorphic to the product ring F p m × F p m . Similarly, the group of units R * is uF *
Here F * p m denotes the multiplicative group of F p m . Denote the squares and the non-squares of F p m by Q and N , respectively. Thus
for simplicity. Thus L is a subgroup of R * of index 2.
B. Gray map
As a preparation for the image code from trace codes over R, we shall take a closer look at the Gray map φ from R to F 2 p , which is defined by φ(a + ub) = (−b, 2a + b) for a, b ∈ F p . It is a one to one map from R to F 
For convenience, we write N = 2n in the rest of the paper.
C. Codes
A linear code C over R of length n is an Rsubmodule of R n . If x = (x 1 , x 2 , · · · , x n ) and y = (y 1 , y 2 , · · · , y n ) are two elements of R n , their standard inner product is defined by
where the operation is performed in R. The dual code of C is denoted by C ⊥ and defined as C ⊥ = {y ∈ R n | x, y = 0, ∀x ∈ C}. By definition, C ⊥ is also a linear code over R. Given a finite abelian group G, a code over R is said to be abelian [2] , if it is an ideal of the group ring R [G] . Recall that the ring R[G] is defined on functions from G to R with pointwise addition as addition, and convolution product as multiplication. Concretely, it is the set of all formal sums f = h∈G f h X h , with addition and multiplication defined as follows. If f, g ∈ R[G], we write
In other words, the coordinates of C are indexed by elements of G and G acts regularly on this set. For more details on abelian codes see [18] . In the special case when G is cyclic, the code is a cyclic code in the usual sense [12] .
III. SYMMETRY
For a ∈ R, define the vector ev(a) by the following evaluation map ev(a) = (T r(ax)) x∈L . Define the code C(m, p) by the formula C(m, p) = {ev(a)|a ∈ R}. Thus C(m, p) is a code of length |L| = 
Proof For any w, v ∈ L the change of variables x → (v/w)x maps w to v. This transformation defines thus a transitive action of L on itself. Given an ordered pair (w, v) this transformation is unique, hence the action is regular. A similar argument holds for C ′ (m, p) and
The code C(m, p) is thus an abelian code with respect to the group R * . In other words, it is an ideal of the group ring R[R * ]. As observed in the previous section R * is not a cyclic group, hence C(m, p) may be not cyclic.
IV. CHARACTER SUMS
In this section we give some background material on character sums. Let χ denote an arbitrary multiplicative character of F q . Assume q is odd. Denoted by η the quadratic multiplicative character is defined by η(x) = 1, if x is a square and η(x) = −1, if not. Let ψ denote the standard canonical additive character of F q . The squares and the non-squares of F q are denoted, extending the notation of §2.1, by Q and N , respectively. Thus,
The classical Gauss sum can be defined as
We define the following character sums
On the basis of orthogonality of characters [12, Lemma 9, p. 143] it is evident that Q + N = −1. Noting that the characteristic function of Q is 1+η 2 , we get then
It is well known [6] that if q = p m , the quadratic Gauss sums can be evaluated as
Particularly, if m is singly-even, these formulas can be simplified to
In fact Q and N are examples of Gaussian periods, and these relations could have been deduced from [6, Lemma 11].
V. WEIGHT DISTRIBUTIONS OF TRACE CODES
Let ω = exp(
By linearity of the Gray map, and of the evaluation map, we see that θ(sa) = Θ(φ(ev(sa))), for any s ∈ F * p . For our purpose, let us begin with the following correlation lemma.
In connection with the proceding discussion, we now distinguish two cases of weight distributions depending on the defining set.
A. The case of
Assume m is singly-even. For a ∈ R, the Lee weight of codewords of C(m, p) is given below.
(
′ with α ∈ F * p m , then ax = uαt, and T r(ax) = T r(uαt) = utr(αt). Taking Gray map yields φ(ev(a)) = (−tr(αt), tr(αt)) t,t ′ . Taking character sums
Replaced αt by t, it is easy to check that the last character sum is Q or N depending on α ∈ Q or α ∈ N . Since m is even, s ∈ F * p is a square in F p m . Thus θ(sa) = θ(a), for any s ∈ F * p . The statement follows from Lemma 5.1. (N + 2N ) , considering the value of η(α). Therefore, we have constructed a p-ary code of length N = (p m − 1) 2 , dimension 2m, with five weights. The weight distribution is given in Table I . 
(Note that taking ǫ(p) = 1, or −1, leads to the same values.) 2) m is odd and p ≡ 3 (mod 4): Note that in that case by (2) in Section IV we see that G(η) is imaginary. This implies that ℜ(Q) = ℜ(N ) = − 1 2 , where ℜ(z) denotes the real part of the complex number z. We need first to refine the following correlation lemma.
Lemma 5.3 [15] If p ≡ 3 (mod 4), then we have
Theorem 5.4 Assume m is odd and p ≡ 3 (mod 4). For a ∈ R, the Lee weight of codewords of C(m, p) is given below.
Proof The proof of the case (a) is like that of Theorem 5. Table II . The parameters are different from those in [4] , [14] , [15] and [16] . 
Theorem 5.5 For a ∈ R, the Lee weight of codewords of
′ with α ∈ F * p m , then ax = uαt, and T r(ax) = T r(uαt) = utr(αt). Taking Gray map yields φ(ev ′ (a)) = (−tr(αt), tr(αt)) t,t ′ . Taking character sums θ(a) =
Thus we have constructed a p-ary code of length N ′ = 2(p m − 1) 2 , dimension 2m, with two weights. The weight distribution is given in Table III. Note that the parameters are different from those in [4] , [14] , [15] and [16] .
VI. OPTIMALITY OF THE p-ARY IMAGE
A central question of coding theory is to decide whether the constructed codes are optimal or not. In this section, we will investigate the optimality of the pary image of the trace codes we constructed in Section C(m, p) ) is optimal.
Proof Firstly,
the Griesmer bound. The ceiling function takes three values depending on j.
• Proof It follows from Theorem 5.5 that
the Griesmer bound. The ceiling function takes the following values depending on the position of j.
(a) when p = 3, the ceiling function takes three values depending on j.
•
(b) when p ≥ 5 and p is odd prime, the ceiling function takes three values depending on j.
Hence the theorem is proved. Example 6.4 Let p = 3 and m = 3, we obtain a ternary code of parameters [1352, 6, 900]. The weights of this code are 900 and 936 with frequencies 676 and 52, respectively.
VII. THE MINIMUM DISTANCE OF THE DUAL CODE
We compute the dual distance of φ(C(m, p))(resp. φ(C ′ (m, p))). In connection with the discussion in [14] , we mention without proof the following lemma.
Lemma 7.1 If for all a ∈ R, we have that T r(ax) = 0, then x = 0. Theorem 7.2 For all odd primes p and all m ≥ 2,
⊥ does not contain a word of Lee weight one. If it does, let us assume first that it has value γ = 0 at some x ∈ L. This implies that ∀a ∈ R, γT r(ax) = 0 or T r(aγx) = 0, and by Lemma 7.1 γx = 0. Contradiction with γ = 0. If that word takes the value γ(1 − 2u) at some x ∈ L, then writing x = ut + (1 − u)t ′ and a = uα + (1 − u)β, with α, β in F p m , with t ∈ Q, t ′ ∈ F * p m yields, after reduction modulo M the equation valid ∀α, β ∈ F p m , γtr(βt ′ ) = 0 and tr(γαt) = 0, and we conclude, by the nondegenerate character of tr(), that γt = γt ′ = 0. Contradiction with x = 0.
Next, we shall show that d ′ < 3. If not, we can apply the sphere-packing bound to φ (C(m, p) ) ⊥ , to obtain
. Dropping the p in the RHS, and dividing both sides by p m , we find that this inequality would imply
But the function f is decreasing for x ≥ 3, and f (3) = 4, while p m ≥ p 2 ≥ 9. Contradiction. We now consider codes from the second family. Theorem 7.3 For all odd prime p and all m ≥ 2,
Otherwise, we can apply the sphere-packing bound to φ(C ′ (m, p) ⊥ ), to obtain
It is shown by a straightforward argument that 1 +
VIII. APPLICATIONS TO SECRET SHARING
SCHEMES
To illustrate an application of our constructed codes in secret sharing, we review the fundamentals of this cryptographic protocol. The concept of secret sharing schemes was first proposed by Blakley and Shamir in 1979. We present some basic definitions concerning secret sharing schemes and refer the interested reader to the survey [17] for details.
The sets of participants which are capable of recovering the secret S are called access sets. The set of all access sets is called the access structure of the scheme. An access set is called minimal if its members can recover the secret S but the members of any of its proper subsets cannot recover S. Furthermore, if a participant is contained in every minimal access set in the scheme, then it is a dictatorial participant.
The support s(x) of a vector x in F N p is defined as the set of indices where it is nonzero. We say that a vector x covers a vector y if s(x) contains s(y). A minimal codeword of a linear code C is a nonzero codeword that does not cover any other nonzero codeword.
Next, we recall the secret sharing scheme based on linear codes which is constructed by Massey. Let C be an [n, k] linear code over the given finite field F p and G = [g 0 , g 1 , · · · , g n−1 ] be a generator matrix of C where the column vectors are nonzero. The dealer chooses a random vector u = (u 0 , u 1 , · · · , u k−1 ) ∈ F k p and encodes the chosen vector as c = uG = (c 0 , c 1 , · · · , c n−1 ). Then the dealer keeps the value of u at the first coordinate S = c 0 = ug 0 as a secret, and distributes the values at the remaining coordinates of c to the participants as shares. Note that S = c 0 = ug 0 , the set of shares {v i1 = c i1 , · · · , v it = c it } can recover the secret S if and only if the vectors g 0 , g i1 , · · · , g it are linearly independent. Hence, we can write the secret as a linear combination
From this equation, it is clear that if we have shares c ij , 1 ≤ j ≤ t and find x j by g 0 = t j=1 x j g ij , we can recover the secret S. In fact, we can use the participants that correspond to the nonzero coordinates of the minimal codewords v ∈ C ⊥ , because
In general, it is a tough task to determine the minimal codewords of a given linear code. However, there is a numerical condition, derived in [1] , bearing on the weights of the code, that is easy to check.
Lemma 8.1 (Ashikmin-Barg) Let w 0 and w ∞ denote the minimum and maximum nonzero weights, respectively. If w0 w∞ > p−1 p , then every nonzero codeword of C is minimal.
In the special case when all nonzero codewords are minimal, it was shown in [7] that there is the following alternative, depending on
] be a generator matrix of C. If every codeword of C is minimal vector, then there are p k−1 minimal access sets and the total number of participants is n−1 in the secret sharing scheme based on C ⊥ . Let d ′ denote the minimal distance of C ⊥ . We have the following results: • if g i is a multiple of g 0 , 1 ≤ i ≤ (p m − 1) 2 − 1, then the participant P i must be in every minimal access set and such a participant is called a dictatorial participant.
• If g i is not a multiple of g 0 , then the participant P i must be in (p−1)p 2m−2 out of p 2m−1 minimal access sets. Proof By the preceding lemma with Table II . Rewriting the inequality of the lemma as pw 0 > (p−1)w ∞ , and dividing both sides by
into Lemma 8.2, and then the conclusion is obtained. Remark 8.4 By the similar method in the proof of Theorem 8.3, we find that all the nonzero codewords of φ(C(m, p)) (m(≥ 6) is singly-even) and φ(C ′ (m, p)) (m ≥ 2, p is odd prime) are minimal. Thus, when m(≥ 6) is singly-even, the secret sharing scheme based on φ(C(m, p) ⊥ ) has a similar structure as that in the case when m ≥ 3 is odd and p ≡ 3 (mod 4). Let
.., g 2(p m −1) 2 −1 ] be a generator matrix of φ(C ′ (m, p)), then there are p 2m−1 minimal access sets and the total number of participants is 2(p m − 1) 2 − 1 in the secret sharing scheme based on φ(C ′ (m, p) ⊥ ). If g j is a multiple of g 0 , 1 ≤ j ≤ 2(p m − 1) 2 − 1, then the participant P j must be in every minimal access set and such a participant is called a dictatorial participant. If g j is not a multiple of g 0 , then the participant P j must be in (p − 1)p 2m−2 out of p 2m−1 minimal access sets.
IX. CONCLUSION
In the present paper, we have studied two infinite families of trace codes defined over a finite ring. Because the defining sets of these codes have the structure of abelian multiplicative groups, they inherit the structure of abelian codes. It is an open problem to determine if they are cyclic codes or not. More importantly, it is worthwhile to study other defining sets that are subgroups of the group of units of R. In particular, it would be interesting to replace our Gaussian periods Q, N by other character sums that are amenable to exact evaluation, in the vein of the sums which appear in the study of irreducible cyclic codes [6] , [13] . This would lead to other enumerative results of codes with a few weights.
Compared to the codes we constructed by similar techniques in [14] , [15] and [16] , the obtained codes in this paper have different weight distributions. They are also different from the weight distributions in the classical families in [4] . Hence, the p-ary linear codes constructed from trace codes over rings in this paper are new. 
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