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ABSTRACT 
This t h e s i s p r e s e n t s s e v e r a l c o n t r i b u t i o n s to t h e a r t of s o l u t i o n 
of l a r g e - s c a l e Markov d e c i s i o n problems . 
R e s u l t s on e x p e c t e d v a l u e s of randomly-t imed cash f l o w s , p r e ­
v i o u s l y p u b l i s h e d by t h i s author w i t h Donovan Young, are adapted to p r o ­
v i d e the r e p a r a m e t e r i z a t i o n s needed to e x p r e s s a semi-Markov d e c i s i o n 
problem i n terms of t h e e q u i v a l e n t Markov d e c i s i o n problem. J . C. 
T o t t e n proved t h a t t h i s was p o s s i b l e i n p r i n c i p l e ; t h i s work makes i t 
c o n v e n i e n t i n p r a c t i c e . In a d d i t i o n t o e x a c t p r o c e d u r e s , i t i s shown 
t h a t s o j o u r n - t i m e d i s t r i b u t i o n s may be r e p r e s e n t e d s imply by t h e i r mean 
and v a r i a n c e w i t h l i t t l e e r r o r . 
A " s t a t e - c h a n g e " model ing procedure i s deve loped and shown to 
s i m p l i f y t h e mode l ing of t h e l a r g e c l a s s of Markov d e c i s i o n problems i n 
which a l l d e c i s i o n s c o n s i s t of changes of s t a t e . 
Some of the s t a t i s t i c a l i n f e r e n c e l i t e r a t u r e needed to s p e c i f y 
Markov t r a n s i t i o n p r o b a b i l i t i e s i s u n i f i e d and o r g a n i z e d i n t o a proposed 
d a t a - p r e p a r a t i o n p r o c e d u r e . 
A taxonomy i s proposed t o u n i f y and compare the v a r i o u s s o l u t i o n 
a l g o r i t h m s , i n c l u d i n g new ones deve loped i n t h i s t h e s i s . 
A " n a t u r a l " d e c o m p o s i t i o n a l g o r i t h m i s p r e s e n t e d t h a t f i n d s the 
sequence i n which to c a l c u l a t e s t a t e v a l u e s so t h a t t h e s i z e of the 
l a r g e s t independent e q u a t i o n sys tem s o l v e d i s min imized . For problems 
w i t h a p p r e c i a b l e s t r u c t u r e (a c l a s s t h a t a p p a r e n t l y i n c l u d e s a l l l a r g e -
s c a l e a p p l i c a t i o n s ) the n a t u r a l d e c o m p o s i t i o n a l g o r i t h m dominates a l l 
ix 
other tested algorithms for efficiency in solving large-scale Markov 
decision problems in the modest size range tested (up to 100 states). 
For sizes such that not all non-zero probabilities can be stored 
in fast-access memory, there has previously been no alternative to some 
form of successive approximation. An "arbitrary" decomposition algorithm 
is presented that allows such problems to be solved piecemeal; its ef­
ficiency is shown to be high for very structured and very unstructured 
problems, but low for problems with moderate structure. 
A number of proposed improvements are suggested for successive 
approximation procedures, but are not developed fully. The most inter­
esting of these is an extrapolation procedure ("2-V forecast accelera­
tion") that uses an asymptotically accurate forecast based on the known 
behavior of White Ts basic successive approximation algorithm. 
CHAPTER I 
INTRODUCTION 
Markov D e c i s i o n P r o c e s s e s (MDP) are Markov p r o c e s s e s w i t h r e t u r n s 
a s s o c i a t e d w i t h t r a n s i t i o n s from s t a t e to s t a t e , mod i f i ed by a d e c i s i o n 
maker who o b s e r v e s the sys tem between t r a n s i t i o n s and t a k e s a c t i o n s to 
change the t r a n s i t i o n p r o b a b i l i t i e s and r e t u r n s . These a c t i o n s depend 
on t h e observed s t a t e . The p l a n n i n g h o r i z o n i s c o n s i d e r e d here t o be 
i n f i n i t e , and t h e s t a t e and a c t i o n s p a c e s c o u n t a b l e . The o b j e c t i v e i s 
t o f ind a sequence of d e c i s i o n s t h a t maximizes the t o t a l d i s c o u n t e d e x ­
p e c t e d r e t u r n . 
H i s t o r i c a l Background 
Bellman and L a S a l l e [ 9 ] , and Bellman and B l a c k w e l l [8 ] o r i g i n a t e d 
the s tudy of MDP i n 1949 by l o o k i n g at "games of s u r v i v a l " as examples 
o f m u l t i - s t a g e games. L a t e r , i n 1953 , Shapley [110] showed t h a t two-
person s t o c h a s t i c games w i t h one of the p l a y e r s a c t i n g as a dummy are 
e q u i v a l e n t to MDP. Bellman [ 6 ] , i n 1957, i n t r o d u c e d the term "Markovian 
D e c i s i o n P r o c e s s e s , " g i v i n g t h e f i r s t e x p l i c i t f o r m u l a t i o n o u t s i d e the 
game c o n t e x t . The model was shown to d e s c r i b e many dynamic s y s t e m s , 
but i t was not s u c c e s s f u l l y a p p l i e d for t h e l a c k of an e f f i c i e n t com­
p u t a t i o n a l method. 
The y e a r of g r e a t e s t p r o g r e s s was 1960 . Howard [55] gave t h e 
p o l i c y i t e r a t i o n a l g o r i t h m s i n both d i s c r e t e and c o n t i n u o u s t i m e , and 
formulated and s o l v e d h i s famous problems: the t a x i c a b problem, t h e 
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b a s e b a l l problem, and the automobi l e replacement problem. D'Epenoux 
[24 ] p r e s e n t e d t h e l i n e a r programming f o r m u l a t i o n and showed t h a t 
Howard's p o l i c y i t e r a t i o n r o u t i n e corresponds p r e c i s e l y to b l o c k p i v o t ­
i n g ( m u l t i p l e s u b s t i t u t i o n of b a s i c v a r i a b l e s ) i n the l i n e a r programming 
problem. P r o g r e s s was a l s o r e p o r t e d t h a t same y e a r i n u n r a v e l i n g t h e 
s u b t l e t i e s of the r e l a t e d und i scounted problem, where l o n g - r u n e x p e c t e d 
r e t u r n per t r a n s i t i o n i s used as t h e c r i t e r i o n i n p l a c e of e x p e c t e d d i s ­
counted r e t u r n s . This problem r e q u i r e s c o n s i d e r a t i o n of t h e e r g o d i c 
cha in s t r u c t u r e of t h e p r o c e s s . Mamie [ 8 4 ] , De G h e l l n i c k [17] and 
O l i v e r [94 ] formulated the s i n g l e - c h a i n problem v i a l i n e a r programming, 
showing t h a t the ana logy between l i n e a r and dynamic programming i s p r e ­
s e r v e d f o r t h i s s i m p l e c a s e . 
In 1962 Wolfe and Dantz ig [126] gave a m o d i f i c a t i o n of t h e i r d e ­
c o m p o s i t i o n a l g o r i t h m to s o l v e a more g e n e r a l und i scounted s i n g l e - c h a i n 
problem, where t h e a c t i o n space i s a convex s e t d e f i n e d by l i n e a r c o n ­
s t r a i n t s . In 1970 Denardo [21 ] completed t h e s o l u t i o n o f t h e u n d i s c o u n t ­
ed problem by showing t h a t Manne's s i n g l e - c h a i n l i n e a r program f i n d s the 
e r g o d i c c h a i n t h a t o p t i m i z e s over a l l cha ins r e g a r d l e s s of cha in s t r u c ­
t u r e , where the d e c i s i o n maker i n c l u d e s as one of the d e c i s i o n s t h e 
c h o i c e o f a s t a r t i n g s t a t e . He a l s o showed how t o embed the s i n g l e -
cha in program i n a d e c i s i o n procedure t h a t e f f i c i e n t l y s o l v e s the m u l t i ­
cha in problem. The p r a c t i t i o n e r need not d e c i d e i n advance whether t h e 
problem i s o f s i m p l e o r m u l t i - c h a i n s t r u c t u r e , s i n c e Manne's program 
y i e l d s v a l u a b l e i n f o r m a t i o n i n e i t h e r c a s e ; however , Manne's program i s 
h i g h l y d e g e n e r a t e i n the more complex c a s e s . 
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B l a c k w e l l [ 1 2 ] , i n 1 9 6 2 , had proved t h e o p t i m a l i t y of s ta t ionary-
s t r a t e g i e s by c o n s i d e r i n g t h e MDP as a s e q u e n t i a l d e c i s i o n p r o c e s s . That 
same y e a r , Derman [25] had a r r i v e d a t t h e same r e s u l t from t h e f u n c t i o n a l 
e q u a t i o n s of dynamic programming and had i n d e p e n d e n t l y d e r i v e d the l i n e a r 
programming f o r m u l a t i o n s . 
In 1 9 6 3 , J e w e l l [59] and [ 6 0 ] ana lyzed s o - c a l l e d semi-Markov d e ­
c i s i o n p r o c e s s e s (Markov renewal programming), i n which t h e so journ t ime 
i n a s t a t e i s a random v a r i a b l e w i t h d i s t r i b u t i o n depending upon the 
s t a t e s v i s i t e d , and gave s i m i l a r p o l i c y i t e r a t i o n a l g o r i t h m s . 
In 1965 B l a c k w e l l [13 ] s t u d i e d g e n e r a l i z e d Markov d e c i s i o n p r o ­
c e s s e s , i n which the s t a t e and a c t i o n s p a c e s are ex tended to i n c l u d e 
Bore l s e t s , and gave e x i s t e n c e theorems for opt imal p o l i c i e s . The same 
y e a r , Brown [14] r e p o r t e d r e s u l t s on the u s e o f dynamic programming for 
a f i n i t e - s p a c e d i s c r e t e - t i m e p r o c e s s w i t h a f i n i t e p lann ing h o r i z o n . 
Derman [30] and Mai tra [82] ex tended the f i n i t e - s p a c e , f i n i t e - a c t i o n MDP 
t o c o n s i d e r the denumerable c a s e . 
In 1967 Denardo [ 1 9 ] , a p p l y i n g t h e p r i n c i p l e of c o n t r a c t i o n map­
p i n g s , gave a "genera l d e c i s i o n p r o c e s s " model subsuming a l l t h e models 
mentioned above . Here, i f the c o n t r a c t i o n and m o n o t o n i c i t y assumpt ions 
are s a t i s f i e d , t h e problem reduces to f i n d i n g t h e " f i x e d p o i n t " which i s 
known to e x i s t . This e f f o r t was c o n t i n u e d by Denardo and M i t t e n [ 2 3 ] , 
and Karp and Held [ 6 5 ] . A p r a c t i c a l consequence of t h e i r work i s t h a t 
t h i s e n t i r e f a m i l y of d e c i s i o n p r o c e s s e s r e q u i r e s o n l y one l a r g e - s c a l e 
computa t iona l procedure ; s p e c i f i c a l l y , s i n c e each p r o c e s s can be r e p r e ­
s e n t e d by a Markov d e c i s i o n c h a i n (MDP w i t h d i s c r e t e t i m e ) , t h e computa­
t i o n a l methods h e r e i n deve loped i n t h e cha in c o n t e x t . 
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Large S c a l e Programming in. MDP 
Most of t h e a p p l i c a t i o n s repor ted on MDP have been on formula­
t i o n s , n o t on s o l u t i o n of r e a l s i t u a t i o n s . The MDP model has been 
r e c o g n i z e d f o r a lmost twenty y e a r s as a powerful model ing t o o l of dy­
namic s y s t e m s , but i t has had very l i m i t e d u s e . One of t h e main reasons 
f o r t h i s l a c k of a c c e p t a n c e by p r a c t i t i o n e r s i s t h e f a c t t h a t the a c c u ­
r a t e f o r m u l a t i o n of many problems r e q u i r e s the u s e of a l a r g e number of 
s t a t e s . Large problems cannot be c o n v e n i e n t l y s o l v e d by d i r e c t a p p l i ­
c a t i o n of Howard's t e c h n i q u e s i n c e i t r e q u i r e s t h e r e p e a t e d s o l u t i o n of 
an N*N s y s t e m of s i m u l t a n e o u s l i n e a r e q u a t i o n s , where N i s t h e number 
of s t a t e s . 
Most of the e f f o r t on the s o l u t i o n of l a r g e problems has i n v o l v e d 
t h e method of s u c c e s s i v e a p p r o x i m a t i o n s . White [ 1 2 0 ] , i n 1 9 6 3 , s o l v e d 
the und i scounted problem u s i n g t h i s approach; Kushner and Kleinman [ 7 3 , 
7 4 ] , i n 1968 and 1 9 7 1 , modi f i ed t h i s t e c h n i q u e u s i n g some i d e a s o f n u ­
m e r i c a l a n a l y s i s t o o b t a i n f a s t e r convergence ; Z a l d i v a r and Hodgson [ 1 3 2 ] , 
i n 1 9 7 5 , deve loped e x t r a p o l a t i o n t e c h n i q u e s f o r a c c e l e r a t i n g t h e c o n v e r ­
gence of the p r o c e d u r e . The method of s u c c e s s i v e approximat ions has 
ga ined enough a c c e p t a n c e to be i n c l u d e d i n a t l e a s t two i n t r o d u c t o r y 
o p e r a t i o n s r e s e a r c h t e x t b o o k s , t h o s e by Wagner [117] and t h e second e d i ­
t i o n o f H i l l i e r and Lieberman [ 5 2 ] . 
Norman and White [ 9 2 ] , i n 1 9 6 8 , proposed an approximate method 
u s i n g t h e concept o f an e x p e c t e d s t a t e t h a t e f f e c t i v e l y r e p l a c e s the 
s t o c h a s t i c problem by a d e t e r m i n i s t i c s y s t e m . I t s use i s r e s t r i c t e d to 
problems where the s t a t e s correspond to q u a n t i t a t i v e l e v e l s . This method 
has not been very p o p u l a r , s i n c e i t i s not very c l e a r t h a t one would l i k e 
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t o formulate a problem c o r r e c t l y , and then t o l o s e i t s e s s e n t i a l c h a r ­
a c t e r i s t i c s i n g a i n i n g computa t iona l advantage . Morton [89] gave a 
counterexample to show t h a t the p o s s i b l e p e r c e n t a g e c o s t error of the 
Norman-White procedure i s unbounded. 
The f i r s t t r u e e f f o r t i n the s o l u t i o n and s tudy of l a r g e problems 
was made by Kushner and Chen [ 7 6 ] , i n 1974 , by a p p l y i n g t h e decompos i ­
t i o n method of Dantz ig -Wol fe [16] to MDP. They s t u d i e d the d i s c o u n t e d 
and u n d i s c o u n t e d prob lems , a l l o w i n g f o r t h e p r e s e n c e of c o n s t r a i n t s , 
and gave a d e c o m p o s i t i o n procedure w i t h an i n t e r p r e t a t i o n of the s u b -
problems g e n e r a t e d . An e a r l i e r s t u d y , repor ted i n 1970 by Lasdon [ 7 7 ] , 
had used the i d e a s of g e n e r a l i z e d l i n e a r programming t o formulate the 
MDP model , which can a l s o take the advantages of Dantz ig -Wol fe decom­
p o s i t i o n . 
Of the two g e n e r a l approaches t o l a r g e - s c a l e MDP p r o b l e m s — s u c c e s ­
s i v e approximat ion and d e c o m p o s i t i o n — b o t h l i t e r a t u r e s can be c o n s i d e r e d 
i n c o m p l e t e . I t was not u n t i l 1975 , for example, t h a t such a s tandard 
numer ica l a n a l y s i s t e c h n i q u e as s u c c e s s i v e o v e r r e l a x a t i o n was repor ted 
as b e i n g used to a c c e l e r a t e convergence of s u c c e s s i v e approximat ion i n 
a l a r g e - s c a l e MDP a p p l i c a t i o n [ 9 9 ] ; t h e r e s t i l l remains obv ious room 
f o r improvement. Regarding d e c o m p o s i t i o n methods , t h e method of Kushner 
and Chen i s more g e n e r a l and cumbersom than t h a t r e q u i r e d by s tandard 
MDP problems and t h e work repor ted i n 1968 by Fox and Landi [40 ] lumps 
a l a r g e c l a s s of r e d u c i b l e s t a t e s t o g e t h e r . 
The l i t e r a t u r e i s a l s o incomple te i n o t h e r ways . The model ing 
l o r e i s q u i t e awkward, as can be s e e n by comparing t h e i n v e n t o r y model 
g i v e n h e r e i n w i t h t h a t i n l e a d i n g t e x t b o o k s [ 5 2 , 1 1 7 ] . S t a t i s t i c a l p r o -
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cedures needed i n data p r e p a r a t i o n f o r l a r g e - s c a l e MDP problems are not 
very w e l l d e v e l o p e d , as can be s e e n from t h e rev iew i n Chapter I I I . 
The aim o f the work repor t ed i n t h i s t h e s i s i s to h e l p advance 
t h e a r t of l a r g e - s c a l e MDP s o l u t i o n . Some advances i n Markov-chain 
mode l ing , p r i n c i p a l l y the s t a t e - c h a n g e f o r m u l a t i o n (Chapter I I ) and 
model ing procedures f o r commonly-encountered c o s t t iming s i t u a t i o n s 
(Chapter I I I ) , are p r e s e n t e d . The l i t e r a t u r e on MDP s t a t i s t i c a l i n f e r ­
ence i s o r g a n i z e d and rev iewed i n the second part of Chapter I I I , and 
a s p e c i a l b i b l i o g r a p h y i s p r e s e n t e d . The remainder of the t h e s i s p r e ­
s e n t s the major c o n t r i b u t i o n s — a "natura l decompos i t i on" procedure t h a t 
g r e a t l y reduces computat ion load f o r w e l l - s t r u c t u r e d MDP problems , an 
a r b i t r a r y d e c o m p o s i t i o n procedure t h a t renders l a r g e u n s t r u c t u r e d p r o b ­
lems t r a c t a b l e , and some promis ing a c c e l e r a t i o n t e c h n i q u e s for s u c c e s ­
s i v e approx imat ion . 
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CHAPTER II 
MARKOV DECISION PROCESSES 
Definitions, notation and conventions used by the thirty or so 
most influential authors in the field of Markov decision processes have 
varied quite widely. The purpose of this chapter is to establish the 
definitions, notation and conventions used in this thesis. Everything 
in this chapter is well established except for the state-change formula­
tion (which was developed jointly by this author and two other workers), 
and a refinement in the proof of the fundamental equation of valued 
Markov chains. 
General Definitions 
A Markov process is a stochastic process {X(t),teT} with the 
property that the conditional probability distribution of X(t) for 
given values of X(t n) ,X(t-) ,. .. ,X(t ) , t n<t-<...<t and t.eT , for b O l n O l n 1 
i=0,l,...,n , depends only on X(t^) > which is the most recent value 
of the process. Thus 
P(X(t)<x |x(t )=x ,X(t _)=x X(t n)=x n} = P{X(t)<x |x(t )=x } 1 n n n-1 n-1 0 0 1 n n 
The values assumed by the process are called the states, and the set of 
all possible values is called the state space, denoted by S . T is 
called the parameter space, constituting a set of times in most appli­
cations . 
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Depending on t h e n a t u r e of the parameter space and the s t a t e 
s p a c e , Markov p r o c e s s e s are u s u a l l y c l a s s i f i e d as shown i n Table 1. 
Table 1. C l a s s i f i c a t i o n of Markov P r o c e s s e s 
S t a t e Space 
Parameter 
Space 
D i s c r e t e Continuous 
Markov cha in w i t h Markov cha in w i t h 
D i s c r e t e d i s c r e t e s t a t e s cont inuous s t a t e 
space 
Markov p r o c e s s Markov p r o c e s s 
Continuous w i t h d i s c r e t e w i t h cont inuous 
s t a t e s s t a t e s p a c e 
A semi-Markov p r o c e s s , or Markov renewal p r o c e s s , i s a s t o c h a s t i c 
p r o c e s s t h a t moves from one s t a t e to t h e n e x t w i t h g i v e n p r o b a b i l i t i e s , 
but t h e s o j o u r n t ime i n each s t a t e i s a random v a r i a b l e w i t h a p r o b -
N 
a b i l i t y d i s t r i b u t i o n t h a t depends upon t h e s t a t e . 
A d i s c r e t e - t i m e Markov cha in i s a semi-Markov p r o c e s s i n which 
every s o j o u r n t ime d i s t r i b u t i o n i s d e g e n e r a t e a t u n i t t i m e s . 
A c o n t i n u o u s - t i m e Markov p r o c e s s i s a semi-Markov p r o c e s s i n 
which a l l s o j o u r n time d i s t r i b u t i o n s are n e g a t i v e - e x p o n e n t i a l . 
C l a s s i f i c a t i o n of S t a t e s and Chains 
In t h e s tudy of Markov c h a i n s and r e l a t e d d e c i s i o n p r o c e s s e s , one 
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may c lass i fy the states in the fol lowing way: A s ta te to which return 
is uncertain is tK.ayihi,<L\vt. A s ta te that is not t ransient is H.(LCXJJiA(LVlt. 
There are three types of recurrent s t a t e s , namely 0.6-6 Ofib-Lng, p2.Jviodic9 
and oipeAsLodLC.; an absorbing s ta te i s one from which t rans i t ions to other 
states are impossible; a per iodic s ta te i s one to which the system r e ­
turns at regular i n t e r v a l s ; an aperiodic or ZJiQO&Lo. s ta te is one to 
which the system w i l l re turn w i th p r o b a b i l i t y one, but a f t e r an uncer­
t a i n number of t r a n s i t i o n s . This c l a s s i f i c a t i o n can be summarized in 
the fo l lowing way: 
States 
Transient Recurrent 
Absorbing Periodic Aperiodic 
(Ergodic) 
Figure 1 . C l a s s i f i c a t i o n of States and Chains 
A chain can now be c l a s s i f i e d according to the type of states i t 
contains. The underlying concept i s that of COmmu.yi£cxition. I f i t i s 
possible for a system that s t a r t s i n s tate i to reach s ta te j , then 
s ta te i i s said to (LOmmun^CLOLttL wi th s ta te j . I f s ta te i communi­
cates wi th s ta te j , and j w i th i , then states i and j -LwtQA.-
COMftlliyiLCCUte.. States can only intercommunicate w i t h states of the same 
type. Recurrent states can be grouped in to d i s j o i n t subsets w i th in 
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which the states intercommunicate and outside which they do not communi­
cate. A system with several recurrent subsets i s said to be muJLfcLohoJjl 
or poZydzAmic; a system w i th a s ingle recurrent set of states and pos­
s i b l y some t rans ient states i s said to be unZchciin or monodzAmic. A set 
of states a l l of which intercommunicate i s said to be i.MJL&\lQAb%JL. An 
<LovdvoJL<lYlQJL dZa6A i s a set of s tates of the same type. 
The chain c l a s s i f i c a t i o n in to polydesmic and monodesmic chains 
w i l l be extremely useful in Chapter V I , where i t i s used as the basis 
for a proposed computational method. 
Valued Markov Chains 
A valued Markov chain is a Markov chain with rewards associated 
wi th v i s i t s to s ta tes , or , more genera l ly , w i th t rans i t ions from sta te 
to s t a t e . I t i s customary to r e s t r i c t a t ten t ion only to stat ionary 
(time-homogeneous) valued Markov chains. Let P { X ( t ) = j | X ( t - l ) = i } be 
denoted by the symbol p ( i , j ) for a l l t , and l e t P = { p ( i , j ) } denote 
a square matr ix ca l led the t r a n s i t i o n p robab i l i t y mat r ix , or simply the 
t r a n s i t i o n matr ix . The reward associated wi th a t r a n s i t i o n from sta te 
i to s ta te j i s denoted by c ( i , j ) , and the square matr ix 
C = { c ( i , j ) } i s the matr ix of t r a n s i t i o n rewards, or simply the reward 
matr ix . The s ta te space S is assumed to contain a f i n i t e number of 
elements represented by the integers 1,2,...,N . This thesis t rea ts 
only i n f i n i t e - h o r i z o n valued Markov chains, in which the parameter 
space is T={0,1,2,...} . 
Measures of Performance 
The object of analyzing a valued Markov chain is assumed to be 
11 
to select among a l t e r n a t i v e chains a chain whose rewards are most favor­
able , as measured by some measure of performance that is a function of 
the rewards and t h e i r p r o b a b i l i t i e s of being received. The most common­
l y used measure of performance for a valued Markov chain is the expected 
value of the present worth of the i n f i n i t e series of rewards s ta r t ing 
from a given s t a t e . An a l t e r n a t i v e measure appl icable to a chain wi th a 
rewardless absorbing s ta te is the expected t o t a l of rewards. Another 
a l t e r n a t i v e measure, one of p a r t i c u l a r l y great h i s t o r i c a l i n t e r e s t , i s 
the long-run expected reward per t r a n s i t i o n . This measure i s appl icable 
to ergodic chains only, and considers only the steady-state propert ies 
of the chain. This thesis t r e a t s only the expected present worth mea­
sure, which includes t o t a l rewards as a special case and which can 
approximate the long-run reward per t r a n s i t i o n to any desired accuracy. 
Consider a valued Markov chain having N states numbered 
1 , 2 , . . . , N . Let P .W. ( i ) denote the present worth, at discount factor 
3 , of the i n f i n i t e series of rewards to be col lected when the chain 
s t a r t s i n s ta te ieS . Since the reward at any given l a t e r time is a 
random v a r i a b l e , the present worth of the i n f i n i t e series of rewards i s 
also a random v a r i a b l e ; l e t V ( i ) denote i t s expected value. 
The fundamental re la t ionsh ip on which a l l i n f i n i t e - h o r i z o n theory 
of valued Markov chains depends is a simultaneous set of l i nea r equa­
t ions for V\ for a l l i . A development of these equations that does 
not depend on invoking the economic i n t e r p r e t a t i o n of present worth, nor 
on invoking the i n t u i t i v e idea that the present worth does not change 
wi th time for an i n f i n i t e hor izon, is as fo l lows. This proof uses only 
the d e f i n i t i o n of present worth, the d e f i n i t i o n of expected va lue , and 
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the Markov condi t ional p r o b a b i l i t y law. 
Let f ( i , n ) represent the reward col lected at time n , given 
that the process s t a r t s in s ta te i ( ieS - 1 , 2 , . . . , N ) ; n = 0 , l , 2 , . . . . 
By d e f i n i t i o n , 
00 
P.W.( i ) = I f ( i , n ) 3 n , i = l , 2 , . . . , N 
n=0 
and V ( i ) = E(P.W. 
= E(f ( i , 0 ) + 3 f ( i , D + 3 2 f ( i , 2 ) + . . . ) 
= E ( f ( i , 0 ) ) + 3 E ( f ( i , l ) + 3 f ( i , 2 ) + . ..) . 
Since th is i s a s tat ionary Markov chain, the state p r o b a b i l i t i e s for 
various states j at time n , given s ta te i at time n-1 , have the 
p r o b a b i l i t y d i s t r i b u t i o n ( p ( i , j ) } , which can be used to compute the 
expected reward at time n : 
N 
E ( f ( i , n ) ) = I p ( i , j ) E ( f ( j , n - l ) ) 
Thus, by recursively applying t h i s r e l a t i o n s h i p , which i s t rue for any 
n , the fundamental equation for V ( i ) follows d i r e c t l y : 
N 
V ( i ) = E ( f ( i , 0 ) ) + $1 p ( i , j ) E ( f ( j , l ) + f ( j , 2 ) + . . . ) 
j = l 
N 
= E ( f ( i , 0 ) } + $1 P ( i , j ) V ( j ) 
j = l 
N 
or V ( i ) = r ( i ) + $1 p ( i , j ) V ( j ) (1) 
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where we d e f i n e the e x p e c t e d reward f o r a s t a t e v i s i t as 
N 
r ( i ) = E ( f ( i , 0 ) } = I p ( i , j ) c ( i , j ) (2) 
j = l 
S i n c e r ( i ) depends on n through f ( i , 0 ) , which i s f ( i , n ) 
f o r n=0 , i t remains t o show whether V ( i ) i s independent of t ime (as 
i s u n i v e r s a l l y assumed i n the l i t e r a t u r e ) . There are two s e n s e s i n 
which V ( i ) i s indeed independent o f t i m e , a l though t h i s a s p e c t has 
a p p a r e n t l y been i g n o r e d i n t h e l i t e r a t u r e , p o s s i b l y because of t h e o b ­
v i o u s i n t u i t i v e appea l of the approaches t o be d e s c r i b e d l a t e r , or p o s ­
s i b l y b e c a u s e of t h e fiosim&t l a c k of dependence on t ime in Equat ions (1) 
and ( 2 ) . The arguments t o f o l l o w are in tended t o c l e a r up t h e c o n t r a ­
d i c t i o n t h a t a r i s e s between t h e u s u a l d e f i n i t i o n of p r e s e n t worth w i t h 
r e s p e c t t o a f i x e d t ime s c a l e and t h e p r a c t i c e i n t h e l i t e r a t u r e of 
g i v i n g t h e same name "present worth" t o a q u a n t i t y d e f i n e d on a movable 
t ime s c a l e -
A r i g o r o u s approach i s t o d e f i n e V ( i ) as t h e e x p e c t e d v a l u e of 
a CUAAdYVt Wotitk S ( i , n ) , where f o r a f i x e d t ime s c a l e S ( i , n ) i s d e ­
f i n e d as the p r e s e n t worth of a l l rewards c o l l e c t e d f o r t imes t>n , 
d i s c o u n t e d to t ime n i n s t e a d of to t ime zero (hence t h e name "current" 
w o r t h ) . For rewards a t t imes t = n , n + l , n + 2 , . . . t h e current worth of a 
v a l u e d i n f i n i t e - h o r i z o n Markov cha in i s 
oo 
S ( i , n ) = I f ( i , t ) 6 n " t . 
t=n 
With S ( i , n ) s u b s t i t u t e d f o r P . W . ( i ) i n the above p r o o f , Equat ion (1) 
remains t h e same e x c e p t t h a t r ( i ) i s t h e e x p e c t e d v a l u e of f ( i , n ) 
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r a t h e r than of f ( i , 0 ) . Thus, w i t h o u t abandoning a f i x e d t ime s c a l e , 
when V ( i ) i s i n t e r p r e t e d as an e x p e c t e d c u r r e n t worth i t i s indeed 
independent of t i m e . 
A more c a s u a l approach , i m p l i c i t i n t h e w r i t i n g s of the authors 
quoted be low, i s t o l e t the p r e s e n t worth be d e f i n e d w i t h r e s p e c t t o a 
mov<xb£e. t ime s c a l e , where n = 0 , l , 2 , . « . r e f e r s n o t t o f i x e d t imes but to 
numbers of t r a n s i t i o n s a f t e r t h e current t i m e , where t h e cu rren t t ime i s 
n=0 . With t h i s i n t e r p r e t a t i o n t h e development of Equat ions (1) and (2) 
s t a n d s e x a c t l y as g i v e n a b o v e , and t h e e q u a t i o n s a r e s e e n t o apply t o 
any t r a n s i t i o n , no t j u s t t h e f i r s t t r a n s i t i o n . A l l p r e s e n t worths i n 
t h i s t h e s i s w i l l b e unders tood t o r e f e r t o t h e movable t ime s c a l e , i . e . , 
t o b e c u r r e n t w o r t h s . The c o n t r a d i c t i o n avo ided by t h i s u n d e r s t a n d i n g , 
w i t h o u t r e s o r t i n g to S ( i , n ) n o t a t i o n , i s t h i s : Let t h e e x p e c t e d 
p r e s e n t worth of b e i n g i n s t a t e i a t t ime n be 0 ( i , n ) when c a l ­
c u l a t e d w i t h r e s p e c t t o a f i x e d t i m e , so t h a t the e x p e c t e d p r e s e n t worth 
of b e i n g i n the same s t a t e i a t t ime n+1 i s 0 ( i , n + l ) = 3 0 ( i , n ) w i t h 
r e s p e c t t o t h e same f i x e d t i m e ; the c o n t r a d i c t i o n i s t h a t i f t h e s e 
v a l u e s are s u b s t i t u t e d i n t o Equation ( 1 ) , Equat ion (1) does no t h o l d . 
We have t h u s e s t a b l i s h e d t h a t t h e fundamental e q u a t i o n of v a l u e d Markov 
c h a i n s r e q u i r e s t h a t p r e s e n t worths be c a l c u l a t e d w i t h r e s p e c t to a 
movable , not f i x e d , t ime s c a l e . 
H a s t i n g s [51] has d e r i v e d Equat ion (1) a s a l i m i t i n g c a s e of t h e 
e x p e c t e d p r e s e n t worth of b e i n g in s t a t e i as t h e number of t r a n s i ­
t i o n s remaining over a f i n i t e h o r i z o n becomes l a r g e . Ross [101] has 
g i v e n a proof i n v o l v i n g lower and upper l i m i t s on V ( i ) t h a t converge 
t o a s i n g l e v a l u e . Howard [ 5 5 ] gave a proof o f the s t e a d y - s t a t e e q u a a 
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t i o n t h a t corresponds t o Equation Cl) when e x p e c t e d reward per t r a n s i t i o n 
i s t h e measure of performance . Many o t h e r e x t a n t p r o o f s , or d e v e l o p m e n t s , 
of Equat ion (1) are based on i n t u i t i v e arguments e s s e n t i a l l y i d e n t i c a l t o 
t h e f o l l o w i n g . 
Consider t h e s t o c h a s t i c a c t i v i t y network of F igure 2 , where each 
node r e p r e s e n t s a g i v e n s t a t e at a g i v e n t i m e , and each arc r e p r e s e n t s a 
p o s s i b l e t r a n s i t i o n . The cha in s t a r t s i n s t a t e i a t t ime n=0 and 
makes a t r a n s i t i o n . Let V ( j ) r e p r e s e n t t h e e x p e c t e d ( c u r r e n t ) worth 
of rewards a t t i m e s n = l , 2 , . . . i f t h e p r o c e s s i s i n s t a t e j a t t ime 
n = l . 
© • • • 
0 . . . 
0 . . . 
0 . . . 
n=2 
F i g u r e 2 . S t o c h a s t i c A c t i v i t y Network f o r a Valued Markov Chain 
I f t h e t r a n s i t i o n i s from i t o j , t h e r e w i l l be an immediate 
reward of c ( i , j ) , and at t ime n+1 t h e e x p e c t e d p r e s e n t worth of r e -
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wards i s V ( j ) . Thus, i f t h e t r a n s i t i o n from i i s i n f a c t t o j , 
we have V(i | i -*-j ) = c ( i , j ) 4- $V( j ) . S i n c e t h e v i s i t t o s t a t e j has 
a p r o b a b i l i t y of p ( i , j ) and t h e r e are N p o s s i b l e s t a t e s , the p r e s e n t 
worth of s t a r t i n g i n i i s 
N 
V ( i ) = I p ( i , j ) ( c ( i , j ) + 3 V ( j ) ) 
N N 
= I p ( i , j ) c ( i ) + 3 I p ( i , j ) c ( i , j ) 
j = l j = l 
N 
= r ( i ) + 3 I p ( i , j ) c ( i , j ) 
This i s , of c o u r s e , Equat ion ( 1 ) . 
T o t t e n [116] has shown t h a t t h e d i s c o u n t e d and und i scounted v a l u e 
e q u a t i o n s both f o r a Markov and semi-Markov va lued p r o c e s s can be reduced 
t o Equat ion 1 by a p p r o p r i a t e r e p a r a m e t e r i z a t i o n . Thus Equat ion (1) i s 
q u i t e g e n e r a l . A semi-Markov v a l u e d p r o c e s s i s a semi-Markov p r o c e s s 
w i t h r e t u r n s a s s o c i a t e d w i t h t r a n s i t i o n s from s t a t e t o s t a t e . 
I f a s i n g l e measure i s d e s i r e d f o r a l l t h e s t a r t i n g s t a t e s o f a 
v a l u e d Markov c h a i n , w i t h i n i t i a l p r o b a b i l i t y d i s t r i b u t i o n g i v e n by 
T r ( i , 0 ) , i = l , 2 , . . . , N , we can d e f i n e t h e expec ted p r e s e n t worth of t h e 
c h a i n , V , t o be 
N 
V = I TT(i,0) V ( i ) 
i = l 
where T r ( i , 0 ) > 0 i = l , 2 , . . . , N 
N 
£-TT(i,0) = 1 
i = l 
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Markov D e c i s i o n P r o c e s s e s 
A Markov D e c i s i o n P r o c e s s (MDP) i s a c o n t r o l l e d v a l u e d Markov 
c h a i n . The p r o c e s s i s observed by a d e c i s i o n maker at t ime p o i n t s 
n = 0 , l , 2 , . . . , t o be i n s t a t e i e S ; t h e d e c i s i o n maker then c h o o s e s an 
a c t i o n k , k = l , 2 , . . . , K ^ , which a f f e c t s the c o n d i t i o n a l p r o b a b i l i t i e s 
and rewards f o r t h e t r a n s i t i o n . The o b j e c t i v e o f the d e c i s i o n maker 
w i l l be taken here t o be t h e m a x i m i z a t i o n of t h e e x p e c t e d p r e s e n t worth 
of t h e i n f i n i t e s t ream of rewards . 
Standard Formula t ion 
The s tandard f o r m u l a t i o n of MDP was g i v e n by Howard [55] and has 
no t been improved up t o now. For each s t a t e leS t h e r e are v e r ­
s i o n s of t h e i t h row of t r a n s i t i o n p r o b a b i l i t i e s and r e t u r n s . The 
d e c i s i o n maker i s v iewed as c h o o s i n g t h e b e s t row f o r every s t a t e to 
maximize t h e e x p e c t e d p r e s e n t worth o f the p r o c e s s . The c l a s s i c a l e x ­
ample of t h i s f o r m u l a t i o n i s "Howard Ts t a x i c a b problem" [ 5 5 ] . 
To f o r m u l a t e a problem u s i n g t h i s c o n c e p t , we need t o d e f i n e t h e 
t r a n s i t i o n p r o b a b i l i t i e s and r e t u r n s f o r every s t a t e and under e v e r y 
a c t i o n . The problem can be s t a t e d as t h a t of s o l v i n g t h e f u n c t i o n a l 
sy s t em of e q u a t i o n s g i v e n by 
N 
V ( i ) = Max ( r ( i , k ) + 3 I p ( i , j , k ) V ( j ) ) i = l , 2 , . . . , N (3) 
k j = l 
where 
N 
r ( i , k ) = I p ( i , j , k ) c ( i , j , k ) 
3=1 
The o b s e r v a t i o n , a c t i o n and t r a n s i t i o n a r e v iewed as t a k i n g p l a c e i n 
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quick s u c c e s s i o n , a l l at t ime n . The d e c i s i o n v a r i a b l e s are the 
v a l u e s for k at each s t a t e . Note t h a t once a p o l i c y has been g i v e n , 
Equat ion (3) i s i d e n t i c a l t o Equat ion ( 1 ) , so t h a t t h e MDP problem 
becomes t h a t of s o l v i n g Equat ion (1) for a va lued Markov c h a i n . By a 
p o l i c y we mean a s e t of chosen k f s , one for every s t a t e . 
S ta te -Change Formulat ion 
The Sta te -Change Formulat ion was f i r s t r e p o r t e d by Young [127] 
as a way of f o r m u l a t i n g a problem i n which a l l of t h e a c t i o n s are 
changes i n s t a t e . The d e c i s i o n maker i s v iewed as o b s e r v i n g t h e sys tem 
at t ime n , n = 0 , l , 2 , . . , , and immediate ly changing t h e s t a t e of t h e 
s y s t e m i , t o a temporary s t a t e L a t a c o s t of k ( i , £ ) . The d e ­
c i s i o n f o r t h i s s t a t e change i s denoted by d ( i , £ ) , which r e p r e s e n t s 
t h e p r o b a b i l i t y t h a t t h e chosen temporary s t a t e w i l l be t , g i v e n t h a t 
t h e o b s e r v e d s t a t e i s i . A f t er t h i s , t h e r e i s a chance move which 
t a k e s t h e s y s t e m t o s t a t e j w i t h a p r o b a b i l i t y p ( £ , j ) and a r e t u r n 
c ( £ , j ) . This i d e a i s i l l u s t r a t e d i n F i g u r e 3 . 
19 
F i g u r e 3 . S t o c h a s t i c A c t i v i t y Network f o r t h e Sta te -Change Formulat ion 
Once t h e d e c i s i o n v a r i a b l e s d ( i , £ ) have been s p e c i f i e d , t h e 
s t a t e - c h a n g e problem i s a v a l u e d Markov c h a i n , and we can w r i t e down 
Equat ion (1) i n terms of t h e d e c i s i o n v a r i a b l e s as f o l l o w s : 
1 . F i r s t c o n s i d e r f i n d i n g t h e e x p e c t e d immediate r e t u r n denoted 
by r f ( i ) . I f we make a s t a t e change from i t o £ , we 
g e t t h e immediate e x p e c t e d r e t u r n of a t r a n s i t i o n from Z 
N 
g i v e n by £ p ( £ , j ) cC£.,j) , minus the c o s t of t h e s t a t e 
j = l 
change from i to Z , k ( i , £ ) . S i n c e we make a s t a t e -
change from i to Z w i t h p r o b a b i l i t y d ( i , £ ) , 
r ' ( i ) = f d ( i , £ ) ( - k ( i , £ ) + f pC^j) C ( £ s j ) ) (4) 
2 . To f ind t h e p r o b a b i l i t y of g o i n g from i to j , p f ( i , j ) , 
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we need only consider that we w i l l f i r s t make a state-change 
from i to t wi th a p robab i l i t y d ( i , £ ) , to get 
N 
P ' ( i , j ) = I d ( i , £ ) P ( £ , j ) , (5) 1=1 
or in matrix no ta t ion , 0 = ( p ' ( i , j ) } = DP , where Q is 
the equivalent t r a n s i t i o n matr ix . Rewrit ing Equation (1) and 
r e p l a c i n g r ' ( i ) and p ' ( i , j ) , we g e t 
N 
V ( i ) = r ' ( i ) + 3 I p ' ( i , j ) V ( j ) 
j = l 
N N 
= I d ( i , £ ) ( - k ( i , £ ) + I P ( £ , j ) c ( £ , j ) ) 1=1 .1=1 
N N 
+ 3 I ( I d ( i , £ ) P ( £ , j ) ) v ( j ) 
j = l 1=1 
N N 
= J d ( i ( £ ) { - k ( i , £ ) + I P ( £ , j ) ( c ( £ , j ) + 3 V ( j ) ) } (6) 1=1 j = l 
This equation can be eas i ly in te rp re ted , since for a given 
decision d ( i , £ ) , the expected present worth is given as 
the cost of the s ta te change plus the expected present worth 
of a l l fu ture rewards. 
Thus the MDP in state-change formulation consists of the 
solut ion of the system of funct ional equations given by 
21 
N N 
V ( i ) = Max I d ( i , £ ) { - k ( i , £ ) + I p ( £ , j ) ( c ( £ f j ) - r f i V ( j ) } } (7) 
d ( i , £ ) 1=1 j = l 
i = l , 2 , . . . , N 
I d ( i , £ ) = 1 a l l i 
£=1 
d ( i , £ ) > 0 a l l 1,1 
E q u i v a l e n c e of These Formulat ions 
To s e e how Equat ion (3) and Equat ion (7) are e q u i v a l e n t , n o t i c e 
t h a t t h e d e c i s i o n v a r i a b l e s d ( i , £ ) for t h e problem at hand w i l l t a k e 
on v a l u e s 0 or 1 , s i n c e Equat ion (7) forms a t r i v i a l l i n e a r knapsack 
problem i n d ( i , £ ) .. Thus Equat ion (7) i s e q u i v a l e n t t o 
N 
V ( i ) = M a x { - k ( i , £ ) + I p ( £ , j ) ( c ( £ , j ) + 3 V ( j ) ) } (8) I j = l 
i = l , . . . , N 
or 
N N 
V ( i ) = M a x { - k ( i , £ ) + I p ( £ , j ) c ( ^ , j ) + 3 I p ( £ , j ) V ( j ) } ( 9 ) 
£ j = l 3=1 
1 = 1 , 2 , . . . , N 
N 
The f i r s t term, - k ( i , £ ) + J p ( £ , j ) c ( £ , j ) = - k ( i , £ ) + r ( £ ) i n 
3=1 
Equat ion ( 9 ) can be w r i t t e n as r ( i , £ ) t o d e n o t e t h e e x p e c t e d immediate 
reward of making a s t a t e change from i t o Z and making a chance move 
t o some s t a t e . 
N 
The second term, 3 j p ( £ > j ) V ( j ) i n Equation ( 9 ) can be w r i t t e n as 
N j = l 
3 / , p ( i , j » £ ) V ( j ) , s i n c e i t i s c l e a r t h a t once t h e p r o c e s s r e a c h e s some 
3=1 
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temporary s t a t e t , the p r o b a b i l i t y of making a t r a n s i t i o n t o some 
s t a t e j i s independent of the s t a t e i b e f o r e t h e s t a t e - c h a n g e , t h a t 
i s , p ( l , j , £ ) = p ( 2 , j , £ ) = . . . = p ( N , j , £ ) . In o t h e r words , making a 
t r a n s i t i o n t o a temporary s t a t e t has the same e f f e c t as c h o o s i n g the 
£ t h v e r s i o n of the i t h row of P which g i v e s t h e p r o b a b i l i t i e s of 
go ing from i t o j . T h e r e f o r e , we can w r i t e Equat ion (7) as 
N 
V ( i ) = Max ( r ( i , £ ) + 3 I p ( i , j ,D V ( j ) } (10) 
I j = l 
i = l , 2 , . . . , N 
which i s i d e n t i c a l t o the f u n c t i o n a l e q u a t i o n s d e f i n i n g the s tandard 
f o r m u l a t i o n of t h e MDP g i v e n by Equat ion ( 3 ) . 
A Comparison of These Formulat ions 
A l l problems can be e x p r e s s e d i n e i t h e r form; however , t h e s t a t e -
change f o r m u l a t i o n i s p r e f e r r e d when a l l of t h e a c t i o n s c o n s i s t of 
changes o f s t a t e s . Rosentha l [99] has e x p l o i t e d t h i s c h a r a c t e r i s t i c t o 
s tudy a c l a s s of s t o c h a s t i c l o c a t i o n problems . The s t a t e - c h a n g e formu­
l a t i o n r e q u i r e s d e f i n i t i o n of new s t a t e s i f used t o s o l v e problems l i k e 
"Howard's t a x i - c a b problem" [ 5 5 ] , and should n o t be used in such c a s e s . 
The advantage of s t a t e - c h a n g e f o r m u l a t i o n i s t h a t i t a l l o w s a 
c l e a r s e p a r a t i o n between the a c t i o n s of the d e c i s i o n maker and t h e 
a c t i o n s of chance whenever t h e a c t i o n space and t h e s t a t e space are 
i d e n t i c a l . The advantage i s i n model ing c o n v e n i e n c e , not in s o l u t i o n , 
a l t h o u g h f o r problems w i t h a s p e c i a l s t r u c t u r e a l l o w i n g s o l u t i o n s h o r t ­
c u t s t h e c l a r i t y of s t a t e - c h a n g e f o r m u l a t i o n may make t h e s t r u c t u r e 
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e a s i e r t o d e t e c t or e x p l o i t . 
A d i s a d v a n t a g e of t h e s tandard f o r m u l a t i o n i s t h a t f o r many 
problems t h e n a t u r a l d e c i s i o n v a r i a b l e s a r e changes o f s t a t e s , so t h a t 
t h e r e are many i d e n t i c a l rows f o r v a r i o u s s t a t e s , which r e q u i r e un­
n e c e s s a r y s t o r a g e of r e p e a t e d i n f o r m a t i o n . A d d i t i o n a l l y , t h e t r a n s i t i o n 
r e t u r n s i n many c a s e s a r e a combinat ion of t h e independent c o s t s of 
c h o i c e moves and the chance move rewards . Standard f o r m u l a t i o n i s , 
however , t h e most n a t u r a l f o r m u l a t i o n f o r c a s e s i n which t h e d e c i s i o n s 
are n o t n e c e s s a r i l y s t a t e changes . 
Some Examples 
In t h i s s e c t i o n we p r o v i d e some examples i n s tandard and s t a t e -
change f o r m u l a t i o n s to i l l u s t r a t e t h e s e c o n c e p t s . 
A Maintenance-Repair Model. The f o l l o w i n g "Machine Care Problem" 
has been formulated by Beckmann [5] u s i n g t h e s tandard f o r m u l a t i o n of 
MDP as f o l l o w s : 
A machine can be i n e i t h e r of two s t a t e s , " f a i l e d " ( s t a t e 1) or 
" o p e r a t i n g " ( s t a t e 2 ) . I f t h e machine i s f a i l e d , the p o s s i b l e 
a c t i o n s are "normal r e p a i r " (k= l ) or "expres s r e p a i r " (k=2) . 
I f t h e machine i s o p e r a t i n g , the p o s s i b l e a c t i o n s are "no main­
t e n a n c e " (k= l ) or " p r e v e n t i v e maintenance" (k=2) . The r e l a t e d 
t r a n s i t i o n p r o b a b i l i t i e s and rewards are as f o l l o w s : 




k = l : 
k=2: 





k = l : 
k=2: 
k = l : 
k=2: 
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Find t h e d e c i s i o n p o l i c y t h a t maximizes t h e l o n g - r u n e x p e c t e d 
reward per t r a n s i t i o n . 
This problem i s no t n a t u r a l l y a s t a t e - c h a n g e problem, s i n c e the 
d e c i s i o n s cannot be i n t e r p r e t e d as changing t h e s t a t e u n l e s s a d d i t i o n a l 
s t a t e s are d e f i n e d . To i l l u s t r a t e the correspondence between the two 
f o r m u l a t i o n methods , however , t h e problem w i l l be re formula ted as a 
s t a t e - c h a n g e problem and s o l v e d . The s o l u t i o n w i l l be shown to be t h e 
same as the known s o l u t i o n . 
The s t a t e space must be expanded from S = { i } t o S l = { ( i , k ' ) } = 
{ ( 1 , 0 ) , ( 1 , 1 ) , ( 1 , 2 ) , ( 2 , 0 ) , ( 2 , 1 ) , ( 2 , 2 ) } , where s t a t e ( i , k r ) r e p r e s e n t s 
t h a t t h e l a s t observed s t a t e i s i and the l a s t d e c i s i o n i s k 1 . 
Here {k*} = { 0 , 1 , 2 } where k '=0 r e p r e s e n t s t h a t no a c t i o n has been 
taken s i n c e t h e l a s t s t a t e o b s e r v a t i o n i . In t h i s a r t i f i c i a l s t a t e -
change format , t h e problem s t a t e m e n t l e a d s t o 
P = 
( 1 , 0 ) ( 1 , 1 ) ( 1 , 2 ) ( 2 , 0 ) ( 2 , 1 ) ( 2 , 2 ) 
( 1 , 0 ) 1 0 0 0 0 0 
( 1 , 1 ) . 5 0 0 0 . 5 0 0 0 
( 1 , 2 ) . 33 0 0 .67 0 0 
( 2 , 0 ) 0 0 0 1 0 0 
( 2 , 1 ) . 25 0 0 .75 0 0 
( 2 , 2 ) . 1 0 0 0 .90 0 0 
Here the ( 1 , 0 ) and ( 2 , 0 ) rows are a r b i t r a r y , s i n c e t h e temporary 
( a f t e r - d e c i s i o n ) s t a t e cannot be ( 1 , 0 ) or ( 2 , 0 ) . The s t a t e - c h a n g e 
c o s t m a t r i x K has z e r o e s f o r a l l l e g a l s t a t e c h a n g e s , s i n c e t h e 
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matrix C from the o r i g i n a l problem statement includes the e f fec ts 
of act ion costs and state-occupancy rewards combined: 
( 1 , 0 ) ( 1 , 1 ) ( 1 , 2 ) ( 2 , 0 ) ( 2 , 1 ) ( 2 , 2 ) 
K = 
( 1 , 0 ) 
( 1 , 1 ) 
( 1 , 2 ) 
( 2 , 0 ) 
( 2 , 1 ) 
( 2 , 2 ) 
The t r a n s i t i o n reward matr ix is 
C = 
( 1 , 0 ) 
( 1 , 0 ) 
0 
( 1 , 1 ) 
0 
( 1 , 2 ) 
0 
( 2 , 0 ) 
0 
( 2 , 1 ) 
0 
( 2 , 2 ) 
-
0 
( 1 , 1 ) - 8 0 0 - 5 0 0 
( 1 , 2 ) - 1 5 0 0 - 1 2 0 0 
( 2 , 0 ) 0 0 0 0 0 0 
( 2 , 1 ) 7 0 0 10 0 0 
( 2 , 2 ) 5 0 0 8 0 0 
This completes the state-change formulat ion. I n genera l , i f an a r b i ­
t ra ry problem is to be formulated in state-change formulat ion, the 
number of states w i l l be N + Z . K . , where N is the number of states 
I I 
i n standard formulation and K. i s the number of decisions at s ta te i . 
l 
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From c l o s e r i n s p e c t i o n of t h e o r i g i n a l d a t a , an a l t e r n a t i v e 
s t a t e - c h a n g e f o r m u l a t i o n can be o b t a i n e d t h a t probably matches t h e 
problem a u t h o r ' s t h i n k i n g more c l o s e l y . This a l t e r n a t i v e f o r m u l a t i o n 
i s s u g g e s t e d by t h e f a c t t h a t t h e o r i g i n a l t r a n s i t i o n reward m a t r i x 
has c o n s t a n t row and column d i f f e r e n c e s , which i n turn s u g g e s t s t h a t 
t h e author may have been t h i n k i n g i n terms of an o p e r a t i n g p r o f i t of 
$ 4 , $7 (hal fway) and $10 , r e s p e c t i v e l y , for a f a i l e d p e r i o d , a h a l f -
o p e r a t i n g p e r i o d and an o p e r a t i n g p e r i o d , w i t h a c t i o n c o s t s of $12 
f o r normal r e p a i r , $19 f o r e x p r e s s r e p a i r , $0 f o r no maintenance and 
$2 f o r p r e v e n t i v e ma in tenance . Under t h e s e assumpt ions t h e f o l l o w i n g 
a l g e b r a i c a l l y - e q u i v a l e n t s t a t e - c h a n g e f o r m u l a t i o n would have P as 
b e f o r e , and 
( 1 , 0 ) ( 1 , 1 ) ( 1 , 2 ) ( 2 , 0 ) ( 2 , 1 ) ( 2 , 2 ) 
K 
( 1 , 0 ) 
( 1 , 1 ) 
( 1 , 2 ) 
( 2 , 0 ) 
( 2 , 1 ) 
( 2 , 2 ) 
12 19 
w i t h 
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C = 
( 1 , 0 ) ( 1 , 1 ) ( 1 , 2 ) ( 2 , 0 ) ( 2 , 1 ) ( 2 , 
( 1 , 0 ) 0 0 0 0 0 0 
( 1 , 1 ) 4 0 0 7 0 0 
( 1 , 2 ) 4 0 0 7 0 0 
( 2 , 0 ) 0 0 0 0 0 0 
( 2 , 1 ) 7 0 0 10 0 0 
( 2 , 2 ) 7 0 0 10 0 0 
To v e r i f y t h a t both of t h e above s t a t e - c h a n g e f o r m u l a t i o n s a r e 
v a l i d r e p r e s e n t a t i o n s of t h e o r i g i n a l problem, t h e problem was s o l v e d 
by a computer program ( t h e one used i n t h e second exper iment i n Chapter 
VII ) t h a t reads i t s da ta i n s t a t e - c h a n g e form. For both c a s e s , the 
r e s u l t s were ( f o r $ = . 9 ) 
Value of s t a t e ( i , k T ) 
V ( 1 , 0 ) = 3 4 . 8 4 
V ( l , l ) = - c o 
V ( l , 2 ) = -<» 
V ( 2 , 0 ) = 5 7 . 0 3 
V ( 2 , l ) = - o o 
V ( 2 , 2 ) = -co 
Optimal temporary s t a t e 
( 1 , 1 ) (Corresponds t o 
k=l a t s t a t e 1) 
( 2 , 2 ) (Corresponds t o 
k=2 a t s t a t e 2) 
These s o l u t i o n s correspond t o the known s o l u t i o n of t h e same problem 
i n s tandard f o r m u l a t i o n ( s e e , f o r example , t h e f i n a l s e c t i o n of 
Chapter I V ) . 
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An Inventory Model. A n a t u r a l example of s t a t e - c h a n g e formula­
t i o n i s p r o v i d e d by the most g e n e r a l i n v e n t o r y - c o n t r o l problem t h a t 
f i t s the framework of Markov d e c i s i o n p r o c e s s e s : t h e q u i c k - r e p l e n i s h ­
ment, i n f i n i t e - h o r i z o n i n v e n t o r y problem w i t h an a r b i t r a r y s t a t i o n a r y 
p r o b a b i l i t y d i s t r i b u t i o n of demand and w i t h n o n - l i n e a r r e p l e n i s h m e n t , 
s h o r t a g e and h o l d i n g c o s t s . Here t h e s t a t e i s t h e number of u n i t s on 
hand, and t h e d e c i s i o n i s how many t o r e p l e n i s h , so t h a t s t a t e - c h a n g e 
f o r m u l a t i o n i s n a t u r a l . 
Cons ider an i n v e n t o r y s y s t e m w i t h i u n i t s on hand a t t h e 
b e g i n n i n g of a p e r i o d ; t h e r e p l e n i s h m e n t d e c i s i o n b r i n g s the number of 
u n i t s up t o £ , a t a c o s t M ( £ - i ) ; the demand b r i n g s t h e number of 
u n i t s down t o j , a c c o r d i n g t o a p r o b a b i l i t y f u n c t i o n P(y) > where 
y i s t h e number of u n i t s demanded, so t h a t j = m a x ( £ - y , 0 ) ; i f j>0 
a h o l d i n g c o s t H(j ) i s e n c o u n t e r e d , and i f j = 0 and e x p e c t e d 
s h o r t a g e c o s t U(£.) i s encountered t h a t e q u a l s the e x p e c t e d v a l u e of 
t h e s h o r t a g e c o s t Q(y-£) over a l l p o s s i b l e demands y t h a t cause 
j - 0 : 
oo 
UCO = I P(y\ykl)Q(y-l) . 
The i n v o l v e d computat ions n e c e s s a r y t o c o n v e r t the data from the form 
here t o the form needed f o r s tandard f o r m u l a t i o n are o u t l i n e d i n an 
e l ementary t e x t b o o k [ 5 2 ] , u s i n g about four pages o f e x p l a n a t i o n i n two 
s e c t i o n s t o t r e a t t h e mode l ing of a l e s s g e n e r a l i n v e n t o r y problem 
( t h e d i f f i c u l t y b e i n g t h a t each e lement of the s tandard t r a n s i t i o n and 
c o s t m a t r i c e s i n v o l v e s the combinat ion of the e f f e c t s of r e p l e n i s h m e n t 
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and demand). In t h e s t a t e - i n t e r c h a n g e f o r m u l a t i o n , however, the t h r e e 
m a t r i c e s t h a t c o n t a i n t h e data s p e c i f i c a t i o n can be w r i t t e n down 
immediate ly (here for a s y s t e m where i n v e n t o r i e s have an upper l i m i t 
of four f o r i l l u s t r a t i v e p u r p o s e s ) : 
0 l 2 3 k 
0 1 0 0 0 0 
1 l - £ P(0) 0 0 0 
CM 1-Z P ( l ) P(0) 0 0 
00 1-E P(2) p ( l ) P (0 ) 0 
k 1-Z P(3) P(2 ) P ( l ) P (0 ) 
0 l 2 3 
0 0 M(l) M(2) M(3) M(4) 
1 o o 0 M(l) M(2) M(3) 
2 o o CO 0 M(l) M(2) 
3 o o 0 0 0 0 0 M(l) 
t* o o 0 0 0 0 0 0 0 
0 1 2 a 
0 - U ( 0 ) 
1 - u ( i ) - H ( l ) 
2 -U(2 ) - H ( l ) -H(2) 
3 - U ( 3 ) - H ( l ) -H(2) -H(3) 
- U ( 4 ) - H ( l ) -H(2) -H(3) -H(4) 
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In the n o t a t i o n 1-E i n m a t r i x P , £ d e n o t e s t h e row sum e x c l u d i n g 
t h e e lement i n which E a p p e a r s . The n e g a t i v e s i g n s i n m a t r i x C r e ­
f l e c t t h e c o n v e n t i o n t h a t C i s a m a t r i x of rewards . The b lanks i n 
matr ix C are u n s p e c i f i e d rewards f o r i m p o s s i b l e t r a n s i t i o n s , s i n c e 
the c o r r e s p o n d i n g e l e m e n t s of P are z e r o . The i n f i n i t e v a l u e s i n 
matr ix K cou ld be l e f t b lank a l s o i f t h e s o l u t i o n a l g o r i t h m i s s e t t o 
i g n o r e n e g a t i v e r e p l e n i s h m e n t d e c i s i o n s s e t t o zero f o r t < i ) . 
This problem w i l l be used t o i l l u s t r a t e t h e proposed s o l u t i o n methods 
i n Chapter V I I , where a g e n e r a l i z e d ( s , S ) p o l i c y i s found t o be op t ima l 
f o r a 1 0 0 - s t a t e example . 
Semi-Markov D e c i s i o n P r o c e s s e s 
A semi-Markov d e c i s i o n p r o c e s s i s a c o n t r o l l e d semi-Markov va lued 
p r o c e s s . The d e c i s i o n maker o b s e r v e s t h e p r o c e s s and t a k e s a c t i o n s j u s t 
as i n a MDP, t h e o n l y d i f f e r e n c e b e i n g i n the u n d e r l y i n g s t o c h a s t i c 
b e h a v i o r . 
A r e c e n t a r t i c l e by Lippman [79] r e f e r s to semi-Markov d e c i s i o n 
p r o c e s s e s as b e i n g " . . . t h e most n a t u r a l f o r m u l a t i o n f o r a p l e t h o r a of 
s t o c h a s t i c c o n t r o l problems , p a r t i c u l a r l y t h o s e a r i s i n g i n i n v e n t o r y , 
q u e u e i n g , and i n s p e c t i o n - m a i n t e n a n c e - r e p l a c e m e n t sys tems and i n economic 
p l a n n i n g and consumption m o d e l s . " 
For a g i v e n p o l i c y , the problem reduces t o t h a t of e v a l u a t i n g a 
semi-Markov v a l u e d p r o c e s s , which i s an e q u i v a l e n t problem to t h a t o f a 
v a l u e d Markov c h a i n , as shown by T o t t e n [ 1 1 6 ] , Thus, t h e r e s u l t s p r e ­
s e n t e d i n t h i s t h e s i s apply a l s o f o r semi-Markov d e c i s i o n p r o c e s s e s . 
T o t t e n does n o t g i v e t h e c o n v e r s i o n p r o c e d u r e s , but shows t h e i r 
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e x i s t e n c e . The d e t a i l e d procedures a p p l i c a b l e f o r most of the commonly 
encountered s o j o u r n - t i m e d i s t r i b u t i o n s are p r e c i s e l y t h o s e g i v e n by 
Young and Contreras f o r c a l c u l a t i n g e x p e c t e d p r e s e n t worths of randomly-
t imed cash f lows [ 1 2 9 ] ; they are e l a b o r a t e d and a p p l i e d to s t o c h a s t i c 
p r o c e s s e s i n a forthcoming m a s t e r ' s t h e s i s by Carl Wohlers (Schoo l of 
I n d u s t r i a l and Systems E n g i n e e r i n g , Georgia I n s t i t u t e of Technology) on 
d e c i s i o n t r e e s w i t h random t i m i n g . 
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CHAPTER I I I 
INFORMATION GATHERING FOR MARKOV DECISION PROCESSES 
The computation d i f f i c u l t i e s that are the main subject of th is 
thesis are not the only impediments to large-scale MDP usage. The area 
of information gathering may be equally important. Information gather­
ing and modeling are in t imate ly connected, since there are tradeoffs 
among a l t e r n a t i v e formulation models along competing dimensions. Compu­
t a t i o n a l convenience, accuracy and demand for data are three of the most 
important such dimensions, although such considerations as genera l i t y , 
robustness and i n t u i t i v e appeal may be equally important. 
In the previous chapter the state-change formulation was i n t r o ­
duced. I t is su i tab le only for cer ta in MDPs, but for these i t i s super­
i o r to standard formulation i n several ways—computational convenience 
(reduced s torage) , reduced preprocessing of data ( p r o b a b i l i t i e s and 
costs are used separately as gathered, not lumped together) and i n t u i ­
t i v e appeal—although i t has no accuracy advantage in computation and i s 
less general . From the standpoint of information gathering, s t a t e -
change formulation has an add i t iona l advantage in t h a t , because i t does 
not confound rewards, costs and p r o b a b i l i t i e s , i t allows easier and more 
accurate appl ica t ion of the inferences developed in th is chapter for 
helping to specify rewards and p r o b a b i l i t i e s . 
This chapter t rea ts two general aspects of MDP information 
gathering. In the f i r s t section some new cost-modeling (or reward-
33 
model ing) methods are p r e s e n t e d ; t h e s e are d i r e c t consequences of r e c e n t 
work i n u n c e r t a i n t iming of cash f lows by Young and Contreras [129] 
a p p l i e d t o MDP. In the second s e c t i o n a framework for a p p l y i n g s t a t i s ­
t i c a l i n f e r e n c e s t o l a r g e - s c a l e MDP i s proposed; t h e i n f e r e n c e methods 
t h e m s e l v e s are known methods from t h e l i t e r a t u r e and a r e s imply e x p l a i n e d 
b r i e f l y . 
Cost Timing i n D i s c r e t e Markov Chains 
In t h i s s e c t i o n t h e e f f e c t s o f random t iming of rewards w i t h i n a 
t r a n s i t i o n i n t e r v a l are examined, and methods are p r e s e n t e d for e s t i m a t ­
i n g c ( i , j ) , or c ( £ , j ) and k ( i , £ ) when t h e c o s t s or rewards are 
known, but t h e i r t iming i s u n c e r t a i n . 
In both the s tandard f o r m u l a t i o n and t h e s t a t e - c h a n g e f o r m u l a t i o n , 
t h e v a l u e e q u a t i o n s c o n t a i n by c o n v e n t i o n the assumption t h a t t h e o b s e r ­
v a t i o n , t h e a c t i o n and t h e chance t r a n s i t i o n a l l occur a t t ime n . The 
assumed t i m i n g i s s imply a c o n v e n t i o n . I f , f o r example , a t r a n s i t i o n 
reward were c o l l e c t e d a t t h e end of a t r a n s i t i o n i n t e r v a l r a t h e r than at 
t h e b e g i n n i n g , we cou ld s imply r e p l a c e r ( i ) i n Equat ion ( 1 ) , Chapter I I , 
w i t h $ r ( i ) . 
The d e t a i l e d c o s t t iming c o n s i d e r a t i o n s are c o n s i d e r e d i n t h e 
c o n t e x t of a s m a l l example problem. 
Consider an a m p l i f i e r t h a t can e x i s t i n 3 s t a t e s , where s t a t e 3 
i s f a i l u r e , an absorb ing s t a t e . The e l e m e n t s o f {p^^} are . 9 2 , . 0 7 , 
. 0 1 , 0 , . 5 5 , . 4 5 , 0 , 0 , 1 . The a m p l i f i e r b e g i n s i n s t a t e 1 , and i t i s 
d e s i r e d t o f i n d t h e e x p e c t e d number of t ime p e r i o d s t o f a i l u r e . This 
p r o c e s s can be c o n s i d e r e d an i n f i n i t e - h o r i z o n s t a t i o n a r y Markov cha in 
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w i t h rewards i f we imagine a $1 reward t o be c o l l e c t e d each t ime the 
a m p l i f i e r does n o t f a i l ; then the t o t a l number of d o l l a r s c o l l e c t e d i s 
equa l t o t h e t o t a l number of t ime p e r i o d s t o f a i l u r e . Thus Equat ion ( 1 ) , 
Chapter I I , a p p l i e s , w i t h 3=1 . We s e t c ( 3 , 3 ) = 0 . Now the q u e s t i o n 
of t i m i n g a r i s e s . We can compute t h e expec ted number of t ime p e r i o d s 
completed b e f o r e f a i l u r e by s e t t i n g c ( i , l ) = c ( i , 2 ) = 1 f o r a l l i ; or 
we can compute t h e e x p e c t e d number of t ime p e r i o d s s t a r t e d b e f o r e f a i l ­
ure by s e t t i n g c ( l , j ) = c ( 2 , j ) = T f o r a l l j ; or we can compute an 
approximat ion of t h e e x p e c t e d number of t ime p e r i o d s spent w i t h o u t 
f a i l u r e by s e t t i n g c ( i , j ) = l f o r a l l i , j where bo th i and j are 
no t 3 , and c ( i , j ) = . 5 f o r a l l i , j where e i t h e r i = 3 , j ^ 3 or i ^ 3 , j = 3 , 
thus assuming t h a t t r a n s i t i o n s o c c u r , on t h e a v e r a g e , i n t h e middle of 
t h e y e a r . In a s e n s e , a l l t h r e e model ing approaches are s a t i s f a c t o r y , 
but in another s e n s e n o t . The n u m e r i c a l r e s u l t s from Equat ion ( 1 ) , 
Chapter I I , a r e , r e s p e c t i v e l y , 1 3 . 4 4 e x p e c t e d t ime p e r i o d s c o m p l e t e d , 
1 4 . 4 4 e x p e c t e d t ime p e r i o d s s t a r t e d , 1 3 . 9 4 e x p e c t e d t ime p e r i o d s spent 
( t h e t h i r d answer i s the average of t h e f i r s t t w o ) . Few a n a l y s t s would 
q u a r r e l s e r i o u s l y w i t h t h e t h i r d approach when a p p l i e d to a r e a l p r o b ­
lem, b u t , as w i l l be s e e n , t h i s approach does no t g e n e r a l i z e to more 
complex prob lems . A l e s s ambiguous approach i s needed . 
Timing of S t a t e T r a n s i t i o n s 
S t a t e t r a n s i t i o n s can occur a t t h e b e g i n n i n g of t h e t r a n s i t i o n 
i n t e r v a l . When they do , t h e c o r r e s p o n d i n g reward c ( i , j ) i s s imply 
the reward f o r t h e t r a n s i t i o n . I f they occur a t the end of t h e t r a n s i ­
t i o n i n t e r v a l , t h e correspond ing reward c ( i , j ) i s R@ , where R i s 
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t h e reward. I f they occur a t a s p e c i f i e d t ime w i t h i n the i n t e r v a l , the 
c o r r e s p o n d i n g reward c ( i , j ) i s R$ , where T i s t h e p r o p o r t i o n of 
the t r a n s i t i o n i n t e r v a l t h a t e l a p s e s b e f o r e the t r a n s i t i o n . These t h r e e 
r u l e s s imply d i s c o u n t t h e reward p r o p e r l y i n accordance w i t h t h e conven­
t i o n t h a t Equat ion ( 1 ) , Chapter I I , i s w r i t t e n , assuming each formal 
reward t o occur a t the b e g i n n i n g of the i n t e r v a l . 
The more i n t e r e s t i n g c a s e s are t h o s e in which a t r a n s i t i o n o c c u r s 
at some u n s p e c i f i e d t i m e dur ing t h e t r a n s i t i o n i n t e r v a l , as was t h e c a s e 
i n the above example . Three c a s e s a r e of s p e c i a l i n t e r e s t : Uniformly 
d i s t r i b u t e d t i m i n g , t r u n c a t e d - e x p o n e n t i a l t i m i n g , and a r b i t r a r i l y d i s ­
t r i b u t e d t i m i n g . 
Uniformly D i s t r i b u t e d T r a n s i t i o n Timing. Let T be a un i formly 
d i s t r i b u t e d random v a r i a b l e on the i n t e r v a l ( 0 , 1 ) , r e p r e s e n t i n g the 
p r o p o r t i o n of the t r a n s i t i o n i n t e r v a l t h a t e l a p s e s b e f o r e t h e t r a n s i ­
t i o n . Let R be t h e a c t u a l reward c o l l e c t e d . Then, d i r e c t l y from t h e 
arguments i n Young and Contreras [ 1 2 9 ] , we have 
Uniformly d i s t r i b u t e d t i m i n g i s what would be e x p e c t e d i f the t r a n s i t i o n 
were the r e s u l t of an event whose a r r i v a l t ime had a n e g a t i v e - e x p o n e n t i a l 
d i s t r i b u t i o n , t h a t i s , an e v e n t from a s e r i e s o f e v e n t s t h a t c o n s t i t u t e s 
a P o i s s o n p r o c e s s . Thus t h i s c a s e f i t s many p r a c t i c a l a p p l i c a t i o n s . The 
q u a n t i t y -LYI 3 i s of c o u r s e a p o s i t i v e q u a n t i t y known t o e c o n o m i s t s as 
the nominal c o n t i n u o u s i n t e r e s t r a t e r . By d e f i n i t i o n , 3=e or 
c ( i , j ) = R -In 3 
1 -3 (TsianAJjttoyi hjmovid R at 
uyiifioswltf dXj^ViXbvJjid time,.) (1) 
r=-£n 3 . 
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Truncated -Exponent ia l T r a n s i t i o n Timing. I f the t r a n s i t i o n were 
t h e r e s u l t of an event whose t iming had a n e g a t i v e - e x p o n e n t i a l d i s t r i b u ­
t i o n w i t h mean m t r a n s i t i o n i n t e r v a l s , and t h e event happened t o have 
occurred dur ing the i n t e r v a l , t h e n we would e x p e c t t h e t i m i n g of t h e 
t r a n s i t i o n to have a t r u n c a t e d - e x p o n e n t i a l d i s t r i b u t i o n . This c o v e r s 
some important ag ing or r e l i a b i l i t y s i t u a t i o n s , where t h e event occurs 
on the f i r s t f a i l u r e i n a s e r i e s of s u c c e s s i v e chances for f a i l u r e . Let 
x be the t ime of t h e e v e n t , w i t h d e n s i t y f u n c t i o n f ( x ) = ( l / m ) e X ^ m , 
so t h a t m i s t h e e x p e c t e d t ime of the e v e n t . I f x< l , then we s e t 
c ( i , j ) equa l to t h e e x p e c t e d v a l u e of R3 . But t h i s e x p e c t e d v a l u e 
i s 
R / ^ e " r X f ( x ) d x 
E(R3 X | x< l ) = E(Re r x | x < l ) = —— 
/ g f ( x ) d x 
I n t e g r a t i n g , we o b t a i n 
p , . - ( r + l / m ) * [TnayMxitLovi nmcmd R at 
c ( i , j ) = ~~e - j t^unca£&d-&xpon&ntiaZ (2) 
( l + r m ) ( l - e / m ) tlmd] 
A r b i t r a r i l y D i s t r i b u t e d T r a n s i t i o n Timing. Within t h e u s u a l 
range of p r a c t i c a l i n t e r e s t for economy s t u d i e s i n e n g i n e e r i n g ( i n t e r e s t 
r a t e s up to about 18 per c e n t , t r a n s i t i o n i n t e r v a l s of l e s s than 10 yr 
d u r a t i o n ) , an approximat ion g i v e n by Young and Contreras [129] f o r the 
—rx T expec ted v a l u e of e (which i s t h e same as 3 h e r e ) l e a d s to t h e 
f o l l o w i n g approximat ion f o r c ( i , j ) when t h e t ime T of t h e t r a n s i t i o n 
i s d i s t r i b u t e d a r b i t r a r i l y w i t h mean y and v a r i a n c e a 2 : 
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[T/tayuttton siewa/id R at 
c ( i , j ) = R B ^ ( l - K T 2 r 2 / 2 ) ounbWiaJuUbj dLu&vLbutzd ( 3 ) 
time.) 
T h e a p p r o x i m a t i o n o f E q u a t i o n ( 3 ) h o l d s w i t h i n a b o u t 1 p e r c e n t e r r o r 
f o r p r a c t i c a l l y a n y p r o b a b i l i t y d i s t r i b u t i o n o f T . 
T h e t h r e e f o r m u l a s g i v e n f o r c ( i , j ) i n E q u a t i o n s ( 1 ) , ( 2 ) a n d 
( 3 ) s h o u l d c o v e r m o s t c a s e s o f p r a c t i c a l i n t e r e s t w h e r e a t r a n s i t i o n 
r e w a r d i s c o l l e c t e d a t t h e m o m e n t o f t r a n s i t i o n , a n d t h i s m o m e n t i s 
r a n d o m l y d i s t r i b u t e d . 
C e s s a t i o n o f U n i f o r m R e w a r d s 
W e n o w c o n s i d e r s i t u a t i o n s i n w h i c h t h e r e w a r d i s n o t a l u m p s u m 
p a i d a t t h e m o m e n t o f t r a n s i t i o n , b u t i s a u n i f o r m c a s h f l o w t h a t s t a r t s 
o r s t o p s a t t h e m o m e n t o f t r a n s i t i o n . I f s t a t e i i s a s t a t e i n w h i c h 
w e c o l l e c t A d o l l a r s p e r u n i t t i m e , a n d s t a t e j i s a s t a t e i n w h i c h 
w e c o l l e c t n o r e w a r d , t h e n c ( i , i ) s h o u l d b e s e t t o t h e e x p e c t e d v a l u e 
— i 
o f A ( l - $ ) / r i n o r d e r t o h a v e c ( i , j ) r e p r e s e n t t h e e x p e c t e d p r e s e n t 
w o r t h o f e a r n i n g s u p t o c e s s a t i o n . C o n v e r s e l y , i f s t a t e i i s a s t a t e 
i n w h i c h w e c o l l e c t n o r e w a r d , a n d s t a t e j i s a s t a t e i n w h i c h w e 
c o l l e c t A d o l l a r s p e r u n i t t i m e , t h e n c ( i , j ) s h o u l d b e s e t t o t h e 
— f 
e x p e c t e d v a l u e o f A ( @ - @ ) / r . T h e s e e x p e c t e d v a l u e s c a n b e c a l c u l a t e d 
f r o m t h e r e s u l t s i n t h e p r e v i o u s s e c t i o n . 
T a b l e 2 s u m m a r i z e s t h e f o r m u l a s f o r c ( i , j ) r e s u l t i n g f r o m c o n ­
s i d e r a t i o n o f l u m p s u m s o r u n i f o r m c a s h f l o w s w i t h r a n d o m s t a r t i n g o r 
c e s s a t i o n t i m e s w i t h i n a t r a n s i t i o n i n t e r v a l . 
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Table 2 . C o n t r i b u t i o n s t o c ( i , j ) 
f o r S i n g l e and Uniform Continuous Rewards 
S i n g l e Reward 
R d o l l a r s a t t ime T 
Timing of Rewards 
T a known c o n s t a n t 
(T=0) 
(T=l) 
T d i s t r i b u t e d un i formly ( 0 , 1 ) 
x d i s t r i b u t e d e x p o n e n t i a l l y w i t h 
mean y , g i v i n g t r u n c a t e d -
e x p o n e n t i a l T 
T d i s t r i b u t e d a r b i t r a r i l y w i t h 
mean y , v a r i a n c e cr2 




R ( l - 3 ) / r (r=-ln 3) 
R ( l - e " ( r + 1 / m ) ) ( i , j such 
( 1 + r m ) ( l - e - 1 / m ) t h a t X < 1 ) 
R 3 y ( l + c r 2 r 2 / 2 ) 
Uniform Continuous Reward 
A d o l l a r s per u n i t t ime from 0 t o T, 
B d o l l a r s per u n i t t ime from T t o 1 
Timing of Rewards 
A, t ime 0 t o t ime T 
T a known c o n s t a n t 
T d i s t r i b u t e d un i formly ( 0 , 1 ) 
T d i s t r i b u t e d a r b i t r a r i l y w i t h 
mean y , v a r i a n c e a 2 
B, t ime T t o t ime 1 
T a known c o n s t a n t 
T d i s t r i b u t e d un i formly ( 0 , 1 ) 
T d i s t r i b u t e d a r b i t r a r i l y w i t h 
mean y , v a r i a n c e a 2 
C o n t r i b u t i o n s t o c ( i , j ) 
A ( l - 3 T ) / r 
A ( l - ( l - 3 / r ) ) / r 
A ( l - 3 y ( ± + 0 * r z / 2 ) ) / r 2 2 
B(3-3 ) / r 
B ( 3 - ( l - 3 / r ) ) / r 
B ( l - 3 y ( l + a 2 r 2 / 2 ) ) / r 
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S t a t i s t i c a l Inference 
In p r a c t i c a l s i t u a t i o n s , the gathering of MDP data is not t r i v i a l . 
For example, i t may be desired to apply MDP to a s i tua t ion that does not 
necessari ly obey the Markov assumptions when reasoned from f i r s t p r i n c i ­
p les , so that sample t r a j e c t o r i e s from r e a l or simulated h is to r ies of 
the process must be examined to tes t the relevant hypotheses. Such a 
s i t u a t i o n occurs when states are lumped together, as when inventory con­
t r o l is done i n lo ts of M items, when insured c l ien ts are c l a s s i f i e d 
in to r i s k classes, when queueing systems are examined at regular i n t e r ­
vals whose lengths are such that many state changes occur between 
observations, and when continuous var iables are t reated as d iscre te . 
Such a s i t u a t i o n also occurs when a r t i f i c i a l states are defined so as 
to represent a non-stat ionary chain wi th a stat ionary one, as when 
actuaries devise states intermediate between " l i v i n g " and "dead" in 
order to r e p l i c a t e observed survivorship curves, or when "incubation" 
states are added in disease control problems. In add i t ion , there are 
cases where micro knowledge is great but macro knowledge is smal l , as 
when the o v e r a l l operation of a baggage handling system or a production 
control system is hypothesized to have Markov proper t ies . F i n a l l y , 
there are many cases i n which one wonders whether Markov assumptions 
apply at a l l , as in marketing surveys where only experimental evidence 
would be able to establ ish that brand switching can be adequately 
modeled as Markovian. 
Even with enough data to establ ish a set of observable states 
that obey the Markov assumptions, i t is doubtful that anyone with a 
la rge-sca le problem to solve would have information f i rs t -hand on a l l 
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of the possible versions of the Markov chain that could be encountered 
when many d i f f e r e n t decision po l ic ies are t r i e d . Thus we postulate that 
at least some of the data gathering w i l l be done be s imulat ion. Once a 
decision s i tua t ion becomes w e l l known i n one or more versions, as by 
actual h i s t o r y , one may bu i ld a simulation model of i t . I f the simula­
t i o n model represents the known versions of the s i t u a t i o n , there is 
reasonable hope that other versions of the simulation model would also 
represent versions of the s i t u a t i o n that ex is t so far only in the model 
b u i l d e r ' s imagination. The method that is probably most t y p i c a l l y used 
in simulation studies is simply to t ry various decisions in a va l idated 
simulation model, choosing the decisions that give the best outcome. 
Where the problem has MDP s t ruc ture , i t seems obvious that a 
much more e f f i c i e n t way to proceed is to use the simulation model only 
to generate the data for MDP so lu t ion , because the MDP methodology can 
invest igate far more po l ic ies far more cheaply than d i rec t s imulat ion. 
A recommended procedure for organizing the data invest iga t ion 
phase of an MDP study is shown in Figure 4. In every case where sim­
u la t ion is mentioned, i t is of course possible and preferable to use 
actual h i s t o r i e s i f a v a i l a b l e . 
FROM n°"REPLICATIONS OF A TIME 
SERIES OF STATE OCCUPANCIES, 
COMPUTE THE NUMBER OF TRANSI­
TIONS i - v j DURING THE tTH 
TRANSITION, n ( i , j ; t ) , AND THE 
TOTAL NUMBER OF TRANSITIONS 
i+j , n ( i , j ) . 
ASSUMING A FIRST ORDER MARKOV 
CHAIN, ESTIMATE THE STATIONARY 
AND NON-STATIONARY TRANSITION 
PROBABILITIES p( i . j ) , AND 
p ( i i j ; t ) . 
REJECT 
USE THE ESTIMATED 
TRANSITION PROBABIL 
ITIES, AND SOLVE A 
STATIONARY MDP. 
Figure 4. Data Invest igat ion Procedure 
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Data I n v e s t i g a t i o n 
For a g i v e n s t a t e i , t h e p r o b a b i l i t y o f a t r a n s i t i o n i->j 
depends o n l y on t h e d e c i s i o n a t i and n o t on t h e d e c i s i o n s at any 
o t h e r s t a t e . Thus t h e r e i s no n e e d , e i t h e r i n s i m u l a t i o n or i n examin­
a t i o n of h i s t o r i c a l d a t a , t o c o n s i d e r a l l p o l i c i e s s e p a r a t e l y . The 
minimal number of s e p a r a t e exper iments n e c e s s a r y t o e s t i m a t e a l l p o s ­
s i b l e p ( i , j , k ) i s , a l t h o u g h for a g i v e n MDP i t i s u s u a l l y 
n e c e s s a r y t o augment t h i s number i n order t o a c h i e v e a s u f f i c i e n t sample 
s i z e f o r each i ; i f a s t a t e i s never or seldom reached under a p a r ­
t i c u l a r p o l i c y , which o f t e n happens , e x p e r i m e n t a t i o n w i t h o t h e r p o l i c i e s 
i s r e q u i r e d . 
For each p o l i c y a t ime s e r i e s of s t a t e s r e s u l t i n g from a sample 
r e a l i z a t i o n i s g e n e r a t e d . This t ime s e r i e s i s c a l l e d a sample t r a j e c ­
t o r y . We c o n s i d e r two s i t u a t i o n s : one where t h e t ime s e r i e s d a t a are 
a v a i l a b l e , and one where t h e data are a g g r e g a t e d i n such a way t h a t the 
t ime r e l a t i o n s h i p s a r e l o s t . To i l l u s t r a t e , t ime s e r i e s da ta may be 
r e p o r t e d as a v e c t o r such as ( 1 , 1 , 3 , 4 , 1 , 1 , 1 , 3 , . . . ) , meaning t h a t t h e 
p r o c e s s moved from s t a t e 1 t o s t a t e 1 t o s t a t e 3 t o s t a t e 4 . . . , 
where the d imens ion of t h e v e c t o r i s t h e number of t ime p e r i o d s o b ­
s e r v e d . By c o n t r a s t , a g g r e g a t e da ta may be r e p o r t e d as a v e c t o r such 
as ( 3 6 , 2 4 , 5 6 , . . . ) , meaning t h a t s t a t e 1 was v i s i t e d 36 t i m e s , s t a t e 2 
was v i s i t e d 24 t i m e s , . . . , where t h e d imens ion of t h e v e c t o r i s N , 
the number of s t a t e s . 
The problem of s t a t i s t i c a l i n f e r e n c e i s of c o u r s e s i m p l e r f o r 
t ime s e r i e s d a t a than for a g g r e g a t e d a t a . S i m u l a t i o n - g e n e r a t e d data 
can always be i n t ime s e r i e s form, but h i s t o r i c a l r e c o r d s are o f t e n 
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aggregated. 
I n the fol lowing two sect ions, t i t l e d Invest igat ion of Time Series 
Data and Invest igat ion of Aggregate Data, we present relevant resul ts 
from the l i t e r a t u r e , omitt ing a l l der iva t ions . A Short Bibliography of 
Data Invest igat ion for MDP is included at the end of the chapter, and i t 
contains references for a l l s t a t i s t i c a l procedures discussed here. 
Invest iga t ion of Time Series Data. Time series data may be i n ­
vest igated to determine whether the chain is stat ionary or non-stat ionary, 
to determine order of the chain, to estimate t r a n s i t i o n p r o b a b i l i t i e s and 
to tes t hypotheses as to the values of given elements in the. Markov 
t r a n s i t i o n matr ix . F i r s t , we present various s t a t i s t i c a l tests ava i lab le 
when the chain is assumed to be s ta t ionary; then we present the tests 
ava i lab le when th is assumption is re laxed, including a test for s t a t i o n -
a r i t y i t s e l f . 
Assume a stat ionary chain, which is one for which p ( i , j ; t ) = p ( i , j ) 
for a l l t under a given po l icy . I n a f i n i t e stat ionary chain wi th N 
s t a t e s , l e t n be the number of t rans i t ions in the time series sample, 
l e t n ( i , j ) be the number of t rans i t ions from sta te i to s tate j , 
and l e t n ( i ) = E ^ n ( i , j ) be the t o t a l number of t rans i t ions from sta te i 
to any s ta te j , including j = i . 
A maximum l ike l ihood estimator for p ( i , j ) for a given s ta te i 
is eas i ly derived from the sample t r a n s i t i o n counts { n ( i , l ) , n ( i , 2 ) , . . . , 
n ( i , N ) } , which can be considered as a sample of size n ( i ) from a 
multinomial d i s t r i b u t i o n wi th p r o b a b i l i t i e s { p ( i , 1 ) , p ( i , 2 ) , . . . , p ( i , N ) } . 
The estimator is simply the t r a n s i t i o n frequency: 
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p ( l ' j ) ~ n ( i ) 
(4) 
Kendal l and Anderson and Goodman show t h a t t h e s e e s t i m a t o r s are 
a s y m p t o t i c a l l y normal ly d i s t r i b u t e d . They are c o n s i s t e n t but n o t gen­
e r a l l y u n b i a s e d , a l t h o u g h t h e b i a s tends to zero as t h e sample s i z e 
i n c r e a s e s . 
I 
Convenient h y p o t h e s i s t e s t s for e s t i m a t o r s of p ( i , j ) f o l l o w 
d i r e c t l y from t h e a s y m p t o t i c a l l y normal d i s t r i b u t i o n of p ( i , j ) . The 
s t a t i s t i c / n ( i ) ( p ( i , j ) - p ( i , j ) } has an a sympto t i c normal d i s t r i b u t i o n 
w i t h mean 0 and v a r i a n c e p ( i , j ) ( l - p ( i , j ) ) , and thus c o n s t i t u t e s a 
g o o d n e s s - o f - f i t s t a t i s t i c t h a t can be used as a b a s i s f o r t h e f o l l o w i n g 
t e s t s . 
Let P_(i) denote the i t h row of P . Where P_^(i) i s some 
s p e c i f i e d row t h a t may be d i f f e r e n t from t h e i t h row of t h e maximum 
l i k e l i h o o d e s t i m a t o r s { p ( i , j ) } , t h e h y p o t h e s i s HQ:P_(i)=P_^ ( i ) i s 
t e s t e d i n terms of t h e s t a t i s t i c 
S ( i ) = y n ( i ) { p ( i , j ) - p Q ( i , j ) } 2 
j = l P ° ( i , j ) 
where t h e sum i s computed over n o n - z e r o e l ement s of P_^(i) o n l y . Let 
d be t h e number of zero e l e m e n t s , so t h a t t h e sum c o n t a i n s N-d n o n ­
zero e l e m e n t s . Then t h e s t a t i s t i c S ( i ) i s d i s t r i b u t e d X 2 w i t h 
( N - l ) - d d e g r e e s of freedom. Hq i s r e j e c t e d i f S ( i ) > x * f o r the g i v e n 
number of d e g r e e s of freedom and a g i v e n t y p e I e r r o r p r o b a b i l i t y a . 
I f _P^(i) has no z e r o e l e m e n t s , an a l t e r n a t i v e t e s t of the same 
h y p o t h e s i s f o l l o w s from a t e s t s t a t i s t i c S ' ( i ) ob ta ined from t h e 
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l i k e l i h o o d r a t i o : 
N . x N 
S ' ( i ) = 2l n ( i , j ) £ n n ( Q > - 1 ) = 2 j n ( i , j ) ( & i p ( i , j ) - £ t t p ° ( i , j ) ) 
j = l n ( i ) p ( i , j ) j = l 
S ' ( i ) i s d i s t r i b u t e d x 2 w i t h N-1 d e g r e e s of freedom, so t h a t H 
i s r e j e c t e d i f S T ( i ) > x ^ f o r t h e g i v e n number of d e g r e e s of freedom 
0 
and a g i v e n t y p e I e r r o r p r o b a b i l i t y a . 
E x t e n s i o n of t h e above two h y p o t h e s i s t e s t s on i n d i v i d u a l rows 
of P t o t h e e q u i v a l e n t t e s t s on t h e e n t i r e t r a n s i t i o n matr ix P i s 
s t r a i g h t f o r w a r d . Let P ^ denote some s p e c i f i e d t r a n s i t i o n m a t r i x t h a t 
may be d i f f e r e n t from t h e matr ix of maximum l i k e l i h o o d e s t i m a t o r s 
{ p ( i , j ) } . The h y p o t h e s i s H q . P = P ^ may be t e s t e d i n terms of t h e 
s t a t i s t i c 
N N N , . v r ~ , . 0 , . . . - ,2 
S = I S ( i ) = 1 1 n ( i ) { p ( i , j ) - p ( 1 , 3 ) } 
i = l i = l j = l p ( i , j ) 
where t h e sum i s computed over ( i , j ) f o r which p ^ ( i , j ) > 0 o n l y . 
Where d now r e p r e s e n t s t h e number of zero e l ement s of t h e e n t i r e 
m a t r i x P ^ , t h e s t a t i s t i c S i s d i s t r i b u t e d x 2 w i t h N ( N - l ) - d 
0 2 d e g r e e s of freedom. The h y p o t h e s i s H q . P = P i s r e j e c t e d i f S > x ^ 
f o r t h e g i v e n number of d e g r e e s of freedom and a g i v e n type I e r r o r 
p r o b a b i l i t y a . 
I f P ^ has no z e r o e l e m e n t s , t h e a l t e r n a t i v e t e s t s t a t i s t i c 
N 
S 1 = J S ' ( i ) , where S 1 ( i ) i s as d e f i n e d i n t h e e q u a t i o n above , i s 
1=1 2 0 
d i s t r i b u t e d X w i t h N ( N - l ) d e g r e e s of freedom, and H q . P = P i s 
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r e j e c t e d i f S f>X* f o r t h e g i v e n number of d e g r e e s of freedom and a 
g i v e n type I e r r o r p r o b a b i l i t y a . 
Some h y p o t h e s i s t e s t s on t h e order of a s t a t i o n a r y Markov cha in 
are d e s c r i b e d i n t h e f o l l o w i n g p a r a g r a p h s . In t h e l i g h t of t h e r e s u l t s 
t o be p r e s e n t e d l a t e r i n t h i s t h e s i s , t h e s e t e s t s t ake on a new impor­
t a n c e . The n a t u r a l - d e c o m p o s i t i o n method SMDP a l l o w s p a r t i c u l a r l y 
e f f i c i e n t s o l u t i o n of l a r g e f i r s t - o r d e r cha ins t h a t have been generated 
from s m a l l e r s e c o n d - o r d e r c h a i n s , so t h a t i d e n t i f y i n g a cha in as s e c o n d -
order need not prevent i t s b e i n g s o l v e d . 
A Markov cha in i s of order n ( n = 0 , l , . . . ) i f t h e e a r l i e s t 
s t a t e occupancy r e l e v a n t i n c a l c u l a t i n g ?{X^=x^} i s x t _ n • Thus a 
z e r o t h - o r d e r Markov c h a i n i s s imply an independent p r o c e s s , where t h e 
s t a t e o c c u p a n c i e s are independent of each o t h e r . A f i r s t - o r d e r Markov 
c h a i n i s t h e c h a i n d i s c u s s e d throughout t h i s t h e s i s under t h e unmodif ied 
name "Markov c h a i n . " A s e c o n d - o r d e r Markov c h a i n i s one f o r which 
P { V X t | x t - l > X t - 2 " - - } = P { X t = x J X t - l ' X t - 2 } • 
Every s e c o n d - o r d e r Markov c h a i n can be e x p r e s s e d as a f i r s t -
order Markov c h a i n w i t h a s t a t e s p a c e equa l t o t h e c a r t e s i a n product of 
s t a t e s p a c e of t h e s e c o n d - o r d e r c h a i n and i t s e l f . For example , a 
s e c o n d - o r d e r Markov cha in w i t h s t a t e space g i v e n by S 2 = { l , 2 } can be 
e x p r e s s e d by a f i r s t - o r d e r Markov c h a i n w i t h s t a t e space S^ = S2 X S2 = 
{ ( 1 , 1 ) , ( 1 , 2 ) , ( 2 , 1 ) , ( 2 , 2 ) } . Here t h e s t a t e d e s c r i p t o r ( i , j ) d e n o t e s 
tha t X t _ 2 = i a 1 1^ ^ t - l = ^ * ^ e ^ i r s t ~ o r < ^ e r t r a n s i t i o n p r o b a b i l i t y 
m a t r i x for t h e f i r s t - o r d e r c h a i n e q u i v a l e n t t o a g i v e n s e c o n d - o r d e r 
chain c o n t a i n s e l ements p ( i , j , k ) , each r e p r e s e n t i n g t h e p r o b a b i l i t y 
of s t a t e ( j , k ) g i v e n s t a t e ( i , j ) one p e r i o d e a r l i e r . For t h e 
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example g i v e n a b o v e , we have 
P = 
( 1 , 1 ) 
( 1 , 2 ) 
( 2 , 1 ) 
( 2 , 2 ) 
( 1 , 1 ) ( 1 , 2 ) ( 2 , 1 ) ( 2 , 2 ) 
p ( l , l , l ) p ( l , l , 2 ) 0 0 
0 0 p ( l , 2 , l ) p ( l , 2 , 2 ) 
p ( 2 , l , l ) p ( 2 , l , 2 ) 0 0 
0 0 p ( 2 , 2 , l ) p ( 2 , 2 , 2 ) 
To t e s t t h e h y p o t h e s i s t h a t the t r a n s i t i o n p r o b a b i l i t i e s from a 
g i v e n s t a t e j are a d e q u a t e l y r e p r e s e n t e d by f i r s t - o r d e r t r a n s i t i o n 
p r o b a b i l i t i e s , as opposed to s e c o n d - o r d e r t r a n s i t i o n p r o b a b i l i t i e s , 
i . e . , t o t e s t H^: p ( i , j , k ) = p ( j , k ) , t h e f i r s t s t e p i s t o o b t a i n the 
f i r s t - o r d e r maximum l i k e l i h o o d e s t i m a t o r s p ( i , k ) from Equation (4) 
and t h e s e c o n d - o r d e r maximum l i k e l i h o o d e s t i m a t o r s 
p ( i , j , k ) = n ( i , j ,k) 
N 
I n ( i , j , £ ) 
£=1 
where n ( i , j , £ . ) r e p r e s e n t s t h e number of t r a n s i t i o n s i n the 
sample . The t e s t s t a t i s t i c S ( j ) , 
N N 
S ( j ) = I I n * ( i , j ) ( p ( i , j , k ) - p ( j , k ) ) V p ( j , k ) , 
i = l k = l 
where 
n * ( i , j ) = 
N 
I n ( i , j , k ) 
k = l 
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is d is t r ibu ted wi th (N-1) degrees of freedom. The hypothesis 
that a f i r s t - o r d e r chain adequately represents the data is re jected i f 
S ( j ) > X 2 4 f ° r the given number of degrees of freedom and a given type I 
error p robab i l i t y a . 
To tes t the same hypothesis for an en t i re chain, we use the test 
s t a t i s t i c S=£jS( j ) , which is d is t r ibu ted x 2 wi th N(N- l ) degrees 
of freedom. 
A l l of the above s t a t i s t i c a l procedures (and, for that matter , 
a l l of the methods used in th is thesis) assume stat ionary Markov chains, 
which are those for which p ( i » j ) = p ( i » j ; t ) for a l l t . Questions of 
s t a t i o n a r i t y ra ise thorny issues i n Markov decision processes. I t is 
d i f f i c u l t to imagine a rea l -wor ld stochastic process that is t r u l y 
s ta t ionary , yet many are approximately so. MDP solutions have some 
degree of robustness against n o n - s t a t i o n a r i t y , pa r t l y through the 
operation of the discount factor 3 > and p a r t l y through the desire of 
decision makers to have a r a t i o n a l basis for a pol icy even i f i t is 
recognized that conditions w i l l change (one may regard an optimal 
pol icy calculated by MDP methods as the best thing to do in the absence 
of be t te r knowledge about the future than is ava i lab le by assuming the 
current p r o b a b i l i t i e s w i l l cont inue) . Although no methods are known to 
th is author to provide a formal basis for using knowledge about the 
degree of s t a t i o n a r i t y exhibi ted by a s i t u a t i o n , i t i s obviously des i r ­
able to have s t a t i o n a r i t y information ava i lab le to a decision maker i n 
a given s i t u a t i o n i f for no other reason than to aid in his appl icat ion 
of i n t u i t i v e judgement. I n the fol lowing paragraphs we present a short 
summary of the best-known method for judging the s t a t i o n a r i t y of a 
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Markov chain. 
Since each time series gives only one sample of p ( i , j ; t ) for 
a given t , i t is necessary to have n^ rep l ica tes of the time series 
of s ta te occupancies. For a given i , j and t , l e t n ( i , j ; t ) rep­
resent the count of the number of times state j i s observed at time 
t when s ta te i was observed a t time t - 1 ; also l e t n ( i ; t - l ) rep­
resent the number of times s ta te i was observed at time t - 1 . The 
maximum l i ke l ihood estimator of p ( i , j ; t ) i s simply the frequency 
S ( ± V M = n ( i , j ; t ) 
P U , 3 , t ; n ( i ; t - l ) 
These estimators may be used to t e s t the s t a t i o n a r i t y of the 
chain. 
To tes t the s t a t i o n a r i t y of a given row of P , say row i , the 
sample tes t s t a t i s t i c S ( i ) i s suggested by 
T N 
S ( i ) = I I n ( i ; t - l ) ( p ( i , j ; t ) - p ( i , j ) ) 2 / p ( i , j ) , 
t = l j = l 
which i s d is t r ibu ted x 2 wi th ( N - 1 ) ( T - 1 ) degrees of freedom. Thus 
the hypothesis of s t a t i o n a r i t y , H^: p ( i , j ; t ) = p ( i , j ) , i s re jected i f 
S ( i ) > x ^ for the given number of degrees of freedom and a given type I 
er ror p robab i l i t y a . To tes t the s t a t i o n a r i t y of an ent i re t r a n s i t i o n 
p robab i l i t y matr ix P , the same hypothesis is tested wi th the s t a t i s t i c 
S ' = £ i S ( i ) , which is d is t r ibu ted x 2 wtth. N ( N - 1 ) ( T - 1 ) degrees of 
freedom. Ad-hoc judgement is required to select a for the t e s t . 
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I n v e s t i g a t i o n of Aggregate Data . A l l s t a t i s t i c a l procedures 
d e s c r i b e d i n t h e above s u b s e c t i o n have assumed t h e a v a i l a b i l i t y of t ime 
s e r i e s of s t a t e o c c u p a n c i e s . I f the data are a g g r e g a t e d so t h a t the 
s t a t e occupancy counts n ( j ; t ) = £ j i ( i , j ; t ) a r e a v a i l a b l e but t h e 
t r a n s i t i o n count s n ( i , j ; t ) cannot be r e c o v e r e d , t h e procedures s u g ­
g e s t e d by M i l l e r and extended by Lee are a p p l i c a b l e f o r e s t i m a t i n g 
t r a n s i t i o n p r o b a b i l i t i e s . 
F o l l o w i n g M i l l e r , l e t us d e f i n e q ( j ; t ) as t h e p r o b a b i l i t y of 
o b s e r v i n g s t a t e j a t t ime t , s o t h a t the Markov t r a n s i t i o n law 
g i v e s 
N 
q ( j ; t ) = I q ( i ; t - i ) P ( i , j ) . (5) 
i = l 
I f t h e u n c o n d i t i o n a l p r o b a b i l i t i e s q ( j ; t ) are r e p l a c e d by the 
c o r r e s p o n d i n g observed f r e q u e n c i e s y ( j ; t ) , then t h e r e w i l l be i n 
g e n e r a l no s e t of p ( i , j ) f s f o r which Equat ion (5) h o l d s w i t h p r o b ­
a b i l i t y o n e . To have an i d e n t i t y , an error term y ( j ; t ) i s i n t r o d u c e d 
s o t h a t 
N 
y ( j ; t ) = I y ( i ; t - l ) p ( i , j ) + u ( j ; t ) 
i = l 
o r , i n m a t r i x form, 
Y ( j ) = X ( j)P ( j ) , j = l , 2 , . . . , N 
5 1 
T h e f o l l o w i n g a s s u m p t i o n s a r e m a d e a b o u t vKj) : 
1 . E { y ( j ) } = 0 
2 . E { j j ( j ) y ' ( j ) } = c r ( j ) W , w h e r e W i s a T * T p o s i t i v e -
d e f i n i t e d i a g o n a l m a t r i x . 
T h e e n t i r e s e t o f e q u a t i o n s i s , i n m a t r i x f o r m , Y = X P + y _ , w i t h t h e 
a s s u m p t i o n s 
1 . E ( y ) = 0 
2 . E ( y j j ' * ) = M , w h e r e M i s a T N x T N n o n - d i a g o n a l s i n g u l a r 
m a t r i x . 
U s i n g t h e m e t h o d o f l e a s t s q u a r e s o n t h i s l i n e a r s t a t i s t i c a l 
m o d e l , w i t h t h e a s s u m p t i o n t h a t T > N , M i l l e r g i v e s t h e l e a s t - s q u a r e s 
e s t i m a t o r s o f P a s 
P = ( X " X ) _ 1 X ' Y 
M i l l e r T s e s t i m a t o r s a l w a y s s a t i s f y t h e c o n d i t i o n t h a t t h e p ' s 
s u m t o o n e i n e a c h r o w , b u t t h e r e i s n o t h i n g i n h i s m o d e l t o g u a r a n t e e 
t h a t e v e r y p ( i , j ) f a l l s i n t h e i n t e r v a l ( 0 , 1 ) . L e e s h o w s t h a t 
M i l l e r ' s m e t h o d d o e s i n f a c t o f t e n g i v e n e g a t i v e e s t i m a t e s o f s o m e o f 
t h e p r o b a b i l i t i e s w h e n a p p l i e d t o r e a s o n a b l e t e s t p r o b l e m s , a n d h e 
p r e s e n t s a n e x t e n s i o n t h a t r e s t r i c t s t h e e s t i m a t e s t o b e n o n - n e g a t i v e . 
L e e ' s e x t e n s i o n p r o d u c e s a q u a d r a t i c p r o g r a m m i n g p r o b l e m ( w h e r e Millers 
p r o b l e m w a s l i n e a r ) , a n d t h e p r o b l e m i s a m e n a b l e t o s o l u t i o n b y t h e 
q u a d r a t i c p r o g r a m m i n g a l g o r i t h m d e v e l o p e d b y W o l f e [ 1 2 6 ] . 
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CHAPTER IV 
MICRO SOLUTION PROCEDURES 
THE AIM OF THIS CHAPTER IS TO DEMONSTRATE HOW ALL OF THE IMPOR­
TANT MDP SOLUTION PROCEDURES ARE VERY CLOSELY RELATED TO EACH OTHER IN 
A WAY NOT HERETOFORE MADE EVIDENT IN THE LITERATURE; AND, IN SO DOING, 
TO REVEAL FURTHER PROMISING SOLUTION PROCEDURES OF THE SAME CLASS. 
HOWARD'S ALGORITHM [55], HASTINGS' ALGORITHM [49], THE SOLUTION 
PROCEDURE OF KUSHNER AND KLEINMAN [73], WHITE'S METHOD OF SUCCESSIVE 
APPROXIMATIONS [120], AND MANY OTHER SOLUTION PROCEDURES (INCLUDING THE 
PROCEDURES DEVELOPED IN THIS THESIS) CAN ALL BE VIEWED AS VARIATIONS 
THAT WORK DIRECTLY ON THE DUAL OF A LINEAR PROGRAMMING FORMULATION 
SIMILAR TO ONE FIRST PROPOSED BY D'EPENOUX [24] IN 1963. A COMPUTER 
PROGRAM IS GIVEN HERE TO ILLUSTRATE SOME OF THE COMPUTATIONAL DETAILS 
OF THESE PROCEDURES, AND A TAXONOMY OF SOLUTION PROCEDURES IS PRESENTED 
AND DISCUSSED. WE BEGIN WITH A BRIEF DESCRIPTION OF THE LINEAR PRO­
GRAM THAT TIES THE VARIOUS PROCEDURES TOGETHER. 
A LINEAR PROGRAMMING FORMULATION 
IN AN INFINITE-HORIZON MARKOV DECISION PROCESS, LET TT(I;N) RE­
PRESENT THE PROBABILITY THAT THE PROCESS IS IN STATE I AT TIME N ; 
LET A(J,K;N) REPRESENT THE JOINT PROBABILITY THAT THE OBSERVER WILL 
OBSERVE STATE J AND TAKE ACTION K AT TIME N ; AND LET X(J,K) RE­
PRESENT THE Z-TRANSFORM, Z=B , OF X(J,K;N) , SO THAT X(J,K)= 
oo 
X(J,K;N)3 • FOR GIVEN R(J,K) AS DEFINED PREVIOUSLY THE EXPECTED 
N=0 
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rewards f o r s t a t e j a t t i n e n are £ r ( j , k ) X ( j ,k ;n ) , n = 0 , l , . . . , 
k e K i N 
so t h a t t h e e x p e c t e d reward a t t ime n i s 1 1 r ( j , k ) X ( j ,k ;n ) , 
j = l keK^ 
n = 0 , 1 , . . . . 
The e x p e c t e d p r e s e n t worth of a l l rewards i s to be maximized: 
oo N 
Maximize 1 & 1 1 r ( j , k ) X ( j , k ; n ) 
n=0 j = l keK. 
J 
Because of t h e Markov p r o p e r t y , the marginal p r o b a b i l i t y of b e i n g 
in s t a t e j a t t ime n i s c a l c u l a t e d from t h e marginal p r o b a b i l i t i e s 
of b e i n g i n s t a t e s i a t t ime n -1 : 
N 
I X ( j , k ; n ) = 1 1 p ( i , j , k ) X ( i , k ; n - l ) , n = l , 2 , 
keK. i = l keK. 
J i 
and 
I X ( j , k ; 0 ) = T T ( J ; 0 ) , n=0 
keK. 
J 
The s t e p s t o t o l l o w — t h o s e of r e p l a c i n g groups of c o n s t r a i n t s 
and groups of v a r i a b l e s by we ighted sums—are j u s t i f i a b l e w i t h o u t appeal 
t o t h e f a c t t h a t t h e r e s u l t i n g f o r m u l a t i o n can be shown t o be i d e n t i c a l 
t o a c c e p t e d f o r m u l a t i o n s . However, h e r e i t i s e x p e d i e n t t o appeal t o 
t h i s f a c t [101 ,pp 1 5 0 - 2 ] and p r o c e e d d i r e c t l y t o t h e f o r m u l a t i o n . 
The above c o n s t r a i n t s are each m u l t i p l i e d by 3 n and summed over 
n for each j , y i e l d i n g a f i n i t e s e t of N c o n s t r a i n t s : 
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0 0 0 0 N 
1 I A ( j , k ; a ) 3 n = ^ ( j ; 0 ) + £ I I P ( i , j , k ) A ( i , k ; n - l ) 3 n 
n = 0 k e K . n = l i = l k e K , 
I 
oo n 
= T T ( j ; 0 ) + X I I p ( i , j , k ) A ( i , k ; n ) 3 n + 1 
n = 0 i = l k e K . 
l 
T a k i n g t h e z - t r a n s f o r m s o f t h e o b j e c t i v e f u n c t i o n a n d a l l c o n ­
s t r a i n t s y i e l d s a l i n e a r p r o g r a m m i n g f o r m u l a t i o n e x p r e s s e d i n t e r m s o f 
t h e n o n - n e g a t i v e v a r i a b l e s x ( j , k ) d e f i n e d e a r l i e r : 
N 
M a x i m i z e J J r ( j , k ) x ( j , k ) ( 1 ) 
j = l k e K . 
J 
N 
s u b j e c t t o I x ( j , k ) = TT(J;0) + I p ( i , j , k ) x ( i , k ) , 
k e K . i = l k e K . 3 1 
j = l , 2 , . . . , N ( 2 ) 
a n d x ( j , k ) > 0 j = l , 2 , . . . , N ; k e K . ( 3 ) 
A s s e v e r a l a u t h o r s h a v e p o i n t e d o u t [ 2 4 , 1 8 ] , e v e r y b a s i c f e a s i b l e 
s o l u t i o n t o t h e l i n e a r p r o g r a m d e f i n e d b y E q u a t i o n s ( 1 ) , ( 2 ) a n d ( 3 ) h a s 
t h e p r o p e r t y t h a t f o r e a c h -j , e x a c t l y o n e k e x i s t s f o r w h i c h 
x ( j , k ) > 0 . T h e s e t o f c o n s t r a i n t s a s s o c i a t e d w i t h x ( j , * ) w i l l b e 
c a l l e d t h e j - g r o u p . T h i s p r o p e r t y i s c r u c i a l t o t h e e f f i c i e n c y o f a l l 
t h e i m p o r t a n t M D P s o l u t i o n p r o c e d u r e s , a n d w e d i g r e s s v e r y b r i e f l y t o 
d e v e l o p i t . 
A s i n a n y l i n e a r p r o g r a m w i t h N c o n s t r a i n t s , e v e r y b a s i c 
f e a s i b l e s o l u t i o n w i l l h a v e a t m o s t N n o n - z e r o v a r i a b l e s x ( j , k ) . 
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On t h e o t h e r hand, i g n o r i n g any s t a t e s t h a t cannot be reached , i f t h e r e 
must be a t l e a s t one n o n - z e r o x ( j , k ) f o r e v e r y j , t h e n t h e proper ty 
must h o l d . But for s t a t e j t o be r e a c h e d , A ( j , k ; n ) > 0 for at l e a s t 
one k and n f o r j , so t h a t the n o n - n e g a t i v e w e i g h t e d sums x ( j , k ) 
must be n o n - z e r o for a t l e a s t one k , thus f o r c i n g t h e p r o p e r t y t o h o l d 
for any "we l l formulated" problem, i . e . , one t h a t i n c l u d e s no unreachable 
s t a t e s . 
As a consequence of the p r o p e r t y t h a t e x a c t l y one k e x i s t s , for 
each j , f o r which x ( j , k ) > 0 , every b a s i c s o l u t i o n for which t h e p r o p ­
e r t y h o l d s i s a b a s i c f e a s i b l e s o l u t i o n and every b a s i c s o l u t i o n for 
which t h e p r o p e r t y does n o t ho ld i s i n f e a s i b l e . The l a t t e r i s o b v i o u s ; 
and f o r t h e former n o t t o h o l d would c o n t r a d i c t t h a t a l l p u r e , s t a t i o n ­
ary p o l i c i e s are f e a s i b l e . 
The o n l y s o l u t i o n s of i n t e r e s t , t h e n , are t h o s e i n which one 
v a r i a b l e x ( i , k ) from each j - g r o u p i s b a s i c . An immediate s t a r t i n g 
b a s i c f e a s i b l e s o l u t i o n can be o b t a i n e d by making one v a r i a b l e from each 
j - g r o u p b a s i c . The s i m p l e x o p t i m a l i t y t e s t w i l l i n d i c a t e any v a r i a b l e s 
whose e n t r y i n t o t h e b a s i s w i l l improve t h e s o l u t i o n . The s i m p l e x r a t i o 
t e s t i s u n n e c e s s a r y s i n c e any new b a s i c s o l u t i o n w i t h one b a s i c v a r i a b l e 
from each j - g r o u p i s a u t o m a t i c a l l y f e a s i b l e . When any v a r i a b l e i s added 
t o t h e b a s i s , t h e b a s i c v a r i a b l e from the same j - g r o u p i s removed from 
t h e b a s i s . P i v o t s can be done s i n g l y ( s implex a l g o r i t h m ) , or a l l i n ­
d i c a t e d p i v o t s can be done i n one o p e r a t i o n ( b l o c k p i v o t i n g or m u l t i p l e 
b a s i s e n t r y ) . This procedure w i l l be denoted i n Chapter VI as t h e h -
a l g o r i t h m . 
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Dual Formulat ion 
I f we l e t V ( i ) be t h e dua l v a r i a b l e corresponding to t h e i t h 
c o n s t r a i n t , t h e dual of t h e l i n e a r programming f o r m u l a t i o n i s 
N 
Minimize J T r ( i ; 0 ) V ( i ) (4) 
i = l 
N 
s u b j e c t t o V ( i ) - 3 l p ( i , j , k ) V ( j ) > r ( i , k ) 
i = l , 2 , . . . , N ; k = l , 2 , . . . , K ( i ) , (5) 
where K ( i ) i s t h e number of d e c i s i o n s i n t h e s e t . 
Note t h a t t h e dual v a r i a b l e s V ( i ) are u n c o n s t r a i n e d i n s i g n , 
and t h a t t h e number of c o n s t r a i n t s i s K ( l ) + K ( 2 ) + . . . + K ( N ) . The s e t of 
c o n s t r a i n t s a s s o c i a t e d w i t h V ( i ) i s c a l l e d t h e i - g r o u p . 
Every s t a t e m e n t i n t h e f o l l o w i n g paragraph i s t h e dual e q u i v a l e n t 
of the c o r r e s p o n d i n g s t a t e m e n t i n t h e paragraph p r e c e d i n g t h i s s u b s e c t i o n . 
The o n l y s o l u t i o n s of i n t e r e s t are t h o s e i n which one c o n s t r a i n t 
from each i - g r o u p i s t i g h t ( e q u a l i t y ) . An immediate s t a r t i n g p r i m a l -
f e a s i b l e s o l u t i o n can be o b t a i n e d by making one c o n s t r a i n t from each i -
group t i g h t . The d u a l - s i m p l e x f e a s i b i l i t y t e s t w i l l i n d i c a t e any v i o ­
l a t e d c o n s t r a i n t s . The d u a l - s i m p l e x r a t i o t e s t i s unneces sary s i n c e any 
new b a s i c s o l u t i o n w i t h one c o n s t r a i n t t i g h t from each i - g r o u p i s a u t o ­
m a t i c a l l y p r i m a l - f e a s i b l e . When any c o n s t r a i n t i s made t i g h t , t h e t i g h t 
c o n s t r a i n t from t h e same i - g r o u p i s r e l a x e d . P i v o t s can be done s i n g l y 
( d u a l - s i m p l e x a l g o r i t h m ) , or a l l i n d i c a t e d p i v o t s can be done i n one 
o p e r a t i o n ( b l o c k p i v o t i n g or m u l t i p l e b a s i s e n t r y ) . 
59 
Micro S o l u t i o n Procedures 
The s o l u t i o n methods d i s c u s s e d i n t h i s chapter are c a l l e d "micro" 
b e c a u s e t h e y are methods used r e p e a t e d l y i n t h e s o l u t i o n of t h e s u b -
problems g e n e r a t e d by t h e macro methods of l a t e r c h a p t e r s . These micro 
s o l u t i o n procedures may a l l be v iewed as procedures for s o l v i n g Equation 
(7) d e v e l o p e d b e l o w , where Equat ion (6) i s v iewed s imply as a s p e c i a l 
c a s e of Equat ion (7) where m a x i m i z a t i o n i s not done. 
We d e f i n e a v a l u e i t e r a t i o n as the a c t o f s u b s t i t u t i n g a g i v e n 
s e t of V ( i ) v a l u e s i n t o t h e r i g h t - h a n d s i d e of each of t h e N equa­
t i o n s r e p r e s e n t e d by Equation ( 6 ) , y i e l d i n g a new s e t of V ( i ) v a l u e s . 
We d e f i n e a p o l i c y i t e r a t i o n as t h e a c t of s u b s t i t u t i n g a g i v e n s e t of 
V ( i ) v a l u e s i n t o t h e r i g h t - h a n d s i d e of each of t h e N e q u a t i o n s r e ­
p r e s e n t e d by Equat ion (7) , y i e l d i n g a new s e t of V ( i ) v a l u e s each of 
which i s maximal over t h e s e t of d e c i s i o n s keK. f o r i t s i . and a l s o 
l 
y i e l d i n g f o r each i t h e chosen d e c i s i o n . The l i s t of d e c i s i o n s from 
a p o l i c y i t e r a t i o n i s c a l l e d t h e cu rren t p o l i c y . S i n c e Equat ions (6) 
and (7) d i f f e r on ly i n t h e m a x i m i z a t i o n o p e r a t o r , t h e o n l y d i f f e r e n c e 
between a p o l i c y i t e r a t i o n and a v a l u e i t e r a t i o n i s t h a t i n t h e l a t t e r 
the p o l i c y i s f i x e d be forehand . 
Howard's Algor i thm 
The b l o c k p i v o t i n g or m u l t i p l e b a s i s e n t r y o p t i m i z a t i o n p r o ­
cedure o u t l i n e d above f o l l o w i n g t h e dual f o r m u l a t i o n of Equat ions (5) 
and (6) may be p a r t i c u l a r i z e d as f o l l o w s : 
1. ( I n i t i a l i z a t i o n ) For each s t a t e i , choose an a c t i o n 
k and w r i t e the kth v e r s i o n of t h e c o n s t r a i n t i n each 
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i - g r o u p as an e q u a l i t y : 
N 
V ( i ) = r ( i , k ) - $1 p ( i , j , k ) V ( j ) , i = l , 2 , . . . , N . (6) 
3=1 
2 . (Value D_etermination Operat ion or VDO) S o lve the sys tem 
of N l i n e a r e q u a t i o n s for a l l V ( i ) . 
3 . ( P o l i c y Improvement Rout ine or PIR) Find t h e w o r s t - v i o l a t e d 
c o n s t r a i n t i n each i - g r o u p . This can be done by d e f i n i n g 
t h e q u a n t i t y V ( i , k * ) as f o l l o w s s o t h a t t h e d i f f e r e n c e 
V ( i ) - V ( i , k * ) i s t h e wors t (most n e g a t i v e ) s l a c k v a r i a b l e 
among t h e i - g r o u p : 
N 
V ( i , k * ) = Max { r ( i , k ) + p ( i , j , k ) V ( j ) } (7) 
keK. j = l I J 
4 . ( C o n t i n u a t i o n / T e r m i n a t i o n ) For each i , i f V ( i , k * ) > V ( i ) , 
w r i t e t h e i t h i n i t i a l i z a t i o n e q u a t i o n f o r d e c i s i o n k*eK^ 
and go t o s t e p 2 . I f V ( i , k * ) = V ( i ) for every i , t e r m i n a t e . 
S i n c e t h e above procedure i s i d e n t i c a l t o Howard's a l g o r i t h m [55], 
Howard's a l g o r i t h m i s s imply b l o c k p i v o t i n g or m u l t i p l e - b a s i s - e n t r y 
s o l u t i o n of t h e dua l l i n e a r program. 
The sys t em of e q u a t i o n s r e p r e s e n t e d by Equation ( 6 ) , w i t h a g i v e n 
d e c i s i o n p o l i c y , may be r e w r i t t e n i n m a t r i x form where we d e f i n e an Nxl 
column v e c t o r V = { V ( i ) } , and Nxl column v e c t o r r = { r ( i , k ) } f o r a 
g i v e n keK^ a t each i , P = { p ( i , j , k ) } as t h e NxN m a t r i x of Markov 
t r a n s i t i o n p r o b a b i l i t i e s f o r a g i v e n keK a t each i , and t h e NxN 
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i d e n t i t y matr ix I . Equation (6) for a g i v e n p o l i c y becomes V = r+3V , 
or (I -SP)V = r , hav ing t h e s o l u t i o n V = ( I - ( 3 P ) - 1 r . We w i l l c a l l 
Equat ion (6) t h e VDO e q u a t i o n , s i n c e t h i s i s the e q u a t i o n s o l v e d i n 
Howard's Value D e t e r m i n a t i o n O p e r a t i o n . 
R e l a x a t i o n Methods 
One approach f o r improving Howard's a l g o r i t h m would be t o u s e 
r e l a x a t i o n , methods of numer ica l a n a l y s i s t o s o l v e t h e VDO e q u a t i o n . One 
such method i s t h a t of J a c o b i [ 1 5 ] , which when a p p l i e d t o Equat ion (6) 
i n v o l v e s f i r s t " s o l v i n g " for V ( i ) i n t h e i t h e q u a t i o n : 
V ( i ) = l - g p ( i , i ) ( r ( i ) + gZ > P( 1 »3)V(J)] , i = l , 2 , . . . , N (8) 
(The k s u b s c r i p t s have been s u p p r e s s e d s i n c e t h e e q u a t i o n s are s o l v e d 
f o r a g i v e n d e c i s i o n p o l i c y . ) 
If a s t a r t i n g v e c t o r of V ( i ) v a l u e s , say V^ , i s used on the 
r i g h t , then Equat ion (8) f o r each i y i e l d s a v e c t o r V"*" , which i n 
2 
turn used on t h e r i g h t l e a d s to a v e c t o r V , e t c . , u n t i l t h e d i f f e r ­
ence between V n and V n ^ i s as s m a l l as d e s i r e d , a t which p o i n t the 
approximate s o l u t i o n i s V=Vn . The c l a s s i c a l s u f f i c i e n t c o n d i t i o n for 
convergence of J a c o b i ' s method, when a p p l i e d t o Equat ion (8) g i v e s 
I | - 3 p ( i , j ) | < | l - 3 p ( i , i ) | 
j ^ i 
which l e a d s to 3 < 1 , so t h a t J a c o b i ' s method w i l l a lways converge for 
t h e MDP e q u a t i o n s t r e a t e d i n t h i s t h e s i s . 
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Another numer ica l a n a l y s i s method i s t h a t of G a u s s - S e i d e l , which 
i s s i m i l a r i n a p p l i c a t i o n t o Equat ion (8) t o J a c o b i ' s method, e x c e p t 
t h a t as soon as a new v a l u e f o r t h e i t h component of V"n i s found, t h e 
new v a l u e i s used t o compute f u r t h e r e l e m e n t s . Convergence i s f a s t e r 
i n g e n e r a l than t h a t for J a c o b i ' s method, b e c a u s e , on t h e a v e r a g e , new 
v a l u e s are used s o o n e r . The c l a s s i c a l s u f f i c i e n t c o n d i t i o n f o r the 
G a u s s - S e i d e l procedure [ 1 5 ] , when a p p l i e d to Equation ( 8 ) , g i v e s 
l - p ( i . i ) 
< y < 1 , where y= 1-3 
l e a d i n g t o 3<1 , so t h a t t h e G a u s s - S e i d e l procedure w i l l a lways c o n ­
v e r g e f o r problems t r e a t e d h e r e . 
Not o n l y can t h e methods of J a c o b i and of G a u s s - S e i d e l be used 
on t h e VDO e q u a t i o n s (Equat ion ( 8 ) , which i s a minor m o d i f i c a t i o n of 
Equat ion (6) ) , but a l s o on the PIR e q u a t i o n s (Equation (7) ) , because 
Equat ions (6) and (8) are i d e n t i c a l e x c e p t f o r the max imiza t ion operator , 
The convergence c o n d i t i o n s are t h e same, namely 3<1 , and t h e r e i s 
n o t h i n g i n t h e convergence p r o p e r t i e s of e i t h e r procedure t h a t would 
r u l e out mix ing v a l u e i t e r a t i o n and p o l i c y i t e r a t i o n i n any order what ­
s o e v e r . Indeed , i f one were t o program Howard's a l g o r i t h m i n i t s 
o r i g i n a l form, w i t h e i t h e r J a c o b i ' s or G a u s s - S e i d e l i t e r a t i o n s s u b s t i ­
t u t e d f o r d i r e c t m a t r i x - i n v e r s i o n s o l u t i o n of each VDO, t h e r e s u l t would 
c o n s i s t of a mixed s e r i e s of i t e r a t i o n s : many v a l u e i t e r a t i o n s , one 
p o l i c y i t e r a t i o n , many v a l u e i t e r a t i o n s , one p o l i c y i t e r a t i o n . . . . 
As i t t u r n s o u t , no one has found a problem or c l a s s of problems f o r 
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which th is pa r t i cu la r order of mixed i t e r a t i o n s is p a r t i c u l a r l y e f ­
f i c i e n t , and hence there has been a p r o l i f e r a t i o n of mixed i t e r a t i v e 
methods that are distinguished from each other only i n the number and 
order of pol icy i t e r a t i o n s and value i t e r a t i o n s . 
Overrelaxat ion Methods 
In the same s p i r i t as the re laxa t ion methods, a fur ther r e f i n e ­
ment may be obtained using overre laxat ion methods of numerical analysis . 
For example, the Accelerated Jacobi method is given by 
+ 1 N 
V n + 1 ( i ) = w ( r ( i ) +|3£ p ( i , j ) V ( j ) } + ( l - c o . ) V n ( i ) , ( j . > l 
j = l 
where the co(i) f s are to be chosen experimental ly. Also, i f we accel ­
erate every time a new V ( i ) is computed in the method of Gauss-Seidel, 
we obtain the Accelerated Gauss-Seidel method, and i f we wait u n t i l a l l 
the V ( i ) ' s have been evaluated, we get the Semi-Accelerated Gauss-
Seidel method. The drawback of these techniques is that there i s no 
way other than t r i a l and error to obtain the accelerat ion fac to rs . 
Kushner and Kleinman [74] give computational resul ts for the undis­
counted case, and show that the techniques converge. For the discounted 
case, the proofs of convergence are t r i v i a l since 6<1 . 
Mixed I t e r a t i v e Procedures 
Let us def ine pol icy convergence as obtaining the same decision 
pol icy in two successive pol icy i t e r a t i o n s , wi th or without intervening 
value i t e r a t i o n s . That is to say, when k*eK^ does not change for any 
i i n an i t e r a t i o n of Equation ( 7 ) , pol icy convergence i s said to have 
been achieved. S i m i l a r l y , we define value convergence as obta in ing, 
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f o r e v e r y i , a d i f f e r e n c e between c o n s e c u t i v e v a l u e s of V ( i ) t h a t i s 
as s m a l l a s a g i v e n d i f f e r e n c e 6 , r e g a r d l e s s of whether e i t h e r or bo th 
of t h e c o n s e c u t i v e i t e r a t i o n s are p o l i c y i t e r a t i o n s or v a l u e i t e r a t i o n s . 
That i s t o s a y , when V ( i ) or V ( i , k * ) does not change more than 6 
f o r any i i n an i t e r a t i o n of e i t h e r Equation (8) or Equat ion ( 7 ) , 
v a l u e convergence i s s a i d t o have been a c h i e v e d . F i n a l l y , we d e f i n e 
5 - o p t i m a l i t y as achievement of bo th p o l i c y convergence and v a l u e c o n ­
v e r g e n c e . That i s t o s a y , i f a l l of t h e v a r i a b l e s kelL remain c o n ­
s t a n t and a l l of t h e v a r i a b l e s V ( i ) remain a lmost c o n s t a n t , 5 -
o p t i m a l i t y i s s a i d t o have been a c h i e v e d . A l l t h e mixed i t e r a t i v e 
p r o c e d u r e s t e r m i n a t e upon achievement of 6 - o p t i m a l i t y . For s u i t a b l y 
s m a l l 5 , t h e p o l i c y o b t a i n e d i s e i t h e r t h e op t ima l p o l i c y or a p o l i c y 
so good t h a t f u r t h e r p o s s i b l e improvement of t h e o b j e c t i v e f u n c t i o n i s 
of t h e order of 8/(1-3) , as i s d e v e l o p e d below from Equat ion ( 1 0 ) . 
The mixed i t e r a t i v e procedures to be d e s c r i b e d below can be 
m o t i v a t e d by t h e e x p e r i m e n t a l f a c t t h a t , e s p e c i a l l y i n l a r g e - s c a l e MDP 
prob lems , the computa t iona l l oad a s s o c i a t e d w i t h e i t h e r v a l u e i t e r a t i o n 
or d i r e c t m a t r i x - i n v e r s i o n s o l u t i o n of VDO's i s g e n e r a l l y much h i g h e r 
than t h e computa t iona l l oad a s s o c i a t e d w i t h p o l i c y i t e r a t i o n . 
H a s t i n g s ' s Method. In Howard's a l g o r i t h m , each PIR i s one p o l i c y 
i t e r a t i o n by J a c o b i * s method. H a s t i n g s [49 ] r e p o r t e d a m o d i f i c a t i o n i n 
which each PIR i s one p o l i c y i t e r a t i o n by the G a u s s - S e i d e l p r o c e d u r e . 
Sav ings i n c o m p u t a t i o n a l t ime are a c h i e v e d whenever the problem i s l a r g e 
enough s o t h a t t h e f a s t e r i n c r e a s e i n some of t h e V ( i ) ' s dur ing each 
PIR a l l o w s e a r l i e r p o l i c y c o n v e r g e n c e . Thus t h e t o t a l number of i t e r a ­
t i o n s may be r e d u c e d , so t h a t t h e t o t a l number of VDO's i s reduced . 
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S u c c e s s i v e Approx imat ions . White [120] repor ted s a v i n g s i n compu­
t a t i o n a l l oad f o r l a r g e - s c a l e problems by u s i n g a method s u g g e s t e d but 
l i t t l e e x p l o i t e d i n Howard's o r i g i n a l work. This method has come t o be 
known as s u c c e s s i v e a p p r o x i m a t i o n s . VDO's are a v o i d e d , and the method 
s imply c o n s i s t s of a sequence of p o l i c y i t e r a t i o n s u n t i l (5-optimality i s 
a c h i e v e d . Of c o u r s e , i n t h o s e i t e r a t i o n s for which k* i s not changed 
i n Equat ion ( 7 ) , and V ( i ) ' s are i n c r e a s e d ; each such i t e r a t i o n i s i n 
f a c t a v a l u e i t e r a t i o n by J a c o b i ' s method, e x c e p t t h a t t h e s l i g h t im­
provement of Equat ion (8) over Equat ion (6) i s no t r e a l i z e d . 
W h i t e ' s method i s e s p e c i a l l y important because of a n e a t c o r r e ­
spondence w i t h f i n i t e - h o r i z o n dynamic programming. S t a r t i n g w i t h 
V ( i ) = 0 f o r a l l i , and u s i n g J a c o b i i t e r a t i o n s throughout , t h e n t h 
v e c t o r V n i s the same as t h e v a l u e of the p r o c e s s when e x a c t l y n 
t r a n s i t i o n s remain and t h e s a l v a g e v a l u e s are z e r o . This i s o b v i o u s , 
s i n c e V^=0 , V ^ r , V2=r-f$V"^ , e t c . Thus W h i t e ' s method y i e l d s t h e 
f i n i t e - h o r i z o n s o l u t i o n for every number of t r a n s i t i o n s up to t h e l a s t 
t r a n s i t i o n c o n s i d e r e d . 
As Morton [89] o b s e r v e s , B e l l m a n ' s s u g g e s t e d " v a l u e - i t e r a t i o n 
t e c h n i q u e " [ 7 ] , p u b l i s h e d i n 1957 , t h r e e years b e f o r e Howard's method, 
c o n s i s t s p r e c i s e l y o f f i n d i n g an i n i t i a l r e w a r d - f u n c t i o n approximat ion 
i n an u n s p e c i f i e d manner, and then u t i l i z i n g i t e r a t i v e machinery i d e n t ­
i c a l t o what Howard l a t e r c a l l s i n a d i f f e r e n t c o n t e x t " p o l i c y improve­
ment r o u t i n e . " This e s s e n t i a l l y i s Howard's method. 
H a s t i n g s ' m o d i f i c a t i o n c o n s i s t s of s u b s t i t u t i n g G a u s s - S e i d e l 
i t e r a t i o n s f o r J a c o b i i t e r a t i o n s ; t h i s m o d i f i c a t i o n i s e f f i c a c i o u s , as 
i s shown l a t e r i n t h i s c h a p t e r . I t a l s o c o s t s n o t h i n g e x t r a i n s t o r a g e , 
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computat ion t ime or programming e f f o r t , but i t does r u i n t h e f i n i t e -
h o r i z o n c o r r e s p o n d e n c e . A second m o d i f i c a t i o n , p o s s i b l e f o r many p a r ­
t i c u l a r a p p l i c a t i o n s , i s t o s t a r t w i t h an a c c u r a t e g u e s s as to what t h e 
0 
o p t i m a l v e c t o r V w i l l b e , and t o u s e t h i s guess as t h e v e c t o r V 
I f t h e g u e s s i s v e r y a c c u r a t e , 5 - o p t i m a l i t y can o f t e n be ach i eved i n 
very few i t e r a t i o n s , b e c a u s e of the wel l -known f a c t t h a t t h e f i n i t e -
h o r i z o n dynamic programming e q u a t i o n f o r V ( i ) approaches Equation (6) 
as t h e v e c t o r ( V ( j ) } on t h e r i g h t approaches { V ( i ) } on t h e l e f t . 
A c t i o n - S p a c e Reducing Techniques 
MacQueen [81] g i v e s a t e s t f o r subopt imal a c t i o n s i n a Markov 
d e c i s i o n p r o c e s s , and T o t t e n [116] r e p o r t s a s y s t e m a t i c procedure of 
u s i n g MacQueen's t e s t a t every s t a g e of an i t e r a t i v e s o l u t i o n t o 
e s t a b l i s h bounds on the V ( i ) v a l u e s and t o e l i m i n a t e more and more 
subopt imal a c t i o n s as the s o l u t i o n p r o c e e d s . The e f f e c t i s t o reduce 
t h e number of computat ions i n each p o l i c y i t e r a t i o n , l e a v i n g v a l u e 
i t e r a t i o n s unchanged. For l a r g e - s c a l e problems ( t h o s e w i t h more than 
100 s t a t e s ) , the r e d u c t i o n i n computat iona l load would be minor even 
i f p o l i c y i t e r a t i o n s were done f o r f r e e . For t h i s r e a s o n , t h e e n t i r e 
c l a s s of methods t h a t s e r v e on ly to reduce t h e a c t i o n space i s of l i t t l e 
i n t e r e s t h e r e . 
A Taxonomy of Micro S o l u t i o n Procedures 
The c l o s e r e l a t i o n s h i p s among t h e methods d i s c u s s e d i n t h i s 
chapter a r e emphasized by the f a c t t h a t each method can be d e s c r i b e d i n 
terms of t h e s i x b l o c k s i n F i g u r e 5, which c o n s t i t u t e s a taxonomy f o r 
them. S i n c e each method i s d i s c u s s e d i n d e t a i l be low, on ly t h e i r n o n -








Figure 5. General Flow Chart for A l l Micro Methods 
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The i n i t i a l i z a t i o n or adjustment b l o c k r e c e i v e s a p o l i c y and the 
v a l u e s V = { V ( i ) } and t r a n s m i t s them t o the v a l u e i t e r a t i o n b l o c k . A 
more d e t a i l e d d e s c r i p t i o n of i n i t i a l i z a t i o n o p t i o n s i s g i v e n in Chapter 
VI. 
The v a l u e i t e r a t i o n b l o c k e x e c u t e s one v a l u e i t e r a t i o n , w i t h the 
s i n g l e e x c e p t i o n of Howard's a l g o r i t h m , i n which s i m u l t a n e o u s s o l u t i o n 
of Equat ion (6) i s s u b s t i t u t e d f o r the o p e r a t i o n s of t h i s b l o c k and t h e 
f o l l o w i n g convergence b l o c k . 
The v a l u e convergence b l o c k f o l l o w i n g the v a l u e i t e r a t i o n b l o c k 
i s n u l l f o r Howard's a l g o r i t h m . For a l l o ther methods , i t t r a n s f e r s 
c o n t r o l back t o t h e v a l u e i t e r a t i o n b l o c k when v a l u e convergence i s no t 
i n d i c a t e d or t o the p o l i c y i t e r a t i o n b l o c k i f v a l u e convergence i s 
i n d i c a t e d . 
The p o l i c y i t e r a t i o n b l o c k e x e c u t e s one p o l i c y i t e r a t i o n . 
The p o l i c y convergence b l o c k t r a n s f e r s c o n t r o l t o t h e t e r m i n a t i o n 
b l o c k i f t h e p o l i c y i t e r a t i o n does no t change t h e p o l i c y ; o t h e r w i s e i t 
t r a n s f e r s c o n t r o l t o t h e v a l u e i t e r a t i o n b l o c k . I f MacQueen's r e f i n e ­
ment i s u s e d , t h i s b l o c k a l s o makes computat ions t o remove d e c i s i o n s 
known t o be subopt ima l from f u r t h e r c o n s i d e r a t i o n . 
The t e r m i n a t i o n b l o c k t e r m i n a t e s the s o l u t i o n and t r a n s f e r s i n ­
format ion e l s e w h e r e i f t h i s i s a subproblem. 
Example A p p l i c a t i o n s 
To i l l u s t r a t e the c o m p u t a t i o n a l d e t a i l s of t h e s o l u t i o n p r o c e ­
dures d e s c r i b e d above , a computer program "MDP" was prepared and was 
used to s o l v e Beckman's "Machine Repair" problem for 3=0.9 ( s e e prob­
lem s t a t e m e n t i n Chapter I I ) by s e v e r a l v a r i a t i o n s of method. A 
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l i s t i n g of t h i s program and an example run i s i n c l u d e d i n Appendix I . 
Computational r e s u l t s are g i v e n i n the f o l l o w i n g t a b l e s . The o p t i o n s 
of t h e program are a s f o l l o w s : 
Opt ion 1: Howard's o r i g i n a l method 
Option 2 : Howard's method w i t h G a u s s - S e i d e l p o l i c y i t e r a t i o n s 
s u b s t i t u t e d for J a c o b i p o l i c y i t e r a t i o n s ( H a s t i n g s ' 
m o d i f i c a t i o n ) 
Option 3: W h i t e ' s method 
Opt ion 4: Whitens method w i t h G a u s s - S e i d e l p o l i c y i t e r a t i o n s 
s u b s t i t u t e d f o r J a c o b i p o l i c y i t e r a t i o n s 
Option 5: Option 2 w i t h 4 out of every 5 VDO's suppres sed 
Opt ion 6: Option 2 w i t h 1 out of every 2 VDO's s u p p r e s s e d 
Table 3 . Sample R e s u l t s 
w i t h Opt ions 1 and 2 of MDP 
Howard's Method H a s t i n g s ' M o d i f i c a t i o n 
n V ( l ) , k V ( 2 ) , k V ( l ) , k V ( 2 ) , k 
0 2 2 2 2 INITIALIZATION 
1 2 7 . 4 3 , 2 5 3 . 5 2 , 2 2 7 . 4 3 , 2 5 3 . 5 2 , 2 VDO 
2 2 9 . 9 3 , 1 5 3 . 5 2 , 2 2 9 . 9 3 , 1 5 3 . 7 4 , 2 PIR 
3 3 4 . 8 4 , 1 5 7 . 0 3 , 2 3 4 . 8 4 , 1 5 7 . 0 3 , 2 VDO 
4 3 4 . 8 4 , 1 5 7 . 0 3 , 2 3 4 . 8 4 , 1 5 7 . 0 3 , 2 PIR 
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T a b l e 4 . Sample R e s u l t s 
w i t h O p t i o n s 3 and 4 of MDP 
O p t i o n 3 : O p t i o n 4 : 
W h i t e ' s Method H a s t i n g s ' M o d i f i c a t i o n 
n V ( l ) , k V ( 2 ) , k n V ( l ) , k V ( 2 ) , k 
0 0 0 0 0 0 INITIALIZATION 
1 - 6 . 5 , 1 9 . 2 5 , 1 1 - 6 . 5 , 1 7 .79 , 1 PIR 
2 - 5 . 2 6 , 1 1 4 . 6 1 , 2 2 - 5 . 9 2 , 1 1 3 . 4 8 , 2 PIR 
3 - 2 . 2 9 , 1 1 9 . 0 6 a 3 - 3 . 1 0 , 1 1 8 . 3 3 , 2 PIR 
4 1.04 , 1 2 2 . 9 3 , 2 4 .36 , 1 2 2 . 5 8 ,2 PIR 
5 4 . 2 9 , 1 2 6 . 3 7 , 2 5 3 . 8 2 , 1 2 6 . 3 3 ,2 PIR 
6 7 .30 , 1 2 9 . 4 4 , 2 6 7 .07 , 1 2 9 . 6 7 ,2 PIR 
7 1 0 . 0 3 , 1 3 2 . 2 1 ,2 7 1 0 . 0 3 , 1 3 2 . 6 4 , 2 PIR 
8 1 2 . 5 1 , 1 34 .96 , 2 8 1 2 . 7 0 , 1 3 5 . 2 8 ,2 PIR 
9 1 4 . 7 4 , 1 3 6 . 9 2 , 2 9 1 5 . 0 9 , 1 3 7 . 6 3 ,2 PIR 
10 
• 
1 6 . 7 5 . 1 3 8 . 9 4 , 2 10 
• 
1 7 . 2 2 , 1 3 9 . 7 3 ,2 PIR 
• 
36 3 3 . 6 7 5 , 1 5 5 . 8 6 2 , 2 
• 
35 3 3 . 8 3 9 , 1 5 6 . 0 4 4 , 2 PIR 
37 3 3 . 7 9 2 , 1 5 5 . 9 7 9 , 2 36 33 .947 , 1 5 6 . 1 5 1 , 2 PIR 
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• 
3 3 . 8 9 7 , 1 5 6 . 0 8 4 , 2 37 
• 
3 4 . 0 4 4 , 1 56 .247 ,2 PIR 
• 
OO 3 4 . 8 4 , 1 5 7 . 0 3 , 2 
• 
oo 3 4 . 8 4 , 1 5 7 . 0 3 , 2 PIR 
Table 5 . Sample R e s u l t s 
w i t h Opt ions 5 and 6 of MDP 
Opt ion 5: 
V a r i a t i o n 
of W h i t e ' s 
of H a s t i n g s ' 
Method 
M o d i f i c a t i o n 
n V ( l ) , k V ( 2 ) , k 
0 0 0 INITIALIZATION 
1 - 6 . 5 , 1 7 . 7 9 , 1 PIR 
2 - 5 . 9 2 , 1 1 3 . 4 7 , 2 PIR 
3 - 3 . 1 0 , 1 1 8 . 3 3 , 2 PIR 
4 . 3 6 , 1 2 2 . 5 8 , 2 PIR 
5 3 . 8 2 , 1 2 6 . 3 4 , 2 PIR 
6 3 4 . 8 4 , 1 5 7 . 0 3 , 2 VDO 
7 3 4 . 8 4 , 1 5 7 . 0 3 , 2 PIR 
Opt ion 6: 
V a r i a t i o n 
of Howard' 
of H a s t i n g s ' 
s Method 
M o d i f i c a t i o n 
n V ( l ) , k V ( 2 ) , k 
0 0 0 INITIALIZATION 
1 - 6 . 5 , 1 7 . 7 9 , 1 PIR 
2 - 5 . 9 2 , 1 1 3 . 4 7 , 2 PIR 
3 3 4 . 8 4 , 1 5 7 . 0 3 , 2 VDO 
4 3 4 . 8 4 , 1 5 7 . 0 3 , 2 PIR 
5 3 4 . 8 4 , 1 5 7 . 0 3 , 2 PIR 
6 3 4 . 8 4 , 1 5 7 . 0 3 , 2 VDO 
Forecast-Accelerated Methods 
Two new methods w i l l be presented in this sect ion. In a l l of 
the mixed i t e r a t i v e procedures discussed i n th is chapter, value con­
vergence consumes the major port ion of computation t ime. Some experi 
mental facts concerning value i t e r a t i o n s , observed by th is and other 
authors [ 1 2 8 , 5 3 , 5 5 ] , are as fol lows: 
1 . Values i n successive i t e r a t i o n s tend to fol low a curve 
of the form f ( t ) = a + b a t , where a i s the eventual va lue , 
a+b i s the current va lue , a is a constant, t counts the 
i t e r a t i o n s , and f ( t ) i s the value at i t e r a t i o n t , 
t = 0 , l , . . . . That i s , the p lot of the V ( i ) f s has one of 
the fol lowing shapes: 
f ( t ) 
Table 6 . Improvement Ratios 
n RATIO (1) RATIO (2) 
1 - . 1 8 6 5 .1622 
2 .0299 .1121 
ro . 0740 .1049 
4 .0899 .1020 
5 .0960 .1008 
6 .0984 . 1003 
7 .0994 . 1 0 0 1 
8 . 0997 .1000 













31 .0999 .1000 
32 .0999 .0999 
33 .0999 .0999 
34 .1000 .1000 
35 .1000 .1000 
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2 . The improvement r a t i o s are c o n s t a n t a f t e r 
CO T| — 1 
V ( i ) - v 1 1 1 ( i ) 
the e f f e c t of the i n i t i a l c o n d i t i o n s has worn o f f . Table 5 
g i v e s some r e s u l t s f o r t h e v a l u e s o b t a i n e d u s i n g W h i t e ' s 
method to s o l v e Beckman's "Machine Repair" problem, p r e s e n t ­
ed i n Chapter I I , for 3=0.9 . R a t i o ( i ) denote s the im­
provement r a t i o for s t a t e i . 
3 . Great a c c e l e r a t i o n s i n convergence are p o s s i b l e i f the V ( i ) 
v a l u e s can be e s t i m a t e d . For example , i n u s i n g W h i t e ' s s u c ­
c e s s i v e approximat ion procedure on the Beckman example , 
where t h e op t ima l s o l u t i o n has V ( l ) = 3 4 . 8 4 and V ( 2 ) = 5 7 . 0 3 , 
a "wi ld g u e s s " of V(1)=V(2)=20 was a b l e to reduce t h e num­
ber of i t e r a t i o n s from 38 to 3 3 . 
4 . Convergence i s a d e c r e a s i n g f u n c t i o n of 3 . 
5 . The a r i t h m e t i c d i f f e r e n c e of V ( i ) - V ( j ) tends t o a cons tant 
as 3 i n c r e a s e s to one . A l s o , for a g i v e n p o l i c y , V ( i ) 
i n c r e a s e s i n i n v e r s e p r o p o r t i o n t o 1-3 ; t h a t i s , 
v ( i , 3 2 ) = v C i ^ i ) ^ 1 -
1-P2 
From t h e s e o b s e r v a t i o n s , Young [128] has s u g g e s t e d the f o l l o w i n g 
procedure : the MDP problem i s s o l v e d a t a smal l v a l u e of 3 » so t h a t 
convergence i s r a p i d . Then, t h e b e s t V ( i ) , t h a t i s , t h e one t h a t 
seems c l o s e s t t o i t s v a l u e w i t h the a c t u a l 3 » i s r a t i o e d up by the 
f a c t o r (1 -3 , , ) / ( l - 3 . , ) t o o b t a i n a rough e s t i m a t e of t h a t s m a l l a c t u a l & 
V ( i ) ; t h e o t h e r V ( i ) ' s are m o d i f i e d so as to p r e s e r v e the a r i t h m e t i c 
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d i f f e r e n c e among t h e V( I ) ' s ( o t h e r w i s e , the procedure w i l l a d j u s t i t ­
s e l f by changing a l l the V ( i ) ' s , i n c l u d i n g t h e one j u s t e s t i m a t e d , 
w a s t i n g not on ly i t e r a t i o n s but a l s o the s a v i n g s t o be ga ined when 
g u e s s i n g a t one V ( i ) . Then, t h e problem i s s o l v e d a t t h e a c t u a l 3 
s t a r t i n g w i t h t h e e s t i m a t e d V ( i ) ' s . For example , in u s i n g H a s t i n g s ' 
m o d i f i c a t i o n of W h i t e ' s s u c c e s s i v e approximat ion procedure on the Beck-
man example, convergence a t 3=0.5 was a c h i e v e d i n 7 i t e r a t i o n s , y i e l d ­
i n g V ( i ) e s t i m a t e s t h a t a l l o w e d convergence a t the t r u e 3=0.9 i n 7 
a d d i t i o n a l i t e r a t i o n s ; t h e n e t s a v i n g s was 13 i t e r a t i o n s . This i s 
i l l u s t r a t e d i n Table 9 which shows the output from Option 9 of the 
program MDP. 
Two new methods m o t i v a t e d by the e x p e r i m e n t a l f a c t s c i t e d above 
w i l l now be i n t r o d u c e d . They seem to be both t h e o r e t i c a l l y and computa­
t i o n a l l y s u p e r i o r to a l l r e p o r t e d a c c e l e r a t i o n p r o c e d u r e s . The new 
methods are based on f o r e c a s t s u s i n g two and t h r e e s u c c e s s i v e v a l u e s of 
V ( i ) , r e s p e c t i v e l y , and w i l l thus be c a l l e d t h e 2-V and 3-V methods . 
Let S be an e r g o d i c c l a s s of s t a t e s . We d e f i n e 
g ( n ) = I P ( n ) ( i , j ) r ( j ) (9) 
j e S 
where p ^ n ^ ( i , j ) i s t h e p r o b a b i l i t y of s t a t e j a f t e r n t r a n s i t i o n s 
(n) 
from s t a t e i , s o t h a t g i s t h e e x p e c t e d reward to be c o l l e c t e d 
on the n th t r a n s i t i o n under a g i v e n p o l i c y when t h e s t a r t i n g s t a t e a t 
n=0 i s i . Note t h a t for l a r g e n , g^ 1^ w i l l approach g , the 
f a m i l i a r l o n g - r u n e x p e c t e d g a i n , which i s d e f i n e d as 
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g = I T T ( j ) r ( j ) 
jeS 
where T T ( j ) is the long-run probab i l i t y of s ta te j , jeS . 
Consider two successive value i t e r a t i o n s of V ( i ) , namely V n ( i ) 
n+1 0 0 
and V ( i ) • Let V ( i ) be the value to which the i t e ra t ions w i l l 
converge, and l e t V ( i ) be a forecast of th is value. Let the i t e r a ­
t ions be done by White's method [120 ] , so that i f the pol icy does not 
change, 
V n + 1(i) r ( i ) + 3 l P ( i , j ) V
n ( j ) 
jeS 
The successive values are 
n VN(I) 
0 
r ( i ) 
r ( i ) + 3 S p ( 1 ) ( i , j ) r ( j ) 
r ( i ) + 3EP ( 1 )(i,j)r(j) + 3 2 E p ( 2 ) ( i , j ) r ( j ) 
r ( i ) + 3 2 p ( 1 ) ( i , j ) r ( j ) + . . . + 3 n " 1 E P ( n 1 } ( i , j ) r ( j ) 
For any pa i r of successive i t e r a t i o n s , the di f ference i n the two values 
is 
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V n + 1 ( l ) - V n ( i ) = gnI P ( n ) ( i , j ) r ( j ) 
= e n g ( n ) 
The d i f ference between the eventual value V ( i ) and the current 
value V n ( i ) a t any i t e r a t i o n n is given by the terms i n the series 
beyond n : 
v"(i) - V n ( i ) - &nl p ( n ) ( l . j ) r ( j ) + Bn+1I P ( n + 1 ) ( i , j ) r ( j ) + 
jeS jeS 
Let n^ be large enough so that for a l l n ^ n Q 
(n) 
p ( i , j ) = t t ( j ) , i . j e S , 
so that g^ n^ for n ^ n Q is approximated by the long-run expected gain 
per t r a n s i t i o n for the ergodic class of states S : 
g ( n ) - I P ( n ) ( i , j ) r ( j ) - I T r ( j ) r ( j ) = g . 
jeS jeS 
With these resul ts i t follows that the r a t i o of the improvement i n one 
i t e r a t i o n to the t o t a l improvement tends to a constant for large n : 
vn+1(D - v n ( D 
oo ri 
v (i) - v (i) B"g(i+p-t£z+---) 
- 1-3 . (10) 
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Equation (10) provides the basis for the S-convergence stopping 
ru le used i n th is chapter, and also for two forecast -accelerat ion 
methods. 
The 5-convergence stopping r u l e follows from noting that i f 
|V ( i ) - V ( i ) | = 6 , then from Equation (10), |v ( i ) - V ( i ) | - 6/(1-3) . 
Thus i f we wish to stop value i t e r a t i o n s when the dif ference between the 
current value and the true value i s approximately 6/(1-3) , we stop 
when the d i f ference between the values calculated i n two successive 
i t e r a t i o n s is 6 or l ess . In the examples in th is chapter, wi th 
3=0.9 , the stopping c r i t e r i o n 6=0.1 always gave values w i t h i n 1.0 of 
the true va lue, providing experimental evidence thaflf Equation (10) is 
robust when applied not only to White's method but to other methods as 
w e l l . 
Equation (10) makes a "strong statement" that each i t e r a t i o n 
closes a proport ion (1-3) of the gap, and a "weak statement" that suc­
cessive i t e r a t i o n s close equal proportions of the gap. The weak s t a t e ­
ment is a general ly occurring phenomenon in numerical ana lys is , and 
would be expected to occur in a wide range of i t e r a t i v e techniques. 
The strong statement, on the other hand, i s spec i f ic to MDP and spec i f ic 
to White's unmodified method wi th in MDP (although experimental resul ts 
suggest i t holds approximately for a l l the value i t e r a t i o n methods of 
th is chapter ) . 
3-V Method 
Consider three successive value i t e r a t i o n s with no intervening 
pol icy i t e r a t i o n s , y ie ld ing for s ta te i , at a given decision p o l i c y , 
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the values V"n ( i )=ag . V"n ( i )=a^ and V n ( i ) = a 2 . The unknown value 
oo 
V ( i ) to which fur ther value i t e r a t i o n s w i l l converge w i l l be forecast; 
^oo 
c a l l the forecast V ( i ) . The basis for the forecast is that of geo-
oo 
metric decrease of the residual V ( i ) - a , so that the forecast value 
n 
is tha t value for which each i t e r a t i o n reduces the residual by a con-
stant proport ion. This proportion is then equal to (a^-aQ)/ (V ( i ) - a g ) 
and also equal to {a^-a^)/ {S ( i ) - a ^ ) , leading immediately to the f o r e ­
cast 
- _ a i < a r a p > - V v V 
( a r a o ) " ( a 2 _ a i ) 
When for some i i t is observed that V" n ( i ) i s c lear ly fo l low­
ing the assumed geometric behavior, the convergence i s accelerated by 
/SCO 
l e t t i n g V ( i ) jump to i t s forecast V ( i ) . The assumed behavior is 
indicated by two consecutive estimates for which |a^-a^[> |a^-a^| and 
whose sample c o e f f i c i e n t of v a r i a t i o n i s smal l . When jumps were made 
to the l a t e s t estimate that was w i th in 15 percent of the previous e s t i ­
mate, solut ion of the Beckman problem was accelerated by 6 i t e r a t i o n s 
when the solut ion method was that of White and by 5 i t e r a t i o n s when the 
solut ion method was that of Hastings' modif icat ion of White's method. 
The added storage requirements for ext rapola t ive accelerat ions 
are approximately UN added words, where U is the number of parame­
ters used in forecasting each V ( i ) s e r i e s , and where N i s the num­
ber of s t a t e s . The accelerat ion jus t described adds about 3N words: 
two e a r l i e r V ( i ) values and one forecast . I f the two-$ method des-
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cribed e a r l i e r is viewed in th is l i g h t , the added storage is n e g l i g i b l e , 
since only a lready-stored values are used: V ( i ) » 3 -.-. and 3 ^ 
J J small actual 
Any ext rapola t ive procedure that has modest storage requirements and 
tha t s i g n i f i c a n t l y accelerates value convergence should be advantageous 
for la rge-sca le MDP. 
The 3-V forecast -acce lerat ion technique j u s t described is s imi lar 
to an empir ical technique reported by Zaldivar and Hodgson [132] for use 
in undiscounted MDP problems, where the convergence behavior is somewhat 
d i f f e r e n t . They did not present a theore t ica l j u s t i f i c a t i o n , but the 
V ( i ) behavior in undiscounted problems is roughly that of geometric 
approach to a s t ra ight l i n e wi th constant slope. Zaldivar and Hodgson 
t r i e d forecast ing g (as defined above, which i s the quantity output by 
value i t e r a t i o n s i n undiscounted problems) both as the slope of a 
s t ra ight l i n e through the l a s t three values and also as the slope to 
which a negat ive-exponent ia l curve through the l a s t three values was 
tending toward. They reported the l inear forecast as best . 
2-V Method 
Whereas the 3-V forecast ing method described above is based on 
the expectation that successive i t e r a t i o n s should close equal propor­
t ions of the gap, i t s development makes no use of the fur ther expecta­
t i o n that these proportions are not only equal to each other but also 
equal to 1-3 . We can w r i t e Equation (10) as 
V ^ i ) - v^q) „ 
__ - 1 - 3 
V ( i ) - V n ""(i) 
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so that i f V ( i ) i s a forecast of the t rue V ( i ) , we immediately 
have the basis for a 2-V forecast ing method: 
1 - (5 
Convergence i s indicated by two successive forecasts that have a small 
sample coe f f i c ien t of v a r i a t i o n , as was the case for 3-V forecasts . 
The 2-V forecasts were used i n so lut ion of Beckman's problem by 
White's method, under the ru le that both V ( l ) and V(2) were jumped 
to t h e i r forecast value when, for both s ta tes , the di f ference between 
two successive forecasts was less than 15 percent of the di f ference 
between two successive values of V ( i ) . The resul ts are shown i n 
Table 9. A jump was made a f t e r i t e r a t i o n 5, and 6-convergence for 
6=0.1 was achieved i n a t o t a l of 9 i t e r a t i o n s . 
2-V forecast ing as out l ined above requires 2N extra storage 
words: N words for the old V ( i ) 's and N words for the old fo re ­
casts. 
For a l l three of the new convergence aids introduced in th is 
chapter—3-V forecast -acce lera t ion , the two-3 method, and 2-V forecast -
acce le ra t ion—interes t ing issues ar ise as to how to apply them to best 
advantage. For example, how t i g h t a c r i t e r i o n should be applied to 
decide whether to jump to a forecast? Should a jump be delayed u n t i l 
a l l jumps in an ergodic class of states can be made together, or should 
jumps be made separately? How does one choose a sui table ^ s m a j _ ]_ » o r 
a su i tab le series of them, i n the two-3 method? The answers to these 
questions seem to be highly dependent on the data of each ind iv idua l 
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problem. Further research is needed on these points before any one of 
these three methods can be incorporated into a large-scale general 
solut ion scheme. 
Example Applications 
To i l l u s t r a t e the use of the forecast-accelerated methods p re ­
sented i n the past sect ion, the program "MDP" used wi th the previous 
six options was extended to include the fol lowing options: 
Option 7: Forecast-Accelerated White's method (3-V) 
Option 8: Improved Forecast-Accelerated White's method (2-V) 
Option 9: Two-3 method using Hastings' modif icat ion of White's 
technique 
The resul ts for Beckman's problem are given i n the fol lowing 
tab les . 
Table 7. Sample Results 




n V ( l ) , k V ( l ) V ( 2 ) , k V(2) 
0 0 0 INITIALIZATION 
1 - 6 . 5 , 1 9 .25 ,1 PIR 
2 - 5 . 2 6 , 1 - 5 . 4 6 14.61,2 21.98 PIR 
3 - 2 . 2 9 , 1 19.06,2 40.91 PIR 
4 1 .04,1 22 .93 ,2 48.85 PIR 
5 4 . 2 9 , 1 116.82 26.37,2 53.50 PIR 
6 7 .30 ,1 45.29 29.44,2 55.65 PIR 
7 10 .03 ,1 37.83 32.21,2 56.52 PIR 
CO
 12 .50 ,1 35.84 34.69,2 56.84 PIR 
35.84 56.84 JUMP 
9 35 .20 ,1 35.21 56.97,2 56.97 PIR 
10 34 .98 ,1 34.85 57.01,2 57.04 PIR 
11 34 .90 ,1 34.90 57.03,2 57.04 PIR 
34.85 57.04 JUMP 
12 34 .85 ,1 34.79 57 .04 ,2 PIR 
Table 8. Sample Results 




n V ( l ) , k V ( l ) V ( 2 ) , k V(2) 
0 0 0 INITIALIZATION 
1 - 6 . 5 , 1 -64 .99 9 . 2 5 , 1 92.5 PIR 
2 - 5 . 2 6 , 1 5.87 14.61,2 62.84 PIR 
3 - 2 . 2 9 , 1 24.41 19.06,2 59.12 PIR 
4 1 .04 ,1 31.09 22.93,2 57.78 PIR 
5 4 . 2 8 , 1 33.49 26 .37 ,2 57.30 PIR 
33.49 57.30 JUMP 
6 34 .36 ,1 42.14 57.13,2 55.57 PIR 
7 34 .67 ,1 37.47 57.06,2 56 .51 PIR 
8 34 .78 ,1 35.79 57 .04 ,2 56.84 PIR 
9 34 .82 ,1 35.18 57.04,2 56.96 PIR 
Table 9. Sample Results 
w i th Option 9 of MDP 
Option 9: 
Two-3 Method Using Hastings' 
Modi f icat ion of White's Technique 
n 3 V ( l ) , k V ( 2 ) , k 
0 .5 0 0 INITIALIZATION 
1 - 6 . 5 , 1 8 .44 ,1 PIR 
2 - 6 . 0 2 , 1 11 .66 ,1 PIR 
3 - 5 . 0 9 , 1 12 .99 ,1 PIR 
4 - 4 . 5 3 , 1 13 .55 ,1 PIR 
5 - 4 . 2 4 , 1 13 .80 ,1 PIR 
6 - 4 . 1 1 , 1 13 .91 ,1 PIR 
7 - 4 . 0 5 , 1 13 .96 ,1 PIR 
Updating 3: 
.9 INITIALIZATION 
69.8 51.78 PIR 
CO
 48 .21 ,1 55 .05 ,1 PIR 
9 39 .97 ,1 55.89,2 PIR 
10 36 .63 ,1 56.27,2 PIR 
11 35 .30 ,1 56.45,2 PIR 
12 34 .79 ,1 56.56,2 PIR 
13 34 .61 ,1 56 .63 ,2 PIR 
14 34 .55 ,1 56.68,2 PIR 
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CHAPTER V 
LARGE SCALE MDP PROBLEMS 
The study of large-scale programming techniques for the solut ion 
of MDP problems is one of major importance. However, from the large 
body of scholars that have studied MDP, only a handful of references i n 
th is d i r e c t i o n can be found. This is not to say that p rac t i t ioners of 
MDP are not aware of th is s i t u a t i o n . As M i l l e r [86] s t a t e s , 
A well-known l i m i t a t i o n i n applying dynamic programming as a 
computational technique is that many " rea l world" sequential 
decision models must be described by an extremely large number 
of s ta tes . For such sequential decision models there are gen­
e r a l l y two approaches open to the analyst: he can develop a 
heur is t i c dynamic (state-dependent) decision r u l e , or , he can 
recast the problem into a s t a t i c framework and apply a var iant 
of mathematical programming to obtain a s t a t i c (non-state-
dependent) decision r u l e . Typica l ly th is ends the analysis 
except for perhaps some simulation tests to evaluate the pro­
posed procedures. 
A large-sca le MDP problem w i l l be defined here as one wi th a 
large s ta te space. I t is true that there are some problems with large 
act ion spaces which may be considered by some authors as belonging in 
th is category. However, from the solut ion methods of Chapter IV , i t is 
clear that a large act ion space simply implies that there w i l l be many 
actions to be evaluated for some states at each PIR. However, th is i s 
not a serious drawback, since the amount of computations required to 
evaluate a given action i s n e g l i g i b l e . Add i t iona l l y , tests have been 
developed to e l iminate from the analysis suboptimal actions [108 ,116] . 
On the other hand, a large s ta te space represents not only more states 
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wi th the i r corresponding actions to be evaluated at each PIR, but more 
important than t h a t , larger systems of equations to be solved at each 
VDO. The computational and storage requirements of a VDO are the c r i t ­
i c a l issues i n the solut ion of la rge-sca le MDP problems. Therefore, 
the procedures proposed in Chapter V I w i l l deal w i th the solut ion of 
problems wi th a large s ta te space. 
A C lass i f i ca t ion of Solution Methods for Large-Scale MDP Problems 
To put in a proper perspective the resul ts reported in th is 
t h e s i s , we may consider the fol lowing solut ion s t ra teg ies for l a rge -
scale MDP problems. The f i r s t class of s t ra teg ies deals wi th reformu­
l a t i o n a l t e r n a t i v e s , whi le the second class t rea ts solut ion methods. 
A) Work wi th a Reduced Problem 
1 . Recast the problem into a determinist ic dynamic problem, 
and solve th is problem to obtain an approximate so lu t ion . 
Norman and White [92] used th is approach to i n i t i a l i z e 
t h e i r approximate method of expectat ions. The l i m i t a ­
tions of th is strategy are obvious, and i t w i l l only 
y i e l d sa t is factory resul ts for those problems which 
should have been formulated as determinist ic in the 
f i r s t p lace. 
2. Reformulate the dynamic stochastic problem into a s t a t i c 
framework, and solve the reduced state-independent 
stochastic problem. This has been the most popular 
method of so lu t ion . However, i t is clear that th is 
strategy w i l l be dominated by one that uses a l l a v a i l -
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able informat ion. Besides, i t seems wasteful to formu­
l a t e correct ly a problem and then adopt an i n f e r i o r 
so lu t ion . An example i n stochastic locat ion analysis 
w i l l be given next to i l l u s t r a t e the use of dynamic vs 
s t a t i c decision r u l e s . 
3. Approximate the given problem by a smaller dynamic 
stochastic problem w i th a reduced state space. This is 
also a widely used procedure, and i t w i l l be i l l u s t r a t e d 
w i th an example of a dispatching problem. The method­
ology presented in Chapter I I I for s t a t i s t i c a l inference 
on MDP can be used to gather the information required by 
the reduced problem. 
B) Solve the Problem I n d i r e c t l y 
1 . Use add i t iona l information on the form of the optimal 
solut ion to r e s t r i c t the search to a given class of 
p o l i c i e s , ca l led h e u r i s t i c decision rules or structured 
po l ic ies by some authors [ 8 6 , 9 6 ] . The main object of 
such studies is to f i n d s u f f i c i e n t conditions for the 
opt imal i ty of structured p o l i c i e s . This strategy has 
been very successful in the f i e lds of stochastic inven­
tory models [118] , replacement models [ 2 6 ] , and i n some 
other special processes. A recent study by Porteus [96] 
gave some new resul ts on the opt ima l i ty of structured 
po l ic ies that l i n k the studies of Strauch [114 ] , Black-
we l l [ 1 2 , 1 3 ] , and others, where general po l ic ies for 
90 
general processes are considered, wi th studies such as 
those by Scarf [107] and Derman [ 2 6 ] , where structured 
po l ic ies for specia l processes are considered. One of 
the main advantages of the state-change formulation 
presented in Chapter I I i s that separating the choice 
moves from the chance moves allows for the i d e n t i f i c a ­
t ion of structured p o l i c i e s . For example, state-change 
formulation of cer ta in inventory problems leads d i r e c t ­
ly to the simple pol icy structure known as "S,s" p o l i ­
cies . 
C) Solve the Problem D i r e c t l y 
1 . Use d i r e c t l y one of the micro methods of Chapter IV. 
This has been a common a l t e r n a t i v e , since for a long 
time no other procedures were developed. However, 
these methods reach storage and computation l i m i t s on 
any computer for problems whose s ize s t i l l f a l l s w i t h ­
in reasonable information-gathering l i m i t s . 
2. Use a decomposition scheme. This seems to be the most 
na tura l way of solving large problems. 
Some Examples of Large-Scale Problems 
The accurate formulation of many problems as MDP requires a 
large number of s ta tes . In th is section we give some i l l u s t r a t i v e ex­
amples of problems reported in the l i t e r a t u r e . Out of some 600 papers 
on MDP, only a handful re fe r to solutions of r e a l - l i f e problems, and 
even less of la rge-sca le problems. To make matters worse, w i th the 
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exception of a problem of stochastic locat ion analysis studied by 
Rosenthal [ 9 9 ] , those that correspond to large problems have been 
solved by the use of heur is t i c decision rules or as s t a t i c problems. 
A Stochastic Location Analysis Problem 
Some problems of stochastic locat ion analysis have been studied 
by Rosenthal [ 99 ] . We present a small example from his work to i l l u s ­
t r a t e the d i s t i n c t i o n between a dynamic or state-dependent pol icy and 
a s t a t i c or state-independent po l icy . 
Consider a s i tua t ion where two f a c i l i t i e s , a server and a cus­
tomer, change the i r locations weekly over an i n f i n i t e horizon. Both 
f a c i l i t i e s are confined to a f i n i t e set S = { l , 2 , . . . , N } of possible 
locat ions. The customer's locat ion changes according to an NxN 
Markov t r a n s i t i o n matr ix; the server 's locat ion depends on the i n ­
struct ions of a decision maker. Costs are incurred i n two ways: 1) 
when the server i s re located, and 2) when the server and the customer 
in te rac t for serv ice . At time t , t = 0 , l , 2 , . . . , the state of the 
system is (XT,A t)£SxS , where X is the server locat ion and Â_ 
i s the customer loca t ion . Given Xq,Aq , a posi t ive re locat ion factor 
a , a discount factor (3 > an NxN t r a n s i t i o n matrix P and an NxN 
distance matrix D , the process i s an fol lows: 
1 . The decision maker observes ^ t - l ' ^ t - l ^ a n C * c ^ o o s e s ^ t * 
2 . The re locat ion cost aD(XT_^,XT) i s incurred. 
3. The customer locat ion A^ i s r e a l i z e d , and 
4. The service cost D(X , A ) is incurred. 
t t 
The process is repeated i n d e f i n i t e l y . The object ive i s to choose the 
server locations so as to minimize the expected discounted sum of costs: 
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Min E I 3 t (aD(X , X t ) + D(X ,A ) } 
t = l 
"Formulation as a State -Change Problem. Let ( i , j ) be a t y p i c a l 
s t a t e . A dynamic ( s t a t e - d e p e n d e n t ) d e c i s i o n r u l e i s : for each s t a t e 
( i , j ) , s p e c i f y k ( i , j ) , where k ( . i , j ) i s the l o c a t i o n to which t h e 
s e r v e r i s moved whenever s t a t e ( i , j ) i s o b s e r v e d . A s t a t i c ( s t a t e -
independent ) d e c i s i o n r u l e would s p e c i f y a permanent s e r v e r l o c a t i o n , 
or i t would choose i n advance t h e sequence of l o c a t i o n s X ^ j X ^ , . . . i n 
advance a t t ime 0 . The advantage of dynamic d e c i s i o n r u l e s , which 
encompass s t a t i c d e c i s i o n r u l e s as s p e c i a l c a s e s , s h o u l d be c l e a r s i n c e 
t h e y t a k e i n t o account u p - t o - d a t e i n f o r m a t i o n . 
Moving t h e s e r v e r c o n s t i t u t e s the " s t a t e - c h a n g e . " A t y p i c a l 
t r a n s i t i o n w i t h k = k ( i , j ) i s g i v e n be low. 
" c h o i c e t r a n s i t i o n " "chance t r a n s i t i o n " 
HQ) 
a D ( i , k ) V _ y D ( k , £ ) 
where 
a D ( i , k ) = s t a t e - c h a n g e c o s t 
D ( k , £ ) = c o s t r e s u l t i n g from the c h a n c e - t r a n s i t i o n v i s i t t o 
s t a t e ( k , £ ) 
p ( j > £ ) = t r a n s i t i o n p r o b a b i l i t y of t h e c h a n c e - t r a n s i t i o n 
v i s i t t o s t a t e ( k , £ ) 
I f we denote as u s u a l V ( i , j ) t h e v a l u e o f s t a t e ( i , j ) » then 
f o r a l l s t a t e s ( i , j ) we have the MDP problem d e f i n e d by 
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v(i,j) = Min{aD( i ,k ) t £p(j ,£)D(k,£) + b£p( j ,£ )V (k ,£)} 
k £ £ 
Note that for p r a c t i c a l locat ion analysis problems, th is w i l l be a large 
2 
problem since the number of states is N where N is the number of 
feas ib le locat ions . 
Dispatching in a Recoverable-Item Inventory System 
An in te res t ing large-sca le inventory problem can be defined as 
fol lows: Given N reparable i tems, one service center, and M cus­
tomers demanding these items, f ind a dispatching ru le which assigns the 
newly ava i lab le inventory items coming out of repair to the customer i n 
the system with the greatest need, so as to minimize the long-run aver­
age expected number of backorders. 
The model ar ises from an A i r Force inventory problem in which 
there are M bases, N i tems, say a i r c r a f t engines, and a repair center 
cal led the depot. M i l l e r [86] formulated the problem as a f i n i t e state 
MDP and showed that a h e u r i s t i c r u l e is opt imal . 
An Inventory Model 
The MDP formulation of a stochastic inventory problem was f i r s t 
given by Bellman [7] in 1957 and then by Ig lehar t [56] i n 1963. How­
ever, very l i t t l e use of th is formulat ion has ever been made, despite 
the great in te res t of many we l l known authors in the f i e l d of inventory 
theory. The two basic reasons for th is fact are data gathering d i f ­
f i c u l t i e s and the computational d i f f i c u l t i e s a r is ing from the resu l t ing 
large problems. The fact that a large state space w i l l be required 
ar ises from the d e f i n i t i o n of a s ta te as the number of units at hand in 
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inventory. Thus, i f we consider having 1000 units at hand there w i l l 
be 1001 states i n the model. I f we t ry grouping the items to const i tute 
s ta tes , say one s ta te being equivalent to 10 items, then the number of 
units ordered and demanded are r e s t r i c t e d to mult iples of the group s i z e , 
and there is no sa t is fac tory basis for grouping the probab i l i t y data so 
as to preserve the Markov property. 
The state-change formulation given in Chapter I I i s fa r superior 
to those previously mentioned for the inventory-control problem, i n that 
i t s impl i f i es the information gathering process by separating choice and 
chance moves, as is i l l u s t r a t e d by the inventory model t reated in Chap­
ters I I and V I I of th is thes is . I n the l i t e r a t u r e , s t a r t i n g wi th Wag­
ner 's ear ly paper [118 ] , emphasis has been given to the s impl i fy ing con­
di t ions under which heur is t ic decision rules such as the (S,s) r u l e and 
i t s general izat ions can guarantee op t ima l i ty . With the state-change 
formulation and the solut ion procedures established in th is thes is , i t 
now becomes rout ine ly possible to t r e a t inventory problems that do not 
meet these s impl i fy ing condit ions. 
A kth Order MDP Problem 
A well-known l i m i t a t i o n of ordinary ( f i r s t - o r d e r ) Markov chains 
is the lack of memory of the stochastic process, formalized by the 
Markovian assumption which simply states that the condit ional p robab i l ­
i t y of the process' being i n some state in the next t r a n s i t i o n , given 
the present s t a t e , i s independent of the history of the process. The 
kth-order MDP problem has not been reported i n the MDP l i t e r a t u r e , and 
i s included here to i l l u s t r a t e how a large class of problems can be 
handled. Add i t iona l l y , i t w i l l be noted that the resu l t ing t r a n s i t i o n 
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matr ix has a very in te res t ing structure which w i l l be exploi ted i n 
Chapter V I . 
I t is w e l l known that a l l higher order Markov chains can be r e ­
presented by a f i r s t - o r d e r chain wi th an increased state space. For 
example, a second order Markov chain wi th s ta te space {1 ,2 } can be 
formulated as one of f i r s t order w i th s ta te space { ( 1 , 1 ) , ( 1 , 2 ) , ( 2 , 1 ) , 
( 2 , 2 ) } wi th the fol lowing t r a n s i t i o n matr ix: 
P = 
(1 ,1 ) (1 ,2 ) (2 ,1 ) (2 ,2 ) 
(1 ,1 ) P l l P 1 2 0 0 
(1 ,2 ) 0 0 P l l P 1 2 
(2 ,1 ) P 2 1 P 2 2 0 0 
(2 ,2 ) 0 0 P 2 1 P 2 2 
An important point is that the t r a n s i t i o n matrix is very sparse. This 
idea w i l l be followed i n Chapter V I . 
Reported Solution Methods for Large-Scale MDP Problems 
Norman and White [92] are among many authors who point out that 
Howard's i t e r a t i v e method is not w e l l suited to the solut ion of l a r g e -
scale MDP problems. I n th is section we review the reported studies 
dealing wi th the opt imizat ion of large problems. 
Method of Successive Approximations 
The method of successive approximations was discussed in Chapter 
IV , and was described as a sequence of PIR's for solving a MDP problem. 
This method has been c i ted by Zaldivar and Hodgson [132] as being the 
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most widely used method for large-scale problems. The reason for i t s 
popular i ty is that i t requires no VDO's, and the PIR's are not a f fected 
as much by a large state space, since the evaluations at a given state 
consist of computing the quant i ty 
N 
r ( i , k ) + 3£ p ( i , j , k ) V ( j ) 
j = l 
which requires storage of the t r a n s i t i o n p r o b a b i l i t i e s and immediate 
rewards associated only wi th that s ta te . For large problems, the f u l l 
storage of p ( i , j , k ) can be relegated to a backup storage u n i t . This 
i s also the reason for the use of the i t e r a t i v e method of Gauss-Seidel 
in numerical ana lys is . 
An Approximate Method of Solution for HDP Problems Using Expectations 
An approximate method of solut ion for MDP problems using expecta­
t ions is due to Norman and White [ 9 2 ] , and belongs to the f i r s t class of 
solut ion methods for large-scale MDP problems. Their development was 
for the undiscounted case, but we give the corresponding discounted ver ­
s ion. Their basic idea is to consider the v i s i t e d states as random 
v a r i a b l e s , where the states are assumed to have some physical meaning 
(as in the inventory problem, where the states correspond to the number 
of un i ts on hand). A determinist ic dynamic problem is then defined by 
rep lac ing , for each act ion k at s tate i , the random var iab le j by 
i t s expected value y ( i , k ) given as 
N 
U ( i , k ) = I j p ( i , j , k ) 
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Let the v a l u e s for t h i s reduced problem be d i s t i n g u i s h e d from t h o s e of 
t h e o r i g i n a l problem by d e n o t i n g them a s V * ( i ) , 1 = 1 , 2 , . . . , N . 
They propose a t w o - s t a g e approx imat ion: F i r s t , s o l v e the reduced 
d e t e r m i n i s t i c problem, which can be s t a t e d as 
V * ( i ) = Max{r( . i ,k) + 3 V * ( y ( i , k ) ) } i = l , 2 , . . . , N 
k 
To s o l v e t h i s problem, we can modify Howard's method as shown in 
F i g u r e 6 . N o t i c e t h a t F igure 6 i s j u s t a v a r i a t i o n o f Howard's method 
d e p i c t e d i n F igure 5 , Chapter IV. 
Choose a S t a r t i n g P o l i c y 
I 
VDO 
For a g i v e n p o l i c y , s o l v e the sys tem of e q u a t i o n s g i v e n by 
V * ( i ) = r ( i , k ) + 3 V * ( y ( i , k ) ) , i = l , 2 , . . . , N 
PIR 
For each s t a t e i , f i n d t h e a c t i o n k' t h a t maximizes 
r ( i , k ) + 3 V * ( u ( i , k ) } 
u s i n g t h e v a l u e s V * f y ( i , k ) } from the p r e v i o u s VDO. If 
t h e s e t of a c t i o n s { k ' } are t h e ones used i n t h e p r e v i o u s 
VDO, they c o n s t i t u t e the op t ima l p o l i c y . O t h e r w i s e , r e p l a c e 
p r e v i o u s p o l i c y by { k ' } . 
F i g u r e 6 . F i r s t S tage of 
The Norman and White S o l u t i o n Procedure 
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The next step is to perform a single PIR as i n Howard's method, 
using the reward function obtained from the determinist ic problem, to 
f ind the approximate po l i cy . The overa l l solut ion strategy can be por­
trayed by the fol lowing f i g u r e : 
Formulate a reduced model i n which p robab i l i t y 
d is t r ibu t ions are replaced by the i r correspond­
ing expectations 
Solve th is determin is t ic problem to obtain 
V * ( i ) , i « = l , 2 , . . . , N . 
Use V * ( i ) , i = l , 2 , . . . , N as approximate values 
for the trans formal states in one appl icat ion 
of Howard's PIR: 
N 
M a x { r ( i , k ) + I p ( i , j , k ) V * ( j ) } 
k j = l 
Figure 7. 
The Norman and White Solution Procedure 
An Example. To i l l u s t r a t e th is method, we solve Beckmann's 
"Machine Care Problem" presented i n Chapter I I , for 3=0.9 . 
1 . Find the transformal states that can be reached under act ion 
k from s ta te i , i = l , 2 , . . . , N , k = l , 2 , . . . , k ( i ) . 
State 1 
Action 1 : y ( l , l ) = 1 p ( l , l , l ) + 2 p ( l , 2 , l ) 
= 1 ( .50) + 2 ( .50) = 1.5=1 
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Action 2; y(km2) = l p ( l , l , 2 ) + 2 p ( l , 2 , 2 ) 
= 1C.33) + 2 ( .67 ) = 1.67=2 
State 2 
Action 1 : y ( 2 , l ) = l p ( 2 , l , l ) + 2 p ( 2 , 2 , l ) 
*= K..25) + 2 ( .75 ) = 1.75=2 
Action 2: y ( 2 , 2 ) = l p ( 2 , l , 2 ) + 2p(2 ,2 ,2 ) 
= K . 1 0 ) + 2 ('.90) = 1.90=2 
An in te res t ing comparison may be established between the 
stochastic a c t i v i t y networks corresponding to the stochastic 
and determinist ic problems, as i l l u s t r a t e d on the next 
f i g u r e . 
n=0 n=l • • • n=0 n=l 
Figure 8. Comparison of Stochastic 
and Reduced Determinist ic Problems 
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Choose a s t a r t i n g p o l i c y , and solve the determinist ic prob­
lem. Let the s t a r t i n g pol icy be (1 ,1 ) . Then, we need to 
solve the system 
V * ( l ) = r ( l , l ) + 3 V * ( y ( l , l ) } 
= - 6 . 5 + 3V*(1) 
V* (2 ) = r ( 2 , l ) + 3 V * ( y ( 2 , l ) ) 
= 9.25 + 3V*(2) 
from which 
V* ( D = -65 
V* (2 ) = 92.50 
Next we do a PIR as fo l lows: 
State 1 
Action 1 : r ( l , l ) + 3 V * ( y ( l , l ) } = r ( l , l ) + $V*(1) 
= - 6 . 5 + . 9 ( -65 ) = -65 
Action 2: r ( l , 2 ) + $ V * ( y ( l , 2 ) ) = r ( l , 2 ) + $V*(2) 
= -12 .99 + .9 (92 .50) = 70.26 
.*. k'=2 , V * ( l ) = 70.26 
State 2 
Action 1 : r ( 2 , l ) + 3 V * ( y ( 2 , l ) ) = r ( 2 , l ) + 6V*(2) 
= 9.25 + .9 (92 .50) = 92.50 
Action 2: r ( 2 , 2 ) + 3 V * ( y ( 2 , 2 ) } = r ( 2 , 2 ) + 3V*(2) 
= 7.70 + .9 (92 .50) = 90.95 
.*. k' = l , V* (2 ) = 92.50 
Since the pol icy (.2,1) was not our previous p o l i c y , we do 
another i t e r a t i o n . 
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Second I t e r a t i o n : 
VDO: V*( . l ) = r ( l , 2 ) + 3 V * ( y ( l , 2 ) } 
= -12 .99 + ,9V*(2) 
V* (2 ) « r ( 2 , l ) + 3 V * ( y ( 2 , l ) } 
= 9.25 + ,9V*(2) 
from which 
V * ( l ) = 70.26 
V*(2) = 92.50 
PIR: 
State 1 
Action 1 : r ( l , l ) + 3 V * ( y ( l , l ) } = r ( l , l ) + 3V*(D 
= - 6 . 5 + .9 (70 .26) = 56.73 
Action 2: r ( l , 2 ) + 3 V * ( y ( l , 2 ) } = r ( l , 2 ) + 3V*(2) 
= -12 .99 + .9 (92 .50) = 70.26 
.*. k'=2 , V * ( l ) = 70.26 
State 2 
Action 1 : r ( 2 , l ) + 3 V * ( y ( 2 , l ) ) = r ( 2 , l ) + 3V*(2) 
= 9.25 + .9 (92 .50) = 92.50 
Action 2: r ( 2 , 2 ) + V* (2 ,2 ) = r ( 2 , 2 ) + V* (2 ) 
= 7.70 + .9 (92 .50) = 90.95 
.*. k ' = l , V* (2 ) = 92.50 
The pol icy (2 ,1 ) is the same as the previous po l icy , thus 
we have value and pol icy convergence, and the solut ion for 
the determin is t ic problem is 
V*CD - 70.26 
V* (2) * 92.50 
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From Figure 8 we see that under th is pol icy the process 
would be i n State 2 a f t e r the f i r s t t r a n s i t i o n for any 
i n i t i a l s t a t e . 
3. Perform a PIR wi th the values of V * ( l ) , V* (2 ) . 
State 1 
Action 1 : r ( l , l ) + 3 ( p ( 1 , 1 , 1 ) V * ( 1 ) + p ( 1 , 2 , 1 ) V* (2) ) 
= - 6 . 5 + . 9 ( . 50 (70 .26 + .50 (92 .50 ) } = 34.19 
Action 2: r ( l , 2 ) + 3 ( p ( l , l , 2 ) V * ( l ) + p ( l , 2 , 2 ) V * ( 2 ) ) 
= -12 .99 + . 9 ( . 3 3 ( 7 0 . 2 6 ) + .67(92.50) ) = 63.65 
.*. k'=2 , V * ( l ) = 63.65 
State 2 
Action 1 : r ( 2 , l ) + $ ( p ( 2 , l , l ) V * ( l ) + p ( 2 , 2 , l ) V * ( 2 ) ) 
= 9.25 + . 9 ( . 25 (70 .26 + .75(92 .50) ) = 87.50 
Action 2: r ( 2 , 2 ) + 3 ( p ( 2 , 1 , 2 ) V * ( 1 ) + p ( 2 , 2 , 2 ) V * ( 2 ) ) 
= 7.70 + . 9 ( . 10 (70 .26 + .90(92 .50) ) = 88.95 
.*. k T =2 , V* (2 ) = 88.95 
The approximate solut ion to the problem is 
For State 1 , choose Action 2: V * ( l ) = 63.65 
For State 2 , choose Action 2: V* (2) = 88.95 
Notice that the exact solut ion to th is problem found in 
Chapter IV was: 
For State 1 , choose Action 1 : V * ( l ) = 34.84 
For State 2, choose Action 2: V*(2) = 57.03 
which is d i f f e r e n t , both i n policy and values, to the 
approximate so lu t ion . 
103 
Norman and White give one example due to Bellman [7] and one due 
to Howard [ 5 5 ] , and for these problems t h e i r technique y ie lds very good 
r e s u l t s . However, a closer look at the examples used to i l l u s t r a t e 
th is technique reveals that the only reasons Norman and White obtained 
such good resu l ts are the fact that Howard's car replacement problem i s 
essent ia l l y de termin is t ic , and Bellman's inventory problem is essen t ia l ­
l y a one-period horizon problem. These facts were f i r s t pointed out by 
Morton [ 8 9 ] , who add i t iona l l y shows with an example due to Ig lehar t 
[ 5 6 ] , that the possible percentage cost error of th is procedure is un­
bounded . 
Decomposition Methods 
Whereas most of the procedures discussed i n th is chapter are i n ­
tended to decrease computation t ime, decomposition methods usually have 
the e f fec t of decreasing storage requirements at the expense of increas­
ing computation t ime. Decomposition methods are those methods i n which 
the problem is ac tua l ly or e f f e c t i v e l y decomposed in to a group of smal l ­
er problems, each to be solved separate ly . The remaining chapters of 
th i s thesis are concerned mainly wi th decomposition methods. 
Generalized Linear Programming. I f we couch e i t h e r the standard 
formulation or the state-change formulation d i r e c t l y in terms of v a r i ­
ables d ( i , k ) or d ( i , £ ) , where these var iables represent the prob­
a b i l i t y of making the given decision when sta te i i s observed, we 
obtain constraints that have decision var iables mul t ip l ied together. 
An example i s Equation (6) of Chapter I I , where d ( i , £ ) and V ( j ) are 
m u l t i p l i e d together , destroying the d i rec t l inear programming i n t e r p r e ­
t a t i o n of the problem. In the case of MDP, i t is possible to obtain the 
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l inear program from f i r s t p r i n c i p l e s , so that th is is in fact not a 
d i f f i c u l t y . However, Wolfe's procedure ca l led generalized l inear pro­
gramming, as reported for example by Lasdon [ 7 7 ] , o f fers a completely 
general method for obtaining a l i n e a r program from a large class of 
problems that includes MDP as a f a i r l y t yp ica l special case. ( I n f a c t , 
the usual textbook examples of general ized l inear programming are MDP 
problems.) 
Generalized l inear programming is of in te res t not only because 
of i t s g e n e r a l i t y , but also because of the natura l basis for decomposi­
t ion that ex ists as a by-product of the formulat ion. This has been 
recognized, but not exp lo i ted , by Kushner and Chen [ 7 6 ] . They present 
a technique for "essent ia l l y" decomposing a control system that i s 
equivalent to undiscounted MDP, and they give a Markov i n t e r p r e t a t i o n 
to each subsystem. Their aim in decomposing the system is to use the 
Dantzig-Wolfe decomposition technique for accelerated convergence in 
solving problems that are s l i g h t l y more general than MDP. The added 
genera l i ty stems from t h e i r recognit ion of the fact t h a t , given a l i n ­
ear program ar is ing from MDP, i t i s possible to add l inear constraints 
to the problem without ser iously increasing the d i f f i c u l t y of solut ion 
using t h e i r method. (The methods in th is thes is , by contrast , depend 
c r i t i c a l l y on the structure of the const ra in ts , and add i t iona l con­
s t r a i n t s cannot be added without danger of losing the guarantees of 
convergence.) Thus the problem is t reated as a l inear program that has 
a high degree of s t ructure from the fact that most of i t s constraints 
are those of MDP. 
Because of the added constra ints , the Kushner and Chen procedure 
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is not an exact algorithm but rather a philosophy for decomposing a 
class of problems. Their master problem corresponds roughly to the set 
of constraints for the t ransient s t a t e s , and t h e i r subproblems corres­
pond to the sets of constraints for each ergodic class of states (or to 
classes of states that are made ergodic by temporary suppression of 
t h e i r coupling to other s t a t e s ) . Thus t h e i r procedure is f a i r l y close­
ly re la ted to the SMDP algorithm developed in the next chapter, where 
i t i s shown that i t i s possible to decompose MDP problems to great com­
puta t iona l advantage when s u f f i c i e n t natura l structure e x i s t s . 
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CHAPTER VI 
PROPOSED MACRO SOLUTION PROCEDURES 
In the classification of solution methods for large-scale MDP 
problems given in Chapter V, the techniques proposed in this chapter 
vail into category C2—the direct solution of a problem using a de­
composition technique. 
There are two main reasons for decomposing any type of large-
scale problem, including MDP: 
1. If an exploitable natural structure is present, and 
if computation time grows more rapidly than linearly 
with problem size, then decomposition may yield 
savings in computation time as well as in storage. 
2. If the problem exceeds the capacity of efficient 
storage, then decomposition may allow for a favor­
able trade-off of reduced storage against increased 
computation time. 
Many MDP problems do have an exploitable natural structure, and 
computation time for MDP is well known to grow more rapidly than linear­
ly with problem size. The SMDP solution method presented in this chap­
ter is applicable to such problems. 
On the other hand, many large-scale problems that may not have a 
natural structure that invites decomposition are simply too large to 
solve. The DMDP solution method presented in this chapter is applicable 
to such problems. 
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This chapter also presents a general decomposition framework for 
solving very large problems using a combination of the two approaches. 
In general , SMDP (where "S" stands for "sparse") applies to 
sparse t r a n s i t i o n matr ices, where there are l i k e l y to occur ergodic sub­
classes of s t a t e s , so that natura l decomposition into these subclasses 
i s e f f i c i e n t . DMDP (where "D" stands for "dense") applies i n general to 
dense t r a n s i t i o n matr ices, where l i t t l e natura l structure i s l i k e l y . I n 
DMDP the decomposition is not n a t u r a l , but a r b i t r a r y . Both SMDP and 
DMDP are mainly d i rected at helping to f ind values at a given p o l i c y , 
i . e . , to perform VDO's. I n the SMDP framework, the pol icy i t e r a t i o n s 
are done on the e n t i r e problem, since the problem structure changes with 
a change i n po l i cy ; in the DMDP framework, the pol icy i t e ra t ions are 
done on the subproblems. 
These d is t inc t ions between SMDP and DMDP suggest a general frame­
work for se lect ing a macro solut ion method. 
VDO for Problems wi th a Sparse Transi t ion Matr ix 
As discussed in Chapter IV , VDO consists of solut ion of the sys­
tem of l i nea r equations given by (I-$P)V=R . I n th is section we discuss 
c lass ica l methods of solut ion for sparse systems of equations, and pro­
pose the SVDO method. The SVDO method w i l l be shown to be more e f f i c i e n t 
than the general methods which do not take advantage of the spec i f ic 
s t ruc ture , when there is a strong structure present. 
Solution of Sparse Systems of Linear Equations. There is a large 
body of knowledge in the f i e l d of numerical analysis dealing wi th prob­
lems consist ing of sparse matr ices. Some of the most re levant resul ts 
are contained in the works of Gustavson [ 4 4 ] , Jacques de Ruchet [ 5 7 ] , 
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Jennings and Tuff [ 5 8 ] , Rose and Bunch [100 ] , Walsh [119 ] , Willoughby 
[ 1 2 5 ] , and Young [130J. 
I n what follows we denote the system of equations by AX=b where 
A is an NXN matr ix w i t h elements a ( i , j ) . We assume that A con­
tains a large number of zero elements. There are two basic approaches: 
the f i r s t considers the pos i t ion of the non-zero a ( i , j ) ' s as f i x e d , 
and the second modifies the given system by ordering the elements of the 
matr ix A by permuting i t s rows and columns to obtain a more convenient 
form for so lu t ion . 
When the non-zero elements are f i x e d , we may c lass i fy the solu­
t ion methods as d i rec t or i t e r a t i v e . The d i rec t methods involve a f ixed 
number of ar i thmet ic operations whi le the i t e r a t i v e methods consist of 
the r e p e t i t i o n of cer ta in steps u n t i l the required accuracy is achieved. 
In considering d i rec t methods, i t i s useful to d ist inguish two 
main types of matr ices, the band (and c i rcu lant band) matr ix , or the 
general sparse matr ix . 
A band matr ix may be defined by the conditions 
a ( i , j ) = 0 i-J>S 
or j - i ^ t 
w i th S,t<N 
The t o t a l band width is k=S-tt - l , and the band is symmetrically placed 

















where the symbol X denotes elements which may be non-zero. The band 
width here is k=2+3-1=4 . 
A c i rcu lan t band matr ix is a band matr ix w i th some addi t iona l 
non-zero components i n some or a l l posit ions ( i , j ) for which 
N + i - J < S 
or N + J - i < t 












The c i rcu lant band can be reduced to a simple band by renumber­
ing the v a r i a b l e s , resu l t ing in a wider band. 
The band form is useful only when the band width k i s consid­
erably less than N ; otherwise the solut ion methods for a general 
sparse matrix should be considered. 
The main methods of so lut ion for band matrices are: 
1 . Gaussian e l iminat ion w i th interchanges 
2. Tr iangular f a c t o r i z a t i o n without interchanges, which i s 
stable for symmetric pos i t i ve -de f ine matrices and for 
diagonally dominant matr ices. 
These methods have also been used for a general sparse matr ix . 
The second approach to the solut ion of large sparse systems of 
equations considers the problem of ordering the states into classes by 
permutations of rows and columns. Rose and Bunch [100] c a l l th is the 
" p a r t i t i o n i n g problem," and consider the ar i thmet ic and memory costs. 
The S ta te -C lass i f i ca t ion algorithm described in the next section 
belongs to th is l a s t category of solut ion approaches, taking advantage 
of the na tura l decomposition obtained by c lass i fy ing the states into 
ergodic and t ransient classes. 
S t a t e - C l a s s i f i c a t i o n VDO Method 
I n th is section is reported an e f f i c i e n t new algor i thm, j o i n t l y 
developed by Rosenthal [99] and the present author, for reducing the 
VDO computation load for MDP problems having ergodic subchains—so-
cal led "polydesmic" chains [ 5 5 ] . An essent ia l part of the new algorithm 
i s the i d e n t i f i c a t i o n of ergodic subchains and t ransient s t a t e s , and for 
th is part we have used the method of Fox and Landi [ 4 0 ] . 
I l l 
For u s e i n the VDO e q u a t i o n s , whose m a t r i x form i s V=r+PV , l e t 








^ . + 1 , 1 \ + l , 2 R k + l , k 
C k+2 ^ + 2 , 1 
R . . . 
k+2 ,2 \ + 2 , k ^ + 2 ^ + 1 
Q k + 2 
• • • ft ft 
• • • ft ft 
• • • ft ft 
C 
n 
R i n , l R 0 • • • n , 2 
R
 ^ n,k R n , k + 1 
. . . Q 
n 
> ^ 2 , . . . , C are e q u i v a l e n c e n n c l a s s e s such t h a t C 1 , C 2 ' * * *' 
a r e t h o s e w i t h r e c u r r e n t s t a t e s , and C. M , C , l 0 , . . . , C are t h o s e w i t h 
k+1 k+2 n 
t r a n s i e n t s t a t e s . 
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When the elements of V and r are par t i t ioned i n the same 
fashion, the system of VDO equations becomes 
vl ri vl 
V 2 r 2 V 2 
• • • 

























V l = r l + * P 1 V 1 
V 2 = r 2 + 3P 2 V 2 
• 
\ - rk + e pk\ 
\+l= rk+l
 + eK+l,lVl + \ + l , 2 V 2 + • • • + "k+l.k'k ) + BQk+l\+l 
\ + 2 =
 rk+2 + *K+2,1V1 + \+2,2V2 + • • • + Rk+2,k+lVk+lJ+6C!k+2Vk+2 
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With the states pa r t i t i oned as shown, the VDO that solves the 
e n t i r e N*N system of equations can be replaced by an ordered series 
of n smaller VDO's: F i r s t the k independent systems ^ 1 * ^ 2 * * * * ' ^ k 
are each solved independently. Then successively for i = k + l , k + 2 , . . . , n 
we replace the vector r. with a vector r"T that contains a l l current-
r 1 1 
ly known informat ion; 
r : = r. + 3 ( R . t V - + R. 0V_ + + R. . -V. . ) 
1 1 i » l 1 i , 2 2 1 , 1 - 1 l - l 
This a l lows, again, independent solut ion of each system evaluated i n 
the succession k + 1 , k + 2 , . . . , n w i th the previous V's known and incor­
porated in rT : 
1 
V. = r" + 3Q.V. , i = k + l , k + 2 , . . . , n 
1 1
 x i 1 
Each of the reduced-size VDO's may of course be performed by any 
of the appropriate micro methods discussed in Chapter IV. 
SVDO (Sparse VDO) Computer Code. Appendix I I gives a l i s t i n g of 
the Fortran code SVDO (Sparse VDO). Except for minor modi f icat ions, i t 
i s exact ly as w r i t t e n and used by Richard E. Rosenthal, whose author­
ship is g r a t e f u l l y acknowledged. The code incorporates four elements: 
(1) Fox-Landi c l a s s i f i c a t i o n of the k ergodic subchains, ( 2 ) ordering 
of the remaining t rans ient states in to n-k. c lasses, (3) updating of 
the vector r_̂  for each t rans ient class to include V's current ly known 
and (4) solut ion of each reduced VDO by any one of three methods. The 
output of SVDO is a set of values V ( i ) for a given p o l i c y . The sob­
r iquet "sparse" suggests that when the t r a n s i t i o n matrix is sparse i t 
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is normally f r u i t f u l to t r y th is natura l c l a s s i f i c a t i o n rather than to 
use the a r b i t r a r y c l a s s i f i c a t i o n scheme of DMDP that is normally a p p l i ­
cable to dense t r a n s i t i o n matr ices. 
Elements (.1), (2) and (.3) of SVDO are combined in to a s ingle 
procedure that can be explained i n Fox-Landi notat ion as follox^s: 
Define a node-node incidence matr ix B"*" w i th elements 
1 ( 1 i f p ( i , j ) > 0 and i^j 
b ± ( i , j ) = < 
( 0 otherwise. 
Boolean l o g i c a l operations are applied to B"'" to search for a set of 
communicating s ta tes . Rows and columns corresponding to communicating 
states are replaced by t h e i r respective unions ( l o g i c a l "or" w i th 1 
2 
corresponding to " t r u e " ) , y i e ld ing a smaller matr ix B . A search of 
2 3 B s i m i l a r l y y ie lds B , e t c . , u n t i l an ergodic chain is i d e n t i f i e d 
by having a set of communicating states collapse into a s ingle absorb­
ing macro s t a t e . Where m is the number of states i n the macro s t a t e , 
the system of m equations is sent to element (4) for computation of 
the m values V ( i ) that can now be computed independently of those 
for a l l states not i n the macro s t a t e . Note that the canonical set 
that is ergodic in the reduced problem may not have been ergodic in the 
o r i g i n a l problem. Also note that i f the problem has no explo i tab le 
s t ruc ture , the e n t i r e problem w i l l be sent to element (4) a f t e r the 
f i r s t search. 
Each search i s a search for a n u l l row i n the current B matr ix , 
where a n u l l row i s one for which b ( i , k ) = 0 for every k . Once a set 
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of states has been evaluated by element (.4), the states are added to 
the set of evaluated s ta tes . E , new RT values are calculated for the 
1 
remaining states (those i n the set S-E where S is the set of a l l 
s t a t e s ) , the new current B matr ix i s defined by delet ion of rows and 
columns, and a new search is made. I f E=S » searches terminate and 
element (.4) f i n a l l y outputs a l l values V ( i ) . 
The fol lowing facts about stochastic matrices provide the basis 
for the search procedure: 
1 . State i is absorbing i f b„.=0 for a l l 1 . 
2 . I f s ta te i is absorbing and b . . = l , then s ta te i is 
t rans ien t . 
3. I f s ta te i i s t rans ient and b, .=1 , then s ta te k is 
k j 
also t rans ien t . 
4. I f s ta te i communicates wi th s ta te j , and j communi­
cates wi th s ta te k , then i communicates wi th k . 
The d e t a i l s of the algorithm are i l l u s t r a t e d in Figure 9. An example 









ROW AND COLUMN 
INCREASE E 
COLLAPSE ITS 
STATE INTO A 
MACRO STATE 
Figure 9. A Flow Chart for SVDO 
An Example of SVDO. Consider performing a VDO for a valued 
Markov chain wi th the fol lowing t r a n s i t i o n matrix P and associated 
rewards r"*" , where S = { l , 2 , . . . , 7} is the set of a l l s ta tes . At the 
s t a r t the set E of evaluated states is empty. Let 3=0.9 . 
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SVDO first defines B : 
Since E^S , a search is made for a null row, and row 4 is found to be 
null, indicating that state 4 is absorbing. Thus state 4 can be evalu­
ated immediately, since only V(4) appears on the right-hand side of 
its VDO equation: 
V(4) = r 1(4) + 3p(4,4)V(4) => V(4) = 1000 
Since states 1 and 3 lead to 4, as identified by l's in column 4, r(l) 
and r(3) are updated: 
r 2(l) = r^l) + (3p(l,4)VC4) = 245 
r 2C3) = r 1(3) + 3p(3,4)V(4) = 115 




























Since E^S , SMDP looks for a n u l l row i n B . None is found. There­
fore SMDP looks for a cycle s t a r t i n g with the lowest remaining numbered 
s t a t e , f ind ing the cycle l^-l-^b-^l . The rows and columns of the states 
i n the cycle are replaced by t h e i r unions, except that ^.^=0 for any 
s t a t e , including a macro s t a t e . We l abe l the new macro state 125. Thus 
3 
a new incidence matr ix B i s formed: 
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Since E^S , a new search is made. No n u l l row is found. The cycle 
4 
i s found. A new incidence matrix B is formed. This matr ix 
and i t s equivalent t r a n s i t i o n diagram are as fo l lows: 
1 2 5 








Since E^S , a new search is made. Row 36 is found to be n u l l , so that 
states 3 and 6 can be evaluated: 
V(3) = r 2 ( 3 ) + 3p (3 ,3 )V(3) + Bp(3,6)V(6) = 115 + .81V(6) 
and V(6) = r 2 ( 6 ) + 3p (6 ,3 )V(3) + 3p (6 ,6)V(6) = 10 + .45V(3) + .45V(6) 
The so lut ion to th is set of equations i s V(3)=384.64 and V(6)=332.88 . 
From the 1 i n column 36, i t is seen that macro s ta te 125 leads to the 
s ta te to be de le ted, and hence the r ( i ) ' s for states 1 , 2 and 5 are to 
be updated. 
r 3 ( l ) = r 2 ( l ) + 3p ( l , 3 ) V ( 3 ) + 3P(1,6)V(6) = 245 
r 3 ( 2 ) = r 2 ( 2 ) + 3p (2 ,3 )V(3) + 3p (2 ,6)V(6) = 139.88 
r 3 ( 5 ) = r 2 ( 5 ) + 3p (5 ,3 )V(3) + 3p (5 ,6)V(6) = 2 





1 2 5 "0 6" 
7 1 0 
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A t r a n s i t i o n diagram equivalent to B i s as fol lows: 
© 
The current adjusted rewards for the states that have not been evaluated 





Since E^S , SVDO searches again. A n u l l row is found for the macro 
state 125, al lowing evaluat ion of states 1 , 2 and 5, y ie ld ing 
V ( D = 535.41 
V(2) - 420.23 
V(5) * 483.87 
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State 7 is found to lead to the evaluated macro s t a t e , so r ( 7 ) is up-
4 
dated to r (7)=631.87 . The row and column corresponding to the macro 
s ta te 125 is de le ted, y ie ld ing B^ : 
The t r a n s i t i o n diagram equivalent to B i s simply one node, node 7. 
The current adjusted rewards for the states that have not been evaluated 
4 7 
consist of one number, r (7)=631.87 . B has a n u l l row, and state 7 
i s evaluated: V(7)=631.87 . Now E=S , and the VDO is terminated. 
The net resu l t of SVDO in th is example has been to avoid a 
" large" 7x7 VDO, replacing i t w i th a series of smaller VDO's: a l x l 
VDO for s ta te 4, a 2x2 VDO for states 3 and 6, a 3 X 3 VDO for states 1 , 
2 and 5, and a l x l VDO for s ta te 7. 
SMDP: A Natural Decomposition Algorithm 
SMDP is a decomposition scheme for storable MDP problems wi th a 
w e l l defined structure that can be exploi ted to obtain a sequence of 
subproblems at each VDO. The d e t a i l s of the decomposition are given in 
the descr ipt ion of the SVDO algor i thm. 
I n SMDP, once the values are known for a given p o l i c y , any of 
the methods given in Chapter IV for pol icy i t e r a t i o n can be used. For 
most problems there is l i t t l e hope of gaining computational advantage 
by c lass i fy ing the states for pol icy i t e r a t i o n alone, since the problem 
structure normally changes wi th each change in the decision p o l i c y . 
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A d d i t i o n a l l y , the PIR's do not present major computational or storage 
d i f f i c u l t i e s . 
The SMDP algorithm is described by Figure 10. The framework of 
Figure 10 i s that of Howard's method, although any method that uses 
VDO's could make use of the SVDO decomposition scheme w i th in SMDP. 
DMDP: An Arb i t ra ry Decomposition Algorithm 
The Arbitrary-Decomposition Algorithm, DMDP, i s a method of de­
composing a large problem which is e i ther unstorable and/or has no 
polydesmic s t ruc ture , in to a sequence of smaller subproblems which are 
easier to solve. By varying the number of subproblems, a user has the 
f l e x i b i l i t y to vary the t rade-o f f between storage space and computation 
t ime, a feature also exhibi ted by other decomposition algorithms such 
as that of Dantzig-Wolfe. I n addi t ion to the obvious storage advan­
tages, i t reduces the problem of inver t ing a large matrix to inver t ing 
several smaller matr ices, which can be done not only more r a p i d l y , but 
wi th greater numerical s t a b i l i t y . 
Without loss of genera l i t y , the descr ipt ion of the DMDP algorithm 
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Figure 10. A Flow Chart for SMDP 
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Descript ion of the Arbitrary-Decomposition Algorithm 
I n the a r b i t r a r y decomposition a lgor i thm, a subset of the v a r i ­
ables is given temporari ly f i xed values and the remaining reduced prob­
lem i s solved. Then, w i th a d i f f e r e n t subset of var iables f i x e d , a new 
remaining reduced problem is solved. This procedure continues u n t i l no 
improvement is achieved, at which time opt imal i ty is guaranteed. The 
s ta te space may be par t i t ioned into any number of subsets; f ine p a r t i ­
t ion ing decreases the s ize of each subproblem but increases the number 
of i t e r a t i o n s , as compared to coarse p a r t i t i o n i n g . To s impl i fy the 
n o t a t i o n , only the d e t a i l s for the p a r t i t i o n of the s ta te space into 
two subsets w i l l be given here. Finer p a r t i t i o n s are t reated i n a 
s t ra ight forward ly analogous manner. 
The solut ion procedure i s as fo l lows: 
1 . I n a Markov decision process w i th states i = l , 2 , . . . , N , l e t 
the state space be p a r t i t i o n e d into two subsets, one of size 
M and the other of s ize N-M . Let the subset { V ( 1 ) , V ( 2 ) , 
. . . , V ( M ) } be given f ixed values, and l e t Howard's algorithm 
be used to f ind the optimal values of the f ree v a r i a b l e s , 
{V (M+1 ) ,V (M+2 ) , . . . ,V (N ) } under the constraint of the f ixed 
subset of v ' s : 
N M 
V ( i ) - 3 l p ( i , j , k ) V ( j ) = r ( i , k ) + 3 l p ( i , j , k ) V ( j ) (1) 
j=M+l j = l 
i = M + l , M + 2 , . . . , N 
k = l , 2 , . . . , K ( i ) 
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Equation (1) is simply the standard value equation wi th the 
f ixed terms sh i f ted to the r ight -hand-s ide , def ining a r e ­
duced system of l i n e a r equations in the non-f ixed V 's . 
Howard's algorithm is applied to th is reduced system, wi th 
each VDO involving only N-M equations. 
Now l e t the subset { V ( M + 1 ) , V ( H + 2 ) , . . . , V ( N ) } , whose values 
were the output of step 1 , be taken as f i x e d , and l e t 
Howard's algorithm be used to f ind the optimal values of 
{ V ( 1 ) , V ( 2 ) , . . . , V ( M ) } under the constraint of the f ixed 
subset: 
M N 
V ( i ) - P ( i , j , k ) V ( j ) = r ( i , k ) + 3 j p ( i , j , k ) V ( j ) (2) 
3=1 j=M+l 
i = l , 2 , . . . ,M 
k = l , 2 , . . . , K ( i ) 
Here each VDO of Howard's algorithm involves only M 
equations. 
The solut ion procedure a l te rnates between steps 1 and 2 
u n t i l the same decision pol icy is encountered i n two suc­
cessive i t e r a t i o n s (pol icy convergence). At th is po in t , 
i f the di f ferences i n the v 's are asymptotical ly small 
(value convergence), opt ima l i ty has been achieved. E i ther 
pol icy convergence or value convergence can occur f i r s t , 
but opt imal i ty is not guaranteed u n t i l both are achieved. 
I f po l icy convergence is achieved f i r s t , i t is possible , 
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but waste fu l , to continue the same procedure u n t i l value 
convergence is achieved. Hence a termination procedure i s 
used which consists of continuing to a l t e rna te between steps 
1 and 2 u n t i l value convergence is achieved, but omit t ing 
a l l P IR 's . 
5. F i n a l l y , one complete PIR is performed to v e r i f y op t ima l i t y . 
This can take the form of restor ing the disabled PIR rout ine 
for one las t i t e r a t i o n . 
In summary, the solut ion procedure consists of applying Howard's 
algori thm a l t e r n a t e l y to two subproblems u n t i l both pol icy convergence 
and value convergence are achieved, w i th intermediate PIR's disabled. 
Storage and Ef f ic iency of DMDP. The storage requirement for a 
2 
VDO is approximately N +N for a problem wi th N states solved d i r e c t ­
l y . When DMDP i s used to p a r t i t i o n the problem into p subproblems, 
2 
the storage used i n each step i s approximately (N/p) +N/p ; thus for 
large N the storage requirement is reduced by a factor of approximate-
2 
l y p . For example, i f we p a r t i t i o n a large problem into p=2 
roughly equal p a r t s , the storage requirement is cut by a factor of 
near ly 4. 
There are three e f fec ts on computation e f f i c i e n c y . F i r s t , data 
2 
i s overwr i t ten p times for each f u l l i t e r a t i o n i f DMDP is used, com­
pared to once for a l l i t e r a t i o n s i f DMDP is not used. Second, the num­
ber of i t e r a t i o n s is increased. Th i rd , the approximate number of 
3 2 
ar i thmet ic operations for each f u l l i t e r a t i o n is reduced from (N /3)+N 
3 2 2 
without DMDP to (N /3p )+N /p wi th DMDP. Computation experience 
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(see Chapter V I I ) suggests t h a t , on balance, DMDP should be used only 
when necessary to save storage space; the t o t a l number of ar i thmet ic 
operations tends to increase by a small amount, and the data overwri t ing 
is cos t ly . 
I n i t i a l i z a t i o n Step 
As i n a l l i t e r a t i v e procedures, a good s t a r t i n g solut ion is of 
major importance. For the method j u s t described, we have to give i n i t i a l 
values for V ( l ) , V ( 2 ) , . . . , V ( M ) . The fol lowing i n i t i a l i z a t i o n options 
may be used: 
1 . Let V ( l )=V (2 ) = -«—V(M)=0 
2. I f we have some idea of the values the V ( i ) Ts can take for 
a given problem, say v 1 , v 2 , . . . , v , l e t V ( l ) = v 1 , V ( 2 ) = v 2 > 
. . . , V ( M ) = v M 
3. Since Lim V ( i ) = 0 0 , and 
1=1,2,. . . ,N 
Lim (v(i)-V(N)}=W(i) 
3+1 
where W(i) is a f i n i t e value for a l l i , the values of 
the V ( i ) T s , for large values of 3 , w i l l be of about the 
same magnitude. I t is possible to provide, i n l i e u of a 
set of i n i t i a l values an i n i t i a l condi t ion, namely, that a l l 
values be equal , i . e . , l e t V(1)=V(2)=»•»=V(N) . In th is 
case, the equations for step 1 become 
N M 
V ( i ) - 3£ p ( . i , j , k ) V ( j ) = r ( i , k ) + 31 p ( i , j , k ) V ( N ) 
j=MKL j = l 
M 
= r ( i , k ) + 3V(N) I p ( i , j , k ) 
3 = 1 
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or 
N-1 M ' 
V ( i ) - 3 £ p ( i , j , k ) V ( J ) - 3 p ( i , N , k ) V ( N ) - 3 V ( N ) £ p ( i , j , k ) = r ( i , k ) 
j=H+l j = l 
N-1 M 
V ( i ) - 3 l p ( . i , j , k ) V ( j ) - 3 ( p ( i , N , k ) + I p ( i , j , k ) ) v ( N ) = r ( i , k ) 
j=M-KL j = l 
i=M+l,M+2, . . . , N 
For a l l future i t e r a t i o n s , we w i l l have from step 2 values 
of V ( 1 ) , V ( 2 ) , . . . , V ( M ) to be used wi th the o r i g i n a l set of 
equations for step 1 . 
A myopic set of s t a r t i n g values may be obtained from the 
fol lowing fac ts : 
i ) v ( i ) = g + 3g + 3 2 g + • • • 
= g ( l + 3 + 3 2 + - - - ) 
= g/1 -3 
i i ) g - l / N ( r ( l , k ) + r ( 2 , k ) + « « « + r ( N , k ) ) 
and in p a r t i c u l a r , 
g - l / N ( r * ( l ) + r * ( 2 ) + « « « + r * ( N ) ) , 
where r* ( i )=Max r ( i , k ) , i = l , 2 , . . . , N 
k 
Thus, we can obtain a good s t a r t i n g solut ion which approxi ­
mates the optimal solut ion as 
N 
1/N I r * ( i ) 
V ( l ) = V(2) = = V(M) = i = l 
1-3 
131 
Some other solutions may be used for a pa r t i cu la r problem. Op­
t i o n 1 and 2 are the easiest to implement but Option 2 is not always 
a v a i l a b l e . Option 3 involves some re-programming to t r e a t the f i r s t 
i t e r a t i o n separate ly . Option 4 , which seems to be superior for most 
problems, requires only a few prel iminary computations. 
An Example 
To i l l u s t r a t e the DMDP method, we w i l l solve Howard's "Taxicab 
Problem" [ 5 5 ] , which he states as fo l lows: Consider the problem of a 
taxicab dr iver whose t e r r i t o r y encompasses three towns, A , B , and C . 
I f he is in town A , he has three a l t e r n a t i v e s : 
1 . He can cruise in the hope of picking up a passenger by being 
h a i l e d . 
2 . He can dr ive to the nearest cab stand and wait i n l i n e . 
3. He can p u l l over and wait for a radio c a l l . 
I f he is in town C , he has the same three a l t e r n a t i v e s , but i f 
he i s in town B , the l a s t a l t e r n a t i v e is not present because there is 
no radio cab service in that town. For a given town and given a l t e r n a ­
t i v e , there is a p robab i l i t y that the next t r i p w i l l go to each of the 
towns A , B , and C and a corresponding reward in monetary uni ts 
associated wi th each such t r i p . This reward represents the income from 
the t r i p a f t e r a l l necessary expenses have been deducted. For example, 
in the case of a l t e r n a t i v e s 1 and 2 , the cost of cruising and of dr iv ing 
to the nearest stand must be included i n ca lcu la t ing the rewards. The 
p r o b a b i l i t i e s of t r a n s i t i o n and the rewards depend upon the a l t e r n a t i v e 
because d i f f e r e n t customer population w i l l be encountered under each 
a l t e r n a t i v e . 
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I f we i d e n t i f y being in towns A , B , and C with states 1 , 2 , 
and 3, respect ive ly , then we have the fol lowing informat ion: 
Expected 
Immediate 
State A l te rna t ive Probab i l i ty Reward Reward 
i k P ( i , j ,k) c ( i , j , k ) r ( i , k ) 
j = l 2 3 2 3 
1 1 1/2 1/4 1/4 10 4 8 8 
2 1/16 3/4 3/16 8 2 4 2.75 
3 1/4 1/8 5/8 4 6 4 4.25 
2 1 1/2 0 1/2 14 0 18 16 
2 1/16 7/8 1/16 8 16 8 15 
3 1 1/4 1/4 1/2 10 2 8 7 
2 1/8 3/4 1/8 6 4 2 4 
3 3/4 1/16 3/16 4 0 8 4.5 
The s ta te space for th is example was par t i t ioned into two subsets 
wi th states 1 and 2 in the f i r s t subset. The value equations under th is 
p a r t i t i o n become: 
Subproblem #1 
2 
V ( i ) - B£ p ( i , j , k ) V ( j ) = r ( i , k ) + 3 p ( i , 3 , k ) V ( 3 ) , i = l , 2 




V(3) - (3p(3,3,k)V(3) - r ( .3,k) -f g£ p (.3, j , k ) V ( j ) 
2 
r ( 3 , k ) + 3 l p C 3 , j , k ) V ( j ) 
or V(3) = 3=1 
1 - 3p (3 ,3 ,k ) 
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Howard's method was used i n subproblem #1 to f ind the best V ( l ) 
and V(2) to go with the given value of V(3) , and i n subproblem #2, 
the best V(3) corresponding to the f ixed values of V ( l ) and V(2) 
was found using the above equation i n a s ingle pol icy i t e r a t i o n . 
The problem was solved wi th two d i f f e r e n t i n i t i a l values of 
V ( 3 ) , and the solut ion for the e n t i r e problem was computed using Howard's 
method. The resul ts are given in Tables 10, 1 1 , and 12. 
For the resul ts given i n Table 1 1 , the i n i t i a l value of V(3) 
was 0 , as i n option 1 of the i n i t i a l i z a t i o n step, and a 6-convergence 
of Q.10 was obtained i n 7 f u l l i t e r a t i o n s of the DMDP algor i thm, where 
by an i t e r a t i o n we mean the solut ion of the two subproblems. Nine VDO's 
for a system of s ize 2x2 (60 ar i thmet ic operations) were performed using 
the decomposition method, whi le 3 VDO's for a system of s ize 3x3 (54 
ar i thmet ic operations) were required when solving the problem as a 
whole. Note that the values of a l l the V ( i ) 's increased from one 
i t e r a t i o n to the next . 
For those resul ts of Table 12, the i n i t i a l value of V(3) was 
200, as in option 2 of the i n i t i a l i z a t i o n step, and a 6-convergence of 
0.10 was obtained i n 8 i t e r a t i o n s of the DMDP algor i thm. Eleven VDO's 
for a system of s ize 2x2 were performed using the decomposition method. 
Here, the values of a l l the V ( i ) 's decreased from one i t e r a t i o n to 
the next . 
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Table 10. Howard's "Taxicab Problem" 
Solved by Howard's Method 
It V ( l ) k V(2) k V(3) k 
0 1 1 1 INITIALIZATION 
1 91.26 1 97.55 1 89.97 1 VDO 
2 91.26 1 102.02 2 90.24 2 PIR 
3 119.44 1 134.48 2 121.93 2 VDO 
4 120.82 2 134.48 2 121.93 2 PIR 
5 121.65 2 135.31 2 122.84 2 VDO 
6 121.65 2 135.31 2 122.84 2 PIR 
135 
Table 1 1 . Howard's "Taxicab Problem" 
S o l v e d by DMDP ( V(3)~0 ) 
n V(.I) V(2) 
V(3)=0 
R(1 9 D= 8 
R ( l , 2 ) = 2 . 7 5 
R ( l , 3 ) = 4 . 2 5 
R ( 2 , l ) = 1 6 
R ( 2 , 2 ) = 1 5 
INITIALIZATION 
1 2 5 . 8 4 9 5 8 1 1 2 7 . 6 3 2 3 1 1 1 VDO 
2 2 5 . 8 4 9 5 8 1 1 3 8 . 2 1 4 4 8 3 2 PIR 
3 48 .69565 1 83 .478257 2 VDO 
4 6 1 . 8 3 6 9 5 3 2 83 .478256 2 PIR 
5 6 5 . 8 7 2 1 7 3 2 88 .024983 2 VDO 
6 6 5 . 8 7 2 1 7 1 2 88 .024982 2 PIR 
V ( 3 ) = 7 9 . 8 0 5 6 1 2 , k = 2 
R ( l , l ) = 2 5 . 9 5 6 2 6 2 
R ( l , 2 ) = 1 6 . 2 1 7 1 9 7 
R ( l , 3 ) = 4 9 . 1 4 0 6 5 5 
R ( 2 , l ) = 5 1 . 9 1 2 5 2 5 
R ( 2 , 2 ) = 1 9 . 4 8 9 0 6 5 
PIR 






V ( 3 ) = 1 0 7 . 7 6 2 5 , k = 2 
R ( l , l ) = 3 2 . 2 4 6 5 6 2 
R ( l , 2 ) = 2 0 . 9 3 4 9 2 2 
R ( l , 3 ) = 6 4 . 8 6 6 4 0 5 
R ( 2 , l ) = 6 4 . 4 9 3 1 2 4 










V ( 3 ) = 1 1 7 . 5 5 6 1 4 , k = 2 13 
R ( l , l ) = 3 4 . 4 5 0 1 3 1 
R ( l , 2 ) = 2 2 . 5 8 7 5 9 8 
R ( l , 3 ) = 7 0 . 3 7 5 3 2 7 
R ( 2 , l ) = 6 8 . 9 0 0 2 6 3 
R ( 2 , 2 ) = 2 1 . 6 1 2 5 3 3 
PIR 
Table 1 1 . Continuation 










R ( l , l ) =35 .22207 
RC1,2)=23.166553 
R( l ,3 ) -72 .305175 
RC2,1)=70.44414 
R(2,2)=21.805517 
17 120.8134 2 134.59421 2 
18 120.8134 2 134.59421 2 
VC3)=122.18884,k=2 19 
R ( l , l )=35 .492489 
R( l ,2)=23.369366 
R( l ,3 )=72 .981221 
R(2, l )=70.984978 
R(2,2)=21.873122 
20 121.35917 2 135.05682 2 








R ( l , l ) = 3 5 . 5 8 7 2 2 1 
R( l ,2)=23.440415 
R( l ,3 )=73.21805 



















Table 1 2 . Howard's "Taxicab Problem" 
So lved by DMDP ( V(3)=200 ) 
i i V ( l ) V(2) 
V(3)=200 
R ( l , l ) = 53 .999999 
R ( l , 2 ) = 3 6 . 5 
R ( l , 3 ) = 1 1 6 . 7 5 
R ( 2 , l ) = 1 0 6 . 9 9 9 9 9 














V ( 3 ) = 1 6 8 . 4 4 0 4 9 , k = 2 
R ( l , l ) = 4 5 . 8 9 9 1 1 
R ( l , 2 ) = 31 .174333 
R ( l , 3 ) = 98 .997774 
R ( 2 , l ) = 9 1 . 7 9 8 2 2 1 
R ( 2 , 2 ) = 24 .474777 
PIR 
150 .92331 
1 5 0 . 9 2 3 3 1 
1 5 9 . 7 1 3 7 1 
1 5 9 . 7 1 3 7 1 
VDO 
PIR 
V ( 3 ) = 1 4 5 . 1 1 0 5 6 , k = 
R ( l , l ) = 4 0 . 6 4 9 8 7 6 
R ( l , 2 ) = 27 .237407 
R ( l , 3 ) = 8 5 . 8 7 4 6 8 8 
R ( 2 , l ) = 8 1 . 2 9 9 7 5 1 
R ( 2 , 2 ) = 23 .162469 

















V ( 3 ) = 1 3 1 . 0 0 7 7 8 , k = 2 13 
R ( l , l ) = 37 .47675 
R ( l , 2 ) = 2 4 . 8 5 7 5 6 3 
R ( l , 3 ) = 77 .941875 
R ( 2 , l ) = 74 .953501 
R ( 2 , 2 ) = 2 2 . 3 6 9 1 8 8 
PIR 
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Table 1 2 . C o n t i n u a t i o n 
n VCD v(2) k 
14 124 .70765 1 138 .27761 2 
15 125 .20975 2 1 3 8 . 2 7 7 6 1 2 
16 125 .36393 2 138 .45133 2 
17 1 2 5 . 3 6 3 9 3 2 138 .45133 2 
V ( 3 ) = 1 2 5 . 6 9 9 2 5 , k = 2 18 
R ( l , l ) = 3 6 . 2 8 2 3 3 1 
R ( l , 2 ) = 23 .961748 
R ( l , 3 ) = 74 .955827 
RC2,1)= 72 .564662 
RC2,2)= 2 2 . 0 7 0 5 8 3 
19 122 .95328 2 136 .40802 2 
20 1 2 2 . 9 5 3 2 8 2 136 .40802 2 
V ( 3 ) = 1 2 3 . 8 3 9 6 1 
R ( l , l ) = 3 5 . 8 6 3 9 1 2 
RC1,2)= 23 .647934 
R ( l , 3 ) = 7 3 . 9 0 9 7 8 
R ( 2 , l ) = 71 .727824 










22 1 2 2 . 1 0 8 8 2 135 .69222 2 
23 1 2 2 . 1 0 8 8 2 135 .69222 2 
VC3)=123.18815,k=2 24 
R ( l , l ) = 35 .717334 
R ( l , 2 ) = 2 3 . 5 3 8 
R ( l , 3 ) = 7 3 . 5 4 3 3 3 3 
RC2,1)= 71 .434667 
RC2,2)= 2 1 . 9 2 9 3 3 3 
25 121 .81299 2 135 .44147 2 
26 121 .81299 2 135 .44146 2 
VC3)=122.95994,k=2 27 
R ( l , l ) = 35 .665986 
R ( l , 2 ) » 2 3 . 4 9 9 4 9 
RC1,3)= 73 .414965 
R ( 2 , l ) = 71 .331972 









121 .70934 2 1 3 5 . 3 5 3 6 3 2 




Table 1 2 . C o n t i n u a t i o n 
n V ( l ) k Y(2) k 
V ( 3 ) = 1 2 2 . 8 8 , k=2 30 PIR 
R ( l , l ) = 3 5 . 6 4 8 
R ( l , 2 ) = 2 3 . 4 8 6 
R ( l , 3 ) = 73 .369999 
R ( 2 , l ) = 7 1 . 2 9 6 
R ( 2 , 2 ) = 2 1 . 9 1 2 
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Convergence of DMDP. Let us define a class of s implex-related 
solut ion procedures for any primal l i nea r program whose var iables are 
grouped into groups that we w i l l c a l l j -groups. I n the MDP l inear pro­
grams, each j -group is the group of var iables corresponding to a given 
s ta te j , and there are as many var iables i n a j -group as there are 
decisions k£.K^ for the s ta te (see the l inear programming formulation 
i n Chapter I V ) . The class of s implex-related solut ion procedures is 
the class i n which there are Z d i f f e r e n t j -groups that are f ree to 
have t h e i r basic var iab le changed i n one block-pivot or mu l t ip le -bas is -
entry i t e r a t i o n . I f Z=N , we have the h-algorithm described below, 
which i s Howard's algorithm in primal space. I f Z=l , we have the 
^.-simplex algorithm described below. These two algorithms are special 
cases of DMDP. For maximal decomposition into N subproblems, one for 
each s t a t e , DMDP is the ^-simplex algorithm in dual space; for minimal 
decomposition into one subproblem, DMDP is ( i d e n t i c a l l y ) Howard's a lgo­
r i thm. For a l l Z , 1<Z<N , corresponding to a l l versions of DMDP, the 
class of s implex-re lated procedures does converge. This follows immedi­
a te ly from the fac t that convergence proofs for the simplex algorithm 
do not depend on the simplex algori thm's requirement that the var iab le 
added to the basis be that wi th the largest absolute cost coe f f i c ien t 
among those of indicated s ign , but only that some var iab le among those 
indicated be added at each i t e r a t i o n . 
I n DMDP, i f the problem is decomposed into p subproblems, at 
most p i t e r a t i o n s w i l l be performed before a given s ta te is f ree to 
have i t s pr imal va r iab le changed. Thus, a t worst , p i t e r a t i o n s of 
DMDP may be required to make the same decision changes (changes of 
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basic primal var iab le ) as are made i n one i t e r a t i o n of Howard's algo­
r i thm. 
The ^-simplex algori thm is defined as a l inear programming pro­
cedure i d e n t i c a l to the simplex algorithm except that the leftmost 
v a r i a b l e whose cost c o e f f i c i e n t i s of the indicated sign is added to 
the bas is . I n dual space, the equivalent algorithm is a procedure 
i d e n t i c a l to the dual-simplex algorithm except that the topmost con­
s t r a i n t whose r ight-hand side i s negative d ic ta tes the p ivo t . This 
procedure i s i d e n t i c a l to DMDP wi th N subproblems, provided that the 
f ree states are rotated in the order 1 , 2 , . . . , N , 1 , 2 , . . . . 
For DMDP i n genera l , we see that our descr ipt ion is i d e n t i c a l 
step-by-step to the descript ion of Howard's algorithm i n Chapter IV , 
except that in Step 3 we do not f ind the worst -v io la ted constraint in 
each group, but simply f ind a v io la ted constraint among the f ree group 
i f one e x i s t s , and continue to ro ta te the f ree groups u n t i l any v i o ­
la ted constraints w i l l be found in a t most p i t e r a t i o n s . 
Let the value convergence r a t e of a given algor i thm, VCR(') , 
be defined by 
VCR(-) = V
N(I) - VN 1 ( I ) 
V ° ( i ) - V11 1(±) 
for some test s ta te i . (The notat ion is that of Chapter I V . ) Experi­
mental evidence shows that Howard's algorithm has a fas ter convergence 
r a t e than the simplex algorithm or the dual simplex algorithm when 
applied to MDP problems. Thus we can expect that 
VCR,C£-simplex) < VCR(DMDP) < VCR(Howard's algorithm) 
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This expectation i s v e r i f i e d by the computational experience 
given in Chapter V I I , and in fact the convergence ra te increases u n i ­
formly wi th decreasing p . 
A General Macro Solution Framework 
For a given computer, there is a largest number of s ta tes , N* , 
above which d i rec t solut ion of an MDP problem becomes substant ia l ly 
more cost ly . This is commonly due to storage l i m i t a t i o n s , but i t may 
also stem from software l i m i t a t i o n s such as dimension l i m i t s on rou­
t ines for simultaneous solut ion of l i n e a r systems of equations. I f 
there is no na tura l s t r u c t u r a l basis for decomposition of a larger 
problem, i t i s advantageous to p a r t i t i o n the problem a r b i t r a r i l y , but 
not into more pieces than are required to get below N* i n the size 
of any one piece. Because computation time increases more than l i n ­
e a r l y wi th subproblem size for p r a c t i c a l l y any solut ion method, the 
sizes of subproblems generated a r b i t r a r i l y should be roughly equal. 
I f there i s a na tura l s t ructure for a problem of s ize larger than N* , 
i t i s advantageous to p a r t i t i o n the problem n a t u r a l l y . Subproblems 
generated a r b i t r a r i l y may ( for some decision po l ic ies at l e a s t ) have a 
na tu ra l s t ructure al lowing for advantageous natura l decomposition. 
These ideas lead to the proposed way of combining SMDP and DMDP that 
is incorporated i n Figure 1 1 . 
143 
Figure 1 1 . Recommended Way of Selecting Macro Solution Method 
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CHAPTER V I I 
COMPUTATIONAL EXPERIENCE 
WITH PROPOSED METHODS 
This chapter presents two experiments that test the a p p l i c a b i l ­
i t y of the new solut ion methods advanced in th is thes is . The f i r s t 
experiment analyzes the computational load of the three most promising 
of the new methods, as compared to that of ex is t ing methods, using 
large-sca le problems randomly generated to cover the range of reason­
able var ia t ions in problem data. The second experiment i s s i m i l a r , 
except that the problem solved is a large-scale inventory-control prob­
lem, so that the data are generated from a r e a l i s t i c problem s i t u a t i o n . 
Proposed Large-Scale Methods 
Small-scale computational experience on various techniques, as 
reported i n previous chapters, suggests that three spec i f ic methods are 
worthy of serious consideration for reducing the computational load i n 
solving large-sca le Markov decision problems. To avoid confusion among 
the many versions of various methods discussed e a r l i e r , the spec i f ic 
new methods used in the experiments reported here are redescribed as 
fo l lows. 
The Forecast Accelerat ion technique is the 2-V forecast -acceler ­
a t ion technique of Equation ( 1 0 ) , Chapter I V , s ta r t ing wi th V ( i ) = r / ( l - $ ) 
for a l l i , where r is the mean of a l l r ( i , k ) under the current 
po l i cy . Jumps to a forecast set of V ( i ) values were made whenever, 
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for a l l i , two successive forecasts y ie lded values w i th in 15 percent 
of each other. The i t e r a t i o n s were terminated upon S^convergence with 
6=0.1 , so that a l l V ( i ) were w i th in about 1.0 of the i r t rue values 
upon terminat ion. 
The Arb i t ra ry Decomposition technique i s DMDP as described in 
Chapter V I and l i s t e d i n Appendix I I I , w i th Option 4 of the i n i t i a l i z a ­
t ion step ( i d e n t i c a l to the i n i t i a l i z a t i o n described above for the 
Forecast-Accelerat ion technique) . For both experiments, the s ta te 
space i s a r b i t r a r i l y decomposed in to two equal p a r t s . 
The Natura l Decomposition technique i s SMDP as described in 
Chapter V I and l i s t e d in Appendix IV . 
Comparison Techniques 
In the f i r s t experiment, whose purpose i s to compare computa­
t i o n a l loads of the Forecast Accelerat ion technique, the Arb i t ra ry 
Decomposition technique and the Natura l Decomposition technique against 
those of standard methods, the mathematical operation of in te res t is 
the performance of a s ingle VDO (value determination opera t ion ) . This 
i s because the new techniques do not d i f f e r s i g n i f i c a n t l y from t h e i r 
standard counterparts except in t h e i r method of performing VDO's, and 
because the computational load of P I R ' s , i n t e r n a l data manipulation 
and other operations are small compared to that of VDO's. Thus the 
f i r s t experiment consists of comparing the three new techniques wi th 
the standard i n performance of a s ingle VDO—the ca lcu la t ion of V ( l ) , 
V ( 2 ) , . . . , V ( N ) for a given po l i cy . I n the second experiment, whose 
purpose i s to compare the new techniques against standard methods i n 
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solut ion of a r e a l i s t i c MDP problem, the en t i re problem is solved by-
a l l methods. 
The chosen standard method for comparison i n both experiments is 
Howard's method, w i th standard Gauss-Jordan solut ion of VDO's. This i s 
because previously-reported improvements i n micro solut ion procedures 
(see Chapter IV) are equally appl icable to the new techniques as to ex­
i s t i n g techniques, and because the claimed reductions i n computational 
load for the new techniques s i g n i f i c a n t l y exceed those claimed for 
previously-reported techniques. 
Random test problems for the f i r s t experiment were generated by 
the procedure described in Appendix V, which is capable of producing 
Markov t r a n s i t i o n matrices wi th any number of equivalence classes, each 
wi th a given number of recurrent states or a given number of t ransient 
s ta tes . The procedure is also capable of randomly sort ing the rows and 
columns or of leaving them in na tura l order, so that every possible 
structure of a Markov t r a n s i t i o n matr ix can be generated. 
An Experiment to Compare Large-Scale Computational Loads 
In the f i r s t experiment, two rep l ica t ions of each of s ix random­
ly-generated tes t problems of s i ze 100x100 were used. A VDO, wi th 
3=0.9 , was performed by each method on each r e p l i c a t i o n , both wi th the 
matr ix i n random order and wi th the matrix in na tura l (canonical) 
order. Each test problem contains from 1 to 100 "blocks" of s ta tes , 
where a block i s an equivalence class wi th recurrent states or an 
equivalence class wi th t ransient s t a t e s , as shown i n Table 13: 
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Table 13. Structure of Test Problems 
Number of 





































As can be seen from Table 13, the test problems range from com­
p l e t e l y ergodic (one block) to maximally structured (100 b locks) . In 
a l l the tes t problems except the one-block problem, the number of 
blocks containing recurrent states and the number of blocks containing 
t rans ient states are equal. The structure of a t y p i c a l t r a n s i t i o n 
matr ix i s shown i n Figure 12, where each square represents a 10x10 
block of mostly non-zero elements and each row of aster isks represents 
a group of 10 rows w i th mostly non-zero elements (blank portions r e ­
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Figure 12. Structure of Transi t ion Matr ix for 10-Block Problem 
Tota l execution time i n seconds, to the nearest mi l l isecond, was 
measured on a Univac 1108 computer for both rep l ica t ions of each prob­
lem, both w i th the matrix presented i n the na tura l order shown i n 
Figure 12 and with the matrix presented in random order. The computer 
programs used to solve the problems are those l i s t e d i n Appendix I ; 
they vary from one solut ion method to the other only to the minimal 
extent necessary. I t was judged that the only s i g n i f i c a n t port ion of 
t o t a l execution time not used in actual solut ion of the VDO was that 
used i n reading the elements of the t r a n s i t i o n matrix P element-by-
element from a f i l e with 10,000 rows, which was the same i n every rep­
l i c a t i o n and every method. 
The resu l ts of the experiment are given i n Table 14 and shown 
graphical ly i n Figures 13, 14, 15 and 16. 
From Figure 13 i t i s seen that standard Gauss-Jordan solut ion 
of the 100-state VDO took approximately 22 seconds of execution time 
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Note: Computation times are CPU seconds on a Univac 1108 computer for performing 
a single VDO using the indicated computer program. Each row represents a 
s ingle randomly-generated 100-state problem which was presented to each of 
the four programs i n two versions—one wi th the rows and columns randomly 
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Figure 16. Computation Time for Arb i t rary Decomposition (DVDO) On 
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regardless of the structure of the matrix when the matrix was presented 
i n na tu ra l order. When the order of the rows and columns was random­
i z e d , the solut ion times increased somewhat because of the lesser d iag­
onal dominance of the matr ix when randomized; the increase was n e g l i ­
g i b l e for the very sparse matrices of 50 and 100 blocks and for the 
completely ergodic matr ix of one block. The solut ion times for th is 
method give the standard of comparison against which to judge the three 
new techniques. 
From Figure 14 i t i s seen that the Forecast Accelerat ion tech­
nique gave solut ion times comparable to those of the standard Gauss-
Jordan method. Numerous spot checks indicated that jumps tended to 
occur an average of 5 to 15 i t e r a t i o n s apar t , that each jump had rough­
l y the e f fec t of 10 i t e r a t i o n s (3=0.9 i n a l l problems), and that the 
number of i t e r a t i o n s was cut roughly i n ha l f as compared to solut ion 
of the same problems without forecast acce lera t ion . A 10-block problem 
was run wi th the Forecast Accelerat ion feature disabled in order to 
simulate c l a s s i c a l successive approximation, and the solut ion was t e r ­
minated a f t e r 40 seconds without convergence; a rough extrapolat ion 
indicated convergence would have been achieved in the neighborhood of 
a t o t a l of 70 seconds. 
For comparison, we note that Hitchcock and MacQueen [53] found 
t h e i r improved successive approximation to give equal computation times 
w i th the Gauss-Jordan method for problem sizes of roughly N=300 , and 
t h e i r resul ts experimentally aff irmed the notion that successive-approx-
2 
imat ion computation time i s approximately proport ional to N whereas 
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Gauss-Jordan computational time is approximately proport ional to N 
A simple r a t i o ca lcu la t ion indicates that Hitchcock and MacQueen's im­
proved successive approximation would have used an average of about 60 
seconds of computation time on the VDO's of the f i r s t experiment, which 
is somewhat less than the 70 seconds indicated above for c lass ica l 
successive approximation. 
Given the r e l a t i v e rates of increase i n computation time wi th 
N , the resu l ts shown in Table 14 d i r e c t l y establ ish Forecast Accelera­
t i o n as fas ter than the Gauss-Jordan technique for problems of sizes as 
low as N=100 . I n d i r e c t comparison wi th the resul ts of Hitchcock and 
MacQueen indicates also that Forecast Accelerat ion is much faster than 
t h e i r improved successive-approximation procedure. 
Figure 15 shows that the Natural Decomposition technique exhibi ts 
remarkably low and remarkably constant solut ion times on the order of 13 
seconds for a l l problems except the one-block (ergodic) problems where 
there was no natura l s t ructure . Since the natural-decomposition code 
sends the e n t i r e problem to the Gauss-Jordan subroutine when no s t r u c ­
ture is found, the Gauss-Jordan and Natural Decomposition methods are 
i d e n t i c a l for a one-block problem except for the time used by the 
Natura l Decomposition method to f ind that there is no s t ruc ture ; com­
paring the one-block computation times from Table 14, we see that th is 
time i s n e g l i g i b l e . 
Figure 16 shows that the Arb i t ra ry Decomposition technique is 
extremely sensi t ive to the amount of na tura l s t ructure when the matrix 
is presented i n random order, but is equivalent to Gauss-Jordan except 
for large times i n the one-block (ergodic) problems when the matrix i s 
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presented i n na tura l order. The phenomena represented i n Figure 16 are 
less complex than they appear at f i r s t glance. Recal l that i n th is 
method the s ta te space i s decomposed in to two equal pa r ts , so that i n 
th is experiment the a r b i t r a r y s t ructure coincidental ly matches the 
na tura l s t ructure . For the 10-block problem diagrammed in Figure 12, 
for example, both of the decomposition methods f i r s t solve the f i r s t 
50 states as one u n i t . Thus the low computation times are par t l y an 
a r t i f a c t of the experiment s t ructure . 
Another in te res t ing resu l t of the arbitrary-decomposit ion ex­
periment i s the severe upward trend in computation times as the natura l 
structure increases, when the matrix is presented i n random order. Re­
c a l l that the method was designed to handle dense matr ices, and that 
the density decreases as the number of blocks increases. With ha l f of 
the values held constant, the r ight-hand side of the V ( i ) equation 
often contains so few values V ( j ) that very l i t t l e convergence is 
achieved i n a given computation. The 100-block problem, on the other 
hand, has h a l f of i t s equations in the form V( i )=constant , so rapid 
convergence is achieved. 
In summary, the f i r s t experiment indicates the fol lowing regimes 
of a p p l i c a b i l i t y : 
Standard Gauss-Jordan for MDP problems (or subproblems) wi th 
less than 100 states 
Natural Decomposition for MDP problems wi th more than 100 
s ta tes , except for completely ergodic problems 
Forecast Accelerat ion for completely ergodic MDP problems 
(or subproblems) wi th more than 100 states 
Arb i t ra ry Decomposition only for MDP problems so large that 
no other methods can be applied 
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An Experiment on a Large-Scale Inventory Problem 
I n the second experiment, whose purpose is to compare the a p p l i ­
cat ion of the three new methods against standard methods i n solving a 
r e a l i s t i c problem, a 100-state inventory control problem was solved. 
The problem chosen was a large version of the non- l inear inventory con­
t r o l problem presented as the l as t example in Chapter I I . 
Data for the problem are as fol lows: 
Maximal number of items: 100 items 
Demand d i s t r i b u t i o n : Poisson wi th mean 50 
Shortage cost: $100 per item 
Manufacturing cost: $50 for f i r s t i tem, $4 per item up to 
49 i tems, $100 per item above 49 items 
Holding cost: $0 per item for f i r s t 33 i tems, $5 per 
item for next 33 i tems, $3 per item 
above 66 items 
With these data the optimal solut ion is as shown in Table 15. 
The solut ion i s not of the usual (s,S) type because of the non- l inear ­
i t i e s i n the costs. In p a r t i c u l a r , the manufacturing costs here include 
not only a setup cost, but also an "overtime" increase; and the holding 
costs have three ranges, as might be encountered where there is an e x i s t ­
ing low-cost storage f a c i l i t y of l im i ted capacity, w i th storage whose 
uni t cost decreases when a s u f f i c i e n t l y large excess is stored. 
Solution Methods Tested 
For comparison purposes the problem was solved by Howard's a lgo­
r i thm using standard Gauss-Jordan solut ion of the VDO's. The Arb i t ra ry 
Decomposition and Natural Decomposition methods, which are bas ica l ly 
methods for doing VDO's, were tested by having Howard's algorithm c a l l 
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Table 15. Inventory Problem Solution 
Entering Expected Discounted 
Inventory Optimal Pol icy Sum of Costs, $ 
0 Manufacture 49 , increasing stock to 49 3384 
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subroutines that solved the VDO's by these methods. The Forecast 
Accelerat ion technique, on the other hand, is bas ica l ly an improvement 
of White's successive-approximation algori thm, and was tested by i n ­
cluding forecast accelerat ion i n White's method, which has no VDO's. 
A l l computer codes for the three new methods were the same as that used 
i n the f i r s t experiment. 
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Results 
A l l methods gave the solut ion shown in Table 15. The execution 
times are as shown in Table 16. 
Table 16. Execution Times for Inventory Problem 
Solution No. of Execution Time, sec 
Method VDO' s Total per VDO 
Howard's Algorithm wi th 
Standard VDO's 5 96.6 19.3 
Howard's Algorithm with 
Arb i t ra ry Decomposition 5 81.9 16.4 
Howard's Algorithm wi th 
Natura l Decomposition 5 52.6 10.46 
White's Algorithm wi th 
Forecast Accelerat ion 0 (6 pol icy 
improvements) 77.4 _ 
Using Howard's algorithm wi th standard Gauss-Jordan VDO's, the 
problem was solved in 96.6 seconds of t o t a l execution t ime. Five VDO's 
were performed, so that the execution time per VDO ( ignoring the small 
time devoted to input , output and PIR's) was 19.3 seconds. This com­
pares favorably to the average VDO time of 22 seconds found i n the f i r s t 
experiment when the same method was tested on randomly-generated VDO's 
presented in na tura l order, showing that the inventory problem's high 
degree of diagonal dominance makes i t bas ica l ly an easier problem to 
solve than the randomly-generated problems were. 
Using Howard's, algorithm w i th Arb i t ra ry Decomposition VDO's, the 
problem was solved i n 81.9 seconds of t o t a l execution t ime, or 16.4 
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seconds per VDO. This i s approximately a 15 percent reduction i n time 
compared to that of the standard method. Comparison wi th the resul ts 
shown i n Table 14 shows that th is reduction i s comparable to the r e ­
ductions found i n solving randomly-generated problems of 100 blocks (a 
very high degree of na tura l s t ructure) presented in natura l order. 
Using Howard's algorithm wi th Natural Decomposition VDO's, the 
problem was solved in 52.6 seconds of t o t a l execution t ime, or 10.46 
seconds per VDO. This i s approximately a 46 percent reduction in time 
compared to that of the standard method. Comparison wi th the resul ts 
shown i n Table 14 shows that t h i s reduct ion, again, i s comparable to 
the reductions found i n solving randomly-generated problems of 50 to 
100 blocks (a high degree of na tura l s t ructure) presented i n na tura l 
order. 
Using White's algorithm wi th Forecast Accelera t ion , the t o t a l 
execution time was 77.4 seconds. This is approximately a 20 per cent 
reduction in time compared to that of the standard method. Comparison 
w i th the resu l ts shown in Table 14 is complicated by the fact that in 
White's method there are no VDO's as such, i n that the pol icy can 
change before the values converge. Since there were 6 pol icy improve­
ments, the t o t a l time can be considered as about 13 seconds per p o l i c y , 
consistant again wi th the resul ts for solving randomly-generated prob­
lems of 50 to 100 blocks (a high degree of na tura l s t r u c t u r e ) . 
I n summary, a l l three of the proposed new methods are useful i n 
reducing computation time for a h ighly-s t ructured 100-state inventory 
problem. 
I t should be noted that Arb i t ra ry Decomposition can not be ex-
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p e c t e d t o be u s e f u l for problems w i t h s u b s t a n t i a l l y l e s s s t r u c t u r e than 
t h a t of t h e i n v e n t o r y problem, and should be c o n s i d e r e d only as a l a s t 
r e s o r t i n s t o r a g e - l i m i t e d s i t u a t i o n s . 
S u c c e s s i v e o v e r r e l a x a t i o n ( s e e Chapter IV) has not been t e s t e d , 
b e c a u s e of i t s dependence on an e x p e r i m e n t a l l y - d e t e r m i n e d o v e r r e l a x a t i o n 
f a c t o r . However, Rosentha l [ 9 9 ] has used s u c c e s s i v e o v e r r e l a x a t i o n w i t h 
an a r b i t r a r i l y - c h o s e n o v e r r e l a x a t i o n f a c t o r on some very l a r g e , h i g h l y -
s t r u c t u r e d problems i n l o c a t i o n a n a l y s i s w i t h promis ing r e s u l t s . The 
r e l a t i v e e f f i c a c i e s of F o r e c a s t A c c e l e r a t i o n and s u c c e s s i v e o v e r r e l a x a ­
t i o n remain t o be d e t e r m i n e d . 
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CHAPTER V I I I 
CONCLUSIONS AND RECOMMENDATIONS 
The work reported in th is thesis has touched on many areas of 
MDP, wi th emphasis on large-scale computations.; Some contributions 
have been made i n cost modeling, s t a t i s t i c a l in ference, state-change 
modeling and unifying of solut ion procedures. The major contr ibut ions, 
however, are the two decomposition methods—Arbitrary Decomposition and 
Natural Decomposition—and the 2-V Forecast Accelerat ion method. The 
decomposition methods have been shown to converge and have been shown to 
be more e f f i c i e n t than standard methods when applied to a wide var ie ty 
of large-scale MDP problems. 
The 2-V Forecast Accelerat ion method i s a r e l a t i v e l y e f f i c i e n t 
version of successive approximation, but has not been tested against 
successive overre laxat ion , a standard method in numerical analysis that 
has been applied once to a large-sca le MDP problem [99] w i th very en­
couraging r e s u l t s . Probably some combination of various accelerat ion 
techniques, not yet developed, would perform best . I n i t s present form, 
2-V Forecast Accelerat ion does not have a w e l l developed stopping r u l e , 
cannot be combined wi th other accelerat ion techniques, and requires ex­
t r a storage compared to other successive approximation techniques; thus 
i t cannot be considered w e l l developed. 
Other new methods have been advanced herein but not developed in 
s u f f i c i e n t d e t a i l to warrant immediate use. The 3-V Forecast-Accelera­
t ion method and the two-3 method are in te res t ing ideas whose d e t a i l s 
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have yet to be worked out. I t does seem clear that 3-V Forecast Accel­
erat ion i s more cost ly and less accurate than 2-V Forecast Accelerat ion, 
and the inconclusive resul ts of Zaldivar and Hodgson wi th a s imi lar 3-
point accelerat ion for the undiscounted case corroborate t h i s . With 
respect to the two-3 method, the large-scale computational experience of 
Hitchcock and MacQueen is encouraging in that they obtain much faster 
convergence at low discount factors for i t e r a t i v e method. 
Recommended Large Scale Solution Strategies 
The computational experience reported herein i d e n t i f i e s Natural 
Decomposition into subproblems as the best method for MDP problems with 
appreciable s t ructure . The Natural Decomposition algorithm reported in 
Chapter VI quickly i d e n t i f i e s the order i n which solut ion can proceed 
through successive solut ion of subproblems of the least 'poss ib le s i ze . 
The computer implementation SMDP was able to reduce t o t a l computation 
time i n the 100-state inventory problem and in a l l randomly-generated 
test problems except those that were completely ergodic; a s imi la r im­
plementation was the key to Rosenthal's successful solut ion of loca t ion -
analysis problems wi th more than 1000 states [ 9 9 ] . 
3 
Since matrix inversion uses computer time proport ional to N 
for large N , and i t e r a t i v e techniques seem to use computer time pro-
2 
por t iona l to N for large N , i t i s widely assumed that i t e r a t i v e 
techniques such as successive approximations are indicated for t r u l y 
large problems, even i f la rger and larger matrix inversion methods are 
developed. However, both a r b i t r a r y and na tura l decomposition schemes 
are i t e r a t i v e in the sense of t rading of f s ize for t ime, and i t i s 
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expected that these methods w i l l use time more closely proport ional to 
2 3 
N than to N as problem sizes increase above those t reated i n th is 
thes is . Another relevant factor i n comparison is the fact that succes­
sive approximations is hJjl&QJi<L& by problem st ructure . I n the work of 
Hitchcock and MacQueen [ 5 3 ] , for example, the highly structured problems 
( t h e i r type I I I and IV matrices) take ten times as much computer time to 
solve as do the more a r t i f i c i a l unstructured problems. 
The solut ion strategy for a given large-scale problem should de­
pend on the r e l a t i v e costs or a v a i l a b i l i t i e s of computer time and s tor ­
age. For example, i f storage is very l im i ted and time i s un l imi ted , 
successive approximation should be used. With the decomposition methods 
given here , new options are ava i lab le to the programmer. The main s ize 
considerations are 
1 . The size of the largest matr ix that can be stored in core 
and 2. The size of the largest matrix that can conveniently be i n ­
ver ted . 
Arb i t ra ry Decomposition should be used to s p l i t the problem into roughly 
equal subproblems to provide size reduction for e i ther storage or i n ­
vers ion; i t should be used only as necessary. Natural decomposition 
should be used for every VDO, except in the rare case where a problem 
t r u l y has no s t ruc ture . The boundaries between decomposition methods 
and successive approximation methods are imprecise, but i t i s clear that 
successive approximation is superior only i f the storage requirement for 
the NxN matr ix (or i t s non-zero elements) exceeds ava i lab le storage by 
orders of magnitude, or where time is very cheap i n comparison to 
storage. 
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Recommendations for Further Research 
An obvious area for fur ther research is to develop more soph is t i ­
cated rules for jumping to forecasts i n the forecast accelerat ion pro­
cedures, and to develop ways of combining forecast accelerat ion wi th 
other procedures for accelerat ing successive approximation. I n the 2-V 
Forecast Accelerat ion procedure, the crude jumping c r i t e r i o n used in 
th is thesis was to jump whenever two successive forecasts were wi th in 
15 percent of each other. I n every problem tes ted , large or smal l , i t 
was noted that X£QJ\JXQJtLV<L jumps, where jumping could be control led by 
the ad-hoc judgement of an analyst observing the resul ts of each i t e r a ­
t i o n , would have performed far be t te r than the rules used. 
In order to derive a reasonable jumping c r i t e r i o n , i t would make 
sense to study the character is t ics of the time series of forecasts. This 
series has in te res t ing proper t ies ; a f t e r a pol icy change or a jump i t s 
variance i s h igh , and then the variance decreases asymptotical ly towards 
zero. A c r i t e r i o n to jump a f t e r the sample variance (or mean absolute 
deviat ion) of the forecast has decreased to w i t h i n a given range would 
seem to be ind ica ted . Select ion of the range could presumably be done 
by considering the r e l a t i v e expected costs of fa lse jumps and f a i l u r e s 
to jump (both of which frequently occur using the crude c r i t e r i o n used 
in the experiments in Chapter V I I ) . 
The Natural Decomposition procedure developed herein should be 
implemented in a version that would process non-zero elements only. This 
would great ly extend the size l i m i t of i t s use for large problems wi th 
sparse t r a n s i t i o n matr ices. 
Another need uncovered by th is research is for guidelines for 
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se lect ion among MDP solut ion techniques. This thesis covers a l l standard 
methods and some new ones, yet no comprehensive formal guidelines were 
developed. I t is d i f f i c u l t to t e l l from the l i t e r a t u r e , including th is 
thes is , what method is l i k e l y to be most e f f i c i e n t in solving a given 
MDP problem. Any formal guidel ines would need to be based on extensive 
empir ica l computational experience, far i n excess of that reported here. 
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APPENDIX I 
COMPUTER PROGRAM MDP AND AN EXAMPLE RUN 
0 0 3 1 0 
0 0 3 1 1 
0 0 3 1 2 
0 0 3 1 3 
0 0 3 1 4 
0 0 3 1 5 
0 0 3 1 6 
NT * 
0 0 3 1 7 
0 0 3 2 0 
0 0 3 3 0 
0 0 3 4 0 
0 0 3 6 0 
0 0 3 7 0 
0 0 3 7 5 
0 0 3 9 0 
0 0 4 0 0 
0 0 4 1 0 
0 0 4 1 5 
0 0 4 3 0 
0 0 4 4 0 
0 0 4 5 0 
0 0 4 6 0 
0 0 4 7 0 
0 0 4 8 0 
0 0 4 9 0 
0 0 5 0 0 
0 0 5 1 0 
0 0 52 0 
00 5 3 0 
0 0 5 4 0 
0 0 5 5 0 
0 0 5 6 0 
0 0 5 7 0 
0 0 5 8 0 
0 0 5 9 0 
0 0 6 0 0 
0 0 6 1 0 
0 0 6 3 0 
0 0 6 4 0 
FACTOR ' ; 
REM*** DATA INPUT * * * 
PR I N T ' I N P U T THE DISCOUNT 
INPUT B 
I F t B > 0 AND B<1 THEN GO TO 3 1 6 
PRINT 1 YOUR DISCOUNT FACTOR MUST BE BETWEEN 0 AND l ; 
GO TO 3 1 2 TRY A G A I N . 1 
PRINT'YOUR DISCOUNT FACTOR IS EQUIVALENT TO* 1 0 0 * 
C 1 / B - 1 ) ; ' P E R CE 
PRINT* INTEREST PER TRANSITION P E R I O D . ' 
P R I N T ' I N P U T THE NUMBER OF S T A T E S ' ; 
INPUT N 
PRINT 
MAT K= Z, ER ( N ) 
DIM P C 1 0 , 1 0 * 1 0 > , C U 0 , 1 0 , 1 0 ) 
FOR 1=1 TO N 
PRINT 
PRINT'HOW MANY ACTIONS AT STATE'15 
INPUT K( I ) 
FOR K=l TO K ( I ) 
P R I N T ' G I V E R O W » ; i ; » O F P " UNDER ACTION';K 
MAT Q=ZERCN) 
QG=0 
MAT INPUT Q 
IF NUM=N GO TO 5 0 0 
PRINT 'NOT ENOUGH DATA; TRY AGAIN. ' 
GO TO 4 4 0 
FOR J = l TO N 
I F Q ( J ) > - 0 GO TO 5 4 0 
P R I N T ' P C • i ; • , » j ; ' ) MUST BE NON-NEGATIVE; 
GO TO 4 4 0 
Q0 = QO + Q CJ) 
NEXT J 
IF A3S CQO-1 )< 
P R I N T ' T H E SUM 
TRY AGAIN* 
0 0 0 0 0 1 
OF THE 
GO TO 5 9 0 
ELEMENTS OF ROW' i ; 'MUST BE ONE; 
TRY AGAIN. 
GO TO 4 4 0 
FOR J = l TO N 
PC I , J , K ) = Q ( J ) 
NEXT J 
P R I N T ' G I V E R O W ' ; i ; ' O F 
MAT Q = ZERCtf) 
UNDER ACTION' ;K 
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0 0 6 5 0 MAT INPUT Q 
0 0 6 6 0 I F NUM*N GO TO 6 9 0 
0 0 6 7 0 PRINT'NOT ENOUGH DATA; TRY AGAIN'.' 
0 0 6 8 0 GO TO 6 4 0 
0 0 6 9 0 FOR J = i TO N 
0 0 7 0 0 C C I # J * K ) = Q C J ) 
0 0 7 1 0 NEXT J 
0 0 7 3 0 NEXT K 
0 0 7 4 0 NEXT I 
0 0 7 4 1 REM*** EVALUATION OF THE MATRIX OF IMMEDIATE 
0 0 7 4 2 MAT R = Z E R ( N , 1 0 > REWARDS R * * * 
0 0 7 4 3 FOR 1=1 TO N 
0 0 7 4 4 FOR K=l TO K ( I ) 
0 0 7 4 5 FUR J= 1 TO N 
0 0 7 4 6 R ( I # K ) = R ( I * K ) + C C I * J * K ) * P < I * J * K ) 
0 0 7 4 7 NEXT J 
• 0 7 4 8 NEXT K 
0 0 7 4 9 NEXT I 
0 0 7 50 REM*** END OF THE EVALUATION OF R * * * 
0 0 7 51 REM 
0 0 7 5 2 REM 
0 0 7 5 5 R EM * * * DIMENSIONING OF REQUIRED MATRICES * * * 
00 7 60 R EM 
0 0 7 6 5 MAT A=ZER(N, 1 ) 
0 0 7 7 0 MAT F=ZER<N,N) 
0 0 7 7 5 MAT E= IDN <N*N ) 
0 0 7 8 0 MAT G=ZER(N.,N) 
0 0 7 8 5 MAT H = Z E R ( N , N ) 
0 0 7 9 0 MAT V=ZER(N,1> 
0 0 7 9 5 HAT W=ZERCN,1) 
0 0 8 0 0 MAT D=Z ER(N) 
0 0 8 0 5 REM 
0 0 8 1 0 REM*** END OF DIMENSIONING OF MATRICES * * * 
0081 5 HEM 
0 0 8 2 0 REM 
0 0 8 2 5 REM*** CHOICE OF PROGRAM OPTION * * * 
0 0 8 3 0 REM 
0 0 8 3 5 PRINT * WHICH OPTION DO YOU WANT * % 
0 0 8 4 0 INPUT"0$ 
0 0 8 4 5 REM 
0 0 8 5 0 REM 
0 0 8 5 5 REM*** EXECUTION * * * 
0 0 9 0 0 REM 
0 0 9 0 5 REM*** OPTION ONE * * * 
0 0 9 1 0 REM 
0 0 9 1 5 I F O S o ' Q P T I O N ONE* GO TO 1 0 0 0 
0 0 9 2 0 GOSUB 4 0 0 0 
0 0 9 2 5 GOSUB 6 0 0 0 
0 0 9 3 0 MAT W=V 
0 0 9 3 5 GOSUB 7 0 0 0 
0 0 9 4 0 i'IAT Q= D 
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0 0 9 4 5 PRINT'ANOTHER ITERATION'} 
0 0 9 5 0 INPUT 8 5 
0 0 9 5 5 I F B $ = ' N Q ' THEN STOP 
0 0 9 6 0 GO TO. 9 2 5 
0 0 9 6 5 REM 
0 0 9 7 0 REM 
0 1 0 0 0 REM*** OPTION TWO * * * 
0 1 0 0 5 REM 
0 1 0 1 0 IF 0 S < > * O P T ION TWO * GO TO 1 5 0 0 
0 1 0 1 5 G $ = ' G A U S S / S E I D E L ' 
0 1 0 2 0 GOSUB 4 0 0 0 
0 1 0 2 5 GOSUB 6 0 0 0 
0 1 0 3 0 MAT W=V 
0 1 0 3 5 GOSUB 7 0 0 0 
0 1 0 4 0 MAT Q=D 
0 1 0 4 5 PRINT * ANOTHER ITERATION * > 
0 1 0 5 0 INPUT B$ 
0 1 0 5 5 I F B $ = ' N 0 ' THEN STOP 
0 1 0 6 0 GO TO 1 0 2 5 
0 1 0 6 5 REM 
0 1 0 7 0 REM 
0 1 5 0 0 REM*** OPTION THREE * * * 
01 5 0 5 REM 
0 1 5 1 0 I F O S o ' O P T I O N THREE* GO TO 2 0 0 0 
01 5 2 0 GOSUB 5 0 0 0 
0 1 5 3 0 GOSUB 7 0 0 0 
0 1 5 4 0 MATW=V 
0 1 5 5 0 PRINT'ANOTHER P I R ' ; 
0 1 5 6 0 INPUT B$ 
0 1 5 7 0 I F B $ = ' N 0 ' THEN STOP 
0 1 5 8 0 GO TO 1 5 3 0 
01 5 9 0 REM 
0 1 6 0 0 REM 
0 2 0 0 0 REM*** OPTION FOUR * * * 
0 2 0 1 0 REM 
0 2 0 2 0 I F 0 £ < > ' O P T I O N FOUR' GO TO 2 5 0 0 
0 2 0 3 0 G $ = ' G A U S S / S E I D E L ' 
0 2 0 4 0 GOSUB 5 0 0 0 
0 2 0 5 0 GOSUB 7 0 0 0 
0 2 0 60 PRINT'ANOTHER P I R ' ; 
0 2 0 7 0 INPUT BS 
0 2 0 8 0 IF 3 iB=*N0' THEN STOP 
0 2 0 9 0 GO TO 2 0 5 0 
0 2 1 0 0 REM 
0 2 1 1 0 REM 
0 2 5 0 0 REM*** OPTION FIVE * * * 
0 2 5 1 0 REM 
0 2 5 2 0 IFO$<>'OPTION F I V E ' GO TO 3 0 0 0 
0 2 5 3 0 GS= * GAUSS/S EI DEL' 
0 2 5 4 0 GOSUB 5 0 0 0 
0 2 5 5 0 GOSUB 7 0 0 0 
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0 2 5 6 0 PRINT 'ANOTHER P I R ' ; 
0 2 5 7 0 INPUT B$ 
0 2 5 8 0 I F B $ = ' Y E S ' GO TO 2 5 5 0 
0 2 5 9 0 MAT Q=D 
0 2 6 0 0 GOSUB 6 0 0 0 
0 2 6 1 0 MAT W=V 
0 2 6 2 0 GOSUB 7 0 0 0 
0 2 6 3 0 MAT Q=D 
0 2 6 4 0 PRINT'ANOTHER P I R ' ; 
0 2 6 5 0 INPUT BS 
0 2 6 6 0 I F B S = ' N O ' THEN STOP 
0 2 6 7 0 GO TO 2 5 5 0 
0 2 6 8 0 REM 
0 2 6 9 0 REM 
0 3 0 0 0 REM*** OPITOM SIX * * * 
0 3 0 1 0 REM 
0 3 0 2 0 G $ = ' G A U S S / S E I D E L ' 
0 3 0 3 0 GOSUB 5 0 0 0 
0 3 0 4 0 GOSUB 7 0 0 0 
0 3 0 5 0 GOSUB 7 0 0 0 
0 3 0 60 MAT Q=D 
0 3 0 7 0 GOSUB 6 0 0 0 
0 3 0 8 0 MAT W=V 
0 3 0 9 0 PRINT'ANOTHER ITERATION•; 
0 3 1 0 0 INPUT 3 $ 
0 3 1 1 0 IF B $ = ' N O ' THEN STOP 
0 3 1 2 0 GO TO 3 0 4 0 
0 3 1 3 0 REM 
0 3 1 4 0 REM 
0 4 0 0 0 R B 4 * * * INITIALIZATION FOR HOWARD'S METHOD * * * 
0 4 0 1 0 REM 
0 4 0 2 0 PRINT'WHAT IS YOUR I N I T I A L POLICY' 
0 4 0 3 0 MAT INPUT Q 
0 4 0 4 0 PRINT 
0 4 0 50 RETURN 
0 4 0 60 REM 
0 4 0 7 0 REM 
0 5 0 0 0 R Eil* * * INITIALIZATION FOR THE METHOD OF SUCCESSIVE 
ONS * * * APPROXIMATI 
0 5 0 1 0 P R I N T ' G I V E THE I N I T I A L VALUES:' 
0 5 0 2 0 FOR 1=1 TO N 
0 5 0 3 0 P R I N T ' V ( ' I ; ' ) = ' ; 
0 5 0 4 0 INPUT W( IJ 1 ) 
0 50 50 NEXT I 
0 5 0 6 0 PRINT 
0 50 70 R ET URN 
0 5 0 8 0 REM 
0 5 0 9 0 REM 
0 6 0 0 0 REM*** START OF VDO * * * 
0 6 0 1 0 REM 
0 6 0 2 0 FOR 1=1 TO N 
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0 6 0 3 0 FOR J = l TO N 
0 6 0 4 0 K=Q( I ) 
0 6 0 5 0 AC I , 1 )=RC I , K ) 
0 6 0 6 0 F C I , J ) = P C I* K) 
0 6 0 7 0 NEXT J 
0 6 0 8 0 NEXT I 
0 6 0 9 0 MAT F = C B ) * F 
0 6 1 0 0 MAT G= E- F 
0 6 1 1 0 MAT H=INVCG) 
0 6 1 2 0 MAT V=H*A 
0 6 1 3 0 P R I N T 1 THE CURRENT VDO GIVES • t • 
0 6 1 4 0 MAT PRINT V 
0 6 1 50 PRINT 
0 6 1 60 PRINT 
0 6 1 70 RETURN 
0 6 1 8 0 R £1*1 * * * END OF VDO * * * 
0 6 1 9 0 REM 
0 6 2 0 0 REM 
0 7 0 0 0 REM*** START OF P I R * * * 
0 7 0 1 0 REM 
0 7 0 2 0 PRINT'POLICY IMPROVEMENT ROUTINE 
0 7 0 3 0 FOR 1=1 TO N 
0 7 0 4 0 PRINT 
0 7 0 5 0 PRINT•FOR S T A T E , I ; , : , 
0 70 60 MAT L=ZERCKCI) ) 
0 7 0 7 0 FOR K=l TO KCI) 
0 7 0 8 0 FOR J = l TO N 
0 7 0 9 0 L C K ) = L C K ) + P C I , K ) * W C J , 1 ) 
0 7 1 0 0 NEXT J 
0 7 1 10 L C K ) = R C I , K ) + B * L C K ) 
0 7 1 2 0 PRINT*ACTION*KS 'GIVES V C ' i ; 1 )=*• 
0 7 1 3 0 NEXT K 
0 7 1 4 0 LO=LC1) 
0 7 1 5 0 K0=1 
0 7 1 60 FOR K=l TO KCI) 
0 7 1 70 I F LO>LCK) GO TO 7 2 0 0 
0 7 1 8 0 LO=LCK) 
0 7 1 9 0 KO = K 
0 7 2 0 0 NEXT K 
0 7 2 1 0 V C I , 1 ) = L 0 
0 7 2 2 0 DCI) = K0 
0 7 2 3 0 P R I N T ' T H U S , V ( • i ; • ) = 1 V C I * 1 ) > • DC • 
0 7 2 4 0 IF G$=« GAUSS/SEIDEL* THEN WCI , 1 ) 
0 7 2 5 0 N EXT I 
0 7 2 6 0 PRINT 
0 7 2 7 0 PRINT 
0 7 2 8 0 RETURN 
0 7 2 9 0 REM*** END OF PIR * * * 
0 7 3 0 0 END 
) = f D C I ) 
[Exomptt Run) 
WHICH 0PTI0N D0 Y0U WANT? 2 , 2 0 P T I 0 N TW0 
WHAT IS Y0UR INITIAL P0LICY 
? 2 , 2 
THE CURRENT VD0 GIVES: 
2 7 * 4 2 7 4 8 4 
5 3 . 5 1 8 2 7 8 
P0LICY IMPR0VEMENT R0UTINE 
F0R STATE 1 : 
ACTI0N 1 GIVES VC 1 ) * 2 9 . 9 2 5 5 9 2 
ACTI0N 2 GIVES VC 1 )= 2 7 . 4 2 7 4 8 4 
THUS, VC 1 ) « 2 9 . 9 2 5 5 9 2 DC 1 >= 1 
F0R STATE 2 : 
ACTI0N 1 GIVES VC 2 ) » 5 2 . 1 0 8 0 9 5 
ACTI0N 2 GIVES VC 2 )= 5 3 . 7 4 3 1 0 7 
THUS, VC 2 )= 5 3 . 7 4 3 1 0 7 D( 2 ) = 2 
AN0THER ITERATI0N7 YES 
THE CURRENT VD0 GIVES t 
- 3 4 . 8 4 3 7 4 3 
5 7 . 0 3 1 2 4 1 
P0LICY IMPR0VEMENT R0UTINE 
F0R STATE 1 t 
ACTI0N 1 GIVES VC 1 3 4 . 8 4 3 7 4 2 
ACTI0N 2 GIVES VC 1 >= 3 1 . 7 4 8 4 3 
THUS, VC 1 ) * 3 4 . 8 4 3 7 4 2 DC 1 
F0R STATE 2 t * 
ACTI0N 1 GIVES VC 2 )= 
ACTI0N 2 GIVES VC 2 ) -
THUS, VC 2 ) * 5 7 . 0 3 1 2 4 1 
5 5 . 5 8 5 9 3 
5 7 . 0 3 1 2 4 1 
DC 2 
AN0THER ITERATI0N7 N0 
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APPENDIX I I 
SVDO (SPARSE VDO) COMPUTER CODE 
SUBROUTINE SVDO CN, BETA, R, P , V, 
+ B , I C , I S E T ) 
REAL P C I O O , 1 0 0 ) , V ( 1 0 0 ) , R ( 1 0 0 ) 
LOGICAL 3 C 1 0 0 , 1 0 0 ) 
INTEGER ICC 1 0 0 ) , I S E T C 1 0 0 ) 
C * * * * * I N I T I A L I Z E 
IDENSE=0 
ICOUNT=0 
DO 10 1 = 1 , N 
DO 2 0 J=-1,N 
B C I , J ) = CP C I , J ) . G T . 0 . 0 ) 
I F ( . N O T . 3 C I , J ) ) GO TO 2 0 
IDENSE=IDEMSE+1 
2 0 CONTINUE 
B( I , I ) = • FALSE. 
10 I S E T C I ) = I 
C CHECK FOR ABSORBING STATES 
DO 4 0 I = 1 , N 
I F ( P C I , I ) . L T . 1 . 0 ) GO TO 40 
BC I , I ) = . TRUE. 
ICGUiJT=ICOUNT+l 
4 0 CONTINUE 
C 
C****ALL STATEMENTS ABOVE THIS L I N E ARE EXECUTED ONLY ONCE* 
C EXECUTION 
o 0 CALL Z ERO W CN, B , IZ EROV/) 
I F CIZEROW • GT. 0 ) GO TO 51 
3 FORMAT C ' 3 • ) 
CALL CYCLE(15,3 , I S E T , IZEROW, I C ) 
51 CALL SOL VECN, IZ EROW, P , V, R, BETA, I COUNT, I C , IS ET, B , 




SUBROUTINE Z ERO VCN, B , I Z EROW) 
LOGICAL B ( 1 0 0 , 1 0 0 ) 
C IZEROV; I S A NON DELETED STATE THAT DOES NOT 
C LEAD TO ANY OTHER WON DELETED STATE, IF IT EXISTS 
C OTHERWISE IZEROW=0. 
DO 10 I= 1 , N 
I F C B C I , I ) ) GO TO 10 
DO 2 0 J = 1 , N 
I F ( B ( J , J ) . O R . •NOT. B ( I , J ) ) GO TO 2 0 
GO TO 10 





R ET URN 
END 
SUBROUTINE CYCLE CN, B , IS ET, IZERO W, IC ) 
LOGICAL 3 C 1 0 0 , 1 0 0 ) 
INTEGER I S E T C 1 0 0 ) , I C C 1 0 0 ) 
C 8 ( 1 , 1 ) = • I I S DELETED. 
C I S E T C I ) = 0 I F F I I S IN THE PATH 
NC = 0 
C FIND FIRST STATE 
DO 10 J = 1 , N 
I F ( B ( J , J ) ) GO TO 10 
I L = J 
GO TO 3 0 
10 CONTINUE 
GO TO 1 9 0 
C ADD STATE TO PATH 
3 0 NC=NC+1 
I C ( N C ) = I L 
I S E T C I L ) = 0 
C FIND ANOTHER STATE: I F NOT A REPEAT ADD TO PATH 
DO 4 0 J = 1 , N 
I F ( 3 ( j , j ) •OR. .NOT. B C I L , J ) ) GO TO 40 
I L = J 
GO TO 50 
4 0 CONTINUE 
GO TO 1 9 0 
50 I F C ISETC I D . N E . 0 ) GO TO 3 0 
C REPEAT FOUND. FIND FIRST OCURRENCE 
I R = I L 
DO 7 0 1 = 1 , N C 
I F C I C C I ) . N E. I R ) GO TO 7 0 
NR= I 
GO TO 80 
70 CONTINUE 
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C CYCLE IDENTIFIED IR= IC (NR ) , IC CNR+1 ) , . . . , IC (NC ) , IR 
C COLLAPSE CYCLE 
8 0 B( I R , I R ) = . TRUE. 
NR1=NR+1 
DO 1 0 0 I=NR1,NC 
J R = I C ( I ) 
B ( J R , J R ) = . T R U E . 
I S E T ( J R ) = I R 
DO 1 1 0 K=1 ,N 
I F ( I S E T ( K ) •EQ• J R ) I S E T ( K ) = IR 
I F ( 3 ( K , K ) ) GO TO 1 1 0 
3 ( I R , K) = 3 ( I R , K ) .OR. 3 ( J R , K ) 
B C K , I R ) = B ( K , I R ) . O R . B ( K , J R ) 
1 1 0 CONTINUE 
100 CONTINUE 
C CHECK ROWCIR) FOR ZEROW 
DO 1 2 0 J = 1 , N 
I F C B ( J , J ) •OR. . N O T . B ( I R , J ) ) GO TO 1 2 0 
I L = J 
B( I R , I R ) = . FALSE. 
NC=NR 
GO TO 50 
1 2 0 CONTINUE 
DO 140 1 = 1 , N R 
J R = I C ( I ) 
1 4 0 i s e t c j r ) = j r 
i z e r o v / = i r 
r e t u r n 
190 WRITEC6, 1 9 1 ) 
191 FORMAT ( 2 2 H ERROR EXIT FROM CYCLE) 
STOP 
END 
SUBROUTINE SOLVECN, IZERQW,P, V, R, BETA, ICOUNT, I C , I S E T , B , 
+ IDENSE) 
LOGICAL 3 ( 1 0 0 , 1 0 0 ) 
INTEGER I C ( I O O ) , I S E T ( I O O ) 
REAL PC 1 0 0 , 1 0 0 ) , V ( 1 0 0 ) , R ( 1 0 0 ) 
DIMENSION A ( 1 0 0 , 1 0 1 ) , I G A R B 1 ( 1 0 0 ) , G A R B G 2 ( 1 ) 
IZ = IZERO W 
C DETERMINE S I Z E OF SYSTEM & IDENTIFY VARIABLES 
IS IZE=0 
DO 10 I = 1 , N 
I F C I S E T ( I ) . N E . I Z ) GO TO 10 
I S I Z E = I S I Z E + 1 
B ( I , I ) = . FALSE. 
I C ( I S I Z E ) = I 
10 CONTINUE 
1 FORMAT ( ' 7 * , 5 1 5 ) 
176 
I F C I S I Z E . GT. 1 ) GO TO 3 0 
S U M = 0 . 0 
DO 2 0 "1=1,W 
2 0 I F C B C I Z , I ) ) SUM=SUM+PC I Z , I ) * V ( I ) 
VC I Z ) = ( R ( I Z )+BETA#SUM)/ < 1 -BETA*P ( I Z , I Z ) ) 
B C I Z , I Z ) = . T R U E . 
IT ER=0 
GO TO 1 9 0 
C UPDATE RIGHT-HAND-SIDE 
30 DO 50 1 = 1 , I S I Z E 
J R = I C C I ) 
S U M = 0 . 0 
DO 4 0 ~K=1,M 
I F C.MOT. 3 C J R , K ) ) GO TO 40 
I F CISETCK) •EQ• I Z ) GO TO 40 
S UM = S UM+P C J R , K ) * VC X ) 
40 CONTINUE 
RCJR)=RCJR)+BETA*SUM 
3 C U R , J R ) = . T R U E . 
50 CONTINUE 
C * * * SET-UP A MATRIX A FOR GJR * * * 
I S I Z E 1 = I S I Z E + 1 
DO 8 0 I=l,ISrZE 
IR=IC ( I ) 
DO 1 1 0 J=l, I S I Z E 
J R = I C C J ) 
AC I , J ) = - B E T A * P C I R , J R ) 
I F C I . E Q . J ) AC I ,«J )= 1 .+AC I , J ) 
1 1 0 CONTINUE 




N R = 1 0 0 
NC=101 
CALL GJRCA,NC,NR, I S I Z E , I S I Z E 1 , $1 9 0 0 , I GARB 1 , GARBG2 ) 
DO 1 0 0 1 = 1 , I S I Z E 
I R = I C C I ) 
100 VC IR)=AC I , I S I Z E 1 ) 
C 
C 
190 I C 0 U N T = I C 0 U N T + I S I Z E 
RET URN 
1 9 0 0 W R I T E C 6 , 4 4 4 4 ) 




APPENDIX I I I 
COMPUTER PROGRAM FOR ARBITRARY DECOMPOSITION (DMDP) 
0 01 U 0 
O n l x o 
00.5X0 
003X1 
0 0 3 1 ? 
003X3 
003X4 
0 0 3 X S 




0 0 340 
UP3UO 
M;3 / N 





0 0 440 
ORWL>O 
0P4T>n 














0 00*4 N 
O O b D O 
V3=0 
0 5 > = » 0 P T I ^ U ONF* 
P F_M *. * PATM I N P U T * + * 
h'PIMT* T N P I ' T I HE D I S C O U N T F A r T O P T ; 
INPUT R 
I F N>0 A N D R< i T H E N G O T O V 6 
P P I M T i Y O U P D I S C O U N T F A C T O P MUST R E BETWEL-J 0 AND 
GO TO 3 1 ? U T R Y AGAIN.-
PRINT*YOUP r x ^ C M J N T F A O T O p TC; F ^ U I V A L E N T T O ' 1 0 0 * 
( l / R - i ) ; »PER CENT1 
P P I M T i T N T F P F o T P E P TRAN^ITT^N PERIOD.' 
P R I N T * I N P U T I M F h U M R E R O F C;TATFS», INPI'T m 
p p JUT 
MAT K=ZEP(N) 
L, T M P ( 1 n , 1 0 t 1 F>) r C ( 1 0 , 1 0 • 1 0 ) 
FOD I ~ l TO i j 
HRIMT 
f J P I M * r » H O W MAMY A C T I O N S A T S T A T E ' U 
TMPUT K(T) 
F O P K r l JO » \ ( I ) 
.•1AT O-ZER(N) 
u n ; n 
MAT TNPUT O 
x F M U M = N 0 0 l o F S O O 
PR 1 NT * N O T F M O i i G H OATA i T R Y A G A T N . » 
G O T O 4 4 0 
FOR J-l T O U 
IF 0 ( j ) > = n G O T O F S 4 0 
r T ? p . ! T » P ( » T ! • t • J! • ) M U S T RF NON-nFG A T IVE R TRY 
b O TO 4 4 0 AGAIN» 
o n = n n * Q ( J ) 
l i F X T J 
I F *\RS(Q0-1 
i ' ° I f I T » T H E S U M 
0 0 T O 4 4 0 
P O R J - l T O N 
P ( I . J » K ) = 0 ( J ) 
U F X T J 
M A T n^ZER(rJ) 
MAT TNPUT 0 
i F N'iM=N GO i n 
0 0 0 0 0 1 GO TO ^ 9 n 
OF THF ELFMFNTS OR R0W»I,»MUST BE 
ONE* TRY AGAIN.' 
6 9 0 
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0 0 6 / n PRINTiNOT FNUijftH DATA* T R Y A G A I N . ' 
_,0 TO 6 4 0 
OOo^O FOR TO M 
< j 0 7 d 0 C ( T r J r K ) = 0 ( J J 
0 P 7 x n N E X T j 
0 07vjP MFXT K 
Q 0 7 h P 
0P7^1 
0 P 7 t ? MAT K=ZEP(MrlO) 
0 0 7*+ ^ POP 1 = 1 TO N 
007<+4 FOR K = l TO K r I ) 
0 0 7 * 5 TOP j = l TO h 
0 0 7^6 R l T , K ) = R ( T » K ) + C ( T r J , K ) * P ( T > J . K > 
0 0 7-4 7 MR X T j 
0 0 7 ^ ^ MtIXT K 
0 0 7 * 0 ME XT I 
0 0 7u\ PRIMT'TMr UPDATru VALUE'S A P r : » 
0 0 71.2 FOR T = 1. TO 2 
0 0 7 ^ FOP K - \ TO K(T ) 
0O7OU R< I rK)~r>( I r K ) + n * P ( T ».^»K)*V^ 
0 0 7->5 P K T h T » n ( » T ; » , » K » » ) - ' P ( T » K ) 
U0 7uG MEXT K 
0 0 7 ^ 7 MLXT I 
007^)8 N - 2 
0 0 7 o 0 P E M 
U 0 7 u 5 ^AT A=ZER(M»1) 
0 0 7 (0 
0 0 7 / 5 MAT E = l D N ( N r N ) 
0 0 7 d 0 A T G — ZEU ( M » N ) 
*J07oS M A T N = Z E R < M » N ) 
0 0 7^0 MAT v = Z E B ( N , 1 ) 
•JO 7^5 MAT w=ZEr? ( M M ) 
oortuo VAT f ) - ? F p ( r j j 
0 0 8 u l MAT Rr7FK(MJ 
0 0 8 0 5 ppw 
0 0 8 x 0 REM*** FND oF DIMENSIONING OF MATPICLS 
0 0 8 i 5 REM 
0 0 (kO Pt_M 
P E M * * * CHOTCh O F PPuG pAM OPTTOM * * * 
0 0 3 ^ 0 REM 
OOBhS P F M 
0 0 8 ^ 0 P E ^ 
P[;w*** EXFCUTTON * * * 
OPSJuO PF. M 
0 P 9 u 5 Pf.M>r** OPTi(;M OMF * * * 
0 P 9 i O P F M 
0 0 9 x 5 IF O l O ' O P T i o M OMF1 GO TO 10 00 
0P9*.n GOSMR 4 0 0 0 
0 P 9 d 5 GOSUH 6 0 0 0 
0 P 9 o P MAT wrV 
0 P 9 J 5 ^OSUB 7 0 0 0 
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0 0 9 4 0 MMT Rrn 
0 0 9 4 5 PRINT'ANOTHER ITERATION' ; 
0 0 9 ^ 0 INPUT m 
0 0 9 U 5 IF L-.^-'NO' GO TO 9 6 1 
0 0 9 o 0 0 0 To 9 2 5 
0 P 9 u l FOP Kr.1 TO K ( 3 ) 
U09oP V 3 = (P ( 3 , k ) + R * P < j , 1 » K ) * V ( 1 , 1 ) + R * P ( 3 » P » K ) * V ( 2 » 1 ) ) / 
t ) 0 9 o 3 PKIFIT'FOK ACTION ' K , ' V ( 3 ) = ' V 3 ( 1 - B * P ( 3 , 3 , K) ) 
0 0 9 o * NLX'I K 
0 0 9 o 5 PKlNT»cr M TFR V ( 3 ) t ; 
0 0 9 u 6 INPUT V3 
0 P 9 o 7 u 0 To 741 
1 ) 0 9 / n PFM 
0.1 OoO PlM*** OPTIoN TWO * * * 
0 1 0 u 5 PE.M 
0 1 0 j .0 IF n ^ o t o p T l o N TWO1 GO TO U500 
0 1 0 1 5 0 f ~ • o A US r >/St . T DEL' 
o i o ^ n r o s i ' R 4 0 o o 
01.0^5 OOSUh 6 0 0 0 
01 OOO MAT V.-\' 
0 1 0 o 5 OOSt'h 7 0 n o 
0 1 0 * 0 MAT Q=D 
0 1 0 * 5 PRTMT' AMOTMcf- TITRATION 1 ) 
0.1 ODO TNPN1 Ri. 
0.1 OoS IF p i = ' M O ' IMFM STOP 
01OoO OO TQ 1 0 P 5 
0 1 0 u 5 REM 
0 . 1 0 / 0 P F M 
01buO RpM*^* OPTloM THPFE * * * 
0 1 5 u 5 REM 
0 1 5 x 0 TF O i O ' O P T l o N THR r E ' GO TO pOOo 
01b<cP GO Si ir 5 0 0 0 
O.lSoP OOSUP 7 0 0 0 
0 1 5 * 0 MATWrv 
0.1 5bP P P I N T i ANOTNEK P I P M 
01 bun INPUT P$ 
0 . 1 5 / n IF P«:»NO« Tr.rN STOP 
0.1 boO bO TO 1 5 3 0 
0.15^0 |<F^ 
OlouO PFM 
OPOoO KEM*** OPTION FOUR * * * 
OPOxO KFf-
0 ? 0 ^ 0 IF O ^ O ' O P T T u ^ FOUR ' GO TO ^ 5 0 0 
0 2 0 ^ 0 0 « = ' P A U S S / S E l n E L ' 
OP 0 * 0 GCSN^ 50 0 0 
OPOoO GOSil^ 7 0 0 0 
OPOuO PRINT*ANOTMFK P I P » J 
0 P 0 / 0 INPUT RS> 
OPOoO I F R « : i r j O * THrN STOP 
0 P 0 9 0 GO TO 2 0 5 0 
G P l u n PFM 
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OPlxP REN 
OPbuO RFM*** OPTION, FIVF * * * 
GPbxO RFN 
0?b*-0 IFO <̂>«OPTIO(J FIVF' GO TO 3000 
OPboO G*=,OAUSS/SEINFL«-
O?B40 BOSUR 5 0 0 0 
0T5S0 OOSUR 70OP 
OPbuO PRINT'ANOTHER PIP * ? 
O P 5 / 0 INPUT P$ 
OPboO IF POMES' GO tO 2 5 5 0 
0?bS;0 MAT OZD 
0 2 6 u 0 uOSlin bOOO 
OPbxO MAT 'V-V 
OPbtfl UOSUN 7 0 0 0 
OPo^O MAT n = Q 
0P6hP RR>LNT • AF.IOTHFK PIP'J 
OPoIjO iNPNT R4 
OPboO IF r ^ r ' N O * TNRN STOP 
O P o / 0 l O To P 5 5 0 
UPuoO RFM 
0 3 0 u 0 F.R-F'*** O P I T u m SIX *** 
0 3 0 x 0 hF-1' 
0 3 0 * 0 G * = » F̂ USS/SEINEL ' 
030w»0 Ĝ SUR SOON 
0 3 0 tO V̂OSTIR 7 0 0 0 
030 l>0 OOr,i ir> 7 0 0 0 
U.'-SnoO isAT RRO 
O'N/N i O S O r BOON 
U 3 0 o 0 NAT '-;rV 
0 3 0 ^ 0 RNPIT»ANOTHFn ITERATION', 
0 3 1 0 0 INPUT R& 
0 3 1 x 0 IF P^Z'NO' TI.RN STOP 
0 3 1 * 0 0 0 TO 3 0 4 0 
0 3 U O KFM 
U 3 1 t 0 REM 
0U0UO IVFM-.** I M I T x ALTZaTTON F0" I'0WA^DFC METHOD *** 
0 4 0 x 0 REM 
040^.0 P̂ IRRTWHAT LB YOUR TIJITTAL ^OLLRY' 
0 4 0 ^ 0 MAT TiJPHT B 
04 0^0 p r i n t 
0 4 0 0 0 ILETMPN 
0'ifloO RFM 
U 4 0 / 0 RFN 
UFSOuO R F M * * * INITIALIZATION r OR THF ÊTHOL OF SUCCESSIVE 
OSMO P P I ^ ' G I V F TI.R INITIAL V/ALL F S : ' APPROXIMATIONS 
O^O^O FOR T^l TO M 
ObOoO P R I N T . V ( • T ) r ' J 
O .̂O'tO THPUT v ; ( l t \ ) 
OF.OOO NEXT J 
O^OuO PPIM"*" 
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0 5 0 / 0 iTTl'Pfj 
0 5 0 o o REM 
050^>P 
0 6 0 0 0 
f > P M * * * s t a f u o f vno *** 
0 6 0 x 0 KFM 
0 6 0 * 0 FOR T - l TO N 
060oQ FOR J = l TO N 
0 6 0 * 0 K = P i I ) 
06 r u n A ( I » 1 ) = R ( T » K ) 
Of-OoO h ( 1 » J ) = P ( T » J r K ) 
0 6 0 /'0 I1FXT J 
Of Ron n e x t r 0 6 0 ^ 0 MAT F r ( 8 ) * F 
oe l u o 'AT o - F - F 
0 6 1 iO NAT H-TNVtO) 
O M i . 0 MAT V=H*A 
Of.loO pRIMTtTHE OUKpEMT VL)0 GTVFS:» 
0 6 1 * 0 NiAT n R TNT V 
061DO pPIMT 
o o i o o PRINT 
0 6 1 / 0 RETURN 
oe l o o RFM*** END OF VPO * * * 
Of i v o R F M 
0 6 2 U 0 R F M 
0 7 0 0 0 KFM* * * START OF PIR * * * 
0 7 0 x 0 
0 7 0 * 0 p r i M T « p o l i t y t m p k c v f m e n t R o u t i n e * 
0 7 0 o O FOR T - l TO N 
0 7 0 * 0 RP I M T 
07 OoO PRP'T«FOR STaT E f 1 » f * f 
0 7 0 u 0 NAT L = 7 F R ( K ( i ) ) 
0 7 0 T 0 Fop k - 1 TO K(T) 
0 7 0 o 0 (-OR j r l TO n 
0 7 0 VO i_ ( K ) "L ( K ) +P ( 1 . J T K ) *W ( J , 1 ) 
O^loO f.FXT J 
0 7 1 x 0 u ( K ) r K ( I » K l + b * L ( K > 
0 7 1 * 0 PP]MT» flCTTON'k I »GIVFS V ( • T ? • ) = ' L ( K ) 
0 7 U O NEXT K 
0 7 1 ^ 0 ( 1 ) 
O^loO K H = 1 
0 7 1 o 0 F OR W-] To KIT) 
0 7 1 / 0 IF L 0 > L ( K ) 0 0 TO 7 2 P 0 
0 7 1 uO L 0 ~ L ( K ) 
0 7 1 ^ n 
O72u0 NEXT * 
0 7 2 x 0 V( I , 1 j = L 0 
0 7 2 * 0 L ( I ) r K 0 
0 7 2 o 0 P R I m x , T H ( | c , v { • ! ; • ) = • V ( T , 1 ) , »n ( f T J f ) = • 0 ( 1 ) 
0 7 2 * 0 IF o<r-t GAUSS/^ETDEL ' THFN W ( I » D = V ( T » 1) 
0 7 2 ^ 0 fiEXT I 
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0 7 2 o O 
0 7 2 / 0 
0 7 2 o 0 
0 7 2 9 0 
0 7 3 U 0 
P R I N T 
p r i n t 




FORTRAN CODE FOR NATURAL DECOMPOSITION (SMDP) 
C PROGRAM SMDP 
C THIS PROGRAM SOLVES A MARKOV DECISION PROCESS PROBLEM 
£ VITH A SPARSE 
C - TRANSITION PROBABILITY MATRIX. 
C 
c 
DIM ENS ION PC 5 0 , 5 0 , 1 0 ) , P K C 5 0 , 50 ) , C C 5 0 ) , R C 5 0 , 1 0 ) , R K C 5 0 ) 
DIM ENS ION KMAX C 50 ) , ALMAX C 50 ) , KA C 50 ) , KOLDC 50 )f VC 50 ) 
C 
C 
C * * * INPUT OF P , BETA, N * * * 
C 
READ C 5 , 1 ) BETA, N 
1 F0RMATCF10. 0 , 13 ) 
DO 1 0 0 1 = 1 , N 
READC 5 , 2 ) K A C I ) 
2 FORMATC13) 
KK=KAC I ) 
DO 2 0 0 K=1,XK 
READC 5 , 3 ) CPC I , J , K ) , J = 1 , N ) 
3 FORMAT C 8 F 1 0 . 8 ) 
READC 5 , 4 ) CCCJ) , J = 1 , N ) 
4 F0RMATC8F10. 4 ) 
o 
C * * * EVALUATION OF THE MATRIX OF IMMEDIATE REWARDS R * * * 
C 
R C I , K ) = 0 . 
DO 3 0 0 J = 1 , N 
3 0 0 R C I , K ) = R C I , K ) + P C I , J , K ) * C C J ) 
2 0 0 CONTINUE 




C * * * INITIALIZATION * * * 
C 
KOUNT=0 
DO 4 0 0 I = 1 , N 
K O L D C I ) = - l 




O * * BEGIN ITERATIONS * * * 
C 
6 0 0 K0UNT=K0UNT+1 
CALL PIRC BETA,N ,P ,V ,R,KMAX*ALMAX,XA) 
c 
C * * * STOPPING RULES * * * 
C 
DO 7 0 0 1 = 1 , N 
IFCKMAXC D . N E . K O L D C I ) ) GO TO 8 0 0 
I F C A 3 S C V C I ) - A L M A X C I ) ) . G T . 0 . 1 ) GO TO 8 0 0 
7 0 0 CONTINUE 
C 
c 
C * * * OUTPUT * * * 
C 
WRITEC 6 , 5>K0UNT, C C I , KMAX C I ) , VC I ) ) , I = 1 , N ) 
5 FORMATC*1 NUMBER OF I T E R A T I 0 N S = 1 , I 5 / 1 O S T A T E ACTION 




C * * * CONTINUE ITERATIONS * * * 
C 
8 0 0 DO 9 0 0 1 = 1 , N 
VCI)=ALMAXCI) 
9 0 0 KOLDC I ) = KMAXC I ) 
IDENSE=0 
DO 5 0 0 1 = 1 , N 
KK= KMAX CI) 
R K C I ) = R C I , K K ) 
DO 5 0 0 J = i , N 
PKC I , J ) = P C I , J , K K ) 
IFC'PKC I , J ) « G T « 0 ) I DEMSE= I DENS E+1 
5 0 0 CONTINUE 
CALL GJVDO CPK,RK,BETA,N, V) 
GO TO 6p0 
END 
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SUBROUTINE GJVDO C P , R , B E T A , N , V) 
DIMENSION P C 1 0 0 , l O 0 ) , R C l O O ) , A C l O O , 101 ) , IGARB1 CI 0 0 ) 
DIMENSION VC 1 0 0 )> GARB2 C 1 ) 
N1=N+1 
DO 10 1 = 1 , N 
DO 2 0 J = i , M 
AC I , J ) = - B E T A * P C I , J ) 
I F C I . E Q . J ) A C I , J ) = l • + A C I , J ) 
2 0 CONTINUE 
A C I , N 1 ) = R C I ) 
10 CONTINUE 
GARB2 C1) = 4 . 
NC=101 
N R = 1 0 0 
CALL G J R C A , N C , N R , N , M 1 , S I 0 0 0 , I G A R B 1 , G A R 3 2 ) 
DO 3 0 1 = 1 , U 
30 V C I ) = A C I , N 1 ) 
RETURN 
100 WRID@C6, 1 ) 





RANDOM TEST PROBLEM GENERATION PROCEDURE 
Hitchcock and MacQueen [53] provided a method of producing ran ­
domly generated test problems of several types of t r a n s i t i o n matr ix . In 
t h e i r type 1 matr ix , a l l row entr ies were generated from a uniform 
d i s t r i b u t i o n and normalized. In t h e i r type 2 matr ix , a large p r o b a b i l i ­
ty p ( i , l ) was entered in the le f t -hand column for each row i , and 
the remaining entr ies were uniformly d is t r ibu ted . In t h e i r type 3 ma­
t r i x , a large probab i l i t y was provided on the main diagonal , p ( i , i ) and 
the remaining entr ies were uniformly d i s t r i b u t e d . These matrices are 
highly u n r e a l i s t i c , and i n a medium to large problem nearly a l l proba­
b i l i t i e s tend to 1/N, where N i s the number of s ta tes . 
Their type 4 matrix had large p robab i l i t i es scattered according 
to a set p a t t e r n . Even these matrices seemed to have less structure 
than those of any appl icat ion problem encountered by th is author. 
A good generator should generate Markov t r a n s i t i o n matrices wi th 
a given s t ructure , so that the user can produce test problems s imi lar to 
the actual problems the test problems are subst i tu t ing for . 
The generator used here requires the user to input the number of 
equivalence classes wi th recurrent s ta tes , the number of equivalence 
classes with t ransient s ta tes , and the number of states in each class. 
I t then generates submatrices for each equivalence class and assembles 
them. The number of non-zero elements w i th in each submatrix can be set 
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or generated randomly. Thus the user controls the structure. The pro­
gram also generates state-occupancy rewards according to a specified 
distribution. The rows and columns can be scrambled if desired. 
The following example run generates a scrambled matrix where the 
user had previously specified (within the program) that there were to be 
no zero elements withing the dense portions of the matrix and that the 
rewards were to be distributed uniformly. 
RAND-GEN 2 2 : 2 2 : 0 4 8 AUG 75 
HOW MANY EQUIVALENCE CLASSES WITH RECURRENT 
HOW MANY EQUIVALENCE CLASSES WITH TRANSIENT 
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 
HOW MANY STATES IN EQUIVALENCE CLASS NUMBER 























0 0 0 
0 0 0 
0 0 0 u 
0 6 5 V 
043 V 
0 0 0 0 
:oooo 
. 0 0 0 0 
. 0 0 0 0 
. 0 0 0 0 . 
. 0 0 0 0 
149 
0 1 2 
188 
V420 
. 1 76 
. 2 2 6 
4 3 1 0 





0 6 9 
. 2 1 7 
. 0 9 0 
VI28 L 
• 2 1 3 L T5T 
069 





0 1 2 
093 
TTsT" 
. I 75 
. 1 4 8 
TTZT 
. 1 3 6 
. 1 4 2 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
138 
267 
0 0 0 0 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0000 






0 4 3 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 
0 0 0 0 . 









0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
• 000 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
. 0 0 0 
• Q72 






1 2 5 
. 0 2 9 
. 1 3 7 
. 1 2 5 








0 2 9 
082 
1 19 L 
0 6 2 
032 
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THE TRANSFORMED TRANSITION 'MATRIX I S : 
5900.OOOO.OOOO.OOOO.OOO . 4 1 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . O Q O O . 0 0 0 
'OVOOO . 1 7 6 V 0 1 2 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 . 8 1 2 0 . 0 0 0 
OVOOO V420 . 1 4 9 0 . " 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 000 . 4 3 1 0 . 0 0 0 
V043 V090 . 0 6 9 . 1 4 3 .'267 . 1 7 5 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 . 2 1 3 0 . 0 0 0 
V065 V217 V I 6 6 . 0 9 1 V138 . 1 9 3 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 . 1 2 8 0 . 0 0 0 
V 3 8 8 0 V 0 0 0 0 . 0 0 O 0 . " 0 0 0 0 . 0 0 0 . 6 1 2 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
. 0 4 3 . 1 0 0 . 1 0 0 . 0 6 2 . 0 3 8 . 0 9 3 . 0 8 2 . 1 2 5 . 0 7 2 
. 0 6 6 . 1 0 6 . 0 4 6 0 . 0 0 0 . 0 7 7 . 0 7 7 . 0 9 8 . 1 6 7 0 . 0 0 0 
VI13 . 1 1 9 . 1 4 2 0 . 0 0 0 . 0 9 2 . 0 7 8 . 0 6 4 . 1 3 6 0 . 0 0 0 
V043 . 0 9 1 . 0 7 2 0 . 0 0 0 . 1 2 9 . 1 4 2 . 0 7 3 . 1 4 2 0 . 0 0 0 
1880."0000.0000.*OOOO.OQOO.OO,00.0000.000 . 5 8 6 0 . 0 0 0 
125 . 135 . 1 17 . 0 2 9 . 0 3 2 . 0 3 0 . 0 2 9 . 1 19 . 0 0 9 . 1 2 5 













*WHAT IS THE SMALLEST POSSIBLE VALUE OF R 
? - 1 0 0 
WHAT IS THE LARGEST? 100 
- 8 9 . 0 1 5 3 0 
" 2 7 V 1 9 4 5 3 
- 1 7 V 0 9 5 4 9 
"-23V39664 
"85V 4 9 4 2 4 
- 3 0 V 5 0 0 8 9 
" 8 4 V 7 0 8 7 9 
- 8 5V 01 506 
- 7 2 V 0 4 9 6 6 
" 4 4 V 8 2 0 1 9 
63V09869 
- 1 6V 60 2 42 
TIME : . 4 8 1 
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