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Abstract
Over the last decade, image processing tools have become crucial components of
all clinical and research efforts involving medical imaging and associated applications.
The imaging data available to the radiologists continue to increase their workload,
raising the need for efficient identification and visualization of the required image
data necessary for clinical assessment.
Computer-aided diagnosis (CAD) in medical imaging has evolved in response to
the need for techniques that can assist the radiologists to increase throughput while
reducing human error and bias without compromising the outcome of the screening,
diagnosis or disease assessment. More intelligent, but simple, consistent and less time
consuming methods will become more widespread, reducing user variability, while
also revealing information in a more clear, visual way.
Several routine image processing approaches, including localization, segmentation,
registration, and fusion, are critical for enhancing and enabling the development of
CAD techniques. However, changes in clinical workflow require significant adjustments and re-training and, despite the efforts of the academic research community to
develop state-of-the-art algorithms and high performance techniques, their footprint
often hampers their clinical use.
Currently, the main challenge seems to not be the lack of tools and techniques for
medical image processing, analysis and computing, but rather the lack of clinically feasible solutions that leverage the already developed and existing tools and techniques,
as well as a demonstration of the potential clinical impact of such tools. Recently,
more and more efforts have been dedicated to devising new algorithms for localization, segmentation or registration, while their potential and much intended clinical
use and their actual utility is dwarfed by the scientific, algorithmic and developmental
novelty that only result in incremental improvements over already algorithms.
In this thesis, we propose and demonstrate the implementation and evaluation
of several different methodological guidelines that ensure the development of image
processing tools — localization, segmentation and registration — and illustrate their
use across several medical imaging modalities — X-ray, computed tomography, ultrasound and magnetic resonance imaging — and several clinical applications:
• Lung CT image registration in support for assessment of pulmonary nodule
growth rate and disease progression from thoracic CT images.
• Automated reconstruction of standing X-ray panoramas from multi-sector Xray images for assessment of long limb mechanical axis and knee misalignment.
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• Left and right ventricle localization, segmentation, reconstruction, ejection fraction measurement from cine cardiac MRI or multi-plane trans-esophageal ultrasound images for cardiac function assessment.
When devising and evaluating our developed tools, we use clinical patient data to
illustrate the inherent clinical challenges associated with highly variable imaging data
that need to be addressed before potential pre-clinical validation and implementation.
In an effort to provide plausible solutions to the selected applications, the proposed methodological guidelines ensure the development of image processing tools
that help achieve sufficiently reliable solutions that not only have the potential to address the clinical needs, but are sufficiently streamlined to be potentially translated
into eventual clinical tools provided proper implementation.
G1: Reducing the number of degrees of freedom (DOF) of the designed tool, with
a plausible example being avoiding the use of inefficient non-rigid image registration
methods. This guideline addresses the risk of artificial deformation during registration
and it clearly aims at reducing complexity and the number of degrees of freedom.
G2: The use of shape-based features to most efficiently represent the image content,
either by using edges instead of or in addition to intensities and motion, where useful.
Edges capture the most useful information in the image and can be used to identify
the most important image features. As a result, this guideline ensures a more robust
performance when key image information is missing.
G3: Efficient method of implementation. This guideline focuses on efficiency in
terms of the minimum number of steps required and avoiding the recalculation of
terms that only need to be calculated once in an iterative process. An efficient
implementation leads to reduced computational effort and improved performance.
G4: Commence the workflow by establishing an optimized initialization and gradually converge toward the final acceptable result. This guideline aims to ensure reasonable outcomes in consistent ways and it avoids convergence to local minima, while
gradually ensuring convergence to the global minimum solution.
These guidelines lead to the development of interactive, semi-automated or fullyautomated approaches that still enable the clinicians to perform final refinements,
while they reduce the overall inter- and intra-observer variability, reduce ambiguity,
increase accuracy and precision, and have the potential to yield mechanisms that will
aid with providing an overall more consistent diagnosis in a timely fashion.
Keywords: image registration; segmentation; localization; pulmonary nodules; growth
rate; knee deformity; cardiac function.
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Chapter 1
Introduction, Background,
Motivation, and Thesis Overview
The goal of this chapter is to provide the reader with an overview of the clinical
background for the proposed work in the context of each one of the applications, along
with a limited, yet comprehensive review of the literature on medical image processing
and computing, while identifying current clinical challenges and our approach for
developing solutions to those challenges.

1.1

Medical Imaging and Imaging Modalities

Medical imaging has become a crucial tool for early disease detection and diagnosis, progression assessment, therapy and disease monitoring, or organ function
assessment in real time, as well as planning therapy and guiding minimally invasive
procedures.
The most popular medical imaging modalities are X-ray imaging, computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound (US). While we
acknowledge the existence of nuclear medical imaging and its combination with other
morphological imaging modalities, such as PET-CT or PET-MRI as a means to localize and image metabolism in the context of the organ and tissue on interest, these
modalities are not addressed to a sufficient extent in this thesis.
1
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X-ray is the oldest and most commonly used modality. X-ray imaging uses ionizing radiation, sending X-ray beams through the body and measuring their attenuation
according to the density of the material(s) through which they travel. While a small
part of the energy is absorbed by the tissue, the rest reaches the X-ray detectors,
which vary in shape, size, and function, according to their purpose, such as imaging
of bones, cavities, lungs, blood vessels, breasts etc.
In this thesis, X-ray images have been utilized in their role as the standard modality for 2D bone imaging and assessment of lower limb alignment. The clinical metric
used to measure knee alignment is the hip-knee-ankle (HKA) angle, and it represents
the angle between the mechanical axes of the femur and tibia measured on full-length
weight bearing (FLWB) X-ray images of the patient in standing position.
While this clinical metric allows reliable and accurate measurement of the mechanical axes, the acquisition of FLWB X-ray images requires special equipment which is
not available in most sites, creating the need for the acquisition of three individual
sectors of the limbs to be manually stitched together in a highly variable and time
consuming manner [1]. To address this limitation and generate automated standing
panoramas, image registration is one of the most common tools to use in medical
image processing and is the key to facilitating this application.
Computer Tomography (CT) also employs X-ray imaging to reconstruct 3D
views of the internal anatomy in the form of detailed cross-sectional image slices from
multiple X-ray projections. CT allows radiologists to rapidly acquire detailed images
of soft tissues, rendering it as a standard of care modality and helping to diagnose
many diseases and traumatic injuries in emergency care.
Thanks to recent advances in CT technology, including sub-millimeter resolution
and isotropic volumetric imaging (i.e., the typical size of the reconstructed volume
is approximately 512 x 512 x 600 voxels with sub-millimeter resolution on the order
of 0.7 x 0.7 x 0.6 mm), solitary pulmonary nodules (SPN) characterized by spherical radiological opacities smaller than 3 cm in size surrounded by lung tissue can
be detected in their early stage. In this thesis, we will focus extensively on the image analysis and manipulation of thoracic CT images for lung nodule progression
assessment, hence the “prelude” here.
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Typical high-resolution thoracic CT and low dose CT (LDCT) are the most common acquisition protocols for lung nodule monitoring. As a result, there has been
substantial increase in the number of CT scans and images requiring visual interpretation, as well as an increased incidence of the incidentally-detected SPNs. Dynamic CT
with nodule enhancement yielded the most promising detection performance among
all imaging tests, reporting 98% - 100% sensitivity and 54% - 93% specificity [2].
Eisenhauer et al. [3] reiterated that the well-known Response Evaluation Criteria
in Solid Tumors (RECIST) also mentioned that CT is the best available and reproducible modality for detecting and measuring lesions for response assessment.
Magnetic Resonance Imaging (MRI) uses no ionizing radiation, but instead
relies on the manipulation of several magnetic fields and magnetic field gradients via
radiofrequency pulses to produce an image from the recorded changes of the nuclear
spin, usually in water molecules since they are contained in various tissues. Pulse
sequences govern the patterns of radiofrequency pulses that are used to manipulate
the magnetic field gradients to produce the image. Each pulse sequence has pros and
cons, but it usually provides the most reasonable trade-off between acquisition time
and image artifact.
Steady State Free Precession (SSFP) is a family of sequences which are the foundation of cine cardiac MR imaging. These sequences are the ideal compromise for
cardiac imaging, providing an excellent contrast between the blood within the heart
(blood pool) and the myocardium and a relatively fast acquisition, at the expense of
the difficulty of achieving uniform image quality, which is highly dependent on the
homogeneity of the magnetic field.

1

MRI is highly effective in diagnosis by showing the differences between normal
and diseased soft tissues, with an excellent capability for soft tissue contrast. Its
main advantages are high resolution (as fine as in the order of 1 mm cubic voxels),
high signal to noise ratio, and the availability of different pulse sequences which allows variable contrasts for classifying different tissues and structures [4]. MRI has
revolutionized medical imaging for many organ systems and today it is the preferred
1
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modality for acquiring high-resolution images of the heart, thanks to its superior soft
tissue contrast (even without contrast enhancement). The cine MRI acquisition protocol entails a slice-by-slice acquisition and often requires motion correction. In this
thesis, we will describe one application that entails the localization and segmentation
of cardiac structures of interest from cine cardiac MR images.
Diagnostic ultrasound, also known as ultrasonography or medical sonography,
records the “time of flight” of high frequency sound waves transmitted from the
imaging probe into the tissue. The transducer collects the sounds that bounce back
and interprets the intensity of the reflected echoes into an image. The strength of the
returning echoes from any point is represented by the brightness of that point on the
screen. Conventional ultrasound displays thin 2D images with a small field of view.
Over the past two to three decades, ultrasound (US) imaging has evolved as the
preferred, standard-of-care imaging modality for the diagnosis, screening, monitoring,
and real-time guidance of several conditions. Specifically, thanks to its real-time
capabilities, relatively inexpensive cost, and lack of exposure to ionizing radiation,
US imaging has become the “first-line” modality for patient screening, diagnosis,
intra-operative therapy monitoring and/or image-guided cardiac interventions and
cardiac function assessment (e.g., ejection fraction).
Since the mid-2000s, Trans-esophageal echocardiography TEE technology has accommodated 3D image acquisition and visualization of the cardiac anatomy in lieu of
simple 2D renderings. However, despite the added bonus of 3D and 4D (3D + time)
displays, the inherent trade-off between frame rate and extent of anatomy covered has
determined clinicians to resort to the acquisition and visualization of multi-planar (orthogonal bi-plane or tri-plane) images. Despite the high frame rate of the acquired
2D US images, they are hampered by several well known limitations: limited field-ofview and depth, challenging interpretation and uncertainty in identifying structures
of interest due to inherent specular appearance.
TEE enables heart imaging while minimizing signal attenuation to a minimum
and optimizing the field-of-view. As such, TEE is not only used for screening and diagnosis, but also for intra-operative therapy monitoring and/or image-guided cardiac
interventions. In this thesis, we will propose a method for automated left ventricle
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volume and ejection fraction quantification from multi-plane 2D US time series images for computer-assisted assessment of cardiac function tracking. The resulting left
(or right) ventricle models can also be used to plan therapy or register pre-procedural
models to intra-operative images during minimally invasive therapy guidance.
Positron Emission Tomography (PET): Although not a topic or imaging
modality investigated in this thesis, PET imaging, like other nuclear medicine imaging
techniques, provides functional information of the tissue using nuclear, radioactive
isotopes referred to as nuclear tracers. PET is often combined with CT imaging
into PET-CT to combine anatomical and functional information from both devices
into one modality in the form of a co-registered superimposed image. PET-CT is
considered as the primary modality for metabolic imaging of tumors, disease staging,
and the preparation and monitoring of treatment. However, the specificity of PET
has been much lower for part-solid pulmonary nodules with subtle change in follow-up
CT.

1.2

Computer-Aided Diagnosis in Medical Imaging

Medical imaging or “clinical imaging” as a scientific research field is defined as
either the research and development of image acquisition, (i.e. instrumentation and
sensing) or the application of medical images (i.e. image processing, analysis and
manipulation). The interpretation of the medical images is done by a radiologist and
can be seen as solving the mathematical inverse problem: identifying the cause of
the effect observed in the acquired medical image. Nevertheless, as result of the submillimeter resolution of medical imaging devices, the number of images that must be
read and interpreted and the number of incidental findings are continuously increasing.
The growing need for computer-aided diagnosis (CAD) systems is supplemented
by the development of computational resources and methods to support it. While
CAD systems have been designed to help radiologists with tedious and ambiguous
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tasks, it is a challenging task to have a new CAD system approved and deployed
in the radiologists workstations. Moreover, there is a need for efficient and simple
but flexible and reliable methods in order to encourage the use of CAD systems.
Therefore, there are many recent publicly available datasets for evaluating different
methods as part of open challenges as shown in the Grand Challenges in Biomedical
Image Analysis.

2

As an example, a comprehensive survey paper on CAD for chest CT imaging addresses the clinical challenges associated with the segmentation of various pulmonary
nodules and lung image registration [5]. The first part addresses challenges associated
with the segmentation of lung, bronchial tree, vascular tree and lobes for clinical conditions such as emphysema, lung cancer, pulmonary embolisms, etc. The second part
focuses on thoracic image registration - one of the most active research areas in medical image analysis [6–9]. The survey showed that CAD systems are of major interest,
with increasing need for advanced CAD systems in clinical practice. According to the
300 publications browsed in this survey, the number of publications in this field has
grown, on average, by a factor of 1.5 per year over the past five years. As hinted in
this analysis, this research field remains active and is increasing continuously.
With the use of thin collimation and multi-row detector computed tomography
(MDCT) scanners, there has been a substantially increasing rate of incidental detection of pulmonary nodules. The most incidental frequent findings in chest CT are
solitary pulmonary nodules (SPNs). As a result, the percentage of CT scans that
contain lesions is continuously increasing [10], and while not all detected lesions may
require further attention at that time, a short-term (up to three to six months) or
long-term (at least 3 years) follow-up CT, for tracking their progression in a reliable,
consistent fashion is critical. As a result, in recent years, there has been significant interest in the development of computer-aided detection and computer-aided diagnosis
(CAD) systems for lung cancer that can help the radiologists interpret the information present in the scans [11]. Such systems may involve methods for detection,
segmentation [12], feature extraction [13] or lesion measurement and progression as2
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sessment, via registering the follow-up CT scan to the initial scan. One of the proven
advantages of CAD is the ability to find pulmonary nodules which were not detected
by the radiologists and may not be contained in a screening database [13]. Kim et
al. [14] studied volume and mass measurement variability in part-solid nodules with
solid portion ≤ 5 mm and concluded that the use of computer-aided volumetric software to reduce ambiguity is applicable for volume and mass measurements and allow
part-solid nodules to be monitored in follow-up CT comparisons [14].
Similarly, CAD systems have been developed to aid the radiologists with assessing cardiac function; one of the most common and challenging applications of these
systems is an accurate segmentation of the left ventricle (LV). The automated LV
segmentation provides knowledge of both the blood pool and the myocardial mass
[15, 16]. The ejection fraction, EF (the ratio between the stroke volume to enddiastolic volume), and the myocardial mass are major indicators for detecting and
analyzing abnormal cardiac function. The blood pool and the myocardial volumes
are approximated via the segmentation performed on cardiac MRI or TEE. Accurate
automated segmentation of the left ventricle muscle and inherently the blood pool
will provide a quantitative measure of the end-systolic (ES) and end-diastolic (ED)
blood pool volume, EF, and Left Ventricle (LV) myocardial mass, providing the clinicians with more consistent, less variable and less subjective parameters for cardiac
function assessment.
Feature detection, localization, extraction (via image segmentation), quantification and tracking (usually via image registration) are some of the most popular and
challenging tasks in medical image analysis and require advanced tools in image processing, mathematics, and optimization for a variety of medical applications. In
today’s clinical practice, specialized software platforms have been designed and utilized to perform semi-automated or fully automated image segmentation, detection,
localization, and volumetric measurements, as well as global (mostly rigid and affine
transformations) image registration. However, deformable, local or nonrigid registration techniques are not directly available yet for clinical use. Even those CAD systems
that are in clinical use and can perform global registrations are still limited to sites
which are research related, and are not part of the traditional clinical work-flow.

8
Two survey papers [17, 18] published almost 20 years apart reflect on the advancements in medical image registration in the last 20 years. Two striking observations
are visible from these surveys. The first observation is that the use of registration in
diagnostic clinical practice is still rare and has not improved much. The second observation was related to the problem of validating the registration methods in-vivo. As a
conclusion, the medical image processing methods should overcome the main two following challenges in order to merit clinical use: 1) the difficulty to devise registration
methods that are robust given the variability in image data encountered in clinical
practice, such as scanner type, scanning protocol, and patient characteristics. 2) the
un-feasibility of validating the resulting deformation field. Because of the absence
of the ground-truth, we are limited to the manual gold standard of the radiologist,
either segmentation and target registration error computed fiducial points carefully
selected by radiologists. The deformable registration algorithms performed well in
enforcing realistic properties on the deformation field, but at the same time, real
deformations cannot be distinguished from artificial ones. In the effort to quantify
“correspondence” and to validate image registration techniques, the study performed
by Murphy et al ([19]), recommended that corresponding homologous landmarks still
provide the most useful reference standard for distinguishing between registration
algorithm results. Moreover, the surveys speculate that these two major problems,
namely validation of registration methods and translation of these methods to the
clinic, have also been aggravated by the elaboration of more complex and computationally demanding registration methods as opposed to simple and robust (robust in
terms of the challenging variability in the image data) approaches that have a greater
possibility of inclusion into clinical practice.
These observations motivated us to follow a set of guidelines that will lead to a
methodological development approach and aim to address the obstacles mentioned
above. In this thesis, we illusrate the development and validation of such tools in the
context of several tackled applications, inclusing thoracic, cardiac and orthopedic,
that rely on medical images from several modalities — CT, MRI and TEE. In short,
these applications required development and assessment of several techniques:
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• lung CT image registration for assessing the growth rate of specific challenging
pulmonary nodules, specifically Ground Glass Nodules (GGN), with the overall
goal to enable and improve early cancer detection and treatment;
• automated construction of standing X-ray panorama images for assessing the
hip-knee-ankle axis deformity by measuring the hip-knee-ankle angle on standing posture X-ray panorama;
• localization, segmentation, registration and 3D reconstruction of the endocardium from tri-plane TEE images for cardiac function assessment;
• localization of the left, right and left + right ventricles from short-axis Cine MRI
as a precursor tool for image segmentation for cardiac function assessment.

1.3

Clinical Background of Investigated Applications

1.3.1

Lung Nodule Tracking and Disease Progression

Ground Glass Nodules: Pulmonary nodules are usually differentiated into subsolid and solid nodules [20]. Solid nodules appear as a focal homogeneous region of
CT attenuation similar to soft tissue (20-60 Hounsfield units (HU)). The sub-solid
nodules can have either purely or partly intermediate attenuation values (a “ground
glass” appearance), where “partly” refers to only a portion of the nodule being solid
(completely obscuring the parenchyma), and ground glass areas refer to those more
subtle areas of increased attenuation that do not obscure the background parenchyma.
Sub-solid (also known as semi-solid or part-solid) nodules are a subset of lesions
known as ground glass nodules (GGN) or ground glass opacities (GGO); note that
a nodule with pure “ground glass” appearance refers to a non-solid nodule or pure
GGN. As described by Hansell et al., “a GGN appears on a lung CT image as hazy
increased opacity of lung, with preservation of bronchial and vascular margins. It
is caused by partial filling of air spaces, interstitial thickening (due to fluid, cells,
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and/or fibrosis), partial collapse of alveolae, increased capillary blood volume, or a
combination of these, the common factor being the partial displacement of air” [20].
GGOs do not completely obscure pulmonary structures, whereas solid nodules appear
as focal homogeneous regions that completely obscure the different lung structures,
with CT attenuation similar to soft tissue in the 20-60 Hounsfield units (HU) range.
Figure 1.1 shows the three planes of the chest CT with GGN.

Figure 1.1: CT scans of part-solid GGN: a four-panel view shown from top right to bottom
left: axial (transverse) plane, the sagittal plane, the coronal plane and the 3D model of the
nodule mask, respectively. Additionally, a zoom-in of the GGN region is included. The
nodule mask is overlaid with 20% opacity to show the center region of the GGN.

GGN Malignancy: According to the Early Lung Cancer Action Project (ELCAP), 81% of the positive findings were solid nodules, while only 19% were sub-solid.
It was found that as many as 49-70% of the incidentally-detected nodules decrease in
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size or disappear within 3 months, according to short-term CT follow-up scans [21, 22].
These nodules are known as benign transient nodules, have a mean size of ∼ 14mm,
and initially manifest themselves as GGNs. Short-term follow up imaging is used to
assess whether GGNs decrease or resolve themselves transiently. However, persistent
GGNs, which feature very subtle or no change in size or opacity upon follow-up, may
suggest the possibility of early lung cancer. A meta-analysis of sub-solid nodules
shows that pure GGNs have a 59%-73% risk for malignancy, compared to solid nodules that only feature a 7%-9% risk. Persistent part-solid nodules pose the highest
risk of malignancy 62.5%-89.6%, with about half of the lung cancers originating from
sub-solid nodules with the evidence of increasing frequency [13, 23, 24]. Therefore, of
the different types of lung nodules, persistent ground-glass opacity (GGO) lesions are
of special interest because of their high risk of malignancy, despite their slow growth
rate ([13, 21]).
Role of Follow-up CT Imaging: Malignant GGNs manifesting as non-solid
nodules have often been missed on fluorodeoxyglucose (FDG)-PET examinations [25].
As such, studies focused on the differentiation between malignancy and inflammatory
effects in part-solid nodules with integrated (FDG) 18F-FDG PET/CT [26], showing that part-solid nodules with positive FDG-PET could be inflammatory nodules
rather than malignant nodules. Although malignant pulmonary nodules have higher
glucose metabolism, the recommendation for part-solid nodule showing higher than
normal glucose metabolism is a CT follow-up prior to the performance of biopsy or
immediate invasive procedure. This approach has been deemed optimal to avoid the
over-diagnosis of patients featuring transient part-solid nodules, which may, in turn,
lead to unnecessary (and risky) biopsies, invasive procedures, increased radiation exposure, and unnecessary financial and social burden, as well as psychological stress
[21].
Pulmonary GGNs are especially difficult to analyze and segment as they feature
a variety of non-solid components with ill-defined margins. Therefore, any imageassessed apparent size changes may be influenced by the complex deformations that
can occur between scans either intrinsic (i.e., regional deformations of the surrounding tissue such as the lung parenchyma [27]) or extrinsic, such as patient position,

12
rotation, heart pulsation, and inspiration levels (i.e., total lung volume changes and
even volume differences within the lung between each lobe) [14, 28]. Moreover, given
that the margins of a GGN are often difficult to identify accurately, both manual
and automated segmentation of the nodule is challenging. As a result, determining
which action a particular finding requires (such as watchful waiting while ordering a
follow-up CT scan, or an interventional procedure) can be very difficult because the
differential diagnosis is uncertain or alternatively because the risk ratio (risks posed
by intervention and over-diagnosis) is uncertain.

1.3.2

Knee Deformity Assessment using Full Length Weight
Bearing X-ray Images

The abnormal knee alignment, also known as knee deformity or knee malalignment, is a primary indicator of the pathogenesis of knee osteoarthritis (OA). The
knee alignment measurements are done by first drawing a line in the coronal plane
image between the center of the femoral head and the center of the ankle, points
which define the long limb or knee axis.
This axis refers to the mechanical axis of the lower extremity [29], and when it
passes through the center of the knee, it suggests normal knee alignment. When
the line passes medially to the knee center, the condition is referred to as a varus
deformity, while when it passes laterally to the knee center, it is referred to as a
valgus deformity. The measure of the deformity angle is defined as the acute angle
between the mechanical axis of the femur (i.e., a line that joins the center of the femur
head to center of the knee) and the mechanical axis of the tibia (i.e., a line the joins
the center of the knee with the center of the ankle).
This hip-knee-ankle angle measurement is the gold standard metric to assess long
limb axis deformity and is performed on long standing lower extremity radiographs
which include the head of the femur and the ankle. However, this is not always the
case and when only a typical knee radiograph is available, the measurements are
performed on the anatomical axes. As such, the femoral shaft axis is a line between
the center of the proximal femur to the center of the knee, this line indicating the
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Figure 1.2: Illustration of the Varus and Valgus deformity measurements using the mechanical axis of the femur and the tibial shaft axis as well as the femoral shaft axis. The figure
is adapted from [29].

overall position of the femoral shaft. The tibial shaft axis is a line between the
center of the ankle and the center of the distal tibia or proximal tibia, where the
tibial shaft axis and the mechanical axis of the tibia are often used interchangeably.
The anatomical tibio-femoral angle is the angle between the extension of the femoral
shaft axis through the ankle and the tibial shaft axis, and this angle is used when
only a knee radiograph is available instead of a full length weight bearing standing
panoramic radiograph.
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Figure 1.3: Illustration of two methods on the right and left panels to approximate the
actual deformity from a knee radiograph. The figure is adapted from [1].

In order to illustrate the mentioned terminology, Fig. 1.2 was adapted from [29] to
show illustrate the axes and their corresponding angles on a full length weight bearing
radiograph. Additionally, Fig. 1.3 was adapted from [1], a study that compared the
gold standard measurements estimated using a full length weight bearing radiograph
with those preformed on a single knee radiograph. In summary, the deformity measure
is critical for diagnostic and therapy planning, and therefore accurate and reliable
deformity assessment requires the use of a full length weight bearing standing X-ray
panoramic image.

1.3.3

Cardiac Function Assessment using Cardiac Ultrasound
or Cine MRI Imaging

2D and 3D images of the heart in different phases of the cardiac cycle provide
useful clinical information on the cardiac function. These images are used to detect
abnormalities in the valves, contractile function in portions of the heart walls, or
provide approximations of the chamber volumes, especially the LV. The most critical
measure based on the LV systolic and diastolic volume is the cardiac stroke volume
(i.e., difference between the end diastolic and end systolic volume) and ejection frac-
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tion (EF), computed as the stroke volume normalized by the end diastolic volume.
The EF is critical in determining the severity of systolic heart failure, which is a key
factor for subsequent clinical decisions, as a low EF almost always indicates a disease
such as coronary artery disease, valvular heart disease, or conduction disease.
A variety of medical imaging modalities are available to assess cardiac function,
the most common being echocardiography. Fig. 1.4 shows typical multi-plan TEE
images with lateral resolution of 0.4x0.4mm. Unlike a standard echocardiogram,
where the echo transducer that produces the sound waves is placed on the chest, for
TEE acquisition, the transducer is inserted through the mouth into the esophagus.
The esophagus is much closer to the upper chambers of the heart, therefore producing
clear images with greater depth, higher lateral resolution, and lower attenuation. In
addition to its use as a diagnostic imaging tool, thanks to its real time imaging capabilities, TEE is often employed as a visualization tool during cardiac interventions,
such as heart valve repairs, cardiac biopsies for viral or bacterial infections, or congenital heart lesions. Typically the TEE images are superimposed using registration
onto pre-operative MRI or Ct images to enable a larger field of view visualization of
the anatomical structures.

Figure 1.4: Typical bi-plane (right panel) and tri-plane (left panel) TEE images of the Long
axis of the heart available from cardiac US imaging data.

Due to the motion of the heart, there is a need for faster acquisition techniques.
With advancements in MRI technology, these obstacles have been to a certain extent
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overcome and cardiac MRI has become a preferred tool for imaging the heart. Cardiac
MRI imaging is employed in the assessment of ventricular function, blood velocity
and flow measurements, assessment of valvular disease, myocardial perfusion, delayed
enhanced imaging, and magnetic resonance angiography.

Figure 1.5: Typical long axis (left panel) and short axis (right panel) views of the heart
available from a cardiac MRI image.

Cine (movie) images refer to the temporal acquisition of frames that together
create short movies to show the heart motion throughout the cardiac cycle. Each
image in the cine sequence is typically acquired over several heart cycles, because
the heart often beats faster than the acquisition time, meaning the images must be
acquired with a breath hold of 10 to 20 seconds depending on the sequence. In order
to divide the cardiac cycle into multiple phases/segments, ECG triggered imaging
is required. The cardiac cycle begins with the R wave of the ECG, ends with the
subsequent R wave and is typically divided into 10 to 20 frames, depending on the
heart rate. Cine MRI can be very helpful in assessing cardiac function, valvular
function, and movement of blood through the heart. Regarding the spatial resolution,
the in-plane resolution is much higher than the slice thickness, the average typical
voxel spacing is (1.5 x 1.5 x 7 mm) in order to achieve the desired high Signal to
Noise Ratio (SNR). As a result of the separate acquisition of each spatial slice and
the non-isotropic nature of the voxels, most of the processing methods on cine MRI
are 2D rather than 3D. Fig. 1.5 shows MRI short and long axis slices images.
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1.4

Medical Imaging Processing and Computing
Tools and their Use in Current Clinical Practice

Two scans of the same patient acquired sequentially using two CT scanners are
subject to inter-scan variability, patient position, heart rate, and inspiration levels,
which are found to be the primary causes of measurement variability in chest CT
([14]). Despite the high reproducibility and inherent accuracy of clinically acquired
thoracic CT scans, there is only a moderate level of agreement as far as intra- and
inter-observer measurements of detected pulmonary nodules.
In order to illustrate the inherent inter- (between observers) and intra- (within
observers) observer variability when the measurements are based on ill-defined boundaries, we selected the clinical application of assessing part-solid nodule growth rate.
However, any boundary tracing in medical imaging is subject to inter- and intrauser variability when there are poor margins. Similarly, our collaborating radiologist
confirmed the inter-user variability in the manual LV segmentation from the TEE
data; therefore, to serve as a gold standard, we needed a consensus established and
approved by an experienced cardiologist. For the Cine MRI data, there also was the
requirement to reach consensus between the different LV segmentation approaches to
serve as the gold standard for the challenge. Note that the apex and base slices are the
most challenging to segment because very often their margins are indistinct and ambiguous, increasing user variability and making manual and automated segmentation
difficult [30].
Achieving consensus between observers requires precision; therefore, it is more
important than the accuracy, since the actual measure is unknown and an accuracy
study cannot be easily conducted. The segmentation and quantification of volumetric
changes of both solid and sub-solid nodules is an active area of research with growing interest in clinical practice, with a greater focus on precision and measurement
variability, specifically on pulmonary sub-solid nodules [10, 27, 28, 31].
The measurement variability is mainly associated with the analysis of more subtle
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GGNs and the presence of poorly defined margins, which often misleads the observer,
leading to quantification error. For example intra- and inter-observer variability for
whole nodule size and solid portion size ranged from -3.45 mm to +2.91 mm [32],
while previous part-solid studies reported that the smallest inter-observer agreement
range was -1.14 mm to +1.72 mm, with the largest ranging from -7.7 mm to +1.7 mm,
within the 95% confidence interval. Additional studies, which analyzed measurement
variability ([28, 33–38]), showed a variety of inter and intra-observer agreement levels,
but mostly a modest inter-observer agreement on solid portion measurements.
The traditional method for nodule change assessment is diameter measurement
on CT scans; however, these measurements are often inconsistent [36, 39–42]. Consequentially, in addition to these measurements, there is a side by side comparison,
which requires 3D alignment. Image registration is used to align the scans prior to the
nodule change assessment. The ultimate goal is to help the radiologist in this process
by emphasizing the true nodule change and reducing variability and ambiguity.
An approach which has been shown to be efficient in achieving this goal has been
suggested in a study on assessment of volume and density change in ground-glass
nodules conducted by Staring et al. [43]. This study showed the advantage of assessing
the GGN change when the subtraction image post-registration is available. The
use of the image subtraction improved the inter-observer agreement and significantly
improved the confidence of the observers. The perceived need for the nodule diameter
measurement varied strongly between the observers, for some of the observers 57%
of the nodules needed diameter measurements, while other observers used diameter
measurement only in 5% of image pairs. The need for diameter measurements dropped
substantially when the subtraction image was available. They concluded that image
subtraction after registration improves the evaluation of subtle changes in sub-solid
nodules and decreases inter-observer variability. The subtraction image emphasizes
the differences, which appear as black and white edges, over a similar area represented
in gray. This can be explained by the well known fact that the edges represent the
image content required for interpretation and the human eye is more sensitive to
high frequencies, i.e. edges. Nevertheless, nodule assessment based on the image
subtraction depends on the accuracy of the initial and follow-up image registration.
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Although measurement agreement remains challenging, significant research efforts
have shown potential for faithful and early detection of malignant pulmonary nodules [21]; hence, rendering the accurate interpretation and management of sub-solid
nodules in follow-up CT is critically important. Current criteria for assessing lung
nodule growth rely on longitudinal cross-sectional measurements performed on initial and follow-up computed tomography (CT) images. Even today, according to
the collaborating radiologist, in clinical practice, this assessment is supplemented by
diameter measurements on different planes, as mentioned. The measurements rarely
take into account 3D reorientation and effects from background lung deformations.
Current typical measurements quantify the solid portion, the whole nodule size and
the visual appearance of the margins estimated from the axial slices that show the
largest lesion diameter. When using this typical method, the causes of the user variability are found to be: 1. the difference between the slice depicting the maximal area
selected by each radiologist; 2. the variability associated with the selected start and
end points to measure the maximal diameter; 3. the differences between the angles
of the selected maximal diameters [28].
A more powerful measurement, which uses three-dimensional (3D) assessment,
has shown increased accuracy and agreement; however, volumetric analysis is rarely
used in a typical clinical workflow ([27]). Volumetric analysis requires segmentation
of the nodule, a process that is time consuming and highly subjective to observer
variability, especially when the margins are indistinct. An alternative approach that
we mentioned is the use of registration and image subtraction. However, the segmentation of the lesion is required in order to enforce constraints that will retain the true
lesion change. A true alternative would be an accurate registration that retains the
true lesion change without the need for segmentation. Both methods, segmentation
and registration, are very useful tools, not only in medical imaging, but also in image
processing and computer vision in general. Therefore, many of the computer-aided
systems are using image registration and segmentation for a variety of applications
[6, 8, 11]. For the assessment of GGN growth rate the registration without the need
for segmentation is preferable, because of the difficulty of segmenting ill-posed boundaries.
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As a result of the user variability associated with manually performed tasks by
clinicians, there often is critical bias in clinical decision making. For example, it was
reported by expert echocardiographers that the decision of a ventricular assist device
(VAD) to support the heart, usually at the LV, is based on the ejection fraction (EF)
approximation. In clinical practice, the LV volumes for calculating EF, are approximated from the areas of the 2D analysis on the TEE images. This method is obtained
by manual tracing of the LV margins, which is subject to user variability, especially
when the margins are indistinct. Therefore, mainly LV but also RV automated segmentation in cardiac US and MRI is a very active research field [30, 44, 45]. Lastly
we also experienced ambiguity even with the manual long limbs X-ray stitching, in
instances when there are no unique clues, e.g. when the diaphysis (midsection of
the bone shaft) of the femur does not feature sufficient distinguishable clues in the
overlapping region.
Most medical image processing tools and techniques such as segmentation, registration, statistical shape and appearance models are formulated as an optimization
problem i.e. searching the ideal parameter values by minimizing / maximizing an
energy / objective function. Defining and solving the optimization problem has become much more sophisticated with the development of image registration methods
in the last two decades [6–9, 17, 18, 46]. This development was inspired from the computer vision field and vice versa, because of the common use of the same tools. The
complexity mainly depends on the number of unknowns, degrees of freedom (DOF)
and the complexity of each term in the objective function. Despite this development,
the translation of these methods into the clinical practice is still a major problem.
The use of these methods in clinical practice requires accuracy together with fairly
straightforward algorithms for reliability and easy-to-use software interfaces. Even
though recently developed methods are robust and accurate in ways specific to each
application, inside of those applications, the clinical data variability is still a great
challenge, with variations such as scanner type, scanning protocol and, most significantly, patient characteristics.
As with any software designated to commercial use, testing on a large scale
database is required to prove robustness. Public databases and challenges comprising
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many of the variations provide an excellent platform for evaluation and the comparison of the methods, so that the methods can be optimized and eventually reach the
required robustness. The reliability of the methods is related to the number of degrees
of freedom. As was mentioned above regarding the lung deformation, a dense local
deformation field that employs a large number of DOFs (109 for 512x512c600 CT
scan) cannot be validated in vivo and therefore the artificial and true deformations
cannot be distinguished, thereby eliminating the reliability of the method.
Localization of an optimal mask around the region of interest is crucial for achieving simplicity and reliability. An ideal ROI restricts the region of processing, and,
combined with global registration having a minimum number of DOFs, might achieve
comparable accuracy to the deformable dense registration and avoid unnecessary subsequent processing steps. Many CAD systems are semi-automated, requiring minimum user input in order to ensure ideal masking prior to registration or segmentation
[11, 16]. To summarize, computer-aided systems based on reliable and accurate image processing methods may be able to automate, or semi-automate, with minimum
user intervention, many of the manual tasks which are subject to variability, biased
decisions and the requirement for an expert’s time, when the radiologist workload is
continuously increasing.

1.5

Brief Overview of Utilized Medical Image Processing Tools

1.5.1

Region of Interest and Feature / Structure Localization

In the full-size cardiac MR images, the ventricles cover a quite small portion of the
cardiac MR images and processing is mostly restricted to a smaller region of interest
(ROI), such as the left (LV) and right ventricle (RV) region [16]. For segmentation
accuracy and efficiency, the optimal ROI is a mask that encloses the minimum necessary region and is centered at the centroid of the object in question. This optimal
ROI provides a rough segmentation, which may lead to simpler segmentation meth-
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ods. Similarly, for registration, the optimal ROI should have a minimum size, but it
should also be wide enough to include sufficient computational clues to avoid local
minima [8].
Recent or ongoing efforts on automatic ROI detection include several approaches.
Some groups have focused on identifying the LV location based on the mid-slice segmentation [47]. Others have employed expectation maximization (EM) algorithms to
fit a mixture of three Gaussians to the histogram of the ROI [48] under the assumption
that the histograms include air, muscle, and blood + fat regions.
In general, the existing methods can be categorized into two groups. The former
group focuses on pattern recognition via a training and learning stage [49–52]. These
approaches require a proper training dataset and usually depend highly on the correlation between the training and test data. The latter group is based on the temporal
information, since the heart is the only organ with substantial motion in the acquired
thoracic images, with the surrounding organs being almost stationary relative to the
heart. As such, intensive motion regions can be captured from the 2D + time original
image sequences. The most vigorous motion usually happens at the endocardium and
epicardium of both ventricles. As such, a circle Hough transform is used to detect
a circular region around the LV [53–57]. Similarly, the first harmonic image reconstructed based on Fourier analysis [52, 58, 59] can also be used as an alternative to
the variance image.
The temporal approaches are preferred as they do not require large training sets,
since they exploit the motion between the frames. However, the LV motion is not
the most dominant and hence not easily separable from the RV, especially in variant
data. Therefore, these methods lack robustness and precision in localizing the LV.
Zhong et al. [52] reported the use of temporal difference or variance images to obtain
the region of most probable motion, followed by the detection of the LV epicardial
region using weighted circle Hough detection on the first and fifth harmonic images
by means of the discrete Fourier transform on the image sequence for 10 patients.
This study only evaluated the ratio between the original and the cropped sizes and
visually estimated the center of the ROI versus the LV center. Other studies that
used the LV segmentation as a gold standard measured the centroids’ distances. The
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ideal ROI is a mask centered in the center of the desired organ with the same shape
of the organ and enclosing the largest boundaries of the organ, in the case of the same
2D mask being used for all temporal and spatial slices.
To summarize, region of interest detection is a precursor to many medical image
processing and analysis applications, including segmentation, registration, detection,
and other image manipulation techniques. The optimal region of interest is often
selected manually, or automatically by complicated feature extraction and/or a large
training set in order to achieve accuracy and robustness across large databases. For
clinical use, there is a need for simple and reliable methods which may use small training sets and still be able to “learn” the inherent clinical variations [60]. The selected
region of interest may greatly affect the subsequent image analysis or interpretation
steps, possibly leading to incomplete assessment during computer-aided diagnosis or
incomplete visualization or identification of the surgical targets, if employed in the
context of pre-procedural planning or image-guided interventions. Therefore, the
need for robust, accurate and computationally efficient region of interest localization
techniques is prevalent in many modern computer-assisted diagnosis and therapy applications. Our vision is that an ideal initial ROI will allow the development of simple
and reliable segmentation and detection methods. Similarly, the image registration
methods will also benefit from the ideal ROI and will be used for alignment, segmentation and tracking, as well as potentially avoiding local deformations.

1.5.2

Image Segmentation

The binary image segmentation is the process of dividing the image into the region
containing the object of interest and the rest of the information by either “painting
or tracing the boundaries of the object of interest. Multi-class segmentation will
subdivide the image based on similar properties. In the field of medical imaging,
image segmentation is the most common case that requires learning of anatomical
structure, identifying the optimal ROI, assessing lesion volume, and estimating growth
rate in support of diagnosis and therapy planning. The development of automated
segmentation methods is a very challenging task because of the complex nature of
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medical images, as simple common features are rare.
Smistad et al. [61] provided a comprehensive review on medical imaging segmentation on GPUs. This paper includes a very good review on the different algorithms.
In our work, we used the monogenic filtering approach as a pre-processing step for
extracting edges and regions of interest, and, for segmentation, we used the Graph
Cut framework and propagation of a segmentation label using registration.
Monogenic Filtering: Intensity-based edge detection algorithms are inefficient
in identifying features from US images, however, intensity invariant local phase-based
techniques have shown promising results [62], where a local phase of ±π/2 signifies
high symmetry, while a local phase of 0 or π signifies high asymmetry [63]. For the
endocardial features that possess more of a resemblance to step edges, the feature
asymmetry in the image is of greater interest.
The local phase computation of a 1D signal uses a complex analytic signal comprised of the original signal as the real part and its corresponding Hilbert transform
as the imaginary part. However, since the Hilbert transform is mathematically restricted to 1D with no straightforward extension to 2D and 3D, we used the method
described in [64] to extend the concept of the analytic signal to higher dimensions
using a monogenic signal. The higher dimension monogenic signal is generated by
combining a bandpass Gaussian-derivative filter with a vector-valued odd filter (i.e.,
a Reisz filter). The low-frequency variations in the local phase are extracted using a
high spread (σ) Gaussian-derivative filter, while the high-frequency components are
extracted using a low spread (σ) Gaussian-derivative filter.
The described monogenic filtering sequence is used to obtain a mask around the
LV in the TEE data using the low-frequency edges to transform the tri-plane 2D
US images into corresponding “cartoon” images. This is done by assigning mean
intensity values between the high-frequency edges along the rows and columns, which
counter-intuitively requires less computation than using superpixel-based methods.
This enhances the blood pool and the myocardial wall appearance and facilitates
their segmentation in the subsequent step. Additionally, in the lung CT images
shown in this work, we also used the monogenic filter to obtain the lung edges which
were used in the feature-based registration.
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Graph-cut based Segmentation: The segmentation can be formulated as an
energy minimization problem to find the labeling f , such that it minimizes the energy:
E(f ) =

X

Vp,q (fp , fq ) +

X

Dp (ip , fp ),

(1.1)

p∈P

{p,q}∈N

where the first term represents the smoothness energy, which forces pixels p and
q defined by a set of interacting pairs N toward the same label. The second term
represents the data energy that reduces the disagreement between the labeling f and
the observed data ip . The links between each pixel and the terminals (i.e., t-links)
are formulated as the negative logarithm of the normal distribution:


(ip − µ)2
1
√ exp −
,
(1.2)
Dp (ip , fp ) = −ln
2σ 2
σ 2π
where µ and σ are the mean and standard deviation for the three classes obtained


from the image. The links between neighboring pixels, called n-links, are weighted
according to their similarity to formulate the smoothness energy:

2K · T (fp =
6 fq ) if |Ip − Iq | ≤ C
Vp,q (fp , fq ) =
K · T (f 6= f ) if |I − I | > C,
p
q
p
q

(1.3)

where T (·) is 1 if its argument is true, and otherwise 0, K is a constant, and C is
an intensity threshold that forces the neighboring pixels within the threshold towards
the same label. The minimum cut equivalent to the maximum flow is obtained via
the expansion algorithm in [65] yielding optimal segmentation.
Once an optimal segmentation is achieved on an image acquired in one time point,
it is efficient to use this segmentation to segment the consecutive images. This is commonly done by propagating the segmentation mask using registration. The test image
to be segmented is registered to the reference image, and the resulting transformation
is applied to the initial segmentation of the reference image to propagate the segmentation label to the test image. The segmented reference image can be either the same
patient’s image at a different time point, a different patient image, or an atlas.
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1.5.3

Image Registration

Image registration is the process of finding the spatial correspondence between
two images. Usually, one of the images serves as the reference (the fixed volume or
target) and the other image (moving or template) is transformed into the reference
coordinate system. Creating the warped image or the transformed image, which is
compared with the reference image, requires intensities interpolation. The output
is the optimal transformation that minimizes the dissimilarity between the images
and presents a realistic deformation. The registration process solves an optimization
problem focused on minimizing / maximizing an energy function when there is no
closed form solution. The hope is that the chosen cost function will be smooth
and close to a convex function whose global minimum corresponds to the actual
deformation.
Medical image registration usually involves 3D scans using modalities such as CT,
MRI, US and PET, in which the scans are either from the same modality (intramodality) or different modalities (inter-modality). The registration can be between
scans of the same patient (intra-patient), different patients (inter-patient), or between
a patient and an atlas [66] (standard space generated from a group also using registration for combining the group scans) in order to propagate the atlas segmentation
to the individual patient. The most common use of inter-modality registration is
data fusion, the practice of aligning different types of information, such as anatomical and functional information. Another example is the use of registration to fuse or
align intra-operative cardiac US data with a pre-operative cardiac MRI to facilitate
navigation. The research field of medical registration is very active and has developed in the last 20 years, mainly because of the advancement in medical imaging
technology, computation power and CAD, but mostly because of the wide range of
applications that require registration (Fig. 1.6). A full survey of the methods and
applications can be found in [6, 11]. The applications of medical image registration
can be classified according to several broad categories [8], as outlined below.
Motion correction accounts for the deformation of a patient’s anatomy over
time, referring to more static organ deformations. These deformations are mostly
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physical in nature and are caused by changes in the direction of gravity, changes in
fluid pressure, physiological motion associated with the heart, respiration, peristalsis,
soft tissues changes or other muscle groups, and, most commonly, movement of the
brain.
Motion determination quantifies the physiological motion of the organ, e.g.,
lungs [67], heart, or joints and uses the measurements for diagnosis or therapy monitoring.
Change detection measures structural change over time, assessing the true
change after compensating for sources of external changes. One example is monitoring disease processes (e.g., longitudinal studies) to aid either diagnosis or therapy.
Typically, the measures of volume and shape are derived from the transformations.
Example applications include multiple sclerosis, rheumatoid arthritis, Alzheimers disease, hormone therapy, and morphological changes resulting from surgical intervention
or other clinical changes.
Cross-modality image fusion integrates data from different imaging modalities
in combination, using multiple scans, to generate a single fused image. Depending on
the application, often times, anatomical and functional information is combined.

Figure 1.6: Image registration is a vital tool for many clinical imaging applications, such as:
tumor tracking, cardiac structure / functional assessment over time, motion compensation,
image integration / fusion for therapy delivery and establishments of atlases.
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Since a significant part of this thesis is dedicated to lung image registration, it is
worth noting several review papers on medical image registration and lung motion
are [7, 9, 17, 46, 68–70]. These references, together with the EMPIRE10 (Evaluation
of Methods for Pulmonary Image REgistration 2010) [19] lung registration challenge
are great resources for the reader to familiarize himself/herself with lung image registration. Despite the abundance of registration techniques, it is very challenging to
find a method which will work on large clinical datasets, even using a method that is
designated for a specific application.
The ground-truth in-vivo correspondences between images is not available; therefore it is particularly difficult to evaluate registration methods, making the quantitative validation of the registration performance a challenging task. Moreover, because
of the different requirements of the applications that are based on deformable registration, the notion of correspondence should vary according to application context,
aiming to properly characterize error ([7]). However, as already mentioned, among
the most noteworthy conclusions from [19] is that ”corresponding landmarks provide
the most useful reference standard for distinguishing between registration algorithm
results”. In other words, the target registration error (TRE), which is the Euclidean
distance between homologous fiducial landmarks, is the most common metric used
to assess registration accuracy. One should note, however, that manually selected
fiducial points are subject to variability, and hence influence the estimated TRE.
Biopsy or histology can confirm or reject malignancy, but not the actual change
between the follow-up scans. Note that stationary phantoms used for validation can
simulate only solid nodules, but, to our knowledge, there is no accurate phantom
that enables the study of sub-solid GGNs. Therefore, the surrounding non-rigid
deformations which may cause variability and potentially significant errors cannot
be modeled yet, but may nevertheless be estimated by the small deformation field
between the ideal affine and the deformable registrations.
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1.5.3.1

Global Registration

The current use of image registration in clinical practice is still very limited and
most applications are mainly research related. Global rigid registration for pairing
and comparing nodules is mostly only for displaying to radiologists corresponding
slices between initial and follow-up scans. Rigid transformations preserve the distance between points because they include only translation and rotation, relying only
on six DOFs for 3D applications. The transformed volume is only shifted and reoriented, therefore not causing any shape changes or artifacts that may affect the
3D measurements of the segmented nodules. Because of those advantages, rigid registration is considered reliable, but still depends on the image features and might
not be sufficiently accurate for the application. The main challenge associated with
intensity-based rigid registration is choosing the most appropriate similarity term and
optimizer.
Affine transformations feature six additional DOFs, three for scaling and three
for shearing, which ensure that parallel lines remain parallel (although, in projective
transformations, which have 12 total DOFs, lines do not remain parallel). The affine
transformation may affect the measurements by shearing distortions or shearing compensations, as well as volume changes even in typical single breath hold follow-up
images. Both rigid and affine registrations can help in 2D analysis when achieving
ideal translation, orientation, scaling and shearing. The affine registration is widely
used for global registration, and is still considered a reliable registration with good
performance and computational efficiency. Other global transformations, such as projective transformation, and curve transformation having higher DOFs, are much less
often used in medical imaging.
1.5.3.2

Local Registration

The deformable registration solves for the local dense or sparse deformation field
for a huge number of DOFs, especially for 3D medical imaging ( 3X109 typical volume size). The deformable registration is also known as volumetric, non-parametric,
non-rigid or local registration. The general energy function form of the non-Linear
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least squares framework registration posed as an optimization problem [71, 72] is as
following:
ú =

argmin E(u) = ED (IT , IS (ϕ)) + λER (u),

(1.4)

u∈H

Transformation: ϕ = Id + u

(1.5)

or point-wise : ϕ(x) = x + u(x)
where u is the deformation field or displacement field, ED is the similarity term
that is based on the image intensities, ER is the regularizer term on the deformation
and λ is the scalar weight which is unknown and empirically chosen. In the steady
state of the energy function, if defined accurately, the solution yields a realistic deformation field that gives an ideal alignment or similarity between the images. The
regularizer is used to impose constraints on the deformation field according to prior
knowledge for the specific application. Smoothness of the deformation field is the
most necessary property for continuity. Since the continuity is represented by the
existence of the derivatives, the regularizer is a partial derivative operator. Although
the regularizer restricts the space of plausible deformations, it is still a severely illposed problem without closed form solution, because of the larger number of DOFs
relative to the image clues [46]. Therefore, there is no explicit solution and the use
of an optimization solver using an iterative local search approach is required in order
to find the ideal deformation field. Defining and solving the energy function based
on specific applications is a stand-alone research field. The different regularizers are
highly dependent on the characteristics of the organ and the application, whereas, for
the similarities measure, the most common ones are the normalized cross correlation
(NCC) and normalized mutual information (NMI). More details on each term and the
different approaches to solve the optimization problem can be found in [46, 73, 74].
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1.5.4

Limitations of Non-rigid Image Registration Approaches

One main concern of deformable image registration is that it may introduce false
deformations that may mislead the radiologist and the estimated measurements. The
risk of artificial deformations and the lack of feasibility to assess the actual deformation field in vivo are the main causes for deformable registration not having been
more widely adopted in clinical practice [18]. However, transformations that feature
local properties are most appropriate to model the deformations of the lungs. Since
the lung is a non-rigid organ with different tissue types, each tissue / region has
different properties like elasticity, compressibility, stiffness, etc. Therefore, local lung
deformations are the most representative, but also may cause artifacts that highly
affect the growth rate measurements.
Allowing large displacements in the deformation field raises the risk of an artificial deformation. Another reason for restricting deformable registration to only small
deformations is a result of the constraints imposed by most of the solvers. However,
there are cases for which large displacements are necessary in order to reduce the dissimilarity measure. An example is when a nodule or other structure has an obvious
change or misalignment, specifically large differences between the intensities in the
overlap region. These large differences cause a large driving force on the deformation
field that forces larger displacements. Therefore, the compromise is that deformable
algorithms are initialized by global registration to overcome large displacements as
much as possible and the deformable registration is used to overcome the remaining small deformations, with the assumption that only small deformations are left
untackled by the global registration.
Even the latest deformable registration algorithms that were designed to handle
large deformations using the velocity field constraints instead of the displacement
field constraints as a means to restrict small velocity changes may still cause large
deformations, mainly due to the way velocity affects the total displacement. These
methods are based on the Large Deformation Diffeomorphic Metric Mapping (LDDMM) algorithm ([75]) and may also force diffeomorphic transformation ([9, 76, 77]).
Diffeomorphism guarantees a continuous and differentiable forward and backward (in-
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verse) transformation and ensures certain unique and desirable topological properties.
Although they make use of the velocity field, these methods are highly dependent on
the initial affine alignment and may still result in artificial deformations. As can be
shown in the EMPIRE10 challenge [19], all deformable registration algorithms used
either rigid, affine, multi-resolution or anatomical structure registration to handle the
initial alignment prior to the deformable registration.
In the context of longitudinal lung imaging studies, unrealistic large deformations
suggest unexpected nodule expanding or shrinking effects. Tanner et al. [78] investigated the extent to which deformable algorithms may change the volume of a
contrast-enhanced lesion, when there is no lesion shrinking or expanding between the
pre- and post- contrast enhancement scans. A digital subtraction of the post- and precontrast images, in theory, eliminates all unchanged structures and emphasizes the
enhanced regions. In practice, motion causes unreliable subtraction images; therefore,
registration between the post-contrast and pre-contrast images before subtraction is
required. This approach allowed deformable registration to the non-enhanced regions,
while volume and shape constraints are applied to the enhanced regions. The nonenhanced regions will be canceled out by the unconstrained deformable registration,
while the enhanced regions that registered with volume constraints will have residual
motion in the subtraction image. Volume changes of the nodule between the preand the post- contrast enhancement resulted in artificial changes caused by the registration. Note that the subtracted image can be used to localize the ROI around
the enhanced nodule region. A similar idea is used by Zheng et al. [79] to overcome
the unexpected nodule expanding / shrinking effect. The idea was to give weights to
the voxels in the registration based on results of the researchers’ novel nodule segmentation method. Voxels that belonged to the nodule were weighted in a way that
imposes rigidity, whereas the rest of the voxels of the lungs deformed non-rigidly.
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1.5.5

Image Registration Techniques for Lung Nodule Progression Assessment

In summary of what was mentioned, since GGNs are not rigid structures, but
rather grow in an irregular fashion, their estimated 2D appearance and size may be
highly misleading; not only is a single CT slice a poor predictor of the geometry,
orientation and volume of a 3D lesion, but the lesion may also be highly influenced
by deformations of the background lung tissue between the two time points. In
an attempt to account for potential lung deformation, Zhao et al. [80] proposed
an approach that first registers the initial and follow-up image volumes and uses
the Jacobian of the registration transformation to eliminate false negative or positive
lesion expansion or shrinkage caused by the background lung deformation rather than
true lesion changes. The Jacobian determinant J(x) of the local transformation is a
factor of the tumor expansion or shrinkage at x. The purpose of the average Jacobian
determinant is to eliminate the nodules’ deformation caused by the lung deformation
when measuring the nodule change [80].
The main limitation of the mentioned, and used, framework is that the growth rate
estimation is performed on the segmented nodule, leading to the propagation of the
segmentation errors to the growth rate estimation. After the segmentation, one can
no longer discriminate between nodules true change and surrounding changes’ effects
on the nodule change [11, 81]. According to the work described in Tanner et al. [78]
on MR breast images and in Zheng et al. [82] studying nodule growth, a first attempt
to develop a framework that allows different transformations to the lung and to the
nodule was reported. This framework simultaneously segments and registers the lung
and the nodule. The simultaneous segmentation and registration were coupled as
a single optimization problem. In their method, the authors modeled the lung as
deformable and the nodule as a rigid structure to preserve volume and shape. For
the 3D segmentation of the lung and the nodule, the authors used a 2D graph-cut
algorithm followed by iterative segmentation and registration. Their results showed
that for a majority of the cases, the nodule volume was dependent on the density
of the B-spline control points when not enforcing a rigid structure for the nodule.
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Therefore, the use of a rigid constraint on the lesion is needed to avoid deformable
registration artifacts. Their results were lacking in quantitative measures such as
TRE measurement on selected fiducial points, but their conclusions matched our
observation of the B-spline density affecting the deformation accuracy and presence
of potential artificial deformations. Additionally, since the rigid constraint is required
in the registration and is based on the segmentation, there is a mutual dependency in
the coupled optimization that may affect results. Especially for GGNs, in which the
segmentation is more ambiguous, it is highly recommended to either use an implicit
method based on voxel probabilities or find a way to avoid segmentation altogether.
In terms of quantitative evaluation, the utilized ground-truth segmentation was
a manual segmentation performed by an expert. The expert’s evaluation consisted
of the boundary distances between the manual segmentation and the automated segmentation with a mean error of 3.5 pixels, for a voxel size of volume 0.54 x 0.54 x 1
mm3 . This suggests a TRE of about 1.9mm, almost twice as high as the deformable
result TREs that we achieved in the work presented here.
Another study [43] used deformable registration in order to facilitate the growth
rate measurement of GGNs. This study again used the rigid constraint on the GGN,
even though it is well-known that GGNs have portions that are non-rigid. This reinforces the fact that there is no way to avoid the need for segmentation in order
to apply the rigid constraint on the lesion. Even more evidence that segmentation
in deformable registration is unavoidable comes from a study by Niethammer et al.
[77]. We recently tried to apply this study’s method, based on the geometric metamorphosis algorithm (GM), to pulmonary GGNs, although it was originally applied
to brain images. The uniqueness of this method is the ability to achieve a deformation for the foreground (lesion) and the background simultaneously. Theoretically,
this allows for possible discontinuity between the foreground and the background and
could potentially result in the desired deformation field of the lesion that represents
the true change of the GGN - in other words, the deformation field which already
compensates for the deformation of the background. However, once again the method
still requires segmentation of the lesion and is exposed to the same problems as the
previous methods discussed.
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In summary, there are many regularizers used in an attempt to enforce realistic
deformations, but there is still no reliable deformable registration algorithm without
the risk of artificial deformations. Therefore, it is important to at least identify
artificial deformations, as described by Taner et al. [78], since such deformations
and the complexity of the deformable registration algorithms have been the main
bottlenecks preventing the use of deformable registration in clinical practice.

1.6

Thesis Objectives

The global objective of this thesis is to demonstrate the design of image processing
workflows in order to solve critical medical image processing challenges in a unique
way that merits radiologists’ acceptance. In this work, we collaborated with four
different radiologists, determining the needs of the clinical community and the existing
obstacles associated with the imaging methods, as well as any existing solutions (and
their limitations) recently developed by academics, researchers or industry. To this
effort, we innovated a set of guidelines that can potentially overcome these obstacles,
and according to what we learned in this work, we adopted these guidelines as our
set of best practices.
Our overall objectives can be summarized in terms of the following research questions:
• can we significantly reduce the degrees of freedom (associated with, but not only
for, image registration) while maintaining the required accuracy of the specific
application?
• can we avoid the need for segmentation when, for various reasons, it is problematic, such as with ground-glass nodules?
• can we avoid the use of traditional optimization solvers for registration and compute the global minimum by performing an exhaustive search after narrowing
the space?

36
• can we base registration and segmentation on shape / feature extraction in order
to capture most of the useful spatial information from the image without the
use of complicated, intensity-based feature extraction? Similarly, can simple
subtraction be applied to extract the most useful temporal information?
• can we extract the minimum required patient data and extend it by simulating
the expected variations in order to create a well represented and robust training
set?
• can we build models that can be subsequently used in order to gradually refine
localization of the regions or structures of interest?
• can we successfully integrate and develop simple image processing blocks instead
of more complex state-of-the-art algorithms to solve clinical problems?
In order to capture the needs outlined above, we have formulated several methodological guidelines, which when followed, would lead to the design and implementation
of image processing and computing solutions that aim to answer the above questions
raised by current limitations that have been thought to hamper the wider use of image
processing techniques in clinical applications.
The direction of the work in this thesis, being applied to all clinical challenges
described in the upcoming chapters, yet applicable to many different ones, was motivated by and led to the formulation of four important criteria or guidelines. These
proposed guidelines encompass the requirements that clinically-intended medial image processing and computing techniques must feature in order to promote their use
in clinical practice, specifically as part of a CAD system.
G1: The reduction of the number of degrees of freedom (DOF) of the designed tool,
with a plausible example being inefficient non-rigid image registration. This guideline
addresses the risk of artificial deformation during registration and it is clearly aimed
at reducing complexity.
G2: The use of shape-based features to most efficiently represent the image content, either by using edges in lieu or in addition to intensities and motion where
useful. This guideline is inspired by the well-known fact that edges capture the most
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useful information in the image and can be used to identify the most important image
features. Knowing that image features (i.e., edges) represent a good compromise between using the intensity-based methods (more recent) and landmark-based methods,
in terms of relevance, information content, and level of algorithm advancement. As a
result, this guideline resulted in more robust performance when key image information
was missing.
G3: The use of efficient implementation approaches. This guideline focuses on
efficiency in terms of the minimum number of steps required and avoiding the recalculation of terms that only need to be calculated once in an iterative process. It is
obvious that an efficient implementation leads to reduced computational effort and
improved computing performance.
G4: Commence the medical image analysis workflow with an optimal initialization
of each step and ensuring gradual convergence toward the final acceptable result. This
guideline aims to ensure reasonable outcomes in consistent ways and it avoids convergence to local minima while gradually ensuring convergence to the global minimum
solution.
These guidelines were applied to the clinical problems set forth in this work with
successful results. We will demonstrate in the following chapters that image processing methods designed using these guidelines showed good performance, as measured
by the best standards available for each clinical problem. Rather than guide the development of an abstract image processing that may yield flawless results in terms
of accuracy, these guidelines assist in the development of methods that are intended
for the more strictly regulated environment of clinical use and meet only the performance standards that radiologists need. Clinicians must have access to image
processing tools explained and displayed in clear terms with an obvious and valid
benefit. Our ultimate goal for this work is to hopefully educate and reshape future
directions undertaken by other researchers to follow best practices to increase the
potential of clinical translation of the developed work. In each chapter, the current
state of image method development concerning each clinical problem will be discussed
in detail.

38

1.7

Tackled Clinical Applications and Proposed Contributions

In this section we describe the objectives in the context of the clinical applications
introduced earlier, and how the proposed guidelines help devise image processing
solutions that are appropriate for the intended clinical applications, address their
current challenges, and illustrate the envisioned benefit associated with the proposed
developments.

1.7.1

Application 1: - Quantification of Lung Tissue Deformation from Thoracic CT images

Clinical Problem: CT imaging is the standard of care for pulmonary nodule
screening, diagnosis, and tumor staging [21, 25, 26]. As changes in lesion size and
geometry are a biomarker of disease progression, radiologists currently measure the
changes in lesion diameter depicted in corresponding slices identified from the initial
and follow-up scans [27]. Specifically for GGNs, clinicians face significant measurement ambiguity when measuring lesion boundaries in order to assess their growth
rate in longitudinal CT studies.
Current Limitations and Challenges: There is a lack of knowledge as to
whether the real measured changes are entirely caused by disease progression or rather
by inherent deformation of the background lung tissue between the two imaging scans
(i.e., slightly different patient position, lung compression / expansion, inspiration levels, etc.). Moreover, these measurements are also influenced by the raters’ uncertainty
with respect to identifying the true lesion margins, especially when assessing GGNs
with indistinctive margins that feature subtle, yet malignant changes [2, 10, 13, 20, 22–
24, 27, 28, 31, 33–38]. These uncertainties are further amplified by the inherent intraand inter-rater variability, which often translate into measurement differences that
may be interpreted as disease progression, therefore yielding a false positive decision
[14, 28]. Lastly, the comparison of the 3D nodule volume, although deemed as a
more accurate assessment, requires segmentation of the nodule from the two scans.
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Similar to the need for registration prior to the assessment of the GGN growth rate in
order to compensate for the surrounding deformations affecting the true growth, the
segmentation also requires prior image registration. Additionally, GGN segmentation
is time consuming and highly susceptible to user variability, and, subsequently, lung
image registration for the GGN assessment also requires segmentation in order to
enforce constraints to preserve the true change.
As a result, inaccuracies in either step, registration or segmentation, accumulate
iteratively because of mutual dependency. In addition, the risk of artificial deformations, when using deformable registration, cannot be eliminated, and, because the
deformations also have high accuracy and realistic properties, an artificial deformation
cannot be distinguished from a real one by the radiologist.
The extent to which image registration is utilized in clinical practice resorts to the
rigid alignment of the initial and follow-up scans. However, in light of the soft tissue
nature of the lungs, rigid registration has been considered insufficient to portray the
actual deformation of the lung tissue. In response to these limitations, the research
community has focused for the past 20 years on new mathematical formulations and
novel implementations for deformable registration algorithms [43, 77, 79, 82]. Although such registrations have been thought of as superior to their predecessor, their
clinical adoption has been minimal at best [18], primarily because while the achieved
deformations may have high accuracy and realistic properties, artificial deformations
cannot be distinguished from real deformations by the radiologist.
Proposed Approach: we describe a registration pipeline that consists of several
global and local registration stages implemented using both an intensity- and featurebased formulation. After assessing the registration error at each stage using a set of
expert-defined and clinically-relevant fiducial landmarks, our study concluded that
there is no significant difference in the fiducial TRE following a lesion-centered featurebased affine vs. deformable registration, with residual errors being on the order of the
image voxel size. Therefore, we proposed the use of a feature-based affine registration
applied on a local ROI around the lesion as a means to capture the background lung
tissue deformations between the initial and follow-up scans.
Envisioned Benefit: These results suggest that while a complex, deformable
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registration may be perceived as more suitable for registering thoracic CT images, a
feature-based affine registration centered at the lesion region of interest can compensate for the lung tissue deformation equally well and at a much lower computational
cost and reduced complexity. Moreover, this approach does not require GGN segmentation and does not pose any risk for yielding artificial deformations. This study is
one of the first to assess and demonstrate comparable performance between an affine
and deformable registration for lung tissue correction applications.

1.7.2

Application 2: Automated Marker-less X-ray Standing
Panorama Reconstruction for Long Limb Axis Deformity Assessment

Clinical Problem: Accurate measurement of the hip-knee-ankle (HKA) axis is
essential for screening patients suffering from long limb deformities or for planning
realignment surgery. A full-length weight-bearing (FLWB) X-ray of the patient in a
standing position is typically considered as the gold standard protocol to accurately
and reliably measure the mechanical axis of the lower limbs. Standing, long-limb
x-rays are used to assess varus / valgus deformity; too much angular deformity will
tend to overload one compartment of the knee, either limiting the effectiveness of the
therapy, or accelerating the progression of the OA regardless of the treatment. Therefore, most studies use the HKA angle to quantify the varus / valgus mal-alignment,
using a threshold value to exclude patients from clinical trials.
Current Limitations and Challenges: Most sites do not possess the equipment to acquire full length weight bearing X-ray images of standing patients [83, 84],
and therefore oversized radiographs have to be assembled from multiple spatially overlapping X-ray exposures acquired subsequently with the patient in standing position
[85]. The generation of panoramic FLWB images from the three individual sector images of the hip, knee and foot entails a manual process that consists of stitching the
upper foot image to the lower knee image and the upper knee image to the lower hip
image on both the left and right side independently, since the patient’s leg opening
(the space between legs) may vary between the subsequently acquired images.
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This task is usually performed by a radiologist or an expert technician and they
often rely on the alignment of external landmarks attached to the patient prior to
imaging, which appear in the overlapping regions in each of the image sectors. Nevertheless, this approach, besides being time consuming, is also highly susceptible to
the relative motion between the supposedly rigidly attached marker and the patient
[85–90]. Further challenges arise when radiologists tend to incorrectly confirm their
own reinforced preferences (confirmation bias) toward their frequently used markers.
This, in turn, might lead to inaccurately aligned panorama images and subsequently
erroneous estimations of the HKA angle, resulting in incorrect clinical trial eligibility
decisions.
To eliminate the reliance on inconsistently identified positioned markers, an optimal image compositing protocol would only rely on anatomical landmarks to align
the image sectors [91–93]. Yet, such manual methods are also challenging and highly
subjective to the technician’s experience in identifying the optimal overlap between
the common regions depicted in the upper and lower sector images. This task becomes
tedious and time-consuming to perform.
Proposed Solution: A reliable rigid structure which does not change shape or
location in the acquired sector image is the bone anatomy itself. Hence, here we
propose a simple workflow in which the method automatically detects the medial
and lateral edges of the tibial bone and femur bone from the sector images and uses
those edges to align the medial bone edges within the overlapping regions of the
sector images. Moreover, instead of optimizing an intensity-based similarity metric,
this method identifies the optimal translation parameters along the centerline of the
medial bone edge mask that yields the minimum Euclidean distance between the bone
edges, hence avoiding the use of typical optimization solver methods to solve image
registration problems.
Envisioned Benefit: We implemented this workflow and tested it on 95 patient
image datasets acquired as part of a patient screening protocol for a clinical trial
across 10 sites. The datasets were selected randomly from a database, containing
images from more than 200 sites, to construct the long-limb panoramas. The results
showed that there is no statistically significant difference between the automated and
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manual translations or for the HKA angles. The automated method proved to be
robust across all of the variation in patient data, giving accurate edge alignments
even when there were large differences compared to the manual registrations. It
was found that those large differences happened to be a result of manual error or a
result of the case in which there were no bone features to yield a unique translation
alignment. As such, this approach has the potential to eliminate the need for manual
X-ray standing posture panorama reconstruction as it yields comparably accurate
panoramas without user interaction in a timely manner. The method will eventually
free clinicians from the need to register the images, requiring only a slide-bar for
manual refinement within the range of acceptable alignment.

1.7.3

Objective 3: Localization and Pre-segmentation of Anatomical Regions of Interest from Cine Cardiac MRI image

Clinical Problem: Significant effort has been dedicated to automating tedious,
yet significant image processing tasks in medical imaging and one of the most common
tasks is the use of image derived features such as biomarkers for disease assessment,
classification and tracking. These applications usually entail the segmentation, registration, or tracking of certain features of interest from the acquired medical images,
and hence only focus on particular regions of interest, while discarding the rest of
the imaging data. The ideal ROI depends on the application at hand. For instance,
for registration, an ideal ROI is large enough to include sufficient distinct clues for
unique alignment, while for segmentation, the ideal ROI is large enough to enclose
the feature of interest without cropping it, but at the same time to minimize the
presence of the surrounding areas. As such, an ideal automatic ROI detection not
only reduces the computational effort of the subsequent segmentation step, but also
serves as the best initial segmentation itself [59].
One of the most common applications is the assessment of cardiac function by
estimating the myocardial mass, contractility, blood pool volume and ejection fraction
of the left (LV) or right ventricle (RV) from cine cardiac MRI images [94]. Therefore,
prior to the segmentation, registration or tracking of the LV or RV features, the
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automated detection and isolation of the optimal region of interest (ROI) enclosing
that anatomy of interest is a critical step to limit the computational domain, and,
along with it, the computing time.
Current Limitations and Challenges: In the case of typical clinical quality
cine cardiac MRI images, the heart is only a portion of the image, the ventricles
represent an even smaller subset of the heart, and, lastly, the ventricles are an even
smaller subset of the ROI containing the heart [16]. To ensure robust and sufficiently
accurate localization of the desired ROI, manually cropping techniques are most often
employed [11, 16]. However, to fully automate the entire feature detection, segmentation, and quantification workflow, automated localization tools are preferred. Existing
methods rely on pattern recognition approaches that entail a training and learning
stage, require a large training dataset, and are highly dependent on the size and
variability of the training dataset and its correlation to the test data [49–52].
Proposed Solution: Other approaches involve the extraction of the ROI based
on the detection of temporal information present in the images. This approach is
optimal for the heart, as it is the only organ with substantial motion in the acquired
thoracic images, with the surrounding organs being almost stationary relative to
the heart. As such, intensive motion regions can be captured from the variance of
the 2D + time original image sequences, and a circular region around the LV can
be identified using a circle Hough transform [53–57]. The temporal approaches are
preferred as they do not require large training sets, since they exploit the motion
between the frames. However, the LV motion does not consistently appear with the
most dominance and hence is not easily separable from the RV, especially in the case
of highly variant data, leading to limited robustness and precision in localizing the
LV [52].
Here we propose a method that uses the extraction of temporal information from
the cine MRI images by performing several simple de-noising, slice subtraction and
averaging steps. From these results, we extract a single unique feature from a small
training set that was expanded into different scales and orientations of the anatomy of
interest. This was done in order to capture the expected variability between datasets
without increasing the training set size and also eliminating the need for registration
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because shapes, scaling and rotation are already in the training set.
The unique feature is the histogram of oriented gradients (HOG) [95] weighted by
the mean of the local intensities. Using this approach, we successfully localized both
the LV + RV ROI, as well as the LV ROI alone from a set of 100 cine cardiac MRI
images. The LV ROIs were assessed against the ROI extracted from the gold standard
expert segmentations of the same data and showed that our proposed technique yields
optimal size ROIs that do not crop the anatomy of interest while minimizing the
presence of background and other image features that do not belong to the LV.
Envisioned Benefit: This method can be used a precursor step for the preprocessing of any cine cardiac MRI image prior to segmentation, registration or feature
detection and/or tracking. As a concrete example, this very same approach has been
employed by a lab colleague to crop the ROI containing the right ventricle in the
effort to develop an automated algorithm to segment the right ventricle (RV) and
quantify its function from cine cardiac MR images, as well as for the segmentation of
the left ventricle myocardium using a prior atlas initialized graph cut segmentation
approach. As a result of the robust and ideal ROI detection, the outside image regions
containing typical cardiac Cine MRI artifacts are eliminated, allowing visualization
of the heart with much better contrast, as well as accurate subsequent segmentation
of the desired features or structures of interest.

1.7.4

Objective 4: Quantification of LV Function using 3D
Blood Pool Reconstructions from 2D Multi-Plane TEE
Time Series Images

Clinical Problem: Cardiac US is a widely employed technique for imaging, measuring and assessing cardiac function. While 3D US acquisitions may be preferred
thanks to their extended field of view and depiction of 3D structures, they dramatically compromise the frame rate, resulting in 5-8 fps acquisitions compared to the
traditional 25-30 fps 2D acquisitions. Therefore, clinicians often resort to acquiring multi-plane 2D images at a high frame rate to assess LV function across several
cardiac cycles. The most commonly used standard is tri-plane esophageal echocar-
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diogram (TEE) with an average of 15 frames per cardiac cycle.
Current Limitations and Challenges: Left ventricle function is typically
quantified according to the time-varying blood pool volume throughout the cardiac
cycle and the ejection fraction. To estimate the blood pool volumes, clinicians manually outline the blood pool contours from each of the tri-plane images at the desired
cardiac phases. Then, an average volume is determined by taking the mean of the
estimated volumes while assuming an axisymmetric shape of the blood pool depicted
by each of the tri-plane images. This approach is not only erroneous and highly subjective to the raters experience in tracing the endocardial borders, but it disregards
the information provided by the medical images as far as the actual geometry of the
blood pool acquired in each of the tri-plane images.
Proposed Solution: Our proposed approach utilizes the tri-plane time series images to automatically reconstruct dynamic 3D models of the blood pool based on the
actual geometry depicted by the acquired tri-plane images. As such, we first segment
each of the tri-plane views at a single cardiac phase, then utilize the frame-to-frame
cardiac motion extracted using an efficient nonrigid image registration based on linear
basis functions and an elastic regularizer. The registration between the temporal triplane images is used to animate the segmented frames throughout the cardiac cycle.
This allowed the method to maintain continuous motion between segmented frames,
as with an animation. In addition, the true 3D blood pool geometry is reconstructed
by interpolating between the segmented tri-plane views re-inserted at their correct
orientation.
Envisioned Benefit: The proposed approach fits seamlessly into the diagnostic
workflow associated with current clinical protocol and leverages both the spatial and
temporal information of the acquired tri-plane cardiac US image sequences. As a
result, the reconstructed 3D geometry of the blood pool renders the true shape of
the blood pool as opposed to a hypothetical geometry based on the averaging of several axisymmetric blood pool shapes. According to our validation experiments, the
estimated LV blood pool volumes and ejection fractions were within 5% agreement
with the clinically estimated parameters and the proposed method was fully automatic, unlike the current clinical approach that relies heavily on manual tracking of
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the endocardial borders.

1.8

Thesis Outline

The following chapters are designed to provide a detailed description of the proposed methods developed to answer the previously stated research questions in the
context of several applications — thoracic, orthopedic and cardiac — that utilize different medical imaging modalities — CT, X-ray, MRI and US imaging. Chapters 2,
3 and 4 are adapted from manuscripts either submitted or published snapshots that
pertain to each of the following medical imaging application domains. Lastly, Chapter
5 summarizes the work and key concepts addressed, as well as highlights the accomplishments yielded by our work, specifically in the context of several guidelines and
recommendations for the development and evaluation of medical image processing
tools that are sufficiently robust, accurate and streamlined to potentially be further
developed into tools that may be utilized n the context of the intended clinical application. As such, Chapter 5 brings emphasis to the methodology and guidelines
necessary for successful achievement of desired results. Lastly, it is important to recognize the significance of our work and how it can impact future studies approach
toward clinical use.

1.8.1

Chapter 2: Quantification of Lung Tissue Deformation
from Thoracic CT images

In this chapter we describe a multiple step image registration pipeline operating
on the lung- and lesion-centered ROI that assesses the accuracy and performance of
several registration algorithms designed to help compensate for the background lung
tissue deformation for true lesion progression assessment from longitudinal studies on
pulmonary nodules, specifically GGNs, from chest CT images. Parts of this work were
presented at the 2015 International Symposium on Biomedical Imaging, the Western
NY Image and Signal Processing Workshop 2015 and in the RIT graduate seminar.
From the accumulated work, the major parts became a complete chapter on the lung
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registration, presented in this chapter. An adapted version of this chapter has been
submitted in consideration for publication to the Medical Image Analysis journal.

1.8.2

Chapter 3: Automated, Marker-free Standing X-ray
Panorama Reconstruction for Long Limb Axis Deformity Assessment

This chapter describes a method for automatic generation of full length weight
bearing X-ray panorama images from multiple individual X-ray sector images. The
automated and the manual panoramas were used to compute the corresponding HKA
angles for accuracy and clinical decision comparison. The preliminary work was presented at the 2017 SPIE Medical Imaging Symposium and has been published as
”Anatomical-based registration of multi-sector x-ray images for panorama reconstruction” in the SPIE Digital Library as part of the proceedings of the Medical Imaging 2017: Biomedical Applications in Molecular, Structural, and Functional Imaging
conference. An adapted version of the work described in this chapter has been submitted in consideration for publication to the Computer Methods in Biomechanics
and Biomedical Engineering: Imaging and Visualization journal.

1.8.3

Chapter 4: Localization and Quantification of Cardiac
Anatomy for LV Function Assessment using Tri-Plane
TEE Time Series Images and Cine MRI Images

This chapter combines our efforts on the development of image processing and
analysis tools for cardiac function assessment from both multi-plane TEE images,
as well as cine cardiac MR images. The former application entails the automated
localization, segmentation, registration and reconstruction of 3D blood pool and the
estimation of the left ventricle volume and ejection fraction from tri-plane TEE time
series data. My contribution to this work on which I appear as an equally contributing
second author has been extensively focused on the LV segmentation and the implementation and assessment of the biomechanics-based nonrigid registration algorithm
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used to track the frame to frame motion from the 2D TEE image sequences and use
this information to animate the end diastole segmentation masks. The first part of
this work was presented at and published in 2015 SPIE Medical Imaging Symposium,
while the entire work was published in a journal paper appearing in Springers Lecture Notes in Computer Science book series dedicated to the Functional Imaging and
Modeling of the Heart.
The latter application describes an automatic region of interest identification,
localization and image cropping technique that is critical for feature of interest visualization and precursor for the segmentation, registration or feature tracking. Here we
describe a method to localize and crop the heart ROI as well as the identification and
cropping of the individual structures, specifically the left and right ventricles, along
with the validation of the technique using a database of 100 cine cardiac MRI datasets.
A preliminary version of this work was published in and presented at the 2016 SPIE
Medical Imaging conference as part of the Image-guided Procedures, Robotic Interventions and Modeling track and used as a pre-processing step in an additional
collaborative paper published also in the 2016 SPIE Medical Imaging proceedings.
Subsequently, the proposed technique was utilized as part of the pre-processing and
precursor segmentation of both the left ventricle myocardium from the same data,
as well as the localization and segmentation of the right ventricle from a database
of 32 cine cardiac MRI datasets available as part of a right ventricle segmentation
challenge. An extended manuscript that describes the localization/identification of
the left and right ventricle, followed by their robust segmentation and quantification,
will be published in a collaborative journal paper with a colleague in the lab.

1.8.4

Chapter 5: Discussion, Summary of Contributions, and
Future Directions

This chapter summarizes the work, along with the implications of the important
findings. The chapter begins with a summary of the disseminated applications and
developed and validated image processing tools, followed by a summary the contributions and a set of proposed guidelines for devising medical image processing tools
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that have the potential for clinical utilization and subsequent translation, as well as
several suggested future directions for development of the undertaken work.
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Chapter 2
Implementation and Validation of
a Multi-stage Image Registration
Pipeline for Lung Tissue
Deformation Assessment and
Longitudinal Lung Nodule
Tracking
This chapter describes the implementation and validation on clinical patient data
of a multi-stage image registration pipeline for estimating background lung tissue deformation between subsequent CT follow-ip CT scans, in the effort to better asses the
progression of lung nodule changes due to disease.1
1

This work has been adapted from Ben-Zikri YK, Helguera M, Fetzer D, Shrier DA , Aylward
SR, Chittajallu D, Niethammer M, Cahill ND and Linte CA. A New Image Registration Pipeline for
Comprehensive Comparison of Pulmonary Ground Glass Nodule Assessment from Lung CT Images.
Medical Image Analysis. Submitted: April 2017.
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2.1

Introduction

Thin-slice helical chest CT images can help identify single-pulmonary nodules
([1]) and classify them as either part-solid (also known as sub-solid) or solid nodules
([2]). When smaller than 1 cm in diameter, these nodules are typically classified
as incidental, benign findings that require follow-up CT ([3]). Part-solid nodules
feature a “ground-glass appearance”, hence commonly referred to as ground-glass
opacities (GGO) nodules or ground-glass nodules (GGNs) and are characterized by
hazy, increased opacities of the lung tissue that don’t completely obscure pulmonary
structures. Moreover, pure GGNs feature only ground-glass appearance, with no solid
component.
Solid nodules, on the other hand, appear as focal homogeneous regions that completely obscure the different lung structures. The Early Lung Cancer Action Project
(ELCAP) study reported that 81% of the positive findings corresponded to solid nodules, while the remaining 19% corresponded to part-solid nodules. Compared to solid
nodules, which feature a 7% risk for malignancy, part-solid nodules pose a higher
risk for malignancy (63%), while pure GGNs have a 18% risk for malignancy ([4–6]).
Unlike transient GGNs, which regress or disappear within three months either due
to their transient nature ([7]) or in response to proper treatment ([8]), other nodules
are persistent and exhibit a slow growth rate or no change in size or opacity upon
follow-up, often suggesting early-stage lung cancer.
Longitudinal analysis and tracking of nodule progression in current clinical practice resorts to visual comparison between the initial and follow-up scans, as well as the
use of diameter measurements, despite their frequent inaccuracy, to quantify growth
rate. As such, the radiologist relies on manual one- (1D) or two-dimensional (2D)
annotations to quantify the solid portion and the whole nodule size from the axial
slices that show the largest lesion diameter and the visual appearance of the margins ([9]). Subsequently, the lesion volume and volumetric growth rate such as the
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doubling time, may be estimated according to the shape approximation of the lesion
depicted in the initial and the follow-up scans displayed side-by-side, with no prior
registration of the initial and follow-up images.
Although three-dimensional (3D) assessment was suggested to provide more accurate and precise nodule measurements, especially for small nodules ([9]), volumetric
analysis is rarely used in a typical clinical workflow, as it requires segmentation of
the nodule. This process is time consuming and highly subjective to intra- and interobserver variability, especially for GGNs with nodule margins that are often blurry
and not easily distinctive. As such, volumetric assessment of nodule progression that
relies on either manual or automated nodule segmentation is prone to ambiguity and
may mislead diagnosis, hence rendering 2D slice-based analysis as the clinical standard of care for longitudinal lung nodule analysis.
Since GGNs are non-rigid structures that grow in an irregular fashion, their estimated 2D appearance and size may also be highly misleading. Not only is a single
CT slice a poor predictor of the geometry, orientation, and volume of a 3D lesion,
but the different appearance of the lesion between the initial and the follow-up scan
may also be highly influenced by complex deformations of the surrounding tissues
between the scans. Several factors may cause significant error in the nodule assessment: intrinsic factors, such as nodule orientation relative to the chest wall or other
structures, irregular nodule margins, asymmetric nodule shape and attenuation; or
extrinsic factors, including patient position, changes in the parenchyma surrounding
the nodules, heart rate, and respiratory motion, which significantly changes lung volume and shape ([9, 10]). Zheng et al. ([10]) reported that estimates at end-inspiration
vs. end-expiration may lead to nodule volume detection error on the order of 12%
induced by local deformations alone. Similarly, an additional study ([11]) reported
an overall ±18% mass (volume x HU) and volume measurement fluctuations of partsolid GGNs as a result of inter-scan variability, patient position, heart rhythm, and
inspiration levels. These findings suggest that true, disease-induced nodule changes
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might be reliably detected only if a significant change in lesion size occurs ([12]), and
must be separated from both the intrinsic and extrinsic nodule changes.
To quantify the effect of extrinsic changes, such the background lung tissue deformation, on nodule geometry, and separate it from the disease-induced nodule changes,
accurate registration of the initial and follow-up scans is a necessary precursor step.
In fact, the use of image registration to align the initial and follow-up scans showed
improved inter-observer agreement and clinical confidence when the radiologists used
the digitally subtracted post-registration image to assess GGN volume and density
changes [13]. According to this study, the perceived need for standard nodule diameter or volume measurements dropped substantially when the subtraction images
of the registered initial and follow-up scans were available. Moreover, our collaborating radiologist also confirmed the usefulness of the subtraction image over the
traditional nodule diameter measurements, therefore emphasizing the need for accurate registration to remove the effect of the extrinsic changes on nodule geometry due
to background lung deformation and eliminate the need for diameter measurement to
track nodule progression.
Two survey papers [14, 15] on image registration published two decades apart and
co-authored by Maintz and Viergever underline two striking observations that could
be attributed to the limited use of image registration in diagnostic clinical practice
over the past 20 years. The first observation is the difficulty to devise registration
methods that are sufficiently robust against the many variations encountered in clinical practice, including scanner type, imaging protocol, and patient characteristics.
The second observation is the limited feasibility to quantify the level of registration
accuracy needed for clinical decisions, which leads to a lack of gold standard against
which registration methods can be assessed. Since a “ground-truth” image alignment
result is not clinically available, it is particularly difficult to evaluate newly developed
registration methods, therefore rendering the quantitative validation of the registration performance a challenging task. Moreover, because of the different requirements
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imposed by the applications that are based on deformable registration, to properly
characterize error ([16]), the tolerated correspondence should vary according to application context.
A large body of work has been dedicated to using lung image registration to
compensate for the surrounding tissue deformation prior to nodule progression assessment, while preserving the true nodule volumes in the two scans. Although rigid
registration may be an appropriate method to handle the global deformation of the
solid portion of the lesion and maintain the nodule volume, it is not ideal for portraying the behavior of the non-solid portion or local/elastic lung deformations, which
may be best portrayed using deformable registration, given the inherent soft tissue
characteristics of the lung. However, affine registration was deemed most efficient to
handle global transformations that are inherently non-rigid, such as the alignment of
the inspiration/expiration scan pairs that proved to be the most difficult to register
accurately because of the large deformations present [17]. As such, most algorithms
used in the EMPIRE10 (Evaluation of Methods for Pulmonary Image REgistration
2010) challenge relied on rigid, affine, or multi-resolution registration to handle the
initial alignment prior to the deformable registration. Lastly, fluid deformable registration methods were deemed optimal to handle large deformations by using the
velocity field rather than displacement field to impose diffeomorphic transformations
([18–20]) via the Large Deformation Diffeomorphic Metric Mapping (LDDMM) algorithm ([21]). However, these fluid registration methods are still highly dependent
on the initial affine alignment and may still result in artificial deformations, which
cannot be validated in vivo.
One of the first approaches for preserving the true nodule change was proposed by
[22]. This approach first registers the initial and follow-up image volumes and uses the
Jacobian of the registration transformation to eliminate false negative or false positive
lesion expansion or shrinkage caused by the background lung deformation rather than
true, disease-induced lesion changes. Other approaches employ a rigid constraint
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on the nodule region using explicit or implicit segmentation of the nodule ([17, 18,
23]). To explicitly evaluate the local deformation of the surrounding tissue around
the nodule, a reasonable approach is to separate the foreground (i.e., nodule) and
background (i.e., surrounding lung tissue) deformations by excluding (i.e., masking
out) the lesion region. However, this approach requires segmentation of the nodule,
which inherently affects nodule growth measured based on the segmented nodule
shape. To address this limitation, implicit segmentation is preferable, especially for
GGNs [24].
Zheng et al. ([25]) leveraged a previous study that involved breast MR images
([26]) to develop a framework that allowed different transformations to the lung and
to the nodule, while coupling the segmentation and registration simultaneously into
a single optimization problem. Their method modeled the lung tissue as non-rigid
and the nodule as a rigid structure; the deformable registration followed the B-spline
free-form deformation (FFD) implementation, while the rigid transformation imposed
on the nodule preserved nodule volume and shape to avoid artificial changes.
A more sophisticated method proposed a geometric metamorphosis formulation,
which simultaneously solves for the background and foreground deformation fields
[20]. The formulation also includes an image composition model to account for
changes in image appearance. This method allows non-rigid deformation of both
the lung and lesion, but requires manual segmentation of the nodule, which is highly
sensitive to the often indistinct lesion margins; moreover, this proposed approach has
yet to be evaluated on patient lung CT data.
The effectiveness of different lung image registration techniques for different applications, including local measurement of lung density changes for measuring tissue
destruction in emphysema detection and progression, was demonstrated in phantom
data [27]. The results showed accurate prediction of solid nodule progression in phantom data that was reasonably consistent with global results in patient data featuring
a median TRE of 1 mm and effective elimination of the dependency on inspiration
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level at acquisition time. In the effort to quantify “correspondence” and to validate
image registration techniques, Murphy et al ([17]) recommended that the computed
TRE between corresponding homologous landmarks still provides the most useful
reference standard for distinguishing between registration algorithm results. To provide a consistent framework for assessment of various image registration methods,
two benchmarks featuring evaluation criteria for thoracic CT image registration were
launched. The first benchmark — EMPIRE10 — provides a dataset for comparison
of registration algorithms based on intra-patient thoracic CT image pairs ([17]). The
second benchmark — MIDRAS (Multi-Institution Deformable Registration Accuracy
Study) — includes a set of lung and liver 4D CT image pairs ([28]). EMPIRE10 has
conducted an ongoing challenge in registering thoracic CT image data. The evaluation includes four criteria: lung boundary, fissures, singularities in the deformation
field, and TRE calculated across a set of 100 distinctive landmarks in the lung. Phase
I consisted of the evaluation of 34 registration algorithms using 20 CT image pairs,
while in Phase II, the twenty most successful algorithms from Phase I were evaluated
on a set of ten different CT image pairs ([17]). Following initialization via affine
registration, the deformable fluid registration method achieved the highest accuracy,
characterized by a TRE of 1.14 - 1.20 mm as reported by Werner et al. [18] in their
comprehensive comparison study of a common class of variational intensity-based
parametric registration methods. Their evaluation encompassed different combinations of the deformable registration building blocks (similarity, regularization and
transformation space), and, while the effect of interchanging individual instances of
the building blocks on the TRE were in general rather small, similar accuracy may be
achieved with significantly different degrees of freedom, field smoothness, and computational demands.
The added computational cost at the expense of modest accuracy improvement,
have contributed to the limited use of deformable registration techniques beyond
the research arena. In spite of the promising results reported in these studies, the
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difficulty of assessing background lung tissue deformation and using it as a baseline
when quantifying the disease-induced lesion changes still exists in clinical practice,
and a simple, sufficiently reliable solution is still pending.
In response to the ongoing challenge to assess true nodule progression beyond the
changes induced by the deformation of the background lung tissue, we hypothesize
that a global affine registration around the lesion region provides a more realistic
and accurate means to portray the background lung tissue deformation than a local deformable registration approach. To test this hypothesis, we have implemented
a pipeline consisting of several intensity- or feature-based registration steps (rigid,
affine, deformable) operating on a lung- or lesion-centered region of interest (ROI).
The scope of this pipeline is to conduct a head-to-head comparison between several registration algorithms on twelve lesions from ten patient CT image pairs and
assess the trade-off between registration accuracy, robustness with respect to large
deformations, and computational efficiency at each stage of the registration pipeline.
Moreover, as a means to separate local deformations from the surrounding tissue
deformation, we examined the use of local deformable registration accompanied by
including or excluding the lesion region from the registration domain by masking out
the lesion segmentation mask outlined by one of the radiologists. The deformable
registration results were compared to those achieved using a new robust affine registration, which, without the need for segmentation to mask out the lesion region, was
shown to provide optimal balance between accuracy, performance, confidence level
for clinical use, and computational efficiency.
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2.2

Methods

2.2.1

Overview

The registration pipeline involves automated segmentation and separation of the
lungs, centroid alignment of the ROI, intensity- or feature-based rigid, and subsequent affine registration, followed by final refinement via intensity-based deformable
registration. Since the region of interest is known to have a significant impact on the
registration outcome, we explore the effect of both lung-centered and lesion-centered
ROIs. Lastly, since this work is intended to provide a solution to identifying the
background tissue deformation as a baseline measure for true nodule changes, we also
investigate the inclusion vs. exclusion of the lesion region from the computational
domain when evaluating the similarity metric during registration.
Each step of the registration pipeline was assessed according to the TRE evaluated across 30-50 homologous fiducial landmarks located on the vessel branches in
the vicinity of each lesion selected by two expert radiologists in each image pair. In
addition, the rigid and affine TRE was also compared to the residual error following
rigid and 12 DOF (affine + projective component) least squared fitting of the homologous landmarks identified from the initial and follow-up images. Lastly, we also
assessed the result of the registration by visual inspection of the digitally subtracted
initial and registered follow-up images after each registration.
In essence, the rigid transformation and the 12 DOF transformations computed in
terms of least square error (LSE) quantify the residual error following best alignment
of the two point clouds subject to their homologous selection of fiducials by the
expert clinicians. Therefore, these transformations may be used as a control for
assessing other registration methods. Assuming perfect fiducials selection and rigid
transformation, the rigid LSE will yield zero TRE. Note that solving the least squares
problem with twelve DOF yields projective transformations in addition to a pure
affine transformation. The projective transformations further minimize the distance
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between the homologous fiducials, however in a non-realistic fashion (as shown in the
results section 3.2), therefore rendering the projective best fit as a less reliable control
than the rigid least squared fit alone.

2.2.2

Imaging Data

This study was conducted on ten pairs of chest CT datasets featuring an initial and
follow-up scan. The CT image datasets were acquired on either a 16-slice Lightspeed
or 64-slice VCT scanner (GE Medical Systems, Milwaukee, WI). All imaging data
was retrieved following retrospective review of patient charts at a single site after a
waiver of informed consent was granted by all patients, compliant with the United
States Health Insurance Portability and Accountability Act of 1996, and approved by
the Institutional Review Board. The ten datasets contained twelve lesions identified
by two radiologists: one patient featured one lesion in each lung (Cases 5 and 6),
while another patient featured two lesions in the same lung (Cases 11 and 12), with
non-overlapping lesion ROIs. The datasets contained solitary GGNs, multiple GGNs,
and solid nodules, as summarized in Table 2.1 and Fig. 2.1.
All scans were acquired in a single breath-hold with sub-millimeter resolution
and featured lesions localized in different regions of the lung (Fig. 2.1) that showed
different extent of progression as evaluated at different stages ranging from 0.5 months
to almost 3 years. As an example, Case 9 featured a part-solid GGN with a large
solid part attached to the chest wall, classified by both radiologists as a malignant
juxtapleural nodule, justified by the large change detected at 32 month follow-up.
Moreover, Case 2 featured a common transient part-solid nodule that showed almost
complete regression in the follow-up scan. Lastly, Case 3 featured a new nodule in
the follow-up scan that was not visible in the initial scan.
An expert radiologist manually segmented the nodules and also selected 40 homologous fiducial landmarks on average localized both within and in the vicinity of
each lesion in both the initial and follow-up scans. Most landmarks were selected
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Table 2.1: Summary of the clinical patient CT image pairs used for analysis: nodule classification, diagnostic follow-up interval, size and resolution of the initial (fixed) and follow-up
(moving) image datasets, and the size of the selected lung- and lesion-centered ROI.
Case
No.

Nodule
Type

Follow-up
(months)

1

Solid

1

2

3
0.5

4

Sub-Solid GGN
(Transient)
Sub-Solid GGN
(New)
Sub-Solid GGN

5

Pure GGN

7

6

Solid

7

7

Sub-Solid GGN

1.5

8

Pure GGN

10

9

Sub-Solid GGN

32

10

Pure GGN

12

11

Solid

5

12

Sub-Solid GGN

5

3

6

Initial CT
Size (voxels) &
Resolution(mm)
512x512x407
0.53x0.53x0.62
512x512x348
0.65x0.65x2.50
512x512x446
0.64x0.64x0.62
512x512x565
0.72x0.72x0.62
512x512x461
0.70x0.70x0.62
512x512x461
0.70x0.70x0.62
512x512x495
0.56x0.56x0.62
512x512x613
0.60x0.60x0.62
512x512x481
0.76x0.76x0.62
512x512x551
0.68x0.68x0.62
512x512x523
0.70x0.70x0.62
512x512x523
0.70x0.70x0.62

Follow-up CT
Size (voxels) &
Resolution(mm)
512x512x380
0.48x0.48x0.62
512x512x348
0.63x0.63x2.50
512x512x483
0.68x0.68x0.62
512x512x567
0.69x0.69x0.62
512x512x484
0.66x0.66x0.62
512x512x484
0.66x0.66x0.62
512x512x484
0.53x0.53x0.62
512x512x611
0.63x0.63x0.62
512x512x508
0.70x0.70x0.62
512x512x525
0.66x0.66x0.62
512x512x607
0.75x0.75x0.62
512x512x607
0.75x0.75x0.62

Lung ROI
Size (voxels)

Lesion ROI
Size (voxels)

347 x 279 x 327

197 x 197 x 59

307 x 303 x 123

245 x 195 x 29

299 x 219 x 377

201 x 235 x 137

289 x 225 x 491

111 x 121 x 87

317 x 219 x 383

199 x 171 x 75

321 x 227 x 391

205 x 205 x 103

347 x 209 x 437

265 x 279 x 119

343 x 259 x 465

129 x 135 x 81

377 x 263 x 455

207 x 215 x 123

419 x 243 x 411

117 x 123 x 53

307 x 263 x 509

157 x 155 x 103

307 x 263 x 509

227 x 247 x 97

at vasculature branching points as, according to the radiologists, these locations are
least susceptible to non-rigid lung deformation due to breathing. The landmarks were
used to quantify the TRE following each step of the registration pipeline.

2.2.3

Image Registration Pipeline

The constructed registration pipeline involves automated segmentation and separation of the lungs followed by the registration pipeline illustrated in Fig. 2.2. Since
the ROI can significantly impact registration, we investigated the use of two ROIs: the
lesion- and the lung-centered ROIs. We applied this registration pipeline to all twelve
cases (CT image pairs) using each defined ROI. In addition, to determine whether the
lesion itself introduced any bias on the deformation field of the surrounding tissue,
we applied the registration pipeline with and without masking out the lesion region
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Figure 2.1: Lesion ROI mid-slices showing the largest extent of the lesion depicted in the
twelve CT image pairs: initial (a-rows) and follow-up (b-rows) scans, with each lesion
outlined. Note that for Case 2, the lesion identified in the initial scan regressed significantly
in the follow-up scan, while Case 3 features a new lesion in the follow-up scan not present
in the initial scan.

from the computational domain prior to evaluating the similarity metric, for four of
the ten CT datasets.

2.2.4

Segmentation of The Trachea and Lung and Definition
of The ROI

Lung Segmentation and Separation: We first resampled each follow-up CT
scan to match the resolution of the initial scan and classified the image regions according to the typical Hounsfield scale of medical grade CT images that renders lung
tissue between -1000 and -500 HU. In short, we segmented the lung as the largest
connected region spanning the -1000 to -500 HU range not connected to the image
borders.
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Figure 2.2: Schematic diagram illustrating the components of the registration pipeline
applied to all image pairs using a lesion- and lung-centered ROI. The rigid and affine
registration steps were implemented using both an intensity- and feature-based approach,
followed by refinement via intensity-based deformable registration algorithms.

To identify the left and right lung from the dual lung segmentation, we segmented
the trachea and its branching point into the left and right bronchi. To segment the
trachea, we first isolated the voxels in the -1050 to -850 HU range that separates
the trachea from the lungs. We then employed several morphological operations to
identify the circular tracheal cross-section in the first superior axial slice. We used
this geometry to track the trachea in subsequent inferior slices until its branching
point into the left and right bronchi, according to which we separated and labeled
the lungs.
Region of Interest Definition and Centroid Alignment: The lung-centered
ROI, defined as a bounding box enclosing the entire lung, was centered at the centroid
of the lung mask; the lesion-centered ROI was centered at the centroid of each lesion
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determined based on the nodule segmentation or approximate location identified by
the radiologists and extending 3-5 cm beyond the lesion boundaries to ensure full
nodule enclosure and sufficient image clues for registration. For consistency, the size
and resolution of the initial and follow-up image ROIs was the same after re-sampling.
Following ROI definition, the centroid of the ROI from the follow-up scan (i.e., the
moving image) was aligned with the centroid of the homologous ROI in the initial scan
(i.e., the fixed image). The resulting 3D translation was then subsequently applied
to transform the fiducial dataset corresponding to the follow-up scan into the same
coordinate system as the initial dataset. This preliminary ROI centroid alignment
served as a global initial registration of the initial and follow-up images prior to the
application of the subsequent components of the registration pipeline.

2.2.5

Rigid and Affine Registration

Intensity-based Registration: The optimal rigid and affine intensity-based registration utilized the normalized cross-correlation (NCC), also known as the Pearson
correlation coefficient, as the similarity measure:
P
i,j (I1 − I1 )(I2 − I2 )
N CC = qP
P
2
2
i,j (I1 − I1 )
i,j (I2 − I2 )

(2.1)

where I1 and I2 are the image pixel intensities at location i, j, and I1 and I2 are
the average image pixel intensities of the overlapping image regions, respectively.
The NCC measure is invariant to the overlap region size between the images and
can be computed efficiently. To solve the optimization problem, we used the linear
programming simplex algorithm ([29]), which was previously shown to outperform,
in terms of accuracy, computational efficiency, and robustness to local minima, both
the gradient descent and quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS)
algorithms ([30]). Moreover, we used different scales for each transformation type
(i.e., rotation, scaling, shear, and translation) in the simplex solver implementation.
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Feature-based Registration: The feature-based registration approach, illustrated in Fig.

2.3, followed a modified formulation and implementation of the

widely-known iterative closest point (ICP) method employed in the registration of
point clouds. The features used for registration were edges extracted from both the
initial and follow-up CT scans using the monogenic filtering approach proposed by
Rajpoot et al. ([31]). Unlike the ICP algorithm in which the objective function minimizes the distance between estimated corresponding points using the closed-form
solution for the Euclidean distance, we constructed a distance map [32] of the initial scan by assigning each voxel a value equal to its distance from the closest edge.
We then multiplied the distance map of the initial edge image by the transformed
follow-up edge image, then computed the sum of the distances from the transformed
edges to the edges in the initial image, which served as the objective function to be
minimized. A similar approach was developed and proposed by Jiang et al. in their
1992 work on multi-modality medical image registration using surface matching [33].

Figure 2.3: Illustration of the feature-based similarity metric. Mid-slices from the initial
(a) and follow-up (b) CT images. The lung boundary edges are outlined in blue, while the
content edges are overlaid in red; separation of the boundary (c) and content (d) edges for
the initial and follow-up images; e) initial (white) and follow-up (black) lung edges before
registration; initial and follow-up content edges before (f) and after (g) registration.

The employed distance map function was defined as following: given a subset of
metric space Ω ⊂ R3 with metric, d, ∂Ω denotes the boundary of Ω and x ∈ R3 then
the distance function, f (x), is defined by:
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f (x) = d(x, ∂Ω) if x ∈ R3 \ ∂Ω
=0

if x ∈ ∂Ω

(2.2)
(2.3)

when d(x, ∂Ω) := inf d(x, y)
y∈∂Ω

where inf y∈∂Ω d(x, y) denotes the inf imum of the Euclidean distance between
(x, y).
For constructing the objective function to be minimized during either rigid or
affine registration, we separated the edges of the lung boundaries and the edges of
the lung content. We defined the Energy Dissimilarity (ED ) function as the sum of
the distances between lung boundaries and the lung content edges of the initial and
follow-up scans.

Boundarydist =

X

ff lb (T [∂Ωmlb ]),

Contentdist =

X

ff lc (T [∂Ωmlc ]),

ED = α ∗ Boundarydist + (1 − α) ∗ Contentdist ,

(2.4)

where ff lb is the distance map function of the lung boundary edges in the initial
scan and ff lc is the distance map function of the lung content edges in the initial scan
(i.e., mostly the vessel boundaries). Similarly, ∂Ωmlb is the moving lung boundary edge
image and ∂Ωmlc is the moving lung content edge image. T [∂Ω] are the transformed
edges, where the transformation can be rigid or affine. α is a scalar weight of each
term, where α = 0 will align only the content edges and α = 1 will align only the lung
boundaries (Fig. 2.3). Lastly, since most lesions are within the lung (not attached
to the wall) and the selected fiducials are also within the lung content, we assigned
heavier weights to the content edges than the boundary edges.
In order to allow different α values for each case, our method evaluates the registration (centroid alignment followed by rigid and affine registration) for α = 0, 0.3, 0.5
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and selects the optimal α value that yielded the highest NCC. For solving the unconstrained non-linear objective function, we used the same solver with similar options
as those used in the intensity-based registration. We first scaled the parameters to
enlarge the search space and bounded the translation, rotation, shearing, and scaling
parameters by ±20 mm, ±20◦ , ±2◦ , and ± 15%, respectively. However, these bounds
are just limiting the search space, but not mandatory for the achieved accuracy.
To obtain the initial rotation from the lung masks, we sequentially estimated the
ideal rotation about the x, y and z axes as follows: we calculated the distance measure
using the χ2 statistic between two 2D image histograms h1 and h2 for each integer
rotation within ±30◦ , using the following equation:

Dχ2 =

X X (h1 (i, j) − h2 (i, j))2
i

j

h1 (i, j) + h2 (i, j)

,

(2.5)

The 2D image histogram is the histogram of all non-zero voxels of the 3D lung
mask projected onto the 2D image plane orthogonal to the rotation axis. The χ2
statistic was adopted from Pearson’s chi-square test statistic and found to be effective
when comparing the image histograms of similar objects at different orientations
([34]). As such, we compared the histogram of the fixed (initial) lung mask with
that of the rotated moving (follow-up) lung mask. Fig. 2.5 shows the results for
Case 1 and also illustrates that the optimal rotations about the x, y and z axes
suggested by the minima of the χ2 distance statistic were sufficiently close to the
ideal rotation parameters. Table 2.2 summarizes the rotation angles for all cases
and for registration steps in order to compare the initial alignment via minimizing
the χ2 statistic with the estimated angles using landmark-based rigid least squared
fit, rigid (top row of each case) and affine (bottom row of each case feature-based and
intensity-based lung- and lesion-centered ROI registrations.
These initial rotation angles were critical for the subsequent registration pipeline.
Similarly, for the lesion ROI to compensate for large slice misalignments, when the
lesion centroid is non-symmetric, we conducted an initial translation from the lung
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Table 2.2: Rotation angles for all cases extracted from: landmark-based rigid least squared
fit (column 2); initial alignment via minimizing the χ2 statistic (column 3); rigid (top row)
and affine (bottom row) feature-based lung- and lesion-centered ROI registration (column
4 and 5); and intensity-based lung- and lesion-centered ROI registration (columns 6 and 7).

1

Rigid LSE
Rotation
Angles (◦ )
3.5, 0.4, 11.2

χ2 Initial
Rotation
Angles (◦ )
0, 2, 9

2

1.1, 0.7, -1.6

-1, 1, 0

3

-4.0, -2.0, 8.8

-4, -4, 13

4

-2.8, 0.4, 2.2

-1, 0, 2

5

2.6, -3.2, 3.9

1, -3, 3

6

-1.8, -2.5, 2.7

-2, -2, 3

7

-5.1, -0.4, -3.3

-4, -1, -1

8

-2.1, -2.2, 6.2

-1, -4, 6

9

4.7, -0.9, -6.5

3, -2, -7

10

4.0, -5.5, -2.4

3, -7, -3

11

-0.7, -2.1, 4.9

-2, -4, 5

12

-0.7, -2.1, 4.9

-2, -4, 5

Case No.

Registration based Rotation Angles (Rigid/Affine)
Feature
Intensity
Lung ROI
Lesion ROI
Lung ROI
Lesion ROI
2.6, 0.8, 10.2 3.6, -0.6, 10.6 -0.2, 1.2, 10.5 3.7, -0.1, 10.7
1.2, -1.1, 11.9 4.5, -1.5, 10.5 1.6, -2.1, 12.3 4.3, -0.9, 10.4
0.1, 0.4, -0.6
0.8, 0.5, -2.5
0.2, 0.4, -0.7
0.1, 0.8, -2.3
-0.1, 0.7, -0.6 1.6, -1.2, -1.9
0.5, 0.8, -1.4
1.9, -1.0, -2.3
-3.2, -2.7, 8.6 -2.4, -1.3, 7.4
-1.9, 0.0, 0.0
-3.6, -3.0, 7.3
-4.4, -0.1, 8.7 -3.7, -0.1, 7.0 -2.2, -2.6, 8.6 -5.1, -0.1, 8.5
-1.8, -0.5, 2.4
-2.4, 0.2, 2.0
-1.8, -0.6, 2.5
-2.4, 0.1, 2.1
-2.1, -0.3, 2.5 -2.4, -0.2, 2.2 -1.9, -0.5, 2.4
-3.3, 0.1, 2.7
2.8, -2.9, 3.5
2.6, -3.9, 3.5
3.4, -1.9, 3.2
2.5, -4.3, 3.3
3.1, -1.5, 1.7
4.1, -2.4, 1.9
3.7, -1.8, 0.9
4.1, -3.5, 2.2
-1.2, -1.6, 2.8 -2.1, -2.5, 2.8 -0.9, -1.8, 2.9 -1.2, -2.7, 2.8
-0.7, -0.5, 1.6 -2.4, -1.7, 2.5 -0.7, -0.3, 1.4 -2.5, -1.7, 2.6
-4.1, -0.7, -2.6 -5.0, -1.0, -2.6 -4.2, -0.2, -2.4 -4.6, -1.4, -2.7
-3.6, -0.3, -3.8 -4.7, 0.0, -3.2 -3.5, -0.5, -3.4 -4.7, 0.1, -3.3
-1.0, -2.5, 6.9 -1.9, -2.4, 5.7 -0.7, -2.1, 6.7 -1.9, -2.5, 5.7
-0.5, -2.7, 5.9 -1.9, -2.3, 5.6 -0.8, -2.2, 6.0 -1.6, -2.4, 5.4
4.2, -1.5, -7.4
6.2, 1.1, -9.0
4.2, -1.8, -7.5 6.7, -0.8, -4.5
2.9, -0.5, -6.5
4.6, 0.3, -5.4
3.9, -1.7, -7.1
6.2, 0.5, -6.7
4.8, -6.5, -3.2 4.1, -5.5, -2.4 4.8, -6.4, -3.3 4.5, -5.9, -2.4
5.2, -6.9, -2.9 4.3, -5.8, -2.2 4.8, -6.5, -2.5 4.6, -5.8, -2.6
-1.0, -2.4, 4.9 -1.0, -2.3, 4.9 -1.1, -2.4, 4.9 -1.3, -2.8, 5.0
-1.3, -2.5, 5.2 -2.3, -3.8, 6.5 -1.2, -2.6, 5.2 -2.4, -3.8, 6.5
-1.0, -2.4, 4.8 -0.4, -3.9, 5.1 -1.1, -2.4, 4.9 -0.4, -4.6, 4.9
-1.3, -2.5, 5.1 -0.4, -3.9, 5.1 -1.1, -2.7, 5.2 -1.3, -3.9, 5.7

boundaries.

2.2.6

Deformable, Nonrigid Registration

The result of the affine feature-based registration served as input for the last step
of the registration pipeline — the deformable registration. We used a high-degree
of freedom diffeomorphic transformation method proposed in [35], with several preprocessing steps recommended by the authors, including the rescaling and truncation
of the image intensities, followed by de-noising. This technique is referred to as the
Greedy Symmetric Normalization (SyN) registration and is based on the LDDMM
algorithm available via the ANTS (Advanced Normalization Tools) open source pack-
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Figure 2.4: Illustration of the lung mask from the initial scan (red) and the lung mask from
the follow-up scan rotated (blue) about the x, y and z axes along with the rotation angles
determined by the minimum χ2 statistic, between the histograms of the meshes projected
on the plane that is orthogonal to the rotation axis.

age integrated within ITK. This registration is initiated via a global affine registration
on the lungs masks, rather than on the CT data. The mutual information (MI) similarity measure is used on four-level image pyramid together with gradient descent
successive optimization. The successive optimization objective is controlling the affine
registration parameters successively.
The affine transformation is used as boundary conditions for the diffeomorphic
registration. The diffeomorphic registration is defined using Euler Lagrange equation
(ELE) on the velocity field that vary over time, where the deformation field is the
Euler integration on the smooth velocity field at t=1. To construct symmetric diffeomorphism, the deformation is decomposed into two components. The first component
represents the deformation from the reference image into the template (minimize the
variational energy from t=0) and the second component represents the deformation
from template image to the reference image (minimize the variational energy from
t=1). Both images are moving and the stationary solution is obtained at the midway
when t=0.5.
To reduce the computation of the gradient and integration, a greedy gradient descent multi-resolution optimization is proposed, while fixing the affine registration on
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the boundaries. In addition, an approximated Green kernel accompanied by a Gaussian regularization kernel of the differential operator was used to solve and update
the two components in each iteration. The local cross-correlation integrated over the
entire lung volume was sued as a similarity metric, since its invariance to the linear
intensity change makes it a suitable similarity function.
The other algorithm we considered was developed by the same team, just with one
modification of using Exponential Mapping — DARTEL (Diffeomorphic Anatomical
Registration using Exponentiated Lie algebra) rather than the SyN (time-varying
diffeomorphism) introduced by [36]. The Exponential Mapping maintains a vector
field that is constant in time, time variable only in the deformation field, which
reduce the diffeomorphism space. This shows the benefit of time dependent velocity
over constant exponential velocity.
Lastly, we also performed a comparison between several other techniques, including the ITK B-spline registration ([37]) based on free form deformation (FFD) ([38]),
and a variation of the demons algorithm ([39]) featuring the motion-coherent method
proposed by [40]. The latter features a user control parameter, the variance of the
Gaussian regularizer, used to constrain the spread of local deformation and ensure
physically realistic behavior.
As a side note our comparison showed that the SyN algorithm outperformed both
the mentioned FFD and the motion-coherent method with optimal Gaussian variance.
Moreover, the Greedy SyN method was already evaluated as part of the EMPIRE10
lung registration challenge and it achieved competitive results in terms of overall
accuracy, robustness with respect to large deformation with the affine initialization,
and computational efficiency when compared to other state-of-the-art methods ([17]).
Furthermore, for Case 9, the most challenging case featuring large deformations due
to large nodule growth, the SyN method yielded the best alignment. However, it
required an optimal configuration that included a series of pre-processing steps, details
of which, for reproducibility purposes, are included in the appendix.
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Note that the deformable registration workflow applied to Case 9 (the most challenging nodule in our datasets) is illustrated in Fig. 2.5, along with the deformation
field showing the shrinkage of the lesion in the follow-up image to match the lesion
geometry in the initial scan acquired 32 months prior to the follow-up scan.

Figure 2.5: Illustration of the deformable registration workflow: a) mid-slice from the initial
lung-centered-ROI scan with overlaid non-deformed grid; b) mid-slice from the follow-up
lung-centered-ROI (moving) with overlaid non-deformed grid; c) scaled moving image with
overlaid deformed grid showing the deformation field; d) moving lesion-centered ROI image
and corresponding deformed field; e) scaled deformed moving image; subtraction image
before (f) and after (g) registration.

For the sake of completeness and reproducibility purposes, here we provide all the
details with regards to the the optimal configuration of the SyN algorithm, starting
with the authors’ recommendations [35] and adapted for our lesion- and lung-centered
ROIs. The optimal configuration for the lesion-centered ROI deformable registration consisted of the following parameters: convergence — 200x150x100; convergence
threshold — 1e-6; convergence window size — 10; shrink-factors (in each level) —
4x2x1; no smoothing; gradient step — 0.1; update field mesh size at base level —
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8; total field mesh size at base level — 0; spline order — 3. To achieve an optimal
configuration for the lung-centered ROI deformable registration, the following parameters were adjust as indicated: update field mesh size at base level — 32; iterations in
each level — 200x200x200x150x100; smoothing in each pyramid level — 2x1x0x0x0;
shrink factors — 8x6x4x2x1.
In addition, the lesion-centered ROI knot spacing for the updated field of 8 mm
at the base level is reduced by a factor of two for each of the three sequential multiresolution level, yielding a knot spacing of 2 mm at the final level. For the lungcentered ROI, the knot spacing for the updated field at the base level was 32 mm and
was also reduced by a factor of two for each of the five sequential multi-resolution
levels, also yielding a 2 mm spacing at the final level. Moreover, for the average
resolution of the initial and follow-up scans (0.66X0.66X0.77 mm) and average size of
the lung-centered ROI (331X248X406) and lesion-centered ROI (188X190X89), the
corresponding number of control points is 110X83X157 and 63X64X35, resulting in
((110 x 83 x 157 x 3) and (63 x 64 x 35 x 3) degrees of freedom, respectively. As such,
the number of degrees of freedom (i.e., 106 for the lung-centered ROI and 105 for the
lesion-centered ROI) associated with the deformable registration is significantly higher
than the 12 degrees of freedom of an affine registration, and significantly increase the
complexity of the optimization problem.

2.2.7

Rigid and 12 DOF Registration Controls: Landmarkbased Registration Error

To obtain a measure of the ideal, best possible alignment of the fiducial datasets
selected in both the initial and follow-up CT scans, we determined the rigid and 12
DOF best fit transforms that minimize the residual LSE between the fiducial sets.
For the rigid LSE, we used the singular value decomposition (SVD) of the estimated
covariance matrix to extract the rotation angles and translation parameters ([41]).
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For the 12 DOF transformation, we used the pseudo-inverse approach described in
([42]). The achieved residual error served not only as a measure of the “best possible
fit” between the initial and follow-up landmark datasets, but also a measure of how
“homologous” the two fiducial datasets were, and how reliably they were selected by
the clinicians under the assumption that either a rigid or 12 DOF transform were
sufficient to portray their deformation from their initial to follow-up configuration.
Note that the 12 DOF transformation was not just a simple affine transformation,
but also featured a projective transformation in addition to the affine transformation,
because of the twelve degrees of freedom not being restricted to only translation,
rotation, shearing and scaling, as shown in the visual (qualitative) image registration
evaluation section. Therefore, these unwanted projective transformation effects render
the rigid least squared fit transform as a more reliable control for establishing a
baseline for registration accuracy.

2.3

Evaluation and Results

We assessed registration accuracy at each step in the registration pipeline (centroid
alignment, intensity- and feature-based rigid registration, intensity- and feature-based
affine registration, and deformable registration) both quantitatively, by computing
the TRE across all fiducial landmarks selected by the radiologists from the initial and
follow-up CT scan, as well as qualitatively, by visual inspection of the 3D meshes and
the 2D digitally subtracted images.

2.3.1

Quantitative Image Registration Evaluation

We compare the resulting TRE for different registrations for both the lesionand lung-centered ROI. Table 2.3 summarizes the accuracy performance of each
registration algorithm (rigid, affine and deformable) operating on both the lung- and
lesion-centered ROI in terms of their mean ± standard deviation and median TRE.
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For the statistical tests between the achieved TREs, comparing the registrations and
the ROIs across all patients, we first preformed an unbalanced (since not all fiducials
were included in the lesion ROIs) two-way ANOVA followed by a Tukey-Kramer
pairwise comparison post-hoc test with a standard significance level of α = 0.05.
Note that the deformable registration TRE is not greatly influenced by the ROI
selection due to its local nature, but it still nevertheless depends on the precursor
affine registration step to handle the initial large deformations when present.

Figure 2.6: A pairwise multi-comparison test across all patients between the six registration
methods and the two ROIs. Note that the lesion-centered ROI TRE is significantly lower
than the lung-centered ROI TRE for all registration methods, with the exception of the
deformable registration, which is local in nature and hence not susceptible to the selected
ROI, and the rigid LSE, which only depends on the fiducial configuration.

Figures 2.7 - 2.10 show the overall median TRE for each registration method
across all cases, with Case 12 illustrating the importance of the lesion-centered ROI
and its improved local effect and unchanged global effect.
Fig. 2.7 compares the intensity-based rigid vs. affine registrations. For the lungcentered ROI, our results suggest that the affine registration (1.82. ± 1.27 mm) was
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Table 2.3: Summary of the Target Registration Error (TRE) across cases 1-11 for each
registration method (TRE (mm) Mean ± Std. Dev. and Median) operating on the lungand lesion-centered ROI. Recall that the Case 12 lesion was located within the same lung
as the Case 11 lesion, however all landmarks were centered around the Case 11 lesion;
hence the deformable registration operating on the Case 11 lesion-centered ROI cannot be
evaluated using the landmarks surrounding Case 11.)

TRE (mm)
Rigid Intensity
Rigid Feature
Affine Intensity
Affine Feature
Non-Rigid
Rigid LSE

Lung ROI
µ±σ
Median
2.57 ± 1.85
2.04
2.22 ± 1.19
1.98
1.82 ± 1.27
1.43
1.95 ± 1.64
1.44
1.17 ± 1.18
0.80
1.63 ± 1.14
1.34

Lesion ROI
µ±σ
Median
1.83 ± 1.33
1.41
1.72 ± 1.29
1.35
1.42 ± 1.13
1.07
1.47 ± 1.22
1.10
1.14 ± 1.25
0.80
1.53 ± 1.16
1.22

significantly more accurate (p = 0.0000) than the rigid registration (2.57 ± 1.85 mm).
For the lesion-centered ROI, a similar trend was observed based on a 1.42 ± 1.13 mm
affine TRE vs. a 1.83 ± 1.33 mm rigid TRE, with statistical significance (p = 0.0041).

Figure 2.7: Rigid (red) vs. affine (blue) median TRE for intensity-based registrations
operating on the lung-centered ROI (left) and lesion-centered ROI (right).

Fig. 2.8 compares the feature-based rigid vs. affine registration. For the lungcentered ROI registration, the affine TRE (1.95 ± 1.64 mm) was not significantly
different (p = 0.0865) from the rigid TRE (2.22 ± 1.19 mm). Similarly, for the lesioncentered ROI registration, the affine TRE (1.47 ± 1.22 mm) was not significantly
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different (p = 0.3405) from the rigid TRE (1.72 ± 1.29 mm). Note that when Case
9 is excluded from the statistic, the affine feature-based TRE is significantly more
accurate than the rigid registration. This challenging case featuring a malignant
nodule attached to the chest wall with significant progression between the scans was
posed difficulties in identifying reliable fiducials, and it therefore may be considered
an outlier when evaluating the lesion-centered ROI.

Figure 2.8: Rigid (red) vs. affine (blue) median TRE for feature-based registrations for
lung-centered ROI (left) and lesion-centered ROI (right).

Fig. 2.9 compares the affine intensity-based vs. affine feature-based registration. For the lung-centered ROI, there was no statistical significance (p = 0.9668)
between the feature-based (1.95 ± 1.64 mm) and intensity-based affine (1.82 ± 1.27
mm) registration TRE. Similarly, for the lesion-centered ROI, there was no statistical
significance (p = 1.0000) between the feature- (1.47 ± 1.22 mm) and intensity-based
affine registration TRE (1.42 ± 1.13 mm).
Fig. 2.10 compares the affine feature-based registration to the deformable (SyN)
intensity-based registration, as well as the rigid landmark-based least squared fit.
When operating on the lung-centered ROI, significant statistical differences (p =
0.0000) were observed between the deformable registration (1.17 ± 1.18) and featurebased affine registration (1.95 ± 1.64), as well as between the rigid LSE (1.63 ±

86

Figure 2.9: Affine intensity-based (red) vs. affine feature-based (blue) registrations median
TRE for lung-centered ROI (left) and lesion-centered ROI (right).

Figure 2.10: Affine feature based (red) vs. deformable (blue) median TRE for lung-centered
(left) and lesion-centered (right) ROI registration. Also shown is the landmark-based rigid
least squared fit TRE (black) treated as control. Note that since the Case 12 lesion was
located within the same lung, but remote from the Case 11 lesion, and all selected landmarks
were in the vicinity of the Case 11 lesion, the deformable registration operating on the Case
12 lesion-centered ROI could not be evaluated. Hence, this figure only illustrates the median
TRE achieved across 11 cases under feature-based affine, deformable and rigid least square
fit registration.

1.14) registration and the feature-based affine registration (p = 0.0194). However,
for the lesion-centered ROI registration, the deformable TRE (1.14 ± 1.25) was not
significantly different (p = 0.0711) from the feature-based affine TRE (1.47±1.22), but
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significantly different (p = 0.0082) from the rigid least squared fit TRE (1.53 ± 1.16)
treated as control. Lastly, there were no significant differences between the featurebased affine and rigid LSE fit (p = 1.000). It should be noted that the deformable
lesion-centered ROI registration for the Case 12 lesion could not be evaluated, as
Case 12 represents a second nodule within the same lung as Case 11, but all selected
fiducials were proximal to the Case 11 nodule.

Figure 2.11: Cases 1-8 and 10-11 - box-plots of the distances between selected landmarks
before and after each step of the registration pipeline for the lung- and lesion-centered ROI
registration, as well as the rigid and affine with projective transformations as the landmarkbased controls. Note that Case 9 and 12 lesions are shown separately.
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Fig. 2.11 shows the achieved TRE under both lung- and lesion-centered ROI
registrations vs. the residual error following “best fit” landmark-based rigid and
12 DOF least squared transformations. This figure shows the overall advantage of
the lesion-centered ROI over the lung-centered ROI, the advantage of affine over
rigid registration, as well as the benefit of feature-based over the intensity based
registration, including deformable registration.

Figure 2.12: Cases 11 and 12 lesions – the two non-overlapping lesions located in the
same lung. Box-plots of the distances between selected landmarks before and after each
step of the registration pipeline for the lung- and lesion-centered ROI registration, as well
as the rigid and affine with projective transformations as the landmark-based controls.

Fig. 2.12 specifically addresses Cases 11 and 12 — the two non-overlapping lesions located in the same lung, with fiducials only available in the vicinity of lesion
11, but not 12. Different regions within the same lung yield different global transformations; hence the lesion-centered registration focused at lesion 11 yields a better
TRE than the lung centered registration, but its effects do not propagate as far as
lesion 12, once again confirming the benefits of lesion-centered vs. lung-centered ROI.
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According to our study, all registration methods performed best on the lesioncentered ROI. Moreover, all affine registration methods, intensity- and feature-based,
yielded better accuracy than their rigid counterparts, and the affine feature-based
registration method was comparable to the intensity-based deformable registration.
Lastly, the affine feature-based registration method yielded slightly better TRE than
the control TRE estimated by rigid least squared fit.

2.3.2

Visual (Qualitative) Image Registration Evaluation

To visualize the registration results, we generated subtraction images i.e., initial
(fixed) image minus the registered follow-up (moving) image from the lesion mid-slices
after each step of the registration pipeline. As mentioned earlier, subtraction images
were shown to be efficient when assessing nodule growth-rate and reducing variability
according to [13].
Figures 2.13 - 2.15 show subtraction images for all registration steps. Fig. 2.13
shows the subtraction images for the least problematic lesion (Case 10) for lesioncentered ROI registration; note that both the affine and deformable registrations
yielded similar visual results.
Fig. 2.14 and Fig. 2.15 show the subtraction images for Case 3 – an average
case — for both lesion- and lung-centered ROI registration, respectively. These images
provide a visual interpretation of a ∼ 0.4 mm TRE difference between the featurebased affine and deformable registration.
In addition, since the lung lesions are inherently three dimensional, Fig. 2.16
shows the meshes consisting of the lung surfaces and the attached vessels from the
lesion-centered ROIs. The initial (fixed) mesh is shown in red and the registered
follow-up (moving) mesh is shown in blue. Successful registration implies consistent
alignment of the meshes i.e., both the lung boundaries and branching blood / air
vessels, portrayed as consistent blending of or minimum distance between the red
and blue features in the co-registered meshes. Conversely, predominant separated red
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Figure 2.13: Case 10 — least challenging lesion: visual assessment of lesion-centered
ROI registration showing the subtraction images at each step in the registration pipeline. a)
centroid alignment; b) intensity-based rigid registration; c) feature-based rigid registration;
d) landmark-based rigid transformation; e) intensity-based affine registration; f) featurebased affine registration with black box around the lesion; g) deformable registration with
black box around the lesion; h) landmark-based affine with projective transformation with
misalignment caused by the projective components.

or blue regions suggest sub-optimal registration. In addition, it is worthwhile noting
that global feature-based registration cannot blend the meshes locally, but minimizing
the global distance between the meshes.
While the deformable registration provides blending between the meshes and
achieved a registration accuracy of 0.8 mm median TRE comparing to 1.2 mm for
the affine feature-based and intensity-based lesion-centered ROI registration, these
improvements are insignificant. The mesh alignment using the feature-based affine
registration is better than landmark-based rigid registration and is very similar to the
deformable alignment. Similarly, as shown in the subtraction images (Fig. 2.14f-g),
the lesion change is very similar following both the affine and the deformable registration, respectively. This shows the visual insignificance of the 0.4 mm (sub-voxel)
improvement in the median TRE. Moreover, the improved visual registration following deformable registration may be due to the deformable registration algorithm
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Figure 2.14: Case 3 — a common lesion: visual assessment of lesion-centered ROI
registration showing the subtraction images at each step in the registration pipeline: a)
centroid alignment; b) intensity-based rigid registration; c) feature-based rigid registration;
d) landmark-based rigid transformation; e) intensity-based affine registration; f) featurebased affine registration with black box around the lesion; g) deformable registration with
black box around the lesion; h) landmark-based affine with projective transformation. Note
that the landmark-based rigid transformation serves as a control since the projective components of the 12 DOF transformation caused a failed alignment (depicted by the projective
transformation effect visible around the lung boundary), despite the lower TRE computed
across the fiducials.

deforming the moving image beyond realism, making it look too similar to the fixed
image. The risk of non-realistic deformations is caused by the attempt to reduce
image dissimilarity during registration subject to the chosen regularization method,
transformation space, selected solver, the weighting of the objective terms or any
parameters that are inherent to the complexity of the deformable registration.

2.3.3

Effects of Including vs. Excluding the Lesion Region

As described in the Methods section, we also investigated the effect of including vs.
excluding the lesion region on the global transformation and also on the deformable
registration that is highly dependent on the global results and on the density of the
B-spline control points. Case 9 lesion, featuring a large malignant nodule exhibit-
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Figure 2.15: Case 3 — a common lesion: visual assessment of lung-centered ROI registration showing the subtraction images at each step in the registration pipeline. a) centroid alignment; b) intensity-based rigid registration; c) feature-based rigid registration; d)
landmark-based rigid transformation; e) intensity-based affine registration; f) feature-based
affine registration with black box around the lesion; g) deformable registration with black
box around the lesion; h) landmark-based affine with projective transformation. Note that
the landmark-based rigid transformation serves as a control since the projective components of the 12 DOF transformation caused a failed alignment (depicted by the projective
transformation effect visible around the lung boundary), despite the lower TRE computed
across the fiducials.

ing significant progress according to the clinicians, was the one that demonstrated
the greatest effect of excluding vs. including the lesion region from the similarity
computations.
The landmark-based rigid transformations provided optimal rigid alignment in the
lesion region, which was expected given the concentration of the selected landmarks
at this specific location. Fig. 2.17 and Fig. 2.18 show that the exclusion of the
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Figure 2.16: Visual assessment of the lesion-centered ROI registration showing the lung
meshes (the initial (fixed) mesh is in red and the follow-up (moving) mesh in blue) for
Case 3 lesion: from left to right: centroid alignment; feature-based affine registration;
deformable registration, and landmark-based rigid transformation.

lesion region does not improve the surrounding registration, but rather increase the
TRE associated with the intensity-based registration. Furthermore, when the global
(rigid and affine) intensity-based registration is less accurate, it also leads to higher
deformable TRE. On the other hand, the same figures clearly show that both the
feature-based rigid and affine registrations are much more robust and less susceptible
to the inclusion or exclusion of the lesion than their intensity-based counterparts. This
illustrate the registration robustness when removing image clues edges vs. intensities
within the lesion mask.
Fig. 2.19 show the subtraction images post-registration while excluding vs. including the voxels corresponding to the lesion from the registration domain. Note that
when including the lesion region, both the rigid and affine intensity-based registrations results were closer to the control registration results (i.e., rigid landmark-based
least square fit), as the inclusion of lesion voxels provides access to additional image
information that aids the registration.
Fig. 2.20 shows, for Case 9, the difference between the intensity-based registration results when the lesion mask is used to either include or exclude the lesion voxels
from the registration domain. The lung mesh corresponding to the lesion-centered
ROI follow-up (moving) image is shown in blue and the mesh corresponding to initial (fixed) image is shown in red. Here we illustrate the mesh alignment following
centroid alignment, rigid, affine, and deformable intensity-based registration, as well
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Figure 2.17: Case 9 when including lesion voxels - box-plots of the distances between
selected landmarks before and after each step of the registration pipeline for the lung- and
lesion-centered ROI registration, as well as the rigid and affine with projective transformations, landmark-based controls.

as following the control landmark-based rigid least squared fit transformation. These
figures show that a poor initialization via rigid registration, when the lesion voxels
are excluded from the registration domain, cannot be corrected by the subsequent
registration steps, as suggested by the mask alignment when excluding the lesion
voxels. However, when the affine registration is optimal and yields a mesh alignment
similar to that achieved using the rigid LSE control transformation, as achieved when
including the lesion voxels, it then leads to a subsequently more reliable deformable
registration. When the lesion voxels are included in the registration domain, the
rigid registration is very similar to the LSE control transformation, whereas, when
the lesion is excluded, the rigid registration is much different from the control, as are
the subsequent registration results, including the affine and deformable registration
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Figure 2.18: Case 9 when excluding lesion voxels - box-plots of the distances between
selected landmarks before and after each step of the registration pipeline for the lung- and
lesion-centered ROI registration, as well as the rigid and affine with projective transformations, landmark-based controls.

results. Compared to the intensity-based registration, the feature-based registration
was not affected by inclusion or exclusion of the lesion region, even for the case featuring the largest lesion (Case 9). This illustrates the robustness of the feature-based
registration over the intensity-based registration.

2.4

Discussion

In this chapter we conducted a head-to-head comparison between several registration algorithms tested on twelve lesions from ten patient CT image pairs and operating
on a lung- or lesion-centered region of interest (ROI), including or excluding the lesion
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Figure 2.19: Case 9 featuring most challenging lesion: visual assessment of lesioncentered ROI registration showing the subtraction images at each step in the registration
pipeline. In the upper black box: excluding, and in the lower black box includingthe
lesion voxels from the similarity. a) centroid alignment; b) intensity-based rigid registration;
c) feature-based rigid registration; d) landmark-based rigid transformation; e) intensitybased affine registration; f) feature-based affine registration with black box around the
lesion; g) deformable registration with black box around the lesion; h) landmark-based
affine with projective transformation. Note that the landmark-based rigid transformation
serves as a control since the projective transformation caused a failed alignment, despite
the lower TRE of the fiducials.
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Figure 2.20: Visual assessment of the lesion-centered ROI registration showing the lung
meshes (the initial (fixed) mesh in red and the follow-up (moving) mesh in blue) for Case 9
lesion while including and excluding the lesion voxels from the registration domain at several stages of the pipeline: centroid alignment, landmark-based rigid least squared transform
(i.e., control registration), and intensity-based rigid, affine and deformable registrations.

from the registration domain.
Our findings suggest that while deformable registration may be viewed as the preferred technique for longitudinal lung nodule follow-up studies thanks to its added
accuracy, visual assessment of the digitally subtracted image shows minimal differences between the registered images by the affine and the deformable registrations,
despite their ∼ 1.47 mm and ∼ 1.14 mm mean TRE, respectively.
The building blocks of the deformable registration, specifically the regularizer,
solver, and selected weighting factors, significantly influenced the results. Moreover,
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while there is no regularization term that can guarantee to extract and render the
actual deformation, the optimal regularizer may only control the properties of the
deformation field to achieve smoother results, as previously confirmed by Werner et
al. ([18]).
Finding an optimal solver to guarantee convergence to a global minimum rather
than local minima is still challenging, not only for intensity-based deformable registration, but also for the feature-based affine registration, as due to the non-convex
behavior, small changes in the input may cause large changes in the output. Therefore,
we employed an optimization-free method to initialize our rotation and translation
parameters.
In addition, in the effort to estimate the true deformation of the background
lung tissue, we also explored the effect of including or excluding the lesion from the
registration domain on four of the twelve cases. Our study showed no significant
difference between including and excluding the lesion, except for one case featuring a
very large (> 3 cm) solid portion. This difference was caused by the lack of sufficient
image clues for accurate registration when excluding a large region from the small
lesion ROI. As evident from Fig.

2.17 and Fig.

2.18, the lung-centered ROI

registration results were not affected by the inclusion/exclusion of the lesion region.
On the other hand, affine feature-based registration does not require segmentation
of the lesion, hence further simplifying the workflow by eliminating the additional lesion segmentation and masking step. The feature-based rather than intensity-based
registration was also preferred to avoid image-inherent noise, which was “filtered out”
during monogenic filtering, along with the small edges (associated with higher frequencies), only maintaining the meaningful, representative edges. While different
frequency thresholds and edge strength parameters generate images featuring different edges, a distance metric is still preferred to other similarity metrics, as it is
sufficiently robust to provide accurate registration even in absence of corresponding
edges. Furthermore, instead of using edge images that contain features reconstructed
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using monogenic filtering, similar or better performance could be achieved by registering lung images that contain segmented pulmonary vessels as real features. However,
this technique would first require a pulmonary vessel tree segmentation from both
the initial and follow-up CT scans.
Table 2.4: Summary of registration performance (Mean ± Standard Deviation (minutes))
achieved using lung- and lesion-centered ROI across all cases.

Rigid Registration
Affine Registration
Deformable Registration

357x248x455
Intensity
Edge
122.8 ± 20.5 45.0 ± 1.1
119.0 ± 10.3 8.0 ± 10
245.0 ± 40.0
NA

144x152x93
Intensity
Edge
2.4 ± 3.2
2.3 ± 1.5
1.3 ± 2.3
0.7 ± 1.5
17.2 ± 10.2
NA

Table 2.4 summarizes the computational performance of each registration algorithm (rigid, affine, and deformable) on average sizes of lung- and lesion-centered
ROIs. The experiments were conducted on a Windows 7 64 bit PC featuring a 3.6
GHz Intel CPU with 32 GB RAM using non-optimized MATLAB code featuring a
three and five pyramid-level approach for the lesion- and lung-centered ROIs, respectively. We chose relatively small tolerance values (i.e., 10−12 ) for the changes in
both the objective function and parameter values, to ensure ideal stopping criteria
at the expense of longer processing times. When limiting the maximum number of
iterations and using higher tolerance values (i.e., 10−6 ), the performance times were
significantly reduced, approaching 17 min for the intensity-based registration and 2
min for the feature-based registration operating on the lung-centered ROI. While further improved performance can be achieved for both the intensity- and feature-based
affine registrations, here we focused on achieving the best accuracy. Nevertheless, the
feature-based implementation will always require less computation than its intensitybased counterpart.
Although the feature-based affine registration is less accurate by ∼ 0.3 mm according to the median TRE and ∼ 0.4 mm according to the mean TRE than the
deformable registration, no statistically significant difference (p = 0.0711) was re-
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Figure 2.21: Visual assessment of the lesion-centered ROI registration for the clinical cases
featuring no nodule changes. Initial and follow-up lesion-centered ROI in the mid-slice
image, followed by the subtraction image post centroid alignment and post feature-based
affine registration. Gray regions infer no change, while black and white regions suggest
changes.

ported by the multi-comparison statistical tests. Moreover, this residual error is not
physically relevant, not only because the difference in TRE was on the order of the
in-plane resolution of the clinical quality CT images, but such errors are also too
small to be visually noticeable in the actual images, as shown in the visual inspection
evaluation section, and also confirmed by our radiologists. Furthermore, the need for
improvement is minimal, as the SyN median TRE is already less than 1 mm, which
is optimal according to previous studies ([18]) and also lower than the user variability
associated with the fiducial selection, quantified via the residual error following the
rigid landmark-based least square fit, assuming the vessels deformed rigidly.
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Lastly, it is worthwhile noting that while the overall registration results provided
by the feature-based affine and intensity-based deformable registration methods are
neither statistically significant in terms of registration accuracy, nor visually significant in terms of the image information, the implementation efficiency, computing
time, and reduced susceptibility to registration artifacts render the feature-based
affine registration as an overall more effective technique for this application.

Figure 2.22: Visual assessment of the lesion-centered ROI registration for the clinical cases
featuring new or transient nodules. Initial and follow-up lesion-centered ROI in the mid-slice
image, followed by the subtraction image post centroid alignment and post feature-based
affine registration. Gray regions infer no change, while black and white regions suggest
changes.

It is also worth mentioning that previous study ([12]) required a minimum difference of ∼ 1.72 mm change in the maximal lesion diameter between the initial and
follow-up scans confirmed by two radiologists in order to render a particular lesion
as progressive. Based on these criteria, our proposed feature-based affine registration
operating on both the lung- and lesion-centered ROI provides an accuracy better than
1.72 mm.
As a first attempt to demonstrate clinical relevance and utility, we conducted a
pilot study involving a collaborating radiologist. The study was designed to com-
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Figure 2.23: Visual assessment of the lesion-centered ROI registration for the clinical cases
featuring slight nodule changes. Initial and follow-up lesion-centered ROI in the mid-slice
image, followed by the subtraction image post centroid alignment and post feature-based
affine registration. Gray regions infer no change, while black and white regions suggest
changes.

pare the nodule changes assessed using the clinical standard of care (i.e., analysis of
the initial and follow-up images) versus using the digital subtraction images postregistration (i.e., post centroid alignment and post feature-based affine registration).
We presented the radiologist with either the mid-slice lesion-centered ROI images
of the initial and follow-up CT scans, or the digital subtraction image of the lesions
following feature-based affine registration. The twelve cases were presented in random
order and the radiologist was asked to classify each case in one of the four categories
— no nodule change, new or transient nodule, slight nodule change, or significant
nodule change — under each of the two assessment methods.
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Both assessment methods (side-by-side initial and follow-up scan visualization and
post registration digital subtraction image) yielded consistent nodule classification
across all twelve cases, hence confirming the utility of the digital subtraction images
for clinical decision making. In addition, the radiologist also states that the postregistration digital subtraction images eliminated the need to perform any lesion
measurements to assess nodule changes, hence confirming the findings of the previous
study ([13]) that reported the benefit of using digital subtraction images to assess
nodule growth-rate.
Figures 2.21 - 2.24 show the mid-slices containing the lesion-centered ROI of
the initial and follow-up CT scans, as well as the digitally subtracted images after
centroid alignment and feature-based affine registration for all twelve cases. Moreover,
the cases were organized according to the extent of the changes detected by the
radiologist, as follows: no nodule changes (Case 5, 6 and 10), new or transient nodules
(Case 2 and 3), slight nodule changes (Case 1, 4 and 11), and definite nodule changes
(Case, 7, 8, 9 and 12).

2.5

Conclusion and Future Work

In this chapter, we have implemented a step-wise registration pipeline for aligning
initial and follow-up CT images with the overall goal to investigate the most feasible registration technique that maximizes alignment accuracy without inducing any
false negative deformation patterns in the lesion region that may compromise lesion
progression assessment. We compared the selected registration on two ROIs after
segmentation and separation of the lungs. We also evaluated the effect of including
or excluding the lesion voxels from the registration domain, which first requires an
additional lesion segmentation step. A new distance similarity metric was formulated,
implemented and evaluated using edge images generated using monogenic filtering.
We analyzed the registration results at each stage of the pipeline both quantita-
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Figure 2.24: Visual assessment of the lesion-centered ROI registration for the clinical cases
featuring significant nodule changes. Initial and follow-up lesion-centered ROI in the midslice image, followed by the subtraction image post centroid alignment and post featurebased affine registration. Gray regions infer no change, while black and white regions suggest
changes.

tively, according to the TRE estimates across 30-50 homologous landmarks selected
by two radiologists and surrounding the lesions in all image pairs, as well as qualitatively, by visual inspection of the difference images prior to and after registration.
Our study suggested that the feature-based affine registration was the most appropriate technique for lung image registration, in light of its computational efficiency
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— 20.0 ± 1.6 min vs. 245.0 ± 40.0 min computing time for feature-based affine vs.
deformable registration operating on the lung-centered ROI and 3.4 ± 0.5 min vs.
17.2 ± 10.2 min computing time for feature-based affine vs. deformable registration
operating on the lung-centered ROI — and minimal compromise on registration accuracy — 1.44 mm vs. 0.80 mm median TRE for feature-based affine vs. deformable
registration operating on the lung-centered ROI and 1.10 mm vs. 0.80 mm median
TRE for feature-based affine vs. deformable operating on the lesion-centered ROI
registration.
Lastly, we also conducted a preliminary clinical demonstration of how the proposed feature-based affine image registration technique may be used to present the
radiologist with a digital subtraction post-registration image that leads to similar
clinical decision making as the current clinical standard of care involving side-byside visualization of the initial and follow-up scans, however eliminating the need to
perform any measurements of the lesion dimensions.
Future work may focus on extending the study to include additional lung imaging
data, as well as append other registration techniques to the analysis in the effort
to perform a more in-depth head-to-head comparison of the top-rated lung image
registration methods. Specifically, one tentative approach is the registration of the
vessel segmentation maps using the distance metric, similar to the technique proposed
here for our feature-based registration. Lastly, we plan to also extend the clinical
evaluation and demonstration study to include additional cases, as well as additional
radiologists, which will help us emphasize the robustness and impact of correcting
for the background lung tissue deformation, as well as the benefit of using postregistration digital subtraction images prior to assess the true nodule changes due to
disease.
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Chapter 3
Automated, Anatomical
Feature-based Reconstruction of
Full Length Weight Bearing X-ray
Panoramas for Hip-Knee-Ankle
Axis Deformity Assessment
This chapter describes the development, implementation and validation using retrospective clinical patient data of a fully automated, marker-less, anatomical featurebased registration method to reconstruct X-ray standing panorama images from multisector X-ray images for assessment of long limb alignment and hip-knee-ankle axis
deformity.1
1

This work has been adapted from BenZikri YK, Bauk K and Linte CA. Marker-Free Registration Method for Standing X-ray Panorama Reconstruction for Hip-Knee-Ankle Axis Deformity
Assessment. Computer Methods in Biomechanics and Biomedical Engineering: Imaging and Visualization. Submitted: April 2017. Preliminary developments of this work have presented at the
SPIE Medical Imaging Symposia in 2016 and 2017 and appear in the SPIE Digital Library as: BenZikri YK, Mendez S and Linte CA. Anatomical-based registration of multi-sector x-ray images for
panorama reconstruction. Proc. SPIE Medical Imaging 2017: Biomedical Applications in Molecular, Functional and Structural Images. Vol. 10137. Pp.: 101370H-101370H-11. 2017 and Miller L,
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3.1

Introduction

The presence of knee mal-alignment or deformity is one of the first indicators of
arthritic conditions that require further disease management or interventional treatment. Knee alignment depends on the geometries of the long bone and the surfaces
of the femur and tibia. The measurements of the alignment used for assessing the
affect of the arthritic condition on the knee joint. In addition, these measurements
are also fundamental to various aspects of musculoskeletal research, as there is significant interest in frontal plane alignment measures to assess the pathogenesis of knee
osteoarthritis (OA). However, high angular deformity limits the effectiveness of the
therapy and/or accelerates the progression of OA regardless of the treatment.
The standard of care for assessing axial deformity of the knee and mechanical
lower limb axis entails the measurement of the hip-knee-ankle angle (HKA), which
provides a measure of the knee varus or valgus malalignment. Moderate knee varus or
valgus malalignment is characterized by an HKA angle ranging from 2◦ to 10◦ ([1]).
Too much angular deformity will tend to overload one compartment of the knee,
either limiting the effectiveness of the therapy, or accelerating the progression of OA
regardless of the treatment ([2]). As such, the HKA angle is used in most studies as
the threshold — typically between ±7◦ to ±10◦ — for including or excluding patients
in clinical trials. The knee deformity threshold depends on the design of the trial and
the nature of the therapy being studied.
The orientation of the knee is best described by the mechanical axes of the bones.
The mechanical axis of the femur (FM) is the line from the center of the femoral
head running distally to the mid-condylar point between the cruciate ligaments ([3]).
Similarly, the mechanical axis of the tibia (TM) is the line that joins the center of
the tibial plateau to the distal center of the tibial plafond ([4]). The angle between
Trier C, Ben-Zikri YK and Linte CA. Automated reconstruction of standing posture panoramas from
multi-sector long limb x-ray images. Proc. SPIE Medical Imaging 2016: Biomedical Applications in
Molecular, Structural, and Functional Imaging. Vol. 9788. Pp.: 97880B-97880B-11. 2016.
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the distal extension of the FM and the TM is the HKA angle ([5, 6]).
When the HKA angle approaches 180◦ , the FM and TM are collinear and coincident with the line of ground reaction force passing from the ankle to the hip (i.e.,
the load-bearing axis (LBA)), rendering a neutrally aligned limb, [7] (Fig. 3.1B).
In varus cases, on the other hand, the knee center is lateral to the LBA axis (Fig.
3.1A), whereas in valgus the knee center is medial to the LBA axis (Fig. 3.1C).
As a convention, HKA = 0◦ for neutral alignment, varus deviations are negative and
valgus deviations are positive. Based on general observations varus leads to more severe knee damage, hence the association of varus angles with the negative convention
([7]).

Figure 3.1: Common frontal plane lower limb alignment patterns. A. Varus alignment: knee
center is lateral to the LBA (HKA angle is defined as negative); B. Neutral alignment: knee
center is located on the LBA (HKA angle is 0◦ ) and femoral and tibial mechanical axes are
collinear; C. Valgus alignment: knee center is medial to the LBA (HKA angle is defined as
positive). Definition of terms: LBA - load-bearing axis; HKA angle: hip-knee-ankle angle;
FM - femoral mechanical axis; TM - tibial mechanical axis. Figure adapted from [7].

The HKA angle is traditionally measured on a full length weight-bearing (FLWB)
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X-ray of an individual in standing position. Since the measurements are based on the
mechanical axes, it is self evident that the shorter the knee view, the greater the risk
of missed deformity, therefore requiring a standing X-ray panorama for proper axis
assessment ([8]).
The major limitation to using full standing X-ray panoramas is that standard
X-ray scanners are unable to capture images of an individual’s standing posture in a
single exposure primarily due to the limited size of the X-ray detector. Additionally,
the acquisition of FLWB X-ray images requires special equipment that is not available in most centers. Carestream Inc. has developed one of the most robust current
applications available for constructing standing panoramas ([9]). Their application
is bundled into their DirectView DR Long-Length Imaging System and enables the
acquisition of a digital image of the patient in a standing posture position using a
source tilting method to properly align subsequent image frames. Their proposed
approach does not follow the traditional translation approach due to parallax distortion, but rather employs anatomical edge features along with the added markers,
assumed rigidly positioned relative to the anatomy, to create the final panoramic image. A similar solution is available through the RADspeed safire imaging system of
Shimadzu ([10]), but, similar to Carestream’s solution, this application is limited to
the their system and is currently not available independently of their equipment.
More recently, [11] compared two methods for the HKA angle measurement evaluated only on standard X-ray images of the knee and concluded that the correlation
between the gold-standard and the best of the two proposed methods was only moderate, hence suggesting the need for a FLWB X-ray image.
The traditional approach to generate FLWB panorama images typically entails
the stitching of three sector images (hip, knee and ankle) by aligning each of the four
image pairs (i.e., the left- and right-sided hip-knee and knee-ankle images). However,
given that the images are acquired sequentially and the leg opening of the standing
patient may vary for each sector acquisition, the stitching process is not only time
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consuming, but also may be subject to reader-induced error and susceptible to user
variability.
The overall goal of computer-aided diagnosis systems is not only to increase workflow efficiency, but also to increase consistency, precision, and automation, while
reducing user bias and intra-observer / inter-observer variability. Compared to the
process of selecting the required points for the mechanical axes, the process of the
manual stitching is more prone to variability and human error, especially when the
overlap boundary is within the shaft region of the femur, which exhibits minimal
distinctive features. One study showed an excellent agreement between the manual and semi-automated measurements for the lower limb alignment, the latter of
which prompted the reader to identify ten femoral and tibial bone landmarks subsequently used to automatically derive the angular and linear measurements ([12]).
Another study measuring the inherent intra-observer variability for the HKA angle
on the standing panorama radiographs showed the reliability of the semi-automated
measurements relative to the manual, user-annotated measurements ([13]). Therefore, our focus is on developing an automated stitching application, to utilize the
semi-automated tools for HKA angle computation, which will reduce both intra- and
inter-observer variability.
The standard approach toward facilitating the stitching of the multi-sector images
is to place external registration markers prior to image acquisition on the patient’s
clothing. To date, automatic detection algorithms have been implemented to isolate
markers, such as rulers, placed behind the patient, and align these images based on
the markers only ([14, 15]). These approaches solely take the marker into account
and assume no difference in translation between the left and right limbs.
However, the basic challenge with marker based alignment is that when employing
a marker which is not at the same distance from the X-ray source as the bone, a
method must explicitly account for parallax. As such, the translation estimated
using the marker needs to be scaled in order to correctly align the bone. This is the
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approach taken by [16]. In their work, the estimation of the scaling factor required
that the user manually identify corresponding bone contours, an approach which we
prefer to avoid.
Other approaches, which are marker-free, have led to applications that focus on
aligning the visible edges of the cassettes, a process which requires prior planning
([17]). This method can be applied only when the sub-images are exposed simultaneously and all the screen edges are completely visible in the acquired sub-images. The
intent of both marker-based and cassette edge-based techniques is to use these features that appear in both the lower and upper sector image to assist with the sector
image alignment when reconstructing the standing panorama, under the assumption
that the position of the features remains unchanged between the acquisitions of the
subsequent images. Once the images are captured, trained radiologists must carefully
align the markers within an acceptable range for proper stitching.
While the marker-based approach is acceptable in theory, the marker position
rarely stays unchanged during the sequential sector image acquisition. A good example is the dataset we employ in this study, which consists of 95 retrospective patient
datasets collected as part of a multi-site clinical trial focused on patient screening
according to their HKA angle measurements. While the majority of these sites used
different X-ray energy, acquisition protocols and external markers during the image
acquisition, the use of these markers for automated registration proved unsuccessful
due to marker multiplicity or absence and movement relative to the patient. The
movements are primarily caused by the external markers being placed on the patient
legs in an inconsistent and unreliable way or on clothes which can move independently of the patient. Therefore, a method that only relies on anatomical structures
is preferable and will better fit within clinical practice.
To avoid the reliance on external markers to assist with the stitching process, the
anatomical features present in the X-ray images represent the only indicators that
can be employed for proper alignment. Nevertheless, the heel effect effect ([18]), due
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to which where the image intensities vary from the top towards the bottom of the
image due to the attenuation of rays going through the anode, causes the femural
region in the top sector image to have a different intensity in the middle sector image,
and similarly for the tibial region in the middle sector image vs. lower sector image.
These contrast variations between the appearance of the bone, flesh, and background
(Fig. 3.2) make accurate bone identification and segmentation a challenging task.
A first consideration may be to employ traditional intensity-based registration
techniques for multi-sector X-ray panorama image reconstruction. However, stitching
the sector images using intensity- or feature-based registration is not efficient because
of the potentially small overlap region and the inconsistent image appearance. This
short-coming directly hampers the segmentation of the bones, as well as the clear
and continuous identification of bone edges within the potential overlap region that is
critical for sector image compositing. In order to segment the bones in the presence
of an appearance changes between the images, a shape constraint may be used, such
as an active shape model (ASM) and/or active appearance model (AAM) ([19]), that
makes use of training data for the model. The robust AAM method described in [20]
did not perform well on our data, especially when employed for femur segmentation,
because of convergence to local minima during the matching process, high variability
in the appearance of the bones relative to the background, and the partial appearance
of the bones (less than 50 %) in the knee image.
As an alternate approach, our previous work, described in [21] demonstrated the
use of intensity-based image registration following image de-noising and Sobel edge
detection ([22]). However the described method only performed reliably on less than
50% of the data. Similarly, we evaluated another intensity-based registration approach implemented via two registration steps using the SimpleITK toolkit ([23]).
The first step consisted of an initial registration by an exhaustive search of the maximum normalized cross correlation (NCC) on a coarse grid within the potential overlap
region. The second step entailed the final registration using pyramid levels, NCC with
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20% sampling rate, and gradient descent optimizer. For both steps, we enforced the
constraint of both the left and right limb vertical translations be equal. While this
approach yielded acceptable results in terms of bone alignment, but only on 30 of
95 tested datasets. Hence, our attempts involving an intensity-based registration or
active shape and/or appearance modeling techniques for bone segmentation and registration did not work across the collected data, mainly because of the large variations
encountered in clinical practice. These include significant intensity variations between
sector images of the same anatomy and the presence of ad-hoc external markers such
as spoons, paper clips, and spherical fiducials, that potentially shift between image
acquisitions.
In response to these ongoing limitations, here we describe an approach that relies
on the detection of bone edges within the sector image overlap area, coupled with with
a one dimensional discrete search approach and a training-free registration technique
to reliably align sector images to build panoramas. Moreover, the proposed method
is fully automatic and does not need to deal with parallax issues as it directly aligns
the anatomy of interest. As an overview, our method focuses on the extraction of
continuous medial and lateral edges of the tibia and femur from the overlapping
region, followed by a distance map-based ([24]) implementation for edge alignment
instead of a traditional optimization-based registration approach. Moreover, while
any of the traditional edge detection techniques, including Sobel, Prewitt, Roberts
or Canny edge detection [25], or even a monogenic filter (local-phase based boundary
detection) [26] may be used, we employed a horizontal second derivative filter to
segment the bone shaft and its edges and retain only the lateral and medial bones
edges.
We describe the implementation of the proposed technique and its evaluation on a
set of 95 highly variable patient X-ray image datasets acquired at ten different clinical
sites using different scanning protocols and energy levels. To assess the performance
of our proposed technique, we compared the automatically generated panoramas to
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the ground truth panoramas manually generated by an expert X-ray technician. In
addition, since these panoramas are used to measure the HKA angle and subsequently
determine whether patients should be included or excluded in the clinical trial based
on their extent of ankle deformity, we compared the HKA angles measured from the
automated panoramas and those measured from the manual panoramas and used the
estimated angles to establish patient eligibility for participation in the clinical trial.
As such, we present both an image processing based validation of the automated Xray panorama generation protocol, as well as a demonstration of the clinical utility
of the proposed method vis-á-vis clinical standard of care.

3.2

Methodology

3.2.1

Imaging Data

Our proposed technique was implemented and demonstrated on a population of
long-limb X-ray datasets provided by Qmetrics Technologies, LLC, Pittsford, NY.
The selected population features a wide variety of image resolutions, marker localization, imaging artifacts, image quality and clinical conditions, hence providing a
heterogeneous mix of scanner types and imaging parameters consistent with challenging clinical cases.

3.2.2

Methodology Overview

In order to generate a panoramic image from multiple 2D sector images, a rigid
registration is required to align the homologous image pairs. Since image rotation is
deemed to only minimally affect the panoramas for patients in standing position, for
the purpose of our application, this rotation is neglected. Therefore, only the horizontal (x-) and vertical (y-) translation pairs for each stitch was needed to construct
the panoramic image.
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Figure 3.2: Illustration of the image stitching procedure which will be discussed next: the
three input images hip, knee and foot for one representative patient (a), the cropped regions
from these images needed to construct the four subsequently registered image pairs (b) and
the final long limb panorama image (c).

Moreover, since the right and left limbs can also move as the patient slightly
changes his/her leg opening between successive acquisitions of the image sectors,
the left and right image stitches needed to be handled separately. Nevertheless,
since the patient remains standing, then the left and right limb vertical translations
(height) must be the same. Fig. 3.2 demonstrates the stitching process which will
be discussed next: (a) shows the three input sector images for one representative
patient, (b) shows the cropped regions with the potential overlap regions needed to
construct the four registered image pairs, and (c) shows the final panorama image.
Each data set includes three individual X-ray images — the hip, knee and foot.
The generated panoramas are constructed from the left and right image alignments
of the upper limb, in which the lower 2/3 of the hip image is the fixed image and
the upper 2/3 of the knee image is the moving image. Correspondingly, for the lower
limb, the lower 2/3 of the knee image is used as the fixed image and the upper 2/3
of the foot image is the moving image, as shown in Fig. 3.2b.
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In order to construct the panorama image that optimally aligns the femur and
the tibia, the method is divided into four stages: 1) edge extraction; 2) retention and
identification of the lateral and medial bones edges; 3) registration of bone edges; and
4) panorama generation and HKA angle measurement.

3.2.3

Stage 1: Edge Detection and Extraction Technique

Detection of the edges in the images: To enhance the cortical bone edges,
we filtered the images with a second derivative filter, a kernel consisting of three 20
mm H x 6 mm W intensity bands (-1, + 2, and -1) (Fig. 3.3b).

Figure 3.3: a) right moving femur image (a); b) vertical second derivative filter; c) output of
image convolution with the aforementioned filter. The resulting image was thresholded using
an intensity value selected according to the cumulative histogram, based on the mean intensity of all pixels within 65% − 95% of the highest intensity. The obtained edges are overlaid
on the moving femur image shown in red (d). Sector image showing the retained/desired
lateral and medial edges (e), obtained by partial segmentation of the bone shaft region,
discussed in Stage 2.

As a result of the second derivative filtering, the intensity differences between
dark-to-bright and bright-to-dark transitions were enhanced (Fig. 3.3c). Based
on the normalized cumulative histogram of the convolved images, we identified the
threshold required to only maintain the bright regions of the filtered image, which
include the bone edges. The optimal threshold was empirically chosen according to
the mean intensity of the pixels within 65% − 95% of the highest intensities. The
resulting binary image shows the edge masks overlaid in red (Fig. 3.3 d) and the
last image shows the acquired medial and lateral femur edges (Fig. 3.3e).
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3.2.4

Stage 2: Identification and Retention of the Tibia and
Femur Medial and Lateral Edges

Bone Mask Initialization: In order to enhance the cortical bone region, we
filtered the images with a step function filter — a kernel consisting of three each is
15 mm x 1 mm binary bands with values +1, 0, +1, (Fig. 3.4b). Note that since
the sum of the filter is not zero, it is not a derivative operation for edge detection.
This filter rather enhances the brightness of the bright regions (Fig. 3.4c). Similar
to Stage 1, based on the normalized cumulative histogram of the convolved image,
we identified the threshold required only to maintain the bright regions of the filtered
image as shown in Fig. 3.4d. Note that the mask might not include the bone
marrow, because of its darker appearance, and might include flesh outside the bone,
depending on the X-ray energy level and bone attenuation.
Partial Segmentation of the Bone Shaft Region: In order include the bone
marrow, we filled the gap in each row - wherever that gap exists and is larger than
one cm, under the assumption that it is bone marrow. Additionally, based on the
length of the shorter side of the cortical bone mask, we truncated the mask as shown
in Fig. 3.4e. The approximately linear straight shape of the shaft region, which is
the region of the mask at minimum width, assumed to be the femur width, is used to
linearly extend the mask and remove the outside regions (Fig. 3.4f ). For the tibia,
since the minimum mask width can be either the tibia, fibula or both, and is therefore
inconsistent, we used the largest region with continuous boundaries to linearly extend
and truncate the sides.
In order to only retain the edges within the bone, we only preserved the edges
that overlapped with the segmented bone shaft, as illustrated in Fig.

3.14a-c,

and retained only the edges that were closest to the medial and lateral boundaries
of the shaft segmentation (Figures 3.14d). Additionally, where the edges were
disconnected, we connected them based on the curvature direction of the femur and
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tibia in the given image. Specifically, we used the coordinates of the center of each
disconnected edge relative to the longest edge to connect the edge regions to match
the generic curve on both sides of the bone and achieve a long and continuous medial
and lateral edge masks for each bone in each of the fixed and moving images.

Figure 3.4: Illustration of the partial segmentation of the bone shaft region: a) the region
of interest (upper 2/3 of the upper-knee sector image); b) the vertical second derivative
kernel; (c) resulting image with enhanced bright regions; (d) resulting bone mask overlaid
onto the original image after thresholding, based on the mean intensity of the pixels within
the 65% − 95% of the highest intensities; (e) filled-in and truncated bone mask and (f) final
bone shaft region obtained by linearly extending the minimum width mask.

In our prior work ([27]), in order to keep only the cortical bone edges in the fixed
and moving images (Fig. 3.5a-b, respectively), we measured the maximum intensity (Imax ) and the difference between the maximum and minimum (Imin ) intensities
within a window of each edge. The chosen window has the same width as the edge
mask and a height of 5 mm - 10 mm and consists of the edges in the lower half of the
fixed image and the edges in the upper half of the moving image. We normalized the
image intensities to a 0 - 1 range and only retained the edges that satisfied the relationship 2Imax − Imin > 1.2, as shown in Fig. 3.5c-d. This selection method aimed
to ensure that only the high intensities features corresponding to the cortical edges
were featured in the window. The edges that satisfied this condition were overlaid
on the fixed and moving images (Fig. 3.5e-f, respectively). However, this approach
proved to not be as reliable as the shaft segmentation, since it depends highly on the
chosen window, and hence yielded a high rate of false positives.
Fig. 3.6 illustrates the summary of the first two stages — the overall rough
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Figure 3.5: Illustration of bone edge retention based on intensities: the region of interest
from the original right lower-knee (fixed) image (a) and the right upper-foot (moving)
image (b); the detected edges overlaid in red and the selected windows to inspect the edge
overlay shown in yellow; bone edges were retained according to the maximum and minimum
intensities within the window (c and d) identified from the lower half of the fixed image (a)
and the top half of the moving image (b); the edges that satisfied the condition are overlaid
onto the fixed (e) and moving (f) images.

segmentation of the femur and the tibia shafts, the extraction of the vertical edges,
and the selection and retention of the lateral and medial edges — and the final edges
featuring constant width (Fig. 3.6g and 3.6n).

3.2.5

Stage 3: Registration and Corresponding Edge Alignment

Identification of Optimal Left and Right Limb Translation Parameters:
After identifying the medial and lateral tibia edges from both the fixed and moving
images, we slide the moving image along the fixed image by incrementally “sliding”
a landmark on the fixed image (the blue dot in Fig. 3.6g and 3.6n) along the
medial bone edge in the moving image. As such, each vertical (y) translation is
accompanied by only one horizontal (x) translation of the fixed landmark along the
medial edge. Therefore, the registration problem is defined as a one dimensional (1D)
alignment of masks along the medial bone edge, as opposed to a 2D image registration,
enabling us to solve a single rather than a two degree of freedom problem. Moreover,
this approach enabled us to avoid the use of an optimization solver, which is highly
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Figure 3.6: Illustration of the overall rough segmentation of the femur and the tibia shafts,
the vertical edges and the selection of the lateral and medial edges. Starting with the
region of interest from the original right femur moving image (a); the outputs of processing
steps are shown: the initial femur mask obtained by filtering and the thresholding (b); the
filled-in and truncated bone mask (c); the linearly extended mask to exclude the non-bone
regions (d); the edge masks obtained via the second derivative vertical filter followed by
thresholding (e); and the edge masks overlapping with the shaft segmentation (f). Image
(g) shows the medial (green) and the lateral (red) edge masks of the right- and left-sided the
fixed and moving femurs. Note that the edges feature constant widths, enabling the use of a
single horizontal translation increment for each vertical translation increment. The selected
blue marker located in the lower region of the medial edge in the fixed image is used as an
encoder for the vertical translation increments. The corresponding images (h)-(n) illustrate
the same steps as shown in (a) - (g) respectively, however applied to the tibia from the
lower-knee and upper-foot sector images.

dependent on the selection of optimal initial translations, otherwise yielding local
minima. We evaluated the objective function for all vertical (y) translation values,
along with their matching horizontal (x) translations values. When re-sampling the
images at 1 mm resolution, there are only 200-300 points along the medial bone edge
at which the similarity metric is evaluated within the potential overlap region.
The chosen objective function is based on the Euclidean distance between the
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moving and fixed edge masks for a given translation pair computed using the distance
map function ([24]), defined as follows: given a subset of metric space Ω ⊂ R2 with
metric, d, ∂Ω denotes the boundary of Ω and x ∈ R2 then the distance function ,f (x),
is defined by:

f (x) =



d(x, ∂Ω) if x ∈ R2 \ ∂Ω

0

(3.1)

if x ∈ ∂Ω

when d(x, ∂Ω) := inf d(x, y),
y∈∂Ω

where inf y∈∂Ω d(x, y) denotes the inf imum of the Euclidean distance between
(x, y). Using this distance function, we implemented an efficient computation of the
distances between the edge points in fix image to the closest edge points in the moving
image and vice-versa. The translation pairs along the medial right and left edges that
yield the minimum distances are chosen. The objective distance function computes
the average distance between the fixed and moving edges per image line:

T ransf erred = T [∂ΩM oving ]
PP
Distf romT ransf erred2F ix = (
f (F ix) T ransf erred)/N r,
PP
Distf romF ix2T ransf erred = (
f (T ransf erred) F ix)/N r,

(3.2)

ED = Distf romT ransf erred2F ix + Distf romF ix2T ransf erred ,
where N r is the number of rows, T [∂ΩM oving ] is the translated moving edge image,
and

denotes the Hadamard Product (an element-wise product of matrices).

Selection of the Optimal Left and Right Vertical Translation Parameter:
As mentioned previously, the left and right vertical translations for the upper and
lower registrations need to be the same when reconstructing the standing panorama,
as the height of the patient estimated from the left or the right limb must stay
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Figure 3.7: Illustration of the right and left limb upper sector image registration: starting
with the distance metric evaluation, the graphs show the average distance metric (y axis
in mm) of the right (blue) and left (orange) limbs for each translation pair (x axis in mm),
as the moving image slides along the medial bone edge (a). Note that in this example, the
left and right minima (marked with a ‘’X”) were very close (121 mm and 122 mm vertical
translation from the top of the fixed image), and the chosen translation value was 122 mm,
as marked with purple ∗). In order to compare the differences after the chosen translation
pair is applied to the moving edge images and to the moving original intensity images, the
fixed (green) and the translated (magenta) images are overlaid with 50% transparency, as
shown in (b) and (c) respectively. Finally, the distance map (green) of the fixed edges is
shown in the upper and lower sections of the overlap region, together with the translated
moving edges in magenta (d).

constant. In the event of different optimal translation parameters resulting from the
left and right limb registration, we evaluate the distance function using the right and
left limbs together as one image (Fig. 3.7b), while assuming that the optimal overall
left and right similarity (i.e., minimum distance) would provide the correct alignment
for both.
Nevertheless, we also tried to use the intensities around the edges by comparing
the Normalized Mutual Information (NMI) [28] around the bone edges. However,
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since there are non-homologous markers placed on the patient and appearing near
the bone edge, the NMI measure in some cases was low even when the bones were
aligned. Fig. 3.7a illustrates the evaluation of the objective function for the femur
registration. Note, that in this example the left and right minima (marked with
yellow X) were very close (i.e., 121 mm and 122 mm from the top of the fixed image,
respectively), and the chosen one was 122 mm vertical translation marked with purple
∗.
In order to compare the differences after applying the optimal translation pair
to the moving edge image and to the moving original intensity image, we overlaid
the translated images (magenta) onto their corresponding fixed images (green) with
50% transparency Fig. 3.7b-c, respectively. Lastly, Fig. 3.7d shows the upper
and lower sections of the fix edges distance map (green) together with the translated
moving edges, overlaid in magenta. Note that the distance map values at the pixels
located at the translated edges are the distances from the fixed edges to the closest
points in the translated edges.
An alternative similarity metric we also tested is based on the DICE coefficient
(measure of the overlap relative to the maximum possible non-overlap) between the
moving and fixed medial edges for a given translation pair. The employed DICE
coefficient is defined by:

DICE =

2(A ∩ B)
,
A+B

(3.3)

where A and B are the areas of the edges in the fixed and the moving images, respectively. The areas used are only within the overlap region of the two sector images
after applying the given translation pair. Using the DICE coefficient, we calculated
the similarity function, which is the sum of the DICE coefficients calculated along the
lower and upper parts of the overlap region. Iterative alignment is achieved by sliding
the medial bone edge from the moving image along the medial bone edge from the
fixed image (Fig. 3.8). The use of the DICE coefficient is based on the overlap and
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Figure 3.8: Illustration of the right and left alignment using the Dice Coefficient as a
similarity metric. Starting with the first row and left-most panel, the fixed image and
corresponding edges (green), moving image edges (magenta) and edge overlap (white), the
graphs of the DICE coefficient (y axis) for the right (blue) and left (orange) limbs for each
translation pair (x axis in mm), as well as the original intensity fixed image (green) and
the translated image (magenta) overlaid with 50% transparency. The second row shows
the iterative alignment achieved by sliding the medial bone edge from the moving image
(bottom left) along the selected landmark (blue) in the medial bone edge of the fixed image
(top left).

non-overlap areas, i.e., binary measure, whereas the distance metric provides a distance weight. Thus, the distance metric outperforms the DICE coefficient, especially
when a slight rotation causes large non-overlap areas.

130

Figure 3.9: The calculated HKA angle based on the automated panorama (left) and the
manual panorama (right).

3.2.6

Stage 4: Automated Panorama Generation and HKA
Angle Measurement

Automated Panorama Generation: To generate the full long limb panorama,
the four identified translation pairs are applied to the right and left femur and tibia
images, as shown in Fig. 3.2. As a result, the upper knee sector image of the left
and right limb was “appended” to the corresponding lower hip image, and similarly
the corresponding upper foot image was “appended” to the recently generated lower
hip and upper knee partial panorama, in the end yielding a full panorama depicting
both limbs in standing position
Hip-Knee-Ankle Angle Measurement: Since the main purpose of reconstructing the panoramas is to measure the hip-knee-ankle angle and compare the
angles estimated using the automated vs. manually constructed panoramas, we fol-
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lowed the standard procedure outlined in [7] to select the required points for establishing the mechanical axes of the tibia and femur and calculated the axis angle as
shown in Fig. 3.9.
Following the development and implementation, we evaluated the method by comparing the vertical (y-) and horizontal (x-) translation parameters yielded by the automated panorama generation method to the translation values chosen by the expert
technician during manual panorama construction. In addition, while this evaluation
focuses on assessing the accuracy of the image processing technique, it does not speak
to the clinical relevance or benefit provided by the proposed method. To this extent,
we conducted an additional study in which we estimated the hip-knee-axis angle from
all automated panoramas and compared them to the corresponding angles estimated
from the manually generated panoramas. Lastly, we used the clinical trial patient
eligibility criteria to compare the eligibility established according to both the manual
and automated panoramas.

3.3

Results

We first evaluate the accuracy of the image processing pipeline by comparing
the horizontal and vertical translation parameters yielded by our proposed panorama
generation method to the corresponding translation parameters chosen by the expert
technician during the manual panorama creation for each of the 95 datasets.
In addition, since the panoramas are used to assess the hip-knee-ankle axis, we
also conducted a study in which we compared the axis angle estimated based on the
automated and manual panoramas, as well as asses patient eligibility for participation
in the clinical trial according to the inclusion / exclusion criteria quantified based on
the automated and manual panoramas.
Table 3.1 summarizes the mean, standard deviation and range of the these horizontal (x-) and vertical (y-) translation differences between the manual and the au-

132
tomated panoramas. Note that the horizontal differences are much smaller than the
vertical differences since the horizontal translations are computed in response to the
unique vertical translations along the medial femoral and tibial edges.
Table 3.1: The femoral and tibial translation differences (horizontal — delta-x and vertical
— delta-y) (in mm) between the expertly stitched and automatically-generated panoramas:
range, mean ± standard deviation ( µ ± σ) for right and left limbs.
Right Limb
Left Limb
Range
Mean ± St. Dev.
Range
Mean ± St. Dev.
Femur delta-x
[−5.00, 8.12]
0.43 ± 1.94
[−6.12, 11.25]
0.24 ± 2.31
Femur delta-y [−97.75, 42.30]
3.76 ± 22.35
[−96.20, 37.49]
4.53 ± 22.47
Tibia delta-x
[−3.07, 3.00]
0.10 ± 1.09
[−7.52, 5.75]
0.26 ± 1.42
Tibia delta-y
[−31.40, 13.70]
2.13 ± 7.00
[−31.40, 13.17]
1.85 ± 6.78

Fig. 3.10 illustrates the differences between the horizontal and vertical translation parameters corresponding to the manual panoramas generated by the expert
technician and the automated panoramas across all 95 patient datasets. The BlandAltman plots show the mean ±2 standard deviation of the differences between the
automated and the expert manual translation parameters (horizontal (x), i.e. medial/lateral, and vertical (y), i.e. superior/inferior), for the right and left femur and
tibia. The patients with high differences, larger than 2 standard deviations, were
marked in red and two of them are further analyzed in the discussion. We choose
these two cases to show the causes responsible for the largest differences, either due
to manual error of the expert or as result the very low variations of the bone width
in the shaft region of the femur.
Fig. 3.11 illustrates the distributions, using box plots, of the resulting vertical
translations and the HKA angles estimated using the automated and the manual
panoramas. For the statistic comparison between these distributions, we inspected the
histogram shapes to verify normal distributions and preformed pairwise t-tests. The
two-sample t-test with 5% significance level showed no significant difference between
the automated and the manual vertical translations (p = 0.15 for the femoral stitch,
p = 0.53 for the tibial stitch, and p = 0.38 for the overall femoral and tibial stitches
together).
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Figure 3.10: Bland-Altman plots showing the mean ±2 standard deviation of the vertical
(delta-y) and horizontal (delta-x) differences (in mm) between the automated and the manually generated panoramas across 95 patient datasets for both right (blue diamond) and
left (orange circle) limbs. The first column corresponds to the lower-hip and upper-knee
sector images stitched based on the femoral edges, while the second column corresponds
to the lower-knee and upper-foot sector images stitched based on the tibial edges. Note
that patients exhibiting high translation differences, specifically differences larger than two
standard deviations, are marked in red.

A similar statistical analysis was conducted for the estimated HKA angles computed using the automated and manual panoramas, which showed no statistically
significant difference between the two datasets. Specifically, p = 0.99 for the right
limb, p = 0.65 for the left limb, and p = 0.77 for the overall (right and left) HKA
comparison.
Furthermore to assess intra-user variability, we repeatedly selected the points
defining the mechanical axes 6 times, in random order on both the automated and
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manual panoramas of five patients. The maximum variance of the 4 HKA angles
(estimated for the left and right limb using the manual and automated panoramas)
of the five patients was 0.18◦ . In addition, for a single patient dataset, the left HKA
angle from the automated panorama had a maximum variability of 1.18◦ .

Figure 3.11: Visual representation of the vertical translation (left) and the HKA angle
(right) distributions using box plots, showing the median, 25th and 75th percentiles, as
well as the outliers. From left to right, the vertical translation plots correspond to the
automated femoral stitch, manual femoral stitch, automated tibial stitch, manual tibial
stitch, automated (femoral + tibial) stitch, and manual (femoral and tibial) stitch. Similarly,
from left to right, the HKA angle plots correspond to the automated right limb HKA angle,
manual right limb HKA angle, automated left limb angle, manual left limb angle, automated
(left and right limb) angle, and manual (left and right limb) angle.

Fig. 3.12a shows the HKA angle difference (in degrees) across 95 patient datasets
for both right (blue diamond) and left (orange circle) limbs and the mean ±2 standard
deviation. The differences are between the HKA angle calculated from the selected
points on the automated panorama and the HKA angle calculated from the selected
points on the manual panorama generated by the expert. As mentioned previously,
studies use varus/valgus malalignment as the threshold for excluding patients from
the clinical trial. We divided the patients according to the absolute value of the
HKA angle — less than 7◦ (included), greater than 10◦ (excluded) and in between
7◦ − 10◦ (possibly included). Fig. 3.12b shows the resulted absolute HKA angle and
the common thresholds for excluding patients from clinical trial. Moreover, it also
shows two cases with different clinical decisions, depending on which HKA angle is
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Figure 3.12: Left Panel: Bland-Altman plots showing the mean ±2 standard deviation of
the HKA angle differences (in degrees) across 95 patient datasets between the HKA angle
calculated from automated panoramas and the expert-generated manual panoramas for the
right (blue diamond) and left (orange circle) limbs. Right Panel: Manual vs. automated
HKA angle-based inclusion and exclusion criteria. As shown, the absolute value of the HKA
angles of the 95 patients according to the automated and the manual panoramas. 7◦ (green
line) is the upper threshold for including a patient in the clinical trial and 10◦ (red line) is
the lower threshold for excluding the patient from the clinical trial.

used — the angle computed from the suggested automated panorama image or the
manual panorama image stitched by the expert. Note that the clinical decisions for
cases 25,52 and 56, according to the automated or manual HKA angles are the same,
although according to the vertical translation differences they considered as outliers.
Similarly, Table. 3.2 reports the number of included/possible/excluded patients
based on the automated vs. the manual HKA angles. The two cases that would result
in different clinical decisions, Case 66 and Case 71, being both excluded based on the
manually calculated angle, are analyzed in the discussion.
Table 3.2: The number of patients eligible for inclusion (HKA angle ≤ 7◦ ) in the clinical
trial, exclusion, (HKA angle ≥ 10◦ ) and tentative inclusion assessed across all 95 patients
based on the automated and the manual panoramas.

Automated Panorama
Manual Panorama

Include
HKA ≤ 7◦
79
77

Tentative
≤ 7◦ HKA ≤ 10◦
12
13

Exclude
HKA ≥ 10◦
4
5

Total
95
95

Fig. 3.13a shows, for each patient, the HKA angle difference (blue left y axis
and blue diamond) and the total (femoral plus tibial) vertical translation difference
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(orange right y axis and orange circle), while Fig. 3.13b shows the HKA angle
difference (y axis) as a function of the total vertical translation difference (x axis).
These figures shows that even for a large translation difference of 90 mm, the HKA
angle difference was only 1◦ . Case 66 exhibited the maximum vertical translation
difference between the automated and the manual panoramas of 98 mm, which, in
turn, resulted in a HKA angle difference of 2.35◦ . This particular case featured the
large difference between the manual and automated panorama translation parameters
due to an error associated with the femural stitch of the manually reconstructed
panorama, as shown in Fig. 3.15. All other cases featured HKA angle differences of
less than 1.25◦ for vertical translation parameter differences of up to 88 mm.

Figure 3.13: Left Panel: HKA Angle vs. vertical translation differences between the
automated and manual panoramas: left y axis (blue) shows the HKA angle difference (blue
diamond), while the right y axis (orange) shows the total (femoral plus the tibial) vertical
translation difference (orange circle) between the automated and the manual panoramas.
Right Panel: Each patient is marked by a data point, where the x coordinate corresponds
to the total vertical translation difference and the y coordinate corresponds to the HKA
angle difference, both computed between the automated and manual panoramas.

The performance evaluation was conducted using non-optimized MATLAB code
running on Windows 7 on a 64 bit PC, 3.6 GHz Intel CPU with 32 GB RAM. When
the images were re-sampled into 1 mm isotropic spacing, the average processing time
for the edge extraction was 6 seconds and for the optimal translation identification
was another 6 seconds. Lastly, the panorama generation required 1 second, leading to
an overall automated panorama reconstruction panorama in less than 15 seconds from
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start to finish. Because of our reduction of the ”stitching problem” into a single degree
of freedom alignment along the medial edge, we avoided the use of an optimization
solver and consistently reached a global minimum convergence.

3.4

Discussion

In an effort to generate standing panoramas from several sector images, we constructed a pipeline that enables us to detect sufficiently reliable bone edges that are
subsequently used as features for sector image alignment. We first detect and enhance
all intensity transitions in the images by using a vertical second derivative filter. We
then identify the bone edges according to the partial segmentation of the shaft region.
We identify the optimal sector image alignment by minimizing the distance between
the bone edges. This metric was evaluated for all iterative vertical translations along
the medial edge of the bone. This approach allowed us to avoid the use of an optimization solver that may converge to a local minimum when minimizing the similarity
metric. Lastly, we assessed the HKA angle for both the right and left limbs according
to both the automated and manual panoramas.
An alternative approach to the second derivative filtering method is to use the
Canny edge detection technique. While this approach may lead to the detection
of finer, yet disconnected edges, depending on the standard deviation of the filter,
alternatively, it could also yield continuous, but less accurate edges, attached to the
surrounding edges. To illustrate the benefit of the chosen approach that uses the
second derivative filter vis-a-vis the Canny edge method, Fig. 3.14 shows the edge
extraction by the vertical second derivative filter and the Canny edge filter from a
femur image, together with the partial segmentation that was used to retain bone
edges. Specifically, we illustrate the selected medial and lateral edges obtained via
the vertical second derivative Fig. 3.14d and the corresponding medial and the
lateral Canny-detected edges Fig. 3.14f.
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Figure 3.14: Illustration of edge extraction using the vertical second derivative filter vs. the
Canny edge filter. a) edges obtained by the vertical second derivative filter; b) the partial
segmentation of the bone shaft region (discussed in Stage 2); c) edge overlap with the bone
shaft region; d) selected medial and lateral edges; e) similar edges obtained using the Canny
filter; f) medial and the lateral Canny edges overlaid onto the corresponding edges extracted
using the vertical second derivative filter described in (d).

We summarize the results by first evaluating the accuracy of the automated
panorama reconstruction method by comparing the yielded translation values to those
selected by the expert technician during manual stitching. In addition, we also assessed and compared the HKA angle estimated from both the automated and manual
panoramas. Fig. 3.11-3.12 show the distribution and the differences of the resulted
translations and HKA angles between the manual stitching of the expert and the
automated stitching.
For the femoral stitch, where the shape of the femur body is not changing width,
the maximum vertical translation differences are higher (Table 3.1). Specifically,
patient 66 showcased the largest vertical translation difference of -97.75 mm. Fig.
3.15a and 3.15b shows the two panorama images — the automated (left) and the
expert (right) — side by side. In the expert constructed panorama, it is clear that
the femur length is too short.
Fig. 3.15c and 3.15d correspond to the automated panorama, associated edges,
edges and X-ray images, respectively, and Figures 3.15e and 3.15f correspond to
the expert panorama, associated edges, and X-ray images, respectively. The misalignment of the femurs is clear in the expert images, and it is thought to have been
the result of the expert was misled by the upper pair of stickers used as markers.
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Another limitation of the manual stitching process is that when the moving image
is overlaid onto the fixed image, there is no transparency feature that enables the
visualization of the overlapping region, hence only showing bone edge alignment at
the end of the overlap region and therefore not allowing the user to assess whether
vertical translation adjustment would result in a better overall alignment of the bones
in the overlapping region (Fig. 3.15e and 3.15f).

Figure 3.15: Visualization of patient No. 66 — automated and manual panoramas. From
left to right: the automated long limb panorama with the medial (green) and the lateral
(red) edges overlaid onto the femur and the tibia (a); the expert manually-generated long
limb panorama (b); the differences between the edges and the original X-ray images in the
upper stitch after applying the automated translations, with 50% transparency showing
the fixed (green), moving (magenta) and overlap (white) regions (c) and (d), respectively.
Similarly, the differences after applying the expert manual translations are also shown in
panels (e) and (f).

We also discuss an additional case in detail — patient 71 featuring a femoral
vertical translation difference of -61.62 mm. As illustrated in Fig. 3.16a and 3.16b,
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we can see that the femur length is too long in the automated panorama. Figures
3.16c and 3.16d show good alignment for the automated translations and Figures
3.16e and 3.16f show good alignment for the expert translations. Since the femur
width is not changing much in this region, the averaged distance metric values for the
automated (purple circle) and the expert (green ∗) are very close, as shown in Fig.
3.17.
Unlike Patient 71, for Patient 66 the distance metric values for the expert translations (green ∗) were very high and therefore different from the values from the
automated translations (purple circle), which suggested an error associated with the
manual panorama generation, while for Patient 71, it suggests an error in the automated panorama reconstruction.

Figure 3.16: Visualization of Patient No. 71 - automated and manual panoramas. From left
to right: the automated long limb panorama with the median (green) and the lateral (red)
edges overlaid onto the femur and the tibia (a); the expert manual long limb panorama
(b); the differences between the edges and the original X-rays in the upper stitch after
applying the automated translations, showing the fixed (green), moving (magenta) and
overlap (white) (c) and (d), respectively; similarly, the differences after applying the expert
translations (e) and (f).
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Figure 3.17: Distance metric evaluation for cases 66 (left) and case 71 (right) upper stitch;
the distance metric graphs for the right limb (blue) and left limb (orange) for each translation pair, as the moving image slides along the medial bone edge of the fixed image. The
minimum of the left and right limbs are marked here with a yellow “X” and the automated
chosen minimum is marked with a purple circle, and correspondingly the expert manual
translation is marked with green ∗.

Figure 3.18: The calculated HKA angles for the right and left limbs are shown for Patient
No. 66 for the automated (R: -2.6◦ ; L: -2.0◦ ) and manual panorama (R: -6.9◦ ; L: -3.2◦ ), as
well as for patient No. 71:automated (R: -9.2◦ ; L: -7.2◦ ) and manual panorama (R: -10.1◦ ;
L: -7.8◦ ).

3.5

Conclusions and Future Work

In this chapter, we developed and evaluated a fully automated long-limb X-ray
image stitching procedure for generating panoramas utilized to quantify the HKA
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axis deformity. This method is unique as it is based only on anatomical features
and bone shape and the sector image registration does not require optimization. The
proposed method employs the medial and the lateral edges of the femur and the tibia
captured in both the fixed and moving images and aligns the right and left sectors
by minimizing the Euclidean distance between the homologous bone edges.
Once unique features are identified, the registration is based on distinctive clues
within a small search area. By focusing on the registration of the bone edges, the
achieved alignment is independent of the position of any markers, which may aid in
the process, or mislead the process due to changes in their position during subsequent
sector image acquisition.
Our method has been improved by segmenting a region within the bone shaft to
retaining only the true, correct bone edges. The obtained edges can be used to extract
an improved segmentation of the bone. With regards to the similarity measure or
the objective function utilized, a distance metric is more appropriate than a DICE
coefficient. Since the DICE coefficient is based only on the overlap and non-overlap
regions, in the event of small misalignment that might be caused by small rotations,
the DICE coefficient is misleading.
We have implemented and evaluated our method using 95 patient datasets acquired as part of a multi-site clinical trial for patient screening. The images posed
many of the traditional clinical challenges as a result of different acquisition protocols and imaging scanners. According to our results, the horizontal and vertical
translation parameters recorded from the manually assembled panoramas were not
significantly different from the automated registration parameters. There were also
no significant visual differences between the manually and automatically generated
panoramas images, except for five cases where the femoral vertical differences between the manual and the automated were greater than 40 mm and three cases where
the tibial vertical differences were greater than 10 mm. Additionally, there were no
significant differences between the HKA angles established from the manually and
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automatically generated panorama images.
These cases featuring large differences are similar to the two cases in the discussion,
with the large differences being primarily caused by the femur region featuring very
small shaft width variations, human error, and possibly incomplete edges. Note that
during the manual stitching process, the user cannot evaluate the alignment within
the overlap region, unless an image with transparency feature is enabled, whereas the
automated registration considers the alignment of the bone within the entire overlap
region.
In light of this study, as well as the simplicity of the method and the robustness
across the highly variable testing dataset, our results are encouraging, rendering this
method as suitable for the intended application.
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Chapter 4
Left Ventricle Localization,
Segmentation and 3D
Reconstruction from Cine Cardiac
MRI and Multi-plane
Trans-esophageal Ultrasound
Imaging
This chapter describes techniques for cardiac feature localization and segmentation
for function assessment, specifically focused on the left ventricle. We describe the
localization and precursor segmentation of the left and right ventricle for cine cardiac
MR images, as well as collaborative work on the segmentation and reconstruction of
the left ventricle from multi-plane trans-esophageal ultrasound time series images.1
1

This work has been adapted from Ben-Zikri YK and Linte CA. A robust, automated left ventricle
region of interest localization technique using a cardiac cine MRI atlas. Proc SPIE Medical Imaging
2016: Image-guided procedures, Robotic Interventions and Modeling. Vol. 9786. Pp.: 97862T97862T-12. 2016 and Dangi S, Ben-Zikri YK, Lamash Y, Schwarz KQ and Linte CA. Automatic LV
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4.1

Introduction

Over the last decade, significant effort has been dedicated to the development
of Computer-aided Diagnosis (CAD) systems for cardiac function assessment that
can help increase clinical workflow efficiency. Significant research has focused on the
development of CAD systems designed to aid and streamline the clinical tasks undertaken by the radiologists and clinical staff, such as the delineation of the endocardial
and epicardial borders of the cardiac chambers in the effort to segment either the
blood pool or myocardium as a means to quantify cardiac parameters sued to assess
function.
The overall goal of CAD tools is to also increase consistency and precision as well
as reduce manuality, user bias and intra-observer variability [1], and also improve
performance, enabling real-time operation for applications such as image-guided interventions and computer-assisted navigation and visualization.
In this chapter we describe the development and evaluation of two methodologies designed to localize and segment the left ventricle from two different imaging
modalities — cine cardiac MRI and cardiac ultrasound (US) — both used as part
of the clinical standard of care for assessing cardiac function. These methods aim
to demonstrate the integration or use of existing techniques for medical image processing and analysis to develop new applications in need of solutions that address
their clinical needs, without actually having to develop new algorithms, but rather
effectively integrate existing tools and techniques into solutions that have potential
for clinical use.
Usually, in absence of CAD tools, most steps are performed manually by the
clinician; however, the automation of the process is of great importance. Concrete
examples constitute the extraction (tracing) and tracking of the LV contours, which
allows the computation of the blood pool volumes from different cardiac phases. This
Feature Detection and Blood-pool Tracking from Multi-plane TEE Time Series. Functional Imaging
and Modeling of the Heart. Lect Notes Comput Sci. Vol. 9126. Pp. 29-39. 2015.
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task is necessary to estimate the ejection fraction, which is itself important in the
diagnosis of cardiac conditions.
Over the past two to three decades, ultrasound imaging has evolved as the preferred, standard-of-care imaging modality for the diagnosis, screening, monitoring,
and real-time guidance of several conditions. Specifically, thanks to its real-time
capabilities, relatively inexpensive cost (compared to other modalities), and lack of
exposure, US imaging has become the “first-line” modality for patient screening, diagnosis, and cardiac function assessment.
Trans-esophageal echocardiography (TEE) enables heart imaging while minimizing signal attenuation and optimizing field-of-view. In addition, TEE avoids the
common problem of the ribs shadowing the image as observed with external chest US
acquisition. As such, TEE is not only used for screening and diagnosis, but also for
intra-operative therapy monitoring and/or image-guided cardiac interventions. Since
the mid-2000s, TEE technology has accommodated 3D image acquisition and visualization of the cardiac anatomy in lieu of simple 2D renderings. However, despite
the added bonus of 3D and 4D (3D + time) displays, the inherent trade-off between
frame rate, and extent of anatomy covered, has determined clinicians to resort to the
acquisition and visualization of multi-planar (orthogonal bi-plane or tri-plane) images
to estimate the required parameters to assess cardiac function (i.e., ejection fraction)
or identify critical features for image-guided therapy. For the TEE images used in
this work, the available data was provided by our collaborative radiologist. The data
consisted of a time-series of tri-plane images centered along the cardiac long axis (fig.
reference needed).
Despite their high frame rate, 2D US images are hampered by several well known
limitations: challenging interpretation and uncertainty in identifying structures of
interest due to inherent specular appearance. For instance, the accurate and precise
delineation of the left ventricle (LV myocardial wall) is commonly difficult, as well
as the visualization or inference of the 3D anatomy — a critical requirement during
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image-guided interventions.
Of the noninvasive imaging modalities available for imaging the heart, in addition
to US imaging, magnetic resonance (MR) is another preferred technique because of
its high spatial resolution and its unparalleled soft tissue contrast [2]. For LV and
RV function assessment and diagnosis, cine cardiac MRI is widely used, as it enables
the acquisition and reconstruction of 3D and 4D dynamic volumes of the heart being
composed of 10 - 16 short-axis slices and 15 -30 temporal images per cardiac cycle.
One advantageous and publicly available research resource is the Cardiac Atlas
Segmentation Challenge, as part of the Statistical Atlases and Computational Models
of the Heart (STACOM). This data source consists of 100 open patient datasets from
MR scans and can be used to validate cardiac segmentation algorithms. The imaging
parameters varied between cases, providing a heterogeneous mix of scanner types and
imaging parameters consistent with typical clinical cases. The population features
a wide variety of image resolutions, heart sizes and locations, imaging artifacts, and
image quality levels. Our proposed localization method was implemented, demonstrated, and validated on the all 100 datasets available at the STACOM data source
[3, 4].
For accurate assessment of the LV function, a tracing of the LV blood pool and/or
the myocardial boundaries is necessary. Unlike expert manual segmentation that is
highly sensitive to intra- and inter-observer variability and depends on the expertise
of the cardiologist, the automated segmentation and registration provides consistent
results for each dataset, which can be reviewed and improved, if needed, by expert
clinicians. Most medical image processing tools and techniques, including segmentation, registration, statistical shape and appearance models, are highly dependent on
the robust and consistent identification of the optimal region of interest. For example,
in image registration, the computation of the “data term”, also know as the similarity
metric, is highly dependent on the image intensity in the selected region. As a result,
a manually cropped region or user-defined mask is employed prior to registration or
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segmentation [1, 5].
In typical clinical quality cardiac magnetic resonance (MR) image datasets, the
heart covers a small portion of the image. Moreover, subsequent processing is typically
restricted to an even smaller region of interest (ROI), such as the left ventricle (LV)
or right ventricle (RV) region [5]. Ideally, for segmentation accuracy and efficiency,
the minimum necessary region that encloses the structures of interest is detected.
Similarly, for registration applications, the ideal ROI should be of minimal size, while
also large enough to include computational clues to prevent algorithm convergence to
local rather than global minima [6]. For the cine cardiac MRI images, the challenge
in this work was the detection of the ideal ROI for LV and RV segmentation, while for
the TEE images, the ROI detection was a precursor step to the LV segmentation and
registration. The image processing problem to be solved is the consistent and accurate
localization of the ROI of the LV for both modalities, with a focus on subsequent
segmentation and registration specifically for TEE.
Several approaches for LV segmentation in echocardiography [7] have been popularly formulated as a contour finding problem, with the active contour method [8, 9]
being extensively used. Given its edge-based energy approach, the active contour
method often produces many local minima and is also sensitive to the initialization.
Inspired by the active contours, the level set method [10, 11] uses both edge- and
region-based energy, making it more robust and less sensitive to initialization.
Active shape [12] and appearance models [13] incorporate knowledge of the LV
shape and appearance from manually segmented training sets, but assume a Gaussian
distribution of the shape and appearance derived from the training sets, requiring an
initial approximation close to the final solution. On the other hand, database-guided
segmentation [14] overcomes the initialization problem by implicitly encoding prior
knowledge from the expert-annotated databases, yet at the expense of a highly complex search process. Other supervised learning techniques, such as artificial neural
networks [15], have been used to detect endocardial border pixels using expert anno-
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tated training sets, but require large training sets and are unable to handle cases well
outside of the training set.
Recent or ongoing efforts on automatic ROI detection in cine cardiac MRI include
several approaches. Some groups have focused on identifying the LV location based
on the mid-slice segmentation [16]. Others employed expectation maximization (EM)
algorithms to fit a mixture of three Gaussians to the histogram of the ROI [17] under
the assumption that the histograms included air, muscle and blood + fat regions.
In general, the existing methods can be categorized into two groups. The former
group focuses on pattern recognition via a training and learning stage [18–21]. These
approaches require a proper training dataset and usually depend on the correlation
between the training and test data. The latter group is based on the temporal info,
since the heart is the only organ with substantial motion in the acq uired thoracic
images, with the surrounding organs being almost stationary relative to the heart.
As such, intensive motion regions can be captured from the 2D + time original image
sequences. The vigorous motion usually happens at the endocardium and epicardium
of both ventricles. Commonly, a circle Hough transform is used to detect a circular
region around the LV [22–26]. Similarly, the first harmonic image reconstructed based
on Fourier analysis [21, 27, 28] can be used as an alternative to the variance image.
The temporal approaches are preferred because they do not require large training sets, and because they exploit the motion between the frames. However, the LV
motion is not the most dominant and hence not easily separable from the RV, especially in variant data. Therefore, these methods lack robustness and precision in
locating the LV. Zhong et al. [21] reported the use of temporal difference or variance
images to obtain the region of most probable motion, followed by the detection of
the LV epicardial region using weighted circle Hough detection on the first and fifth
harmonic images by means of the discrete Fourier transform on the image sequence
for 10 patients.
In this work we propose a general method of selecting and optimizing image pro-

153
cessing blocks to achieve a validated result acceptable for clinical use. We show the
use of this process to develop LV localization and segmentation procedures using the
most common imaging modalities, MR and US, respectively.
In the context of the cine cardiac MRI images, as a result of the large field of view,
there is a great need for robust and optimal automatic localization methods, which
are actually important for advancing the automation and initialization of the segmentation methods [5, 29]. Since any segmentation method begins with, and depends on,
the initial localization, we propose a workflow for robust localization that also conveniently provides a rough segmentation of the desired structures by employing a
multi-stage localization method. Our method combines the use of dynamic information extracted using temporal differences together with a machine learning approach
in terms of using training sets with unique features. This combined approach allowed
us to overcome the weaknesses of each approach separately. As part of our previous
work ([30]), we employed 25% - 30% of the available datasets for training and the
remaining for testing, while evaluating the results on several random selections of the
training and testing datasets. In its current form, the proposed technique provides a
robust, fully automated approach that uses only 7 out of 100 available datasets for
training, with different orientations and scales, yielding reliable estimates of the left
and right ventricle features from cine cardiac MR images. The proposed approach
leverages the temporal frame-to-frame motion extracted across a range of short axis
left ventricle slice images to first identify an initial ROI, depicting the left and right
ventricles, that exhibits the largest extent of cardiac motion. In order to locate this
cardiac motion region in the extracted motion image, we innovated a feature comprising a weighted version of the well known histogram of oriented gradients (HOG)
feature [31]. Lastly, the optimal LV region of interest of the test image is identified
based on the feature correlation between the test image and the training features.
Similarly, when employing multi-plane TEE time seres images, we propose an
efficient framework to process, analyze, and quantify tri-plane US image sequences
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as a means to provide a fully automatic left ventricle (LV) function assessment and
segmentation tool. The implementation and clinical validation of an automatic workflow includes well-evaluated localization, segmentation, registration, and volume reconstruction techniques. These techniques are a means to provide a rapid, robust and
accurate framework for feature tracking from multi-plane ultrasound image sequences.
The single-phase feature segmentation was followed by tracking and propagation via
registration. This step further reduces uncertainty, avoiding the need to segment each
frame independently by using the a priori frame information along with the image
sequence to achieve optimal segmentation. The volumes and the EF were computed
from the segmentation and were compared with the results of the manual segmentation of the cardiologist. The proposed computational framework was developed in
close collaboration with our echocardiography colleagues, motivated by the need to
reduce user-dependent and user-induced bias and reduce uncertainty.
Our work outlined here shows how customization of the image processing tools
can potentially result in clinically acceptable and validated workflows, even with the
need for minimal training datasets. For the MR workflow, the critical innovation
was separating the localization into distinct steps to gradually converge into a rough
segmentation of the ventricles. This was done by the use of a simple subtraction
motion image, unique gradient shape and intensity feature, and efficient extension of
a small training set.
An additional example relating to the US workflow is the use of a monogenic filter
[32], filtering the TEE image with low and high frequencies to achieve localization
and a ”cartoon” image as a better initialization for the graph cut-based segmentation
[33]. The segmentation of a single-phase was propagated through the cardiac cycle
using an efficient implementation of a biomechanics-based registration using linear
basis functions and incorporating an elastic regularizer [34]. Lastly, we reconstructed
3D LV volumes from the tri-plane images to estimate the left ventricle volumes and
the EF.
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The impact and contribution of the proposed work is the integration of several
image processing techniques (i.e., localization, phase-based filtering, segmentation,
registration and volume reconstruction) into a streamlined workflow that utilizes traditional standard of care images. Importantly, the workflow fits seamlessly within
the current workflows associated with both cardiac function assessment and intraoperative cardiac intervention guidance and monitoring. Most of the individual components employed at the various stages of the proposed frameworks were previously
developed and assessed; however, their added features and customized integration into
the described workflows is not only a unique implementation, but also a first attempt
at the proof-of-concept of an image processing method that is clinically acceptable.

4.2
4.2.1

Methodology
Ventricle Localization from Cine Cardiac MRI

The described approach leverages the temporal frame-to-frame motion extracted
across a range of short axis left ventricle slice images to first identify an initial region
of interest depicting the left and right ventricles that exhibits the greatest extent of
cardiac motion. This region is then correlated with the homologous region belonging
to the training dataset with different orientations and scales that best matches the
test image using feature vector correlation techniques. We used histogram of oriented
gradients (HOG) features weighted by the local average intensity. Lastly, the optimal
LV ROI in the test image was identified based on the feature correlation between the
average mid-slice containing the initial LV estimate of test image with the known LV
segmentation associated with the training dataset deemed closest to the test image.
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4.2.1.1

Cardiac MRI Data

The study was conducted on a population of 100 cine cardiac MRI patient datasets
available through the Cardiac Atlas segmentation project. More details on the data
and its availability can be found in [3, 4].
The MR images were acquired with a Steady-State Free Precession (SSFP) pulse
sequence. The acquisition parameters varied between cases, overall providing a heterogeneous mix of scanner types and imaging parameters consistent with typical clinical cases. The scans included a wide variety of image artifacts, different orientation,
variable image resolution and LV location.
In the effort to establish a set of baseline segmentation datasets for the image
population, all images were segmented semi-automatically using the techniques described in [35]. Throughout this manuscript, we will refer to these semi-automated
segmentation masks as the “reference masks” or “ground truth segmentations” and
will be used both for training or for assessing the results of the proposed ROI detection
method.
4.2.1.2

Localization of the Left and Right Ventricle ROI

The short axis slices from 100 cardiac MRI image datasets were used to construct
a 4D matrix (i.e., x-y-t-z) by stacking all temporal frames depicting each of the shortaxis LV spatial slices from the apex toward the base. All images were re-sampled to a
1.5625 mm x 1.5625 mm resolution and cropped to the same reference size 256x256.
The the LV, we used the semi-automated segmentations as the ground truth reference masks. However, for the left and right ventricle, since no masks were available to
serve as reference, we manually selected a simply-connected closed polygon enclosing
the RV + LV region in the motion images and in the diastolic mid-slice images.
For all subsequent steps, seven of the 100 patient images featuring different RV
shapes were identified to generate the training set. To generate a sufficiently diverse
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training dataset, the chosen images and masks were rotated at seven uniform angles
ranging between -70◦ and +40◦ and scaled at 0.75, 0.9, 1 and 1.1. Note that the
chosen angle range corresponds to various orientations of the RV relative to the LV,
while the scales correspond to different scaling factors that best depict the size of the
RV and LV across the population. In short, these variations of the training images
covered a large extent of the scale, orientation and texture of the data. In essence,
two training datasets were generated based on the seven selected images (motion or
mid slice) with angle and scale variations: one dataset corresponds to the LV mask
alone and the other corresponds to the combined LV + RV mask.
Optimal feature localization consists of the identification of the most correlated
training image and its corresponding translation from the training dataset that best
matches the features of the test image under investigation. We used the histograms
of oriented gradients (HOG) as the feature descriptor with a cell size of 16 x 8 in the
first pass, followed by a cell size of 4 x 4 in the subsequent step [31]. The cell size
refinement enables the algorithm to capture additional finer details, however at the
expense of longer processing time.
The original HOG feature descriptor is intensity invariant; hence, we weighted the
local HOG features according to the local intensity average, yielding a much more
effective feature descriptor. We extracted the weighted HOG feature vector for all
training datasets and then correlated them with the feature vector of each test image.
The optimal correlation is achieved by identifying the closest image from the training
dataset whose features best match those of the test image. Once identified, the index
of maximum correlation was mapped by the appropriate translation in x- and ydirections.
To summarize, the output of localization step is the identification of the training
image and its corresponding x- and y- translation vector that best describes the
features of the test image. Lastly, the resulted translation vector is applied to the
applied to the mask (LV alone or combined LV + RV) corresponding to the most
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correlated training image. This process provides both with a combined LV + RV
mask, as well as a LV-only mask for all 100 image datasets, with training performed
on all variations (rotations and scales) of the seven selected datasets.
The LV ROI localization and evaluation was performed in several steps, as described below. Step 1 describes the 2-D motion images generated from the 4-D image
datasets. Steps 2-4 are localization steps and use the training datasets as input to
detect the desired ROI from all test images, including the seven datasets used for
training. As mentioned above, in Step 2 and 3, in addition to localizing the RV + LV
region together, we also localized the LV alone by creating a similar training dataset
based on the LV masks and applied the output of the RV + LV localization to the
LV training set. As a result, this approach enabled us to obtain LV masks for all test
images in all three localization steps. Step 5 consists of the evaluation of the ROI
detection. This workflow for LV + RV and LV alone localization and evaluation is
illustrated in Fig 4.1.
Step 1 - Extraction of the motion information: From the above datasets
consisting of 10 to 24 short axis slices with different slice thickness, 4-8 mid-slice
images were used to extract the region that best captured the LV and RV motion
throughout the cardiac cycle. The slices were first de-noised using a Weiner filter,
then the temporal differences between subsequent temporal frames were accumulated
by taking the squared difference between adjacent temporal frames for each spatial
slice. The resulted 2D motion images featured high intensities in both the LV and
RV regions, signifying the presence of cardiac motion as showed in Fig. 4.1B.
Step 2 - Localization of the RV + LV from the motion images: In this step,
the localization input is the motion image associated with each of the 100 images
used as test data, together with the RV + LV training set. The manually outlined
reference of the RV + LV mask shown in green and the corresponding automatically
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Figure 4.1: Left Ventricle ROI identification Workflow: a) Stacked temporal frames depicting each spatial short-axis LV slice from apex to base; b) Resulting 2D motion image
obtained by temporal accumulation of the squared differences between adjacent temporal
frames; c) Masks (manually outlined in green and automatically detected in red) depicting the high-intensity LV and RV regions from the temporally accumulated 2-D motion
image; d) Masks (manually outlined in green and automatically detected in red) depicting
the LV and RV region from the diastolic mid-slice image; e) Automatically extracted (red)
and ground truth (corresponding to the semi-automatically segmented LV images) masks
of the LV superimposed onto the cropped image centered around the LV ROI; f) Comparison between the automatically detected ROI and the ground-truth derived ROI, where
white denotes commonly identified regions, red denotes regions contained by the ground
truth-derived ROI but not by the detected ROI, and blue denotes regions identified by the
proposed ROI technique, but not contained in the ground-truth-detected ROI.

detected mask is shown in red in Fig. 4.1C.
Step 3 - Localization of the LV and RV from the diastolic mid slice image:
The process of localizing the RV + LV mask was repeated on the diastolic mid slice
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image. Firstly, we used the RV + LV resulted mask from Step 2 to “zero out” the
surrounding region in the motion images and calculated a global image threshold value
using Otsu’s method. Secondly, we matched all histograms of all 100 test images to
the histogram of one motion image in the training set with good contrast between
the blood and the muscle. Thirdly, we thresholded the contrast-enhanced image to
obtain a binary image and “cleaned” the resulting mask by removing objects whose
size was smaller than the RV or LV. Finally, this refined mask was used to “zero out”
the RV + LV surroundings in the diastolic mid-slice images and once again performed
a histogram matching operation to enhance the contrast in the masked diastolic midslice images. These images served as the input test images for the localization together
with the RV + LV training set generated using the same approach we mentioned on
the seven enhanced diastolic mid-slice images. Fig 4.1D shows the manually drawn
RV + LV mask in green and the automatically detected mask in red.
Step 4 - Localization of the LV from the sum of the diastolic mid-slice image
and motion image: To localize the LV, we used the localization output from Step
3 and applied it on the LV training masks to generate the LV resulted masks. We
first fit a circle to these masks and used them to “zero out” all surrounding regions
in the sum image (i.e., the diastolic mid-slice image added with the motion image).
For the LV only localization the different orientations were no longer needed, because
of its circular symmetry. As such, the LV training only included different scales that
account for different LV sizes. The final LV circular mask consisted of a circle fit to
the union of all LV masks identified during each of the three localization steps 2-4.
Fig 4.1E shows the contour of the reference identified ground truth in green and the
automatically defined LV contour in red.
Step 5 - Quantitative and qualitative evaluation: To evaluate the identified
ROI enclosing the LV, the reference annotated ground truth images of all population
images were used to create the largest epicardial mask of minimum radius that fully
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encloses the LV geometry across all spatial and temporal slices. Note, that the cine
cardiac MRI images were acquired slice by slice, and hence there exists slight motion
between the slices, causing the reference ground truth masks appear slightly larger
and non-circular. These masks were compared to the resulted circular LV masks
according to the overlap percentage, as well as the RMS, Hausdorff distance and
mean distance error between the reference ground truth and detected contours.
Similar metrics can be evaluated for the RV region. Nevertheless, the datasets
employed here do not have expert annotations of the RV geometry and at best we
can only rely on manually outlined or semi-automated contours along all spatial and
temporal slices to serve as ground truth. The overlap region between the LV reference
ground truth and the resulted LV mask is shown in white and the region where only
the ground truth is shown in red in Fig 4.1F.

4.2.2

Left Ventricle Reconstruction from Multi-plane TEE
Time Series Images

Speckle noise and signal dropouts inherent in US images render intensity based
approaches unreliable; rather, local-phase based approaches [36], theoretically invariant to the intensity magnitude, have been preferred for detecting endocardium. Here
we exploit the robustness of phase-based feature detection and combine it with the
power of graph cut-based techniques [33] that use both region and boundary regularization, to obtain a rapid, automatic piecewise smooth segmentation of the LV
blood pool and muscle regions. In addition, we conducted a preliminary study using retrospective clinical patient data consisting of tri-plane (60◦ to one another)
TEE image sequences through the cardiac cycle to validate the proposed tools and
demonstrate their clinical utility and performance against commercial, clinical-grade,
clinician-operated software.
The proposed methodology encompasses three steps: 1) endocardial left ventricle
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(LV) feature extraction and blood-pool segmentation from the raw tri-plane image
sequences, 2) frame-to-frame feature tracking and propagation through the cardiac
cycle using non-rigid image registration, and 3) 3D reconstruction of the LV blood
pool geometry at the desired cardiac phases using spline-based interpolation and
convex hull fitting.
4.2.2.1

Image Pre-processing via Monogenic Filtering:

Unlike intensity-based edge detection algorithms are inefficient in identifying features from US images, intensity invariant local phase-based techniques have shown
promising results [36], where a local phase of ±π/2 signifies high symmetry, while a
local phase of 0 or π signifies high asymmetry [37]. The local phase computation of a
1D signal uses a complex analytic signal comprised of the original signal as the real
part and its corresponding Hilbert transform as the imaginary part. However, since
the Hilbert transform is mathematically restricted to 1D with no straightforward extension to 2D and 3D, we used the method described in [32] to extend the concept
of the analytic signal to higher dimensions using a monogenic signal. The higher dimension monogenic signal is generated by combining a bandpass Gaussian-derivative
filter with a vector-valued odd filter (i.e., a Reisz filter). The low frequency variations
in the local phase are extracted using a high spread (σ) Gaussian-derivative filter,
while the high frequency components are extracted using a low spread (σ) Gaussianderivative filter. The described monogenic filtering sequence is used to transform each
of the three tri-plane 2D US images into corresponding “cartoon” images in which
the blood pool and myocardial wall appear enhanced, facilitating their segmentation
in the subsequent step.
4.2.2.2

Graph cut-based Segmentation

The resulting “cartoon” image is used to construct a four neighborhood graph
structure in which each pixel is connected to its east, west, north and south neighbors.
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Figure 4.2: Segmentation Workflow: a) original US image, (b) high spread (σ) low frequency
monogenic filter applied to the “2D + time” image dataset shown with the high confidence
blood pool mask, (c) low spread (σ) high frequency monogenic filter output with blood
pool removed, (d) “cartoon” image with enhanced regions, and (e) graph cut segmentation
output (f) superimposed onto the original image.

Three special nodes called terminals are added, which represent three classes (labels):
background, blood pool and myocardium. The segmentation can be formulated as
an energy minimization problem to find the labeling f , such that it minimizes the
energy:
E(f ) =

X
{p,q}∈N

Vp,q (fp , fq ) +

X

Dp (ip , fp ),

(4.1)

p∈P

where the first term represents smoothness energy, which forces pixels p and q defined
by a set of interacting pair N , towards the same label. The second term represents the
data energy that reduces the disagreement between the labeling f and the observed
data ip . The links between each pixel and the terminals (i.e., t-links) are formulated
as the negative logarithm of the normal distribution [38]:



1
(ip − µ)2
√ exp −
Dp (ip , fp ) = −ln
,
2σ 2
σ 2π

(4.2)
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where µ and σ are the mean and standard deviation for the three classes obtained
from the image. The links between neighboring pixels, called n-links, are weighted
according to their similarity to formulate the smoothness energy:


2K · T (fp 6= fq ) if |Ip − Iq | ≤ C
Vp,q (fp , fq ) =

K · T (fp 6= fq ) if |Ip − Iq | > C

(4.3)

where T (·) is 1 if its argument is true, and otherwise 0, K is a constant, and C is
a intensity threshold that forces the neighboring pixels within the threshold towards
the same label. The minimum cut equivalent to the maximum flow is obtained via the
expansion algorithm in [33] yielding optimal segmentation of background, blood-pool,
and myocardium (Fig. 4.2.2.1e)).
4.2.2.3

Frame-to-frame Feature Tracking and Propagation

Image Pre-processing: Once a single-phase image is segmented using the procedure described earlier, the extracted features are tracked and propagated throughout
the cardiac cycle using non-rigid registration. Prior to registration, each “2D +
time” image sequence corresponding to each of the tri-plane views is first “prepared”
by identifying a region of interest-based “bounding box” centered on the features that
belong to the LV. To ensure the chosen “bounding box” spans the entire LV including
blood-pool, myocardium, and surrounding region, this window is selected based on
the high confidence blood pool mask obtained after the application of the high spread
Gaussian-derivative filter employed in 4.2.2.1 to the entire image sequence, followed
by an isotropic dilation to ensure full coverage beyond the LV myocardial boundary.
Moreover, the mitral valve region is “trimmed” using a straight line joining the leaflet
hinges.
Non-rigid Registration Algorithm: The employed registration algorithm is a
modified version of the biomechanics-based algorithm proposed by Lamash et al.
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Figure 4.3: Registration workflow: a) the original image is “prepared” by automatically
identifying an LV-centered ROI (b) onto which the mesh is applied (c), then registered to
the target image (d); the resulting displacement field (e) is applied to the pre-registered
image (b) to obtain the registered image (f), which can be compared to the target image
(d) by visualizing the digitally subtracted image (g).

[34]. The LV anatomy is modeled as a two compartment model consisting of muscle — linear elastic, isotropic, and incompressible, and blood-pool, with prescribed
smoothness constraints to allow rapid motion of the endocardial contour. We initialize the algorithm by first discretizing the endocardial and epicardial contours, then
constructing a mesh of the blood-pool and myocardium. The contours were established by the farthest point sampling (FPS) algorithm [39], followed by the Delaunay
triangulation algorithm [40] for generating the meshes. Additionally, rather than
resorting to a dense rectangular grid, we account for the local curvature of the endocardial border using a finite-element like mesh defined via linear shape functions.
In other words, the displacement field was interpolated using linear basis functions.
The algorithm deforms the mesh by estimating the required deforming forces that
minimize the sum of the squared difference between the initial and target images.
To avoid large deformations and ensure a smooth displacement field, a linear elastic
regularization approach [41] is utilized.
The main advantage of the used registration method, described in [42], is the
Inverse-Compositional update. In each iteration, this registration method is searching
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the update vector of unknown parameters by applying it on the ”fixed” image, rather
than to compose it with the vector of unknown parameters from the previous iteration
and apply it to the moving image. Note that this can be done only when the warp
transformation is invertible, since the inverse of the update is composed with the
parameter vector. This approach results in a constant Hessian matrix, meaning the
Hessian matrix is computed only once.

Figure 4.4: The frame-to-frame motion transforms (T(k−1)→k ) are estimated by nonrigidly registering adjacent images in the sequence, then concatenated (T1→k = T1→2 ·
. . . · T(k−1)→k ) and applied to the segmented end-diastolic (ED) frame (Fk = T1→k · F1 =
T(k−1)→k · . . . · T1→2 · F1 ).

4.2.2.4

3D Left Ventricle Volume Reconstruction

Following the segmentation of each of the tri-plane views at end-diastole and the
use of the registration for their propagation throughout the cardiac cycle as illustrated
in

4.2.2.3, the resulting images are re-inserted into a pseudo-3D image volume

along the same orientation at which they were originally acquired (i.e., 60◦ apart)
corresponding to each cardiac phase. The boundary points of each segmented contour
at the same elevation are then fitted using the parametric variational cubic spline
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technique in [43]. The spline interpolated data is used to generate a convex hull using
the algorithm proposed in [44].

Figure 4.5: Schematic illustration of the 3D LV reconstruction: the tri-plane views at 60◦
(a) are inserted at their appropriate orientation (b), followed by spline interpolation and
convex hull generation (c).

4.3
4.3.1

Evaluation and Results
Ventricle Localization for Cine Cardiac MRI

The visual results are shown in Figures 4.7 - 4.11. The results from step 2 of
the RV + LV detection from the motion images of all 100 patients are shown in Fig
4.7 as 10X10 montage. The step 3 RV + LV refined detection from the diastolic mid
slice are shown in Fig 4.8. The resulted step 4, LV masks are shown in Fig 4.9.
The final LV resulted masks, which are a union between the LV results in all
localization steps 2-4, are shown in Fig 4.10. The overlap region between the resulted
LV mask and the ground truth is in white, the region of only ground truth is in red
and in blue is the region where only the resulted LV mask. Finally, in Fig 4.11 we
choose four patients from the 100 results, two which preform well in the sense of full
LV coverage with min radius and two with worse accuracy. The original and cropped
ROI’s image sizes are overlaid on the images that shows each step.
The quantitative results are shown in Fig 4.6 and in Table 4.1. Since our training
dataset only consists of seven exact LV shapes, achieving a minimum distance between
the centroid of the reference ground truth to the centroid of the resulted mask is
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Figure 4.6: Median, 25th and 75th percentile, full range, and outliers plots of the distance
between the centroids of the ground-truth depicted LV ROI and the automatically detected
LV ROI following each localization stage across all 100 datasets.

more important than the exact LV shape. The exact LV shape also depends on the
alignment between the slices and can be achieved by a segmentation of each slice
within the resulted LV mask. Therefore, Fig 4.6 shows the distribution as a box plot
of the 100 centroids distances after each localization together with the final result,
the overall LV ROI defined as the union of the three individually identified masks.
Table 4.1 summarizes the percent overlap of the ground truth derived and automatically depicted ROIs, as well as the distance between the contours of the identified
and ground truth ROI reported as the RMS distance error, Hausdorff distance error
and mean absolute distance error. Similarly, the table includes the evaluation of each
localization together with the global result that represents the union of the three
individual localizations.
In terms of average performance, the accumulated temporal motion image was
computed in 1.5 seconds on, the first RV and LV mask was computed in 2 seconds,
the second RV and LV mask in 2.5 seconds, and lastly the LV mask was computed
in 0.5 seconds. The performance depends on the HOG cell size and the size of the
training set, which includes the number of selected raining images, as well as rotation
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Figure 4.7: Montage containing 100 motion images featuring the mask encompassing the
RV + LV ROI extracted using accumulated temporal motion technique coupled with the
intensity weighted HOG feature vector correlation. The extracted ROI is shown in red and
the manually outlined RV + LV is shown in green.

and scales needed to capture a sufficiently wide variety of the cardiac features.
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Figure 4.8: Montage containing 100 diastolic mid-slice test images featuring the mask encompassing the RV + LV extracted from a diastolic mid-slice image following the accumulated temporal motion technique coupled with the intensity-weighted HOG feature vector
correlation. The extracted RV + LV ROI is shown in red and the manual RV + LV ROI is
shown in green.

4.3.2

Left Ventricle Reconstruction from Multi-plane TEE
Time Series Images

We conducted a preliminary study using retrospective tri-plane time series data
spanning multiple cardiac cycles from patients who underwent TEE imaging for car-
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Figure 4.9: Montage showing the cropped LV ROI from 100 diastolic mid-slice test images.
The LV ROI was extracted from a diastolic mid-slice image following the accumulated temporal motion technique coupled with the intensity weighted HOG feature vector correlation.
The extracted LV ROI is shown in red and the ground truth LV ROI (available from each
patient’s manually segmented LV images) is shown in green.

diac function assessment. Since the proposed framework encompasses three different
components — automatic extraction of endocardial features, registration-based feature tracking and propagation, and volume reconstruction — we assessed the perfor-
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Figure 4.10: Montage showing 100 results datasets featuring the LV ROI extracted from a
diastolic mid-slice image as the union of the three individual localizations. The overlap area
between the result LV and the reference ground truth is shown in white. The blue region
corresponds to a region enclosed within the automatically detected ROI, but not included
in the ground truth ROI, while red indicates a region enclosed by the ground truth derived
ROI but not missed in the automatically detected ROI.

mance of each component against the ground truth, which consists of the blood-pool
representation annotated manually by the expert clinician, using the EchpPac PC
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Figure 4.11: Examples of the LV ROI detection from four examples of patient images from
the 100 patient image database. The aspect ratio of the cropped ROI images relative to the
initial images is reported in pixels. From left to right, the columns represent the following:
original mid-slice image; motion image with the resulted RV + LV ROI outlined in red;
mid-slice image with the resulted RV + LV mask overlaid in red; manually outlined LV +
RV ROI in green and automatically extracted LV + RV ROI in red; LV ROI extracted from
the mid-slice shown in red and the ground truth-depicted LV ROI in green; overlap region
(white), ground truth enclosed region (red) and automatically-detected region (blue).

clinical software. In addition, we also evaluated the performance at each stages of our
application running in MATLAB on an Intel R Xenon R 3.60 GHz 32GB RAM PC.
4.3.2.1

Automatic Direct Frame Endocardial Feature Extraction Evaluation:

We first evaluated the accuracy of our automatic, direct frame endocardial feature extraction component against expert manual annotation of the same features
from the same frames performed by a cardiologist using the GE EchoPac PC clinical
software. Table 4.3.2.1 summarizes the blood-pool area measurements annotated
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Table 4.1: Assessment of the proposed LV ROI detection mask against the ground truth
LV localization mask. The assessment was done in each step of localization, with the final
result being the union of all steps. The LV localization was assessed according to the mean
and standard deviation of the Percent Region Overlap, RMS Contour Distance, Hausdorff
Contour Distance, and Mean Absolute Contour Distance. The contour distance metrics
were normalized by the radius of the ground truth.
Evaluation
Metric
Overlap
TRE
HD
MAD

Localization 1
Mean Std Dev
87.80% 11.55%
0.21
0.09
0.37
0.15
0.18
0.07

Localization 2
Mean Std Dev
92.48% 9.57%
0.14
0.07
0.25
0.11
0.13
0.06

Localization 3
Mean Std Dev
95.37% 8.55%
0.17
0.07
0.29
0.10
0.16
0.07

Union
Mean Std Dev
98.74% 3.04%
0.22
0.09
0.37
0.13
0.20
0.09

by the expert (Ground Truth) and the area obtained via A — automatic feature
detection from individual frames; B — single phase automated feature detection +
registration-based propagation; and C — single phase expert manual annotation +
registration-based propagation. Measurements are evaluated at two cardiac phases
—- end-diastole (ED) and end-systole (ES) — and averaged across all views and multiple cardiac cycles spanned by the acquired sequences. Our automatic blood-pool
extraction technique required 26.5 seconds to segment a “2D + time” 15 frame TEE
tri-plane sequence.
Table 4.2: Comparison between the blood-pool area measurements (Mean ± Std. Dev.
[cm2 ]) annotated by the expert (Ground Truth) and the area obtained via A — automatic feature detection from individual frames; B — single phase automated feature detection + registration-based propagation; and C — single phase expert manual annotation
+ registration-based propagation. Measurements are evaluated at two cardiac phases —end-diastole (ED) and end-systole (ES) — and averaged across all views and cardiac cycles
spanned by the acquired data.

Blood-pool Area [cm2 ] vs. Method
Ground Truth: Multi Phase Expert Manual Seg
Method A: Multi Phase Auto Seg
Method B: Single Phase Auto Seg + Reg
Method C: single Phase Manual Expert Seg + Reg

ED
52.1 ± 3.2
51.2 ± 3.5
50.1 ± 4.0
49.8 ± 4.6

ES
50.4 ± 4.6
48.9 ± 4.3
48.3 ± 4.6
48.2 ± 5.1
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4.3.2.2

Registration-based Blood-pool Tracking and Propagation Evaluation:

To evaluate the accuracy with which the non-rigid registration algorithm propagates the extracted features throughout the cardiac cycle, we employed several metrics, including the DICE correlation, Hausdorff distance, mean absolute distance error
and endocardial target registration error (TRE) computed between the ground truth
blood-pool manually annotated by the expert and the blood-pool depicted via three
other methods under consideration.
Table 4.3: Mean ± Std. Dev. of several metrics — DICE Coefficient [%], Hausdorff Distance
[mm], Mean Absolute Distance (MAD) Error [mm], and Endocardial TRE [mm] — used
to compare the expert clinicians’ blood-pool annotations (Ground Truth) with the bloodpool annotation obtained via A — automatic feature detection from individual frames; B
— single phase automated feature detection + registration-based propagation; and C —
single phase expert manual annotation + registration-based propagation. Measurements
are evaluated at two cardiac phases — end-diastole (ED) and end-systole (ES).
Comparison
Metrics
DICE Coeff [%]
Haussdorf Dist [mm]
MAD Error [mm]
Endocardial TRE [mm]

Expert
ED
94.9±0.7
4.7±0.9
1.5±0.3
1.9±0.2

vs. A
ES
94.7±1.4
5.2±1.3
1.6±0.6
2.0±0.7

Expert
ED
93.8±0.9
7.9±3.5
1.9±0.4
2.6±0.7

vs. B
ES
94.6±1.0
5.9±1.3
1.7±0.5
2.1±0.5

Expert
ED
95.1±1.0
6.4±1.7
1.7±0.2
2.2±0.2

vs. C
ES
95.2±1.8
5.4±2.1
1.8±0.7
2.2±0.8

Fig 4.3.2.2 visually compares the ground truth blood-pool annotation performed
by the expert clinician to that extracted via direct frame feature identification, as
well as registration-based propagation of the single-frame blood-pool annotated either
manually by the expert or automatically using the first component of our proposed
framework. The segmentation propagation technique required 162 seconds to run
through a 15 frame tri-plane TEE sequence.
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Figure 4.12: Visual comparison of the blood-pool annotations achieved via A — automatic feature detection from individual frames; B — single phase automated feature detection + registration-based propagation; and C — single phase expert manual annotation +
registration-based propagation vs. the ground truth expert manual blood-pool annotation
(GT) quantified at end-diastole (ED) and end-systole (ES) for the three tri-plane views (V1,
V2 and V3). White regions are common between the GT and each of the three A, B and
C blood-pool estimates, red regions belong to the expert annotated blood-pool (GT), while
the blue regions belong to the blood-pool area depicted by each of the three annotation
methods A, B or C under comparison. Panels are named according to the same convention
— i.e., the panel labeled GT-B V2 ES compares the ground truth expert-annotated bloodpool (GT) to the blood-pool annotated using Method B displayed in View 2 at end-systole
(Color version available online).

4.3.2.3

3D Volume Reconstruction and Ejection Fraction Evaluation:

Lastly, we assessed the accuracy of the 3D LV reconstruction procedure by comparing the reconstructed LV volume to that estimated by the GE EchoPac PC clinical
software following expert manual segmentation. The end-diastolic and systolic volume
measurements are summarized in Table 4.3.2.3, along with the corresponding ejection fraction measurements. Performance-wise, the LV volume reconstruction from a
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tri-plane sequence requires 11.6 seconds.
Table 4.4: Comparison between the LV blood-pool volume and Ejection Fraction (EF) between expert manual annotations (Ground Truth) and A — automatic feature detection
from individual frames; B — single phase automated feature detection + registration-based
propagation; and C — single phase expert manual annotation + registration-based propagation. Measurements were evaluated at two cardiac phases — end-systole (ES) and
end-diastole (ED).
LV Assessment
Metric
Mean Vol [mL]
Std Dev Vol [mL]
Mean LV EF (%)
Std Dev LV EF (%)

4.4

EchoPac
ED
ES
249.0 223.0
3.5
10.8
10.4 ± 5.6
5.6

Auto A
ED
ES
247.6 220.8
3.5
3.8
10.9 ± 2.0
2.0

Manual + Reg C
ED
ES
232.0
209.6
10.4
9.8
9.6 ± 0.4
0.4

Auto + Reg B
ED
ES
242.0
217.7
2.0
1.5
10.0 ± 0.8
0.8

Discussion

We described the implementation and clinical data evaluation of a rapid, automatic framework that encompasses well-evaluated localization of the ventricles from
the Cine MRI, whereas for the TEE images we proceeded with segmentation, registration, and volume reconstruction techniques as a means to provide a rapid, robust and
accurate framework for feature tracking from multi-plane ultrasound image sequences.
All components of the proposed technique were assessed against expert manual segmentation at both the systolic and diastolic cardiac phases and demonstrated accurate
and consistent performance, while significantly minimizing user-induced variability.
Furthermore, the developed techniques enable rapid and consistent analysis on challenging datasets.
As the proposed workflows integrate multiple algorithms, the influence of different
parameters becomes an important consideration. For example, the frequency specific
to the monogenic filter operates over a wide range of values and yields a good quality
“cartoon image” for further segmentation. The cell size of the HOG feature, the
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number of patients used for the generation of the training set, and the pre-processing
histogram equalization are all additional examples of parameters that need to be set.
Similarly, for the graph cut algorithm, the mean and standard deviations of the
blood pool, muscle and background regions are adaptively extracted from the image
content, while the threshold ’C’ that constrains the pixels towards the same label
can span a sufficiently wide range without significantly affecting the segmentation
result. Furthermore, Lamash et al. [34] have thoroughly studied the effects of various
regularization parameters in the biomechanics-based registration; for our purpose,
we selected the optimal parameters as suggested in [34]. In summary, the proposed
workflow yields a consistent segmentation result over a wide range of parameter values.
We have demonstrated the robustness of the proposed cine cardiac MR localization
technique by using only seven patient datasets from the 100 MRI dataset population.
Different orientations and scales were covered by rotations and scaling of the selected
7% of the datasets, as opposed to traditional large training sets, such as 30%, 50% or
70%. The extension of the training set, together with the feature matching, allowed
us to avoid registration with the corresponding DOFs in order to locate the ROI in
the motion image. The method was employed on all of the 100 datasets, including the
seven from the training, to evaluate the LV ROI from the feature detection against
the ground truth mask determined by the semi-automate segmentation images. The
method achieved 98% overlap with minimal inclusion of surroundings (the final mask
is simply the union of the three masks generated in each localization step). Lastly,
the proposed technique provides the automated LV ROI in seven seconds on average, once a test image is provided. Performance can be improved by optimal C++
implementation, as with the methods applied to the TEE images.
In Fig 4.11 we show cases in which the LV mask missed regions of the LV. This
was due to either the region not being in the mid slice, or the RV + LV mask missing
the region. This, in turn, can be caused when intensities are higher in the motion
region of the RV than in the LV. The handling of such cases can be improved by
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including more variations in the training set or by localizing the RV first and then
“nulling out” the RV from the motion image. The current results can be dilated
to achieve 100% overlap at the expense of larger distance error. Alternatively, the
overlap can be further improved by repeating the process on neighboring mid slices
and performing the union only on the final step of each mid slice. However, this
would require much longer processing times.
The single-phase feature extraction, followed by tracking and propagation via
registration further, reduces uncertainty, avoiding the need to segment each frame independently by using the a priori frame information along with the image sequence to
achieve optimal segmentation. Hence, should the expert clinician choose to perform
any adjustments to the single-phase segmentation, their precise tracking and propagation throughout the cardiac cycle is guaranteed by the elastic registration-based
implementation. Although a much faster implementation is required for real time applications, we achieved encouraging performance times of 26.5 seconds, 162 seconds
and 11.6 seconds for the 15 frames segmentation, registration, and 3D reconstruction, respectively. This work proved the concepts used to develop these preliminary
methods discussed here and their performance encourages further development.

4.5

Summary and Future Work

The impact and contribution of the proposed work is the integration of several image processing techniques (i.e., phase-based filtering, segmentation, registration and
volume reconstruction) into a streamlined workflow that utilizes traditional standard
of care images and fits seamlessly within the current workflows associated with both
cardiac function assessment and intra-operative cardiac intervention guidance and
monitoring.
As mostly all segmentation and registration algorithms heavily depend on the
ROI which the algorithm operates on, one of the main contributions of this work was
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to demonstrate a robust method of detecting organs and features in the MR data
based on small training sets. The method overcomes the weakness of the machine
learning approach and the temporal info approach and evaluated on a large and very
challenging test set. We used both the temporal info and smart feature matching
rather than common thresholding, smoothing and morphological operations [45].
The described methodology can be applied to any time-series modality dataset
to generate fully automated, fast, and accurate estimates of the ROI. For the LV
ROI, the calculation can be done sequentially for each slice and provides a rough
segmentation of the blood pool. Furthermore, the depicted geometry can serve as an
initialization for subsequent segmentation approaches.
In terms of its use, the proposed technique was developed in the effort to provide
a means to facilitate the left ventricle segmentation by minimizing the capture range
of traditional high level segmentation algorithms. Some application examples include
feature identification for intra-operative targeting and navigation and registration of
cardiac data based on the LV geometry, as well as improving segmentation for the
study of the time-variant LV geometry for assessing and monitoring cardiac function
(i.e., LV volume and ejection fraction estimates).
Ongoing and future efforts include further evaluation and demonstration of how
the proposed technique can cater to dynamically reconstructing 3D endocardial LV
representations that facilitate computer-assisted assessment of stroke volume and ejection fraction, as well as employing intra-operative multi-plane 2D TEE data to dynamically update and animate CT and/or MRI anatomy depicted pre-operatively to
better represent the intra-operative conditions. While we believe the most meaningful assessment is still against the expert clinicians analysis of the same input data,
we acknowledge the importance of assessing the output of our proposed framework
against the output of other techniques and extend the analysis to a large dataset of
multi-plane image sequences acquired across multiple cardiac cycles.
Besides its direct application to computer-aided cardiac function assessment, the
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proposed framework is potentially adaptable to the guidance and monitoring of imageguided cardiac interventions, most of which involve the use of real-time ultrasound
imaging — the clinical standard of care for cardiac procedures.
Additional future work will focus on localizing the apex in order to overcome the
most difficult segmentation task — the segmentation of the apical and basal slices. In
addition, we will also demonstrate how the LV ROI depicted from the 3D dataset can
be passed to a graph cut, atlas based or level set segmentation algorithm and assess
the results against the ground truth manual annotations performed by the expert
clinicians.
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Chapter 5
Discussion, Summary of
Contributions, and Future
Directions
This chapter provides a summary of the work described in this thesis in the context
of the proposed motivation of the work — the demonstration of the development, implementation and validation of effective medical image processing and computing tools
that have the potential to, provided further development and evaluation, be clinically
translated into computer-aided diagnosis tools and platforms. The tools described here
span several medical imaging modalities and several clinical applications that rely on
imaging and image analysis. While both the imaging data and applications are quite
different and pose specific inherent limitations, here we demonstrate how the proposed
guidelines enabled us to achieve the results comparable to the clinically acceptated
ground truth with minimal algorithm complexity and user input, and without compromising accuracy robustness, or computational performance.
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5.1

Review of Overarching Clinical Challenges and
Motivation of this Work

The medical community uses medical imaging to diagnose conditions, plan treatments, conduct longitudinal studies to monitor disease and therapy, and to perform
image-guided procedures. As a result of the increasing amount of imaging data, radiologists encourage the integration of semi- and fully automated methods into their
daily workflow; however, highly accurate image processing and computing methods
are still limited mostly to the academic research arena. As a result, despite the significant research efforts dedicated to the development of tools and techniques that
use medical image analysis for disease diagnosis, monitoring and therapy evaluation,
the number of tedious and ambiguous tasks performed manually by the radiologists,
imaging technicians and clinical staff is still large. In addition, there are still many
applications that lack a standardized workflow. Manual operators often develop a
bias toward the most common cases, which may result in significant diagnostic errors. Moreover, while some commercially available image analysis tools are available,
such applications are typically integrated into the latest versions of the imaging systems, and are not available for use with other systems, rendering them unsuitable for
wider use.
Nevertheless, radiologists appreciate automated methods that provide consistent
results and then permit manual refinements and confirmation from an expert clinician.
From our experience with the collaborative radiologists, we find that the reasons that
prevent the use of the latest highly sophisticated methods are the complexity of the
methods and their limited robustness in response to the variability of the clinical
data, which raises the need for specific parameter tweaking on a patient-by-patient
basis.
One such example is deformable (local/dense) image registration and its main
challenge is associated with the difficulty of proving the reliability of the method
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and its ability to yield non-artificial deformations. Because of the realistic properties
of the resulting deformation field prescribed by the registration methods, artificial
deformations cannot be easily distinguished from real deformations. However, recent
methods evaluated as part of clinical imaging challenges have reached accuracies above
the clinical expectations. The only standard used to evaluate a proposed registration
method is typically in comparison with other methods and using metric such as the
target registration error, the properties of the deformation field, and the comparison
with manual segmentation or visualization of the post-aligned images. Nevertheless,
despite registration accuracy, the in-vivo validity of the registration results is difficult
to assess.
In this thesis we described several clinical applications in need of better image
processing solutions and showed how we applied several guidelines learned in this
thesis to design effective techniques as plausible solutions. The use of these proposed
guidelines to each described application, as well as to other applications, increases
the usefulness and attractiveness of medical image processing tools to the clinical
environment, rendering such methods as more likely to be considered for clinical use.

5.2

Thesis Summary

This thesis focuses on the demonstration of several image processing pipelines
intended to provide streamlined solutions for clinical challenges that currently experience minimal use of computer-aided analysis tools and rely heavily on exhaustive,
manual, clinician-centered image manipulations.
Specifically, in Chapter 2 we showed how a feature-based registration technique
operating on a region of interest centered around the identified pulmonary lesion can
provide sub-millimeter registration accuracy between sequential thoracic CT scans
used to track the progression of disease. As a result, the clinician can make an objective assessment on the lesion progression using a digital subtraction post-registration
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image that takes into account the deformation of the background lung tissue, without the need for lesion segmentation or use of complex non-rigid image registration.
In addition to validating the proposed technique according to the target registration
error, we also showed the potential clinical utility of the proposed methods on 12
patient datasets assessed by a collaborating radiologist vis-a-vis the clinical standard
of care method.
Similarly, in Chapter 3, we proposed and validated a method that enables the
automated reconstruction of standing X-ray panoramas for hip-knee-ankle axis deformity assessment. The proposed method is fully automated, and relies solely on
anatomical features, unlike traditional methods that employ external markers for
manual sector image alignment. We validated our proposed method on 95 patient
datasets acquired across multiple sites, therefore featuring the typical variability of
clinical image datasets. Our study showed no significant difference between the automated and manually reconstructed panoramas, as well as between the hip-knee-ankle
axis angle estimated based on both sets of panoramas.
Lastly, in Chapter 4 we demonstrated the efficiency of two automated region
of interest localization and segmentation tools applied to both cardiac MRI and US
images. The stepwise region localization tool developed for cine cardiac MRI serves
as a pre-segmentation technique, which can then be refined to obtain a fairly accurate
segmentation of the desired anatomy using traditional, well-validated segmentation
methods. One of the challenges of typical segmentation techniques is their convergence to local minima, leading to the inclusion of non-desired features in the extracted
mask that do not belong to the anatomy of interest, or missing critical features of the
anatomy instead. The cine cardiac MRI feature localization tool automatically yields
the “volume of best fit” that encloses the largest extent of the anatomy from all 4D
image slices, yet without “cutting” any features of the anatomy and while limiting the
field-of-view by not capturing unneeded features that do not belong to the anatomy.
Similarly, the 4D US image segmentation tools entail the use of region localization
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for initial segmentation, followed by the use of non-rigid registration in concert with
the temporal frame-to-frame motion to propagate the segmentation throughout the
cardiac cycle. Both methods have been implemented and validated on large clinical
datasets that feature the inherent, typical variability characteristic of clinical data.
In summary, in the previous chapters, we have demonstrated several image processing methods that are designed to solve the clinical challenges raised by the clinicians without relying on highly complex scientific solutions that have a low likelihood
of being clinically adopted. As such, while our proposed techniques are not ready
for clinical implementation, they nevertheless demonstrate the potential to devise
intelligent solutions that follow certain guidelines which may facilitate their clinical
translation. The use of such consistent guidelines yields clinically accepted results,
while providing a streamlined, computationally efficient implementation that avoids
most complex algorithms in need of special parameter selection in response to the
specific datasets under investigation.

5.3

Contributions to the Field of Medical Image
Processing

The contributions we illustrated in the context of the described applications are
centered on the three most common tasks in medical image processing: localization,
segmentation and registration. Our approach for optimizing the image processing
tools was to reduce complexity while maintaining the required accuracy and through
efficient implementations that perform robustly across larges number of datasets consisting of various medical imaging modalities characterized by the typical inherent
clinical and image acquisition variability.
The direction of the work in this thesis, being applied to all clinical challenges
described in the previous chapters, yet applicable to many different ones, was motivated by and led to the formulation of four important criteria or guidelines. These
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proposed guidelines encompass the requirements that clinically-intended medical image processing and computing techniques must feature in order to promote their use
in clinical practice, specifically as part of a CAD system.
G1: Reducing the number of degrees of freedom (DOF) of the designed
tool, with a plausible example being inefficient non-rigid image registration. This guideline addresses the risk of artificial deformation during registration
and it clearly aims at reducing complexity.
G2: The use of shape-based features to most efficiently represent the
image content, either by using edges in lieu of or in addition to intensities
and motion where useful. This guideline is inspired by the well-known fact that
edges capture the most useful information in the image and can be used to identify
the most important image features. Image features (i.e., edges) represent a good
compromise between using the intensity-based methods (more recent) and landmarkbased methods, in terms of relevance, information content, and level of algorithm
advancement. As a result, this guideline resulted in more robust performance when
key image information was missing.
G3: Efficient method of implementation. This guideline focuses on efficiency
in terms of the minimum number of steps required and avoiding the recalculation of
terms that only need to be calculated once in an iterative process. It is obvious
that an efficient implementation leads to reduced computational effort and improved
computing performance.
G4: Commencement of the medical image analysis workflow by establishing optimized initialization of each step, and gradually converging
toward the final acceptable result. This guideline aims to ensure reasonable outcomes in consistent ways and it avoids convergence to local minima while gradually
ensuring convergence to the global minimum solution.
These guidelines are summarized in Fig. 5.1, along with a brief description on
how each guideline was followed and implemented in the context of ech of the four
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undertaken applications, and how they benefited the solution development.

5.3.1

Implementation of the Proposed Guidelines and Impact on the Addressed Clinical Applications

All applications tackled in this thesis were studied, implemented and evaluated
on clinical data provided by the collaborating radiologists or publicly available data
obtained through community-organized research challenges. The data included 2D,
3D, and 4D images from the different modalities studied, specifically 3D chest CT
images for the lung nodule progression assessment study, 2D X-ray images for the
long limb axis deformity assessment study, and 4D (cine) cardiac MRI images and
multi-plane 2D time series US images for the anatomy localization and segmentation
for cardiac function assessment study.
Moreover, the methods we designed, developed and evaluated address the following
clinical challenges raised by radiologists. The first application focuses on the growth
rate assessment of pulmonary GGNs from thoracic CT scans, and in terms of its
underlying medical image processing requirements, this application poses an image
registration problem, along with image segmentation of the lung and/or nodules.
The second clinical application focuses on the assessment of long limb deformity
based on full-length weight bearing X-ray panorama images, and it poses an underlying medical image segmentation problem that also requires localization and segmentation of anatomical features to assist with the registration.
Lastly, the cardiac function assessment study using both cine MRI and multiplane 2D time series ultrasound images entails a combined solution that integrates
several medical image processing tools — region localization, feature segmentation,
feature tracking via image registration, and D volume reconstruction from individually
segmented 2D multi-plane images or axial image slices.
As outlined above, for all studied applications, the challenges were centered around
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Figure 5.1: Summary of proposed guidelines for effective implementation of medical image
computing tools, along with their utilization and impact for each selected application.
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feature localization, segmentation and registration. Here, we show how the four
guidelines we proposed are applied to the three image processing problems discussed
above, with reference to each imaging modality. As such, for each one of these
clinical applications, we aimed to devise an image processing based solution that has
the potential to become a clinical tool, if deemed appropriate by the radiologists. The
requirements considered for a medical image processing tool to have the potential to
become clinically adopted, even informally, on a case-by-case and radiologist-basis,
are that it should 1) not require additional equipment, currently not part of the
clinical workflow, for image acquisition, processing or analysis 2) rely on standard of
care images, and 3) will facilitate the radiologist image analysis and interpretation
workflow.
5.3.1.1

Guideline G1: Reducing Degrees of Freedom, Algorithm Complexity and Avoiding Optimization

This guideline recommends the reduction of the number of degrees of freedom
for the developed medical image processing tool, with a concrete example being the
attempt to avoid the use of deformable image registration due to its highly complex
parameter dependence.
In the context of the lung nodule tracking application, G1 was applied by demonstrating the feasibility of using an effective alternative to deformable registration,
specifically a feature-based affine image registration technique. We showed that the
deformable registration is not needed in order to achieve the required accuracy for the
clinical application. Using a lesion-centered feature-based affine registration instead
of the state-of-the-art deformable registration, we achieved comparable accuracy to
deformable registration, while significantly reducing the degrees of freedom.
The long limb axis deformity assessment study also benefited from the reduction
of degrees of freedom when constructing the automated X-ray panoramas. The sector
image registration was implemented as a 2-DOF translation instead of a 3-DOF rigid
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registration method, and was further reduced to a single DOF by evaluating the
similarity metric (either a distance metric or DICE overlap coefficient) between the
registered images along a one dimensional path defined by the medial edge of the
bone. As a result, the registration was solved as a single DOF “optimization-free”
approach, meaning without optimization solver, but by following significant search
space narrowing.
When segmenting and reconstructing the LV blood pool from the multi-plane
time series US images, we reduced the DOFs when propagating the segmentation
mask via image registration by combining Delaunay triangulation with the farthest
point strategy (FPS) point sampling algorithm. This approach enabled us to only
retain the minimum number of vertices required to represent the deformation of the
left ventricle throughout the cardiac cycle using non-rigid image registration, hence
reducing the degrees of freedom.
Moreover, for the left ventricle localization from the cine cardiac MR images, we
first reduced the image dimensionality from 4D (space + time) to 2D motion images
using simple image subtraction and averaging via the mean of the means approach
described in Chapter 4, reducing image dimensionality. Moreover, to localize the
image region featuring cardiac motion region, a registration approach that typically
includes translation, rotation, and scaling (similarity transformation) is used to match
the shape features of a test image to the features of the training set. Instead of
resorting to an image registration-based approach, we replaced the 7-DOF similarity
registration with a one dimensional feature correlation with a training set in which
a small number of patient datasets was transformed by applying different rotations
and scales to capture the real variability of the data.
As demonstrated, all these devised solutions managed to reduce the number of
degrees of freedom of the image processing tool, therefore leading to a more efficient
implementation, less susceptible to highly complex parameter sensitivity.
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5.3.1.2

Guideline G2: Employ feature- (edge) vs. intensity-based methods

This guideline recommends the extraction of the most intrinsic features of an
image, specifically using shapes represented by edges, and using these features for
subsequent image processing manipulations and operations, as opposed to the raw
intensity data.
For the lung application, we demonstrated the use of a feature-based registration
and its added robustness and accuracy with respect to an intensity-based registration.
These features were either extracted via lung segmentation (for the lung boundary
features) and monogenic filtering (for the lung content features) and performed an
optimization that separates the effect of the lung boundary and content and automatically identifies their optimal weighting to maximize the similarity metric, rendering
the registration less susceptible to the masking of the lesion.
For the orthopedic application, we relied on detection of the medial and lateral
edges of the femur and tibia to capture the shape of the bone in the overlap region and
register the sector images and create the panoramas. Intensity-based filtering allowed
us to detect the bone shaft and its vertical edges, serving as a partial segmentation
without the need of any shape or appearance model and without any sophisticated
segmentation such as graph-cut with shape constraint. Since the only reliable feature
in the image was the edge of the bone (due to contrast variability, image quality,
small overlap regions, energy level, noise and unreliable markers), the inclusion and
use of only edges enabled a clinically acceptable registration performance.
For the cardiac blood pool assessment from US images, we initialized the blood
pool segmentation using monogenic filtering, enabling us to obtain a mask around the
LV blood pool (corresponding to low frequency features) and extract the edges within
the blood pool (corresponding to high frequency features). These edges enabled us
to generate a “cartoon image” as an initialization for the graph-cut segmentation.
Similarly, for the cardiac ROI localization from cine cardiac MRI, the localization was
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based on the histogram of oriented gradient (HOG)-based feature, which uses local
gradient edge histograms. As such, to emphasize the HOG feature in the motion
regions, we weighted the features based on local intensities. Thus, we only added
image information to the shape and edge content, because it was necessary and highly
valuable.
Hence, the use of feature-based (real or virtual edges) as opposed to intensitybased information led to more efficient and more robust implementations, also less
susceptible to intensity variations caused by either the image acquisition or the inherent image intensity characteristics of the imaging modality used.
5.3.1.3

Guideline G3: Efficient Implementation that Minimizes Computing Steps and Efforts

This guideline recommends the devising of medical image processing tools that
follow an efficient implementation that minimizes the number of computing steps,
minimizing the overall computing efforts. Efficient implementation and timely performance is clinically important and requires a solid understanding of the image
processing tools, data, and clinical requirements.
In the context of the lung project, the devised feature-based affine registration
resorted to minimizing the Euclidean distance between the edges from the initial and
follow-up CT scan. The separation of the edges between lung boundary and lung
content enabled us to assign different weighting factors to the edges in each region,
and use normalized cross-correlation (NCC) to automatically identify the optimal
weighting factors. Furthermore, our feature-based registration implementation only
computed the distance map between the fixed and moving edge images once; then,
for subsequent iterations, we used a scalar dot product between the distance map
of the fixed image and the moving edge image to obtain the sum of the distances
between the registered edges and the closest fixed edges. This implementation reduces
the number of computing steps to much less than the number of computing steps
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needed to iteratively compute the normalized cross-correlation for an intensity-based
registration; similarly, this implementation is also less computationally demanding
than the well-known iterative closest point (ICP) algorithm.
In the context of the long limb deformity assessment project, we chose an implementation that provides an “optimization-free” registration of the X-ray sector images
to construct the standing panorama. The optimal x-y translation parameters used
to align the sector images were computed based on either minimizing the distance or
maximizing the DICE overlap between the medial edges of the corresponding bones
in the overlap regions. Since there were only 200-300 points (20-30cm) along the
bone edges in the potential overlap region, we could avoid the use of an optimization
solver for finding the optimal translation. We evaluated an efficient symmetric similarity metric (i.e., Euclidean distance map, also used in the lung image registration
solution) operating on image features (i.e., bone edges) rather than image intensities.
This similarity metric was evaluated along all the points along the bone edges, and
the one featuring the minimum distance was deemed as optimal. As a result, this
approach does not pose the typical registration optimization risk of convergence to a
local rather than a global minimum.
For the cardiac projects, a similar efficient implementation was used to optimize
the left ventricle image registration. To propagate the diastolic mask to the remaining frames of the cardiac cycle using registration, the objective function consists of
a similarity term — the sum of the squared differences (SSD) — and a regularization term — an elastic stiffness constraint formulated in terms of the biomechanical
stress-strain relation. The warping function is implemented with linear basis functions, providing simple interpolation within each triangulation by simply using vector
projections. The similarity term is rearranged to apply warping to both the fixed and
moving images and also utilizes inverse warping that relies on the Hessian matrix,
which is constant and therefore needs to be computed only once. This approach is
known as the Inverse-Compositional Update described in [1].

200
For the feature localization from the cine cardiac MR images, the motion images
depicting the moving heart were generated by simple subtraction accumulated along
the middle short-axis slices. Rather than capturing variances or using Fourier analysis, we used the simpler, more efficient implementation via image subtraction. In
addition, the proposed localization method uses a minimal training set consisting of
only seven different cardiac shapes out of 100 patient datasets. The full training set
was constructed to efficiently capture the natural variability of the data by applying
different rotations and scales to the seven chosen datasets, along with their corresponding LV, RV and LV + RV masks. The inputs into the localization function
are the features of the training motion images and their corresponding masks, along
with the test motion image. The output identifies the best-matching image from the
training set, along with the optimal X-Y translation, using only a one dimensional
correlation to locate the corresponding ROI mask efficiently. In addition, the implementation enables the sequential use of these steps to identify the LV + RV region,
RV or LV only regions from the short axis-slices near the apex.
As demonstrated, we devised simple and efficient implementations that avoid
intensity-based registration with optimization solvers (approaches for search strategies) that pose the risk of converging to local minima for different applications that
employ highly variable datasets acquired using different imaging modalities. These
approaches were implemented without compromising the accuracy of the method and
improving their computational performance.
5.3.1.4

Guideline G4: Robust Initialization and Step-wise Convergence /
Optimization

Guideline G4 recommends that in the case of optimization, the initialization step
is designed to helping the algorithm to gradually converge in a modular fashion,
wherever possible. Counter-intuitively, although it may seem to require more computing power, in many cases, the use of multiple building blocks can greatly reduce
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computational steps and increase robustness.
For the lung image registration project, this guideline was illustrated by using a
unique method to initialize the registration by identifying a good approximation of
the lung rotation angles. The method is based on the fact that the lung has enough
unique shape clues in all three orthogonal planes to identify the initial registration
angles independently of a traditional rigid registration. The three rotation angles
were established by matching the 2D histograms of the lung masks in the plane orthogonal to the rotation axis by evaluation the χ2 statistic between the histograms
within the range of ±30◦ for each angle. As such, the rotation angle yielding the
minimum χ2 statistic metric was estimated independently for each rotation axis independently. In short, a χ2 statistic evaluation for each independent angle, coupled
with a refined optimization, yielded a more robust and more computationally efficient result than a traditional, simultaneous 6-DOF rigid registration initialization.
Furthermore, the subsequent registration pipeline continues to maintain a step-wise
convergence approach, beginning with centroid-alignment, then rotational initialization, rigid registration refinement, and affine registration, followed by intensity-based
deformable registration. The output of each step consists of the input of the subsequent step, hence following a step-wise, modular convergence approach.
For the orthopedic application, this guideline was implemented by the partial
segmentation of the tibia and femur, without the use of any optimization to solve
the segmentation. Both the partial bone segmentation and the edge detection were
obtained in a stepwise manner with refinement at each step. A two-step intensity-base
registration with optimization did not, despite the much more expensive computing
power, achieve results of comparable accuracy and robustness as our proposed method
employing bone segmentation and alignment. As such, the devised method employed
feature identification and segmentation as part of an intuitive and simple sequence of
steps that enabled a robust initialization and step-wise convergence.
Lastly, in the context of the cardiac applications, the LV reconstruction from
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the multi-plane US time series images began with a simple rough LV localization
of the endocardial mask using a low-frequency monogenic filter, followed by highfrequency filtering to obtain the blood pool edges, subsequently used along with the
average intensities to create a cartoon image, which served as an optimal initialization
for a graph-cut segmentation, whose output was propagated to the other cardiac
frames using deformable registration and used to reconstruct the 3D LV blood pool
volume across all cardiac phases. So in summary, the step-wise approach led to a
robust initialization of the segmentation via the “cartoon image”, while the image
registration enabled us to leverage the temporal relationship between the adjacent
frames to propagate the single phase segmentation as opposed to segmenting each US
image frame independently, yielding a smoother and more robust result.
For the LV localization for cine cardiac MR images, we resorted to a gradual,
sequential region of interest identification consisting of three localization steps —
the localization of the LV + RV region from the motion image, refining using the
LV + RV from the mid-slice image, and concluding with the refined LV from the
mid-slice image. This step-wise localization approach, coupled with the extension of
the training set, and the customized one dimensional histogram of oriented gradient
(HOG) feature correlation, resulted in improved robustness and increased computational power.

5.3.2

Contributions to the Undertaken Clinical Applications

5.3.2.1

Lung Nodule Progression Assessment from Thoracic CT Images

The GGN high risk of malignancy, coupled with very small growth rate, raises
the critical need to accurately assess nodule progression, either visually or via quantitative diameter measurements, to guide clinical decisions. Specifically, it is desired
to measure 3D growth rate accurately; however, this is not possible for two reasons.
First, a consistent and accurate segmentation of GGNs is inherently unfeasible be-
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cause of the nature of the nodules and their indistinct borders. As a result, there is
no “clinically agreed-upon nodule segmentation”, rendering the assessment as highly
subjective. Second, the nodules may appear against the backdrop of the lung itself,
or other locations where the lung may move or deform in ways that affect the GGN
shape, especially in its non-solid/non-rigid regions. Lastly, 3D nodule assessment is
tedious and time consuming, forcing clinicians to resort to less accurate 2D image
and diameter measurements of the nodule.
An accurate registration of the initial and follow up images that corrects for background lung tissue deformations not caused by disease allows us to subsequently
create a subtraction image post-registration that is clinically helpful because of the
sensitivity of the human eye to differences. Therefore, it is very valuable to have an
accurate registration that does not have the risk of introducing artificial deformations
and does not require segmentation of the GGN.
To address the clinical needs while mitigating the above-mentioned challenges —
i.e., to avoid the need for nodule segmentation to separate the nodule from the surrounding tissue during registration — we employ a feature-based affine registration
operating on a lesion-centered ROI whose accuracy is comparable to the deformable
registration, yet it retains the true nodule change and avoids artificial deformations.
As a result, any differences observed in the digital subtraction images post-registration
are due to the disease itself, therefore enabling the separation of the extrinsic deformations from the disease-induced changes, facilitation the assessment of the true nodule
progression due to disease or in response to therapy.
5.3.2.2

Long Limb Axis Deformity Assessment from Standing X-ray Panoramas

To accurately assess the hip-knee-ankle axis deformity, radiologists need accurate
standing panoramas of the patient. While a single X-ray image would be sufficient
to image the entire femur and the tibia to calculate the HKA angle, most equipment
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is limited to a maximum cassette size of 43 cm. As a result, panoramas are often
constructed by manually stitching multiple sequentially acquired sector images of
the lower hip, upper and lower knee and upper foot into a single standing image.
In most cases, the images are registered by a radiologist manually, while a ruler or
other external markers attached to the patient are used as guides for the sector image
alignment. Once the panorama is assembled, the hip-knee-ankle angle is subsequently
estimated from the resulting panorama and and used to classify deformity, identify
the proper course of therapy or enroll patients in various clinical trials based on the
extent of axis deformity.
In order to eliminate the need to manually assemble the standing X-ray panoramas, we proposed a fully automated method that relies only on anatomical landmarks
available in the acquired sector images to collate them into a single panorama of similar quality as a panorama manually created by an expert clinician, which enables the
same faithful estimation of the hip-knee-ankle axis deformity as the manual panorama
despite the high variability of the clinically acquired images. As such, the devised
automatic panorama reconstruction tool requires sufficient robustness to perform optimally on the highly variable, patient-specific, and inconsistent datasets.
Our proposed automated, marker-less panorama generation method that only
relies on anatomical features extracted from the images provides a robust, accurate
and computationally efficient solution that yields comparable results to the expert
manual approaches, but has no manual input from the clinician and is based on
objective selection of the translation parameters, hence eliminating user variability
and any bias associated with the traditional, manual registration approach.
5.3.2.3

Cardiac Function Assessment from Multi-plane TEE Time Series
and Cine Cardiac MRI

Cardiac function assessment by quantification of the left and right ventricle volume, mass and ejection fraction throughout the cardiac cycle are highly subjective
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to user expertise and associated manual variability, and is therefore in great need
of automated and accurate measurements. Specifically, two imaging modalities, US
and MRI, are used as standard of care for assessing cardiac function, thanks to their
non-invasive aspects and lack of exposure to ionizing radiation.
While the typical US imaging workflow estimates the LV volume based on an
axisymmetric assumption, our proposed workflow enables the actual reconstruction
of the geometry via interpolation between the multi-plane images. Our method first
segments the LV geometry from each of the three multi-plane views at a single cardiac
phase, then propagates the segmentation to the remaining frames imaged during the
cardiac cycle, and finally reconstructs the 3D blood pool geometry at each cardiac
phase. This tool enables the dynamic quantification of the LV volume throughout
the cardiac cycle, as well as the automated estimation of the ejection fraction given
a tri-plane US image time series. The proposed automated method reduces user and
manual variability by eliminating the need for human interaction and hence inherent
human error, and, substitutes the tedious LV segmentation and volume approximation
tasks with a fast, automated and efficient quantitative analysis of the LV geometry
and ejection fraction in just a few minutes.
Similarly, as a precursor for LV or RV segmentation from cardiac cine MR images,
an initial localization of the region of interest that encloses the desired structure, be
that the LV or RV, while minimizing the presence of unwanted surrounding information without missing any features of the desired anatomy is critical to yielding a
sufficiently accurate and robust segmentation of the desired cardiac structures. As
such, the developed localization method must robustly and reliably output the region
of interest (ROI) of the ventricles. The ROI is of great importance because accurate
segmentation relies heavily on choosing an ROI that does not include too much extraneous image content. In addition to the localization of the ventricles being used
as a precursor step to segmentation, it is also important as a standalone method of
generating an ROI, since the determination of ROI removes the influence of image
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artifacts present outside the ROI, and therefore provides a much better contrast for
any application requiring visualization of the ventricles.
In summary, each clinical application undertaken in this work was in need of an
efficient solution that performs robustly and yields sufficient accuracy to be deemed
acceptable from a clinical perspective, while also optimizing computational performance and reducing or eliminating user interaction and induced variability. For the
developed methods to be considered clinically acceptable, their results need to be
assessed vis-a-vis the results achieved using the current standard of care tools, or
other results generated via already validated methods, that serve as gold standard
benchmarks.

5.3.3

Comparison against Current Clinical Gold Standard
Benchmarks

The selected benchmarks used for comparison consisted of: the target registration
error estimated across a set of homologous anatomical landmarks surrounding each
nodule selected by the radiologist in both the initial and follow-up CT scan — for
the lung nodule assessment application; the translation parameters yielded by the
manual sector image registration when reconstructing the standing panorama, as well
as the measured corresponding hip-knee-axis angle — for the long limb axis deformity
application; the LV slice area, volume and ejection fraction estimated via a clinical
software package — for the cardiac function assessment using TEE images; and lastly,
the expert manually annotated 2D bounding mask of the desired geometry from each
spatial and temporal slice — for the cardiac feature localization from cine MRI.
5.3.3.1

Lung Nodule Assessment

To assess the accuracy of the proposed feature-based affine registration method,
we compared its achieved TRE to the TRE yielded by the deformable registration
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algorithm deemed most reliable, specifically the latest version of the Greedy Symmetric Normalization (SyN) registration [2], which achieved the most accurate lung
registration in the EMPIRE 10 challenge. The TRE computed across a set of manually selected homologous landmarks is still recommended as a reference standard for
comparing the results of different registration algorithms ([3]), mainly because there
is no in vivo ground truth reference standard available to quantify registration accuracy. We conducted our study using 12 representative initial and follow-up lung CT
images cases selected carefully by our radiologists, which also captured the typical
variability encountered in clinical practice.
We devised a lesion-centered feature-based affine registration featuring a fast,
robust and computationally efficient implementation for an accuracy trade-off of 0.4
mm TRE over a deformable registration. The 0.4 mm TRE trade-off was negligible,
as lower than the typical voxel dimension, and also not significantly noticeable to the
radiologists. As a result of the initial and follow-up image registration, the digital
subtraction image post-registration helped the radiologist more clearly identify nodule
changes than did the traditional side-by-side measurement comparison of the GGNs.
This was demonstrated by the pilot study conducted by our collaborating radiologist, who was randomly presented with either a side-by-side visualization of an
initial and follow-up, non-registered CT images or a digital subtraction image postregistration and was asked to assess the nodule changes and classify them as negligible,
slight/moderate, or significant. While the study revealed no significant difference between the assessment conducted under the two different paradigms, the radiologist
did state that the digital subtraction image post-registration was much more valuable
than the other method, as it provided a clear visualization of the changes between
the two different scans, eliminating the need to identify the lesion borders, measure
lesion diameters or quantify its size post-tracing.
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5.3.3.2

Long Limb Axis Deformity Assessment

To assess long limb axis deformity, the HKA angles were computed from the
constructed panoramas across 95 datasets from clinical patients with highly variable
clinical conditions. The datasets were randomly selected from a large clinical database
which was established as part of a clinical trial, containing data collected from over
200 different sites. There was no universal standard protocol for image acquisition or
for the external landmark placement, and, as a result, there was no generic method
for automatically generating panoramas. As such, the manual panoramas constructed
manually by the expert using a series of horizontal and vertical translations served
as the gold standard. The four resulting automated X-Y translation pairs - right
hip-knee, right knee-ankle, and corresponding left-side X-rays - were compared with
the manually selected translation pairs. Additionally, the HKA angles estimated
from the automated and manually generated panoramas were compared, and their
differences were analyzed alongside the vertical translation differences between the
expert manual and automatically generated panoramas.
Significant translation differences were only found when either the overlap stitch
region was on the shaft region of the femur, an area containing very little width
variation, meaning that there were not enough clues to identify a unique translation,
or when there was a manual error made by the expert, such as basing his/her stitching
on incorrectly selected external markers. Note that, although incorrect or missing
edges were absent from the data, these defects could potentially result in inaccurate
alignments.
Even though there were no statistically significant differences between the manual and automated panoramas and the majority of the differences were relatively
small, there were five cases having significantly large vertical differences in the femur,
specifically differences greater than twice the standard deviation, hence classified as
outliers. Remarkably, these five cases each had total vertical differences within the
range of 40mm - 98mm; however, for the HKA angle comparison, we did not observe
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any statistically significant or large angle differences. The largest HKA angle difference was 2.5 degrees and this same case had the largest vertical translation difference
of 98 mm, whereas for the remaining 94 cases, the absolute HKA angle differences
were all less than 1.25 degrees.
Moreover, regarding clinical trial screening, the HKA angle differences can result
in different clinical decisions regarding inclusion / exclusion of a patient from a clinical
trial, meaning that a patient who should be excluded in a trial is included, and vice
versa. Excluding patients who should be included in a trial leads to increased clinical
trial recruitment screening costs due to the need to find additional eligible patients.
Moreover, including patients that should be excluded results in a potential bias in
clinical trial results. From our data, we only identified two cases (of the total of 95)
who were classified in different clinically relevant categories depending on whether the
HKA angle was based on either a manually or automatically translated panorama.
5.3.3.3

Cardiac Feature Localization, Segmentation and Tracking

For the cardiac ultrasound application, the study was conducted using retrospective tri-plane TEE time series images acquired along multiple cardiac cycles to assess
patients’ cardiac function. Using the automated segmentations of the blood pool
on the ”2D + time” 15 frame tri-plane sequence, we reconstructed volumes in the
end-diastole (ED) and end-systole (ES) phases, which were then used to calculate
the Ejection Fraction (EF). The ground truth used to evaluate the results was the
expert manual segmentation of the same frames, performed by the collaborating cardiologist using the commercial GE EchoPac PC clinical software integrated in their
imaging system. The results in terms of the areas, volumes, and ejection fractions
were consistent with the ground truth. Interestingly, the EF standard deviation was
much smaller when the segmentation was propagated using registration, compared to
the standard deviation of the ground truth, which segments the ED and ES independently. Even for the ED and ES independent automatic segmentation, we achieved
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higher standard deviation compared to using frame propagation via registration. In
conclusion, the use of image registration to propagate the segmentation reduced the
variance of the LV volume and EF results, probably based on the continuous updating of the deformation captured by registration and the relatively small incremental
changes between frames, as opposed to the bigger differences between the ED and ES
when considered independently.
For the cardiac MR application, we used the data from a LV segmentation challenge, which consisted of 100 cine MR datasets. We evaluated the results on all 100
datasets and seven of them were used as a training set. This data represented a high
range of clinical variability, including image acquisition settings, image artifacts, patient variability, etc. The resulting LV masks, which enclose the LV in all slices, were
compared with the corresponding masks generated from the manual segmentation
of the myocardium, provided as part of the challenge and used as the ground-truth.
In each one of the three sequential localization steps, the overlap between the result mask and the ground-truth mask increased with small variations in the Mean
Absolute Distance (MAD) error. The union between all three masks gave the best
results with a 98.7 % ±3.0% DICE overlap and a normalized mean absolute distance
of 0.20% ±0.09. The normalized MAD was calculated between two contours - one
being the proposed ROI and the other being ground-truth ROI - and was normalized
by the radius of the ground truth contour.

5.4

Ongoing and Suggested Future Research Directions

The work presented in this thesis as the initial stage of the development of medical
imaging applications, based on integrated image processing tools, aims to prove the
potential feasibility of developing methods designed to address clinical needs. The
required future efforts need to focus on two aspects — method optimization and
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clinical validation.
Method optimization entails the development of well-documented software code
according to commercial standards, performance of expert review of the developed
software tool to identify an improved modular design, in terms of the modules and
their functions, listing of all critical parameters and their dependencies, testing parameter sensitivity, software adjustment and iterative development of new versions
until convergence, and efficient implementation of the software tools using Python,
C++, Java etc. in the effort to create open source applications with executable files.
In addition, a robust and significant clinical validation is critical to demonstrating
the clinical utility of the developed tools in the context of their intended clinical
applications and vis-a-vis the current standard of care assessment techniques. Such
tests require large datasets that will aid in detecting the software/method defects
that eventually will be improved in new versions which will include new fixes and and
new features.
Next, we propose specific avenues for further optimization and evaluation of each
of the developed tools in the context of their intended clinical applications.

5.4.1

Lung Tissue Registration and Nodule Tracking Application

Since no phantom is available that can simulate pulmonary nodule growth and
corresponding deformations, we suggest to extend the evaluation of the affine feature
based lesion-centered ROI on a larger number of clinical datasets or promoting its
use in clinical practice, with the help of one or several collaborating radiologists. To
facilitate and ensure the latter, the developed software needs to be assessed and optimized according to the stages we mentioned in the last paragraph. Specific endeavors
include: finding the ideal size of the lesion-centered ROI, namely, the appropriate
ratio between the lesion volume and the ROI volume — we demonstrated that when
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the lesion-centered ROI is too large, the benefit of lesion- versus lung-centered ROI
analysis rapidly diminishes — further validating the method used according to the
achieved target registration error and assessing the accuracy trade-off when the distance metric includes bi-directional distance between the edges; examining the use
of different methods for edge detection with different frequencies; and examining the
use of different gradient-free optimization solvers. Additionally, we suggest the evaluation of the improvements provided by the proposed technique in terms of accuracy
and robustness, when using the most accurate available segmentation method for the
extraction of meaningful pulmonary structures, such as the blood and air vessels,
instead of the relatively simple edge extraction approach that was used here.

5.4.2

Marker-less Standing X-ray Reconstruction Panoramas

A generic stitching method that does not rely on the use of any external markers,
and can also be adjusted via manual refinement (only within a range of reasonable
results) to prevent human error, is highly beneficial. Nevertheless, the proposed
approach could benefit from several improvements in the context of the software
development focused toward its use in clinical practice. Specific examples include:
considering different methods to refine the partial bone segmentation, such as curvature or normal vector along the mask boundaries; evaluating different edge extraction
methods, and focusing on achieving continuous bone edges using the simplest methods; and performing an assessment of the method to the parameter sensitivity. In
addition, to catalyze the eventual use of the imaging method in the clinic, we deidentified, and are currently in the process of publicly releasing, all 95 datasets to
encourage other researchers to develop and assess their methods for comparison, with
some researchers already in the process of using the data.
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5.4.3

Cardiac Function Assessment Using Cine MRI and US
Imaging

Since US imaging is the only modality that can be used in real-time applications, it would be highly valuable for the registration method, used to propagate the
single-phase segmentation through the cardiac cycle, to be modified and adapted to
perform in real time for peri- or intra-operative applications, such as the 4D reconstruction of the cardiac anatomy as a means to fuse the acquired US images with
images of the heart from other modalities, such as CT or MRI. One main challenge
to developing a real-time application of the feature segmentation and propagation
method discussed in this work would be optimizing the developed software for fast
and efficient registration convergence. Similar to the other methods discussed, our
ultrasound segmentation and mask propagation method would again require an evaluation of the sensitivity of the employed parameters, as well as more challenging
datasets for robustness assessment.
As proposed in the previous example, parameter sensitivity is important for increasing robustness. Different local features can also be examined in addition to the
weighted HOG used in our work describing the cardiac feature localization from cine
MRI data. One important future task is to use the established localization framework
to further narrow down the localization for each short-axis slice to achieve a rough
segmentation of the RV and the LV. We assume that the achieved rough segmentation
will be a better initialization for any follow-up segmentation method and can also be
used to enforce shape constraints during the segmentation process, in addition to
possibly reducing the complexity of the subsequent segmentation.
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5.4.4

General Future Directions that Build on the Proposed
Work and Suggested Tool Development Guidelines

An interesting and more generic future body of work that would summarize the
contributions of this thesis is the use of the mentioned guidelines in the future development of methods to solve other medical image processing challenges that have
significant clinical need. An overview of all challenges (139) that have been organized within the area of medical image analysis can be found in https://grandchallenge.org/All Challenges/.
Currently, the main challenge seems to not be the lack of tools and techniques
for medical image processing, analysis and computing, but rather the lack of clinically feasible solutions that leverage the already developed and existing tools and
techniques, as well as a demonstration of the potential clinical impact of such tools.
Recently, more and more efforts have been dedicated to devising new algorithms
for localization, segmentation or registration, while their potential, their greatly intended clinical use and their actual utility is dwarfed by scientific, algorithmic and
developmental novelty that only results in incremental improvements over already
existing algorithms.
Rather, these efforts would be much better spent to design and validate clinically
feasible solutions that integrate high performance algorithms and techniques into
clinical tools, and validate these tools in large studies, helping to showcase their
robustness, accuracy and computational performance across highly variable imaging
data that are inevitable in clinical practice.
As such, a future project that focuses on the application of the four suggested
guidelines proposed in this thesis to all or at least some of these medical image
processing challenges would constitute a great contribution to the field.
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