Deformations of bihamiltonian structures of hydrodynamic type by Lorenzoni, Paolo
ar
X
iv
:n
lin
/0
10
80
15
v1
  [
nli
n.S
I] 
 9 
Au
g 2
00
1
Deformations of bihamiltonian structures of hydrodynamic
type
Paolo Lorenzoni
October 31, 2018
International School for Advanced Studies (SISSA)
via Beirut 2-4, 34014 Trieste, Italy
lorenzon@sissa.it
Abstract
In this paper we study the deformations of bihamiltonian PDEs of hydrodynamic type with
one dependent variable. The reason we study such deformations is that the deformed systems
maintain an infinite number of commuting integrals of motion up to a certain order in the
deformation parameter. This fact suggests that these systems could have, at least for small
times, multi-solitons solutions. Our numerical experiments confirm this hypothesis.
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1 Introduction
The main purpose of this paper is to study the effects of a “deformation” of an infinite dimensional
completely integrable system.
The first point is to define what a deformation is. In this paper we deal with bihamiltonian
systems of hydrodynamic type for which it is quite natural to define deformations in terms of the
Jacobi identity: the deformed bihamiltonian structure satisfies the Jacobi identity only up to a
certain order in the deformation parameter.
The interesting deformations are the deformations that cannot be obtained from the original
bihamiltonian structure by just a change of coordinates. Therefore the first problem is to select
the non trivial deformations.
In order to solve this problem it is convenient formulate it in terms of Poisson cohomology.
Recently Degiovanni, Magri and Sciacca (see [4]) proved that the first two Poisson cohomology
groups of a Poisson manifold (M,P ) are trivial when M is the loop space {S1 → Rn} and P is
a Poisson bracket of hydrodynamic type. Getzler independently (see [11]) proved that all groups
H i(P,M) for i positive are trivial for such (M,P ).
This result, as we will see, simplifies remarkably our problem and allows us to solve it (in this
paper we classify the deformations up to fourth order).
For the second order deformations we show explicitly how to obtain an infinite “hierarchy” of
hamiltonian equations . We will see that the corresponding flows commute up to the order of the
deformation.
One typical class of solutions of infinite dimensional completely integrable systems is the class
of multi-soliton solutions. A natural question arises: do the equations of the deformed hierarchy
have multi-solitons solutions (at least for small times)?
The numerical experiments we have performed for an equation of the deformed hierarchy show
the existence of solutions analogous to two-solitons solutions.
Finally we observe that the deformations of the bihamiltonian structures of hydrodynamic type
appear in the framework of Frobenius manifolds where, with some additional constraints, they
play a crucial role in the problem of reconstruction of a 2D TFT from a given Frobenius manifold
studied by Dubrovin and Zhang (see [8]). One of these constraints, called quasi-triviality, is anal-
ysed in the last part of this paper.
The paper is organized as follows.
The first part (section 2) is a brief introduction to Poisson cohomology. We focus our attention,
in particular, on the infinite-dimensional version of Poisson cohomology. To do this we use the
formalism of formal calculus of variations (see for example [10]). The main purpose of section 2 is
to explain how to get the formulae for the Schouten brackets that will appear in the calculations.
In section 3 we give the classification of deformations up to fourth order in the deformation
parameter.
In section 4 we construct the deformed hierarchy and we find one soliton solutions of one equation
of the hierarchy.
Section 5 gives the results of the numerical experiments and section 6 gives the proof of classifi-
cation theorem.
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In the last section (section 7) we introduce the notion of quasi-triviality and we prove that all
deformations are quasi-trivial.
2 Poisson geometry
2.1 Poisson bracket
Definition 1 LetM be a smooth manifold, P ij(x) a bivector (i.e. a skew-symmetric contravariant
tensor field of type (2,0)),and f and g two smooth functions. The expression
{f, g} := P ij
∂f
∂xi
∂f
∂xj
(2.1)
is a Poisson bracket on M if it defines a structure of Lie algebra on the ring of smooth functions
on M .
Jacoby identity is the only property of a Lie algebra that is not a consequence of the skew-symmetry
of P ij and of the definition of Poisson bracket.
It is well known that the Jacobi identity holds if and only if the tensor
J ijk = {{xi, xj}, xk}+ cyclic =
∂P ij
∂xs
P sk +
∂P jk
∂xs
P si +
∂P ki
∂xs
P sj (2.2)
is indentically equal to 0. In fact
{{f, g}, h}+ cyclic = J ijk
∂f
∂xi
∂g
∂xj
∂h
∂xk
(2.3)
for any f , g and h ∈ C∞(M)
Definition 2 A vector field ∇H associated to a smooth function H by the formula
(∇H)i = P ij
∂H
∂xj
= {xi, H} (2.4)
is called Hamiltonian vector field.
Definition 3 A smooth function f is called Casimir if {f, .} = 0.
2.2 Schouten bracket and Poisson cohomology
Let Γi(M) be the space of i-vectors. It is well-known (see [16]) that there is an unique well defined
R-bilinear extension of the Lie-derivative to an operator
[., .] : Γp(M)× Γq(M)→ Γp+q(M)
such that
[X1 ∧ ... ∧Xp, Q] =
p∑
i=1
(−1)i+1X1 ∧ ... ∧ Xˆi ∧ ... ∧Xp ∧ [Xi, Q] (2.5)
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where Xk ∈ Γ
1(M) for k = 1, .., p, Q ∈ Γq(M) and [Xi, Q] = LXiQ.
This bilinear map is called Schouten bracket. It has the following properties:
[P,Q] = (−1)pq [Q,P ] (2.6)
[P,Q ∧ R] = [P,Q] ∧R + (−1)pq+qQ ∧ [P,R] (2.7)
(−1)p(r−1) [P, [Q,R]] + (−1)q(p−1) [Q, [R,P ]] + (−1)r(q−1) [R, [P,Q]] = 0 (2.8)
where P ∈ Γp(M), Q ∈ Γq(M) and R ∈ Γr(M).
The last property is called graded Jacobi identity.
It can be proved by using (2.5) and (2.6).
In coordinates the Schouten bracket of a p-vector P and a q-vector Q is given by the formula (see
[16])
[P,Q]k1...kp+q−1 =
(−1)p
p!(q − 1)!
δ
k1......kp+q−1
i1...ipj2...jq
Quj2...jq
∂P i1...ip
∂xu
+
1
(p− 1)!q!
δ
k1......kp+q−1
i2...ipj1...jq
P ui2...ip
∂Qj1...jq
∂xu
,
where δ...... is the Kronecker multi-index.
Example 1 If P,Q ∈ Γ2(M) then
[P,Q]ijk =
∂Qij
∂xs
P sk +
∂P ij
∂xs
Qsk + cyclic (2.9)
When Q = P we obtain
1
2
[P, P ] = J ijk (2.10)
and then we have the following well-known
Theorem 1 The Jacobi identity holds if and only if [P, P ] = 0.
The last step before introducing the Poisson cohomolgy is the following
Theorem 2 Let P be a Poisson bivector on M , then the operator dP : Γ
q(M)→ Γq+1(M) defined
by the formula
dPQ := [P,Q] (2.11)
is a cohomology operator, i.e. d2P = 0
Proof
The graded Jacobi identity and the property (2.6) imply
0 = [[P,Q] , P ] + [[P, P ] , Q] + [[Q,P ] , P ] = 2 [[P,Q] , P ] = −2d2PQ (2.12)
The last theorem allows us, following [13], to introduce the complex
0→ Γ0(M)→ Γ1(M)→ Γ2(M)→ Γ3(M)...
and to define the Poisson cohomology as HP ∗(M,P ) = ker(dP )/Im(dP ).
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Example 2 HP 0
If f is a smooth function then dPf = P
is ∂f
∂xs
, that is HP 0=Casimirs.
Example 3 HP 1
The cocycles are the infinitesimal symmetries (dPX = LXP ), the coboundaries are hamiltonian
vector fields. Then HP 1=Infinitesimal symmetries/Hamiltonian vector fields.
Example 4 HP 2
Let Q be a bivector. Q is a cocycle if and only if [P,Q] = 0. Therefore P + ǫQ satisfies Jacoby
identity mod(O(ǫ2)). This means that the cocycles are infinitesimal deformations of the Poisson
bracket. The coboundaries are infinitesimal deformations obtained by a change of coordinates. In
fact Q is a coboundary if and only if Q = LXP where X is a vector field.
Summarizing :
HP 2=Infinitesimal deformations of P/Deformations obtained by a change of coordi-
nates
2.3 Bihamiltonian structure on M
Definition 4 A bihamiltonian structure on M is a pair (P1, P2) of Poisson bivectors such that
for any λ1, λ2 ∈ R, the linear combination
λ1P1 + λ2P2
is again a Poisson bivector
In terms of Schouten bracket the bivectors (P1, P2) are a bihamiltonian structure if and only if
[P1, P1] = [P2, P2] = [P1, P2] = 0 (2.13)
2.4 Poisson brackets on formal loop space
Now we want to extend the previous definitions to the loop space L = {u : S1 → R}. Let A be
the space of differential polynomials in u, that is
f ∈ A ⇔ f =
∑
fs1...sm(u)u
(s1)...u(sm), (2.14)
where u(si) := d
siu
dxsi
.
We observe that f is not necessarily a polynomial in u 1.
The role of the functions on L is played by the local functionals
I =
∫
s1
f(u(x), ux, uxx, ...)dx
where f ∈ A.
1In general f could depend on x. In this paper we will deal only with differential polynomials where x doesn’t
appear explicitely.
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Definition 5 A (non local) multivector X is a formal infinite sum of the type
X = Xs1,...,sk(x1, ..., xk; u(x1), ..., u(xk), ux(x1), ...)
∂
∂us1(x1)
∧ ... ∧
∂
∂usk(xk)
where the coefficients satisfy the skew-symmetry condition with respect to simultaneous permuta-
tions
sp, xp ↔ sq, xq
The wedge product of a k-vector X by a l-vector Y is defined as
(X ∧ Y )s1,...,sk+l(x1, ..., xk+l; u(x1), ..., u(xk+l), ...) =
1
k!l!
∑
σ∈Sk+l
(−1)sgnσXsσ(1),...,sσ(k)(xσ(1), ..., xσ(k), ...)Y
sσ(k+1),...,sσ(k+l)(xσ(k+1), ..., xσ(k+l), ...).
Definition 6 A k-vector is called translation invariant if
Xs1,...,sk(x1, ..., xk; u(x1), ..., u(xk), ...) = ∂
s1
x1 ...∂
sk
xk
X(x1, ..., xk; u(x1), ..., u(xk), ...)
where X(...) means X0...0(...) and for any t
X(x1 + t, ..., xk + t; u(x1), ..., u(xk), ...) = X(x1, ..., xk; u(x1), ..., u(xk), ...)
It follows from this definition that a translation invariant multi-vector field is completely charac-
terized by the “components”
Xx1...xk := X(x1, ..., xk; u(x1), ..., u(xk), ...)
Definition 7 A k form ω is a finite sum
ω =
1
k!
ωs1...skδu
s1 ∧ ... ∧ δusk (2.15)
where ωs1...sk ∈ A
In order to define a Poisson structure we need to introduce a criterion for the Jacobi identity.
We have seen that in the finite-dimensional case the Jacobi identity can be written in terms of
the Schouten bracket.
Therefore if we will be able to define an infinite-dimensional version of the Schouten bracket we
will be also able to define an infinite-dimensional version of the Poisson bracket.
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2.4.1 Schouten bracket of translation-invariant multivectors
In the case of translation invariant multivectors one obtains the formula for the Schouten bracket
simply by translating the formula (2.9) in the new context. Heuristically this can be done by
substituting sums for integrals, partial derivatives for variational derivatives, etc. The result is:
Definition 8 Schouten bracket of a translation invariant p-vector P x1...xp and a translation in-
variant q-vector Qx1...xq.
[P,Q]x1...xp+q−1 =∑
σ∈Sp+q−1
(−1)sgn(σ)
∑
s=0
(
p∑
i=1
(−1)p
p!(q − 1)!
(
∂sxσ(i)Q
xσ(i)xσ(p+1)...xσ(p+q−1)
)(∂P xσ(1)...xσ(p)
∂u(s)(xσ(i))
)
+
q−1∑
i=0
1
(p− 1)!q!
(
∂sxσ(p+i)P
xσ(p+i)xσ(1)...xσ(p−1)
)(∂Qxσ(p)...xσ(p+q−1)
∂u(s)(xσ(p+i))
))
(2.16)
In the case p=2:
[P,Q]x1...xq+1 =∑
σ∈Sq+1
(−1)sgn(σ)
∑
s=0
(
p∑
i=1
1
2!(q − 1)!
(
∂sxσ(i)Q
xσ(i)xσ(3)...xσ(q+1)
)(∂P xσ(1)xσ(2)
∂u(s)(xσ(i))
)
+
q−1∑
i=0
1
q!
(
∂sxσ(2+i)P
xσ(2+i)xσ(1)
)(∂P xσ(2)...xσ(q+1)
∂u(s)(xσ(2+i))
))
(2.17)
Example 5 Schouten bracket of a bivector P with the components P xy and a local functional
I =
∫
S1
f(u(x), ux, uxx, ...)dx
[P, I]x =
∫
S1
δf
δu(y)
Pyxdy (2.18)
Example 6 Lie derivative of a translation invariant bivector P with the components P xy along a
translation invariant vector field Q with the components Qx
[P,Q]xy =∑
s
(
(∂sxQ
x)
∂P xy
∂us(x)
+
(
∂syQ
y
) ∂P xy
∂us(y)
+
(
∂syP
yx
) ∂Qy
∂us(y)
− (∂sxP
xy)
∂Qx
∂us(x)
)
(2.19)
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Example 7 Schouten bracket of two translation invariant bivectors P and Q
[P,Q]xyz =
1
2
∑
s
(
∂P xy
∂us(x)
∂sxQ
xz +
∂Qxy
∂us(x)
∂sxP
xz +
∂P xy
∂us(y)
∂syQ
yz +
∂Qxy
∂us(y)
∂syP
yz
+
∂P zx
∂us(z)
∂szQ
zy +
∂Qzx
∂us(z)
∂szP
zy +
∂P zx
∂us(x)
∂sxQ
xy +
∂Qzx
∂us(x)
∂sxP
xy +
∂P yz
∂us(y)
∂syQ
yx+
+
∂Qyz
∂us(y)
∂syP
yx +
∂P yz
∂us(z)
∂szQ
zx +
∂Qyz
∂us(z)
∂szP
zx
)
(2.20)
Remark 1
The operator ∂
∂u(x)
is the usual partial derivative when it acts on functions depending on x while
it is, by definition, equal to 0 when it acts on functions not depending on x. In other words
∂u(x)
∂u(x)
= 1
∂u(y)
∂u(x)
= 0
Remark 2
The formula (2.19) can be obtained by the formula (2.17) for q = 1 by using skew-symmetry of
P .
Definition 9 A translation invariant Poisson bivector P is a translation invariant bivector such
that
[P, P ]Schouten = 0
As in finite dimensional case a translation-invariant Poisson bivector P xy defines a Poisson struc-
ture on the loop space L. The Poisson bracket of two local functionals I1 ,I2 is given by the
formula
{I1, I2} :=
∫
S1
∫
S1
δI1
δu(x)
P xy
δI2
δu(y)
dxdy (2.21)
To define the Poisson cohomology on the space of translation invariant multivectors we have to
prove that the operator dP := [P, .] associated to a Poisson bivector P satisfies the condition
d2P = 0. We have seen that this condition is satisfied (for a Poisson bivector) if the graded Jacobi
identity holds and moreover that the graded Jacobi identity follows from (2.5) and (2.6).
The property (2.6) is obvious. As far as it concerns (2.5) it will be sufficient to analyse a particular
case to understand how the proof works in general.
We want to check the “Leibniz rule” (2.5) when p = 2 and Q is a bivector. In this case we have
to prove:
[X ∧ Y,Q] = Y ∧ [X,Q]−X ∧ [Y,Q] (2.22)
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Left hand side
By using formula for the Schouten bracket of two bivector, we obtain
[X ∧ Y,Q]xyz =(
∂X(x)
∂us(x)
Y (y)−X(y)
∂Y (x)
∂us(x)
)
(∂sxPxz) +
(
∂Pxy
∂us(x)
)
((∂sxX)Y (z)−X(z) (∂
s
xX))(
∂Y (x)
∂us(x)
X(y)− Y (y)
∂X(x)
∂us(x)
)(
∂syPyz
)
+
(
∂Pxy
∂us(x)
)((
∂syX
)
Y (z)−X(z)
(
∂syX
))
(
∂X(z)
∂us(z)
Y (x)−X(x)
∂Y (z)
∂us(z)
)
(∂szPzy) +
(
∂Pzx
∂us(z)
)
((∂szX)Y (y)−X(y) (∂
s
zX))(
∂Y (x)
∂us(x)
X(z)− Y (z)
∂X(x)
∂us(x)
)
(∂sxPxy) +
(
∂Pzx
∂us(x)
)
((∂sxX)Y (y)−X(y) (∂
s
xX))(
∂X(y)
∂us(y)
Y (z)−X(z)
∂Y (y)
∂us(y)
)(
∂syPyx
)
+
(
∂Pyz
∂us(y)
)((
∂syX
)
Y (x)−X(x)
(
∂syX
))
(
∂Y (z)
∂us(z)
X(y)− Y (y)
∂X(z)
∂us(z)
)
(∂szPzx) +
(
∂Pyz
∂us(z)
)
((∂szX)Y (x)−X(x) (∂
s
zX))
This formula can be written collecting terms in Y (x), Y (y), etc.:
= Y (x)
(
−
∂X(y)
∂us(y)
(
∂syPyz
)
+
∂X(z)
∂us(z)
(∂szPzy) +
∂Pyz
∂us(y)
(
∂syX(y)
)
+
∂Pyz
∂us(z)
(∂szX(z))
)
+ ... (2.23)
Right hand side
Y ∧ [X,Q]−X ∧ [Y,Q] =
=
1
2
∑
σ∈S3
(−1)sgn(σ)Y (xσ(1))[X,P ]xσ(2)xσ(3) −
1
2
∑
σ∈S3
(−1)sgn(σ)X(xσ(1))[Y, P ]xσ(2)xσ(3) =
=
1
2
(Y (x)[X,P ]yz − Y (x)[X,P ]zy − Y (y)[X,P ]xz + Y (y)[X,P ]zx + Y (z)[X,P ]xy
−Y (z)[X,P ]yx)−
1
2
(Y ↔ X)
Let us consider the first two terms:
1
2
(Y (x)[X,P ]yz − Y (x)[X,P ]zy)
They can be written as
Y (x)
(
∂X(z)
∂us(z)
(∂szPzy)−
∂X(y)
∂us(y)
(
∂syPyz
)
+
1
2
∂Pyz
∂us(y)
(
∂syX(y)
)
−
1
2
∂Pzy
∂us(y)
(
∂syX(y)
)
+
+
1
2
∂Pyz
∂us(z)
(∂szX(z))−
1
2
∂Pzy
∂us(z)
(∂szX(z))
)
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By comparing this expression with (2.23) we realize that they coincide because of the skew-
symmetry:
∂Pzy
∂us(y)
= −
∂Pyz
∂us(y)
(2.24)
∂Pzy
∂us(z)
= −
∂Pyz
∂us(z)
(2.25)
Analogously for the other terms of the left and right hand side.
2.4.2 Local multivectors and their Poisson cohomology
Definition 10 A local k-vector is a traslation invariant k-vector such that its dependence on
x1,...,xk is given by a finite order distribution with the support on the diagonal x1 = ... = xk.
In coordinates a multivector X has the form
X =
∑
p2,p3,...,pk≥0
X(u(x1), ux(x1), ...)δ
(p2)(x1 − x2)...δ
(pk)(x1 − xk) (2.26)
It is easy to check that Pxy = uδ
′(x− y) + 1
2
uxδ(x− y) is a local bivector. In fact
Pyx = u(y)δ
′(y − x) +
1
2
uyδ(y − x) = −uxδ
′(x− y)− uxδ(x− y) +
1
2
uxδ(x− y) = −Pxy
But ∂Pxy
∂u(x)
is not equal to − ∂Pyx
∂u(x)
= 0!
This problem can be solved by writing Pxy in a suitable form. If we write Pxy as P
′
xy = Pxy =
1
2
(Pxy − Pyx) then
∂P ′xy
∂u(x)
= −
∂P ′yx
∂u(x)
(2.27)
This is true in general: if we want to use the same formulae valid for non-local multivectors we
have to write the local multivector in a form “compatible” with the operators ∂
∂us(x)
. The practical
rule is to write the multivector T x1,...,xn in the form
1
n!
∑
σ
(−1)sgn(σ)T xσ(1),...,xσ(n)
Analogously to the non-local case the formula (2.17) allows us to define a cohomology operator
dP starting from a local Poisson bivector P :
0→ Γ0
dP→ Γ1
dP→ Γ2local
dP→ Γ3local → ...
dP→ Γklocal... (2.28)
where Γ0 is the space of local functionals, Γ1 is the space of non local translation-invariant vector
fields and Γklocal is the space of local translation-invariant k-vector fields. It is easy to check that the
cohomology groups we have introduced in this way have the same meaning that the cohomology
groups of finite-dimensional Poisson manifolds (see the examples in the section devoted to Poisson
cohomology of finite dimensional Poisson manifolds).
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3 Deformations of bihamiltonian systems of hydrodynamic
type
In this paper we deal with Poisson bivectors of the form
P xy = φ(u)δ(1)(x− y) +
1
2
(∂xφ)δ(x− y) +
∑
k
ǫkP [k]xy (3.1)
where
P [k]xy =
k+1∑
s=0
Ak,s(u, ux, ...)δ
(k+1−s)(x− y) (3.2)
where Ak,s are differential polynomials. Introducing the following gradation in the space A of
differential polynomials:
deg(f(u)) = 0
deg(u(k)) = k
we require also that
deg(Ak,s) = s (3.3)
The part of order 0 is called local Poisson bracket of hydrodynamic type (see [6]).
Analogously to the finite dimensional case we have the following
Definition 11 A bihamiltonian structure on the loop space L is a pair (P1, P2) of local Poisson
bivectors such that for any λ1, λ2 ∈ R, the linear combination
λ1P1 + λ2P2
is again a Poisson bivector.
Definition 12 An evolutionary equation
ut = F (u(x), ux, uxx, ....)
is called Hamiltonian if it can be written in the form
ut = {u,H}
where H is some local functional.
Definition 13 An evolutionary equation is called bihamiltonian if and only if it is hamiltonian
with respect both Poisson bivectors of a bihamiltonian structure.
11
Example 8 Rescaling x→ ǫx the KdV equation ut = uux + uxxx one obtains
ut = ǫ(uux + ǫ
2uxxx)
One usually introduces slow time variable t→ ǫt to rewrite the last equation into the form
ut = uux + ǫ
2uxxx
This is small dispersion expansion of the KdV equation. It is a bihamiltonian equation.
The first Poisson bivector (Gardner-Zakharov-Faddeev bivector)
P xy = δ′(x− y) (3.4)
and the second Poisson bivector (Magri bivector)
{u(x), u(y)}2 = uδ
′(x− y) +
1
2
uxδ(x− y)− ǫ
2δ3(x− y) (3.5)
belong to the class of bivectors introduced before.
It is easy to check that the pair (P1, P2) of the Gardner-Zakharov-Faddeev bracket and of the
Magri bracket is a bihamiltonian structure. It is called Magri bihamiltonian structure.
Definition 14 The group of transformation
u→ u¯ =
∑
k
ǫkFk(u, ux, ...) (3.6)
where Fk ∈ A, deg(Fk) = k and
∂F0
∂u
6= 0 is called Miura group.
Degiovanni, Magri and Sciacca (see [4]) and Getzler (see [11]) solved independently the problem
of studying the action of the Miura group on the bracket (3.2).
More precisely they study the following problem: does it exits an element of the Miura group that
transforms the bracket (3.2) into the bracket (3.4)?
This problem can be reduced to a cohomological problem. In fact we have seen that it corresponds
to the study of the second group of Poisson cohomology associated to the bracket (3.4) 2.
HP 2(P,Π)=Infinitesimal deformations of P/Deformations that can be obtained by
infinitesimal change of coordinates of the form (3.6).
This cohomology group is trivial (see [4] and [11]).
In this paper we deal with deformations of bihamiltonian structure of hydrodynamic type.
Definition 15 A deformation of order k of a bihamiltonian structure of hydrodynamic type is a
pair (P1, P2) of the form (3.2) such that P1 − λP2 satisfies Jacoby identity for every λ up to the
order k:
[P1, P1] = [P2, P2] = [P1, P2] = o(ǫ
k) (3.7)
From the triviality of second Poisson cohomology group it follows that we can always assume one
of the brackets of the form (3.4).
In the next section we explain how to classify these deformations.
2in our case the role of infinitesimal change of coordinates is played by the Miura group
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3.1 Classification of deformations of bihamiltonian structure of hy-
drodynamic type
We are interested in the following question: which deformations of a bihamiltonian structure
of hydrodynamic type are trivial? In other words which deformations can be obtained from a
bihamiltonian structure of hydrodynamic type by the action of Miura group?
We start considering first order defomations, that is P1 = P
(0)
1 = δ
1(x− y) and P2 = P
(0)
2 + ǫP
(1)
2
By definition we have3
[P1, P2] = o(ǫ) (3.8)
[P2, P2] = o(ǫ) (3.9)
The equation [P1, P2] = o(ǫ) implies [P
(0)
1 , P
(1)
2 ] = d1P
(1)
2 = 0 and from the triviality of the second
Poisson cohomology group it follows that there exists a vector X
(1)
2 such that
P
(1)
2 = d1X
(1)
2 (3.10)
The equation [P2, P2] = o(ǫ) implies that
[P
(0)
2 , P
(1)
2 ] = d2P
(1)
2 = d2d1X
(1)
2 = −d1d2X
(1)
2 = 0 (3.11)
where we have used the fact that (d1 + d2)
2 = 0.
Among all deformations that satisfy the equation d1d2X
(1)
2 = 0 we have to select trivial deforma-
tions, that is the deformations that can be obtained by infinitesimal change of coordinates. In our
case this means that there exists a vector field X˜ such that
LieX˜P
(0)
1 = 0 (3.12)
LieX˜P
(0)
2 = P
(1)
2 (3.13)
Theorem 3 A deformation Pλ = P
(0)
1 − λ(P
(0)
2 + ǫd1X
(1)
2 ) is trivial ⇔ X
(1)
2 = d1a+ d2b where a,
b are local functionals.
Proof
”⇐”
X
(1)
2 = d1a+ d2b ⇒ P
(1)
2 = d1d2b = −d2d1b
This means P
(1)
2 = LieX˜P
(0)
2 with X˜ = −d1b.
Moreover LieX˜P
(0)
1 = 0.
”⇒”
LieX˜P
(0)
1 = 0⇒ X˜ = d1b (the first Poisson cohomology group is trivial).
−d1d2b = d2d1b = LieX˜P
(0)
2 = P
(2)
2 = d1X
(2)
2 ⇒ X
(2)
2 = −d2b+ d1a
3It is well-known that [P1, P1] = 0
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From the last theorem it follows that the elements of the group Ker(d1d2)/ (Im(d1) + Im(d2))
are the non trivial first order deformations.
Remark
For higher order deformations we can repeat the same arguments and obtain the same result.
Consequently, in general:
1) A k order deformation P
(k)
2 can be represented in the form
P
(0)
2 − λP
(0)
1 +
k∑
i=1
ǫiP
(i)
2 = P
(0)
2 − λP
(0)
1 +
k∑
i=1
ǫid1X
(i)
2 (3.14)
where due to our definition of a gradation in the space A of differential polynomials (see (3.3))
we have necessarily deg(X
(i)
2 ) = i (see the form of the formula (2.19) when P1 = δ
′(x− y)).
2) P
(k)
2 is trivial if and only if X
(k)
2 = d1A+ d2B.
Remark 1 Also in this case “trivial” means that P
(k)
2 can be eliminated by the action of Miura
group. Obviously the triviality of P
(k)
2 doesn’t imply that the k-order deformation is trivial.
Remark 2
From the (2.18) it follows immediately that d1 and d2 increases the degree of a local functional by
one4. Then the degree of A and B must be equal to k − 1.
In the next section we summarize the results of the classification of deformations up to fourth
order.
3.2 Classification of deformations: results
Theorem 4 Up to the fourth order all deformations of a bihamiltonian structure of hydrodynamic
type (see definition 15) can be reduced, by the action of Miura group to the following form:
uδ(1)(x− y) +
1
2
uxδ(x− y)− λδ
(1)(x− y) +
+ǫ2
(
−2sδ3(x− y)− 3∂xsδ
2(x− y)− ∂2xsδ
1(x− y)
)
+
+ǫ4
(
−2s˜δ5(x− y)− 5 (∂xs˜) δ
4(x− y)− 10
(
∂2xs˜
)
δ3(x− y)− 10
(
∂3xs˜
)
δ2(x− y)+
−3
(
∂4xs˜
)
δ1(x− y) + 2wδ3(x− y) + 3 (∂xw) δ
2(x− y) +
(
∂2xw
)
δ1(x− y)
)
+O(ǫ5)(3.15)
whith
w = 2
∂s˜
∂u
uxx (3.16)
where s is an arbitrary function of u and s˜ = −2s ∂s
∂u
.
From this theorem it follows immediately:
4we will identify the degree of a local functional
∫
fdx with the degree of its density f
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Corollary 1 Up to the fourth order every deformation of Magri bihamiltonian structure is trivial
Proof
Indeed, in this case s = constant 6= 0 and then s˜ = 0, w = 0.
4 The deformed hierarchy
4.1 Integrals of motions
As we have already been said bihamiltonian structures give rise to an infinite number of ”almost-
constants” of motions. From these constants one can construct an hierarchy of hamiltonian equa-
tions.
In this section we show explicitely how to produce this hierarchy and we check that the corre-
sponding flows commute up to the order of the deformation.
The technique is well known for the KdV equation (see [9]): one looks for a solution of the equation
Pλv = 0 (4.1)
in terms of a formal series: the coefficients of 1-form v are variational derivatives of the integrals
of motions. 5
We apply the same technique to the second order deformations (see classification theorem).
We start with the equation Pλv = 0. This equation implies vPλv = 0. From skew-symmetry of
Pλ it follows that 0 = vPλv = ∂x(...). That is (...) = f(λ). More precisely
v(−λ∂x + u∂x +
1
2
ux + ǫ
2(2s(u)∂3x + 3(∂xs)∂
2
x + (∂
2
xs)∂x))v = 0 (4.2)
From (4.2) it follows:
∂x(
1
2
v2(u− λ) + ǫ2(2svvxx + sxvvx − sv
2
x)) = 0 (4.3)
that is
1
2
v2(u− λ) + ǫ2(2svvxx + sxvvx − sv
2
x) = f(λ) (4.4)
By choosing f(λ) = −λ
2
we look for a solution of the form
v =
∑
i=0
pi
λi
(4.5)
where obviously p0 = 1.
By straightforward calculation we get
1
2
∑
i+j=k
pipj
λk−1
=
∑
i+j=k−1
(
u
2
pipj + ǫ
2(2spipjxx + sxpipjx − spixpjx)
1
λk−1
(4.6)
5this is equivalent to the exactness of the 1-form v with respect to the vertical differential of the variational
bicomplex (see [3]).
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for k = 1 (4.6) implies
1
2
(p0p1 + p1p0) =
1
2
up20 (4.7)
that is
p1 =
u
2
(4.8)
for k=2:
p2 =
3
8
u2 +
ǫ2
2
(2suxx + sxux) (4.9)
and so on. We observe that the coefficients will have always the form
pi = f(u) +O(ǫ
2) +O(ǫ4) + ... (4.10)
where f(u) is a polynomial in u.
Now we want to prove that the coefficients pi are, up to the second order variational derivatives.
We consider a curve u(t) on the loop space L. By differentiating the equation
1
2
v2(u− λ) + ǫ2(2svvxx + sxvvx − sv
2
x) +
λ
2
= 0 (4.11)
along the vector field u˙, tangent to this curve, we get
u˙v = −2v˙(u− λ)− ǫ2
(
4s˙vxx + 4s
v˙
v
vxx + 4s ˙vxx + 2s˙xvx + 2sx
v˙
v
vx + 2sxv˙x+
−2s˙
v2x
v
− 4s
vx
v
v˙x
)
By straightforward calculation one can write the last equation in the form
u˙v = ∂t
(
−2
λ
v
)
+ ǫ2
(
∂t (−4svxx − 2sxvx) + ∂x
(
4s
v˙
v
vx
)
+ 2
vx
v
(s˙vx − sxv˙)
)
(4.12)
This equation implies ∫
S1
u˙vdx =
d
dt
(∫
S1
fdx
)
+O(ǫ4) (4.13)
for some f = f(u, ux, uxx, ...).
In fact from (4.10) it follows that v has the form
v = v0 +O(ǫ2) (4.14)
where v0 is a function of u and
s˙v0x − sxv˙
0 = 0
Now we can formulate the
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Theorem 5 pi =
δIi
δu
+O(ǫ4) for some functionals Ii. Moreover
{Ii, Ij}1 = O(ǫ
4) (4.15)
Proof∫
S1
u˙vdx =
d
dt
(∫
S1
fdx
)
+O(ǫ4) =
∫
S1
(
∂f
∂u
u˙+
∂f
∂ux
u˙x +
∂f
∂uxx
˙uxx + ...
)
dx+O(ǫ4) = ...
By integrating by parts, we get
... =
∫
s1
u˙
(
∂f
∂u
− ∂x
(
∂f
∂ux
)
+ ∂2x
(
∂f
∂uxx
)
+ ...
)
dx+O(ǫ4) =
∫
S1
u˙
δf
δu
dx+O(ǫ4)
Then
v =
δf
δu
+O(ǫ4) (4.16)
that is
pi =
δIi
δu
+O(ǫ4) (4.17)
for some functionals Ii.
Moreover, by definition, the coefficients pi of 1-form v satisfy the equation
(P2 − λP1)
(∑
i=0
pi
λi
)
= 0 (4.18)
In terms of Ii this condition can be written as∑
i=0
(
P2
δIi
δu
)
1
λi
=
∑
i=−1
(
P1
δIi+1
δu
)
1
λi
+O(ǫ4) (4.19)
From this equation it follow immediately:
P1
δI0
δu
= O(ǫ4)
...
P2
δIi
δu
= P1
δIi+1
δu
+O(ǫ4)
...
By using these Lenard recursion relations it is easy to prove the therem (see for details [9])
4.2 Soliton solutions
Now we study one of the equation of the hierarchy. More precisely we concentrate on the equation
ut = ∂x
δI2
δu
=
3
4
uux + ǫ
2
(
s(u)uxxx + 2
∂s
∂u
uxuxx +
1
2
∂2s
∂u2
u3x
)
(4.20)
When s = constant this is KdV equation.
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4.2.1 One soliton solutions
We look for solutions of (4.20) of the form u(x, t) = u(x+ ct) = u(z).
By substituting we get
cuz =
3
4
uuz + ǫ
2
(
s(u)uzzz + 2
∂s
∂u
uzuzz +
1
2
∂2s
∂u2
u3z
)
(4.21)
This equation can be written as
∂z
(
cu−
3
8
u2 − ǫ2
(
∂z(suz)−
1
2
(∂zs)uz
))
= 0 (4.22)
that is
cu−
3
8
u2 − ǫ2
(
∂z(suz)−
1
2
(∂zs)uz
)
= c1 (4.23)
By multiplying for uz we get again a total derivative
∂z
(
1
2
cu2 −
1
8
u3 − ǫ2
(
1
2
su2z
)
− c1u
)
= 0 (4.24)
that is
1
2
cu2 −
1
8
u3 − ǫ2
(
1
2
su2z
)
− c1u = c2 (4.25)
This equation can be written as
(
du
dz
)2 = F (u) (4.26)
where
F (u) =
2
ǫ2s(u)
(
−
1
8
u3 +
1
2
cu2 − c1u− c2
)
(4.27)
To obtain the solution one has to invert the following integral
z − z0 = ±
∫ u0
u
1
F (u)1/2
du (4.28)
4.2.2 Case s(u)=u
In this case F (u) = P (u)
u
where P (u) is a polynomial of degree 3. It is well known (see [5]) that
one soliton solutions occur when F (u) has one simple zero and one double zero.
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By using the formula (see [15])
∫ a0
x
(
x− a3
(a0 − x)(x− a1)(x− a2)
) 1
2
dx =
2(a0 − a3)
((a0 − a2)(a1 − a3))
1
2
Π
(
φ,
a1 − a0
a1 − a3
, k
)
(4.29)
where a0 > u > a1 > a2 > a3 and
φ = arcsin
(
(a1 − a3)(a0 − x)
(a0 − a1)(x− a3)
) 1
2
(4.30)
k =
(
(a0 − a1)(a2 − a3)
(a0 − a2)(a1 − a3)
) 1
2
(4.31)
Π(φ, ν, k) =
∫ φ
0
dφ
(1− νsin2φ) (1− k2sin2φ)
1
2
(4.32)
we obtain, when a1 = a2 and a3 = 0 (see [1])
z − z0 = (4.33)
±
2a1
(a1 (a0 − a1))
1
2

−2ln


(
a1(a0−u)
u(a0−a1)
) 1
2
+ 1(
a0(u−a1)
u(a0−a1)
) 1
2

−(a0
a1
− 1
) 1
2
arctg

2u (a0u − 1) 12
2u− a0



(4.34)
The speed c of the wave and the constants of integration c1 and c2 can be easily written in terms
of the coefficients a0, a1, a2, a3:
c =
1
4
(a0 + 2a1) (4.35)
c1 =
1
8
(2a0a1 + a
2
1) (4.36)
c2 = −
1
8
a0a
2
1 (4.37)
The expression (4.34) can be inverted numerically. To test the existence of two solitons solutions
we have used two such solutions with different speed as initial condition. The results of numerical
experiments are described in the next section.
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5 Numerical experiments
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In this section we analyse the equation (4.20) for s(u) = u, i.e.
ut = ∂x
(
δI2
δu
)
= ∂x
(
3
8
u2 +
ǫ2
2
(
2uuxx + u
2
x
))
We write this equation in the form
ut + Fx = 0
where F = − δI2
δu
. To make numerical experiments we have used a two-steps Lax-Wendroff scheme
(see [14]). This scheme is characterized by an auxiliary step of calculation
u
n+ 1
2
j+ 1
2
=
1
2
(unj + u
n
j+1)−
∆t
2∆x
(F nj+1 − F
n
j ),
where F nj+1 = F (u
n
j+1).
The main step is
un+1j = u
n
j −
∆t
∆x
(F
n+ 1
2
j+1+ 1
2
− F
n+ 1
2
j− 1
2
)
The first figure illustrates two solitons of different height and speed we have used in numerical
experiments.
We have choosen periodic boundary conditions.
The results of our experiments is showed in figure 2. The waves move from the right to the left.
The three pictures of the second figure show the solitons before, during and after the collision.
Like the soliton collision in integrable systems they reemerge with the same shape.
20
0 20 40 60 80 100 120 140 160 180 0
0.5
1
1.5
2
0.0011
0.0012
0.0013
0.0014
0.0015
0.0016
0.0017
0.0018
0.0019
Remark
Due to numerical instability for big amplitude we performed numerical experiments with small
and slow waves.
We don’t know if the origin of this numerical instability is the alghoritm we have used.
6 Classification of deformations: proof
6.1 First order deformations
We have seen that in this case the non trivial deformations are the elements of the group
Ker(d1d2)/ (Im(d1) + Im(d2)).
We start looking for the solutions of the equation d1d2X = 0.
First of all we calculate d2X
d2X = [P
(0)
2 , X ]xy =
1
2
(∂sxX)
∂
∂us(x)
(uδ′(x− y) +
1
2
uxδ(x− y))
−
1
2
(∂syX)
∂
∂us(y)
(u∂yδ(y − x) +
1
2
uyδ(y − x)) + ∂
s
y(u∂yδ(y − x) +
1
2
uyδ(y − x))
∂X
∂us(y)
−∂sx(uδ
′(x− y) +
1
2
uxδ(x− y))
∂X
∂us(x)
where, by definition, δ′(x− y) = δ(1)(x− y) = ∂xδ(x− y).
Moreover by using the formula
f(y)δ(s)(x− y) =
s∑
q=0
(
s
q
)
f (q)(x)δ(s−q)(x− y) (6.1)
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we get
1
2
(
∂
∂us(x)
(uδ′(x− y) +
1
2
uxδ(x− y))(∂
s
xX)−
∂
∂us(y)
(u∂yδ(y − x) +
1
2
uyδ(y − x))(∂
s
yX)
)
=
1
2
(
Xδ′(x− y) +
1
2
∂xXδ(x− y)−X∂yδ(x− y)−
1
2
∂yXδ(y − x)
)
=
= Xδ′(x− y) +
1
2
∂xXδ(x− y)
and
∂sy(u∂yδ(y − x) +
1
2
uyδ(y − x))
∂X
∂us(y)
− ∂sx(uδ
(1)(x− y) +
1
2
uxδ(x− y))
∂X
∂us(x)
=
= ∂sy(−u(x)δ
(1)(x− y)−
1
2
uxδ(x− y))
∂X
∂us(y)
+
−∂sx(−u(y)∂yδ(y − x)−
1
2
uyδ(y − x))
∂X
∂us(x)
=
(−1)s+1(u(x)δ(s+1)(x− y) +
1
2
uxδ
(s)(x− y))
∂X
∂us(y)
+
−u(y)δ(s+1)(x− y) +
1
2
uyδ
(s)(x− y))
∂X
∂us(x)
Summarizing we obtain
(d2X)xy = Xδ
(1)(x− y) +
1
2
∂xXδ(x− y) +
∑
s
s+1∑
q=0
cqsδ
(s+1−q)(x− y) (6.2)
with
cqs =
(
s+ 1
q
)(
(−1)s+1 u
(
∂qx
(
∂X
∂us(x)
))
−
∂X
∂us(x)
u(q)
)
+
1
2
(
s
q − 1
)(
(−1)s+1 ux
(
∂q−1x
(
∂X
∂us(x)
))
+
∂X
∂us(x)
u(q)
)
(6.3)
In this case deg(X) = 1 i.e. X = s(u)ux. This implies that we can write the sum (6.2) as
(d2X)xy =(
1
2
∂xX + c21 + c10
)
δ(x− y) + (X + c11 + c00) δ
(1)(x− y) + c01δ
(2)(x− y) (6.4)
22
with
c21 =
(
u
∂2s
∂u2
+
1
2
∂s
∂u
)
u2x +
(
u
∂s
∂u
−
1
2
s
)
uxx
c10 =
(
−u
∂2s
∂u2
−
∂s
∂u
)
u2x − u
∂s
∂u
uxx
c11 = 2u
∂s
∂u
ux − sux
c00 = −2u
∂s
∂u
ux
c01 = 0
Substituting the last equations in (6.4) we obtain (d2X)xy = 0.
This means that all fields X of degree 1 belong to ker(d1d2).
Now we have to calculate the trivial field i.e. the fields X = d1A + d2B.
where
A =
∫
S1
A(u)dx
B =
∫
S1
B(u)dx
Using the formulae
d1A = −∂x
δA
δu
(6.5)
and
d2B = −∂x
(
u
δB
δu
)
+
1
2
δB
δu
ux (6.6)
we get
d1A + d2B =
(
−
∂2A(u)
∂u2
−
1
2
∂B(u)
∂u
− u
∂2B(u)
∂u2
)
ux (6.7)
This shows immediately that all deformations are trivial.
6.1.1 Explicit form of the deformations
We have to calculate d1X for an arbitary field of degree 1.
d2X = 0 implies d1d2X = −d2d1X = 0. Then there exists a vector field X˜ of degree 1 such that
d1X = d2X˜ = 0.
This argument can be also used as an alternative proof of triviality of first order deformations.
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6.2 Second order
Now we consider the deformation P2 = P
(0)
2 − λP
(0)
1 + ǫ
2P
(2)
2
6.
Also in this case the non trivial deformations are elements of the groupKer(d1d2)/ (Im(d1) + Im(d2)).
We start again considering the solutions of the equation d1d2X = 0.
In this case the sum (6.2) becomes
(d2X)xy =
(
1
2
∂xX + c10 + c21 + c32
)
δ(x− y) + (X + c00 + c11 + c22) δ
(1)(x− y) +
+ (c01 + c12) δ
(2)(x− y) + c02δ
(3)(x− y)
where X = s0uxx + s1u
2
x and
c10 = −∂x
(
u
∂X
∂u
)
c21 = u∂
2
x
(
∂X
∂ux
)
−
1
2
∂X
∂ux
uxx +
1
2
∂x
(
∂X
∂ux
)
ux
c32 = −u∂
3
x
(
∂X
∂uxx
)
−
1
2
∂X
∂uxx
uxxx −
1
2
∂2x
(
∂X
∂uxx
)
ux
c00 = −2u
∂X
∂u
c11 = 2u∂x
(
∂X
∂ux
)
−
∂x
∂ux
ux
c22 = −3u∂
2
x
(
∂X
∂uxx
)
− 2
∂X
∂uxx
uxx − ∂x
(
∂X
∂uxx
)
ux
c01 = 0, c12 = −3u∂x
(
∂X
∂uxx
)
− 3
∂X
∂uxx
ux, c02 = −2u
∂X
∂uxx
Hence we can write
(d2X)xy =
3∑
k=0
bkδ
(k)(x− y) (6.8)
with deg(bk) = 3− k. By straightforward calculation we get
6The trivilaity of first order deformations means that we can always kill the term of first order in ǫ with a change
of coordinates
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b0 = auxxx + buxuxx + cu
3
x =
(
−2u
∂s0
∂u
+ 2us1
)
uxxx +(
s1 − 4u
∂2s0
∂u2
+ 4u
∂s1
∂u
−
∂s0
∂u
)
uxuxx +
(
u
∂2s1
∂u2
+
1
2
∂s1
∂u
− u
∂3s0
∂u3
−
1
2
∂s0
∂u2
)
u3x
b1 = duxx + gu
2
x =
(
−5u
∂s0
∂u
+ 4us1 − s0
)
uxx +
(
2u
∂s1
∂u
− 3u
∂2s0
∂u2
−
∂s0
∂u
− s1
)
u2x
b2 = hux = −3
(
u
∂s0
∂u
+ s0
)
ux
b3 = l = −2us0
Now we can calculate explicitly the equations d1d2X = 0 in terms of the coefficients b0, b1, b2, b3.
By using the formula
(d1d2)xyz =
1
2
3∑
t=0
∂ (d2X)xy)
∂ut(x)
δ(t+1)(x− z)−
1
2
3∑
t=0
∂ (d2X)yx)
∂ut(y)
δ(t+1)(y − z) +
1
2
3∑
t=0
∂ (d2X)zx
∂ut(z)
δ(t+1)(z − y)−
1
2
3∑
t=0
∂ (d2X)xz
∂ut(x)
δ(t+1)(x− y) +
+
1
2
3∑
t=0
∂ (d2X)yz
∂ut(y)
δ(t+1)(y − x)−
1
2
3∑
t=0
∂ (d2X)zy
∂ut(z)
δ(t+1)(z − x)
that is
(d1d2)xyz =
1
2
3∑
t=0
(
∂b0
∂ut(x)
)
δ(x− y)δ(t+1)(x− z) +
1
2
2∑
t=0
(
∂b1
∂ut(x)
)
δ′(x− y)δ(t+1)(x− z) +
+
1
2
1∑
t=0
(
∂b2
∂ut(x)
)
δ(x− y)δ(t+1)(x− z) +
1
2
∂b3
∂u(x)
δ(3)(x− y)δ′(x− z) +
−
1
2
3∑
t=0
(
∂b0
∂ut(y)
)
δ(y − x)δ(t+1)(y − z)−
1
2
2∑
t=0
(
∂b1
∂ut(y)
)
δ′(y − x)δ(t+1)(y − z)−
1
2
−
1∑
t=0
(
∂b2
∂ut(y)
)
δ(y − x)δ(t+1)(y − z)−
1
2
∂b3
∂u(y)
δ(3)(y − x)δ′(y − z) + ...
In order to obtain a sum where appear only terms with δ(i)(x − y)δ(j)(x − z) and where the
coefficients depend only on x we use the identity
δ(x− y)δ(x− z) = δ(y − x)δ(y − z) = δ(z − x)δ(z − y) (6.9)
25
and formula (6.1). For example we can write
−
1
2
3∑
t=0
(
∂b0
∂ut(y)
)
δ(y − x)δ(t+1)(y − z) =
= −(−1)t+1
1
2
3∑
t=0
(
∂b0
∂ut(y)
)
∂t+1z (δ(y − x)δ(y − z)) =
−(−1)t+1
1
2
3∑
t=0
(
∂b0
∂ut(y)
)
∂t+1z (δ(x− y)δ(x− z)) =
= −
1
2
3∑
t=0
(
∂b0
∂ut(y)
)
δ(x− y)δ(t+1)(x− z) =
−
1
2
3∑
t=0
(
∂b0
∂ut(x)
)
δ(x− y)δ(t+1)(x− z)
In this way, after a long but elementary calculation we obtain
d1d2X = 2fδ ∧ δ
3 + 3fδ1 ∧ δ2 + 3fxδ ∧ δ
2 + fxxδ ∧ δ
1 (6.10)
where δi ∧ δj = 1
2
(
δ(i)(x− y)δ(j)(x− z)− δ(j)(x− y)δ(i)(x− z)
)
and
f =
∂b1
∂ux
− ∂x
(
∂b1
∂uxx
)
−
∂b2
∂u
+ ∂x
(
∂b3
∂u
)
(6.11)
Therefore the equation d1d2X = 0 is equivalent to the equation f = 0. By substituting b1, b2, b3
in this equation we get the condition
s1 =
∂s0
∂u
(6.12)
6.2.1 Trivial deformations
The differentials d1 and d2 increase the degree by one. Because the degree of X is 2 the trivial
deformations can be written as X = d1A+ d2B = 0 where the degree of the densities of A and B
is 1. But the variational derivative of local functionals with densities of degree 1 vanishes:
δ
∫
S1
(f(u)ux)dx
δu
=
∑
i=0
(−1)i∂ix
(
∂f
∂u(i)
)
=
∂f
∂u
ux − ∂x(f(u)) = 0
Then all the deformations d1X
2
2 (with X
2
2 = s0uxx +
∂s0
∂u
u2x) are not trivial.
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6.2.2 Deformations: explicit form
By using the formula (2.19), we get
d1X =
∑
s
((
∂syδ
′(y − x)
) ∂
∂u(s)(y)
(suyy +
∂s
∂u
u2y)− (∂
s
xδ
′(x− y))
∂
∂u(s)(x)
(suxx +
∂s
∂u
u2x)
)
=
(
∂s
∂u
uyy +
∂2s
∂u2
u2y
)
δ(1)(y − x)−
(
∂s
∂u
uxx +
∂2s
∂u2
u2x
)
δ(1)(x− y) +(
2
∂s
∂u
uy
)
δ(2)(y − x)−
(
2
∂s
∂u
ux
)
δ(2)(x− y) + s(y)δ(3)(y − x)− s(x)δ(3)(x− y)
By observing that
∂s
∂u
uxx +
∂2s
∂u2
u2x = ∂
2
xs
and by using the identity (6.1) it is easy to get the formula
P
(2)
2 = d1X
(2)
2 = −2sδ
3(x− y)− 3∂xsδ
2(x− y)− ∂2xsδ
1(x− y) (6.13)
6.3 Third order
The condition of compatibility [P1, P2] = 0 implies that P
3
2 = d1X
(3)
2 and the Jacoby identity
[P2, P2] = 0 implies that d2P
(3)
2 = −d1d2X
(3)
2 = 0.
Remark
There are no conditions containing the second order deformations.
We start again calculating d2X . From (2.19) it follows:
(d2X)xy =(
1
2
∂xX + c10 + c21 + c32 + c43
)
δ(x− y) + (X + c00 + c11 + c22 + c33) δ
(1)(x− y) +
+ (c01 + c12 + c23) δ
(2)(x− y) + (c02 + c13) δ
(3)(x− y) + c03δ
(4)(x− y)
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where X = s0uxxx + s1uxuxx + s2u
3
x and
c10 = −∂x
(
u
∂X
∂u
)
c21 = u∂
2
x
(
∂X
∂ux
)
−
1
2
∂X
∂ux
uxx +
1
2
ux∂x
(
∂X
∂ux
)
c32 = −u∂
3
x
(
∂X
∂uxx
)
−
1
2
∂X
∂uxx
uxxx −
1
2
ux∂
2
x
(
∂X
∂uxx
)
c43 = u∂
4
x
(
∂X
∂uxxx
)
−
1
2
∂X
∂uxxx
uxxxx +
1
2
ux∂
3
x
(
∂X
∂uxxx
)
c00 = −2u
∂X
∂u
c11 = 2u∂x
(
∂X
∂ux
)
−
∂X
∂ux
ux
c22 = −3u∂
2
x
(
∂X
∂uxx
)
− 2
∂X
∂uxx
uxx − ux∂x
(
∂X
∂uxx
)
c33 = 4u∂
3
x
(
∂X
∂uxxx
)
−
5
2
∂X
∂uxxx
uxxx +
3
2
ux∂
2
x
(
∂X
∂uxxx
)
c01 = 0
c12 − 3u∂x
(
∂X
∂uxx
)
− 3
∂X
∂uxx
ux
c23 = 6u∂
2
x
(
∂X
∂uxxx
)
−
9
2
∂X
∂uxxx
uxx +
3
2
ux∂x
(
∂X
∂uxxx
)
c13 = 4u∂x
(
∂X
∂uxxx
)
− 3
∂X
∂uxxx
ux
c03 = 0
Then we can write
(d2X)xy =
3∑
k=0
bkδ
(k)(x− y) (6.14)
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with deg(bk) = 4− k and
b0 = auxxxx + buxuxxx + c (uxx)
2 + du2xuxx + gu
4
x =
= 0 +
(
−3u
∂s1
∂u
+ 3u
∂2s0
∂u2
+ 6us2
)(
uxuxxx + (uxx)
2)+(
−6u
∂2s1
∂u2
+ 12u
∂s2
∂u
−
3
2
∂s1
∂u
+ 3s2 + 6u
∂3s0
∂u3
+
3
2
∂2s0
∂u2
)
u2xuxx +
+
(
2u
∂2s2
∂u2
+
∂s2
∂u
−
1
2
∂2s1
∂u2
+ u
∂4s0
∂u4
+
1
2
∂3s0
∂u3
− u
∂3s1
∂u3
)
u4x
b1 = huxxx + luxuxx +mu
3
x =
=
(
2u
∂s0
∂u
− us1 −
3
2
s0
)
uxxx +
(
12us2 − 3s1 − 9u
∂s1
∂u
+ 12u
∂2s0
∂u2
+
3
2
∂s0
∂u
)
uxuxx +
+
(
4u
∂s2
∂u
− 2s2 − 3u
∂2s1
∂u2
−
∂s1
∂u
+ 4u
∂3s0
∂u3
+
3
2
∂2s0
∂u2
)
u3x
b2 = puxx + qu
2
x =
=
(
−3us1 + 6u
∂s0
∂u
−
9
2
s0
)
uxx +
(
−3u
∂s1
∂u
− 3s1 + 6u
∂2s0
∂u2
+
3
2
∂s0
∂u
)
u2x
b3 = kux =
(
−2us1 + 4u
∂s0
∂u
− 3s0
)
ux
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6.3.1 Deformations
In terms of coefficients bk the equation (d1d2X)xy = 0 can be written simply by adding to the
equation obtained in the previous case the terms
1
2
(
∂b0
∂uxxxx
)
δ(x− y)δ(5)(x− z) +
1
2
(
∂b1
∂uxxx
)
δ(1)(x− y)δ(4)(x− z)
+
1
2
(
∂b2
∂uxx
)
δ(2)(x− y)δ(3)(x− y) +
1
2
(
∂b3
∂ux
)
δ(3)(x− y)δ(2)(x− z)
−
1
2
(
∂b0
∂uyyyy
)
δ(y − x)δ(5)(y − z)−
1
2
(
∂b1
∂uyyy
)
δ(1)(y − x)δ(4)(y − z)
−
1
2
(
∂b2
∂uyy
)
δ(2)(y − x)δ(3)(y − z)−
1
2
(
∂b3
∂uy
)
δ(3)(y − x)δ(2)(y − z)
+
1
2
(
∂b0
∂uzzzz
)
δ(z − x)δ(5)(z − y) +
1
2
(
∂b1
∂uzzz
)
δ(1)(z − x)δ(4)(z − y)
+
1
2
(
∂b2
∂uzz
)
δ(2)(z − x)δ(3)(z − y) +
1
2
(
∂b3
∂uz
)
δ(3)(z − x)δ(2)(z − y)
−
1
2
(
∂b0
∂uxxxx
)
δ(x− z)δ(5)(x− y)−
1
2
(
∂b1
∂uxxx
)
δ(1)(x− z)δ(4)(x− y)
−
1
2
(
∂b2
∂uxx
)
δ(2)(x− z)δ(3)(x− y)−
1
2
(
∂b3
∂ux
)
δ(3)(x− z)δ(2)(x− y)
+
1
2
(
∂b0
∂uyyyy
)
δ(y − z)δ(5)(y − x) +
1
2
(
∂b1
∂uyyy
)
δ(1)(y − z)δ(4)(y − x)
+
1
2
(
∂b2
∂uyy
)
δ(2)(y − z)δ(3)(y − x) +
1
2
(
∂b3
∂uy
)
δ(3)(y − z)δ(2)(y − x)
−
1
2
(
∂b0
∂uzzzz
)
δ(z − y)δ(5)(z − x)−
1
2
(
∂b1
∂uzzz
)
δ(1)(z − y)δ(4)(z − x)
−
1
2
(
∂b2
∂uzz
)
δ(2)(z − y)δ(3)(z − x) +
1
2
(
∂b3
∂uz
)
δ(3)(z − y)δ(2)(z − x)
By introducing the function f and g defined by the formulae
f =
∂b1
∂ux
− ∂x
(
∂b1
∂uxx
)
+ ∂2x
(
∂b1
∂uxxx
)
−
∂b2
∂u
+ ∂x
(
∂b3
∂u
)
g =
∂b1
∂uxxx
−
∂b2
∂uxx
+
∂b3
∂ux
we can write the result in the form
d1d2X =
∑
fijδ
i ∧ δj (6.15)
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where
f05 = f23 = 2g
f14 = 5g
f04 = 5gx
f13 = 8gx
f03 = 2f + 4gxx
f12 = 3f + 3gxx
f02 = 3fx + gxxx
f01 = fxx
Therefore the equation d1d2X = 0 is equivalent to the equations f = 0 and g = 0.
By substituting the coefficients b1, b2 and b3 in these equations we obtain that the last equation
is identically satisfied and the first is equivalent to the condition
2s2 −
∂s1
∂u
+
∂2s0
∂u2
(6.16)
6.3.2 Trivial deformations
In this case trivial deformations are d1A+ d2B with
A =
∫
S1
(A0(u)uxx + A1(u)u
2
x)dx
B =
∫
S1
(B0(u)uxx +B1(u)u
2
x)dx
By using formula (2.18) we get
d1A+ d2B =
(
−2
(
∂A0
∂u
− A1
)
− 2u
(
∂B0
∂u
− B1
))
uxxx +(
−4
(
∂2A0
∂u2
−
∂A1
∂u
)
− 4u
(
∂2B0
∂u2
−
∂B1
∂u
)
−
(
∂B0
∂u
− B1
))
+
+
(
−
(
∂3A0
∂u3
−
∂2A1
∂u2
)
− u
(
∂3B0
∂u3
−
∂2B1
∂u2
)
−
1
2
(
∂2B0
∂u2
−
∂B1
∂u
))
If we call A˜ := A1 −
∂A0
∂u
and B˜ := B1 −
∂B0
∂u
, we can write
d1A + d1B =(
2A˜+ 2uB˜
)
uxxx +
(
4
∂A˜
∂u
+ 4u
∂B˜
∂u
+ B˜
)
uxuxx +
(
∂2A˜
∂u2
+ 4u
∂2B˜
∂u2
+
∂B˜
∂u
)
u3x
Now we can prove that all deformations P
(3)
2 are trivial.
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Proof
The trivial deformations satisfy equation (6.16). In fact
2
(
∂2A˜
∂u2
+ 4u
∂2B˜
∂u2
+
∂B˜
∂u
)
−
∂
∂u
(
4
∂A˜
∂u
+ 4u
∂B˜
∂u
+ B˜
)
+
∂2
∂u2
(
2A˜+ 2uB˜
)
= 0
Every field X = s0uxxx + s1uxuxx + s2u
3
x with coefficients s0, s1, s2 satisfying equation (6.16) can
be written as d1A+ d2B by choosing
A˜ =
s
2
−
u
3
(
2
∂s0
∂u
− s1
)
B˜ =
1
3
(
(2
∂s0
∂u
− s1
)
and this choice is always possible.
6.3.3 Deformations: explicit form
By using the formula (2.19)
d1X =
∑
s≥0
((
∂syδ
′(y − x)
) ∂
∂u(s)(y)
(s0uyyy + s1uyuyy + s2u
3
y)+
− (∂sxδ
′(x− y))
∂
∂u(s)(x)
(s0uxxx + s1uxuxx + s2u
3
x)
)
and condition (6.16) it is easy to get the formula
P
(3)
2 = d1X
(3)
2 = −2tδ
(3)(x− y)− 3∂xtδ
(2)(x− y)− ∂2xtδ
(1)(x− y)
where t is an arbitrary differential polynomial of degree 1.
6.4 Fourth order
In this section we consider the case: P2 = P
(0)
2 + ǫ
2P
(2)
2 + ǫ
4P
(4)
2 .
7
The compatibility condition implies P
(4)
2 = d1X
(4)
2 and the Jacoby identity [P2, P2] = o(ǫ
4) implies
d1d2X
(4)
2 −
1
2
[
d1X
(2)
2 , d1X
(2)
2
]
= 0
7The third order term can be always killed by changing coordinates and the second order term is
P
(2)
2 = d1X
(2)
2 with X
(2)
2 = suxx +
∂s
∂u
u2x
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6.4.1 Deformation
First of all we consider the term
[
d1X
(2)
2 , d1X
(2)
2
]
. By using the formula (2.20) we get
[
d1X
(2)
2 , d1X
(2)
2
]
=
=
∂
(
d1X
(2)
2
)
xy
∂us(x)
∂sx
(
d1X
(2)
2
)
xz
−
∂
(
d1X
(2)
2
)
yx
∂us(y)
∂sy
(
d1X
(2)
2
)
yz
+
+
∂
(
d1X
(2)
2
)
zx
∂us(z)
∂sz
(
d1X
(2)
2
)
zy
−
∂
(
d1X
(2)
2
)
xz
∂us(x)
∂sx
(
d1X
(2)
2
)
xy
+
+
∂
(
d1X
(2)
2
)
yz
∂us(y)
∂sy
(
d1X
(2)
2
)
yx
−
∂
(
d1X
(2)
2
)
zy
∂us(z)
∂sz
(
d1X
(2)
2
)
zx
(6.17)
Let us focus our attention on the first term. By straightforward calculation we get
∂
(
d1X
(2)
2
)
xy
∂us(x)
∂sx
(
d1X
(2)
2
)
xz
=
∑
i=1,...,3;j=1,...,6−i
bijδ
(i)(x− y)δ(j)(x− z) (6.18)
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where
b11 =
(
6
∂3s
∂u3
∂2s
∂u2
+ 2
∂s
∂u
∂4s
∂u4
)
u4x +
(
14
(
∂2s
∂u2
)2
+ 14
∂3s
∂u3
∂s
∂u
)
u2xuxx +
(
8
∂2s
∂u2
∂s
∂u
)
u2xx +
(
12
∂2s
∂u2
∂s
∂u
)
uxuxxx + 2
(
∂s
∂u
)2
uxxxx
b12 =
(
16
∂3s
∂u3
∂s
∂u
+ 16
(
∂2s
∂u2
)2)
u3x +
(
52
∂2s
∂u2
∂s
∂u
)
uxuxx + 10
(
∂s
∂u
)2
uxxx
b21 =
(
6
∂3s
∂u3
∂s
∂u
+ 6
(
∂2s
∂u2
)2)
u3x +
(
24
∂2s
∂u2
∂s
∂u
)
uxuxx + 6
(
∂s
∂u
)2
uxxx
b13 =
(
4
∂3s
∂u3
s + 38
∂2s
u2
∂s
∂u
)
u2x +
(
4
∂2s
∂u2
s+ 18
(
∂s
∂u
)2)
uxx
b31 =
(
4
∂2s
u2
∂s
∂u
)
u2x + 4
(
∂s
∂u
)2
uxx
b22 =
(
42
∂2s
u2
∂s
∂u
)
u2x + 24
(
∂s
∂u
)2
uxx
b23 =
(
12
∂2s
∂u2
s
)
ux + 30
(
∂s
∂u
)2
b32 = 12
(
∂s
∂u
)2
ux
b14 =
(
8
∂2s
∂u2
s
)
ux + 14
(
∂s
∂u
)2
b24 = 12
∂s
∂u
s
b33 = 8
∂s
∂u
s
b15 = 4
∂s
∂u
s
The other terms in (6.17) have the same form. The only difference is that the variables x, y and z
play a different role. Therefore we can apply the usual tricks and write an expression containing
only terms with δ(i)(x− y)δ(j)(x− z). For example we can write
34
−
∂
(
d1X
(2)
2
)
yx
∂us(y)
∂sy
(
d1X
(2)
2
)
yz
= −
∑
ij
bij(y)δ
(i)(x− y)δ(j)(x− z) =
−(−1)i+j
∑
ij
bij(y)∂
i
x∂
j
z (δ(y − x)δ(y − z)) =
= −(−1)i+j
∑
ij
bij(y)∂
i
x∂
j
z (δ(x− y)δ(x− z)) =
(−1)i+1
∑
ij
bij(y)∂
i
x
(
δ(x− y)δ(j)(x− z)
)
=
= (−1)i+1
∑
ij
bij(y)
i∑
k=0
(
i
k
)
δ(k)(x− y)δ(j+i−k)(x− z) =
(−1)i+1
∑
ij
i∑
k=0
(
i
k
) k∑
l=0
(
k
l
)
bij(x)
(l)δ(k−l)(x− y)δ(j+i−k)(x− z)
The final result is
[
d1X
(2)
2 , d1X
(2)
2
]
= 16
(
s
∂s
∂u
)
δ1 ∧ δ5 + 40
(
s
∂s
∂u
)
δ2 ∧ δ4 + 40∂x
(
s
∂s
∂u
)
δ1 ∧ δ4 +
+48∂x
(
s
∂s
∂u
)
δ2 ∧ δ3 + 32∂2x
(
s
∂s
∂u
)
δ1 ∧ δ3 + 8∂3x
(
s
∂s
∂u
)
δ1 ∧ δ2
The calculation of the term d2X
(4)
2 can be done as above. In this case we have(
d2X
(4)
2
)
xy
=
(
1
2
∂xX + c10 + c21 + c32 + c43 + c54
)
δ(x− y)
(X + c00 + c11 + c22 + c33 + c44) δ
(1)(x− y) + (c01 + c12 + c23 + c34) δ
(2)(x− y)
+ (c02 + c13 + c24) δ
(3)(x− y) + (c03 + c14) δ
(4)(x− y) + c04δ
(5)(x− y)
where X
(4)
2 = X = s0uxxxx+ s1uxuxxx+ s2(uxx)
2 + s3u
2
xuxx+ s4u
4
x and the coefficients cij have the
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same expression in terms of X
(4)
2 that in the previous case, except for the new coefficients
c54 = −u∂
5
x
(
∂X
∂uxxxx
)
−
1
2
∂X
∂uxxxx
uxxxxx −
1
2
ux∂
4
x
(
∂X
∂uxxxx
)
c44 = −5u∂
4
x
(
∂X
∂uxxxx
)
− 3
∂X
∂uxxxx
uxxxx − 2ux∂
3
x
(
∂X
∂uxxxx
)
c34 = −10u∂
3
x
(
∂X
∂uxxxx
)
− 7
∂X
∂uxxxx
uxxx − 3ux∂
2
x
(
∂X
∂uxxxx
)
c24 = −10u∂
2
x
(
∂X
∂uxxxx
)
− 8
∂X
∂uxxxx
uxx − 2ux∂x
(
∂X
∂uxxxx
)
c14 = −5u∂x
(
∂X
∂uxxxx
)
− 5
∂X
∂uxxxx
ux
c04 = −2u
∂X
∂uxxxx
Consequently we can write
(
d2X
(4)
2
)
xy
=
5∑
k=0
bkδ
(k)(x− y)
with deg(bk) = 5− k and
b0 = a0uxxxxx + a1uxuxxxx + a2uxxuxxx + a3u
2
xuxxx + a4ux(uxx)
2 + a5u
3
xuxx + a6u
5
x =(
2us1 − 2us2 − 2u
∂s0
∂u
)
uxxxxx +
(
s1 −
∂s0
∂u
− s2 − 6u
∂s2
∂u
+ 6u
∂s1
∂u
− 6u
∂2s0
∂u2
)
uxuxxxx
+
(
−10u
∂s2
∂u
+ 10u
∂s1
∂u
− 10u
∂2s0
∂u2
)
uxxuxxx +
(
2
∂s1
∂u
− 2
∂s2
∂u
− 2
∂2s0
∂u2
+ 12us4 − 4u
∂s3
∂u
+
−6u
∂2s2
∂u2
+ 10u
∂2s1
∂u2
− 10u
∂3s0
∂u3
)
u2xuxxx +
(
−
3
2
∂s2
∂u
+
3
2
∂s1
∂u
−
3
2
∂2s0
∂u2
+ 24us4 − 8u
∂s3
∂u
+
−7u
∂2s2
∂u2
+ 15u
∂2s1
∂u2
− 15u
∂3s0
∂u3
)
ux(uxx)
2 +
(
6s4 − 2
∂s3
∂u
−
∂2s2
∂u2
+ 3
∂2s1
∂u2
− 3
∂3s0
∂u3
+
+24u
∂s4
∂u
− 8u
∂2s3
∂u2
− 2u
∂3s2
∂u3
+ 10u
∂3s1
∂u3
− 10u
∂4s0
∂u4
)
u3xuxxx +
(
3
2
∂s4
∂u
−
1
2
∂2s3
∂u2
+
1
2
∂3s1
∂u3
+
−
1
2
∂4s0
∂u4
+ 3u
∂2s4
∂u2
− u
∂3s3
∂u3
+ u
∂4s1
∂u4
− u
∂5s0
∂u5
)
u5x
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b1 = c0uxxxx + c1uxuxxx + c2(uxx)
2 + c3u
2
xuxx + c4u
4
x =(
−2s0 − 7u
∂s0
∂u
+ 6us1 − 6us2
)
uxxxx +
(
−2s2 − s1 − 2
∂s0
∂u
− 2us3 − 12u
∂s2
∂u
+ 16u
∂s1
∂u
+
−20u
∂2s0
∂u2
)
uxuxxx +
(
−3s2 − 2us3 − 8u
∂s2
∂u
+ 12u
∂s1
∂u
− 15u
∂2s0
∂u2
)
(uxx)
2 + (−5s3+
−2
∂s2
∂u
+
9
2
∂s1
∂u
− 6
∂2s0
∂u2
+ 24us4 − 13u
∂s3
∂u
− 6u
∂2s2
∂u2
+ 24u
∂2s1
∂u2
− 30u
∂3s0
∂u3
)
u2xuxx +
+
(
−3s4 −
∂s3
∂u
+
3
2
∂2s1
∂u2
− 2
∂3s0
∂u3
+ 6u
∂s4
∂u
− 3u
∂2s3
∂u2
+ 4u
∂3s1
∂u3
− 5u
∂4s0
∂u4
)
u4x
b2 = d0uxxx + d1uxuxx + d2u
3
x =
(
−6us2 + 6us1 − 10u
∂s0
∂u
− 7s0
)
uxxx +
+
(
−6s2 − 3s1 − 3
∂s0
∂u
− 6us3 − 6u
∂s2
∂u
+ 18u
∂s1
∂u
− 30u
∂2s0
∂u2
)
uxuxx +(
−3s3 +
3
2
∂s1
∂u
− 3
∂2s0
∂u2
− 3u
∂s3
∂u
+ 6u
∂2s1
∂u2
− 10u
∂3s0
∂u3
)
u3x
b3 = p0uxx + p1u
2
x =
(
−8s0 − 4us2 + 4us1 − 10u
∂s0
∂u
)
uxx +
+
(
−3s1 − 2
∂s0
∂u
− 2us3 + 4u
∂s1
∂u
− 10u
∂2s0
∂u2
)
u2x
b4 = qux =
(
−5s0 − 5u
∂s0
∂u
)
ux
b5 = k = −2us0
We are almost able to write the equation
d1d2X
(4)
2 −
1
2
[
d1X
(2)
2 , d1X
(2)
2
]
= 0 (6.19)
in terms of bk. In fact to obtain the term d1d2X
(4)
2 it is sufficient to add the following terms to
the formula we have found before:
1
2
∂b4
∂u
δ(4)(x− y)δ(1)(x− z) +
1
2
∂b5
∂u
δ(5)(x− y)δ(1)(x− z) +
+
1
2
∂b4
∂ux
δ(4)(x− y)δ(2)(x− z) +
1
2
∂b3
∂uxx
δ(3)(x− y)δ(3)(x− z) +
+
1
2
∂b2
∂uxxx
δ(2)(x− y)δ(4)(x− z) +
1
2
∂b1
∂uxxxx
δ(1)(x− y)δ(5)(x− z)
+
1
2
∂b0
∂uxxxxx
δ(x− y)δ(6)(x− z) + ...
and to rewrite the terms in the usual way.
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Defining the functions f , g, h in the following way:
f :=
∂b5
∂u
−
∂b4
∂ux
+
∂b2
∂uxxx
−
∂b1
∂uxxxx
g :=
∂b1
∂uxxx
−
∂b2
∂uxxx
+
∂b3
∂ux
−
∂b4
∂u
− 2∂x
(
∂b1
∂uxxxx
)
+ ∂x
(
∂b2
∂uxxx
)
− ∂x
(
∂b4
∂ux
)
+ 2∂x
(
∂b5
∂u
)
h :=
∂b1
∂ux
− ∂x
(
∂b1
∂uxx
)
+ ∂2x
(
∂b1
∂uxxx
)
− ∂3x
(
∂b1
∂uxxxx
)
−
∂b2
∂u
+ ∂x
(
∂b3
∂u
)
− ∂2x
(
∂b4
∂u
)
+
+∂3x
(
∂b5
∂u
)
we have
d1d2X = 2fδ
1 ∧ δ5 + 5fδ2 ∧ δ4 + 2gδ ∧ δ5 + (5fx + 5g)δ
1 ∧ δ4 + (6fx + 2g)δ
2 ∧ δ3 + 5gxδ ∧ δ
4
+(4fxx + 8gx)δ
1 ∧ δ3 + (2h+ 4gxx)δ ∧ δ
3 + (fxxx + 3h+ 3gxx)δ
1 ∧ δ2 + (3hx + gxxx)δ ∧ δ
2 +
+hxxδ ∧ δ
1
Then the equation d1d2X
(4)
2 −
1
2
[
d1X
(2)
2 , d1X
(2)
2
]
= 0 is eqivalent to the conditions
f − 4s
∂s
∂u
= 0
g = 0
h = 0
The first equation connects the second order deformation with the fourth order deformation:
s0 = −2s
∂s
∂u
(6.20)
The second and the third equation give the conditions
s1 − s2 =
∂s0
∂u
(6.21)
3s4 −
∂s3
∂u
+
∂2s2
∂u2
= 0 (6.22)
6.4.2 Trivial deformations
In this case trivial deformations can be written as d1A + d2B with
A =
∫
S1
(A0(u)uxxx + A1(u)uxuxx + A2(u)u
3
x)dx (6.23)
B =
∫
S1
(B0(u)uxxx +B1(u)uxuxx +B2(u)u
3
x)dx (6.24)
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A straightforward calculation shows that, for trivial deformations, the coefficients si are
s0 = 0 (6.25)
s1 = s2 = 3A˜ + 3uB˜ (6.26)
s3 = 6
∂A˜
∂u
+ 6u
∂B˜
∂u
+
3
2
B˜ (6.27)
s4 =
∂2A˜
∂u2
+ 6u
∂2B˜
∂u2
+
1
2
∂B˜
∂u
(6.28)
with
A˜ = 2A2 −
∂A1
∂u
+
∂2A0
∂u2
B˜ = 2B2 −
∂B1
∂u
+
∂2B0
∂u2
Now we are able to prove that P
(4)
2 is trivial if and only if s0 = 0.
8
Proof
Trivial deformations satisfy equations
s0 = 0
s1 = s2
3s4 −
∂s3
∂u
+
∂2s2
∂u2
= 0
In fact
3
∂2
∂u2
(
A˜ + B˜
)
−
3
2
∂B˜
∂u
−
∂
∂u
(
6
∂
∂u
(
A˜+ B˜
)
−
9
2
B˜
)
+
∂2
∂u2
(
3
(
A˜+ B˜
))
= 0
Conversely, we can always write a deformation X (with s = 0) as X = d1A+ d2B. It is sufficient
to choose A and B in such way that the following equations hold:
B˜ =
4
9
∂s2
∂u
−
2
9
s3
A˜ =
1
3
s2 − B˜
6.4.3 Deformations: explicit form
By using the formula (2.19)
d1X =
=
∑
s
((
∂syδ
′(y − x)
) ∂
∂u(s)(y)
(s0uyyyy + s1uyuyyy + s2u
2
yy + s3u
4
y)+
− (∂sxδ
′(x− y))
∂
∂u(s)(x)
(s0uxxxx + s1uxuxxx + s2u
2
xx + s3u
4
x)
)
8to avoid any confusion with the other functions s0 defined in this paper, in the theorem 4 we have substituted
s0 for s˜.
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and conditions (6.20), (6.21) and (6.22) it is easy to get the formula
d1X
(4)
2 = −2s0δ
(5)(x− y)− 5 (∂xs0) δ
(4)(x− y)− 10
(
∂2xs0
)
δ(3)(x− y) +
−10
(
∂3xs0
)
δ(2)(x− y)− 3
(
∂4xs0
)
δ(1)(x− y) + 2wδ(3)(x− y) + 3 (∂xw) δ
(2)(x− y) +
+
(
∂2xw
)
δ(1)(x− y)
whith
w = w0uxx + w1u
2
x = 2
∂s0
∂u
uxx + w1u
2
x (6.29)
where w1 is an arbitrary function of u and s0 is related to the function s appearing in second order
deformation by the equation
s0 = −2s
∂s
∂u
(6.30)
7 Quasi-triviality
Definition 16 The group of transformations
u→ u¯ =
∑
k
ǫk
Fk(u, ux, uxx, ...)
Gk(u, ux, uxx, ...)
(7.1)
where Fk, Gk ∈ A, deg(Fk)− deg(Gk) = k and
∂F0
∂u
6= 0 is called quasi-Miura group.
A deformation is called quasi-trivial if it can be eliminated by the action of the quasi-Miura group.
We have seen that, in general, the second and fourth order deformations are not trivial. In this
section we show that they are quasi-trivial.
7.1 Second order
Theorem 6 If X
(2)
2 = d1A+ d2B, where A and B are local functionals whose densities are ratios
of differential polynomials, then the secon order deformation Pλ = P
(0)
1 − λ(P
(0)
2 + ǫ
2d1X
(2)
2 ) is
trivial.
Proof
X
(2)
2 = d1A+ d2B ⇒ P
(2)
2 = −d2d1B
This implies
P
(2)
2 = LieXP
(0)
2
LieXP
(0)
1 = 0
with
X = −d1B (7.2)
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Theorem 7 All second order deformations are quasi-trivial.
Proof
If we choose
A =
∫
S1
(a(u)
uxx
ux
)dx (7.3)
B =
∫
S1
(b(u)
uxx
ux
)dx (7.4)
By using formula (2.18) we get
d1A + d2B =
=
(
2
∂2a
∂u2
+ 2u
∂2b
∂u2
+
1
2
∂b
∂u
)
uxx −
(
∂a
∂u
+ u
∂b
∂u
)
u2xx
u2x
+(
∂a
∂u
+ u
∂b
∂u
)
uxxx
ux
+
(
∂3a
∂u3
+ u
∂3b
∂u3
+
1
2
∂2b
∂u2
)
u2x
If we put
a(u) = −ub(u) +
∫ u
u0
b(u)du (7.5)
Then
∂a
∂u
= −u
∂b
∂u
∂2a
∂u2
= −
∂b
∂u
− u
∂2b
∂u2
∂3a
∂u3
= −2
∂2b
∂u2
− u
∂3b
∂u3
and these equations imply
d1A + d2B = −
3
2
(
∂b
∂u
uxx +
∂2b
∂u2
u2x
)
(7.6)
that is equal to X
(2)
2 = s(u)uxx +
∂s
∂u
u2x if we choose
b(u) = −
2
3
∫ u
u0
s(u)du (7.7)
7.2 Fourth order
Lemma 1 A fourth order deformation is quasi-trivial if and only if there exists a vector field Y
such that
LieY P
(0)
1 = 0 (7.8)
P
(4)
2 −
1
2
Lie2XP
(0)
2 = LieY P
(0)
2 (7.9)
where X is the vector field (7.2).
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Proof
The reduction of the fourth order deformation to the form P
(0)
1 − λP
(0)
2 can be achieved in two
steps.
In the first step one kills the second order part of the deformation P
(0)
2 with the quasi-Miura
transformation generated by the vector field (7.2):
P
(0)
1 − λ
(
P
(0)
2 + ǫ
2P
(2)
2 + ǫ
4P
(4)
2 +O(ǫ
5)
)
→ P
(0)
1 − λ
(
P
(0)
2 + ǫ
4
(
P
(4)
2 −
1
2
Lie2XP
(0)
2 +O(ǫ
5)
))
.
In the second step one kills the fourth order part of the deformation P
(4)
2 −
1
2
Lie2XP
(0)
2 with the
quasi-Miura transformation generated by the vector field Y .
Theorem 8 All fourth order deformations are quasi-trivial.
To prove the theorem we need the following
Lemma 2 If X
(4)
2 = d1A˜ + d2B˜ −
1
2
[d1B, d2B] where
B =
∫
S1
b(u)
uxx
ux
dx
and b(u) is given by the expression (7.7), then the fourth order deformation
P
(0)
1 − λ
(
P
(0)
2 + ǫ
4
(
P
(4)
2 −
1
2
Lie2XP
(0)
2
))
is trivial.
Proof
P
(4)
2 = d1X
(4)
2 = d1d2B˜ − d1
1
2
[d1B, d2B]
By using the graded Jacobi identity we get
P
(4)
2 −
1
2
Lie2XP
(0)
2 = LieY P
(0)
2 (7.10)
where X = −d1B and Y = −d1B˜. Moreover
LieY P
(0)
1 = 0
Then to prove the theorem it is sufficient to show that the vector field X
(4)
2 = s0uxxxx+s1uxuxxx+
s2u
2
xx + s3u
2
xuxx + s4u
4
x
9 can be written in the form
X
(4)
2 = d1A˜+ d2B˜ −
1
2
[d1B, d2B]
9We recall that the coefficients of the vector field X
(4)
2 satisfy the condition (6.20), (6.21) and (6.22)
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We start calculating the term −1
2
[d1B, d2B]. In this case the Schouten bracket coincides with the
commutator of the vector fields
d1B = 2
∂2b
∂u2
uxx −
∂b
∂u
u2xx
u2x
+
∂b
∂u
uxxx
ux
+
∂3b
∂u3
u2x
and
d2B = ud1B +
1
2
(
∂b
∂u
uxx +
∂2b
∂u2
u2x
)
The result is
−
1
2
[d1B, d2B]
x = −
1
2
∑
s
(
∂sx(d1B)
∂d2B
∂u(s)(x)
− ∂sx(d2B)
∂d1B
∂u(s)(x)
)
=
uxxxx
(
33
4
∂b
∂u
∂2b
∂u2
)
+ uxuxxx
(
27
4
(
∂2b
∂u2
)2
+
45
4
∂b
∂u
∂3b
∂u3
)
+
+u2xx
(
−
3
4
(
∂2b
∂u2
)2
+
15
4
∂b
∂u
∂3b
∂u3
)
+ u2xuxx
(
45
4
∂2b
∂u2
∂3b
∂u3
+
21
2
∂b
∂u
∂4b
∂u4
)
+
+u4x
(
9
4
∂2b
∂u2
∂4b
∂u3
+
3
2
∂5b
∂u5
∂b
∂u
+
3
4
(
∂3b
∂u3
)2)
+
9
2
u2xxx
u2x
(
∂b
∂u
)2
+
−9
u4xx
u4x
(
∂b
∂u
)2
+ 2
uxxxxx
ux
(
∂b
∂u
)2
−
uxxuxxx
ux
(
27
2
∂b
∂u
∂2b
∂u2
)
+
+
u3xx
u2x
(
33
4
∂b
∂u
∂2b
∂u2
)
+ 18
u2xxuxxx
u3x
(
∂b
∂u
)2
− 6
uxxuxxxx
u2x
(
∂b
∂u
)2
The problem now is to guess the form of the local functionals A˜ and B˜. We know that the degree
of A˜ and B˜ is equal to 3 but all ratios of differential polynomials of the form
P (u, ux, uxx, ...)
Q(u, ux, uxx, ...)
where deg(P )− deg(Q) = 3, are allowed.
The form of the coefficients in (7.11) suggests that A˜ and B˜ contain only terms of the form
P (u, ux, uxx...)
uix
for some integer i.
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Let us try with the local functionals
a˜ =
∫
s1
(
h1(u)
u2xx
ux
++h2(u)
u3xx
u3x
+ h3(u)
uxxuxxx
u2x
+ h4(u)
uxxxx
ux
+ h5(u)
u2xxuxxx
u4x
+ h6(u)
u4xx
u5x
+
+h7(u)
uxxuxxxx
u3x
+ h8(u)
u2xxx
u3x
+ h9(u)
uxxxxx
u2x
+ h10(u)
uxxxuxxxx
u4x
+ h11(u)
u2xxxx
u5x
)
dx
b˜ =
∫
s1
(
k1(u)
u2xx
ux
++k2(u)
u3xx
u3x
+ k3(u)
uxxuxxx
u2x
+ k4(u)
uxxxx
ux
+ k5(u)
u2xxuxxx
u4x
+ k6(u)
u4xx
u5x
+
+k7(u)
uxxuxxxx
u3x
+ k8(u)
u2xxx
u3x
+ k9(u)
uxxxxx
u2x
+ k10(u)
uxxxuxxxx
u4x
+ k11(u)
u2xxxx
u5x
)
dx
In order to determine the exact form of the coefficients hi and ki one has just to compare d1a˜+d2b˜
with 1
2
[d1B, d2B].
The first step is to kill the coefficients of rational terms in d1a˜ + d2b˜ that don’t appear in
−1
2
[d1B, d2B] and the second step is to eliminate the remaining rational terms.
The calculations are very long, we give here only the final result: 10
hi(u) = −uki(u), i = 1, ..., 11
k1(u) = −
1
28
k8(u)−
15
56
k2(u)
k3(u) = 4k1(u)
k4(u) = 0
k5(u) = −6k8(u)
k6(u) = 4k8(u)
k7(u) = k8(u)
k9(u) = k10(u) = k11(u) = 0
k2(u) +
∂k8
∂u
=
7
5
(
∂b
∂u
)2
Whith this choice and taking into account (7.7), by using formula (2.18) we get
−
1
2
[d1B, d2B] + d1a˜+ d2b˜ =
−2s
∂s
∂u
uxxxx +
(
−
7
3
s
∂2s
∂u2
−
13
3
(
∂s
∂u
)2)
uxuxxx +
(
−
1
3
s
∂2s
∂u2
−
7
3
(
∂s
∂u
)2)
u2xx +
+
(
5
3
s
∂3s
∂u3
− 4
∂s
∂u
∂2s
∂u2
)
u2xuxx +
(
1
3
(
∂2s
∂u2
)2
+
∂s
∂u
∂3s
∂u3
+
2
3
s
∂4s
∂u4
)
u4x =
s′0uxxxx + s
′
1uxuxxx + s
′
2u
2
xx + s
′
3u
2
xuxx + s
′
4u
4
x
10In fact there is a certain freedom in the choice of coefficients hi and ki; for example it is not necessary to put
k4(u) equal to 0.
44
First of all we observe that s′0 is equal to s0. Moreover the coefficients s
′
i satisfy equations (6.21)
and (6.22):
s′1 − s
′
2 =
∂
∂u
(
−2s
∂s
∂u
)
3s′4 −
∂s′3
∂u
+
∂2s′2
∂u2
=
(
∂2s
∂u2
)2
+ 3
∂s
∂u
∂2s
∂u2
+ 2s
∂4s
∂u4
−
5
3
s
∂4s
∂u4
+
+
7
3
∂s
∂u
∂3s
∂u3
+ 4
(
∂2s
∂u2
)2
−
16
3
∂s
∂u
∂3s
∂u3
− 5
(
∂2s
∂u2
)2
−
1
3
s
∂4s
∂u4
= 0
Then the vector field
X − (−
1
2
[d1B, d2B] + d1a˜+ d2b˜) =
= (s0 − s
′
0)uxxxx + (s1 − s
′
1)uxuxxx + (s2 − s
′
2)u
2
xx + (s3 − s
′
3)u
2
xuxx + (s4 − s
′
4)u
4
x
is trivial. Indeed:
s0 − s
′
0 = 0
Moreover the equations
s1 − s2 =
∂s0
∂u
s1 − s2 =
∂s0
∂u
imply
s1 − s
′
1 = s2 − s
′
2
Finally
3(s4 − s
′
4)−
∂
∂u
(s3 − s
′
3) +
∂2
∂u2
(s2 − s
′
2) =
3s4 −
∂
∂u
s3 +
∂2
∂u2
s2 −
(
3s′4 −
∂
∂u
s′3 +
∂2
∂u2
s′2
)
= 0
This means that
X − (−
1
2
[d1B, d2B] + d1a˜+ d2b˜) = d1a+ d2b
that is
X = −
1
2
[d1B, d2B] + d1(a˜+ a) + d2(b˜+ b)
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8 Conclusions
In this paper we have studied the problem of classification of deformations of bihamiltonian struc-
ture of hydrodynamic type.
The main result of the paper is that, up to the fourth order, any deformation can be reduced to
the form (3.15) depending only on a functional parameter s(u).
These deformations give rise to an infinite hierarchy of “almost-commuting” hamiltonian equa-
tions.
In this paper we started studying numerically one of the equations of the deformed hierarchy
corresponding to second order deformations.
The results obtained indicate the existence of the analogue of 2-soliton solutions at least for small
times and for small amplitudes, but a deeper analysis is still necessary.
We have seen that one of the consequence of classification theorem is that deformations of the
Magri bihamiltonian structure are trivial up to fourth order. This fact suggests that in our classi-
fication problem the Magri bihamiltonian structure is a stable object according to the definition
of Arnold. 11 It would be interesting to investigate if this situation is more general, that is,
if completely integrable systems of bihamiltonian type are the stable objects of a corresponding
classification problem. For example it is possible to apply the same techniques used in this paper
to the “symplectic” case where the leading term in the parameter ǫ has the form
P1,2 = h
ij
1,2δ(x− y) (8.1)
with
hij1 =


0 1 0 0 ... 0 0
−1 0 0 0 ... 0 0
0 0 0 1 ... 0 0
0 0 −1 0 ... 0 0
. . . . . . .
. . . . . . .
. . . . . . .
0 0 0 0 ... 0 1
0 0 0 0 ... −1 0


and
11A classification problem can be thought as a decomposition of a space of objects in equivalence classes (see
[2]); in our case the objects are deformations; two deformations are equivalent if and only if they can be reduced
to the same form by the action of Miura group. An object is called stable if a sufficiently small “neighbourhood”
of this object contains only objects of the same class.
46
hij2 =


0 u1 0 0 ... 0 0
−u1 0 0 0 ... 0 0
0 0 0 u2 ... 0 0
0 0 −u2 0 ... 0 0
. . . . . . .
. . . . . . .
. . . . . . .
0 0 0 0 ... 0 un
0 0 0 0 ... −un 0


Also in this case the the cohomology groups H1 and H2 associated to the differentials dP1 and dP2
are trivial (see [7]) and then the non trivial deformations are classified by the group
ker (d1d2)
(Im(d1) + Im(d2))
Finally we observe that the result about quasi-triviality suggests that this property is a conse-
quence of the definition of deformation and it is not an additional constraint.
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