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The Memorization of In-Line Sensorimotor Invariants : Toward Behav-
ioral Ontogeny and Enactive Agents 
 
Abstract This paper presents a behavioral ontogeny for 
artificial agents based on the interactive memorization of sen-
sorimotor invariants. The agents are controlled by Continu-
ous Timed Recurrent Neural Networks (CTRNNs) which 
bind their sensors and motors within a dynamic system. The 
behavioral ontogenesis is based on a phylogenetic approach: 
memorization occurs during the agent’s lifetime and an evo-
lutionary algorithm discovers CTRNN parameters. This 
shows that sensorimotor invariants can be durably modified 
through interaction with a guiding agent. After this phase has 
finished, agents are able to adopt new sensorimotor invariants 
relative to the environment with no further guidance. We ob-
tained these kinds of behaviors for CTRNNs with 3 to 6 
units, and this paper examines the functioning of those 
CTRNNs. For instance, they are able to internally simulate 
guidance when it is externally absent, in line with theories of 
simulation in neuroscience and the enactive field of cognitive 
science.  
 
Key words Ontogeny, Evolutionary robotics, Embodied 
agent, Sensorimotor invariants, CTRNN, Memory, Enaction. 
Introduction 
Embodied cognitive sciences theories claim that sensorimotor 
invariance is of key importance – even more so than repre-
sentation – for the constitution of cognition [1],[2]. Sen-
sorimotor invariance is the systematic coupling of sensory 
and motor patterns: it specifies the structure of the rules gov-
erning the sensory changes produced by various motor skills 
[3]. Accordingly, cognitive processes, such as reasoning, 
learning, memorization, and categorization, emerge from the 
interactions between dynamic components operating at dif-
ferent time-scales [4]. In cognitive psychology, several au-
thors have conceptualized human interactions with dynamic 
systems [5], and Beer's seminal work in cognitive science 
was inspired by dynamic approaches [6]. This theoretical po-
sition has led to the development of models that produce 
cognitive behaviors without internal representations of the 
external world. The advantages of the dynamic approach in-
clude its ability to deal with novelty, continuous timed, vari-
ability and nondeterministic characteristics of cognition. For 
example, Iizuka and Di Paolo showed that agents were able 
to exhibit behavioral preference when exposed to two stimuli 
[7]. When both stimuli were presented simultaneously, the 
agents were still able to develop a behavioral preference since 
they adopted one of the evolved behaviors. The preference 
could change, conditioned on, but not determined by, the en-
vironment. Continuous Timed Recurrent Neural Networks 
(CTRNNs) can represent these kinds of models in a fully in-
tegrated form that is non-modular and does not utilize a 
learning-specific mechanism. Thanks to evolutionary ap-
proaches, they can be configured to exhibit multiple cognitive 
abilities. For example, Wood and Di Paolo used CTRNNs to 
simulate the famous 'A not B' task proposed by Piaget in his 
epistemological studies of young children [8], [9]. Tuci et al. 
used evolved agents controlled by dynamic neural networks 
to conduct experiments on associative learning [10]. By using 
synaptic plasticity, these agents were able to associate a 
landmark with a goal and to memorize how the goal was re-
lated to the landmark. In a study on integrated associative 
learning in dynamic neural networks, evolved agents success-
fully associated a motor command, evaluated in a binary 
form, with a stimulus whose value laied on a continuum [11]. 
 
One remaining challenge is to create agents able to behavior-
ally evolve during their lifetime according to their interac-
tions with the environment. This idea is tied to the work of 
Lindblom and Ziemke on robot ontogenesis in social situa-
tions [13], which is in turn based on Vygotsky's and Piaget’s 
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research. Psychologists have showed that the behavioral de-
velopment of a child coincides with the development of her 
sensorimotor, social, and reasoning skills [12]. More funda-
mentally, behavioral ontogeny results from a process involv-
ing not only the gradually changing individual, but also the 
environment where she acts. It implies an active role of the 
environment which reacts differently depending on the be-
havior of the agent. The understanding and modeling of this 
ontological process is far from settled.  
 
It is still necessary to perform preliminary interactive online 
shaping of any behaviors in order to obtain behavioral ontog-
eny. Crucially, such behaviors must be memorized, and de-
pend on the perceived environment of the agent. Since sen-
sorimotor invariants are the basic components of cognitive 
capabilities, it must be possible to maintain any behavior 
from the interaction history to ensure the creation of ontoge-
netic agents. This implies support for the general memoriza-
tion of sensorimotor invariants, which this paper addresses in 
the following sections.  
 
Section 2 uses the enactive stance to explain the differences 
between the classical concept of memorization and sen-
sorimotor invariants memorization. Section 3 proposes how 
evolutionary robotics might use this capability to create au-
tonomous agents. Section 4 presents results obtained from 
our experiments in this area, and identifies common behav-
ioral and structural properties of the resulting CTRNNs. Sec-
tion 5 draws conclusions and discusses the next stage of our 
work. 
Dynamic approach of memory 
Traditionally, memory is represented by a variable which can 
be assigned to a value. For example, when an agent perceives 
a target, she sets a variable called “target” to the value “true”. 
Such explicit representations are not well-suited to the dy-
namic approach. For example, some evolutionary robotics re-
searches utilize behaviors that apply the principles of memo-
rization to CTRNNs, or other recurrent networks, without 
representations [13]. However, these systems still view 
memory in a classical sense and face the problem of generali-
zation: if a solution exists, then it is impossible for the agent 
to adopt another behavior, especially one different from its 
initial form. Unfortunately, these approaches re-introduce 
representations into the reactive model and thus faced by the 
same problem as ordinary representationalist approaches: 
they fail to introduce novelty at the ontogenetic level. Our 
first proposition overcomes this problem by rethinking the 
notion of memory in light of the enactive perspective. Agents 
do not memorize a perceived object but adopt a habit by 
memorizing behaviors, which are basically sensorimotor in-
variants resulting from interactions with the environment. 
When agents are able to memorize behavior, they have a gen-
eral memorization ability limited only by their sensorimotor 
features, as is the case for living beings. This technique im-
plies more complex principles than just the utilization of a 
variable to perceive and make decisions. Memory, or habit, is 
shaped by the environment, and can potentially vary or 
evolve in infinite ways. To model this, we must introduce 
‘active’ interaction between the agent and its environment. 
The active role of the environment in the cognitive process 
brings it into line with the enactive stance, and our work uses 
this relationship for guidance.  
 
Figure 1 shows a scenario that exemplifies our approach. It 
has three main elements: (i) L, a set of landmark {L1, L2}, (ii) 
an agent A, called the ontogenetic agent, which perceives the 
landmarks in L, and (iii) a guide B; B interacts with A to 
change its L-related behavior. During phase 1, agent A has an 
L-related behavior that depends on its distances from the 
landmarks, as calculated by its sensors. This behavior is im-
plemented as a function f, of A and L. Agent A also has a 
“social” behavior, a function called g, utilizing both A and B. 
During phase 2, guide B observes A and interacts with her by 
way of a continuous signal SB which changes f into a new 
behavior f’. During this phase, agent A combines the f and g 
functions which means there is a progressive transformation 
of f into f’. Eventually, guide B stops interacting with A, and 
A maintains its new sensorimotor behavior f’. 
 
Fig. 1 Illustrations of behavioral evolution based on guidance. During phase 
1, agent A adopts a sensorimotor invariant relative to L1 and L2.This is 
achieved by the association between  sensor’s  values d1, d2 (distance be-
tween the agent and L1 and L2 respectively)  and actuator’s values, v1 and 
v2 ( velocities of the two wheels of the agent). During phase 2, B guides 
agent A via an in-line signal (SB). Agent A responds by progressively modi-
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fying its behavior. B “knows” what new behavior it wants for A (it is drawn 
as a dotted speech balloon above B in the figure). The guidance signal is ac-
tively generated according to A's behavior as observed by B. After phase 2, 
B ends its guidance, and A maintains its new sensorimotor invariant relative 
to L1 and L2. 
 
The consequence is that A memorizes a new sensorimotor 
behavior f’ and forgets the previous behavior f. The generali-
zation of this approach requires the reproduction of this evo-
lution with different kinds of behaviors, as illustrated at the 
bottom of Figure 1 where another guidance signal SB’ chang-
es the behavior f into f’’, different from f’. These principles 
differ from traditional reinforcement learning [14] on two 
points: 1) no explicit internal agent’s states are used, so the 
behavior is not constrained by discrete symbols, and could 
theoretically develop any level of complexity; 2) guidance is 
a continuous signal relative to the actual behavior of the 
agent (it is neither discrete nor a reward handed out following 
the agent's success). The evolution of this signal increases if 
the agent deviates from the desired behavior and decreases if 
the agent tends towards good behavior, which is exploited by 
the internal dynamics of the agent to correct it’s behavior. 
These points are crucial for addressing the notion of behav-
ioral ontogeny. It is possible to extract three basic principles: 
 
1) The agent must be able to adopt sensorimotor invariants 
relative to elements perceived in the environment (L) 
without an explicit representation of that environment. 
Ideally, the number of behaviors must be unlimited (f, f’, 
f’’ …). 
2) The agent interacts with a guide (B) by means of a con-
tinuous signal with an implicit meaning (SB). The agent 
combines its behavior relative to the environment and its 
behavior relative to the guide to progressively transform 
its environmental behavior. 
3) The agent is able to maintain its new behavior after the 
period of guidance has finished. 
 
Our system utilizes these principles, applied to a very simple 
environment, so that the analysis and complexity of the evo-
lutionary approaches are tractable. 
Experimental Setup 
The experimental environment has a single dimension and 
one landmark L={L1}. So it is more simple than the illustra-
tion of the figure 1 but still preserves it’s principles. The 
agent can perceive its position relative to the  landmark, and 
the landmark can move with varying speed and direction 
based on random parameters (at each step of the simulation, a 
random number in [-0.005,0.005] is added to the speed of the 
landmark and if the position of the landmark reaches the lim-
its +5 or -5, this speed is inversed). The initial L-related be-
havioral invariant f for the agent A maintains a specified  de-
sired position d from the landmark irrespective of its 
movements. It is the phase 1 of the figure 1. The evolution 
towards a L-related behavior f’ changes the desired position 
from d to d’. The capability is generalized by allowing the 
time of the change and the new position d’ to be randomly 
set. 
 
The agent A is controlled by a fully connected CTRNN of 3 
to 6 units. The behavior of each unit i of the network is gov-
erned by the differential equation: 
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yi is the activation of the ith unit, bj is a bias, and 
)exp(11)( xx −+=σ is a sigmoid activation function. wij is 
the weight of the connection from the jth to the ith unit, Ii is a 
input unit, and k is the number of units in the network. In our 
system, the position  of the agent relative to the landmark L1 
is sent to one unit, and the guidance signal of B sent to anoth-
er unit. Likewise, the output of one unit determines the speed 
of the agent. 
 
Each time that a new behavioral invariant should be adopted 
by the agent A, the guidance signal SB(t) is sent out for a pe-
riod of 250 time units (this is termed phase 2 on figure 1). 
The signal is continuous and modulated by the agent's trend 
towards its new behavior. More specifically, if dLA(t) is the  
position of the agent relative to the landmark at time t and 
dnew(t) is the new position that should be adopted, then the 
trend toward the new behavior is defined as:  
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Then, if the position of the agent approaches the desired posi-
tion, ∆(t) becomes negative. 
 
The guidance function is: 
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Hence, if the agent’s behavior is heading towards the ex-
pected behavior, the the guidance signal will decrease rapid-
ly. Conversely, an increasing distance between the current 
behavior and the desired behavior will make the signal rise. 
Figures 2, 6, and 7 give an idea of the evolution of the signal 
relative to the behavior of the agent. 
 
Guidance is only sent for 250 time units, but is computed 
throughout the experiment in order to judge the agent's fit-
ness. This fitness measure is inversely proportional to the 
need for guidance even when it is inactive (during phase 3). 
 
The genetic technique employed is Harvey's microbial algo-
rithm which is well-suited for the optimization of CTRNNs 
[15]. It utilizes the principle of tournament to guaranty the 
preservation of potential niches, and performs transfusion and 
mutation on real numbers with a Gaussian vector mutation. 
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The variables involved are τ and b for each unit, and the 
weights wij of each connection.  
 
The fitness of an agent is defined over the course of 21000 
time units, and the mean number of behavior invariants to 
memorize during this time is M =20. No exact value is given 
for this number because it depends on the randomly fixed in-
stants at which a new distance dnew(t) is selected. If K(i) is the 
length of the ith memorization episode, then the agent's fitness 
for that episode is: 
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[ ]10,10 +−∈newd  is positive when the agent is in front of the 
landmark, and negative when it is behind it. In a similar 
way, [ ]10,10 +−∈LAd . The fitness of an agent who doesn’t 
need guidance after 250 time units is maximal, and equals 1. 
Conversely, the fitness declines if an agent needs guidance 
after 250 time units. The agent's global fitness is the mean of 
its fitness over M episodes: 
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Memorization criteria 
In addition to the fitness of the evolutionary steps, we define 
two criteria for the detailed evaluation of agent behavior after 
it has memorized a sensorimotor invariant. The first criterion 
considers the precision of the memory since memory is a be-
havior, not a value. It is observable through continuous varia-
bles, and should be fairly close to the desired behavior. Con-
sequently, memoryPrecision evaluates the gap between the 
theoretical position of the agent (dnew) and her real position 
(dLA).  
 
The agent’s ability to memorize the correct sensorimotor in-
variant is assessed by a repeated test scenario. After the first 
memorization phase, the adopted sensorimotor invariant is 
randomly modified to become dnew. The agent is guided over 
a period of 250 time units and left unguided for a test period 
Ttest of 3000 time units. This test is repeated 20 times for each 
agent:  
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If the actual behavior of the agent is tending towards the de-
sired behavior, then memoryPrecision will approach 0. How-
ever, if the value is rising. then the new behavior is deviating 
from the desired one.  
 
The second criterion (memoryDuration) evaluates the time 
after which the memorization is considered to be lost. After 
the first memorization phase, a new sensorimotor invariant 
(dnew) is randomly fixed. The agent is guided for 250 time 
units and then released from the guidance. The 
memoryDuration value will be the time at which the differ-
ence dnew-dLA exceeds a threshold distance d > 1 (which cor-
responds to 5% of the maximum difference between the two 
distances). This test is performed 20 times per agent. 
Results 
Figure 2 shows the typical agent behavior resulting from an 
evolutionary run. The grey regions correspond to guidance 
periods of 250 time units. The guidance signal is shown at the 
top, and the behavior of the landmark L and agent appear at 
the bottom, in red and green respectively. The adoption dis-
tance is depicted in the middle graph of Figure 2. The land-
mark movement evolves randomly to ensure that the agent 
uses the landmark as an information source rather than fol-
lowing a predefined trajectory. More precisely, the position 
of the landmark (pLA) is computed from a variable sLA which 
represents a movement of the landmark: 
 
pLA(t)=pLA(t-1)+sLA(t). 
 
If sLA(t) < 0 the landmark moves toward the bottom. Else, it 
moves towards the top. To maintain an observable behavior, 
if |pLA(t)| becomes greater than 5, sLA(t) is inversed. The ran-
domization is on sLA(t) is as follows: 
 
sLA(t+1)=sLA(t)+r(t) 
 
where r(t) is a random number between -0.005 and 0.005. By 
this way, the movement of the landmark is not really noisy 
but can vary in an infinite manner. It follows a trajectory 
which evolves randomly during time (see Figure 2 for in-
stance). 
 
Guidance stops at the end of each guidance period (shown in 
grey), and the agent moves freely for a random time. The re-
sults show that the agent preserves its distance from the 
landmark, indicating that the sensorimotor invariant has been 
memorized. When a new distance is randomly defined, guid-
ance restarts. Figure 2 illustrates that, independent of the dis-
tance and movement of the landmark, the agent is able to 
memorize the sensorimotor invariant. 
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Fig. 2 The memorization of sensorimotor invariants. Each shaded area is a 
guidance period during which the agent is helped to maintain a specific dis-
tance (randomly chosen) from the landmark. Each white area is a random du-
ration when the agent is unguided. 
 
We varied the number of units in the CTRNN from 3 to 6 to 
evaluate its impact on the different criteria. Actually, we did 
not use genetic algorithms able to add and remove neurons or 
connections, as used by [16] for instance. There were two 
motivations for that: First we tried this solution and the time 
consumed by the algorithms to test different network config-
urations was prohibitive. The second was that we needed to 
master the number of units in order to observe the differences 
and common points in terms of structure and behaviors pro-
vided by different structures of networks. For example, we 
need to know if a small number of units can lead to an ac-
ceptable behavior and if this behavior could be improved by a 
higher number of units. Genetic algorithms were run 40 times 
for each configuration and stopped after 10000 generations. 
Figure 3 shows a box plot of the fitness for each configura-
tion. The fitness means are 0.58 (for 3 units), 0.70 (for 4 
units), 0.743 (for 5 units), and 0.736 (for 6 units). The differ-
ences between these values are only significant for the 3 units 
agent. The Welch fitness test between the 3 and 4 unit agents 
lets us reject the null hypothesis with a p-value = 0.0021. But 
we cannot reject it when comparing 4 and 5 units, or 5 and 6 
units, which gave p-values of 0.059 and 0.61 respectively.  
We obtained similar results when considering 
memoryPrecision and memoryDuration. However, as Figure 
3 shows, the best fitness does not necessary correspond to the 
best memory precision or duration. Fitness tends to minimize 
guidance while the genetic algorithm selects agents that are 
very sensitive to that guidance. This sensitivity ensures that 
the agent rapidly reaches the desired behavior but does not 
mean that it will adopt that behavior over the long term. Nev-
ertheless, it is possible to find agents which combine good 
fitness (i.e. with a value close to 1), good memory duration 
(greater than 1000) and memory precision (less than 3) for 
each of the four configurations (3,4,5 and 6 units per agent). 
 
 
 
 
 
Fig. 3 Fitness, memory precision, and memory duration for the best agents 
after 160 runs of the genetic algorithm (40 runs per configuration). 
 
To study the behavior of good agents, we created a 
CTRNNtest set containing agents with good overall perfor-
mance across all the categories (see Table 1).  
 
Id nb units fitness memory 
precision 
memory 
duration 
C3N_7 3 0.78 1.66 6058 
C4N_0 4 0.73 1.59 2059 
C5N_14 5 0.84 1.67 3501 
B6N_17 6 0.66 2.17 2100 
 
Table 1 : The CTRNNtest set of CTRNNs which exhibit good properties for 
behavioral memorization by guidance. 
 
Interpretation 
We explored the evolutionary approach using two techniques: 
an enriched graphical representation of each network in the 
CTRNNtest set (see Figure 4), and the examination of the 
time evolution of the system during and after memorizing 
(see Figures 6 and 7). Figure 4 lets us compare the values of 
each arc weight and each unit time constant because the 
thickness of the arrows between two units i and j is propor-
tional to the weight wij, and the lightness of a node j is related 
to the τj value. Despite each network being the result of total-
ly independent runs of the genetic algorithm, they still share 
several common features:  
 
1) The unit which reads the guidance signal (unit 2) has a 
high self-loop weight. 
2) There is a high weight from unit 2 towards the unit 
which reads the distance between the landmark and the 
agent (dLA) (unit 1). 
3) The unit which reads the distance dLA has a weak self-
loop weight (unit 1).  
4) The unit which reads the guidance signal (unit 2) has a 
higher time constant than the unit which reads the dis-
tance dLA (unit 1). 
5) There is a unit with a weak time constant and a high self-
loop weight located between the unit which reads the 
guidance signal (unit 2) and outputs the Speed signal. 
 
These five points lead to the following interpretation for our 
approach.  Guidance is maintained for some time thanks to 
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the point 1, and mainly processed by the node that evaluates 
the dLA distance. Guidance has low direct impact on the node 
controlling the speed (points 2 and 5), which allows the guid-
ance signal to decrease without changing the agent distance 
from the landmark. The previous dLA value is not retained 
(point 3), which permits greater reactivity when the distance 
does alter. Agent speed is very self-dependent (point 5), ex-
cept in the case of the C4N_0 network where a self-loop is 
performed on unit 4. Speed self-dependency highly influ-
ences the unit which evaluates landmark distance. As a con-
sequence, an agent can autonomously maintain its speed 
while still being capable of reacting rapidly to a dLA change, 
especially when its speed is high. 
 
 
Fig. 4 The four networks in the CTRNNtest set. The thickness of an arc between  unit i and unit j corresponds to wij. The darkness of a unit j is inversely pro-
portional to τj. 
 
 
Fig 5: Boxplot for the parameters (wij, bi, ln(τi)) of 40 networks of 3 units resulting from two runs of the genetic algorithm during 10000 generations. ““ is the 
median, the bounds of the box represent the first and third quartiles, “+” is the mean, “-“ are the lower and upper limits and “°” are the min and max values. 
 
 
Figure 5 allows the comparison between 40 networks of 3 
units resulting of the genetic algorithm. It confirms that the 
common features are globally shared by each network (the in-
terval between the first and the third quartiles is often short) : 
For instance, the high value of τ2 compared to τ1 and τ3 
(ln(τ2) ≈ 13,45*ln(τ1) ≈ 13,5*ln(τ1)) or the high value of w22 
and w33 compared to w11 (w11≈w22*0.069≈w33*0.064). How-
ever, in rare cases (see the min or max values of the parame-
ters), some networks present a totally different configuration. 
It confirms that there is not only one way to reach the memo-
rization objectives, even if the previous common features are 
dominant. Similar conclusions can be made for 4 to 6 units 
networks. 
 
Figure 6 shows the overall behavior of the C3N_7 network. 
The graph at the bottom of the figure is a time series for the 
activation of its units while the top graph represents the evo-
lution of the guidance signal, and the movements of the 
landmark and agent. Before time t=850, the agent maintains 
its initial sensorimotor invariant (a distance dLA = d1 from the 
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landmark), but at t=850 a new distance d2 is adopted. The 
guidance signal is authorized during the guidance period and 
the distance dLA approaches the value d2. The figure illus-
trates how the activation of units 1 and 3 follow the guidance 
oscillations.  
 
 
Fig. 6 Behavior of the CTRNN C3N_7 network. 
 
The guidance signal stops at the end of the guidance period, 
and the agent maintains a distance d2 from the landmark even 
while it is moving. At time 1350, the landmark's direction of 
movement reverses which causes a small change in the dis-
tance dLA. Since guidance has stopped by this time, no guid-
ance signal is sent to the agent. Despite this, the agent revers-
es its movement because it has memorized the new 
sensorimotor invariant. An interesting phenomena occurs at 
time t=1350, when units 1 and 3 produce small variations 
similar to those observed when guidance was authorized. The 
dynamic system is executing as if it was being guided, which 
suggest that this system is able to simulate guidance for itself. 
We observed this phenomenon for all agents resulting from 
the selection process. 
 
 
 
Fig. 7 : Behavior of the CTRNN C4N_0 network. At time 850, the sen-
sorimotor distance changes from d1 to d2. At time 950, the agent is external-
ly shifted and the guidance signal progressively corrects the distance be-
tween the agent and the landmark, and units 1 and 4 oscillate. At time 1200, 
the position of the agent is shifted again when there is no guidance signal but 
the CTRNN simulates its own guidance to find a good sensorimotor invari-
ant. 
 
To confirm these phenomena, we experimented with a more 
extreme situation, by rapidly modifying the agent's position 
twice in the C4N_0 network (as shown in Figure 7). The first 
move occurred during the guidance period (at time 950) and 
the second after its finish (at time 1200). The results show 
that the units which were influenced by the guidance signal 
during the guidance period are able to simulate this influence 
even when there is no guidance. It is remarkable how this in-
ternal simulation is related to the previous guidance signal 
because it suggests that the agent is able to “retain” the nec-
essary internal simulation based on the previous guidance 
phase. This shows that interactions leave their mark on the 
dynamic of the system. Similar observations were made for 
all the networks in CTRNNtest. 
Conclusions 
In the field of evolutionary robotics, memorization is general-
ly addressed using a ‘traditional’ approach, i.e., the percep-
tion of a discrete stimulus that governs the selection of be-
haviors. In this paper, we proposed another kind of 
memorization which follows the enactive stance by having 
interaction that modulates the agent's sensorimotor invariants. 
This modulation occurs during the agent lifetime, i.e. at the 
ontogenesis level. The genetic algorithm does not find an 
agent able to distinguish one stimulus from another, but ra-
ther one able to learn various in-line sensorimotor invariants 
thanks to its interaction with a guide. We argue that this re-
sult is a step toward ontogenetic behavior. Indeed, as sen-
sorimotor invariants are the basis of all cognitive ability, sen-
sorimotor invariant memorization is a crucial point for 
enactive cognition. Currently, the generated sensorimotor be-
haviors are simple because of the agent's poor action and per-
ception capabilities (i.e. one sensor, one actuator, and one 
guidance signal), but we plan to examine more complex sen-
sorimotor configurations. The main problem is that the genet-
ic algorithm is rapidly faced by a huge search space, and heu-
ristics must be discovered that reduce its size. This seems 
possible because all CTRNNs share common structural and 
dynamic properties, which might become predefined core 
components of more complex CTRNNs in the future. Also 
since a guide interacts with agents online, we can study more 
complex behaviors by replacing the guide by a human who 
could utilize higher levels of cognition [17]. In our experi-
ments, we observed that all CTRNNs are able to simulate the 
guidance signal internally, which opens up interesting pro-
spects for a link between ontogenetic agents and the simula-
tion theory of neuroscience [18].  
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