An implicit preconditioned multigrid algorithm is developed for the efficient solution of two-dimensional, lowfrequency unsteady turbulent Navier-Stokes calculations on highly stretched meshes. The efficiency of the approach derives from three key attributes: 1) an implicit time discretization that allows the time step to be determined solely by the resolution requirements of the unsteady phenomena, 2) an inner preconditioned multigrid iteration that is explicit in pseudotime and rapidly convergent even in the presence of boundary-layer anisotropy, and 3) a compact stencil that is ideally suited for parallelization on distributed memory architectures. For fully resolved turbulent Navier-Stokes calculations of low-frequency pitching airfoils, the implicit discretization allows the use of time steps that are O(10 6 ) larger than are permissible with an explicit scheme. Convergence within the inner iteration is accelerated by a combination of block-Jacobi preconditioning and J-coarsened multigrid to yield computational savings of roughly an order of magnitude over existing methods that rely on the standard combination of scalar time stepping and full-coarsened multigrid.
Introduction

A
GREAT variety of flows with significance to aerodynamic applications are inherently unsteady, including bluff body wakes, turbulent boundary layers, chemically reactive flows, turbine and rotor flows, and aeroelastic problems. The cost of simulating unsteady flows is proportional to both the spatial and temporal accuracy requirements of the problem and to the total period of time required to observe meaningful unsteady phenomena. Adopting an implicit discretization that ensures temporal stability allows the choice of the computational time step to be based solely on the characteristic frequency of the relevant flow physics. This implicit approach becomes advantageous whenever the time scale of the physical phenomena being examined is large compared to the stability limit for an explicit scheme. In 1991, Jameson 1 developed an efficient implicit method for solving the unsteady Euler equations using an inner multigrid iteration that is driven by an explicit multi-stage scheme in pseudotime. Since then, the efficiency and robustness of this algorithm have been demonstrated for both viscous and inviscid flows involving low-frequency unsteady phenomena. 2 -3 The primary motivating factor in the application of multigrid methods to unsteady problems has been their success for steadystate Euler calculations. Because these methods have been widely observed to perform less efficiently for turbulent Navier-Stokes calculations, the advantages of the implicit multigrid approach for the computation of unsteady viscous flows will only become compelling when substantial improvements have been realized for steady-state multigrid methods.
Efficient multigrid performance hinges on the ability of the relaxation scheme to eliminate on the current mesh all modes that cannot be resolved without aliasing on the next coarser mesh in the cycle. The difficulty for viscous calculations stems primarily from the need to use meshes that are highly anisotropic near the wall to accurately resolve the steep gradients in the boundary layer. The resulting high-aspect-ratio cells significantly impede convergence
Presented as Paper 97-0444 at the AIAA 35th Aerospace Sciences Meeting, Reno, NV, Jan. 6-9, 1997; received Feb. 1, 1997 ; revision received Nov. 25, 1997 ; accepted for publication Dec. 1, 1997 by causing directional decoupling of certain error modes and by dramatically increasing the discrete stiffness of the system. 4 In the context of semidiscrete schemes with multistage relaxation, these two problems manifest themselves in an identical manner by clustering the residual eigenvalues near the origin in the complex plane so that the corresponding modes cannot be damped.
One means of combating discrete stiffness is the use of a matrix time step or preconditioner that is intended to cluster residual eigenvalues away from the origin into a region of the complex plane for which the multistage scheme can provide rapid damping.
"
7 In the present work, emphasis is placed on transonic applications rather than on low-Mach-number and incompressible flows, for which preconditioners play an alternative role in attempting to alleviate analytic stiffness and accuracy degradation arising from the inherent propagative disparities in the limit of vanishing Mach number. For the problem of directional decoupling, one possible remedy is the use of directional coarsening multigrid algorithms.
14 In certain cases, preconditioning methods can also be used to alleviate the problem of directional decoupling. 7 ' 15 ' 16 The interaction between the preconditioner and the multigrid coarsening algorithm is critical, making it imperative that the two components of the scheme be considered simultaneously when attempting to design efficient preconditioned multigrid methods.
Allmaras 16 provided a systematic examination of the damping requirements for relaxation methods used in conjunction with both traditional full-coarsened multigrid and the semicoarsening algorithm of Mulder.
14 Using full-coarsened multigrid in two dimensions, only modes that are low frequency in both mesh directions can be resolved on the coarser grids, so that the relaxation scheme must damp all high-frequency modes and, also, those modes that are high frequency in one mesh direction and low frequency in the other. For use in conjunction with an explicit Runge-Kutta scheme, Allmaras 16 recommends an implicit preconditioner because explicit methods are notoriously poor at damping modes with a low-frequency component.
Alternatively, the semicoarsening algorithm proposed by Mulder 14 coarsens separately in each mesh direction and, therefore, reduces the region of Fourier space for which the relaxation scheme on each mesh must successfully damp error modes. Mulder 14 capitalized on this property by employing a block-Jacobi smoother, which provides good damping of high-frequency error modes. Allmaras 16 expanded on this idea in the context of multistage relaxation by suggesting a combination of point-implicit block-Jacobi and semi-implicit line-Jacobi preconditioners for the various meshes in the semicoarsening stencil.
These strategies for preconditioning in the context of both full and semicoarsened multigrid are well conceived. The principal drawback of these approaches is that they do not take into account any properties of the viscous flow physics or the computational mesh that could potentially reduce the demands placed on the numerical method. By attempting to provide a completely general approach, both alternatives incur substantial computational overheads. The drawback to implicit preconditioning for full-coarsened multigrid is the associated increase in operation count, storage overhead, and difficulty in efficient parallelization. The drawback to a semicoarsened approach is primarily the increase in operation count: For a three-dimensional computation where N is the cost of relaxation on the fine mesh, the costs for full-coarsened V and W cycles are bounded by | N and | N, respectively, whereas for semicoarsening, the cost of a V cycle is bounded by 87V and a W cycle is no longer 0(AO(Ref. 14) .
Seeking a less expensive approach to overcoming multigrid breakdown in the presence of boundary-layer anisotropy, Pierce and Giles 4 ' 7 ' 15 examined the analytic form of the two-dimensional preconditioned Fourier footprints inside an asymptotically stretched boundary-layer cell. This analysis revealed the asymptotic dependence of the residual eigenvalues on the two Fourier angles, therefore exposing the clustering properties of the preconditioned algorithm. In particular, it was found that the balance between streamwise convection and normal diffusion inside the boundary layer enables a point-implicit block-Jacobi preconditioner to ensure that even those convective modes with a low-frequency component in one mesh direction are effectively damped. 7 A simple modification of the fullcoarsened algorithm to a J-coarsened strategy, in which coarsening is performed only in the direction normal to the wall, further ensures that all acoustic modes are damped.
15 Therefore, it is not necessary to resort to either an implicit preconditioner or a complete semicoarsening algorithm to produce a preconditioned multigrid method that effectively damps all modes. For turbulent Navier-Stokes calculations of transonic airfoil flows, this combination of block-Jacobi preconditioning and J-coarsened multigrid has been demonstrated to yield substantial computational savings over the standard combination of full-coarsened multigrid with a scalar time step. 4 ' 15> 17 The theoretical validity of this approach has also been extended to three-dimensional turbulent Navier-Stokes calculations, 18 where the combined properties of the preconditioner and multigrid coarsening strategy continue to ensure that all error modes are efficiently damped inside the boundary layer. For complex threedimensional configurations, there remain significant implementational challenges associated with the use of directional coarsening multigrid. 17 However, for simple three-dimensional wing configurations not involving topological singularities, this algorithm has been demonstrated to provide nearly identical convergence rates as for two-dimensional airfoil calculations.
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Although the J-coarsened approach is described in the present work using structured mesh terminology, the method extends naturally to unstructured grids, which provide a more flexible context for performing directional coarsening across arbitrarily oriented boundary layers. In an unstructured framework, it is no longer necessary to specify a global coarsening direction because edge collapsing, 19 ' 20 agglomeration, 21 ' 22 or graph-based overset meshing 23 procedures can be employed to provide directional coarsening across the boundary layer and full coarsening in the inviscid regions.
It is now desirable to harness the improved efficiency of this new preconditioned multigrid method to tackle computationally intensive unsteady flow calculations. Because these acceleration techniques preserve the local nature of the discretization stencil, the method remains ideally suited for implementation on parallel architectures. The present work therefore combines the large stability limit of an implicit time discretization, a rapidly convergent preconditioned multigrid method, and parallel scalability to yield a highly efficient algorithm for computing two-dimensional low-frequency unsteady flow solutions.
No additional acceleration techniques such as implicit residual smoothing 24 are adopted in the present work. Although this method has been demonstrated to improve convergence, it does not address the fundamental matrix stiffness and decoupling problems that arise for a system of equations and is, therefore, unable to prevent the widely observed qualitative degradation in asymptotic convergence rate as boundary-layer anisotropy increases.
Approach Governing Equations
The unsteady Navier-Stokes equations for a moving control volume V(t) bounded by a surface 5(0 appear in integral form as
where the repeated subscript implies summation over the Cartesian coordinate directions. Here, W is the vector of conserved variables and FJ and G/ are the inviscid and viscous flux vectors in the /th coordinate direction. An infinitesimal element of the bounding surface has /th velocity component b\ and projected area in the /th coordinate direction dS,-.
Evaluating the boundary integral in Eq. (1) for each mesh cell produces a set of coupled ordinary differential equations of the form (2) where V is the instantaneous volume of the cell and R(W) is the residual vector of the spatial discretization representing contributions from both the physical inviscid and viscous fluxes and the numerical dissipation fluxes introduced to suppress spurious modes and ensure stability.
Implicit Time Discretization
An implicit discretization of Eq. (2) 
is a source term containing the portion of the discrete time operator that involves previous flow solutions.
The problem may now be recast as a modified steady-state calculation in pseudotime, 1 ' 25 where the modified residual R* (W) represents the left-hand side of Eq. (5) and L,* is a pseudotime Runge-Kutta operator. Advancing the solution in physical time from time level n to n +1 may then be accomplished by computing a steady-state solution to Eq. (6) using multigrid.
!
Scalar Preconditioner
For a steady-state calculation not involving the source terms from the unsteady discretization, the standard local time step estimate takes the form (7) Axf where a is the Courant number and p(A/) and p(B { ) are the spectral radii of the inviscid and viscous flux Jacobians given by AI = 3Fi/dW and BI = dGi/dW. In comparison to a uniform global time step, this local stability estimate defines a suitable scalar preconditioner for the Navier-Stokes equations that reduces stiffness resulting from variation in spectral radius and cell size throughout the mesh. 26 For the present pseudotime application, the source term S based on previous time levels requires no modification of the stability estimate (7), but the source term at time level n + 1 requires further consideration because it shifts the Fourier footprint of the spatial discretization along the negative real axis and could lead to instability if the term becomes large. Using an approach similar to Melson et al., 3 this term is treated implicitly within the inner iteration so that the pseudotime equation (6) From this expression it is apparent that the effect of the implicit treatment is to reduce the time step in regions of the flow where the ratio of pseudo/physical time steps, Af*/Af, becomes large. In the complex plane, this corresponds to rescaling the Fourier footprint to prevent it from shifting outside the stability region of the Runge-Kutta scheme. For low-frequency unsteady problems, accuracy constraints permit a large physical time step At, so that the time step ratio Ar*/Ar is generally very small throughout most of the computational domain, and the implicit treatment plays a minimal role. However, near the far field, large mesh cells will produce correspondingly large pseudotime stability limits Ar*, and the implicit treatment becomes a useful mechanism for ensuring stability.
Matrix Preconditioner
As an alternative to scalar time stepping, a matrix preconditioner developed for accelerating steady-state calculations may be applied to the semidiscrete scheme in pseudotime to produce
where P* is the preconditioning matrix. The matrix preconditioner modifies the pseudotime convergence path but not the eventual steady state, because the preconditioned system (9) can be reduced to the original pseudotime system (6) when the unsteady terms in both equations have vanished.
The block-Jacobi preconditioner used for the present work is based on the form of the discrete residual operator and is obtained by extracting the terms corresponding to the central node in the stencil. For a steady-state calculation not involving the source terms from the unsteady discretization, the matrix preconditioner corresponding to first-order upwinding based on a Roe linearization 27 takes the form V
The source term S based on previous time levels requires no special treatment, but the unsteady term at time level n +1 is treated implicitly in an analogous manner to the scalar time step to produce (11) This contribution generally represents only a small perturbation from the steady preconditioner.
Discussion Scalar Preconditioner and Full-Coarsened Multigrid
The standard scheme using a scalar preconditioner (local time step) and full-coarsened multigrid has previously been analyzed for aligned flow in a highly stretched boundary layer cell. depictions of the modes that cannot be damped and, therefore, impede convergence. In the hypothetical case of efficient multigrid performance, all quadrants that are not shaded on the fine mesh would be transferred to quadrants on the coarse mesh, which either are shaded or are themselves successively transferred to a mesh that is coarser still. This is clearly not the scenario for the combination of scalar preconditioning and full-coarsened multigrid, which is the strategy in widespread use throughout the computational fluid dynamics community. There is no mechanism for damping convective modes in any quadrant or for damping acoustic modes in the quadrant corresponding to high-frequency variation in the streamwise direction and low-frequency variation in the normal direction (H x Ly). It is not surprising that poor convergence is observed when using this algorithm for viscous computations with highly stretched boundary-layer cells.
Matrix Preconditioner with J-Coarsened Multigrid
A contrasting scenario is shown in Fig. Ib for the performance of the matrix preconditioner used in conjunction with J-coarsened multigrid. Inside the boundary layer, the matrix preconditioner is able to capitalize on the balance that exists between streamwise convection and normal diffusion to ensure effective damping of all convective error modes with a high-frequency component in either mesh direction.
15 Used in conjunction with full-coarsened multigrid, this property ensures efficient damping of all convective error modes because the modes that are low frequency in both mesh directions can be resolved on the next coarser mesh in the cycle. However, the matrix preconditioner is unable to assist in damping the troublesome acoustic modes in the H x L y quadrant, which will continue to impede the convergence of full-coarsened multigrid. Therefore, a Jcoarsened strategy is introduced, as reflected by the transfer arrows. The acoustic modes from the H x L y quadrant can now be effectively damped by the cascade of successively coarser meshes. The combination of block-Jacobi preconditioning and J-coarsened multigrid, therefore, accounts for the damping of all error modes inside highly For transonic viscous applications, the Mach number remains sufficiently large, even in the cells near the wall, that the assumption of nonvanishing Mach number remains valid. 4 Cost bounds for full-and J-coarsened multigrid in two dimensions are presented in Table 1 , where N is the cost of relaxation on the fine mesh and K is the number of multigrid levels. For a V cycle, the cost of J coarsening is 80% more than full coarsening, whereas the use of a J-coarsened W cycle is inadvisable because the cost depends on the number of multigrid levels. Although there is a significant overhead associated with using J-coarsened vs fullcoarsened multigrid, subsequent demonstrations will show that the penalty is well worthwhile for turbulent Navier-Stokes calculations.
Euler Applications
Before proceeding to a demonstration of these methods for turbulent Navier-Stokes flows, it is worth mentioning briefly that an improved preconditioned multigrid method has also been developed for Euler calculations. For inviscid flows, the recommended scheme is a combination of block-Jacobi preconditioning and full-coarsened multigrid. 7 ' 15 The matrix preconditioner continues to provide improved eigenvalue clustering resulting in more efficient damping, and the full-coarsened strategy is well suited to calculations that contain no significant anisotropy. This approach has been applied to both steady 7 ' 15 and unsteady 28 fully resolved two-dimensional calculations, producing roughly a factor of three reduction in CPU time in both cases.
Results
This section provides a thorough examination of the accuracy and efficiency of the proposed implicit preconditioned multigrid algorithm for low-frequency unsteady turbulent Navier-Stokes calculations. To ensure that convergence studies are performed on problems that are adequately resolved in both time and space, the requirements for the following parameters are assessed: order of time-stepping scheme r order , steps per oscillation period P step , pseudotime convergence level Ci ev ei, and mesh size M s -lzc . The acceleration provided by the recommended approach of matrix preconditioning and Jcoarsened multigrid is then demonstrated relative to the standard approach of scalar preconditioning and full-coarsened multigrid.
Implementation
Both methods are implemented using a conservative cell-centered semidiscrete finite volume scheme. Characteristic-based matrix dissipation 27 provides a basis for the construction of a highresolution matrix switch. 29 ' 30 The multigrid algorithm is traversed in a V cycle in which one pseudotime step with a five-stage RungeKutta scheme is performed at each level when moving up and down the cycle. 29 ' 31 >32 The switched scheme is used only on the fine mesh, and a first-order upwind version of the numerical dissipation is used on all coarser meshes. The Courant number on all meshes is 2.5, which can be shown using linear analysis to be close to the maximum stable value for this combination of spatial and temporal discretization operators. 7 '
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For each cell in the computational mesh, the 4x4 block-Jacobi matrix preconditioner is assembled and inverted before the first stage of each pseudotime step and stored for rapid multiplication by the residual updates during each subsequent stage. 4 ' 17 This memory overhead remains acceptable as the problem size increases, because the method is designed for efficient parallelization using a domain decomposition approach on distributed memory architectures. 18 The preconditioner is based on the first-order dissipation 15 and must include an entropy fix, which serves to prevent the time step from becoming too large near the wall, across shocks, and at the sonic line. For calculations involving high-aspect-ratio cells, the van Leer entropy fix 33 used in the numerical dissipation does not sufficiently limit the time step to provide robustness, and so a more severe Harten 34 entropy fix is used in the preconditioner, with the minimum of the bounding parabola equal to one-eighth the speed of sound. 17 The eddy viscosity is modeled with an algebraic Baldwin-Lomax turbulence model 35 and is frozen within each inner pseudotime iteration after the flowfield has converged by two orders of magnitude. This freezing of the turbulence field does not affect the accuracy of the presented results because two orders of pseudotime convergence are demonstrated to be sufficient to ensure accuracy in physical time. Convergence is measured by the rms change in density during one application of the Runge-Kutta scheme on the finest mesh in the multigrid cycle.
Test Cases
Two oscillatory airfoil pitching cases are simulated, corresponding to AGARD CT6 (NACA 64A010) 36 and AGARD CT2 (NACA 0012). 37 These cases are defined in Table 2 , which states the AGARD designation, airfoil geometry, freestream Mach number, mean angle of attack, Reynolds number based on chord, pitching amplitude, reduced frequency based on chord, and pitching axis as percent of chord. Case CT6 is a relatively moderate test case for which the angle of attack varies between (-1.02, +1.02 deg). Case CT2 has a far more extreme pitching motion with the angle of attack varying between (-1.43, +7.75 deg). The transition point is fixed at 5% of chord for both cases. The C meshes used for these calculations were created using the hyperbolic grid generator of Wigton and have the properties detailed in Table 3 , which lists the airfoil geometry, dimensions, maximum cell aspect ratio at the wall, and average y + value at the first cell height. The near-field mesh resolution is shown in Fig. 2 . To assist in examining the results, all of the calculations performed for the ensuing studies are summarized in Table 4 , which shows run number, AGARD designation, order of time-stepping scheme, time steps per oscillation period, required pseudotime convergence, and mesh size.
Temporal Resolution
The temporal resolution requirements of the scheme were determined for CT6 on a 144 x 32 C mesh. For this mesh, the average y + at the first cell height was 4.5-5.0, depending on the location within the pitching motion. Each pseudotime iteration was required to converge by two orders of magnitude (Ci evel = 2.0) before moving to the next time step. Figure 3a demonstrates the tracking accuracy of the second-and third-order accurate time discretizations (r or der = 2, 3) with 72 and 24 time steps per period (P step = 72, 24), respectively. Following the thorough examination of the performance of the second-and third-order discretizations represented by runs 1-6 in Table 4 , these values of P ste p were found to specify the minimum requirement for temporal resolution of this problem. 28 The third-order scheme, therefore, provides substantial computational savings at the expense of only a small additional memory overhead, which arises from the need to store flow quantities for one extra time level. As a baseline for all subsequent calculations, the third-order scheme is adopted with a conservative value of P step = 36.
In addition to the order of the temporal discretization and the number of time steps used per period, it is also important to determine the degree of convergence that is required within each time step. This issue is particularly problem dependent and, therefore, studies were conducted for both CT6 and CT2 as reflected by runs 5, 7, 8, and 10-12 in Table 4 . For case CT6, which has a relatively small amplitude of oscillation, the solution was found to agree closely for all values of C leve i = 1.0, 2.0, 3.0 (Ref. 28). However, for CT2, which has a much larger pitching amplitude, the solution with only one order of convergence deviates substantially from the solutions computed using two and three orders, which are virtually indistinguishable in the periodic moment plot of Fig. 3b . For the present class of problems, a value of Ci eve i = 2.0 is sufficient to ensure the temporal accuracy of the calculation. Other problems may require considerably stricter convergence requirements, particularly if it is important to fully resolve all local flow features and not just globally integrated quantities.
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Spatial Resolution
The results of a mesh refinement study corresponding to runs 5 and 13-14 are shown in first cell height on the fine mesh ranges between 2.0 and 2.5 during the pitching cycle. The computational results demonstrate that the coarsest mesh is underresolved but that the finest mesh produces a grid-converged solution. Because of the extremely small cells required to resolve the boundary-layer gradients, the use of an implicit discretization allows time steps that are 6.1 x 10 5 , 9.6 x 10 5 , and 1.6 x 10 6 times larger than would be permissible with an explicit scheme for these three meshes. These numbers provide striking evidence of the efficiency of the current approach for this class of low-frequency unsteady problems.
The comparison between the calculated and experimental lift curves is quite reasonable, with the fully resolved computational result lying on a slightly broader ellipse with a slight overprediction of the maximum and minimum lift. To avoid confusion, note that it is the calculation on the coarsest mesh that falls closest to the experimental lift results. The qualitative discrepancy between the computed and experimental moment data is puzzling. One possible explanation is that the limitations of the turbulence model could compromise the accuracy of the computation if the solution contained separated regions near the extrema of the pitching motion. The accuracy of the experimental results is also somewhat suspect, because no explicit error estimates are provided and the experimental force coefficients are obtained by integrating the surface pressures at a sparse grid of pressure taps. To firmly establish the true nature of the solution, further validation of both the computational and experimental results should be performed.
Acceleration
The use of matrix preconditioning and J-coarsened multigrid played a critical role in enabling the numerous calculations that were necessary to verify the temporal and spatial resolution requirements of the implicit discretization. In the absence of this new algorithm, the CPU times required to perform these calculations would have greatly reduced the scope of the parameter studies that could be attempted. To illustrate the degree of improvement realized over the scheme employing the standard combination of scalar time stepping and full-coarsened multigrid, Fig. 5 shows, as a function of angle of attack, the number of multigrid cycles required to achieve convergence levels of 1.0, 2.0, 3.0, and 10.0 orders for case CT6. These convergence data are also described numerically in various useful forms by Table 5 , which compares the performances of the new and standard schemes in terms of multigrid cycles per step, convergence rate per cycle, CPU time per step, and CPU speedup. These calculations were performed on a 144 x 32 C mesh in which the maximum cell aspect ratio at the wall is 2500 and the y + average ranges between 4.5 and 5.0. Whereas the recommended approach provides 2 and 10 orders of convergence in roughly 30 and 220 multigrid cycles per time step, the standard approach requires approximately 410 and 13,600 cycles to reach the same convergence levels.
In assessing the actual computational savings, it is important to factor in the additional expense of matrix preconditioning and J coarsening, which combine to increase the cost of each multigrid cycle by about 90%. Figure 6 shows the pseudotime convergence performance of the two schemes as a function of CPU time for a fully resolved turbulent Navier-Stokes calculation on a 288 x 64 C mesh with Ci eve i = 2.0. There is a striking qualitative difference in the convergence characteristics of the two approaches with the standard scheme exhibiting the classic breakdown in convergence after approximately 1.5 orders of magnitude and the recommended scheme experiencing far less degradation in convergence. As a re- suit, the recommended approach provides a speedup in terms of CPU of roughly a factor of 9. Note from Table 5 that the convergence rate for the standard scheme is 0.990, whereas that of the preferred approach is 0.836.
To demonstrate the improvement in asymptotic convergence rate using the new method, Fig. 7 shows the convergence histories as a function of CPU time for a calculation on the 144 x 32 mesh requiring 10 orders of convergence within each time step. The asymptotic convergence rate is improved from 0.998 using the standard method to 0.889 using the new approach, and the resulting CPU speedup is a factor of 34. Although this level of convergence would never be required for practical applications, these results serve the purpose of demonstrating that the payoff from the new preconditioned multigrid method continues to rise as the level of required convergence increases. Conclusions A preconditioned implicit multigrid algorithm has been developed and tested for the solution of two-dimensional low-frequency, unsteady, turbulent Navier-Stokes flows. After assessing the parametric requirements for the temporal and spatial accuracy of the implicit discretization, the acceleration provided by the new algorithm was demonstrated in comparison to the standard approach of scalar time stepping and full-coarsened multigrid.
For fully resolved turbulent Navier-Stokes flows, the combination of block-Jacobi preconditioning and J-coarsened multigrid produces computational savings of roughly an order of magnitude in terms of CPU time. This increased level of efficiency further enhances the attractiveness of an implicit discretization that allows the use of time steps that are 0(10 6 ) larger than are permissible with an explicit scheme.
Combining the large stability limit of the implicit discretization, the rapid convergence of the inner preconditioned multigrid iteration, and the potential for efficient parallelization due to a compact stencil, this method is a natural choice for the simulation of unsteady viscous flows and should increase the range of problems that can be tackled with the current generation of computers.
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