Abstract-The purpose of this paper is to develop a speakerindependent emotion recognition system for emotional interaction between humans and robots. Recognizing human emotion from speech is one of the challenges in the field of human-robot interaction. The ability to recognize emotions from an unspecified human, called speaker-independent emotion recognition, is important for commercial use in speech emotion recognition systems. However, generally, speakerindependent systems show lower performance compared with speaker-dependent systems, as emotional feature values depend on the speaker and his/her gender. Hence, this paper describes the realization of speaker-independent emotion recognition based on separation and rejection to make the emotion recognition system accurate and stable. Through comparison of the proposed methods with conventional method, the improvement and effectiveness of proposed methods were clearly confirmed.
I. INTRODUCTION
Nowadays, Human-Robot Interaction (HRI) as well as Human-Computer Interaction (HCI) are promising areas in intelligent robot development and artificial intelligent [1] , [2] . Unlike from industrial robots, intelligent robots will generally be used by people who are not familiar with robots. Therefore, it is necessary for a personal robot to communicate naturally with humans and reprogram itself based on that communication, and HRI should consisted of conventional and instinctual ways of accomplishing these goals. There are several ways in which humans interact with each other such as speech, eye contact, and gestures. Among them, speech communications is the most common in human-to-human interaction and also the most effective way of communication through which people can readily exchange information without the need for any other tool [3] . Therefore, many researchers have studied technologies related to speech communication. In particular, emotional interaction has become one of the most important research areas [4] , as emotional interaction can help a robot to be more flexible in complex and uncertain environments [5] . For example, when a robot interacts with a human, the robot can generate suitable behaviors or express suitable emotions according to the emotional state of the human. Hence, this paper describes speech emotion recognition for emotional interaction between humans and robots.
The major challenge of speech emotion recognition for
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commercial use is emotion recognition from unspecified humans, emotion recognition from spontaneous speech, and emotion recognition in a real-world environment such as noisy environment [6] . In particular, speaker-independent (SID) emotion recognition has to be accomplished in pursuance of interaction with various users. However, speaker-independent emotion recognition systems show a lower accuracy rate compared with speaker-dependent systems as spoken sentences or continuous dialogue generally change based on the emotional state of the speaker and are also affected by the individual characteristics of the speaker. Hence, this accomplishment of a speakerindependent system would be a major breakthrough.
To overcoming the variability of the speaker, a novel speaker-independent emotional feature, a ratio of a spectral flatness measure to a spectral center, was suggested by Kim et al. [7] . In 2015, Maxim Sidorov [8] , [9] proposed a novel method on speech-based adaptive emotion recognition through addition of speaker specific information and achieved 10% accuracy improvement. And Iliou and Anagnostopoulos reported around a 51% recognition rate for seven emotions using neural networks [10] . In 2011, C. N. Anagnostopoulos et al. [11] addressed three important issues in speech emotion recognition: emotional feature of speech, classification schemes, and an emotional speech database. From the survey of speech emotion classification, they conclude that the average recognition accuracy of a speaker-independent speech emotion recognition system is around 60%, less than 80% in most of the proposed techniques, and in some case it is as low as 50% [12] .
The purpose of this study is to design a speakerindependent emotion recognition system for emotional interaction robot. To develop emotional interaction in which robots show stable and homogeneity reactions, this study proposes an emotion recognition system separately from consonant and obstruents, as well as rejection algorithms based on a confidence measure. Described within the structure of this paper is an overview of the target system, and two strategies are described for developing an emotion recognition system that is robust in speaker variation. Finally, the database used in this study as well as the method of developing the database, the experimental condition, and experimental results in the speaker-independent system are given, as is the conclusion at the end of the paper.
II. TARGET SYSTEM
In order to promote emotional interactions between humans and robots, an emotional interaction robot, Mung, was developed with the delicate interaction response of "bruises and complexion color due to emotional stimuli" [13] . As humans become black and blue when being physically hurt, the robot also becomes bruised when its feelings are emotionally hurt. The robot becomes neutral and blushes in response to positive stimuli (see Fig. 1 ). The developed robot can help humans to see their and/or others" emotional states; therefore, humans can try to change their attitudes and promote human-human relationships. The robot consists of three modules: a perception module, a robotic emotional state module, and an expression module. To represent a dynamic emotional state (short-term phenomenon) and mood (long-term phenomenon), the robotic emotional state is modeled using a mass-springdamper system with an elastic-hysteresis spring. The personality of the robot was easily modeled by changing the coefficient of the system. In the expression module, bruises and complexion colors are expressed through full color light-emitting diodes (LEDs). The full color LEDs are controlled using pulse width modulation (PWM) signals, and the duty ratio of the PWM signal is controlled according to the emotional state of the robot to control the colors and brightness of full color LEDs.
III. DESIGN OF A SPEAKER INDEPENDENT EMOTION RECOGNITION SYSTEM

A. Strategies
In this study, two strategies are proposed to improve the performance of speaker-independent emotion recognition systems. One is recognizing the emotion separately from obstruent sounds and sonorant sounds (called sound type), as obstruent sounds and sonorant sounds are different in terms of spectral characteristics (see Fig. 2 ). As obstruent sounds and sonorant sounds have different spectral characteristics, most emotional features, such as linear prediction coefficients (LPCs), mel frequence cepstral coefficients (MFCCs), log frequency power coefficients (LFPCs), and energy also have different values according to sound type (see Table I ). Hence, it is necessary to recognize emotion separately from obstruent sounds and sonorant sounds.
The other strategy proposed in this paper is rejecting uncertain recognition results based on confidence level. Generally, an emotion recognition system perceives the human emotion for every sentence. However, it is unnecessary to recognize emotion at every moment during the interaction or communication. As shown in Fig. 3 , during human-robot interaction, the proposed recognition system filters out unreliable recognized results and only reliable results are accepted as a final decision. As the rejection method based on the confidence level is widely used in the field of pattern recognition [14] - [16] , in this study, a confidence measure for speech emotion recognition is proposed and a rejection algorithm based on confidence level is also proposed for stable and reliable speakerindependent emotion recognition.
B. Separation of Obstruent/Sonornat Sounds
Since speech signals are not stationary even in a general sense, it is common in speech emotion recognition to divide a speech signal into small frames. The signal within each frame is considered to be approximately stationary.
To separate speech into obstruent and sonorant segments, each frame is separated according to whether it is obstruent or sonorant using the spectral center, as shown in (1) where f i is the frequency and E i is the spectral power. After classifying each frame into sound types, a succession of identical sound types is combined, as a segment as shown in Fig. 4 . Finally, the emotion is decided as shown in (2) . P seg is the posterior probability for each segment, W seg is the weight parameter proportional to the length of the segment, and α is the weight for the sonorant segment. 
C. Confidence Measure
To measure the confidence level of the recognition result, a confidence measure based on conditional probability is proposed in this study, as shown in (3). The confidence measure, ( , is a conditional probability in which a recognition result is correct given a recognition result ( = ) and sequence of segment features (S). Based on the Baye rule and an independent assumption of the emotional state and sequence of segment features, conditional probability is reformulated, as shown in (3) . R represents the recognition result, where c is the correct result and w is the wrong result. E represents emotion where is neutrality, joy, sadness, and anger in this study.
To represent reliability of the recognition result of perceived speech, the normalized likelihood for each emotion and recognition consistency was used for segment features (s ∈ 5 ), as shown in (4) . is the normalized likelihood of each emotion, and C is the recognition consistency. C is one when the recognition result of the segment and recognition result of the whole speech show identical results. 
P R c S s s E e P c s e P s c e P c e P s c e P c e P s w e P w e P s c P c e P s c P c e P s w P w e
For example, a sentence consists of 11 segments (6 sonorant segments and 5 obstruent segments), and the sequence of the segment feature is as shown in (5) . As the recognition result of the sentence is anger and the recognition result of first segment is sadness, the result consistency of the first segment is 0. 
D. Algorithm for SID Emotion Recognition System
The procedure of proposed speaker-independent emotion recognition system is shown in Fig. 5 . The procedure is as follows: 1) Divide a sentence into N frames using a hamming window. 2) Separate each frame by sound types (obstruent/sonorant sounds) using the spectral center. 3) Make a succession of identical sound types to segments (see Fig. 4 ). 4) Estimate the likelihood for each emotion using classifiers trained by each segment.
5) Make segment feature ( s ∈ 5 ) using normalized likelihood and recognition consistency for each sound type, as shown in (4) .
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6) Decide the emotion using the maximum a posterior method, see (2) .a 7) Calculate the confidence measure, ( , ..
8)
Decide the acceptance of the recognition result in step 6.
IV. EXPERIMENTS
A. Emotional Speech Database
Speech emotion recognition accuracy depends on the number and kind of emotions, and the type of emotion elicitation (acted versus non-acted data). The Korean emotional speech (KES) database [17] produced by Yonsei University"s Media and Communication Signal Processing Laboratory is used in this study. The KES is an acted database that was collected from amateur actors and actresses. An emotional speech was acted by amateur actors and actresses who had practiced emotional expression; they were selected according to their emotional expression ability. The KES covers the four emotions of neutrality, joy, sadness, and anger. The KES contains short, medium, and long sentences that are from 0.5 to 3 seconds in length and are context-independent. The sentences were chosen considering the following criteria: 1) Easy pronunciation in neutral, joyful, sad, and angry states, 2) Natural expression of emotion from the sentences, 3) Equal inclusion of all phonemes of the Korean language, 4) Consideration of various modes of expression. The KES database consists of 16,200 samples (45 dialogic sentences repeated three times in the four emotions by each of the 30 speakers who comprised of 15 males and 15 females) or 135 samples per speaker and per emotion. All sentences were recorded four times, and the recording judged the worst among the four was discarded. The aim of this step was to filter clumsy wording and maintain the consistency of the speech. Table 3 shows the human recognition accuracy of KES. On average, human subjects can determine the emotion of the KES recorded utterances with about 80% accuracy. Identical sets of sentences were used for all emotions, and the recordings were made in a silent experimental environment. The original data was stored in the form of 32-bit, 16 kHz sound with over 30dB S/N. It was margined with silence for approximately 50 ms at the beginning and end of each utterance.
B. Experimental Condition
The simulation of speaker-independent emotion recognition system was evaluated using MATLAB run on a PC. Every experiment was performed in off-line mode using the database. Thus, noise reduction from the microphone is outside of the focus of this paper. As a small feature vector provides a better generalization performance [18] and it is computationally cheaper to compute lower dimensional features, in this experiment, an orthogonal-linear discriminant analysis (OLDA) was employed [19] . The OLDA computes projections that maximize the Fisher criterion and, at the same time, are pair-wise orthogonally. The method used in OLDA combines the eigenvalue solution of and the Gram-Schmidt orthonormalization procedure. b S is the between scattering matrix, and w S is within the scattering matrix, as defined in (6 
For the classification, the Gaussian mixture model (GMM) was employed. To estimate the likelihood, ( , for confidence measure in (3), hidden Markov models with 5 states and 20 mixtures was used. To evaluate the proposed system, the leave-one-speaker-out cross-validation method was used.
C. Experimental Results
To verify the effectiveness of obstruent/sonorant sound separation, a controlled experiment was conducted using various emotional features, LPCs, MFCCs, Perceptual Linear Predictive (PLP) analysis, LFPCs, and energy. Table  4 shows a comparison between the conventional approach and obstruent/sonorant sound separation approach for each emotional feature, which is the average recognition rate, number of improvement speakers among 30, and the maximum/minimum improvement. Learning and Computing, Vol. 8, No. 2, April 2018 Among the five emotional features, MFCCs show the best performance and emotional feature of energy shows worst. On average, all features show improvement from 6.9% to 27.6% after obstruent/sonorant sounds separation. The paired T-test was applied to compare recognition performances that are subjected to different methods (separation method versus non-separation method). The result shows that the separation method is better than the non-separation method at a 99% significance level.
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To verify the effectiveness of the rejection algorithm, the 12 orders of MFCCs that show the best performance in the previous experiment were used among five emotional features. The features were computed over a hamming window with duration of 20 ms. MFCCs were computed as in (7), where M is the number of cepstrum coefficients and represents the log-energy output of the k filter. The mean value of each order was used to construct the static feature.
Fig. 6. Detection and trade-off curve of proposed rejection algorithms using a confidence measure; average for 30 speakers. Fig. 6 is the detection and trade-off curve which shows the performance of the proposed confidence measure. Fig. 7 shows the average recognition rate for 30 speakers when unreliable results are rejected. As shown in Fig. 7 , the recognition rate is increase as the rejection rate increases. Specifically, when a 30% recognition result was rejected, the recognition rate increased from 73% to 86% accuracy. And when half of the recognition result was rejected, the recognition rate increased to 92% accuracy. As a result, the two proposed strategies which are separating obstruent/sonorant sounds and rejecting unreliable recognition results based on confidence measure are verified. This result shows the possibility of commercial use of the proposed speaker-independent emotion recognition system as the recognition rate increases from 60% to 92% accuracy.
V. CONCLUSION
In this paper, speech emotion recognition in speakerindependent systems for emotional interaction were investigated. To make a speaker-independent emotion recognition system robust and accurate, two strategies were proposed. First, based on the different vocalization of consonants and obstruents, speech emotion recognition separately from consonants and obstruents was proposed to reduce the text-dependency. Second, to make the emotion recognition system homogenous and accurate, a rejection algorithm based on a confidence measure is proposed. To decide whether the result is reliable or not, the confidence measure, which is the conditional probability that the recognition result is correct given the recognition result and sequence of segment features, is proposed.
From comparison of the proposed methods with the conventional method, the improvement and effectiveness of proposed methods was clearly confirmed. As a result, the separation algorithm is effective in improving the recognition rate from 6.9% to 27.6% for various emotional features. And when we reject half of the results based on the proposed confidence measure, the recognition rate increase from 73% to 92% in the case of MFCCs. This results show the possibility of the commercial use of the speakerindependent emotion recognition system.
