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Abstract. We investigate the occurrence of shear banding in nematogenic ﬂuids under planar Couette ﬂow,
based on mesoscopic dynamical equations for the orientational order parameter and the shear stress. We
focus on parameter values where the sheared homogeneous system exhibits regular oscillatory orientational
dynamics, whereas the equilibrium system is either isotropic (albeit close to the isotropic-nematic transi-
tion) or deep in its nematic phase. The numerical calculations are restricted to spatial variations in shear
gradient direction. We ﬁnd several new types of shear-banded states characterized by regions with regular
oscillatory orientational dynamics. In all cases shear banding is accompanied by a non-monotonicity of the
ﬂow curve of the homogeneous system; however, only in the case of the initially isotropic system this curve
has the typical S-like shape. We also analyze the inﬂuence of diﬀerent orientational boundary conditions
and of the spatial correlation length.
1 Introduction
The emergence of banded structures in complex ﬂuids un-
der shear ﬂow is a paradigmatic example of an instability
in a correlated soft matter system far from equilibrium.
Above a critical value of the applied shear rate (or shear
stress), the formerly homogeneous system becomes unsta-
ble and separates into macroscopic bands with diﬀerent
local shear rates (stresses), see refs. [1,2] for recent re-
views. Typical systems where shear band formation has
been observed experimentally are wormlike micelles [3],
liquid-crystalline polymers [4], colloidal suspensions [5],
but also non-ergodic soft systems such as glasses [6]. In
all cases, the ﬂow leads to reorganization of the ﬂuid’s
microstructure which then feeds back into the ﬂow ﬁeld.
This eventually leads to a non-monotonicity of the ﬂow
curve, that is, the relation between shear stress and shear
rate. In that sense, non-monotonic ﬂow curves are signa-
tures of shear banding. Theoretically, shear banding (and
the related vorticity banding [7]) has been studied mainly
via continuum models. An important example is the diﬀu-
sive (non-local) Johnson-Segelman (DJS) model [8,9] for
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shear thinning systems, i.e., systems in which the viscosity
decreases with the stress, which form shear bands along
the gradient direction. Moreover, particle resolved simula-
tions [10,11] have revealed insight into microscopic mech-
anisms accompanying shear thinning and shear thickening
systems.
In the present paper we focus on shear banding in ne-
matogenic ﬂuids whose anisotropic constituents can ar-
range into orientationally ordered, yet translationally dis-
ordered states. Prominent examples are wormlike micelles
and colloidal suspensions of rod-like particles, both of
which display ﬂow-induced spatial instabilities in experi-
ments. From the theoretical side, the shear-induced behav-
ior of nematogenic ﬂuids has been intensely studied on the
basis of nonlinear equations for the dynamics of the ori-
entational order parameter, the so-called Q-tensor, with
coupling to the concentration [12] or for dense systems
deep in the nematic phase [13–16]. Contrary to the DJS
model, the Q-tensor models allow to investigate directly
the impact of shear on the structure (on a coarse-grained,
order parameter level), from which the shear stress can
then be derived by additional relations.
Already for homogeneous systems, these Q-tensor
models predict many interesting eﬀects such as the shear-
induced shift of the isotropic-nematic transition [17–19],
and the occurrence of dynamical states with regular or
even chaotic oscillatory motion of the nematic direc-
tor [14,15]. Indications of such time-dependent dynam-
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ical states under steady shear ﬂow have also been ob-
served in many-particle simulations [10,11] and in exper-
iments [20,21]. In addition, Q-tensor models have been
used to explore spatial inhomogeneities, yielding shear
banding between diﬀerently steady (aligned) states close
to the isotropic-nematic transition [12] and in parameter
regimes where the dynamics of the homogeneous system
is chaotic [22–24].
In the present article we consider (as in [24]) systems
at constant concentration where deviations from the ap-
plied ﬂow proﬁle are taken into account in the Stokesian
limit. Our purpose is to extend the earlier studies [22,25]
on shear banding in nematogenic ﬂuids along the gradi-
ent direction in several ways. First, we focus on parame-
ters where the homogeneous systems exhibits regular os-
cillatory dynamics (contrary to previous works targeting
chaotic motion [22,23]). These are, on the one hand, ini-
tially (i.e., at γ˙ = 0) isotropic systems at low tumbling
parameters and high shear rates, which display wagging
motion [26] and, on the other hand, initially nematic sys-
tems where dynamical modes such as tumbling and kayak-
ing are well established (see e.g. ref. [15]). Second, we
consider both, homogeneous and inhomogeneous systems
(with inhomogeneities in gradient direction) in order to
identify the signatures of shear banding in the homoge-
neous ﬂow curves. In fact, only one of the considered sys-
tems is characterized by a “van der Waals”-like ﬂow curve
(which is familiar, e.g., within the DJS model [9]); the
other ones rather exhibit discontinuities. Third, we ex-
plore systematically the impact of diﬀerent orientational
boundary conditions and diﬀerent correlation lengths. For
an earlier study on the basis of the Doi-Marrucci-Greco
model, see refs. [23,27]. We show, in particular, that ap-
propriate boundaries can induce banding in otherwise ho-
mogeneous states. Further, we discuss the consequences
for the stress of the system in the banded state.
The article is organized as follows. In sect. 2 we in-
troduce the set of dynamical equations for spatially in-
homogeneous, anisotropic ﬂuids at constant density (with
inhomogeneities along the direction of the shear gradi-
ent). Numerical results are presented in sect. 3. There,
we ﬁrst discuss (sect. 3.1) spatially homogeneous systems
sheared from isotropic or nematic states and obtain the
corresponding ﬂow curves. Section 3.2 is then devoted to
the appearance of shear bands and the impact of boundary
conditions. This work ﬁnishes with concluding remarks
and an outlook in sect. 4.
2 Theoretical framework
In the present work we consider systems of uniaxial, rigid
rod-like particles (such as suspensions of fd-viruses [28])
whose orientation is characterized by the unit vector ui
parallel to the symmetry axes of particle i. Following ear-
lier studies within the Doi-Hess theory, the dynamics of
the many-particle system is described by the space- and
time-dependent tensorial order parameter Q(r, t) (thus,
density variations are neglected) [29]. This second-rank
Q-tensor is deﬁned as
Q(r, t) =
√
15
2
∫
S2
uuf(r,u, t) du, (1)
where f(r,u, t) is the space- and time-dependent ori-
entational distribution function (for a microscopic deﬁ-
nition, see, e.g., [26]), and x stands for the symmetric
traceless part of the tensor x. Explicitly, one has xμν =
(xμν + xνμ)/2−Tr(x)Iμν/3, where μ and ν are Cartesian
indices, Iμν is the unit matrix, and Tr denotes the trace.
Thus, the Q-tensor is, by deﬁnition, a symmetric traceless
tensor. For the special case of uniaxial nematic phases, the
Q-tensor reduces to the form Q = μ33/2〈nn〉, where n is
the system-averaged nematic director, i.e., the eigenvec-
tor related to the largest eigenvalue μ3. In equilibrium,
μ3 is proportional to the well-known Maier-Saupe order
parameter, μ3 =
√
10/3S where S ≡ 〈P2(u · n)〉 and P2
denotes the second Legendre polynomial [30].
2.1 Mesoscopic dynamical equations
In equilibrium, the orientational order of systems of rod-
like particles is controlled by the temperature T (typical
for molecular ﬂuids) and/or by the number density (con-
centration) ρ; the latter case is characteristic of colloidal
suspensions of fd-viruses [28]. On a mesoscopic (Q-tensor)
level, the stability of homogeneous (isotropic or nematic)
phases is governed by the Landau-type orientational free
energy density (per unit volume)
F orh = A(Q :Q)−B(Q·Q) :Q + C(Q :Q)2 , (2)
where A, B and C are dimensionless coeﬃcients. These
can be related to system parameters such as ρ and the
molecular aspect ratio κ as shown, e.g., in [31].
For spatially inhomogeneous phases, an additional con-
tribution to the free energy arises due to the energy cost
associated with local deformations of the alignment ﬁeld.
For uniaxial nematic order, an expansion of this elastic en-
ergy in terms of the director n was derived by Oseen [32]
and Frank [33]. Rewriting the expression in terms of the
full Q-tensor in the one constant approximation yields
F orih =
1
2
ξ2 Tr((∇Q) · (∇Q)), (3)
where ξ is the elastic correlation length, which is related
to the pitch length of the Frank elastic theory [29,30]. On
a microscopical level, ξ is related to the direct correlation
function of the ﬂuid [34–36].
The presence of shear strongly aﬀects the overall ori-
entational ordering due to the competition between ﬂow-
induced eﬀects on individual molecular orientations (such
as Jeﬀery orbits [37]) and the relaxation of the entire sys-
tem towards equilibrium (governed by the free energy den-
sity). Moreover, in inhomogeneous systems (with space-
dependent Q-tensor) the orientational dynamics feed back
into the ﬂow proﬁle through the system’s stress tensor.
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Within the Doi-Hess theory this interplay between ﬂow
(characterized through the velocity proﬁle v(r)) and ori-
entational ordering is described by a set of coupled non-
linear equations for Q and v which can be derived on
the basis of non-equilibrium irreversible thermodynam-
ics [38,39]. Disregarding non-convective ﬂow (correspond-
ing to fourth-order derivatives of the alignment), these
equations are given by
dQ
dt
= H(Q,v) +
ξ2
τq
∇2Q, (4)
ρ
dv
dt
= ∇ ·T, (5)
where d/dt = ∂/∂t + v · ∇. Mathematically, eq. (4) is a
parabolic equation with H(Q,v) acting as a source term.
From a physical point of view, it describes the dynamical
evolution of the order parameter including a diﬀusive term
∝ ∇2Q due to the elastic energy in eq. (3). The source
term is given by [40,41]
H(Q,v) = 2 Ω ·Q+ 2σΓ ·Q−
√
2
τqp
τq
Γ − 1
τq
Φ′, (6)
which describes the interplay between ﬂow, entering via
the vorticity Ω = 1/2(∇vT − ∇v) and the deformation
rate Γ = 1/2(∇vT + ∇v), and relaxation towards equi-
librium, entering via the free energy derivative
Φ′ =
∂F orh
∂Q
. (7)
Equation (6) further involves the phenomenological
parameter σ and the relaxational times τqp and τq [38].
As seen from eqs. (4) and (6), the ratio of these two
times (appearing as a prefactor of Γ in eq. (6)) quan-
tiﬁes the perturbation of the system in the absence of
orientational order. It is thus convenient to introduce, as
a coupling parameter, the so-called tumbling parameter
λ = −τqp/τq which is related to the molecular aspect
(length-to-breadth) ratio κ viz (see ref. [42])
λ = −τqp
τq
=
√
3
5
κ2 − 1
κ2 + 1
. (8)
Since λ depends only on the aspect ratio, it follows from
eq. (8) that the MDHT is suitable to study spherical par-
ticles (λ = 0), disk-like particles (λ < 0) and rod-like par-
ticles (λ > 0). As stated before, our focus is on rod-like
particles, thus, we consider positive values of the tumbling
parameter.
The second mesoscopic equation (5) is the usual mo-
mentum balance equation [43]; it describes how the ﬂow
ﬁeld changes due to spatial variations of the stress tensor
T. We here consider a planar Couette ﬂow (see ﬁg. 1)
where the ﬂuid is conﬁned between two inﬁnitely ex-
tended, parallel plates (separated by a distance 2L along
the y-direction) moving in opposite directions. The ﬂow
proﬁle (for a Newtonian ﬂuid) is then given by v(r) =
γ˙yeˆx, with γ˙ the shear rate.
Fig. 1. Sketch of a planar Couette ﬂow. The rod-like suspen-
sion is enclosed between two inﬁnite parallel plates at y = ±L
moving along the x-axis with velocities vx = ±Lγ˙.
The full stress tensor can be written as Ttot = −p I +
Tasy+T, where the ﬁrst term represents the (isotropic) hy-
drostatic pressure and the two other terms describe ﬂow-
induced eﬀects [38]. Speciﬁcally, Tasy includes asymmetric
contributions, whereas T is a symmetric traceless tensor
which can be written as
T= 2ηisoΓ +Tal . (9)
According to eq. (9), T splits into a Newtonian contribu-
tion (already present in ﬂuids with vanishing orientational
order) and a contribution depending explicitly on the Q-
tensor, that is,
Tal =
ρ
m
kBT
(
−
√
2
τqp
τq
Φ′ +
√
2
τqp
τq
ξ2∇2Q
)
+2σ
ρ
m
kBT
(
Q ·Φ′− ξ2 Q · ∇2Q
)
. (10)
In the present work we neglect the asymmetric part of
the stress tensor (i.e., Tasy = 0), since it typically relaxes
faster to zero than the relevant hydrodynamic processes
considered. Further, in Newtonian ﬂow regimes this anti-
symmetric stress is zero anyway [30,40].
2.2 Explicit equations of motion
Equations (4) and (5) can be rewritten in terms of scaled
variables; this is described in detail in appendix A (see
also [31]). One obtains
dQ˜
dt˜
= ξ˜2∇˜2Q˜ + H˜(Q˜, v˜), (11)
dv˜
dt˜
=
1
β
∇˜T˜, (12)
where the tilde indicates scaled quantities and the param-
eter β appearing in eq. (12) is deﬁned as
β =
24C2γ˙L2m
B2kBTτq
. (13)
Page 4 of 13 Eur. Phys. J. E (2016) 39: 88
This coeﬃcient, or rather the ratio between β and the
scaled viscosity η˜iso deﬁnes the Reynolds number of the
solvent
Re =
β
η˜iso
=
γ˙L2ρ
ηiso
. (14)
Experiments of shear-induced instabilities are typically
performed at low Reynolds numbers, Re  1 [24,44]. In
this limit the momentum balance equation (12) is
∇˜ · T˜ = 0. (15)
We note that due to the time dependence of Q˜(t), the
total stress T˜ evaluated through eqs. (9) and (10) gener-
ally also depends on time. However, at each time the total
stress has to fulﬁll eq. (15). The resulting velocity proﬁle
(obtained by solving eq. (9) under the condition eq. (15))
can therefore deviate from the linear proﬁle assumed ini-
tially. This is clearly essential for the description of spatial
symmetry-breaking such as shear banding.
In the following we drop the tilde (∼) on all variables;
all quantities then appear with the same symbols as orig-
inally. We also set σ = 0 since this parameter has minor
eﬀect on the dynamics of the system for planar Couette
ﬂow geometry (see [45,46]). Regarding the spatial varia-
tion of the Q-tensor and the stress, we restrict ourselves
to a one-dimensional investigation along the y-axis, i.e.,
the direction of the shear gradient (see ﬁg. 1). Thus, we
here exclude the possibility of banding in vorticity (z) di-
rection.
The resulting dynamical equations are simpliﬁed by
expressing the Q-tensor in terms of a standard orthonor-
mal tensor basis, that is, Q =
∑4
i=0 qiBi (for a de-
tailed deﬁnition of the orthonormal tensor basis, see ap-
pendix B). The coeﬃcients q0, q1 and q2 are related to or-
dering within the x-y plane (i.e., the shear plane), whereas
q3 and q4 refer to out-of-plane ordering [47]. From the or-
thogonality of the basis functions (Bi : Bj = δij) it follows
that qi = Q : Bi, which allows to rewrite eqs. (11) into a
set of scalar equations. Explicitly, one has
dq0
dt
= −Φ0 + ξ2 ∂
2q0
∂y2
,
dq1
dt
= −Φ1 + γ˙ ∂v
∂y
q2 + ξ2
∂2q1
∂y2
,
dq2
dt
= −Φ2 − γ˙ ∂v
∂y
q1 + ξ2
∂q2
∂y2
+ γ˙λ
∂v
∂y
,
dq3
dt
= −Φ3 + 12 γ˙
∂v
∂y
q4 + ξ2
∂2q3
∂y2
,
dq4
dt
= −Φ4 − 12 γ˙
∂v
∂y
q3 + ξ2
∂2q4
∂y2
. (16)
In eqs. (16) the quantities Φi are non-linear functions of
the qi (stemming from the free-energy derivatives); they
are given by
Φ0 =
(
Θ − 3q0 + 2q2
)
q0 + 3
(
q21 + q
2
2
)− 3
2
(
q23 − q24
)
,
Φ1 =
(
Θ + 6q0 + 2q2
)
q1 − 32
√
3
(
q23 − q24
)
,
Φ2 =
(
Θ + 6q0 + 2q2
)
q2 − 3
√
3q3q4,
Φ3 =
(
Θ − 3q0 + 2q2
)
q3 − 3
√
3 (q1q3 + q2q4) ,
Φ4 =
(
Θ − 3q0 + 2q2
)
q4 + 3
√
3 (q1q4 − q2q3) , (17)
where Θ = 24AC/B2 (see appendix A) and q2 =
∑4
i=0 q
2
i .
Finally, the momentum balance equation (12) becomes (in
the regime of low Reynolds numbers)
0 =
∂T2
∂y
=
√
2ηisoγ˙
∂2v
∂y2
+
√
2λ
∂Φ2
∂y
−
√
2λξ2
∂3q2
∂y3
. (18)
Equation (18) indicates that the only non-vanishing com-
ponent of the stress tensor is T2, which corresponds to the
in-plane stress Txy.
2.3 Numerical calculations
Equations (16)–(18) are integrated numerically using a
fourth order Runge-Kutta scheme [48] with a ﬁxed time
step Δt = 2× 10−3 and a grid spacing of Δy = 5× 10−3.
The gradient terms are discretized by a central ﬁnite dif-
ference scheme of fourth order. At the boundaries, asym-
metric stencils (using only available grid points) are im-
plemented [48]. The calculations are initialized with val-
ues of q0, . . . , q4 matching the boundary conditions (see
below), to accelerate the calculations we additionally use
a small random perturbation. To ﬁnd steady conﬁgura-
tions of the system we monitor the evolution of q0, . . . , q4
and T2, disregarding transient behavior. The resulting dy-
namical states are characterized employing an algorithm
that recognizes the periodicity and sign change of the time
dependent components q0, . . . , q4 [49,14].
It turns out that the solution of eqs. (16)–(18) is quite
sensitive to initial conditions; thus all calculations have
been repeated several times. Further, we have checked that
the steady-state solutions do not change with decreasing
Δt (however, the numerical stability does depend on the
grid spacing).
Regarding the boundary conditions at the plates (y =
±L), we assume “strong anchoring” conditions, that is,
the Q-tensor at the plates is constant in time, but may
have diﬀerent symmetries. We further assume that the de-
gree of ordering is given by the corresponding equilibrium
value.
Though these assumptions are clearly an idealization,
we note that, from an experimental point of view, it is
indeed possible to realize diﬀerent boundary conditions
by chemical or mechanical treatment of the plates [50–
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Fig. 2. Sketch of the boundary conditions applied to the tensor
Q at the plates: (a) Isotropic (see eq. (19)) (b) Planar nematic
(eq. (20)) (c) Vertical nematic (eq. (21)) and (d) Planar de-
generate (eq. (22)).
53]. Here we focus on the following cases (see ﬁg. 2),
Q
∣∣∣y=L
y=−L
= 0 (Isotropic), (19)
Q
∣∣∣y=L
y=−L
=
√
3
2
μeq3 eˆxeˆx (Planar nematic), (20)
Q
∣∣∣y=L
y=−L
=
√
3
2
μeq3 eˆyeˆy (Vertical nematic), (21)
Q
∣∣∣y=L
y=−L
= −
√
3
2
μeq3 eˆyeˆy (Planar degenerate), (22)
where μeq3 is the equilibrium value of the alignment ten-
sor in the nematic phase. Equations (19) and (22) de-
scribe disordered states where the rod orientations are
distributed, either in all three directions (“isotropic”) or
within the plane of the plates, i.e., in the x-z plane (“pla-
nar degenerate”). The other two boundary conditions cor-
respond to nematic states, with the director lying either
in the plane of the plates (“planar nematic”) or along
the gradient (y-) direction (“vertical nematic”). We note
that the latter boundary condition is sometimes referred
to as “homeotropic”. Similar boundary conditions for Q
were implemented in a study of the Doi-Marrucci-Greco
model [23,27]. Regarding the velocity ﬁeld, we implement
no-slip boundary conditions, that is vx(y = ±1) = ±1 (in
reduced units).
3 Results and discussion
In this section we present numerical results for shear-
driven systems whose equilibrium conﬁguration (γ˙ = 0)
is either isotropic [characterized by Θ > 9/8 in the scaled
free energy (A.4)] or nematic [Θ < 0]. We divide the dis-
cussion into two parts. In the ﬁrst part (sect. 3.1) we focus
on the spatially homogeneous system. Here we explore how
the non-zero component of the stress tensor, T2, is aﬀected
by the temporal evolution of Q(r, t) and use this informa-
tion to predict the formation of spatial instabilities. The
second part (sect. 3.2) is devoted to the spatial-temporal
behavior for initially isotropic and nematic systems, as
well as to the impact of boundary conditions.
3.1 Homogeneous solutions
Here we consider spatially homogeneous systems where
the boundaries do not play a role, corresponding to the
limit of inﬁnite plate separation, i.e., L →∞. The scaled
correlation length appearing in eq. (11) becomes zero and
thus, all gradient terms in eqs. (16) and (18) vanish. In
particular, the stress T2 takes the form
T2(t) =
√
2ηisoγ˙ +
√
2λΦ2(t). (23)
Here we set ηiso = 1.0.
3.1.1 Homogeneous systems sheared from the isotropic
state
We start by considering systems whose equilibrium state
is isotropic (Θ = 1.20). Increasing the shear rate from
zero the system ﬁrst develops a paranematic (PN), steady
state characterized by weak (yet non-zero) nematic order;
this is illustrated in ﬁg. 3(a). The behavior upon further
increase of γ˙ then depends on the tumbling parameter λ
(recall that the latter is a measure of the aspect ratio).
For λ  0.62 one observes a transition from paranematic
to shear-aligned (A) state; the latter is also characterized
by a time-independent director (as is the PN state), but
the degree of ordering which can be quantiﬁed, e.g., by
the norm ||Q|| = ∑4i=0 q2i , is larger [39,47]. The PN-A
transition is accompanied by a narrow region of bistabil-
ity (not visible in ﬁg. 3); in this regime the system’s degree
of ordering depends on the initial condition. This feature
is reminiscent of the ﬁrst-order isotropic-nematic transi-
tion in equilibrium. For smaller values of the tumbling
parameter (λ  0.62) the A state is unstable; here the sys-
tem develops wagging (W) motion characterized by reg-
ular oscillations of the nematic director within the shear
plane. Overall, the behavior found in the present calcula-
tions agrees qualitatively with that reported in ref. [26];
the quantitative data for the boundary lines somewhat
diﬀer due to the diﬀerent scaling of the free energy (see
appendix A).
For each of the parameter sets (γ˙, λ) we have calculated
the stress T2 (in oscillatory states, we have averaged the
time-dependent stress T2(t) over one period of time. Ex-
emplary results for T2(t) are given in appendix C). Impor-
tantly, it turns out that diﬀerent parameter sets can lead
to the same value of T2. To illustrate this point, ﬁg. 3(a)
includes dashed (blue) lines and solid (green) lines corre-
sponding to two constant values of T2. Moreover, there are
several regions of λ where T2 assumes the same value for
diﬀerent shear rates. For example, at λ = 0.55 there are
three values of γ˙ with T2 = 0.6, and for λ ≥ 0.7 one ﬁnds
two solutions with T2 = 0.4.
Given this multivalued behavior, it is interesting to
consider corresponding ﬂow curves T2(γ˙). Results for λ =
0.55 and λ = 1.25 are plotted in ﬁgs. 3(b) and (c), re-
spectively. The ﬂow curve for λ = 0.55 (see ﬁg. 3(b)) dis-
plays a region with a negative slope (dT2/dγ˙ < 0) between
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Fig. 3. (Color online) (a) State diagram in the plane spanned by tumbling parameter (λ) and shear rate (γ˙) at Θ = 1.20
(isotropic equilibrium system). The dotted gray lines indicate the boundaries between three diﬀerent states: paranematic (PN),
shear-aligned (A) and wagging (W). The dashed (blue) and solid (green) lines connect points with constant stress T2 = 0.4 and
T2 = 0.6, respectively. (Second row) Homogeneous ﬂow curves T2(γ˙) for (b) λ = 0.55 and (c) λ = 1.25 (these values are marked
in ﬁg. 3(a) by the vertical dashed lines). The thin horizontal lines indicate the stress values selected in plot (a).
γ˙ ≈ 0.357 and γ˙ ≈ 0.365. Within this region the homo-
geneous ﬂow is mechanically unstable, and as one might
expect (and will be explicitly shown in sect. 3.2.1), the sys-
tem forms a spatially inhomogeneous, shear-banded state.
We also note that the shear rate γ˙ ≈ 0.359 characterized
by T2 = 0.6 and dT2/dγ˙ < 0 agrees roughly with the cor-
responding point on the boundary line PN-W in ﬁg. 3(a).
This indicates that the orientational transition from the
(steady) PN state to the (oscillatory) W state, on the one
side, and the shear banding instability, on the other side,
are closely intercorrelated.
In contrast, for λ = 1.25 (see ﬁg. 3(c)) the ﬂow curve
does not display a region with negative slope. Rather one
observes a discontinuity and, associated with this, hys-
teretic behavior. Upon increase of γ˙ from the small values,
i.e., from the paranematic (PN) state, the systems dis-
continuously “jumps” to the aligned (A) state only at
γ˙ ≈ 0.14 (which is above the upper blue dashed line in
ﬁg. 3(a)). However, decreasing γ˙ starting from the large
shear rates characterizing the A state, the jump occurs at
the much smaller shear rate γ˙ ≈ 0.06. As we will show
in sect. 3.2.2, the formation of shear bands in this case
(λ = 1.25) strongly depends on the boundary conditions.
3.1.2 Homogeneous systems sheared from the nematic state
We now turn to systems which, in thermal equilibrium,
are deep within the nematic phase. Speciﬁcally, we set
Θ = −0.25 in eq. (17). Similar to previous work [15,26]
we ﬁnd that shear can induce a variety of time-dependent
dynamical states (in addition to the W motion already
appearing in initially isotropic systems, see ﬁg. 3(a)), as
well as a shear-aligned (A) steady state. An overview is
given in ﬁg. 4(a).
In the wagging and tumbling (T) state, the nematic
director performs regular, oscillatory motion within the
shear plane (q4(t) = q5(t) = 0 ∀t), whereas it displays out-
of-plane (yet regular) oscillations in the kayak-tumbling
(KT) and kayak-wagging (KW) state (qi(t) = 0 ∀ i =
0, . . . , 4). Only in the A state the director stays constant
in time. Note that, contrary to the case considered be-
fore (see ﬁg. 3), there is no paranematic (PN) state at
Θ = −0.25 since the system is deep in the nematic regime.
We also note that earlier studies [15,26] investigating sim-
ilar values of Θ have reported the occurrence of a region
characterized by irregular and even chaotic motion of the
director. This region is located around the point where the
KT, KW and A states meet. Here we did not detect such
a region because our algorithm does not resolve Lyapunov
exponents.
We now turn to the resulting shear stress. The dashed
(blue) and solid (green) lines in ﬁg. 4(a) indicate param-
eter sets at which the orientational dynamics yield the
constant stress values T2 = 9.0 and T2 = 7.0, respec-
tively. In the ﬁrst case, the line provides a unique relation
in the sense that an increase of γ˙ at ﬁxed λ yields only
one crossing with this line. This is diﬀerent for the case
T2 = 7.0 where, depending on λ, one or two crossings
can be observed. Exemplary ﬂow curves for two values of
the tumbling parameter are shown in the bottom parts
of ﬁg. 4. At λ ≈ 0.55 (see ﬁg. 4(b)), where each of the
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Fig. 4. (Color online) (a) State diagram at Θ = −0.25. The dotted gray lines indicate the boundaries between the diﬀerent
dynamical states: wagging (W), tumbling (T), kayaking-tumbling (KT), kayaking-wagging (KW), and shear-alignment (A). The
dashed (blue) and solid (green) lines connect points with constant stress T2 = 7.0 and T2 = 9.0, respectively. (Second row)
Homogeneous ﬂow curves T2(γ˙) for (b) λ = 0.55 and (c) λ = 1.25 (these values are marked in ﬁg. 4(a) by the vertical dashed
lines). The thin horizontal lines indicate the stress values selected in plot (a).
constant-pressure lines is crossed only once, one observes
a monotonic increase of T2 with γ˙. In particular, there is
no discontinuity or cusp even at γ˙ ≈ 6.5, where the un-
derlying orientational dynamics changes from out-of-plane
kayaking-tumbling to in-plane tumbling. We note, how-
ever, that a systematic bifurcation analysis (such as the
one in ref. [26], where a very similar system was consid-
ered) would presumably reveal a bistable region character-
ized by the presence of (at least) two attractors between
the pure KT and the pure T state. In such a situation,
the pressure T2 would not be uniquely deﬁned. This as-
pect certainly deserves more attention in a future study.
We now consider the case λ ≈ 1.25 in ﬁg. 4(a), where
an increase of γ˙ from small values yields two crossings
with the constant-pressure curve T2 = 7.0. As seen from
ﬁg. 4(c), the ﬂow curve exhibits a pronounced discontinu-
ity related to the transformation of the (out-of-plane) os-
cillating KT state into the shear-aligned (A) steady state
at γ˙ ≈ 3.67. One also recognizes a strong dependence on
initial conditions (hysteresis), similar to the situation dis-
cussed in ﬁg. 3(c). As we will later discuss in sect. 3.2.2,
the initially nematic system at λ ≈ 1.25 indeed displays
shear banding.
3.2 Spatiotemporal behavior and shear banding
In the preceding discussion we have found indications of
the formation of inhomogeneous states in both, systems
sheared from the isotropic and systems sheared from the
nematic phase. We now analyze the corresponding systems
(characterized by certain values of the tumbling parame-
ter) further by calculating the full, spatiotemporal behav-
ior of the Q-tensor and the resulting shear stress T2. To
this end we have solved numerically eqs. (16)–(18) using
the methodology described at the end of sect. 2.
Our discussion in this section is divided into two parts,
covering the role of the two key factors impacting the spa-
tial structure of the inhomogeneous systems. These are,
ﬁrst, the correlation length ξ, which appears as a prefac-
tor of the gradient term in the orientational free energy
density (see eq. (3)), and second, the boundary condition
for Q at the plates (see eqs. (19)–(22)). The impact of ξ
is discussed in sect. 3.2.1, where we ﬁx the boundary con-
ditions according to the equilibrium conﬁguration of the
system. In sect. 3.2.2 we then explore the role of diﬀerent
boundary conditions.
3.2.1 Impact of the correlation length
Initially isotropic system. – We ﬁrst consider the system
at Θ = 1.20 and λ = 0.55, where we have observed a
region of negative slope in the corresponding ﬂow curve,
T2(γ˙) (see ﬁg. 3(b)). Here we focus on a shear rate within
this regime, γ˙ = 0.365. In ﬁgs. 5(a)–(c) we show the space-
time evolution of the norm of the Q-tensor at three values
of the correlation length. Because the equilibrium state
is isotropic, we choose the boundary conditions according
to eq. (19), that is, the boundaries do not support any
orientational ordering.
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Fig. 5. (Color online) Space-time plot of the norm of the Q-tensor at γ˙ = 0.365, tumbling parameter λ = 0.55 and diﬀerent
correlation lengths (a) ξ2 = 10−5, (b) ξ2 = 10−4 and (c) ξ2 = 10−3. The equilibrium state is isotropic (Θ = 1.20).
Fig. 6. (Color online) (a) Local shear rate within the banded
state of the initially isotropic system (Θ = 1.20, λ = 0.55, av-
erage (applied) shear rate γ˙ = 0.365). (b) Inhomogeneous ﬂow
curves at diﬀerent correlation lengths. The symbols  (red), ×
(blue) and ◦ (green) correspond to ξ2 = 10−5, ξ2 = 10−4 and
ξ2 = 10−3, respectively. As a reference the homogeneous ﬂow
curve is included (black dashed line).
Still, as seen from ﬁg. 5(a), the system forms spa-
tiotemporal structures with locally large values of ||Q||
already at the smallest correlation length considered, ξ =
10−5. Here, the observed pattern is rather “loose” with its
width changing in time. We also ﬁnd that, within the in-
homogeneous regions, ||Q|| is oscillating in time. A closer
analysis reveals that the oscillations are consistent with a
wagging (W) state. Outside the inhomogeneous regions,
||Q|| takes values typical of a paranematic (PN) state.
This behavior is, to some extent, expected since the value
of γ˙ considered in ﬁg. 5 is very close to the boundary be-
tween the PN and W state (see ﬁg. 3).
Upon increasing the correlation length, ξ, we observe
from ﬁgs. 5(b) and (c) that the regions characterized by W
motion become more deﬁned, both in terms of the shape of
the emerging shear band, and in terms of the (increasingly
regular) oscillatory motion of the order parameter. At the
same time the interface between the W and PN region
becomes broader. As a consequence, the W oscillations are
transferred to some extent into the outer region, however,
with a very small amplitude.
A further illustration of the presence of shear bands
is plotted in ﬁg. 6(a), where we present the local shear
rate, γ˙(y), for the system at ξ2 = 10−3. It is seen that the
band in the middle of the system, where the orientational
dynamics is of W type, is characterized by a signiﬁcantly
higher shear rate than the PN state close to the bound-
aries. To complete the picture, ﬁg. 6(b) shows ﬂow curves
obtained for the inhomogeneous (initially isotropic) sys-
tems at diﬀerent correlation length. Following previous
studies [54] we have obtained these curves by calculat-
ing the mean value of T2 increasing gradually from lower
to larger values of γ˙. As a reference, the corresponding
homogeneous ﬂow curve (see ﬁg. 3(b)) is included. Inter-
estingly, the value of T2 corresponding to the banded state
is essentially independent of ξ; in other words, the value
of T2 appears to be unique. This observation is consis-
tent with previous studies on the basis of both, a Q-tensor
model [12] and the DJS model [9]. We further observe from
ﬁg. 6(b) that there is a slight dependence of the value of T2
on ξ at high shear rates beyond the banded state. This is
an eﬀect stemming from the inhomogeneities induced by
the conﬁning walls: the larger ξ, the larger is the extent
of these inhomogeneities into the bulk-like region between
the plates. In fact, by excluding these regions from the
calculations, the results for T2 completely agree for diﬀer-
ent ξ.
So far we have focused on an initially isotropic system
at λ = 0.55. At the larger tumbling parameter λ = 1.25,
where the homogeneous calculations (see ﬁg. 3(c)) yield a
discontinuous ﬂow curve T2(γ˙) (rather than one with neg-
ative slope), the results from the spatially-resolved calcu-
lations are more complex. For isotropic boundary condi-
tions we did not ﬁnd shear banding behavior, regardless of
the value of ξ. However, using boundary conditions which
support nematic ordering (such as the planar alignment
in eq. (21) or the vertical alignment in eq. (22)) we do
ﬁnd a well-deﬁned shear band. This point will be further
discussed in sect. 3.2.2.
Initially nematic system. – We now turn to the system at
Θ = −0.25 and λ = 1.25, where the homogeneous ﬂow
curve (see ﬁg. 4(c)) is discontinuous. Results for the norm
of Q as function of space and time are shown in ﬁg. 7,
where we assumed equivalent planar nematic boundary
conditions (see eq. (20)), but diﬀerent correlation lengths.
In all cases, one observes a clear spatial separation of
the system into an inner band, where the orientational be-
havior corresponds to the kayak-tumbling (KT) state, and
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Fig. 7. (Color online) Space-time plot of the norm of the Q-tensor at γ˙ = 3.65, λ = 1.25 and diﬀerent correlation lengths
(a) ξ2 = 10−5, (b) ξ2 = 10−4 and (c) ξ2 = 10−3. The equilibrium state (γ˙ = 0) is nematic (Θ = −0.25).
Fig. 8. (Color online) (a) Local shear rate within the banded
state of the initially nematic system (Θ = −0.25, λ = 1.25,
average (applied) shear rate γ˙ = 3.65). (b) Inhomogeneous ﬂow
curves at diﬀerent correlation lengths. The symbols  (red), ×
(blue) and ◦ (green) correspond to ξ2 = 10−5, ξ2 = 10−4 and
ξ2 = 10−3, respectively. As a reference the homogeneous ﬂow
curve is included (black dashed line).
an outer region where the system is in a shear-aligned (A)
state. Upon increase of ξ the width of the KT band widens,
while the oscillations within the band become more and
more regular.
Corresponding results for the local shear rate and the
inhomogeneous ﬂow curves are given in ﬁg. 8. Compared
to the initially isotropic system, we see from ﬁg. 8(a) that
the oscillatory (KT) band is characterized by a larger
shear rate than the regions close to the boundaries. In the
vicinity of the boundaries we observe a “spike”, i.e., a nar-
row region where the local shear rate becomes particularly
large. We understand this spike as a result of the com-
petition between the strong anchoring conditions (forcing
planar alignment) and the shear-induced alignment (A) in
the bulk. A further diﬀerence comes up when we consider
in ﬁg. 8(b) the values of the stress plateau in the inho-
mogeneous ﬂow curve. Here we ﬁnd a dependence on the
correlation length; that is, the value of T2 at the plateau
increases with ξ. This contrasts with our corresponding
results for the initially isotropic system (see the discus-
sion of ﬁg. 6). To which extent this dependency is subject
to the initial conditions of the numerical calculations is a
point which has remained elusive so far.
Fig. 9. (Color online) Inﬂuence of the boundary conditions
on the inhomogeneous ﬂow curves for (a) initially isotropic
systems at Θ = 1.20, λ = 0.55 and (b) initially nematic systems
at Θ = −0.25, λ = 1.25. The correlation length is set to ξ2 =
10−5. As a reference the homogeneous ﬂow curves have been
included.
3.2.2 Role of the boundary conditions
This ﬁnal section is devoted to the role of the boundary
conditions (see eqs. (19)–(22)), which we here assume to
be freely selectable irrespective of the initial state of the
equilibrium system. The correlation length is set to a con-
stant value of ξ2 = 10−5 (higher values yield very similar
results). Numerical results for the resulting ﬂow curve of
the inhomogeneous systems already discussed in sect. 3.2.1
are presented in ﬁg. 9.
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Fig. 10. (Color online) a) Space-time plot of the norm of the Q-tensor for the initially isotropic system at Θ = 1.20, λ = 1.25
with planar nematic boundary conditions. The (average) shear rate and the correlation length are set to γ˙ = 0.115 and ξ2 = 10−5,
respectively. b) Inhomogeneous ﬂow curves for the system with diﬀerent boundary conditions upon starting from low shear rates.
c) Same as b), but starting from high shear rates.
We ﬁrst consider systems sheared from the isotropic
state at λ = 0.55, where we found a clear shear banding in-
stability for fully isotropic boundary conditions (see ﬁgs. 5
and 6). As indicated by the ﬂow curves in ﬁg. 9(a), simi-
lar behavior occurs for other (including nematic) bound-
ary conditions. Indeed, as an analysis of the Q-tensor re-
veals, all of the systems form bands (within a range of
shear rates γ˙ ≈ 0.355–γ˙ = 0.385) with wagging-like oscil-
lations within paranematic regimes at the plates. Outside
the banding region, the systems are characterized by the
same value of T2.
Moreover, the value of the “selected” stress within the
banding region, T sel2 ≈ 0.59, is essentially independent of
the boundary conditions. The latter only aﬀect the onset
of shear banding upon increasing γ˙ from low shear rates.
Speciﬁcally, for the two types of isotropic boundary con-
ditions (eqs. (19) and (22)), as well as for nematic order-
ing within the plane of the plates (eq. (20)), the system
stays in the homogeneous paranematic state for all γ˙ up
to the maximum of the ﬂow curve. In contrast, the system
with vertical alignment at the plates, i.e., alignment in the
shear gradient (y-) direction (see eq. (21)), forms bands
once the value of T sel2 is reached (at γ˙ ≈ 0.34). In this
sense, the vertical nematic ordering favors the occurrence
of the W state characterized by oscillations in the ﬂow-
gradient plane. For completeness we also note that, upon
decreasing γ˙ from high values, the system goes without
hysteresis into the banded state (with the same stress),
irrespective of the boundary conditions.
We now turn to the initially nematic case (see
ﬁg. 9(b)). Upon increasing γ˙ from lower values all systems,
irrespective of boundary conditions, display shear band
formation at shear rates in the range γ˙ ≈ 3.0–γ˙ ≈ 4.5;
here they break up into a band with kayaking-tumbling
dynamics (i.e., oscillations out of the shear plane) sur-
rounded by regions of shear-alignment at the boundaries
(see ﬁg. 7 for results with planar nematic boundaries). Fur-
ther, the stress T2 characterizing the banded state seems
to be unique, and the boundary conditions only aﬀect the
onset of shear banding (upon starting from the low-shear
rate branch, where the system is in the KT state). Specif-
ically, we see from ﬁg. 9(b) that the onset of banding is
“delayed” when we use planar degenerate boundaries (see
eq. (22)). These boundary conditions seem to support the
KT state, which is understandable as the KT oscillations
are out of the shear plane and thus, do involve the plane
of the plates. Interestingly, the behavior upon decreasing
the shear rate from the aligned state is diﬀerent: in that
case, all systems stay in the aligned state until the lower
end of the high-shear rate branch is reached; then they
directly jump into the KT state without an intermediate
shear-banded state.
To summarize, both systems considered in ﬁg. 9 dis-
play shear banding irrespective of the detailed nature of
the boundary conditions, if the shear rate is increased from
low values. The boundary conditions then only inﬂuence
the “critical” shear rate at which the homogeneous state
observed at small γ˙ breaks up into bands. On the con-
trary, shear banding upon decreasing γ˙ from high values
is only seen in the initially isotropic system. The behavior
in the initially nematic system thus depends on the ini-
tial conditions, similar to what has been found in the DJS
model [55].
Finally, we come back to a system which we already
considered brieﬂy in sect. 3.1.1, that is, the case Θ = 1.20
and λ = 1.25. This initially isotropic system is charac-
terized by a discontinuous homogeneous ﬂow curve (re-
lated to the transition from paranematic to shear-aligned
state, see ﬁg. 3(c)), but does not form clear shear bands
when using disordered boundary conditions (see eqs. (19)
or (22)). Interestingly, this changes when we use “nematic”
boundary conditions with alignment either in the plane
of the plates (eq. (20)) or along the vorticity direction
(eq. (21)). As an illustration, we present in ﬁg. 10(a) the
spatiotemporal behavior of the Q-tensor at ξ2 = 10−5,
with planar nematic boundaries and an imposed shear rate
γ˙ = 0.115. The plot reveals a band with paranematic or-
dering within the outer regions where the system is shear-
aligned. Figure 10(b) shows results for corresponding ﬂow
curves. Consistent with the previous observations, we ob-
serve a plateau in T2(γ˙), related to shear band formation,
only with nematic boundary conditions, whereas the dis-
ordered boundary conditions yield an abrupt change be-
tween two homogeneous states. Yet a diﬀerent behavior is
found when we decrease the shear rate from high values,
see ﬁg. 10(c): In this case, stable shear bands are found
only for fully isotropic boundary conditions characterized
by three-dimensional disorder.
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4 Concluding remarks
In this paper we have investigated the occurrence of shear
bands in nematogenic ﬂuids based on the mesoscopic Doi-
Hess theory for the orientational order parameter tensor
Q coupled to the shear stress T. We have focused on in-
stabilities along the gradient direction (gradient banding).
Studying sheared systems with diﬀerent (isotropic or ne-
matic) equilibrium states, diﬀerent tumbling parameters
(i.e., aspect ratios), and diﬀerent orientational boundary
conditions, our results reveal complex shear banding be-
havior whose characteristics can be signiﬁcantly diﬀerent
from that seen in other models, such as the DJS model
(where the dynamical variable is the shear stress alone). In
most cases considered, the shear bands involve oscillatory
(but not chaotic) orientational motion in certain regions
of space. In terms of parameters, our study extents ear-
lier investigations focusing on the isotropic-nematic tran-
sition [12] or the rheochaotic regime [22,23,25].
“Classical” behavior characterized by the S-shaped
ﬂow curve (obtained from the homogeneous solutions) and
a unique value of the stress in the banded regime (such as
in the DJS model) is found only in one case, namely an
initially isotropic system with relatively small tumbling
parameter. This system displays bands with wagging-like
motion in the inner part and steady alignment close to
the boundaries. In all other cases, the homogeneous ﬂow
curves display a discontinuity (rather than the S-shape).
The observed band formation then depends on the ori-
entational boundary conditions in the sense that certain
boundary conditions can support or hinder the formation
of shear bands. Moreover, in one case we found a strong
dependence on the pathway of the shear protocol. These
observations suggest that the mechanisms of shear band-
ing and stress selection are more complex than in simpler
(such as the DJS) models [9,56].
An important question arising from the present work
concerns the relation between the parameter sets (θ, λ, γ˙)
considered here and the system’s “phase” diagram under
shear. In many nematogenic systems the relevant variable
for the isotropic-nematic transition is the concentration,
which does not occur explicitly in our approach. However,
there is an implicit concentration dependence through the
free energy functional (speciﬁcally, the prefactor θ of the
quadratic term). Based on that dependence, we have pro-
posed in an earlier study [26] a phase diagram in the
concentration-shear rate plane, which qualitatively resem-
bles earlier results [2,12]. In particular, the diagram re-
produces the shear-induced shift of the isotropic-nematic
transition towards smaller concentrations, as well as a
critical shear rate beyond which the transition becomes
continuous. Based on ref. [26] we ﬁnd that the initially
isotropic state with small tumbling parameter (with θ =
1.20, λ = 0.55) considered here is very close to the critical
point (see ﬁg. 7 in [26]). The appearance of shear banding
(in gradient direction) in this situation is indeed consistent
with earlier predictions for systems of colloidal rods, such
as suspensions of fd-viruses [2,28]. The other parameter
sets considered in the present work lie deep in the nematic
phase of the concentration-shear rate phase diagram.
A further interesting point concerns the occurrence of
shear bands in vorticity direction, a scenario which we
have implicitly ruled out by focusing on inhomogeneities
along the y-direction alone. Indeed, vorticity banding has
been predicted to occur in colloidal rod (fd-virus) sus-
pensions at conditions within the isotropic-nematic spin-
odal under shear [2]. Conceptually, vorticity-banded states
are characterized by the same shear rate (rather than
same shear stress as gradient-banded states) [57]. With
this background, the shape of the (homogeneous) ﬂow
curves obtained here (namely those characterized by dis-
continuities and large hysteresis) may be taken as an in-
dication for vorticity banding. This point certainly war-
rants further investigation. Another important direction
is the investigation of (binary) mixture system which have
even more complex dynamics already in the homogeneous
case [31]. Work in these directions is in progress.
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Appendix A. Dimensionless form of the
dynamical equations
In order to rewrite eqs. (4) and (5) in a dimensionless
form, we ﬁrst introduce (see ref. [31]) the scaled order-
parameter tensor Q˜ and the scaled free energy F˜ or via
the relations
Q˜ =
Q
μk3
and F˜ orh =
F orh
F orref
. (A.1)
Here, μk3 is the value of the uniaxial order parameter at
the isotropic-nematic phase transition, μk3 =
√
6B/12C,
whereas F orref = 2Cμ
k
3
4 corresponds to a reference value of
the free energy in equilibrium (for more details, see [31]).
Using eqs. (A.1) the scaled orientational free energy be-
comes
F˜ orh =
Θ
2
(
Q˜ :Q˜
)
−
√
6
(
Q˜·Q˜
)
:Q˜ +
1
2
(
Q˜ :Q˜
)2
, (A.2)
where Θ = 24AC/B2. Microscopically, Θ depends on the
number density and the molecular aspect ratio [31]. Specif-
ically, for a given aspect ratio, Θ changes sign (from pos-
itive to negative) as the concentration of the system in-
creases and the isotropic-nematic phase transition takes
place. The ﬁnal expression of the scaled orientational free
energy in eq. (A.2) corresponds exactly to the one in ear-
lier studies (see e.g. [15,40]). However, because of the def-
inition of μk3 the scaling of the subsequent variables is
modiﬁed by a constant factor.
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To proceed, we introduce (following refs. [31,40]) the
scaled spatial coordinate r˜ = r/L (where L is half of
the separation between the plates, see ﬁg. 1) and the
scaled time t˜ = t/tref with tref = τqμk3
2
/F orref . Using
these dimensionless variables together with eq. (A.2) in
eqs. (4) and (5) we obtain eqs. (11) and (12) in the main
text. The scaled correlation length and velocity ﬁeld are
ξ˜2 = μk3
2
ξ2/(L2F orref) and v˜ = v/Lγ˙, respectively. Fur-
ther, the nonlinear source term (see eq. (11)) becomes
H˜(Q˜, v˜) = 2˜˙γ Ω˜ ·Q˜+ 2σ˜˙γ Γ˜ ·Q˜+
√
2λ˜Γ˜ − Φ˜′, (A.3)
where ˜˙γ = γ˙tref , λ˜ = λ/μk3 , and the derivative of the
orientational free energy is
Φ˜′ = ΘQ˜− 3
√
6 Q˜ · Q˜+ 2(Q˜ : Q˜) · Q˜. (A.4)
For the present ﬂow geometry (see ﬁg. 1), the vorticity and
deformation tensors take the form Ω˜ = (1/2)(eˆxeˆy−eˆyeˆx)
and Γ˜ = (1/2)(eˆxeˆy + eˆyeˆx), respectively.
Finally, the stress tensor (9) is expressed in terms of
the scaled variables as
T˜ =
T
pkinF orref
= −p˜ I + 2η˜iso ˜˙γΓ˜ +T˜al , (A.5)
where pkin = ρkBT/m is the prefactor of the align-
ment contribution, Tal, in eq. (10) and η˜iso is such that
η˜iso = ηiso/(pkintrefF orref). The alignment contribution to
the stress then becomes
T˜al =
√
2λ˜Φ˜′ −
√
2λ˜ξ˜2∇˜2Q˜
−2σ Q˜ · Φ˜′+ 2σξ˜2 Q˜ · ∇˜2Q˜. (A.6)
To illustrate the connection between our scaling pro-
cedure and real systems, consider solutions of fd-virus
with a Maier-Saupe order parameter at coexistence Sk ∼
0.5 [58] and a cholesteric pitch ∼ 10−6 m [59] in a Couette
cell of L = 10−3 m [60]. Assuming a typical relaxation time
τq ∼ 0.01 s and using the relation μk3 =
√
5Sk, the values
of the scaled variables are λ˜ ≈ 0.48–0.69, ˜˙γ ≈ 0.7–2.0 and
ξ˜2 ≈ 1.25× 10−5.
Appendix B. Orthonormal tensor basis
The symmetric traceless order parameter tensor Q has
ﬁve independent components. Thus, it can be written in
terms of these components using a standard orthonormal
tensor basis [47]:
Q =
4∑
i=0
qiBi, where B0 =
√
3
2
eˆzeˆz ,
B1 =
√
1
2
( eˆxeˆx− eˆyeˆy ), B2 =
√
2 eˆxeˆy ,
B3 =
√
2 eˆxeˆz , B4 =
√
2 eˆyeˆz . (B.1)
Fig. 11. (Color online) Temporal behavior of the in-plane com-
ponent of the stress tensor, T2 = T2(t), for (a) initially isotropic
systems at Θ = 1.20, λ = 0.55, γ˙ = 0.365 (W state) and (b)
initially nematic systems at Θ = −0.25, λ = 1.25, γ˙ = 3.65
(KT state). The solid (blue) and dashed (red) lines indicate
the time dependence of T2 and its mean value, respectively.
This tensor basis has the property Bi : Bj = δij , where
δij is the Kronecker delta. The tensor basis has been used
in a variety of tensor equations describing ﬂow alignment
of liquid crystals [39,47] and the non-linear ﬂow behavior
of gases and molecular ﬂuids [61,62].
Appendix C. Time dependence of the stress
tensor
In this appendix we present exemplary results for the time
dependence of the stress T2 (i.e., the in-plane component
of the stress tensor) in dynamical states with oscillatory
motion of the nematic director. Indeed, the ﬂow curves
plotted in ﬁgs. 3 and 4 for the homogeneous systems and
ﬁgs. 6(b), 8(b) and 9 for the inhomogeneous systems only
show time-averaged values of the functions T2(t). The full
functions T2(t) follow from eqs. (23) and (17) through the
dependence of T2 on the components of the order param-
eter qi.
To illustrate the time dependence, we show in
ﬁgs. 11(a) and (b) the results for an initially isotropic or
nematic system in the W and the KT state, respectively.
We should note that the oscillations of the stress ten-
sor are present in the case of both, homogeneous and in-
homogeneous systems. For inhomogeneous systems, the
instantaneous value of the stress tensor is calculated us-
ing eq. (23). The constant values appearing in the inho-
Eur. Phys. J. E (2016) 39: 88 Page 13 of 13
mogeneous ﬂow curves (see e.g. ﬁgs. 6(b) and 8(b)) are
calculated averaging the value of the stress tensor over a
period of time for each point y/L.
Open Access This is an open access article distributed
under the terms of the Creative Commons Attribution
License (http://creativecommons.org/licenses/by/4.0), which
permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.
References
1. S.M. Fielding, Soft Matter 3, 1262 (2007).
2. J.K. Dhont, W.J. Briels, Rheol. Acta 47, 257 (2008).
3. M. Lopez-Gonzalez, W. Holmes, P. Callaghan, P. Photinos,
Phys. Rev. Lett. 93, 268302 (2004).
4. J. Decruppe, R. Cressely, R. Makhlouﬁ, E. Cappelaere,
Colloid Polym. Sci. 273, 346 (1995).
5. L. Chen, C. Zukoski, B. Ackerson, H. Hanley, G. Straty, J.
Barker, C. Glinka, Phys. Rev. Lett. 69, 688 (1992).
6. V. Chikkadi, D. Miedema, M. Dang, B. Nienhuis, P. Schall,
Phys. Rev. Lett. 113, 208301 (2014).
7. J. Goveas, P. Olmsted, Eur. Phys. J. E 6, 79 (2001).
8. N. Spenley, X. Yuan, M. Cates, J. Phys. II 6, 551 (1996).
9. P. Olmsted, O. Radulescu, C.Y. Lu, J. Rheol. 44, 257
(2000).
10. Y.G. Tao, W. den Otter, W. Briels, Phys. Rev. Lett. 95,
237802 (2005).
11. M. Ripoll, P. Holmqvist, R.G. Winkler, G. Gompper,
J.K.G. Dhont, M.P. Lettinga, Phys. Rev. Lett. 101,
168302 (2008).
12. P.D. Olmsted, C.Y.D. Lu, Phys. Rev. E 60, 4397 (1999).
13. R. Larson, Macromolecules 23, 3983 (1990).
14. O. Hess, S. Hess, Phys. A 207, 517 (1994).
15. G. Riena¨cker, M. Kro¨ger, S. Hess, Phys. Rev. E 66, 040702
(2002).
16. E.V. Alonso, A.A. Wheeler, T.J. Sluckin, Proc. R. Soc. A
459, 195 (2003).
17. P.D. Olmsted, P. Goldbart, Phys. Rev. A 41, 4578 (1990).
18. P.D. Olmsted, Ph.D. thesis, University of Illinois, Urbana-
Champaign (1991)
19. P.D. Olmsted, P.M. Goldbart, Phys. Rev. A 46, 4966
(1992).
20. D.C. Roux, J.F. Berret, G. Porte, E. Peuvrel-Disdier, P.
Lindner, Macromolecules 28, 1681 (1995).
21. M. Lettinga, Z. Dogic, H. Wang, J. Vermant, Langmuir
21, 8048 (2005).
22. B. Chakrabarti, M. Das, C. Dasgupta, S. Ramaswamy, A.
Sood, Phys. Rev. Lett. 92, 055501 (2004).
23. M.G. Forest, R. Zhou, Q. Wang, Multiscale Model. Simul.
6, 858 (2007).
24. D. Chakraborty, C. Dasgupta, A.K. Sood, Phys. Rev. E
82, 065301 (2010).
25. M. Das, B. Chakrabarti, C. Dasgupta, S. Ramaswamy,
A.K. Sood, Phys. Rev. E 71, 021707 (2005).
26. D.A. Strehober, H. Engel, S.H.L. Klapp, Phys. Rev. E 88,
012505 (2013).
27. H. Zhou, M.G. Forest, Q. Wang, Technical report, DTIC
Document (2007).
28. J.K.G. Dhont, M.P. Lettinga, Z. Dogic, T.A.J. Lenstra, H.
Wang, S. Rathgeber, P. Carletto, L. Willner, H. Frieling-
haus, P. Lindner, Farad. Discuss. 123, 157 (2003).
29. P.G. de Gennes, The physics of liquid crystals (Clarendon
Press, Oxford, 1993).
30. S. Hess, Tensors for Physics (Springer Intl., Switzerland,
2015).
31. R. Lugo-Frias, S.H.L. Klapp, J. Phys.: Condens. Matter
(2016).
32. C. Oseen, Trans. Faraday Soc. 29, 883 (1933).
33. F.C. Frank, Discuss. Faraday Soc. 25, 19 (1958).
34. Y. Singh, K. Singh, Phys. Rev. A 33, 3481 (1985).
35. K. Singh, Y. Singh, Phys. Rev. A 34, 548 (1986).
36. K. Singh, Y. Singh, Phys. Rev. A 35, 3535 (1987).
37. G. Taylor, Proc. R. Soc. London. Ser. A, Math. Phys.
Character 103, 58 (1923).
38. S. Hess, Z. Naturforsch. 30a, 728 (1975).
39. I. Pardowitz, S. Hess, Phys. A 100, 540 (1980).
40. S. Heidenreich, Ph.D. thesis, TU Berlin (2009).
41. C. Pereira-Borgmeyer, S. Hess, J. Non-Equilib. Thermo-
dyn. 20, 359 (1995).
42. S. Hess, Z. Naturforsch. 31a, 1034 (1976).
43. S.R. De Groot, P. Mazur, Non-equilibrium thermodynam-
ics (Dover, 1983).
44. R. Ganapathy, S. Majumdar, A.K. Sood, Phys. Rev. E 78,
021504 (2008).
45. S. Hess, M. Kro¨ger, J. Phys.: Condens. Matter 16, S3835
(2004).
46. S. Hess, M. Kro¨ger, in Computer Simulations of Liquid
Crystals and Polymers (Springer Verlag, 2005) pp. 295–
333.
47. P. Kaiser, W. Wiese, S. Hess, J. Non-Equilib. Thermodyn.
17, 153 (1992).
48. W.H. Press, S.A. Teukolsky, W.T. Vetterling, B.P. Flan-
nery, Numerical Recipes in C, Vol. 2 (Cambridge Univer-
sity press, Cambridge, 1996).
49. G. Riena¨cker, Orientational dynamics of nematic liquid
crystals in a shear ﬂow (Shaker Verlag, Aachen, 2000).
50. P. Sheng, Phys. Rev. A 26, 1610 (1982).
51. B. Jerome, Rep. Prog. Phys. 54, 391 (1991).
52. M. Ruths, S. Steinberg, J.N. Israelachvili, Langmuir 12,
6637 (1996).
53. O. Manyuhina, A.M. Cazabat, M.B. Amar, EPL 92, 16005
(2010).
54. O. Radulescu, P. Olmsted, J. Non-Newton. Fluid 91, 143
(2000).
55. J. Adams, S. Fielding, P. Olmsted, J. Non-Newton. Fluid
Mech. 151, 101 (2008).
56. C.Y.D. Lu, P.D. Olmsted, R. Ball, Phys. Rev. Lett. 84,
642 (2000).
57. P.D. Olmsted, Rheol. Acta 47, 283 (2008).
58. K.R. Purdy, Z. Dogic, S. Fraden, A. Ru¨hm, L. Lurio, S.G.J.
Mochrie, Phys. Rev. E 67, 031708 (2003).
59. Z. Dogic, S. Fraden, Langmuir 16, 7820 (2000).
60. M. Fardin, T. Ober, V. Grenard, T. Divoux, S. Manneville,
G. McKinley, S. Lerouge, Soft Matter 8, 10072 (2012).
61. N. Herdegen, S. Hess, Physica A 115, 281 (1982).
62. W. Loose, S. Hess, Phys. Rev. A 37, 2099 (1988).
