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               確率分布の決定と関数方程式
                                    清 水 良 一
 確率変数の系列Z、，Z。，．．．，Z。，．．．をZ、＝X、，
                Zπ十1＝σπZη十Xn＋1，  m》1
によって定義する．ただし，σ、，σ。，．．．，σ、，．．．およびXl，X。，．．．，X、，．．．は互いに独立でσは区間（O，1）
上の一様分布，Xは何か共通の分布Gに従う変数とする．Gに関する適当た条件の下でZ。は確率変
数Zに収束する．Zの分布Fを決定することが問題である．F，Gの特性関数をそれぞれφ，ξとする
と容易に分るように問題は関数方程式
φ（c）＝ξ（広）ψ（c）， ただしψ（1）一∫’φ（〃・
を解くことに帰着され，このψ（広）を求めればよいことになる．
 本研究では1imκPr｛l X l〉κ｝＝Oという条件下でψ（f）を完全に決定した．ψ（云）は単峰で，正規成分
をもたたい無限分解可能な分布である．分布Gを区間（0，∞），一点｛O｝および（一・◎，O）に集中してい
る分布G＋，ε（κ），およびG■を使って
             G（κ）＝κ十（κ）十（1一力1）ε（κ）十σG一（κ）
と書いたとき，ψ（≠）をL6vy表現したときのスペクトル関数M，Mおよびシフト・パラメタμはそれぞ
れ次の表現をもつ：
             〃（κ）＝力一’（1－G＋（κ））ズ’aκ， κ＞O，
             〃（κ）＝σ一’G＋（κ）ズ’励，  κ＜0
および
μ寸（1｛睾夕））ガ∫1留・κ
例えば，Xが平均値λの指数分布に従うときG（κ）＝1－exp｛一κ／λ｝，κ＞O，ξ（玄）＝（1一〃）’1である．こ
のときψ＝ξでありZ腕の極限分布は特性関数φ（C）＝（1一乞λ玄）一2をもつガンマ分布（d．£4のカイ2’乗
分布）であることが分る．（この研究は平成3年度科研費およびソ連邦高等教育省の援助を受けており，
レニングラード建築研究所L．B．K1ebanovとの共同研究の一部である．）
       2状態マルコフ連鎖で連続して起こる事象についての分布
                                   平 野 勝 臣
本年度の研究．（1）正値連続分布の典型であるスケール分布族の代表的な分布について研究を行っ
た．（2）離散分布の研究では，2状態マルコフ連鎖で連続して起こる事象についてのいくつかの分布に
ついて調べ，これに関するいくつかの結果をまとめた（Aki and Hirano（1991），Hirano and Aki
（1992））．当日は以上の共同研究を報告した．ここではAki and Hirano（1991）の要旨を述べる．
 要旨．X。，X、，X。，．．．を初期分布と推移確率が指定された，0か1のいずれかの値をとるtime－homo－
geneousたマルコフ連鎖とする．確率変数X、，X。，．．．の系列において，五。を長さグの“0”の連の起こる
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事象，亙、を長さ后の“1”の連の起こる事象とする．このとき亙。，亙、のいずれかが最初に起こるまでの
waitingtimeの分布のgpgf，条件X。＝OとX。＝1がそれぞれ与えられたときの条件付きwaiting time
分布のgPgf，この3つを陽の形で与えた．また長さ后の“1”の連が起こるまでのwaitingtimeの分布の
pgfとpfを陽の形で与えた．
 更に，亙。と亙、の両方が起こるまでのwaiting timeの分布のgPgfを陽の形で与えた．
 最後に，条件X。＝Oが与えられたときと，条件X。＝1が与えられたとき，m回の試行で亙。が起こる
回数の条件付き確率分布の条件付きpgfをそれぞれ陽の形で与えた．
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             ブートストラップと予測の誤差推定
                                    小 西 貞 則
 Efron（1979）によって紹介されたブートストラップ法は，統計解析に於ける様々の問題に適用され興
味ある結果を生み出しつつある．予測の誤差を確率分布に基づきグローバルた観点から捉えた情報量規
準AICに於ける，対数尤度のバイアス補正の研究もその一つである．
 未知の確率分布関数G（κ）からの大きさmの無作為標本をX。とする．分布関数G（κ）の密度関数を
2（κ）とし，これに対して想定したモデルの密度関数を！（κ1θ）とする．情報量規準に於ける推定量のバ
イアス補正とは，推定されたモデルの平均対数尤度を対数尤度で推定したときのバイアス
1（・）一町÷ゑ1・・肌16）一∫・（・）1…（・16）・・1
の補正である．一
 Ishiguro and Sakamoto（1991）は，モデルに含まれるパラメータの推定を，最尤法に限定せずに推
定した場合の情報量規準の導出を目的として，バイアスろ（G）の推定をブートストラップ法により数値
的に行う方法を提案した．さらに北川（1991）は，このブートストラップバイアス推定の変動を減少させ
るための一方法を提案した．
 ここでは，未知のパラメータベクトルθを統計的汎関数で定義される推定量に基づいて推定したと
き，ある正則条件のもとで漸近的たバイアスは
1（・）一÷倉〃（・，・）∂1o9£チIθ）舳・・（÷）
となることを示し，ブートストラップ法との関係を検討した．ただし，丁三1〕（急；G）は，推定量瓦の影
響関数とする．漸近的バイアスは，例えば未知の確率分布Gを経験分布関数Gで置き換えた
舳一÷輔・肌，δ）∂’09努α．θ）」、
で推定する．
 ブートストラップ法を適用した数値的アプローチは，極めて緩やかな仮定のもとで適用できる．しか
し，バイアス推定の確率的変動の大きさには，本研究の解析的アプローチと同様に十分注意を払う必要
がある．この点に関しては今後の研究課題である．
