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osting by EAbstract TCP over wireless networks is challenging due to random losses and ACK interference.
Although network coding schemes have been proposed to improve TCP robustness against extreme
random losses, a critical problem still remains of DATA–ACK interference. To address this issue,
we use inter-ﬂow coding between DATA and ACK to reduce the number of transmissions among
nodes. In addition, we also utilize a ‘‘pipeline’’ random linear coding scheme with adaptive redun-
dancy to overcome high packet loss over unreliable links. The resulting coding scheme, ComboCod-
ing, combines intra-ﬂow and inter-ﬂow coding to provide robust TCP transmission in disruptive
wireless networks. The main contributions of our scheme are twofold; the efﬁcient combination
of random linear coding and XOR coding on bi-directional streams (DATA and ACK), and the
novel redundancy control scheme that adapts to time-varying and space-varying link loss. The
adaptive ComboCoding was tested on a variable hop string topology with unstable links and on
a multipath MANET with dynamic topology. Simulation results show that TCP with ComboCod-
ing delivers higher throughput than with other coding options in high loss and mobile scenarios,
while introducing minimal overhead in normal operation.
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lsevierIntroduction and related work
The Transport Control Protocol (TCP) is the most commonly
used reliable transport protocol in the Internet. In addition to
end-to-end reliable transmission, TCP also provides fair con-
gestion control for better sharing of network resources.
Among all TCP variants, the most well-known and most
widely-used is TCP-NewReno, which adopts a loss-based con-
gestion control algorithm. TCP-NewReno assumes packet
losses are due to router buffer overﬂow. This assumption
242 C.-C. Chen et al.was true in the environment it was originally designed for, the
wired Internet, where most links are point-to-point.
However, the assumption that buffer overﬂow is the only
reason behind packet loss no longer holds in wireless multihop
networks. In this scenario, a signiﬁcant amount of loss is due
to interference and the unpredictable quality of wireless links.
It has been shown that in wireless multihop scenarios, TCP
suffers signiﬁcantly from misinterpreting random errors as
congestion. TCP ACK and DATA also contend for the shared
wireless medium, which causes self-induced collisions. How-
ever, there are several approaches to address these two issues
separately, including other forms of congestion control, tuning
TCP parameters or protocol optimization.
One method to improve loss-based congestion control in
wireless networks is to deploy Loss Discrimination Algorithms
(LDA) [1–4], while another is to optimize TCP parameters. Xu
et al. [5] pointed out the TCP congestion window to be key in
improving TCP performance in wireless networks. Li et al. [6]
went further to show that controlling the maximum congestion
window size is even more effective. Yet another optimization is
to reduce the interference between ACKs and DATA packets
by reducing the ACK frequency [7]. Intelligently controlling
the so-called ‘‘Delayed Acks’’ can reduce ACK packets in
the network, thus reducing interference at the inter-ﬂow level.
A recently proposed approach to help TCP in wireless net-
works is to exploit network coding. Network coding has been
proposed in the past for a variety of network environments
and trafﬁc scenarios [8]. Koetter and Medard [9] and Chou
et al. [10] further enhanced the practical design of coding pack-
ets by introducing random linear coding. It has been shown
that network coding helps in alleviating wireless interference
by reducing the number of transmissions in multicasting or
multi-ﬂow environments [11,12]. In addition, network coding
also helps in effectively overcoming high loss rate in wireless
networks for unicast trafﬁc [13–15].
Nevertheless, coding overhead so far has been a signiﬁcant
drawback as pointed out in publications on the subject. Katti
et al. [11] and Huang et al. argue that network coding does not
signiﬁcantly improve TCP. Huang et al. [16] claim that this is
mainly because Katti et al. [11] does not take into account bi-
directionality, i.e., the fact that TCP DATA ﬂow and TCP
ACK ﬂow are naturally in opposite directions. Therefore, they
propose to XOR TCP DATA and ACK opportunistically to
reduce transmissions.1 Coding of two ﬂows in opposite direc-
tions is referred to as inter-ﬂow coding. A similar idea is pro-
posed by Scalia et al. [17], where the throughput is improved
by opportunistically XORing the TCP ACK and DATA ﬂow.
Following the work presented in Scalia et al. [17], David et al.
[18] propose a MAC layer ‘‘dual-cast’’ support, which further
improved TCP throughput by 100%.
One of the earliest proposals to improve TCP in lossy net-
works is proposed by Sundararajan et al. [19], in which the
authors studied an intra-ﬂow random linear coding scheme
that was based on online network coding [20]. Intra-ﬂow implies
that only packets within one ﬂow are coded, which in this case
is the data ﬂow. As a result, TCP is signiﬁcantly improved.
However, the scheme presented by Sundararajan et al. [19]1 Our design does not require distinguishing DATA from ACKs.
Rather, we refer ‘‘DATA’’ ﬂow and ‘‘ACK’’ ﬂow to the two ﬂows from
the same TCP session but in opposite directions.re-deﬁnes the semantic of TCP ACKs, and thus it requires
TCP modiﬁcations at both the senders and the receivers.
All the above solutions address either the ACK interference
problem or the high data loss problem, but not both. In this
paper, we present a hybrid network coding scheme that is (1)
transparent to TCP without additional adaptation layers, and
(2) addresses both interference and random loss. The proposed
coding scheme, ComboCoding, provides a robust, comprehen-
sive solution for TCP in lossy wireless scenarios. ComboCoding
combines the idea of inter-ﬂow coding, and a revised version of
intra-ﬂow random linear coding [21,22]. The proposed scheme
opportunistically encodes the ACK ﬂow and DATA ﬂow
together to reduce interference. Moreover, it adjusts packet
redundancy dynamically to further improve TCP performance.
The idea of combining intra- and inter-ﬂow coding was ﬁrst
proposed by Qin et al. [23]. The proposed coding scheme is de-
signed for general opposing streams and applies random linear
coding to all streams. However, since to ﬁnd an optimal deco-
dable packet set among unknown number of random linear
coded ﬂows is NP-hard [24], the authors eventually imple-
mented an XOR-based inter-ﬂow coding scheme. This scheme
has two major limitations when run under TCP trafﬁc. First,
as pointed out by Qin et al. [23], their design has an unsolved
undecodable problem due to mixing all ﬂows together. In con-
trast, ComboCoding only mixes together TCP DATA and
ACK ﬂows within one hop. One hop decoding was proved
by Scalia et al. [17] to guarantee 100% decodability. Second,
their design relies on ACK-based redundancy control, which
has a very high overhead in disruptive networks. This is be-
cause both coded packets and corresponding ACKs must be
delivered successfully in order to move to the next generation.
In contrast, ComboCoding has no control overhead since it
adjusts the coding redundancy based on loss rate estimates.
The contribution of ComboCoding is fourfold. (1) Combo-
Coding combines inter- and intra-ﬂows coding to address both
high loss rate and self-induced interference. (2) ComboCoding
features a novel loss adaptation algorithm that effectively han-
dles transient, unstable link conditions. (3) ComboCoding is
implemented in the network layer and is transparent to TCP
and other reliable protocols at the upper layers without extra
adaptation layers. This makes ComboCoding forward compat-
ible with any future improvement of upper layer protocols. (4)
ComboCoding does not rely on any new or modiﬁed MAC
layer protocols. This is different from David and Kumar
[18], where the authors propose a MAC layer modiﬁcation
to further improve coding gain. We provide a solution that
is transparent and requires no hardware or software modiﬁca-
tions to the MAC layer.
Note that the network layer in the wireless nodes will re-
quire modiﬁcations to support ComboCoding. However,
modifying the network layer at the node itself is well accepted
in extreme situations like emergency recovery and battleﬁeld.
This is similar to many special-purpose routing protocols
proposed for challenging environments [25]. On the other
hand, a transport layer modiﬁcation has a much more serious
impact as it creates problems of selecting a different TCP
and upper layer application depending on the underlying
network.
The rest of the paper is organized as follows. Section ‘Coding
scheme design’ reviews the fundamentals of the underlying cod-
ing schemes in ComboCoding. The design and implementation
of our protocol are discussed in Section ‘Protocol design’.
ComboCoding: Combined intra-/inter-ﬂow network coding 243Section ‘Simulation results’ evaluates the performance of
ComboCoding and the paper is concluded in Section
‘Conclusion’.
Coding scheme design
This section describes the design of both inter-ﬂow and intra-
ﬂow coding schemes in ComboCoding. The ﬁrst subsection
elaborates a pipelined random linear coding that is used for
the intra-ﬂow coding, and the inter-ﬂow coding scheme we
use is presented in the second subsection. Table 1 below pro-
vides a summary of terminology we adopt in this paper.
Intra-ﬂow coding
The intra-ﬂow coding scheme we choose is not a conventional
batch-based coding but a novel pipelined random linear cod-
ing. Our early report [21] has presented a preliminary idea,
Pipeline Coding, and demonstrated how it reduces the end-
to-end coding delay for UDP applications. Following the idea
of progressive encoding and decoding, in this paper, we further
extend the original Pipeline Coding design and implement an
improved version to support TCP over disruptive environ-
ments. The coding scheme detail and its interaction with
TCP are presented as follows.
Given a sequence of equal-sized packets p1, p2, p3, . . . that
are generated by an application, let k denote the number of
packets in a coding generation. A coded packet c in the ith gen-
eration is deﬁned as:
c ¼
Xm
j¼1
ejpikþj; ð1Þ
where m is the number of data packets currently in the gener-
ation buffer, ej is randomly selected from a particular Galois
ﬁeld F28 , and i · k is the total number of packets transmitted
before the ith generation. In this paper, we use lowercase
boldface letters to denote vectors, frames, or packets, upper-
case letters to denote matrices, and italics to denote variables
or ﬁelds in the packet header. Every arithmetic operation is
over F28 so that data packets pi and coded packets c are also
regarded as vectors over F28 . Conceptually, Eq. (1) says that
upon receiving a new data packet, the source will instantly
trigger the encoding process based on the currently received
data packets. Let r denote the source coding redundancy,
where rP 1 so that for each generation the source produces
k · r coded packets. If all coded packets are delivered success-Table 1 Deﬁnitions of terms used in this paper.
Term Deﬁnition
Network Coding Source-side and relay coding
Batch Coding Generation based coding scheme. Coding
Pipeline Coding Coding scheme that incrementally encode
Generation A set of packets that are encoded or dec
Coding vector
(encoding vector)
A vector of coeﬃcients that reﬂect the lin
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The above linear Eq. (2) can be solved progressively without
waiting for generation completion. For example, upon receiv-
ing c1, destinations can decode p1, and so on. Relays also par-
ticipate in reencoding, as explained by Ho et al. [26], in order
to minimize the information loss per hop. In addition, relays
also have a forwarding redundancy to determine how many
reencoded packets to transmit upon receiving each innovative
packet. A feedback-based redundancy control algorithm for
the intra-ﬂow coding is introduced and will be discussed in Sec-
tion ‘Protocol design’.
Fig. 1 shows an example of the pipelined random linear cod-
ing, with generation size k = 4 and source coding redundancy
r = 1.25. Packet re-encoding part is not shown for simplicity.
Data packets are encoded instantly upon arrival and decoded
immediately at the destination. This allows our intra-ﬂow cod-
ing module to avoid triggering the retransmission timeout of
DATA packets, which is critical to TCP. This is the fundamen-
tal reason why the pipelined random linear coding is compati-
ble with TCP, while conventional batch network coding is not.
In addition, the pipelined random linear coding can partially
recover a subset of the data packets in a generation and deliver
them to the upper layer. This is a signiﬁcant difference from
batch-based coding, which either delivers an entire generation
to the upper layer or discards the whole generation. For exam-
ple, assuming that c10 of Fig. 1 is lost, data packets #7 and #8
will never have a chance to be decoded, regardless of which cod-
ing scheme is used. With Batch Coding, none of the data pack-
ets in the 2nd generation can be decoded, whereas with
pipelined coding, we can still decode data packets #5 and #6.
Note that the improved Pipeline Coding used in our scheme
does not require any TCP modiﬁcation or any additional
adaptation layer since it functions at the network layer, which
is the key difference between our approach and the scheme
proposed by Sundararajan et al. [19]. Their approach encodes
all packets in the congestion window and redeﬁnes the seman-
tic of TCP acknowledgments, while our proposed scheme uses
its own coding generation buffer that has no relationship with
the TCP congestion window. However, as our intra-ﬂow
coding module does not provide reliable transmission, TCPand decoding begins only when the generation rank is ‘‘full’’
s and decodes once a new packet arrives
oded together
ear combination of data packets
in the generation
eration
ation divided by generation size
tion by destination application and generation at source application
Fig. 1 Pipelined random linear coding example.
244 C.-C. Chen et al.still needs to retransmit lost packets in the presence of a loss or
timeout event.
Inter-ﬂow coding
Our inter-ﬂow coding design is similar to COPE [11], but it is
re-designed speciﬁcally here for a special type of bi-directional
trafﬁc-TCP. An early study by Scalia et al. [17] proposed a
similar idea, PiggyCode, while the inter-ﬂow coding used in
ComboCoding is greatly improved to function at the network
layer. The concept of the original PiggyCode will be given in
this section and the network layer implementation will be elab-
orated in the Section ‘Protocol design’.
The design of PiggyCode is based on the fact that in wire-
less multihop scenarios, the TCP DATA ﬂow and ACK ﬂow
may create interference with each other, which decreases
throughput. The main goal of the original PiggyCode is to im-
prove TCP performance by opportunistically XORing TCP
DATA and ACK packets at intermediate nodes as shown in
Fig. 2. Upon receiving a TCP ACK, the intermediate node
checks its MAC layer buffer for a TCP DATA packet. If such
a packet exists, the MAC layer performs an XOR of both
packets with additional appropriate identiﬁcation and trans-
mits this newly created ‘‘inter-ﬂow coded’’ packet; otherwise,
the ACK is sent out without encoding. To accommodate this
process, all packets are buffered before being sent out. Upon
receiving an inter-ﬂow coded packet, both receivers perform
another XOR operation with the buffered packets to decode
the original packets.
The main advantage of such an inter-ﬂow coding is that it
requires no TCP modiﬁcation. However, as the recent study by
David and Kumar [18] points out, the major challenge here is
that an inter-ﬂow coded packet is conceptually a ‘‘dual-cast’’
packet in the link layer, in that there are two intended receivers
that should receive the packet correctly. Due to the lack of
dual-ACK support in 802.11, the authors noticed that Piggy-
Code throughput gain is limited. In order to improve perfor-Fig. 2 PiggyComance, the authors propose a MAC layer modiﬁcation to
introduce dual-ACK support so that both intended receivers
will send a MAC-ACK to the PiggyCode sender. It has been
shown in their research that with this special MAC-layer sup-
port, PiggyCode can improve TCP throughput by as much as
100%.
Protocol design
As mentioned previously, ComboCoding consists of two
different types of network coding; inter-ﬂow coding and
intra-ﬂow coding. An inter-ﬂow-coded packet is the result of
a bitwise XOR of TCP DATA and TCP ACK, where the
TCP ACK is padded to make lengths equal. Note that in
TCP speciﬁcations, TCP allows full-duplex communications
(although this occurs very rarely in practice since the data ﬂow
is in just one direction; the reverse direction only sends
application level control packets) and thus TCP ACKs can be
piggybacked on DATA segments. In our design, we do not re-
quire distinguishing DATA segments from ACK segments, but
rather, by TCP DATA ﬂow and TCP ACK ﬂow we refer to the
two ﬂows associated with the same TCP session but in opposite
directions. Similarly, a ‘‘DATA packet’’ refers to the packet in
one of the two ﬂows and so as to the ‘‘ACK packets.’’
As explained earlier, the main goal of performing an XOR
is to deliver both packets in one transmission. The major dif-
ference between our improved inter-ﬂow coding implementa-
tion and the original PiggyCode design is that we do not rely
on a MAC layer buffer. For transparency to the MAC layer
and to avoid modifying MAC standards, we introduce a buffer
at the network layer that queues DATA packets for a given
time T, which we refer as ‘‘inter-ﬂow coding timer.’’ If an
ACK happens to arrive when there exists at least one DATA
packet in this buffer, the network layer module XORs both
packets and sends an inter-ﬂow-coded packet to the lower
layer. If no ACK arrives within this time T, DATA packets
are forwarded normally, and the buffer is freed.de example.
Fig. 4 Coding ﬂow chart at destination.
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coding, because to the best of our knowledge it is the best ran-
dom linear coding scheme that is compatible and transparent
to TCP without additional layering. However, as a tradeoff,
pipelined random linear coding requires a little higher redun-
dancy to mitigate losses. A more detailed discussion is given
in the ‘Simulation results’ section.
We implemented the proposed ComboCoding in QualNet
4.5 [27] at the ‘‘network layer,’’ i.e., at the same level as a
‘‘routing protocol’’. Conceptually, intra-ﬂow coding is a net-
work layer function as it deals with end to end ﬂows. Inter-ﬂow
coding is a MAC layer function as it mixes ﬂows in the
same MAC collision domain regardless of ultimate origins/
destinations. For QualNet implementation convenience we have
implemented both intra- and inter-ﬂow operations at the rout-
ing layer. Note that, although we frequently refer to TCP
DATA and ACK, in the implementation we check only the
packet ‘‘directions’’. For example, if we were dealing with mul-
tiple TCP ﬂows at a crosspoint, we could mix TCP DATA
packets from the two ﬂows and ACKs from the two ﬂows sep-
arately with no change in the code. Therefore, such a ‘‘network
layer’’ implementation does not violate the layering principal
and could function transparently to upper and lower layers
without additional adaptation. The following sections describe
the protocol processing at the source, destination, and relays.
A loss adaptation algorithm is also given, followed by a brief
discussion of the chosen (standard) channel access scheme.
Coding ﬂow charts
Fig. 3 below shows the coding ﬂow chart at the source. A
packet from the upper layer is directly forwarded to the in-
tra-ﬂow coding module. This module generates the desired
number of mixed redundant packets and delivers them to the
lower layer. Intra-ﬂow coded packets are stored in a local buf-
fer so that they can be later used to decode matched inter-ﬂow
coded packets. When the source module receives an inter-ﬂow
coded packet, it forwards to the destination handler function.
Fig. 4 gives the decoding ﬂow chart at the destination. If the
packet is inter-ﬂow coded, it must be decoded using a data
packet previously sent and stored in the buffer. If the packetFig. 3 Coding ﬂow chart at source.is not found in the buffer, it is dropped. After decoding the in-
ter-ﬂow coded packet, ComboCoding ﬁrst examines whether
the received packet is innovative, which is determined by
examining the packet’s coding coefﬁcient vector. If the packet
has a linearly independent coding coefﬁcient vector, then it is
linearly independent of all received coded packets in the same
generation. ComboCoding will then store and decode the
packets and deliver them to the upper layer.
Fig. 5 shows the coding ﬂow chart for relay nodes, which
has the same inter-ﬂow decoding and intra-ﬂow innovative
checking as the destination. An inter-ﬂow coded packet will
ﬁrst be decoded and delivered to the intra-ﬂow coding module.
If the received data packet is innovative, it then examines
whether the packet is marked as ‘‘queued’’ (up to a timeout
T). In our simulations, TCP source always marks DATA as
queued and TCP destination always marks ACK as NOT
queued. ACKs are not queued at intermediate nodes since
TCP needs feedback to be delivered as soon as possible. This
implies that if the ACK cannot ﬁnd a DATA packet to
XOR, it will be transmitted as an explicit ACK (no piggybac-
king). However, we have found in the simulation that to queue
up DATA or ACK does not make a signiﬁcant difference and
thus the marking is completely for the purpose of identifying
the packet direction.
If the packet is a DATA packet, it will be inserted into the
inter-ﬂow coding queue, and associate with a timer of T. If the
ComboCoding module does not have any ACK to perform an
XOR with the queued DATA before timeout T, the DATA
will proceed to the ‘‘Reencode Packet’’ decision block.
If the packet is an ACK, it proceeds to look up the inter-
ﬂow coding queue. If any DATA that has not yet been mixed
is in the queue, the ACK cancels the timer for that DATA
246 C.-C. Chen et al.packet and performs an XOR to generate an inter-ﬂow coded
packet, which is then sent out.
Loss adaptation algorithm
Since the link quality in emergency and tactical ad hoc net-
works varies signiﬁcantly over time, we propose a feedback-
based redundancy control algorithm to dynamically control
the coding and forwarding redundancy. In wireless multihop
communications, the redundancy should ideally be set to 1/
(1  p), where p is the link loss probability. Therefore, it is cru-
cial to estimate the loss rate for each link in order to adaptively
adjust the redundancy. In our experiment, we found that the
TCP ACK ﬂow must use the same redundancy as the TCP
DATA ﬂow due to the use of symmetric links. Therefore,
the following algorithm estimates only the loss rate on the
TCP DATA ﬂow. Note that the algorithm is speciﬁcally for
a single path (string) topology.Fig. 5 Coding ﬂowTo estimate per link loss rate, we ﬁrst add a ﬁeld in the
header of each coded packet to track the number of coded
packets received in the current generation at node i, which is
denoted by Ni. The count will be carried in the TCP ACKs
as well as in the reencoded TCP DATA packets. Nodes receive
reencoded TCP DATA packets by overhearing neighbor
nodes, and receive TCP ACKs through unicasting. Assuming
node i+ 1 is the downstream neighbor of node i in the TCP
DATA ﬂow, the instantaneous link loss rate from node i to
node i+ 1 is estimated as follows:
P0i ¼
Mi Niþ1
Mi
; ð3Þ
whereMi is the number of reencoded packets sent from node i
to node i+ 1, which is recorded locally at node i.
Since the loss rate may vary signiﬁcantly over time, a
smoothed loss rate is calculated by taking the exponential
moving average of the instantaneous link loss rate as follows:chart at relay.
Table 2 Simulation conﬁguration.
Parameter Value
Node distance 250 m
Channel bit-rate 54 Mbps
ComboCoding: Combined intra-/inter-ﬂow network coding 247Pi
0 ¼ Pi þ a ðP0i  PiÞ; ð4Þ
where a is the smoothing factor, which is set to 1/6 in our sim-
ulation as it works the best in all of our simulations. The
redundancy for the link from node i to node i+ 1 is thus esti-
mated as follows,
Ri ¼ ðKi  1Þ þ 1
1 Pi 0
; ð5Þ
where Ki is the base redundancy that is needed at node i in the
absence of losses. Ki is used to introduce extra redundancy to
recover packets that have been lost and to compensate future
potential packet losses. In our simulation, Ki is set to 1.4.
Note that to the best of our knowledge, our proposed adap-
tive coding scheme is the ﬁrst study that addresses the time-
varying and space-varying loss as well as the TCP self-interfer-
ence problem. Previous schemes mostly assume the loss rate is
either static or is a given input to the coding module. In addi-
tion, in our simulation, we have found that the adaptive redun-
dancy generated by intra-ﬂow coding works more efﬁciently
than the MAC layer retransmission under high loss scenarios.
This is because by encoding several packets together, random
linear coding does not require the exact loss information since
all coded packets are equally important and an innovative
coded packet guarantees some new information is received.
Channel access scheme
The choice of channel access scheme is critical in changing
wireless network behavior. Since ComboCoding is designed
speciﬁcally for delivering TCP trafﬁc, it is important to enable
MAC-layer retransmissions to mitigate losses. Consequently,
Pseudo-Broadcast was chosen in our implementation. Nodes
unicast a coded packet to the intended receiver, and all nodes
are set in promiscuous mode. Link layer frames will be retrans-
mitted in the case that the intended receiver does not send back
a MAC-layer ACK within a default MAC-ACK timeout. As
mentioned previously, the original PiggyCode is limited by
the lack of dual-ACK support in the MAC layer [18]. There-
fore, it is important to choose the intended receiver such that
the lack of dual-ACK has minimal impact on TCP. Since
TCP ACKs are cumulative and DATA is not, all inter-ﬂow
coded packets in ComboCoding are destined for the next hop
of the DATA ﬂow in the direction of the TCP destination.
In a practical (although rare) situation when ACKs are piggy-
backed on DATA segments, an alternative could be sending
the inter-ﬂow coded packets to the next hop that needs a larger
packet.
RTS/CTS is also an important issue in conﬁguring a desired
channel access scheme. A previous study [28] suggested that
RTS/CTS is not effective in ad hoc networks, as it introduces
overhead while not entirely helpful in preventing hidden termi-
nals. Similar observations are found by most of the network
coding work [11,12,17]. As a result, ComboCoding disables
RTS/CTS, and our simulations conﬁrm that this choice pro-
vides better performance.Fig. 6 Simulation topology.Simulation results
The proposed ComboCoding scheme was tested on QualNet
4.5 [27], where the ComboCoding module is implemented at
the network layer. We compare ComboCoding with the origi-
nal PiggyCode [17] and the unmodiﬁed Pipeline Coding
[21,22]. The simulation topology is a string as shown in
Fig. 6. Nodes are 250 m apart, and the Physical and MAC
layer protocols are standard 802.11 g, with RTS/CTS disabled.
As discussed in Section ‘Protocol design’, nodes communicate
using pseudo-broadcasting. The transport layer protocol is
TCP-NewReno and the application trafﬁc is a Generic-FTP,
which will always keep TCP occupied. Table 2 summarizes
the conﬁguration and parameters. As mentioned earlier, the
high loss rates are meant to simulate a challenged environment
subject to random interference and jamming.
ComboCoding evaluation
In this set of simulations the inter-ﬂow timer is set to 4 ms and
the generation size of the random linear coding (intra-ﬂow
coding) is set to 16. The dynamic redundancy control algorithm
is turned off in this set of simulations in order to demonstrate
the performance gain of coding without being affected by
other factors.
Fig. 7 presents the goodput-to-loss curve of TCP-NewReno
for the following cases: no coding, PiggyCode, Pipeline Cod-
ing, and ComboCoding. We notice that for 0% loss, Piggy-
Code outperforms all other schemes as it reduces interference
without introducing signiﬁcant coding overhead. Pipeline Cod-
ing performs worst, because in order to reduce coding delay, it
adopts a non-uniform inclusion of original packets into a
coded packet. For example, the ﬁrst packet has the highest
chance to be included and transmitted in coded packets, but
the last packet has only one chance. Due to this property, Pipe-
line Coding requires a relatively higher redundancy as dis-
cussed in our preliminary report [21]. Unlike Pipeline
Coding, under 0% loss, TCP ComboCoding still achieves the
same goodput as TCP with no coding, which conﬁrms the fact
that ComboCoding does not introduce a penalty in normal
network conditions.
As the packet error rate increases, the performance of TCP
with no coding deteriorates rapidly, and collapses beyond 30%
loss. This is because without redundant packet transmission,
TCP goodput is inversely proportional to the square root of
the packet loss rate as shown by Padhey et al. [29]. Thanks
to network coding redundancy, both Pipeline Coding and
ComboCoding are more robust to losses. Most importantly,Channel access control 802.11 g (CSMA/CA) RTS/CTS disabled
Transport and application
layer
Generic FTP/TCP-NewReno
Per link packet loss rate 0–50%
Packet size 1500 Bytes
Generation size 16 Packets
Fig. 7 Goodput-to-loss.
Fig. 8 Delay-to-loss.
248 C.-C. Chen et al.ComboCoding is signiﬁcantly strengthened by intra-ﬂow cod-
ing, and as a result its goodput is consistently higher than Pipe-
line Coding goodput.
Note that in this set of simulations, both Pipeline Coding
and ComboCoding are equipped with a coding redundancy
that was experimentally tuned to their optimal parameters.
The beneﬁts of ComboCoding are also shown in our delay
analysis. From the results shown in Fig. 8, we observe that a
higher loss rate results in a higher delay. This is because as
more packets are lost, it takes more time to deliver a packet
to the destination. By correlating delay results with goodput
results in Fig. 7, we notice that for all cases, once the through-
put drops to almost zero, the delay increases dramatically.
Since ComboCoding still achieves about 400 Kbps under
50% packet loss rate, the delay of ComboCoding never in-
creases beyond 2 s and is consistently lower than the other
cases.
As network coding relies on redundant packet transmission
to compensate for packet losses, it is important to evaluate the
transmission overhead. For ComboCoding, the transmission
overhead is expected to be reduced by means of inter-ﬂow
packet mixing. We deﬁne the term ‘‘transmission overhead’’
as:
PN
i¼1Stxi
DN ; ð6Þwhere N is the total number of nodes, D is the total number of
DATA packets received by the TCP destination, and Stxi is the
number of MAC frames physically transmitted by node i. This
metric is based on the number of frames transmitted in the
MAC layer rather than the number of packets sent in the net-
work layer. This is because the reduction of transmitted pack-
ets also implies a lower probability of interference with other
nodes. Consequently, packet collision probability is reduced
and thus fewer MAC frames need to be retransmitted. The
number of MAC frames transmitted is obtained from the sim-
ulation statistics reported by QualNet. Eq. (6) can be inter-
preted as the average number of MAC frames needed per
node per successful TCP DATA packet delivery.
As mentioned previously, Pipeline Coding requires a higher
coding redundancy, and consequently results in the highest
transmission overhead as shown in Fig. 9. In the case of perfect
links, Pipeline Coding still needs 4.5 transmissions per node in
order to deliver 1 TCP DATA packet, which explains why it
has the worst goodput when no loss is present. In contrast, Pig-
gyCode has low overhead since it does not introduce any
redundant packets, and further reduces transmissions by mix-
ing DATA and ACK opportunistically.
Without random loss, TCP with no coding still needs 4
transmissions per node for a single DATA packet delivery
due to collisions. Potential collisions signiﬁcantly increase the
number of transmissions required per successful packet deliv-
Fig. 9 Overhead-to-loss.
ComboCoding: Combined intra-/inter-ﬂow network coding 249ery. The efﬁcient nature of inter-ﬂow coding is shown in the
low loss rate cases, where both PiggyCode and ComboCoding
reduce transmission overhead by 20%. The overhead of
ComboCoding eventually increases, because the optimal cod-
ing redundancy requires more coded packets to be sent to re-
cover more losses. Figs. 7 and 9 show that ComboCoding is
robust to losses, while reducing redundant packet transmission
is overhead by up to 30% when compared to Pipeline Coding.
Loss adaptation evaluation
We next consider a network with loss rate that varies dynam-
ically over time. This is representative of time varying external
interference (e.g., jamming). We wish to evaluate the perfor-
mance of various coding schemes under this time variable jam-
ming. The application starts sending packets at time 20 s, and
during time 20–50 s the packet loss rate for all links is 0%. As
shown in Fig. 10, TCP with no coding and PiggyCode outper-
form all other coding schemes when links are perfectly reliable.
Pipeline Coding and ComboCoding perform worse because of
the extra overhead due to the redundancy of intra-ﬂow coding.Fig. 10 Goodput over timIn addition, ComboCoding with loss adaptation performs
slightly worse than without, because the adaptive algorithm re-
acts to short-term losses and thus wastes extra time to lower
redundancy.
In the interval from 50 to 80 s, a 40% packet loss rate is
introduced on every link. During this interval, all TCP variants
without adaptation drop to almost zero throughput, while the
loss adaptive ComboCoding still achieves around 1 Mbps.
This period shows the importance of loss adaptation and the
effectiveness of redundancy, as the adaptive ComboCoding
quickly reacts to the loss and continues to perform with
acceptable throughput.
From 80 to 110 s, the per link packet loss rate is lowered
from 40% to 20%. We notice that TCP with no coding and
PiggyCode reemerge and have the highest instantaneous good-
put of all, but they are both very unstable due to the lack of
proper redundancy. Furthermore, ComboCoding without the
adaptive algorithm takes a long time to stabilize because ran-
dom linear coding needs time to discard undecodable genera-
tions resulting from loss. Pipeline Coding takes even longer
to recover and does not deliver as much as ComboCodinge for loss adaptation.
Fig. 12 Multipath MANET topology.
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ComboCoding, which instantly reacts to loss reduction and
delivers high and stable throughput.
Long string evaluation
In the last set of simulations, the string topology is further ex-
tended step by step from 3 hops to 9 hops. All other conﬁgu-
ration parameters remain the same as described in Table 2.
The same variable link loss pattern is used as in the previous
section, with 0% loss during the 20–50 s period, 40% loss dur-
ing the 50–80 s period, and ﬁnally 20% loss during the 80–
110 s period. The same loss adaptation parameters and Piggy-
Code timer are used for ComboCoding for all simulations in
this experiment. An experimentally optimized coding redun-
dancy is set for Pipeline Coding in order to compare other
schemes to the best case Pipeline Coding performance.
Table 3 summarizes the simulation results. The pattern al-
ready observed in Fig. 10 is repeated for all cases in Table 3.
During the ﬁrst 30 s when the links are perfect, PiggyCode
achieves the highest goodput, TCP with no coding has the sec-
ond highest, ComboCoding is the third, and Pipeline Coding is
the worst. When the link loss rate increases to 40% during 50–
80 s, only ComboCoding persists, as in Fig. 10. Pipeline Cod-
ing still delivers little goodput since the coding redundancy hasTable 3 Average goodput (Mbps) per loss period for different num
Number of hops ComboCoding TCP-NewReno
20–50 s 50–80 s 80–110 s 20–50 s 50–80 s 80
3 4.43 1.07 2.50 5.42 0.04 1.7
4 3.67 0.73 1.89 4.17 0.02 0.9
5 3.27 0.81 1.77 3.85 0.02 0.4
6 2.96 0.65 1.53 3.67 0.02 0.3
7 2.66 0.67 1.51 3.61 0.02 0.0
8 2.71 0.44 1.57 3.51 0.00 0.0
9 2.46 0.43 1.46 3.01 0.01 0.0
Fig. 11 7-Hopbeen tuned for 40% link loss rate over the whole simulation.
Note that Pipeline Coding would not survive if such an optimi-
zation were skipped. During the last 30 s when the link loss
rate is down to 20%, ComboCoding is still the highest among
all other coding schemes. Pipeline Coding is the second best.
TCP with no coding and PiggyCode tend to be more unstable
as the number of hops increases. For example, TCP with no
coding is completely inadequate to operate over such high loss
rates.ber of hops.
Pipeline Coding PiggyCode
–110 s 20–50 s 50–80 s 80–110 s 20–50 s 50–80 s 80–110 s
8 3.22 0.93 1.93 6.23 0.05 1.64
5 2.70 0.32 1.56 4.92 0.04 1.26
4 2.41 0.27 1.23 4.69 0.02 0.97
7 2.25 0.23 1.16 4.30 0.01 0.69
0 2.19 0.12 1.21 3.96 0.01 0.11
0 1.84 0.08 1.16 3.75 0.01 0.08
0 2.00 0.05 0.70 3.58 0.00 0.10
variable loss.
Fig. 13 Goodput over simulation time on multipath MANET.
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is the 7-hop string simulation. During the ﬁrst 30 s with perfect
links, Fig. 11 shows exactly the same order of performance as
in Table 3. When the link loss rate increases from 0% to 40%,
similar to Fig. 10, ComboCoding is the only coding scheme
that persists. However, since the string is much longer than
the topology in Fig. 10, TCP with no coding is unable to re-
cover when the link loss rate reduces from 40% to 20% during
80–110 s. During the 20% loss period, PiggyCode is similarly
unstable and Pipeline Coding still takes a long time to recover.
Most importantly, ComboCoding recovers quickly and reacts
effectively to unstable transient losses.
Preliminary results for multipath MANETs
We next evaluate the proposed loss-adaptive ComboCoding
over a multipath mobile ad-hoc network. The simulation con-
ﬁgurations are the same as given in Table 2 except an addi-
tional path is added as presented in Fig. 12. In this set of
simulations, all links had no loss in 20–50 s, and then the per
link loss rate increased to 20% during 50–80 s. After 80 s,
the link loss rate is back to 0% but one of the relays in path
1 proceeds to gradually move out of the communications
range. We compare: (a) ComboCoding over a single path,
and (b) ComboCoding over 2 paths as shown in Fig. 13.
Fig. 13 shows that during 20–50 s, ComboCoding over 2
paths delivered the least because more nodes are contending
for the channel. During 50–80 s when all links had 20% loss,
we note that ComboCoding over 2 paths provides a lower
goodput than ComboCoding over a single path. The reason
is a higher overhead due to extra contentions as already no-
ticed in the 20–50 s interval.
However, when one relay starts moving away from the area
after 80 s, ComboCoding over a single path becomes unstable,
and the TCP session is eventually terminated. Path 1 breaks
out completely at about 97 s. At this time ComboCoding over
2 paths ﬁrst drops to zero and then quickly recovers thanks to
loss adaptation. This result demonstrates the effectiveness ofthe proposed loss-adaptive feature in ComboCoding. These re-
sults are preliminary and invite future work. In addition to
adaptive redundancy control, in the future we plan to evaluate
the strategy of adapting the coding mode, from no coding to
ComboCoding and if feasible adapting to changes in the width
of the breadth conﬁguration, i.e., to detect and adapt to
changes in the number of parallel paths.Conclusion
In this paper, we present a novel coding scheme, ComboCod-
ing, which combines intra- and inter-ﬂow coding and features
a novel loss adaptation algorithm. By exploiting the beneﬁts of
both types of codes, ComboCoding reduces the interference
between data and ACKs within a TCP session and also exhib-
its robustness to high link losses. The simulation results show
that in a 3-hop string topology, ComboCoding successfully
achieves 2 Mbps goodput with 30% per link packet loss rate,
while TCP-NewReno with no coding delivers only 200 Kbps.
Compared to the original Pipeline Coding, ComboCoding also
reduces transmission overhead by 30% under perfect link con-
ditions and by 10% overhead in most other cases. The adap-
tive ComboCoding was tested on a variable hop string
topology with unstable links and on a multipath MANET with
dynamic topology. Simulation results show that adaptive
ComboCoding outperforms all other coding schemes and
quickly adapts to link quality changes. Generalized MANET
topologies, better optimized coding schemes, analytic models,
and measurement experiments remain to be explored and will
be the subject of future studies.Acknowledgment
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