Calculations of two-color interband optical injection and control of
  carrier population, spin, current, and spin current in bulk semiconductors by Bhat, R. D. R. & Sipe, J. E.
ar
X
iv
:c
on
d-
m
at
/0
60
12
77
v1
  [
co
nd
-m
at.
oth
er]
  1
3 J
an
 20
06
Calculations of two-color interband optical injection and control of carrier population,
spin, current, and spin current in bulk semiconductors.
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Department of Physics and Institute for Optical Sciences, University of Toronto,
60 St. George Street, Toronto, Ontario M5S 1A7, Canada
(Dated: December 28, 2005)
Quantum interference between one- and two-photon absorption pathways allows coherent control
of interband transitions in unbiased bulk semiconductors; carrier population, carrier spin polariza-
tion, photocurrent injection, and spin current injection can all be controlled. We calculate injection
spectra for these effects using a 14×14 k ·p Hamiltonian including remote band effects for five bulk
semiconductors of zinc-blende symmetry: InSb, GaSb, InP, GaAs, and ZnSe. Microscopic expres-
sions for spin-current injection and spin control accounting for spin split bands are presented. We
also present analytical expressions for the injection spectra derived in the parabolic-band approxi-
mation and compare these with the calculation nonperturbative in k.
I. INTRODUCTION
When a bulk semiconductor is simultaneously irradi-
ated by an optical field and its phase-coherent second
harmonic, quantum interference between one- and two-
photon absorption pathways enables excitation of carrier
distributions with interesting properties.1,2,3,4 Such exci-
tation, even without an external bias, can produce bal-
listic photocurrents,5 spin-polarized currents,6 and pure
spin currents.7,8 Characteristically of quantum interfer-
ence, these currents are sensitive to the phases of the
two optical fields. In noncentrosymmetric semiconduc-
tors, the phases can also be used to control the total
population of photoexcited carriers,2 and the net carrier
spin polarization.4,9 Which of these effects occur depends
on the polarization states of the fields.
These are examples of “n + m” coherent control
schemes, in which a two-color light field controls a
physical or chemical process by interference of n-
and m-photon transitions.10,11,12 In semiconductors,
“1+2” excitation has been discussed for impurity-band
absorption,13 free carrier absorption,13,14,15 quantum
wells,16,17,18,19,20,21,22,23,24 and quantum wires,25 but our
interest here is “1+2” coherent control of interband tran-
sitions in unbiased bulk semiconductors.1,2,3,4,26,27 Such
experiments have been performed with either (a) two
fields, typically short pulses, one the generated second
harmonic of the other,2,4,5,6,7,8,9,27,28,29,30,31,32,33,34,35 or
(b) a single ultrashort pulse having at least an octave
bandwidth.36,37
Previous microscopic calculations of “1+2” processes
in bulk semiconductors fall into two categories: ab initio
density functional methods have been used for current
injection1 and population control,2 while simple analyt-
ical band models perturbative in k (with at most eight
spherical, parabolic bands) have been used for current
injection1,3,38,39,40 and spin-current injection.3 The for-
mer are best suited for excess energies on the order of
eVs, while the latter are only valid for excitation close
to the band edge and cannot be applied to population
and spin control, which vanish in such centrosymmetric
models.
In this article, we calculate “1+2” processes using an
intermediate model that diagonalizes the k · p Hamilto-
nian in a basis of 14 Γ-point states with remote band ef-
fects included perturbatively. The model contains empir-
ically determined parameters.41,42 Fourteen-band mod-
els (also called five-level models) have been used to cal-
culate band structures,41,43,44,45,46 linear47,48 and non-
linear49,50,51,52 optical properties, and spin decoherence
properties53,54 of GaAs and other semiconductors. Win-
kler has recently reviewed 14-band models.42 The model
is nonperturbative in k and includes nonparabolicity,
warping, spin-splitting, and interband spin-orbit cou-
pling. We apply the 14-band model to the zinc-blende
semiconductors InSb, GaSb, InP, GaAs, and ZnSe.
We compare these results with analytic expressions de-
rived in the parabolic-band approximation (PBA) based
on an expansion in k about the Γ point of vn,m(k), which
is the matrix element governing optical transitions. A
one-photon transition is called “allowed” if the zeroth-
order term in its expansion is nonzero, and called “for-
bidden” otherwise. Two-photon transitions have two ve-
locity matrix elements, and thus have a hyphenated label
depending on the lowest-order terms in the expansions
for each matrix element. For example, if both matrix
elements are independent of k to lowest order, the two-
photon transition is called “allowed-allowed”. For cur-
rent injection and spin-current injection, we use expres-
sions derived previously with an eight band model.3,40
For population control and spin control, we derive ex-
pressions with the 14-band model.
The comparison between the PBA expressions and the
numerical calculation establishes an important micro-
scopic difference between current and spin-current con-
trol on the one hand, and population and spin control on
the other hand. Close to the band-gap, the former result
from the interference of allowed one-photon transitions
and allowed-forbidden two-photon transitions, whereas
the latter result from the interference of allowed one-
photon transitions and allowed-allowed two-photon tran-
sitions. This difference was posited previously based on
heuristic arguments.27,30
2Most of the early theory on semiconductor “1+2”
processes processes conceptually separated the optical
injection of densities and currents from the relaxation
and transport of these quantities. We follow this ap-
proach, and in this article, focus on microscopic calcu-
lations of the optical injection. We note that relaxation
and transport have been studied with an effective cir-
cuit model,31,37 hydrodynamic equations,1,29 Boltzmann
transport in the relaxation time approximation,8 a non-
equilibrium Green function formalism,39 and the semi-
conductor Bloch equations.20,21,22,24
We model the optical field as a superposition of
monochromatic fields of frequency ω and 2ω:
E(t) = Eω exp(−iωt) +E2ω exp(−i2ωt) + c.c. (1)
and we sometimes write Eω/2ω = Eω/2ωeω/2ω and
Eω/2ω = |Eω/2ω| exp(iφω/2ω). We describe the fourteen-
band model in Section II, and use it to study “1+2”
current injection in Section III, “1+2” spin-current in-
jection in Section V, “1+2” population control in Sec-
tion IV, and “1+2” spin control in Section VI. We cal-
culate the injection of each “1+2” process using micro-
scopic expressions derived using velocity gauge (A · v)
coupling in the long wavelength approximation, treating
the field perturbatively in the Fermi’s golden rule limit,
and using the independent-particle approximation.1,2,3,55
For spin-current injection and spin control, we use mi-
croscopic expressions that include the coherence between
spin-split bands. In Appendix A, we justify the neglect
of k-dependent spin-orbit coupling. The parabolic-band
approximation results are derived and discussed in Ap-
pendix B, and compared with the numerical calculations
in Sections III–VI. We summarize and conclude in Sec-
tion VII.
II. MODEL
The fourteen-band model Hamiltonian, which in-
cludes important remote-band effects to order k2, and
which we denote H14, is given explicitly by Pfeffer and
Zawadski.41,56 The fourteen bands (counting one for each
spin), are shown in Fig. 1. They comprise six valence
bands (two each for split-off, heavy and light holes) and
eight conduction bands (the two s-like ones at the band
edge, and the six next lowest ones which are p-like). We
now briefly review the derivation of H14.
The one-electron field-free Hamiltonian is H = H0 +
HSO, where H0 = p
2/ (2m) + V , the potential V (r) has
the symmetry of the crystal, and the spin-orbit interac-
tion HSO is
HSO =
~
4m2c2
σ · (∇V × p) ,
where σ is the dimensionless spin operator, σ =
2S/~. Note that relativistic corrections proportional to
|σ ×∇V |2 have been neglected.57 The eigenstates of H
{
{
{
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FIG. 1: A schematic diagram of the fourteen-band model,
indicating band abbreviations (left), energies (center), sym-
metry of the Γ-point states (right), and one- and two-photon
transitions. Γ6, Γ7, and Γ8 indicate irreducible representa-
tions of the Td double group, whereas Γ1 and Γ4 indicate
irreducible representations of the Td point group. Note that
spin-splitting, nonparabolicity, and warping are not shown in
this diagram.
are Bloch states |nk〉 with energy ~ωn (k). The asso-
ciated spinor wave function φnk (r) ≡ 〈r|nk〉 can be
written φnk (r) = unk (r) exp (ik · r), where the spinor
functions unk (r) have the periodicity of the crystal lat-
tice. We use the notation
∣∣nk〉 to denote the kets
for the u-functions; i.e. unk (r) = 〈r|nk〉. Note that∣∣nk〉 = exp (−ik · r) |nk〉. The Hamiltonian for the u-
function kets, known as the k · p Hamiltonian, is57,58
Hk = e
−ik·rHeik·r = H +
~
2k2
2m
+ ~k · v,
where the velocity operator v ≡ (i/~) [H, r] is
v =
1
m
p+
~
4m2c2
(σ ×∇V ) . (2)
The second term in v, the anomalous velocity, which
leads to k-dependent spin-orbit coupling in Hk, can be
neglected for the processes we consider as shown in Ap-
pendix A; in the rest of this article, we assume that it
vanishes.
The states |n,k = 0〉 are a complete set of eigenstates
for the Hamiltonian H on the space of cell-periodic func-
tions. Thus cell-periodic eigenstates of Hk can be ex-
panded in the infinite set of states |n,k = 0〉. The “bare”
fourteen-band model truncates this expansion to a set
of fourteen states, corresponding to the fourteen bands
closest in energy to the fundamental band gap at the Γ
point.44
3In a semiconductor of zinc-blende symmetry, the states
{|n,k = 0〉 |n = 1..14} are conveniently expanded in the
eigenstates of H0, {|S〉 , |X〉 , |Y 〉 , |Z〉 , |x〉 , |y〉 , |z〉} ⊗
{|↑〉 , |↓〉}, where, under the point group Td, |S〉 trans-
forms like Γ1, {|X〉 , |Y 〉 , |Z〉} and {|x〉 , |y〉 , |z〉} trans-
form like Γ4.
58 The {|↑〉 , |↓〉} comprises the usual spin
1/2 states:
〈↑|σ |↑〉 = −〈↓|σ |↓〉 = zˆ (3a)
〈↑|σ |↓〉 = (〈↓|σ |↑〉)∗ = xˆ− iyˆ. (3b)
The non-zero matrix elements of (∇V × p) are
〈X | (∇V × p)y |Z〉 ≡ i4m
2c2
3~
∆0,
〈x| (∇V × p)y |z〉 ≡ i4m
2c2
3~
∆′0,
〈X | (∇V × p)y |z〉 ≡ i4m
2c2
3~
∆−,
cyclic permutations of these [e.g. 〈x| (∇V × p)y |z〉 =
〈z| (∇V × p)x |y〉 = 〈y| (∇V × p)z |x〉], and those gen-
erated by Hermitian conjugation of these. The above
equations define the spin-orbit energies ∆0 and ∆
′
0, and
the interband spin-orbit coupling ∆−.59,60 The fourteen
basis states {|n,k = 0〉 |n = 1..14} for H14 are
|Γ7v,±1/2〉 = ± 1√
3
|Z〉 |α±〉+ 1√
3
|X ± iY 〉 |α∓〉 (4a)
|Γ8v,±1/2〉 = ∓
√
2
3
|Z〉 |α±〉+ 1√
6
|X ± iY 〉 |α∓〉 (4b)
|Γ8v,±3/2〉 = ± 1√
2
|X ± iY 〉 |α±〉 (4c)
|Γ6c,±1/2〉 = i |S〉 |α±〉 (4d)
|Γ7c,±1/2〉 = ± 1√
3
|z〉 |α±〉+ 1√
3
|x± iy〉 |α∓〉 (4e)
|Γ8c,±1/2〉 = ∓
√
2
3
|z〉 |α±〉+ 1√
6
|x± iy〉 |α∓〉 (4f)
|Γ8c,±3/2〉 = ± 1√
2
|x± iy〉 |α±〉 , (4g)
where |α+〉 = |↑〉 and |α−〉 = |↓〉. The states are la-
beled with their transformation property under the dou-
ble group for Td, and with a pseudo-angular momentum
notation. In the basis (4), Hk=0 is diagonal except for
terms proportional to ∆−. The connection between the
eigenvalues of Hk=0 for the Γ-point eigenstates and the
eigenvalues of H0 is given by Pfeffer and Zawadski.
44 The
nonzero matrix elements of momentum, which appear in
Hk, are
〈S| px |X〉 = 〈S| py |Y 〉 = 〈S| pz |Z〉 ≡ imP0/~ (5a)
〈S| px |x〉 = 〈S| py |y〉 = 〈S| pz |z〉 ≡ imP ′0/~ (5b)
〈X | py |z〉 = 〈Y | pz |x〉 = 〈Z| px |y〉 = 〈Z| py |x〉
= 〈Y | px |z〉 = 〈X | pz |y〉 ≡ imQ/~. (5c)
Eq. (5) defines the parameters P0, P
′
0, and Q. They are
sometimes expressed as energies EP , EP ′ , and EQ with
the connections EP = 2mP
2
0 /~
2, etc.
The “bare” fourteen-band model has eight empirical
parameters Eg, ∆0, E
′
0, ∆
′
0, ∆
−, P0, Q, and P
′
0. Its
quantitative accuracy is improved by adding important
remote band effects to order k2 using Lo¨wdin pertur-
bation theory,61 which adds k-dependent terms to the
truncated 14× 14 Hamiltonian so that its solutions bet-
ter approximate those of the full Hamiltonian.41 The re-
mote band effects are governed by the parameters γ1,
γ2, γ3, F , and Ck. The parameters γ1, γ2, and γ3 are
modified Luttinger parameters that account for remote
band effects on the valence bands. They are related to
the usual Luttinger parameters γ1L, γ2L, and γ3L by the
couplings with Γ6c, Γ7c, and Γ8c bands, which are already
accounted for in the “bare” fourteen-band model41:
γ1 = γ1L − EP
3Eg
− EQ
3E′0
− EQ
3E′0 +∆
′
0
,
γ2 = γ2L − EP
6Eg
+
EQ
6E′0
,
γ3 = γ3L − EP
6Eg
− EQ
6E′0
.
The parameter F accounts for remote band effects on
the lowest conduction band, essentially fixing its effec-
tive mass to the experimentally observed value. Finally,
the parameter Ck is the small k-linear term in the valence
bands.60 The remote band effects can be removed by set-
ting γ1 = −1 and γ2 = γ3 = F = Ck = 0. The model
includes neither remote band effects on the uc bands,
nor remote band effects on the Γ6c-Γ8v and Γ6c-Γ7v mo-
mentum matrix elements, although such terms exist in
principle.42
In summary, H14 is a fourteen-band approximation to
Hk that incorporates some remote band effects. It can be
found in Eq. (5) of Pfeffer and Zawadzki, although with
a slightly different notation.41 With their notation on the
left, and ours on the right: E0 = −Eg, E1 = E′0 − Eg,
∆1 = ∆
′
0, ∆ = ∆
−, P1 = P
′
0. Also, our ∆0 differs
from theirs by a minus sign. Other authors have also
used different notations.42 The fourteen bands are shown
schematically in Fig. 1 along with the symmetry notation
of the Γ-point states, and the notation used to label the
bands.
A. Material parameters
Numerical values for the thirteen parameters of the
model are listed in Table I for InSb, GaSb, InP, GaAs,
and ZnSe. They are taken from the literature, where they
were chosen to fit low-temperature experimental data. Of
the two parameter sets discussed by Pfeffer and Zawadzki
for GaAs, we use the one corresponding to α = 0.085
that they find yields better results.41 For InP, GaSb, and
InSb, we use parameters from Cardona, Christensen and
4TABLE I: Model parameters.
GaAs InP GaSb InSb ZnSe
Eg (eV) 1.519 1.424 0.813 0.235 2.820
∆0 (eV) 0.341 0.108 0.75 0.803 0.403
E′0 (eV) 4.488 4.6 3.3 3.39 7.330
∆′0 (eV) 0.171 0.50 0.33 0.39 0.090
∆− (eV) −0.061 0.22 −0.28 −0.244 −0.238
P0 (eVA˚) 10.30 8.65 9.50 9.51 10.628
Q (eVA˚) 7.70 7.24 8.12 8.22 9.845
P ′0 (eVA˚) 3.00 4.30 3.33 3.17 9.165
γ1L 7.797 5.05 13.2 40.1 4.30
γ2L 2.458 1.6 4.4 18.1 1.14
γ3L 3.299 1.73 5.7 19.2 1.84
F −1.055 0 0 0 0
Ck (meVA˚) −3.4 −14 0.43 −9.2 −14
Fasal.60 For cubic ZnSe, we use the parameters given by
Mayer and Rossler,46 we use a calculated value of Ck,
60
and we use ∆− = −0.238 eV to give a k3 conduction
band spin-splitting that matches the ab initio calculation
of Cardona, Christensen and Fasal.60 Winkler used these
same parameters for ZnSe, but took ∆− = 0.42 There
is more uncertainty in the parameters for ZnSe than in
those for the other materials,46 but we include it as an
example of a semiconductor with a larger band gap.
The parabolic-band approximation calculations use
parameters from Table I, and average effective masses
derived from the parameters in Table I.
B. Matrix elements
The relations between matrix elements of the Bloch
states and matrrix elements of the u-function kets are
vnm (k) ≡ 〈nk|v |mk〉 =
〈
nk
∣∣v ∣∣mk〉+ ~k
m
δnm, (6)
〈nk|S |mk〉 = 〈nk∣∣S ∣∣mk〉 (7)
〈nk| viSj |mk〉 = 〈nk∣∣ viSj ∣∣mk〉+ ~ki
m
〈
nk
∣∣Sj ∣∣mk〉 .
(8)
The matrix elements of the velocity operator, v, ne-
glecting the anomalous velocity as discussed in Appendix
A, can be calculated using (2), (5), and the right side of
(6). The matrix elements of the spin operator S, can be
found from Eq. (3). The matrix elements of viSj can be
similarly found in the basis of eigenstates of H0. Each of
these can then be rotated to the basis (4) in which the
states
∣∣mk〉 are expanded.
It is well known that, in a crystal, vnn (k) = ∇kωn (k).
More generally,
vnm (k) = ∇k 〈nk|H |mk〉 =
〈
nk
∣∣∇kHk ∣∣mk〉 . (9)
These identities can be proven from the definitions Hk =
e−ik·rHeik·r and v = (i/~) [H, r], even for a non-local
Hamiltonian. But when remote band effects are included
in a finite band model, they no longer hold. That is,
vnm (k) calculated using (6) and eigenstates of H14 is
not equal to
〈
nk
∣∣∇kH14 ∣∣mk〉. We explicitly restore
these identities by using
〈
nk
∣∣∇kH14 ∣∣mk〉 to calculate
vnm (k). This approach can be described as including
remote band effects in the velocity operator. It was used
for an eight band calculation of linear absorption by En-
ders et al.62 This step is not critically important for the
effects calculated here, since remote band effects are gen-
erally small.
C. k-space integration
The optical calculations in this article have the form
Θ, where
Θ =
∑
c,v
∫
d3kfcv (Hk) δ (~ωcv (k) − 2~ω) , (10)
where fcv depends on matrix elements and energies of
eigenstates of Hk, and where ωnm (k) ≡ ωn (k)−ωm (k).
The integral in (10) is understood to be restricted to the
first Brillioun Zone, but we do not actively enforce the re-
striction, since the photon energies considered here cause
transitions well within the first Brillioun Zone. Writing
k = (kcv, θk, φk) in spherical coordinates, where kcv is
the solution to
~ωcv (kcv, θk, φk)− 2~ω = 0, (11)
we have
Θ = 8
∑
c,v
∫ pi/2
0
∫ pi/2
0
k2cv sin θkfcv (Hk)∣∣∣~ (vcc (k)− vvv (k)) · kˆ∣∣∣dφkdθk,
(12)
where we have used ∇ωn (k) = vnn (k) and the cubic
symmetry of the crystal. It is numerically convenient to
do the sum over any degenerate bands before the integral
over θk and φk.
D. Approximations
The calculations of “1+2” effects in the following sec-
tions are primarily labeled by the Hamiltonian used to
approximate Hk. The complete fourteen-band model is
denoted H14. The bare fourteen-band model, denoted
H14-Bare, is H14 without remote band effects. The 8 × 8
subset of the fourteen band Hamiltonian within the basis
{Γ6c,Γ8v,Γ7v} is denoted H8. The spherical eight-band
model, denoted H8Sph, is derived from H8 by setting
Ck = 0 and replacing γ2 and γ3 by γ˜ ≡ (2γ2 + 3γ3) /5;63
it is a spherical approximation to the Kane model includ-
ing remote band effects.64 The aforementioned calcula-
tions are non-perturbative in k; that is, in each case, the
5Hamiltonian is solved numerically at each k. The per-
turbative calculations of Appendix B are denoted PBA
(parabolic-band approximation).
The microscopic expression for each of the “1+2” ef-
fects contains a sum over intermediate bands, which orig-
inates from the two-photon amplitude. Unless other-
wise noted, calculations include all possible intermediate
bands (eg., H14 includes fourteen intermediate bands,
and H8Sph includes eight intermediate bands). Calcu-
lations that restrict this sum are secondarily labeled to
reflect the restriction. The label “H14, no uc” uses H14,
but does not include uc bands as intermediate states.
The label “H14, no uc/so” uses H14, but includes nei-
ther uc nor so bands as intermediate states. The label
“H14, 2BT” uses H14, but only includes two-band terms
(terms for which the intermediate band is the same as the
initial or final band). Similar labels are used for H8Sph,
for example, “H8Sph-PBA, no so” uses the perturbative
solution to H8Sph and does not include so intermediate
states.
III. CURRENT
The current injection rate due to the field (1) can be
written
J˙ i = ηijk(1)E
j∗
2ωE
k
2ω + J˙
i
(I) + η
ijklm
(2) E
j∗
ω E
k∗
ω E
l
ωE
m
ω , (13)
where J is the macroscopic current density, and
J˙ i(I) = η
ijkl
(I) E
j∗
ω E
k∗
ω E
l
2ω + c.c. (14)
The third rank tensor ηijk(1) describes one-photon current
injection (the circular photogalvanic effect),65,66 the fifth
rank tensor ηijklm(2) describes two-photon current injec-
tion, and the fourth rank tensor ηijkl(I) describes “1+2”
current injection.1 Aversa and Sipe showed that ηijkl(I) is
related to a doubly divergent part of the third-order non-
linear susceptibility χ(3).67 In cubic materials with point
group symmetry Td, Oh or O, a general fourth rank ten-
sor has four independent components, but due to the
intrinsic symmetry ηikjl(I) = η
ijkl
(I) , η(I) has only three inde-
pendent components; there are 21 non-zero components
of η(I) in the standard cubic basis: η
aaaa
(I) = η
bbbb
(I) = η
cccc
(I) ,
ηbaab(I) = η
abba
(I) = η
caac
(I) = η
acca
(I) = η
cbbc
(I) = η
bccb
(I) , and
η
a(ab)b
(I) = η
b(bc)c
(I) = η
c(ca)a
(I) = η
a(ac)c
(I) = η
c(cb)b
(I) = η
b(ba)a
(I)
(the components in parentheses can be exchanged),
where a, b, and c denote components along the princi-
pal cubic axes.1 This can be written
ηijkl(I) = i
ηB1
2
(
δijδkl + δikδjl
)
+ iηB2δ
ilδjk + iηCδ
ijkl ,
(15)
where δij is a Kronecker delta and the only non-isotropic
part is δijkl , which we define in the principal cubic basis
as δijkl = 1 when i = j = k = l and zero otherwise.
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FIG. 2: (color online): Spectra of ηB1 (black lines), ηB2 (red
lines), and ηC (blue lines) for GaAs. Panel (a) shows the
contributions from each initial valence band; dashed, dotted,
and dashed-dotted lines include only transitions from the hh,
lh, and so bands respectively, while the solid lines include all
three transitions. The thin solid, light brown line in (a) is the
total Re
(
ηaaaa(I)
)
. Panel (b) separates the total into electron
(dashed) and hole (dotted) contributions.
The three independent components are ηB1 ≡ −2iηaabb,
ηB2 ≡ −iηabba, and ηC ≡ 2iηaabb+ iηabba− iηaaaa. Thus,
in a cubic material,
J˙ i(I) =iηB1 (E
∗
ω · E2ω)Ei∗ω + iηB2 (Eω · Eω)∗Ei2ω
+ iηCδ
ijklEj∗ω E
k∗
ω E
l
2ω + c.c.
(16)
This generalizes the notation we used previously for a
calculation in the parabolic-band approximation,3 with
the connection ηB1 = eDB1/~, and ηB2 = eDB2/~. In
that, or any other spherical approximation, ηC = 0.
To calculate η(I), we use the microscopic expression
first given by Atanasov et al.,1 modified to explicitly in-
clude the sum over spin states.19,26 An alternate micro-
scopic expression has been derived in the length gauge,67
but it has not yet been used in a calculation. In the in-
dependent particle approximation that we employ here,
η(I) is purely imaginary
1 and hence ηB1, ηB2, and ηC are
real, although they can be complex if excitonic effects are
included.40
The spectra of ηB1, ηB2, and ηC , calculated for GaAs,
are shown in Fig. 2(a) along with the contributions to
each tensor component from each possible initial valence
band. For a given photon energy, electrons photoexcited
from the hh band have higher energies and velocities than
electrons photoexcited from the lh band; hence the dom-
inant component ηB1 is larger for hh-c transitions than
lh-c transitions. The smallness of ηB2 is due to contri-
butions from the hh-c transitions having opposite sign to
the lh-c transitions, as shown previously in the PBA.3
Figure 2(b) separates each tensor component into an
electron contribution and a hole contribution (denoted
ηe and ηh by Atanasov et al).
1 Electrons make a larger
contribution to ηB1 than holes, due to the lower effective
mass (and hence higher velocity) of an electron than of
6a hole (much lower, in the case of a heavy hole) with the
same crystal momentum. Holes dominate ηB2 at lower
photon energies, while electrons dominate ηB2 at higher
energies. Both electrons and holes contribute equally to
the anisotropic component ηC .
To help in understanding the importance of the various
intermediate states, in Fig. 3 we compare the calculated
current injection tensor elements with various degrees of
approximation described in Sec. II D.
The component ηB1 (and hence η
aaaa
(I) , since ηB1 is
larger than ηB2 + ηC) is dominated by two-band terms.
Three-band terms cause an increase, by as much as 34%,
of ηB1 [the difference between the dashed and solid black
lines in Fig. 3(a)]. Although not shown in Fig. 3, most
of the increase is due to three-band terms with the so
band as an intermediate state. Terms with the uc bands
as intermediate states only cause a small increase to ηB1
(the difference between the dotted and solid black lines).
The warping of the bands is clearly not important for
ηB1, since the calculation with H8Sph closely approxi-
mates the calculation “H14, no uc”, which includes the
same intermediate states. Surprisingly, the “H8Sph-PBA,
2BT” result3,40 closely approximates the complete, non-
perturbative fourteen-band calculation, even at excess
photon energies for which band nonparabolicity is signif-
icant. This is due to a fortuitous compensation between
the neglect of nonparabolicity and the neglect of three-
band terms. The compensation is not as complete for all
materials.
The component ηB2, which determines the current due
to orthogonal linearly polarized fields, is less forgiving to
approximations than the component ηB1. We have al-
ready seen in Fig. 2 that ηB2 is small due to a near can-
cellation of hh and lh initial states. Reasonable accuracy
on ηB2 thus requires higher accuracy on the contribution
from each initial state. In particular, three-band terms
must not be neglected. By comparing the dashed-dotted
and solid lines in Fig. 3(b), it can be seen that, whereas
the sum of the two-band terms is negative, the sum of
the three-band terms is positive and of the same mag-
nitude. It is useful to divide the three-band terms into
three groups: those with intermediate state from the hh
or lh bands, those with intermediate state from the so
band, and those with intermediate state from one of the
uc bands. We find that each group contributes roughly
the same positive amount to ηB2 for excess photon ener-
gies less than ∆0. The groups are added successively to
the 2BTs in the dashed, dotted, and solid lines in Fig.
3(b). Three-band terms with so intermediate states are
less important at the higher excess photon energies in
Fig. 3(b). The warping of the bands makes a small but
non-negligible contribution to ηB2, as seen in the differ-
ence between the dashed-double-dotted and dotted lines
of Fig. 3(b). The solid brown line in Fig. 3(b) is the
“H8Sph-PBA, no so” result.
3 At low excess photon ener-
gies, it greatly underestimates ηB2 due to the neglect of
so and uc intermediate states, while at excess photon en-
ergies greater than 100 meV, this is partly compensated
for by the neglect of nonparabolicity. It appears from
the difference between “H8Sph-PBA, no so” and “H14,
no uc/so” in Fig. 3(b) that nonparabolicity becomes im-
portant at energies above 70 meV.
The term ηC is purely due to cubic anisotropy by
definition; in any model that is spherically symmetric
it is identically zero. There is no cubic anisotropy in
the “bare” (i.e. without remote band effects) eight-band
model on the set {Γ6c,Γ8v,Γ7v}. Cubic anisotropy in
the fourteen-band model is due to the momentum ma-
trix elements governed by the parameters EQ and EP ′ ,
the interband spin-orbit coupling ∆−, and remote bands
through (γ2− γ3) and Ck. From Fig. 3(c), it can be seen
that three-band terms are important for ηC . In fact, with
only 2BTs included, ηC is positive for GaAs, whereas it
is negative with all terms included. From Fig. 3(c) it can
also be seen that the so band and uc bands are important
as intermediate states for ηC .
Our calculation of η(I) is of the same order of magni-
tude as the ab initio calculation of Atanasov et al.,1 but
its spectral dependence is different. In particular, ηB1
agrees more closely with the PBA calculation, as seen in
Fig. 3(a). Atanasov et al. had attributed the difference
between their ab initio and PBA calculations to the as-
sumption of k-independent velocity matrix elements in
the PBA.1 However, our calculation accounts for the k-
dependence of velocity matrix elements and agrees closely
(for ηB1 and Reη
aaaa) to the PBA. The earlier ab initio
calculation1 was, in fact, inaccurate at low photon ener-
gies due to various computational issues; an improved ab
initio calculation agrees with the spectral dependence at
low photon energy given here.68
Figure 4 shows the spectra of ηB1, ηB2, and ηC cal-
culated with H14 for InSb, GaSb, InP, and ZnSe. The
dashed black line in Fig. 4 is the PBA result.3,40 The
PBA appears to be a reasonable approximation to ηB1
for excess energies less than about 0.2Eg. In each mate-
rial, ηB2 ≪ ηB1, and in each material except for ZnSe,
the sign of ηB2 varies as a function of frequency. The
component ηC , which arises due to cubic anisotropy, is
negative for each material.
The cubic anisotropy of current injection due to co-
linearly polarized fields can be significant enough that
it should be measurable. For fields colinearly polarized
along eˆ, specified by polar angles θ and φ relative to the
cubic axes,
J˙(I) · eˆ = 2Im
(
E2ωE
∗
2ω
) [
ηB1 + ηB2 + ηC − ηC
2
f (θ, φ)
]
,
(17)
where f (θ, φ) = sin2 (2θ) + sin4 (θ) sin2 (2φ). In general,
J˙(I) also has a component perpendicular to eˆ that is pro-
portional to ηC , but it vanishes for eˆ parallel to 〈001〉,
〈110〉, 〈111〉. The field polarization that maximizes the
current injection depends on the relative sign of ηC and
Reηaaaa = ηB1 + ηB2 + ηC . When they have the op-
posite sign, current injection is a minimum for eˆ ‖ 〈001〉
(f = 0) and a maximum for eˆ ‖ 〈111〉 (f = 4/3); for light
normally incident on a {001} surface, the largest cur-
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FIG. 3: (color online): Approximations for GaAs current injection tensor components (a) ηB1, (b) ηB2, and (c) ηC . The
approximations are described in Sec. IID.
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3,40 The inset of panel (c)
shows the area near the origin in more detail.
rent injection occurs when eˆ ‖ 〈110〉 (f = 1). When they
have the same sign, current-injection is a maximum for
eˆ ‖ 〈001〉 and a minimum for eˆ ‖ 〈111〉. From the GaAs
results shown in Fig. 2(a), the current injection for the
three cases eˆ ‖ 〈001〉, eˆ ‖ 〈110〉, and eˆ ‖ 〈111〉 are in the
ratio 1 to 1.14 to 1.20 at the band edge, 1 to 1.15 to 1.20
at 200 meV excess photon energy, and 1 to 1.22 to 1.29
at 500 meV excess photon energy. In contrast, the ab
initio calculation of Atanasov et al. yields larger ratios,
for example 1 to 1.32 to 1.43 at 300 meV excess photon
energy.1 This disagreement is consistent with the inaccu-
racy of the ab initio calculation discussed above. Initial
experiments with GaAs used eˆ ‖ [001],5,6 whereas Roos et
al. exploited the larger signal for eˆ ‖ [110].33 For each of
the materials shown in Fig. 4, the minimum current injec-
tion is for eˆ ‖ 〈001〉. It is worth noting that two-photon
absorption is also a minimum with eˆ ‖ 〈001〉 for many
semiconductors.69,70,71 It seems that both “1+2” current
injection and two-photon absorption with linearly polar-
ized fields are larger for eˆ directed along the bonds.
The cubic anisotropy of “1+2” current injection is pro-
nounced for cross-linearly polarized fields and opposite-
circularly polarized fields. For example, for cross-linearly
polarized fields normally incident on (001) with eˆω =
aˆ cosφ+ bˆ sinφ and eˆ2ω = −aˆ sinφ+ bˆ cosφ,
J˙(I) =Im
(
E2ωE
∗
2ω
)
×
[(
2ηB2 + ηC sin
2 (2φ)
)
eˆ2ω − ηC
2
sin (4φ) eˆω
]
.
(18)
For fields with opposite circular polarizations, the cur-
rent injection is proportional to ηC and is hence purely
anisotropic.
The component ηC causes a type of current injection
that has not previously been noted. In all “1+2” exper-
8iments considered thus far with light normally incident
on a surface, the direction of current injection lies in the
plane of the surface. However, with co-linearly polarized
light fields normally incident on a (111) surface, the cur-
rent can have a component into (or out of) the surface.
The current in this case is
J˙(I) = 2Im
(
E2ωE
∗
2ω
) [
η¯eˆ+
√
2
6
ηC cos (3θ) zˆ
]
, (19)
where η¯ ≡ (ηB1 + ηB2 + 12ηC), zˆ is the [111] direction,
and θ is the angle between eˆ and the [21¯1¯] direction.
Thus, ηC governs this “surfacing” current.
IV. POPULATION CONTROL
The carrier injection rate due to the field (1) can be
written N˙ = N˙(1) + N˙(I) + N˙(2), where N is the density
of electron-hole pairs, N˙(1) = ξ
ij
(1)E
i∗
2ωE
j
2ω is one-photon
absorption, N˙(2) = ξ
ijkl
(2) E
i∗
ω E
j∗
ω E
k
ωE
l
ω is two-photon ab-
sorption, and
N˙(I) = ξ
ijk
(I)E
∗i
ω E
∗j
ω E
k
2ω + c.c. (20)
is “1+2” population control.2 The third-rank tensor ξijk(I)
has intrinsic symmetry ξjik(I) = ξ
ijk
(I) . In centrosymmet-
ric materials, such as those with the diamond structure
(point group Oh), ξ
ijk
(I) is identically zero; hence, popula-
tion control requires a noncentrosymmetric material. In
a material with zinc-blende symmetry (point group Td),
ξijk(I) has only one independent component; in the stan-
dard cubic basis, ξabc(I) = ξ
cab
(I) = ξ
bca
(I) = ξ
acb
(I) = ξ
bac
(I) = ξ
cba
(I)
are the only non-zero components, where a, b, and c de-
note components along the principal cubic axes.
We calculate ξ(I) with the microscopic expression given
by Fraser et al., which was derived in the independent-
particle approximation, and is restricted to ~ω < Eg <
2~ω.2 Under those conditions, ξ(I) is real and is propor-
tional to the imaginary part of the susceptibility for sec-
ond harmonic generation (SHG)2,72; specifically, (in mks)
ξabc(I) =
2ε0
~
Imχ(2)cba (−2ω;ω, ω) . (21)
This connection to SHG, which can be derived from
considerations of energy transfer and macroscopic
electrodynamics,2,40 is important because the imagi-
nary part of χ(2) (−2ω;ω, ω) has sometimes been pre-
sented en route to a calculation of
∣∣χ(2)∣∣.73,74,75,76,77,78,79
As well, analytic expressions have been derived for
the dispersion of SHG by using simple band models,
with approximations appropriate for 2~ω near the band
gap.73,80,81,82,83,84 However, these earlier works did not
connect Imχ(2) (−2ω;ω, ω) with population control, and
in fact typically stated that it was not independently ob-
servable.
Fig. 5 shows the calculation of Imχ(2)cba (−2ω;ω, ω)
for InSb, GaSb, InP, GaAs and ZnSe. Also shown for
comparison is the PBA expression (B3), derived in Ap-
pendix B. Each spectrum can be divided into roughly
three regions. At very low excess photon energies, visible
in the log-log plot Fig. 5(f), the spectrum is roughly inde-
pendent of ω. This flat part of the spectrum disappears
if Ck is set to zero; hence, it is due to the k-linear term in
the c band spin-splitting. Next higher in photon energy,
up to about 100 meV in GaSb, InP, GaAs, and ZnSe (up
to about 15 meV in InSb), is a region where the agree-
ment with the analytic expression (B3) is best. In this
region, the ratio X2/X1, defined in Appendix B, is 0.37
for InSb, 0.30 for GaSb, −0.25 for InP, 0.08 for GaAs,
and 0.07 for ZnSe. At higher photon energies, the dis-
persion of Imχ(2)cba (−2ω;ω, ω) deviates from the PBA
expression due to band nonparabolicity and warping, k-
dependence of matrix elements, and transitions from the
split-off band, which are not included in (B3).
If we remove the two-band transitions hh-{hh, c}-c,
lh-{lh, c}-c, and so-{so, c}-c, then the calculation of
Imχ(2) (or ξ(I)) is unchanged. This is expected for
materials of zinc-blende symmetry.81,85 Further, many
years ago Aspnes argued that the so-called “virtual hole
terms” of the form lh-{so, hh}-c and hh-{so, lh}-c make
only a small contribution to χ(2) (0).85 Such terms have
been neglected in some previous calculations of χ(2)
dispersion.74,76 By removing the virtual hole terms, leav-
ing only {so, lh, hh}-uc-c transitions, we find ξ(I) is re-
duced by only 6–10% over the range from the band edge
to 500 meV above the gap for GaAs. It is thus clear that
inclusion of the uc bands is necessary for a calculation
of population control. For some purposes it is also suffi-
cient, since if remote band effects are removed from the
model, leaving the “bare” fourteen-band model,44,49 ξ(I)
is decreased by only 7–10% from its full value for GaAs.
For most materials, the results in Fig. 5 are in
reasonable agreement with previous calculations of
Imχ(2),73,76,78,79 although most previous calculations had
poor spectral resolution in this energy range. However,
for ZnSe, the situation is more complicated. The calcula-
tion of Huang and Chin is about an order of magnitude
smaller than ours,76 and that of Ghahramani et al. is
about 5 times smaller than ours.75 Note also that Huang
and Chin calculated χ(2) (0) for ZnSe to be an order of
magnitude smaller than experimental results.76 Wagner
et al. have measured the dispersion of |χ(2)|, which is an
upper bound on Imχ(2); for ZnSe it is about a factor of
two smaller than our calculation of Imχ(2).86 Note that
Wagner et al. give a different set of band parameters than
we have used here.86
The magnitude of ξabc(I) determines the magnitude of
population control, but in an experiment one is more in-
terested in the depth of the phase-dependent modulation
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FIG. 5: Imχ(2) calculated with H14 (solid line) and H14-PBA (dashed line) for (a) InSb, (b) GaSb, (c) InP, (d) GaAs, and (e)
ZnSe. Panel (f) shows the GaAs calculations on a log-log plot.
of the carrier absorption, i.e. the control ratio R.2 It is
R =
N˙(I)
N˙(1) + N˙(2)
=
ξijk(I)E
i∗
2ωE
j
ωE
k
ω + c.c.
ξij(1)E
i∗
2ωE
j
2ω + ξ
ijkl
(2) E
i∗
ω E
j∗
ω EkωE
l
ω
.
This ratio is largest for field amplitudes that equalize
N˙(1) and N˙(2)
30; in what follows, we assume this con-
dition has been met. The ratio then depends only on
ξijk(I) , ξ
ij
(1), ξ
ijkl
(2) , and the polarizations of the two fields.
For light normally incident on a (111) surface, linearly-
polarized fields yield R =
√
2ξabc(I) /
√
3ξaa(1)ξ
aaaa
(2) (1− σ/2),
while opposite circularly-polarized fields yield
R = 2ξ(I)/
√
3ξ(1)ξ
aaaa
(2) (1− σ/6− δ), (22)
where σ ≡ (ξaaaa(2) − ξaabb(2) − 2ξabab(2) )/ξaaaa(2) and δ ≡
(ξaaaa(2) + ξ
aabb
(2) − 2ξabab(2) )/(2ξaaaa(2) ) are two-photon absorp-
tion anisotropy and circular dichroism parameters.49,69
Stevens et al. found that for light normally incident on a
(111) surface of GaAs, opposite circularly polarized fields
yield the largest ratio.4,27 For light normally incident on
a (110) surface, fields linearly polarized along [11¯1] yield
R = 2ξ(I)/
√
3ξ(1)ξ
aaaa
(2) (1− 2σ/3). (23)
The polarization configuration that yields a global max-
imum for the control ratio depends on the material and
photon energy; we have found that (22) is the maximum
except for very close to the band edge, where (23) is the
maximum.
To calculate the population control ratio, it is desir-
able to use values of ξ(I), ξ(1), and ξ(2) calculated within
the same set of approximations. We use microscopic
expressions for ξ(1) and ξ(2) in the independent-particle
approximation,1 and calculate them within the fourteen-
band model. Note that our calculation of two-photon
absorption (ξ(2)) is similar to that of Hutchings and
Wherrett,49 but that our model includes remote band
effects.
Fig. 6 shows the calculated spectra of the population
control ratio (22) for various semiconductors. For each
material, the ratio is close to unity at the band edge,
then drops steeply, but flattens out to some non-zero ra-
tio as photon energy is increased. In general, the smaller
the band gap (or conduction band effective mass) of the
material, the narrower the range over which the ratio
drops, and the lower the ratio at higher excess photon
energy. Worth noting is the particularly large ratio for
ZnSe. Also plotted in Fig. 6 is the ratio appropriate
for linearly-polarized fields normally incident on a (111)
surface of GaAs, which was the configuration in the ex-
periment of Fraser et al.2 For all materials, the ratio (23)
reaches exactly unity at the band edge, in agreement with
the PBA calculation (B9) in Appendix B.
The only previous theoretical calculation of the
population-control ratio, which was for GaAs, missed
finding the large ratio near the band edge because it was
based on ab initio calculations of ξ(1), ξ(2) and ξ(I) that
had poor spectral resolution near the band edge.2 Over
the rest of the spectrum shown in Fig. 6, it is about a fac-
tor of two smaller than our calculation. This is consistent
with the previous calculation being based on a calcula-
tion of the two-photon absorption coefficient ξ(2) that is
too large by comparison with other calculations.49,71
The population-control ratio has been measured only
in GaAs.2,4,9,27,30 The measured ratios on (111)-GaAs, at
excess photon energies of 180 meV2,30 and 312 meV4,27
were 4 to 5 times smaller than our calculation. Some
of the difference can be attributed to phase mismatch
and large sample thickness.2,4,27,30 An experiment on a
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FIG. 6: (color online) Calculated population control ratios
appropriate for opposite circularly polarized fields normally
incident on a (111) surface of InSb, GaSb, InP, GaAs, and
ZnSe. The blue, dotted line is the ratio for linearly polarized
fields normally incident on a (111) surface of GaAs.
(110)-grown multiple quantum well was complicated by
an additional cascaded second harmonic effect.9
V. SPIN CURRENT
Spin-current density can be quantified by a second-
rank pseudotensor Kij defined as the average value of
the product viSj , where v is the velocity operator and
S is the spin operator.3 Note that some authors alter-
nately choose the first index to represent spin and the
second index to represent velocity.87 Also, due to the
spin-orbit part of the velocity operator—the so-called
“anomalous” velocity [the second term in (2)]—v and
S do not commute, and thus viSj is not Hermitian. In-
stead, one should take (viSj + Sjvi)/2 as the operator
for spin-current. But since we neglect the anomalous ve-
locity (see Appendix A), this is not necessary.
The spin-current injection rate due to the field (1) can
be written
K˙ij = µijkl(1) E
k∗
2ωE
l
2ω+K˙
ij
(I)+µ
ijklmn
(2) E
k∗
ω E
l∗
ω E
m
ω E
n
ω , (24)
where the pseudotensor µijkl(1) describes one-photon spin-
current injection,48 the pseudotensor µijklmn(2) describes
two-photon spin-current injection, and
K˙ij(I) = µ
ijklm
(I) E
∗k
ω E
∗l
ω E
m
2ω + c.c. (25)
is “1+2” spin-current injection.3 The fifth-rank pseu-
dotensor µijklm(I) has intrinsic symmetry µ
ijlkm
(I) = µ
ijklm
(I) .
In an isotropic material, µijklm(I) has three independent
components, while in a cubic material (with Td, O, or Oh
symmetry) µijklm(I) has six independent components. The
four parameters Ai, i = 1–4, that we used previously to
describe spin-current injection in an isotropic model3 can
be reduced to three independent components with iden-
tities such as εijmδkl− εijkδlm+ εjkmδil− εikmδjl = 0.88
For a cubic material, µijklm(I) has 54 non-zero elements in
the principal cubic basis, and can be written
µijklm(I) =
µN1
2
(
εjmlδik + εjmkδil
)
+ µN3ε
ijmδkl
+
µN2
2
(
εimlδjk + εimkδjl
)
+ µC1δ
iklnεnjm
+ µC2δ
jklnεnim +
µC3
2
(
δijknεnml + δijlnεnmk
)
,
(26)
where the non-isotropic tensor δijkl has nonzero compo-
nents δaaaa = δbbbb = δcccc = 1, where a, b, and c denote
components along the principal cubic axes. The six inde-
pendent components are µN1 ≡ 2µacaba(I) , µN2 ≡ 2µcaaba(I) ,
µN3 ≡ µabccc(I) , µC1 ≡ µabaac(I) − µN1 − µN3, µC2 ≡
µbaaac(I) − µN2 + µN3, and µC3 ≡ 2µaaacb(I) − µN1 − µN2.
Thus in a cubic material,
K˙ij(I) =µN1E
∗i
ω (E2ω ×E∗ω)j + µN2 (E2ω ×E∗ω)i E∗jω
+ µN3ε
ijkEk2ω (E
∗
ω · E∗ω) + µC3δijklE∗kω (E2ω ×E∗ω)l
+
(
µC1δ
iklnεnjm + µC2δ
jklnεnim
)
E∗kω E
∗l
ω E
m
2ω + c.c.
(27)
Note that the injection of 〈v · S〉 is zero in a cubic
material, i.e., K˙ij is traceless. In an isotropic model,
such as the one we used previously,3 µC1 = µC2 =
µC3 = 0. The connection to our previous notation is
µN1 = D (A1 −A4), µN2 = D (A2 +A4), and µN3 =
D (A3 +A4).
3
The spin-current injection can be divided into a con-
tribution from electrons K˙ij(I;e), and a contribution from
holes K˙ij(I;h); that is, K˙
ij
(I) = K˙
ij
(I;e) + K˙
ij
(I;h) (similarly,
µijklm(I) = µ
ijklm
(I;e) + µ
ijklm
(I;h) ). Expressions in the PBA
for both the electron and hole spin current are given
elsewhere3; here we focus on the electron spin current,
since hole spin relaxation is typically very fast.89,90
A microscopic expression for the spin-current injection
was derived previously in the Fermi’s golden rule (FGR)
limit of perturbation theory and applied to a model in
which all bands are doubly degenerate.3 However, it is
unsuitable for a calculation with H14, which accounts for
the small splitting of the spin degeneracy that occurs
in materials of zinc-blende symmetry.60,91,92 If the spin-
split bands were well separated, then the microscopic ex-
pression for K˙ij(I;e) would be
K˙ij(I;e) =
2pi
L3
∑
c,v,k
〈ck| viSj |ck〉
×
[(
Ω
(2)
c,v,k
)∗
Ω
(1)
c,v,k + c.c.
]
δ (2ω − ωcv (k)) ,
where L3 is a normalization volume; the one-photon am-
plitude Ω
(1)
c,v,k is
Ω
(1)
c,v,k = i
e
2~ω
E2ω · vc,v (k) , (28)
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where the charge on an electron is e (e < 0), and the
two-photon amplitude Ω
(2)
c,v,k is
Ω
(2)
c,v,k =
( e
~ω
)2∑
n
(Eω · vc,n (k)) (Eω · vn,v (k))
ωnv (k)− ω . (29)
However, for the photon energies and materials studied
here, the spin-splitting is small; it is comparable to the
broadening that one would calculate from the scattering
time of the states, and also to the laser bandwidth for
typical ultrafast experiments. Thus, the spin-split bands
should be treated as quasidegenerate in FGR, with the
result
K˙ij(I;e) =
2pi
L3
′∑
c,c′
∑
v,k
〈ck|viSj|c′k〉
(
Ω
(2)
c,v,k
)∗
Ω
(1)
c′,v,k
× 1
2
[δ (2ω − ωcv (k)) + δ (2ω − ωc′v (k))] + c.c.,
where the prime on the summation indicates a restric-
tion to pairs (c, c′) for which either c′ = c, or c and c′
are a quasidegenerate pair. The optical excitation of the
coherence between spin-split bands can be justified using
the semiconductor optical Bloch equation approach, as
was done for the one-photon spin properties.48 Note that
this issue does not arise for “1+2” current injection or
“1+2” population control, since 〈ck|v|c′k〉 and 〈ck|c′k〉
vanish between spin-split bands.
Using the time-reversal properties of the Bloch func-
tions, we find that µ(I;e) is real, and can be written as
µijklm(I;e) =i
( e
~ω
)3 pi
2L3
′∑
c,c′
∑
v,k
∑
n
δ (2ω − ωcv (k))
× Re
{ 〈ck| viSj |c′k〉
ωnvk − ω
[
Mklmc,c′,v −
(
Mklmc′,c,v
)∗]}
,
(30)
where
Mklmc,c′,v ≡
1
2
vmc′v(k)
[
vk∗cn(k)v
l∗
nv(k) + v
l∗
cn(k)v
k∗
nv(k)
]
.
(31)
That µ(I;e) in (30) is purely real is a consequence of the
independent-particle approximation.40
A. Calculation results
The spectra of the independent components of µ(I;e),
calculated for GaAs, are shown in Fig. 7 and Fig. 8. Fig-
ure 7 also shows contributions from each possible ini-
tial valence band. Figure 8 shows the spin-current injec-
tion calculated with various degrees of approximation de-
scribed in Sec. II D. The only other calculation of “1+2”
spin-current injection for bulk GaAs is our earlier calcu-
lation, which used a spherical, parabolic-band approxi-
mation to the eight-band model and did not include the
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FIG. 7: (color online): Calculated spectra of GaAs spin-
current injection components and their contributions from
each initial valence band; dashed, dotted, and dashed-dotted
lines include only transitions from the hh, lh, and so bands
respectively, while the solid lines include all three transitions.
Panel (a) shows µN1 (black lines), µN2 (red lines), and µN3
(blue lines). Panel (b) shows µC1 (black lines), µC2 (red
lines), and µC3 (blue lines).
so band as an intermediate state3; it is shown in Fig. 8
for µN1, µN2, and µN3.
The term µN1 has the largest magnitude of the six in-
dependent parameters of µ(I;e). Since it is negative for
hh and lh transitions but positive for so transitions, it
peaks in magnitude at 2~ω just above Eg +∆0 (the en-
ergy at which so transitions become allowed). Two band
terms make the largest contribution to µN1, followed by
three-band terms with hh or lh intermediate states. The
so and uc intermediate states make a very small contri-
bution to µN1 for excess energies less than 200 meV. The
warping of the bands is not important for µN1, since the
calculation with H8Sph closely approximates the “H14,
no uc” calculation, which includes the same intermediate
states. The “H8Sph-PBA, no so” calculation, which we
derived previously,3 is a good approximation to µN1 at
excess energies below 250 meV; nonparabolicity becomes
important at higher energies. The hh contribution has
a larger magnitude than the lh contribution in part be-
cause three-band terms increase the magnitude of the hh
contribution, but decrease that of the lh contribution, as
expected from the PBA expression (B1a).
The term µN2 is negative for hh transitions, positive
for lh transitions, and negligible for so transitions. The
calculation “H14, 2BT” is a good approximation to the
calculation H14. However, the three-band terms are not
small; rather, they nearly cancel. In particular the tran-
sition hh-lh-cmakes a large positive contribution to µN2,
while the transition hh-so-c makes a large negative con-
tribution. Since our earlier PBA calculation included the
former but not the latter,3 it is a poor approximation
to µN2. But by including only 2BTs, it is a fair ap-
proximation for excess energies less than 200 meV. This
agreement is fortuitous, since the calculation H8Sph un-
derestimates the magnitude of µN2, and the PBA leads
12
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FIG. 8: (color online): Approximations for GaAs spin current components (a) µN1, (b) µN2, (c) µN3, (d) µC1, (e) µC2, (f)
µC3. The approximations are described in Sec. IID.
to an overestimation of the magnitude of µN2.
The term µN3 is negligible when only 2BTs are in-
cluded, in agreement with the PBA.3 The hh-lh-c transi-
tions are positive, while the lh-hh-c transitions are nega-
tive; the former is larger, and thus µN3 is positive when
so intermediate states are neglected. Both lh-so-c and
hh-so-c are negative and substantial enough to make
the total µN3 negative. Consequently, our earlier PBA
result,3 which neglects so intermediate states, is a poor
approximation to µN3. Upper conduction bands make a
fairly small contribution to µN3, and warping does not
seem to be important for µN3 since the calculation with
H8Sph is a good approximation.
As expected, the terms µC1, µC2, and µC3 are zero
when calculated with H8Sph.
The term µC1 is negligible when only 2BTs are in-
cluded. Transitions with intermediate states in the set
{hh, lh, so} comprise roughly two-thirds of µC1. The
anisotropy of these transitions is not simply due to the
warping of the hh and lh bands, which we have deter-
mined by a calculation (not shown) using H8 without
the remote band contribution to the velocity. Rather,
it comes from wave function mixing of the Γ8c and Γ7c
states into the valence and c band states. The cubic
anisotropy of two-photon absorption has been attributed
to such wave function mixing.49,69 The other third of the
full µC1 is due to transitions with the uc intermediate
state, which would be forbidden close to the Γ point if
the material were isotropic. We also note that each three-
band term makes a positive contribution to µC1.
The term µC2 is nearly negligible when only 2BTs are
included. Transitions from the hh and lh bands have op-
posite sign, and those from the so band are negligible.
About half of µC2 is due to the transitions hh-lh-c and
lh-hh-c, and the other half is due to transitions with the
uc intermediate states. Transitions with so intermediate
states are negligible. As with µC1, the anisotropy of the
hh-lh-c and lh-hh-c transitions is due to the wave func-
tion mixing of the Γ8c and Γ7c states into the hh, lh, and
c band states.
The term µC3 is positive for hh transitions, negative
for lh transitions, and negligible for so transitions. The
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transitions hh-so-c and lh-so-c account for most of the
value of µC3, but 2BTs are not negligible. Transitions
with uc intermediate states reduce the value of µC3 by
as much as 10%. Most of µC3, especially at energies less
than 200 meV, is due to the warping of the hh and lh
bands. Consistent with this, we find that remote band
effects are somewhat important for µC3; when remote
band effects are removed, the calculation of µC3 is about
25% larger than the full calculation. Note that µC3 is
far more sensitive to remote band effects than any other
optical property calculated in this article.
In Fig. 9 we plot the spectra of the independent compo-
nents of the spin current density pseudotensor for InSb,
GaSb, InP, and ZnSe. The spin current tensor is largest
for InSb in agreement with the PBA expressions in Ap-
pendix B. We also note that µN3 is positive for InSb and
GaSb at low excess photon energy, whereas it is negative
for InP, GaAs, and ZnSe.
B. Configurations
Co-circularly polarized fields generate a spin-polarized
current, which can be characterized by its degree of spin
polarization f ≡ (2e/~) ˙Kije qˆinˆj/|J˙e|, where nˆ is a unit
vector normal to the polarization plane of the fields, and
qˆ is a unit vector in the direction of Je.
3 Essentially,
f = 〈vS〉 / 〈v〉. Since this measure aims to character-
ize the photoexcited distribution of electrons, we neglect
holes from both K˙ and J˙ in this calculation.93 For fields
normally incident on a (001) surface (i.e. eω = e2ω =
(xˆ± iyˆ) /√2), the spin current is
K˙ij(I) =∓
√
2|E2ω ||Eω|2
×
[(
µN1 +
µC1
2
)
mˆi±zˆ
j +
(
µN2 +
µC2
2
)
zˆimˆj±
]
,
where mˆ± = sin (2φω − φ2ω) xˆ ± cos (2φω − φ2ω) yˆ, the
current is J˙(I) =
√
2E2ωE
2
ω (ηB1 + ηC/2) mˆ±, and the
degree of spin polarization is
f =
2e
~
µN1 + µC1/2
ηB1 + ηC/2
. (32)
For fields normally incident on a (111) surface, J˙(I) =√
2E2ωE
2
ω (ηB1 + ηC/3) mˆ±, and
f =
2e
~
µN1 + µC1/3 + µC3/3
ηB1 + ηC/3
. (33)
The degree of spin polarization is plotted for GaAs in
Fig. 10(a). The cubic anisotropy is small, but clearly
seen, especially at low excess photon energies. The other
materials have very similar degrees of spin polarization.
A pure spin current, without an electrical current,
can be generated with cross-linearly polarized fields.3 We
consider fields polarized in the (001) plane, with the ω
field polarized at an angle θ to the xˆ axis (i.e. [100])
and the 2ω field polarized at an angle θ to the yˆ axis
(eω = xˆ cos θ+ yˆ sin θ and e2ω = −xˆ sin θ+ yˆ cos θ). The
spin current is
K˙ij(I) =−
1
2
|E2ω ||Eω|2 cos (2φω − φ2ω)
[
(4µN1 + 4µN3 + 3µC1 + µC1 cos (4θ)) e
i
ω zˆ
j
− sin (4θ)
(
µC1e
i
2ω zˆ
j + µC2zˆ
iej2ω
)
+ (4µN2 − 4µN3 + 3µC2 + µC2 cos (4θ)) zˆiejω
]
This pure spin current is typically measured by the re-
sulting displacement of up and down spins.7,8 The fi-
nite displacement results from transport and scattering
of the electrons. Using the Boltzmann transport equa-
tion in the relaxation time approximation with space-
charge effects justifiably neglected,8 one finds di (zˆ) =
(4τ/~) K˙ij zˆj/
(
N˙(1) + N˙(2)
)
.48 Here, d (zˆ) is the dis-
placement of spins measured with respect to the quan-
tization direction zˆ, and τ is the momentum relaxation
time. We assume the field intensities have been chosen
to balance one- and two-photon absorption, a condition
that is θ-dependent due to the cubic anisotropy of two-
photon absorption. Thus,
d (zˆ) · eω = τ
~
(4µN1 + 4µN3 + 3µC1 + µC1 cos (4θ))√
ξxx(1)ξ
xxxx
(2)
(
1− (σ/2) sin2 (2θ))
(34)
and
d (zˆ) · e2ω = τ
~
µC1 sin (4θ)√
ξxx(1)ξ
xxxx
(2)
(
1− (σ/2) sin2 (2θ)) , (35)
where σ is the two-photon absorption cubic-anisotropy
factor given explicitly in the next section.49,69 At θ = 0
and θ = pi/4, d is parallel to eω. The spin separation
distance is plotted in Fig. 10(b), where we have assumed
a momentum relaxation time of 100 fs for each material.
This calculation of the spin separation distance is a
significant improvement over our initial calculations,7,8
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FIG. 10: (a) Degree of polarization of spin-polarized current
due to co-circularly polarized fields. (b) Displacement of spins
in pure spin current due to cross-linearly polarized fields.
which used the eight-band PBA and neglected three-
band terms from the two-photon amplitude (“H8Sph-
PBA, 2BT”). Stevens et al. measured a spin separation
distance of 20 nm in a GaAs multiple quantum well at an
excess photon energy of 200 meV, and estimated a mo-
mentum relaxation time of τ = 45 fs.7 For τ = 45 fs, we
calculate a spin separation distance of 20.0 nm for bulk
GaAs at 200 meV. Hu¨bner et al. measured a spin sep-
aration distance of 24 nm (the photoluminescence spot
separation is half this distance) in cubic ZnSe at an excess
photon energy of 280 meV, and estimated a momentum
relaxation time of τ = 100 fs.8 The calculation in Fig.
10(b) yields d = 23.6 nm for ZnSe at 280 meV. In both
cases, we now find very good agreement with the experi-
ment, whereas the previous model resulted in larger spin
separation distances. Of course, this agreement is contin-
gent on the accuracy of the momentum relaxation time
estimates.
Note that both the degree of spin polarization for co-
circularly polarized fields and the spin-separation dis-
tance, plotted in Fig. 10, have a kink at excess photon
energy ∆0 and decrease at higher excess photon energies.
A similar kink and decrease, due to the onset of transi-
tions from the split-off band, occurs for both one-photon
spin injection94 and two-photon spin injection.52
VI. SPIN CONTROL
The spin injection rate due to the field (1) can be
written S˙ = S˙(1) + S˙(I) + S˙(2), where S is the macro-
scopic spin density, S˙i(1) = ζ
ijk
(1)E
j∗
2ωE
k
2ω is one-photon spin
injection,94 S˙i(2) = ζ
ijklm
(2) E
j∗
ω E
k∗
ω E
l
ωE
m
ω is two-photon
spin injection,52 and
S˙i(I) = ζ
ijkl
(I) E
∗j
ω E
∗k
ω E
l
2ω + c.c. (36)
is “1+2” spin control.4 In previous sections and in some
of the expressions below, we use S to denote the single-
particle spin operator. It should be obvious by context
when S refers to the macroscopic spin density and when
it refers to that spin operator.
The fourth-rank pseudotensor ζijkl(I) has intrinsic sym-
metry on the indices j ↔ k. Such a pseudotensor is zero
in the presence of inversion symmetry; hence, “1+2” spin
control requires materials of lower symmetry. For zinc-
blende symmetry (point group Td), a general fourth-rank
pseudotensor has three independent parameters and 18
non-zero elements in the standard cubic basis; forcing the
j ↔ k symmetry leaves two independent parameters
iζIA ≡ ζabba(I) = ζcaac(I) = ζbccb(I) = −ζacca(I) = −ζcbbc(I) = −ζbaab(I) ,
(37a)
iζIB ≡ ζaabb(I) = ζccaa(I) = ζbbcc(I) = −ζaacc(I) = −ζccbb(I) = −ζbbaa(I)
= ζabab(I) = ζ
caca
(I) = ζ
bcbc
(I) = −ζacac(I) = −ζcbcb(I) = −ζbaba(I) .
(37b)
The spin injection has a contribution from electrons
S˙(I;e), and a contribution from holes S˙(I;h); that is,
S˙(I) = S˙(I;e) + S˙(I;h), and ζ(I) = ζ(I;e) + ζ(I;h).
15
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FIG. 11: (color online) Spin control pseudotensor components
ζIA (black lines), ζIB (red lines), and (ζIA + 2ζIB) (blue line)
with breakdown into initial states. Dotted lines include tran-
sitions from the lh band, dashed lines include transitions from
the hh band, dashed-dotted lines include transitions from the
so band, and solid lines include all transitions.
We treat the spin-split bands as quasidegenerate when
taking the FGR limit of perturbation theory, as discussed
for the spin current in Section V, deriving the microscopic
expression
S˙(I;e) =
2pi
L3
′∑
c,c′
∑
v,k
〈ck|S |c′k〉
(
Ω
(2)
c,v,k
)∗
Ω
(1)
c′,v,k
× 1
2
[δ (2ω − ωcv (k)) + δ (2ω − ωc′v (k))] + c.c.,
where the prime on the summation indicates a restric-
tion to pairs (c, c′) for which either c′ = c, or c and c′ are
a quasidegenerate pair. Using the time-reversal proper-
ties of the Bloch functions, we find that ζ(I;e) is purely
imaginary and can be written
ζijkl(I;e) =i
( e
~ω
)3 pi
2L3
′∑
c,c′
∑
v,k
∑
n
δ (2ω − ωcv (k))
× Re
{ 〈ck|Si |c′k〉
ωnvk − ω
[
M jklc,c′,v +
(
M jklc′,c,v
)∗]}
,
(38)
where M jklc,c′,v is given in Eq. (31).
The spectra of ζIA and ζIB for GaAs are shown in Figs.
11 and 12. Figure 11 also shows the contributions from
each possible initial valence band. Figure 12 shows the
spin control calculated with various degrees of approxi-
mation described in Sec. II D.
The term ζIA decreases from zero at the band edge to a
maximum negative value at 40 meV, mostly due to tran-
sitions from the hh band, and is positive at higher excess
photon energies, mostly due to transitions from the lh
band. The low energy behavior is in agreement with the
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FIG. 12: Spin control pseudotensor for GaAs. The calcula-
tions are H14 (solid black lines), “H14, no uc” (dotted lines),
“H14, no uc/so” (dashed-dotted lines), “H14, 2BT” (dashed
lines), and “H14-PBA” (solid grey lines).
PBA result (B2a), in which the ratio of hh : lh tran-
sitions is (mc,hh/mc,lh)
3/2
. Transitions with so and uc
intermediate states dominate the decrease in ζIA at low
excess photon energies, as seen in Fig. 12(a); they are
the only non-zero transitions in the PBA result (B2a).
The contribution from uc intermediate states is negative
and approximately constant over most of the spectrum,
whereas the contribution from so intermediate states
changes from negative to positive as transitions from the
so band become allowed (2~ω > Eg+∆0). The contribu-
tion from 2BTs, which is zero in the PBA, is positive over
the whole spectrum. The breakdown of the PBA is due
to the increase in magnitude of the 2BTs. In fact, the
sum of the PBA and the 2BTs is a good approximation
to the full calculation. We also note that a calculation
with H8 for ζIA yields a nearly negligible result; thus,
the contribution from intermediate states within the set
{so, lh, hh, c} (including 2BTs) is due to the mixing of
the Γ7c and Γ8c wavefunctions with these states.
The term ζIB is larger in magnitude than the term ζIA
over most of the calculated spectrum. It falls to a max-
imum negative value at 95 meV, sharply increases when
transitions from the so band become allowed, and is pos-
itive at higher excess photon energy. At lower photon
energies, transitions from the hh band and transitions
from the lh band both make negative contributions to
ζIB; in the PBA result (B2b) the ratio of hh : lh tran-
sitions is (mc,hh/mc,lh)
3/2
. Fig. 12(b) reveals that ζIB
is essentially due to contributions from uc intermediate
states, and 2BTs. Over the whole spectrum, the former
are negative while the latter are positive. The smallness
of the contribution from so intermediate states is also
seen in the PBA result (B2b), since Z+ ≫ Z ′− in that
expression. We also note that a calculation with H8 for
ζIB yields a nearly negligible; thus, the contribution from
intermediate states within the set {so, lh, hh, c} (includ-
ing 2BTs) is due to the mixing of the Γ7c and Γ8c wave
functions with these states.
We have also calculated the spin-control pseudotensor
for the semiconductors InSb, GaSb, InP, and ZnSe. The
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FIG. 13: (color online) Spin control calculated for InSb, GaSb, InP, and ZnSe. Black lines are ζIA and red lines are ζIB . Solid
lines are the full calculation using H14. Dotted lines are the parabolic-band approximation calculated with (B2a) and (B2b).
results are shown in Fig. 13 along with the parabolic-
band approximations (B2a) and (B2b).
The magnitude of spin control is determined by ζ(I),
but in an experiment one is more interested in the depth
of the phase-dependent modulation of the spin polariza-
tion signal. One possible definition for the signal is the
ratio of spin injection measured with both ω and 2ω fields
to the sum of the spin injections measured with circularly
polarized fields of each frequency.4 The amplitude of its
modulation is ∣∣∣S˙z(I)∣∣∣
S˙z(1) (σ
+) + S˙z(2) (σ
+)
, (39)
where the argument (σ+) indicates injection with a σ+
polarized field. This ratio, which is largest for field am-
plitudes that equalize S˙z(1) (σ
+) and S˙z(2) (σ
+), was mea-
sured by Stevens et al. with excess photon energies of 150
meV and 280 meV.4,9
The ratio (39) has an undesirable feature: it can ex-
ceed unity. Close to the band edge in many semiconduc-
tors (at 2 meV in GaAs), there is a photon energy for
which S˙z(2) (σ
+) = 0.52 At that photon energy, it is im-
possible to choose field amplitudes to balance one- and
two-photon spin injection with circular polarized fields
[S˙z(1) (σ
+) = S˙z(2) (σ
+)], and thus the maximum ratio has
a singularity. Even if the condition S˙(1) (σ
+) = S˙(2) (σ
+)
is relaxed, the ratio (39) can exceed unity. This is be-
cause S˙z(1) (σ
+) and S˙z(2) (σ
+) have opposite sign close to
the band gap,52 and thus it is possible, by appropriate
choice of field amplitudes, to make the denominator of
the ratio arbitrarily small.
An alternate ratio to characterize the spin control,
which has an upper bound of unity, is
RS =
2
~
∣∣∣S˙z(I)∣∣∣
N˙(1) + N˙(2)
. (40)
It is the amplitude of phase-dependent oscillation of the
degree of spin polarization, and it is most useful when
there is little or no population control. We assume the
fields are chosen to balance one- and two-photon absorp-
tion. For most photon energies and materials this is
nearly the same as balancing one- and two-photon spin
injection.
For normal incidence on a (111) sample, opposite cir-
cularly polarized fields yield
RS =
2
~
|ζIA + 2ζIB|√
3ξaa(1)ξ
aaaa
(2) (1− σ/6− δ)
.
For normal incidence on a (110) sample, opposite circu-
larly polarized fields
RS =
2
~
3 |ζIA + 2ζIB|
4
√
2ξaa(1)ξ
aaaa
(2) (1− δ − σ/8)
,
and orthogonal linearly polarized fields (xy-polarized)
yield
RS (α) =
2
~
∣∣(ζIA + 2ζIB) (r + 3 sin2 α) cosα∣∣
2
√
ξaa(1)ξ
aaaa
(2)
(
1− 12σ
(
sin2 α
)
(1 + 3 cos2 α)
) ,
where r ≡ −2ζIA/(ζIA + 2ζIB),4 and α is the angle be-
tween the polarization of the ω field (Eω) and the [001]
axis, which lies in the (110) plane. The angle that max-
imizes RS depends on photon energy through r and σ.
We determine it numerically.
The ratio RS for GaAs is plotted in Fig. 14(a). For
(111)-incidence, opposite circularly polarized fields yield
the highest ratio over the studied range of photon en-
ergies. For (110)-incidence, opposite circularly polarized
fields yield the highest ratio, except for between 190 meV
and 415 meV when xy-polarized fields the highest ratio.
For xy-polarized fields, the angle that yields the largest
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FIG. 14: (color online) Spin-control ratio normalized by car-
rier population [Eq. (40)]. In (a), for GaAs, black lines are
(111)-incident, opposite circularly polarized fields; green lines
are (110)-incident, opposite circularly polarized fields; and red
lines are (110)-incident, orthogonal linearly polarized fields.
In (b), for InSb, GaSb, InP, GaAs, and ZnSe, solid lines are
(111)-incident, opposite circularly polarized fields. The dot-
ted line in (b) is (110)-incident, orthogonal linearly polarized
fields for InP.
ratio decreases from 0.99 rad to 0.53 rad from the band
edge to 320 meV, and is zero for higher excess energies.
The ratio RS for the five semiconductors InSb, GaSb,
InP, GaAs, and ZnSe are plotted in Fig. 14(b). At low
photon energy, opposite circularly polarized fields nor-
mally incident on (111) yield the largest ratio for InSb,
GaSb, GaAs, and ZnSe, whereas orthogonal linearly po-
larized fields normally incident on (110) yield the largest
ratio for InP.
VII. SUMMARY
We have studied the four “1+2” coherent control
effects—current injection, spin-current injection, popula-
tion control, and spin control—in bulk semiconductors
having zinc-blende symmetry. We used an empirical,
fourteen-band k · p Hamiltonian and examined the rela-
tive importance to each effect of the possible initial and
intermediate states. We have also studied the crystal
orientation and polarization dependencies of each effect.
Cubic anisotropy is small in some cases, but large in oth-
ers.
We have compared the numerical calculation with an-
alytic expressions, derived in the parabolic-band approx-
imation, to show the value and limitations of the latter.
The PBA expressions, where they are accurate, are useful
to show how the effects scale in different materials.
The comparison between the two approaches estab-
lishes that, at low excess photon energies, “1+2” cur-
rent injection and “1+2” spin-current injection are
due to interference of allowed one-photon transitions
and allowed-forbidden two-photon transitions, whereas
“1+2” population control and “1+2” spin control are
due to interference of allowed one-photon transitions
and allowed-allowed two photon transitions. It also ex-
plains the large population- and spin-control ratios pre-
dicted by the fourteen-band calculation close to the band
edge, where allowed-allowed two-photon transitions dom-
inate allowed-forbidden two-photon transitions. Neither
“1+2” population control, nor “1+2” spin control have
yet been experimentally studied in that spectral range.
APPENDIX A: NEGLECT OF THE
ANOMALOUS VELOCITY AND k-DEPENDENT
SPIN-ORBIT COUPLING
The anomalous velocity, i.e. vA ≡ (v − p/m) =
~ (σ ×∇V ) / (4m2c2), which leads to k-dependent spin-
orbit coupling in Hk from the term ~k · vA, is often ne-
glected in k · p models.41,43,44,95,96 Some authors have
treated matrix elements of∇V as additional independent
parameters.82,91,97,98 For example, Bahder, who gives the
matrix for ~k · vA within the eight-band model, defines
the model parameter97,99
C0 ≡ 1√
3
~
2
4m2c2
〈S| ∇xV |X〉 .
Ostromek used the value C0 = 0.16 eV A˚ to fit the eight-
band model to experimental results.98 We here relate ma-
trix elements of ∇V (and hence matrix elements of vA)
to other parameters of the model, thereby demonstrating
that they can be neglected for the effects we consider.
Bir and Pikus showed that the identity [H0,p] = i~∇V
leads to 〈X |∇yV |Z〉 = 0.100 An application of that iden-
tity to the remaining nonzero matrix elements yields
〈S| ∇xV |X〉 = mP0
~2
(ES − EX) , (A1a)
〈S| ∇xV |x〉 = −mP
′
0
~2
(Ex − ES) , (A1b)
〈X | ∇yV |z〉 = 〈Z| ∇yV |x〉 = −mQ
~2
(Ex − EX) ,
(A1c)
and similar results for cyclic permutations and Hermitian
conjugates of these. The energiesES , EX , and Ex are the
eigenvalues of |S〉, |X〉, and |x〉 with respect to the Hamil-
tonianH0. Their values are fixed by the requirement that
the eigenvalues ofHk=0 yield the parameters Eg, E
′
0, ∆0,
and ∆′0.
44 Neglecting the small contribution from ∆−,
ES − EX = Eg + ∆0/3, Ex − ES = E′0 − Eg + 2∆′0/3,
and Ex − EX = E′0 + 2∆′0/3 + ∆0/3.
Thus, (A1a) gives matrix elements of ∇V in terms of
other model parameters. In particular, with parameters
from Table I for GaAs, we find C0 = 5× 10−6 eVA˚.
From the point of view of the theory of
invariants,42,100,101,102 k-dependent spin-orbit coupling
amounts to using different values of P0 for Γ8 and Γ7
valence bands (and similar changes for P ′0 coupling and
Q coupling).42 In terms of C0, P0 → P7 ≡ P0 + 2
√
3C0
for couplings with Γ7 bands and P0 → P8 ≡ P0 −
√
3C0
18
for couplings with Γ8 bands. From (A1a),
P7 − P8
P0
=
√
3C0
P0
=
3 (ES − EX)
4mc2
≈ 3Eg −∆0
4mc2
.
This is very small, since the numerator is on the order of
eV, whereas mc2 = 5.11×105 eV. And since this relative
change in the matrix element depends on the ratio of
C0 to P0, even the overly large coupling value of C0 =
0.16 eVA˚ has only a small effect on optical properties.48,52
For comparison, consider interband spin-orbit coupling
parameterized by ∆−. In the eight-band model, inter-
band spin-orbit coupling is a remote band effect (since
it is a coupling with the uc bands), which effectively
causes P0 → P˜7 ≡ P0 + (2∆−P ′0) / [3 (E′0 +∆0)] and
P0 → P˜8 ≡ P0 − (∆−P ′0) / [3 (E′0 +∆′0)]. Thus,
P˜7 − P˜8
P0
≈ ∆
−
E′0
P ′0
P0
.
This effect, which is included in our calculation, is small
(it is 4 × 10−3 in GaAs), but it is orders of magnitude
larger than the relative change due to k-dependent spin-
orbit coupling.
The above suggests that k-dependent spin-orbit cou-
pling can be neglected for the processes we consider in
bulk, cubic materials.
APPENDIX B: PARABOLIC BAND
APPROXIMATIONS
In this appendix, we discuss parabolic-band approxi-
mation (PBA) expressions, which are perturbative in the
Bloch wave vector k, for “1+2” coherent control effects.
1. Current
There have been several different calculations of η
in the PBA.1,3,38,40 Using a two-band model (one con-
duction and one valence band), Atanasov et al. ob-
tained ηB1 ∝ (2~ω − Eg)3/2 and ηB2 = 0.1 Using a
three-band model, but only accounting for two-band
terms, Shiek-Bahae studied the approximate scaling of
“1+2” current injection spectra with the band gap Eg
and concluded that ηB1 and ηB2 are proportional to
E−2g (2x− 1)3/2 (2x)−4, where x ≡ ~ω/Eg.38 Our earlier
PBA calculation was based on an 8-band model, included
both two- and three-band terms in the two-photon am-
plitude, but did not include terms with the so band as
an intermediate state.3 More recently, we included the
so band as an intermediate state, but only for two-band
terms.40 The 2BTs in the 8-band model result differ from
the 2BTs in the three-band model result of Sheik-Bahae
by material independent factors.
2. Spin Current
The spin current PBA result is presented elsewhere.3
Here we summarize our earlier result in a new notation.
For the electron spin current, µC1 = µC2 = µC3 = 0, and
µN1;e = D
m
mc
(mc,hh
m
)3/2
(1 + Zc)−D m
mc
(mc,hh
m
)5/2 EP
3Eg
1− Zc
1 + xmc,hh/mhh,lh
+D
m
mc
(mc,lh
m
)3/2(7
3
− Zc
)
−D m
mc
(mc,lh
m
)5/2 EP
3Eg
1
1− xmc,lh/mhh,lh ,
(B1a)
µN2;e = D
m
mc
(mc,hh
m
)3/2
(1 + Zc)− 3D m
mc
(mc,hh
m
)5/2 EP
3Eg
1− Zc
1 + xmc,hh/mhh,lh
−D m
mc
(mc,lh
m
)3/2(
1− 7
3
Zc
)
− ZcD m
mc
(mc,lh
m
)5/2 EP
3Eg
1
1− xmc,lh/mhh,lh ,
(B1b)
µN3;e = −2D m
mc
(mc,hh
m
)5/2 EP
3Eg
1− Zc
1 + xmc,hh/mhh,lh
+ 2 (1− Zc)D m
mc
(mc,lh
m
)5/2 EP
3Eg
1
1− xmc,lh/mhh,lh ,
(B1c)
where x ≡ (2~ω − Eg) / (~ω), m−1n,m = m−1n −m−1m , D is given in Ref.3, and Zc ≡ 13 EP∆0Eg(∆0+Eg)
mc
m . In (B1a) and (B1b)
(µN1;e and µN2;e), the first term is from the hh-c transition, the second term is from the hh-lh-c transition, the third
term is from the lh-c transition, and the fourth term is from the lh-hh-c transition. In (B1c) for µN3;e, the first term
is from the hh-lh-c transition, and the second term is from the lh-hh-c transition. Note that two-band terms make
no contribution to µN3;e.
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3. Spin
To calculate optical effects due to the interference of allowed one-photon transitions and allowed-allowed two-photon
transitions, we approximate the spin and velocity matrix elements and the energy denominator by their values at the
Γ point, and approximate the energy bands in the δ-function as spherical and parabolic, neglecting the small k-linear
term Ck and the small k
3 spin-splitting. We used this method previously for two-photon spin injection.52 Since bands
are degenerate at the Γ point, the lowest-order approximation to the matrix elements still depends on the direction
kˆ.100 However, by averaging the microscopic expression over physical systems rotated by each point group operation
[which is equivalent to averaging over each term in Eq. 37a or Eq. 37b], one can make the calculation using Γ-point
states with pseudo-angular momentum quantized along zˆ. The integral over k becomes a straightforward integral
over the density of states in this approximation.
The Γ-point basis states are given in (4). However, all but the Γ6c states are not eigenstates at the Γ point due
to spin-orbit coupling between upper conduction and valence bands parameterized by ∆−. Using eigenstates to first
order in ∆−,52 we find
ζIA = −
(−e3)
3pi
((mc,hh
m
)3/2
+
(mc,lh
m
)3/2) √2~ω − Eg
(2~ω)
3
√
EQ
(
Z− + Z
′
+ + Z
′′
−
)
, (B2a)
ζIB = −
(−e3)
6pi
((mc,hh
m
)3/2
+
(mc,lh
m
)3/2) √2~ω − Eg
(2~ω)
3
√
EQ
(
Z+ + Z
′
− + Z
′′
+
)
, (B2b)
where
Z± =
√
EPEP ′
(
1
E′0 − ~ω
± 1
E′0 +∆
′
0 − ~ω
)
Z ′± = −
∆−EP
3
[(
2
E′0 +∆0
+
1
E′0 +∆
′
0
)
1
∆0 + ~ω
+
2
E′0 +∆0
1
E′0 − ~ω
± 1
E′0 +∆
′
0
1
E′0 +∆
′
0 − ~ω
]
Z ′′± = −
∆−EP ′
3
1
E′0 +∆
′
0
(
1
E′0 − ~ω
± 1
E′0 +∆
′
0 − ~ω
)
In Z±, the first term is from intermediate sc states and the second term is from intermediate lc and hc states. In Z
′
±,
the first term is from intermediate so states, the second term is from intermediate sc states, and the third term is
from intermediate lc and hc states. In Z ′′±, the first term is from intermediate so states, and the second term is from
intermediate hc and lc states. The term Z ′′± can be neglected for typical semiconductors. Note that (ζIA + 2ζIB) has
contributions only from intermediate so and sc states. This only includes transitions from initial hh and lh states;
transitions from initial so states, which contribute when 2~ω > Eg +∆0, have been neglected.
4. Population
We derive an expression for population control using the same method used above for spin control. To first order
in ∆−,
ξabc(I) =
−e3
3pi
2
~
[(mc,hh
m
)3/2
+
(mc,lh
m
)3/2] √2~ω − Eg
(2~ω)
3
√
EQ (X1 +X2 +X3) , (B3)
where
X1 =
√
EPEP ′
(
1
E′0 − ~ω
+
1
E′0 +∆
′
0 − ~ω
)
, (B4)
X2 = −∆
−
3
EP
[
2 (E′0 +∆0)
−1
E′0 − ~ω
− (E
′
0 +∆
′
0)
−1
E′0 +∆
′
0 − ~ω
+
2 (E′0 +∆0)
−1 + (E′0 +∆
′
0)
−1
∆0 + ~ω
]
, (B5)
X3 = −∆
−
3
EP ′
E′0 +∆
′
0
(
1
E′0 − ~ω
+
1
E′0 +∆
′
0 − ~ω
)
. (B6)
Note that
(−e3) is positive. For typical semiconductors, X3 can be neglected and
X2
X1
≈ − ∆
−
2 (∆0 + ~ω)
√
EP
EP ′
.
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In X2, the most important term is the last, which comes from the interference of {hh, lh}-so-c two-photon transitions
and {hh, lh}-c one-photon transitions.
The expression (B3) only includes the allowed-allowed transitions from the hh and lh bands. At photon energies
for which 2~ω > Eg +∆0, one should add the contribution due to the transition so-uc-c.
Because of (21), (B3) is also an analytical expression for Imχ(2)abc (−2ω;ω, ω). Jha and Wynne have also used
k-independent velocity matrix elements and spherical, parabolic bands to derive an expression for χ(2)abc (−2ω;ω, ω),
but they did not include the interband spin-orbit coupling term ∆−.84 Taking the imaginary part of their Eq. 4.4 for
~ω < Eg < 2~ω, and correcting a factor of pi error, reproduces the Imχ
(2)abc (−2ω;ω, ω) one would find from (B3)
but with X2 = X3 = 0. Also, they make the approximation ~ω ≈ Eg/2 in the term X1.
To get a PBA expression for the population control ratio requires PBA expressions for one- and two-photon
absorption. We take the same approach used to derive (B3), but for simplicity, we take ∆− = 0 in the following. In
the PBA, at photon energies 2~ω < Eg +∆0, one-photon absorption is
ξij(1) =
e2
3pi
√
2mEP
~2
((mc,lh
m
) 3
2
+
(mc,hh
m
) 3
2
) √
2~ω − Eg
(2~ω)
2 δ
ij . (B7)
In a material of cubic symmetry, the two-photon absorption tensor ξijkl(2) has three independent components ξ
aaaa
(2) ,
ξaabb(2) , and ξ
abab
(2) , which are alternately parameterized by the set
{
ξaaaa(2) , σ, δ
}
(see Sec. IV). The allowed-forbidden
two-photon absorption in the isotropic Kane model, neglecting three- and four-band terms, is
ξijkl(2) = ξ¯(2)
[√
mc,hh
m
(
3
2
δikδjl +
3
2
δilδjk − δijδkl
)
+
√
mc,lh
m
(
11
6
δikδjl +
11
6
δilδjk + δijδkl
)]
, (B8)
where
ξ¯(2) ≡
64
√
2
15pi
e4EP√
m
(2~ω − Eg)
3
2
(2~ω)
6 .
Note the additional symmetry, ξaaaa(2) = 2ξ
abab
(2) + ξ
aabb
(2) in this isotropic model. The allowed-allowed two-photon
absorption, neglecting ∆′0/ (E
′
0 − Eg + ~ω), has ξaaaa(2) = ξaabb(2) = 0 and
ξabab(2) = ξ
aa
(1)
e2
ω2m2
2m
EP
EP ′
0
EQ
(E′0 − Eg + ~ω)2
,
which agrees with Arifzhanov and Ivchenko.103 Thus, at photon energies for which allowed-allowed transitions domi-
nate two-photon absorption,
R ≈ ξ(I)√
ξ(1)ξ
abba
(2)
= 1, (B9)
whereas when allowed-forbidden transitions dominate two-photon absorption,
R = 2~ω
√
EQEP ′
EP (2~ω − Eg)
√√√√√(mc,hhm )3/2 + (mc,lhm )3/2
9
10
√
mc,hh
m +
11
10
√
mc,lh
m
{
1
∆′0 + E
′
0 − Eg + ~ω
+
1
E′0 − Eg + ~ω
}
(B10)
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