Recent studies have shown the latency and energy consumption of deep neural networks can be significantly improved by splitting the network between the mobile device and cloud. This paper introduces a new deep learning architecture, called BottleNet, for reducing the feature size needed to be sent to the cloud. Furthermore, we propose a training method for compensating for the potential accuracy loss due to the lossy compression of features before transmitting them to the cloud. BottleNet achieves on average 5.1× improvement in end-to-end latency and 6.9× improvement in mobile energy consumption compared to the cloud-only approach with no accuracy loss.
I. INTRODUCTION
Mobile and Internet of Things (IoT) devices are increasingly relying on deep neural networks (DNNs), as these networks provide state-of-the-art performance in various intelligent applications [1] - [5] . Due to limited computational and storage resources of mobile devices, which prohibits full deployment of advanced deep models on these devices (the mobile-only method), the most common deployment approach of most of the DNN-based applications on mobile devices relies on using the cloud. In this approach, which is referred to as the cloud-only approach, the deep network is fully placed on the cloud, and thus the input is sent from the mobile to cloud for performing the computations associated with the inference network, and the output is sent back to the mobile device.
The cloud-only approach requires mobile devices to send vast amounts of data (e.g. images, audios and videos) over the wireless network to the cloud. This can give rise to considerable energy and latency overheads on the mobile device. Furthermore, pushing all computations toward the cloud can lead to congestion in a scenario where a large number of mobile devices simultaneously send data to the cloud. As a compromise between the mobile-only and the cloud-only approach, recently, a body of research work has been investigating the idea of splitting a deep inference network between the mobile and cloud [6] - [12] . In this approach, which is referred to as collaborative intelligence, the computations associated with initial layers of the inference network are performed on the mobile device, and the feature tensor (activations) of the last computed layer is sent to the cloud for the remainder of computations. The main motivation for collaborative intelligence is the fact that in many applications which are based on deep convolutional neural networks (CNNs), the feature volume of layers will shrink in size as we go deeper in the model [6] , [8] , [12] . Therefore, computing a few layers on the mobile and then sending the last computed feature tensor to the cloud can reduce the latency and energy overheads of wireless transfer of the data to the cloud compared to sending the input of the model directly to the cloud. Furthermore, pushing a portion of computations onto the mobile devices can reduce the congestion on the cloud and hence increase its throughput.
Based on a recent study done for various hardware and wireless connectivity configurations [8] , the optimal operating point for the inference network in terms of latency and/or mobile energy consumption is associated with dividing the network between the mobile and cloud, and not the common cloud-only approach, or the mobile-only approach (in case the deep model could be deployed fully on the mobile device). The optimal point of split depends on the computational and data characterization of DNN layers and is usually at a point deep in the inference network.
In research studies investigating collaborative intelligence, a given deep network is split between the mobile device and the cloud without any modification to the network architecture itself [6] , [8] - [12] . In this paper, we investigate altering the underlying deep model architecture to make it collaborative intelligence friendly. For this purpose, we mainly focus on altering the underlying deep model in a way that the feature data size needed to be transmitted to the cloud is reduced. This is because in the studies investigating collaborative intelligence, the latency and energy overheads of the wireless data transfer to the cloud yet play a major role in the total mobile energy consumption and the end-to-end latency [6] . Therefore, reducing the transmitted data size to cloud is generally beneficial. For this purpose, we add a nonexpensive learnable reduction unit after the layers assigned to be computed on the mobile device, and the output of this unit is then compressed using conventional compressors (e.g., JPEG) and sent to the cloud. Correspondingly, a decompressor and a learnable restoration unit is added before the layers assigned on the cloud. The main components of reduction and restoration units are convolutional layers which their dimensions are determined in a way that the input of the reduction unit and the output of the restoration unit have the same dimensionality.
An overview of the proposed method is shown in Fig. 1 . The 978-1-7281-2954-9/19/$31.00 ©2019 IEEE insertion location and size of the the reduction and restoration units in the underlying DNN are determined as explained in Section II-C. Since by inserting the reduction unit, a data bottleneck is created in the model, the combination of the learnable reduction unit, compressor and decompressor, and the learnable restoration unit is referred to as the bottleneck unit, and the new network architecture including the bottleneck unit is referred to as BottleNet, which is trained end-to-end. For the reduction unit, we evaluate and compare dimension reductions along both the channel and spatial dimensions of intermediate feature tensors as explained in Section II-A.
As we see in Section III, an obvious benefit of using the proposed bottleneck unit is in deep models where feature tensor sizes are relatively high, such as ResNet [2] and VGG [13] . In such networks, the layer in which the feature size is less than the input size is either not present or lies very deep inside in the network. Therefore, if we want to merely split the network and send the intermediate feature tensor to the cloud as in [6] , [8] , we need to compute considerable number of layers on the mobile. This will push a major workload to the mobile which will likely result in higher latency and energy consumption compared to the cloud-only approach. This could be the main reason that previous work on collaborative intelligence usually has focused on deep architectures where the intermediate feature size is relatively small compared to the input size after computing only a few layers, such as AlexNet [1] and DeepFace [14] .
Furthermore, since features of an intermediate layer in a deep model tend to exhibit statistical characteristics such as data redundancy and lower entropy compared to the input of the model, compressing the feature tensor before sending it to the cloud can potentially achieve considerable reductions in the data size needed to be sent over the wireless network. Therefore a major portion of the works studying collaborative intelligence also consider feature compression instead of direct transfer of the feature tensor to the cloud [6] , [10] - [12] . In this work, we consider lossy compression of the feature tensor. Lossy compression methods can lead to higher bit savings compared to the lossless compression approaches. However, they may adversely affect the achieved accuracy and thus lossy compression methods are less studied in the works that use feature compression in collaborative intelligence framework, as they mostly use lossless compression techniques on the features before transmitting them to the cloud. In order to compensate for the reduced accuracy due to the lossy compressor, we propose a novel training method for the network which approximates the behavior of the lossy compressor as an identity function in backpropagation. The proposed training method is explained in detail in Section II-B.
In summary, the contributions of this paper are as follows:
• We propose the bottleneck unit, in which by using a learnable reduction unit followed by a lossy compressor, the feature tensor size required to be transmitted to the cloud is significantly reduced. • For training our model, we propose a lossy compressionaware training method in order to compensate for the accuracy loss. • Using the proposed BottleNet architecture, compared to the cloud-only approach, we achieve on average 5.1× improvement in end-to-end latency and 6.9× improvement in mobile energy consumption with no accuracy loss. The remainder of the paper is structured as follows: Section II provides a more detailed explanation of the bottleneck unit and training method. Section III provides the energy and latency improvements of the proposed bottleneck unit and discusses the efficacy of our training approach, and also elaborates on the flexibility of changing the partition point depending on the cloud server congestion and wireless network conditions. Finally, Section IV concludes the paper.
II. PROPOSED METHOD
In this section, first, we describe details of the bottleneck unit. Then, we explain our proposed training method when a non-differentiable lossy compression is applied to the intermediate feature tensor before transmitting it to the cloud. Finally, we explain our approach for finding the best insertion location and size of the bottleneck unit in the underlying deep model to achieve the lowest end-to-end latency and/or mobile energy consumption in different wireless settings.
A. Bottleneck Unit
For dimension reduction in the feature tensor in the bottleneck unit, we evaluate and compare dimension reductions along either channel or spatial dimensions. The bottleneck unit, referred to as autoencoder in deep learning context, is responsible for learning a dense representation of the features in an intermediate layer. As depicted in Fig. 2 , channel-wise reduction, shrinks the number of channels of the features, and spatial reduction shrinks the spatial dimensions (width and height) of the features. More specifically, channel-wise reduction unit takes a tensor of size (batch size, w, h, c) as input, and outputs a tensor of size (batch size, w, h, c ) by applying a non-expensive convolution filter of size (1, 1, c, c ) followed by normalization and non-linearity layers. The output tensor of the channel-wise reduction unit is the reduced-order representation of its input in terms of channel size (c c). Spatial reduction unit takes a tensor of size (batch size, w, h, c) as input, and outputs a tensor of size (batch size, w , h , c) by applying a convolution filter of size (w f , h f , c, c) followed by normalization and non-linearity layers. The output tensor of the Spatial reduction unit is the reduced-order representation of its input in terms of width and height (w < w, and h < h). In both channel-wise and spatial reduction units, we use ReLU as the non-linearity function. For reduction in the spatial dimension, the stride step of the convolution should be more than one. It should be noted that to cover each neuron during the convolution at least once, the size of this filter should be more than the stride step size, i.e., w f > w w , and h f > h h . In this paper, we use the same reduction factor for both width and height, referred to as the spatial reduction factor of s, i.e., w w = h h = s. The bottleneck unit architecture uses both spatial and channel-wise reduction units followed by a compressor unit on the mobile device to create a compressed representation of the feature tensor which is the tensor transmitted to the cloud. On the cloud, the bottleneck unit uses a decompressor followed by channel-wise and spatial restoration units to restore the dimension of the feature tensor. The detailed architecture of the bottleneck unit is depicted in Fig. 3 . The choice of ReLU in reduction units can potentially lead to higher zero rates resulting in higher compression ratios. The bottleneck unit is inserted between two selected consecutive layers of the underlying deep model, where these two layers are selected by an algorithm as explained in Section II-C. 
B. Non-differentiable Lossy Compression Aware Training
Lossy compression is inherently a non-differentiable function due to the presence of quantization as an integral part of the compression. Introducing non-differentiable functions in a neural network disables the back-propagation because the gradients are not propagated to the layers before the nondifferentiable function, resulting in the model not end-to-end trainable. To solve this issue, we introduce a new training method to enable the model to be end-to-end differentiable by defining a gradient for the pair of compressor and decompressor during the backpropagation. In other words, as depicted in Fig. 4 , the pair of lossy compressor and decompressor is used as is during the forward propagation, while we treat this pair as an identity function during backpropagation (i.e., gradients passed without any change to the layers before the compressor). Therefore, the whole model will become end-toend differentiable.
The intuition behind approximating the pair of compressor and decompressor with identity function during backpropagation is the fact that the input to the compressor is equal to the output of the decompressor in a lossless scenario. Because we are incorporating a lossy compression method, assuming this equality during backpropagation serves as an approximation. However, by still considering lossy compression during the forward propagation, the introduced error is given a chance to be compensated for by the next layers. The effectiveness of using this training method instead of simply training of the model without considering the compression will be explained in Section III-C.
The input to the compressors are typically quantized to unsigned n-bit numbers by an uniform quantizer. Similar to [11] , to quantize features, F , we use the following quantizer:
In addition, the input to the compressors should be reshaped 
C. Architecture Selection
The proposed algorithm, for choosing the location of the bottleneck unit and the proper value of c (reflecting the degree of reduction along the channel dimension), and s (reflecting the degree of reduction along the spatial dimension) comprises of three main steps: 1) Training, 2) Profiling, and 3) Selection. We consider placing the bottleneck unit each time after an arbitrary selected layer of the underlying network, for total of M different locations in the network, where M is less than or equal to total N layers of the network. In each of M locations, we train different architectures associated with different degrees of dimension reduction along channel or spatial dimensions, and among those which result in acceptable accuracy levels, we select the one with the minimum bit requirement. We repeat this process for all of M locations. At the end, among M selected models associated with M different partitioning solutions of the network, depending on our optimization target, we choose the best partitioning in terms of minimizing mobile energy consumption and/or endto-end latency. We measure the latency and mobile energy consumption of computations assigned to the mobile (including reduction and compressor units), wireless transfer of dense compressed feature tensor to the cloud, and computations assigned to the cloud (including decompressor and restoration units). The detailed algorithm for choosing the location of the bottleneck unit and the proper amount of reductions in channel and spatial dimensions is presented in Algorithm 1.
III. EVALUATION

A. Experimental Setup
For evaluating our proposed method, we use NVIDIA Jetson TX2 board [15] equipped with NVIDIA Pascal™ GPU with 256 CUDA cores as our mobile platform, while our server platform is equipped with a NVIDIA Geforce® GTX 1080 Ti GPU, which has almost 30x more computing power compared to our mobile platform. We measure the GPU power consumption on our mobile platform using INA226 power monitoring sensor with the sampling rate of 500 KHz [16] . For the wireless network settings, the average upload speed of different wireless networks, 3G, 4G, and Wi-Fi, in the U.S. are used in our experiments [17], [18] . We use the transmission power models of [19] for wireless networks with estimation error rate of less than 6%. The power level for up-link is estimated by P u = α u t u + β , where t u is the uplink throughput, and α u and β are regression coefficients of power models. The values for our power model parameters are presented in Table I .
We prototype the proposed method by implementing the inference networks for both the mobile device and cloud server using NVIDIA TensorRT™ [20] , which is the stateof-the-art platform for high-performance deep learning inference. It includes a deep learning inference optimizer and run-time that delivers low latency and high-throughput for For those models that the bottleneck unit is placed after j-th layer, among ones with acceptable accuracy, store the one with minimum compressed feature size and store its compressed feature size as D j 30 end 31 32 // Profiling phase 33 for j = 1; j ≤ M ; j = j + 1 do As demonstrated in [22] , 8-bit quantization would be enough for even challenging tasks like ImageNet [23] classification. Therefore, we apply 8-bit quantization on FP16 data types, using the uniform quantizer presented in Section II-B, before applying the lossy compression on them. Given a partition decision, execution begins on the mobile device and cascades through the layers of the DNN leading up to that partition point. Upon completion of that layer and the reduction unit and lossy compressor, mobile sends the reduced dense feature tensor from the mobile device to the cloud. Cloud server then executes the computations associated with the decompressor, restoration unit, and the remaining DNN layers. Upon the completion of the the execution of last DNN layer on the cloud, the inference result is sent back to the mobile device.
For the choice of our lossy compressor, here, we use JPEG compression.
For evaluating our proposed method, we use ResNet-50 and VGG-19 as our underlying deep models, which are two of the widely used networks. ResNet architecture comes with flexible number of layers such as 34, 50, 101. There are 16 residual blocks (RBs) in ResNet-50. We also use the 19-layer version of VGG, VGG-19, in which i-th convolutional layer is referred to as Ci in this paper. In our experiments, we place the bottleneck unit after each residual block in ResNet-50 and after each convolutional layer in VGG-19. Using algorithm 1 explained in Section II-C, we obtain different models where each model is associated with placing the bottleneck unit after a selected layer for both ResNet-50 and VGG-19. As presented in algorithm 1, the obtained c and s of the bottleneck unit, when it is placed after each of the selected layers could be different, where c and s were associated with different degrees of reductions in channel and spatial dimensions, respectively.
The input image size of the models and the size of output feature tensor of each layer are presented in Fig. 5 . As indicated in Fig. 5 , the size of intermediate feature tensors in ResNet-50 are larger than the input size up until RB14, which is relatively deep in the model. Therefore, merely splitting this network between the mobile and cloud for collaborative intelligence may not perform better than the cloud-only approach in terms of latency and mobile energy consumption, since a large portion of the workload is pushed toward the mobile. This is also the same for VGG-19, where the layer in which the feature size is less than input size is 12nd convolutional layer which is quite deep in the model. We use miniImageNet [24] , a subset of ImageNet, as the dataset which includes 100 classes and 600 examples per each class. 85% of whole dataset examples are used as the training set, and the rest as the test set. We randomly crop a 224×224 region from each sample for data augmentation. We train the input   C1  C2  C3  C4  C5  C6  C7  C8  C9  C10  C11  C12  C13  C14  C15  C16  (a)   3211   803   1606   151 Feature size (kB)
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B. Latency and Energy Improvements
The accuracy of ResNet-50 and VGG-19 models for mini-ImageNet dataset without the bottleneck unit are 76.1% and 68.3%, respectively, which serve as our acceptable accuracy values in Algorithm 1. Table II compares the selected partitions with the mobile-only and cloud-only approaches in terms of latency and energy. For the cloud-only approach, before transmitting the input to the cloud, we apply JPEG compression on the input images which are stored in 8-bit RGB format. Note that the best partitioning for the goal of minimum end-to-end latency is the same as the best partitioning for the goal of minimum mobile energy consumption in each wireless network settings. This is mainly due to the fact that end-to-end latency and mobile energy consumption are proportional to each other since the dominant portion of both of them are associated with the wireless transfer overheads of the intermediate feature tensor. Our proposed method can achieve significant dimension reductions and thus bit savings. For instance, when the bottleneck unit is placed after RB1 in ResNet-50, feature tensor of size (56, 56, 256) is reduced to (28, 28, 5) using the channel-wise and spatial reduction units.
Latency Improvement -As demonstrated in Table II , using our proposed method, the end-to-end latency achieves on average 10.6×, 3.4×, 1.3× improvements over the cloud-only approach in 3G, 4G, and Wi-Fi networks, respectively.
Energy Improvement -As demonstrated in Table II , using our proposed method, the mobile energy consumption achieves on average 8.2×, 6.5×, and 5.9× improvements over the cloud-only approach in 3G, 4G, and Wi-Fi networks, respectively.
As observed in Table II , the best partition across all wireless network settings is associated with placing the bottleneck unit after RB1 and C2 for ResNet-50 and VGG-19, respectively. This is an important result since as explained before and according to Fig. 5 , due to the relatively large sizes of intermediate feature tensors compared to the input image size for these models, merely splitting the network between the mobile and cloud and transmitting the intermediate feature Compression-aware Trained Naively Trained quality=20 Fig. 6 . The comparison between the accuracy loss of the proposed compression-aware training and a naively trained model for different compressed feature size values, when the bottleneck unit is placed after RB1 in tensor to the cloud may not perform better than the cloud-only approach in terms of latency and mobile energy consumption. However, using our proposed method, mobile device only computes the first few layers and send the reduced dense output feature tensor to the cloud, achieving minimum latency and mobile energy consumption among all possible partitions and significant improvements compared to the cloud-only approach, while there is no accuracy loss.
It is worthwhile to mention that the evaluations are done in a no-congestion setting (K mobile and K cloud in Algorithm 1 are zero). In this scenario, Algorithm 1 is expected to select a layer for the best insertion location the bottleneck unit which is corresponding to an early split in the deep network (RB1 in ResNet-50 and C2 in VGG-19 are selected using Algorithm 1 in no-congestion settings). However, in a scenario where there is a high server utilization on the cloud server, as Algorithm 1 takes the effect of K cloud into consideration during its profiling phase, the best insertion location of the bottleneck unit given by Algorithm 1 is expected to be deeper in the network (bigger portion of computations are pushed toward the mobile device). The effect of the server load is discussed in our prior work [25] .
C. The Efficacy of Compression-aware Training
Incorporating the pair of JPEG compressor and decompressor as a new computational unit in a neural network can be performed in two ways: 1) Placing the compression unit in a given trained model (Naive), 2) Training the model from scratch using the proposed compression-aware training method as explained in Section II-B. In JPEG compressor, which is the choice of lossy compressor for our experiments, changing a parameter named quality affects the amount of output bits of the compressor. Fig. 6 presents the accuracy loss obtained for ResNet-50 when the bottleneck unit is placed after RB1, versus different number of output bits of the compressor (corresponding to different values of the JPEG quality parameter, ranging from 1 to 100). As depicted in Fig. 6 , the accuracy loss of the compression-aware training becomes almost zero by having a JPEG quality level of higher than 20, while the accuracy loss of the naive approach is close to 18% using the quality level of 20. In our experiments, we use the quality level of 20 for JPEG compression in order to achieve maximum bit savings while there is no accuracy loss.
D. Comparison to Other Feature Compression Techniques
In comparison with other works in collaborative intelligence framework which have considered the compression of intermediate features before uploading them to the cloud, our proposed method can achieve significantly higher bit savings compared to the cloud-only approach. For instance, as reported in [12] , which is one of the few works in collaborative intelligence literature which consider lossy compression of features before transmitting them to cloud, communication overhead in their work can be reduced up to 70% compared to the cloud-only approach. However, in our work, with the proposed trainable reduction unit for spatial and channel dimensions, and the proposed lossy compression-aware training method, as presented in Table II , we can achieve on average 16.3× bit savings compared to the cloud-only approach with no accuracy loss. This shows that in collaborative intelligence framework, adding a learnable reduction in channel and spatial dimension alongside with a compression-aware training method can significantly perform better than merely splitting a network with fixed weights and compressing the intermediate feature tensor before uploading to the cloud.
IV. CONCLUSION
Recent studies have shown that the latency and energy consumption of deep neural networks in mobile applications can be reduced by splitting the network between the mobile and cloud in a collaborative intelligence framework. In this work, we develop a new partitioning scheme that creates a bottleneck in a neural network using the proposed bottleneck unit, which considerably reduces the communication costs of feature transfer between the mobile and cloud. Our proposed method can adapt to any DNN architecture, hardware platform, wireless network settings, and mobile and server load levels, and selects the best partition point for the minimum endto-end latency and/or mobile energy consumption at runtime. The new network architecture is trained end-to-end using our proposed compression-aware training method which allows significant bit savings. Our proposed method, across different wireless network settings, achieves on average 5.1× improvements for end-to-end latency and 6.9× improvements for mobile energy consumption compared to the cloud-only approach, while there is no accuracy loss.
