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Квалiфiкацiйна робота мiстить: 60 сторiнок, 11 рисункiв та 17 джерел.
В роботi дослiджено стiйкiсть узагальнених мереж Фейстеля до
квантового диференцiального криптоаналiзу за допомогою алгоритмiв
Саймона та Бернштейна-Вазiранi. Проведено аналiз алгоритму Саймона та
отримано кiлькiснi оцiнки складностi. Запропоновано узагальнення задачi
Саймона та використано його для атаки на криптопримiтив DES-X.
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту iнформацiї.
Предметом дослiдження є стiйкiсть узагальнених мереж Фейстеля до
методiв диференцiального квантового криптоаналiзу.
Задачею роботи є побудова атак на узагальненi мережi Фейстеля за
допомогою алгоритмiв Саймона та Бернштейна-Вазiранi, отримання оцiнок
складностi цих атак.
Методами дослiдження є методи лiнiйної алгебри, теорiї складностi та
теорiї ймовiрностi.
Завдання роботи: побудувати квантовi атаки розпiзнавання на
узагальненi мережi Фейстеля, дослiдити можливiсть узагальнення або
розширення формулювання задачi Саймона з подальшим використанням,
отримати кiлькiснi оцiнки складностi алгоритму Саймона.
Результати цiєї роботи частково представленi на XVII
Науково-практичнiй конференцiї студентiв, аспiрантiв та молодих вчених
«Теоретичнi i прикладнi проблеми фiзики, математики та iнформатики»
(26-27 квiтня 2019 р., м. Київ).
УЗАГАЛЬНЕНА МЕРЕЖА ФЕЙСТЕЛЯ, КВАНТОВИЙ




Квалификационная работа содержит 60 страниц, 11 рисунков и 17
источников.
В работе исследована стойкость обобщенных сетей Фейстеля к
квантовому дифференциальному криптоанализу на основе алгоритмов
Саймона и Бернштейна-Вазирани. Проведен анализ алгоритма Саймона и
получены количественные оценки сложности. Предложено обобщение
задачи Саймона, которое использовано для атаки на криптопримитив
DES-X.
Объектом исследования являются информационные процессы в
системах криптографической защиты информации.
Предметом исследования является стойкость обобщенных сетей
Фейстеля к методам дифференциального квантового криптоанализа.
Задачей работы является построение атак на обобщенные сети
Фейстеля с использованием алгоритмов Саймона и Бернштейна-Вазирани,
получения оценок сложности этих атак.
Методами исследования являются методы линейной алгебры, теории
сложности и теории вероятности.
Задания работы: построить атаки распознавания на обобщенные сети
Фейстеля, исследовать возможность обобщения формулировки задачи
Саймона с последующим использованием, получить количественные оценки
сложности алгоритма Саймона.
Результаты этой работы частично представлены на XVII
Научно-практической конференции студентов, аспирантов и молодых
ученых « Теоретические и прикладные проблемы физики, математики и
информатики » (26-27 апреля 2019, г. Киев).
ОБОБЩЕННАЯ СЕТЬ ФЕЙСТЕЛЯ, КВАНТОВЫЙ
ДИФФЕРЕНЦИАЛЬНЫЙ КРИПТОАНАЛИЗ, АЛГОРИТМ САЙМОНА,
АЛГОРИМТ БЕРНШТЕЙНА-ВАЗИРАНИ
ABSTRACT
The thesis contains: 60 pages, 11 figures and 17 sources.
The resistance of the generalized Feistel networks to quantum differential
cryptanalysis using Simon and Bernstein-Vazirani algorithms was investigated in
the paper. Simon algorithm complexity was analyzed and obtained estimates of
the algorithm complexity. Generalized Simon’s problem and proposed usage of it
for attacking an cryptographic system DES-X.
The object of the study is information processes in cryptographic security
systems.
The subject of the study is the resistance of the generalized Feistel networks
to the methods of differential quantum cryptanalysis.
The task of the work is to build attacks on generalized Feistel networks using
Simon and Bernstein-Vazirani algorithms, obtain estimates of the complexity of
these attacks.
Methods of research are methods of linear algebra, theory of complexity and
probability theory.
Tasks of the work: construct quantum recognition attacks on the
generalized Feistel networks, explore the possibility of generalizing the Simon’s
problem with subsequent usage of it, obtain estimates of the complexity of the
Simon’s algorithm.
The results of this work are partially presented at the XVII Scientific and
Practical Conference of Students, Aspirants and Young Scientists "Theoretical
and Applied Problems of Physics, Mathematics and Informatics"(April 26-27,
2019, Kyiv).
GENERALIZED FEISTEL NETWORK, QUANTUM DIFFERENTIAL
CRYPTANALYSIS, SIMON ALGORITHM, BERNSTEIN-WAZIRAN
ALGORITHM
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
⊕ – операцiя побiтового додавання за модулем 2
· – операцiя скалярного добутку векторiв
𝑂(·) – нотацiя Ландау
|𝑣⟩, ⟨𝑣| – нотацiя Дiрака
⟨·,·⟩ – скалярий добуток векторiв стану квантової системи
H – перетворення Уолша-Адамара
𝑛𝑜𝑛𝑐𝑒 – криптографiчний нонс
𝑟𝑎𝑛𝑔(·) – ранг системи векторiв
𝑠𝑝𝑎𝑛(·) – лiнiйна оболонка, побудована над системою векторiв
𝐺𝑒𝑜𝑚(𝑝) – геометричний iмовiрнiсний розподiл з iмовiрнiстю успiху 𝑝
𝐸[·] – математичне очiкавання випадкової величини
𝑉 𝑎𝑟[·] – дисперсiя випадкової величини
‖ – операцiя конкатенацiї векторiв
𝐼𝑚[𝑓 ](𝐴) – образ множини 𝐴 вiдповiдно до функцiї 𝑓
B𝑛,𝑚 – множина всiх функцiй, якi вiдображать простiр бiтових векторiв
довжини 𝑛 в простiр бiтових векторiв довжини 𝑚.
𝑆𝑓(𝜔) – коефiцiєнт Уолша-Адамара функцiї 𝑓 в точцi 𝜔.
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ВСТУП
Актуальнiсть дослiдження. З появою перших iдей щодо
використання квантової моделi обчислень з’явилась можливiсть
використання цiєї моделi обчислень для криптоаналiзу рiзних примiтивiв.
Як виявилось, бiльшiсть сучасних асиметричних криптосистем є не
стiйкими у квантовiй моделi обчислень. Причиною цього стало те, що
стiйкiсть бiльшостi сучасних асиметричних криптосистем базується на
задачах дискретного логарифмування та факторизацiї цiлих чисел, якi в
класичнiй моделi мають щонайкраще субекспоненцiйнi алгоритми розв’язку,
а при постановцi задачi дискретного логарифмування в групi точок
елiптичної кривої не знайдено алгоритмiв, якi мають менше нiж
експоненцiйну складнiсть. Проте в квантовiй моделi обчислень цi задачi
мають полiномiальний алгоритм розв’язку, що робить неможливим
використання цих задач для побудови стiйких асиметричних криптосистем.
Однак питання стiйкостi симетричних криптосистем у загальному
випадку залишається вiдкритим. Iснуючий квантовий алгоритм Гровера
дозволяє скоротити атаки повного перебору вдвiчi вiдносно розмiру задачi.
Одним iз новiтнiх методiв криптоаналiзу симетричних криптосистем у
квантовiй моделi обчислень є використання квантових алгоритмiв Саймона
та Бернштейна-Вазiранi. Першою роботою в цьому напрямi була робота
Кувакадо та Мораї [1], в якiй доведено, що трираундова мережа Фейстеля
не є стiйкою псевдовипадковою пiдстановкою в квантовiй моделi обчислень.
Пiзнiше на основi цiєї роботи в роботах [2], [3] та [4] було представлено
атаку на схему Iвена-Мансура та атаку пiдробки повiдомлень коду
аутентифiкацiї GMAC, покращено атаку раундового зсуву. Цi iдеї розвинутi
в роботах [5], [6], [7] та iнших. На основi цих алгоритмiв в роботi [8] було
представлено iдеї квантового диференцiального та лiнiйного криптоаналiзу.
Об’єктом дослiдження цiєї роботи є iнформацiйнi процеси в системах
криптографiчного захисту iнформацiї
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Предмет дослiдження – стiйкiсть узагальнених мереж Фейстеля до
квантового диференцiального криптоаналiзу.
Метою роботи є дослiдження стiйкостi узагальнених мереж Фейстеля
до квантового диференцiального криптоаналiзу з використанням алгоритмiв
Саймона та Бернштейна-Вазiранi.
Задачею цiєї роботи є побудова атак на узагальненi мережi Фейстеля
методами диференцiального криптоаналiзу на основi квантових алгоритмiв
Саймона та Бернштейна-Вазiранi, отримання оцiнок складностi цих атак.
Для досягнення мети дослiдження, поставлено наступнi завдання:
1) побудувати атаки на узагальненi мережi Фейстеля типу 1, 2, 3 та
незбалансовану мережу Фейстеля за допомогою квантових алгоритмiв
Саймона та Бернштейна-Вазiранi
2) дослiдити можливiсть узагальнення формулювання задачi Саймона
для бiльшого класу функцiй, та його застосування в криптоаналiзi
узагальнених мереж Фейстеля та подiбних криптопримiтивiв
3) отримати кiлькiснi оцiнки для часової та просторової складностi
алгоритму Саймона, для використання в аналiзi побудованих атак
При виконаннi поставлених задач використовувались такi методи
дослiдження: методи квантового диференцiального криптоаналiзу, теорiя
складностi, базовий апарат теорiї ймовiрностi та лiнiйної алгебри.
Практичне значення цiєї роботи полягає в отриманнi нових методiв
криптоаналiзу симетричних криптопримiтивiв для побудови стiйких
криптопримiтивiв за умови iснування квантового комп’ютера. Результати
роботи можуть бути застосованi до аналiзу iснуючих блокових шифрiв в
квантовiй моделi обчислень та побудови шифрiв малоресурсної
криптографiї, що базуються на схемах подiбних до мережi Фейстеля, якi
будуть стiйкими до квантових атак на основi обраного вiдкритого тексту.
Апробацiя результатiв та публiкацiї. Результати цiєї роботи
частково представленi на XVII Науково-практичнiй конференцiї студентiв,
аспiрантiв та молодих вчених «Теоретичнi i прикладнi проблеми фiзики,
математики та iнформатики» (26-27 квiтня 2019 р., м. Київ).
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1 ТЕОРЕТИЧНI ВIДОМОСТI З КВАНТОВОГО
ДИФЕРЕНЦIАЛЬНОГО КРИПТОАНАЛIЗУ
В цьому роздiлi наведено необхiднi теоретичнi вiдомостi достатнi для
подальшого розумiння роботи. Детально розглянуто квантовi алгоритми
Саймона та Бернштейна-Вазiранi, оскiльки всi побудованi атаки будуть
базуватися на використаннi цих алгоритмiв. Сформульовано задачi, якi
вони розв’язують та показано коректнiсть цих алгоритмiв, наведено деякi
оцiнки їх складностi. Представленi найбiльш вiдомi атаки побудованi за
допомогою цих алгоритмiв, серед яких атака на трираундову мережу
Фейстеля та атака пiдробки повiдомлень на GMAC.
1.1 Необхiднi теоретичнi вiдомостi з теорiї квантових
обчислень
Для подальшого розумiння роботи наведемо необхiднi теоретичнi
вiдомостi, бiльшiсть з яких буде стосуватись теорiї квантових обчислень.
Детально цей матерiал можна розглянути в книгах [9] та [10], на яких
базується цей пiдроздiл.
Для аналiзу складностi використовуватимемо нотацiю 𝑂-велике, яка
описує швидкiсть зростання функцiї на асимптотицi, вiдому як нотацiя
Ландау. Ця нотацiя використовується для оцiнки зверху швидкостi росту
функцiї.
Означення 1.1. Нотацiя 𝑂-велике
Нехай задано двi функцiї натурального аргументу 𝑓(𝑛) та 𝑔(𝑛). Тодi
функцiя 𝑓 є 𝑂-велике вiд функцiї 𝑔 (позначають 𝑓 = 𝑂(𝑔)) при 𝑛 −→ +∞,
якщо iснують константи 𝑐 > 0 та 𝑁0 > 0 такi, що для будь якого 𝑛 > 𝑁0
виконується нерiвнiсть |𝑓(𝑛)| < |𝑐 · 𝑔(𝑛)|.
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Розглянемо основи теорiї квантових обчислень. Будь-який квантовий
алгоритм, фактично, є деякою квантово-механiчною системою та набором
перетворень над нею. Найпростiшою такою системою є кубiт – одиниця
iнформацiї в квантовiй моделi обчислень. Фiзична реалiзацiя цiєї системи
описується хвильовою функцiєю в двовимiрному гiльбертовому просторi.
Стан такої системи описують за допомогою бра та кет позначень Дiрака.
Хвильова функцiя ймовiрностей матиме наступний вигляд 𝜓 = 𝛼 |0⟩ + 𝛽 |1⟩,
де для комплексних коефiцiєнтiв 𝑎 та 𝑏 виконується наступне
спiввiдношення |𝑎|2 + |𝑏|2 = 1. Введемо формальне означення кубiту.
Означення 1.2. Кубiтом називається лiнiйна комбiнацiя станiв
квантової системи 𝜓 = 𝛼 |0⟩ + 𝛽 |1⟩, де 𝛼, 𝛽 – комплекснi коефiцiєнти для
яких виконується умова нормування |𝑎|2 + |𝑏|2 = 1, |0⟩ , |1⟩ –
обчислювальний базис.
Операцiя вимiрювання кубiту, фактично, є проекцiєю на деякi
ортогональнi простори, пiсля якої вiдбувається колапс хвильової функцiї, в
наслiдок чого система переходить в стан |0⟩ з ймовiрнiстю |𝛼|2, або в стан
|1⟩ з ймовiрнiстю |𝛽|2.
Узагальнимо поняття кубiта на випадок складної системи.
Означення 1.3. Квантовим регiстром довжини 𝑛 називається
квантова система, хвильова функцiя якої може бути представлена як
унiтарний вектор в 2𝑛-вимiрному гiльбертовому просторi над полем
комплексних чисел. Тобто маємо хвильову функцiю 𝜓 =
∑︀2𝑛−1
𝑖=0 𝜆𝑖 |𝑖⟩, для
коефiцiєнтiв якої виконується умова нормування
∑︀2𝑛−1
𝑖=0 |𝜆𝑖|2 = 1.
Розглянемо загальну схему квантових обчислень. Спочатку систему з
деякою кiлькiсть працюючих сумiсно кубiтiв iнiцiалiзують певним станом.
Потiм до системи або її пiдсистеми починають застосовувати певнi фiзичнi
перетворення, якi математично описуються, як деякi унiтарнi перетворення
в гiльбертовому просторi. Впродовж цього процесу квантова система
«паралельно» виконує операцiї над усiма базисними станами, кiлькiсть яких
зростає з експоненцiйною швидкiстю, як функцiя довжини квантового
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регiстру. Пiсля всiх операцiй виконують операцiю вимiрювання над
системою або її пiдсистемою, що i є розв’язком задачi з певною ймовiрнiстю.
Для пiдтвердження правильностi розв’язку задачi цю процедуру, зазвичай,
виконують декiлька разiв.
Незважаючи на всi переваги таких систем, у порiвняннi з класичними
обчислювальними системами, побудова квантової обчислювальної системи
стикається з набагато складнiшими проблемами реалiзацiя серед яких:
декогеренцiя системи в наслiдок взаємодiї з зовнiшнiм середовищем,
проблемою фiзичної масштабованостi системи та проблемами пов’язаними з
накопиченням помилки пiд час обчислень. Слiд також зазначити, що
побудова квантових алгоритмiв є також достатньо складною задачею,
оскiльки бiльшiсть методик побудови алгоритмiв в класичнiй моделi
обчислень не застосовнi в квантової моделi обчислень.
Математична теорiя квантових обчислень повнiстю базується на наборi
постулатiв, якi й визначають її обчислювальнi можливостi. Розглянемо цi
постулати.
Постулат перший. Простiр станiв системи асоцiйований з
iзольованою квантово-механiчною системою.
Постулат другий. Стан системи в будь-який момент часу повнiстю
описується унiтарним вектором у векторному лiнiйному просторi над полем
комплексних чисел з визначеною операцiєю скалярного добутку.
Постулат третiй. Еволюцiя стану замкненої квантової системи
описується тiльки унiтарними перетвореннями.
Постулат четвертий. Вимiрювання стану квантової системи
складається з лiнiйних операторiв, що є проекторами на ортогональнi
пiдпростори.
Постулат п’ятий. Простiр станiв складної квантової системи є
тензорним добутком просторiв станiв її складових частин.
I на останок для аналiзу алгоритму Саймона застосовується деякий
базовий апарат лiнiйної алгебри, серед якого слiд тiльки згадати означення
лiнiйної оболонки над системою векторiв.
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Означення 1.4. Лiнiйна оболонка над системою векторiв
Лiнiйною оболонкою над системою векторiв бiтових {𝑢𝑖}𝑛−1𝑖=0 називається
множина 𝑠𝑝𝑎𝑛(𝑢0, . . . , 𝑢𝑛−1) = {𝑥 : 𝑥 =
∑︀𝑛−1
𝑖=0 𝜆𝑖𝑢𝑖 𝜆𝑖 ∈ 𝐹2}.
1.2 Постановка задача Саймона та її розв’язок у квантовiй
моделi обчислень
Постановка задачi, а також ефективний квантовий алгоритм її
розв’язку було представлено в 1994 роцi в роботi Саймона[11]. Це перший
квантовий алгоритм (рис. 1.1), якому достатньо експоненцiйно меншої
кiлькостi запитiв до оракула в порiвняннi з будь-яким класичним
алгоритмом розв’язку.
Задача 1.1. Задача Саймона [11]
Нехай задано функцiю 𝑓 : {0, 1}𝑛 −→ {0, 1}𝑛 за допомогою оракула
таку, що для довiльних значень 𝑥, 𝑦 ∈ {0, 1}𝑛 виконується рiвнiсть
𝑓(𝑥) = 𝑓(𝑦) тодi i тiльки тодi, коли (𝑥 ⊕ 𝑦) ∈ {0, 𝑠}, для деякого невiдомого
фiксованого значення 𝑠 ∈ {0, 1}𝑛. Необхiдно визначити чи iснує ненульове
значення 𝑠 та знайти його.
В класичнiй моделi така задача розв’язується за щонайменше Ω(2𝑛/2)
запитiв до оракула, навiть з використанням ймовiрнiсних алгоритмiв, а у
квантовiй моделi обчислень задачу Саймона можна розв’язати,
використовуючи 𝒪(𝑛) запитiв до оракула.[11]
Розглянемо алгоритм розв’язку, який наведено в роботi [11], i на який
посилаються як на квантовий алгоритм Саймона.
Алгоритм 1.1. Квантовий алгоритм Саймона
1) Пiдготувати два регiстри розмiру 𝑛 у станi |0⟩ |0⟩.
2) Застосувати перетворення Уолша-Адамара до першого регiстру.
3) Використати стандартну модель оракулу, який обчислює значення
функцiї 𝑓 .
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4) Зробити вимiрювання другого регiстру.
5) Застосувати перетворення Уолша-Адамара до першого регiстру.
6) Зробити вимiрювання першого регiстру. Результатом вимiрювання
буде деяке випадкове значення 𝑢 ∈ {0, 1}𝑛.
7) Сформувати систему лiнiйних рiвнянь 𝑢𝑖 · 𝑠 = 0 рангу 𝑛− 1.
8) Розв’язати систему рiвнянь та повернути розв’язок системи.
Рисунок 1.1 – Схема квантового алгоритму Саймона
Розглянемо роботу алгоритму в деталях. Пiсля кроку iнiцiалiзацiї
отримуємо систему в станi 𝜓1 = |0⟩ |0⟩. Застосовуємо перетворення
Уолша-Адамара для стану 𝜓1, в результатi отримуємо систему в станi
𝜓2 = (𝐻
⊗𝑛 ⊗ 𝐼𝑛)𝜓1 = (𝐻⊗𝑛 ⊗ 𝐼𝑛) |0⟩ |0⟩ = 1√2𝑛
∑︀
𝑥∈𝑍𝑛2 |𝑥⟩ |0⟩. Застосовуємо
стандартну модель оракула, яка обчислює значення функцiї 𝑓 та отримуємо
систему в стан 𝜓3 = 𝑈𝑓(𝜓2) = 𝑈𝑓( 1√2𝑛
∑︀
𝑥 |𝑥⟩ |0⟩) = 1√2𝑛
∑︀
𝑥 |𝑥⟩ |𝑓(𝑥)⟩. Пiсля




(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩) для деякого значення 𝑧, де 𝑓(𝑧) є результатом
вимiрювання. Застосовуємо перетворення Адамара до першого регiстру
𝜓5 = 𝐻
⊗𝑛𝜓4 = 𝐻⊗𝑛( 1√2(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩)) = 1√2 1√2𝑛
∑︀
𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦) |𝑦⟩.
Зробивши вимiрювання першого регiстру. Результатом вимiрювання буде
деяке випадкове значення 𝑢 ∈ {0, 1}𝑛 таке, що 𝑢 · 𝑠 = 0. Пiсля 𝑐𝑛 iтерацiй
цiєї процедури отримаємо 𝑛 − 1 лiнiйно незалежних векторiв, якi є
ортогональними до вектора 𝑠, де 𝑐 > 1 – деяка константа. В результатi
отримуємо систему лiнiйних рiвнянь, розв’язавши яку, обчислюємо
значення 𝑠 та перевiряємо чи є воно тривiальним.
Постановка задачi Саймона вимагає вiдсутностi додаткових колiзiй
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𝑡 /∈ {0, 𝑠} таких, що 𝑓(𝑥) = 𝑓(𝑥⊕ 𝑡) для деяких значень 𝑥. Проте в роботi [3]
доведено, що квантовий алгоритм Саймона розв’язує задачу Саймона навiть
при наявностi додаткових колiзiй. На задачу Саймона з можливiстю
додаткових колiзiй функцiї будемо посилатися, як на узагальнену задачу
Саймона.
Нехай 𝜖(𝑓, 𝑠) = max𝑡∈{0, 1}𝑛∖{0,𝑠} 𝑃𝑟𝑥[𝑓(𝑥) = 𝑓(𝑥 ⊕ 𝑡)] – метрика, яка,
пояснюючи неформально, показує, наскiльки функцiя вiдрiзняється вiд умов
оригiнальної задачi Саймона. В роботi [3] навели оцiнку ймовiрностi невдачi
алгоритму доведення, якої опирається на наступну лему.
Лема 1.1. Нехай 𝑡 ∈ {0, 1}𝑛. Визначимо функцiю
𝑔𝑡(𝑥) = 2
−𝑛∑︀
𝑦·𝑡=0(−1)𝑥·𝑦 для фiксованого 𝑡. Тодi 𝑔𝑡(𝑥) = 12(𝛿𝑥,0 + 𝛿𝑥,𝑡)
Доведення даної леми наведено в роботi [3], проте воно є достатньо
складним, через що, не представлене в цьому роздiлi. Маючи цю лему можна
переходити до доведення теореми про оцiнку зверху для ймовiрностi помилки
алгоритму для випадку функцiї з додатковими колiзiями.
Теорема 1.1. [3]
Якщо 𝜖(𝑓, 𝑠) = 𝑝 < 1, тодi алгоритм Саймона обчислює значення 𝑠,
використовуючи 𝑐𝑛 запитiв до стандартної моделi оракула, який обчислює
значення функцiї, з ймовiрнiстю не менше нiж 1− (2(1+𝑝2 )𝑐)𝑛
Доведення.
𝑝𝑓𝑎𝑖𝑙 ≤ 𝑃𝑟[𝑟𝑎𝑛𝑔(𝑠𝑝𝑎𝑛(𝑢1, . . . , 𝑢𝑐𝑛)) < 𝑛− 1] ≤
≤ 𝑃𝑟[∃𝑡 /∈ {0, 𝑠} ∀𝑖 𝑢𝑖 · 𝑡 = 0] ≤
≤∑︀𝑡 𝑃𝑟[∀𝑖 𝑢𝑖 · 𝑡 = 0] ≤
≤∑︀𝑡∏︀𝑖 𝑃𝑟[𝑢𝑖 · 𝑡 = 0] ≤
≤∑︀𝑡 𝑃𝑟[𝑢1 · 𝑡 = 0]𝑐𝑛 ≤
≤ 2𝑛max𝑡 𝑃𝑟[𝑢1 · 𝑡 = 0]𝑐𝑛 =
= max𝑡(2𝑃𝑟[𝑢1 · 𝑡 = 0]𝑐)𝑛
Знайдемо ймовiрнiсть 𝑃𝑟[𝑢1 · 𝑡 = 0]





































𝑥 ⟨𝑓(𝑥)|𝑓(𝑥⊕ 𝑡)⟩ =
= 12(1 + 𝑃𝑟𝑥[𝑓(𝑥) = 𝑓(𝑥⊕ 𝑡)])
Отже, маємо 𝑝𝑓𝑎𝑖𝑙 = max𝑡(2𝑃𝑟[𝑢1 · 𝑡 = 0]𝑐)𝑛 = (2(1+𝑝2 )𝑐)𝑛
Завдяки такому узагальненню, алгоритм Саймона можна
застосовувати до класу функцiй, якi майже задовольняють вимогам
оригiнальної задачi вiдповiдно до метрики 𝜖(𝑓, 𝑠). Як наслiдок, якщо
𝜖(𝑓, 𝑠) < 12 , то ймовiрнiсть помилки алгоритму можна зробити як завгодно
малою, iнакше iснує диференцiал функцiї 𝑓 з ймовiрнiстю бiльшою за 12 (в
цьому випадку застосовними є класичнi методи диференцiального
криптоаналiзу).[3]
1.3 Постановка задачi пошуку лiнiйної структури та її
розв’язок в квантовiй моделi обчислень
Задача пошуку лiнiйної структури є узагальненням задачi Саймона,
на випадок, коли при змiщенi аргументу функцiї на деякий фiксований
вектор, її значення також змiщується на деякий фiксований вектор, для
всiх аргументiв. Введемо формальне поняття лiнiйної структури.
Означення 1.5. Лiнiйна структура булевої функцiї
Нехай 𝐹 ∈ B𝑛,𝑚 – деяка функцiя. Вектор 𝑎 ∈ {0, 1}𝑛 називається
лiнiйною структурою функцiї 𝐹 , якщо ∀𝑥 ∈ {0, 1}𝑛 ∃𝛼 ∈ {0, 1}𝑚 таке, що
𝐹 (𝑥)⊕ 𝐹 (𝑥⊕ 𝑎) = 𝛼.
Позначимо через 𝑈𝐹 множину всiх лiнiйних конструкцiй функцiї 𝑓 .






де множина 𝑈𝛼𝐹 = {𝑎 ∈ {0, 1}𝑛 : ∀𝑥 ∈ {0, 1}𝑛 𝐹 (𝑥) ⊕ 𝐹 (𝑥 ⊕ 𝑎) = 𝛼}.
Визначимо задачу пошуку лiнiйної структури для одновимiрної функцiї.
Задача 1.2. Задача пошуку лiнiйної структури
Нехай задана функцiя 𝑓 : {0, 1}𝑛 −→ {0, 1} за допомогою оракула,
що має лiнiйну структуру 𝑎 ∈ {0, 1}𝑛. Необхiдно знайти невiдоме значення
вектора 𝑎.
Вперше квантовий алгоритм розв’язку цiєї задачi для випадку коли
𝑓(𝑥) = 𝑎·𝑥 було опублiковано в 1997 роцi в роботi Бернштейна та Вазiранi [12].
Цей алгоритм потребував експоненцiйно меншої кiлькостi запитiв до оракула,
нiж будь-який класичний алгоритм розв’язку цiєї задачi. Наведемо алгоритм,
який був представлений в їх роботi.
Алгоритм 1.2. Квантовий алгоритм Бернштейна-Вазiранi
1) Пiдготувати два регiстри у станi |0⟩⊗𝑛 |1⟩.
2) Застосувати перетворення Уолша-Адамара до регiстрiв.
3) Використати стандартну модель оракулу, який обчислює значення
функцiї 𝑓 .
4) Застосувати перетворення Уолша-Адамара до першого регiстру та
вiдкинути 𝑛+ 1 кубiт.
5) Зробити вимiрювання першого регiстру та повернути це значення.
Розглянемо, як змiнюється стан квантової системи впродовж роботи
алгоритму. Пiсля iнiцiалiзацiї квантова система перебуває в станi
𝜓1 = |0⟩⊗𝑛 |1⟩. Застосувавши перетворення Уолша-Адамара до регiстрiв








Використавши стандартну модель оракулу, яка обчислює значення функцiї















Застосовуємо перетворення Уолша-Адамара до першого регiстру та











2𝑛 |𝑦⟩. Робимо вимiрювання
першого регiстру. Для випадку коли 𝑓(𝑥) = 𝑎 · 𝑥, фiнальне вимiрювання
першого регiстру поверне вектор 𝑎 з ймовiрнiстю 1.
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Цей результат можна отримати за допомогою наступних мiркувань.
Перед фiнальним вимiрюванням першого регiстру амплiтуди квантових
станiв є коефiцiєнтами Уолша-Адамара для функцiї 𝑓 . Загальновiдомо, що
для лiнiйної функцiї її спектр має лише один ненульовий коефiцiєнт, який i
визначає лiнiйну структуру. Оскiльки квадрати амплiтуд дорiвнюють
ймовiрностi отримати стан, то єдина ненульова ймовiрнiсть буде для
вектора 𝑎, тобто ймовiрнiсть отримати вектор 𝑎 дорiвнює ‖𝑆𝑓 (𝑎)2𝑛 ‖2 = 1. Цей
алгоритм потребує 𝑛 + 1 кубiт та використовує один запит до оракула,
iнакше кажучи константну часову складнiсть та лiнiйну просторову
складнiсть.
Недолiком цього алгоритму є те, що вiн застосовний тiльки до
одновимiрних функцiй, якi є лiнiйними. Проте в роботах [5] та [13] його
узагальнено на загальний випадок, з наведенням оцiнок складностi.
Для того, щоб розглянути даний алгоритм введемо деякi додатковi
позначення. Нехай 𝑁𝑓 = {𝜔 ∈ {0, 1}𝑛 : 𝑆𝑓(𝜔) ̸= 0}. Тодi справедлива
наступна лема.
Лема 1.2. Нехай дано функцiю 𝑓 ∈ B𝑛,1. Тодi для будь-якого 𝑖 ∈ {0, 1}
виконується спiввiдношення 𝑈 𝑖𝑓 = {𝑎 ∈ {0, 1}𝑛 : 𝑎 · 𝜔 = 𝑖,∀𝜔 ∈ 𝑁𝑓}.
Дана лема дозволяє побудувати алгоритм знаходження лiнiйних
конструкцiй для функцiй загального виду, який i був представлений в
роботi [13], на який далi будемо посилатись як на узагальнений алгоритм
Бернштейна-Вазiранi.
Алгоритм 1.3. Узагальнений алгоритм Бернштейна-Вазiранi
На вхiд алгоритму подаємо 𝑓 – функцiя з B𝑛,1, та 𝑁 – число iтерацiй
алгоритму.
1) Покладемо 𝐻 = {} – порожня множина.
2) Для 𝑖 = 1..𝑁 : застосувати алгоритм Бернштейна-Вазiранi до функцiї
𝑓 та додати результат його роботи до множини 𝐻.
3) Розв’язати системи лiнiйних рiвнянь {𝑥 · 𝜔 = 𝑖 𝜔 ∈ 𝐻} для 𝑖 = 0, 1








Поверненi множини i будуть лiнiйними структурами функцiї 𝑓 . В
роботi [13] показано, що якщо функцiя 𝑓 має не тривiальну лiнiйну
структуру, тодi достатньо 𝑂(𝑛) iтерацiй, для того, щоб зробити ймовiрнiсть
помилки алгоритму як завгодно малою.
Наступним кроком буде побудова узагальнення даного алгоритму на
випадок багатовимiрної функцiї. Iдея даного узагальнення є дуже простою:
знаходимо лiнiйнi структури для кожної координатної функцiї, а потiм
беремо перетин цих множин.
Алгоритм 1.4. Узагальнений алгоритм Бернштейна-Вазiранi
для багатовимiрної функцiї
На вхiд алгоритму подаємо деяку багатовимiрну функцiю
𝐹 = (𝐹1, . . . , 𝐹𝑚) ∈ B𝑛,𝑚, яка має лiнiйну структуру.
1) Для 𝑖 = 1..𝑚: знайти множину лiнiйних структур 𝐴𝑖 = 𝐴0𝑖 ∪ 𝐴1𝑖 для
функцiї 𝐹𝑖 за допомогою узагальненого алгоритму Бернштейна-Вазiранi.
2) Обчислити результуючу множину 𝐴 =
⋂︀
𝑖=1,𝑚𝐴𝑖.
3) Якщо 𝐴 ⊆ {0} завершити роботу з помилкою, iнакше повернути 𝐴.
В роботi [13] доведено, що часова складнiсть такого алгоритму
дорiвнює 𝑂(𝑛𝑚), тобто, фактично, є квадратичною функцiєю довжини
входу. При цьому алгоритм потребує 𝑛+ 1 кубiтiв пам’ятi.
1.4 Квантовi атаки на основi обраного вiдкритого тексту на
симетричнi криптопримiтиви
В бiльшостi випадкiв квантовi алгоритми Саймона та
Бернштейна-Вазiранi використовують з метою покращення класичних атак
пошуку колiзiй. Зазвичай, шукане значення 𝑠 – це значення
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𝑠 = 𝐸𝑘(𝛼) ⊕ 𝐸𝑘(𝛽) для деякої фiксованої пари значень 𝛼, 𝛽 ∈ {0, 1}𝑛 та
деякого вiдображення 𝐸𝑘 : {0, 1}𝑛 −→ {0, 1}𝑛.
Фактично, шукане значення 𝑠 є перiодом функцiї. Iснують двi основнi
конструкцiї для побудови функцiї з певним перiодом, якi використовуються
в квантовому криптоаналiзi:
1) 𝑓1(𝑥) = 𝑆(𝐸𝑘(𝑥) + 𝐸𝑘(𝑥⊕ 𝑠))
2) 𝑓2(𝑥, 𝑏) = 𝛿𝑏,0𝐸𝑘(𝑥) + 𝛿𝑏,1𝐸𝑘(𝑥⊕ 𝑠)
Нескладно перевiрити, що перiод функцiї 𝑓1 дорiвнює 𝑠, а перiод
функцiї 𝑓2 дорiвнює 𝑠‖1. Отже, до функцiй такого виду можна застосувати
алгоритм Саймона для знаходження невiдомого значення перiоду.
Атака на трираундову мережу Фейстеля. Мережа Фейстеля – це
класична iтеративна схема для побудови блокових шифрiв. Вона була
винайдена в 1973 роцi Хорстом Фейстелем i лягла в основу першого
стандарту симетричного шифрування DES. Ця схема є iтеративним
блоковим шифром в основi якої лежить раундова функцiя
𝐹 (𝑥, 𝑘) = 𝑠𝑤𝑎𝑝(𝑥𝑙, 𝑓𝑘(𝑥𝑙)⊕ 𝑥𝑟).
В роботi [14] доведено, що трираундова схема Фейстеля (рис. 1.2) є
стiйкою псевдовипадковою пiдстановкою в класичнiй моделi обчислень,
проте пiзнiше в роботах [1] та [3] показано, що ця конструкцiя не є стiйкою в
квантовiй моделi обчислень.
Твердження 1.1. [1] [3]
Трираундова мережа Фейстеля вразлива до атак розпiзнавання в
квантовiй моделi обчислень.
Доведення.
Нехай 𝛼0, 𝛼1 ∈ {0, 1}𝑛/2 – фiксованi повiдомлення, 𝑛 – довжина блоку
шифрування в бiтах, (𝑦𝑅, 𝑦𝐿) = 𝐸(𝛼𝑏, 𝑥) – повне шифруюче перетворення,
𝑏 ∈ {0, 1}.
Побудуємо функцiю 𝑓 : {0, 1}𝑛 × {0, 1} −→ {0, 1}𝑛, яка визначається
спiввiдношенням 𝑓(𝑥, 𝑏) = 𝑦𝑅 ⊕ 𝛼𝑏 = 𝑅2(𝑥⊕ 𝑅1(𝛼𝑏)), де 𝑏 ∈ {0, 1}. Перiодом
цiєї функцiї є значення 𝑠 = 𝑅1(𝛼0)⊕𝑅1(𝛼1)‖1. Перевiримо це твердження.
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Рисунок 1.2 – Трираундова мережа Фейстеля
𝑓(𝑥⊕𝑅1(𝛼0)⊕𝑅1(𝛼1), 𝑏⊕ 1) =
= 𝑅2(𝑥⊕𝑅1(𝛼0)⊕𝑅1(𝛼1)⊕𝑅1(𝛼𝑏⊕1)) =
= 𝑅2(𝑥⊕𝑅1(𝛼0)⊕𝑅1(𝛼1)⊕ 𝛿𝑏,0𝑅1(𝛼1)⊕ 𝛿𝑏,1𝑅1(𝛼0)) =
= 𝑅2(𝑥⊕ 𝛿𝑏,1𝑅1(𝛼1)⊕ 𝛿𝑏,0𝑅1(𝛼0)) =
= 𝑅2(𝑥⊕𝑅1(𝛼𝑏))
Тож перiодом цiєї функцiї є значення 𝑠 = 𝑅1(𝛼0) ⊕ 𝑅1(𝛼1)‖1, отже,
можна застосувати квантовий алгоритм Саймона для знаходження перiоду
цiєї функцiї, що i буде безпосередньо атакою на таку мережу Фейстеля.
Для повноти атаки, розглянемо випадки коли 𝜖(𝑓, (𝑅1(𝛼0)⊕𝑅1(𝛼1))‖1)
менше та бiльше 12 . В випадку коли дана величина менше
1
2 тодi вiдповiдно до
теореми наведеної ранiше, можливо успiшно використати алгоритм Саймона
та знайти перiод побудованої конструкцiї. В випадку коли вона бiльше на 12
– тодi до даної криптосистеми застосовнi атаки методами диференцiального
криптоаналiзу в класичнiй моделi обчислень. Тобто в обох випадках дана
схема не є стiйкою до атак розпiзнавання.
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Атака на схему Iвена-Мансура. Схема Iвена-Мансура (рис. 1.3)
була побудована в 1991 роцi, одним з основних застосувань якої є
пiдсилення блокових шифрiв. Вона має дуже просту структуру задану за
допомогою наступного спiввiдношення: 𝐸(𝑥, 𝑘1, 𝑘2) = 𝑘2 ⊕ 𝑆(𝑥 ⊕ 𝑘1). В
класичнiй моделi обчислень ця схема вважається криптографiчно стiйкою в
загальному випадку, оскiльки складнiсть зламу потребує щонайменше
Θ(2𝑛/2) запитiв до оракула. У квантовiй моделi обчислень доведено її
вразливiсть до атак на основi обраного вiдкритого тексту.[3]
Рисунок 1.3 – Схема Iвена-Мансура
Твердження 1.2. Схема Iвена-Мансура вразлива до квантових атак
розпiзнавання на основi обраного вiдкритого тексту. [3]
Доведення.
Визначимо функцiю 𝑓(𝑥) = 𝐸(𝑥, 𝑘1, 𝑘2)⊕ 𝑆(𝑥) = 𝑆(𝑥⊕ 𝑘1)⊕ 𝑆(𝑥)⊕ 𝑘2.
Очевидно, що ця функцiя має перiод 𝑘1, який можна знайти за допомогою
квантового алгоритму Саймона.
Аналогiчно до атаки на трираундову мережу Фейстеля, розглянемо
два випадки, в залежностi вiд значення 𝜖(𝑓, 𝑘1‖1) Якщо 𝜖(𝑓, 𝑘1‖1) < 12 тодi
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для такої функцiї 𝑓 , алгоритм Саймона ефективно обчислить значення 𝑘1,
не зважаючи на наявнiсть додаткових колiзiй. Якщо ж 𝜖(𝑓, 𝑘1‖1) > 12 , тодi
iснує атака розпiзнавання класичнiй моделi обчислень, оскiльки iснуватиме
деяке ненульове значення 𝑡 ̸= 𝑘 таке, що виконується нерiвнiсть
𝑃𝑟[𝑆(𝑥)⊕ 𝑆(𝑥⊕ 𝑘1)⊕ 𝑆(𝑥⊕ 𝑡)⊕ 𝑆(𝑥⊕ 𝑘1 ⊕ 𝑡) = 0] > 12
Атака пiдробки повiдомлення на код аутентифiкацiї GMAC.
Цей код аутентифiкацiї повiдомлень зроблено стандартом NIST в 2007 роцi.
Вхiднi повiдомлення розглядаються як елементи деякого скiнченного поля.
В основi коду лежить конструкцiя Картера-Вегмана, яка й забезпечує
криптографiчну стiйкiсть в класичнiй моделi обчислень.
Означення 1.6. Код аутентифiкацiї GMAC
GMAC – код аутентифiкацiї повiдомлень, який визначається функцiєю
𝐺𝑀𝐴𝐶(𝑁,𝑀) = 𝐺𝐻𝐴𝑆𝐻(𝑀‖𝑙𝑒𝑛(𝑀)) ⊕ 𝐸𝑘(𝑁‖1), де
𝐺𝐻𝐴𝑆𝐻(𝑀) =
∑︀𝑙𝑒𝑛(𝑀)
𝑖=0 𝑚𝑖 · 𝐻 𝑙𝑒𝑛(𝑀)−𝑖+1, 𝐻 = 𝐸𝑘(0), 𝑘 – секретний ключ
користувача, 𝑁 – криптографiчний нонс.
Рисунок 1.4 – Схема GMAC
Твердження 1.3. Код аутентифiкацiї повiдомлень GMAC вразливий
до атак пiдробки повiдомлень в квантовiй моделi обчислень. [3]
Доведення.
Розглянемо повiдомлення довжиною в два блоки 𝑀 = 𝑚1‖𝑚2. Тодi
𝐺𝑀𝐴𝐶(𝑀,𝑁) =
(︀
(𝑚1 · 𝐻) ⊕ 𝑚2
)︀ · 𝐻 ⊕ 𝐸𝑘(𝑁‖1). Нехай 𝛼0 та 𝛼1 деякi
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фiксованi блоки. Для атаки побудуємо функцiю
𝑓𝑁 : {0, 1}𝑛 × {0, 1} −→ {0, 1}𝑛, яка визначається спiввiдношенням
𝑓𝑁(𝑥, 𝑏) = 𝐺𝑀𝐴𝐶(𝛼𝑏‖𝑥,𝑁) = 𝛼𝑏 ·𝐻2 ⊕ 𝑥 ·𝐻 ⊕ 𝐸𝑘(𝑁‖1), де 𝑏 ∈ {0, 1}. Тодi
перiод функцiї 𝑓𝑁 дорiвнює (𝛼0 ⊕ 𝛼1) ·𝐻‖1
Покажемо це.
𝑓𝑁(𝑥⊕ (𝛼0 ⊕ 𝛼1) ·𝐻, 𝑏⊕ 1) = 𝐺𝑀𝐴𝐶(𝛼𝑏⊕1‖𝑥⊕ (𝛼0 ⊕ 𝛼1) ·𝐻,𝑁) =
= 𝛼𝑏⊕1 ·𝐻2 ⊕ (𝑥⊕ (𝛼0 ⊕ 𝛼1) ·𝐻) ·𝐻 ⊕ 𝐸𝑘(𝑁‖1) =
= 𝛿𝑏,0𝛼1 ·𝐻2 ⊕ 𝛿𝑏,1𝛼0 ·𝐻2 ⊕ 𝑥 ·𝐻 ⊕ (𝛼0 ⊕ 𝛼1) ·𝐻2 ⊕ 𝐸𝑘(𝑁‖1) =
= 𝛿𝑏,0𝛼0 ·𝐻2 ⊕ 𝛿𝑏,1𝛼1 ·𝐻2 ⊕ 𝑥 ·𝐻 ⊕ 𝐸𝑘(𝑁‖1) =
= 𝛼𝑏 ·𝐻2 ⊕ 𝑥 ·𝐻 ⊕ 𝐸𝑘(𝑁‖1) = 𝑓(𝑥, 𝑏)
Отже, до цiєї функцiї можна застосувати алгоритм Саймона, для
ефективного вiдновлення її перiоду. Тодi код аутентифiкацiї для
випадкового фiксованого значення нонсу та довiльного двоблокового
повiдомлення 𝑚1‖𝑚2 буде також коректним для повiдомлення
𝑚1 ⊕ 1‖𝑚2 ⊕ 𝐻 з тим самим значенням нонсу N. Ось це повiдомлення
𝑚1 ⊕ 1‖𝑚2 ⊕𝐻 i буде пiдробкою оригiнального повiдомлення 𝑚1‖𝑚2.
Важливо зазначити те, що як 𝐺𝑀𝐴𝐶 так i 𝑓𝑁 залежать вiд значення
нонсу. Алгоритм Саймона на кожнiй iтерацiї має виконувати запит до
оракула, який обчислює одну й ту саму функцiю, проте кожна окрема
iтерацiя алгоритму повертає вектор, ортогональний до вектора
((𝛼0 ⊕ 𝛼1) · 𝐻)‖1, який при цьому нiяк не залежить вiд вибору значення
нонсу. Тож атака залишається коректною попри те, що на рiзних iтерацiях
алгоритму буде вiдбуватися запит до функцiї з рiзним нонсом.[3]
Атака раундового зсуву. Атаки раундового зсуву (англ. slide
attacks) вперше описанi в 1999 в роботi [15] Бiрюкова та Вагнера. Вони
можуть бути застосованi до класу блокових шифрiв з iдентичним
раундовим перетворенням 𝑅(𝑥, 𝑘) = 𝑃 (𝑥 ⊕ 𝑘), параметризованого одним i
тим же ключем, де 𝑃 (𝑥) – безключова раундова функцiя.
В класичнiй моделi обчислень iдея атаки полягає в отриманнi Θ(2𝑛/2)
пар вiдкритого тексту та шифрованого тексту. З високою ймовiрнiстю серед
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Рисунок 1.5 – Схема атаки раундового зсуву
цих пар знайдеться так звана «пара зсуву» – двi пари вiдкритого та
шифрованого тексту (𝑃0, 𝐶0) та (𝑃1, 𝐶1) такi, що 𝑅(𝑃0) = 𝑃1. Тодi для класу
описаних вище шифрiв одразу випливає: якщо пара повiдомлень є парою
зсуву, то 𝑅(𝐶0) = 𝐶1 (рис. 1.5). В квантовiй моделi обчислень можна
отримати експоненцiйне зменшення складностi цiєї атаки.[3]
Твердження 1.4. В квантовiй моделi обчислень атака раундового
зсуву потребує 𝑂(𝑛) запитiв до оракула. [3]
Доведення.
Нехай 𝑃 (𝑥) – безключова раундова функцiя, 𝐸𝑘(𝑥) – повне шифруюче
перетворення. Визначимо 𝑓(𝑥, 𝑏) = 𝛿𝑏,0(𝑃 (𝐸𝑘(𝑥))⊕𝑥)⊕ 𝛿𝑏,1(𝐸𝑘(𝑃 (𝑥))⊕𝑥). Не
складно показати, що перiод функцiї 𝑓 дорiвнює 𝑘‖1. Застосувавши алгоритм
Саймона до функцiї 𝑓(𝑥, 𝑏), ефективно знаходимо значення секретного ключа
𝑘. Вiдповiдно до цього атака потребує 𝑂(𝑛) запитiв до оракула, яка часова
складнiсть алгоритму Саймона.
В роботi [3] доведено, що 𝜖(𝑓, 𝑘‖1) < 12 , якщо перетворення 𝐸𝑘 ∘ 𝑃 та
𝑃 ∘𝐸𝑘 не вiдрiзняються вiд випадкових пiдстановок. В цьому випадку атака
суперпозицiї дозволить ефективно вiдновити значення ключа k. Якщо ж
𝜖(𝑓, 𝑘‖1) > 12 , то iснує диференцiал для перетворень 𝐸𝑘 ∘ 𝑃 та 𝑃 ∘ 𝐸𝑘 з
ймовiрнiстю, бiльшою за 12 .
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1.5 Узагальненi мережi Фейстеля
Основна iдея, яка лежить в конструкцiї узагальнених мереж Фейстеля
дуже проста – збiльшити кiлькiсть блокiв та задати структуру нелiнiйних
перетворень i зсувiв блокiв повiдомлення. В роботi розглянутi чотири
популярнi схеми для побудови блокових шифрiв на основi мережi Фейстеля
– це узагальненi мережi Фейстеля типу 1, 2, 3, якi були представленi вперше
в 1989 в роботi [16], а також незбалансовану мережу Фейстеля. Детальний
аналiз цих конструкцiй проведено в роботi [17].
Означення 1.7. Узагальнена мережа Фейстеля типу 1
Узагальненою мережею Фейстеля типу 1 (рис. 1.6) називається
iтеративний блоковий шифр з раундовим перетворенням виду
𝐹𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑥1 ⊕ 𝑅𝑘(𝑥0), 𝑥2, 𝑥3, 𝑥0), де 𝑅𝑘(𝑥) – деяке невiдоме
перетворення на секретному ключi.
Рисунок 1.6 – Узагальнена мережа Фейстеля типу 1
Означення 1.8. Узагальнена мережа Фейстеля типу 2
Узагальненою мережею Фейстеля типу 2 (рис. 1.7) називається
iтеративний блоковий шифр з раундовим перетворенням виду
𝐹𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑥1 ⊕ 𝑅𝑘(𝑥0), 𝑥2, 𝑥3 ⊕ 𝑅𝑘(𝑥2), 𝑥0), де 𝑅𝑘(𝑥) – деяке
невiдоме перетворення на секретному ключi.
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Рисунок 1.7 – Узагальнена мережа Фейстеля типу 2
Означення 1.9. Узагальнена мережа Фейстеля типу 3
Узагальненою мережею Фейстеля типу 3 (рис. 1.8) називається
iтеративний блоковий шифр з раундовим перетворенням виду
𝐹𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑥1 ⊕ 𝑅𝑘(𝑥0), 𝑥2 ⊕ 𝑅𝑘(𝑥1), 𝑥3 ⊕ 𝑅𝑘(𝑥2), 𝑥0), де 𝑅𝑘(𝑥) –
деяке невiдоме перетворення на секретному ключi.
Рисунок 1.8 – Узагальнена мережа Фейстеля типу 3
Означення 1.10. Незбалансована мережа Фейстеля
Незбалансованою мережею Фейстеля (рис. 1.9) називається блоковий
iтеративний шифр з блоком довжини 𝑛, раундове перетворення якого має
вид 𝐹𝑖(𝑥𝑙, 𝑥𝑟) = (𝑥𝑟, 𝑅𝑖(𝑥𝑟)⊕ 𝑥𝑙), де 𝑥𝑙 – блок довжини 𝑣, 𝑥𝑟 – блок довжини
𝑢, за умови, що 𝑣+𝑢 = 𝑛, функцiя 𝑅𝑖(·) – деяке перетворення на секретному
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ключi, яке дiє з простору {0, 1}𝑢 в простiр {0, 1}𝑣.
Рисунок 1.9 – Незбалансована мережа Фейстеля
Висновки до роздiлу 1
В роздiлi розглянуто необхiднi теоретичнi вiдомостi з теорiї квантових
обчислень. З’ясовано чому квантовi алгоритм Саймона та
Бернштейна-Вазiранi є одними з найперспективнiших алгоритмiв для
використання в диференцiальному криптоаналiзi. Розглянуто задачi, що
розв’язують цi алгоритми. Алгоритм Саймона за 𝒪(𝑛) запитiв до оракула
розв’язує задачу пошуку перiоду функцiї, де 𝑛 довжина аргументу функцiї,
тодi як алгоритм Бернштейна-Вазiранi розв’язує задачу пошуку лiнiйної
конструкцiї за 𝒪(𝑛2) запитiв, де 𝑛 довжина аргументу функцiї. Цi
алгоритми потребують експоненцiйно меншої кiлькостi крокiв, нiж
будь-який класичний алгоритм розв’язку таких задач. Узагальнення
формулювання задачi Саймона на випадок функцiї з додатковими колiзiями
показує, що алгоритм Саймона може працювати з класом функцiй, якi
майже задовольняють вимогам оригiнальної задачi вiдповiдно до метрики
𝜖(𝑓, 𝑠). Наявнiсть додаткових колiзiй незначним чином впливає на роботу
алгоритму, або до даної функцiї є застосовними методи класичного
диференцiального криптоаналiзу. Розглянуто атаки з використанням
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алгоритму Саймона на сучаснi симетричнi криптопримiтиви такi як
трираундова схема Фейстеля, схема Iвена-Мансура, код аутентифiкацiї




В роздiлi представлено аналiз часової складностi алгоритму Саймона
та отримано ймовiрнiснi характеристики його роботи. Також узагальнено
задачу Саймона на бiльшi класи функцiй, нiж тi, якi описанi в
оригiнальному формулюваннi, перевiрено можливiсть використання цих
узагальнень до криптоаналiзу мереж Фейстеля. Дослiджено часовi та
ймовiрнiснi характеристики їх роботи.
Основна частина присвячена побудовi атак на узагальненi мережi
Фейстеля типiв 1, 2, 3 та незбалансовану мережу Фейстеля, проведенню
аналiзу складностi цих атак за допомогою вже вiдомих методiв аналiзу атак
на основi алгоритмiв Саймона та Бернштейна-Вазiранi та оцiнок, якi будуть
представленi в цьому роздiлi. Дослiджено випадок атаки на
криптопримiтиви, що використовують мережу Фейстеля, як свою основну
складову.
Далi будуть розглядатись квантовi атаки на основi обраного вiдкритого
тексту. Це означає, що квантовий супротивник має можливiсть обчислювати
криптопримiтив, який задано за допомогою оракула, вiд аргументу, що може
знаходитись в станi квантової суперпозицiї.
2.1 Аналiз квантового алгоритму Саймона для оригiнального
формулювання задачi
Аналiз квантового алгоритму Саймона є важливим аспектом цiєї
роботи, оскiльки бiльшiсть атак як будуть представленi далi є прямим
використанням цього алгоритму, тож матимуть такi самi ймовiрнiснi, часовi
та просторовi характеристики роботи. Для його аналiзу в бiльшостi будуть
використанi методи теорiї ймовiрностi, в наслiдок ймовiрнiсної природи
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даного алгоритму.
Доцiльно почати аналiз алгоритму з доведення леми, яка
використовувалась для отримання оцiнки помилки узагальненого
алгоритму Саймона. Дане доведення є простiшим та використовує лише
прямi переходи при доведеннi, нiж те, що було представлене в оригiнальнiй
роботi [3].
Лема 2.1. Нехай 𝑡 ∈ {0, 1}𝑛. Визначимо функцiю
𝑔𝑡(𝑥) = 2
−𝑛∑︀
𝑦·𝑡=0(−1)𝑥·𝑦 для фiксованого 𝑡. Тодi 𝑔𝑡(𝑥) = 12(𝛿𝑥,0 + 𝛿𝑥,𝑡)
Доведення.











𝑦 𝑦 · 𝑡(−1)𝑥·𝑦 =
= 2𝑛𝛿𝑥,0 +
∑︀






= 2𝑛𝛿𝑥,0 + 2
𝑛𝛿𝑥,𝑡 − 2𝑛𝑔(𝑥)
Розв’яжемо останнє спiввiдношення вiдносно 𝑔(𝑥).
2𝑛𝛿𝑥,0 + 2







𝑔(𝑥) = 12𝑛+1 (2
𝑛𝛿𝑥,0 + 2
𝑛𝛿𝑥,𝑡)
𝑔(𝑥) = 12(𝛿𝑥,0 + 𝛿𝑥,𝑡)
Алгоритм Саймона є ймовiрнiсним алгоритмом, в наслiдок того, що на
кожнiй iтерацiї вiн повертає деяке випадкове значення. Для подальшого
аналiзу алгоритму доцiльно дослiдити, який розподiл мають цi значення.
Наступне твердження показує який розподiл мають данi значення.
Твердження 2.1. Кожна iтерацiя алгоритму Саймона повертає
випадковий бiтовий вектор 𝑢 з множини {𝑥 : 𝑥 · 𝑠 = 0}, який є
незалежним вiд iнших iтерацiй.
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Доведення.
Оскiльки кожної iтерацiї алгоритму, незалежно вiд iнших iтерацiй,
iнiцiалiзуємо регiстри новими значеннями, тому значення, якi повертаються
кожною iтерацiєю, є незалежними – очевидний факт.
Покажемо тепер, що тi значення якi повертаються, це ортогональнi до
вектора 𝑠 бiтовi вектори, на яких задано рiвноймовiрний розподiл.






𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦) |𝑦⟩. Доцiльно розглянути два випадки:
випадок, коли 𝑦 · 𝑠 = 1, та випадок, коли 𝑦 · 𝑠 = 0. Розглянувши данi
випадки, ми повнiстю опишемо всi амплiтуди квантових станiв перед
фiнальним вимiрюванням.






𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦) |𝑦⟩ = 1√2 1√2𝑛 (−1)𝑧𝑦(1 + (−1)1) = 0. Отже,
iтерацiя алгоритму Саймона дiйсно не повертає вектори 𝑢 такi, що 𝑢 · 𝑠 = 1.






𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦) |𝑦⟩ = 1√2 1√2𝑛 (−1)𝑧𝑦(1 + (−1)0) = 2√2 1√2𝑛 . Знайдемо
квадрат норми цього коефiцiєнта, який описує ймовiрнiсть отримати цей





‖2 = 42 12𝑛 = 2 12𝑛 = 12(𝑛−1) . Як бачимо, цi ймовiрностi описують
рiвноймовiрний розподiл на множинi {𝑥 : 𝑥 · 𝑠 = 0}, що й треба було
довести.
Маючи це твердження, можемо сформулювати твердження, про
кiлькiсть крокiв, необхiдну для побудови системи векторiв рангу 𝑘 + 1, з
системи векторiв рангу 𝑘. Використовуючи це маємо можливiсть, описати
кiлькiсть крокiв, яку зробить алгоритм Саймона, як суму випадкових
величин, якi описують кiлькiсть крокiв для побудови системи бiльшого
рангу, з системи меншого рангу.
Твердження 2.2. Нехай 𝑛 - розмiрнiсть векторного простору над
полем 𝐹2. Припустимо, що вже побудувано деяку систему з 𝑟 векторiв
{𝑢−𝑟, . . . , 𝑢−1} рангу 𝑘 < 𝑛, {𝑢𝑖}∞𝑖=0 – деяка випадкова послiдовнiсть
векторiв з даного простору. Нехай випадкова величина
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𝜉𝑘 = min{𝑖 ≥ 0 : 𝑢𝑖 /∈ 𝑠𝑝𝑎𝑛({𝑢−𝑟, . . . , 𝑢−1})}. Тодi випадкова величина
𝜉𝑘 ∼ 𝐺𝑒𝑜𝑚(1− 2−𝑛+𝑘).
Доведення. Для доведення введемо послiдовнiсть випадкових
величин 𝜂𝑖 = 𝛿𝑢𝑖 /∈𝑠𝑝𝑎𝑛({𝑢−𝑟,...,𝑢−1}). Тодi цi випадковi величини є незалежними,
в наслiдок незалежностi 𝑢𝑖.
Тодi введемо нову випадкову величину
𝜉𝑘 = min{𝑖 ≥ 0 : 𝜂 = 1} = min{𝑖 ≥ 0 : 𝑢𝑖 /∈ 𝑠𝑝𝑎𝑛({𝑢−𝑟, . . . , 𝑢−1})}. Очевидно,
що дана випадкова величина має геометричний розподiл, якщо за невдачу
взяти подiю, що 𝑢𝑖 належить лiнiйнiй оболонцi побудованiй над заданими
векторами, а за успiх – 𝑢𝑖 не належить лiнiйнiй оболонцi.
Знайдемо ймовiрнiсть невдачi. Очевидно, що ця ймовiрнiсть
дорiвнюватиме вiдношенню розмiру лiнiйної оболонки до кiлькостi всiх
векторiв. Маємо |𝑠𝑝𝑎𝑛({𝑢−𝑟, . . . , 𝑢−1})| = 2𝑘. Тодi ймовiрнiсть невдачi
дорiвнює 2−𝑛+𝑘, вiдповiдно ймовiрнiсть успiху – 1− 2−𝑛+𝑘.
Отже, 𝜉𝑘 ∼ 𝐺𝑒𝑜𝑚(1− 2−𝑛+𝑘), що й потрiбно було довести.
Зауваження. Випадкова величина 𝜉𝑘 показує кiлькiсть векторiв
необхiдну для побудови системи рангу 𝑘 + 1, з деякої вже побудованої
системи рангу 𝑘, не включаючи вектор, що збiльшує ранг системи.
Тепер опишемо кiлькiсть iтерацiй, яку робить алгоритм Саймона.
Якщо запропонувати наступну процедуру побудови системи лiнiйних
рiвнянь алгоритму Саймона: якщо вектор збiльшує ранг системи, додаємо
його, iнакше – вiдкидаємо, тодi маємо наступний опис часу роботи
алгоритму Саймона.
Твердження 2.3. Випадкова величина 𝜁 =
∑︀𝑛−2
𝑘=1 𝜉𝑘 + 𝑛 − 1 описує
кiлькiсть крокiв, яку зробить алгоритм Саймона для побудови системи
векторiв рангу 𝑛 − 1, де випадковi величини 𝜉𝑘 ∼ 𝐺𝑒𝑜𝑚(1 − 2−𝑛+1+𝑘) та є
незалежними.
Зауваження. Через те, що алгоритм Саймона повертає вектори
𝑢 · 𝑠 = 0, тодi в якостi лiнiйного простору векторiв, потрiбно взяти лiнiйний
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пiдпростiр розмiрностi 𝑛 − 1, який визначається спiввiдношенням 𝑥 · 𝑠 = 0,
та вiдповiдно змiнити розподiли випадкових величин 𝜉𝑘
Зауваження. Оскiльки при доведеннi твердження про кiлькiсть
крокiв, для побудови системи векторiв бiльшого рангу, префiкс
послiдовностi вже побудований, проте є довiльним, то випадковi величини
𝜉𝑘 є незалежними.
Тепер використовуючи це твердження, можемо отримати оцiнки часової
складностi квантового алгоритму Саймона.
Наслiдок 2.1. Середня кiлькiсть крокiв яку зробить алгоритм
Саймона дорiвнює 𝑛− 1 + 2𝑛−2−12𝑛−2 + 13 · 4
𝑛−2−1
4𝑛−2 .
Доведення. Знайдемо математичне очiкування випадкової величини
𝜁 – кiлькостi крокiв для побудови системи рангу 𝑛− 1.
𝐸[𝜁] = 𝐸[
∑︀𝑛−2
𝑘=1 𝜉𝑘 + 𝑛− 1] =
∑︀𝑛−2


















= 𝑛− 1 +∑︀𝑛−2𝑘=1 12𝑛−1−𝑘 (1 + 12𝑛−1−𝑘 +𝑂( 122(𝑛−1−𝑘) )) ≈
≈ 𝑛− 1 +∑︀𝑛−2𝑘=1 12𝑛−1−𝑘 +∑︀𝑛−2𝑘=1 122(𝑛−1−𝑘) =















= 𝑛− 1 + 12𝑛−1 2
𝑛−2−1
2−1 · 2 + 14𝑛−1 4
𝑛−2−1







Наслiдок 2.2. При 𝑛 −→∞, середня кiлькiсть крокiв асимптотично
дорiвнює 𝑂(𝑛).
Наслiдок 2.3. Середнє квадратичне вiдхилення кiлькостi крокiв, якi
зробить алгоритм Саймона дорiвнює 2−𝑛+2 ·(2𝑛−2−1)+ 13 ·2−2𝑛+5 ·(22𝑛−4−1).
Доведення.
Знайдемо дисперсiю випадкової величини 𝜁.
𝑉 𝑎𝑟[𝜁] = 𝑉 𝑎𝑟[
∑︀𝑛−2

















−𝑛+1+𝑘 · [︀∑︀∞𝑖=0 𝑥𝑖]′𝑥=2−𝑛+1+𝑘 =∑︀𝑛−2𝑘=1 2−𝑛+1+𝑘 · [︀∑︀∞𝑖=1 𝑖 · 𝑥𝑖−1]𝑥=2−𝑛+1+𝑘 ≈







𝑘 = 2−𝑛+1 · 2𝑛−2−12−1 · 2 + 2−2𝑛+3 · 4
𝑛−2−1
4−1 · 4 =
= 2−𝑛+2 · (2𝑛−2 − 1) + 13 · 2−2𝑛+5 · (22𝑛−4 − 1)
Наслiдок 2.4. Ймовiрнiсть того, що алгоритм Саймона не поверне
системи рангу 𝑛 − 1 прямує до нуля з ростом 𝑛, тобто
lim𝑛→+∞ 𝑃𝑟[𝜁 = +∞] = 0.
Отже, в результатi детального аналiзу алгоритму Саймона методами
теорiї ймовiрностi, було пiдтверджено те, що цей алгоритм має лiнiйну часову
складнiсть. Знайдено точнi оцiнки для середньої кiлькостi крокiв, що зробить
алгоритм, та середнє квадратичне вiдхилення кiлькостi крокiв вiд середньої
кiлькостi. Показано, що ймовiрнiсть того, алгоритм нiколи не поверне системи
векторiв рангу 𝑛 − 1 прямує до нуля з ростом довжини входу функцiї, що
подається на вхiд алгоритму.
2.2 Задача Саймона з прихованим перетворенням аргументу
Як будо показано в роботi [3], алгоритм Саймона може коректно
працювати з набагато бiльшим класом функцiй. Це дає привiд для
подальших дослiджень в узагальненнi або розширеннi формулювання задачi
Саймона. Далi показано, що алгоритм Саймона не розрiзняє функцiї, якi
пов’язанi лише деякою бiєктивною пiдстановкою.
Введемо новi позначення. Нехай Σ – множина всiх бiєктивних функцiй
якi дiють з простору бiтових векторiв {0, 1}𝑛 в простiр бiтових векторiв
{0, 1}𝑛. Тодi очевидним є факт, що потужнiсть цiєї множини дорiвнює
|Σ| = (2𝑛)! – як кiлькiсть перестановок вхiдних векторiв таблицi iстинностi,
яка повнiстю визначає булеву функцiю.
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Розширимо формулювання задачi Саймона на випадок пари функцiй,
якi пов’язанi деяким бiєктивним перетворенням аргументу.
Задача 2.1. Задача Саймона з прихованим перетворенням
аргументу
Нехай задано функцiї 𝑓 : {0, 1}𝑛 −→ {0, 1}𝑛 та 𝑔 : {0, 1}𝑛 −→ {0, 1}𝑛 та
вiдомо, що вони пов’язанi спiввiдношенням 𝑓(𝑥) = 𝑔(𝜎(𝑥)), 𝜎(𝑥) ∈ Σ – деяке
невiдоме бiєктивне перетворення аргументу. Для довiльних значень
𝑥, 𝑦 ∈ {0, 1}𝑛 рiвнiсть виконується 𝑓(𝑥) = 𝑓(𝑦) тодi i тiльки тодi, коли
(𝑥 ⊕ 𝑦) ∈ {0, 𝑠}, для деякого невiдомого фiксованого значення 𝑠 ∈ {0, 1}𝑛.
Необхiдно визначити чи iснує ненульове значення 𝑠 та знайти його, маючи
можливiсть обчислювати значення вiд суперпозицiї тiльки для функцiї 𝑔.
Твердження 2.4. Якщо алгоритму Саймона подати на вхiд подати
функцiю 𝑔(𝑥), то за 𝑂(𝑛) запитiв вiн розв’яже задачу Саймона для функцiї
𝑓(𝑥).
Доведення.
1) Пiдготувати два регiстри розмiру 𝑛 у станi |0⟩ |0⟩.
2) Застосувати перетворення Уолша-Адамара до першого регiстру
(𝐻⊗𝑛 ⊗ 𝐼𝑛) |0⟩ |0⟩ = 1√2𝑛
∑︀
𝑥∈𝑍𝑛2 |𝑥⟩ |0⟩ = 1√2𝑛
∑︀
𝑥∈𝑍𝑛2 |𝜎(𝑥)⟩ |0⟩.
3) Використати стандартну модель оракулу, який обчислює значення
функцiї 𝑔: 𝑈𝑔( 1√2𝑛
∑︀
𝑥 |𝜎(𝑥)⟩ |0⟩) = 1√2𝑛
∑︀
𝑥 |𝜎(𝑥)⟩ |𝑔(𝜎(𝑥))⟩ = 1√2𝑛
∑︀
𝑡 |𝑡⟩ |𝑓(𝑡)⟩.
4) Зробити вимiрювання другого регiстру, що переведе перший
регiстр у стан 1√
2
(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩) для деякого значення 𝑧, де 𝑓(𝑧) є
результатом вимiрювання.
5) Застосувати перетворення Уолша-Адамара до першого регiстру
𝐻⊗𝑛( 1√
2





𝑦(−1)𝑧𝑦(1 + (−1)𝑠𝑦) |𝑦⟩.
6) Зробити вимiрювання першого регiстру. Результатом вимiрювання
буде деяке випадкове значення 𝑢 ∈ {0, 1}𝑛 таке, що 𝑢 · 𝑠 = 0.
Як тiльки ранг системи рiвнянь 𝑢𝑖 · 𝑠 = 0 стане 𝑛− 1, розв’язуємо її та
знаходимо значення 𝑠.
Наслiдок 2.5. Алгоритм Саймона не розрiзняє функцiї, якi пов’язанi
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лише деяким бiєктивним перетворенням аргументу.
Це узагальнення дає можливiсть проводити атаки розпiзнавання на
функцiї, де приховане перетворення аргументу є деяким перетворенням на
секретному ключi. Хоча супротивник не може робити запити до даного
перетворення, завдяки цьому узагальненню вiн все одно має коректнi атаки
на основi алгоритму Саймона.
В наслiдок дослiдження даного узагальнення, було знайдено загальну
властивiсть всiх квантових обчислень – при обчисленнi функцiї вiд
рiвномiрної суперпозицiї аргументу, квантовий оракул не розрiзняє функцiї
пов’язанi бiєктивним перетворенням аргументу, тобто маємо вiдношення
еквiвалентностi на множинi функцiй. Двi функцiї будуть еквiвалентними
вiдносно операцiї обчислення функцiї вiд рiвномiрної суперпозицiї
аргументу, тодi i тiльки тодi, коли вони пов’язанi деяким бiєктивним
перетворенням аргументу. Як наслiдок при застосуваннi операцiї
обчислення функцiї вiд рiвномiрної суперпозицiї аргументу до функцiй з
одного класу еквiвалентностi, в результатi отримуватимемо квантовi
системи в одному i тому ж самому станi.
2.3 Задача Саймона для функцiї з неповною колiзiєю
В роботi [3] формулювання задачi Саймона було узагальнено на
випадок коли функцiя має додатковi неповнi колiзiї, тобто спiввiдношення
𝑓(𝑥) = 𝑓(𝑥 ⊕ 𝑡) виконувалося тiльки для деякої пiдмножини аргументiв.
Узагальнення, яке представлене в даному роздiлi, розглядає випадок коли,
функцiя має лише неповну колiзiю.
Введемо додатковi поняття.
Означення 2.1. Вектор 𝑡 ∈ {0, 1}𝑛 будемо називати неповною
колiзiєю, якщо ∃𝑆 ⊂ {0, 1}𝑛 – нетривiальна пiдмножина векторiв, що
∀𝑥 ∈ 𝑆 : 𝑓(𝑥) = 𝑓(𝑥 ⊕ 𝑡). Тодi множину 𝑆 будемо називати множиною
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неповної колiзiї 𝑡.
Випадок коли 𝑆 = {0, 1}𝑛 будемо називати повною колiзiєю, або ж
просто – функцiєю з перiодом, у термiнах функцiй.
Тепер переформулюємо задачу Саймона на випадок функцiї з неповною
колiзiєю.
Задача 2.2. Задача Саймона для функцiї з неповною колiзiєю
Нехай дано функцiю 𝑓 : {0, 1}𝑛 −→ {0, 1}𝑛, таку що ∃𝑆 ⊆ {0, 1}𝑛 –
нетривiальна пiдмножина векторiв, що ∀𝑥 ∈ 𝑆 спiввiдношення 𝑓(𝑥) = 𝑓(𝑦)
виконується тодi i тiльки тодi, коли (𝑥⊕ 𝑦) ∈ {0, 𝑠}. ∀𝑥 ∈ {0, 1}𝑛 ∖𝑆 функцiя
𝑓 визначена довiльно. Задача знайти невiдоме значення вектора 𝑠.
В цьому випадку алгоритм Саймона прямо не застосовний. Проте, як
побачимо далi, при деяких додаткових умовах та процедурах з множиною
векторiв {𝑢𝑖} – результатiв iтерацiй алгоритму Саймона, супротивник має
можливiсть вiдновити неповну колiзiю 𝑠. Для цього спочатку розглянемо
наступне твердження.
Твердження 2.5. Iтерацiя алгоритму Саймона для випадку функцiї
з неповною колiзiєю, повертає вектор ортогональний до вектора неповної
колiзiї 𝑠 або деяке випадкове значення, вiдповiдно до деякого ймовiрнiсного
розподiлу.
Доведення.
Нехай дано функцiю 𝑓 ∈ B𝑛,𝑛, яка має неповну колiзiю 𝑠 на
нетривiальнiй множинi 𝑆 ⊂ {0, 1}𝑛. Розглянемо як iтерацiя алгоритму
Саймона вiдпрацює на цiй функцiї.
1) Пiдготувати два регiстри розмiру 𝑛 у станi |0⟩ |0⟩.
2) Застосувати перетворення Уолша-Адамара до першого регiстру
(𝐻⊗𝑛 ⊗ 𝐼𝑛) |0⟩ |0⟩ = 1√2𝑛
∑︀
𝑥∈𝑍𝑛2 |𝑥⟩ |0⟩.
3) Використати стандартну модель оракулу, який обчислює значення
функцiї 𝑓 : 𝑈𝑓( 1√2𝑛
∑︀
𝑥 |𝑥⟩ |0⟩) = 1√2𝑛
∑︀
𝑥 |𝑥⟩ |𝑓(𝑥)⟩.
4) Зробити вимiрювання другого регiстру.
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Нехай результатом вимiрювання регiстру є значення 𝛾 ∈ 𝐼𝑚[𝑓 ]. Це
переведе перший регiстр у стан 𝛿𝛾∈𝐼𝑚[𝑓 ](𝑆)(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩) +
∑︀
𝑡/∈𝑆,𝑓(𝑡)=𝛾 |𝑡⟩ , де
𝑓(𝑧) = 𝛾 для деякого 𝑧 ∈ 𝑆.
Тодi доцiльно розглянути два випадки 𝛾 ∈ 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖ 𝑆) та
𝛾 /∈ 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖ 𝑆).
Якщо 𝛾 /∈ 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖ 𝑆), тодi перший регiстр перебуває в станi
(|𝑧⟩ ⊕ |𝑧 ⊕ 𝑠⟩), де 𝑓(𝑧) = 𝛾. Тодi подальше виконання алгоритму Саймона
поверне коректний вектор 𝑢𝑖 такий, що 𝑢𝑖 · 𝑠 = 0.
Якщо 𝛾 ∈ 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖ 𝑆), тодi перший регiстр перебуває в деякому
станi 𝛿𝛾∈𝐼𝑚[𝑓 ](𝑆)(|𝑧⟩ + |𝑧 ⊕ 𝑠⟩) +
∑︀
𝑡/∈𝑆,𝑓(𝑡)=𝛾 |𝑡⟩. При подальшому виконаннi,
застосування перетворення Уолша-Адамара до першого регiстру переведе
його в деякий довiльний стан, i пiсля вимiру першого регiстру отримаємо
деяке випадкове значення.
В результатi послiдовних iтерацiї, алгоритм Саймона поверне систему
векторiв, в якiй є як вектори ортогональнi до вектора 𝑠, так i тi, що не є
ортогональними до вектора 𝑠.
Наслiдок 2.6. Iтерацiя алгоритму Саймона повертає ортогональнi
та не ортогональнi до вектора 𝑠 вектори вiдповiдно до розподiлу Бернуллi,
параметр якого залежить вiд розмiру множини 𝑆 та структури функцiї
𝑓 .
Наслiдок 2.7. Алгоритм Саймона для функцiї з неповною колiзiєю
поверне систему векторiв вiдповiдно до бiномiального розподiлу з
параметром «успiху» (отримати ортогональний вектор) визначеним
вище в розподiлi Бернуллi.
В найгiршому випадку, коли отримали значення другого регiстру
𝛾 ∈ 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖ 𝑆), пiсля вимiру першого регiстру завжди
отримуватимемо не ортогональнi вектори 𝑢𝑖 · 𝑠 = 1. Необхiдно знайти
оцiнку ймовiрностi того, що iтерацiя алгоритму Саймона поверне
некоректний вектор. Наступне твердження наводить цю оцiнку.
Твердження 2.6. Ймовiрнiсть того, що iтерацiя алгоритму
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Саймона для функцiї 𝑓 з неповною колiзiєю поверне некоректний вектор




Ймовiрнiсть того, що iтерацiя алгоритму поверне некоректний вектор
визначається потужнiстю множини 𝐼𝑚[𝑓 ]({0, 1}𝑛 ∖𝑆) та структурою функцiї
𝑓 , а саме множиною 𝐼𝑚[𝑓 ](𝑆)
⋂︀





𝑓𝑎𝑖𝑙𝑃𝑟𝑥[𝑓(𝑥) = 𝛾] =
=
∑︀
𝛾∈𝐼𝑚[𝑓 ](𝐹𝑛2 ∖𝑆) 𝑝
𝛾
𝑓𝑎𝑖𝑙𝑃𝑟𝑥[𝑓(𝑥) = 𝛾] +
∑︀
𝛾∈𝐼𝑚[𝑓 ]∖𝐼𝑚[𝑓 ](𝐹𝑛2 ∖𝑆) 𝑝
𝛾
𝑓𝑎𝑖𝑙𝑃𝑟𝑥[𝑓(𝑥) = 𝛾] =
=
∑︀
𝛾∈𝐼𝑚[𝑓 ](𝐹𝑛2 ∖𝑆) 𝑝
𝛾
𝑓𝑎𝑖𝑙𝑃𝑟𝑥[𝑓(𝑥) = 𝛾] ≤
∑︀
𝛾∈𝐼𝑚[𝑓 ](𝐹𝑛2 ∖𝑆) 𝑃𝑟𝑥[𝑓(𝑥) = 𝛾] =
= 12𝑛
∑︀
𝛾∈𝐼𝑚[𝑓 ](𝐹𝑛2 ∖𝑆)#{𝑥|𝑓(𝑥) = 𝛾} ≤
3(2𝑛−|𝑆|)
2𝑛
Принципiальною вiдмiннiстю розв’язку цiєї задачi вiд оригiнальної
задачi Саймона є те, що в результатi роботи алгоритм повертає систему
векторiв, в якiй є некоректнi вектори. Тому додатково постає задача
обробки такої системи.
Можливi два основнi шляхи роботи з такою системою: вiдфiльтрувати
некоректнi вектори або використати методи теорiї розв’язку рiвнянь з
спотвореною правою частиною. Ефективнiсть алгоритму повнiстю
визначається, тим наскiльки ефективно можна опрацювати систему
векторiв з некоректними векторами. Наведемо декiлька евристик, якi
можна використати для ефективного алгоритму фiльтрування.
Твердження 2.7. Якщо {𝑢𝑖𝑗} пiдсистема рангу 𝑛 − 1, яка
складається тiльки з коректних векторiв, тодi додавання будь-якого не
коректного вектора збiльшує ранг системи до 𝑛.
Твердження 2.8. Якщо 1 − |𝑆|2𝑛 << 12, тодi система векторiв {𝑢𝑖} є
сильно незбалансованою, тобто кiлькiсть коректних векторiв значно
бiльша нiж не коректних.
На основi цих евристик запропонуємо алгоритм для розв’язку задачi
фiльтрацiї.
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Алгоритм 2.1. Алгоритм фiльтрацiї системи векторiв
На вхiд алгоритму подається система векторiв 𝑈 = {𝑢𝑖}𝑁𝑖=0 та деяке
число 𝑀 > 0.
1) Iнiцiалiзувати 𝑄 = {}.
2) Для 𝑗 вiд 1 до 𝑀 : згенерувати випадкову систему векторiв 𝑞𝑗 ⊂ 𝑈
рангу 𝑛− 1 та додати її до множини 𝑄.
3) Iнiцiалiзувати 𝑐[𝑀 ] = [0, . . . , 0] – масив лiчильникiв довжини 𝑀 ,
асоцiйований з системами 𝑞𝑖.
4) Для всiх 𝑢 ∈ 𝑈 ∖ (⋃︀ 𝑞𝑖) та 𝑞𝑖 ∈ 𝑄: якщо ранг системи векторiв
𝑟𝑎𝑛𝑔(𝑞𝑖
⋃︀
𝑢) = 𝑛, тодi збiльшити лiчильник 𝑐[𝑖] на одиницю.
5) Повернути систему векторiв 𝑞𝑖, для якої лiчильник мiнiмальний.
Алгоритм повертає деяку систему векторiв 𝑞𝑖 рангу 𝑛 − 1.
Розв’язавши вiдповiдну систему лiнiйних рiвнянь отримуємо невiдоме
значення 𝑠 та робимо ймовiрнiсну перевiрку коректностi результату.
Розглянемо чому цей алгоритму поверне систему векторiв, що
ортогональнi до вектора 𝑠. Розглянемо три випадки: система векторiв
𝑞𝑖 ∈ 𝑄 складається тiльки з ортогональних до 𝑠 векторiв, тiльки з не
ортогональних до 𝑠 векторiв, та останнiй випадок – в системi присутнi як
ортогональнi, так i не ортогональнi вектори. Далi будемо суттєво
користуватись евристиками, що були наведенi вище, а саме ти, що система
векторiв 𝑈 є сильно не збалансованою.
Якщо система складалась тiльки з ортогональних векторiв, то при
додаваннi кожного не ортогонального вектора, ранг буде збiльшуватись, а
при додаваннi ортогонального – змiнюватись не буде. Отже, лiчильник для
такої системи дорiвнюватиме кiлькостi не ортогональних до 𝑠 векторiв, що
належать системi 𝑈 ∖ (⋃︀ 𝑞𝑖).
Аналогiчно для системи, що складається тiльки з не ортогональних
векторiв, лiчильник для такої системи буде дорiвнювати, кiлькостi
ортогональних до вектора 𝑠 векторiв в системi векторiв 𝑈 ∖ (⋃︀ 𝑞𝑖). Для
випадку змiшаної системи, лiчильник матиме деяке значення, не менше за
лiчильник для системи ортогональних векторiв, та не бiльше за лiчильник
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для системи не ортогональних векторiв. При цьому в наслiдок того, що
система векторiв 𝑈 є незбалансованою, то лiчильник для системи
ортогональних векторiв буде меншим, за лiчильник для системи не
ортогональних векторiв.
Тому, якщо система векторiв достатньо не збалансована, то в множинi
𝑄 знайдеться така система векторiв, що складається тiльки, з ортогональних
векторiв, яку й поверне цей алгоритм.
Дослiдимо наскiльки не збалансованою має бути система.
Якщо розглянути нескiнченну послiдовнiсть векторiв, що є результом
роботи алгоритму Саймона для функцiї з неповною колiзiєю, тодi можна
ввести випадкову величину 𝜑 кiлькостi ортогональних векторiв до першого
неортогонального. Ця випадкова величина матиме геометричний розподiл з
параметром «успiху» 𝑝 ≤ 𝑝𝑓𝑎𝑖𝑙 = 3(2
𝑛−|𝑆|)
2𝑛 . Випадкова перестановка векторiв
не змiнює розподiлу, оскiльки iтерацiї алгоритму незалежнi.
Приблизимо розподiл скiнченної системи векторiв отриманої в
результатi роботи алгоритму Саймона визначенним вище розподiлом
нескiнченної послiдовнотсi з достатньою точнiстю. Тодi процедура побудови
випадкової системи рангу 𝑛 − 1 зводиться до перемiшування всiєї системи
векторiв та побудови системи методом послiдовного додавання векторiв до
системи доки її ранг не стане 𝑛− 1.
Як було отримано вище, середня кiлькiсть крокiв алгоритму Саймона
для оригiнальної задачi для побулови системи рангу 𝑛−1 є лiнiйною та значно
меншою нiж 2𝑛. Тодi, якщо 𝑃𝑟[𝜑 > 2𝑛] > 12 , то вiдповiдно ймовiрнiсть, що
в множинi 𝑄 не буде жодної системи тiльки з ортогональних векторiв буде
не бiльша нiж 2−𝑀 . Тобто, її достатньо швидко можна зробити, як завгодно
малою.
Знайдемо для якої потужнотсi множини 𝑆 це виконується. Розглянемо
ймовiрнiсть 𝑃𝑟[𝜑 > 2𝑛] =
∑︀+∞
𝑖=2𝑛(1− 𝑝)𝑖𝑝 = (1− 𝑝)2𝑛
∑︀+∞
𝑖=0 (1− 𝑝)𝑖𝑝 =
= (1− 𝑝)2𝑛 ≥ (1− 𝑝𝑓𝑎𝑖𝑙)2𝑛 = 12 .
Розв’язуємо останнє спiввiдношення вiдносно 𝑝𝑓𝑎𝑖𝑙 та отримуємо
𝑝𝑓𝑎𝑖𝑙 = 1 − 2− 12𝑛 . Тодi, враховуючи значення 𝑝𝑓𝑎𝑖𝑙 отримане вище, отримуємо
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наступну оцiнку для потужностi |𝑆| = 232𝑛 + 132−𝑛. Тобто, це означає, що
якщо потужнiсть множини 𝑆 є не меншою вiд двох третiх вiд кiлькостi всiх
векторiв, то алгоритм фiльтарацiї поверне систему, що складається тiльки з
ортогональних векторiв, з ймовiрнiстю як завгодно близькою до одницi.
Значним недолiком цього алгоритму є те, що його робота значним
чином опирається на незбалансованiсть системи векторiв 𝑈 , що в свою
чергу зменшує область його застосування.
Це узагальнення алгоритму Саймона дає змогу працювати з набагато
бiльшим класом функцiй, нiж дає змогу оригiнальне формулювання задачi.
Проте значним недолiком цього узагальнення є додаткова обробка системи
векторiв з не коректними значеннями, вiд ефективностi якої значним чином
залежить ефективнiсть всього алгоритму.
2.4 Атаки розпiзнавання на узагальнену мережу Фейстеля
типу 1
Як було розглянуто ранiше, трираундова мережа Фейстеля не є
стiйкою псевдовипадковою пiдстановкою в квантовiй моделi обчислень. Це є
причиною дослiдження узагальнених мереж Фейстеля на вразливiсть до
атак такого виду.
Узагальнена мережа Фейстеля типу 1 є найпростiшим узагальненням
мережi Фейстеля. За один раунд шифрування значних нелiнiйних змiн зазнає
лише один блок, перетворення iнших блокiв є простим зсувом. Це створює
значнi вразливостi цiєї конструкцiї до атак на основi квантових алгоритмiв
Саймона та Бернштейна-Вазiранi.
В цьому роздiлi будуть представленi двi атаки на цю конструкцiю.
Перша атака це узагальнення атаки на звичайну мережу Фейстеля
представленої в роботi [3]. Друга атака є значним покращенням першої з
використанням алгоритму Бернштейна-Вазiранi.
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Проведемо узагальнення атаки представленої в роботi [3]. Для простоти
викладки розглянемо цю атаку на основi чотириблокової узагальненої мережi
Фейстеля типу 1, а потiм узагальнимо цю атаку на довiльну кiлькiсть блокiв
𝑑.
В основi даної атаки лежить той факт, що пiсля раунду шифрування,
бiльшiсть блокiв є простим зсувом.
Твердження 2.9. Семираундова узагальнена мережа Фейстеля
типу 1 є вразливою до квантових атак розпiзнавання на основi обраного
вiдкритого тексту.
Доведення.
Побудуємо атаку на семираундову узагальнену мережу Фейстеля типу
1.
Для цього розглянемо перший блок шифротексту 𝑦1. Вiн має вид
𝑥0 ⊕𝑅4(𝑥3 ⊕𝑅3(𝑥2 ⊕𝑅2(𝑥1 ⊕𝑅1(𝑥0)))). Структура блоку є такою самою, як
i вiдповiднiй атацi для звичайної мережi Фейстеля, тож використаймо
стандарту методику побудови атаки представлену ранiше.












1 ), 𝛼0 ̸= 𝛼1 – фiксованi
повiдомлення, 𝐸𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑦0, 𝑦1, 𝑦2, 𝑦3) – повне шифруюче
перетворення.











⊕𝛼𝑏 = 𝑦1⊕𝛼(0)𝑏 =
= 𝛼
(0)
𝑏 ⊕𝑅4(𝑥⊕𝑅3(𝛼(2)𝑏 ⊕𝑅2(𝛼(1)𝑏 ⊕𝑅1(𝛼(0)𝑏 ))))⊕ 𝛼(0)𝑏 =
= 𝑅4(𝑥⊕𝑅3(𝛼(2)𝑏 ⊕𝑅2(𝛼(1)𝑏 ⊕𝑅1(𝛼(0)𝑏 )))), де iндекс 𝑏 ∈ {0, 1}.
Позначимо через 𝐺(𝑥0, 𝑥1, 𝑥2) = 𝑅3(𝑥2 ⊕ 𝑅2(𝑥1 ⊕ 𝑅1(𝑥0))). Тодi перiод
функцiї 𝑓(𝑥, 𝑏) дорiвнює (𝐺(𝛼0)⊕𝐺(𝛼1))‖1.
Дiйсно, 𝑓(𝑥, 𝑏)⊕ 𝑓(𝑥⊕𝐺(𝛼0)⊕𝐺(𝛼1), 𝑏⊕ 1) = 𝑅4(𝑥⊕𝐺(𝛼𝑏))⊕
⊕𝑅4(𝑥⊕𝐺(𝛼0)⊕𝐺(𝛼1)⊕𝐺(𝛼𝑏⊕1)) = 𝑅4(𝑥⊕𝐺(𝛼𝑏))⊕𝑅4(𝑥⊕𝐺(𝛼𝑏)) = 0.
Отже, квантовий алгоритм Саймона ефективно вiдновлює значення
𝑠 = (𝐺(𝛼0)⊕𝐺(𝛼1))‖1 перiоду функцiї 𝑓 та розпiзнає цю конструкцiю.
На основi даного прикладу можемо побудувати загальну атаку для
узагальненої мережi Фейстеля типу 1 з довiльною кiлькiстю блокiв 𝑑.
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Раундове перетворення такої мережi має вигляд
𝐹𝑖(𝑥0, . . . , 𝑥𝑑−1) = (𝑥1 ⊕ 𝑅𝑖(𝑥0), 𝑥2, 𝑥3, . . . , 𝑥𝑑−1, 𝑥0). Тодi маємо наступне
твердження.
Твердження 2.10. (2𝑑 − 1)-раундова узагальнена мережа Фейстеля
типу 1 вразлива до квантових атак розпiзнавання на основi обраного
вiдкритого тексту.
Доведення.
Побудуємо атаку розпiзнавання на (2𝑑 − 1)-раундову узагальнену
мережу Фейстеля типу 1 з кiлькiстю блокiв 𝑑.
Нехай 𝛼0 = (𝛼
(0)
0 , . . . , 𝛼
(𝑑−2)
0 ) та 𝛼1 = (𝛼
(0)
1 , . . . , 𝛼
(𝑑−2)
1 ), 𝛼0 ̸= 𝛼1 –
фiксованi повiдомлення, 𝐸𝑘(𝑥0, . . . , 𝑥𝑑−1) = (𝑦0, . . . , 𝑦𝑑−1) – повне шифруюче
перетворення.
Перший блок шифрування 𝑦1 має вид
𝑥0 ⊕𝑅𝑑(𝑥𝑑−1 ⊕𝑅𝑑−1(𝑥𝑑−2 ⊕ . . .⊕𝑅2(𝑥1 ⊕𝑅1(𝑥0)))).












⊕ 𝛼𝑏 = 𝑦1 ⊕ 𝛼(0)𝑏 =
= 𝛼
(0)
𝑏 ⊕𝑅𝑑(𝑥⊕𝑅𝑑−1(𝛼(𝑑−2)𝑏 ⊕ . . .⊕𝑅2(𝛼(1)𝑏 ⊕𝑅1(𝛼(0)𝑏 ))))⊕ 𝛼(0)𝑏 =
= 𝑅𝑑(𝑥⊕𝑅𝑑−1(𝛼(𝑑−2)𝑏 ⊕ . . .⊕𝑅2(𝛼(1)𝑏 ⊕𝑅1(𝛼(0)𝑏 )))), де iндекс 𝑏 ∈ {0, 1}.
Позначимо через 𝐺(𝑥0, 𝑥1, . . . , 𝑥𝑑−2) = 𝑅𝑑−1(𝑥𝑑−2⊕ . . .⊕𝑅2(𝑥1⊕𝑅1(𝑥0)))
Аналогiчно до Тодi перiод такої функцiї 𝑓(𝑥, 𝑏) дорiвнює
(𝐺(𝛼0)⊕𝐺(𝛼1))‖1.
𝑓(𝑥, 𝑏)⊕ 𝑓(𝑥⊕𝐺(𝛼0)⊕𝐺(𝛼1), 𝑏⊕ 1) = 𝑅4(𝑥⊕𝐺(𝛼𝑏))⊕
⊕𝑅4(𝑥⊕𝐺(𝛼0)⊕𝐺(𝛼1)⊕𝐺(𝛼𝑏⊕1)) = 𝑅4(𝑥⊕𝐺(𝛼𝑏))⊕𝑅4(𝑥⊕𝐺(𝛼𝑏)) = 0
Значення цього перiоду ефективно знаходиться за допомогою
квантового алгоритму Саймона.
Твердження 2.11. Атака на (2𝑑 − 1)-раундову узагальнену мережу
Фейстеля типу 1 має часову складнiсть 𝑂(𝑛𝑑) та потребує (
2𝑛
𝑑 + 1)
кубiтiв, де 𝑛 – довжина блоку шифрування криптопримiтиву 𝐸𝑘 в бiтах,
𝑑 – кiлькiсть блокiв.
Доведення.
47
Оскiльки атака зводиться до використання квантового алгоритму
Саймона до функцiї 𝑓 , то весь аналiз, який був проведений для алгоритму
Саймона залишається справедливим i для цiєї атаки.
В ходi дослiдження було з’ясовано, що ця атака не є найкращою у
випадку коли супротивник має доступ до шифруючого оракула. Наступна
атака опиратиметься на той факт, що якщо зафiксувати 𝑑 − 2 блокiв
довiльними константами i варiювати iндексом 𝑏 лише один передостаннiй
блок то кiлькiсть раундiв, якi супротивник може розпiзнати зросте в
лiнiйну кiлькiсть разiв. Це демонструє наступна атака.
Твердження 2.12. Десятираундова узагальнена мережа Фейстеля
типу 1 є вразливою до квантових атак розпiзнавання на основi обраного
вiдкритого тексту.
Доведення.
Побудуємо атаку на десять раундiв узагальненої мережi Фейстеля типу
1.
Нехай 𝛾0 = (𝛼(0), 𝛼(1), 𝛽0) та 𝛾1 = (𝛼(0), 𝛼(1), 𝛽1), 𝛽0 ̸= 𝛽1 – фiксованi
повiдомлення. Тобто визначимо вектори в яких першi два блоки є
однаковими, а останнi – вiдрiзняються. 𝐸𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑦0, 𝑦1, 𝑦2, 𝑦3) –
повне шифруюче перетворення.
Другий блок шифротексту має вид 𝑦1 = 𝑥3 ⊕ 𝐺(𝑥0, 𝑥1, 𝑥2)⊕
⊕𝑅7(𝑥2⊕𝑅2(𝑥1⊕𝑅1(𝑥0))⊕𝑅6(𝑥1⊕𝑅1(𝑥0)⊕𝑅5(𝑥0⊕𝑅4(𝑥3⊕𝐺(𝑥0, 𝑥1, 𝑥2))))), де
функцiя 𝐺(𝑥0, 𝑥1, 𝑥2) = 𝑅3(𝑥2 ⊕𝑅2(𝑥1 ⊕𝑅1(𝑥0))).







функцiя має лiнiйну структуру 𝑎 = (𝐺(𝛾0)⊕𝐺(𝛾1))‖1.
Перевiримо цей факт.
𝑓(𝑥, 𝑏)⊕ 𝑓(𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1), 𝑏⊕ 1) =
= 𝑥⊕𝐺(𝛾𝑏)⊕𝑅7(𝛽𝑏 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0)))⊕
⊕𝑅6(𝛼(1) ⊕𝑅1(𝛼(0))⊕𝑅5(𝛼(0) ⊕𝑅4(𝑥⊕𝐺(𝛾𝑏)))))⊕ 𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕
⊕𝑅3(𝛽𝑏⊕1 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0))))⊕𝑅7(𝛽𝑏⊕1 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0)))⊕
⊕𝑅6(𝛼(1) ⊕𝑅1(𝛼(0))⊕𝑅5(𝛼(0) ⊕𝑅4(𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕
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⊕𝑅3(𝛽𝑏⊕1 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0)))))))) = 𝐺(𝛾𝑏)⊕𝐺(𝛾𝑏⊕1)⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕
⊕𝑅7(𝛽𝑏 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0)))⊕𝑅7(𝛽𝑏⊕1 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0))) =
𝑅7(𝛽0 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0)))⊕𝑅7(𝛽1 ⊕𝑅2(𝛼(1) ⊕𝑅1(𝛼(0))) = 𝜅 ≡ 𝑐𝑜𝑛𝑠𝑡
Отже, функцiя 𝑓(𝑥, 𝑏) має лiнiйну структуру 𝑎 = (𝐺(𝛾0)⊕𝐺(𝛾1))‖1, яку
супротивник може ефективно вiдновити за допомогою квантового алгоритму
Бернштейна-Вазiранi.
Як бачимо, нам вдалося збiльшити на три кiлькiсть раундiв, якi
супротивник в змозi розпiзнати. Це досягнуто за допомогою фiксацiї
перших констант та використання квантового алгоритму
Бернштейна-Вазiранi замiсть квантового алгоритму Саймона. Дана атака
простим чином узагальнюється на довiльну кiлькiсть блокiв 𝑑, що
демонструє наступне твердження.
Твердження 2.13. (3𝑑 − 2)-раундова узагальнена мережа Фейстеля
типу 1 вразлива до квантових атак розпiзнавання на основi обраного
вiдкритого тексту.
Оскiльки було замiнено квантовий алгоритм Саймона на квантовий
алгоритм Бернштейна-Вазiранi, доцiльно провести аналiз складностi цiєї
атаки, та порiвняти його з попередньою атакою.
Твердження 2.14. Атака на (3𝑑 − 2)-раундову узагальнену мережу
Фейстеля типу 1 має складнiсть 𝑂((𝑛𝑑)
2) та потребує (𝑛𝑑 + 2) кубiтiв
вiдповiдно, де 𝑛 – довжина блоку шифрування криптопримiтиву в бiтах,
𝑑 – кiлькiсть блокiв.
Доведення.
Через те, що атака зводиться до використання квантового алгоритму
Бернштейна-Вазiранi, то весь аналiз представлений в роботi [13] застосовний
i до цiєї атаки, що доводить це твердження.
Наслiдок 2.8. Десять раундiв шифру CAST-256 не є стiйкою
псевдовипадковою пiдстановкою в квантовiй моделi обчислень. Складнiсть
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атаки на цю систему складе 1024 · 𝑐 запитiв до квантового оракула та
потребує 34 кубiти пам’ятi, де константа 𝑐 ≥ 1.
2.5 Атака розпiзнавання на узагальнену мережу Фейстеля
типу 2 та 3
В даному роздiлi представлена атака на узагальненi мережi Фейстеля
типу 2 та 3. Причиною того, що атака застосовується вiдразу до двох типiв є
те, що в ходi дослiдження узагальнених мереж Фейстеля, для другого типу не
було знайдено бiльш ефективних атак нiж атака загального виду для мережi
типу 3. Оскiльки мережа типу 2 є частковим випадком мережi типу 3, то ця
атака також застосовна i до цього типу.
Причиною того, що для мережi типу 2 не було знайдено бiльш
ефективних атак є те, що технiка для побудови атак використана ранiше,
опиралась на той факт, що iснувала певна бiльша одиницi кiлькiсть раундiв,
для якої певнi блоки шифрування залишаються незмiнним, i лише
змiщувались. Для мережi типу 2 це число раундiв дорiвнює одиницi, що
унеможливлює використання атак такого типу.
Розглянемо атаку на прикладi узагальненої мережi Фейстеля типу 3.
Ця атака, як було сказано ранiше залишається коректною i для мережi типу
2 також. Тодi маємо наступне твердження.
Твердження 2.15. Чотирираундова узагальнена мережа Фейстеля
типу 3 вразлива до квантових атак розпiзнавання на основi обраного
вiдкритого тексту.
Доведення.
Побудуємо атаку на чотири раунди узагальненої мережi Фейстеля типу
3.
Для атаки розглянемо третiй блок шифротексту 𝑦3. Вiн має вигляд
𝑥3 ⊕𝑅1(𝑥2)⊕𝑅2(𝑥2 ⊕𝑅1(𝑥1))⊕𝑅3(𝑥2 ⊕𝑅1(𝑥1)⊕𝑅2(𝑥1 ⊕𝑅1(𝑥0))).
50
Введемо новi позначення. Нехай
𝐺(𝑥0, 𝑥1, 𝑥2) = 𝑅1(𝑥2)⊕𝑅2(𝑥2⊕𝑅1(𝑥1))⊕𝑅3(𝑥2⊕𝑅1(𝑥1)⊕𝑅2(𝑥1⊕𝑅1(𝑥0))).
Нехай 𝛾0 = (𝛼(0), 𝛼(1), 𝛽0) та 𝛾1 = (𝛼(0), 𝛼(1), 𝛽1), 𝛽0 ̸= 𝛽1 – фiксованi
повiдомлення. Тобто визначимо вектори в яких першi два блоки є
однаковими, а останнi – вiдрiзняються. 𝐸𝑘(𝑥0, 𝑥1, 𝑥2, 𝑥3) = (𝑦0, 𝑦1, 𝑦2, 𝑦3) –
повне шифруюче перетворення.
Вiзьмемо в якостi функцiї 𝑓(𝑥, 𝑏) =
[︂
𝐸𝑘(𝛼




функцiя має перiод 𝑠 = (𝐺(𝛾0)⊕𝐺(𝛾1))‖1.
Перевiримо цей факт простою пiдстановкою.
𝑓(𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1), 𝑏⊕ 1) =
[︂
𝐸𝑘(𝛼




= 𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕𝐺(𝛾𝑏⊕1) = 𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕ 𝛿𝑏,1𝐺(𝛾0)⊕ 𝛿𝑏,0𝐺(𝛾1) =
= 𝑥⊕𝐺(𝛾𝑏) = 𝑓(𝑥, 𝑏).
Отже, функцiя має деякий перiод 𝑠, який супротивник ефективно
вiдновлює за допомогою квантового алгоритму Саймона.
Наслiдок 2.9. Чотири раунди шифру 𝑅𝐶6 не є стiйкою
псевдовипадковою пiдстановкою в квантовiй моделi обчислень.
Наступним кроком є узагальнення цього результату на довiльну
кiлькiсть пiдблокiв 𝑑. В наслiдок того, що для узагальненої мережi
Фейстеля типу 3 вже для 𝑑 раундiв аналiтичне представлення блокiв
шифротексту є достатньо складним, тому ми не маємо можливостi провести
пряме доведення, як було зроблено до цього. Проте якщо показати, що
останнiй блок шифротексту має вигляд 𝑥𝑑−1 ⊕𝐺(𝑥0, . . . , 𝑥𝑑−2), де структура
функцiї функцiя 𝐺(·) складним чином залежить вiд кiлькостi блокiв 𝑑. Цей
факт доведено в наступному твердженнi.
Твердження 2.16. Нехай 𝑦(𝑗)𝑖 – 𝑖-ий блок шифротексту 𝑗-го раунду
узагальненої мережi Фейстеля типу 3. Тодi
∀𝑘 = 1, (𝑑− 1) : 𝑦(𝑘)𝑑−1−𝑘 = 𝑥𝑑−1 ⊕ 𝐺𝑘(𝑥0, . . . , 𝑥𝑑−2), де 𝐺𝑘(·) – деяка функцiя,
структура якої залежить вiд поточного раунду та їх загальної кiлькостi.
Доведення.
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Доведення цього твердження прямим чином слiдує з структури
раундового перетворення узагальненої мережi Фейстеля типу 3. Воно має
вигляд 𝐹𝑖(𝑥0, . . . , 𝑥𝑑−1) = (𝑥1 ⊕ 𝑅𝑖(𝑥0), 𝑥2 ⊕ 𝑅𝑖(𝑥1), . . . , 𝑥𝑑−1 ⊕ 𝑅𝑖(𝑥𝑑−2), 𝑥0),
де
𝑅𝑖(𝑥) – деяке невiдоме перетворення на секретному ключi.
Доведемо це твердження методом iндукцiї.
Нехай 𝑘 = 1 – база iндукцiї. Тодi шифротекст 𝑦(1)𝑑−2 = 𝐹1(𝑥0, . . . , 𝑥𝑑−1) =
=
[︂





= 𝑥𝑑−1 ⊕ 𝑅1(𝑥𝑑−2).
Вiзьмемо в якостi 𝐺(𝑥0, . . . , 𝑥𝑑−2) = 𝑅1(𝑥𝑑−2), тодi доводимо базу iндукцiї.
Припустимо, що для деякого 𝑘 < 𝑑 − 1 виконується
𝑦
(𝑘)
𝑑−1−𝑘 = 𝑥𝑑−1 ⊕𝐺𝑘(𝑥0, . . . , 𝑥𝑑−2). Тодi розглянемо наступний крок iндукцiї.
Розглянемо блок шифротексту 𝑦(𝑘+1)𝑑−2−𝑘 = 𝐹𝑘+1(𝑦
(𝑘)
















У випадку коли 𝑘 < 𝑑 − 1, блок шифротексту 𝑦(𝑘)𝑑−2−𝑘 є функцiєю вiд
змiнних 𝑥0, . . . , 𝑥𝑑−2, серед яких можуть бути несуттеєвi змiннi.
Тодi 𝑦(𝑘+1)𝑑−2−𝑘 = 𝑦
(𝑘)
𝑑−1−𝑘 ⊕𝑅𝑘+1(𝑦(𝑘)𝑑−2−𝑘) = 𝑥𝑑−1 ⊕𝐺𝑑−1−𝑘(𝑥0, . . . , 𝑥𝑑−2)⊕
⊕ 𝑅𝑘+1(𝑃 (𝑥0, . . . , 𝑥𝑑−2)) = 𝑥𝑑−1 ⊕ 𝐺𝑑−2−𝑘(𝑥0, . . . , 𝑥𝑑−2), що й потрiбно було
довести.
Отже, ∀𝑘 = 1, (𝑑− 1) : 𝑦(𝑘)𝑑−1−𝑘 = 𝑥𝑑−1 ⊕𝐺𝑘(𝑥0, . . . , 𝑥𝑑−2).
Зауваження. З вигляду функцiї 𝑦(𝑘)𝑑−1−𝑘 = 𝑥𝑑−1 ⊕ 𝐺𝑘(𝑥0, . . . , 𝑥𝑑−2)
випливає, що можна варiювати iндексом 𝑏 будь яка змiнну 𝑥0, . . . , 𝑥𝑑−2 або
довiльну їх комбiнацiю.
Маючи це твердження можемо сформулювати твердження про
стiйкiсть узагальненої мережi Фейстеля типу 3 до квантових атак
розпiзнавання.
Твердження 2.17. 𝑑-раундова узагальнена мережа Фейстеля типу
3 вразлива до квантових атак розпiзнавання на основi обраного вiдкритого
тексту.
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Доведення. Вiдповiдно до твердження доведеного вище для
𝑑-раундової узагальненої мережi Фейстеля типу 3 з 𝑑 блоками, на 𝑑 − 1
раундi 𝑦(𝑑−1)0 = 𝑥𝑑−1 ⊕ 𝐺(𝑥0, . . . , 𝑥𝑑−2), де 𝐺(·) – деяка функцiя структура
якої залежить вiд кiлькостi блокiв 𝑑.
Оскiльки при раундi шифрування перший блок без змiн





0 = 𝑥𝑑−1 ⊕𝐺(𝑥0, . . . , 𝑥𝑑−2).
Тодi виберемо деяке число 𝑘 < 𝑑 – кiлькiсть констант, якi будемо
варiювати. Нехай {𝛼(𝑖)}𝑑−2−𝑘𝑖=0 – множина деяких фiксованих повiдомлень,
{𝛽(𝑖)0 , 𝛽(𝑖)1 }𝑘𝑖=0 – множина парних констант, таких що 𝛽(𝑖)0 ̸= 𝛽(𝑖)1 . Визначимо
також 𝜎(𝑥0, . . . , 𝑥𝑑−2) – деяка перестановка. Нехай вектори
𝛾𝑏 = 𝜎(𝛼
(0), . . . , 𝛼(𝑑−2−𝑘), 𝛽(0)𝑏 , . . . , 𝛽
(𝑘)
𝑏 ).





= 𝑥 ⊕ 𝐺(𝛾𝑏). Тодi ця
функцiя має перiод 𝑠 = (𝐺(𝛾0)⊕𝐺(𝛾1))‖1.







= 𝑥⊕𝐺(𝛾0)⊕𝐺(𝛾1)⊕ 𝛿𝑏,1𝐺(𝛾0)⊕ 𝛿𝑏,0𝐺(𝛾1) = 𝑥⊕𝐺(𝛾𝑏) = 𝑓(𝑥, 𝑏).
Отже, до цiєї функцiї можна застосувати квантовий алгоритм Саймона,
який ефективно знаходить значення 𝑠 = (𝐺(𝛾0)⊕𝐺(𝛾1))‖1, що й буде атакою
на криптопримiтив.
Часова складнiсть цiєї атаки дорiвнює 𝑂(𝑛𝑑) та потребує
2𝑛
𝑑 кубiтiв, як
пряме використання квантового алгоритму Саймона, де 𝑛 – довжина блоку
шифрування криптопримiтиву в цiлому в бiтах.
2.6 Атака розпiзнавання на незбалансовану мережу Фейстеля
Далi будемо розглядати незбалансовану мережу Фейстеля в якiй
довжина правого блоку дiлиться на довжину лiвого блоку. Тодi структуру
раундового перетворення можна замiнити на еквiвалентну структуру
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𝐹𝑘(𝑥𝑙, 𝑥𝑟) = 𝐹𝑘(𝑥0, . . . , 𝑥𝑑−1) = (𝑥1, . . . , 𝑥𝑑−1, 𝑥0 ⊕ 𝑅𝑘(𝑥1, . . . , 𝑥𝑑−1) (рис. 2.1),
де кiлькiсть блокiв 𝑑 = |𝑥𝑟||𝑥𝑙| + 1.
Структура цiєї мережi дуже схожа на узагальнену мережу Фейстеля
типу 3, проте оскiльки нелiнiйне перетворення застосовується до групи
блокiв, а не до кожного окремо, то це в загальному випадку додає певної
стiйкостi в класичнiй моделi обчислень. Для квантових атак з
використанням алгоритму Саймона така змiна структури є суттєвою i
зазвичай значно погiршує атаку, проте для цього випадку погiршення атаки
не вiдбудеться, хоча й в загальному ця атака буде достатньо слабкою, так
як i атака на узагальнену мережу Фейстеля типу 3.
Оскiльки атака є достатньо простою, вiдразу сформулюємо загальний
випадок для 𝑑 блокової мережi.
Рисунок 2.1 – Незбалансована мережа Фейстеля з кратними довжинами
блокiв
Твердження 2.18. 𝑑-раундова незбалансована мережа Фейстеля
вразлива до квантових атак розпiзнавання на основi обраного вiдкритого
тексту.
Доведення. Побудуємо атаку на цю криптосистему. Розглянемо
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перший блок шифротексту пiсля 𝑑 раундiв шифрування.
Пiсля першого раунду шифрування перший блок шифротексту
дорiвнює 𝑦(1)0 = 𝑥0 ⊕ 𝑅1(𝑥1, . . . , 𝑥𝑑−1). Пiсля другого раунду шифрування
цей же блок шифротексту буде мати значення
𝑦
(2)
0 = 𝑥1 ⊕ 𝑅2(𝑥2, . . . , 𝑥𝑑−1, 𝑥0 ⊕ 𝑅1(𝑥1, . . . , 𝑥𝑑−1)). Наступнi 𝑑 − 2 раундiв
значення цього блоку не буде змiнюватись, а лише зсуватись. Тодi
матимемо наступну рiвнiсть 𝑦(𝑑)1 = 𝑦
(2)
0 .
Нехай 𝛽0, 𝛽1 – деякi не однаковi фiксованi повiдомлення. 𝛼0, . . . , 𝛼𝑑−3
– деякий довiльний набiр фiксованих повiдомлень. 𝐸𝑘(𝑥0, . . . , 𝑥𝑑−1) – повне
шифруюче перетворення.
Визначимо функцiю 𝑓(𝑥, 𝑏) = 𝛽𝑏 ⊕
[︂




= 𝛽𝑏 ⊕ 𝑦1 = 𝛽𝑏 ⊕ 𝛽𝑏 ⊕𝑅2(𝛼0, . . . , 𝛼𝑑−3, 𝑥⊕𝑅1(𝛽𝑏, 𝛼0, . . . , 𝛼𝑑−3)) =
= 𝑅2(𝛼0, . . . , 𝛼𝑑−3, 𝑥⊕𝑅1(𝛽𝑏, 𝛼0, . . . , 𝛼𝑑−3)).
Тодi задана функцiя 𝑓(𝑥, 𝑏) має деякий перiод 𝑠, який дорiвнює
(𝑅1(𝛽0, 𝛼0, . . . , 𝛼𝑑−3)⊕𝑅1(𝛽1, 𝛼0, . . . , 𝛼𝑑−3))‖1.
Дiйсно, 𝑓(𝑥⊕ (𝑅1(𝛽0, 𝛼0, . . . , 𝛼𝑑−3)⊕𝑅1(𝛽1, 𝛼0, . . . , 𝛼𝑑−3), 𝑏⊕ 1) =
= 𝑅2(𝛼0, . . . , 𝛼𝑑−3, 𝑥⊕𝑅1(𝛽0, 𝛼0, . . . , 𝛼𝑑−3)⊕𝑅1(𝛽1, 𝛼0, . . . , 𝛼𝑑−3)⊕
⊕𝑅1(𝛽𝑏⊕1, 𝛼0, . . . , 𝛼𝑑−3)) = 𝑅2(𝛼0, . . . , 𝛼𝑑−3, 𝑥⊕𝑅1(𝛽𝑏, 𝛼0, . . . , 𝛼𝑑−3)) = 𝑓(𝑥, 𝑏).
Отже, визначена функцiя 𝑓 має перiод
𝑠 = (𝑅1(𝛽0, 𝛼0, . . . , 𝛼𝑑−3) ⊕ 𝑅1(𝛽1, 𝛼0, . . . , 𝛼𝑑−3))‖1, який ефективно
знаходиться за допомогою квантового алгоритму Саймона.
Твердження 2.19. Атака на 𝑑-раундову незбалансовану мережу
Фейстеля, де 𝑑 – кiлькiсть блокiв, має часову складнiсть 𝑂(𝑛𝑑) та
потребує 2𝑛𝑑 кубiтiв пам’ятi.
Доведення. Доведення цього твердження напряму випливає з
аналiзу складностi алгоритму Саймона, через те, що атака зводиться до
прямого використання квантового алгоритму Саймона до функцiї
𝑓(𝑥, 𝑏).
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2.7 Атака розпiзнавання на структуру DES-X
Схема 𝐷𝐸𝑆-𝑋 була запропонована в якостi пiдсилення iснуючого
блокового шифру 𝐷𝐸𝑆. Причиною цього є те, що реалiзацiя цiєї схеми
може бути побудована з використанням апаратної реалiзацiї шифру 𝐷𝐸𝑆,
яких було достатньо багато в 1990-тi.
Шифр 𝐷𝐸𝑆-𝑋 описується дуже простим спiввiдношенням
𝐷𝐸𝑆-𝑋𝑘,𝑘1,𝑘2(𝑥) = 𝑘2 ⊕ 𝐷𝐸𝑆𝑘(𝑥 ⊕ 𝑘1) (рис. 2.2). 𝐷𝐸𝑆-𝑋 є частковим
випадком схеми Iвена-Мансура, де в якостi 𝑆(𝑥) було взято шифр 𝐷𝐸𝑆 на
деякому секретному ключi. В даному випадку атака представлена в роботi
[3] не є застосовною, оскiльки супротивник немає змоги обчислити 𝐷𝐸𝑆𝑘
для деякого секретного ключа. Проте до даного шифру застосовнi всi вище
наведенi атаки на основi алгоритму Саймона, як для узагальненої мережi
Фейстеля першого типу.
Рисунок 2.2 – Блоковий шифр DES-X
Твердження 2.20. Трираундовий шифр 𝐷𝐸𝑆-𝑋 вразливий до
квантових атак розпiзнавання на основi обраного тексту.
Доведення. 𝛼1, 𝛼2 ∈ 𝑍𝑛/22 – фiксованi рiзнi повiдомлення, 𝑛 –
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довжина блоку шифрування в бiтах, (𝑦𝑅, 𝑦𝐿) = 𝐷𝐸𝑆𝑘(𝛼𝑏, 𝑥) – шифруюче
перетворення, iндекс 𝑏 ∈ {0, 1}.
Визначимо функцiю 𝑓(𝑥, 𝑏) = 𝑦𝑅 ⊕ 𝛼𝑏 = 𝑅2(𝑥 ⊕ 𝑅1(𝛼𝑏)), де 𝑏 ∈ {0, 1}.
Перiодом цiєї функцiї є значення 𝑠 = 𝑅1(𝛼0) ⊕ 𝑅1(𝛼1)‖1, отже, можна
застосувати квантовий алгоритм Саймона для знаходження перiоду цiєї
функцiї, що i буде безпосередньо атакою на таку мережу Фейстеля.





𝐿) = 𝐷𝐸𝑆-𝑋𝑘,𝑘1,𝑘2(𝛼𝑏, 𝑥). Остiльки 𝑘2 деякий невiдомий константний
зсув, який однаковий при всiх шифруваннях, тому його можна вiдкинути та
розглядати лише 𝑓(𝑥⊕ 𝑘1). Тодi вiдповiдно до узагальнення задачi Саймона
визначеного вище, оскiльки функцiї 𝑔(𝑥) та 𝑓(𝑥) пов’язанi лише бiєктивним
перетворенням аргументу, то всi атаки, що були побудованi на DES, як
мережу Фейстеля, залишаються коректними i для DES-X, з тiєю
вiдмiннiстю, що константи 𝛼𝑏 будуть змiщенi на вектор 𝑘1.
Твердження 2.21. Пiдсилення узагальненої мережi Фейстеля
схемою Iвена-Мансура залишає коректними усi вище зазначенi атаки на
основi алгоритму Саймона зi збереженням кiлькостi раундiв.
Висновки до роздiлу 2
В роздiлi розглянуто отриманi точнi оцiнки для складностi алгоритму
Саймона, якi збiгаються з асимптотичними оцiнками вiдомими ранiше.
Узагальнено формулювання задачi Саймона та використаного його до
криптоаналiзу криптопримiтиву на основi мережi Фейстеля. Побудовано
атаки на узагальненi мережi Фейстеля типiв 1, 2, 3 та незбалансовану
мережу Фейстеля, методами диференцiального квантового криптоаналiзу з
використанням алгоритмiв Саймона та Бернштейна-Вазiранi, застосовано




В результатi виконання роботи доведено можливiсть використання
квантових алгоритмiв Саймона та Бернштейна-Вазiранi для криптоаналiзу
узагальнених мереж Фейстеля. Отримано точнi оцiнки для часової
складностi роботи алгоритму Саймона. Доведено, що цей алгоритм має
лiнiйну часову та лiнiйну просторову складнiстi, та обчислено оцiнки для
математичного очiкування та дисперсiї кiлькостi запитiв до оракула,
необхiдних для алгоритму. Як наслiдок, також пiдтверджено, що
ймовiрнiсть того, що алгоритм нi коли не завершить роботу є нульовою на
асимптотицi.
Узагальнено формулювання задачi Саймона на випадок функцiй
пов’язаних бiєктивним перетворенням аргументу та використано це
узагальнення для криптоаналiзу схеми DES-X та їй подiбних. На прикладi
блокового шифру DES-X показано, що пiдсилення узагальнених схем
Фейстеля схемою Iвена-Мансура не пiдвищує стiйкiсть узагальнених мереж
Фейстеля до квантового диференцiального криптоаналiзу. Також отримано
узагальнення формулювання задачi Саймона на випадок функцiй, що
мають неповнi колiзiї. Доведено, що алгоритм Саймона коректно розв’язує
й цi задачi, хоча у випадку функцiй з неповними колiзiями є необхiднiсть
модифiкацiї алгоритму для додаткового розв’язку системи лiнiйних рiвнянь
зi спотвореною правою частиною. Наведено евристики для побудови
фiльтру системи векторiв для розширеної задачi та запропоновано алгоритм
фiльтрацiї, що використовує цi евристики.
Дослiджено стiйкiсть узагальнених мереж Фейстеля до квантових
атак на основi алгоритмiв Саймона та Бернштейна-Вазiранi. Як результат,
суттєво покращено атаку на узагальнену мережу Фейстеля типу 1, у
порiвняннi з класичним узагальненням. Кiлькiсть раундiв, для яких
побудована квантова атака розпiзнавання може мати значення 3𝑑 − 2
включно, де 𝑑 – це кiлькiсть блокiв, при цьому маючи можливiсть робити
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запити тiльки до шифруючого оракула. Складнiсть цiєї часова атаки є
полiномiальною i дорiвнює 𝑂((𝑛𝑑)
2) та використовує 𝑛𝑑 + 2 кубiтiв пам’ятi, де
𝑛 – довжина блоку шифрування криптопримiтиву вцiлому. Ця складнiсть є
гiршою у порiвняннi з алгоритмом Саймона, проте все одно експоненцiйно
краща нiж будь-який класичний алгоритм розв’язку цiєї задачi.
Для узагальнених мереж Фейстеля типу 2 не знайдено кращих атак,
нiж атаки загального типу на узагальнену мережу Фейстеля типу 3, в
наслiдок конструктивних особливостей схеми типу 2. Для узагальнених
мереж Фейстеля типу 3 знайдено загальну атаку розпiзнавання, яка
застосовна до узагальнених мереж Фейстеля всiх типiв, проте ця атака є
значно слабша нiж, атака на мережу типу 1. Вона дозволяє розпiзнати 𝑑
раундiв узагальненої мережi Фейстеля, при часовiй складностi атаки 𝑂(𝑛𝑑)
та необхiдностi 2𝑛𝑑 + 1 кубiтiв пам’ятi, де 𝑛 – довжина блоку шифрування
криптопримiтиву вцiлому. Як приклад схожої конструкцiї дослiджено
незбалансовану мережу Фейстеля, та доведено, що для 𝑑-блокової
незбалансованої мережi маємо атаку на ту ж кiлькiсть раундiв, що й для
узагальненої мережi Фейстеля типу 3, тобто 𝑑 раундiв шифрування. Ця
атака має таку ж саму часову та просторову складнiсть, що й атака на
узагальнену мережу Фейстеля типу 3.
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