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ABSTRACT 
The purpose of this research is to develop an appropriate ANN model of 
bearing failure prediction. Acoustic emission (AE) represented the technique of 
collecting the data that was collected from the bearing and this data were measured 
in term of decibel (dB) and Distress level. The data was then used to develop thc 
model using ANN for bearing fault prediction model. An experimental rig was setup 
to collect data on bearing by using Machine Health Checker (MI-IC) Memo assist 
with MHC Analysis software. In the development of ANN modeling, the result 
obtained shows that the optimum model was Elman network with training algorithm. 
Levenberg-Marquardt Back-propagation and the suitable transfer function for hidden 
node and output node was logsig/purelin combination. Four models were built in 
this research for multiple step ahead prediction, that were one day ahead model 
(Modell), seven days ahead model (Model 2), fourteen days ahead (Model 3) and 
thirty days ahead model (Model 4). In the application part, a computer program was 
written on bearing failure prediction. This program was implementcd using graphical 
user interface (OUI) features that can be implemented by using a MA TLAB OUr. In 
the end, the user was able to use this program as a tool to operate or simulate bcaring 
failure prediction. 
v 
ABSTRAK 
Tujuan penyelidikan ini adalah untuk membangunkan model ANN yang 
bersesuaian bagi meramal kegagalan galas. Pancaran akustik mewakili teknik 
pengambilan data yang diambil daripada galas dan data tersebut diukur dalam ukuran 
paras desibel (dB) and paras Cemas. Data tersebut kemudiannya digunakan dalam 
pembangunan model menggunakan rangkaian neural timan untuk pemodelan 
peramalan kegagalan galas. Rig ujikaji dibina untuk mengumpul data pada galas 
dengan menggunakan Machine Health Checker (MHC) Memo dengan perisian MHC 
Analysis. Dalam pembangunan pemodelan ANN, keputusan yang diperolchi 
menunjukkan perno del an optima ialah menggunakan rangkaian Elman dengan 
algoritma pembelajaran Perambatan-balik Levenberg- Marquardt dan fungsi 
pindahan yang sesuai untuk nod terselindung dan nod keluaran adalah kombinasi 
logsig/purelin. Empat model telah dibina dalam penyelidikan ini bagi ramal an 
pelbagai langkah kehadapan, iaitu perno del an satu hari kehadapan (Modell), tujuh 
hari kehadapan (Model 2), empat belas hari kehadapan (Model 3) dan tiga puluh hari 
kehadapan (Model 4). Dalam bahagian aplikasi satu aturcara komputer untuk 
meramal kegagalan galas te1ah dibangunkan. Aturcara ini dilaksanakan dengan 
antaramuka pengguna grafik (GUI) yang menggunakan MATLAB GUI. Pada 
akhimya pengguna boleh menggunakan aturcara ini sebagai perkakasan untuk 
membuat atau menyelaku ramal an kegagalan galas. 
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