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We study the statistics of heat exchange of a quantum system that collides sequentially with an arbitrary num-
ber of ancillas. This can describe, for instance, an accelerated particle going through a bubble chamber. Unlike
other approaches in the literature, our focus is on the joint probability distribution that heat Q1 is exchanged
with ancilla 1, heat Q2 is exchanged with ancilla 2, and so on. This allows one to address questions concerning
the correlations between the collisional events. The joint distribution is found to satisfy a Fluctuation theorem of
the Jarzynski-Wo´jcik type. Rather surprisingly, this fluctuation theorem links the statistics of multiple collisions
with that of independent single collisions, even though the heat exchanges are statistically correlated.
I. INTRODUCTION
Fluctuations of thermodynamic quantities, which are usu-
ally negligible in macroscopic systems, are known to play a
dominant role in the micro- and mesoscopic domain. These
fluctuations are embodied in the so-called fluctuation theo-
rems (FT) [1–4], a collection of predictions for systems evolv-
ing under nonequilibrium conditions valid beyond linear re-
sponse. They can be summarized as [5, 6]
P(+Σ)
P˜(−Σ) = e
Σ, (1)
where P(Σ) denotes the probability that an amount of entropy
Σ is produced in a certain process and P˜(Σ) denotes the corre-
sponding probability for the time-reversed process.
Of the many scenarios which present FTs, one which is par-
ticularly interesting is that of heat exchange between a system
S , prepared in equilibrium with a temperature Ts, and an en-
vironment E, prepared in a different temperature Te. In this
case, as first shown by Jarzynski and Wo´jcik in Ref. [7], the
distribution P(Q), of the heat exchanged between them, satis-
fies
P(+Q)
P˜(−Q) = e
∆βQ, (2)
where ∆β = βe − βs (with β = 1/T and kB = 1). Quite sur-
prising, in this case it turns out that P˜(Q) = P(Q), meaning
the statistics of the forward and backward processes are the
same. Eq. (2) was subsequently generalized to allow for the
exchange of both energy and particles between several inter-
acting systems initially at different temperatures and chemical
potentials [6, 8, 9].
Here we consider a generalization of this scenario, where
the system interacts sequentially with multiple parts of the en-
vironment, exchanging a small amount of heat with each part.
One can imagine, for instance, an accelerated particle cross-
ing a bubble chamber. In this case, the system will leave a
trail on E, represented by the heat exchanged in each point. In
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FIG. 1. Schematic representation of a system S interacting sequen-
tially with a series of ancillas. The system starts in the state σ0 and
the ancillas in an initial states ρi, which are assumed to be thermal
but at possibly different temperatures. Each S Ai interaction is also
governed by a possibly different unitary Ui.
the microscopic domain this process will be stochastic, with a
random amount of heat exchanged in each interaction.
The key idea that we will explore in this paper is to look at
the joint probability distribution for the heat exchanged with
each part, P(Q1,Q2,Q3, . . .). This allows us to understand
the correlations between the different heat exchanges. For in-
stance, from a stochastic perspective a large exchange in the
first collision increases the probability that the second colli-
sion exchanges less. This feature is fully captured by the joint
distribution.
To formalize this idea, we split the environment into a set of
ancillas Ai, with which the system interacts sequentially, pro-
ducing a collisional model [10–13]. The process is schemati-
cally illustrated in FIG. 1 and the formal framework is devel-
oped in Sec. II. In Sec. III we then show that P(Q1,Q2,Q3, . . .)
satisfies a fluctuation theorem that generalizes (2). Moreover,
we show how this fluctuation theorem relates the joint distri-
bution to the statistics of a single collision, even though the
events are statistically correlated.
II. FORMAL FRAMEWORK
We consider a quantum system S , with Hamiltonian Hs,
prepared in a thermal state σ0 = e−βsH
s
/Zs, with temperature
Ts. The system is put to interact sequentially with a series of
N ancillas Ai, as depicted in FIG. 1. The ancillas are not nec-
essarily identical. Each has Hamiltonian Hi and is prepared in
a thermal state ρi = e−βiH
i
/Zi, with possibly different temper-
atures Ti. Each collision is described by a unitary operator Ui
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2acting only on S Ai, which may also differ from one interaction
to another.
In order to comply with the scenario of Ref. [7], we assume
that the Ui satisfy the strong energy-preservation condition
[Ui,Hs + Hi] = 0. (3)
Or, what is equivalent, that each collision is a thermal opera-
tion [14, 15]. This implies that all energy that leaves S enters
Ai, so nothing is stuck in the interaction. As a consequence,
there is no work involved and all the change in energy of the
system can be unambiguously identified as heat flowing to the
ancillas [12].
We label the eigenvalues and eigenvectors of the system
as Hs|α〉 = E sα|α〉. For concreteness, we assume these
levels are non-degenerate. Time is labeled discretely by
i = 1, 2, 3, . . ., representing which collisions already took
place. For instance, the initial state is decomposed as σ0 =∑
α0 p0(α0)|α0〉〈α0|, with p0(α0) = e−βsE
s
α0 /Zs and we use α0
to emphasize that this is before the first collision. Similarly,
the eigenvalues and eigenvectors of the ancillas are labeled as
Hi|ni〉 = Eeni |ni〉. The initial state of each Ai is thus decom-
posed as ρi =
∑
ni qi(ni)|ni〉〈ni| where qi(ni) = e−βiE
e
ni /Zi.
The dynamics depicted in FIG. 1 generates a stroboscopic
map for the system. The joint state of S Ai after the interaction
is given by
%i = Ui
(
σi−1 ⊗ ρi)U†i . (4)
Taking the partial trace over Ai then leads to the updated state
σi. Conversely, tracing over the system leads to the reduced
state ρ′i of the ancilla after the interaction (FIG. 1).
The fact that the unitary is energy preserving [Eq. (3)], to-
gether with the assumption that the energy levels are non-
degenerate, mean that it is possible to construct quantum tra-
jectories for the system in two equivalent ways. The first
is to assume a two-point measurement scheme in S at each
step [16, 17]. Eq. (3) implies that the system will remain di-
agonal in the energy basis, so that measurements in this basis
are non-invasive (that is, have no additional entropy produc-
tion associated to it). Measuring S in the energy basis after
each collision then leads to the trajectory
γs = {α0, α1, . . . , αN}. (5)
The heat associated with each collision is then readily defined
as
Qi[γs] = −E sαi + E sαi−1 , (6)
which we label to be positive when energy leaves the system.
Alternatively, one can construct a quantum trajectory by
measuring the ancillas, before and after each collision, plus
a single measurement of the system before the process starts.
That is, one can consider instead a quantum trajectory of the
form
γe = {α0, n1, n′1, n2, n′2, . . . , nN , n′N}. (7)
This, in a sense, is much more natural since the ancillas are
only used once and thus may be experimentally more easily
accessible. And as far as heat exchange is concerned, this
turns out to be equivalent to the trajectory (5). The reason is
that Eq. (3) implies the restriction
〈αin′i |Ui|αi−1ni〉 ∝ δ
(
E sαi + E
e
n′i
= E sαi−1 + E
e
ni
)
, (8)
where δ(a = b) is the Kronecker delta. In addition, since
the energy values are taken to be non-degenerate, energies
uniquely label states. Thus, for instance, if we know α0, n1, n′1
we can uniquely determine α1, and so on. The converse, how-
ever, is not true: from α0 and α1 we cannot specify n1 and n′1
(which is somewhat evident given that the number of points in
Eq. (5) is smaller than that in Eq. (7)). This, however, is not a
problem if one is interested only in the heat exchanged, which
can also be defined from the trajectory (7) as
Qi[γe] = Een′i − E
e
ni . (9)
Due to Eq. (8) this must coincide with Eq. (6); i.e., Qi[γe] ≡
Qi[γs].
The assumption in Eq. (3) may at first seem somewhat ar-
tificial. But this is not the case. This assumption is a way to
bypass the idea of weak coupling, which is one of the condi-
tions used in [7]. It can be viewed as a kind of “weak cou-
pling a priori”; that is, instead of using weak coupling as an
approximation, we impose it from the start as an assumption.
Moreover, the interesting thing about the present analysis is
that it establishes under which conditions Eqs. (5) and (7) are
equivalent. Naively one would expect that this is often the
case. But, as the above arguments show, several assumptions
are necessary for this to be the case. This reflects some of the
challenges that appear in describing thermodynamics in the
quantum regime.
A. Path probabilities from measurements in S
Thermal operations imply that the probability that, after the
i-th collision, the system is in a given eigenstate |αi〉 depends
only on the probabilities in the previous time. That is, the
dynamics of populations and coherences completely decou-
ple [18]. Indeed, Eq. (4) together with Eq. (3) imply that
pi(αi) = 〈αi|σi|αi〉 =
∑
αi−1
Mi(αi|αi−1)pi−1(αi−1), (10)
where
Mi(αi|αi−1) =
∑
ni,n′i
|〈αi, n′i |Ui|αi−1, ni〉|2qi(ni). (11)
The populations therefore evolve as a classical Markov chain,
with Mi(αi|αi−1) representing the transition probability of go-
ing from αi−1 to αi. Moreover, Eq. (8) together with the fact
that the ancillas are initially thermal, imply that Mi(αi|αi−1)
satisfies detailed balance
Mi(αi|αi−1)e−βiE
s
αi−1 = Mi(αi−1|αi)e−βiE
s
αi , (12)
where, notice, what appears here is the temperature βi of an-
cilla Ai.
3The path probability associated with γs in Eq. (5) will then
be
P[γs] = MN(αN |αN−1) . . . M2(α2|α1)M1(α1|α0)p0(α0), (13)
which is nothing but the joint distribution of a Markov chain.
We call attention to the clear causal structure of this expres-
sion: marginalizing over future events has no influence on past
ones. For instance, summing over αN leads to a distribution
of the exact same form. Conversely, marginalizing over past
variables completely changes the distribution.
The joint distribution of heat can then be constructed from
Eq. (13) in the usual way:
P(Q1, . . . ,QN) =
∑
γs
P[γs]
( N∏
i=1
δ
(
Qi − Qi[γs])). (14)
This is the basic object that we will explore in this paper.
B. Path probabilities from measurements in the Ai
Alternatively, we also wish to show how Eq. (14) can be constructed from the trajectory γe in Eq. (7). The easiest way to
accomplish this is to first consider the augmented trajectory
γse = {α0, n1, n′1, α1, n2, n′2, α2, . . . , nN , n′N , αN} (15)
Introducing the transition probabilities Ri(αi, n′i |αi−1, ni) = |〈αi, n′i |Ui|αi−1, ni〉|2, the path distribution associated with the aug-
mented trajectory γse will be
P[γse] = RN(αN , n′N |αN−1, nN) . . .R1(α1, n′1|α0, n1)qN(nN) . . . q1(n1)p0(α0).
As a sanity check, if we marginalize this over ni and n′i we find
P[γs] =
∑
n1,...,nN
n′1,...,n
′
N
RN(αN , n′N |αN−1, nN) . . .R1(α1, n′1|α0, n1)qN(nN) . . . q1(n1)p0(α0)
= MN(αN |αN−1) . . . M2(α2|α1)M1(α1|α0)p0(α0),
where we used Eq. (11). This is therefore precisely P[γs] in Eq. (13), as expected.
Instead, from P[γse] one can now obtain P[γe] by marginalizing over α1, . . . , αN ; viz.,
P[γe] =
∑
α1,...,αN
RN(αN , n′N |αN−1, nN) . . .R1(α1, n′1|α0, n1)qN(nN) . . . q1(n1)p0(α0). (16)
The above analysis puts in evidence the Hidden Markov na-
ture of the dynamics in FIG. 1. When measurements are done
in the ancilla, the system plays the role of the hidden layer,
which is not directly accessible. Instead, predictions about the
system must be made from the visible layer (i.e., the ancillas).
This Hidden Markov nature manifests itself on the fact that
even though the system obeys a Markov chain [Eq. (13)], the
same is not true for the ancillas. In symbols, this is manifested
by the fact that n′i depends not only on ni and n
′
i−1, but on the
entire past history (n1, n′1, . . . , ni−1, n
′
i−1, ni). This is intuitive
in a certain sense: the amount of heat exchanged at the i-th
collision will depend on the heat exchanged in all past events.
With P[γe], the distribution of heat, Eq. (14) can be equiv-
alently defined using Eq. (9). One then finds
P(Q1, . . . ,QN) =
∑
γe
P[γe]
( N∏
i=1
δ
(
Qi − Qi[γe])). (17)
The reason why this is equivalent to Eq. (14) becomes clear
from the way we derived P[γe] above: we can expand the
summation to γse and then use the fact that Qi[γs] = Qi[γe].
C. Backward process
To construct the fluctuation theorem, we must now estab-
lish the backward process. As shown in [19], however, there
is an arbitrariness in the choice of the initial state of the back-
ward process; different choices lead to different definitions of
the entropy production. Here we are interested specifically in
heat and the generalization of the Jarzynski-Wo´jcik fluctua-
tion theorem [7]. Hence, we assume that in the backward pro-
cess both system and ancillas are fully reset back to their ther-
mal states. As usual, the time-reversed interaction between
S Ai now takes place by means of the unitary U
†
i . However,
the order of the interactions must now be flipped around, as
shown in FIG. 2.
In the backward process, the system will therefore evolve
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FIG. 2. Schematic representation of the backward process.
according to
p˜i(αN−i) =
∑
αN−i+1
MN−i+1(αN−i|αN−i+1) p˜i−1(αN−i+1),
where we index the states as αN−i instead of αi just so that the
trajectory γs can remain the same as in the forward process.
The path probability P˜[γs] associated to this process will then
be
P˜[γs] = M1(α0|α1) . . . MN(αN−1|αN)p0(αN), (18)
which is similar to that used in the original Crooks fluctuation
theorem [20]. The corresponding heat distribution is
P˜(QN , . . . ,Q1) =
∑
γs
P˜[γs]
N∏
i=1
δ
(
Qi + Qi[γs]
)
, (19)
where Qi continues to be the heat exchanged with Ai (which
is now different from the heat exchanged at collision i).
III. JOINT FLUCTUATION THEOREM FOR HEAT
EXCHANGE
We are now ready to construct the fluctuation theorem.
The detailed balance condition (12) immediately implies that
Eqs. (14) and (19) will be related by
P(Q1, . . . ,QN)
P˜(−QN , . . . ,−Q1)
= e
∑N
i=1(βi−βs)Qi . (20)
This is a theorem for the joint distribution of the heat ex-
changed between multiple ancillas. It thus represents a gen-
eralization of Ref. [7] to the case where the system interacts
sequentially with multiple reservoirs. This result has several
features which are noteworthy. First, note that the temperature
βi of the ancillas are not necessarily the same. Second, note
how after the first collision the state of the system is no longer
thermal. But still, this does not affect the fluctuation theorem.
All that matters is that before the first collision the system is
in equilibrium.
A. Causal order and relation to single collisions
The causal order of the process plays a crucial role here.
Marginalizing over future events has no effect on the fluctua-
tion theorem. That is, from (20) one could very well construct
a similar relation for P(Q1, . . . ,QN−1), by simply summing
FIG. 3. Schematic representation of a single collision event.
over QN . This is not possible, however, for marginalization
over past events. That is, P(Q2, . . . ,QN), for instance, does
not satisfy a fluctuation theorem.
The right-hand side of Eq. (20) is very similar to what ap-
pears in the original FT (2). We can make this more rigorous
as follows. Let us consider a different process, consisting of a
single collision between the system thermalized in βs and an
ancilla thermalized in βi (FIG. 3). The associated heat distri-
bution Psc(Qi) will then satisfy Eq. (2); viz.,
Psc(Qi)
Psc(−Qi) = e
(βi−βs)Qi , (21)
where, recall, in this case of a single collision the backward
process coincides with the forward one, so that the distribu-
tion P˜sc in the denominator is simply Psc. It is very impor-
tant to emphasize, however, that Psc(Qi) is not the marginal of
P(Q1, . . . ,QN) (with the exception of Q1). Notwithstanding,
comparing with Eq. (20), we see that the full process in FIG. 1
is related to the single-collision processes according to
P(Q1, . . . ,QN)
P˜(−QN , . . . ,−Q1)
=
Psc(Q1)
Psc(−Q1) . . .
Psc(QN)
Psc(−QN) . (22)
This result is noteworthy, for the right-hand side is a prod-
uct whereas the left-hand side is not. The full distribution
P(Q1, . . . ,QN) cannot be expressed as a product because the
heat exchanges are, in general, not statistically independent.
Notwithstanding, the ratio on the left-hand side of (22) does
factor into a product. The point, though, is that this is not the
product of the marginals, but of another distribution Psc.
One can also write a formula of the form (22), but for only
some of the heat exchanges. For instance, it is true that
P(Q1, . . . ,QN)
P˜(−QN , . . . ,−Q1)
=
P(Q1, . . . ,QN−1)
P˜(−QN−1, . . . ,−Q1)
Psc(QN)
Psc(−QN) . (23)
This kind of decomposition, however, depends crucially on
the causal structure since it can only be done for future ex-
changes. For instance, we cannot write something involv-
ing P(Q2, . . . ,QN). The reason is that P(Q1, . . . ,QN−1) satis-
fies the fluctuation theorem (20), but P(Q2, . . . ,QN) does not
(since, after the first collision the system is no longer in a ther-
mal state).
5B. Information-theoretic formulation of the entropy
production
We define the entropy production associated with Eq. (20)
as
Σ[γs] = ln
P[γs]
P˜[γs]
=
N∑
i=1
(βi − βs)Qi[γs]. (24)
The second equality is obtained using the detailed balance re-
lation (12). We emphasize that this is the entropy produc-
tion associated with the choice of backward protocol used in
Sec. II C, which may differ from other definitions in the liter-
ature [18, 21] (c.f. Ref. [19] for a more detailed discussion).
Alternatively, we can consider the entropy production from
the perspective of the global trajectory γse in Eq. (15). Using
also that Qi[γs] = Qi[γe], we can then write Σ[γse] as
Σ[γse] =
N∑
i=1
βiQi[γe] − βs(E sαN − E sα0 ) (25)
=
N∑
i=1
ln
qi(ni)
qi(n′i)
+ ln
p0(α0)
p0(αN)
. (26)
The average entropy production may then be written as
〈Σ[γse]〉 = S (σN) − S (σ0) + D(σN ||σ0) (27)
+
N∑
i=1
{
S (ρ′i) − S (ρi) + D(ρ′i ||ρi)
}
, (28)
where S (ρ) = −Tr(ρ ln ρ) is the von Neumann entropy and
D(ρ′||ρ) = Tr(ρ′ ln ρ′−ρ′ ln ρ) is the quantum relative entropy.
Here σN is the final state of the system after the N collisions.
The important aspect of this result is that it depends only on
local changes in the ancillas. That is, all quantities refer to the
local states ρ′i of each ancilla after the interaction. In reality,
because the ancillas all interact with the system, they actually
become indirectly correlated. These correlations are still rep-
resented indirectly in Σ[γse], but they do not appear explicitly.
This, ultimately, is a consequence of the choice of backward
process that is used in the Jarzynski-Wo´jcik scenario [7].
IV. CONCLUSIONS
To summarize, we have considered here the sequential heat
exchange between a system and a series of ancillas. We as-
sume all entities start in thermal state, but at possibly different
temperatures. Moreover, all interactions are assumed to be de-
scribed by thermal operations, which makes the identification
of heat unambiguous. The main object of our study was the
joint probability of heat exchange P(Q1, . . . ,QN) for a set of N
collisions. This object contemplates the correlations between
heat exchange, a concept which to the best of our knowledge,
has not been explored in the quantum thermodynamics com-
munity. We showed that P(Q1, . . . ,QN) satisfies a fluctuation
theorem, which relates this joint distribution with single col-
lision events. This result, we believe, could serve to highlight
the interesting prospect of analyzing thermodynamic quanti-
ties in time-series and other sequential models.
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