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s t e p p i n g  f r o m  a r g u m e n t  t o  v a l u e 5 a  p r o c e s s  c o d e d  b y  a  d e f i n i t i o n .  
G e n e r a l l y  we t h i n k  o f  s u c h  d e f i n i t i o n s  a s  g i v e n  b y  w o r d s  i n  
o r d i n a r y  E n g l i s h  > a p p l i e d  t o  a r g u m e n t s  a l s o  e x p r e s s e d  b y  w o r d s  
( i n  E n g l i s h ) ;  o r ,  m o r e  s p e c i f i c a l l y > we may t h i n k  o f  t h e
— V i“'
d e f i n i t i o n s  a s  p r o g r a m m e s  f o r  m a c h i n e s ,  a p p l i e d  t o ,  t h a t  i s  
o p e r a t i n g  o n ,  s u c h  p r o g r a m m e s  . I n  b o t h  c a s e s  we h a v e  t o  d o  w i t h  
a  f r e e  s t r u c t u r e ,  p e r m i t t i n g  s e l f  a p p l i c a t i o n ,  a  f e a t u r e
w h i c h  i s  o f t e n  h e l d  t o  b e  R e s p o n s i b l e '  f o r  t h e  c o n t r a d i c t i o n s  
i n  t h e  f i r s t  f o r m u l a t i o n s  o f  s e t  t h e o r y  ( b y  F r e g e ) . S i m i l a r l y
#
t h e  f i r s t  f o r m u l a t i o n  o f  t h e  A - c a l c u l u s  t u r n e d  o u t  t o  b e  i n c o n ­
s i s t e n t  ( p a r a d o x  o f  K l e e n e - R o s s e r  [ 1 9 3 5 ] ) .  I n  c o n t r a s t  t h e  f i r s t  
f o r m u l a t i o n  o f  c o m b i n a t o r y  l o g i c  w a s  c o n s i s t e n t  ( b u t  n o t  s o m e  o f  
i t s  l a t e r  e x t e n s i o n s  a s  s h o w n  b y  t h e  p a r a d o x  o f  C u r r y  [ 1 9 4 2 ]  ) .
E v i d e n t l y  „ t h e  t y p e  f r e e  c h a r a c t e r  a s  s u c h  i s  n o t  p r o b l e m a t i c .
We h a v e  n o t  o n l y  t h e  e x a m p l e s  i n f o r m a l l y  d e s c r i b e d  i n  t h e  p r e ­
c e d i n g  p a r a g r a p h ,  b u t  a l s o  many f a m i l i a r  a n d  n a t u r a l  s t r u c t u r e s  
i n  e l e m e n t a r y  a l g e b r a  w h e r e  a n  o b j e c t  a c t s  b o t h  a s  a r g u m e n t  a n d  
a s  f u n c t i o n .  S p e c i f i c a l l y ,  i n  t h e  t h e o r y  o f  s e m i g r o u p s  a n  
e l e m e n t  a  d e t e r m i n e s  t h e  f u n c t i o n  w i t h  t h e  a c t i o n
' ( a n d  i n  g r o u p  t h e o r y  a n  ’ e l e m e n t 1 d e t e r m i n e s  i t s  c o ' s e t 1 ) .
I t  s e e m s  p l a u s i b l e  t h a t  t h e  c o n t r a d i c t i o n s  a r e  c o n n e c t e d  w i t h  t h e  
a i m  o f  p r o v i d i n g  f o u n d a t i o n s  f o r  t h e  w h o l e  o f  m a t h e m a t i c s  .
B e f o r e  we d i s t i n g u i s h  b e t w e e n  d i f f e r e n t  m e a n i n g s  o f  s u c h  g e n e r a l  
c o n c e p t s  a s  ' s e t '  o r  ! r u l e ! e m p l o y e d  i n  d i f f e r e n t  a r e a s  o f
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m a t h e m a t i c s  , i t  i s  t e m p t i n g  t o  p u t  down a x i o m s  a n d  r u l e s  5 s o m e  
o f  w h i c h  a r e  v a l i d  f o r  o n e  m e a n i n g ,  s o m e  f o r  a n o t h e r .  I n  t h i s
'
w a y  c o n t r a d i c t i o n s  a r e  l i a b l e  t o  a r i s e .
Be t h a t  a s  i t  m a y , h e r e  we d o  n o t  p r o p o s e  t o  u s e  c o m b i n a t o r y  
l o g i c  o r  t h e  A - c a l c u l u s  a s  a  f o u n d a t i o n  f o r  t h e  w h o l e  o f  
m a t h e m a t i c s  ; b u t  r a t h e r  i n  t h e  s t u d y  o f  t h o s e  p a r t s  o f  t h e
- V I I X -
s u b j e c t  w h i c h  a c t u a l l y  p r e s e n t  t h e m s e l v e s  a s  b e i n g  a b o u t  r u i g s .
A p a r a d i g m  o f  s u c h  p a r t s  i s  n u m e r i c a l  a r i t h m e t i c  w h i c h  i s  
' a b o u t '  r u l e s  i n  t h e  l i t e r a l  s e n s e  t h a t
5 + 7 = 2 + 10
a s s e r t s :
T h e  LHS a n d  RHS r e d u c e  t o  t h e  s a m e  n u m e r a l  , t h a t  i s  t o  t h e  s a m e  
n o r m a l  ( o r  c a n o n i c a l )  f o r m  w h e n  t h e  c o m p u t a t i o n  r u l e s  f o r
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a d d i t i o n  a r e  a p p l i e d .
F r o m  t h i s  p o i n t  o f  v i e w ,  p e r h a p s  t h e  s i n g l e  m o s t  i m p o r t a n t  f e a t u r e  
o f  a  l a n g u a g e  ( f o r  a  t h e o r y  o f  r u l e s )  i s  t h a t  e a c h  t e r m  s h o u l d  
c o d e  i t s  own r e d u c t i o n  p r o c e d u r e ; n o t  n e c e s s a r i l y  a  d e t e r m i n i s t i c
o n e ,  b u t  a  c l a s s  o f  ' e q u i v a l e n t '  o n e s .  T h u s  i m p l i c i t  i n  a n  i n t e r ­
p r e t a t i o n  o r  ' m o d e l '  o f  t h e  l a n g u a g e  i s  a n  i m m e d i a t e  r e d u c t i o n  
r e l a t i o n  o r  ' m u l t i p l i c a t i o n  t a b l e ' .  I n  f a c t ,  i n  CL o r  t h e  A- 
c a l c u l u s  t h e  i n t e n d e d  r e d u c t i o n  p r o c e d u r e  i s  o n l y  i m p l i c i t ,  t h a t
* m
i s  we  may a s s i g n  a  s p e c i f i c  p r o c e d u r e  t o  e a c h  t e r m  m e t a m a t h e m a t i c -  
a l l y , b u t  t h e  i n t e n d e d  i m m e d i a t e  r e d u c t i o n  r e l a t i o n  c a n n o t  b e  
e x p r e s s e d  i n  t h e  p u r e l y  e q u a t i o n a l  l a n g u a g e s  o f  CL o r  t h e  A- 
c a l c u l u s . M o r e o v e r , t h r o u g h o u t  t h i s  t h e s i s  ( u s u a l l y  i n  c o n n e c t i o n  
w i t h  c e r t a i n  ' c o n s e r v a t i v e  e x t e n s i o n  r e s u l t s 1 ) we i n t r o d u c e
4
a d d i t i o n a l  s y m b o l s  f o r  r e d u c t i o n  r e l a t i o n s  a n d  a x i o m s  w h i c h  m a k e  
m o r e  e x p l i c i t  t h e  i n t e n d e d  m e a n i n g  o f  t h e  f o r m a l i s m .  By t h e  w a y  
o u r  u s e  o f  s u c h  a d d i t i o n a l  ' . s t r u c t u r e '  i s  p a r a l l e l  t o  t h e  u s e  i n  
s e t  t h e o r y  o f  o r d i n a l s  a n d  t h e i r  o r d e r , a n d  o f  t h e  r e l a t i o n  
b e t w e e n  s e t s  x  a n d  o r d i n a l s  a  ( a  i s  t h e  r a n k  o f  x ) , t h e  o n l y  
d i f f e r e n c e  i s  t h a t  i n  t h e  c a s e  o f  s e t  t h e o r y ,  a t  l e a s t  i n  t h e  
p r e s e n c e  o f  t h e  a x i o m  o f  f o u n d a t i o n ,  t h e  e x t e n s i o n s  c o n s i d e r e d  
a r e  n o t  m e r e l y  c o n s e r v a t i v e  b u t  d e f i n i t i o n a l  ( f a m i l i a r  f r o m  ‘
T a r s k i  5M o s t o w s k i  , R o b i n s o n  [ 19 5 3 ] ) .
4
T e r m  M o d e l s I n  t h e  l i g h t  o f  t h e  p r e c e d i n g  p a r a g r a p h ,  o n e  
f u n d a m e n t a l  r o l e  o f  t e r m s  i s  c l e a r :  t h e y  a r e  t h e  o b j e c t s  o n
«
w h i c h  w e , l i t e r a l l y ,  o p e r a t e  a n d  t h e y  a r e  t h e  o b j e c t s  w h i c h  
c o d e  t h e  o p e r a t i o n s .  A n o t h e r  r o l e ,  t o  b e  d i s t i n g u i s h e d  f r o m  
t h a t  o f  t e r m s - a s - e l e m e n t s - o f - t h e - i n t e n d e d - r e d u c t i o n - r e l a t i o n , 
i s  t h e  u s e  o f  t e r m s  i n  a  f o r m a i  t h e o r y  o f  t h i s  r e l a t i o n ,  a s  i s  
c l e a r  f r o m  t h e  a s s e r t i o n  a b o u t  n u m e r i c a l  a r i t h m e t i c -  m e n t i o n e d  
e a r l i e r  o n .  T h e  d i f f e r e n c e  i s  p a r t i c u l a r l y  s t r i k i n g  f o r  t e r m s  
o f  t h e  f o r m a l  t h e o r y  w h i c h  c o n t a i n  v a r i a b l e s  , w h e n  we t h i n k  o f  
t h e  r e d u c t i o n  r e l a t i o n  a s  b e i n g  a  r e l a t i o n  b e t w e e n  c l o s e d  t e r m s  
( a l s o  c a l l e d :  i n t e r i o r  o f  t h e  t e r m  m o d e l s  c o n s i d e r e d  b e l o w ) .
»
»
t
T h e  r e a s o n  f o r  s p e a k i n g  o f  t e r m  m o d e l s , w h i c h  s u g g e s t s  m o d e l
*
t h e o r y ,  i s  t h i s .  W h a t e v e r  o u r  s p e c i f i c  i n t e n d e d  i n t e r p r e t a t i o n s  
may b e ,  o u r  f o r m a l  t h e o r y  c a n  a l s o  b e  i n t e r p r e t e d  i n  t r a d i t i o n a l  
m o d e l  t h e o r e t i c  s t y l e .  I n  f a c t ,  s o m e  o f  t h e  m o r e  g e n e r a l  
r e s u l t s  a r e  c o n s e q u e n c e s  o f  s u c h  s u p e r f i c i a l  s y n t a c t i c  f e a t u r e s  
a s  t h e s e :  When r e g a r d e d  a s  t h e o r i e s  o n  ’ s t a n d a r d 1 f o r m a l i z a t i o n *
CL i s  a  p u r e l y  e q u a t i o n a l  s y s t e m  a n d ,  a  f o r t i o r i ,  a x i o m a t i z e d  
b y  u n i v e r s a l  f o r m u l a e ,
a n d  s o  i s  t h è  A - c a l c u l u s  ( i f  f o r  e a c h  t e r m  A x t  w e  a s s o c i a t e  a  
f u n c t i o n  s y m b o l  f  w i t h  n  a r g u m e n t s , i f  A x t  c o n t a i n s  n  
f r e e  v a r i a b l e s  a n d  t h e  a x i o m  f  a  = [ x / a ] t * 3 w h e r e  t *  r e s u l t s  • 
f r o m  t  b y  r e p l a c i n g  t h e  X - e x p r e s s i o n s  i n  t  b y  t h e  a s s o c i a t e d
4
f u n c t i o n  s y m b o l s ) .
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By w h a t  h a s  j u s t  b e e n  s a i d  we do  n o t  t h i n k  o f  t h e s e  a p p l i c a t i o n s  
o f  m o d e l  t h e o r y  a s  p r o f o u n d  b u t  r a t h e r  a s  s e p a r a t i n g  g e n e r a l  
( s o m e  w o u l d  s a y  ’ t r i v i a l 1) p r o p e r t i e s  f r o m  t h e  s p e c i f i c  
p r o p e r t i e s  o f  o u r  i n t e n d e d  i n t e r p r e t a t i o n .  A d a p t i n g  a  p h r a s e  
f r o m  B o u r b a k i ,  m o d e l  t h e o r y  p r o v i d e s  h e r e  t h e  ’h y g i e n e 1 o f  p r o o f  
t h e o r y  ( u s e d  f o r  e s t a b l i s h i n g  t h e  m o r e  s p e c i f i c  p r o p e r t i e s ) *
A t y p i c a l  e x a m p l e  o f  s u c h  u s e s  o f  e l e m e n t a r y  m o d e l  t h e o r y  o c c u r s  
i n  t h e  a n a l y s i s  o f  e x t e n s i o n a l i t y . T h i s  p r o p e r t y  ( o f  a  t e r m  m o d e l )  
c a n n o t  b e  e x p r e s s e d  e q u a t i o n a l l y , b u t  n e e d s  t h e  l o g i c a l l y  com -  
p l i c a t e d  f o r m ,
(Vx E j )  E 2
f o r  s u i t a b l e  e q u a t i o n s  E x a n d  E 2 . H e n c e  i t  c a n n o t  b e  e x p r e s s e d  
d i r e c t l y  i n  CL. H o w e v e r ,  a s  f a r  a s  e q u a t i o n a l  c o n s e q u e n c e s  o f  
( t h i s  a x i o m  o f )  e x t e n s i o n a l i t y  a r e  c o n c e r n e d , t h e y  c a n  a l s o  b e  
g e n e r a t e d  b y  t h e  p u r e l y  e q u a t i o n a l  r u l e  o f  e x t e n s i o n a l i t y . T h u s  , 
i n  c o n t r a s t  t o  t h e  d e f e c t s  o f  e q u a t i o n a l  t h e o r i e s , m e n t i o n e d
r
a b o v e ,  f o r  e x p r e s s i n g  t h e  i n t e n d e d  r e d u c t i o n  r e l a t i o n ,  t h e s e  
t h e o r i e s  a r e  a d e q u a t e  f o r  f o r m u l a t i n g  a n d  s o l v i n g  p r o b l e m s  o f
«
e x t e n s i o n a l i t y ,  i n  c o n s e q u e n c e  o f  t h e  f o l l o w i n g  q u i t e  g e n e r a l
’m o d e l  t h e o r e t i c ’ r e s u l t :  ( F o r  a r b i t r a r y  q u a n t i f i e r - f r e e  A 1 a n d  
^ 2 3 i n  p l a c e  o f  e q u a t i o n s  E x a n d  E 2 , S h e p h e r d s o n  [ 1 9 6 5 ]  f i n d s  
a  m o r e  d e l i c a t e  r u l e  t o  r e p l a c e  a x i o m s  Vx A 1~* A2 . )
L e t  S b e  a n y  s e t  o f  a t o m i c  f o r m u l a e  o f  a  p r e d i c a t e  l o g i c ,  c l o s e d  
u n d e r  l o g i c a l  d e d u c t i o n  ( t h a t  i s  s u b s t i t u t i o n  o f  a  t e r m  o f  t h e  
l a n g u a g e  f o r  v a r i a b l e s ) ,  a n d  u n d e r  t h e  r u l e :  d e r i v e  Pg*^  f ° r
( i  G I )  w h e r e  t h e  P ' s  a r e  a l l  a t o m i c .
i
T h e n  t h e  t e r m  m o d e l  o f  t h e  t h e o r y  ( i n  w h i c h  P i s  i n t e r p r e t e d  a s  
S k  P ) , s a t i s f  i e s  t h e  a x i o m s  c o r r e s p o n d i n g  t o  t h e  r u l e s :
-XI-
V 3 ? ( P a A .  . .A  P k ) -► P g 1 ^
P r o o f .  S u p p o s e  - t h a t  V5?(P^ a . . *  a P ^ )  i s  s a t i s f i e d  i n  t h e  
t e r m  m o d e l ,  t h e n  P ^  ( t T ) , .  . . ,P^. ( ? )  h o l d  f o r  a l l  t e r m s  ? ,  h e n c e  
i n  p a r t i c u l a r  f o r  t  = x .  T h u s  P a . . . , P ^  ‘ a l l  h o l d  i n  t h a t  
m o d e l ,  h e n c e  P^  , . , . , F ^  a r e  p r o v a b l e  i n  S .  H e n c e  b y  t h e  r u l e  
P Q i s  p r o v a b l e  i n  S a n d  t h e r e f o r e  s a t i s f i e d  i n  t h e  m o d e l .
T h u s ,  i n  p a r t i c u l a r ,  i f  k  = 1 ,  P ^  i s  t h e  e q u a t i o n  Mx ~ M*x 
a n d  F q i s  M = M' j t h e  r e s u l t  m e n t i o n e d  a b o v e  f o l l o w s .
S u c h  h y g i e n i c  u s e s  o f  m o d e l  t h e o r y  a r e  t o  b e  d i s t i n g u i s h e d  f r o m  
m o d e l  t h e o r e t i c  c o n s t r u c t i o n s  f o r m u l a t e d  b y  u s e  o f  s o p h i s t i c a t e d  
n o t i o n s  s t u d i e d  i n  m a t h e m a t i c a l  p r a c t i c e  a n d  ( h e n c e )  w e l l -  
u n d e r s t o o d ;  f o r  e x a m p l e  t h e  u s e  o f  u l t r a p r o d u c t s .  H e r e  w e  m a y ,  
s o  t o  s p e a k ,  l o o k  a t  t h e  c o n s t r u c t i o n s  a n d  r e a d  o f f  p r o p e r t i e s  
o f  t h e s e  m o d e l s  w h i c h  a r e  n o t  a t  a l l  e v i d e n t  f r o m  t h e  a x i o m s  ,
■
P a r t i c u l a r l y  w h e n  c o n s i s t e n c y ,  t h a t  i s  t h e  e x i s t e n c e  o f  s u i t a b l e  
m o d e l s , i s  i n v o l v e d ,  i t  i s  n o t  a t  a l l  n e c e s s a r y  t h a t  t h e  c o n ­
s t r u c t i o n s  p r o v i d e  a l l  m o d e l s  o f  t h e  t h e o r y  c o n s i d e r e d :  i t  i s  
m o r e  i m p o r t a n t  t h a t  we h a v e  ’ e n o u g h 1 m o d e l s  ( f o r  s o m e  s p e c i f i c
#
p u r p o s e )  a n d  t h a t  t h e y  b e  m a n a g e a b l e .  S i m i l a r l y  S c o t t ’ s 
l a t t i c e  t h e o r e t i c  m o d e l s  a r e  u s e f u l  d e s p i t e  t h e  f a c t  e s t a b l i s h e d  
i n  § 3 . 2  t h a t  n o t  a l l  e x t e n s i o n a l  m o d e l s  o f  CL a r e  a m o n g  t h e m .
B u t  i t  i s  o f  i n t e r e s t  t o  o b s e r v e  t h a t  t h e  p a r t i c u l a r  m o d e l  
l e f t  o u t  f r o m  S c o t t ’ s c o l l e c t i o n  o f  m o d e l s ,  i s  v e r y  n a t u r a l  f r  
a  c o m p u t a t i o n a l  v i e w .  I n  t h i s  m o d e l  t h e  s o  c a l l e d  f i x e d - p o i n t s
4
w h i c h  a l l  a c t  i n  t h e  s a m e  c o m p u t a t i o n a l  w a y  a r e  i d e n t i f i e d .
To c o n c l u d e  t h i s  d i s c u s s i o n  o f  t h e  r o l e  o f  m o d e l  t h e o r y  i n  o u r  
s t u d y  o f  CL a n d  t h e  X - c a l c u l u s , we may p e r h a p s  c o m p a r e  i t  w i t h  
t h e  u s e  o f  n o n - s t a n d a r d  m o d e l s  o f  a r i t h m e t i c  ( a s  d e v e l o p e d  a t  
t h e  p r e s e n t  t i m e ) .  We e s t a b l i s h  c o n s i s t e n c y  r e s u l t s  b y  a n a l y z i n g  
c o m p u t a t i o n  p r o c e d u r e s  a n d  t h e n  r e s t a t e  t h e m  a s  p r o p e r t i e s  o f  
s u i t a b l e  t e r m  m o d e l s , S i m i l a r l y ,  o n e  e s t a b l i s h e s  c o n s i s t e n c y  
r e s u l t s  f o r  f o r m a l  a r i t h m e t i c  b y  p r o o f  t h e o r y  o r  r e c u r s i o n  
t h e o r y  ( G o d e l ’ s i n c o m p l e t e n e s s  r e s u l t s )  a n d  may t h e n  a p p l y  t h e
m
c o m p l e t e n e s s  t h e o r e m  f o r  p r e d i c a t e  l o g i c  t o  i n f e r '  t h e  e x i s t e n c e  
o f  som e  n o n - s t a n d a r d  m o d e l  o f  a r i t h m e t i c  w i t h  r e q u i r e d  p r o p e r t i e s .  
P r o b a b l y  i t  i s  f a i r  t o  s a y  t h a t  t h e  kno w n  n o n - s t a n d a r d  m o d e l s  
a r e  n o t  o f  i n t r i n s i c  i n t e r e s t .  I n  c o n t r a s t ,  o u r  f o r m u l a t i o n s  f o r  
t e r m  m o d e l s  a r e  d i r e c t l y  r e l e v a n t  t o  w h a t  we a r e  t a l k i n g  a b o u t  
s i n c e 3 a s  we h a v e  s a i d  a l r e a d y ,  we s t u d y  o p e r a t i o n s  o n  t e r m s  a n d  
o p e r a t i o n s  c o d e d  b £  t e r m s .
F i n a l l y  a  c o m m e n t  o n  v e r s i o n s  o f  t h e  X - c a l c u l u s  o r  CL w i t h  t y p e s
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( c f *  S a n c h i s  [ 1 9 6 7 ] ) .  H e r e  t h e  s i t u a t i o n  i s  much s i m p l e r .  I n  
t e r m s  o f  m o d e l s *  t h e  t h e o r y  w i t h  t y p e s  c a n  b e  i m m e d i a t e l y  i n t e r ­
p r e t e d  i n  f a m i l i a r  m a t h e m a t i c a l  t e r m s .  One m o d e l  c o n s i s t s  o f  t h e  
c o l l e c t i o n s  o f  a l l  s e t - t h e o r e t i c  f u n c t i o n s  o f  f i n i t e  t y p e  ( o v e r  
a n  i n f i n i t e  d o m a i n ) *  F o r  t h e  m o re  i n t e r e s t i n g  m o d e l s  HRQ a n d  i n  
e x t e n s i o n a l  v e r s i o n  HEO s e e  T r o e l s t r a  [ 1 9 7 1 ] .
I n  t e r m s  o f  c o m p u t a t i o n ,  i t  i s  s h o w n  i n  S a n c h i s  [ 1 9 6 7 ]  t h a t  i n  
t h e  t h e o r i e s  w i t h  t y p e s  a l l  t e r m s  h a v e  a  n o r m a l  f o r m ,  c o n t r a r y  
t o  t h e  s i t u a t i o n  i n  t h e  t y p e  f r e e  t h e o r y .
T h i s  n o i ^ m a l i 2 a b i l i t y  o f  a l l  t e r m s  o f  t h e  t y p e d  A - c a l c u l u s  h a s  
a l s o  a n  i n t e r e s t i n g  ' n e g a t i v e 1 c o n s e q u e n c e  f o r  d e f i n a b i l i t y  
p r o b l e m s  , s p e c i f i c a l l y  o f  r e c u r s i o n  o p e r a t o r s  ( f o r  a n y  g i v e n  
t y p e s ) .  I n  t h e  t y p e  f r e e  c a l c u l u s  w e  h a v e  a n  R w i t h  t h e  p r o p e r t y  
t h a t  5 f o r  ( v a r i a b l e )  M,N a n d  e a c h  n u m e r i c a l  n  
( * )  RMNO = N
RMNn+1 = M(RMNn)n 
I n  c o n t r a s t s  t h e r e  i s  a  s p e c i f i c  t y p e  t s u c h  t h a t  n o  t e r m  o f  t h e  
t y p e d  X - c a l c u l u s  s a t i s f i e s  ( * )  f o r  M,N o f  r e l e v a n t  t y p e s .
(A r e f i n e m e n t  i s  p o s s i b l e  s h o w i n g  t h a t  ( * )  d o  n o t  h o l d  f o r  
c e r t a i n  c l o s e d  M , N . )
The  p r o o f  u s e s  t h e  f o l l o w i n g  f a c t s .
1 .  The n o r m a l i z a b i l i t y  o f  t h e  t e r m s  i n  t h e  t y p e d  X - c a l c u l u s  c a n  
b e  e s t a b l i s h e d  b y  t h e  p r i n c i p l e s  o f  f i r s t  o r d e r  a r i t h m e t i c .  C o n ­
s e q u e n t l y  t h e r e  i s  a  p r o v a b l y  t o t a l  v a l u a t i o n  f u n c t i o n  v ,  
a s s i g n i n g  t o  e a c h  ( G o d e l  n u m b e r  o f  a )  t e r m ,  t h e  ( G o d e l  n u m b e r  o f )  
i t s  n o r m a l  f o r m *
2 .  By 1 .  a l l  n u m b e r  t h e o r e t i c  f u n c t i o n s  w h i c h  a r e  ( l o c a l l y )  
d e f i n a b l e  a r e  p r i m i t i v e  r e c u r s i v e  i n  v  b e c a u s e  i f  t h e  t e r m  F 
d e f i n e s  f ,  t h e n  t h e  G o d e l  n u m b e r  o f  t h e  t e r m  Fn  i s  <|)(n) f o r  
a  p r i m i t i v e  r e c u r s i v e  f u n c t i o n  <f>, a n d  f r o m  v(<j >(n) )  . i t  i s  
p o s s i b l e  t o  r e c o v e r  f ( n )  p r i m i t i v e  r e c u r s i v e l y ^
C o r o l l a r y .  N o t  a l l  f u n c t i o n s  p r o v a b l y  r e c u r s i v e  i n  f i r s t  o r d e r  
a r i t h m e t i c  a r e .  r e p r e s e n t e d  i n  t h e  t y p e d  X - c a l c u l u s .
3 .  L e t  f  b e  a  p r o v a b l y  t o t a l  f u n c t i o n , w i t h  G o d e l  n u m b e r  e Q , 
w h i c h  i s  n o t  p r i m i t i v e  r e c u r s  i v e  i n  v . S u c h  a n  f  c a n  b e
A
d e f i n e d  b y  t h e  u s e  o f  r e c u r s i o n  o p e r a t o r s . F o r ,  f 0 b e i n g
-xill-
V
p r o v a b l y  t o t a l  we h a v e
t- Vx 3 y  T ( e .  , x , y ) i n  i n t u i t i o n i s t i c  a r i t h m e t i c .
Hence  b y  t h e  d i a l e c t i c a  i n t e r p r e t a t i o n  o f  G o d e l  [ 1 9 5 8 ]  t h e r e  
e x i s t s  a  t e r m  t  i n  t h e  t y p e d  X - c a l c u l u s  w i t h  R s u c h  t h a t  
T ( e 0 , n , t ( n ) ) i s  v a l i d  f o r  a l l  n  6  w.
H e n c e  f  i s  r e p r e s e n t e d  b y  X n . u ( t C n ) )  w h e r e  u  r e p r e s e n t s  t h e  
U o f  K l e e n e ' s  n o r m a l  f o r m .
Now we d i s c u s s  i n  m o r e  d e t a i l  t h e  s u b j e c t s  t r e a t e d  i n  t h e  
t e x t  * k
C o n s i s t e n c y *  T h e  f i r s t  f o r m u l a t i o n  o f  t h e  X - c a l c u l u s  b e i n g  i n -  
c o n s i s t e n t ,  a  r e v i s e d  f o r m u l a t i o n  ( t h e  X I - c a l c u l u s ) w a s  p r o v e d  
c o n s i s t e n t  b y  C h u r c h  a n d  R o s s e r  [ 1 9  3 5 ] .  More  i n f o r m a t i v e l y  t h e i r  
t h e o r e m  e s t a b l i s h e s  t h e  u n i q u e n e s s  o f  t h e  n o r m a l  f o r m s  a n d  t h e
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f a c t  t h a t  t h e  n o r m a l  f o r m  o f  a  n o r m a l i z a b l e  t e r m  M c a n  b e  f o u n d  
s i m p l y  b y  r e d u c i n g  M. T h i s  r e d u c t i o n  c a n  b e  m ade  d e t e r m i n i s t i c ,  
by  t h e  s t a n d a r d i z a t i o n  t h e o r e m ,  c f . C u r r y  , F e y s  [ 19 5 8] Ch 4E .  
H o w e v e r ,  t h e  f i n e - s t r u c t u r e  ( i . e .  w h e t h e r  i t  i s  f r o m  t h e  h u m a n  
p o i n t  o f  v i e w  t h e  s h o r t e s t  p o s s i b l e  r e d u c t i o n )  o f  t h e  s t a n d a r d  
r e d u c t i o n  i s  n o t  d i s c u s s e d .
F i n a l l y ,  c f .  r e m a r k  1 . 2 . 1 8 ,  t h e r e  i s  now a  s i m p l e  p r o o f  o f  t h e  
C h u r c h - R o s s e r  t h e o r e m  b y  M a r t i n - L o f  [ 1 9 7 1 ] .  T h i s  w i l l  b e  g i v e n  
i n  a p p e n d i x  I I *
The  r e l a t i o n  b e t w e e n  t h e  X - c a l c u l u s  a n d  C L . S e v e r a l  p o s s i b i l i t i e s  
o f  m a p p i n g  X - t e r m s  i n t o  CL ( s e e  1 . 4 . 6 )  h a v e  b e e n  d i s c u s s e d  ( c f .  
C u r r y , F e y s  [ 1 9  5 8] Ch 6A) .  B u t ,  w i t h o u t  e x t e n s i o n a l i t y , t h e y  do  
n o t  p r e s e r v e  t h e  s e t  o f  p r o v a b l e  e q u a t i o n s .  T h e y  d o ,  i f
e x t e n s i o n a l i t y  i s  i n c l u d e d  b u t  n o t  t h e  p r o v a b l e  r e d u c t i o n s  n o r  
t h e  n o r m a l  f o r m s .  On t h e  o t h e r  h a n d  t h e  t r a n s l a t i o n s  d o  p r e s e r v e  
a p p l i c a t i o n  a n d  t h e r e f o r e  b y  3 . 2 . 2 0 J  t h e  s o l v a b i l i t y  o f  c l o s e d  
t e r m s .  T he  i m p o r t a n c e  o f  t h i s  i s  s e e n  b e l o w .  I n  p a r t i c u l a r ,  i n  
t h e  e x t e n s i o n a l  c a s e  c o n s i s t e n c y  r e s u l t s  c a n  b e  t r a n s f e r r e d .  I n  
t h i s  w ay  t h e  c o - c o n s i s t e n c y  o f  t h e  X - c a l c u l u s  f o l l o w s  f r o m  t h e  
c o r r e s p o n d i n g  r e s u l t  f o r  CL.
X - d e f  i n a b i l i t y . We b e g i n  w i t h  t h e  X - c a l c u l u s  s i n c e ,  t r a d i t i o n a l l y  , 
X -  d e f i n a b i l i t y  - a n d  n o t  c o m b i n a t o r y  d e f i n a b i l i t y  i s  t r e a t e d .
A n u m b e r  t h e o r e t i c  p a r t i a l  f u n c t i o n  f  i s  s a i d  t o  b e  X - d e f i n a b l e  
i f  t h e r e  i s  a  t e r m  F s u c h  t h a t  X 1- Fn = m *==* f ( n )  = m a n d  
Fn h a s  n o  n o r m a l  f o r m  i f  f ( n )  i s  u n d e f i n e d .  ( H e r e  n  i s  t h e  Yvth 
n u m e r a l ) .  We c h a n g e d  t h i s  d e f i n i t i o n ,  r e q u i r i n g  n o t  o n l y  
X \- Fn = m *** f ( n )  = m  , b u t  a l s o  t h a t  Fn b e  u n s o l v a b l e  i f  
f ( n )  i s  u n d e f i n e d .  I n  t h i s  c a s e  we s a y  t h a t  F s t r o n g l y  d e f i n e s  f .
T h e  c o n c e p t  o f  s t r o n g  X - d e f i n a b i l i t y  h a s  s e v e r a l  ' a d v a n t a g e s  .
( i )  I f  f x , f 2 a r e  d e f i n e d  b y  t e r m s  F x , F a , t h e n  i t  i s  n o t  t r u e  
t h a t  f 1 o f 2 i s  d e f i n e d  b y  X x . F 1 ( F 2x ) .  F o r  e x a m p l e  l e t  f j  b e  t h e  
c o n s t a n t  z e r o  f u n c t i o n  a n d  l e t  f 2 b e  e v e r y w h e r e  u n d e f i n e d .  T h e n
o f 2 i s  t o t a l l y  u n d e f i n e d  b u t  Xx F j ( F  x )  = Xx 0 r e p r e s e n t s  
t h e  c o n s t a n t  z e r o  f u n c t i o n .
H e n c e  i t  i s  n o t  i m m e d i a t e  t h a t  t h e  X ~ d e f i n a b l e  f u n c t i o n s  a r e  
. c l o s e d  u n d e r  c o m p o s i t i o n .
U se  o f  s t r o n g  d e f i n a b i l i t y  i s  m a d e  b y  r e p r e s e n t i n g  t h e  c o m p o s i t ­
i o n  b y  F = X x . ( F 2x I  F 1 ( F 2x ) ) . .  I f  - s^  u n d e f i n e d  
F 2 n  i s  u n s o l v a b l e  a n d  h e n c e  Fn i s  u n s o l v a b l e ,  a n d  i f  f 2 ( n )  i s  
d e f i n e d  F 2n l  i s  e s s e n t i a l l y  t h e  s a m e  a s  I .
i i )  T r a d i t i o n a l l y  t h e  X - d e f i n a b i l i t y  o f  t h e  p a r t i a l  r e c u r s i v e  
f u n c t i o n s  w a s  p r o v e d  b y  u s e  o f  K l e e n e ’ s  n o r m a l  f o r m  t h e o r e m .  The 
r e p r e s e n t a t i o n  t h u s  o b t a i n e d  i s  n o t  i n t e n s i o n a l  w i t h  r e s p e c t  t o  
d e f i n i t i o n a l  e q u a l i t y .  U s i n g  s t r o n g  X - d e f i n a b i l i t y  we g i v e  a  
r e p r e s e n t a t i o n  o f  t h e  p a r t i a l  r e c u r s i v e  f u n c t i o n s  p r e s e r v i n g  
t h e i r  d e f i n i t i o n  t r e e s . T h i s  i s  n o t  t o  b e  r e g a r d e d  a s  a  m e r e  
t e c h n i c a l  i m p r o v e m e n t  b u t  s i m p l y  c e n t r a l  t o  t h e  o b j e c t s  w h i c h  
a r e  h e r e  i n t e n d e d .  I n  t h i s  c o n t e x t s  s e e  K e a r n s  [ 1 9 6 9 ]  who u s e s  
a n  e x t e n s i o n  o f  CL t o  g i v e  a  f a i t h f u l  r e p r e s e n t a t i o n  o f  t h e  
c o m p u t a t i o n s  o f  a  T u r i n g  m a c h i n e .
i i i )  A p p l i c a t i o n  t o  u n d e c i d a b i l i t y  r e s u l t s ,  s e e  b e l o w .
I n  c o n t r a s t  t o  t h e  r e p r e s e n t a t i o n  o f  s a y  t h e  p r i m i t i v e  r e c u r s i v e  
f u n c t i o n s  i n  t h e  p r e d i c a t e  c a l c u l u s , t h e i r  r e p r e s e n t a t i o n  i n  t h e
X - c a l c u l u s  i s  n o t  g l o b a l ,  t h a t  i s ,  t h e i r  d e f i n i n g  r e c u r s i o n  
e q u a t i o n s  a r e  n o t  d e r i v a b l e  f o r  t h e  r e p r e s e n t i n g  t e r m s  w i t h  a  
f r e e  v a r i a b l e ,  b u t  o n l y  f o r  e a c h  n u m e r i c a l  i n s t a n c e .
F o r  e x a m p l e  i n  t h e  e x t e n s i o n a l  c a s e  ( t h i s  i s  n o t  e s s e n t i a l )  t h e  
t e r m  F w i t h  Fxy = xy r e p r e s e n t s  e x p o n e n t i a t i o n  s i n c e  
X + e x t  1- nm = m . H e n c e  t h e  f u n c t i o n  1_ i s  r e p r e s e n t e d  b y  
G w i t h  Gx = xJL. Now we h a v e  f o r  a l l  n u m e r a l s  X + e x t  h Gn = 1 ,  
b u t  n o t  X + e x t  I- Gx = 1 s i n c e  X l - G ( K O)  = KOI -  0 .
***  P*P W *
( I t  s h o u l d  b e  a d m i t t e d  t h a t  F i s  n o t  t h e  s t a n d a r d  r e p r e s e n t a t -
v
i o n  o f  e x p o n e n t i a t i o n  a s  t h i s  w i l l  b e  d o n e  i n  § 1 . 3 ,  b u t  s i m i l a r  
e x a m p l e s  c a n  b e  g i v e n  t h e r e . )  I t  i s  u n l i k e l y  t h a t  t h e r e  e x i s t s  a  
g l o b a l  r e p r e s e n t a t i o n  o f  t h e  p r i m i t i v e  r e c u r s i v e  f u n c t i o n s  a t  
a l l ,  s i n c e  i n  c o n t r a s t  t o  t h e  r e p r e s e n t a t i o n  i n  p r e d i c a t e  
c a l c u l u s  , a l l  m o d e l s  o f  t h e  X - c a l c u l u s  m u s t  c o n t a i n  ’n o n -
-xvi-
*  Ixvii-
s t a n d a r d *  e l e m e n t s  ( s u c h  a s  t h e  e l e m e n t  d e n o t e d b y  K) .
U n d e c i d a b i l i t y  r e s u l t s  . As w a s  m e n t i o n e d  a b o v e ,  t h e  t r a n s l a t i o n  
g o i n g  f r o m  t h e  X ~ c a l c u l u s  t o  CL p r e s e r v e s  s o l v a b i l i t y  o f  c l o s e d  
t e r m s .  T hu s  u n d e c i d a b i l i t y  r e s u l t s  a b o u t  t h e  X - c a l c u l u s  a s  i n  
§ 1 . 3  t r a n s f e r  t o  CL,  w i t h o u t  a n y  n e e d  f o r  a  p a r a l l e l  d e v e l o p ­
m e n t  o f  C L - d e f i n a b i l i t y .
We n o t e  t h a t  t h e  r o l e  o f  u n s o l v a b l e  c l o s e d  t e r m s  i n  t h e  XK-
r
c a l c u l u s  i s  s i m i l a r  t o  t h e  r o l e  o f  t h o s e  c l o s e d  t e r m s  i n  t h e
X I - c a l c u l u s  w h i c h  h a v e  no  n o r m a l  f o r m .  I n  p a r t i c u l a r
i )  I n  t h e  X K - c a l c u l u s  i t  i s  c o n s i s t e n t  t o  e q u a t e  a l l  u n s o l v a b l e  
t e r m s  ( s e e  § 3 . 2 )  a n d  i n  t h e  X l - c a l c u l u s  i t  i s '  c o n s i s t e n t  t o  
e q u a t e  . a l l  t e r m s  w i t h o u t  a  n o r m a l  f o r m  ( s e e  p a r t  I I ) .
4
i i ) F o r  som e  p u r p o s e s  u n s o l v a b l e  t e r m s  c a n  r e p l a c e  f a m i l i a r  
a r g u m e n t s  i n v o l v i n g  n e g a t i o n .  S e e  f o r  e x a m p l e  3 . 2 . 1 9  w h e r e  i t  i s  
p r o v e d  t h a t  C o n ,  t h e  s e t  o f  e q u a t i o n s  c o n s i s t e n t  w i t h  t h e  X- 
c a l c u l u s  i s  c o m p l e t e  II
*
An e x a m p l e  o f  a n  u n d e c i d a b i l i t y  r e s u l t  w h i c h  d o e s  n o t  n e e d  
s t r o n g  r e p r e s e n t a b i l i t y  i s  1 . 3 . 1 7  f o r  w h i c h  we g i v e  h e r e  a n  
a l t e r n a t i v e  p r o o f  ( c f .  S m u l l y a n  [ 1 9  6 1 ] ) .
L e t  A , B  b e  d i s j o i n t  r . e .  s e t s ,  r e c u r s i v e l y  i n s e p a r a b l e .
D e f i n e  f ( x )  = /  0 i f  A
1 i f  x  £  B
#
t  e l s e
t h e n  f  i s  p a r t i a l  r e c u r s i v e .  L e t  f  b e  d e f i n e d  b y  t h e  t e r m  F .
*
I f  T w e r e  a  r e c u r s i v e  c o n s i s t e n t  e x t e n s i o n  o f  1 ;he  X - o a l c u l u s ,  
t h e n  C = {n | T I- Fn = 0} w o u l d  b e  a  r e c u r s i v e  s e p a r a t i o n  o f  
A a n d  B .
%
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A m i n i m a l  e x t e n s i o n a l  t e r m  m o d e l . I n  C h a p t e r  I I  we d e f i n e  a  
m o d e l  o f  CL w h i c h  i s  m i n i m a l  i n  tw o  r e s p e c t s .  F i r s t l y  i t s  d o m a i n  
c o n s i s t s  o f  t h e  c l o s e d  t e r m s  o n l y ,  w h i c h  a r e ,  a s  w a s  s t a t e d  
i n  t h e  i n t r o d u c t i o n , p r i n c i p a l  o b j e c t  o f  o u r  s t u d y .  S e c o n d l y  t h e  
m o d e l  i s  m i n i m a l  w i t h  r e s p e c t  t o  t h e  e q u a l i t y  r e l a t i o n , t h a t  i s  
t o  t h e  s e t  o f  t e r m s  t h a t  a r e  e q u a t e d .  I t  i s  c l e a r ,  t h a t  t h e  m o d e l  
i s  g e n e r a t e d  by  t h e  c o - r u l e  d e s c r i b e d  i n  § 2 . 1 .  F o r m a l l y  t h e  t h e o r y  
e n r i c h e d  w i t h  t h e  t o - r u l e  i s  a  s t r e n g t h e n i n g  o f  t h e  r u l e  o f  
e x t e n s i o n a l i t y : t o  i n f e r  M = M1 we do  n o t  r e q u i r e  a  d e r i v a t i o n  
o f  Mx = M’ x  w i t h  v a r i a b l e  x ,  b u t  o n l y  d e r i v a t i o n s  o f  MZ = M1Z 
f o r  a l l  c l o s e d  t e r m s  Z ( w i t h  n o  u n i f o r m i t y  o n  t h e s e  d e r i v a t i o n s ) .  
Two q u e s t i o n s ,  s o  t o  s p e a k ,  a t  o p p o s i t e  p o l e s  a r e
a )  I s  t h e  t h e o r y  c o n s i s t e n t ?
b )  I s  t h e  t h e o r y  c o n s e r v a t i v e  o v e r  t h e  A - c a l c u l u s  + e x t ?
Ad a )  I n  § 2 . 2 ,  2 . 3  i t  i s  s h o w n  b y  t r a n s f i n i t e  i n d u c t i o n ,  t h a t  
t h e  e x t e n s i o n  o f  CL ( o r  t h e  X - c a l c u l u s )  b y  t h e  c o - r u l e  i s
4
c o n s i s t e n t .
Ad b )  I n  § 2 . 5  i t  i s  e s t a b l i s h e d  f o r  e q u a t i o n s  M = M1 w h e r e  M a n d  
M* a r e  n o t  u n i v e r s a l  g e n e r a t o r s  t h a t  t h e  c o - r u l e  i s  c o n s e r v a t i v e ,
*
We p r o v e  t h i s  b y  s h o w i n g  t h e  e x i s t e n c e  o f  v a r i a b l e  l i k e  c l o s e d  
t e r m s  E s u c h  t h a t  ME = M1H ^  M = M ’ „
4
T h i s  r e s u l t  i n c l u d e s  t h e  know n s p e c i a l  c a s e  ( a  c o n s e q u e n c e  o f
a
t h e  t h e o r e m  o f  Bohm [ 1 9 6 8 ] ,  c f .  § 2 . 1 )  o f  e q u a t i o n s  b e t w e e n  n o r m a l  
t e r m s  s i n c e  t h e y  a r e  n o t  u n i v e r s a l  g e n e r a t o r s .
I n  t h i s  c o n n e c t i o n  i t  i s  t o  b e  u n d e r s t o o d  t h a t  o u r  u s e  o f  c l o s e d  
t e r m s  w h i c h  a r e  n o t  i n  n o r m a l  f o r m  i s  n o t  h a p h a z a r d :  a s  we s e e  i t 3 
d i f f e r e n t  m e a n i n g s ,  t h a t  i s  p r o g r a m m e s ,  a r e  t o  b e  g i v e n  t o
c e r t a i n  ( d i f f e r e n t )  t e r m s  w h i c h  h a v e  n o  n o r m a l  f o r m ;  f o r  e x a m p l e
4
i f  M = Xx. xQf t  a n d  N = X x .x l^n  , w h e r e  Q d o e s  n o t  h a v e  a  n o r m a l  
f o r m ,  t h e n  M,N h a v e  n o  n o r m a l  f o r m  b u t  MK = JD a n d  NK = t.
U n s o l v a b l e  t e r m s . T h e s e  t e r m s  w e r e  a l r e a d y  m e n t i o n e d  i n  
TX - d e f i n a b i l i t y 1 a b o v e ,  i n  c o n n e c t i o n  w i t h  t h e  d e f i n a b i l i t y  o f  
f u n c t i o n s , w h e r e  t h e y  w e r e  n e e d e d  t o  p r o v i d e  p a r t i c u l a r l y  
h e r i d i t a r i l y  u n d e f i n e d  v a l u e s .  F r o m  t h e  c o m p u t a t i o n a l  p o i n t  o f  
v i e w  t h i s  m e a n s  t h a t  s u c h  t e r m s  do  n o t  d o  m u c h .  I n  a c c o r d a n c e  
w i t h  t h i s  we now c o n s i d e r  t h e  p o s s i b i l i t y  o f  p u t t i n g  t h e m  e q u a l  
a n d  e s t a b l i s h  ( 3 . 2 . 1 6 )  t h a t  t h i s  c a n  b e  d o n e  c o n s i s t e n t l y ,  e v e n  
i n  t h e  p r e s e n c e  o f  e x t e n s i o n a l i t y  ( a d d e d  i n  p r i n t :  o r  t h e  w - r u l e ) .
s
I t  i s  t h e  t e r m  m o d e l  o f  t h i s  t h e o r y  t h a t  i s  n o t  a m o n g  S c o t t  Ts 
c o l l e c t i o n  o f  m o d e l s  m e n t i o n e d  a b o v e .  We n o t e  t h a t  i n  g e n e r a l  
t h e  a d d i t i o n  o f  e x t e n s i o n a l i t y  n o t  o n l y  a d d s  new  t h e o r e m s  ( o f .  
t h e  r e m a r k  f o l l o w i n g  1 . 1 . 1 6 )  b u t  c a n  b e  p r o b l e m a t i c .  I n  p a r t ­
i c u l a r  i n  3 . 2 . 2 4  we p r o v i d e  a  c o n s i s t e n t  e x t e n s i o n  o f  CL 
w h i c h  b e c o m e s  i n c o n s i s t e n t  w hen  e x t e n s i o n a l i t y  i s  a d d e d .
♦
R e c u r s i o n  t h e o r e t i c  s t r u c t u r e s  f o r  t h e  XK> a n d  t h e  X l - c a l c u l u s .
By a  r e c u r s i o n  t h e o r e t i c  s t r u c t u r e  we m e a n  h e r e  a  c o m b i n a t o r y  
s t r u c t u r e  w h e r e  t h e  d o m a i n  c o n s i s t s  o f  w U  {*}  a n d  t h e  a p p l i c a t -  
i o n  o p e r a t o r  i s  i n t e r p r e t e d  a s  K l e e n e  b r a c k e t s ,  i . e .  
n . m  = i n ) ( m )  = U ( y z  T ( n , m , z ) ) .  * h a s  t o  b e  t r e a t e d  a s  t h e  
u n d e f i n e d  e l e m e n t 5 i t  s e r v e s  t o  m a k e  t h e  a p p l i c a t i o n  o p e r a t o r  
t o t a l ,  w i t h  t h e  a d d i t i o n a l  p r o p e r t y  t h a t  { n } ( * )  = ( * )  ( c f .  t h e  
t h e o r y  o f  W a g n e r  a n d  S t r o n g  ( S t r o n g  [ 1 9 6 8 ] ) ) .
T h i s  k i n d  o f  c o n s t r u c t i o n . c a n  o f  c o u r s e  b e  m a d e  m o r e  g e n e r a l .  
I n - s t e a d  o f  K l e e n e Ts b r a c k e t s  w h i c h  com e  f r o m  h i s  p a r t i c u l a r
“XIX“
»e q u a t i o n  c a l c u l u s  f o r  c o m p u t i n g  r e c u r s i v e  f u n c t i o n s  f r o m  
r e c u r s i o n  e q u a t i o n s  , a n  o t h e r  e q u a t i o n a l  c a l c u l u s  (and.  o t h e r  
n u m b e r i n g s  o f  e q u a t i o n s ) may b e  c o n s i d e r e d  * I n  t h i s  way  o n e  
d i s c o v e r s  e x a c t l y  w h i c h  p r o p e r t i e s  o f  n u m b e r i n g s  a n d  e q u a t i o n  
c a l c u l i  a r e  r e l e v a n t  t o  o u r  s u b j e c t .
P e r h a p s  t h e  m o s t  e s s e n t i a l  d i f f e r e n c e  b e t w e e n  t h e  X l - c a l c u l u s  
a n d  t h e  X K - c a l c u l u s  i s  t h a t  t h e  f o r m e r  I s  ’m o r e 1 s y s t e m a t i c  o r  
d e t e r m i n i s t i c ,  n o t  a l l o w i n g  s h o r t - c u t s .  A l l  p r o g r a m m e s  t h a t  a r e
>
R e p r e s e n t e d *  i n  a  t e r m  o f  t h e  X l - c a l c u l u s  h a v e  t o  b e  p e r f o r m e d ,  
w h i l e  i n  t h e  X K - c a l c u l u s  some s u b p r o g r a m m e s  c a n  b e  s k i p p e d .  F o r  
e x a m p l e  we r e d u c e  KMN t o  M w i t h o u t  l o o k i n g  a t  t h e  v a l u e  o f  N .
■ V
15 6( T h i s  m a y  b e  c o m p a r e d  t o  a  Ts t u p i d T e v a l u a t i o n  o f  0 . ( 2  + 3 )
1 5  6i n  n u m e r i c a l  a r i t h m e t i c  w h e r e  we e v a l u a t e  2 + 3  a n d  a  s h o r t  
c u t  u s i n g  t h e  r e d u c t i o n  0 . x  ► 0 ;  a c t u a l l y  t h e  X l - c a l c u l u s  i t ­
s e l f  d o e s  1 s t u p i d 1 n u m e r i c a l  c o m p u t a t i o n s . )
f
B e c a u s e  o f  t h i s  s y s t e m a t i c  f e a t u r e  o f  t h e  X l - c a l c u l u s  we c a n  f i n d  
a  r e c u r s i o n  t h e o r e t i c  m o d e l  f o r  i t  o r  b e t t e r  f o r  i t s  c o m b i n a t o r y  
e q u i v a l e n t ,  d e s c r i b e d  i n  R o s s e r  [ 1 9 3 6 ]  , h e r e  c a l l e d  C L ^ . I t  i s  
l i k e  CL b u t  w i t h  p r i m i t i v e  c o n s t a n t s  I , J  a n d  t h e  a x i o m s  IM = M 
a n d  JMNLP = MN(MPL).  F o r  s u i t a b l e  n u m b e r s  i , j  t h e  s t r u c t u r e  
® = <oj U { * } , i , j , * >  i s  a  m o d e l  f o r  C L j .  i n  p a r t  I I  o f  o u r ' t h e s i s  
t h e s i s  we w i l l  p r o v e  t h a t
( 1 )  M h a s  no  C L j  n o r m a l  f o r m  *** n ^ ( M)  = *.
T he  p r o o f  u s e s  a  f o r m a l i z a t i o n  o f  t h e  d e s c r i p t i o n  o f  t h e  
r e c u r s i v e  f u n c t i o n s  a s  i s  i n  K l e e n e  [ 1 9 5 9 ] .
T h i s  i m p l i e s  t h a t  i t  i s  c o n s i s t e n t  w i t h  CL^ t o  e q u a t e  a l l  t e r m s  
w i t h o u t  a  n o r m a l  f o r m .
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T h e  r e c u r s i o n  t h e o r e t i c  s t r u c t u r e  o b t a i n e d  b y  u s e  o f  K l e e n e ’ s  
p a r t i c u l a r  e q u a t i o n  c a l c u l u s  i s  n o t  a  m o d e l  f o r  CL.  T h o u g h  t h e r e  
a r e  n u m b e r s  i , k , s  £  to w h i c h  s a t i s f y  i * x  = x ,  k * x * y  = x  a n d  
s * x - y z  = x * z * ( y z )  f o r  a l l  x , y , z  G to n o  k  s a t i s f i e s  
k - x * y  = x  f o r  y  = *.
H o w e v e r  t h e  s t r u c t u r e  = <to u  { * } , i , k , S j * >  r e a l i z e s  t h e  l a n g u a g e  
o f  CL,  b u t  i s  n o t  a  m o d e l  o f  i t ,  a n d  s a t i s f i e s  a n  a n a l o g u e  t o  ( 1 )  
n a m e l y
( 2 )  M h a s  n o  C L - n o r m a l  f o r m  n p t (M) = * .
WSC o n s i d e r i n g  f i n a l l y  t h e  c a n o n i c a l  m a p p i n g :  M M o f  t h e  
l a n g u a g e  CL i n t o  t h e  l a n g u a g e  o f  W a g n e r  a n d  S t r o n g ,  w e * f i n d  a  
t e r m  M i n  P a r t  I I  s u c h  t h a t
WSM h a s  n o  CL ( a n d  h e n c e  n o  CL^)  n o r m a l  f o r m  b u t  M = * i s  n o t  
a  t h e o r e m  o f  t h e  t h e o r y  o f  W a g n e r - S t r o n g .
S i n c e  h o w e v e r  p r o p e r t i e s  ( 1 )  a n d  ( 2 )  h o l d  f o r  o u r  i n t e n d e d  o b j e c t s  
o f  s t u d y ,  we s h o u l d  w i s h  t o  e x t e n d  t h e  t h e o r y  o f  W a g n e r - S t r o n g , 
s p e c i f i c a l l y  t o  e x t e n d  t h e i r  l a n g u a g e .  S i n c e  t h e  p r o o f s  o f  ( 1 )  
a n d  ( 2 )  f o r  ® a n d  ® ’ r e q u i r e d  a n  a n a l y s i s  o f  c o m p u t a t i o n s ,  t h e  
e x t e n d e d  l a n g u a g e  s h o u l d  r e f e r  t o  t h e  l a t t e r ,  i n  p a r t i c u l a r  t o  
l e n g t h  o f  c o m p u t a t i o n s  ( a s  p o i n t e d  o u t  t o  u s  b y  C . G o r d o n ) .
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CHAPTER I  
P r e l i m i n a r i e s
§ 1 . 1 .  The A - c a l c u l u s .
T h e  A - c a l c u l u s  i s  a  t h e o r y  s t u d i e d  t h o r o u g h l y  i n  t h e  t h i r t i e s  
( b y  C h u r c h ,  K l e e n e ,  R o s s e r  a n d  o t h e r s ) .  I t  h a s  b e e n  d e s i g n e d  t o  
d e s c r i b e  a  c l a s s  o f  f u n c t i o n s  V, w h e r e  t h e  d o m a i n  o f  a l l  
f u n c t i o n s  i s  V i t s e l f . T h e r e f o r e  t h e  o b j e c t s  we c o n s i d e r  a r e
I
a t  t h e  s a m e  t i m e  f u n c t i o n  a n d  a t  t h e  s a m e  t i m e  a r g u m e n t .  (A
♦
s i m i l a r  s i t u a t i o n  we h a v e  i n  m o s t  s e t  t h e o r i e s :  t h e r e  t h e  
o b j e c t s  a r e  a t  t h e  sam e  t i m e  s e t  a n d  a t  t h e  s a m e  t i m e  e l e m e n t . )
m
H e n c e  we. h a v e  t h e  f e a t u r e  t h a t  a  f u n c t i o n  c a n  b e  
a p p l i e d  t o  i t s e l f .  I n  t h e  u s u a l  c o n c e p t i o n  o f  a  f u n c t i o n  i n  
m a t h e m a t i c s ,  f o r  e x a m p l e  i n  Z e r m e l o  F r a e n k e l  s e t  t h e o r y ,  t h i s  i s  
i m p o s s i b l e  ( b e c a u s e  o f  t h e  a x i o m  o f  f o u n d a t i o n )  .
T h e  A - c a l c u l u s  d e f i n e s  ( o r  b e t t e r  r e p r e s e n t s )  a  c l a s s  o f  ( p a r t i a l )  
f u n c t i o n s  ( A - d e f i n a b l e  f u n c t i o n s )  w h i c h  t u r n s  o u t  t o  b e  t h e  c l a s s  
o f  ( p a r t i a l )  r e c u r s i v e  f u n c t i o n s .  I n  f a c t  t h e  e q u i v a l e n c e  
b e t w e e n  t h e  T u r i n g  c o m p u t a b l e  f u n c t i o n s  a n d  t h e  y - r e c u r s i v e  
f u n c t i o n s  was  p r o v e d  v i a  t h e  A - d e f i n a b l e  f u n c t i o n s :
K l e e n e  [ 1 9 3 6 ]  p r o v e d :  t h e  y - r e c u r s i v e  f u n c t i o n s  a r e  e x a c t l y  t h e  
A - d e f i n a b l e  f u n c t i o n s .
T u r i n g  [ 1 9 3 7 ] '  p r o v e d :  t h e  c o m p u t a b l e  f u n c t i o n s  a r e  e x a c t l y  t h e  
A - d e f i n a b l e  f u n c t i o n s .
I n  t h i s  s e n s e  t h e  A - c a l c u l u s  p l a y e d  a  c e n t r a l  r o l e  i n  t h e  
e a r l y  i n v e s t i g a t i o n s  o f  t h e  t h e o r y  o f  t h e  r e c u r s i v e  f u n c t i o n s  .
a
T h e  c o n s i s t e n c y  o f  t h e  A - c a l c u l u s  w as  p r o v e d  b y  C h u r c h  a n d
9R o s s e r  [ I S 36] . B e c a u s e  some t h e o r i e s  r e l a t e d  t o  t h e  A - c a l c u l u s  
t u m e :  ouz  t o  be  i n c o n s i s t e n t  ( p a r a d o x  o f  K l e e n e - R o s s e r  [ 1 9 3 5 ] ,  
p a r a d c x  c f  C u r r y  [ 1 9 ^ 2 ] ) ,  we s e e  thzz t h i s  c o n s i s t e n c y  p r o o f  i s  
n o t  a  l u x u r y .  I n  c o n t r a s t  t o  m o s t  m a t h e m a t i c a l  t h e o r i e s ,  a n d  
l i k e  s e t  t h e o r y , t h e  A - c a i c u l u s  w a s  i n i t i a t e d  b e f o r e  a n y  m o d e l s  
w e r e  known* I n  g r o u p  t h e o r y  f o r  e x a m p l e  many c o n c r e t e  g r o u p s  
w e r e  know n  l o n g  b e f o r e  f o r m a l  g r o u p  t h e o r y  w a s  d e v e l o p e d .  N o t  
u n t i l  t h e  e n d  of  15 69 h o w e v e r ,  w e r e  t h e  f i r s t  m o d e l s  i n  o r d i n a r y  
r r . a t h e m a t i c a l  t e r m s  f o r  t h e  A - c a l c u l u s  c o n s t r u c t e d  ( S c o t t  [ 1 9 7 0 ] ) .
I n  t h e  X - c a l c u l u s  we h a v e  t h e  f u n d a m e n t a l  o p e r a t i o n  o f  
a p p l i c a t i o n .  The a p p l i c a t i o n  o f  a  f u n c t i o n  f  t o  a  w i l l  b e  
w r i t t e n  a s  f a .
A p a r t  f r o m  t h i s  a p p l i c a t i o n  we h a v e  a n  a b s t r a c t i o n  o p e r a t o r  A 
The  i n t u i t i v e  m e a n i n g  o f  Ax . . .  ' i s  t h e  f u n c t i o n  w h i c h  
a s s i g n s  . . .  t o  x .  I t s  u s e  i s  i l l u s t r a t e d  b y  t h e  f o l l o w i n g
f o r m u l a  ( n o t  a  f o r m u l a  o f  t h e  A - c a l c u l u s  b y  t h e  w a y )
( A x * x 2 + 2 x + l ) 3  = 1 6 .
Now we g i v e  a  f o r m a l  d e s c r i p t i o n  o f  t h e  A - c a l c u l u s .
1 . 1 . 1  Def i n i t i o n
We d e f i n e  t h e  f o l l o w i n g  l a n g u a g e  Lv :
K
A l p h a b e t :  a 3b , c 5 . . .  v a r i a b l e s
A , ( , )  i m p r o p e r  s y m b o l s
= e q u a l i t y
T e r m s : T e rm s  a r e  i n d u c t i v e l y  d e f i n e d  b y
«
1)  a  v a r i a b l e  i s  a  t e r m
2)  i f  M , N  a r e  t e r m s ,  t h e n  (MN) i s  a  t e r m
3) i f  M i s  a  t e r m ,  t h e n  (XxM) i s  a  t e r m  ( x  i s  a n  
a r b i t r a r y  v a r i a b l e ) .
F o r m u l a s :  i f  M,N a r e  t e r m s  t h e n  M = N i s  a  f o r m u l a .
1 . 1 . 2  D e f i n i t i o n
*
An o c c u r r e n c e  o f  a  v a r i a b l e  x  i n  a  t e r m  i s  c a l l e d  b o u n d  i f  t h i s  
x i s  T1i n  t h e  s c o p e  o f  x M. O t h e r w i s e  we c a l l  t h i s  o c c u r r e n c e  o f  
x f r e e  *
BV(M) ( F V( M) )  i s  t h e  s e t  o f  a l l  v a r i a b l e s  i n  M t h a t  o c c u r  i n  M 
a s  a  b o u n d  ( f r e e )  v a r i a b l e -
r
BV a n d  FV c a n  b e  d e f i n e d  i n d u c t i v e l y  as? f o l l o w s  :
*
BV( x )  = 0
%
BV(MN) = BV(M) U BV(N)
BV(XxM) = BV(M) U i x }
F V( x )  = {x}
FV(MN) = FV(M)  U F V ( N )
FV(AxM)  = FV(M)  -  { x } .
A v a r i a b l e  c a n  o c c u r  f r e e  a n d  b o u n d  i n  t h e  s a m e  t e r m  
( e . g .  ( ( X x ( x y ) ) x ) )*
N o t e  t h a t ,  a s  i s  c o m m o n , we u s e  f o r  e q u a l i t y  i n  t h e  o b j e c t -  
l a n g u a g e  a n d  i n  t h e  m e t a l a n g u a g e  t h e  s a m e  s y m b o l  11 = " .  When we 
n e e d  t o  d i s t i n g u i s h  b e t w e e n  t h e m  we w r i t e  ( a s  C u r r y  d o e s )  " = " 
f o r  e q u a l i t y  i n  t h e  m e t a l a n g u a g e .  T h i s  i s  m a i n l y  t h e  c a s e  w h e n  
we m ean  s y n t a c t i c  i d e n t i t y .
3
i
i )  M . M - . .  - M s t a n d s  f o r  ( ( . . (M^M, ) . . . ' )M ) ( a s s o c i a t i o n  t o
1  ^  iri
t h e  l e f t ) .
i i )  ^ x 1 x 2 * ’ - x n ’ M s t a n d s  f o r  ( Ax^ i Xxg  . . (Xxr M ) . . ) )
i i i )  [ x / N ] M s t a n d s  f o r  t h e  r e s u l t  o f  s u b s t i t u t i n g  N i n  t h o s e
p l a c e s  o f  x i n  M w h i c h  a r e  f r e e :
[ x /N ]  x = N 
[ x / N ] y  = y
*
' [ x / N j i M ^ )  = (I x /N ] M 1 )([x/N]M2 )
[ x / N ] ( XxM) = XxM
[ x / N ]  ( XyM) = Xy ([ x /N l  M) .
+
I n  t h e  a b o v e  x  i y .
1 . 1 .  4 D e f i n i t i o n
T he  X - c a l c u l u s  i s  t h e  t h e o r y  i n  d e f i n e d  by  t h e  f o l l o w i n g
a x i o m s  a n d  r u l e s :
9
I  1 .  XxM = Xy[ x / y ]  M i f  y £  FV(M) VJ ' f tV C lv\ )
2 .  (XxM)N = [ x / N] M i f  BV(M) n  FV(N)  = 0 .
I I  1 .  M = M
2 .  M = N 
N = M
3 * M = N,  N = L
M = L
4 .  M = M1 M = M1 M = M1
ZM = ZM' HZ = M' Z XxM = XxM1
I n  t h e  a b o v e  M, M ' , N, L ,  Z d e n o t e  a r b i t r a r y  t e r m s  a n d  x , y  d e n o t e
a r b i t r a r y  v a r i a b l e s .
k
We s a y  t h a t  . . . 2  i s  a  d i r e c t  c o n s e q u e n c e  o f  . . . 1  i f  . . . 1  .
. . .  2
1.1.3 Notation
1 . 1 . S R e m a r k s
1 .  A x io m  I  1 .  a l l o w s  u s  t h e  c h a n g e  o f  b o u n d  v a r i a b l e s  ( l i k e  
0f l x 2 d x  = 0/  y 2d y  ) .
I f  M = N i s  p r o v a b l e  u s i n g  o n l y  a x i o m  I  1 .  ( a n d  t h e  r u l e s  o f
I I )  t h e n  we s a y  t h a t  M i s  a n  a - v a r i a n t  o f  N ( n o t a t i o n  M = N ) .J ------------------- a
I f  M s N t h e n  o n l y  t h e  b o u n d  v a r i a b l e s  a r e  r e n a m e d .  N o t ea  J
\
t h a t  M = N i s  a  s t a t e m e n t  o f  t h e  m e t a l a n g u a g e .
A x io m  I  2 .  e x p r e s s e s  t h e  e s s e n t i a l  f e a t u r e  o f  t h e  A o p e r a t o r .
9
0
T h e  A x io m  a n d  r u l e s  o f  I I  e x p r e s s  t h a t  = i s  a n  e q u a l i t y .
V
2 .  I f  we w o u l d  d r o p  t h e  r e s t r i c t i o n  i n  I  1 .  we w o u l d  g e t  
( A a * a b )  = ( A b * b b )  w h i c h  i s  i n  c o n f l i c t  w i t h  o u r  i n t u i t i v e
9
i n t e r p r e t a t i o n  o f  A*
I f  we w o u l d  d r o p  t h e  r e s t r i c t i o n  i n  I  2 .  we w o u l d  g e t
a )  ( A a ( A b * b a ) ) b  = Ab*bb
b )  ( A a ( A c * c a ) ) b  = Ac * c b
«
w h i c h  i s  a l s o  u n d e s i r a b l e .  I n  ( a )  t h e r e  i s  a  d i f f e r e n c e
*
b e t w e e n  t h e  " l o c a l "  v a r i a b l e  b  a n d  t h e  " g l o b a l "  v a r i a b l e  b« 
T h e  r e s t r i c t i o n  i n  I  2 . i s  j u s t  t o  p r e v e n t  c o n f u s i o n  o f  
v a r i a b l e s .
3 .  I f  we w o u l d  r e s t r i c t  t h e  d e f i n i t i o n  o f  t e r m s  a s  f o l l o w s :
t
3 ' )  I f  M i s  a  t e r m  a n d  i f  x €  FV( M) , t h e n  AxM i s  a  t e r m *  
t h e n  we g e t  a  r e s t r i c t e d  f o r m  o f  t h e  A - c a l c u l u s  , t h e  s o  c a l l e d  
A I ~ c a l c u l u s .  O u r  f o r m  o f  t h e  A - c a l c u l u s  i s  c a l l e d  t h e  AK- 
c a l c u l u s  b e c a u s e  we c a n  d e f i n e  a  t e r m  K = Aab* a ,  w i t h  t h e  
p r o p e r t y  KMN = M5 w h i c h  i s  i m p o s s i b l e  i n  t h e  A l - c a l c u l u s  ,
I n  t h e  a b s e n c e  o f  K m any  t h e o r e m s  a r e  a  b i t  h a r d e r  t o  p r o v e ;  
s e e  C h u r c h  [ 1 9 4 1 ]  w ho  t r e a t s  t h e  A l - c a l c u l u s .
5
4 .  A x i o m s  I I .  a n d  I  2 .  a r e  c a l l e d  a ~ r e s p .  3 - r e d u c t i o n .
5. A M = N m e a n s  t h a t  M = N i s  a  p r o v a b l e  f o r m u l a  o f  t h e  
X - c a l c u l u s .
1 . 1 . 6
D e f i n e  I  = Xa *a
S = X a b c * a c ( b c )
T h e n  X IM -  M
X I- KMN = M
X f- SMNL = ML (NL)
A n i c e  e x e r c i s e  i s  t h e  f o l l o w i n g .
»
1 . 1 . 7  T h e o r e m  ( f i x e d  p o i n t  t h e o r e m )
F o r  e v e r y  t e r m  M t h e r e  e x i s t s  a  t e r m  s u c h  t h a t  X I- Mft = ft.
P r o o f *
D e f i n e  oj = (Xx M( x x )  ) w i t h  x  6  FV(M)
♦
ft = iow
T h e n  X (- ft = (Xx M ( x x ) ) w  = M(wco) = Mft.
T h i s  f i x e d  p o i n t  t h e o r e m ,  s o  s i m p l e  t o  p r o v e 5 i s  s t r o n g l y  
r e l a t e d  t o  t h e  f i x e d  p o i n t  t h e o r e m  i n  r e c u r s i o n  t h e o r y  ( r e c u r s i o n  
t h e o r e m ) .  I n  1 , 1 . 7  we h a v e  p r o v e d  m o r e  t h a n  we f o r m u l a t e d .  T h e  
f i x e d  p o i n t  c a n  b e  f o u n d  i n  a  u n i f o r m  w a y .
1 . 1 . 8  C o r o l l a r y
T h e r e  e x i s t s  a  t e r m  FP s u c h  t h a t  f o r  e v e r y  t e r m  M we h a v e
X h  M(FPM) = FPM 
P r o o f .
D e f i n e  FP = X a « ( ( X b • a ( b b ) ) ( X a « b ( a a ) ) )
T h e  R u s s e l l p a r a d o x  a n d  G o d e l ! s s e l f  r e f e r r i n g ,  s e n t e n c e  c a n  b e  
c o n s i d e r e d  a s  a p p l i c a t i o n s  o f  FP .  T h e r e f o r e  i n  C u r r y  F e y s  
[ 1 9  5 8] s u c h  a  t e r m  FP i s  c a l l e d  a  p a r a d o x i c a l  c o m b i n a t o r .
■
1 . 1 . 9  C o r o l l a r y
*
T h e r e  e x i s t s  a  t e r m  M s u c h  t h a t  X (- Mx = M. S u c h  a  t e r m  i s  
c a l l e d  a  f i x e d  p o i n t .
P r o o f .
D e f i n e  M = FP K ( w h e r e  K i s  d e f i n e d  a s  i n  1 . 1 . 6 ) .
T h e n  A f - Mx  = KMx = M. H
1 . 1 . 1 0  D e f i n i t i o n  ( S e e  a l s o  1 . 2 . 6 . )
1)  A t e r m  M is_ i n  n o r m a l  f o r m  i f  i t  h a s  n o  p a r t  o f  t h e  f o r m  
( Xx P) Q.
9
2)  A t e r m  M h a s  a  n o r m a l  f o r m  i f  t h e r e  e x i s t s  a  t e r m  M* w h i c h  i s  
i n  n o r m a l  f o r m  s u c h  t h a t  X bM = Mf . I n  t h i s  c a s e  w e  s a y  t h a t  
M! i s  a  n o r m a l  f o r m  o f  M.
I n  t h e  n e x t  § we s t a t e  a  t h e o r e m  ( 1 . 2 . 9 )  w h i c h  h a s  a s  c o n s e q u e n c e :
1 . 1 . 1 1  T h e o r e m
I f  M h a s  a  n o r m a l  f o r m ,  t h e n  t h i s  n o r m a l  f o r m  i s  u n i q u e  u p  t o  
a - r e d u c t i o n  ( i . e .  c h a n g e  o f  b o u n d  v a r i a b l e s ) .
*
E x a m p l e s .
w
1 ,  ( Xa * a )  (Xb *bb)  i s  n o t  i n  n o r m a l  f o r m  b u t  h a s  t h e  n o r m a l ,  f o r m  
Xb * b b .
2 .  c ( X a . a ) ( X b *b b ) i s  i n  n o r m a l  f o r m .
I n  § 1 . 2  we w i l l  g i v e  e x a m p l e s  o f  t e r m s  t h a t  d o  n o t  h a v e  n o r m a l  
f o r m s .
7
I n  t h e  X - c a l c u l u s  we c a n  r e p r e s e n t  t h e  n a t u r a l  n u m b e r s :
1 . 1 . 1 2  D e f i n i t i o n
£  = Xab*b
1 = Xab * a b
M Ni*
= Xab * a (  a b )
w
3 = X a b  * a  ( a  ( a b ) )  
e t c .
H e n c e  n  = Xab* a ( . . * ( a b ) . . )  = Xa b * a  b
n  t i m e s
N o t e  t h a t  n  i s  i n  n o r m a l  f o r m  a n d  h a s  t h e  p r o p e r t y :
1 . 1 . 1 3
X l~ n f x  = f n x .
1 . 1 . 1 4  D e f i n i t i o n
L e t  f : w -►to b e  a  p a r t i a l  f u n c t i o n .
f  i s  c a l l e d  X - d e f i n a b l e  i f f  t h e r e  e x i s t s  a  t e r m  F s u c h  t h a t  
^ ^  F k r  . . k n = m i f  f ( k ^ , . . . 9k n ) = m
F k - . ^ . k  h a s  n o  n o r m a l  f o r m  i f  f ( k „ , . . . 5k  ) i s  u n d e f i n e d .  — l —n l  n
*
I n  t h i s  c a s e  we s a y  t h a t  F d e f i n e s  f .
I f  F d e f i n e s  f ,  b u t  we no  l o n g e r  know f ,  c a n  we r e c o v e r  f  f r o m  
F? T h e  f o l l o w i n g  g i v e s  an  a f f i r m a t i v e  a n s w e r .
1 . 1 . 1 5  T h e o r e m
I f  F d e f i n e s  f  t h e n
X I- F k^  * * • ]Sn = E  f ( k ^ , . . . , k  ) = m .
P r o o f .
** By d e f i n i t i o n .
=* S u p p o s e  X I- F k ^ . - . k ^  = —
T h e n  F k „ . . - k  h a s  a  n o r m a l  f o r m—1 —n
s o  f ( k ^ , • . • j k  ) i s  d e f i n e d  3 s a y
f  ( k . 3 . . . , k  ) = m T .1 n
H e n c e  X 1- F k ^ - « - k n  = m 1 -
By 1 . 1 . 1 1  i t  f o l l o w s  t h a t  m = m T .
J  —  C (  — *
H e n c e  m = m 1 a n d  t h e r e f o r e  f  (k^  3 . . . *k ) = m. ElJ. II
Now we c o n s i d e r  t h e  f o l l o w i n g  r u l e  o f  e x t e n s i o n a l i t y :
1 . 1 . 1 6
e x t  Mx = Nx x  6  FV(MN)
M = N
d
e x t  i s  n o t  p r o v a b l e  i n  t h e  X - c a l c u l u s :
L e t  M = X a * b a  
N ~ b  •
T h e n  X I- Ma = N a ,  b u t  n o t  X I- M = N b e c a u s e  M a n d  N a r e  d i c t i n c t  
n o r m a l  f o r m s . So we may t a k e  e x t  a s  a n  e x t r a  a x i o m  f o r  t h e  X- 
c a l c u l u s .
X + e x t  I- M = N m e a n s  t h a t  M = N i s  a  p r o v a b l e  f o r m u l a  o f  t h e
p
X - c a l c u l u s  + e x t e n s i o n a l i t y .
1
1 . 1 . 1 7  T h e o r e m
X + e x t  1- ( X x ( Mx ) )  = M i f  x  £  FVCM)
( I n  t h e  l i t e r a t u r e ,  t h i s  i s  c a l l e d  n ~ r e d u c t i o n . )
P r o o f .
( X x ( M x ) ) x  = Mx,  x  &  F V( M) .
H e n c e  b y  e x t e n s i o n a l i t y
( X x ( M x ) ) = M. H
N o t e  t h a t  e x t e n s i o n a l i t y  f o l l o w s  i n  t u r n  f r o m  1 . 1 . 1 7 :
1 • 1 • I 8 T h e o r e m
I f  we a s s u m e  1 , 1 . 1 7  a s  a n  e x t r a  a x i o m  f o r  t h e  X - c a l c u l u s ,  t h e n  
we c a n  p r o v e  e x t e n s i o n a l i t y -
P r o o f .
L e t  Mx = Nx x  £  FV(MN) .
T h e n  Xx( Mx)  = Xx( Nx)  b y  r u l e  I I . k.
H e n c e  M = N b y  1 . 1 . 1 7 .  ®
1 . 1 . 1 9  R e m a r k
O f t e n  i n  t h e  l i t e r a t u r e  t h e  X - c a l c u l u s  we d e s c r i b e d  i s  c a l l e d  
t h e  X - 3 - c a l c u l u s *  ( B e c a u s e  i t s  e s s e n t i a l  a x i o m  i s  1 . 2 . :
0 - r e d u c t i o n . ) T h e  X - c a l c u l u s  w i t h  1 . 1 . 1 7  a s  a n  e x t r a  a x i o m  i s  
c a l l e d  t h e  X“- 0 n ~ * c a l c u l u s . When i t  i s  n e e d e d  t o  s t r e s s  t h a t  we 
a r e  w o r k i n g  w i t h  t h e  X K - c a l c u l u s , we s p e a k  a b o u t  t h e  X K -g -
c a l c u l u s  a n d  t h e  XK-$n“ c a l c u l u s .
O f  c o u r s e  we h a v e  a l s o  t h e  X I ~ 3 - c a l c u l u s  a n d  t h e  X I - $ n - c a l c u l u s ,
•4
§ 1 . 2 .  T h e  C h u r c h - R o s s e r  t h e o r e m .  T h e  c o n s i s t e n c y  o f  t h e  X - c a l c u l u s .
s
S i n c e  we do  n o t  h a v e  a  n e g a t i o n  i n  t h e  X - c a l c u l u s  we c a n n o t  d e f i n e  
t h e  c o n c e p t  o f  a  c o n t r a d i c t i o n .  T h e r e f o r e  we d e f i n e  t h e  
c o n s i s t e n c y  a s  f o l l o w s .
1 * 2 , 1  D e f i n i t i o n
T h e  X - c a l c u l u s  i s  c o n s i s t e n t  i f  we c a n n o t  p r o v e ,  a  = b .
( I f  a  = b  w e r e  p r o v a b l e  e v e r y  f o r m u l a  w o u l d  b e  p r o v a b l e . )
As w a s  r e m a r k e d  i n  t h e  i n t r o d u c t i o n  so m e  t h e o r i e s  r e l a t e d  t o  t h e  
X - c a l c u l u s  t u r n e d  o u t  t o  b e  i n c o n s i s t e n t .  F o r t u n a t e l y  t h e  X-
10
11
c a l c u l u s  i t s e l f  i s  c o n s i s t e n t  a s  w a s  p r o v e d  b y  C h u r c h  a n d  R o s s e r  
[ 1936]  .
We w i l l  now g i v e  a n  i d e a  o f  how t h i s  w a s  d o n e .  L e t  u s  g o  b a c k  t o
*
t h e  i n f o r m a l  d i s c u s s i o n  i n  t h e  b e g i n n i n g  o f  § 1 .
We h a d  t h e  e x p r e s s i o n  ( X x • x 2+ 2 x + l ) 3 .  A f t e r  c o m p u t i n g  w e  r e p l a c e  
t h i s  e x p r e s s i o n  b y  1 6 .  No o n e  w o u l d  r e p l a c e  16 b y  t h e  m o r e  
c o m p l i c a t e d  ( Xx * x 2 + 2 x + l ) 3 .  H e n c e  we c a n  a s s i g n  a  c e r t a i n  a s y m m e t r y  
t o  t h e  r e l a t i o n  = .
T h i s  w i l l  b e  e x p r e s s e d  *by
( X x • x 2 + 2 x + l )3 >  1 6 .
c
>  i s  c a l l e d  r e d u c t i o n .
N o t e  t h a t  r e d u c t i o n  i s  a  s t r o n g e r  r e l a t i o n  t h a n  e q u a l i t y .  I . e .  
i f  M r e d u c e s  t o  N t h e n  M i s  e q u a l  t o  N.  Now we w i l l  d e s c r i b e  a n  
e x t e n s i o n  o f  t h e  X - c a l c u l u s  i n  w h i c h  we f o r m a l i z e  t h i s  r e d u c t i o n  
r e l a t i o n .
1 . 2 . 2  D e f i n i t i o n
We d e f i n e  t h e  f o l l o w i n g  l a n g u a g e  L^ .
T h e  a l p h a b e t  o f  L^  c o n s i s t s  o f  t h a t  o f  L^ t o g e t h e r  w i t h  t h e  
s y m b o l  .
T he  t e r m s  o f  L£ a r e  t h e  s a m e  a s  t h o s e  o f  L ^ .
T he  f o r m u l a s  o f  L^ a r e  d e f i n e d  a s  f o l l o w s  :
I f  M5N a r e  t e r m s  o f  L^l t h e n  M = N a n d  M ¡> N a r e  f o r m u l a s .
i \
1 . 2 , 3  D e f i n i t i o n
I n  t h e  l a n g u a g e  L^ we d e f i n e  a n  e x t e n s i o n  o f  t h e  X - c a l c u l u s  b y  
t h e  f o l l o w i n g  a x i o m s  a n d  r u l e s  ( s e e  a p p e n d i x ) :
I  1 .  XxM >  Xyt x / y ] M  i f  y  €  FV(M)  ( a - r e d u c t i o n )
2 .  (XxM)N >  [ x / N]  M i f  BV(M) n  FV( N)  = 0 ( g - r e d u c t i o n )
I I  Same a s  i n  1 . 1 . 4 .  ( T h e s e  s t a t e  t h a t  " = "  i s  a n  e q u a l i t y . )
I I I  1 .  M >  M
2 .  M >  N ,  N >  L
M >  L
3.  M >  M' M >  M' M >  M'
ZM >  ZM' ’ MZ >  M'Z 5 XxM >  XxM'
4
4 .  M >  N 
M = N
A g a i n  i n  t h e  a b o v e  M, H 1 5 N ,  L ,  Z d e n o t e  a r b i t r a r y  t e r m s  a n d  
x , y  a r b i t r a r y  v a r i a b l e s .
»
I f  we w a n t  t o  i n c l u d e  e x t e n s i o n a l i t y  we a d d  t h e  a x i o m
1 . 2 . 4
I  3.  Xx( Mx)  >  M i f  x  i  FV(M)  ( n ~ r e d u c t i o n )
m
I t  i s  e a s y  t o  s e e  t h a t  t h i s  e x t e n d e d  X - c a l c u l u s  ( w i t h  o r  w i t h ­
o u t  e x t e n s i o n a l i t y )  i s  i n  f a c t  a  c o n s e r v a t i v e  e x t e n s i o n  o f  t h e
4
X - c a l c u l u s  ( w i t h  o r  w i t h o u t  e x t e n s i o n a l i t y )  c o n s i d e r e d  i n  § 1 . 1 .
F o r  t h i s  r e a s o n  we a l s o  w r i t e  f o r  t h e  e x t e n d e d  X - c a l c u l u s
k
*
X I- M = N a n d  X + e x t  I- M =' N.
H e n c e f o r t h  j i f  w e  r e f e r  t o  t h e  X - c a l c u l u s 3 we m ean  t h e  e x t e n d e d  
X - c a l c u l u s .
w
N o t e  t h a t  i f  we h a v e  X + e x t  ]r M >  N 3 r | - r e d u c t i o n  may b e  u s e d .
W i t h  t h e  h e l p  o f  >  we c a n  e x p r e s s  a n  i m p o r t a n t  p r o p e r t y  o f  
n o r m a l  f o r m s :
1 . 2 . 5  Lemma
I f  M i s  i n  n o r m a l  f o r m  a n d  X 1- M >  N t h e n  M = N.
a
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By i n d u c t i o n  t o  t h e  l e n g t h  o f  p r o o f  o f  A \- M >  N.  S3
R e m a r k .  I t  i s  n o t  t r u e  t h a t  i f  VN[ X f-M >  N ** M = N] . t h e n  M i sa
i n  n o r m a l  f o r m .
C o n s i d e r  f o r  e x a m p l e  ( A a *a a ) ( A a * a a ) .
1 . 2 . 6  D e f i n i t i o n
I f  we c o n s i d e r  t h e  A - $ r | - c a l c u l u s  we c a n  d e f i n e
A t e r m  i s  i n  n - n o r m a l  f o r m  i f  i t  h a s  n o  p a r t  o f  t h e  f o r m  A x ( P x )  . 
T h e  c o n c e p t  o f  n o r m a l  f o r m  a s  d e f i n e d  i n  1 . 1 . 8  i s  t h e n  c a l l e d  
n o r m a l  f o r m .
p
A t e r m  ±s^  i n  B n - n o r m a l  f o r m  i f  ’i t  i s  b o t h  i n  a n d  i n  n - n o r m a l  
f o r m .
A t e r m  M h a s  a  B~n-normal  f o r m  i f  t h e r e  e x i s t s  a  t e r m  M1 w h i c h  i s  
i n  f t n - n o r m a l  f o r m  s u c h  t h a t  A + e x t  [- M = MT.
I f  we j u s t  s p e a k  o f  n o r m a l  f o r m 3 we m e a n  3 - n o r m a l  f o r m .
A n a l o g o u s  t o  1 . 2 . 5  we h a v e
n
1 . 2 . 7  Lemma
I f  M i s  i n  p r j - n o r m a l  f o r m  a n d  i f  A + e x t  1- M >  N t h e n  M E  N.a
1 . 2 . 8  Lemma
I f  M h a s  a  £ - n o r m a l  f o r m ,  t h e n  M h a s  a  B n ~ n o r m a l  f o r m .
m
P r o o f .
L e t  M1 b e  a  ^ “ n o r m a l  f o r m  o f  M. T h e n  A \- M = M! , h e n c e  
a  f o r t i o r i  A + e x t  1- M = M! .
By a p p l y i n g  1 . 3  ( i i - r e d u c t i o n ) a  f i n i t e  n u m b e r  o f  t i m e s  t o  M 1 , 
we o b t a i n  a  M" w h i c h  i s  i n  n - n o r m a l  f o r m  a n d  A + e x t  h- M = M11. 
B e c a u s e  n - r e d u c t i o n s  d o  n o t  i n t r o d u c e  s u b t e r m s  o f  t h e  f o r m
Proof.
( A x P ) Q ,  M" w i l l  b e  i n  $T}-normal  f o r m ,  h e n c e  i t  i s  a  3 n - n o r m a l
f o r m  o f  M, ®
I n  C u r r y  H i n d l e y  S e l d i n  [ 1 9 1 7 ]  C h . 11  E ,  l em m a 1 3 . 1  i t  i s  p r o v e d  
t h a t  t h e  c o n v e r s e  o f  1 . 2 . 8  a l s o  h o l d s .
Now we s t a t e  w i t h o u t  p r o o f :
1 . 2 . 9  T h e o r e m  ( C h u r c h - R o s s e r  t h e o r e m  [ 1 9  3 6 ] )
I f  A h M = N t h e n  t h e r e  e x i s t s  a  t e r m  Z s u c h  t h a t  A M >  Z 
a n d  A 1- N >  Z.
S e e  M i t s c h k e  [ 1 9 7 0 ]  f o r  a n  e l e g a n t  p r o o f .
M i t s c h k e * s  p r o o f  i s  s t i l l  r a t h e r  l o n g ,  b u t  much s i m p l e r  t h a n  
t h e  o r i g i n a l  o n e .  I n  § 1 . 5  we w i l l  u s e  M i t s c h k e ' s  i d e a s  t o  
p r o v e  a  C h u r c h - R o s s e r  t h e o r e m  f o r  c o m b i n a t o r y  l o g i c .
1 . 2 . 1 0  C o r o l l a r y
I f  M,N a r e  t e r m s  b o t h  i n  n o r m a l  f o r m  a n d  M £ N , t h e n
a
A V- M = N.
* P r o o f .
S u p p o s e  A I- M = N,  t h e n  by  1 . 2 . 8  t h e r e  e x i s t s  a  Z s u c h  t h a t
i
A A I- N >  Z .
M,N a r e  i n  n o r m a l  f o r m ,  h e n c e  b y  1 . 2 . 5  M = Z a n d  N = Z.
a  a
B u t  t h e n  M S  N c o n t r a d i c t i o n .  gj
F r o m  t h i s  1 . 1 . 1 1  r e a d i l y  f o l l o w s :
1 . 1 . 1 1  T h e o r e m
t
I f  M h a s  a  n o r m a l  f o r m ,  t h e n  t h i s  n o r m a l  f o r m  i s  u n i q u e  u p  t o
a - r e d u c t i o n .
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Proof,
I f  X h  M = X t- M = N2 w i t h  N ^ , N 2 i n  n o r m a l  f o r m ,  t h e n
X t- N. s N0 . H e n c e  b y  1 . 2 . 1 0 ,  N-, = N0 . H1 2  1 a  2
1 . 2 . 1 1  C o r o l l a r y
T h e  X - c a l c u l u s  i s  c o n s i s t e n t ,
►
P r o o f .
B e c a u s e  t h e  t e r m s  a , b  a r e  i n  n o r m a l  f o r m  a n d  a  £ b  we h a v e
ot
X ^ a = b b y l , 2 . 1 0 ,
A l s o  t h e  q u e s t i o n  o f  t h e  c o n s i s t e n c y  o f  t h e  X - c a l c u l u s  w i t h  
e x t e n s i o n a l i t y  a r i s e s .  I n  C u r r y  F e y s  [ 1 9 5 8 ]  Ch.M-D a n  e x t e n s i o n  
o f  t h e  C h u r c h - R o s s e r  t h e o r e m  i s  p r o v e d  f o r  t h e  X - c a l c u l u s  w i t h  
n - r e d u c t i o n .  We s t a t e  t h i s  h e r e  w i t h o u t  p r o o f .
1 . 2 . 1 2  T h e o r e m
I f  X + e x t  h  H = N,  t h e n  t h e r e  e x i s t s  a  t e r m  2 s u c h  t h a t  
X + e x t  h  H >  Z a n d  X + e x t  I- N >  Z .
A n a l o g o u s  t o  c o r o l l a r i e s  1 . 2 . 1 0 ,  1 . 1 . 1 1  a n d  1 . 2 . 1 1  we h a v e
1 . 2 , 1 3  C o r o l l a r y
^ I f  M,N a r e  t e r m s ,  b o t h  i n  $ T i - n o r m a l  f o r m  a n d  M N ,  t h e n
X + e x t  V- M = N.
9
1 , 2 , 1 4  C o r o l l a r y
I f  M h a s  a  B r r n o r m a l  f o r m ,  t h e n  t h i s  3 n _ n o r m a l  f o r m  i s  u n i q u e  
u p  t o  a - r e d u c t i o n .
1 , 2 , 1 5  C o r o l l a r y
T h e  ^ - c a l c u l u s  w i t h  e x t e n s i o n a l i t y  i s  c o n s i s t e n t
16
I n  c h a p t e r  I I  we w i l l  p r o v e  a  t h e o r e m  s t r o n g e r  t h a n  1 . 2 . 1 5 .
Now we s t a t e  a  c o r o l l a r y  o f  t h e  C h u r c h - R o s s e r  t h e o r e m  w i t h  t h e  
h e l p  o f  w h i c h  we c a n  s h o w  t h a t  som e  t e r m s  h a v e  n o  n o r m a l
f o r m :
*
1 * 2 . 1 6  C o r o l l a r y
I f  M h a s  t h e  n o r m a l  f o r m  N,  t h e n  X M >  N.
P r o o f .
t
I f  X I- M = N a n d  N i s  i n  n o r m a l  f o r m ,  t h e n  b y  1 . 2 . 8  t h e r e  
e x i s t s  a  Z s u c h  t h a t  X h M >  Z a n d  X M  >  Z ,  h e n c e  b y  1 . 2 . 5 .
N  =  Z .  a
So we h a v e  X h  M >  N. ®
1 . 2 . 1 7  E x a m p l e s  o f  t e r m s  w i t h o u t  n o r m a l  f o r m .
F rom  1 . 2 . 1 6  f o l l o w s  t h a t  t h e  t e r m  a w i t h  oj2 = X a * a a  h a s  n o
A
n o r m a l  f o r m ^  b e c a u s e  tu2 ^ 2  r e d u c e s  o n l y  t o  i t s e l f  a n d  i t  i s  n o t  
i n  n o r m a l  f o r m .  When we r e d u c e  io3tu3 w i t h  = X a - a a a ,  t h e n  t h e  
r e s u l t  w i l l  g r o w  l a r g e r  a n d  l a r g e r .  A l o n g  t h i s  l i n e  we w i l l  p r o v e
M
i n  c h a p t e r  I I ,  t h e  f o l l o w i n g  e x t r e m e  r e s u l t :
T h e r e  e x i s t s  a  t e r m  M s u c h  t h a t  V N 3 MT X (- M >  M! a n d  N i s  s u b -  
t e r m  o f  M ' ,  S u c h  a  t e r m  i s  c a l l e d  a  u n i v e r s a l  g e n e r a t o r .
1 . 2 . 1 8  R e m a r k s  ^ ^
*
1 .  A p a r t  f r o m  t h e  p r o o f s  a l r e a d y  m e n t i o n e d  
t w o  a b s t r a c t  f o r m s  o f  t h e  C h u r c h - R o s s e r
1 )  ( A d d e d  i n  p r o o f . )  R e c e n t l y  a  v e r y  s i m p l e  p r o o f  o f  t h e  
C h u r c h - R o s s e r  t h e o r e m  i s  g i v e n  b y  M a r t i n - L ö f  [ 1 9 7 l j  . 
S e e  a p p e n d i x  I I .
t h e o r e m  w e r e  p r o v e d  i n  Newman [ 1 9 4 2 ]  a n d  C u r r y  [ 1 9 5 2 ]  w h i c h  
w e r e  s u p p o s e d  t o  i m p l y  t h e  o r i g i n a l  t h e o r e m  a s  a  c o r o l l a r y .  
H o w e v e r ,  a s  w as  p o i n t e d  o u t  b y  S c h r o e r  ( s e e  R o s s e r  [ 1 9 5 6 ]  ).. a r id  
Newman [ 1 9 5 2 ]  , i t  t u r n e d  o u t  t h a t  t h e s e  g e n e r a l  t h e o r e m s  d i d '  
n o t  h a v e  a s  c o r o l l a r y f t h e  o r i g i n a l  t h e o r e m .
Two a d e q u a t e  a b s t r a c t  f o r m s  o f  t h e  C h u r c h - R o s s e r  t h e o r e m  w e r e  
p r o v e d  b y  S c h r o e r  [ 1 9 6 5 ]  a n d  H i n d l e y  [ 1 9 6 9 ]  .
M i t s c h k e  [ 19 7 0] g a v e  a  new p r o o f  o f  t h e  C h u r c h - R o s s e r  t h e o r e m ,  
w h i c h  i s  c o n c e p t u a l l y  s i m p l e r  t h a n  t h e  o r i g i n a l  o n e .  I n  
§ 1 . 5  we w i l l  u s e  M i t s c h k e 1s i d e a s  t o  g i v e  a  p r o o f  o f  t h e  
C h u r c h - R o s s e r  t h e o r e m  f o r  c o m b i n a t o r y  l o g i c .
F i n a l l y  t h e r e  i s  a n o t h e r  p r o o f  o f  t h e  C h u r c h - R o s s e r  t h e o r e m  b y
1
R o s e n  [ 1 9 7 1 ]  . He p r o v e s  a l s o  a n  a b s t r a c t  f o r m  o f  t h e  C h u r c h -  
R o s s e r  p r o p e r t y ,  w h i c h  i s  a p p l i c a b l e  t o  t h e  A - c a l c u l u s . B u t
*
t h i s  a p p l i c a t i o n  n e e d s  a  c o n s t r u c t i o n  s i m i l a r  t o  t h a t  o f
%
M i t s c h k e  [ 1 9  70] a n d  t h i s  m a k e s  t h e  p r o o f  r a t h e r  l o n g .  On t h e
1
o t h e r  h a n d ,  R o s e n s  g e n e r a l  t h e o r e m  i s  a l s o  a p p l i c a b l e  t o  o t h e r  
f i e l d s  ( l i k e  t h e  M c C a r t h y  c a l c u l u s  o f  r e c u r s i v e  d e f i n i t i o n s ) .  
S e e  a l s o  C u r r y ,  F e y s  [ 1 9 5 8 ]  Ch 4 S a n d  K l e e n e  [ 1 9 6 2 ]  f o r  
h i s t o r i c a l  r e m a r k s .
»
2 .  B e f o r e  t h e  C h u r c h - R o s s e r  t h e o r e m  w a s  p r o v e d  t h e  c o n s i s t e n c y  o f  
c o m b i n a t o r y  l o g i c  w a s  ^ h o w n j a l r e a d y  b y  C u r r y  [ 19 30] . I t  w a s
.................................
s h o w n  i n  R o s s e r  [ 19 35] t h a t  t h i s  i m p l i e s  t h e  c o n s i s t e n c y y  o f  
t h e  \ - c a l c u l u s .
I n  p a r t  I I  o f  o u r  t h e s i s  a  v e r y  s i m p l e  c o n s i s t e n c y  p r o o f  f o r
4
m
c o m b i n a t o r y  l o g i c , d u e  t o  S c o t t , i s  g i v e n .
17
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§ 1 . 3 .  T h e  X - d e f i n a b i l i t y
------------------ - ---------------- - -------
U n d e c i d a b i l i t y  r e s u l t s .
»
T h e  ( p a r t i a l )  f u n c t i o n s  f  c o n s i d e r e d  i n  t h i s  § a r e  a l l  n u m b e r
4
t h e o r e t i c  ( i . e .  f : w w) .
1 . 3 . 1  D e f i n i t i o n
We d e f i n e  som e  s t a n d a r d  f u n c t i o n s :
1) U ? ( x „ , . , . 5x  ) = x .  a r e  t h e  p r o j e c t i o n  f u n c t i o n si  1 3 n  x *■---- d-------------
2 )  S ( x )  = x + 1  i s  t h e  s u c c e s s o r  f u n c t i o n .
3 )  Z ( x )  = 0  i s  t h e  z e r o  f u n c t i o n .
1 . 3 . 2  D e f i n i t i o n
r
T h e  p a r t i a l  r e c u r s i v e  f u n c t i o n s  c a n  b e  d e f i n e d  a s  t h e  s m a l l e s t  
c l a s s  ft o f  p a r t i a l  f u n c t i o n s  s u c h  t h a t
1 ) u 3 ?
l
G : f t
2 ) s + f t
3) z e f t
4 ) I f
1 5
f  ( x
I s  •
•  m
G ft a n d  f  i s  d e f i n e d  b y  m J
f  ( x ^  . . . ~ , x n  ^ 3 ’ ' ’ 3^ m ^x l 5 * * * *x n   ^^
t h e n  f  6  ft (ft i s  c l d s e d  u n d e r  s u b s t i t u t i o n ) .
5 )  I f  g 3h . £  f t ,  g a n d  h  a r e  t o t a l  a n d  f  i s  d e f i n e d  b y
f ( 0 5x )  = g ( x )  ( w h e r e  x  = x .  . , x  )I  n
f ( k + 1  , x )  = h ( f ( k , x )  , k , x )
t h e n  f  €  ft (f t  i s  c l o s e d  u n d e r  r e c u r s i o n ) .
6 )  I f  g €  f t 3 g  i s  t o t a l  a n d  f  i s  d e f i n e d  b y
f ( x )  = v y [ g ( x , y )  = 0]
( i . e .  t h e  l e a s t  y  s u c h  t h a t  g ( x * y )  = 0 ;  i f  t h e r e  d o e s  n o t  ^
e x i s t  s u c h  a  y ,  t h e n  y y [ g ( x 3y )  = 0] i s  u n d e f i n e d )  
t h e n  f  £  ft ( f t  i s  c l o s e d  u n d e r  m i n i m a l i s a t i o n ) .
T he  p r i m i t i v e  r e c u r s i v e  f u n c t i o n s  a r e  d e f i n e d  b y  1 )  -  5 )  o n l y .
«
We w r i t e  f ( x ) l  i f  f ( x )  i s  d e f i n e d  a n d  f ( x ) t  i f  f ( x )  i s  u n -
»
d e f i n e d .
I n  o r d e r  t o  s h o w  t h a t  t h e  p a r t i a l  r e c u r s i v e  f u n c t i o n s  a r e  
X ~ d e f i n a b l e 5 we w i l l  h a v e  t o  show  a  s l i g h t l y  s t r o n g e r  f a c t .
1 . 3 . 3  D e f i n i t i o n
L e t  f  b e  a  p a r t i a l  f u n c t i o n  w h i c h  i s  X - d e f i n a b l e  b y  a  t e r m  F .
We s a y  t h a t  F s t r o n g l y  d e f i n e s  f  i f f
f ( k „ , . . . , k  ) t  VZ„ . . -Z Fk„ . . . k  Z.  . . . Z  h a s  n o  n o r m a l  f o r m .1 5 * n 1 s —1 —n  1 s
I n  t h i s  c a s e  f  i s  c a l l e d  s t r o n g l y  X - d e f i n a b l e .
N o t e  1 .  O u r  c o n c e p t  o f  s t r o n g l y  X - d e f i n a b l e  s h o u l d  n o t  b e  c o n f u s e d
w i t h  t h a t  o f  C u r r y  H i n d l e y  a n d  S e l d i n  [ 1 9 7 1 ]  Ch 13 A .  O u r  
n o t i o n  o f  X - d e f i n a b i l i t y  c o r r e s p o n d s  t o  t h e i r  s t r o n g  
d e f i n a b i l i t y .
2 ,  I f  a  t o t a l  f u n c t i o n  i s  X - d e f i n a b l e  i t  i s  a u t o m a t i c a l l y
,  4
s t r o n g l y  X - d e f i n a b l e .
Now we w i l l  p r o v e  t h a t  t h e  p a r t i a l  r e c u r s i v e  f u n c t i o n s  a r e  a l l  
s t r o n g l y  X - d e f i n a b l e .  I n  o r d e r  t o  d o  t h i s  we h a v e  t o  s h o w  t h a t :  
*1) U . ,  Z 3 S a r e  s t r o n g l y  X - d e f i n a b l e .
X
«
2)  T h e  s t r o n g l y  X - d e f i n a b l e  f u n c t i o n s  a r e  c l o s e d  u n d e r  s u b s t i t u t -
i
i o n 5 r e c u r s i o n  a n d  m i n i m a l i s a t i o n .
1 . 3 . 4  Lemma
n  ‘t*T h e  f u n c t i o n s  U. 5 S * Z a r e  X - d e f i n a b l e .  ( H e n c e  t h e y  a r e
1
s t r o n g l y  X - d e f i n a b l e - )
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Proof.
1 )  U? i s  d e f i n e d  b y  U? = Xa^ , .  . . , a n * a ^
X I- U? k. . . .k = CXa. . . .a -a - )k . . .k —x —1 —n  l  n  x —i  n
“ ( X a « • • • a  - a • ) k «  « • » ki n  x —/  —n
•  •
= ( X a ..A * • * a  * k * ) k . , . . * • kx+1  n —x —a + l  —n
«p* i r
m  •  •  ^  J \  *
—x
2)  2 i s  d e f i n e d  b y  Z = Xa £ :
X f- Z k  = 0 .
3) S + i s  d e f i n e d  b y  S^ + = a b c * b ( a b c )  :
X [- S+ n  = X b c * b ( n b c )  = X b c * b ( b n c )
= X b c - b n + 1 c  = n + 1 .
1 . 3 . 5  Lemma
T h e  s t r o n g l y  X - d e f i n a b l e  f u n c t i o n s  a r e  c l o s e d  u n d e r  s u b s t i t u t i o n
( i . e .  i f  g , h i 3 . . . 5h n a r e  X - d e f i n a b l e  a n d  f ( x )  = g d i ^ C x ) , . . .
. . , s ^ m ^ )  ) ( w h e r e  x  = x ^ , . . . > x n ) ,  t h e n  f  i s  X - d e f i n a b l e ) .
P r o o f .
L e t  g > h ^ j . .  . 5h  b e  s t r o n g l y  X - d e f i n e d  b y  r e s p e c t i v e
l y .  T h e n  f  i s  d e f i n e d  b y
F = X a . . . . a  • ( H „ a ^ . . . a  I )  . . .  (H a . . . .  a  I ) G ( H . a . . . . a  ) . . .1 n i l  n  m l  n  1 1 . n
. • • ( H a  ^  * • • a  )m l  n
F o r  s u p p o s e  t h a t  f ( k 1 5 . . . , k  ) = k .
j- n
T h e n  Vi  3 n . h . ( k .  , .  . . , k  ) s n . , t h e r e f o r e  X h  H . k  k  = m .x x 1 n  x 3 x—, .  . . 5—n — x
*
F u r t h e r m o r e  g ( n „ , . . .  , n  ) = k .  T h u s1 m
X 1- F k ^ . - . k  = ( H . k . - . - k  I ) . . . ( H  k . . . . k  I  ) G( H^ k .  . . . k  ) . . .—x —n i —l  —n m—1 —n  1—1 —n
. . . (H k * . . * k  )m—1 —n
(
\ s
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n i  n  
= I  . . . 1
= k
m k
S u p p o s e  f ( k ^  3 . . . t T h e n  t h e r e  a r e  t w o  c a s e s :
1 »  V i 3 n ^  h ±  ( k ^  5 .  .  .  > k n )  ~
T h e n  g ( n ^ , . . . 5n  ) f1 xn a n d
X h  F k .  . . . k  = G n . . . . n
— 1  — n  — 1  — m
H e n c e  V Z „ . . . Z1 s F k . . . . k  Z , , . . Z—1 —n  1 s
f
h a s  n o  n o r m a l ' f o r m ,
b e c a u s e  G s t r o n g l y  d e f i n e s  g .
2 . h  . ( k .  , . . .  , k  ) t  l  1 7 5 n
T h e n  VZ1 . . . Z
H e n c e  VZ„ . . . Z1 s
f o r  so m e  i .
( H . k . . . , k  ) Z * , . . . Z  h a s  n o  n o r m a l  f o r m ,i —l  —n 1 s
F k . . . . k  ZH. . . Z  h a s  n o  n o r m a l  f o r m .  —1 —n 1 s
( F o r  t h i s  c a s e  i t  w a s  n e e d e d  t o  i n t r o d u c e  t h e  n o t i o n  o f  
s t r o n g  d e f i n a b i l i t y . )
I n  t h e  X - c a l c u l u s  i t  i s  p o s s i b l e  t o  d e f i n e  o r d e r e d  p a i r s *
.  ^  ^  ^  m ft *
1 . 3 . 6  D e f i n i t i o n s  
[ M, N]  = X z ’ zMN,  w h e r e  z é  FV(MN)
T h e n  we h a v e
t  i = \3l * aK
X a • aK *
X h  KMN = M h e n c e  X I- [ M ,N] K = H ,  t h u s  X I- t J M j N] = M a n d  
X I- K*MN = N h e n c e  X I- [ M , N ] K ’ = N,  t h u s  X I— t 9 [ M 9N] = N.
H e n c e  [ M, N]  i s  a n  o r d e r e d  p a i r  f u n c t i o n  w i t h  p r o j e c t i o n s  i i  , 1 2 . 
N o t e  t h a t  M = [t 1M 5t 2M] i s  n o t  p r o v a b l e .
1 . 3 . 7  T h e o r e m  ( B e r h a y s )
T h e  s t r o n g l y  X - d e f i n a b l e  f u n c t i o n s  a r e  c l o s e d  u n d e r  r e c u r s i o n .
B e c a u s e  i n  1 - 3 . 2 .  5)  o n l y  t o t a l  f u n c t i o n s  a r e  c o n s i d e r e d  we do 
n o t  n e e d  t o  b o t h e r  a b o u t  s t r o n g  d e f i n a b i l i t y .
L e t  f  b e  d e f i n e d  b y  
f  ( 0 )  = n 0
f  ( n + 1 )  = g ( f ( n )  3n )
a n d  s u p p o s e  g  i s  X - d e f i n e d  b y  G.
( F o r  t h e  s a k e  o f  s i m p l i c i t y  we t r e a t  t h e  c a s e  t h a t  f  h a s  n o
a d d i t i o n a l  p a r a m e t e r s . The p r o o f  i n  t h e  g e n e r a l  c a s e  i s  *
i
a n a l o g o u s ) .
We w i l l  p r o v e  t h a t  f  i s  X - d e f i n a b l e .
C o n s i d e r  M = Xa[^S+ ( T xa )  , G ( x 2 a )  (t i a ) ]  . T h e n  M h a s  t h e  p r o p e r t y  
X h  M[ n af  ( n ) ] = I ,S+n>G f  ( n ) n] = [ n + 1  , f  ( n + 1 ) ] .
Now we h a v e  X ^  [ 0 , f ( 0 ) ] = t »Ho^
X I- [ l sf  ( 1 ) ] = M [ £ , n 0]
X f  I 2 af ( 2 ) ] = M[ 1 ,  f  ( 1 )  ] = M2[ 0 , n 0]
X I- [ n , f  ( n ) ] = M^t 0^  3ji_o ] = n  H [_0 ,nQ]
22
Proof,
* ^*LLELi = t 9[ n af  ( n ) ] = t 2 ( n  H[ 0_,nQ] ) .
T h e r e f o r e  f  c a n  b e  X - d e f i n e d  b y  .
F = X a - x 2 ( a  M [ £ , n 0] ) .  E
9
By 1 .  3 . 4  5 1 . 3 . 5  a n d  1 . 3 . 7  we c a n  a l r e a d y  s t a t e :
, 4
1 . 3 . 8  A l l  p r i m i t i v e  r e c u r s i v e  f u n c t i o n s  a r e  X - d e f i n a b l e .
1 * 3 . 9  T h e o r e m
T h e  s t r o n g l y  X - d e f i n a b l e  f u n c t i o n s  a r e  c l o s e d  u n d e r  n j i n i m a l i s a t -  
i o n .
( T h i s  t h e o r e m  w a s  f i r s t  p r o v e d  f o r  t h e  A l - c a l c u l u s  i n  K l e e n e  
[ 1 9  34] . We g i v e  h e r e  a- s i m p l i f i c a t i o n  f o r  t h e  A K - c a l c u l u s  d u e
• m
t o  T u r i n g  [ 19 37a]  ) .
P r o o f .
L e t  f ( x )  = yy[  g ( x , y )  = 0] w h e r e  g i s  a  t o t a l - A - d e f i n a b l e  f u n c t i o n .  
( A g a i n  f o r  s i m p l i c i t y  we s u p p o s e  t h a t  f  h a s  o n l y  o n e  a r g u m e n t . )
'  «
We w i l l  p r o v e  t h a t  f  i s  s t r o n g l y  A - d e f i n a b l e .
L e t  g ! ( x , y )  = s g ( g ( x , y ) )  w h e r e  s g ( 0 )  = 0 a n d  s g ( n + l )  = 1 .
F ro m  1 . 3 . 8  a n d  1 . 3 . 5  i t  f o l l o w s  t h a t  g 1 i s  A - d e f i n a b l e ,  s a y  
b y  G ' . H e n c e
GTk  n  = ( £  i f  g ( k , n )  = 0
|_1 i f  g ( k , n )  £ 0 ,
By t h e  f i x e d  p o i n t  t h e o r e m  t h e r e  e x i s t s  a  t e r m  H s u c h  t h a t
*
A 1- H = A a b * G ! a b ( A c  M a ( S * c ) ) b  
( D e f i n e  N = Am a b  * G T a b  ( Ac - ma( S+ c )  ) b  a n d  t a k e  M = F P N . )
m m *
D e f i n e  F = Aa Ma £ .
T h e n  F s t r o n g l y  d e f i n e s  f ;
23
X 1- Fk  = Mk 0 = G ' k 0 ( A c <■Mk(S c - ) ) 0 = 0
t e w  m m *  w
i f g ( k , 0 ) = 0
= (Ac- ■Mk(sHhc ) ) 0 i f g ( k , 0 ) * 0
= Mk 1 = G !k 1 ( Ac -■Mk(S+ c ) ) l  = 1 i f g ( k  , 1 ) - 0
*
= ( Ac <■Mk(SHhc )  )1 i f g ( k , l ) * 0
= Mk 2 z:
*
e t c .
I f  f ( k ) t  t h e n  Vy g ! ( k 3y )  = 1 ,  h e n c e  V Z . . . . Z  F k  Z . . . . Z  h a s  n o
J l s —  1 s
n o r m a l  f o r m  5 a s  i s  r e a d i l y  s  e e n . * G3
F r o m  1 . 3 . 4 ,  1 . 3 . 5  , 1 . 3 . 7  a n d  1 . 3 . 9  we g e t : ,
♦
1 . 3 . 1 0  T h e o r e m
Ail l  p a r t i a l  r e c u r s i v e  f u n c t i o n s  a r e  A - d e f  i n a b l e .
24
R e m a r k ,  T h e  c o n v e r s e  o f  1 . 3 , 1 0 :  A l l  X - d e f i n a b l e  f u n c t i o n s  a r e  
p a r t i a l  r e c u r s i v e ,  i s  i n t u i t i v e l y  c l e a r  f r o m  C h u r c h  t h e s i s .  
F o r  a  p r o o f  s e e  K l e e n e  [ 1 9  3 6 ] .
We now  s t a t e  s o m e  c o r o l l a r i e s  t o  1 . 3 . 1 0  w h i c h  c o n c e r n  
u n d e c i d a b i l i t y .
L e t  n  d e n o t e  t h e  G o d e l  n u m b e r  o f  a  t e r m  o r  f o r m u l a  i n  so m e  
G o d e l i s a t i o n . F o r  t h e  d e f i n i t i o n  o f  som e  n o t i o n s  i n  r e c u r s i o n  
t h e o r y  t h e  r e a d e r  i s  r e f e r r e d  t o  R o g e r s  [ 19 6 7] Ch 7 .
W i t h  t h e  f o l l o w i n g  we a n s w e r  a  q u e s t i o n  o f  M o s t o w s k i .
1 .  3 * 11 T h e o r e m
T h e  s e t  { M = N X I- M = N} i s  1 - c o m p l e t e  a n d  h e n c e  c r e a t i v e .
P r o o f .
►
L e t  X b e  a n  a r b i t r a r y  r .  e .  s e t .
D e f i n e  f i x )  = f  0 i f  x  e  X
t  e l s e
T h e n  f  i s  p a r t i a l  r e c u r s i v e .  L e t  f  b e  d e f i n e d  b y  F ,
T h e n
k  e  X f ( k )  = 0 X |- F k - 0
H e n c e  X {^M = N""1 X I- H = N} v i a  t h e  f u n c t i o n  h ( k )  ^ F k ^ O * " 1,
1 . 3 . 1 2  C o r o l l a r y
T h e  X - c a l c u l u s  i s  u n d e c i d a b l e .
G r z e g o r c z y k  [ 1 9 7 0 ]  h a s  p r o v e d  e v e n  t h a t  t h e  X - c a l c u l u s  i s  
e s s e n t i a l l y  u n d e c i d a b l e  ( s e e  1 . 3 . 1 7 ) .  \
9
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1 . 3 * 1 3  Lemma C K l e e n e  [ 1 9 3 6 ] )
T h e r e  e x i s t s  a  t e r m  E s u c h  t h a t
V M[ FV CM) = 0 3 n  X [- En = M]
S e e  f o r  a  p r o o f  K l e e n e t 1 9 3 6 ] t h e o r e m ( 2 4 ) 9p g . 3 5 1  o r  C h u r c h [  1 9 4 1 ]  
t h e o r e m  14 I I I ,  p p . 4 7 - 4 8 .
1 * 3 • 1 4  Lemma
F o r  a n y  t e r m s  Mq ,M^ t h e r e  e x i s t s  a  t e r m  M s u c h  t h a t  
X h  M 0 = Mq
X h M 1 = M. .
—  1  *
P r o o f .
D e f i n e  M = Xa * a ( KM^ ) M0 ( w h e r e  K i s  d e f i n e d  a s  i n  1 . 3 . 6 ) .  
T h e n  X 1- M 0 s £  (KM1 >MQ = MQ
X I- M 1 = 1 (KM )MQ = = M1
1 . 3 . 1 5  T h e o r e m  ( S c o t t  [ 1 9 6 3 ] )
L e t  A b e  a  s e t  o f  t e r m s  s u c h  t h a t
1 )  A i s  n o t  t r i v i a l  ( i . e .  MQ G A a n d  £  A f o r  s o m e  Mg , M^ ) «
2)  I f  M €  A a n d  X M = M' 5 t h e n  Mf €  A.
T h e n  '""A*"1 = {^M-1 | M £  A} i s  n o t  r e c u r s i v e *
( C o m p a r e  t h i s  t h e o r e m  t o  t h e  t h e o r e m  o f  R i c e  [ 1 9 5 3 ] ) .
P r o o f .
S u p p o s e  ^A -1 i s  r e c u r s i v e  a n d  l e t  MQ e  A a n d  £  A. By 1 . 3 . 1 4  
t h e r e  e x i s t s  a  t e r m  M s u c h  t h a t  X I- M £  = Mq a n d  X [* M 1 '  = .
M
D e f i n e  B = {n | M (E n n)  £  A} , w i t h  E a s  i n  1 . 3 . 1 3 .
■
T h e n  B i s  r e c u r s i v e ,  h e n c e  t h e r e  e x i s t s  a  t e r m  c ^  s u c h  t h a t  
X I- c Dn = 0 i f  n  G B a n d
—
X 1- c ^ n  = 1 i f  n  £  B.
We c a n  a s s u m e  t h a t  F V ( c g )  = 0*
i
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L e t  n 0 b e  s u c h  t h a t  X I- E n 0 -  £ B .
T h e n
n 0 €  B ** X (- E n 0n 0 = £  X 1- W( E n 0n 0 ) = M **
0
=* M,(En0n 0 ) €  A n 0£  B
n 0 £  B -* X I- E n 0n o = 1 ^ X 1 -  M( E n 0n 0 ) = M1 . ■*
4
**■ M ( E n 0n 0 ) €  A ** n 0G B.
T h i s  i s  a  c o n t r a d i c t i o n .
1 . 3 , 1 6  C o r o l l a r y  ( C h u r c h  [ 19 3 6 ] )
T h e  s e t  { M | M h a s  a  n o r m a l  f o r m }  i s  n o t  r e c u r s i v e .
P r o o f .
T a k e  A = {M | M h a s  a  n o r m a l  f o r m }  i n  1 . 3 . 1 5 .
1 . 3 . 1 7  C o r o l l a r y  ( G r z e g o r c z y k  [ 1 9 7 0 ] )
T h e  X - c a l c u l u s  i s  e s s e n t i a l l y  u n d e c i d a b l e  ( i . e .  h a s  n o  d e c i d a b l e  
c o n s i s t e n t  e x t e n s i o n ) .
P r o o f .
S u p p o s e  T i s  a  d e c i d a b l e  c o n s i s t e n t  e x t e n s i o n  o f  t h e  X - c a l c u l u s  
( i . e .  t h e  s e t  o f  t h e o r e m s  o f  T i s  r e c u r s i v e ) .
D e f i n e  A = {M j T 1- M = 0 } .  T h e n  '"A ”1 i s  r e c u r s i v e  b e c a u s e  T i s .
B u t  A s a t i s f i e s  1 )  a n d  2)  o f  1 . 3 . 1 5 . H e n c e .  '"’A"*1 i s  n o t  r e c u r s i v e .
C o n t r a d i  c t i o n . a
R e m a r k .  1 . 3 . 1 2 ,  1 - 3 . 1 5  a n d  1 . 3 . 1 7  w e r e  p r o v e d  i n d e p e n d e n t l y .
§ 1 . 4 .  C o m b i n a t o r y  l o g i c .
C o m b i n a t o r y  l o g i c  i s  a  t h e o r y  c l o s e l y  r e l a t e d  t o  t h e  X - c a l c u l u s . 
C o n s i d e r a b l e  p a r t s  o f  i t  w e r e  d e v e l o p e d  b y  C u r r y .  S e e  C u r r y  F e y s
«
[ 1 9 5 8 ]  a n d  C u r r y  H i n d l e y  S e l d i n  [ 1 9 7 1 ]  f o r  a n  e x t e n s i v e  t r e a t ­
m e n t  o f  t h e  s u b j e c t .
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foundation
al logic. Therefore it includes "illative” notions corresponding 
to concepts equality, quantification etcetera.
However,we will be concerned only with the combinatorial part of 
combinatory logic or as Curry calls it: f,pure combinatory logic" 
For illative combinatory logic the reader is referred to the 
above standard t e x t s .
1.4.1 Definition
We define the following language L ^ :
Alphabet: a,b,c,... variables
A
I,K,S constants
(,) improper symbols
*
= equality
reduction
T e r m s : Terms are inductively defined by
1 ) any variable*or constant is a term
2) if M,N are terms* then (MN) is a term.
Formulas: if M,N are terms, then M = N and M >  N are formulas.
Again M.M0 . ..M stands for (( . .(M^ M0 ).. .)M ) .
& 1 2 n 1 2 n
4
To be explicit terms of CL are called sometimes CL-terms , 
terms of the X-calculus are called fthen X - t e r m s .
1.4.2 Definition
Combinatory logic (CL) is the theory defined in L^ by the follow
ing axioms and rules (see appendix).
I 1. IM »  M
t
2. KMN >  M
%
3. SMNL >  ML(NL)
II Same as in 1.2.3.
t
III 1. Same as in 1.2.3
4
2. Same as in. 1.2.3.
3. MM >  M' M >  M'
ZM >  ZM* 5 MZ >  M ’Z
4. Same as in 1.2.3.
In the above M , M * 5N 5L 3Z denote arbitrary terms.
Notation. We write x £ H if x occurs in the term M.
As in §1.1. we can adjoin to CL extensionality.
1.4.3
ext Mx=Nx , x ¿ H N -
M=N
CL ( + ext) ^ ... means that ... is provable in CL ( + ext).
For example
1.4.4
CL + ext I- S(S(KS)K)(KI) = I
Curry proved in his thesis that^ from a finite number of such 
theorems as 1.4.4^ extensionality is provable. These axioms are 
called the combinatory axioms. See Curry^Feys [1958] Ch 6 C.
We will show that the X-calculus and combinatory logic are 
interpretable in each other.
1.4.5 Theorem
There exists a mapping <j>: CL X (i.e. from the set of terms of 
L^ into the set of terms of L^) such that
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1. CL (+ ext) I- M = N =► X (+ ext) 1- <f>(M) = <KN)
2. CL I- M >  N ■* X h <J><M) >  4>(N)
Proof.
Define <j>(x) = x • for any variable x.
0(1) " I (— Xa * a )
4>(K) = K (= Xab • a)
cf) (S ) = S (= Xabc-ac(bc))
(J)(MN)= cf) (M) cj) CN) ‘
♦
Then it is clear that <f> has the required properties
Remark. The converse of 1. and 2. ■ do not hold. For example:
X 1- (J)(SKK) = $(1) but CL V- SKK = I
as follows from the Church-Rosser theorem for CL (see §1.5.).
In order to obtain a reverse interpretation * we .jieedl first a 
simulation of the X-operator in CL.
1.4.6 Definition
For any term M of L^ and any variable x we' define inductively a
term X*xM.
X*x x = I
X*x M = KM if x <£ M 
X*x (MN) = S (X*x M)(X*x N)
Remarks.
1 . This method of defining X-terms with I, K and S comes from 
Schonfinkel [ 1924]^ although it is not generalfl^formulated 
there.
2 . It is possible to formulate CL with K and S alone. In that 
case we define 
X*x X = SKK 
because CL I- SKK x = x
1.4.7 Lemma
X* has the following properties:
i
1 ) x does not occur in X*x M
2) X*x M = X*y[x/y]M if y £ M
3) CL 1- (X*x M)N = [ x/N] M
4) X*x[y/N]M = [y/N]X*x M if x  ^ y and x <£ N. •
I
«
Proof.
The proof uses induction on the complexity' of M and is in all
n
the four cases similar.
As an example we prove 4),
M = x Then X*x[y/N]M = X*x x = I
and [y/N]X*x M ■= [y/N]I = I. 
x £ M Then X*x[y/N]M = K[y/N]M = [y/N]KM
and [y/N] X*x M = [y/N] KM.
t
*
i
M = H jM 2 and x 6 M.
A
Then X*x[y/N]M = X*x[y/N]M1M 2
= X*x([y/N] Mjy/N] M 2 )
= S(X*x[ y/N] M j ) (X*x[ y/N] M 2 )
= S([y/N]X*x M x)([y/N]X*x M 2 ) by the induction
hypothesis
= [y/N] S (X *x M j ) ( X*x M 2 )
= [y/N] X*x M El
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1.4.8 Lemma
M = N is a derived rule for CL + ext
X*x M = X*x N
Proof.
Let CL •+. ext I- M =; N
*
Then CL + ext I- (X*x M)x = M = N = (X*x N)x 
Hence by ext
CL + ext b X*x M = X*x N
1.4.9 Theorem
m
There exists a mapping ip: X CL such that
X + ext 1- M = N CL + ext 1- i/j(M ) = i|f(N) 
Proof.
b
%
h "
Define ^ inductively:
i|Kx) = x for any variable x 
ijKMN) = vf; CM) ^  (N> 
ij>(Xx M) = X*x ip CM) .
Sub lemma
i
iMlx/N]M) 5 lx/<|»(N)] i|KM) if BV(M) n FV(N) = 0.
Proof.
Induction on the structure of M. CUse: x £ FV(M) x G i(j(M) 
and 1.4.7.4).) Now suppose X + extl-M = N. We will show by induction 
on the length 1 of the proof of M = N that'
(1) CL + ext h i|KM) = ip(N) .
1 = 0  M = N is axiom of the X-calculus.
case 1. M = N , then ipCM) 5 ifj(N) ,
4
hence CL 1- i|;(M) = ijj(N). 
case 2 . M = Xx P and N = Xy[x/y]P3 with y £ FV(P).
Then i|KM) = X*x iMP) an<3
T
i|KN) = X*y[x/y]ip(P) by the sublemma.
Hence by 1.4,7.2) CL I- ^(M) = tJj(N) . 
case 3 . M e  (Xx P)Q and N = [x/Q]P, with
BV(P) n  FV(Q) = 0'.
Then CL |- = (\*x \|>(P)WQ> = [ x/ij)(Q)] \(i(P)
by 1.4.7. 3)
and CL I- ifKN) = iM[x/Q]P) = I x/i|i(Q)] 'K?) by the
• I
sublemma, hence CL I- i/;(M) = i|>(N).
1 = k and the theorem holds for 1 1 <  k.
M = N is the consequence of a rule of inference. Because of
1.4.8 the rules of inference for the X-calculus + ext and CL + 
ext are the same, hence (1 ) follows immediately by the induction 
hypothesis .
Remarks
1. It is not true that
X I- M = N CL I* tK M )  = <MN) .
For example X I- Xa((Xb-b)a) = Xa*a .
But CL F- S(KI)I = I as follows'from §1.5.
2 . Also we do not have X 4- M >  N CL (- ^(M) >  ^ (N) .
Because of this peculiarity^ a special theory of strong reduc- 
ibility (notation: >-) for CL is developed.
Then we have X h M >  N tJj(M) >—  t|j(N) in CL.
(See Curry Feys [ 19 58] Ch 6 F ♦)
♦
In order to distinguish it from >  is called weak
*
reduction.
1.4*10 Theorem
1 ) X I- <|> (ifi CM)) >  M
2) CL + ext 1- ip(<j)(M)) = M
Proof.
1 ) Induction on the structure of M,
»
Prove first X h .(|>CX*x M) >  Xx cf) CM) for M a term of CL.
2) Induction on the structure of M.
The essential step is to show that 
CL + ext |- S = X*xyz-xzCyz) and
CL + ext h K = X*xy*x . E
t
4
Remark. It is not true that CL 1- t|j(<J>(M)) = M.
Take for example M = K.
Then CL K S(KK)I = K as follows from §1.5.
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1.4.11 Corollary
The X-calculus + ext and CL + ext are equivalent:
1) CL + ext k IK*CM)) = M
2) X ’+ ext 1- cj> ( CM)) = M
3) CL + ext 1- M = N <*** X + ext k<|)(M) = <f)(N)
4) X 4* ext h M = N CL + ext t-ipCM) = ipCN)
Proof.
1) and 2) follow directly from 1.4.10.
3) CL + ext h M = N =* X + ext (- <f>(M) = <f>CM) by 1.4.5
CL + ext I- ip C 4> CM)) - tpC<KN)) by 1.4.9
CL + ext \r M = N by 1 ) .
4) Similar proof as 3).
I
Because of this equivalence the names for the A-calculus and 
combinatory logic are sometimes interchanged.
Scott [19 70] in fact constructs a model for combinatory logic + 
extensionality.
1.4.12 Definition
1) A term M of CL is in normal form if it has no part of the form 
IM, KMN or SMNL.
2) A term M has a normal form if there exists a term M' in normal 
form such that CL 1“ M = M T .
m
+
Remark. The terms in normal form can be defined inductively as
•  a
follows:
1 ) I , K and S are in normal form
2 ) If M is in normal form, then KM and SM are in normal form
3) If M and N are in normal form then SMN is in normal form.
Similarly to 1.2.5 we have
1.4.13 Theorem
*
If M is in normal form and if CL \- M >  N , then M = N-
As in 51-1. we can represent the natural numbers in CL. Then we 
can define similar to definition 1.1.14 the concept of CL-
j
definability. Analogous to §1.3. it is possible to prove that the
*
partial CL-definable functions are exactly the partial recursive
*
functions. See Curry Hindley Seldin [1971]Ch 13 for details.
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§1.5. The Church-Rosser property for combinatory logic a la
Mitschke.
*
In this § we will use the ideas of Mitschke [1970] to give a 
proof of the Church-Rosser property for combinatory logic 
(with weak reduction).
In Bindley [19 7?] this will be proved as an application of an
1 4
abstract Church-Rosser theorem proved in Hindley [1969].
(Added in print. We have realized too late that for the combinatory 
equivalent of the Xl-calculus the Church-Rosser property was al­
ready proved in Rosser [19 3 5] T 1 2 5 p . 144« This proof carries 
over immediately to CL (c f .C u r r y 5HindleysSeldin [1971]). Compare 
Rossers proof with that of Martin-Lof in appendix II \ )
The theorem we are about to prove i s :
1.5.1 Theorem (Church-Rosser property for CL)
If CL I- M = N, then there exists a term 2 such that 
CL I- M >  Z and CL I- N >  Z.
«
In order to show this we have to define several auxiliary 
languages and theories.
1.5.2 Definition
C L ! is an extension of CL where the alphabet of C L 1 has the 
additional symbol’ " (one step reduction); the language of 
C L 1 has the same terms as CL^ CL' has as extra formulas M >i N 
(for arbitrary terms M and N ) .
C L 1 has the following axioms and rules (see appendix):
4
I 1. IM M
I
2. KMN
9
3. SMNL >i ML(NL)
II Same as in 1.4.2.
III Same as in 1.4.2.
IV 1. M >i M
2 . M >i M M  >i M'
ZM >i Z M ' ’ MZ >i M 1 Z
3. M >i M'
M >  M *
♦
Again M, M T 5 N, L, Z denote arbitrary terms.
4
1.5.3 Lemma
C L’ is a conservative extension of CL- Hence in order to prove
1.5.1 it is sufficient to prove the Church-Rosser property 
for CL'.
Proof.
First show that C L 1 h M >iN **■ CL I- M ^  N.
Then the rest follows easily. E3
Now we will introduce a theory CL* which plays the same role as 
X* in Mitschke [1970].
1.5.4 Definition
We define the following language
r
Alphabet: The alphabet of C L ! together with the extra symbol
n i?
Terms: Terms are inductively defined by
1) Any variable or constant is a term.
2) If M and N are t e r m s 3 then (MN) is a term.
3) If M 5 N and L are t e r m s 3 then S ( M 3N,L) is a term. 
Formulas: If M and N are terms, then
M >iN, M >  N and M = N are formulas.
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1.5.5 Definition
CL* is the theory with the language L^* defined by the following
axioma and rules (see appendix)
I 1 . IM
2. KMN >i M 
} 3. SMNL >i S(MjN,L)
II Same as in 1.4*2 II
III Same as in 1.4.2 III
IV 1 .
2 .
3.
Same as in 1.5.2 IV
4. M >iM' N >iN*
S(M,N,L) >i S(M',N SL) 9 S(M,N,L) > 1S(M,N',L)
L >iL'
S(M,N , L) >i S ( M , N 9L' )
M, M f 3 N, N T , L, L ! and Z denoting arbitrary terms.
»
The essential axiom of this theory is I 3. It freezes the action
Our method of proving 1.5.1 is the following:
First, we (almost) prove the Church-Rosser property for CL*; 
then with the help of an homomorphism argument, we obtain the 
corresponding result for CL', and hence, by 1.5.3 for CL.
1.5.6 Lemma
of a variable x and terms N , N ! such that M = tx/NlL, M ! = tx/N’lL 
and N ^ i N 1 is an axiom of CL*.
i
«=> Induction on the length of proof of M .
<= Induction on the structure of L.
Proof.
4
1.5.7 Lemma
If CL* b Mj > i M 2 and. CL* 1- M x >\ M 3 , then there exists a term M u 
such that
CL* I- M 2 M 1( and CL* M 3 >iM„ (see fig.l)
First we consider the possibility that > i M 2 is an axiom.
(By repeated use of 1.5.6 we obtain the subcases.) 
cas e 1. M x = I M , M 2 5 M
subcase 1.1. M. H M, or-Ma = . Take M. = M . .
3 1 3  2  h 2
subcase 1.2. M 3 = IM' and CL* h M >iM'. Take = H'. 
case 2.Mi = KMN, M 2 s M
subcase 2.1. M 3 = M t or H 3 = M 2 . Take M,, = M 2 •
m
subcase 2.2. M 3 = KM'N and CL* ^ M ^ M ' .  Take M„ = M' . 
subcase 2.3. M 3 = K H N ' and CL* f- N >jN'. Take = M. 
case 3.Mj i SMNL, M 2 = S(M,N,L)
subcase 3.1. M = M or M = M , . Take M = M .3 1 w H Z
subcase 3.2. M 3 = SM'NL and CL* I- M >,M'.
Take M, = S(M',N,L) 
subcases 3.3,3.4- M, 5 SMN'L or M, = SMNL'
3 3
Similar to subcase 3 .2 . 
case 4.M. = M . Take M, = M .1 2 i f 3
Figure 1
\ / 
¥
Proof
M
»Now we have proved that the lemma for is an axiom. Since
CL* \- Mj >i H 2 it follows from 1.5.6 that M x M 2 = ...
. . . "M! . . . and M >1 M *' i s■an axiom of C L * . 
case 1 . M 3 e M x or M 3 = M 2 • Take = M 2 .
4
case 2. M x = . . .N...* M 3 =...NT... and N >i N ’ is an axiom of CL*.
subcase 2.1. M and N are disjoint subterms of
Then =...M ...N ... ,
M 2 = . . . M f . . .N ... .. and
i
M* = . . . M - . . N ?.....
Take M lf =. . .M'. . .N1 . . . . 
subcase 2.2. N is a subterm of M.
Then M > i M f is an axiom, and 
* r
CL* h M >t M" 
by the reduction CL* 1- N >iN'.
Hence there exists a term M'" such that
CL* M' > 1M "1 and 
CL* !- M" > 1M 1".
*
Take =. . .M tT!. . . .
subcase 2.3. M is a subterm of N.
Analogous to subcase 2.2. E
1.5.8 Lemma
If CL* 1~ Mj >  M 2 and CL* 1- Mj >  M 3 then there exists a term 
such that
♦
(*) CL* I- M a >  M„ and CL* h M 3 >  M „ .
Proof.
Note that CL* |- Mj >  M 2 «-=► 3 N }. . .N, CL* 1- M x i Nj > , N 2 . ..
. . .>,N. = M , .
k 2
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The. same holds for CL* I" M x >  M 3.
Then repeated use of 1.5.7 yields (*). (See fig. 2.)
Figure 2.
Remark* 1.5.7 does not hold for C L !, but only
Cl/ h H 1 > j M 2 and C L’ t- M 1 >\ M
C L i (- M 2 >  and C L 1 (- H 3 >  for some term H h .
Therefore an. analogue of 1.5.8 for C L 1 is much harder to prove 
From 1.5.8 we can easily derive the Church-Rosser property for 
CL*. However we do not need to do so.
1.5.9 Definition
É M m *
We define inductively a mapping 0: CL* -> C L ! (in fact from the 
set of terms of CL* into the set of terms of C L T):
0 (c) = c if c is a variable or constant
0 (MN) = 0 (M)0 (N)
0(S ,M,N ,L)) = 0(M)0(L) (0(N)0(D)
*
It is clear that if H is a term of C L 1, then 0(M) = M.
1.5.10 Lemma
1) CL* b M >,N CL* 1- Q(M) >  0 (N)
2) CL* h M >  N ■* CL' Q(M) >  0(N)
3) CL* 1- M = N **■ CL' |- 0 (M) = 0(N)
» A
Proof.
In all cases the result follows by induction on the length of,
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■ proof in CL*.
1.5-11 Lemma
If C L T I- > i M 2 then there exists a term M* of CL* such that 
CL* I- Mj >iM* and 0(M*) = M 2 (see fig. 3).
M, • 1
/
/
M**^2 0  2
Proof.
Figure 3.
Induction on the length of proof of Mj >iM « Suppose first that 
Mj > i M 2 is an axiom of C L 1.
case 1,2. = IM or Mj = KMN* Take M* = M.
case 3. M 5 SMNL , M 2 = ML(NL). Take M* = S(M,N 5L).
case 4.. Mj = M 2 . Take M 2 = M 2.
• -
Suppose now that Hj >1 M 2 is ZMJ >1 Z M 2 and is a direct consequence
of MJ >iMJ.
By the induction hypothesis there exists a term MJ* such that 
CL* h M J  >  M^* and 0(M^*) = MJ . Then take M* = ZM^*.
The case that M > ] H 2 is MjZ > i M’Z is treated analogously.
1.5.12 Definition
*
We write M >* N for
3M*,N* CL* |- M* >  N* and 0(M*) = M , 0(N*) = N
1.5.13 Main Lemma
Suppose M >* N.
Then there exists a term N{ such that
CL* I- M >  N* and 0(NJ) = N (see fig. 4.)
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Figure 4
We will postpone the proof of the main lemma until 1.5.18.
1.5.14 Lemma
If C L 1 l-Hj > iMz and C L 1 h M x >  H 3 then there exists a term M 
such that
w
C L ! I- M 2 >  M 4 and M 3 >* M* * and hence by 1.5.10 2)
CL* h Ho >  M u .
Proof.
C L f h Mj >  M 3 3N, . . .Nk C L f h.Mj
lemma
If k = 1 then M, = M- and we can take M,1 3  If
M 3 >* M It follows from 1.5.11.
M , then
Suppose now that 3 N 1 ...N^+  ^ C L 1 I— M x = N x = M s.
By the induction hypothesis, there exists a term such that
CL* [- M 2 >  N£ and Nk >* N£.
By 1.5.13 there exists a N^* such that
CL* 1- N, >
K
N^* and G(N£*) = N£ (see fig. 5)
By 1.5.11 there exists a such that
(see fig. 5)
Now it follows from 1.5.8 that there exists a such that
CL* I- »¿ * >  N - ana CL- I- N - >
\
s.
V
v}
M
t
Take M,, E © ( N ^ )  , then CL' b N£ >  M „ , by 1.5.10 2) , and
hence CL' I- M 2 >  M,, and M 3 >* M „ . El
1.5.15 Lemma
If C L’ I- Mj >  M 2 and C L 1 (- >  M 3 then there exists a such
•*
that C L T h M 2 >  and C L 1 I- M s >  M H .
Proof.
CLf 1- M2 >  H2 <-► 3N j . • .Nk CL1 \~ Mx = Nj >1 . . - > i \  = M2 .
The result follows easily from 1.5.143 using induction to k
3-* 5 *16 Theorem (Church-Rosser property for C L 1)
If C L’ M = N, then there exists a term Z such that 
C L ! 1- H >  Z and C L 1 M  >  Z.
Proof.
Induction on the length of proof of M = N.
case 1. M S N. Take Z = M.
s
case 2. M = N i s •a direct consequence of N = M. By the
induction hypothesis there exists a Z such that 
C L 1 (-* N >  Z and C L T (- M >  Z.
*
case 3 . M = N is a direct consequence of H = L and L = N.
t
By the induction hypothesis there exists terms Z 1 ,Z2 
such that CL' [■ M >  Z J} C L T I- L >  Z ,
C L 1 [■ L ^  Z and CL* [■ N ^  Z (see fig. 6 ) •
2 2
M L N
Z
Figure 6 .
By 1.5.15 there exists a- Z such that C L f b Z 1 >  Z 
and C L ! b Z 2 > ' Z , hence C L 1 h M >  Z and C L ! I- N >  Z- 
case 4. M = N is Z JM 1 = Z j N 1 (or M fZ x *='N fZ a) and is a direct
consequence of M 1 = N 1.
4
By the induction hypothesis there exists a term Z f
such that C L f t- M f >  Z* and C L f h N 1 >  Z f.
i
Take Z = ZjZ* (resp. = Z 'ZX) 
case 5. M = N is a direct consequence of M >  N. Take Z = N .
1.5.17 Corollary
The Church-Rosser property'for CL (see 1.5.1) holds
*
Proof.
This follows from 1,5.16 by 1.5.3.
«
In th,£ remainder òf this section we will prove the main lemma 
In order to do t h i s , we introduce a new theory C L * .
1.5.18 Definition
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We define the following language L* .
“H
Alphabet: The alphabet for , with as extra symbol n_ ,!.
Terms are inductively defined by
1), 2), 3) same clauses as in definition 1.5.4.
4) If S(M,N,L) is a term, then S ( M , N aL) is a term. 
Formulas are defined in the same way as in 1.5,4.
1.5.19 Definition (see appendix)
CL is a theory'in L^ defined by the same axioms and rules as 
CL* except that 
I 3 is replaced by
I 3 SMNL S(M,N,L)
and there are the additional r u l e s :
IV 5 M M 1 -
S~(M»N,L) >i S (Mf aN a L )
N >iN
S(M,N,L) >i S(M,N',L)
L >, L'
S(M,NsL) >1 S(M,N,L' )
1.5.20 Definition
We define inductively two mappings 0 and • ♦ : CL* CL* as
follows:
if c is a variable or constant
0 (MN) = 0 (M)0(N)
0(S(M 5N 5L)) = 0(M)0(L)(0(N)0(L))
6 (S (M ,N,L )) = S(0(M),0(N),0(L))
= c if c is a variable or constant
MN M N
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S(M,N,L)| = S(IM|,|N|,|L|) 
S(M,N,L) | = |S(M ,N ,L )
M is apart from the underlining the same as M
1.5.21 Lemma
1 ) 0(0(M)) = 0 ( |M|) for ail terms M of C L * .
2) 0(M) = 0(M) if M is a term of CL*.
Proof.
Induction on the structure of M.
1.5.22 Lemma
If CL* b .Mj > i M 2 or CL* b .Mx >  M 2 , then there exists a term
*
MJ of CL* such that |M' = M and CL* h >  M'z ■
Proof.
Induction on the length of proof of K l > j M 2 or >  M 2
1.5.23 Lemma
If CL* >  H 1 >!M 2 or CL* f- M x >  M a , then CL*, h >  0(M2 ).
Proof.
Induction on the length of proof of M x >i H 2 or Mj >  M
Now we are able to prove the main lemma,
1.5.13 Main Lemma.
If M >* N, then there exists a term N* such that 
CL* 1- M >  N* and 0(N*) = N,
♦
Proof.
Since M >* N, there are terms M , N of CL* such that 
CL* t- M ! >  Nj and 0 (M.) = M, 0(N.) = N.
47
By 1.5.22 there exists a term N{ such that |N{| = N J5 and 
CL* h Mj >  NJ .
By 1.5.2 3 it follows that CL* (- 0(Mj) > 0 ( N J ) .
Take N* = 0(NJ).
By 1.5.21, 2) we have 0(Mj) = © ( M ^  = M, hence 
CL* h M >  N*.
By 1.5.21 1) we have 0(N*) = 0(0(N{>) = 0(|N[|) = 0(Nj) = N.
Remarks.
lemma
Mitschke [19 70] . (He formulated them for the X-calculus.) 
The proof of the main lemma is new.
More extensive use of auxiliary theories like CL* will be made
p
several times in the sequel.
}
CHAPTER II
The w-rule for combinatory logic and
X-calculus
§2.1« The op-r u l e .
t
2-1.1 Definition
. A term M of the X-calculus is called closed if FV(M) = 0.
A term M of CL is called closed if no variable occurs in M.
2*1-2 Definition
We can extend the X-calculus or CL with the following rule^ 
which we call the w-rule
----------------------------- >
03-rule MZ = NZ for all closed Z
M = N
We write Xoj or CLtu for the X-calculus or CL extended with the
I
w - r u l e .
A
It is clear that the to-rule implies extensionality. For this 
reason it does not matter whether we consider Xtu or CLoj , because 
the X-calculus and CL are equivalent when we have extensionality 
(1.4.11), In general we will formulate and prove results about
«
the w-rule in CL. However when it is easier or even necessary 
we do this in the X-calculus.
*
2.1.3 Definition
1. CL is a)-consistent if CLw is consistent.
*»
2. CL is complete if the w-rule is derivable in CL + ext 
(i.e. if CL + ext I- MZ = NZ for all closed Z =*
CL + ext I- M = N ) .
In a personal communication professor Curry suggested the 
possibility that CL is co-complete.
In this chapter we will p r o v e :
1. CL is a)-cons is tent ( § § 2 « 2 , 2.3).
2 . The to-rule is derivable in X + ext for a large class of 
terms M,N (.in fact for all terms which are not universal 
generators) ( § § 2 .4 , 2.5)«
1 )
It is still an open question whether CL is w-complete
As a corollary to the following theorem of Bohm [ 19 6 8] w h i c h  we 
state here without a proof, we can show that the co-rule holds in 
X + ext for terms having a normal form. This was suggested to us 
by R.Hindley.
2.1.4 Theorem (Bohm [196 8]„ Cf. Curry,Hindley,Seldin [19 71]
Ch.11 F.)
Let M,N be closed X-terms in Bn-normal form such that M 2 N.
a
Then there exists closed terms Z „ 3...,Z (n >  1) such that for
1 n
V
variables x 5y
X I- M Z H ...Z xy = x and
1 n J
X 1- Hz. . . . Z xy = y .
1 n J J
%
2.1.5 Corollary
For closed X-terms M,N which have a B“normal form the w-rule is 
provable i.e. if X + ext b HZ = NZ for all closed Z, then 
X + ext I- M = N.
1) However there is a rumour that CL is not w - c o m p l e t e .
Proof.
By 1 .2.8 it follows that both M,N have a Bn-normal form
hence X + ext I- M >  X + ext I- N >  where ,N^ are 
closed and in normal forms.
Suppose that *
Then by the theorem of Bohm it follows that there exists closed 
terms Z. ,...,Z such that
l n
X M. Z„ . . . Z xy = x and
1 1  n
X I- N 1 Z1 ...Znxy = y .
From the assumption X + ext HZ = NZ for all closed Z it
follows that X + ext \~ M^Z^ = Hence X + ext [- x =
M..Z„ ...Z xy = N.Z, ..,Z xy = y which contradicts the con-
1 1  n  ^ 1 1  n J
sistency of X + ext.
Hence * therefore X I- M, = N„ 5 and hence
l a 1 1 1
X + ext (- M = N .
Corollary 2.1.5 will be included in the result of §2.5.
A  priori we cannot state a similar result for CL because the 
theorem of Bohm does not extend to CL:
Let M = S[K(SII)][K(SII)]
4
N = K
M and N are closed terms both in normal form. But then the
i
conclusion of 2.1.4 does not hold, because CL \- MZ^ = ' (SII) (SII) 
for all hence M Z ^ . .. Z^ does not have a normal form for all
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§2.2» The u~consistency of combinatory l o g i c .
In order to prove the ^-consistency of CL we introduce a theory 
CLqjt which is a conservative extension of CLtu. In the object 
language of C L u ' itself something like 'the length of a proof in 
CLu)” is formulated. Because the w-rule is an infinitary r u l e , 
this length can be a transfinite (however countable) ordinal. 
Ordinals will be denoted by a ,6 ... etc.
2.2.1 Definition
*
C L u 1 has the following language: Alphabet =
A l p h a b e t s  I ot countable }U{~_ I a countable = _ | a countable}.
CL a a
The' terms are those of CL.
Formulas: If M,N are terms, then
are form u l a s .
2.2.2 Definition
CLu* has the following axioms and rules (see appendix).
I Same as in 1*4.2.
II 1 . M
~a
M 5
2 . M ~ a N
4
N
”ot
M 5
3. M
~a
N . N e
ii
M
~a
L
4. M
a
M 1 M =a M f
ZM ict
Z M’5 MZ ‘ =
a»
M 1 Z
5. M “a M
i 5 a <  a 1
*
M s» M 5 M 
a
M N 
a
N M 
a
M = M 1 
a
M = ,M 
a 1
M = M !
a
M
M ~  N 
a
a
M
M ~  M f
-et ■ -
ZM ~ a Z M 1
M
5MZ
a M'
a W z
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2. H >  N, N >  L
M >  L
3. M >  M' M >  M f
III 1. M >  M
ZM >  Z M ! 5 MZ >  M !Z
4 . H >  M 1 M ’« M T H ~  M 1CX ' C L  -
0 a a
IV oj'-rule VZ closed 3$ <  a HZ NZ
In the above M, M !, N, L 5 Z are arbitrary terms, and a,a' 
arbitrary countable ordinals.
The intuitive interpretation of
M = N is: M = N is provable using the w-rule at most a times. 
M N is: H .s N is provable without use of transitivity.
v *
M ** N is: H : N follows directly from the aj-rule (or is
a a J
provable in CL in case a = 0). •
2.2.3 Lejnma
CL V M >  N ++ CLO) k H >  N *** CLo)1 I- M >  N.
Proof.
Induction on the length of proof of M >  N.
2.2.4 Lemma
CL(u! I- M = N 3 a CLto1 L H = N
■ a
Proof. Trivial
2.2*5 Lemma
CLoi't- M = N C L w ' h H = N
•  »
Proof.
Show by induction (on the length of proof)
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1. CLw I- M = N ■* 3a CLw' \- M = N and
2. CLw' I- M = N ** CLw J- M = N
a
C L w 1 b M ~  N ^  CLu) b M = N
a
CLtoT |- M »  N ** CLai b M = N
a
Then the result follows from 2*2.4. EJ
2.2.3 and 2.2.5 state that CLu)1 is a conservative extension 
of CLu).
2.2.6 Lemma
CL I- M = N CLio * b M = 0 N
Proof.
Show by induction
1. CL b M = N *+ CLw 1 b M - 0 N and
2. CLtuf b M = 0 N »► CL b M = N 
C L w 1 h M ~ 0 N -► CL U M = N 
C L w 1 h M « 0 N «► CL b M = N
2.2.7 Lemma
CLoj* M = a K +*+ 3 N l 5 . . . 5Nk 3 31 5 . . . <  a
*
CLto1 b M ^  ^2~* “ "^8 ^k ^
1 S k
Proof.
<= Trivial.
“*■ Induction on the length of pro.of of M = N- E3
2.2.8 Lemma
1) If C L u 1 h M ^  N and M,N are closed, then 3 M 1 ,NT,Z closed^ 
[CLw' ZM' = 0 M, CLw' I- Z N 1 = 0 N and CLw' I- M' ¡* N '] .
2) CLw' I- M «  N a / 0 *-► VZ closed 33 <  a CLw ’ 1- MZ =„ NZ.
a p
j
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Proof,
1. Induction on the length of proof of M - N (as an illustration
U i
we give the full proof) :
case 1. M ~  N is an instance of II 1.
a
Take M 1 = N* = M (« N) and Z = I .
w
case 2. M ~  N is a direct consequence of N ~  M.
a a
*
By the induction hypothesis there are N ! 3 M Ta Z closed 
such that
CLtii1 b Z N 1 s N, CLujT h ZM' = M and CLu>f h N 1 «  M T .u
This is what we had to prove#
case 3. M ~  N is Z.M^ ~  Z„]\L (hence Z„ is closed) and is aa 1 1 a 1 1 1
direct consequence of ~a N^.
By the induction hypothesis there are 'closed , N^, Z^ 
such that
CLoj 1 b ZQMJ = 0 M a , CLoj 1 K ZQNJ = 0 and CLu)! b MJ « a
Define Z = X*a.Z^(ZQa), then the conclusion holds for 
M j , N j , Z as follows from 1.4.7. 
case 4. M ^  N is ~ot ^1^1’ case treated analogous
to case 3.
case 5. M N is a direct consequence of M «  N. Take M* = M,
N f = N and Z = I.
2 • Induction on the length of proof of M N.
2.2.9 Main Lemma
If CLo)! ir ZM >  K and CLa)1 K M «  N 5 where a i 0 and M,N and Z are 
closed, then
30 <  a[ CLw ’ ZNKK =_ K] .
P
i
We-will carry out the proof of the main lemma in §2 ,3 .
j
2.2,10 Notation
MK stands for M K . ..K . 
n i______i
n times
4
Note that K is not a term,
n ---  .
( . . ((MK)K)...K)..)«
2.2.11 Lemma
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because MK...K stands for
If CLo)1 I- M = K and M is closed, then
a
(*) 3neaj CL (- M K 0 >  K
¿n
Proof.
Induction on a. Because we will make use of a double induction 
we call the induction hypothesis with respect to this induction 
the a-ind.hyp.
case 1 . a = 0 . Then CLoj1 I- M = K implies that CL M = .K by
2 .2 .6 , hence CL (- M >  K by 1.5.1. So we can take
n 0 .
cas e 2. a > 0 . From 2.2.7 it follows that
( * * )
CLto * M = K
a 1 ’
CLid' [- M M ~  M,
P1 - 2
• m
We can suppose that the , i=l,...,k are all 
closed. Because if they were not, we could s u b ­
stitute some constant for the free variables
of the and then also/ (*«0 would hold* 
Now we prove with induction on k that (**) (*)
The induction hypothesis w.r.t. this induction is 
calletd the k-ind.hyp.
If k = 0 then there is nothing to prove, so
i
suppose that k >  0 -
»
)
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subcase 2.1. (3^  <  a .
Then CLojt I- ^  \  >  K with 6 s
•therefore CLui1 b K.
Hence by the ot-ind.hyp.
3n^a) CL k  M, „K0 >  K } because we assumed
k-1 2n
that is closed.
Thus
3nG(D CLuj 1 bMK, ~  M,K 0 M, .K, >  K
2n 8^ 1 2n &k-l
hence by the k-ind.hyp.
3n 3n 1 €  a) CL b M K 0 K n , >  K, which is
2n 2n T
3 n , n 1 6 oj CL I- M ^ C n + n ’) >
subcase 2 . 2 . 8k = a
Then CLto1 I- >  K.
By 2.8.1 it follows that there are
Z such that
CL oj1 b Z M ^  = # Mk ^1> CLto' b ZM£ =0 and
CL.' v. «¿.J .o «¿.
Hence by 2.2.6 and 1.5.1 it follows that 
C L o j ’ ^  Z M ; > K .
m
By the main lemma 2.2.9 it follows that 
38 <  ct[ CLto! b ZM)J._1KK s K] 3 thus 
38<a[CLo)f b M ^ K K  K] , Hence by the 
a-ind.hyp. 3n e to CL f- ^  thus
3ne.  CL«' t- MKKK2n'“eiH 1KK^2n~"''ek _ 1Mk-lK KK2n
Therefore by the k-ind.hyp. we have
3n,n' €  <d CL t- MKKK„ K 0 , >  K i.e.
3 2n 2 n f
3n.n' €  u CL I- M K 2(n+n,+1) >  K.
*
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2.2,12 Corollary
If CLo) I- M = K , M is closed, then 3 n e oj CL i- M K n = K.
Zn
Proof.
This follows immediately from 2.2.11 by 2.2.4 and 2.2.5, E3
2.2.13 Theorem
m
CL is o)-consistent.
Proof.
Suppose CLu) were inconsistent, then 
CLoi I- KK = K. Therefore by 2.2.12 
3 n G w  CL 1- K K K 2n= K.( Hence CL M K  = K.
w
This contradicts the Church-Rosser theorem for CL. E3
Theorem 2.2.13 implies in particular that Xcü , CL + ext and the 
A-calculus + ext are consistent.
§2.3. The theory CL.
The most convenient way to carry out the proof of the main lemma
2.2.9 , is to develop a new theory CL.
The intuitive idea behind the proof is the following.
Definition, An occurrence M 1 of a subterm of M is said to be
i
active if this occurrence is in a part ( M !N) of M, otherwise it 
is passive.
In the theory CL we keep track of the occurrences of the residuals
m
4
of M in the reduction ZH >  K. by underlining them. Then we s u b ­
stitute N for the underlined subterms (this is done by <J>^ of
When
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residual of M  is active, we omit the underlining, because sub- 
terms like MM sometimes have to be evaluated. (This is the 
essence of axiom VI). This is not in conflict with the substitut­
ion of N for the underlined subterms, because by 2* 2.8 .2) it fol-
p
lows that if M &  N ,’ active occurrences of M in the reduction
ot
ZM >  K can be replaced by N up to equality of a lower level 
( i . e ■ & <  a) .
If in the reduction of ZM to K it happens that all the residuals
of M are active sooner or later, we are done 5 because then
b
ZN =£ K. In the opposite case K is a residual of M> hence M >  K 
and ZN N. Therefore
p
V
ZNKK s NKK MKK ^  KKK >  K, with 0,0* <  a.
p p
2.3.1 Definition
CL is a theory defined in the following language:
A l p h a b e t ^  = A l p h a b e t ^ ,  U  { _ 3-}.
Simple terms are defined inductively by
*
9
1) Any variable* or constant is a simple term.
2) If M,N are simple t e r m s , then (MN) is a simple term. 
Terms are defined inductively by
1) Any simple term is a term.
X
2) If M is a simple term, then M is a term.
3) If MjN are terms, then (MN) is a term.
*
Formulas: If M,N are terms, then
M >iN, M >  N, M = N and M - N are formulas.
Remark: The simple terms of CL are exactly the terms of CL.
CL has the following axioms and rules (see appendix) :
I Same as in 1,5.2,
II Same as in 1.5,2,
♦
III Same as in 1.5.2.
IV Same as in 1.5.2 plus M > 1M '
M >,M'
V 1 . M « M
2 . M * M 1 
M * — H
I
3. M - N 3 N ~ L
M * L
4. M ~ M ’ M = M 1 
ZM ~ Z M’ MZ - M !Z
5. M « M
VI MN >iMN-
In the above the restrictions on the terms are clear.
Remarks: Axiom VI is essential“ for CL as will become clear 
later on.
If CL I- M*. =* M 1 3 then M and N 1 are, except for the underlinin
v
equal,
2.3.3 Lemma
D  Oh 1“ M >  M* **** CL b M >  M* if M j M 1 are simple terms
2) CL I- H >  M 1 CL \r M >  M* if M , M f are simple terms
3) [CL b M > i M f and N ! sub M 1] ^  BN[N sub M and CL b N >i N 1 ] 
N sub M means that N is a subterm of M.
2\ 3 - 2 Definition
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P r o o f .
1) Induction on the length of proof of M >  M r.
t
2) Immediate.
3) Immediate using 2) and 1).
It follows from 2.3.3. 1) that CL is a conservative 
extension of CL.
2.3.4 Lemma
CL h M >  M ! 3N. . . -N, 
1 k
Proof.
Immediate.
2.3.S Lemma
Q h  1“ ^  5 where Z is simple > and N sub M* , then 
(*) CL b M >  N*
P r o o f .
CL h ZM = N 1 . . .>iNk = M ! .
lemma" it follows by induction on k that (*) holds.
2.3.6 Lemma
Let M , M ! ,N be terms such that
1) M and M* are s i m p l e 5
2) CL I- M >  H 1 and
3) CL I- M - N,
then there exists a term N f such that
4) CL b N ^  N f and
5) CL h M' « N f (see figure 7)
M
M 1
Figure 7
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Proof.
9
Induction on the length of proof of M >  M f with the use of 
axiom VI and the sublemma:
CL I- M a N ■*-* M = N or [M H and CL (- - N] or
[N = and CL 1- M - N^] or
[M = M„Mi and IT = N,Nn and ' CL 1- M„ « NL
1 2  1 2  —  1 1
and CL (- - N^] •
2.3.7 Definition
Let A be a simple term of CL,
We define a mapping 0^: CL CL (in fact from the set of terms 
of CL onto the set of terms of CL).
^>A^c) = c if c is a constant or variable, 
tj) A (M N ) = (J>A (M)([)A (N)
*a (M) = A
2.3.8 Lemma
If CL - (VI) h M M 1 , then CL <f>N <M) >  ^ ( M * )  for simple
terms N.
Proof.
Immediate. K1
2.3.9 Lemma
If CL h ZM >  H ! , where Z is simple, Z 3M 5M ! are closed and 
CLoj1 1- M N, then 33 <  a CLco1 (- <|>m (ZM) = 4),t(M!).a N —  p N
P r o o f .
Suppose CL 1- ZM >  M 1 and CLio1 b M N.
Then . .Nk CL I- ZM = Nj >1 .. .>1 Nk = M' .
♦
4
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We claim that
(*) Vi < x  3 B ^ <  a CLu)1 b 4>N CN^) = p ^N^Ni+l^
i
We will prove this with induction on the length of proof of
N i ^ N i + 1 -
case 1 . N ‘ >iN. I() is an axiom*
l i + l
W
subcase 1.1. N. >jN. „ is not an instance of axiom VI.
i x l+l
Then it follows from 2.3.8 and 2.2.6 that 
CL<o’ |- *n (N.) = 0 4N <Ni+;L>.
subcase 1 .2 . N^ is an instance of axiom VI,
say •
Then we have to show that 
(**) 3 B < a  CLo)' b N ^ C M ^
because is simple and hence .
Since CL h .ZM >  M^M,^ it follows from 2.3.5
*
that CL I- M >  H 1 . <xwA. ^  'S c.l/>^ a<s|
•** \  S  — .
Hence since CLw 1 h M ' Nj1 it ^ follows from
a >
2 .2 .8 . 2 ) and 2 .2:.6 that
33 <  cx CLa:^ bNc()N (M2 ) ^  M c ^ C M ^  =o 
This implies (**).
case 2 . N^ > tN^ + i is ZM^ >i ZM 2 and is a direct consequence of
Mi >i M 2 . By the induction hypothesis 
33 <  cx CLo)1 [- =g 4>JvjCM2 ) hence
CLtu’ I- <|>N (Z) ^ ( M ^ )  (J)^ (Z)(j)N (M2) which is
cLto* t- <i>N (Ni ) =6 4>N cwi+i).
♦
case 3. > x + ^  is M^Z ^ M ^ Z .  This case is analogous, to case 2.
Now we have established (*). Let 3 = Max{ 3q * • • - ¡> 3^} .then g <  a 
and CLo)- I- <|,n (ZM) = 4>n (N1 ) 4 ^ )  =
2*2.9 Main Lemma
w
If C L w 1 I- ZM >  K and. C L w’ b M «s N, where a ^ 0 and M, N and 2
a
are closed, then 33 <  a [ C L w ! b ZNKK = 0 K] .
P
Proof,
If CLw' b ZM >  K 5 then by 2.2.3 CL 1- 2 M >  K, hence by. 2.3.3 
CL h ZM >  K and therefore by 2,3.6
CL b ZM >  K 1 with CL h K' * K hence K 1 = K or K* = K. 
case l . K T = K.
By 2.3.9 it follows that 33 <  a C L w } b ZN = Q K, hence
p
33 <  a C L w 1 b ZNKK KKK = 0 K. 
case 2 .K ’ = K.
4
Then C^L b ZM >  K hence by 2.3*5
(1) CL b M >  K
Again by 2.3.9 we have 36 < a C L w’ b ,ZN N. Hence
(2) C L w 1 b ZNKK == N K K .
p
Because C L w ! b M rs N it follows from 2.2. 8 . 2) that
a *
(3) 3 3 1 <  a C L w 1 b NKK = D * M K K .
p
From (1) 3 (2) and C 3) it follows that
33 5 3 T< a  C L w 1 b ZNKK =g NKK MKK >  KKK >  K.
Hence 33” < a  C L w 1 b ZNKK = gll K. K
§2.4. Universal generators.
The motivation of the contents of this § will be stated in 2.4*6.
2.4.1 Definition
A-family of a term M of the X-calculus, notation /^(M) is 
the following set of \-terms
Now we are able to prove the main lemma.
/ X (M) = {N J 3 M 1 X I- M >  M 1 and N sub M'}. 
Analogously we define and ^ +ext •
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2.4.2 Definition
U is a universal generator (u.g.) for the X-calculus if 
/^(U) consists of all closed X-terms.
Analogously we define the universal generators for CL.
Remark: If U is a universal generator for the X-calculus then
»
/^(U) even consists of all X-terms5 since every X~term M is sub
b *
term of a closed X-term (take the closure Xx^*..x .M). •
l n
2.4. 3 Lemma
There exists a closed term E such that
»
VM[ FV(M) = 0 3n X I- En >  M] ,
Proof.
This follows from inspection of the proof of 1.3.13.
«
See for details Barendregt [ 1970] .
«
2.4.4 Theorem
There exists a closed universal generator for the X-calculus*
Proof.
Scott.
Let E be as in lemma 2.4.3, let be the pairing
.  +
function as in 1*3.6 and let S be the X-defining term of the
successor function (1. 3 .4 . 3)) .
■
Define A = X b n . [ En,b(£+n ) ] .
B = FP A  (see 1.1.8)
Then A [-Bn >  ABn >  [En,B n+1] . Hence 
. \\-B0 >  [ E£,B1] >  [E0 ,[E1 ,B2] ] >
>  [ EO ,[E1,[E2! ,Bj5] ] ] > . . . .
Because E enumerates all closed terms, B_0 is a universal 
generator. Since E is closed, B£ is closed too. 83
The above considerations also hold for CL. In particular
*
. *
“IKlee n e !s E (2.4.3) is given for CL by a term GD in Curry,Hindley,
“1
Seldin [1971] , Ch 13. The name GD is used because it is the 
inverse of the Godel numbering.
Therefore we have
2.4.5 Theorem
There exists a universal generator for CL.
2.4.6 Remark
The motivation for the introduction of universal generators is 
the following:
In the next § We will prove that, if M and N are not u .g . fs and 
if X + ext |- MZ = NZ for all closed Z, then X + ext f- M = N.
At the moment of discovery of this theorem, we were still unaware 
of the existence of u . g . !s. We hoped to prove that they did not 
exist in order to obtain, as corollary, the ^-completeness of 
the A-calculus.
However we subsequently found a proof of the existence of u . g . fs. 
The proof of the existence of u . g .’s was presented first, because
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the above mentioned theorem is easier to prove with their
v
application.
§2.5, The provability of the m-rule for non universal generators. 
In this § we will prove a result on partial w-completeness . We
4
present the proof for the X-calculus because there extensionality 
can be axiomatized by n-reduction for which the Church-Rosser 
property holds (1.2.11). We do not know whether a similar result
9
holds for CL, but probably we can prove it using strong reduction.
2.5.1 Definition
*
A X-term Z is said to be of order 0 if there is no term P such 
that Xl“Z > ( X x P ) .
2.5.2 Lemma
Let Z be of order 0, t h e n :
V
a
1) For no term P we have X + ext f~ Z >  Xx P
E
2 ) If X + ext |~ Z >  Z f , then Z ! is of order 0
3) If X + ext 1- ZM >  N, then there exist terms Z !,Mf such that 
N = Z ’M 1 , X + ext \- Z >  Z 1 and X + ext b M >  M*
4) For all terms. M, ZM is of order 0.
Proof.
For this proof let us call a term of the first kind if it is a 
variable, of the second kind if it is of the form (MN) and of the 
third kind if it is of the form (Xx M).
m
1) Suppose X + ext Z >  Xx P for some P. By Curry,Feys [ 1958]
Ch 4D, theorem 2 pg 132.it follows that there exists a term Z'
. such that X 1- Z >  Z' and X + ext - I 2 l - Z ' > ( X x P )  (i.e.
i
without using g-reduction). Because Z is of order 0 Z ! is of
»
4
the first or of the second kind. Z ! cannot be a variable 
.because X + ext I- Z' >  Xx P. Hence Z 1 is of the second kind.
9
f
By induction on the length of proof in X + ext - I 2 of a 
reduction M >  N we can show that if M is of the second kind, 
then N is of the second kind.
This would imply that (Xx P) is of the second kind; 
a contradiction.
2) Immediate, using 1).
t
3) By induction-on the length of proof of ZM >  N using 2).
m
* «
H) By 3) it follows that if X + ext I- ZM >  N, then N is of the 
second kind. Hence ZM is of order Ck. El
*
2.5.3 Examples
* •
1 . Any variable is of order 0 .
1
2 . = o)2(d2 with ti>2 = (Xa-aa) is of order 0 .
M
Terms of order 0 behave in some sense like variables. Namely
3
*
if X + ext MZ >  L where Z is of order 0, we can substitute x 
for the residuals of Z in this reduction and we obtain 
X + ext (“ Mx >  L ! .
Because ^2 the same time closed and of order 0 it will play
an important role in connection with the w-rule. If X + ext f- MZ 
= NZ for all closed Z we have in particular X -f ext 1“ Mft2 = Nft2. 
We hoped that this would imply A + ext b Mx = Nx, by substituting
9
everywhere x for in the proof. The problem is that there is_ a
difference between variables and terms of order 0. In a reduction
i
variables can never be generated whereas closed terms can. 
Therefore we have to find a term of order 0 Z Q £ J^(M) U ^ ( N )
67
(see 2,4.1). This is only possible if M and N are not universal
generators. Then it follows from-X + ext 1- M Z Q = N Z Q that
X + ext I- Mx = Nx and hence X + ext I- M = N .
In order to follow the residuals of a subterm in a reduction
we again make use of the underlining technicju«*
An outline of what happens is the following (see fig. 8 ).
n
In 2 . 5 . 4 - 2 . 5 .14 we define and develop a theory X..
w
In 2.5.15 - 2.5.16 we consider a mapping <J> which replaces a
X
term of order 0 by a variable x as is mentioned above.
In 2.5.21 - 2.5.24 we define the concept of closed terms which
= N
are variable like and prove, their existence.
»
Then, to prove the main result, we assume that X + ext 1- ME 
It follows from the Church-Rosser theorem that for some term L 
X + ext 1- ME >  L and X + ext [- Nr >  L. From this it follows^ by
the results of the theory X that X + ext |- ME >  L and
X. + ext 1- N'2 >  L " . The main difficulty is then to prove that 
L ’ = L " . If we have L* 5 L M , then it follows by a homomorphism 
argument that X + ext h Mx = <J> (L1) = 4> (LH) = Nx.
X X
In order to prove that L 1 = L", we need proposition 2.5.20, a
statement about ^ +ext<MS) and lemma 2.5.27, a statement about 
variable like terms.
§2.5
1-3
4-14
X
terms of order 0
21-24
15-16
*x
propositi
25-27
 ^variable like^lemma about
28
ME = NH 
Mx = Nx
co-rule
terms variable like terms Figure 8
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2.5.4 Defiflition
»
We will define a theory X + ext formulated in the following 
language (see appendix).
Alphabet^ + t = Alphabetx U  {>t
Simple terras of the theory X^ are exactly the terms of the
A-calculus.
Terms are defined inductively by
1) Any simple term is a term.
2 ) If M is a simple term and FV(M) = 0, then M is a term
♦
3) If M,N are terms, then (MN) is a term.
I
4) If M is a term, then (Ax M) is a term (x is an
r
arbitrary variable).
*
Formulas: if M,N are terms, then
M >] N, M >  N, M = N and M * N are formulas.
A term of the theory A + ext is called A-term.
The operations BV, FV and [x\N] can be extended to X-terms in 
the obvious way.
(Note that: BV(M) = BV(M), FV(M) = 0 and [x\NjM = M.)
2.5.5 Definition
The relation "...is subterm of . . . ” is defined in such a way that 
only M is a subterm of M. To be explicit:
Sub(x) = { x }  for any variable x .
Sub(MN) = Sub(M) U Sub(N) u {MN}
S u b (Xx M)= Sub(M) U {Xx M}
Sub(M) = {M}
N sub M N € Sub M
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2.5.6 Definition
»
We define the theory X + ext by the following axioms and rules
(see appendix).
I 1. Ax M >i Ay[ x\y] M
2 . (Ax M)N >i [ x\N] M
3. Ax(Mx) M
II Same as in 1.1•4.
Ill Same as in 1.2.3.
IV
V
1 . M M
2 . M M» • M M 1
ZM >i Z M T 5 MZ M' Z
3. M >1
• M M»
1 . M M
2 . M ** N
N rsi M
3. M N ,N « L
M a L
4. M M f M M'
ZM -: Z M 1 5 MZ « m M' Z
5. M 0*m m• M
if y è FV(M) 
if BV(M) H FV(N) = 0
M M !
5 Ax M Ax M 1
In the above the restriction on the; terms is clear.
Note that we do .not have a counterpart for axiom VI of 2.3.2.
é
_A is the theory which results from the above axioms and rules ,
%
omitting I 3.
2.5.7 Lemma
1) A + ext i~ M >  M* A + ext |- M >  M i if M , M ! are simple terms
2 ) X + ext h H >  H 1 X + ext if M j M 1 are simple terms
3) [X + ext I- H >]H' and N ’ sub M !] **■
[3N N sub M and A + ext I- N ^ N ’]
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1) Induction on the length of proof of M >  M 1
2) Immediate
* i
3) Immediate, using 1) and the following sublemma 
N sub[x\Q]P N sub P or N sub Q.
The proof of the sublemma proceeds by induction o: 
of P.
Proof.
(El
2.5.8 Lemma
X * ext f- M >  M' <-*■ 3N....Nk X + ext 1- M = N 1 >1 . . .>1 = M' .
*
Proof.
Immediate.
2.5.9 Lemma
[ X + ' ext I- M >  M * and N 1 s ub M 1 ] **
[3N N sub M and X + ext I- N >  N T]
Proof.
By 2.5.8
»
\ + ext \r M >  M 1 *** 3 .X. + ext I- M = - >i = M 1 .
From lemma 2.5.733) it follows by induction on k that the 
conclusion holds.
2.5,10 Lemma
1 ) A I- L * M «=» jUOt M
I mm I r \
2) À h L - X x M  [ 3 M ! L = Xx M ’ and _X I- M  ^ M ! ] or L r Xx M
3) \ I- L * m  *** [ 3 H’ N 1 L = M ’N 1 and X l- M =: M 1 , X 1- N « N f ] t,v
4) X h M M ! and X I- N ^ N T ** X b [ x \ N ] M ^ [ x \ N f] M t .
U a i ,  x i- H 'i  m 1 &  \ n \  3 . \
I _  I IU- w w  ^  ti
/
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Proof.
1) Induction on the proof of L - H, making for the induction 
hypothesis the statement slightly stronger.
U b L ~ M  or U  M - L] ] L = M or L H M]
2) 3) Similarly5 making use of 1).
*
4) Induction on the structure of M, making use of 1), 2) and 3)
2 . 5.11 Lemma
Let M,N be simple terms such that M >i N is an axiom of 
X + ext but not an instance of I 2.
Let X b M - M* . Then 3N'[ X + ext I- M 1 >  N T and X I- N * N 1] .
(See fig. 9.)
M
m * y  \ n
Figure 9
>  \ ✓ ~
N*
Proof.
By distinguishing cases and using the previous lemma
2.5.12 Lemma
____ __  a
Let M 5N be simple terms such that M >! N is an instance of axiom
I 2. Let X^ b M ^ M 1 , where M ! is such that if Z sub M 1 , then Z 
is of order 0 .
Then + ext 1- M T >  N 1 and X^t-N « N f] (see fig. 9 ).
Proof.
Let M >  N be (Xx P)Q >  [x\Q]P.
As X (- (Xx P)Q » M 1 we can distinguish by 2.5.10 several case?.
case 1 . M ! = (Xx P)Q . Take N ! = [x\Q]P
case 2. M ! = H ”Q T with X Xx P ~ M” and X [- Q - Q r.
subcase 2.1. M tf 5 Xx P ! with X I- P =; P f.
%
Take N T = [xXQ*1] ? 1, then the result 
follows from 2.5.10,4). 
subcase 2.2. M" = Xx P . This case cannot occur,
because then Xx P sub M T, and Xx P is not 
of order 0 , contrary to our assumption, B
2.5.13 Lemma
Let H,N be simple terms such that X + ext I- M >  N.
Let X. ^ M ~ M* > where M 1 is such that if Z sub M ! , then Z is 
of order 0. Then 3 N ][X. + ext I- H' >  N ’, X N 2 N f and
4
[Z sub N 1 =* Z is of order 0] ] (see fig. 9).
. Proof,
Induction on the length of proof of M >  N.
*
If M >  N is an axiom we are done by 2.5.11 or 2.5.12, since by
4
l e m m a’s 2.5.9 and 2 .5,2 .2 ) it follows from the assumptions that
m
Z is of order 0 if Z sub N'. .(We need this fact for the in­
duction step in rule III 3 (transitivity).) ®
2.5.14 Proposition
Let X + ext b HZ >  L, where M,Z and L are simple and Z is of
order 0. Then 3 L ![_X + ext l ~ M Z > L T, X ^ f - L ^ L *  and
[ Z ! sub L T X + ext V Z >  Z !]] (see fig. 10).
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^ L 1 Figure 10
This follows immediately from lemma 2*5.13 and 2.5.9.
2.5.15 Definition
Let x be any variable. We define a mapping 6 : X X (i.e. fromx —■
»
the set of _X~terms into the set of X-terms ) as follows:
(j)x (y) = y
4> (MN) = ¡> (M)<J> (N)
X X X
4> (Xy M)= Xy <J> (M)
X A
4> (MJ = xx —
2.5*16 Lemma
If _X + ext h M >  N and if x is a variable not occurring in 
this proof, then X + ext 1- $ (M) >  <f> (N).
X X
/
Proof.
Induction on the length of proof of M >  N, using the following
►
sublemma
If z / x, then § ([ x\N] M) = [ x\4> (N)] <j> (M) .
Z  2  2
Thé proof of the sublemma proceeds by induction on the structure 
of M. El
2.5.17 Lemma
»
Let M 5N be simple and x £ FV(M).
If X + ext I- Mx >  N > then 3 M J simple [x é FV(M'), X + ext (- M >  M
4
and X + ext 1- M !x >jN] .
é
Proof.
Because X + ext k Mx >  N we have by 2.5. 7.1) and 2.5.8 that 
3Ni* . .N^ . X + ext b Mx = >i . * *>i = N.
If all N. , i <  k are of the form Px with x £ FV(P)a then we are
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Proof.
d o n e .
Otherwise let be the first term not of the form Px with
x & FV(P).
4
»
Then N. is of the form (Az N!)x.
1 i
By a-reduction this reduces to (Ax [z\x]N!)x which is
(Ax N . ,„)x-
1+1
Hence A^ + ext h Mx >  (Az N!)x >  (Ax N. 1 )x >  (Ax N)x > 1 N.
So we can take M 1 = Ax N, K1
V
2.5.18 Lemma
4
1 ) Let L , L ! be A-terms such that 4> (L) = cf> (L!) where
X X
* 4
x £ F V ( L L !). Let Z be a simple term such that Z sub L.
Then Z sub L 1 .
r
4
2) If M,N are simple terms, then we have 
<j> ([ x\N] M) = A C M )  = M.
X T  X
Proof.
Induction on the structure of L resp. M. H
2.5.19 Lemma
Let X + ext 1- MA >  L and Z sub L, where M,A and Z are simple 
and A is closed. Let L satisfy: A* sub L =* A* 5 A.
Then Z € / x+£xt(M).
Proof.
By lemma 2.5.16 we have A + ext 1— Mx >  (}> (L) where x does not
X
A
occur in the proof of MA >  L. Hence by lemma 2.5.17 there
* > 
exists a simple term M* such that A + ext h M >  M T and 
A + ext k M fx >i cf> (L ) . Hence A + ext I- M 1 A >i L .
X ^
Suppose now Z sub L and Z simple. By distinguishing the 
different possibilities for the proof of M ’A >i L we can then
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show that Z sub M ! hence Z € ^x+ext^M)- H
2.5.20 Proposition
Let ^  + ext I- MA >  L and Z sub L, where M,A and Z are simple
*
and A is closed.
T h “  z  s
Proof,
Let x not occur in the proof of X, + ex"t 1“ MA >  L.
Then by 2.5.16 we have X + ext I- Mx >  <j> (L). Hence
X
X_ + ext I- MA >  [x\A]<|> (L) = L 1, say. By 2,5.18 it follows that
*
Z sub L *=* Z sub L 1 for simple terms Z. Furthermore, L ! satisfies 
the assumptions of 2.5.19.
Hence if Z sub L and Z is simple, then Z sub L ! and therefore 
Z 6 /X+extCM) bY 2 -5 -19-
2.5.21 Definition
T
1) A term M is called an ft0-term if M is of the form ft2M f.
2) A subterm occurrence Z of M is called non-ft2 in M if Z has 
no ft2 subterm and Z is not a subterm of an ft2 subterm of M.
3) A term U is called a heriditarily non-ft? universal generator 
if U is a closed u.g. and if X + ext 1- U >  U 1 , then there is ' 
a subterm occurrence Z of U 1 which is a u.g. and which occurs 
non-ft2 in U ! .
Example: Only the second occurrence of Z in the term x(ft2 (MZ))Z 
is non-ft2 (if Z does not have an ft2 subterm).
2.5.22 Lemma
If U is a heriditarily non-ÎÎ2 u.g. and if X + ext I- U >  U T, then 
LJi is a u.g. which is not an ft9-term.
By definition it follows that some subterm Z of U f is a u.g. 
Then U T itself is a u.g. That U ! is not an Q 2-term follows 
from the fact that Z occurs non-ft2 in U' , K*
2.5.23 Proposition
There exists a heriditarily non-ft2 universal generator.
Proof.
We introduce ordered triples as follows 
[ M,N,L] = Xz.zMNL.
Define A = Xbn[ b£ ,En ,b (S*n)] , where E and S_+ are as in 2.4.4,
B = FPA and U = BO.
We will prove that U is a heriditarily nor\-£lz u.g.
As in 2.4.4 we see that U is a closedu.g.:
X b U E BO >  AB£ >  [ B 0 , E 0 5B1] >  [ BO ,££,[ B£,E1 ,B_2] ) >  ...
Let us define U U 1 to mean
k
3 N. . . . N, X + ext h U = m ^  Nv H U 1 .
i. K *1 K.
(Here we need X. only to express one step reduction . )
%
Suppose now than X + ext I— U >  U 1 . Then for some k we have
U U 1 .
k
With induction on k we can show that U 1 is of the form
1) A^BO (remember that M^N = M ( ...(M(MN))..)
—  »__________ »
p times
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Proof.
or 2 ) Pp (Xn[ U" ] ) 13 where
B , Xn[ U” ] and U > ^ t< U fr with k 1 ,k" <  k ,
or 3) t U m , w h e r e  U , U Tt1 with k ' <  k .
K
exists a subterm occurrence Z^ r of U T which is a u.g. and
is non-ft2 in U ! :
If U' is of the form (1) we take Z^, = A^BCK 
If U ’ is of the form (2) we take Z ^ f = Z^ ,, .
Finally if U ’ is of the form (3) we take Z ^ T = Zytn. ®
2.5.24 Definition
A term 5 is called Variable like if H = where U is a
heriditarily non-ft2 universal generator.
2.5.25 Definition
n
Let L 5L f be _A-terms such that L is simple and X (- L = L 1. Then 
L and L 1 are equal except for the underlining and we can give 
the following informal definitions:
1) If Z ’ is a subterm occurrence of L !, then there is a unique
l
subterm occurrence Z of L which corresponds to Z 1 , such 
that X \r Z Z 1 .
Instead of giving a formal definition we illustrate this 
concept with an example.
Let L 5 S(KS) (SKK) and L ! = S(KS)(SKK) 5 then X 1- L « L T .
S corresponds to S 5 KS corresponds to KS and (SKK) corresponds
i """'M 1
to (SKK).
2) Let L" be another X.-term with X, I- L - L M . Then we say that 
L” has more line than L '5 notation L ! C L " ,  if for all sub­
term occurrences Z f of L ! there is a subterm occurrence Z” 
of L M such that Z 1 sub Z M where Z ^ Z "  are the subterm 
occurrences of L corresponding to Z }, Z” respectively.
For example 3 let L ,! = S (KS) (SKK) then L ! C L ” where L f is as 
in the above examples
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4
3) Let Z be a subterm occurrence of L.
Z is exactly underlined in L T if Z is a subterm occurrence 
of L r and Z corresponds to Z.
4) Let Z be a subterm occurrence of L.
Z is underlined in L T if Z is a subterm of Z^Csub L) which 
is exactly underlined in L ' .
♦
For instance the first occurrence of K in L of the above 
example is underlined in L 1.
4
5) Let Z be a subterm occurrence of L.
%
Z has some line in L ! if Z is underlined in L ! or if there
n
is a subterm occurrence Z^' of Z which is exactly underlined 
in L 1 .
For instance SKK sub L has some line in L ’ in the above 
example.
2.5.26 Lemma
«
Let L 5L ' 5L" be X^terms such that L is simple and X I- L T = L ~ L M
1) If L * C L ” and L" C L ’ , then L' = L M .
2 ) If for all subterm occurrences Z of L 1 3 the corresponding 
subterm occurrence Z of L is underlined in L”5 then L ’ C L " .
3) If Z is a subterm occurrence of L such that the^»«4re--*K«l 
corresponding subterm occurrence Z 1 of L ! ttfforfosfe 
then Z has some line in L* .
P r o o f .
This is clear from the definitions.
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2.5.27 Lemma
Let L,LT be X-terms such that L is simple and \ I- L = L 1 . Let
5 be a variable like X-term.
Suppose that
1) If Z is a subterm occurrence of L which is eactly underlined
in L ' , then Z is an ft2“term.
2) If Z is a subterm occurrence of L which is a u-g. then Z has 
some line in L 1.
Suppose further that X + ext V E >  E T and E' is a subterm
»
occurrence of L.
Then 5 r is underlined in L ' ,
*
Proof.
V
E is variable like, hence E = where U is a heriditarily
non-ft2 universal generator*
Since ft2 is of order 0 it follows from 2 .5.2.3) that E 1 = ft2IP, 
where X + ext I- U >  U T .
9
Since U is a heriditarily non-*ft2 u.g. there is a subterm 
occurrence Z of U T which is a u.g. and a non-Q 2 subterm 
occurrence of U T (see fig.11)* By our assumption 2), Z has some 
line in L ’. The possibility that some subterm occurrence Z 1 of Z
is exactly underlined in L ’ is excluded, since by 1 ) then 
would be an ft2-term whereas Z is a non-ft2 subterm occurrence of L. 
Therefore Z is underlined in L ! , i.e. there is a subterm
occurrence Z^ of L which corresponds to Z.^  su^ an^ such that 
Z sub Z^.
We claim that sub Z 2 (see fig.1 1 ).
First note that, since Z  ^ sub L ? , it follows from 1 ). that Z^ is an
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ft- term.2
Hence since-Z is a non-fi2 subterm occurrence of U', Z 2 is not a 
subterm of U 1, Therefore U f sub Z 2 3 since subterms are either
V
disjoint or comparable with respect to the relation sub.
Since by 2. S. 2 2 U f is not an £22~term U' is a proper subterm of
Figure 11
Hence indeed ^ 2U ? sub Z^*
Therefore H f = ft2U T is underlined in L ?. K1
2 5 . 2 8 Theorem
4
n
Let M 3N be A-terms which are not universal generators and let 
E be a variable like A-term.
If A + ext 1— MS = NEj then X + ext t* Mx = Nx for some variable
■
x £  FV(MN).
Proof.
It follows from the Church-Rosser theorem 1.2.11 and the assumpt 
ion X + ext 1- ME = NE, that there exists a term L such that 
X + ext b ME >  L and X + ext I- NE >  L-
4
Since E = ft2U it follows from 2. S. 3 and 2.5.2.4) that E is of 
order 0 . Hence from 2.5.14 it follows that there are terms L !5L" 
such that X + ext (- MjE >  L T , X + ext I- NE >  L" and
r
X b L f - L - L” (see fig. 12).
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ME
L 1 L ,!
NE
Figure 12
.Now we claim that L 1 = LM .
In order to prove this, it is sufficient to show that L 1 C L", 
since by symmetry argument then also L” C L T and hence by
2.5.26.1) L ! 5 L".
t
We will show that'for every subterm occurrence of L f 5 Z ’ is 
underlined in L n , where Z 1 is- the subterm occurrence of L 
corresponding to Z' . Then it follows by 2.5.26.2) that L 1 C L " .  
Suppose therefore that Z 1 is a subterm occurrence of L T. By
2.5.14 it follows that X + ext (-* E >  Z !.
We verify the conditions 1) and 2) of 2.5.27 for L,L".
1) If Z is a subterm occurrence of L which is exactly underlined
a
in L ?!5 then Z sub L n , hence it follows by 2.5.14. that 
X + ext (- E >  Z s hence Z is an Q 2-term.
2) If Z is a subterm occurrence of L which is a u.g. then
Z CM) (otherwise N would be a u.g.). Hence by 2.5.20
Z is not the corresponding subterm occurrence of a simple 
subterm of L n .
Therefore Z has some line in by 2.5.26.3).
Therefore it follows from 2.5.27 that Z r is underlined in L”. 
Hence we have proved, that L 1 5 L TI.
Let x be a variable not occuring in the reductions represented 
in fig. 12. Then it follows from 2.5.16 that
A + ext I- Mx = 4) (M ) >  <J> (L 1 )
x x
A + ext I- Nx = <b (N ) >  (pV (L") .
X. X
Hence A + ext 1- Mx. >= Nx ' since <J> (L 1) = cf> (L!f) • &)
X X
p <
Remark. We also have
Let M,N be A-terms which are not u.g.!s and let 5 be a variable 
like A-term.
If A h ME = NE 3 then A I- Mx = Nx for some variable x € FV(MN). 
2.5.29 Theorem
Let M SN be A-terms which are not universal generators. Then the 
w-rule for M and N is derivable in the A-calculus with 
extensionality.
Proof.
Suppose that A + ext 1- MZ = NZ for all closed Z.
Then A + ext I- ME = NE 5 for variable like terms E, since they 
are closed.
Hence by 2.5.2 8 it follows that A + ext \r Mx = Nx for some 
variable x £ FV(MN).
Therefore9 by extensionality, A + ext 1- M = N. E3
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Chapter III
¥
Consistency results and term models
§3,1, Hodeltheoretic notions for combinatory logic and some of
its extensions.
- is
A combinatory structure is an algebraical structure for a reduct 
of the language of CL,.in which we drop the relation >  . 
always interpreted as the real equality,
A combinatory structure is called trivial if its domain consists 
of a single element.
A combinatory model Is a non trivial combinatory structure
©  = <C,i,k,s,*> such that i #x = x, k-x*y = x and
s*x*y*2 = x * z * ( y z )  for all x,y,z £ C (as usual we associate to
the lef±3u
A combinatory structure ©  assigns hoirvomorphically to each closed
*
CL-term M an element of C which we will denote by
If ©  is a combinatory model, its interior ©° is by definition the
restriction of ©  to
C° = {x £ C | x = n^(M) for some closed CL-term M } .
A combinatory model is called hard if it coincides with its own 
interior.
A combinatory model is an extensional model if it satisfies the 
axiom of extensionality i.e. if Vx,y £ C [ Vz£C (x*z = y z ) -* x = y] 
Note that the axiom of extensionality cannot be expressed in CL,
since CL has no logical connectives.
k
A combinatory model ©  is an os-model if it satisfies the axiom 
corresponding to the w-rule, i.e. if
Vx,y e C [Vz € C°(x*z = y-z) ** x = y] .
It is clear that an w-model is extensional.
From the completeness of predicate logic it follows that for 
every consistent extension of CL we can define a canonical model. 
Since the language of CL is' logic free, this model is a 
particularly simple one, namely a term model.
3*^*1 Definition
Let & be a consistent extension of CL (in the same language).
'^ le term model of & consists of all CL-terms (closed and open) 
where terms that are provably equal in £ are equated and 
application is defined as juxta position.
Hence the term model consists of the set of terms with the minimal 
equality which satisfies &. The non-triviality of the term model 
follows by the consistency of
An extensional model or an to-model can be obtained as term model 
of CL + ext resp. CLoj .
The restriction of an co-model to its interior is again an to-model. 
But the restriction of an extensional model to its interior is 
not necessarily extensional.
4
The notion of ^-completeness should be distinguished from a 
stronger one. Let us call an consistent extension '& of CL strongly 
oi-complete j if all extensional models of & are in fact w-models.
9
Strorg aj-completeness implies to-completeness , as follows by con­
sidering the term model of £ + ext.
The converse is not necessarily t r u e .
The rumour mentioned in the footnote on page 49 was not quite
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justified* Apparently Jacopini [1971] has proved that CL is not 
strongly w-complete. Hence the question of the 0)-completeness 
of CL still remains open.
4
3.1.2 Theorem (Grzegorczyk [1971])
There is no recursive model for CL.
Proof*
If © w o u l d  be a recursive model 9 then Th(©) would form a 
consistent recursive extension of CL, contradicting 1.3.17. IS
Since it is not clear how to interpret the X-operation in a
4
model we restricted ourselves to models of combinatory logic.
s
It is nevertheless possible to define A-abstraction in a model. 
This is done in the later versions of Scott t 1970] .
§3.2. Term models
In this § we will answer negatively the question whether S c o t t’s 
lattice theoretic method provides us with all extensional models 
for CL. We do this by equating all the unsolvable CL-terms and 
obtain an extensional term model in which there is only one fixed 
point (an element x such that for all y x*y = x is called a 
fixed-point). In S c o t t !s models there are at least two fixed- 
points.
Further it is shown that Con, the set of equations that can be
added ponsistently to the A-calculus3 is complete nj (after Godel 
t
isation). This is not an immediate consequence of the fact that 
A'-calculus is a complete theory, since there is no negation. 
Unsolvable terms will play the role of negation. Finally we con-
s
struct a term model for CL which cannot be embedded into nor 
mapped onto an extensional model.
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3.2,1 Definition
1. A  CL-term M is called CL-solvable if CL I- MN^...Nk = K.
2. A A-term M is called A-solvable if 3 ^ . . . ! ^  MN^.^.N^ has a 
8-normal form.
3. A A-term M is called An~solvable if 3N,,..-N^ M N H . . . has a~ ^1 1 X 1 JC
$ri”normal form.
In 3.2.20J we will give an alternative characterization of 
solvable terms.
3.2.2 Lemma
Let Z be a A-term. Then Z is A-solvable iff Z is An-solvable.
Proof.
By the remark following 1.2.8.
3.2.3 Theorem
1) If CL I- ZM = K, then M is CL-solvable or CL I- Zx = K for any
variable x.
2) If ZM has a Br)-normal form N, then M is Art-solvable or
p
A + ext Zx = N for any variable x.
The proof which, in the CL case, makes use of an auxiliary 
theory CL' similar to CL is postponed until 13.3.
Lat M 5M ’ be A-terms.
M C M ’ if VZ t ZM has a Bn-normal form A + ext t- ZM = Z M ’]
3.2.4 Definition (Morris)
In his thesis Morris [19 6 8] proved
3.2.5 Theorem
If A + ext I- MA = A, then FP M- C A.
Hence FP M is the minimal fixedpoint (in the sense of C) .
3.2.6 Theorem
If M is an unsolvable A-term (i.e. if M is not A-solvable) then 
M C M 1 for all terms M 1, Hence M i s  minimal (in the sense of C) 
in The set of all terms.
Proof.
This follows immediately from 3.2.3 2) and lemma 3.2.2. ®
A.3 many fixedpoints are unsolvable, e.g. FP K, FP S etc.,
3.2.6 is for those terms a sharpening of 3.2.5.
3.2.7 Definition
= = M ’ | M , M f are unsolvable CL-terms}
= {M ~ M* | M , H f are unsolvable A-terms}.
»
We will prove now that CL + consistent. The most con­
venient way to prove this is to develop a theory CL+ which is
a conservative extension of CL + CL+ will play the same
I
role as CLw* in the consistency proof of CL + w-rule.
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3.2.8 Definition
+
CL has the following language:
Alphabet = A l p h a b e t ^  U
The terms are those of CL.
t
i
k
Formulas: If M,N are terms, then
M >  N, M = N, M N and M N are formulas.
3.2.9 Definition
CL has the following axioms and rules (see appendix).
I Same as in 1.4.2.
II 1. M M M M M c S r M
2. M = N 
N = M
3. M = N, N = L
M = L
M N
N M
M N
N M
4. M = M ! M s M 1
ZM = Z M ! 5 MZ = M ^
M M t M l * W M t
ZM ~  Z M T MZ M'Z
III 1. Same as in 1.4.2
n
2. Same as in 1.4.2
3. Same as in 1.4.2
4. M M*
M M
M
n
M'
M
M ~  M 1 
M = M '
IV M «  M' if M,M' are unsolvable terms.
I .
I
Now we proceed as in §2.2 to prove that CL + is consistent.
If the proofs are similar to those in §2.2 or easy, we omit
them.
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1) CL 1- M >  N '«"► CL +-WCL I- M >  N *"* CL+ I- M >  N
2) CL + JC_. I- M = N <-► CL+ I- M = N .CL
Hence CL is a conservative extension of CL + .
3.2.10 Lemma
4
3.2.11 Lemma
CL+ M = N «-*• 3NL. . ,Nk CL+ I- H ~  N 1 Nk 5 N.
3.2.12 Lemma
If CL+ t- M ~  N, then 3M'.N',Z
[ CL+ I- ZM' >  M, CL+ ZN' >  N and CL+ I- M' «  N '] .
3,2.13 Lemma
If CL I- M « N, then either 1) M,N are unsolvable or
2) CL+ t-.M >  N or CL+ I- N >  M
3.2.14 Theorem 
If CL* I- M = K, then 
(*) CL |- M = K.
*
*
Proof.
4
From 3.2.11 it follows that CL+ 1- M = K
■
(**) 3 N 1 ...Nk CL+ I- M ~  N. Nk >  K.
By induction on k we prove that (**) (*).
*
#
If k = 0 5 then there is nothing to prove. So suppose that k >  0.
Since CL+ ~ it follows by 3.2.12 that 3M^
i
such that
CL+ ^ ZMk_i >  CL+ ZMk >  Mk and CL+ *" Mk-i **
By 3.2.13 we can distinguish the following cases:
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then, since CL+ 1- ZM£ >  = K it follows from 3.2,10 
and 3.2.3 1) that 
CL h Zx = K for. any x.
4
Hence CL I- ZM,1 . = K and therefore
k-1
CL+ I- M^_^ >  K as follows from
CL+ I- ZM]^ _1 >  M , 3.2.10 and 1.5.1.
Thus CL+ k- M ~  * >  K, hence by the
induction hypothesis
CL t- M = K.
• ,
case 2. CL+ (- M^_1 >  or CL+ t- >  MjJ
case 1. are unsolvable .
k-1
In both cases we have
CL W Mk_ 1 = - Mk = K by 3.2.10
Hence CL+ I- >  K by 1.5.1 and 3.2.10.
Then CL I- M = K follows as above from the
b
induction hypothesis. ' '
3.2.15 Corollary
CL + is consistent.
'CL
♦
Suppose that CL + I- KK = K,‘ then by 3.2.10 CL+ I- KK = K
and hence by 3.2.14 CL I- KK = K. This contradicts the Church
Rosser theorem for CL.
3.2.16 Remark
In the same way we can prove Con(A + *^)- With a more involved
*
argument we can show that Con (CL + 3C + ext) and
Con (A + + ext)- The idea is to use the language of C L w r
(where ** , = ' are only used for finite ct ) and to add the rule
rx a a
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Mx = Nx, x £ FV(MN)
_ _ _ _ _  ^
n+1
The consistency of CL + + ext is not automatically a
consequence of .the consistency of CL + as will be seen in
3,2.2 4 where it is shown that Con (CL + 0TC) =*■ Con (CL + M  + ext), 
where M  is' a set cf equations., does not hold in general.
3.2.17 Remark
j
Let us call an element x of a combinatory model a fixed-point 
if xy = x holds for all y in the model.
In every combinatory model ©, H^(FP K) is a fixed-point. Since 
fixed-points in a term model correspond to unsolvable t e r m s , it 
is clear that in the term model of CL + there is only
one fixed-point.
In S c o t t’s lattice theoretic models there are always at least 
two f i x e d - p o i n t s : all the elements of the initial lattice 
become fixed-points in the limit D__. See Scott [ 1970] , p*41
theorem 2.14.
Hence S c o t t !s method does not provide us with all models for 
CL + ext» This was suggested to us by professor Gross* His 
suggestion had inspired us to prove 3.2.15.
With the he.lp of Con (A + 2FC^ ) we car; classify in the Kleene- 
Mostowski hierarchy the set of equations which can be added 
consistently to the A-calculus.
3.2.18 Lemma
»
K = FP K is not consistent with CL or the \-calculus.
Let Z = FP K , then CL I- Z = K Z .
Hence C L +  K = Z K = Z = KZ = KK, and therefore for arbitrary 
M,N CL + K = Z 1- KIMN ~ K K I M N , thus C L + K  = Z ^ N  = M.
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Proof (for CL).
3.2.19 Theorem
Con^ = {^M = n ”1 | Con(X + M = N)} is a complete IlJ set.
(As in §1.3. ... denotes the Godel number of . . . in some
Sodelisation.)
P r o o f .
= N“1 € Conx *-► H  M = N M  = KK.
Hence the complement of Con^ is r . e . 5 therefore Con is H°.
To prove that Con^ is complete IIJ 3 let X be an arbitrary 
set. Let Y = w “ X, the complement of X. Then Y is^r.e.
Define f(n) = f 0 if n G Y
t else 
then f is partial recursive.
Hence there is a X-term F which strongly defines f. Note that if 
f(n) t 5 then by 1.3.3 Fn is unsolvable. Then
FnIK = FP K £ Conx by lemma 3.2.18 
n £  Y f(n) t Fn is unsolvable =*
FnIK = FP K € Con. by 3.2.16 since FP K is unsolvable 
—  X
Hence
n G X <=■*• n £ Y rFnIK = FP f  £ Con,.
Thus X <i Con. via the function* A
h(n) = ^FnlK = FP K^1 , i.e. Conx ®
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The same result holds for C°n  ^+ ex-t anc* a^so ^or ^onCL an<  ^
C o n CL+ext* In "ttie C^“case this is proved using the strong 
definability (in our sense) in CL of the partial recursive
»
functions. This CL-definability is essentially proved in Curry, 
Bindley, Seldin [19 71], Ch 13 A.
3.2.20 Remark
The proof of 3.2.19 suggests the following result (from which
3.2.19 follows more directly).
3.2.20J Theorem
Let M be a closed term of CL or the A-calculus
1) M is CL- (Arj~, A-) solvable 
provable in CL(A + ext, A).
2) M is CL- (Ar|-, A-) solvable 
with CL (A + e x t , A).
,.Nk M N ^ ...N^ = K is
M = FP K is inconsistent
1) i)
P r o o f .
For CL this is just the definition.
ii) If M is A^-solvable, then
3N^...Nk  A + ext I- = N, where N is in
ftn-normal form.
0
By a theorem of Bohm [ 1968] there exists closed terms
, 1
m
P^ 9. . . . 3Zn such that for
N T = [ x . / P j  . . . [ x / P l N
I I  m m
(here FV(N) = {x.,. . . ,x })1 m
*
we have
A + ext I- N'Z ... Z xy = x .
n
Define N! = [ x./P. ] . ♦ . [ x /P ] N . , then
x 1 1  m m 1
X + ext k M N ’ . ..n: = N 1 .
-L JC
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Hence X + ext !- MN^...N£ Z^...ZpKK = K,
By definition.
iii)=^:If M is X-solvable, then by 3.2.2 M is Xriwsolvable
and therefore by ii) 3N^...Nk X + ext I- K.
Since the oj-rule implies the rule of e x t e n s i o n a l i t y ,
«
we have
3Na . • .Nk XiD H N 1 . . •N]c = K.
Hence by the analogue of 2,2.12 (which follows from 
thé CL ** X-calculus translation 1.4.11) for the 
X-calculus
3Na . . .Nk 3 n €  tu X L  MN^ . ♦ .Nk K 2n = K
»
**:By definition.
2) ^rLet M be ---solvable, then by 1)
3N„ . . .N. ---L MN„ - . . N, s K.
I k  I k
Hence ™  + M = FP K I- K * = FP K U±. . . Nk = FP K ,
(remember that ---1- FP K x = FP K).
This yields according to 3*2.18 a contradiction.
*“:If M would be unsolvable, then M = FP K were consistent 
with --- by 3-2.15 and 3.2.16 (FP K is unsolvable).
r
i
t
I
3.2.21 Definition 
Let M,N be CL-terras.
H and N are separable if 3Z[ CL.I- ZM = K and CL f- ZN = KK] .
Trivial is
3.2.22
Con (CL + H = N) *+ M and N are not separable
»
but
3.2*23 Theorem
The converse of 3.2.2 2 is not true.
Proof.
Let M = FP K and N = K. Then, by 3.2.18, not Con(CL + M = N). 
But M and N are not separable, for suppose CL fe- ,ZM = K, then
9
by 3.2.3 CL |~ Zx = K since M = FP K is unsolvable.
Hence also CL |- ZN = K, which implies that CL t- ,ZN = KK is 
impossible. 0
*
The rest of this § is devoted to establishing the following 
theorem.
3.2.24 Theorem
There is a set M  of equations such that 
Con(CL + M )  but not Con(CL + M  + ext).
If M  is such a set of equations, then the term model of CL + M  
can neither be embedded in nor mapped homomorphically onto an 
extensional model.
We will show by a Church-Rosser technique
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■that CL + K = ft^CKI) + KK = & 2 (SK) is consistent (here we use 
par abus de langage as an abbreviation for SII(SII) ). If we 
add extensionality however, this theory becomes inconsistent, 
since CL + ext 1- KI = SK.
4
3.2.25 Definition
i
C L” is, a theory with the same language as C L T (see appendix) .
CL” is defined by the following axioms and rules (see appendix)
I Same as in 1.5.2,
«
II Same as in 1.4.2.
III Same as in 1. 4-. 2.
IV 1. M >jM
2. H >|M', N >iN* (n
MN >i M ' N '
3. M >i M 1 
M >  M'
V 1. i2j(KI) >,K where CL" I- fl2 >
2. ii2 (SK) >i KK where CL" i- S 2 >
In the above M,M',N,L denote arbitrary terms and = SII(SII).
«
3.2*25 Lemma
C L” I- M = N <=* CL + K = £2Z (KI) + KK = fi2 (SK) I- M = N.
- Proof.
Show by induction
1. CL" 1- M >i N C L + J K i - M  = N 
CL" ( - M > N = » -  C L + f f i l - M = N  
CL" 1- M = N =*■ CL + ffi I- M = N
2. CL + 3K I— M = N +■ CL" I- M = N
I
where M  = {K = Q 2 (KI), KK = S12 (SK)}. KI
9?
3.2.27 Lemma
C L” k M >  N ^  3 N 1 - . .Nk CL’1 h M >i N x >i . . . >1 Nk >  N .
P r o o f .
Induction on the length of proof of M >  N . K1
3.2.28 Lemma
If C L” L MN >, L, then
1) L = M 1 N T and CL" 1- M >iH' , CL" h N >i N 1 or
2) M = I and L E N or
3) M = KM j and L = M x or
4) M = S M j M 2 and L = M 1N(MZN) or
5) M E 5 where CLM h 5 N = KI and L = K or
6) M E ilj, j where CL" h il2 > 0 J  , N = SK and L = KK.
P r o o f .
Induction on the length of proof of MN >iL. &)
3.2.29 Lemma
If CL" I- -9 then CL |- iij ^  ii2 , hence ft* is not of the
form I,K,KM ,S^SH1 or SMjM2 ._
P r o o f .
By induction on the length of proof of one shows that
is of the form In (SII)[ Im (SII)] . Hence CL I- Sl'2 >  tiz . 0
3.2.30 Lemma
< i
If CL" k  Mj > 1 M 2 and CL" 1- H x > i M 3 , then there exists a term
such that CL" t- M 2 > 1'Hh and CL" I- M 3 > x M ^ . (See fig.l, p. 38.) 
Proof.
Induction on the length of proof of M x .
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case 1. M a > 1 M 2 is an axiom.
r
subcase l.i. > i M 2 is IH >iM.
By. 3.2.2 8 and 3.2.29 it follows that either
V
a) M 3 = IM' with C L ,f I- M ^ M *  , then we 
can take = M 1, or
b) M 3 = M, then we can take = M. 
subcase 1.2,1.3. Mj >i M 2 is KMN >i M  or SHNL >i ML (NL) .
Analogous to subcase 1.1.
•»
subcase 1.4. Mi = M 2 . Then we can take M, = M * .x. ¿. * + 3
subcase 1.5. M x >i M 2 is ft2 (KI) >iK,
By 3.2.2 8 and 3.2.2 9 it follows that either
a) M 3 = K s then we can take = K 5 or
b) M 3 H Q y (K I ) with CL" L Q'2 >iQ" 
hence we can xaKe = K.
subcase 1.6. M^ >i M 2 is flJ(SK) >i K K .
Analogous to subcase 1.5 . 
case 2. M 2 >i M 2 is MN >\ M 'N ' and is a direct consequence of
CL” 1- M > i M T and CL" L N
If Mj >i M 3 is an axiom, then we are done by case 1. 
Otherwise M > i M 3 is MN >iM"N" and is a direct con­
sequence of CL" I- M >i M" and CL" t- N >i N".
a
By the induction hypothesis there exist M fft,N,u such that 
CL" L M* CL" \r M" M ,Tt and the same for N.
Hence we can take M 4 = M ,n N S
3.2.31 Lemma
If CL" L M x >  M 2 and CL" L Kj >  M 3 3 then there exists a term 
such that CL" 1- M 3 > W h .
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This follows from 3.2.30 and 3'. 2.27 (trivially, in the same way
»
as 1,5.8 follows from 1.5.7). IS
» »
■
t
4
3.2.32 Theorem (Church-Rosser theorem for CL")
t
If C L” t- M = N, then there exists a term Z such that
« t
CL" I- M >  Z and CL" I- N >  Z.
W
Proof,
Induction on the length of proof of M = N (as 1.5.16 follows from 
1.5,15). El
4
3.2.33 Corollary
1) CL" is consistent*
2) CL + K = Œ 2 (KI) + KK = ü2 (SK) is consistent.
3) Conjecture 3.2*24 is false.
Proof.
1) If C L” h K = K K S then there would be a Z such that 
CL" t- K >  Z and CL” KK >  Z, a contradiction.
2) This follows immediately from 1) and 3.2.26.
3) Since CL + ext I- KI = SK,
«
CL + K = iîj,(KI) + KK = i^CSK) + ext I- K = Q 2(KI) s fl2(KS) = KK.
___
Hence: CL + M  is consistent CL + W. + ext is consistent. Kl
§3.3. The theory Ç L ' .
In this § we will prove theorem 3.2.3. We restrict ourselves to
1) (the CL-case), since the proof of 2) (the A-case) is similar.
The most convenient way to carry out the proof is to develop an 
auxiliary theory CL* similar to CL.
100
Proof.
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C L ! is a theory with the same language as C L .
3.3.1 Definition
We define a mapping •  » : C L 1 CL as follows
= c if c is a constant or variable
MN
M
M N
= M
CL is defined by the following axioms and rules (see appendix) .
I, II, III, IV and V are as in 2.3.2.
VI
In the above the restrictions on the terms are clear.
Axiom VI is essential for CL' ; compare it with axiom VI for CL
3*3.2 Definition 
Let M , M’ be CL-terms.
M* is in the CL-solution of M, notation M >  M f if 
3Na ...Nk CL L M N a ...Nk >  H T (k = 0 is a l l o w e d ) .
Note that >  is transitive. M is CL solvable iff M >  K.
Now we proceed as in §2.3. When the proofs are similar to those 
in §2.3 • we omit them.
3.3.3 Lemma
A
1) C L r M  >  M 1 CL b M >  H 1 if M , M’ are simple terms
CL* h M >  M ! <S=B* C L f L M >  M ! if M , H ! are simple terms
3) M and N T sub M 1] =* 3N[ N sub M and N ^  N 1]
♦
3.3.4 Lemma
C L 1 I- M >  M 1 3 N 1 . . .Nk CL' 1- H i 1  > 1 .. -**1 Nk 5 M ’ *
a
3', 3 . 5 Lemma
[ C L ! 1- M >  M 1 • and N 1 sub M !] .=* 3 N[N sub M and N >  N 1 ] .
3.3.6 Lemma
Let M, M T , N be terms such that
1 ) M and M' are simple
2) CL I- M >  M !
3) CL' h M - N,
then there exists a term N J such that
4) C L 1 (- N >  N !
5) C L 1 1- M 1 ~ N 1 (see fig. 7, page 60).
3.3.7 Definition
Let M be a CL-term. An x substitution of M is the result of 
replacing some occurrence's of x in M by other terms .
3.3.8 Lemma
If CL L M >  M ? and N is an x substitution of M, then there
4
«
exists a term N 1 which is an x substitution of M 1 such that 
CL I- N >  N f .
Proof *
Induction on the length of proof of H >  H 1 .
3-3-9 Lemma
If C L 1 I- M >iM* 5 then CL 1- <f> (M) >  M", where M ,! is an
A
x substitution of <f> C K 1 > ( 6 is defined in 2.3.7 with A = x)A X
P r o o f .
Induction on the length of proof of M ^ M 1 .
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10 3
case 1. M ^ i M 1 is an axiom.
*
subcase 1.1. M is not an instance of axiom VI 1 or 2.
Then since CL - {VI} = C L 1 {VI} it follows 
from 2.3.8 that CL |- (j) (H) >  <j> ( H 1).
X X
• *
Hence we can take M ,! .= cj> ( M T).
. X .
subcase 1.2. H ^iH' is an instance of axiom VI, say
ill
Then tf> (M) s x <}> (M ) and & ( M’ ) = x.
X  A  ^  X
Hence we can take M" = x 4> (M2 ) which isA
an x variant of cj> C M’).
x
case 2. M > i M ! is Z M : >i ZMJ and is a direct consequence of
M x >iM; .
By the induction hypothesis we have CL I— <{» (Mj) >  My*
where M n is an x substitution of A ( M T).
Therefore
CL L <(> (M ) = *v CZ)<|i. (Mj) >  4> (Z)M" .
X  X  X  1 A  A
Hence we can take M n = tj>^(Z)My
since this is an x substitution of cf> (MT ) = <J> (Z)<)) (M* ) .
x Tx x 1
case 3. M > j M ! is Mj Z >iMjZ. This case is analogous to
«
case 2.
3.3.10 Lemma
Let M , M T be C L T-terms such that M* is simple and _CL! J- M >  M ! .
Let x £ M * .
Then CL L A CM) >  H !.
• r V
Proof.
Suppose C L 1 I- M >  H 1 , then 3N^« • C L 1 1- M = >i . . ->i = M 1 .
Hence 31^. . . Nk C L 1 f- H = Nk ^  . .>i N 1 = M ! .
10 4
With induction on i <  k we will prove CL I- $ (N- ) >  M 1 .
If i = 1 we are, done.
♦
By lemma 3*3.9 it follows that CL 1- $ (N. .) >  NJ where N!
x 1 + 1 1  i
an x substitution of-<j> ( N O .  Since by induction hypothesis 
CL t- <f> (N.) >  M' there exists by lemma 3.3.8 a M ” which isx i
an x variant of M 1 such that CL I- N| >  M T*. But x £ M 1 * hence 
M" a H' .
Therefore CL <f>x (Ni+1) >  N| >  H-" = M ’ .
Now we are able to prove the CL part of theorem 3 T 2.3.
3.2.3 Theorem ;
»
►
If CL I- ZM = K, then M is CIrsolvable or CL (~ Zx = K for any 
variable x.
P r o o f .
If CL I- ZM = K, then CL h ZM >  K by 1.5.1, hence by 3.3.6
*
C L ’ \- Z H >  K ’ with C L ’ 1- K' * K, hence K r 5 K or K 1 = K. 
case l.K' = K. Thus CL' I- ZM >  K
♦
By 3.3.10 it follows that
*
CL I- 4 (ZM) >  K i.e. CL h Zx >  K. 
case 2 . K’ = K. Thus C L 1 I- ZM >  K.
Hence by 3.3.5 M ^ K  i.e. M i s C L  solvable.
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Appendix I
Survey of the theories used in the t e x t .
This appendix presents a full description of the theories 
considered.
In order to facilitate the locating of those descriptions 
we list them here with a reference to the place where they were 
introduced and their page in the appendix.
Theory Introduced in Page
X-calculus (with
m
1.2.2 A1
CL 1.4.1 A2
CL' 1.5.2 A3
CL* 1.5.4 A4
CL* 1.5*18 A5
CLu 1 2.2.2 A6
CL 2.3.1
n
A7
\ + ext 2.5.4 A8
CL+ 3.2.8 A9
CL” 3.2.25 A10
«
C L r 3.3.1 All
The X-calculus
Language
A l p h a b e t : a >b ,c 3 -
X,( , )
variables 
improper symbols 
equality 
reduction>
T e r m s : Terms are defined inductively by
1) Any variable is a term-
2) If M,N are terms, then (MN) is a term.
3) If M is a term, then (AxM) is a term 
Formulas: If M,N are terms, then
M=N and M >  N are formulas .
To be able to formulate the axioms we define inductively: 
The set of free variables of a term:
FV(MN) = FV(M) U  FV(N)
FV(XxM) = FVCM) - {x}
The set of bound variables of a term:
BV(x) = 0
BV(MN) = BV(M) U BV(N)
BV(XxM) = BV(M) U {x}
C
Substitution of a term N in the free occurrences of the 
variable x in M :
[ x/N] x = N
[ x/N]y = y
[ x/N] (M1M 2) = [x / N I M j H I x /NJM j )
[ x/N] (XxM) = XxM 
[x/N](XyM) = Xy([x/N]M)
In the above x is an arbitrary variable and y is a variable 
different from x.
FV(x) {x}
Note. In the text [x/N] sometimes was confused with [x\N]
The X- calculus (+ extensionality , + w-rule)
Axioms and rules
I 1. XxM >  Xy[ x/y]M if y £ FV(M)
2, (XxM)N >  [ x/N]M if BV(M) n  FV(N)
II 1. M s M
2 . M = N 
N s M
3. M = N = L
M =, L
M k M 1 M = M* M = M 1
ZM = ZM' 1 MZ » M 1Z 5 XxM s XxM'
Ill 1. M >  M
2. M >  N, N > L
H >  L
3 . M >  M' M > M 1 M >  M'
ZM >  ZM' 5 MZ > M fZ 5 XxM >  XxM'
4.
•
M >  M'
M = M r
In X + ext we add
I 3. Xx(Mx) >  H
r
if x £ FV(M)
In A to we add
w-rule
MZ = NZ for all 2 with FV(Z) = 0
H = N
In the above M , M , ,N,L and Z' denote arbitrary 
terms and x and y arbitrary variables.
Combinatory logic (CL)
Language
A l p h a b e t : a ,b ,c ,. .,
I,K,S
T e r m s :
constants
( ) improper symbols
equality
reduction
n
Terms are defined inductively by
*
1) Any variable or constant is a term.
2) If M,N are terms, then (MN) is a term 
Formulas: If M,N are terms, then
H = N and M >■ N are formulas.
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CL (+ epctensionality 5 + w-rule)
Axioms and rules
I 1. IM >  M
2. IMN * >  M
3. SMNL >  ML(NL)
II 1. M = M
2. M s N 
N = M
3. M * N 5 N = L
M = L
4. M = M 1 M = M 1 
ZM.= ZM* 3 MZ s M'Z
III 1. M >  M
2. M >  N, N >  L
M >  L
3. M >  M' M >  M'
ZM >  Z M 1 ’ MZ >  M ' Z
H. M >  M ’
M = M'
In CL + ext we add
ext Mx = M'x if x i F V ( M M !)
-jf-r-jfT—
In CLw we add
to-rule
MZ = NZ for all'Z without free variables
M = N
In the above M ^ M 1SN,L and Z denote arbitrary 
terms *
Language
C L 1
A l p h a b e t : a ,b > c ,. .
I,K,S
( , )
T e r m s :
♦
constants 
improper symbols 
equality 
reduction
one step reduction
variables
Terms are defined inductively by
1) Any variable or constant is a term.
2) If M,N are terms, then (MN) is a terirw 
Formulas: If M,N are terms, then
M = N, M >  N and M >1 N are formulas.
Ill
C L ’
Axioms and rules
I 1 . 1M M
2. KMN M
3. SMNL ML(NL)
II 1. M = M
2. M = N
N = M
3. M = N , N = L
H = L
4. M = M f M = M 1
ZM = Z W  5 MZ = M_rZ
III 1, M >  M
2. M >  N, N >  L
M >  L
3. M >  M' M >  M' 
ZMIS-zmT > MZ >  M'Z
4. M >  M'
M = M'
IV 1. M >iM
2 . M >i M' M >,M'
ZM >i ZM' ’ MZ > i M ’Z
3 . M >i M'
M >  M '
In the above M,M',N,L and Z denote arbitrary
t e r m s .
CL
Language
Alphabet: a 3b sc 3...
I,K,S
T e r m s :
variables 
constants 
improper symbols
*
equality
reduction
one step reduction
4
Terms are defined inductively by
1) Any variable or constant is a term.
2) If MjN are terms, then (MN) is a' term
9
3) If M,N and L'are terms, then 
S(M,N,L) is a term.
t
Formulas : If M,N are terms , then
M = N, M >  N and M N are formulas.
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CL*
Axioms and rules
I - 1. IM >, M
2. KMN >, M
3. SMNL >, S(M,1I,L)
II 1. M = H
2. M = N 
N = M
3. M = N, N = L
M = L
4. M = M' M = M 1
ZM = ZM' ’ HZ = M'Z
III 1. M >  M
2. M >  N, N >  L
M >  L
3. M >  M 1 M >  M'
ZM >  Z M 1 ’ MZ ^  M'Z
IV 1. M >i M
2. M >iM' M >,.M'
ZM >, ZM v 5 MZ >i M ' Z
3. M M 1 
M >  M 1
4. M >,M' N >, N ' 
S(M,N,L) >,S(M',N,L) 5 S(M,N,L) >,S(M,N',L)
L >i L'
S(M,N,L!) > i
In the above M,M',N,N'5L,L' and Z denote
arbitrary terms *
CL
Language
A l p h a b e t : a ,b ,c ,. *
i,K,S
Terms :
constants
>1
improper symbols
equality
reduction
one step reduction
Terms are defined inductively by
1) Any variable"or constant is a term.
2) If M,N are terms, then (MN) is a term.
*
3) If ’MjN.and L are terms, then 
S ( M sN 9L) and S ( M , N aL) are terms.
Formulas: If M,N are terms, then
M = N, M >  N and M >i N are formulas.
»CL*
Axioms and rules (We give an equivalent version
m
which is slightly different from the original one.)
X 1. IM >iM
2 . KMN >i M
3. SMNL > i S(M,N,L)
II 1. M = M
2. M = N 
N = M
3• M = N, N = L
M = L
4. M = M' M = M'
ZM = ZMr » MZ = M ‘Z
III 1. M >  M
2. M >  N, N >  L
M >  L
3. M >  M' M >  M'
ZM >  Z M 1 ’ MZ >  M'Z
IV 1. M >,M
2 . H >i M ' M >,M'
ZM >i ZM' 9 MZ >,M*Z
3. M >i M'
M >  M '
i+. M >iM' N >i N '
S (M ,N ,L) >i S(M' ,N, L) 5 S(M,N,L)
L >, L 1 
S(M,N,L) > i S ( M , N 5L')
5. M >,M'
M >i 'iF
* m m m  m m *
In the above M , M ! *N,Nf *L5L ! and Z denote 
arbitrary terms, except in IV 5, where M SM ’ denote 
terms of the form S ( P 9Q,R).
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CLio1
Language
A l p h a b e t : a,b,c, . . .•
T e r m s :
( )
variables 
constants 
improper symbols 
equality 
reduction
special equalities 3 for 
every countable ordinal a. 
Terms are d e f i n e d .inductively by
1) Any variable or constant is a term.
*
2) If M,N are terms , then CMN) is a t e r m . 
F o r m u l a s : If M,N are t e r m s , then
M = N, M >  N, M N., M ~a N 
and M = N are formulas.
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CLto*
Axioms and rules
I 1. IM >  M
2. KMN '> M
3. SMNL >  ML(NL)
II
IV
1. M *a M ,
2 . M = N
N = M 1 a
3. M =a N , N =a L
M
M
a
a
M
N
N a M
4. M =„ M'
ZM =a ZM'
M =a M 1 
MZ =„ M'Z
5. M =a M',a <  a' M =a M ’
M s ,MT H = M I
III 1. M >  M
2. M >  N, N >  L
M >  L
3 . M >  M' , M •> M'
ZM >  ZM* MZ >  M'Z
4. M >  W M M' a
M a N
M M T M a W
VZ closed 3S<£t MZ sg NZ
M «Ba N
N ~  Ma
M ~a M' 
ZM ~  ZM'
M ~  M' a
a
In the above MaM'jNjL and Z denote arbitrary 
terms* and a , a T arbitrary countable ordinals*
M M 1 
*MZ_ - a M VZ
CL
Language
A l p h a b e t : a jb ) c ^ « • *
I,K,S constants
variables
( >. improper symbols 
equality 
reduction 
one step reduction
- intrinsic equality
Simple terms : Simple terms are defined inductively by
1) Any variable or constant is a simple 
t e r m .
n
2) If H,N are simple terms, then 
(HN) is a simple term*
Terms are defined inductively by
1) Any simple term is a term.
2) If M is a simple term, then M is a 
term.
3) If M,N are terms, then (MN) is a term.
T e r m s :
Formulas : If M,N are terms, then 
M = N, M >  N, M > i N  and M 
formulas.
N are
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CL
Axioms and rules
I 1 .
2.
IM >i M
‘KMN ’ >, M
3. SMNL >i MLCNL)
II 1 .
2.
M = M
M = N 
N = M
3. M = N, N = L
M = L
4. M = M ! , M = M'
ZM = Z M 1 MZ = M'Z
III 1 . M >  M
2, M >  N, N > L
M >  L
3. M >  M' , M >  M'
ZM >  ZM' MZ >  M'Z
4 . M >  M' 
M = M'
IV 1 . M >iM
2. M >jM' , M >i M'
ZM >, Z M ' MZ >iM'Z
3. M >,M' 
M >  M7"
4. M >,M> 
M > jM t
V 1 . M * M
2. M ~ N
N s M
-
3 . M - N, N a L
H = L
4. M - K 1 j M - M ’
-
5.
ZM “ Z M 1 
M s M
MZ = M'Z
VI MN MN
In the above M j M’aNjL and Z denote arbitrary 
terms except in IV H , V 5 and VI where M 3M ’ denote
A
simple terms.
Language
A l p h a b e t : a ,b , c ,. , v
X, ( ), improper symbols
equality, r e s p *intrinsic equality 
r e d u c t i o n ,r e s p .one step reduction
Simple t e r m s : Simple terms are defined inductively by
1) Any variable is a simple terra.
2) If M 9N are terms, then (MN) is a term.
3) If M is a t e r m 5 then XxM is a term 
(x is an arbitrary v a r i a b l e ) .
The set of free variables of a simple term is
inductively defined by
FV (x)
FV(MN)
FV(XxM)
{x}
FV (M) 
FV CM)
U F V (N) 
- {x>
Terms
1)
2 )
3)
4)
Terms are defined Inductively by 
Any simple term is a term.
If M is a simple term and if FV(M) = 0, 
then M is a term.
If M,N are t e r m s ,then (MN) is a term.
If M  is a term, then XxM is a term.
Formulas: If M,N are terms then
M = N, M >  N, M > i N  and M = N are formulas.
F V , B V s [x/N] are defined inductively by
FV (x)
FV(MN) 
F V (XxM) 
FV(M)
BV (x)
BV(MN) 
B V (XxM)
BV (M)
[ x/N] x 
[x/N]y
{x}
FV (M) 
FV(M) 
0
0
BV (M) 
BV (M) 
BV(M)
U F V (N) 
“ {x}
U B V ( N ) 
U {x}
[x/N] ( M ^ )  =
[ x/N] (XxM) =
I x/N] ( XyM) =
[x/N] M s
([x / N ] M j )([x /N]M2)
XxM
Xy[ x/N] M 
M
In the above x is an arbitrary variable and y is a 
variable different from x.
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X + ext
Axioms and rules
I 1. XxM >i Xx[ x/y] M if y é FV(M)‘V
2. Q x M ) N  [ x/N]M
3. Xx(Mx) >jM
if BV(M) n FV(N) = 0 
if x £ F V C M ) *
II 1, M = H 
2. M = N
N = H
3- N, N « L
M = L
if. M = M'
ZM = ZM'
III 1. M >  M
M =
MZ =
M'
W z
2 . M >  N, N >  L
M >  L
M = M
XxM = XxM'
3. M >  M'
ZM >  ZM1
4. M M 1
M = M'
M M, w w , M >  M'
MZ >  M ’ Z XxM >  X x M’
IV 1. M >i M
2. M >i M'
ZM >i ZM'
3. M >i M 1 
M »  M'
V 1. M = M
2. M a N 
N a M
3. M a N, N « L
M - L
4* M a M* 5 
ZM « ZM' MZ
5. M « M
M = M'
W z
M «
XxM -
M \ 
XxM1
In the above M , M f ,NSL and Z denote arbitrary terms 
except in the last item of IV 2 and in V 5 where
denote simple terms.
CL
Language
A l p h a b e t : a,b,c,..:
i,K,S
T e r m s :
( )
constants
variables
improper symbols 
equality 
reduction 
~  special equalities
Terms are defined inductively by
* ♦
1) Any variable or constant is a term.
2) If M,N are terms, then (MN) is a term
Formulas : If M,N are terms, then
M = N, M >  N, M 
f o r m u l a s .
N and M N are
stands for ( . , .M )
1 2 n 1 2 n
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CL
Axioms and rules
I 1. IM >  M
2. KMN >  M
3. SMNL >  ML(NL)
II 1. M = M M « M  M ~  M
2. H = N M «  N M ~  N 
N = M N « M N ~ M
3. M = N, N = L
M = L
4. M = M' , M =•M' M ~ H '
ZM = 2 M 1 MZ = M'Z ZH -  Z M !
III 1. M >  M
2, M >  N, N >  L
M >  L
*
3. M >  M 1 , H >  M'
ZM >  ZM' MZ >  M'Z
4*
4. M >  M' H » H 1 M ~  M ’
M «  M ' M ~ M 1 M = M'
IV H 91 M' if M,M' are unsolvable terms
M  ~ 
MZ ~
In the above M,H' *NSL. and Z denote arbitrary 
t e r m s .
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A10 * C L”
Language
A l p h a b e t : a ,b , c ,.; .
I SK ¡>S
T e r m s :
( )
>
3
variables 
constants 
improper symbols
*
equality
reduction
one step reduction
Terms are defined inductively by
1) Any variable or constant is a term.
2) If H,N are terms, then (MN) is* a term 
Formulas: If M 3N, are terms, then
*
H = N, M >-N and H >iN are formulas.
M.M-...M stands for (..(M.M„)«. . M )
1 l n i z n
stands for SIICSII).
CL”
Axiomes and rules
i a. i m  > 2m
2 . KHN >1 M
*
3. SMNL >, ML(NL)
II 1. M = M
2. M = N 
N = M
3. M = N, N = L
M = L
4. M = M' , M = M'
ZM = ZM' MZ = M 'Z
III 1. M >  M
2 M >  N, N >  L
M >  L
3. M >  M' , -M >  M'
ZM •> Z M 1 MZ >  M'Z
4, M >  M'
M = M'
IV 1. M >,M'
2. M >,M' , N >i N 1 (!)
MN >i M 1N '
3. M >i M'
H >  Mt
V 1. S2’(KI) >iK where CL" (- f22 >  Jij
2. n^(SK) >jKK where CL" I- fi2 >  i2£.
In the above M,M',N,L and Z denote arbitrary
*
terms, and = SII(SII).
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All.
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»
I
4
CL I
Language
Alphabet a)b,c,
I,K,S
C , ),
\
variables
constants
improper-symbols
equality
reduction
one step reduction
intrinsic equality
Simple terms:Simple terms are defined inductively by
1) Any variable or constant is a simple 
term.
4
2) If M,N are simple terms, then (MN) is a
Terms :
Formulas
simple term.
Terms are defined inductively by
1) Any simple term is a term.
2) If M is a simple term, then M is 
a term.
3) If M,N are terms, then (MN) is a term 
If M,N are terms, then
M = N , M >  N , M > ( N  and M a N are
formulas.
M aM 2 .
To b e  able to formulate the axioms we define
a mapping |.
to
I
Terms Simple t e r m s .
MN
if c Is a constant or variable
M N
M M
Axioms and rules
I 1. IM >,M 
2/KMN >iM 
3. SMNL >, ML(NL)
ii a. m = m
2. M = N 
N = H
3. M  = N, N = L
M - L
*4. M = M 1 , M - M T 
ZM = ZM' MZ = M ‘Z
III 1. M > M
2. M > N, N > L
M > L
3. M > M' , M > M 1 
ZM > ZM' MZ >  M ’Z
*
4. M > M 1 
M = M 1
IV 1. M >jM
2. M >i M' , M >,M'
ZM ZM1 MZ >,M' Z
3. M >,M’
M > M*
4. M >,.M'
M >,M'
V 1. M = M
2. M = N 
N = M
3. M = N, N a L
M = L
4. M a M ’ , M a M 1
ZM a ZM* MZ = M *Z
5. M a M
VI MN > M |N|
In the above M,M',N,L and Z denote arbitrary 
terms except in IV 4, V 5 and VI where M 4M' 
denote simple terms.
Appendix II
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The Church-Rosser theorem for the A-calculus
ä la Martin-Löf
This appendix contains a proof of the Church-Rosser theorem 
recently discovered by Martin-Lof [19 71].
This proof is strikingly simple compared to those mentioned in
1.2.18.
The idea of the proof arose from cut elimination properties of 
certain formal systems. In fact the Church-Rosser theorem is a 
kind of cut elemination t h e o r e m 5 the transitivity of = in the 
X-calculus corresponding to the cut.
The trick is to define a relation >i between terms in such a way 
that
1) The transitive closure of is the (classical) reduction 
relation (>).
2) If M 1 > ] M 2 , M 1 > i M g, then there exists a term M^ such that 
M 2 > iM 4 and M 3 >i M^ ,
From 1) and 2) the analogue of 2) for >  can be derived.
From this the Church-Rosser theorem easily follows *
Definition 1 .
X 1 is a theory formulated in the following language:
Alphabet: a 5b 3c 3... variables
X 5 ( 5 )' improper symbols
= equality
>  reduction
>j one step reduction
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Terms: The terms are defined as in the A-*calculus (1 
Formulas: If M,N are terms, then M = N, M >  N and M >i N
formulas „
As in 1.1.2 we define EV(M), FV(M) and'[x/N]M,
Definition 2 .
A 1 is defined by the following axioms and rules.
I 1. H >, M 1________  if y £ FV(M') U
(XxM) >iXytx/yJM'
2. M >i M ' a N >i N ' if BV(M') n FV(N') = 0
(XxM)N [ x / N 1]M '
II. 1. M >, M
2. M >, M' , . N >i N 1
MN >i M ' N '
3. M M'
XxM >i XxM'
4. M >jM'
M >  M'
III 1. M >  N, N >  L
M >  L
2. M >  M' , M >  M' , M >  M'
ZM >  ZM' MZ >  M'Z XxM >  X x M 1
3. M >  M 1'
M = M'
IV 1. M = N
N = M
2. M = N, N = L
M = L
V
3. M = M' , M = M' , M = M'
ZM = Z M 1 MZ = M'Z XxM = XxM'
In the above M,M',N,L and Z denote arbitrary terms and
denote arbitrary variables.
1 . 1) .
are
x, y
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Lemma 3.
X ' t- M >• N *-*• 3 N . . .Nk X' I- M = N x >i . . .>i N. = N.
4
Proof.
Immediate*
Induction on the length of proof of X ! f- M >  N* Kl
Lemma 4.
X ' t - M > i N  X I- H >  N
X ' h M = N X I- M = N
P r o o f .
In all cases induction on the length of proof. E
Lemma 5 . p  V  (K) A  ,
! !
If X ’ 1- M >1 M 1 and X 1 I- N >\ N 1 , then 
X ! h [ x/N] M ^ [ x / N ’lM* .
P r o o f .
Induction on the length of proof of M > j M’ using the sublemma:
If x i y-^then [ x/N ¡] ([ y / N 2] M) = [ y/[ x/Nj] N 2]([ x / N j  M ) .
The proof of the sublemma proceeds by induction on the structure
of M .
Lemma 6
1) If X ’ I- XxM >i N , then there exists a term M* such that
i
i
X* t- M >i M 1 and N = X x M 1 or N = Xy[x/y]M' with y £ F V ( M !).
t
2) If X 1 I- then there exist MJ 5M^ such that
X ’ I- M. >iM! and N = MJM£ or M a = (XxMj) and N = [x/M^jM^
3« 1
where X 1 \- M| ^iM" and X* h M 2 >jMJ
Induction on the length of proof. K)
Lemma 7 .
If X ’ M M 2 and X 1 I- M 2 > i M 3, then there exists a term Yik 
such that X 1 h M 2 >iM^ and X ’ \- M 3 
Proof.
Induction on the sum of lengths of proof of M >jM^and M i >1 M s , 
case 1. Mj is an axiom. Then Mj = M 2 and we can take
E M 3.
case 2. M x > j M 2 is XxM >iXy[x/y]M' where y £ F V ( M !) and is
a direct consequence of M > j M T.
By lemma 6 It follows that „ j
M 3 = X y’t x / y M M "  where X I- M >iM" arid y 1 £ FV(M") or 
y ! = x.
By the induction hypothesis there exists a M ,TT such that 
X ! (- M r ^ i M 11’ and X* t- M" > i M m . Then we can take 
M„ 5 Ay"[ x / y "] M" with y" £ FV(M"). 
case 3. M > 1M is XxM >,AxM' and is a direct consequence of
I
M ^ M 1. Analogously to case 2 we can find the required 
term M 4.
case 4. M x > iM 2 is (XxM)N > i [ x / N T]M* and is a direct con­
sequence of M > , M ' ,  N >iN' .
%
By lemma 6 we can distinguish the following s u b c a s e s . 
subcase 4.1. M 3 = (Xy[ x/y] M n)N" , where X 1 I- M >jM",
%  A' |- N >i N " .
By the induction hypothesis there exist 
terms M 1", N 1” such that X 1 ^ H 1 ;
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Proof,
132
X 1 I- M" > , M m , X' I- N 1 N a n d  
X' h N" >i N .
Then by lemma 5 we can take M = [x/N'"]M'". 
subcase 4.2. M = [x/Nn] M n with X* M M " ,
% 3
X' h N >1 N" .
By the induction hypothesis there exist 
terms M ,n 5 N T" such that X T )- M T ^ M ’" etc. 
Then by lemma 5 we can take = [ x / N !"]H'T' 
case 5. > i M 2 is MN and is a direct consequence of
M >i M T , N >i N ' .
*
By lemma 6 we can distinguish the following subcases,
1
subcase 5.1. M 3 B M nN n with X 1 I- M 1- N ^ N " .
A-
By the Induction hypothesis there exist 
terms M ,n , N m such that X' (- M ? >i H m etc. 
Then we can take M = M m N tu'.H
subcase 5.2. M. >  M. is (XxM.)N >  [x/N"]M! and is a1 3  1 1
direct consequence of M 1 >i M'J , N >i N it
This case is analogous to subcase 4.1.
Lemma 8 .
If X* I- M >  M and X 1 h M >  M , then there exists a term M
1 2  1 3
such that X ’ 1- >  M and X* I- M >  M, .
2 if 3 k
P r o o f .
4
By lemma 3 X ! 1- M >  M -*=* 3 N ■ « • N, ■ X * h M r N . . . >i N
1 2 .  1 JC 1 1
and similarly for X 1 I- M 1 >  M s.
By repeated use of lemma 7 (see figure 2, page 40) it follows 
that the conclusion holds*
k
If X ’ I- M = FJ? then there exisxs a terra S such that 
X* I- M ^  Z and X * I* N >  Z .
Proof.
Induction on the length of proof of M = N, using lemma 8 in the 
cas e of trans it ivity of = K1
■*
Theorem 1 0 . (Church-Rosser theorem)
If X f- M = N, then there exists a term Z such that 
X I- M >  Z and X (- N >  Z.
Proof.
This follows immediately from lemma 9 and lemma 4. 0
Remark♦
In the same way we can prove the Church-Rosser theorem for 
X + ext by adding to X T the rule
M >1 M *
Xx(Mx) >i M '
• L.ei;una 9 .
«
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Samenvatting
Dit proefschrift houdt zich bezig met de combinatorische l o g i c a 3 
niet als basis voor de rest van de wiskunde, maar als formeel 
systeem voor de bestudering van berekeningsprocedures.
Hoofdstuk I geeft een overzicht en uitbreiding van reeds bekend 
materiaal.
In Hoofdstuk II wordt de to-regel ingevoerd en met behulp van 
transfinite inductie bewezen dat de uitbreiding van de combina­
torische logica met de to-regel consistent is. Verder wordt de 
existentie van universele generatoren bewezen. Voor de termen
\
die geen universele generatoren zijn, geldt dat de u-regel een 
afgeleide regel i s .
In Hoofdstuk III worden een aantal andere consistentie resulta­
ten bewezen 3 waardoor verschillende niet elementair equivalente 
modellen van de combinatorische logica verkregen worden.
9
In de bewijzen van de hierboven vermelde resultaten wordt meestal 
gebruik gemaakt van conservatieve uitbreidingen van de combina­
torische logica. Hierbij speelt een nieuwe bewijstechniek een 
belangrijke rol 3 te wjeten de methode van het onderlijnen. Deze 
methode formaliseert het begrip residu en vermijdt aldus de 
anders nogal omslachtige argumenten.
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STELLINGEN
I
De w i j z e  w a a r o p  R o s e n b l o o m  het extensionaliteits 
principe formuleert geeft aanleiding tot ver­
w a r r i n g ,  met name bij R o s e n b l o o m  zelf.
Rosenbloom: The elements of 
m a t h e m a t i c a l  logic, blz.112.
II
Ten onrechte schrijft Goodman aan zijn abstractie 
o p e r a t o r  \  zekere e i g e n s c h a p p e n  met b e t r e k k i n g  
tot g e d e f i n i e e r d h e i d  toe.
Goodman: In t u itionistic 
a r it h m et i c  as a theory of 
c o n s t r u c t i o n s , section 8.
III
In de i n t u l t i o n i s t i s c h e  theorie der gelijkheid
is h e t  axioma
-iVz (z^x v z/y) -*■ x=y
echt s t e r k e r  dan het stabiliteits axioma 
-i -i x=y -*• x = y .
IV
Door de axioma's van Kearns b e t r e f f e n d e  de dis- 
c r i m i n a t o r e n  in c o m b i n a t o r i s c h e  logica iets v oo r ­
z i c h t i g e r  te f o r m u l e r e n ,^is het m o g e l i j k  dat de 
reductie- en de g e l i j k h e i d s r e l a t i e  ook rechts-
m o n o t o o n  zijn.
K e a r n s : Combinatory logic 
w i t h  discriminators,
J . S y m b o l i c  Logic, v o l . 34-(1969 )
VHet b e g r i p  'sterk d e f i n i t i o n e e l  gelijk', zoals 
Tait dit in heeft gevoerd, is niet h e l e m a a l  
adequaat. De m o e i l i j k h e i d  is op te lossen door 
een variant van Curry's sterke reductie relatie 
in te voeren.
Tait: Intensional inter­
pretations of functionals of 
finite type I, J . Symbolic 
Logic, v o l . 32, b l z .204-205.
VI
Curry's opvatting, dat de combinatorische 
logica een p r e l o g i c a  vormt die de gr o n dslag 
vormt voor alle f ormele systemen, gaat voorbij 
aan de m o e i l i j k h e d e n  in de analyse van het 
iteratie proces.
Curry en F e y s : Combinatory 
logic, Introduction.
VII
Bij' de vraag of post- ook p r o p t e r h y p n o t i s c h  
g e dr a g  i s , gaat h e t  er niet om  of de p r o e f ­
p e r s o o n  toneel speelt, b e l e e f d  is, b e d r i e g t  of 
w a t  dan ook. Relevant is alleen van w e l k e  
stimuli a l t e r n a t i e f  g e d r a g  afhankelijk is.
VIII
De molens in N e d e r l a n d  draaien met hun wieken 
tegen de wi jzers van de klok. Dit is een 
gevolg van de o m s t a n d i g h e i d  dat er in N e d e r ­
land m e e r  ruimende dan krimpende w i n d  v o or ­
komt: w a n n e e r  de m o l e n a a r  tijdens w e r k z a a m ­
h e d e n  tengevolge van deze ruimende w i n d  moet 
k r ui e n  gaat dit l i c h t e r  dan met krimpende w i n d  
in v erband met de gyroscopische w e r k i n g  van 
h e t  wiekenkruis.
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