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Передмова
Неможливо уявити собi сучасну науку без широкого використання функ-
цiй комплексної змiнної. Аналiз властивостей функцiй неможливий без ви-
ходу в комплексну площину. Розглянемо простий приклад: функцiя f(x) =
1
1 + x4
— нескiнченно диференцiйовна на всiй дiйснiй осi, однак її ряд Тейлора
1
1 + x4
= 1  x4 + x8   : : :
не є збiжним за jxj > 1. Причину цього неможливо зрозумiти залишившись
у множинi дiйсних чисел: граничнi точки x = 1 множини збiжностi та
розбiжностi ряду нiчим не вiдрiзняються вiд iнших точок дiйсної осi. Вихiд
у комплексну площину вiдразу пояснює явище: на колi jzj = 1 лежать точки
z = 
p
2
2
 i
p
2
2
;
в яких функцiя f(x) перетворюєься на нескiнченнiсть, через що ряд перестає
бути збiжним.
Перехiд до комплексного аналiзу дає можливiсть глибше вивчити елемен-
тарнi функцiї та встановити цiкавi зв’язки мiж ними. Так, тригонометричнi
функцiї виявляються комбiнацiями показникових, наприклад,
sinx =
1
2
p 1

ex
p 1   e x
p 1

:
У теорiї функцiй дiйсної змiнної вивчаються лише однозначнi функцiї, а
многозначнi, зазвичай, не розглядаються. В комплексному аналiзi вдається
з’ясувати природу i багатозначностi та побудувати чiтку теорiю багатознач-
них функцiй.
Комплексний аналiз дає ефективнi методи обчислення iнтегралiв та отри-
мання асимптотичних оцiнок, способи дослiджень розв’язкiв диференцiаль-
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них рiвнянь та iн. Функцiї комплексної змiнної описують плоскi векторнi по-
ля, якi найбiльш цiкавi для застосувань — одночасно потенцiальнi та соле-
ноїдальнi. Тому комплексний аналiз набуває широкого використання в рiзно-
манiтних сферах: гiдродинамiцi, аеродинамiцi, електротехнiцi.
У передмовi до своєї книги "Введение в комплексный анализ" Б. В. Ша-
бат писав: Одной из отличительных и привлекательных черт комплексного
анализа является его подлинная комплексность. В нем сочетаются аналити-
ческие и геометрические, вполне классические и самые новые методы. На-
ряду с очень конкретными и прикладными в нем решаются весьма общие и
абстрактные задачи. В комплексном анализе встречаются и разные разде-
лы математики, и разные прикладные науки. Его понятия служат основной
моделью, источником и отправным пунктом многих исследований в функци-
ональном анализе, алгебре, топологии, алгебраической и дифференциальной
геометрии, уравнениях с частными производными и других разделах мате-
матики.
Початковi iдеї теорiї функцiї комплексної змiнної зародилися в другiй по-
ловинi 18-го столiття i пов’язанi насамперед iз працями Леонарда Ейлера
(1707–1783). Iдеї Ейлера в кiнцi XVIII столiття Ж. Лагранж поклав в основу
свого обгрунтування диференцiального числення. Основна теорiя була побу-
дована в 19-му столiттi завдяки працям Карла Гаусса (1777–1855), Огюсте-
на Кошi (1789–1857), Бернарда Рiмана (1826-–1866) та Карла Вейєрштрасса
(1815–1897). Гаусс висунув теорiю спецiальних функцiй, рядiв, чисельних ме-
тодiв розв’язання задач математичної фiзики. Створив математичну теорiю
потенцiалу. Досить довго i успiшно займався елiптичними функцiями. Кошi
плiдно працював в галузi комплексного аналiзу, зокрема, створив теорiю iн-
тегральних лишкiв. У математичнiй фiзицi глибоко вивчив крайову задачу
з початковими умовами, яка з тих пiр називається «задачею Кошi». Йому
також належать дослiдження в геометрiї (про многогранники), в теорiї чи-
сел, алгебрi та в iнших галузях математики. В докторськiй дисертацiї Рiман
започаткував геометричний напрямок теорiї аналiтичних функцiй; ним були
введенi рiмановi поверхнi, важливi при дослiдженнях многозначних функцiй,
розроблена теорiя конформних вiдображень i визначенi основнi iдеї тополо-
гiї, вивченi умови iснування аналiтичних функцiй всереденi областей рiзного
виду (принцип Дiрiхле). Розробленi Рiманом методи отримали широке засто-
сування в його подальших працях з теорiї алгебраїчних функцiй i iнтегралiв,
з аналитичної теорiї диференцiальних рiвнянь (зокрема, рiвнянь, що визнача-
ють гiпергеометричнi функцiї), аналитичної теорiї чисел (Рiманом вказаний
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зв’язок розподiлу простих чисел з властивостями дзета-функцiї, зокрема, з
розподiлом її нулiв в комплекснiй областi — гiпотеза Рiмана, справедливiсть
якої до сих пiр не доведена). Дослiдження Вейєрштрасса суттєво збагати-
ли математичний аналiз. Вейєрштрасс довiв, що поле комплексних чисел —
єдине комутативне розширення поля дiйсних чисел без дiльникiв нуля.
В нашi днi теорiя функцiй однiєї комплексної змiнної набула цiлком за-
вершеного вигляду. Однак i тут є невирiшенi проблеми як у зв’язку з новими
математичними задачами, так i в зв’язку з застосувуннями теорiї функцiї
комплексної змiнної.
Цей матерiал викладався i викладається в Донецькому державному унiвер-
ситетi, Московському фiзико-технiчному iнститутi (державний унiверситет),
Сумському державному унiверситетi та Волзькому гуманiтарному iнститутi
Волгоградського державного унiверситету. Поштовхом до написання пiдруч-
ника було бажання викласти достатньо лаконiчно доведення основних тео-
рем теорiї аналiтичних функцiй, не використовуючи традицiйних нечiтких
геометричних описiв, що iстотно знижують рiвень строгостi мiркувань. За-
звичай рiвень строгостi викладення теорiї аналiтичних функцiй визначається
доведенням теореми Кошi. По сутi, в цiй теоремi потрiбно здiйснити перехiд
вiд локального результату до глобального. Тому на перший план виходять
топологiчнi розгляди. У цьому пiдручнику необхiднi мiркування проводяться
на основi поняття iндексу точки вiдносно замкненої кривої. Поняття iндек-
су робить також наочнiшими доведення принципу аргументу i теорем про
локальнi властивостi аналiтичних функцiй. Пiд час вивчення локально рiв-
номiрної збiжностi послiдовностей аналiтичних функцiй використовують де-
якi результати з курсу функцiонального аналiзу. Зокрема, теорема Арцела
дозволяє значно скоротити доведення принципу компактностi Монтеля. Пiд-
ручник складається iз 7 роздiлiв та списку лiтератури. Наприкiнцi кожного
роздiлу сформульованi задачi i вправи, пiд час розв’язування яких студен-
ти матимуть можливiсть перевiрити достатнiсть рiвня засвоєння вивченного
матерiалу. Ми сподiваємося, що пiдручник буде корисним для студентiв усiх
математичних спецiальностей унiверситетiв та педагогiчних iнститутiв.
Пiдготовку матерiалiв пiдручника її автори розподiлили мiж собою таким
чином: роздiл 1 написала I. I. Козлова, роздiли 2, 6 та 7 — К. Г. Малютiн,
роздiли 3, 4 та 5 — В. В. Горяйнов.
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Роздiл 1
Комплекснi числа
Вступ
Числа вигляду a+b
p 1, де a i b – дiйснi числа, виникли наприкiнцi 16-го
столiття. Кардан (1501–1576) застосував комплекснi числа для розв’язування
квадратних та кубiчних рiвнянь. У 18-му столiттi функцiї комплексної змiн-
ної застосовував Ейлер для розв’язування диференцiальних рiвнянь. Вияви-
лося, що бiльшiсть проблем дiйснозначних функцiй можуть бути легко роз-
в’язанi з використанням комплексних чисел та функцiй комплексної змiн-
ної. Однак при всiй їх корисностi комплекснi числа до середини 19-го столiт-
тя недостатньо використовували. Декарт (1596–1650), наприклад, виключав
комплекснi коренi рiвнянь i вигадав термiн "уявний"для таких коренiв. Ей-
лер також вважав, що комплекснi числа iснують тiльки в уявi та розглядав
комплекснi коренi рiвнянь, щоб показати, що рiвняння не має розв’язку.
Бiльш широке сприйняття комплексних чисел дає їх геометричне подан-
ня, яке повною мiрою було розвинене та сформульоване у працях Карла Гаус-
са (1777–1855). Вiн розумiв, що було помилковим припускати, що була деяка
темна загадка в цих числах. У геометричному представленнi, писав Гаусс,
iнтуїтивний сенс комплексних чисел цiлком зрозумiлий i бiльше немає потре-
би допускати цi величини в область арифметики. Праця Гаусса просунула
далеко вперед дослiдження коплексних числових систем. Однак перше по-
вне та формальне означення було запропоноване його сучасником Вiльямом
Гамiльтоном (1806–1865). Ми почнемо з його означення, а потiм розглянемо
геометрiю комплексних чисел.
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1.1 Поле комплексних чисел
Зазначимо, що комплекснi числа z можуть бути записанi у виглядi z =
a+bi, де a i b – дiйcнi числа, а i — уявна одиниця така, що задовольняє умову
i2 =  1. Це є так званий алгебраїчний запис комплексного числа.
Вiдзначимо, що це не є формальним означенням, оскiльки це припускає
систему, в якiй корiнь квадратний iз  1 має сенс. Такi системи ми й будемо
вивчати. Крiм того, операцiї додавання та множення, якi з’являються у виразi
a+ bi, поки що не визначенi. Формальне визначення цих виразiв дамо нижче
в термiнах упорядкованих пар.
Означення 1.1 Комплексне поле C є множиною упорядкованих пар дiйс-
них чисел (a; b) iз додаванням та множенням, визначених за такими прави-
лами:
(a; b) = (c; d), a = c; b = d;
(a; b) + (c; d) = (a+ c; b+ d);
(a; b)(c; d) = (ac  bd; ad+ bc) :
Асоцiативнi, дистрибутивнi та комутативнi закони випливають iз добре
вiдомих властивостей дiйсних чисел. Адитивною одиницею, або нулем, є пара
(0; 0), протилежним до (a; b) є ( a; b). Мультипликативною одиницею є пара
(1; 0). Визначимо обернене (x; y) до ненульової пари (a; b), припустивши, що
(x; y)(a; b) = (1; 0) :
Це рiвняння еквiвалентне системi рiвнянь
ax   by = 1;
bx + ay = 0
та має єдиний розв’язок
x =
a
a2 + b2
; y =   b
a2 + b2
:
Таким чином, множина комплексних чисел C утворює поле.
Поставимо у вiдповiднiсть комплексному числу (a; 0) дiйсне число a. Тодi
(a; 0) + (c; 0) = (a+ c; 0) вiдповiдає a+ c
та
(a; 0)(c; 0) = (ac; 0) вiдповiдає ac.
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Отже, вiдповiднiсть мiж (a; 0) i a зберiгає арифметичнi операцiї та не
створює непорозумiння при замiнi пари (a; 0) дiйсним числом a. У цьому
сенсi множина комплексних чисел вигляду (a; 0) iзоморфна множинi дiйсних
чисел i надалi ми будемо утотожнювати їх. Тому ми можемо говорити, що
пара (0; 1) є коренем квадратним з  1, оскiльки
(0; 1)  (0; 1) = ( 1; 0) =  1 :
Надалi (0; 1) будемо позначати символом i. Зауважимо також, що
a  (b; c) = (a; 0)  (b; c) = (ab; ac) ;
отже, ми можемо записати будь-яке комплексне число у виглядi
(a; b) = (a; 0) + (0; b) = a+ ib :
Цю форму запису комплексного числа ми будемо надалi скрiзь викори-
стовувати.
Повертаючись до питання квадратного кореня, вiдзначимо, що є фактич-
но два комплексних квадратних коренi з  1: i та  i. Бiльше того, є два
квадратнi коренi з будь-якого комплексного числа a + ib. Щоб помiтити це,
розв’яжемо рiвняння
(x+ iy)2 = a+ ib ;
еквiвалентне системi рiвнянь 
x2   y2 = a
2xy = b ;
або 
4y4 + 4ay2   b2 = 0
x = b=2y :
Розв’яжемо перше рiвняння вiдносно y та визначимо два розв’язки:
y = 
sp
a2 + b2   a
2
; x =
b
2y
= 
sp
a2 + b2 + a
2
 (sign b) ;
де
sign b =
8<:
1 if b > 0;
0 if b = 0;
 1 if b < 0 :
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Приклад.
i. Корiнь квадратний iз 8i є 2 + 2i i  2  2i.
ii. Корiнь квадратний з 5  24i є 4  3i i  4 + 3i.
Будь-яке квадратне рiвняння з комплексними коефiцiєнтами має розв’язок
у полi комплексних чисел. Щоб довести це, зведемо рiвняння
az2 + bz + c = 0; a; b; c 2 C; a 6= 0 ;
до вигляду 
z +
b
2a
2
=
b2   4ac
4a2
;
та одержимо два розв’язки:
z =
 bpb2   4ac
2a
: (1.1)
1.2 Комплексна площина
Поняття комплексного числа як пари дiйсних чисел (a; b) тiсно пов’язане
з геометричною iнтерпретацiєю поля комплексних чисел, яку дослiдив Джон
Валлiс (1616–1703) та пiзнiше розвинули Франсуа Арганд (1750—1803) та
Карл Гаусс. Кожному комплексному числу a + bi можна поставити у вiдпо-
вiднiсть точку (a; b) у декартовiй площинi. Числу 0 ставиться у вiдповiднiсть
початок координат. Таку площину називатимемо комплексною (z-площиною)
i позначатимемо, як i поле комплексних чисел, через C. Дiйснi числа асоцi-
юються з точками осi абсцис, яку називатимемо дiйсною вiссю. Чисто уявнi
числа bi вiдповiдають точкам осi ординат, яку називатимемо уявною вiссю.
Додавання та множення коплексних чисел можуть бути також введенi
шляхом геометричної iнтерпретацiї. Cумi z1 i z2 вiдповiдає векторна сума:
якщо вектор iз 0 до z2 паралельно змiстити таким чином, що його початок
збiгається з кiнцем вектора з 0 до z1, то в результатi одержимо точку z1+ z2.
Це є так зване правило паралелограма.
Геометричний метод отримання добутку z1z2 бiльш складний. Для ком-
плексних чисел установлюються вiдношення =, 6=, але не вiдношення < i >.
Запис z1 > z2 означає «числа z1 i z2 – дiйснi i z1 бiльше, нiж z2».
Iз числом z = a+ bi пов’язанi наступнi такi:
a = Rez; a є дiйсною частиною числа z;
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b = Imz; b є уявною частиною числа z;
z є спряжене до числа z є a  bi.
Геометрично z є дзеркальним вiдображенням z вiдносно дiйсної осi.
Комплексне спряження є iнволюцiєю, що виражається рiвнiстю
z = z :
Дiйсна та уявна частини комплексного числа z алгебраїчно виражаються
через z i z:
Rez =
z + z
2
; Imz =
z   z
2i
:
Фундаментальною властивiстю спряження є те, що
z1 + z2 = z1 + z2; z1z2 = z1 z2 :
Доведемо, наприклад, першу рiвнiсть. Нехай z1 = a1 + b1i, z2 = a2 + b2i.
Тодi
z1 + z2 = (a1 + a2) + (b1 + b2)i = a1 + a2   (b1 + b2)i =
= a1   b1i+ a2   b2i = z1 + z2 :
Оскiльки частка z1=z2 є розв’язком рiвняння zz2 = z1 i z z2 = z1 (унаслiдок
другої рiвностi), то 
z1
z2

=
z1
z2
:
Крiм того, якщо R(z1; z2; : : :) – рацiональний вираз, складений з комплексних
чисел z1; z2; : : :, то
R (z1; z2; : : :) = R ( z1; z2; : : :) :
Звiдси випливає, що якщо  — корiнь рiвняння
c0z
n + c1z
n 1 +   + cn 1z + cn = 0 ;
то  — корiнь рiвняння
c0z
n + c1z
n 1 +   + cn 1z + cn = 0 :
Зокрема, якщо всi коєфiцiєнти дiйснi, то  i  є коренями одночасно.
Вiдзначимо також, що добуток zz = a2 + b2 завжди невiд’ємний. Його
невiд’ємний квадратний корiнь називається модулем, або абсолютною вели-
чиною комплексного числа z, i позначається jzj. Зазначимо основнi власти-
востi модуля. З означення випливає, що zz = jzj2 i jzj = jzj. Для добутку
одержимо
jz1z2j2 = z1z2z1z2 = z1z2z1z2 = jz1j2jz2j2
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i тому
jz1z2j = jz1jjz2j :
Якщо b 6= 0, то для частки a=b, виконуючи очевиднi перетворення:
b  a
b
= a) jbj 
a
b
 = jaj ;
одержимо a
b
 = jajjbj :
Вiдзначимо деякi нерiвностi, що постiйно використовуються в комплекс-
ному аналiзi. Для цього потрiбно пам’ятати, що множина комплексних чисел
не впорядкована. Тому всi нерiвностi повиннi бути мiж дiйсними числами. З
означення модуля негайно випливають нерiвностi:
 jzj 6 Rez 6 jzj;  jzj 6 Imz 6 jzj :
Рiвнiсть Rez = jzj має мiсце в тому i лише тому випадку, якщо z —
дiйсне число i z > 0, а рiвнiсть Imz =  iz, якщо z — уявне число i iz 6 0;
jzj = jx+iyj — абсолютне значення або модуль z дорiвнює
p
x2 + y2, тобто це
є довжина вектора z. Зауважимо також, що jz1  z2j є евклiдовою вiдстанню
мiж z1 i z2. Тому ми можемо розумiти z2 як вiдстань мiж z1 + z2 i z1 i, таким
чином, отримаємо доведення нерiвностi трикутника:
jz1 + z2j 6 jz1j+ jz2j :
Наведемо також алгебраїчне доведення цiєї нерiвностi:
jz1 + z2j2 = (z1 + z2)(z1 + z2)
= jz1j2 + jz2j2 + z1z2 + z2z1
= jz1j2 + jz2j2 + 2Re(z1z2)
6 jz1j2 + jz2j2 + 2jz1jjz2j
= (jz1j+ jz2j)2 :
Iз доведення зрозумiло, що рiвнiсть досягається лише в тому разi, якщо
z1z2 > 0.
Якщо для визначення точки z = a + bi 6= 0 на комплекснiй площинi
використати полярну систему координат (r; '), то матимемо a = r cos',
b = r sin'. Це приводить до тригонометричної форми запису комплексного
числа:
z = r(cos'+ i sin') :
13
Водночас r = jzj, а полярний кут ' називається аргументом комплекс-
ного числа i позначається arg z.
Розглянемо два комплекснi числа z1 = r1(cos'1+i sin'1) i z2 = r2(cos'2+
i sin'2). Їх добуток записується у виглядi
z1z2 = r1r2[(cos'1 cos'2   sin'1 sin'2)
+i(sin'1 cos'2 + cos'1 sin'2)] :
Використовуючи теореми косинусiв i синусiв суми кутiв, одержимо:
z1z2 = r1r2[cos('1 + '2) + i sin('1 + '2)]:
Iз цiєї рiвностi випливає правило: Aргумент добутку дорiвнює сумi ар-
гументiв спiвмножникiв.
У цьому правилi закладена деяка умовнiсть, яка з часом все бiльше себе
виявляє. По сутi, в наших мiркуваннях спiввiдношення arg (z1z2) = arg z1 +
arg z2 швидше виражає рiвнiсть кутiв, нiж рiвнiсть чисел. Значення arg z
визначається, взагалi кажучи, неоднозначно. До цього питання нам доведеть-
ся неодноразово повертатися. Нехай z = r(cos'+ i sin') 6= 0. Тодi
1
z
=
1
r
 1
cos'+ i sin'
=
1
r
(cos'  i sin') = 1
r
[cos( ') + i sin( ')] :
Застосовуючи правило для добутку, одержимо: при дiленнi комплексних
чисел аргументи вiднiмаються.
Вiдзначимо, що для нуля аргумент зовсiм не визначений.
Симетричними вiдносно кола називають такi двi точки, якi лежать на
одному променi, що виходить з центра кола, а добуток вiдстаней вiд яких до
центра кола дорiвнює квадрату радiуса.
Неважко помiтити, що z i 1=z є точками, симетричними вiдносно оди-
ничного кола з центром в початку координат.
Ефективнiсть тригонометричного запису комплексних чисел особливо ви-
являється пiд час дослiдження бiномiального рiвняння zn = a. З правил
множення одержимо для z =  (cos  ++i sin ):
zn = n(cosn + i sin ):
У разi  = 1 ця формула називається формулою Муавра. Таким чином,
рiвняння zn = a = r(cos'+ i sin') повнiстю еквiвалентне рiвностям:
n = r; n = '+ 2k; k 2 Z:
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Це дозволяє всi коренi рiвняння zn = a записати такою формулою:
z = n
p
r

cos

'
n
+ k
2
n

+ i sin

'
n
+ k
2
n

;
де k = 0; 1; : : : ; n 1. Це — всi коренi n-го степеня з числа z 6= 0. Вони мають
один i той самий модуль, а їх аргументи рiвномiрно розподiленi.
Зокрема, при a = 1 одержимо коренi з одиницi:
1; w : : : ; wn 1;
де
w = cos
2
n
+ i sin
2
n
:
1.3 Аналiтична геометрiя
У класичнiй аналiтичнiй геометрiї геометричне мiсце точок виражається
у виглядi спiввiдношень мiж x i y. Їх легко перевести в термiни z i z. При
цьому потрiбно пам’ятати, що комплексне рiвняння зазвичай еквiвалентне
двом дiйсним, i при видiленнi кривої вони повиннi виражати одне й те саме.
Наприклад, рiвняння кола jz   aj = r в алгебраїчнiй формi може бути
записане у виглядi (z   a)(z   a) = r2. Те, що це рiвняння iнварiантне при
комплексному спряженнi, свiдчить про факт вигляду дiйсного рiвняння.
Пряма в комплекснiй площинi задається параметричним рiвнянням z =
a + bt, де a i b 6= 0 — комплекснi числа, а параметр t пробiгає всi дiйснi
числа. Два рiвняння z = a + bt i z = a0 + b0t задають одну й ту саму пряму
в тому i лише в тому випадку, коли a0   a i b0 вiдрiзняються вiд b лише
дiйсними множниками. Напрям прямої можна iдентифiкувати з arg b. Кут
мiж прямими z = a+bt i z = a0+b0t виражається числом arg b0=b (вiн залежить
вiд порядку перелiку прямих). Ортогональнiсть прямих еквiвалентна тому,
що b0=b — чисто уявне.
Нерiвнiсть jz   aj < r описує внутрiшнiсть круга. Аналогiчно, пряма
z = a + bt визначає праву пiвплощину нерiвнiстю Imfz   a)=bg < 0 i лiву
пiвплощину — нерiвнiстю Imf(z   a)=bg > 0.
1.4 Стереографiчна проекцiя
У дiйсному аналiзi при визначеннi таких понять, як верхня i нижня гра-
ницi числової послiдовностi, дiйсна вiсь R розширюється додаванням двох
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iдеальних елементiв плюс нескiнченнiсть i мiнус нескiнченнiсть. У комплекс-
ному аналiзi виявляється природним введення одного iдеального елемента –
нескiнченнiсть. Кориснiсть такого розширення комплексної площини можна
побачити, наприклад, пiд час аналiзу нулiв i полюсiв рацiональної функцiї, а
також при вивченнi властивостей дробово-лiнiйних перетворень.
Таким чином, з рiзних причин корисне розширення системи C комплекс-
них чисел введенням нескiнченно вiддаленої точки1. Вiдзначимо, що точка
z = 1 — це iдеальний елемент. На вiдмiну вiд скiнченних точок z 6= 1
нескiнченно вiддалена точка не бере участi в алгебраїчних дiях. Її зв’язок iз
скiнченними числами виражається спiввiдношеннями a +1 = 1 + a = 1
для скiнченних a i b  1 = 1  b = 1 для всiх b 6= 0, включаючи b = 1.
Проте неможливо визначити 1+1 i 0  1 без втрати правил арифметики.
Спецiально видiляють випадки a=0 = 1 для a 6= 0 i b=1 = 0 для b 6= 1.
Компактифiковану площину комплексних чисел (тобто площину C, доповне-
ну нескiнченно вiддаленою точкою) ми називатимемо замкненою площиною
i позначимо C, C = C[1. Якщо потрiбно пiдкреслити вiдмiннiсть, ми нази-
ватимемо C вiдкритою площиною.
Наочним доповнення площини C до C стає при стереографiчнiй проек-
цiї. Для цього розглянемо сферу S, що в тривимiрному просторi задається
рiвнянням x21 + x22 + x23 = 1.
Iз кожною точкою w на сферi S, виключаючи точку (0;0;1), можна асоцi-
ювати комплексне число
z =
x1 + ix2
1  x3 :
Таким чином, кожнiй точцi z 2 C вiдповiдає точка перетину iз S променя,
що виходить з пiвнiчного полюса сфери (0; 0; 1) i проходить через точку z.
Це — взаємно-однозначна вiдповiднiсть.
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Дiйсно,
jzj2 = x
2
1 + x
2
2
(1  x3)2 =
1 + x3
1  x3
i, отже,
x3 =
jzj2   1
jzj2 + 1 :
Подальшi обчислення приводять до
x1 =
z + z
1 + jzj2 ; x2 =
z   z
i(1 + jzj2) :
Це вiдображення доповнюється вiдповiднiстю (0; 0; 1) $ 1. Зауважимо,
що пiвсфера x3 < 0 вiдповiдає кругу jzj < 1, пiвсфера x3 > 0 — зовнiшностi
jzj > 1, коло x3 = 0 вiдповiдає одиничному колу jzj = 1.
Геометрично очевидно, що стереографiчна проекцiя перетворює кожне
коло на сферi на коло або пряму в z-площинi. Для доведення цього зауважи-
мо, що коло на сферi лежить у площинi 1x1 + 2x2 + 3x3 = 0, де можна
вважати 21 + 22 + 23 = 1 i 0 6 0 < 1. У термiнах z i z це рiвняння має
вигляд
1(z + z)  2i(z   z) + 3(jzj2   1) = 0(jzj2 + 1);
або, якщо z = x+ iy, вигляд
(0   3)(x2 + y2)  21x  22y + 0 + 3 = 0 :
При 0 6= 3 це рiвняння задає коло, а при 0 = 3 — пряму.
1.5 Сферична метрика
Можна в комплекснiй площинi ввести вiдстань d (z; z0), яка виражала
б евклiдову вiдстань мiж їх образами на сферi Рiмана. Якщо (x1; x2; x3) i
(x01; x
0
2; x
0
3) — вiдповiднi точки на сферi S, то
(x1   x01)2 + (x2   x02)2 + (x3   x03)2 = 2  2(x1x01 + x2x02 + x3x03):
Iз формул, що зв’язують точки площини i точки сфери, одержимо
x1x
0
1 + x2x
0
2 + x3x
0
3 =
=
(z + z)(z0 + z0)  (z   z)(z0   z0) + (jzj2   1)(jz0j2   1)
(1 + jzj2)(1 + jz0j2) =
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=
(1 + jzj2)(1 + jz0j2)  2jz   z0j2
(1 + jzj2)(1 + jz0j2) :
Отже,
d (z; z0) =
2jz   z0jp
(1 + jzj2)(1 + jz0j2) :
При z0 =1 формула набирає вигляду
d(z;1) = 2p
1 + jzj2 :
Вправи
1 Обчислiть значення (1 + i)n + (1  i)n.
2 Якщо z = x+ iy, знайдiть дiйснi i уявнi частини виразiв:
z4;
1
z
;
z   1
z + 1
;
1
z2
:
3 Покажiть, що  
 1 ip3
2
!3
= 1:
4 Доведiть тотожнiсть:
ja+ bj2 + ja  bj2 = 2(jaj2 + jbj2):
5 Знайдiть абсолютнi величини чисел
 2i(3 + i)(2 + 4i)(1 + i); (3 + 4i)( 1 + 2i)
( 1  i)(3  i) :
6 Доведiть, що  a  b1  ab
 = 1;
якщо jaj = 1 або jbj = 1.
7 Знайдiть умови, за яких у нерiвностi Кошi досягається рiвнiсть.
8 Доведiть, що  a  b1  ab
 < 1;
якщо jaj < 1 i jbj < 1.
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9 Знайдiть точки, симетричнi до a вiдносно бiсектрис кутiв утворених
координатними осями.
10 Доведiть, що точки a1; a2; a3 є вершинами рiвностороннього трикутни-
ка тодi i лише тодi, коли a21 + a22 + a33 = a1a2 + a2a3 + a3a1.
11 Припустимо, що a i b — двi вершини квадрата. Знайдiть двi iншi вер-
шини в усiх можливих варiантах.
12 Спростiть вирази 1 + cos'+ : : :+ cosn' i sin'+ sin 2'+ : : :+ sinn'.
13 Знайдiть центр i радiус кола, що проходить через точки a1; a2; a3.
14 Запишiть рiвняння елiпса, гiперболи i параболи в комплекснiй формi.
15 Доведiть, що всi кола, якi проходять через a i 1=a, перетинають коло
jzj = 1 пiд прямим кутом.
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Роздiл 2
Функцiї комплексної змiнної
2.1 Границя функцiї
Теорiя функцiй комплексної змiнної поширює основнi поняття матема-
тичного аналiзу функцiй дiйсного змiнного на комплексну область. При цьо-
му диференцiювання та iнтегрування набувають деякого нового значення.
Крiм того, сфера застосування їх iстотно звужується i приводить до класу
аналiтичних або голоморфних функцiй.
В основному ми будемо дотримуватися традицiйного розумiння функцiї
як вiдображення однiєї множини комплексних чисел на iншу. У такому розу-
мiннi функцiя повинна бути однозначною, хоча глибше проникнення в при-
роду аналiтичних функцiй змушує нас вiдступити вiд однозначностi.
Означення 2.1 Нехай a 6= 1; A 6= 1. Говорять; що функцiя f(z) має
границю A за z ! a i записують так:
lim
z!a f(z) = A; (2.1)
якщо
8" > 0 9 > 0 : jf(z)  Aj < " якщо 0 < jz   aj < :
Формулювання легко видозмiнюється для випадку, коли a = 1 або A =
1 (або обидва разом). Наприклад, за a =1, A 6=1, потрiбно писати
8" > 0 9R > 0 : jf(z)  Aj < " за jzj > R :
Якщо a 6=1; A =1, то потрiбно писати
8R > 0 9 > 0 : jf(z)j > R за 0 < jz   aj <  :
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А якщо a =1 i A =1, то
8R > 0 9R1 > 0 : jf(z)j > R за jzj > R1 :
Добре вiдомi з дiйсного аналiзу результати, що стосуються границi су-
ми, добутку i частки, залишаються правильними i в комплексному аналiзi.
Дiйсно, їх доведення грунтуються лише на властивостях модуля:
jabj = jaj jbj i ja+ bj 6 jaj+ jbj :
Вiдзначимо також, що умова (2.1) еквiвалентна
lim
z!a f(z) = A : (2.2)
Якщо A 6=1, то з (2.1) i (2.2) випливають також спiввiдношення:
lim
z!aRe f(z) = ReA; limz!a Im f(z) = ImA :
Навпаки, якщо виконанi останнi спiввiдношення, то виконуються i (2.1), (2.2).
Якщо припустити, що A 6= 0, i вибрати належним чином значення arg f ,
то (2.1) можна переписати в полярних координатах:
lim
z!a jf(z)j = jAj; limz!a arg f(z) = argA :
Означення 2.2 Функцiя f(z) називається неперервною в точцi a 2 C; як-
що
lim
z!a f(z) = f(a) ;
якщо f(a) 6=1; говоритимемо про неперервнiсть у сенсi C;
якщо f(a) =1 – про неперервнiсть в сенсi C (або узагальненiй неперервностi).
Термiн «неперервна функцiя» будемо застосовувати у випадку, якщо f
неперервна в усiх точках, де вона визначена.
Сума f(z) + g(z) та добуток f(z)g(z) двох неперервних функцiй є непе-
рервними; частка f(z)=g(z) визначена i неперервна в точцi a, якщо g(a) 6= 0.
Крiм того, якщо f(z) неперервна, то такими є Ref(z), Imf(z) i jf(z)j.
2.2 Аналiтичнi функцiї
Похiдна функцiї визначається як границя вiдношення приростiв залежної
та незалежної змiнних. Таким чином, за формою комплексне диференцiюван-
ня цiлком аналогiчне дiйсному:
f 0(a) = lim
z!a
f(z)  f(a)
z   a :
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Це означення i збiг правил арифметики комплексних i дiйсних чисел по-
казують, що звичайнi правила диференцiювання суми, добутку та частки
виконуються i в комплексному випадку. Виконується також правило дифе-
ренцiювання складеної функцiї.
Однак на вiдмiну вiд поняття неперервностi, що зводиться просто до непе-
рервностi дiйсної та уявної частин, умова диференцiйовностi приводить до
абсолютно несподiваних властивостей функцiї.
Теорема 2.1 Для диференцiйовностi функцiї
w = f(z) = u(x; y) + iv(x; y)
у точцi z у комплексному сенсi необхiдно i достатньо; щоб вона була дифе-
ренцiйовна в дiйсному сенсi (тобто диференцiйовнi функцiї u(x; y) i v(x; y))
i виконувалися спiввiдношення:
@u
@x
=
@v
@y
;
@u
@y
=  @v
@x
: (2.3)
Доведення.Дiйсна диференцiйовнiсть функцiї f у точцi z = x+ iy озна-
чає зображення приростiв:
u(x+ ; y + )  u(x; y) = u0x + u0y + o(jj);
v(x+ ; y + )  v(x; y) = v0x + v0y + o(jj);
де  =  + i.
З iншого боку, комплексна диференцiйовнiсть функцiї f у точцi z еквiва-
лентна зображенню
f(z + )  f(z) = f 0(z) + o(jj):
Вiдокремлюючи в цiй рiвностi дiйсну та уявну частини, одержимо (f 0(z) =
+ i):
u(x+ ; y + )  u(x; y) =     + (jj);
v(x+ ; y + )  v(x; y) =  +  + (jj):
Внаслiдок єдиностi диференцiала для дiйснозначних функцiй u i v одер-
жимо
u0x = ; u
0
y =  ; v0x = ; v0y = ;
що еквiвалентно (2:3).
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Таким чином, iз комплексної диференцiйовностi випливає дiйсна дифе-
ренцiйовнiсть i виконання умов (2:3).
Навпаки, якщо f диференцiйовна в дiйсному сенсi i задовольняє рiвнiсть
(2:3), то, очевидно, має мiсце її комплексна диференцiйовнiсть. 
Вiдзначимо, що з доведення теореми випливає рiвнiсть
f 0(z) =
@f
@x
=
@u
@x
+ i
@v
@x
=
@v
@y
  i@u
@y
=  i@f
@y
:
Насправдi, ми можемо записати чотири рiзнi вирази f 0(z). Наведенi двi
рiвностi дають комплексний запис рiвнянь (2:3):
@f
@x
=  i@f
@y
: (2.4)
Означення 2.3 Функцiю f; визначену на вiдкритiй множинi D; будемо на-
зивати аналiтичною; або голоморфною; у D; якщо вона диференцiйовна в
комплексному сенсi в кожнiй точцi D.
Будемо говорити; що f аналiтична на довiльнiй множинi E  C; якщо
вона аналiтична в деякiй вiдкритiй множинi D; що мiстить E.
Нарештi, функцiя f називається аналiтичною в1; якщо функцiя g(z) =
f(1=z) аналiтична в точцi z = 0.
Система рiвнянь (2:3), яку задовольняють дiйсна та уявна частини голо-
морфної функцiї, називається системою рiвнянь Кошi — Рiмана i має ряд
цiкавих властивостей. Зокрема, якщо припустити, що функцiї u i v є двiчi
неперервно диференцiйовними, то з (2:3) випливає
@2u
@x2
+
@2u
@y2
=
@2v
@x@y
  @
2v
@y@x
= 0 ;
тобто u— гармонiйна функцiя. Аналогiчно перевiряється гармонiйнiсть функ-
цiї v.
Вiдзначимо ще одну важливу рiвнiсть, що випливає з системи (2:3):
jf 0(z)j2 =

@u
@x
2
+

@u
@y
2
=
@u
@x
@v
@y
  @u
@y
@v
@x
:
Ця рiвнiсть показує, що jf 0(z)j2 є якобiаном вiдображення (x; y)! (u; v).
Вiдзначимо ще одне формальне зображення умов (2:3) або (2:4), яке про-
ливає деяким чином свiтло на природу аналiтичних функцiй. Вiдразу ж за-
уважимо, що це зображення має лише формальне, а не доказове значення.
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Скористаємося iнварiантнiстю форми першого диференцiала i формальною
замiною dx; dy на dz; dz :
df =
@f
@x
dx+
@f
@y
dy =
1
2
@f
@x
(dz + dz) +
1
2i
@f
@y
(dz   dz) =
=
1
2

@f
@x
  i@f
@y

dz +
1
2

@f
@x
+ i
@f
@y

dz :
Цей запис спонукає ввести формальнi диференцiальнi оператори: @=@z i
@=@z:
@f
@z
=
1
2

@f
@x
  i@f
@y

;
@f
@z
=
1
2

@f
@x
+ i
@f
@y

:
Iз (2:4) бачимо, що рiвняння Кошi — Рiмана можна записати у виглядi
@f=@z = 0 :
Це приводить до висновку, що аналiтична функцiя не залежить вiд z, а є
лише функцiєю вiд z.
Уточнимо поняття функцiя вiд z, в якому z — комплексна змiнна. Ком-
плексна змiнна може розглядатися як пара дiйсних змiнних, тодi функцiя вiд
z буде функцiєю двох дiйсних змiнних. Є функцiї, якi є прямо функцiями вiд
z = x+ iy, а не просто функцiями вiд x i y.
Розглянемо, наприклад, функцiю f(x; y) = x2 y2+2ixy. Ця функцiя пря-
мо залежить вiд x+ iy оскiльки x2 y2+2ixy == (x+ iy)2; це є квадратична
функцiя. З iншого боку, функцiя f(x; y) = x2 + y2   2ixy не виражається як
полiном вiд x+ iy. Таким чином, ми видiлимо клас функцiй прямо або явно
залежних вiд x+ iy.
Теорема 2.2 Нехай f — аналiтична в крузi jz  aj < r функцiя i f 0(z)  0.
Тодi f(z)  const.
Доведення.Якщо f(z) = u(x; y)+ iv(x; y), то внаслiдок зробленого при-
пущення u0x = u0y = v0x = v0y = 0. Застосовуючи одновимiрну теорему, одержи-
мо постiйнiсть u та v на всiх горизонтальних i вертикальних прямих. Звiдси
i з того, що кожнi двi точки круга можна з’єднати ламаною з вертикальними
та горизонтальними ланками, випливає твердження теореми. 
2.3 Рацiональнi функцiї
Видiлимо деякi простi аналiтичнi функцiї. Кожна константа є аналiтич-
ною в C функцiєю з похiдною, що дорiвнює нулю. Оскiльки сума i добуток
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двох аналiтичних функцiй — це знову аналiтична функцiя, то полiном
P (z) = a0 + a1z +   + anzn
є аналiтичною в C функцiєю. Якщо an 6= 0, то число n називається степенем
полiнома P . При цьому його похiдна
P 0(z) = a1 + 2a2z +   + nanzn 1
є полiномом степеня n 1. Нульову константу можна розглядати як полiном.
Проте з багатьох причин її доводиться виключати з алгебри полiномiв.
При n > 0 рiвняння P (z) = 0 за основною теоремою алгебри має, щонай-
менше, один корiнь 1. Тодi P (z) = (z   1)P1(z), де P1 — полiном степеня
n  1. Повторення цього процесу приводить до зображення
P (z) = an(z   1)     (z   n) ; (2.5)
де коренi 1; : : : ; n не обов’язково рiзнi. З розкладання P (z) на множники
i вiдсутностi дiльникiв нуля в полi комплексних чисел випливає, що P (z)
не може перетворюватися на нуль в жоднiй точцi, вiдмiннiй вiд 1; : : : ; n.
Бiльше того, наведена факторизацiя єдина з точнiстю до порядку множникiв.
Якщо j повторюється в зображеннi (2:5) kj раз, то kj називається по-
рядком нуля j полiнома P (z). Таким чином, рахуючи кожен нуль стiльки
разiв, з урахуванням кратностi можна заначити, що полiном степеня n має
рiвно n коренiв.
Порядок нуля можна виразити в термiнах похiдних. Дiйсно, якщо  —
нуль k-го порядку полiнома P (z), то P (z) = (z   )kPk(z), де Pk — полiном
степеня n  k i Pk() 6= 0. Послiдовне диференцiювання показує, що
P () = P 0() =    = P (k 1)() = 0 ;
тодi як P (k)() 6= 0. Iншими словами, порядок нуля дорiвнює порядку першої
вiдмiнної вiд нуля похiдної в цiй точцi. Нуль першого порядку називається
простим нулем i характеризується такими умовами: P () = 0; P 0() 6= 0.
Наступний крок щодо розширення класу аналiтичних функцiй приводить
до розгляду рацiональних функцiй
R(z) =
P (z)
Q(z)
;
що є вiдношенням двох полiномiв. Припускатимемо, що P (z) i Q(z) не ма-
ють спiльних множникiв, а отже, i нулiв. Крiм того, розглядаючи R(z) як
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функцiю iз значеннями з розширеної комплексної площини, можна вважати
її неперервною. Нулi Q (z) називаються полюсами функцiї R(z) i їм припи-
сують той самий порядок. Похiдна
R0(z) =
P 0(z)Q(z) Q0(z)P (z)
(Q(z))2
iснує в усiх точках z, де Q(z) 6= 0. Проте вона визначена як рацiональна
функцiя з тими самими полюсами, щоR(z). Порядок кожного полюса функцiї
R0(z) зростає на одиницю порiвняно з функцiєю R(z).
Бiльша єднiсть досягається, коли дозволяють z пробiгати всю розширену
комплексну площину C (R : C ! C є неперервною у сферичнiй метрицi).
Отже R(1) можна визначити граничним переходом. Проте це не дає можли-
востi визначити порядок нуля або полюса в 1. Тому доцiльнiше розглянути
функцiю R1(z) = R(1=z), яка також є рацiональною функцiєю, i припустити,
що
R(1) = R1(0) :
Якщо R1(0) = 0 або 1, то порядок нуля або полюса в 1 визначається як
вiдповiдний порядок нуля або полюса функцiї R1(z) у точцi z = 0. Якщо
R(z) =
a0 + a1z +   + anzn
b0 + b1z +   + bmzm ;
то
R1(z) = z
m n a0z
n + a1z
n 1 +   + an
b0zm + b1zm 1 +   + bm ;
де zm n залежно вiд знакуm n потрапляє в чисельник або знаменник дробу.
Якщо m > n, то R(z) має нуль порядку m n у1, а якщо m < n, тодi полюс
порядку n m. У разi m = n маємо R(1) = an=bn.
Можна тепер пiдрахувати загальну кiлькiсть нулiв i полюсiв рацiональної
функцiї в розширенiй площинi. При зроблених припущеннях вiдносно нескiн-
ченно вiддаленої точки загальне число нулiв дорiвнює найбiльшому з чисел
m та n та загальному числу полюсiв. Це загальне число для нулiв i полюсiв
називається порядком рацiональної функцiї.
Якщо a — довiльна константа, то рацiональна функцiя R(z) a має таку
саму загальну кiлькiсть полюсiв (вони просто збiгаються), що i R(z). Таким
чином, їх порядки збiгаються. Проте нулi функцiї R(z)   a є коренями рiв-
няння R(z) = a, i ми одержимо такий результат.
Теорема 2.3 Рацiональна функцiя R(z) порядку k має k нулiв i k полюсiв.
Крiм того; кожне рiвняння R(z) = a має в точностi k коренiв.
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Приклад. Рацiональна функцiя R(z) =
z2 + 2z   3
z   2 має порядок k = 2.
Вона має k = 2 нулiв: z1 = 1, z2 =  3 i k = 2 полюсiв: z3 = 2, z4 = 1. Крiм
того; кожне рiвняння R(z) = a має в точностi k = 2 коренiв, що є коренями
рiвняння z2 + (2  a)z + (2a  3) = 0.
2.4 Степеневi ряди
Послiдовнiстю комплексних чисел називається функцiя N ! C. Образ
n 2 N позначимо через zn, а саму послiдовнiсть — через fzng. Поняття гра-
ницi послiдовностi, як i границi функцiї, в комплексному аналiзi вводиться
за допомогою модуля абсолютно аналогiчно дiйсному випадку.
Число a 2 C називається границею послiдовнiстi fzng, якщо
(8" > 0)(9n0 2 N)(8n > n0)fjzn   aj < "g ;
i це записується так:
a = lim
n!1 zn; або zn ! a (n!1) : (2.6)
Послiдовнiсть, що має границю, називається збiжною. Якщо позначити
zn = xn+iyn, то комплекснiй послiдовностi fzng будуть вiдповiдати двi дiйснi
послiдовностi fxng i fyng.
Теорема 2.4 Для того щоб послiдовность fzng збiгалася до a = a1 + ia2;
необхiдно й достатньо, щоб послiдовностi fxng i fyng збiгалися до a1та a2
вiдповiдно.
Доведення.Справедливiсть цiєї теореми випливає з нерiвностей
jxn   a1j
jyn   a2j

6 jzn   aj 6 jxn   a1j+ jyn   a2j : (2.7)
Cправдi, якщо lim
n!1 zn = a, то jzn   aj ! 0 (n ! 1), i, отже, згiдно з
лiвою частиною (2.7) jxn a1j ! 0 (n!1) i jyn a2j ! 0 (n!1). Подiбно,
використовуючи праву частину (2.7), доводимо достатнiсть.
У випадку a 6= 0; 6= 1 можна вважати, що zn 6= 0; 6= 1, i позначити
a = rei', zn = rnei'n; тодi (2.6) має мiсце тодi й лише тодi, коли
lim
n!1 rn = r; limn!1'n = ' ;
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причому друга рiвнiсть має мiсце за належного вибору значень 'n (якщо
значення 'n вибирати довiльно, то f'ng може i не збiгатися при збiжностi
fzng).
Пiд час дослiдження питання збiжностi також важливу роль вiдiграє по-
няття фундаментальної послiдовностi i має мiсце критерiй Кошi. Абсолютно
аналогiчно дiйсному випадку будується теорiя абсолютно збiжних рядiв з
комплексними членами. Що стосується умовно збiжних рядiв, то в комплекс-
ному випадку ця теорiя ширша, але ми не маємо можливостi на її детальне
обговорення. Деякi особливостi умовно збiжних рядiв iз комплексними чле-
нами вiдображенi у вправах.
Абсолютно без змiн формулюється поняття рiвномiрної збiжностi функ-
цiональних послiдовностей i рядiв. При цьому границя рiвномiрно збiжної
послiдовностi неперервних функцiй є неперервною функцiєю, i якщо функ-
цiональний ряд мажорується абсолютно збiжним числовим рядом, то вiн рiв-
номiрно збiгається (ознака Вейєрштрасса).
Пiд степеневим рядом розумiють функцiональний ряд вигляду
a0 + a1z +   + anzn + : : : ; (2.8)
де an — комплекснi числа, якi називаються коефiцiєнтами ряду, а z — ком-
плексна змiнна. Можна розглянути бiльш загальний вигляд степеневого ряду
1P
n=0
an(z   z0)n, але при його вивченнi не виникає iстотних особливостей. Вiн
вiдразу ж набирає вигляду (2:8) пiсля замiни змiнної  = (z   z0).
Майже тривiальний, але важливий приклад степеневого ряду являє собою
так званий геометричний ряд 1 + z + z2 + : : : . Його частковi суми можна
записати у виглядi
1 + z + : : :+ zn 1 =
1  zn
1  z :
Оскiльки zn ! 0 при jzj < 1 i jznj > 1 при jzj > 1, то геометричний ряд
збiгається до 1=(1   z) при jzj < 1 i розбiгається при jzj > 1. Виявляєть-
ся, що ситуацiя з геометричним рядом є типовою. Насправдi, для кожного
степеневого ряду iснує свiй круг збiжностi.
Теорема 2.5 (Абеля — Кошi — Адамара). Для кожного степеневого ря-
ду (2:8) число
R = 1=

lim
n!1
n
p
janj

; (2.9)
що називається радiусом збiжностi, задовольняє такi умови:
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(i) У кожному крузi jzj 6  < R ряд (2:8) збiгається абсолютно й рiвно-
мiрно.
(ii) Якщо jzj > R, то ряд (2:8) розбiжний.
(iii) Сума ряду є аналiтичною в крузi jzj < R функцiєю i її похiдна є сумою
почленно продиференцiйованого ряду (2:8).
Доведення.Нехай  < R. Виберемо 0 2 (;R). Оскiльки
1

0
>
1
R
= lim
n!1
n
p
janj ;
то знайдеться такий номер N , що n
pjanj < 1=0 за всiх n > N . Отже, для всiх
z iз круга jzj 6 
janznj = janj  jznj 6



0n
;
при n > N . Це означає, що в крузi jzj 6  ряд (2:8) мажорується геомет-
ричною прогресiєю. Оскiльки =0 < 1, то мажорантний ряд збiгається i (i)
доведено.
Для доведення (ii) вiдзначимо, що якщо jzj > R, то можна вибрати 
таке, що jzj >  > R i внаслiдок
lim
n!1
n
p
janj = 1
R
>
1

знайдеться нескiнченне число iндексiв n, для яких n
pjanj > 1=. Але тодi для
цих iндексiв
janznj >
jzj

n
:
Це означає, що необхiдна умова збiжностi ряду
P
anz
n (збiжнiсть до нуля
загального члена) не виконується, i вiн розбiжний.
Розпочинаючи доведення (iii), вiдзначимо, що почленно продиференцiй-
ований ряд
1P
n=1
nanz
n 1 має той самий радiус збiжностi, що й даний ряд (2:8).
Це випливає з формули (2:9) та умови n
p
n! 1 за n!1. Позначимо
Sn =
nX
k=0
akz
k; f(z) =
1X
n=0
anz
n; g(z) =
1X
n=1
nanz
n 1 :
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Тодi f(z) = lim
n!1Sn(z) i g(z) = limn!1S
0
n(z), оскiльки S 0n(z) — частковi суми
ряду g(z).
Зафiксуємо тепер довiльно z0; jz0j < R, i виберемо  > 0 з умови jz0j <
 < R. Тодi для будь-якого z 6= z0 з круга jzj 6  матимемоf(z)  f(z0)z   z0   g(z0)
 6 SN(z)  SN(z0)z   z0   S 0N(z0)
+
+jS 0N(z0)  g(z0)j +
 1z   z0
1X
n=N+1
an(z
n   zn0 )
 =
=
SN(z)  SN(z0)z   z0   S 0N(z0)
+
+jS 0n(z0)  g(z0)j +

1X
n=N+1
an(z
n 1 +   + zn 10 )
 6
6
SN(z)  SN(z0)z   z0   S 0N(z0)
 + jS 0N(z0)  g(z0)j+ 1X
n=N+1
njanjn 1 :
Для довiльного " > 0 виберемо N так, щоб
1X
n=N+1
njanjn 1 < "=3
i jS 0N(z0)  g(z0)j < "=3. Iснування такого N випливає зi збiжностi рядуX
njanjn 1
та умови S 0n(z0) ! g(z0) за n ! 1. Потiм внаслiдок аналiтичностi SN як
полiнома можна вибрати ; 0 <  <  jz0j, так, щоб виконувалася нерiвнiстьSN(z)  SN(z0)z   z0   S 0N(z0)
 < "3
при 0 < jz   z0j < . Але тодi за цих z матимемоf(z)  f(z0)z   z0   g(z0)
 < "3 + "3 + "3 = " :
Вiдзначимо, що формула (2:9) називається формулою Кошi — Адамара.
З доведення бачимо, що допускаються випадки R = 0 i 1.
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2.5 Експонента i тригонометричнi функцiї
Одна з причин введення експоненцiальної функцiї пов’язана з розв’язуванням
диференцiального рiвняння f 0(z) = f(z) iз початковою умовою f(0) = 1.
Припускаючи, що
f(z) =
X
anz
n; f 0(z) =
X
nanz
n 1 ;
ми одержуємо такi спiввiдношення для коефiцiєнтiв: an 1 = nan i a0 = 1:
Iндуктивне мiркування приводить до рiвностi an = 1=n!, n = 1; 2; : : :. Таким
чином, розв’язок повинен визначатися степеневим рядом
ez =
1X
n=0
zn
n!
:
Iз формули Кошi — Адамара та граничного спiввiдношення n
p
n!!1 за
n!1 випливає збiжнiсть цього ряду в усiй комплекснiй площинi.
Вiдзначимо деякi властивостi експоненти. З диференцiального рiвняння,
що визначає її, випливає так звана теорема додавання:
ez1+z2 = ez1  ez2; 8z1; z2 2 C :
Дiйсно, для будь-якого фiксованого a 2 C маємо
(ez  ea z)0 = ez  ea z   ez  ea z = 0 ;
i, отже ez ea z  ea (значення при z = 0). Припустивши, що в цiй тотожностi
a = z1 + z2 i z = z1, одержимо рiвнiсть теореми додавання. Застосування
теореми додавання, зокрема, дає ez  e z  1, звiдcи випливає, що ez 6= 0
нi за якого z 2 C. Далi, з виду степеневого ряду бачимо, що ex > 1 за x > 0,
а з рiвностi exe x = 1 одержуємо 0 < ex < 1 за x < 0. Нарештi, внаслiдок
дiйсностi коефiцiєнтiв розкладання має мiсце рiвнiсть
ez = ez :
Отже, для будь-якого y 2 R маємо jeiyj2 = eiye iy = 1 i
jex+iyj = exjeiyj = ex:
Однiєю з переваг комплексного аналiзу є те, що в ньому найбiльш пов-
но розкриваються зв’язки мiж елементарними функцiями. Вiдзначимо, що
степеневий ряд експоненти можна розглядати як продовження в комплексну
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площину її дiйсного ряду. У зв’язку з цим виправдане введення тригономет-
ричних функцiй за допомогою рiвностей:
cos z =
eiz + e iz
2
; sin z =
eiz   e iz
2i
:
При цьому
cos z = 1  z
2
2!
+
z4
4!
     ; sin z = z   z
3
3!
+
z5
5!
     :
Для дiйсних z одержимо ряди Тейлора вiдповiдних функцiй дiйсної змiн-
ної. Безпосередньо з визначення косинуса i синуса випливає формула Ейлера:
eiz = cos z + i sin z ;
а також основна тригонометрична тотожнiсть:
(cos z)2 + (sin z)2 = 1 :
Використовуючи теорему додавання для експоненти, легко виводяться
формули:
cos(a+ b) = cos cos b  sin sin b ;
sin(a+ b) = cos sin b+ sin cos b :
Iз вигляду розвинень sin z та cos z (або просто з означення i формули
(ez)0 = ez) випливають формули диференцiювання:
(sin z)0 = cos z; (cos z)0 =   sin z :
Звичайним способом через sin z i cos z визначають iншi тригонометричнi
функцiї tg z, ctg z, sec z i cosec z, а також гiперболiчнi функцiї sh z, ch z, th z,
cth z. Вiдзначимо лише, що всi вони є рацiональними функцiями вiд eiz.
Перiодичнiсть. Говорять, що функцiя f має перiод c, якщо f(z+c) = f(z)
за всiх z 2 C. Умова на c бути перiодом експоненти виражається рiвнiстю
ez+c = ez ) ec = 1 :
Вважаючи c = +i, одержуємо  = 0 i cos +i sin  = 1, звiдси  = 2k,
де k — цiле. Таким чином, перiоди функцiї ez визначаються рiвнiстю
c = i2k; k 2 Z :
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З алгебраїчної точки зору експонента встановлює гомоморфiзм, що дiє з
адитивної групи комплексних чисел у мультиплiкативну. Зокрема, w = eiy
— гомоморфiзм мiж адитивною групою дiйсних чисел i мультиплiкативною
групою комплексних чисел з абсолютною величиною, що дорiвнює 1.
Разом з експонентою потрiбно вивчити обернену до неї функцiю — ло-
гарифм. Оскiльки ez не перетворюється на нуль, то рiвняння w = ez (його
розв’язок — z = lnw) не має розв’язку за w = 0. Iншими словами, логарифм
нуля не iснує. За w 6= 0 рiвняння ex+iy = w еквiвалентне системi
ex = jwj; eiy = wjwj :
Перше рiвняння має єдиний розв’язок:
x = ln jwj ;
де справа — дiйсний логарифм додатного числа. Друге рiвняння має
нескiнченно багато розв’язкiв, що вiдрiзняються один вiд одного на число,
кратне 2i. Таким чином, кожне комплексне число, вiдмiнне вiд нуля, має
нескiнченно багато логарифмiв, що вiдрiзняються один вiд одного на дода-
нок, кратний 2. Уявна частина lnw називається аргументом числа w i
позначається argw. Геометрично вiн виражає кут мiж додатним напрямом
дiйсної осi та променем (0; w). Згiдно з цим означенням аргумент має нескiн-
ченно багато значень, i
lnw = ln jwj+ i argw :
Якщо позначити jzj = r i arg z = , то одержимо дуже поширений запис
комплексного числа:
z = rei :
Iз теореми додавання для експоненцiальної функцiї випливає також, що
ln(z1z2) = ln z1 + ln z2 (mod 2i) ;
arg(z1z2) = arg z1 + arg z2 (mod 2) :
Використовуючи логарифм, можна ввести поняття комплексного степе-
ня:
ab = exp(b ln a) ;
якщо a 6= 0. Як i логарифм, ab має, взагалi кажучи, нескiнченно багато зна-
чень, що вiдрiзняються множниками e2inb.
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Розглянемо тепер область D = C n fR  [ 0g. Фiксуючи для кожної точки
z 2 D одне значення ln z, ми одержуємо однозначну функцiю, що називається
вiткою логарифма. Серед вiток видiляють головну вiтку, яка визначається
умовою jIm ln zj < . Будемо її позначати w = ln z. Неважко помiтити, що так
визначена функцiя ln z буде неперервною в D. Отже, w ! 0 при z ! 0.
Тому
dw
dz
= lim
z!0
w
z
= lim
w!0
1
z=w
=
1
dz=dw
=
1
ew
=
1
z
:
Тобто ln z є в D аналiтичною функцiєю i
(ln z)0 =
1
z
:
Будь-яка iнша неперервна вiтка ln z у D вiдрiзняється адитивною кон-
стантою 2in i має ту саму похiдну: 1=z.
В одиничному крузi вiтку функцiї   ln(1  z), перетворювану на нуль за
z = 0, можна подати у виглядi суми степеневого ряду
S(z) =
1X
n=1
zn
n
:
Дiйсно, цей ряд збiгається в одиничному круз, i, отже S(z) є аналiтичною
в одиничному крузi функцiєю. Крiм того, S(0) = 0, i
d
dz
(S(z) + ln(1  z))  0:
Таким чином S(z)    ln(1  z).
Аналогiчно видiляються однозначнi вiтки показникової функцiї:
az; a 6= 0 :
Вправи
1 Покажiть, що нестала аналiтична функцiя в крузi jz   aj < r не може
мати тотожно сталу абсолютну величину.
2 Покажiть, що гармонiчна функцiя u(x; y) задовольняє диференцiальне
рiвняння з формальними похiдними
@2u
@z@z
= 0:
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3 Доведiть, що функцiї f(z) i f(z) є одночасно аналiтичними.
4 Нехай lim
n!1 an = A. Доведiть, що
lim
n!1
1
n
(a1 + a2 +   + an) = A:
5 Доведiть, що ряд iз комплексних членiв, кожна частина якого збiгається
повинен збiгатися абсолютно.
6 Доведiть, що якщо ряд
P janj розбiжний, то iснує принаймнi один на-
прям скупчення , що має таку властивiсть: яким би не було " > 0, ряд абсо-
лютних величин тих членiв ряду
P
an, розмiщених у кутi  " < arg z < +",
є розбiжним.
7 Визначте радiуси збiжностi таких степеневих рядiв:X
npzn;
X
qn
2
zn (jqj < 1);
X
zn!:
8 Якщо ряд
P
anz
n має радiус збiжностi R, то якi радiуси збiжностi рядiвP
anz
2n i
P
a2nz
n?
9 Якщо f(z) =
P
anz
n, то як можна охарактеризувати ряд
P
n3anz
n?
10 Для яких z збiгається ряд
1X
n=0

z
1 + z
n
?
11 Якщо числа z1; z2; : : : лежать у кутi
  6 arg z 6 ;  < =2 ;
то ряди
z1 + z2 +    i jz1j+ jz2j+   
обидва збiжнi, чи обидва розбiжнi?
12 Нехай числа z1; z2; : : : лежать у пiвплощинi Rez > 0. Якщо збiгаються
обидва ряди
z1 + z2 + : : : i z
2
1 + z
2
2 + : : : ;
то чи збiгається також ряд jz1j+ jz2j+ : : :?
13 Знайдiть значення sin i, cos i.
14 Знайдiть значення тих z, для яких ez дорiвнює 2,  1; i.
15 Визначте всi значення 2i, ii.
Центральним iндексом (r) степеневого ряду f(z) = a0+a1z+a2z2+  +
anz
n +   , jzj = r, називається iндекс (номер) максимального члена (r) =
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max
n
janznj: (r) = ja(r)jzj(r). Якщо серед чисел janznj є декiлька рiвних (r),
то за (r) приймається найбiльший iз iндексiв цих чисел. Тут припускається
jzj > 0. Максимум модуля функцiї f(z) на колi jzj = r позначається через
M(r). Число нулiв функцiї f(z) в замкненому крузi jzj 6 r позначається
через n(r).
16 Обчислити (r) та (r) для степеневого ряду
1 +
z
1!
+
z2
2!
+   + z
n
n!
+    :
17 Обчислити M(r) та n(r) для степеневого ряду
1 +
z
1!
+
z2
2!
+   + z
n
n!
+    :
18 Обчислити (r) та (r) для степеневого ряду
1
1!
+
z
3!
+
z2
5!
+   + z
n
(2n+ 1)!
+    :
19 Обчислити M(r) та n(r) для
sin
p
zp
z
=
1
1!
  z
3!
+
z2
5!
    + ( z)
n
(2n+ 1)!
+    :
20 Обчислити (r) для геометричної прогресiї
1 + z + z2 +   + zn +    :
21 Обчислити n(r) для геометричної прогресiї
1 + z + z2 +   + zn +    :
22 Для будь-якого полiному n-го степеня
a0 + a1z + a2z
2 +   + anzn (an 6= 0)
має мiсце спiввiдношення
lim
r!1
ln(r)
ln r
= lim
r!1 (r) = n :
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Роздiл 3
Аналiтичнi функцiї як вiдображення
3.1 Топологiя комплексної площини
Тут ми розглянемо деякi властивостi множин комплексної площини (або
розширеної комплексної площини), iнварiантнi вiдносно неперервних вiдобра-
жень.
Нехай " > 0 — довiльне число. Пiд "-околом точки a 2 C будемо розумiти
круг
O"(a) = O(a; ") = fz 2 C : jz   aj < "g ;
якщо a 6=1; i
O(1; ") = z 2 C : jzj > 1="	 :
З кожною множиною E  C можна пов’язати розбиття C на три множи-
ни, що не перетинаються.
Точка a 2 E називається внутрiшньою, якщо вона належить E разом iз
кожним "-околом. Сукупнiсть усiх внутрiшнiх точок називається внутрiш-
нiстю множини E i позначається як IntE.
Зовнiшнiстю множини E називається внутрiшнiсть її доповнення C n E
i позначається як ExtE.
Множина точок C, що не належать нi внутрiшностi, нi зовнiшностi мно-
жини E, називається межею множини E i позначається як @E. Очевидно,
що a 2 @E в тому i лише в тому випадку, якщо будь-який її "-окiл мiстить
одночасно як точки множини E, так i точки її доповнення.
Так, на рисунку 1 IntE — внутрiшнiсть круга, ExtE — зовнiшность круга,
@E — коло.
Множина E називається вiдкритою, якщо кожна її точка є внутрiшньою,
тобто E = IntE. Сукупнiсть вiдкритих множин визначає топологiю. Допов-
нення до вiдкритих множин називаються замкненими. Їх можна визначити
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за допомогою операцiї замикання. Точка a 2 C називається граничною для
множини E, якщо будь-який її "-окiл O(a; ") мiстить нескiнченно багато то-
чок з E. Операцiя замикання полягає в приєднаннi до E всiх її граничних
точок, а її результат позначається як E. Множина E замкнена в тому i лише
в тому разi, якщо E = E. Вiдзначимо, що @E = E n IntE.
6
- x
y
0
@ E
IntE
ExtE
Рисунок 1
Фундаментальними властивостями вiдкритих i замкнених множин є такi.
Об’єднання будь-якого числа i перетин скiнченного числа вiдкритих мно-
жин є вiдкритою множиною. Перетин будь-якого числа та об’єднання скiн-
ченного числа замкнених множин є замкненою множиною. Порожня множи-
на i вся розширена комплексна площина є одночасно вiдкритими i замкнени-
ми множинами.
Як вiдомо з дiйсного аналiзу (C можна розглядати як R2), будь-яка об-
межена замкнена множина E  C є компактною. Властивiсть компактно-
стi виражається в двох фундаментальних результатах: лемi Гейне — Бореля
i принципi Больцано — Вейєрштрасса. Згiдно з першим з будь-якого вiд-
критого покриття компактної множини можна вибрати скiнченне пiд-
покриття. Згiдно з другим будь-яка нескiнченна пiдмножина компактної
множини має хоча б одну граничну точку .
У розширенiй комплекснiй площинi C будь-яка замкнена множина є ком-
пактною.
Зазвичай у дiйсному аналiзi (i в курсi топологiї) доводиться iнварiант-
нiсть компактностi при неперервних вiдображеннях. Добре вiдомi також вла-
стивостi неперервних дiйснозначних функцiй, визначених на компактi. Зокре-
ма, кожна така функцiя є рiвномiрно неперервною i досягає свого максимуму
та мiнiмуму.
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Зупинимося детальнiше на топологiчному поняттi «зв’язнiсть».
Означення 3.1 Множина E  C називається зв’язною, якщо не iснує
двох вiдкритих множин G1 i G2, що задовольняють умови:
(i) E  G1
S
G2;
(ii) E
T
G1
T
G2 = ;
(iii) G1
T
E 6= ;; G2
T
E 6= ;:
Iнтуїтивно зв’язнiсть означає, що E складається з одного куcка.
Означення 3.2 Нехай z1; z2 2 C. Множина [z1; z2] = fz : z = z1 + (1  
)z2; 0 6  6 1, називається вiдрiзком iз кiнцями в точках z1; z2.
Теорема 3.6 Вiдрiзок прямої — зв’язна множина. При цьому допускаєть-
ся, щоб один iз кiнцiв вiдрiзка був нескiнченно вiддаленою точкою, а сам
вiдрiзок був вiдкритим, замкненим або напiввiдкритим.
Доведення.Припустимо супротивне, тобто знайдуться двi вiдкритi мно-
жини G1 i G2, для яких виконанi умови (i) — (iii), де E — наш вiдрiзок. Тодi
на E знайдуться двi скiнченнi точки a 2 G1 i b 2 G2. Очевидно, що умо-
ви (i) — (iii) також виконуються у разi замiни E на пiдiнтервал E1 = [a; b].
Розiб’ємо E1 навпiл i виберемо ту його частину E2, яка є iнтервалом з кiнцями
в рiзних множинах G1 i G2. Продовжуючи цей процес, одержуємо послiдов-
нiсть замкнених вкладених вiдрiзкiв E1  E2  : : :, довжини яких прямують
до нуля. За теоремою Кантора, iснує єдина точка , що належить всiм вiдрiз-
кам послiдовностi fEng. З умов (i), (ii) випливає, що  належить однiй iз
множин G1 або G2. Нехай це для визначеностi буде G1. Через вiдкритiсть G1
i прямування довжин En до нуля випливає, що En  G1 за достатньо великих
номерiв n. Проте це суперечить умовам вибору En. 
Означення 3.3 Непорожня, зв’язна, вiдкрита множина називається об-
ластю.
Наведене вище означення зв’язностi у випадку вiдкритої множини E озна-
чає, що не iснує непорожнiх, вiдкритих множин G1 i G2, що не неперетина-
ються, для яких E = G1 [G2.
Зауваження. Ми можемо тепер пiдсилити теорему 2.2, замiнивши круг
ja  zj < r на довiльну область.
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Наступний результат дає характеристичну властивiсть областi в iнших
термiнах.
Теорема 3.7 Непорожня вiдкрита множина E зв’язна в тому i лише в то-
му разi, якщо будь-якi двi її точки можна з’єднати ламаною, розмiщеною в
E. Водночас ламану можна вибрати так, щоб її ланки були паралельними
координатним осям.
Доведення.Нехай E зв’язна i a 2 E — довiльна точка. Позначимо через
G1 множину тих точок з E, якi можна з’єднати в E з точкою a ламаною
з ланками, паралельними координатним осям. Через G2 позначимо тi точки
з E, якi не задовольняють цю умову. Очевидно, що G1 i G2 є вiдкритими
множинами, i E = G1
S
G2. Через зв’язнiсть E одна з множин — G1 або
G2, повинна бути порожньою. Неважко помiтити, що G1 6= ;, i в один бiк
твердження доведене.
Навпаки, нехай E — вiдкрита множина i будь-якi двi її точки можна
з’єднати ламаною, розмiщеною в E. Тодi зв’язнiсть E легко встановлюється
мiркуванням вiд супротивного. Дiйсно, якщо G1 i G2 — двi вiдкритi, непо-
рожнi, що не перетинаються множини, i E = G1
S
G2, то для точок a 2 G1 i
b 2 G2 знайдеться така ламана, яка з’єднує їх i розмiщена в E. На цiй ламанiй
знайдеться вiдрiзок, кiнцi якого розмiщенi в рiзних множинах G1 i G2. Але
це буде суперечити зв’язностi цього вiдрiзка. 
Наступний результат дозволяє конструювати зв’язнi множини i порiвняно
просто визначати зв’язнiсть у рядi випадкiв.
Теорема 3.8 Нехай fEg2A — сукупнiсть (сiм’я) зв’язних множин i
T
E
6= ;. Тодi E = SE — зв’язна множина.
Доведення.Припустимо супротивне, тобто знайдуться такi вiдкритi мно-
жини G1 i G2, що для E =
S
E виконуються умови (i) — (iii). Виберемо
довiльну точку a з
T
E. Унаслiдок (i) вона належить однiй iз множин: G1
або G2. Нехай для визначеностi a 2 G1. У E
T
G2 виберемо довiльну точку b.
За визначенням E, знайдеться таке 0 2 A, що b 2 E0. Але тодi для E0 i
множин G1 i G2 виконуються всi умови (i) — (iii), що суперечить зв’язностi
множини E0. 
У рядi випадкiв доводиться мати справу з множинами довiльної струк-
тури. Пiд час їх аналiзу першою сходинкою є розкладання її на компоненти
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зв’язностi. Компонентою K множини E називатимемо зв’язну пiдмножи-
ну, яка не є власною пiдмножиною жодної iншої зв’язної частини множини
E.
Теорема 3.9 Кожна множина єдиним чином може бути подана як об’єд-
нання своїх компонент.
Доведення.Нехай E — довiльна множина. Для кожної точки a 2 E че-
рез C(a) позначимо об’єднання всiх зв’язних пiдмножин у E, що мiстять a.
Завдяки попереднiй теоремi C(a) зв’язна, а безпосередньо з означення вип-
ливає її максимальнiсть. Таким чином C(a) — компонента множини E. Для
завершення доведення залишається показати, що двi компоненти C(a) i C(b)
або спiвпадають, або не перетинаються.
Нехай d 2 C(a)TC(b). Тодi з означення C(d) випливає, що C(a)  C(d).
Звiдси одержимо: a 2 C(d) i через означення C(a) маємо включення C(d) 
C(a). Таким чином C(a) = C(d). Аналогiчно встановлюється рiвнiсть C(b) =
C(d). 
Означення 3.1 Область D  C називається однозв’язною, якщо C n D
зв’язна.
Iншими словами, область D називається однозв’язною, якщо її допов-
нення C n D складається з однiєї компоненти. Необхiдно зазначити, що тут
важлива умова розширеної комплексної площини. Про це свiдчить приклад
смуги.
Теорема 3.10 При неперервних вiдображеннях образ зв’язної множини є
зв’язним.
Доведення.Нехай w = f(z) — неперервна функцiя, яка переводить
зв’язну множину E у Q. Припустимо, що H1 i H2 — вiдкритi множини, що
задовольняють умови Q  H1
S
H2 i Q
T
H1
T
H2 = ;. Потрiбно довести, що
тодi одна з множин — Q
T
H1 або Q
T
H2 — порожня. Визначимо множини
E1 = fz 2 E : f(z) 2 H1g; E2 = fz 2 E : f(z) 2 H2g :
Через зробленi припущення E1
T
E2 = ; i E1
S
E2 = E. Далi, якщо z0 —
довiльна точка в E1 i w0 = f(z0), то через вiдкритiсть H1 знайдеться та-
ке " > 0, що O(w0; ")  H1. Iз неперервностi f знайдеться таке  > 0, що
jf(z)   f(z0)j < " при jz   z0j < , тобто O(z0; )
T
E  E1. Таким чином,
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iснує вiдкрита множина G1, для якої G1
T
E = E1. Аналогiчно встановлюєть-
ся iснування вiдкритої множини G2, для якої G2
T
E = E2. Але тодi через
зв’язнiсть E одна з множин E1, або E2, повинна бути порожньою. Нехай це
буде E1. Але разом з нею буде порожньою множиною i Q
T
H1. 
Зауваження 3.1 Серед багатьох застосувань доведеної теореми вiдзначи-
мо такi два:
1. Неперервна дiйснозначна функцiя, яка визначена на зв’язнiй множинi
i не перетворюється на нуль, зберiгає знак.
2. Вiдрiзок i квадрат не є топологiчно еквiвалентними.
3.2 Конформнiсть
У цьому параграфi розглянемо геометричнi наслiдки аналiтичностi. Ми не
можемо наочно уявити функцiю комплексної змiнної за допомогою графiка.
Цей недолiк можна компенсувати спостереженням за образами сiмей кривих.
Уточнимо спочатку означення, пов’язанi з кривими. В аналiтичнiй гео-
метрiї пiд кривою зазвичай розумiють множину точок, координати яких за-
довольняють деяке рiвняння або задаються параметричним способом. Для
наших цiлей ближче друге подання, що дозволяє iнтерпретувати криву як
траєкторiю рухомої точки. Крiм того, в наших мiркуваннях буде неiстотною
швидкiсть проходження траєкторiї, але будудть важливими напрям i крат-
нiсть проходження дiлянок траєкторiї. Перейдемо тепер до точних визначень
та формулювань.
Означення 3.2 Шляхом ми називатимемо неперервне вiдображення z =
z(t) вiдрiзка [; ]  R у C (або C). Точки z() = a i z() = b називаються
початком i кiнцем шляху вiдповiдно. Шлях називається замкненим, якщо
a = b.
Поняття шляху є початковим. Поняття кривої пов’язане з тим, що ми
будемо не розрiзняти деякi шляхи. Говоритимемо, що шляхи z = z1(t); 1 
t  1; i z = z2(t); 2  t  2; еквiвалентнi, якщо iснує неперервна зрос-
таюча функцiя  = (t); 1  t  1; така, що (1) = 2; (1) = 2
i z1(t) = z2((t)) при t 2 [1; 1]. Неважко помiтити, що введене поняття
еквiвалентностi шляхiв має властивостi рефлексивностi, симетрiї та транзи-
тивностi. Отже, вся множина шляхiв розпадається на класи еквiвалентностi,
що не перетинаються.
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Означення 3.3 Кривою  називають клас еквiвалентних шляхiв. Пред-
ставника z = z(t);   t  ; iз класу еквiвалентностi називатимемо
параметризацiєю кривої .
Вiдзначимо, що всi шляхи, якi подають одну й ту саму криву , мають
спiльнi початок i кiнець. Крiм того, завжди можна як параметризуючий вiдрi-
зок вибрати [0; 1]. Отже, початок, кiнець i напрям руху траєкторiєю є харак-
теристиками всiєї кривої, а не окремо взятого шляху з класу еквiвалентно-
стi. Зокрема, крива називається замкненою, якщо її параметризацiї замкненi,
тобто збiгаються початок i кiнець кривої.
Крива  називається жордановою, якщо параметризацiя z = z(t);  
t  , здiйснює топологiчне вiдображення вiдрiзка [; ]. Крива називається
замкненою жордановою, якщо параметризацiя здiйснює топологiчне вiдобра-
ження пiвiнтервалу [; ) i z() = z(). Iншими словами, замкнена жорда-
нова крива — це топологiчне вiдображення кола в площину.
Визначимо тепер на множинi кривих двi операцiї. Пiд змiною орiєнтацiї
кривої  з параметризацiєю z = z(t);   t  , розумiють криву   (часто
пишуть також  ), що визначається параметризацiєю z = z( t);    t 
 . Отже, при змiнi орiєнтацiї змiнюється напрям обходу.
Далi, якщо кiнець кривої 1 : z = z1(t); 1  t  1; спiвпадає з початком
кривої 2 : z = z2(t); 2  t  2; то пiд сумою кривих 1 i 2 розумiтимемо
криву 1 + 2 з параметризацiєю
z =

z1(1 + 2t(1   1)) при 0  t  1=2;
z2(2 + (2t  1)(2   2)) при 1=2  t  1:
Явним чином (за iндукцiєю) визначається скiнченна сума кривих. Вiд-
значимо, що сума визначена не для кожної пари кривих i не має властивостi
комутативностi. Проте так визначена операцiя має властивiсть асоцiативно-
стi.
Видiлимо тепер сукупнiсть гладких кривих. Шлях
z = z(t) = x(t) + iy(t);   t   ;
називається гладким, якщо функцiї x(t) i y(t) є неперервно диференцiйовни-
ми на [; ] i z0(t) = x0(t) + iy0(t) 6= 0 при t 2 [; ]. Еквiвалентнiсть гладких
шляхiв визначається за допомогою замiни  = (t), що неперервно дифе-
ренцiйовна i  0(t) > 0 за всiх t. Похiднi в кiнцевих точках, наприклад  0(),
розумiють як одностороннi. Клас еквiвалентностi гладких шляхiв називаєть-
ся гладкою кривою.
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Вiдзначимо, що гладка крива  : z = z(t);   t  ; у кожнiй точцi z(t)
має дотичну з напрямом arg z0(t). Очевидно, що орiєнтацiя кривої iндукує
орiєнтацiю дотичної. Пiд кусково-гладкою кривою розумiтимемо скiнченну
суму гладких кривих, таких, що кiнець попереднього вiдрiзка є початком
наступного.
Нехай тепер w = f(z) — аналiтична в областi D функцiя. Будемо говори-
ти, що f однолиста в D, якщо з рiвностi f(z1) = f(z2) випливає z1 = z2 для
будь-якої пари точок iз D. Припустимо, що f 0(z) 6= 0 в D. Оскiльки jf 0(z0)j2
— якобiан вiдображення w = f(z) у точцi z0, то, за теоремою про неявну
функцiю [3, теорема 17.3.1] в околi точки w0 = f(z0) iснує обернена функцiя
z = f 1(w). Очевидно, що вона також буде аналiтичною, i 
f 1
0
(w) = lim
w!0
z
w
= lim
z!0
1
w=z
=
1
f 0(z)
:
Таким чином, аналiтична в областi D функцiя з похiдною, що не перетво-
рюється на нуль є локально однолистою. З локальної однолистостi не вип-
ливає глобальна (тобто в усiй областi D). Прикладом цього може служити
функцiя f(z) = z2, що розглядається в кiльцi 1 < jzj < 2.
Розглянемо гладку криву  : z = z(t);   t  ; розмiщену в областi D.
Тодi рiвняння w = f(z(t)) визначатиме деяку гладку криву  у w-площинi.
Дiйсно, з рiвностi
w0(t) = f 0(z(t))  z0(t) (3.1)
та умов на  i f випливає, що w0(t) 6= 0. Крiм того, з рiвностi (3:1) випливає,
що напрям дотичної до кривої  в точцi w0 = w(t0) пов’язаний з напрямом
дотичної до кривої  в точцi z0 = z(t0) рiвнiстю:
argw0(t0) = arg f 0(z0) + arg z0(t0): (3.2)
Рiвнiсть (3:2) доводить геометричний змiст аргументу похiдної й показує,
що кут мiж напрямами дотичних до кривих  та  у вiдповiдних точках z0
i w0 дорiвнює arg f 0(z0). Отже, цей кут не залежить вiд вибору кривої , а
кривi, що проходять через точку z0 i мають у нiй спiльну дотичну, переходять
за допомогою f у кривi, що проходять через точку w0 i мають в нiй спiльну
дотичну. Бiльше того, двi кривi 1 i 2, що утворюють в точцi z0 кут , пере-
ходять у кривi 1 i 2 , якi перетинаються в точцi w0 пiд тим самим кутом  (з
урахуванням напряму вiдлiку). Цю властивiсть називають консерватизмом
кутiв, або конформнiстю вiдображення w = f(z) у точцi z0.
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З’ясування геометричного сенсу модуля похiдної також приводить до де-
якої властивостi вiдображення. З рiвностi
lim
z!z0
jf(z)  f(z0j
jz   z0j = jf
0(z0)j
бачимо, що при вiдображеннi w = f(z) нескiнченно малий елемент довжини в
точцi z0 розтягується або стискається в jf 0(z0)j разiв. Iншими словами, jf 0(z0)j
є коефiцiєнтом спотворення масштабу на кривих у точцi z0, i цей коефiцiєнт не
залежить вiд напряму. Взагалi кажучи, цей коефiцiєнт змiнюється вiд точки
до точки.
Нехай тепер w = f(z) визначена в областi D i неперервно диференцiйов-
на в дiйсному сенсi, тобто iснують i неперервнi в D частиннi похiднi @f=@x
i @f=@y. Розглянемо питання, якi властивостi матиме f , якщо припустити
конформнiсть вiдображення w = f(z) або постiйнiсть спотворення масшта-
бу. При зроблених припущеннях похiдну вiд функцiї w(t) = f(z(t)) можна
подати у виглядi
w0(t0) =
@f
@x
(z0)x
0(t0) +
@f
@y
(z0)y
0(t0):
У термiнах z0(t0) = x0(t0) + iy0(t0) ця рiвнiсть набирає вигляду
w0(t0) =
1
2

@f
@x
  i@f
@y

z0(t0) +
1
2

@f
@x
+ i
@f
@y

z0(t0);
звiдси одержимо
w0(t0)
z0(t0)
=
1
2

@f
@x
  i@f
@y

+
1
2

@f
@x
+ i
@f
@y

z0(t0)
z0(t0)
: (3.3)
Консерватизм кутiв вiдображення w = f(z) у точцi z0 означає, що
arg

w0(t0)
z0(t0)

не залежить вiд arg z0(t0). Це еквiвалентно тому, що права частина (3:3)
має постiйний аргумент. Проте у разi повної змiни arg z0(t0) права части-
на рiвностi (3:3) описує коло з центром у точцi
1
2

@f
@x
  i@f
@y

i радiусом12

@f
@x
+ i
@f
@y
.
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Таким чином, iз консерватизму кутiв випливає рiвнiсть нулю радiуса цьо-
го кола, що виражається у виглядi
@f
@x
=  i@f
@y
:
Це, як ми бачили ранiше, i є рiвняння Кошi — Рiмана, записанi в комплекснiй
формi.
Аналогiчна постiйнiсть спотворення лiнiйного елемента приводить до умо-
ви незалежностi модуля правої частини (3:3) вiд arg z0(t0). Це можливо лише
за умови виродження кола, що описує права частина (3:3), або умови по-
трапляння його центра в початок координат. Наслiдком першої умови, як ми
щойно довели, є система рiвнянь Кошi — Рiмана, тобто аналiтичнiсть функцiї
f . Друга умова еквiвалентна рiвностi
@f
@x
= i
@f
@y
:
Ця рiвнiсть виражає той факт, що f(z) є аналiтичною функцiєю. У цьому
разi кути зберiгаються за величиною, але змiнюється їх напрям. Така вла-
стивiсть називається антиконформнiстю.
Вiдображення, яке здiйснюється аналiтичною однолистою в областi D
функцiєю f , називають конформним вiдображенням цiєї областi. Вiдобра-
ження, здiйснюване функцiєю f , називають антиконформним вiдображен-
ням областi D.
3.3 Дробово-лiнiйнi перетворення
Загальнi властивостi. Серед усiх аналiтичних функцiй найбiльш про-
стi вiдображаючi властивостi мають рацiональнi функцiї 1-го порядку. Вони
мають численнi визначнi властивостi, якi виводять їх далеко за рамки елемен-
тарної теорiї. Крiм того, вiльне володiння їх властивостями складає основу
достатньо ефективної обчислювальної технiки.
Будь-яке дробово-лiнiйне перетворення записується у виглядi
L(z) =
az + b
cz + d
; (3.4)
де a; b; c; d— комплекснi числа, що називаються коефiцiєнтами дробово-лiнiйного
перетворення, i задовольняють умову
ad  bc 6= 0 : (3.5)
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Ця умова вiдповiдає за невиродженiсть вiдображення w = L(z). Дiйсно,
числа  b=a i  d=c є нулями чисельника i знаменника дробу (3:4). Умова
(3:5) означає, що це рiзнi числа.
Як невироджена рацiональна функцiя першого порядку дробово-лiнiйне
перетворення L здiйснює топологiчне вiдображення розширеної комплексної
площини C на себе, оскiльки для будь-якого  2 C рiвняння L(z) =  має в C
єдиний розв’язок. Водночас L(1) = a=c и L( d=c) =1. Зазначаючи також,
що
L0(z) =
ad  bc
(cz + d)2
;
доходимо висновку про конформнiсть L у Cnf d=cg.
Вiдзначимо властивостi сукупностi всiх дробово-лiнiйних перетворень. Як-
що
L1(z) =
a1z + b1
c1z + d1
; L2(z) =
a2z + b2
c2z + d2
— довiльнi два дробово-лiнiйнi перетворення, то їх композицiя
L(z) = L1  L2(z) = az + b
cz + d
також є дробово-лiнiйним перетворенням i ad  bc = (a1d1  b1c1)(a2d2  b2c2).
Таким чином, дробово-лiнiйнi перетворення замкненi щодо операцiї компози-
цiї. Крiм того, обернена функцiя
z = L 1(w) =
dw   b
 cw + a
також є дробово-лiнiйним перетворенням. Отже, сукупнiсть усiх дробово-
лiнiйних перетворень утворює групу щодо операцiї композицiї. Необхiдно за-
значити, що це некомутативна група.
Ангармонiчне вiдношення. Встановимо спочатку результат, згiдно яко-
го вiдповiднiсть трьох точок цiлком визначає дробово-лiнiйне вiдображення.
Теорема 3.11 Нехай z1; z2; z3 — рiзнi точки в C. Тодi iснує i єдине дробово-
лiнiйне перетворення T , що переводить цi точки вiдповiдно в 1; 0 i 1.
Доведення.У разi скiнченних точок z1; z2 i z3 це вiдображення можна
подати формулою
T (z) =
z   z2
z   z3

z1   z2
z1   z3 :
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У разi якщо одна з цих точок нескiнченно вiддалена, потрiбне вiдобра-
ження задається однiєю з формул:
T =
8>>>><>>>>:
z   z2
z   z3 при z1 =1;
z1   z3
z   z3 при z2 =1;
z   z2
z1   z3 при z3 =1;
якi отримують вiдповiдними граничними переходами.
Доведемо тепер єдинiсть цього вiдображення. Дiйсно, нехай S — дробово-
лiнiйне перетворення з тими самими властивостями. Тодi дробово-лiнiйне
перетворення L = S  T 1 залишає нерухомими точки 1, 0 i 1. З умови
L(1) =1 випливає, що L(z) = az+b. Використовуючи тепер умови L(0) = 0
i L(1) = 1, одержуємо тотожнiсть L(z) = z. Звiдси випливає, що S(z) = T (z).

Означення 3.4 Пiд ангармонiчним вiдношенням (z1; z2; z3; z4) чотирьох рiз-
них точок z1; z2; z3 i z4 розумiють образ точки z1 при її вiдображеннi за
допомогою дробово-лiнiйного перетворення, що переводить точки z2; z3 i z4
в 1, 0 i 1 вiдповiдно.
Важливiсть ангармонiчного вiдношення зумовлена тим, що воно є iн-
варiантом для дробово-лiнiйних перетворень.
Теорема 3.12 Нехай z1; z2; z3; z4 — чотири рiзнi точки i L — дробово-лiнiйне
перетворення. Тодi
(L(z1); : : : ; L(z4)) = (z1; : : : ; z4):
Доведення.Нехай T (z) = (z1; z2; z3; z4). Тодi T  L 1 переводить точки
L(z2); L(z3) i L(z4) вiдповiдно в 1,0 i 1. Отже
(L(z1); L(z2); L(z3); L(z4)) = T  L 1  L(z1) = T (z1) = (z1; z2; z3; z4):

Наслiдок. Для будь-яких рiзних трьох точок z1; z2; z3 у z-площинi i рiзних
трьох точок w1; w2; w3 у w-площинi iснує таке єдине дробово-лiнiйне перетво-
рення L, що L(zk) = wk; k = 1; 2; 3. Необхiдне вiдображення визначається зi
спiввiдношення
(z; z1; z2; z3) = (w;w1; w2; w3)
 1 :
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Кругова властивiсть. Вiдзначимо спочатку, що колу на сферi Рiмана
при стереографiчнiй проекцiї вiдповiдає на комплекснiй площинi коло або
пряма. Це наводить на думку про доцiльнiсть розглядати пряму в C як коло,
що проходить через нескiнченно вiддалену точку. Тому надалi пiд колом у C
будемо розумiти таке розширене його значення.
Твердження 3.1 Прообразом дiйсної осi для будь-якого дробово–лiнiйного
перетворення є коло в C.
Доведення.Нехай L визначається рiвнiстю (3:4) з умовою (3:5) на його
коефiцiєнти. Нам потрiбно знайти множину точок z, для яких ImL(z) = 0,
тобто таких, що задовольняють умову
az + b
cz + d
  a z + b
c z + d
= 0 :
Цю рiвнiсть можна переписати в еквiвалентнiй формi:
(ac  ca)jzj2 + (ad  cb)z + (bc  da)z + (bd  db) = 0 : (3.6)
Якщо ac   ca = 0, то рiвняння (3:6) визначає в комплекснiй площинi
пряму, тобто коло в C.
Припустимо, що ac   ca 6= 0. Тодi рiвняння (3:6) можна переписати в
еквiвалентному виглядi
jzj2 + ad  bc
ac  caz +
bc  ad
ac  caz +
bd  bd
ac  ca = 0
або пiсля видiлення повного квадрата модуля у виглядiz + bc  adac  ca
 = ad  bcac  ca
 ;
що визначає коло. 
Твердження 3.2 Ангармонiчне вiдношення (z1; z2; z3; z4) дiйсне в тому i
лише в тому разi, якщо точки z1; z2; z3; z4 лежать на одному колi в C.
Доведення.Твердження випливає з попереднього результату, застосова-
ного до дробово-лiнiйного перетворення T (z) = = (z; z2; z3; z4). 
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Теорема 3.13 При дробово-лiнiйних перетвореннях кола в C переходять у
колa в C.
Доведення.Нехай L — довiльне дробово-лiнiйне перетворення, i C — ко-
ло в z-площинi. Виберемо на ньому три рiзнi точки z1; z2; z3. Через iнварiант-
нiсть ангармонiчного вiдношення
(z; z1; z2; z3)  (L(z); L(z1); L(z2); L(z3)) :
Згiдно з твердженням 3.2 лiва частина останньої тотожностi дiйсна в то-
му i лише в тому разi, якщо z 2 C. Застосування твердження 3.2 до пра-
вої частини тотожностi показує, що L(z) пробiгає коло, що проходить через
L(z1); L(z2)L(z3) i L(z3), якщо z пробiгає C. 
Принцип симетрiї. Якщо дробово-лiнiйне перетворення визначається
дiйсними коефiцiєнтами, то воно переводить дiйсну вiсь на себе, а точки z
i z, симетричнi вiдносно дiйсної осi, — в симетричнi. З огляду на кругову
властивiсть можна чекати виконання цього i в бiльш загальнiй ситуацiї. Щоб
мiркування були однаково застосовними до прямої й кола, природно вико-
ристовувати ангармонiчне вiдношення. Як бачимо з твердження 3.2, в його
термiнах легко визначається потрапляння поточної точки на коло, що обу-
мовлюється трьома своїми точками. Виявляється, ангармонiчне вiдношення
вiдображає й точнiше розмiщення точок вiдносно кола.
Твердження 3.3 Нехай z1; z2; z3 — три рiзнi точки в C i C — коло (або
пряма); що проходить через них. Тодi точки z i z симетричнi вiдносно C
у тому i лише в тому разi; якщо виконується спiввiдношення
(z; z1; z2; z3) = (z; z1; z2; z3) : (3.7)
Доведення.Оскiльки T (z) = (z; z1; z2; z3) є взаємнооднозначним вiдо-
браженням C на себе, то досить показати, що з умови (3:7) випливає симетрiя
точок z i z. Видiлимо в доведеннi два випадки.
1: Нехай C — пряма. У цьому разi (z1  z2)=(z1  z3) дiйсне, i умова (3:7)
набирає вигляду
z   z2
z   z3 =
z   z2
z   z3 :
Але тодi з рiвностi
arg
z   z2
z   z3 =   arg
z   z2
z   z3 ;
jz   z2j
jz   z3j =
jz   z2j
jz   z3j
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випливає подiбнiсть трикутникiв з вершинами z; z2; z3 i z; z2; z3.
Оскiльки в них ще й спiльна сторона, то вони рiвнi. Звiдси випливає си-
метричнiсть z i z.
2:Нехай C — коло з центром в a i радiусомR. Систематичне використання
iнварiантностi ангармонiчного вiдношення приводить до
(z; z1; z2; z3) = (z; z1; z2; z3) = (z   a; z1   a; z2   a; z3   a)
=

z   a; R
2
z1   a;
R2
z2   a;
R2
z3   a

=
=

R2
z   a; z1   a; z2   a; z3   a

=

R2
z   a + a; z1; z2; z3

:
Звiдси випливає, що
z = a+R2=(z   a) i (z   a)(z   a) = R2 :
Таким чином,
arg(z   a) = arg(z   a) i jz   aj  jz   aj = R2 :

Теорема 3.14 Якщо дробово-лiнiйне перетворення L переводить коло C1 у
коло C2 (у розширеному сенсi); то воно перетворить кожну пару точок;
симетричних вiдносно C1; на пару точок; симетричних вiдносно C2.
Доведення.Нехай z1; z2; z3 — три рiзнi точки на колi C1. Тодi симетрич-
нiсть точок z i z вiдносно C1 виражається рiвнiстю
(z; z1; z2; z3) = (z; z1; z2; z3) :
Через iнварiантнiсть ангармонiчного вiдношення маємо
(L(z); L(z1); L(z2); L(z3)) = (L(z); L(z1); L(z2); L(z3)) ;
це означає симетричнiсть точок L(z) i L(z) вiдносно кола, що визначається
точками L(z1); L(z2) i L(z3), тобто C2. 
Пiдсумовуючи одержанi результати, ми бачимо, що будь-якi два круга в
C (тобто круг або пiвплощина) є конформно еквiвалентними. Необхiдне кон-
формне вiдображення здiйснюється дробово-лiнiйним перетворенням. Для
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його знаходження можна скористатися вiдповiднiстю трьох точок i шукати
його, розв’язуючи рiвняння
(ww1; w2; w3) = (zz1; z2; z3) ;
де z1; z2; z3 — точки на одному колi, а w1; w2; w3 — точки на його образi.
Проте цей шлях приводить до громiздких формул. Бiльш логiчним є шлях,
що використовує принцип симетрiї.
Знайдемо для прикладу всi дробово-лiнiйнi перетворення, що вiдобража-
ють верхню пiвплощину на одиничний круг i одиничного круга — на се-
бе. У першому випадку припустимо, що A, ImA > 0, — точка, що перехо-
дить у початок координат. Через принцип симетрiї z = A буде переходи-
ти в точку w = 1. Проте точками, що переходять у нуль i нескiнченнiсть,
дробово-лiнiйне перетворення визначається однозначно з точнiстю до постiй-
ного множника
w = k
z   A
z
  A : (3.8)
Оскiльки jx   Aj = jx   Aj за x 2 R, то умова вiдповiдностi дiйснiй осi оди-
ничному колу приводить до рiвностi jkj = 1. Таким чином, загальний вигляд
необхiдного вiдображення визначається формулою (3:8), в якiй комплекснi
числа A i k вiдiграють роль параметрiв i задовольняють умови ImA > 0 i
jkj = 1.
Аналогiчно встановлюється, що загальний вигляд дробово-лiнiйного пе-
ретворення, яке вiдображає одиничний круг на себе, визначається формулою
w = k
z   a
1  az ;
де jaj < 1 i jkj = 1.
3.4 Елементарнi конформнi вiдображення
Конформне вiдображення, що асоцiюється з аналiтичною функцiєю, доз-
воляє одержати наочне уявлення про неї подiбно графiку в разi функцiї
дiйсної змiнної. Крiм того, в бiльшiсть областей математики теорiя функ-
цiї комплексної змiнної входить через конформне вiдображення. Однiєю з
найбiльш важливих проблем, що виникають при цьому, є задача знаходжен-
ня конформного вiдображення однiєї областi на iншу. Щоб мати уявлення
про розв’язуванiсть цього питання в рамках елементарних функцiй, потрiб-
но добре знати їх вiдображуючi властивостi. Останнє досягається, зазвичай,
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з’ясуванням питання, як перетворяться тi чи iншi сiм’ї кривих. Найбiльш за-
гальний пiдхiд полягає у вивченнi образiв координатних прямих x = x0 або
y = y0. Якщо записати f(z) = u(x; y) + iv(x; y), то образом прямої x = x0
буде крива, що задається параметричними рiвняннями u = u(x0; y); v =
v(x0; y);  1 < y <1. Образи прямої y = y0 описуються аналогiчно. Разом
вони утворюють ортогональну сiтку у w-площинi. У деяких випадках зручно
використовувати полярнi координати й вивчати образи концентричних кiл i
прямолiнiйних променiв, що виходять iз початку координат.
Основними iнструментами в практицi конформного вiдображення є дробово–
лiнiйнi перетворення, степенева функцiя, експонента i логарифм.
Степенева функцiя w = z, 0 <  <1: Ранiше ми бачили, що в CnR 
видiляється однозначна вiтка функцiї z. Оскiльки
jwj = jzj; argw =  arg z ;
то концентричнi кола з центром на початку координат переводяться в кола
цiєї ж сiм’ї, а променi, що виходять iз початку координат, переводяться в такi
ж променi. З рiвностi
(z)0 = 
w
z
випливає, що степенева функцiя здiйснює вiдображення, конформне в усiх
точках z 6= 0, а кут  на початку координат перетвориться на кут розтину
.
Таким чином, у разi 0 <  6 1 степенева функцiя однолиста в областi
C n R  i конформно вiдображає її на сектор fw :   < argw < g. У
разi  > 1 степенева функцiя не є однолистою в C n R . Проте вона буде
однолистою в будь-якому секторi fw :  = < argw < =g.
Експонента w = ez переводить прямi x = x0 i y = y0 у кола з центром
на початку координат i в променi, що виходять iз початку координат вiдпо-
вiдно. Будь-яка iнша пряма в z-площинi переходить у логарифмiчну спiраль.
Експонента є однолистою в кожнiй областi, що не мiстить жодної пари точок,
рiзниця яких кратна 2i. Зокрема, горизонтальна смуга fz : y1 < Imz < y2g
при y2   y1 < 2 вiдображається на сектор fw : y1 < argw < y2g, який у
разi y2   y1 =  є пiвплощиною.
На завершення цього параграфа розглянемо рацiональну функцiю
w =
1
2

z +
1
z

=
1 + z2
2z
;
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що називається функцiєю Жуковського, який застосував її для аеродинамiч-
ного розрахунку крил. Вона має два простi полюси в точках z = 0 i 1. Її
похiдна
dw
dz
=
1
2

1  1
z2

вiдмiнна вiд нуля скрiзь у C n f0g, окрiм точок z = 1.
З’ясуємо тепер умови однолистостi функцiї Жуковського в якiй-небудь
областi D  C. Нехай z1; z2 — довiльнi двi точки в C n f0g. Тодi
z1 +
1
z1
 

z2 +
1
z2

= (z1   z2)

1  1
z1z2

;
i ми бачимо, що D є областю однолистостi функцiї Жуковського в тому i
лише в тому разi, якщо вона не мiстить пари точок z1; z2, для яких z1 z2 = 1:
Простими такими областями є внутрiшнiсть i зовнiшнiсть одиничного круга.
Для наочностi вiдображення, здiйснюваного функцiєю Жуковського, припу-
стимо z = r ei; w = u+ iv. Тодi
u =
1
2

r +
1
r

cos ; v =
1
2

r   1
r

sin  :
Iз цих рiвностей бачимо, що кола jzj = r0; r0 > 1; переходять в елiпси з
пiвосями
a =
1
2

r0 +
1
r0

; b =
1
2

r0   1
r0

i фокусами в точках w = 1, оскiльки a2   b2 = 1: При r0 ! 1 маємо
b ! 0, й елiпси стягуються до вiдрiзка [ 1; 1]. Променi  = 0; 1 < r < 1,
перетворяться на частини гiпербол
u2
cos2 0
  v
2
sin2 0
= 1
з тими самими фокусами 1. Через конформнiсть сiм’я цих гiпербол ортого-
нальна вищеописанiй сiм’ї елiпсiв.
Вправи
1 Доведiть, що E є зв’язним у тому i лише в тому разi, якщо його не
можна подати у виглядi об’єднання двох непорожнiх множин E1 i E2, якi не
перетинаються, так, щоб E1
T
E2 = ; i E1
T
E2 = ;.
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2 Доведiть, що клас зв’язних множин не змiниться, якщо у визначеннi
зв’язностi умову (ii) замiнити на G1
T
G2 = ;.
3 Доведiть, що замикання зв’язної множини є зв’язною множиною.
4 Доведiть, що вiдображення
L  !

a b
c d

;
яке дiє з групи всiх дробово-лiнiйних перетворень у групу матриць 2  2
вiдносно множення, є гомоморфiзмом.
5 Покажiть, що вiдображення вигляду
w = z + a; w = bz; w = 1=z ;
де a i b 6= 0 — комплекснi числа, можна розглядати як систему твiрних у
групi всiх дробово-лiнiйних перетворень.
6 Доведiть, що будь-яке дробово-лiнiйне перетворення, що переводить
дiйсну вiсь на себе, можна записати з дiйсними коефiцiєнтами.
7 Нехай дробово-лiнiйне перетворення переводить пару концентричних
кiл в iншу пару концентричних кiл. Доведiть, що вiдношення радiусiв кiл
при цьому зберiгається.
8 Знайдiть дробово-лiнiйне перетворення, яке переводить jzj = 1 i Rez = 2
в концентричнi кола. Чому дорiвнює вiдношення їх радiусiв ?
9 Якщо цiла рацiональна функцiя
z + a2z
2 + a3z
3 +   + anzn
однолиста в одиничному крузi jzj < 1, то тодi
njanj 6 1 :
10 Якщо функцiя w = f(z) однолисто вiдображає одиничний круг jzj < 1
на область G i '(w) однолиста в G, то тодi '[f(z)] однолиста в крузi jzj < 1.
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Роздiл 4
Комплексне iнтегрування
4.1 Означення та основнi властивостi
iнтеграла
Нехай  : z = z(t);  6 t 6 ; — деяка крива в C. Пiд її довжиною
розумiють величину
length() = sup
nX
i=1
jz(ti)  z(ti 1)j;
де супремум беруть по всьому розбиттю  = t0 < t1 < : : : < tn =  iнтервалу
[; ] (або кривої ). Якщо цей супремум скiнченний, то крива  називається
спрямованою. Для кожного розбиття кривої  i функцiї f , визначеної на цiй
кривiй (точнiше, на множинi fz = z(t) : t 2 [; ]g) розглянемо два типи
iнтегральних сум:
nX
i=1
f(z(i))(z(ti)  z(ti 1));
nX
i=1
f(z(i))jz(ti)  z(ti 1)j ;
де i 2 [ti 1; ti]; i = 1; : : : ; n. Iз теорiї криволiнiйних iнтегралiв першого
i другого родiв, застосованої до дiйсної та уявної частин цих сум, випли-
ває iснування їх границь за умови спрямованостi  i неперервностi f , якщо
max
16i6n
jti   ti 1j ! 0. Цi границi будемо вiдповiдно позначати:Z

f(z) dz =
Z

(u dx  v dy) + i
Z

(u dy + v dx) ;
Z

f(z) jdzj =
Z

u ds+ i
Z

v ds ;
56
де f(z) = u(x; y) + iv(x; y); z = x + iy, а ds — елемент довжини. У випадку
кусково-гладкої кривої маємоZ

f(z) dz =
Z

f(z(t))z0(t) dt;
Z

f(z) jdzj =
Z

f(z(t))jz0(t)j dt :
Iз властивостей криволiнiйних iнтегралiв вiдразу ж випливають анало-
гiчнi властивостi введених iнтегралiв:Z

(af + bg) dz = a
Z

f dz + b
Z

g dz (iii);Z
1+2
f dz =
Z
1
f dz +
Z
2
f dz (i) :
У цих двох рiвностях dz можна замiнити на jdzj. ПротеZ
 
f dz =  
Z

f dz;
Z
 
f jdzj =
Z

f jdzj:
Застосовуючи нерiвнiсть трикутника до iнтегральних сум, одержимо таку
нерiвнiсть: 
Z

f(z) dz
 6
Z

jf(z)j  jdzj:
Вiдзначимо, що при f(z)  1 останнiй iнтеграл дорiвнює довжинi кривої
, тобто Z

jdzj = length() :
Iнший аспект iнтегрального числення пов’язаний, як i в дiйсному аналiзi,
з розглядом iнтегрування як операцiї, оберненої до диференцiювання. У зв’яз-
ку з цим аналiтичну в областi D функцiю F називатимемо первiсною функцiї
f , якщо F 0(z) = f(z) для всiх z 2 D: Iншими словами, f(z) dz є повним
диференцiалом в областi D.
Цi двi концепцiї iнтегрування зв’язує така теорема.
Теорема 4.15 Нехай f — неперервна в областi D функцiя. Тодi iнтегралZ

f(z) dz
57
визначається лише кiнцевими точками кривої ; розмiщеної в областi D; i
не залежить вiд її форми в тому i лише в тому разi; якщо f(z) dz є повним
диференцiалом в областi D.
Доведення.Нехай f(z) dz — повний диференцiал, тобто iснує така аналiтич-
на в областiD функцiя F , що F 0(z) = f(z) при z 2 D. Якщо  : z = z(t);  6
t 6 ; — кусково-гладка крива в областi D, тоZ

f(z) dz =
Z

f(z(t))z0(t) dt =
Z

d
dt
F (z(t)) dt =
= F (z())  F (z()) :
Випадок довiльної спрямованої кривої легко досягається шляхом апрок-
симацiї її ламаними. Проте ми не будемо активно цим користуватися i надалi
матимемо справу в основному з кусково-гладкими кривими.
Навпаки, нехай iнтеграл
R
 f(z) dz не залежить вiд форми кривої в областi
D. Зафiксуємо довiльну точку z0 2 D i визначимо функцiю
F (z) =
Z

f(z) dz;
де  — ламана, що з’єднує z0 з поточною точкою z. Унаслiдок зроблених
припущень функцiя F коректно визначена. Покажемо, що вона голоморфна
в D i F 0(z) = f(z). Дiйсно, нехай z — довiльна точка областi D i " > 0. Через
вiдкритiсть D i неперервнiсть f знайдеться таке  > 0, що (z + ) 2 D i
jf(z + )  f(z)j < " при jj < . Тодi
F (z + )  F (z) =
Z
[z;z+]
f() d ;
де [z; z + ] — вiдрiзок, що з’єднує z i z + . ОскiлькиZ
[z;z+]
f() d =   f(z) +
Z
[z;z+]
[f()  f(z)] d ;
то F (z + )  F (z)   f(z)
 = 1jj

Z
[z;z+]
[f()  f(z)] d
 6
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6 "jj length ([z; z + ]) = " :
Як застосування доведеної теореми вiдзначимо, що для будь-якої замкне-
ної кривої  i цiлого невiд’ємного nZ

(z   a)n dz = 0 :
Дiйсно, функцiя (z   a)n+1=(n+ 1) є первiсною пiдiнтегральної функцiї в
усiй комплекснiй площинi, а через замкненiсть  її початкова i кiнцева точки
збiгаються. Якщо n вiд’ємне, але не дорiвнює  1, то аналогiчний результат
має мiсце для будь-якої замкненої кривої , що не проходить через точку a,
оскiльки в областi C n fag вищенаведена функцiя є первiсною. При n =  1
це вже виконується не завжди. Розглянемо круг  = fz : jz aj < rg: Через
@ позначимо додатно-орiєнтовану межу цього круга. Надалi в разi таких
простих областей, як круг, трикутник, прямокутник, будемо пiд додатно-
орiєнтованою межею розумiти коло або вiдповiдну ламану, яка однократно
обходиться так, що обмежена нею область залишається злiва.
Отже, параметризацiю @ : z = a+ reit; 0 6 t 6 2; можна розглядати
як представника додатньо орiєнтованої межi круга : Тодi z0 = ireit dt, iZ
@
dz
z   a =
2Z
0
i dt = 2i :
У разi, якщо крива  мiститься в деякiй пiвплощинi, яка не мiстить точки
a, має мiсце рiвнiсть Z

dz
z   a = 0 ;
оскiльки в цiй пiвплощинi можна видiлити однозначну вiтку ln(z   a); що
буде первiсною пiдiнтегральної функцiї.
4.2 Теорема Кошi в опуклiй областi
У попередньому параграфi ми встановили, що iснування первiсної функцiї
f в областi D еквiвалентне умовi незалежностi iнтеграла
R
 f dz вiд форми
кривої. Останнє рiвносильне перетворенню на нуль цього iнтеграла по будь-
якiй замкненiй кривiй  в D.
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Дiйсно, якщо 1 i 2 — двi кривi у D з одними й тими самими кiнцевими
точками, то 1   2 буде замкненою кривою, i рiвнiсть нулю iнтеграла
R
1 2
приводить до рiвностi
R
1
=
R
2
. Результати, що встановлюють рiвнiсть ну-
лю iнтегралiв вiд аналiтичних функцiй уздовж кривих або систем кривих,
називаються теоремами Кошi.
У цьому параграфi ми встановимо теорему Кошi для опуклої областi. Ви-
падок бiльш складних областей потребує розвитку додаткових топологiчних
засобiв. Наступний результат належить Гурсу й iнодi називається основною
лемою iнтегрального числення.
Лемма 4.1 Нехай f — аналiтична функцiя в областi D i трикутник 
мiститься в D разом зi своїм замиканням. ТодiZ
@
f(z) dz = 0 :
Доведення.Введемо для iнтеграла вздовж додатно-орiєнтованої межi
трикутника  позначення
() =
Z
@
f(z) dz :
З’єднуючи середини сторiн трикутника ; розiб’ємо його на чотири кон-
груентних трикутники (1); : : : ;(4): Очевидно, що
() = ((1)) + : : :+ ((4)) ;
оскiльки iнтегрування вздовж спiльних сторiн взаємно знищуються. З цiєї
рiвностi випливає, що знайдеться серед (1); : : : ;(4) трикутник, позначимо
його 1; для якого j(1)j > 1
4
j()j. Розiб’ємо 1 на чотири конгруентних
трикутника (1)1 ; : : :
(4)
1 i виберемо з них 2 так, щоб виконувалася нерiв-
нiсть j(2)j > > 14j(1)j. Продовжуючи цей процес, одержимо послiдов-
нiсть вкладених трикутникiв   1  2  : : :, що задовольняють умову
j(n)j > 1
4
j(n 1)j. Отже, при всiх натуральних n
j(n)j > 1
4n
j()j : (4.1)
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Неважко помiтити, що центри трикутникiв n утворюють збiжну послi-
довнiсть, i через замкненiсть трикутникiв ми одержуємо iснування точки
z 2 ; яка належить усiм трикутникам послiдовностi.
Для довiльного " > 0 виберемо  > 0 так, щоб окiл O(z) мiстився в
областi D i при z 2 O(z) виконувалася нерiвнiстьf(z)  f(z)z   z   f 0(z)
 < " : (4.2)
Оскiльки периметри трикутникiв n пов’язанi з периметром початкового
трикутника спiввiдношенням
length(@n) =
1
2n
 ;
де  = length(@); то знайдеться такий номер n, що n  O(z): Вiдзначи-
мо також, що Z
@n
dz = 0;
Z
@n
z dz = 0 ;
оскiльки dz i z dz є повними диференцiалами в C. Але тодi
(n) =
Z
@n
[f(z)  f(z)  (z   z)f 0(z)] dz
i внаслiдок (4.2)
j(n)j 6 "
Z
@n
jz   zj  jdzj :
Пiдiнтегральний вираз не перевищує периметра трикутника n, тобто
величини =2n; i ми можемо продовжити оцiнювання:
j(n)j 6 "
2
4n
:
Порiвнюючи її з нерiвнiстю (4.1), одержимо
j()j 6 "2 :
Оскiльки " було довiльним, то () = 0, i лема доведена. 
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Теорема 4.16 Нехай f —аналiтична функцiя в опуклiй областi D. Тодi
f(z) dz — повний диференцiал в D, iZ

f(z) dz = 0
для будь-якої замкненої кривої  в D.
Доведення. Зафiксуємо довiльну в областi D точку a i визначимо в D
функцiю
F (z) =
Z
[a;z]
f() d :
Iз доведеної леми випливає, що
F (z + )  F (z) =
Z
[z;z+]
f() d
за будь-яких z 2 D i , для якого (z+ ) 2 D. Тут ми використовуємо також
опуклiсть областi D.
Повторюючи мiркування, проведенi пiд час доведення теореми поперед-
нього параграфа, доходимо висновку про дифференцiйовнiсть функцiї F i
виконання рiвностi F 0(z) = f(z): Таким чином, f(z) dz є повним диференцiа-
лом в областi D i теорема доведена. 
Зауваження. Одержаний результат приводить до локальної теореми iс-
нування первiсної голоморфної функцiї. Якщо f голоморфна в довiльнiй об-
ластi D, то в будь-якому крузi   D вона має первiсну. Питання iснування
глобальної первiсної iстотно залежить вiд топологiчних властивостей областi
D. У попередньому параграфi ми бачили, що вже в кiльцi воно може вирi-
шуватися негативно. З iншого боку, опуклiсть областi зовсiм не обов’язкова.
4.3 Iндекс. Ланцюги i цикли
Щоб активнiше включити аналiтичний апарат пiд час вивчення власти-
востей, введемо вiдразу поняття iндексу для кусково-гладких кривих, хоча
це — чисто топологiчне поняття. Крiм того, аналiтичне визначення iндексу
дозволить надалi ефективнiше його використовувати в обчисленнях.
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Означення 4.1 Нехай  — кусково-гладка замкнена крива; що не прохо-
дить через точку a. Тодi iндексом J(; a) точки a вiдносно кривої  нази-
вається число
J(; a) =
1
2i
Z

dz
z   a :
Iнодi J(; a) називають порядком кривої  вiдносно точки a. З’ясуємо
геометричний змiст iндексу. Нехай z = z(t),  6 t 6 ; — параметризацiя
кривої : Оскiльки вiдстань вiд a до  додатня, то знайдеться таке розбиття
 = t0 < t1 < : : : < tn =  iнтервалу [; ]; що кожна з кривих
k : z = z(t); tk 1 6 t 6 tk; k = 1; : : : ; n
мiститься в деякому крузi k (кожна в своєму), що не мiстить точку a. Оче-
видно, що  = 1 + : : :+ n i
J(; a) =
1
2i
Z

dz
z   a =
1
2i
nX
k=1
Z
k
dz
z   a :
З iншого боку, в кожному крузi k можна видiлити однозначну вiтку
функцiї ln(z   a) iZ
k
dz
z   a = ln
 z(tk)  az(tk 1)  a
+ i arg z(tk)  az(tk 1)  a :
Вираз у правiй частинi цiєї рiвностi не залежить вiд вибору вiтки ln(z a)
в крузi k; а уявна частина його дорiвнює приросту (в радiаннiй мiрi) кута,
що описує вектор z   a на дузi k. Пiдсумовуючи цi рiвностi за k вiд 1 до n,
одержуємо чисто уявне число, що виражає повний прирiст кута повороту век-
тора z a на всiй кривiй : Враховуючи нормувальний множник у визначеннi
J(; a); доходимо висновку, що iндекс точки a вiдносно кривої  виражає чис-
ло обертiв вектора, що з’єднує a з точкою z(t), коли вона обходить криву :
Звiдси випливає, зокрема, що iндекс набуває лише цiлочислових значень.
Вiдзначимо iншi властивостi iндексу. Безпосередньо з визначення випли-
ває, що
J( ; a) =  J(; a) :
Теорема 4.17 Як функцiя точки a iндекс J(; a) є постiйним у кожнiй
компонентi зв’язностi множини C n i перетворюється на нуль у зовнiш-
нiй компонентi зв’язностi.
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Доведення.Нехай двi точки a i b належать однiй компонентi зв’язностi
множини C n : Тодi в цiй компонентi зв’язностi їх можна з’єднати ламаною.
Таким чином, перша частина твердження буде доведена, якщо ми покажемо,
що J(; a) = J(; b) у разi, якщо вiдрiзок [a; b] не перетинається з :
Оскiльки вiдображення w = (z a)=(z b) переводить зовнiшнiсть вiдрiз-
ка [a; b] на C n R ; то в зовнiшностi цього вiдрiзка видiляється однозначна
вiтка функцiї ln
z   a
z   b . При цьому
ln
z   a
z   b
0
=
1
z   a  
1
z   b
i, отже, Z


1
z   a  
1
z   b

dz = 0 ;
що означає рiвнiсть J(; a) = J(; b):
Залишилося показати, що в зовнiшнiй компонентi J(; a) = 0. Це випли-
ває з постiйностi iндексу в нiй i того, що iнтегралZ

dz
z   a
прямує до нуля, якщо a!1.
Розглянемо випадок, коли  = @ — додатно-орiєнтована межа круга
 = fz : jz aj < rg. Iз геометричного змiсту (або з обчислень, проведених у
кiнцi x 1) випливає, що J(@; a) = 1. Унаслiдок доведеної теореми J(@; ) =
1 8 2  i J(@; ) = 0 при  2 Cn: Цим виправдовується термiн додатно-
орiєнтована межа. Зробимо ще одне важливе спостереження. Якщо криву 
неперервно деформувати не зачiпаючи точки a, то J(; a) буде змiнюватися
неперервно. Проте через цiлочисловiсть iндексу J(; a) залишатиметься при
цьому постiйним. Це може бути ефективно використано пiд час обчислення
iндексу вiдносно складних кривих.
Вiдзначаючи, нарештi, топологiчний характер iндексу, накреслимо шлях
визначення J(; a) у разi довiльної замкненої кривої ; що проходить через
точку a. Для цього криву  розбивають на дуги 1; : : : n, кожна з яких пере-
буває в деякому крузi, що не мiстить точки a. Позначаючи через k вiдрiзок,
що з’єднує початок i кiнець дуги k; визначимо ламану 1 + : : :+ n i припу-
стимо, що J(; a) = J(; a):
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Як уже наголошувалося, узагальнення теореми Кошi розвиватимемо в
двох напрямах. З одного боку, шукатимемо найбiльш широкий клас обла-
стей, для яких твердження теореми залишається в силi. З iншого боку, вва-
жаючи область довiльною, шукатимемо системи кривих, на яких результат
iнтегрування будь-якої аналiтичної функцiї буде нулем.
Спочатку розглянемо розширення поняття кривої в рамках iнтегрування.
Як вiдправний пункт вiзьмемо рiвнiстьZ
1+:::+n
f(z) dz =
Z
1
f(z) dz + : : :+
Z
2
f(z) dz ; (4.3)
що має мiсце в разi, якщо 1; : : : ; n; утворюють розбиття кривої  = 1+: : :+
n. Вiдзначимо, що права частина в (4.3) має сенс i тодi, коли 1; : : : ; n —
довiльна сукупнiсть кривих. У цьому разi формальну суму
1 + 2 + : : :+ n =  (4.4)
назвемо ланцюгом. Очевидно, що рiзнi формальнi суми (4.4) можуть пред-
ставляти один i той самий ланцюг. Iншими словами, пiд ланцюгом необхiдно
розумiти клас еквiвалентних формальних сум (4.4), а еквiвалентними вва-
жати тi ланцюги, якi дають одне й те саме значення iнтеграла (4.3) при будь-
якiй неперервнiй функцiї f . Очевидно, що наступнi операцiї не виводять за
клас еквiвалентностi:
(i) перестановка двох кривих i i j;
(ii) розбиття кривої на дуги та об’єднання дуг в одну спiльну криву;
(iii) анулювання двох протилежно орiєнтованих дуг.
Очевидно визначається сума двох ланцюгiв. Це досягається з’єднанням
двох сум в одну загальну суму. У разi суми еквiвалентних ланцюгiв зручно
позначити результат як кратне. У такiй термiнологiї кожний ланцюг можна
подати у виглядi
 = m11 + : : :+mnn ; (4.5)
де mj — додатнi цiлi; j — рiзнi кривi. Для протилежно орiєнтованих кривих
можна записати
m( ) =  m ;
i тодi (4.5) перетвориться на суму, в якiй вiдсутнi пари протилежно орiєнтова-
них кривих, але коефiцiєнтиmj можуть бути вiд’ємними цiлими. Припускаю-
чи також нульовi коефiцiєнти, можна будь-якi два ланцюги подати у виглядi
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(4.5) з одними й тими самими кривими j. Тодi їх сума буде простим пiдсу-
мовуванням коефiцiєнтiв при однойменних кривих. Пiд нульовим ланцюгом
розумiтимемо або порожню суму, або суму з нульовими коефiцiєнтами.
Ланцюг  називатимемо циклом, якщо його можна подати у виглядi (4.5),
де всi j є замкненими кривими. Будемо також говорити, що ланцюг (або
цикл) мiститься в областi D, якщо вона допускає зображення (4.5), в якому
всi кривi j розмiщенi в D. У цьому контекстi цикли вiдiграють роль замкне-
них кривих. Зокрема, для будь-якого циклу  i точки a 62  (тобто  допускає
зображення (4.5), кожна крива j якого не проходить через a) визначений iн-
декс
J(; a) =
nX
j=1
mjJ(j; a) :
Вiн має тi самi властивостi, що були встановленi вище, якщо кривi замiнити
на цикли.
Означення 4.2 Цикл  в областi D називається гомологiчним нулю вiд-
носно областi D, якщо J(; a) = 0 для будь-якої точки a 62 D. При цьому
записують   0 (mod D), або просто   0; якщо зрозумiло; вiдносно якої
областi.
Поняття 1  2 (mod D) означає, що 1   2  0 (mod D). Запас циклiв
в областi D, гомологiчних нулю, залежить вiд її топологiчних властивостей,
тобто є топологiчною характеристикою областi. Можна пiти трохи далi i вве-
сти в розгляд групу гомологiй.
Теорема 4.18 Область D  C однозв’язна в тому i лише в тому разi,
якщо будь-який цикл  в D є гомологiчним нулю вiдносно областi D.
Доведення.Припустимо спочатку, що D однозв’язна, i цикл  розмi-
щений у D. Оскiльки C n D зв’язна i мiстить 1; то вона мiститься в зов-
нiшнiй компонентi зв’язностi множини C n : Отже, за теоремою 4.17 маємо
J(; a) = 0 для всiх a 62 D, що означає   0 (mod D):
Навпаки, припустимо, що A = C nD не є зв’язною. Це означає iснування
таких вiдкритих множин G1 i G2; що A1 = A \ G1 i A2 = A \ G2 непорожнi
A = A1 [ A2, i
G1 \G2 \ A 6= 0 : (4.6)
Iз замкненостi множини A випливає замкненiсть A1 i A2. Дiйсно якщо,
наприклад, припустити, що  2 A2 є граничною точкою множини A1; то
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O(; ") \ A1 6= 0 для будь-якого " > 0: Проте через вiдкритiсть множини
G2 знайдеться таке " > 0, що O(; ")  G2: У результатi ми одержали
суперечнiсть з умовою (4.6).
Одна з множин, нехай це буде для визначеностi A2; мiстить1: Тодi мно-
жина A1 буде обмеженою, i нехай  > 0 менше нiж вiдстань вiд A1 до A2:
Виберемо точку a 2 A1 i виконаємо розбиття площини на квадрати зi сторо-
нами =2 проведенням сiтки прямих, паралельних координатним осям, так,
щоб a було центром одного з квадратiв Q0: Занумеруємо також решту квад-
ратiв Q1; : : : ; Qn; замикання яких має непорожнiй перетин з A1: Оскiльки A1
обмежена, то їх буде скiнченне число, а внаслiдок вибору  перетин будь-
якого з квадратiв iз множиною A2 порожнiй. Розглянемо цикл
 =
nX
j=0
@Qj : (4.7)
Оскiльки для кожного з квадратiв, окрiм Q0, точка a є зовнiшньою, то
J(; a) =
nX
j=0
J(@Qj; a) = J(@Q0; a) = 1 :
Отже, пiсля анулювання сторiн квадратiв, що входять до  з протилеж-
ною орiєнтацiєю, цикл  буде розмiщений у D. Дiйсно, кожна сторона, що
має непорожнiй перетин з A1, входить до суми (4.7) як частина меж двох
сумiжних квадратiв iз протилежною орiєнтацiєю. Таким чином, ми знайшли
цикл  в D, який не є гомологiчним нулю вiдносно D. 
4.4 Загальна теорема Кошi
Поняття циклу, гомологiчного нулю, дозволяє сформулювати найбiльш
загальний вигляд теореми Кошi.
Теорема 4.19 Нехай f — голоморфна функцiя в областi D i  — цикл го-
мологiчний нулю вiдносно областi D. ТодiZ

f(z) dz = 0 :
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Доведення.Виконаємо спочатку розбиття  на дуги 1, ..., n так, щоб
кожна j мiстилася в крузi j  D. Оскiльки f(z) dz — повний диференцiал
в j; то Z
j
f(z) dz =
Z
j
f(z) dz ;
де j — ламана, що з’єднує в j кiнцi дуги j i має ланки, паралельнi коор-
динатним осям. Сума  =
Pn
j=1 j є циклом, що складається iз замкнених
ламаних iз ланками, паралельними координатним осям. Отже,Z

f(z) dz =
Z

f(z) dz : (4.8)
Вiдзначимо, що (4.8) має мiсце для будь-якої аналiтичної функцiї f у D .
Зокрема, якщо a 62 D, то 1=(z  a) є аналiтичною в D i J(; a) = J(; a) = 0;
тобто   0:
Далi, через кожну вершину  проведемо прямi, паралельнi координатним
осям. У результатi ми отримаємо сiтку, що розбиває всю площину на скiн-
ченне число прямокутникiв Q1, ..., Qn0 i необмежених областей H1, : : :, Hn00
типу пiвсмуг або кутiв. Виключаючи тривiальний випадок, коли  розмiщене
на однiй прямiй, iснує хоча б один прямокутник, тобто n0 6= 0. Позначимо
через aj центри прямокутникiв Qj i покажемо, що  можна подати у виглядi
 =
n0X
j=1
J(; aj)@Qj : (4.9)
Для цього потрiбно показати, що
 =  
n0X
j=1
J(; aj)@Qj
є нульовим циклом.
Припустимо спочатку, що ij — спiльна сторона для двох прямокутникiв
Qi i Qj: Вважатимемо, що ij орiєнтована як у @Qi: Припустимо також, що
ij входить до  з коефiцiєнтом k. Тодi цикл   k@Qi не мiстить ij, i точки
ai; aj належать однiй i тiй самiй компонентi зв’язностi множини Cn( k@Qi).
За теоремою 4.17
J(   k@Qi; ai) = J(   k@Qi; aj) : (4.10)
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З iншого боку, використовуючи рiвнiсть J(@Qr; as) = rs — символ Кро-
некера, одержимо
J(   k@Qi; ai) = J
 
 
n0X
r=1
J(; ar)@Qr   k@Qi; ai
!
=
= J(; ai)  J(; ai)  J(@Qi; ai)  kJ(@Qi; ai) =  k
i
J(   k@Qi; aj) = J(; aj)  J(; aj)  1  k  0 = 0 :
Таким чином, через рiвнiсть (4.10) маємо k = 0, i вiдрiзок ij не входить
до :
Аналогiчно розглядається випадок, коли ij є сумiжною стороною прямо-
кутника Qi i необмеженої областi Hj: У цьому разi з точки ai можна провести
промiнь, розмiщений в Qi [ Hj: Це означає, що ai знаходиться в зовнiшнiй
компонентi множини C n (   k@Qi), i, отже, J(   k@Qi; ai) = 0. З iншого
боку, проведенi вище обчислення дають J(  k@Qi; ai) =  k; i ми одержимо
k = 0.
Таким чином, зображення (4.9) доведене. Покажемо тепер, що це зобра-
ження є внутрiшнiм вiдносно областi D. Точнiше, що до суми (4.9) входять
iз ненульовими коефiцiєнтами лише тi @Qi, для яких Qi  D. Дiйсно, нехай
a 2 Qi i 62 D. Оскiльки   0 (mod D), то J(; a) = 0. Крiм того, в цьому
разi вiдрiзок [ai; a] не перетинає , i за теоремою 4.17 J(; ai) = J(; a) = 0;
тобто коефiцiєнт перед @Qi в сумi (4.9) дорiвнює нулю.
Iз теореми Кошi для опуклої областi для прямокутникiв Qi  D має мiсце
рiвнiсть Z
@Qi
f(z) dz = 0 ;
звiдси випливає рiвнiсть Z

f(z) dz = 0 ;
яка внаслiдок (4.8) доводить теорему. 
Iз доведеної теореми i гомологiчного опису однозв’язної областi (теоре-
ма 4.18) випливає
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Теорема 4.20 Якщо f — аналiтична функцiя в однозв’язнiй областi D i
 — замкнена крива в D; то Z

f(z) dz = 0 :
У традицiйних курсах теорiї аналiтичних функцiй немає згадки про го-
мологiї i не використовується явно поняття iндексу. Зазвичай пiд  розу-
мiють систему кривих, що утворюють повну межу деякої пiдобластi в D i
орiєнтованих так, що при їх обходi пiдобласть, яка видiляється, залишається
злiва. Проте при строгому викладеннi потрiбнi значнi зусилля, щоб надати
точного змiсту цьому iнтуїтивному зображенню. Основне заперечення проти
такого пiдходу1 полягає в необхiдностi бiльшу частину часу присвятити пери-
ферiйним, iз точки зору предмета дослiджень, питанням. У контекстi наших
мiркувань легко видiлити класичний випадок шляхом введення наступного
поняття.
Означення 4.3 Будемо говорити; що цикл  обмежує область D; якщо
iндекс J(; a) визначений i дорiвнює 1 для будь-якої точки a 2 D i або не
визначений, або дорiвнює нулю для точок a 62 D.
Вiдзначимо, що якщо  обмежує D i D [  мiститься в бiльш широкiй
областi D0, то   0 (mod D0).
Теорема 4.21 Нехай цикл  обмежує область D i f — аналiтична функцiя
на множинi D [ . Тодi Z

f(z) dz = 0 :
1L. V. Ahlfors. Complex analysis, New York. — McGraw-Hill, 1966. — С. 150.
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4.5 Iнтегральна формула Кошi й деякi її
наслiдки
Теорема 4.22 Нехай f — аналiтична функцiя в областi D i  — цикл,
гомологiчний нулю вiдносно областi D. Тодi для будь-якої точки a 2 D n 
виконується рiвнiсть
J(; a)  f(a) = 1
2i
Z

f(z) dz
z   a : (4.11)
Доведення.Оскiльки D n  є вiдкритою множиною, то для достатньо
малих r > 0 круг  = fz : jz aj 6 rg мiститься в D n: Неважко помiтити,
що цикл  J(; a) @ буде гомологiчний нулю вiдносно проколотої областi
D n fag: Вiдзначимо також, що в проколотiй областi функцiя f(z)=(z   a) є
аналiтичною, i, застосовуючи теорему Кошi, одержимо
1
2i
Z

f(z) dz
z   a = J(; a) 
1
2i
Z
@
f(z) dz
z   a : (4.12)
Проте  12i
Z
@
f(z) dz
z   a   f(a)
 = 12

Z
@
f(z)  f(a)
z   a dz
 6
6 r max
z2@
f(z)  f(a)z   a

i може бути зроблене як завгодно малим при r ! 0: Здiйснюючи в (4.12)
граничний перехiд при r ! 0, одержуємо (4.11). 
Зауваження. Найчастiше застосування доведеної теореми належить до ви-
падку, коли цикл  обмежує областьD, i функцiя f є аналiтичною на множинi
D [ . У цьому випадку для всiх z 2 D має мiсце рiвнiсть:
f(z) =
1
2i
Z

f() d
   z : (4.13)
Її називають iнтегральною формулою Кошi. Вона дозволяє знайти значення
функцiї f у серединi областi D за її значеннями на межi :
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Iнтегральна формула Кошi дає iдеальний iнструмент для дослiдження ло-
кальних властивостей аналiтичних функцiй. Водночас за  ми можемо брати
таке коло, яке обмежує круг, розмiщений в D. Зокрема, ми можемо тепер до-
вести, що аналiтична функцiя має похiднi всiх порядкiв, якi є аналiтичними
функцiями. Для цього видiлимо окремо конструкцiю, що мiститься в (4.11)
i (4.13).
Нехай  — деяка крива, i ' — задана на нiй неперервна функцiя. Тодi
вираз
F (z) =
1
2i
Z

'() d
   z ; z =2  ;
називають iнтегралом Кошi зi щiльнiстю ': Формула (4.13) виражає той
факт, що f являє собою всерединi D iнтеграл Кошi.
Лемма 4.2 Нехай ' — неперервна на кривiй : Тодi функцiї
Fn(z) =
Z

'() d
(   z)n ;
n = 1, 2, : : :, є аналiтичними в кожнiй з областей, визначених  i
F 0n(z) = nFn+1(z) :
Доведення.Доведемо спочатку неперервнiсть F1: Для довiльної точки
z0 2 C n  виберемо  > 0 так, щоб O(z0; ) не перетиналося з : Тодi для
z 2 O(z0; =2) матимемо
jF1(z)  F1(z0)j = jz   z0j

Z

'() d
(   z)(   z0)

6 jz   z0j 2
2
Z

j'()jjdj ;
звiдси випливає неперервнiсть F1 у точцi z0:
Вiдзначимо тепер, що вiдношення рiзниць
F1(z)  F1(z0)
z   z0 =
Z

'() d
(   z)(   z0)
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має ту саму структуру, що й F1 зi щiльнiстю '=(   z0). Тому з доведеного її
границя при z ! z0 iснує й дорiвнює F2(z0). Таким чином, рiвнiсть F 01(z) =
F2(z) встановлена.
Скористаємося тепер методом iндукцiї i припустимо, що доведене спiввiд-
ношення F 0n 1(z) = (n  1)Fn(z). Тодi iз зображення
Fn(z)  Fn(z0) =
24Z

'() d
(   z)n 1(   z0)  
Z

'() d
(   z0)n
35+
+(z   z0)
Z

'() d
(   z)n(   z0)
можна одержати неперервнiсть Fn. Дiйсно, при z ! z0 вираз у квадратних
дужках прямує до нуля за припущенням iндукцiї, застосованим до щiльностi
'=(   z0), а iнтеграл при (z   z0) є обмеженим. Подiливши обидвi частини
рiвностi на z   z0 i використавши припущення iндукцiї та неперервнiсть Fn
iз щiльнiстю '=(   z0); одержимо
lim
z!z0
Fn(z)  Fn(z0)
z   z0 = (n  1)Fn+1(z0) + Fn+1(z0) = nFn+1(z0) ;
що й потрiбно було довести. 
Наслiдок. Iз леми та зауваження до теореми 4:22 випливає нескiнченна
диференцiйовнiсть аналiтичної функцiї. Крiм того, в умовах справедливо-
стi формули (4.13) виконується також рiвнiсть
f (n)(z) =
n!
2i
Z

f() d
(   z)n+1 ; (4.14)
що доводиться з леми iндукцiєю i називається iнтегральною формулою Ко-
шi для похiдних.
Наведемо ще декiлька наслiдкiв iнтегральної формули Кошi.
Теорема 4.23 (Морера) Якщо f визначена i неперервна в областi D iZ

f dz = 0
для будь-якої замкненої кусково-гладкої кривої  в D, то f аналiтична в D.
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Доведення.Умова теореми означає, що f dz — повний диференцiал у D.
Отже, знайдеться аналiтична функцiя в D F , для якої F 0(z) = f(z). Таким
чином, f аналiтична як похiдна аналiтичної функцiї. 
Наступний результат часто використовують у додатках.
Теорема 4.24 Нехай f — аналiтична функцiя в однозв’язнiй областi D
i f(z) 6= 0 при z 2 D. Тодi в D видiляють однозначнi вiтки ln f(z) i
(f(z))a; a 2 C:
Доведення.Оскiльки f 0 також аналiтична в D i f не перетворюється на
нуль у D, то f 0=f є аналiтичною в D i за теоремою Кошi для однозв’язної
областi має в D первiсну F , тобто F 0 = f 0=f . Для деякої точки z0 2 D
фiксуємо значення ln f(z0) i нормуємо F за умови F (z0) = ln f(z0). Тодi,
оскiльки 
f(z)e F (z)
0
= f 0(z)e F (z)   F 0(z)f(z)e F (z) = 0 ;
скрiзь у D i f(z0)e F (z0) = 1; то f(z)e F (z)  1 i f(z)  eF (z): Остання рiвнiсть
означає, що F (z) = ln f(z). Видiлення степеня fa визначається за формулою
fa = ea ln f : 
Наступний класичний результат вiдомий як теорема Лiувiлля.
Теорема 4.25 Якщо функцiя f голоморфна в усiй площинi C та обмежена,
то вона тотожно постiйна.
Доведення.Нехай jf(z)j 6M при всiх z 2 C. Припускаючи, що в (4.14)
z = z0 i вибираючи в ролi  додатно-орiєнтовану межу круга jz   z0j < r,
одержуємо
jf (n)(z0)j 6 n!Mr n : (4.15)
Здiйснюючи граничний перехiд при r ! 1; одержуємо f (n)(z0) = 0:
Оскiльки точка z0 вибиралася довiльною, то
f (n)(z)  0 :
При n = 1 ми отримуємо потрiбне. 
З доведеного результату випливає основна теорема алгебри.
Наслiдок. Будь-який многочлен ненульового степеня з комплексними
коефiцiєнтами має хоч один комплексний корiнь.
Доведення.Нехай P (z) – многочлен ненульового степеня з комплексни-
ми коефiцiєнтами. Припустимо вiд супротивного, що P (z) 6= 0, z 2 C. Тодi
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функцiя 1=P (z) голоморфна в усiй площинi C та обмежена. За теоремою 4.25
вона тотожно постiйна, що неможливо. 
Нерiвностi (4.15) називаються нерiвностями Кошi. Наведемо ще одну гео-
метричну властивiсть аналiтичних функцiй.
Теорема 4.26 (Про середнє) Нехай f голоморфна в областi D i O(a; r) 
D: Тодi
f(a) =
1
2
2Z
0
f(a+ rei) d :
Доведення.Вибираючи в (4.13) z = a i  :  = a + rei, 0 6  6 2;
приходимо до твердження теореми. 
Вправи
1 Використовуючи зображення
x =
1
2
(z + z) =
1
2

z +
r2
z

на колi jzj = r; обчислiть iнтеграл Z
@
x dz ;
де  = fz : jzj < rg:
2 Обчислiть iнтеграл Z
@
jz   1j  jdzj ;
де  = fz : jzj < 1g:
3 Припустимо, що функцiя f аналiтична на замкненiй кривiй  i f 0 непе-
рервна на нiй. Доведiть, що Z

f(x)f 0(z) dz
є чисто уявним.
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Розв’язання. Оскiльки
R
ff 0 dz =
R
w dw i (u  iv) d(u++iv) = (u du+
v dv)   i(v du   u dv), то Re R ff 0 dz = R u du + v dv = 1
2
Z
d(u2 + v2) = 0
(замкненiсть кривої).
4 Припустимо, що f аналiтична в областi D i задовольняє нерiвнiсть
jf(z)   1j < 1 при z 2 D. Припускаючи для зручностi неперервнiсть f 0,
доведiть, що Z

f 0(z)
f(z)
dz = 0
для будь-якої замкненої кривої  в D.
5 Нехай за означенням
R

f dz =
R

f dz. Покажiть, що якщо P (z) — полi-
ном i  = fz : jz   aj < rg; тоZ
@
P (z) dz =  2ir2P 0(a) :
Розв’язання. Нехай
P (z) =
nX
k=0
bk(z   a)k ) P (z) =
nX
k=0
bk
r2k
(z   a)k
i Z
@
P dz = 2ib1r
2 :
6 Покажiть, що вищенаведене означення J(; a) не залежить вiд ламаної
.
7 Покажiть, що нове означення iндексу спiвпадає з колишнiм на кусково–
гладких кривих.
8 Доведiть теорему 4.17 для довiльних замкнених кривих.
9 Обчислити iнтеграл Z
L
(1 + i  2z) dz ;
де L — вiдрiзок прямої мiж точками z1 = 0 i z2 = 1 + i.
10 Обчислити iнтеграл Z
L
(z) dz ;
76
де L — лiнiя, що з’єднує точки z1 =  1 i z2 = 1, якщо
1) L — вiдрiзок дiйсної осi вiд точки  1 до точки 1;
2) L — верхнє пiвколо jzj = 1.
11 Обчислити iнтеграл
2+iZ
1 i
(3z2 + 2z) dz :
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Роздiл 5
Iзольованi особливi точки
i розвинення в ряди
5.1 Локальна рiвномiрна збiжнiсть
Надалi для областi D  C через H(D) будемо позначати сукупнiсть усiх
голоморфних в D функцiй.
Означення 5.1 Послiдовнiсть функцiй fn 2 H(Dn), n = 1; 2; : : : ; збiгаєть-
ся локально рiвномiрно в областi D до функцiї f; якщо для кожної точки
z0 2 D знайдуться такi окiл O"(z0) i натуральне число N; що O"(z0)  Dn
при n > N i fn(z)! f(z) рiвномiрно в O"(z0) при n!1.
Зауваження 5.1 Наведене означення можна подати в термiнах компакт-
них пiдмножин областi D : fn ! f локально рiвномiрно в D , якщо 8
компактної множини K  D знайдеться такий номер N , що K  Dn при
n > N i fn(z)! f(z) рiвномiрно на K.
Приклад: fn(z) = z=(1 + 2zn), n = 1; 2; : : : : Тут функцiя fn є аналiтичною
в крузi Dn = fz : jzj < 2 1=ng i fn 62 H(D); D = fz : jzj < 1g. З iншого
боку, fn(z) ! z локально рiвномiрно в D. Необхiдно звернути увагу на те,
що гранична функцiя f(z)  z є аналiтичною в усiй комплекснiй площинi C.
Теорема 5.27 (Вейєрштрасса) Нехай fn 2 H(Dn); n = 1; 2; : : : ; i fn(z)!
f(z) локально рiвномiрно в D. Тодi f 2 H(D) i f 0n(z) ! f 0(z) локально
рiвномiрно в D.
Доведення.Враховуючи локальний характер наших тверджень, зафiк-
суємо довiльну точку z0 i виберемо число 0 < r < < dist(z0; @D). Тодi Or(z0)
мiститься в D разом зi своїм замиканням, i за умовою теореми знайдеться
78
такий номер N , що Or(z0)  Dn при n > N . При цьому fn ! f рiвномiрно
на Or(z0). Отже, f є неперервною функцiєю i для будь-якої кусково-гладкої
замкненої кривої   Or(z0) маємо
lim
n!1
Z

fn(z) dz =
Z

f(z) dz:
Однак, за теоремою Кошi, iнтеграли злiва дорiвнюють нулю. Але тодi
внаслiдок довiльностi кривої  функцiя f є аналiтичною в Or(z0) на пiдставi
теореми Морера. Оскiльки z0 була довiльною точкою в D, то f 2 H(D):
Для доведення другої частини твердження скористаємося iнтегральними
формулами Кошi:
f 0(z) =
1
2i
Z
 
f() d
(   z)2 ; f
0
n(z) =
1
2i
Z
 
fn() d
(   z)2 ;
z 2 Or(z0); n > N . Тут   — додатно орiєнтоване коло jz   z0j = r.
В крузi Or=2(z0) матимемо
jf 0(z)  f 0n(z)j =
1
2
Z
 
f()  fn()
(   z)2 d
 6 4r max2  fjf()  fn()jg :
Оскiльки права частина нерiвностi не залежить вiд z 2 Or=2(z0) i прямує до
нуля при n!1, то f 0n ! f 0 рiвномiрно в крузi Or=2(z0): 
Ранiше ми довели аналiтичнiсть суми степеневого ряду. Теорема Вейєр-
штрасса дозволяє розширити цей результат.
Теорема 5.28 Якщо ряд f(z) =
P1
n=1 fn(z); складений з аналiтичних в
областi D функцiй, збiгається локально рiвномiрно в D; то його сума є
аналiтичною функцiєю в D i його можна почленно диференцiювати.
5.2 Тейлорiвське розвинення
i теорема єдиностi
Як було показано ранiше, сума степеневого ряду являє собою аналiтич-
ну функцiю в крузi збiжностi. Виявляється, що локально кожну аналiтичну
функцiю можна зобразити у виглядi суми степеневого ряду.
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Теорема 5.29 Якщо f 2 H(D) i z0 — довiльна точка областi D; то в будь-
якому крузi Or(z0)  D цю функцiю можна зобразити у виглядi суми збiж-
ного степеневого ряду
f(z) =
1X
n=0
cn(z   z0)n : (5.1)
Доведення.Нехай Or(z0)  D i z 2 Or(z0). Позначимо через r додатно-
орiєнтовану межу круга Or(z0). Тодi за iнтегральною формулою Кошi маємо
f(z) =
1
2i
Z
r
f()
   z d :
Розвинемо ядро Кошi
1
   z в ряд:
1
   z =
1
(   z0)

1  z   z0
   z0
 = 1X
n=0
(z   z0)n
(   z0)n+1 :
Оскiльки для всiх  2 r маємо
jz   z0j
j   z0j =
jz   z0j
r
< 1 ;
то отриманий ряд мажорується збiжною прогресiєю i тому збiгається рiв-
номiрно на r. Рiвномiрна збiжнiсть не порушується при множеннi його на
неперервну на r (а отже, обмежену) функцiю
1
2i
f(): Тому можна виконати
почленне iнтегрування, що дає зображення (5.1), в якому
cn =
1
2i
Z
r
f()
(   z0)n+1 d =
f (n)(z0)
n!
: (5.2)
Оскiльки коефiцiєнти (5.2) ряду (5.1) не залежать нi вiд точки z, нi вiд
вибору кола r, то ряд (5.1) збiгається i зображує функцiю f принаймнi в
крузi O(z0), де  = dist(z0; @D). 
Ряд (5.1), коефiцiєнти якого обчислюються за формулами (5.2), нази-
вається рядом Тейлора функцiї f в точцi z0.
Теорема 5.30 Якщо f в крузi Or(z0) зображується як сума степеневого
ряду (5.1), то його коефiцiєнти визначаються однозначно рiвностями cn =
f (n)=n!, n = 0; 1; 2; : : :.
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Доведення.Пiдставляючи в (5.1) z = z0, знаходимо f(z0) = c0. Рiвнiсть
у разi n = 1; 2; 3; : : :, одержуємо в результатi n-кратного диференцiювання i
подальшої пiдстановки z = z0. 
Доведена теорема стверджує єдинiсть розвинення функцiї в степеневий
ряд iз даним центром. Її iнодi формулюють так: будь-який збiжний степе-
невий ряд є рядом Тейлора своєї суми. У дiйсному аналiзi недостатньо навiть
нескiнченної диференцiйовностi, щоб функцiя була сумою свого ряду Тейло-
ра. Класичним прикладом є f(x) = e 1=x2.
Точка a 2 C називається нулем функцiї f , якщо f(a) = 0.
Означення 5.2 Порядком (або кратнiстю) нуля a 2 C функцiї f , голо-
морфної в цiй точцi , називається найменший номер вiдмiнної вiд нуля по-
хiдної f (n)(a). Iншими словами, точка a називається нулем f порядку m,
якщо
f(a) = : : : = f (m 1) = 0, f (m)(a) 6=0 :
Iз формул для коефiцiєнтiв ряду Тейлора випливає, що порядок нуля збi-
гається з найменшим номером вiдмiнного вiд нуля коефiцiєнта тейлорiвського
розвинення функцiї в цiй точцi. Якщо a — нуль нескiнченного порядку, то
f(z)  0 у деякому околi Or(a). З iншого боку, якщо a — нуль скiнченного
порядку m, то знайдеться окiл O(a), в якому немає нулiв функцiї f , вiд-
мiнних вiд a. Дiйсно, в деякому околi Or(a) функцiя f зображується рядом
Тейлора:
f(z) = (z   a)m
1X
n=0
cm+k(z   a)k = (z   a)m'(z) :
Тут ' — голоморфна в Or(a) функцiя i '(a) = cm 6= 0. Унаслiдок непе-
рервностi ' знайдеться окiл O(a), в якому ' не перетворюється на нуль.
Через вiдсутнiсть дiльникiв нуля в полi комплексних чисел f(z) 6= 0 при
z 2 O(a) n fag.
Теорема 5.31 (єдиностi) Якщо двi голоморфнi в областi D функцiї f i g
збiгають на множинi E, що має хоча б одну граничну точку a, яка нале-
жить D, то f(z)  g(z) скрiзь у D.
Доведення.Потрiбно довести, що h(z) = f(z)   g(z) перетворюється
на нуль у D тотожно. За умовою теореми h перетворюється на нуль на E.
Внаслiдок неперервностi a також є нулем функцiї h. Iз попереднього бачимо,
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що його порядок не може бути скiнченним, i, отже, h перетворюється на нуль
у деякому околi O(a).
Нехай A — внутрiшнiсть множини нулiв функцiї h. Очевидно, що A вiд-
крита i a 2 A. Покажемо, що B = D nA також вiдкрита. Дiйсно, якщо b 2 B
не є внутрiшньою точкою, то в будь-якому її околi знайдуться точки з A,
тобто b — гранична точка нулiв функцiї h. Але за доведеним вона повинна
тодi належати A. Таким чином, D = A[B, де A i B — вiдкритi множини, що
не перетинаються. Через зв’язнiсть D одна з цих множин порожня. Однак
A 6= ;. Отже, B = ; i D = A. 
Наслiдок 5.1 Якщо f(z) 6 0 голоморфна в областi D; то всi її нулi iзо-
льованi й скiнченного порядку.
5.3 Ряди Лорана
Розглянемо спочатку ряд вигляду
b0 + b1z
 1 + b2z 2 + : : : :
Проста замiна змiнної z = 1= зводить його до звичайного степеневого
ряду
P1
n=0 bn
n, областю збiжностi якого, як ми знаємо, є круг jj < R, де
R = 1=( lim
n!1
n
pjbnj). Отже, областю збiжностi початкового ряду є зовнiшнiсть
круга jzj > 1=R, де його сума є аналiтичною функцiєю. Якщо скомбiнувати
такий ряд зi звичайним степеневим рядом, то отримаємо бiльш загальну фор-
му степеневого ряду:
P1
n= 1 cnz
n, або
P1
n= 1 cn(z   a)n, областю збiжностi
якого (якщо вона не порожня) є кiльце.
Теорема 5.32 (Лорана) Будь-яку функцiю f; голоморфну в кiльцi
K = fz : r < jz   aj < Rg ;
можна зобразити як суму збiжного в K ряду
f(z) =
1X
n= 1
cn(z   a)n ; (5.3)
коефiцiєнти якого визначаються за формулою
cn =
1
2i
Z

f()d
(   a)n+1 ; (5.4)
де  — додатно-орiєнтоване коло j   aj = ; r <  < R.
82
Доведення.Вiдзначимо насамперед, що iнтеграли в правiй частинi (5.4)
не залежать вiд значення  2 (r; R). Дiйсно, якщо 0; 00 2 (r; R), то 0 00 
0 (mod K) i за теоремою Кошi, застосованою до функцiї f(z)=(z a)n+1; n =
0 1;2; : : : ; одержуємоZ
0
f() d
(   a)n+1 =
Z
00
f() d
(   a)n+1 :
Нехай r < r0 < R0 < R. Тодi цикл R0   r0 обмежує кiльце
K 0 = fz : r0 < jz   aj < R0g :
Унаслiдок iнтегральної формули Кошi маємо в K 0 зображення
f(z) =
1
2i
Z
R0
f() d
   z  
1
2i
Z
r0
f() d
   z = f1(z) + f2(z) :
Функцiю f1 можна розглядати як iнтеграл Кошi в крузi jz   aj < R0.
Її розвинення в ряд Тейлора (див., наприклад, доведення теореми 5.29) має
вигляд
f1(z) =
1X
n=0
cn(z   a)n;
де коефiцiєнти cn визначаються за формулою (5.4).
Для одержання розвинення функцiї f2 у зовнiшностi круга jz   aj > r0
подамо ядро Кошi у виглядi
  1
   z =
1
(z   a)

1     a
z   a
 = 1X
n=1
(   a)n 1
(z   a)n :
Оскiльки при jz   aj > z0 i  2 r0 виконується нерiвнiсть   az   a
 = r0jz   aj < 1 ;
то одержаний ряд збiгається рiвномiрно за  2 r0 i його можна почленно iнте-
грувати. Помноживши його на обмежену функцiю
1
2i
f() i проiнтегрувавши
почленно, одержимо
f2(z) =
1X
n=1
bn
(z   a)n ;
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де
bn =
1
2i
Z
r0
(   a)n 1f() d = c n :
Додаючи тепер одержанi розвинення для f1 i f2, отримуємо розвинення
(5.3) для функцiї f у кiльцi K 0. Оскiльки r0 i R0 вибирали довiльно i коефi-
цiєнти cn не залежать вiд цього вибору, то одержане зображення має мiсце в
усьому K.
Означення 5.3 Ряд (5.3), коефiцiєнти якого обчислюються за формулами
(5.4), називається рядом Лорана функцiї f у кiльцi K. Сукупнiсть членiв
цього ряду з невiд’ємними степенями називається його правильною части-
ною, а сукупнiсть членiв iз вiд’ємними степенями — головною частиною.
Теорема 5.33 (єдиностi) Якщо функцiя f у кiльцi
K = fz : r < jz   aj < Rg
зображується рядом вигляду (5.3), то коефiцiєнти цього ряду визначають-
ся за формулами (5.4).
Доведення. Зафiксуємо  2 (r; R). Ряд (5.3) збiгається рiвномiрно на
колi . Тому його можна почленно iнтегрувати. Рiвномiрна збiжнiсть не по-
рушується, якщо його помножити на обмежену функцiю. Помноживши рiв-
нiсть (5.3) на (z a) m 1, де m — довiльне цiле, i перейшовши до почленного
iнтегрування, одержимо
1X
n= 1
cn
Z

(z   a)n m 1 dz =
Z

f(z) dz
(z   a)m+1 :
Однак у лiвiй частинi всi доданки, окрiм вiдповiдного iндексу n = m,
перетворються на нуль, i ми одержимо
cm  2i =
Z

f(z) dz
(z   a)m+1 :

Теорему 5.33 можна сформулювати так: будь-який збiжний ряд (5.3) є
рядом Лорана своєї суми. Формули (5.4) для обчислення коефiцiєнтiв ряду
Лорана на практицi застосовують досить рiдко через громiздкiсть супутнiх
обчислень. На пiдставi доведеної теореми для отримання лоранiвського роз-
винення можна використовувати будь-який коректний прийом. Результат бу-
де один i той самий.
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5.4 Iзольованi особливi точки
Якщо для a 2 C знайдеться такий окiл Or(a); що f є голоморфною в
проколеному околi _Or(a) = Or(a) n fag; то a називається iзольованою особ-
ливою точкою функцiї f . Залежно вiд поведiнки функцiї при наближеннi до
особливої точки проведемо таку класифiкацiю.
Означення 5.4 Iзольована особлива точка a функцiї f називається:
1) усувною особливою точкою, якщо iснує скiнченна границя
lim
z!a f(z) = A ;
2) полюсом, якщо f(z)!1 при z ! a;
3) iстотно особливою точкою, якщо f не має нi скiнченної, нi нескiн-
ченної границi при z ! a.
Теорема 5.34 Iзольована особлива точка a функцiї f є усувною в тому i
лише в тому разi; якщо f обмежена в деякому проколеному околi _Or(a).
Доведення.Необхiднiсть очевидна.
Для доведення достатностi припустимо, що jf(z)j 6M при всiх z 2 _Or(a)
i деякому M > 0. За теоремою Лорана 5.32 f зображується в _Or(a) рядом
вигляду
f(z) =
1X
n= 1
cn(z   a)n ;
де
cn =
1
2i
Z

f() d
(   a)n+1 ;
 — додатно-орiєнтоване коло jz   aj = ; а  можна вибрати будь-яким в
iнтервалi (0; r). Оскiльки
jcnj 6 1
2
M   n2 = M n ;
то cn = 0 за всiх вiд’ємних номерiв n. Таким чином, ряд Лорана функцiї
f в _Or(a) є, по сутi, звичайним степеневим рядом i визначає в Or(a) голо-
морфну функцiю g, що збiгається з f в _Or(a). 
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Зауваження 5.2 З доведення теореми бачимо, що перевизначення (або до-
визначення) функцiї f в усувнiй особливiй точцi a робить її аналiтичною
в повному околi Or(a). Цим пояснюється назва.
Наслiдок 5.2 Нехай f 2 H(D) i a (a 2 D) — нуль порядку m функцiї f .
Тодi в D має мiсце рiвнiсть
f(z) = (z   a)mg(z);
де g 2 H(D) i g(a) 6= 0.
Доведення.Функцiя g, визначена рiвнiстю g(z) =
f(z)
(z   a)n , є аналiтич-
ною в D n fag. Неважко помiтити, що a є для g усувною особливою точкою.
Отже, g 2 H(D). Умова g(a) = 0 означалa б, що f має в a нуль бiльш висо-
кого порядку, нiж m. Таким чином, g(a) 6= 0.
Теорема 5.35 (Сохоцького, Вейєрштрасса) Множина значень; яких на-
буває аналiтична функцiя в будь-якому околi iстотно особливої точки, є
всюди щiльною в C.
Доведення.Припустимо супротивне. Тодi знайдеться таке комплексне
число A 2 C i " > 0, що jf(z) Aj > " при z 2 _Or(a), де a — iстотно особлива
точка функцiї f , а Or(a) — деякий її окiл. Функцiя g(z) = 1=(f(z) A) буде
аналiтичною i обмеженою в _Or(a). За теоремою 5.34 a є усувною особливою
точкою функцiї g. Якщо g(a) 6= 0 то f(z) ! 1=g(a) + A при z ! a i a буде
усувною особливою точкою й для f . У разi g(a) = 0 повинно виконуватися
граничне спiввiдношення f(z) ! 1 при z ! a, це означає, що a є полюсом
функцiї f . Одержана суперечнiсть з умовою теореми завершує доведення.

Пiд час доведення теореми 5.34 ми встановили також, що a є усувною
особливою точкою функцiї f у тому i лише в тому випадку, якщо лоранiвсь-
ке розвинення в проколеному околi цiєї точки не мiстить головної частини.
Виявляється, головна частина лоранiвського розвинення повнiстю визначає
характер особливої точки.
Теорема 5.36 Iзольована особлива точка a 2 C функцiї f є полюсом (iстот-
но особливою) в тому i лише в тому разi, якщо головна частина ряду Лорана
функцiї f в проколеному околi _Or(a) мiстить скiнченне (нескiнченне) число
вiдмiнних вiд нуля членiв.
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Доведення.Нехай лоранiвське розвинення функцiї f в околi _Or(a) має
вигляд
f(z) = c m(z   a) m + c m+1(z   a) m+1 + : : : ; c m 6= 0 :
Функцiя ', зображена рядом
'(z) =
1X
k=0
ck m(z   a)k ;
є аналiтичною в Or(a) i '(a) = c m 6= 0. З рiвностi f(z) = = (z   a) mf(z)
випливає, що f(z)!1 при z ! a. Таким чином, a — полюс функцiї.
Припустимо тепер, що a — полюс. Тодi f не перетворюється в нуль в дея-
кому проколеному околi _Or(a), i, отже, в цьому околi є аналiтичною функцiя
1=f . Крiм того, 1=f(z) ! 0 при z ! a. Iз теореми 5.34 випливає, що a є
усувною особливою точкою для 1=f . Нехай m — порядок нуля функцiї 1=f у
точцi a. Тодi
1
f(z)
= (z   a)mg(z) ;
де g 2 H(Or(a)) i g не має нулiв уOr(a). Функцiя 1=g також буде аналiтичною
в Or(a) i ї ї розвинення в ряд Тейлора можна записати у виглядi
1
g(z)
=
1X
n=0
cn(z   a)n; c0 6= 0 :
Одержимо зображення
f(z) = (z   a) m
1X
n=0
cn(z   a)n ;
що згiдно з теоремою 5.33 i є лоранiвським розвиненням функцiї f .
Iз доведеного i висновкiв вiдносно усувної особливої точки випливає твер-
дження про iстотно особливу точку. 
Означення 5.5 Порядком (або кратнiстю) полюса a функцiї f називається
порядок цiєї точки як нуля функцiї 1=f .
Iз доведення теореми 5.36 бачимо, що порядок полюса збiгається з но-
мером старшого члена головної частини лоранiвського розвинення функцiї в
околi полюса.
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Голоморфна в C функцiя називається цiлою. У цьому випадку, як i у
випадку голоморфностi f у зовнiшностi круга jzj > R, природно розглянути
нескiнченнiсть як iзольовану особливу точку. Класифiкацiя особливих точок
на цей випадок поширюється шляхом замiни z = 1= i перенесення характеру
особливостi точки  = 0 функцiї f(1=) на точку z =1 функцiї f(z). Якщо
в лоранiвському розвиненнi в околi нескiнченностi, тобто за степенями z у
зовнiшностi круга jzj > R, пiд головною частиною розумiти сукупнiсть членiв
iз додатними степенями, то зв’язок мiж класифiкацiєю i виглядом головної
частини буде такий самий, як i в скiнченних точках.
Характер особливостi на нескiнченностi багато в чому визначає цiлу функ-
цiю. Дiйсно, якщо нескiнченнiсть є усувною особливою точкою, то, за теоре-
мою Лiувiлля, цiла функцiя зводиться до тотожної постiйної. Якщо це —
полюс, то головна частина лоранiвського розвинення f в околi нескiнченно
вiддаленої точки є полiномом P (z) = c1z + : : : + cmzm; cm 6= 0. Але тодi
g = f   P також буде цiлою функцiєю, i нескiнченно вiддалена точка для g
буде усувною. Отже, g(z)  const i f — полiном.
Цiлi функцiї з iстотною особливiстю на нескiнченностi називаються цiли-
ми трансцендентними функцiями.
Такими є ez, sin z, cos z.
5.5 Лишки
Нехай a — iзольована особлива точка функцiї f i _Or(a) — проколений
окiл, в якому f аналiтична. Тодi, згiдно з теоремою Кошi, iнтеграл
1
2i
Z

f(z) dz ;
де  = @O(a); 0 <  < r, не залежить вiд . Його значення називається
лишком функцiї f у точцi a i позначається Res
a
f або Res
z=a
f(z).
Теорема 5.37 Лишок функцiї f в iзольованiй особливiй точцi a 2 C дорiв-
нює коефiцiєнту при (z   a) 1 лоранiвського розвинення f в околi точки a.
Доведення.Оскiльки ряд Лорана f(z) =
P1
n= 1 cn(z   a)n збiгається
рiвномiрно на колi , то його можна почленно iнтегрувати:
1
2i
Z

f(z) dz = c 1; J(; a) = c 1 :
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Зауваження 5.3 З доведення бачимо, що якщо  — замкнена кусково-гладка
крива, розмiщена в _Or(a), то
1
2i
Z

f(z) dz = c 1; J(; a) = J(; a) Res
a
f :
Наслiдок 5.3 В усувнiй особливiй точцi лишок дорiвнює нулю.
У разi, якщо a — полюс, можна навести формулу для обчислення лиш-
ку, що не потребує знаходження лоранiвського розвинення. Нехай m > 1 —
порядок полюса. Тодi f має в проколеному околi _Or(a) розвинення вигляду
f(z) = c m(z   a) m + c m+1(z   a) m+1 + : : : ;
де c m 6= 0. Функцiя g(z) = (z   a)mf(z) матиме a усувною особливою точ-
кою, а c 1 буде коефiцiєнтом її ряду Тейлора при (z   a)m 1. Iз формул для
коефiцiєнтiв ряду Тейлора одержимо
Res
a
f = c 1 =
gm 1(a)
(m  1)! =
1
(m  1)! limz!a

d(m 1)
dzm 1
(z   a)mf(z)

:
При m = 1 ця формула набирає вигляду
Res
a
f = lim
z!a(z   a)f(z) :
Теорема 5.38 Нехай D — область, обмежена циклом , i f — голоморфна
на D функцiя, за винятком cкiнченного числа особливих точок a1, : : :, aN ,
розташованих у D. Тодi
1
2i
Z

f(z) dz =
NX
k=1
Res
ak
f :
Доведення.Нехай  > 0 таке, що O(ak)  D при всiх k = 1, : : :, N
i O(ai) \ O(aj) = ; при i 6= j. Тодi цикл   
PN
k=1 k, де k = @O(ak),
буде гомологiчним нулю вiдносно областi голоморфностi функцiї f . Отже, за
теоремою Кошi маємо
1
2i
Z

f(z) dz   1
2i
NX
k=1
Z
k
f(z) dz = 0 ;
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що еквiвалентно рiвностi, яку доводять. 
Як вищезазначалося, у разi голоморфностi f у зовнiшностi деякого круга
jzj > R нескiнченно вiддалену точку природно вiднести до особливих. Визна-
чимо лишок у нескiнченностi за допомогою рiвностi
Res1 f =
1
2i
Z
 
f(z) dz ;
де  — додатно-орiєнтоване коло jzj = ,  > R. Iнтегруючи почленно ло-
ранiвське розвинення f(z) =
P+1
n= 1 cn z
n на , одержимо
Res
infty
f =  c 1 :
Члени з вiд’ємними степенями входять до правильної, а не головної ча-
стини лоранiвського розвинення в нескiнченностi. На вiдмiну вiд скiнченних
точок лишок у нескiнченностi може виявитися не таким, що не дорiвнює нулю
навiть у разi, якщо нескiнченнiсть є усувною особливою точкою.
Теорема 5.39 Нехай f — аналiтична функцiя в C ; за винятком скiнчен-
ного числа особливих точок a1, : : :, aN . Тодi
Res1 f +
NX
k=1
Res
ak
f = 0 :
Доведення.Нехай  — коло з центром на початку координат i таке, що
всi ak, k = 1, : : :, N , потрапляють усередину круга, обмеженого . Застосу-
вання попередньої теореми дає необхiдний результат. 
Теорiя лишкiв – ефективний iнструмент для обчислення визначених iн-
тегралiв. Необхiдно мати на увазi, що пiдiнтегральна функцiя повинна бу-
ти близькою до аналiтичної. Це на практицi, зазвичай, виконується. Бiльш
iстотним є те, що теорiя лишкiв пов’язана з iнтегруванням по замкненому
контуру, в той час як у дiйсному аналiзi iнтегрування проводять по вiдрiзку.
Розглянемо на прикладах, як цi труднощi долаються.
Приклад 1. Iнтеграл вигляду
2Z
0
R(cos ; sin ) d ;
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де R — рацiональна функцiя, можна обчислювати за допомогою лишкiв.
Введення комплексної змiнної z = ei перетворить iнтеграл до вигляду
 i
Z
jzj=1
R

1
2

z +
1
z

;
1
2i

z   1
z

dz
z
:
Залишається знайти лишки в полюсах, що потрапляють усередину оди-
ничного круга.
Наприклад, обчислимо iнтеграл
Z
0
d
a+ cos 
; a > 1 :
Оскiльки розширення iнтервалу iнтегрування до (0; 2) приводить до под-
воєного результату, одержимо
Z
0
d
a+ cos 
=
1
2
2Z
0
d
a+ cos 
=  i
Z
jzj=1
dz
z2 + 2az + 1
:
Якщо
z2 + 2az + 1 = (z   z1)(z   z2) ;
де zk =  a+ ( 1)k
p
a2   1; i jz1j > 1, jz2j < 1, то
Z
0
d
a+ cos 
= 2Res
z=z2
  i
z2 + 2az + 1

=
p
a2   1 :
Приклад 2. Iнтеграл вигляду
1Z
 1
R(x) dx ;
де R — рацiональна функцiя, збiгається в тому й лише в тому разi, якщо R
не має полюсiв на дiйснiй осi, i степiнь знаменника принаймнi на 2 порядки
вищий за степiнь чисельника. Виберемо  > 0 таким, щоб всi полюси функцiї
R мiстилися в крузi O(0). Нехай + — частина додатно орiєнтованого кола
jzj = , розмiщена у верхнiй пiвплощинi. За теоремою про лишки
Z
 
R(x) dx+
Z
+
R(z) dz = 2i
X
Im a>0
Res
z=a
R(z) :
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Однак, за достатньо великих  i деякої константи M буде виконуватися
на  нерiвнiсть jR(z)j 6M=2: Отже, для цих  маємо
Z
+
R(z) dz
 6
Z
+
jR(z)j  jdzj 6 M

! 0 при !1:
Таким чином,
1Z
 1
R(x) dx = 2i
X
Im a>0
Res
z=a
R(z) :
Наприклад,
1Z
 1
dx
1 + x2
= 2i Res
z=i
1
1 + z2
= 2i
1
2i
=  :
Вправи
1 Обчислити iнтеграл по замкненому контуруI
jzj=1
zz ; dz :
2 Обчислити iнтеграл по замкненому контуруI
jzj=2
zIm(z2) ; dz :
3 Обчислити iнтеграл по замкненому контуруI
jzj=1
Rez ; dz :
4 Обчислити iнтеграл I
C
ez ; dz
z(z   3) ;
де C — коло радiусом 3/2 з центром в точцi 2.
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5 Обчислити iнтеграл I
C
ez ; dz
(z   i)3 ;
де C — довiльний замкнений контур, що одноразово обходить точку i в по-
зитивному напрямку.
6 Обчислити iнтеграл I
jzj=2
2z3 + 1
(z   1)4 dz :
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Роздiл 6
Основнi принципи
6.1 Принцип аргументу
Сукупнiсть H(D) усiх голоморфних в областi D функцiй утворює кiльце,
тобто є замкненою вiдносно суми, рiзницi та добутку функцiй. Що стосується
частки f=g двох функцiй iз H(D), то вона голоморфна в D, за винятком
нулiв знаменника g. Припустимо, що g(a) = 0; a 2 D: Через iзольованiсть
нулiв знайдеться такий окiл Or(a)  D, в якому f i g матимуть вигляд
f(z) = (z  a)nf1(z) g(z) = (z  a)mg1(z), де f1 i g1 — аналiтичнi функцiї, що
не перетворюються на нуль у Or(a) функцiї. Але тодi в _Or(a) матимемо:
f(z)
g(z)
= (z   a)n mf1(x)
g1(x)
:
Оскiльки f1=g1 2 H(Or(a)), то f=g має в a усувну особливiсть при n > m
i полюс — при n < m. При цьому кратнiсть полюса буде дорiвнювати m  n.
Отже, функцiя f мероморфна в областi D, якщо вона голоморфна в D,
за винятком деякої множини полюсiв. Очевидно, сукупнiсть M(D) усiх ме-
роморфних функцiй в областi D утворює поле. Пiд мероморфнiстю функцiї
в точцi розумiють мероморфнiсть у деякому її околi.
Оскiльки полюси, як i нулi, мероморфної функцiї в областi D є iзольова-
ними, то на будь-якому компактi K  D їх може бути лише скiнченне число.
Пiд числом полюсiв (або нулiв) на множинi K з урахуванням їх кратностi
будемо розумiти суму кратностей полюсiв (вiдповiдно нулiв), що потрапля-
ють на K.
Теорема 6.40 Нехай D — область; обмежена циклом ; i f — мероморфна
функцiя в D; що не має нулiв та полюсiв на . Тодi число N її нулiв i
число P полюсiв в областi D з урахуванням їх кратностi задовольняють
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спiввiдношення
N   P = 1
2i
Z

f 0(z)
f(z)
dz : (6.1)
Доведення.Оскiльки D є компактом в областi мероморфностi функцiї
f , то в D мiститься лише скiнченне число нулiв i полюсiв. Нехай a1, : : :, an —
її нулi вD iз кратностями s1, : : :, sn, а b1, : : :, bm — її полюси з кратностями q1,
: : :, qm вiдповiдно. Тодi N = s1+   + sn i P = q1+   + qm. Далi розглянемо
функцiю
g(z) =
nY
j=1
(z   aj) sj 
mY
j=1
(z   bj)qj  f(z) :
Очевидно, що iзольованi особливi точки a1, : : :, an, b1, : : :, bm функцiї g є
усувними. Отже, функцiя g є голоморфною i не перетворюється на нуль на
D. Оскiльки
f(z) = (z   a1)s1  : : :  (z   an)sn  (z   b1) q1  : : :  (z   bn) qmg(z)
i
f 0(z)
f(z)
=
nX
j=1
sj
z   aj  
mX
j=1
qj
z   bj +
g0(z)
g(z)
;
то, застосовуючи теорему Кошi до функцiї g0=g, аналiтичної на D, одержимо
1
2i
Z

f 0(z)
f(z)
dz =
nX
j=1
sj  J(; aj) 
mX
j=1
qj  J(; bj) = N   P :

Зауваження 6.1 Нехай   — цикл, отриманий iз  перетворенням w =
f(z). Тодi
1
2i
Z

f 0(z)
f(z)
dz =
1
2i
Z
 
dw
w
= J( ; 0) :
Iншими словами, iнтеграл у правiй частинi (6.1) виражає прирiст (подi-
лений на 2) аргументу точки w, що здiйснює обхiд циклу  . У зв’язку з цим
спiввiдношення (6.1) називається в теорiї аналiтичних функцiй принципом
аргументу.
На практицi принцип аргументу найчастiше застосовують вiдповiдно до
такого результату.
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Теорема 6.41 (Руше´) Нехай D — область; обмежена циклом , i f; g —
аналiтичнi функцiї на D ; що задовольняють умову jf(z)j < jg(z)j при z 2
. Тодi g i g+f мають у D однакове число нулiв з урахуванням їх кратностi.
Доведення. З умови теореми випливає, що g i g + f не перетворюються
на нуль на . Нехай N1 — число нулiв g, а N2 — число нулiв g + f у D з
урахуванням їх кратностi. Тодi функцiя F = (g+ f)=g є мероморфною на D,
i рiзниця мiж числом N її нулiв i числом P її полюсiв у D з урахуванням їх
кратностi дорiвнює N   P = N2  N1. Однак, як зазначалося вище,
N   P = J( ; 0) ;
де   = F (). З iншого боку, з умови jF (z)  1j < 1 при z 2  випливає, що
  мiститься в крузi jw   1j < 1 i J( ; 0) = 0. Таким чином, N2   N1 = 0 i
N2 = N1. 
На завершення наведемо результат, що стосується локально-рiвномiрної
збiжностi.
Теорема 6.42 (Гурвiца) Нехай функцiї fn 2 H(D), n = 1, 2, : : : ; не пе-
ретворюються на нуль у D i fn ! f локально-рiвномiрно в D. Тодi або
f(z)  0 в D; або f не перетворюється на нуль в D.
Доведення.Нехай f(z) 6 0. Зафiксуємо довiльну точку a 2 D. Через
iзольованiсть нулiв знайдеться таке r > 0, що Or(a)  D i f не перетворюєть-
ся на нуль на  = @Or(a). Як неперервна на компактi функцiя jf j вiдокремле-
на вiд нуля на , тобто jf(z)j >  > 0 при z 2 . Звiдси з локально-рiвномiрної
збiжностi послiдовностi ffng випливає, що 1=fn ! 1=f рiвномiрно на . От-
же,
lim
n!1
1
2i
Z

f 0n(z)
fn(z)
dz =
1
2i
Z

f 0(z)
f(z)
dz :
Однак iнтеграли злiва виражають числа нулiв функцiй fn у Or(a) i отже,
дорiвнюють нулю. Тому дорiвнює нулю iнтеграл справа, i f не перетворюєть-
ся на нуль в Or(a). Зокрема, f(a) 6= 0. 
Наслiдок 6.1 Нехай послiдовнiсть однолистих функцiй в областi D fn 2
H(D) збiгається локально-рiвномiрно в D до функцiї f(z) 6 const. Тодi f
також однолиста в D.
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Доведення.Припустимо, що для деяких z1 6= z2 у D має мiсце рiвнiсть
f(z1) = f(z2) = A. Нехай U1 i U2 — два околи, що не перетинаються, точок z1
i z2 вiдповiдно, розташованi в D. Через однолистiсть функцiї fn в одному з
околiв U1 або U2 вона не набуває значення A. Отже, можна видiлити пiдпослi-
довнiсть ffnkgфункцiй, якi не набувають значенняA в одному з околiв. Нехай
для визначеностi ним буде U1. Застосовуючи теорему Гурвiца до послiдовно-
стi функцiй fnk(z) A в областi U1, одержуємо, що f(z) A не перетворюється
на нуль у U1. Це суперечить припущенню, що f(z1) = A. 
Iнше доведення теореми Гурвiца. Припустимо, що f(z) 6 0 i f(a) = 0
для деякої a 2 D. Унаслiдок iзольованостi нулiв знайдеться таке r > 0, що
в проколеному околi _Or(a) функцiя f не перетворюється на нуль. Можна
також вважати, що f не перетворюється на нуль i на  = @Or(a). Оскiльки 
є компактом, тоmin
z2 jf(z)j =  > 0. Унаслiдок локально-рiвномiрної збiжностi
послiдовностi ffng знайдеться такий номер N , що jfn(z)  f(z)j < =2 при
всiх n > N i z 2 . Але тодi, за теоремою Руше´, функцiя fn = f + (fn  
f) матиме в Or(a) стiльки нулiв, скiльки їх має f , тобто принаймнi один.
Одержана суперечнiсть з умовами теореми доводить необхiдне твердження.

6.2 Принцип вiдкритостi
Спочатку встановимо один результат, який дає уявлення про локальну
структуру вiдображення, що здiйснюється несталою аналiтичною функцiєю.
Теорема 6.43 (Про локальну структуру вiдображення) Нехай f голо-
морфна в областi D i f(z0) = w0; z0 2 D. Припустимо також; що функцiя
f(z)   w0 має в z0 нуль порядку n; тобто f 0(z0) = : : : = f (n 1)(z0) = 0
i f (n)(z0) 6= 0. Тодi знайдуться такi околи Or(z0) i O(w0); що рiвняння
w0 = f(z) має рiвно n рiзних коренiв у _Or(z0) за будь-якого w0 2 _O(w0).
Доведення. З умови теореми випливає, що f(z) 6 const. Унаслiдок iзо-
льованостi нулiв аналiтичної функцiї знайдеться окiл Or(z0), який разом iз
замиканням мiститься в областi D i функцiї f(z)   w0; f 0(z) не перетворю-
ються на нуль у Or(z0)nfz0g. Нехай  = @Or(z0) i   = f(). Зауваживши, що
  не проходить через точку w0, виберемо число  > 0 менше, нiж вiдстань
вiд w0 до  . Зафiксуємо довiльне w0 2 _O(w0). З умови вибору  випливає
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виконання нерiвностi
jw0   w0j < jf(z)  w0j
за всiх z 2 . Але тодi за теоремою Руше´ функцiї
f(z)  w0 i f(z)  w0 = (f(z)  w0) + (w0   w0)
мають у Or(z0) однакове число нулiв з урахуванням їх кратностi. Однак
функцiя f(z) w0 має вOr(z0) один нуль z = z0 порядку n. Оскiльки f 0(z) 6= 0
при z 2 _Or(z0), то всi нулi функцiї f(z)  w0 у Or(z0) є простими. Таким чи-
ном, у Or(z0) мiститься рiвно n точок z1, : : :, zn, що є розв’язками рiвняння
f(z) = w0. 
Наслiдок 6.2 Умова f 0(z) 6= 0 є необхiдною для однолистостi функцiї f в
областi D.
Теорема 6.44 (Принцип вiдкритостi або збереження областi) Неста-
ла аналiтична функцiя переводить вiдкритi множини у вiдкритi, а об-
ласть — в область.
Доведення.Твердження вiдразу ж випливає з теореми 6.43 та iнварiант-
ностi зв’язностi при неперервних вiдображеннях. 
Безпосереднiм наслiдком принципу вiдкритостi є такий результат.
Теорема 6.45 (Принцип максимуму модуля) Якщо f — нестала аналi-
тична функцiя в областi D; то максимум модуля jf j ; а також максимуми
i мiнiмуми Ref та Imf не можуть досягатися у внутрiшнiх точках об-
ластi D.
Доведення.Припустимо, вiд супротивного, що iснує така точка z0 2 D,
що для всiх z0 2 D виконується нерiвнiсть jf(z)j 6 jf(z0)j. Вiзьмемо замкне-
ний круг K у цiй областi з центром у точцi z0. За принципом вiдкритостi
або збереження областi iснує такий круг K1 з центром у точцi f(z0), що
K1  f(K). На межi круга K1 iснує така точка , що jj > jf(z0)j. Одержана
суперечнiсть доводить твердження для максимуму модуля jf j. Твердження
для максимуму i мiнiмуму Ref та Imf доводиться аналогiчно. 
Задача. В якiй точцi квадрата досягається максимум добутку чотирьох вiд-
станей вiд точки до вершин квадрата.
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Теорема 6.46 (Лема Шварца) Нехай аналiтична в одиничному крузi D
функцiя f задовольняє умовам f(0) = 0 i jf(z)j 6 1 при z 2 D. Тодi
jf 0(0)j 6 1 i jf(z)j 6 jzj при z 2 D :
При цьому знак рiвностi досягається лише у випадку; якщо f(z)  eiz,
 2 R.
Доведення. З припущень теореми випливає аналiтичнiсть функцiї у D
'(z) = f(z)=z. Для кожного r 2 (0; 1) через принцип максимуму маємо
max
jzj6r
j'(z)j = max
jzj=r
j'(z)j = 1
r
max
jzj=r
jf(z)j 6 1
r
:
Для фiксованого z 2 D можна здiйснити граничний перехiд у нерiвностi
j'(z)j 6 1=r при r ! 1. Таким чином, j'(z)j 6 1 при z 2 D, що еквiвалентно
нерiвностi jf(z)j 6 jzj. Нерiвнiсть jf 0(0)j 6 1 випливає з одержаної нерiвностi
i зауваження, що '(0) = f 0(0).
Припустимо, що в однiй iз доведених нерiвностей досягається знак рiвно-
стi. Це означало б, що j'(z0)j = 1 для деякого z0 2 D. Згiдно з принципом
максимуму тодi б випливало, що '(z)  eiz. 
6.3 Принцип компактностi
У цьому параграфi ми розглянемо питання про умови щодо сiм’ї голо-
морфних функцiй в областi D , якi дозволяли б iз будь-якої її послiдовностi
видiляти локально рiвномiрно збiжну у D пiдпослiдовнiсть.
Означення 6.1 Сiм’я F  H(D) називається локально рiвномiрно обме-
женою в D, якщо для будь-якої точки z0 2 D знайдуться такi окiл Or(z0) 
D i число M > 0; що jf(z)j 6M за всiх z 2 Or(z0) i f 2 F .
Iншими словами, для кожної компактної множини K  D сiм’я F є рiв-
номiрно обмеженою на K.
Теорема 6.47 Нехай F  H(D) — локально рiвномiрно обмежена сiм’я в
D. Тодi F 0 = ff 0 : f 2 Fg також є локально рiвномiрно обмеженою сiм’єю
в D.
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Доведення.
Нехай z0 — довiльна точка областi D. За умовою знайдуться такi r > 0 i
M > 0, що Or(z0)  D i jf(z)j 6M для будь-яких z 2 Or(z0) i f 2 F . Нехай
 = @Or(z0). Тодi, використовуючи iнтегральну формулу Кошi для похiдних,
одержуємо для будь-якого z 2 Or=2(z0) i будь-якої f 2 F
jf 0(z)j = 1
2

Z

f(&) d&
(&   z)2
 6 12
Z

M
r2=4
jd&j = 4M
r
:

Теорема 6.48 Нехай F  H(D) — локально рiвномiрно обмежена сiм’я в
D. Тодi на будь-якому компактi K  D ця сiм’я є рiвностепенево непере-
рвною.
Доведення.Нехай K — компактна пiдмножина в областi D. Виберемо
r > 0 меншим, нiж вiдстань вiд K до @D. Тодi множина
K1 = fz : dist (z;K) 6 rg
також буде компактною пiдмножиною областi D. За попередньою теоремою
знайдеться таке M > 0, що
jf 0(z)j 6M за всiх z 2 K1 i f 2 F :
Нехай " > 0 довiльне. Виберемо  < minfr; "=Mg. Тодi для будь-яких
z0; z00, що належатьK i задовольняють умову jz0   z00j < , матимемо [z0; z00] 
K1 i
jf(z0)  f(z00)j =

Z
[z0;z00]
f 0(z) dz
 6M  jz0   z00j < M 6 " :

Теорема 6.49 (Монтеля) Якщо F  H(D) — локально рiвномiрно обме-
жена сiм’я в D; то з будь-якої послiдовностi ffng  F можна вибрати
пiдпослiдовнiсть ffnkg; локально рiвномiрно збiжну в D.
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Доведення.Нехай K1  K2     — компактне вичерпання областi D,
тобто Kj — компактнi пiдмножини в D i
1S
j=1
Kj = D. Таку послiдовнiсть
компактних множин можна побудувати, наприклад, таким чином. Виберемо
R > 0 i натуральне N так, щоб множина
fz 2 D : dist (z; @D) > 1
N
; jzj 6 Rg
була непорожньою. Тодi за шукану послiдовнiсть можна взяти множини
Kj = fz 2 D : dist(z; @D) > 1
N + j
; jzj 6 R + jg; j = 1; 2; : : : :
Згiдно з попередньою теоремою сiм’я F задовольняє на кожному ком-
пактi Kj умови теореми Арцела, тобто вона є на кожному Kj рiвномiрно об-
меженою i рiвностепенево неперервною сiм’єю функцiй. Отже, якщо ffng —
довiльна послiдовнiсть функцiй iз F , то з неї можна видiлити пiдпослiдов-
нiсть ff1;kg, що збiгається рiвномiрно на K1. Iз цiєї пiдпослiдовностi, у свою
чергу, можна видiлити пiдпослiдовнiсть ff2;kg, яка збiгатиметься рiвномiрно
на K2. Продовжуючи цей процес, одержуємо такi пiдпослiдовностi:
f1;1; f1;2; f1;3; : : :
f2;1; f2;2; f2;3; : : :
: : : : : : : : : : : :
Для кожного j = 2, 3, : : :, виконуються такi умови: ffj;kg1k=1 — пiдпослi-
довнiсть iз ffj 1;kg1k=1 i ffj;kg збiгається рiвномiрно на Kj.
Вiдзначимо, що дiагональна послiдовнiсть fnk = fk;k буде, починаючи з
деякого номера, пiдпослiдовнiстю кожної з ffj;kg. Отже, ffnkg збiгатиметься
рiвномiрно на кожному Kj. Оскiльки fKjg є вичерпанням областi D, то для
будь-якого компакту K  D знайдеться таке j, що K  Kj. Це означає, що
ffnkg збiгається локально рiвномiрно в областi D. 
6.4 Теорема Рiмана про вiдображення
У геометрично орiєнтованiй частинi теорiї аналiтичних функцiй пробле-
ма конформного вiдображення вiдiграє домiнуючу роль. Теореми iснування
та єдиностi дозволяють визначити аналiтичнi функцiї з важливими власти-
востями, виключивши їх аналiтичний запис.
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У 1851 роцi Рiман довiв фундаментальну теорему, згiдно з якою кожну
однозв’язну область, вiдмiнну вiд усiєї площини, можна конформно вiдобра-
зити на одиничний круг. Однак його доведення виявилося не позбавленим
недолiкiв, на якi звернув увагу Вейєрштрасс. Близько половини столiття зна-
добилося для пошуку строгого доведення цiєї теореми. Одним iз перших його
отримав Кебе. Наведений варiант доведення близький до того, який вiн за-
пропонував.
Вiдзначимо спочатку, що через теорему Лiувiлля не iснує конформного
вiдображення всiєї площини на одиничний круг.
Теорема 6.50 Нехай D — однозв’язна область, вiдмiнна вiд усiєї площини;
i z0 2 D. Тодi iснує єдина аналiтична функцiя f у D; що вiдображає взаємно-
однозначно область D на одиничний круг D i задовольняє умови f(z0) = 0;
f 0(z0) > 0.
Доведення.Доведемо спочатку єдинiсть. Припустимо, що ми маємо двi
функцiї f1 i f2, якi задовольняють умови з формулювання теореми. Тодi
функцiя ' = f2  f 11 конформно вiдображатиме одиничний круг D на себе i
'(0) = 0; '0(0) > 0. Згiдно з лемоюШварца j'(w)j 6 jwj. З iншого боку, обер-
нена функцiя ' 1() також задовольняє умови леми Шварца i j' 1()j 6 jj.
Пiдставляючи в останню нерiвнiсть замiсть  вираз  = '(w), одержуємо
jwj 6 j'(w)j.
Таким чином, j'(w)j  jwj i '(w) = eiw. З умови '0(0) > 0 випливає
'(w)  w i f1(z)  f2(z).
Для доведення iснування вiдображувальної функцiї f введемо до роз-
гляду клас F однолистих у D функцiй g, що задовольняють умови g(z0) =
0; g0(z0) > 0 i jg(z)j 6 1 при z 2 D.
Покажемо спочатку, що введений клас функцiй непорожнiй. За умовою
D 6= C знайдеться точка a 62 D. Оскiльки D — однозв’язна область, то в нiй
видiляють однозначнi вiтки функцiй ln(z   a) i
Q(z) =
p
z   a = e12 ln(z a)
(див. останнiй параграф роздiлу 4).
Вiдзначимо, що для будь-якої пари точок z1; z2 iз D з будь-якої iз рiвно-
стей
Q(z1) = Q(z2)
випливає рiвнiсть z1 = z2. Це означає, що Q однолиста в D i Q(D) не мiстить
пари точок, симетричних вiдносно початку координат. Оскiльки Q(z0) = w0
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належить Q(D) разом iз деяким околом Or(w0), то Or( w0) \ Q(D) = ;.
Отже, jQ(z) + w0j > r для всiх z 2 D, i функцiя
h(z) =
r
w0 +Q(z)
є однолистою в областi D iз значеннями з D. Умови нормування можна до-
битися додатковим дробово-лiнiйним перетворенням:
g(z) =
h0(z0)
jh0(z0)j
h(z)  h(z0)
1  h(z0)h(z)
:
Вiдзначимо, що через однолистiсть функцiї h її похiдна h0(z) у нуль не
перетворюється. Таким чином, g 2 F , i непорожнiсть F доведена.
Нехай
 = sup fg0(z0) : g 2 Fg :
Ми не виключаємо можливостi  =1. З означення супремуму випливає
iснування такої послiдовностi ffng  F , що f 0n(z0)!  при n!1. Оскiльки
F є рiвномiрно-обмеженою в D сiм’єю, то згiдно з принципом компактностi
можна видiлити пiдпослiдовнiсть ffnkg, що збiгається локально-рiвномiрно в
D до деякої функцiї f . Iз теореми Вейєрштрасса випливають аналiтичнiсть
функцiї f i рiвнiсть f 0(z0) = , що, зокрема, означає скiнченнiсть . За на-
слiдком iз теореми Гурвiца маємо також однолистiсть функцiї f . У результатi
f 2 F i є розв’язком поставленої вище екстремальної задачi.
Покажемо тепер, що f — шукана функцiя. При цьому скористаємося її
екстремальною властивiстю.
Припустимо, що деяка точка w iз D не належить областi f(D). Тодi
видiляємо однозначну вiтку
H(z) =

f(z)  w
1  wf(z)
1=2
;
що є однолистою функцiєю в D. При цьому jH(z)j < 1 при z 2 D i H(z0) =p w = . Диференцiюючи рiвнiсть
(H(z))2 =
f(z)  w
1  wf(z) ;
одержуємо
H 0(z0) =
1  jwj2
2
 =
1  jwj2
2
p w  :
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Перейдемо до нормованої функцiї
F (z) =
H 0(z0)
jH 0(z0)j
H(z)  
1  H(z) :
Очевидно, що F 2 F . Крiм того,
F 0(z0) =
jH 0(z0)j
1  jj2 =
(1  jwj2)
2
pjwj(1  jwj) = 1 + jwj2pjwj >  ;
що суперечить означенню . 
Вiдзначимо, що одержана в кiнцi доведення нерiвнiсть не є несподiваною.
Дiйсно, з побудови функцiї F бачимно, що f(z) = (F (z)), де
(W ) =

{W + 
1 + {W
2
+ w
1 + w

{W + 
1 + {W
2 ; { = H 0(z0)jH 0(z0)j :
Оскiльки  задовольняє умови леми Шварца, то j0(0)j < 1. Звiдси
f 0(z0) = 0(0)F 0(z0) < F 0(z0); :: f 0(z0) < F 0(z0) :
6.5 Аналiтичне продовження i принцип симетрiї
Згiдно з теоремою єдиностi голоморфна функцiя однозначно визначаєть-
ся її значеннями в як завгодно малому околi якої-небудь однiєї точки. У
часи Ньютона вважали, що всi функцiї лише такi, а труднощi вбачили ли-
ше в обчисленнi значень там, де початкова формула її не визначала, тоб-
то в аналiтичному продовженнi. Основна логiчна складнiсть, пов’язана з
аналiтичним продовженням, полягає в його неоднозначностi. Нагадаємо, що
ранiше при визначеннi однозначної вiтки ln f(z) функцiї f(z), що обертаєть-
ся в нуль в однозв’язнiй областi D, ми продовжували її з точки z0 2 D
шляхом iнтегрування f 0(z)=f(z). Однозв’язнiсть областi D гарантувала нам
однозначнiсть такого продовження.
Опишемо коротко понятiйний апарат, пов’язаний з уявленням про аналiтич-
ну функцiю як про сукупнiсть її продовжень.
Аналiтична функцiя f в областiD утворює функцiональний елемент i по-
значається (f;D). Два функцiональнi елементи (f1; D1) i (f2; D2) називаються
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прямими аналiтичними продовженнями один одного, якщо D1 \ D2 6= ; i
f1(z) = f2(z) при z 2 D1 \ D2: Бiльш конкретно говорять, що (f2; D2) є
аналiтичним продовженням (f1; D1) в область D2. Таке продовження може i
не iснувати, але якщо воно iснує, то воно єдине.
Якщо (f1; D1) i (f2; D2) є прямими аналiтичними продовженнями один
одного, то можна було б розглянути функцiональний елемент (f;D), де D =
D1 [D2, а f спiвпадає з f1 i f2 в D1 i D2 вiдповiдно. Таким чином, розгляд
тiльки пар функцiональних елементiв нового сенсу не дає.
Бiльш загальним поняттям є ланцюг функцiональних елементiв (f1; D1),
(f2; D2); : : :, (fn; Dn), у якому (fk; Dk) є прямим аналiтичним продовженням
функцiонального елементу (fk 1; Dk 1). Елементи в такому ланцюзi назива-
ються аналiтичними продовженнями один одного.
Приклад функцiї
p
z i областей
D1 = fz : Imz > 0g; D2 = fz : Rez > 0g ;
D3 = fz : Imz < 0g; D4 = fz : Rez < 0g ;
показує, що в результатi аналiтичного продовження ми можемо повернутися
в деяку область, але з iншою функцiєю.
Вiдзначимо також, що, як i у випадку прямого аналiтичного продов-
ження, продовження за допомогою ланцюга з фiксованим набором областей
визначається однозначно.
Означення 6.2 Глобальною аналiтичною функцiєю є непорожнє сiмейство
f функцiональних елементiв (f;D), в якому кожна пара елементiв є аналi-
тичним продовженням один одного за допомогою ланцюга з елементами з
f.
Повна аналiтична функцiя — глобальна аналiтична функцiя, яка мi-
стить всi аналiтичнi продовження кожного свого елементу.
Повна аналiтична функцiя є, очевидно, максимальною в тому сенсi, що її
не можна розширити. Очевидно також, що кожний функцiональний елемент
належить єдинiй (а отже, i повнiстю визначає її) повнiй аналiтичнiй функ-
цiї. Глобальнi аналiтичнi функцiї є бiльш довiльними. Рiзнi сiмейства функ-
цiональних елементiв можуть визначати одну i ту ж глобальну аналiтичну
функцiю. Наприклад однозначна аналiтична функцiя f , визначена в областi
D, може iдентифiкуватися або з сiмейством, що складається з одного функ-
цiонального елементу (f;D), або з сiмейством елементiв (f;D0); D0  D.
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Глобальна аналiтична функцiя f має однозначно визначену похiдну f0,
яка визначена функцiональними елементами (f 0; D). Дiйсно, якщо (f1; D1) i
(f2; D2) — прямi аналiтичнi продовження один одного, то такими ж є (f 01; D1)
i (f 02; D2).
Аналогiчне спiввiдношення може iснувати мiж двома глобальними аналi-
тичними функцiями f i g. Ми припускаємо, що кожному (f;D) 2 f спiвстав-
ляється єдиний функцiональний елемент (g;D) 2 g так, що прямi аналiтичнi
продовження переходять в прямi аналiтичнi продовження. В цьому випадку
ми говоримо, що f пiдпорядкована g, i можна визначити f+g i fg як сiмейства,
що складаються з елементiв (f+g;D) i (f g;D), вiдповiдних елементам (f;D)
з f. Наприклад f пiдпорядкована будь-якiй цiлiй функцiї h, звiдки випливає,
що f+ h i f  h коректно визначенi.
Наведене поняття повної аналiтичної функцiї називають "в сенсi Вейєр-
штрасса". Воно далеко вiдходить вiд звичайного поняття функцiї. Проте є
iнший пiдхiд, заснований на поняттi рiманової поверхнi, який розглядає по-
вну аналiтичну функцiю як однозначну, але визначену вже не на площинi.
Розглянемо тепер спецiальний випадок аналiтичного продовження, коли
областi D1 i D2 не перетинаються, а мають спiльну дiлянку межi. Результат,
що наведений нижче, вiдомий як принцип симетрiї Рiмана–Шварца.
Теорема 6.51 Нехай D — область, симетрична вiдносно дiйсної осi; D+ —
її частина, розташована у верхнiй пiвплощинi; i  — частина дiйсної осi;
розташована в D. Припустимо, що f є неперервною в D+[, голоморфною
в D+ i набуває дiйсних значень на . Тодi вона має аналiтичне продовження
на всю область D; де задовольняє спiввiдношенню симетрiї:
f(z) = f(z) : (6.2)
Доведення.Визначимо в областi D функцiю F , вважаючи F (z) = f(z)
при z 2 D+ [  i F (z) = f(z) при z 2 D  = D \ fz : Imz < 0g. Якщо
ми покажемо, що F аналiтична в D, то (F;D) буде прямим аналiтичним
продовженням (f;D+).
З означення F i дiйсностi f на  випливає, що F неперервна в D. Легко
також показати аналiтичнiсть F в D . Дiйсно, якщо z0 2 D , то z0 2 D+ i
lim
z!z0
F (z)  F (z0)
z   z0 = limz!z0
f(z)  f(z0)
z   z0 =
lim
z!z0

f(z)  f(z0)
z   z0

= f 0(z0) :
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Нехай x0 2 . Тодi знайдеться r > 0, таке, що Or(x0)  D. Позначимо
 = @Or(x0) i визначимо
'(z) =
1
2i
Z

F () d
   z :
Як iнтеграл Кошi з неперервною щiльнiстю F () функцiя '(z) є аналiтичною
в Or(x0). Якщо  =  \D, то
'(z) =
1
2i
Z
+
F () d
   z +
1
2i
Z
[x0 r;x0+r]
F () d
   z +
1
2i
Z
[x0+r;x0 r]
F () d
   z +
1
2i
Z
 
F () d
   z =
1
2i
Z
 +
F () d
   z +
1
2i
Z
  
F () d
   z = '
+(z) + ' (z) ;
де   — орiєнтована межаOr(x0)\D. Якщо z 2 D+\Or(x0), то '+(z) = f(z)
за iнтегральною формулою Кошi, а '  = 0 за iнтегральною теоремою Кошi,
застосованою до функцiї F ()=(   z),  2 D . В дiйсностi, для застосування
цих результатiв ми повиннi вiдступити вiд вiдрiзка [x0  r; x0 + r] в середину
областi аналiтичностi функцiї F i потiм здiйснити граничний перехiд. Ана-
логiчно, якщо z 2 D  \ Or(x0), то '+(z) = 0 i ' (z) = f(z). Таким чином,
'(z) = F (z) в Or(x0), що означає аналiтичнiсть F . 
Доведена теорема має очевиднi узагальнення. ОбластьD можна вибирати
симетричною вiдносно кола C i припускати, що f(z) наближається до iншого
кола C 0, коли z прямує до C. При цих умовах f має аналiтичне продовження,
яке вiдображає точки симетричнi вiдносно C, у точки, симетричнi вiдносно
C 0. Принцип симетрiї часто використовується для побудови конформних вi-
дображень.
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Роздiл 7
Гармонiчнi функцiї
7.1 Основнi властивостi гармонiчних функцiй
Як ранiше наголошувалося, пiд гармонiчною функцiєю в областi D ро-
зумiють двiчi неперервно диференцiйовну функцiю
u(z) = u(x; y); z = x+ iy ;
що задовольняє рiвняння Лапласа
u =
@2 u
@ x2
+
@2 u
@ y2
= 0 :
Безпосередньо з лiнiйностi оператора Лапласа  випливає, що сукупнiсть
h(D) усiх гармонiйних функцiй в областi D утворює лiнiйний простiр.
Доречно провести аналогiю з лiнiйними функцiями однiєї змiнної, оскiль-
ки в цьому разi рiвняння Лапласа приводить саме до них. Вiдзначимо, що для
лiнiйних функцiй виконуються теореми про середнє i принцип максимуму.
Якщо f(z) = u(z) + iv(z) — аналiтична функцiя в областi D, то згiдно з
рiвняннями Кошi — Рiмана функцiї u i v є гармонiйними в D.
Теорема 7.52 Нехай D — однозв’язна область i u 2 h(D). Тодi знайдеться
така функцiя f 2 H(D), що u(z) = Ref(z).
Доведення.Нехай u 2 h(D). Розглянемо функцiю g, визначену в областi
D рiвнiстю
g(z) =
@ u
@ x
  i@ u
@ y
; x+ iy = z :
Оскiльки u задовольняє рiвняння Лапласа, для функцiї g виконується
умова комплексної диференцiйовностi, тобто g 2 H(D). Внаслiдок одно-
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зв’язностi областi D однозначно визначена також голоморфна функцiя
f(z) = U(z) + iV (z) =
Z
g() d ;
яку ми нормуємо умовою U(z0) = u(z0); z0 2 D: У цьому разi f визначена з
точнiстю до уявної константи.
З рiвностi f 0(z) = g(z) випливає, що
@ U
@ x
=
@ u
@ x
;
@ U
@ y
=  @ V
@ x
=
@ u
@ y
:
Таким чином, U(z)  u(z): 
Застосування цiєї теореми вiдразу ж дає локальнi властивостi гармонiч-
них функцiй:
а) нескiнченну диференцiйовнiсть;
b) конформну iнварiантнiсть. Якщо u — гармонiчна функцiя в областi
G, а g — аналiтична функцiя в областi D i g(D)  G, то v = u  g є
гармонiчною в областi D;
c) принцип екстремуму. Нестала гармонiчна функцiя u в областi D не
може досягати локального максимуму або мiнiмуму у внутрiшнiй точцi.
Доведення. а) Нехай u 2 h(D) i z0 2 D. Тодi знайдеться таке r > 0, що
Or(z0)  D. За теоремою 7.52 знайдеться f 2 H(Or(z0)), для якої Ref(z) =
u(z). Звiдси випливає нескiнченна диференцiйовнiсть функцiї u в Or(z0).
b) Якщо g(z)  const, то доводити нiчого. Тому припустимо, що g(z) 6
const. Зафiксуємо довiльне z0 2 D. Нехай Or(z0) D. Згiдно з принципом
вiдкритостi g(Or(z0)) мiстить деякий окiл точки w0 = g(z0). Припустимо, що
O(w0)  g(Or(z0)). За теоремою 7.52 знайдеться функцiя f 2 H (O(w0)),
така, що u(w) = Ref(w) при w 2 O(w0). Звужуючи окiл Or(z0) до Or0(z0)
так, щоб виконувалося включення g(Or0(z0))  O(w0), одержимо v(z) =
Ref  g(z) в Or0(z0). Таким чином, v гармонiчна в околi точки z0 як дiйсна
частина аналiтичної функцiї.
c) Припустимо, що u(z0) є найбiльшим (або найменшим) значенням функ-
цiї u в околiOr(z0)  D. За теоремою 7.52 знайдеться функцiя f 2 H(Or(z0)),
для якої u(z) = Ref(z) у Or(z0). Але тодi за принципом екстремуму для дiйс-
ної частини аналiтичної функцiї матимемо f(z)  const, звiдси u(z)  const
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у Or(z0). Щоб поширити це на всю область D, знову розглянемо функцiю
g(z) =
@ u
@ x
  i@ u
@ y
;
що визначена й аналiтична в усiй областi D. Однак у Or(z0) ми маємо g(z) =
f 0(z) = 0. За теоремою єдиностi для аналiтичних функцiй g(z)  0 в D,
звiдси u(z)  const в областi D: 
Iз принципу екстремуму випливає два варiанти теореми єдиностi для гар-
монiчних функцiй.
Теорема 7.53 (Єдиностi) Нехай u 2 h(D) i виконана одна з таких умов:
(i) u(z) = 0 в деякому околi Or(z0)  D;
(ii) u неперервно продовжується в замикання D обмеженої областi D, i
u(z) = 0 на @ D.
Тодi u(z)  0 в D.
Iз теореми єдиностi, зокрема, випливає, що граничнi значення повнiстю
визначають гармонiчну функцiю в областi. Задача вiдновлення гармонiчної
функцiї за її граничними значеннями вiдома як задача Дiрiхле. У подальших
двох параграфах вона буде розв’язана у випадку, коли роль областi вiдiграє
одиничний круг.
Теорема 7.54 (Про середнє) Нехай u — гармонiчна в Or(z0) i неперервна
функцiя в Or(z0). Тодi
u(z0) =
1
2
2Z
0
u(z0 + re
i) d =
1
2
Z
T
u(z0 + r{)j d{j :
Тут i надалi через T позначатимемо додатно-орiєнтовану межу @ D.
Доведення.Оскiльки u — неперервна функцiя в Or(z0), то достатньо
довести рiвнiсть
u(z0) =
1
2
2Z
0
u(z0 + e
i) d
для всiх  2 (0; r). Однак, у крузi Or(z0) функцiя u зображається як дiйсна
частина аналiтичної функцiї. Застосовуючи до останньої теорему про середнє
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i вiдокремлюючи в одержанiй рiвностi дiйсну частину, приходимо до необхiд-
ного твердження. 
Вправа. Покажiть, що гармонiчна функцiя u, залежна лише вiд r =
jz   z0j, має вигляд
u(z) =  ln jz   z0j+ :
Розв’язання. Якщо u(z) = (r), то
@ u
@ x
= 0(r)
@ r
@ x
=
x
r
0(r);
@2 u
@ x2
=
x2
r2
00(r) +
y2
r3
0(r)
i
u = 00(r) +
1
r
0(r) :
Розв’язуючи рiвняння
00(r) +
1
r
0(r) = 0 ;
одержуємо необхiдне твердження. 
7.2 Iнтегральнi формули Пуассона i Шварца
Теорема 7.55 Нехай u 2 h(D) i неперервно продовжується в D. Тодi для
будь-якого a 2 D виконується рiвнiсть
u(a) =
1
2
2Z
0
1  jaj2
jei   aj2u(e
i) d =
1
2
Z
T
u({)
1  jaj2
j{   aj2 j d{j : (7.1)
Доведення.У випадку a = 0 рiвнiсть (7.1) виражає теорему про середнє.
У випадку a 6= 0 розглянемо дробово-лiнiйне вiдображення
`(z) = (z   a)=(1  az)
i визначимо функцiю v = u  ` 1. Внаслiдок конформної iнварiантностi, вла-
стивостi гармонiчностi v 2 h(D) також неперервно продовжується в D. За
теоремою про середнє
u(a) = v(0) =
1
2
Z
T
u(` 1()) jdj :
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Виконаємо в цьому iнтегралi замiну змiнної:
` 1() = {;  = `({); d = `0({) d{ ;
i
u(a) =
1
2
Z
T
u({)j`0({)jjd{j = 1
2
Z
T
u({)
1  jaj2
j1  a{j2 jd{j :
Оскiльки при u 2 T має мiсце рiвнiсть
j1  a{j = j1  aj = j{   aj ;
то ми одержуємо рiвнiсть (7.1). 
Теорема 7.56 Нехай f — голоморфна функцiя в D, дiйсна частина якої
u(z) = Ref(z) неперервно продовжується в D. Тодi для будь-якого z 2 D
виконується рiвнiсть
f(z) =
1
2
Z
T
{ + z
{   zu({) jd{j+ i Imf(0) =
=
1
2i
Z
T
{ + z
{   zu({)
d{
{
+ i Imf(0) :
(7.2)
Доведення. За теоремою 7.52 функцiя u має таке зображення:
u(z) =
1
2
Z
T
u({)
1  jzj2
j{   zj2 jd{j = Re
n 1
2
Z
T
{ + z
{   zu({) jd{j
o
:
Вiдзначимо, що функцiя у фiгурних дужках є аналiтичною в одинично-
му крузi. Щоб переконатися в цьому, подамо u у виглядi (jd{j = ji{ dj =
d; { = ei) :
1
2
Z
T
{ + z
{   zu({) jd{j =
1
2i
Z
T
{ + z
{   zu({)
d{
{
=
=
1
2i
Z
T
u({)
{   z d{ + z
1
2i
Z
T
u({)
{   z
d{
{
:
Вираз у правiй частинi останньої рiвностi є iнтегралом Кошi зi щiльнiстю
{ + z
{
u({)
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i тому є аналiтичною функцiєю в D. Отже, функцiя f , визначена рiвнiстю
(7.2), аналiтична в D i Ref(z) = u(z). Залишається вiдзначити, що уявна ча-
стина аналiтичної функцiї вiдновлюється однозначно з точнiстю до адитивної
константи за дiйсною частиною. 
Зауваження 7.1 Формули (7.1) и (7.2) називаються вiдповiдно формулами
Пуассона i Шварца.
7.3 Iнтеграли Пуассона i Шварца.
Задача Дiрiхле
Нехай ' — iнтегровна на T дiйснозначна функцiя. Тодi для z 2 D визна-
чений iнтеграл
P (z;') =
1
2
Z
T
1  jzj2
j{   zj2'({) jd{j =
1
2
2Z
0
1  jzj2
jei   zj2'(e
i) d ;
що називається iнтегралом Пуассона зi щiльнiстю '. Визначимо також iн-
теграл Шварца:
S(z;') =
1
2
Z
T
{ + z
{   z'({) jd{j :
Неважко помiтити, що мiж iнтегралами Пуассона i Шварца з однiєю й
тiєю самою щiльнiстю ' має мiсце спiввiдношення
ReS(z;') = P (z;') :
Теорема 7.57 Нехай ' 2 L1(T) — дiйснозначна функцiя. Тодi S(z;') є
аналiтичною функцiєю в D . Крiм того; якщо ' перетворюється на нуль
на деякiй вiдкритiй дузi  2 T; то S(z;') аналiтично продовжується через
 у зовнiшнiсть одиничного круга i набуває на  чисто уявних значень.
Доведення.Нехай z0 — довiльна точка круга D. Виберемо  > 0 меншим
нiж половина вiдстанi вiд z0 до T = @ D. Тодi
S(z;')  S(z0;')
z   z0 =
1
2
Z
T
2{ '({)
({   z)({   z0) jd{j
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i внаслiдок нерiвностi  { '({)({   z)({   z0)
 6 12 j'({)j
пiд знаком iнтеграла можна зробити граничний перехiд z ! z0. Це означає
комплексну диференцiйовнiсть функцiї S(z;') в D. Нехай тепер '({) = 0 на
вiдкритiй дузi   T. Для будь-якого z0 2  вiдстань вiд z0 до T n  буде
додатною, i оскiльки в цьому випадку
S(z;') =
1
2
Z
Tn
{ + z
{   z'({) jd{j ;
то мiркування, аналогiчнi проведеним у випадку z0 2 D, приводять до непе-
рервностi i комплексної диференцiйовностi функцiї S(z;') на дузi .
Аналiтичне продовження S(z;') через  в зовнiшнiсть одиничного круга
випливає з принципу симетрiї Рiмана — Шварца.
Вiдзначимо при цьому, що умова ReS(z;') = 0 при z 2  випливає з
рiвностi
Re
{ + z
{   z =
1  jzj2
j{   zj2 = 0; z;{ 2 T; z 6= { :
Вiдзначимо деякi властивостi iнтеграла Пуассона, якi характеризують йо-
го як оператор, що дiє з L1(T) у простiр h(D).
1 Лiнiйнiсть:
P (  ;'1 + '2) = P (  ;'1) + P (  ;'2); P (  ;') = P (  ;'):
2 Монотоннiсть:
P (z;') > 0; ' > 0:
3 P (z; 1)  1 i
inf ' 6 P (z;') 6 sup ':
Доведення.Лiнiйнiсть є наслiдком властивостей iнтеграла. Для дове-
дення монотонностi досить вiдзначити, що ядро Пуассона невiд’ємне в D.
Рiвнiсть P (z; 1)  1 випливає з iнтегральної формули Пуассона для функ-
цiї u(z)  1. Нарештi, нерiвнiсть для P (z;') випливає з монотонностi й
лiнiйностi. 
Теорема 7.58 (Шварца) Нехай ' — функцiя, iнтегровна на T i неперерв-
на в точцi {0 2 T. Тодi
lim
z!{0
P (z;') = '({0) :
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Доведення.Нехай задано " > 0. Виберемо дугу   T iз центром у точцi
{0 так, щоб нерiвнiсть
j'({)  '({0)j < "
2
виконувалася для всiх { 2 . Позначимо через  додаткову дугу T n  i
визначимо
'1({) =
n '({)  '({0) { 2 ;
0 { 2 ;
'2({) =
n 0 { 2 ;
'({)  '({0) { 2 :
Тодi
P (z;')  '({0) = P (z;'1) + P (z;'2) :
Вiдзначимо, що P (z;'2) неперервно продовжується на дугу  i перетво-
рюється на нiй на нуль (див. теорему 7.52). Отже, знайдеться таке  > 0,
що
jP (z;'2)j < "
2
при jz {0j < . Крiм того, з властивостей iнтеграла Пуассона випливає, що
jP (z;'1)j 6 sup
{2
j'({)  '({0)j 6 "
2
:
Таким чином, для будь-якого z 2 D, що задовольняє умову jz   {0j < 
одержуємо
jP (z;')  '({0)j 6 jP (z;'1)j+ jP (z;'2)j < " :

Доведена теорема показує, що задача Дiрiхле (знаходження гармонiчної
функцiї за її неперервними граничними значеннями) завжди розв’язувана у
випадку круга. Цей результат можна перенести за допомогою конформного
вiдображення на iншi однозв’язнi областi, обмеженi жордановими кривими.
7.4 Характеристична властивiсть гармонiчних функцiй
Ранiше було встановлено, що гармонiчнi функцiї мають властивiсть серед-
нього значення. Виявляється, що ця властивiсть є для них характеристичною.
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Означення 7.1 Будемо говорити, що неперервна в областi D функцiя u
має локальну властивiсть середнього значення, якщо для кожної точки
z0 2 D знайдеться таке r > 0, що Or(z0)  D i
u(z0) =
1
2
2Z
0
u(z0 + e
i) d =
1
2
Z
T
u(z0 + {) jd{j (7.3)
для всiх  2 (0; r).
Теорема 7.59 Нестала неперервна в областi D функцiя u; що має в D ло-
кальну властивiсть середнього значення; не може досягати всерединi D нi
мiнiмуму; нi максимуму.
Доведення.Припустимо, що функцiя u досягає в точцi z0 2 D свого
максимуму (або мiнiмуму). За означенням властивостi знайдеться таке r > 0,
що при всiх  2 (0; r) виконується рiвнiсть (7.3). Оскiльки для всiх { 2 T
має мiсце нерiвнiсть u(z0 + {) 6 u(z0) (або u(z0 + {) > u(z0)), то рiвнiсть
(7.3) разом iз неперервнiстю функцiї u приводить до u(z0 + {) = u(z0) при
всiх  2 (0; r) i { 2 T. Таким чином, множина A точок областi D, в яких u
досягає свого максимуму (або мiнiмуму), вiдкрита. З iншого боку, множина
B = DnA внаслiдок неперервностi функцiї u також повинна бути вiдкритою.
Оскiльки D зв’язна, то одна з множин A або B повинна бути порожньою. За
припущенням A 6= ;. Отже, B = ; i A = D. Однак це приводить до умови
u(z)  u(z0), яка суперечить тому, що функцiя u – нестала. 
Теорема 7.60 Неперервна в областi D функцiя u; що має в D локальну
властивiсть середнього значення; є гармонiчною.
Доведення.Нехай z0 2 D i r > 0 такi, що Or(z0)  D. Визначимо
V (z) = P (z;ur) =
1
2
Z
T
1  jzj2
j{   zj2u(z0 + r{) jd{j :
З властивостей iнтеграла Пуассона випливає, що функцiя V є гармонiч-
ною в D i неперервною — в D. Крiм того, V ({) = u(z0 + r{) для всiх { 2 T.
Розглянемо тепер функцiю
v(z) = V

z   z0
r

;
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що гармонiчна в Or(z0), неперервна в Or(z0) i збiгається з u на @Or(z0).
Очевидно, що рiзниця u(z)  v(z) є неперервною в Or(z0) функцiєю, що має
в Or(z0) локальну властивiсть середнього значення. Отже, за попередньою
теоремою u  v не досягає в Or(z0) нi максимуму, нi мiнiмуму, якщо вона не
тотожно стала. Проте u(z)   v(z) = 0 при z 2 @Or(z0) i тому u(z)  v(z) у
Or(z0): 
Одержана характеристична властивiсть гармонiчних функцiй робить iн-
туїтивно зрозумiлим, чому встановлений розподiл температур в однорiднiй
плоскiй пластинi D є гармонiйною функцiєю. Навпаки, в якiй-небудь точцi
z0 2 D значення температури було б строго бiльшим або строго меншим,
нiж середнє значення температури на достатньо малому колi з центром у z0.
Отже, в цiй точцi вiдбувалося б вiдповiдно зменшення або збiльшення тем-
ператури.
7.5 Нерiвностi та принцип Гарнака
У цьому параграфi ми наведемо два результати Гарнака, що стосують-
ся збiжностi гармонiчних функцiй i нерiвностей для обмежених гармонiчних
функцiй.
Теорема 7.61 Нехай u — невiд’ємна гармонiчна в Or(z0) i неперервна в
Or(z0) функцiя. Тодi для всiх z 2 Or(z0) виконуються нерiвностi
r   jz   z0j
r + jz   z0ju(z0) 6 u(z) 6
r + jz   z0j
r   jz   z0ju(z0) : (7.4)
Доведення.Розглянемо функцiю v() = u(z0 + r). Для цiєї функцiї
виконанi умови можливостi застосування формули Пуассона, згiдно з якою
v() =
1
2
Z
T
1  jj2
j{   j2v({) jd{j :
Зауважуючи, що
1  jj
1 + jj 6
1  jj2
j{   j2 6
1 + jj
1  jj ;
i враховуючи додатнiсть v({), одержуємо
1  jj
1 + jj
1
2
Z
T
v({) jd{j 6 v() 6 1 + jj
1  jj
1
2
Z
T
v({) jd{j :
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Згiдно з теоремою про середнє цi нерiвностi можна переписати у виглядi
1  jj
1 + jjv(0) 6 v() 6
1 + jj
1  jjv(0) :
Залишається в цих нерiвностях припустити, що  = (z   z0) = r, i вiдзна-
чити, що
v(0) = u(z0); v

z   z0
r

= u(z) :

Вправа. Покажiть, що невiд’ємна гармонiчна в усiй площинi функцiя
тотожно стала.
Теорема 7.62 (Гарнака) Нехай послiдовнiсть гармонiчних в областi D
функцiй un задовольняє умову un(z) 6 un+1(z) при всiх z 2 D i n = 1,
2, : : : : Тодi виконується одне з тверджень:
(i) un(z)!1 локально-рiвномiрно в D при n!1;
(ii) послiдовнiсть fung збiгається локально-рiвномiрно в D при n!1 до
деякої гармонiчної в D функцiї u.
Доведення.Нехай z0 — довiльна точка областi D. Внаслiдок вiдкритостi
D знайдеться таке r > 0, що Or(z0)  D.
Оскiльки за будь-яких натуральних n i p функцiя un+p un є невiд’ємною,
то згiдно iз (7.4)
r   jz   z0j
r + jz   z0j(un+p(z0)  un(z0)) 6 un+p(z)  un(z) 6
6 r + jz   z0j
r   jz   z0j(un+p(z0)  un(z0))
за всiх z 2 Or(z0). У крузi ж Or=2(z0) буде виконуватися нерiвнiсть
1
3
(un+p(z0)  un(z0)) 6 un+p(z)  un(z) 6
6 3(un+p(z0)  un(z0)) : (7.5)
Лiва частина нерiвностi (7.5) показує, що якщо un(z0) !1 при n!1,
то un(z) ! 1 рiвномiрно в Or=2(z0) при n ! 1. Права частина нерiвно-
стi (7.5) показує, що якщо fun(z0)g збiгається, то fun(z)g також збiгається
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рiвномiрно в крузi Or=2(z0) до деякої функцiї u(z). Очевидно, що гранична
функцiя u(z) буде неперервною в Or=2(z0).
Таким чином, область D розпадається на двi вiдкритi множини, що не
перетинаються: D1, на якiй un(z) ! 1 локально рiвномiрно при n ! 1, i
D2, на якiй un(z) сходиться до деякої неперервної функцiї u(z) також локаль-
но рiвномiрно. Через зв’язнiсть областi D одна з цих множин повинна бути
порожньою.
Залишається довести, що у випадку D2 = D гранична функцiя u(z) є
гармонiйною. Нехай z0 2 D i r > 0 таке, що Or(z0)  D i un(z) ! u(z)
рiвномiрно в Or(z0) при n!1. Тодi для всiх  2 D одержуємо
u(z0 + r) = lim
n!1un(z0 + r) =
= lim
n!1
1
2
Z
T
1  jj2
j{   j2un(z0 + r{) jd{j =
=
1
2
Z
T
1  jj2
j{   j2u(z0 + r{) jd{j :
Оскiльки в правiй частинi рiвностi ми маємо iнтеграл Пуассона, то u(z0+
r) є гармонiчною функцiєю в D. Отже, u(z) гармонiйна в Or(z0): 
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