Abstract. We consider a quasilinear parabolic Cauchy problem with spatial anisotropy of orthotropic type and study the spatial localization of solutions. Assuming the initial datum is localized with respect to a coordinate having slow diffusion rate, we bound the corresponding directional velocity of the support along the flow. The expansion rate is shown to be optimal for large times.
Introduction
This paper deals with some properties of weak solutions to the Cauchy problem for some Λ > 0 and a suitable choice of p i > 1, i = 1, . . . , N. In the case p i ≡ p, A i (x, s, z) = |z i | p−2 z i , the equation in (1.1) is known as the parabolic orthotropic p-Laplacian equation and, while its principal part is homogeneous, it fails to be isotropic.
Many materials, such as liquid crystals, wood or earth's crust usually present different diffusion rates along different directions. Moreover, in most of the physical phenomena involved in such media, finite speed of propagation of disturbances is a much more reasonable assumption than the usual infinite-speed one implied by linear equations. This effect can either be caused by additional absorption terms in the model equation or by the intrinsic diffusion rate of the medium. We are interested in this latter situation which, in the framework assumed here, consists in studying (1.1) when some of the p i 's are greater than 2.
Let us discuss some features of equation (1.1) from the mathematical point of view.
-Regularity The anisotropy prescribed by (1.2) falls into the wider class of problems with non-standard growth condition. Even in the stationary case, a reasonable regularity theory for such equations requires a bound on the sparseness of the powers p i . For elliptic equations driven by a principal part of the form (1.2), counterexamples to boundedness are given in the seminal papers [18, 20, 26] . Sufficient conditions for local boundedness are found in [7, 13, 17] 
while in the limit case max{p 1 , . . . , p N } =p * it suffices to assume that u ∈ Lp * loc (R N ) (which does not follow from the anisotropic Sobolev embedding, see [23] ). With stronger conditions on the p i 's and more smoothness assumptions on A, Hölder and Lipschitz regularity can be obtained and the literature on the elliptic case is huge. We refer to [27, Section 6] and [16] for a complete survey on the subject and related bibliography.
Regarding the parabolic degenerate (or singular) case of (1.1) much less is known. Indeed, the regularity theory going from linear to degenerate/singular equations in the parabolic framework is much more subtle than in the elliptic one. As far as we know, continuity of solutions to (1.1) is known only when the principal part is homogeneous, i.e. p i ≡ p, thanks to the work of DiBenedetto and collaborators, see [12] . Nevertheless, some L ∞ -theory has been developed in the fully anisotropic case, see [9, 31] and the book [2] .
-Existence/Uniqueness In general, even for the heat equation, the Cauchy problem suffers heavy non-uniqueness phenomena, even for smooth and compactly supported initial data. This holds true also for the general isotropic model equation (1.4) u t = div(|Du| p−2 Du) in S T , u(x, 0) = u 0 , and examples can be found either in [6] or by coupling the results in [32] (see also [21] ) for the porous media equation with [22] . In appendix A we will exhibit self-similar examplesá la Tikhonov [30] (i.e., solutions u = 0 for u 0 ≡ 0) through a different and direct approach. The main point of the theory is then to identify natural function classes ensuring unique solvability of the Cauchy problem. For linear parabolic equations this is a classical theme initiated by Widder [33] and developed by Aronsson [4] , see the Introduction to [11, Ch XI] for a discussion. Roughly speaking, well-posedness holds for the class of functions (and initial data) obeying a suitable growth condition at infinity. Moreover, the growth condition is called optimal if any non-negative solution on S T a-priori satisfies it. The optimal well-posedness class was determined for (1.4) in [14, 15] , following a number of related works on the porous medium equation. In the model case of the anisotropic parabolic equation a growth condition ensuring existence and uniqueness has been studied in [9, 10] , however its optimality is still missing up to now. Indeed, the proofs of optimality usually involve some form of Harnack inequality in turn implying the prescribed growth, but in the anisotropic case no Harnack inequality is in general known.
A much smaller class where well-posedness holds true for (1.4) is the one of L p (S T ) solutions. Lions' method [25] indeed gives existence and uniqueness for the Cauchy problem with L 2 (R N ) initial data, and eventually the method can be extended to problem (1.1) assuming monotonicity of z → A(x, s, z) and L 1 (R N ) initial data (or even u 0 being a finite measure). In this respect see [10] and the book [2] . However, at the level of generality dictated by the sole (1.2) in (1.1), no existence and/or uniqueness theory is available, whatever a-priori summability condition one imposes on the solution.
-Description of the result and related problems We are interested in finding an optimal bounds for the directional speeds of propagation of the support of u 0 under the flow (1.1). Due to the changes in the diffusion coefficients with respect to various coordinates, we expect different velocities in each direction. It is well-known that, when the principal part is homogeneous, i.e. p i ≡ p, finite energy solutions of (1.1) with initial condition u 0 ∈ C ∞ c (R N ) preserve compactness of the support along the motion whenever p > 2 (slow-diffusion rate). In this case, an optimal bound from above to the speed of supp(u(·, t)) has been determined in [1] , [8] for a wide class of second order nonlinear parabolic equations, in [5] for higher order ones, while [28] deals with suitable parabolic systems. A typical result in this setting reads as follows: if u ∈ L p (S T ) solves (1.4) for some p > 2 and supp
In the anisotropic case, the model equation presents locally in space the same qualitative finite speed of propagation in each in direction x i of slow diffusion rate (i.e., for which p i > 2). We refer to [2] and the literature therein for these kinds of results. What seems to be missing is a global, quantitative estimate of the aforementioned velocities, as prescribed e.g. by (1.5) in the homogeneous principal part scenario.
Since we will deal with local solutions to (1.1), the well-posedeness issues described above suggest that we cannot expect finite speed of propagation to hold for merely local solutions, even for the parabolic p-Laplace equation (1.4). Indeed, in appendix A (see also Remark 2.2), self-similar solutions are constructed showing that finite speed of propagation fails at the global level. The main step consists in proving a non-uniqueness result for a merely Hölder continuous system of ODE with suitable initial data. In order to achieve this, we employ a sub-supersolution method which we think will be of some use for other problems, avoiding the full dynamical system analysis performed e.g. in [21] or [6] . Despite the failure of finite speed of propagation in general, we will see that any local solution u of (1.1) actually possesses a so-called branchũ (i.e., a solution of (1.1) coinciding with u on supp(ũ), see Remark 2.2 for some examples), exhibiting finite speed of propagation in each direction of slow diffusion. Finally, we will obtain a quantitative bound from above on the velocity, showing its optimality in a wide range of anisotropies.
For the purpose of this introduction we state our theorem in the case when all the p i 's are greater than 2. We will also consider the case when p i > 2 holds only for a proper subset of indexes, but the statement is less transparent, and we refer to the last section (namely, Theorem 5.3 therein) for further details. Theorem 1.1. Letp be the harmonic mean of the p i 's as per (1.3) and suppose that
Let u be a local weak solution of (1.1) in S T under the growth conditions (1.2) with
Then there is a branchũ = 0 of u such that
where
Let us make some comments on the result.
(1) Optimality of the estimated speed. First, the obtained velocities of propagation are optimal in each direction. Indeed, the Lebesgue measure of supp(ũ(·, t)) is estimated for large times through (1.6) as
On the other hand, we will prove in Theorem 4.1 below the
Observe that if also u 0 ≥ 0, the branch, being compactly supported, preserves the mass along the motion. Therefore, if any of the two estimates above were asymptotically (as t → +∞) less than optimal, this would contradict mass conservation. (2) Assumptions on the p i 's.
The main assumption on the parameters is the constraint (1.8)
which is a purely anisotropic requirement, since for p i ≡ p the latter is always satisfied. The explicit power of t in (1.7) goes to zero as p max →p(1 + 1/N), showing that condition (1.8) represents an actual threshold rather than being a technical assumption. It is possible that, for p max >p(1 + 1/N), zero-speed of propagation occurs in the corresponding direction (see [2, Ch. 5.3] for some instances of such phenomenon). In this regard, local boundedness of the solutions is ensured by the condition max{2, p max } < p(1 + 2/N), hence the feasible range isp(1 + 1/N) < p max <p(1 + 2/N). (3) Tools for the proof.
A major tool in deriving L 1 − L ∞ estimates for solutions of (1.1) is a well-known anisotropic Sobolev inequality, as proved for example in Troisi [29] . Unfortunately the latter alone seems to be insufficient to prove the optimal bound (1.7) and we will need a variant of the anisotropic Sobolev inequality in the parabolic setting involving small powers of u. As the function t → |t| α is not Lipschitz for α ∈ ]0, 1[, the Chain Rule turns out to be a quite delicate issue, however it can still be modified to prove the needed functional inequality in Proposition 2.3 below (see also Theorem 2.4 for its parabolic counterpart). We feel that these tools can have a wide range of applications to asymptotic and/or decay estimates for anisotropic equations. (4) Further investigation.
Let us also mention that when p i ≡ p > 2 (homogeneous principal part) and u ≥ 0, the thesis of our main Theorem holds directly for u and there is no need to select the branchũ. This is due to the fact that, (despite uniqueness is not guaranteed without additional monotonicity hypotheses) there are no local non-trivial and nonnegative solutions with vanishing initial datum by [12, Proposition 18.1] . Indeed, even if the equation is nonlinear, subtracting a branch to a solution still gives a solution, possessing the aforementioned properties and thus being identically zero. We were not able to prove a similar statement in the anisotropic setting, since at present a weak Harnack inequality is still missing. It is worth outlining that the optimality of disturbances' velocities, discussed in point (1) above, holds only when all the p i 's lie in the degenerate range p i > 2. While it is possible to obtain the same velocity bound when only some of the p i are greater than 2 (again, see Theorem 5.3 in the last section), it seems less likely that for any remaining choices of the powers this bound is optimal. Indeed, it could happen that in some direction the diffusion is so fast that, in order to preserve the total mass, along the remaining ones the actual speed may be slower than what (1.7) dictates. Finally, we did not tackle the question of extinction in finite time in the anisotropic setting, referring to [3] for a discussion of related results.
-Outline of the paper In section 2 we gather some useful embedding of parabolic anisotropic Sobolev spaces. In section 3 we prove two types of energy inequalities and derive some contractivity estimates. Section 4 is devoted to a-priori L ∞ -estimates, both of global and local nature. In section 5 we first prove finite speed of propagation locally in time and space, then refine it to obtain a global result for a suitable branch. The final appendix is devoted to the Tikhonov example of non-uniqueness in the quasilinear setting.
Preliminaries
, and, assumingp < N, we definep * := Np N −p .
We define the following spaces
Let A be a measurable function obeying the growth conditions (1.2). By a local weak solution of
where the integral is assumed henceforth to be on R N when no domain is specified. By density this actually holds for any ϕ ∈ W 1,2
, we will consider the following Cauchy problem:
where u is a local solution of the equation such that, in addition,
In other words, for u to solve (2.2) we require that the initial data is assumed strongly in L 2 loc (R N ) and that u has finite energy locally in space and globally in time. When T = +∞, we say that u is a solution of (2.2) if it is so for any T < +∞. Definition 2.1. Let u be a solution of (2.2). A branchũ of u is a solution of (2.2) such that u = u on supp(ũ).
For any u, both 0 and u itself are obvious branches, which are the trivial ones (notice that 0 being a branch is due to the homogeneous structure assumed for the equation). Any other branch will be called proper, or non trivial.
Remark 2.2. Examples of solutions having proper branches can be constructed simply by solving (in the finite energy space) the Cauchy problem for the p-Laplacian with initial datum ϕ being supported in two distant balls B 1 and B 2 , nontrivially in both. If p > 2, the finite speed of propagation provides us with a solution such that, up to some time T > 0, have two distinct branches, namely the ones starting from the initial datum ϕ χ B i , i = 1, 2.
More interesting examples are constructed in appendix A, where it is shown that for any β > 0 the slow-diffusion parabolic p-Laplacian equation has nontrivial solutions supported in {(x, t) :
The latters clearly have zero initial datum, are sign-changing and reproduce the Tikhonov phenomenon of non-uniquess in the quasilinear setting.
Let now ϕ ∈ C ∞ c (R) be such that supp(ϕ) ⊆ {x < 0} and letṽ be the unique energy solution of u t = ∆ p u having ϕ as initial datum. Then, by finite speed of propagation, the function
solves the equation in R× ]0, T ] but, despite having compactly supported initial datum, has infinite support for any t > 0. In this case, selecting the branchṽ of v is necessary in order to recover finite speed of propagation of the support.
The following is a useful modification of the classical anisotropic Sobolev embedding by Troisi [29] .
Proposition 2.3 (Sobolev embedding).
Let Ω ⊆ R N be a rectangular domain,p < N and
Proof. We can suppose that the right-hand side is finite and, by a monotone convergence argument, that u and Ω are bounded. Notice that when α > 0, p ≥ 1 and
whenever the left-hand side is finite, where we set
This readily follows when α ≥ 1 from the boundedness of u and the classical Chain Rule for Sobolev functions. In the case α ∈ ]0, 1[ first observe that, since the left-hand side of (2.4) is finite,
e. on {u = 0}. Therefore it suffices to show that the weak derivatives of |u| α and |u| obey (2.6)
By the absolute continuity on lines characterization of Sobolev functions [25, Theorem 10 .35], we can choose a representative such that for a.e. line l parallel to e i , both 1 the restrictions of |u| α and |u| belong to AC(l), with corresponding (classical) derivatives coinciding L 1 a.e. with the i-th weak derivative. Moreover, |u| α = f (|u|) with f (t) := |t| α ∈ AC loc (R) mapping 1 That this is true follows by suitably modifying the proof of [25, Theorem 10.35] : it suffices to start with a.e. x such that
for L 1 a.e. t such that u(x + te i ) = 0. By Fubini's theorem and the absolute continuity on lines characterization of Sobolev functions, this shows (2.6) and thus (2.4).
Let us fix from now on a representative for which |u| α ∈ AC(l) for almost every line parallel to e i , and define v i = |u| α i . By the previous discussion, the classical partial derivative and the weak derivative coincide L 1 a.e. on any line, with (2.6) holding as long as we assume (2.5). For
Consider N parameters s i ≥ 1, i = 1, . . . , N and observe that for any i = 1, . . . , N and a.e.
We successively integrate with respect to each variable x j , observing that, at each step, the j-th factor of the product in the right-hand side does not depend on x j . Regarding the other factors, it holds
so that at each step we can apply Hölder's inequality to obtain after N integrations
Finally, the system in the N + 1 variables s j , q
is solvable with q = p * α (and s j ≥ 1), so that simple algebraic manipulations lead to (2.3) .
.
Finally we integrate in the t-variable and use Hölder's inequality in time as
In the previous formula we set
to get the claim.
Remark 2.5. In the isotropic case, the previous theorem ensures an analogous local summability estimate without the assumption that u vanishes outside Ω, just by adding an L 1 term to the right-hand side. Unfortunately, this is no longer true in the anisotropic setting, and counterexamples to the corresponding embeddings are known (see [19, 23] in the non-parabolic case). More precisely, under the previous assumptions on the parameters, it may happen that u ∈
In order to remove the boundary condition in the previous Theorem, one is either forced to assume a-priori a suitable degree of summability, or to further constrain the location of the p i 's. The following is a result of the second type, in the case α i ≡ 1.
Proof. Apply the previous proposition with
With the notations of our statement, it holds σ θ =p σ and we get
The first factor on the right is finite by assumption, while for the others we have
where K ′ is another cube such that supp(η) ⊆ K ′ and C = C(η). To prove the embedding it therefore suffices to show that u ∈ L
) for any i = 1, . . . , N and, by the ordering of the p i and Hölder's inequality, it is enough that u ∈ L
). Suppose we are not assuming the latter, and instead that (2.8) holds. On vectors q ∈ R N we consider the component-wise partial ordering
In turn, this naturally defines a lattice structure on R N , with ∧ denoting the minimum operation. By abuse of notation we will say that, for λ ∈ R it holds q ≥ λ to mean q ≥ (λ, . . . , λ). Notice that, in general, the previous argument shows the embedding
for any vector p ≥ 1 and σ ∈ [1, p * ] such thatp < N. Define by recursion the following sequence
We claim that if (2.8) holds, then (2.10) q n ≥ p N for sufficiently large n.
Let us postpone the proof of (2.10) momentarily and show how this implies
For n = 1 the standard isotropic parabolic Sobolev embedding ensures that u ∈ L
) and the embedding (2.9) with vector p n+1 implies
loc (R N )). Therefore in a finite number of steps we get u ∈ Lp
We next prove (2.10). Since q n is a fixed multiple of the harmonic mean of p n and q 1 ≥ p 1 =:
that {q n } is non-decreasing. Suppose there exists the smallest integer 1 ≤ h < N such that q n ≤ p h+1 for all n ≥ 0, and let q = lim n q n ≤ p h+1 . Then we infer
where we defined for all k = 1, . . . , N
Notice that
so that, adding 1/p k+1 to both sides, rearranging and using the monotonicity of the p i , we get
Since q = r h ≤ p h+1 by assumption, we eventually get by induction r N −1 ≤ p N , which is equivalent to say
This contradicts (2.8), proving the claim (2.10) and the theorem.
The following is a straightforward generalization, needed to deal with the anisotropic growth, of [11, Ch. I, Lemma 4.1]. We omit its elementary proof.
Lemma 2.7. Let β i > 0 for i = 1, . . . , N and suppose Z n ≥ 0 satisfies
Basic properties of solutions
The following energy estimate can be proved through a standard Steklov averaging procedure.
Lemma 3.1 (Energy Inequality). Let u be a weak solution of (2.1). There exists a constant C = C(N, p, Λ) > 0 such that for any η ≥ 0 of the form
Proof. Modulo a Steklov averaging process we can suppose that u t exists and that (2.1) holds for the test function ϕ := η (u − k) + . In this case (2.1) becomes (3.3)
The first integral is estimated, for the chosen test function, as
For the second integral, letη
which does not depend on x i , and use (1.2) to estimate
The last term is estimated through Young inequality as
Using the definition ofη i we get (3.6)η i η
Finally, since p i > 1 for all i and η i ∈ [0, 1], observe that for any v ≥ 0,
and the claim follows inserting this last inequality and (3.4) into (3.3).
In general, we cannot ensure that the right-hand side in (3.2) is finite. This can either be forced a-priori, or it holds whenever max{p 1 , . . . , p N } <p 2 , by Theorem 2.6.
and for any 0 < t 1 < t 2 < T , ψ ∈ Lip([0, T ]; R), ψ ≥ 0 and k ∈ R it holds (3.9)
Proof. To get (3.8) let 0 ≤ η ≤ 1 be as in (3.1), independent on t and such that
With such η, apply the (3.2) to both u and −u for k = 0, adding the corresponding inequalities.
We let R → +∞, apply Fatou's lemma on the left-hand side, and observe that the right-hand side vanishes by the last property in (3.10) and u ∈ ∩L p i (S T ). Therefore (3.8) is proved. To prove (3.9), repeat the proof of (3.2) with ϕ = η ψ up to (3.7), obtaining
Letting R → +∞ cancels the last term on the right as before, while we apply Fatou on the terms involving the spatial derivatives of u and dominated convergence to the others, to obtain (3.9).
A useful variant of the energy inequality (3.2) is the following.
Lemma 3.3 (Energy inequality 2).
Let F ∈ C 1,1 (R) with |F ′ | ≤ M and M ≥ F ′′ (t) > 0 for a.e. t ∈ R and for suitable M ∈ R. If u is a local weak solution to (2.1) and η is of the form (3.1) and independent of t, then F (u(x, t)) η(x) dx
and any 0 < t 1 < t 2 < T .
Proof. Test the equation with ϕ = F ′ (u) η, which is readily checked to be admissible since F ′ ∈ Lip(R) is bounded and
, so by Steklov averaging we can compute
for any T > t 2 > t 1 > 0. Therefore we have
which implies by (1.2)
Proceeding as in (3.5) and making use of (3.6) we can bound the right-hand side as
which, inserted into (3.12) gives the claim.
Proof. Let η be as in (3.10) and define, for α > 0 to be determined later,
All the assumptions of the previous Lemma are satisfied and (3.11) implies, with our choice of F ε ,
We then choose
≤ 0 for all i = 1, . . . , N and therefore
we can let t 1 → 0 in the previous estimate. By F ε (s) ≤ |s|, 0 ≤ η ≤ 1 and
, we get
for all ε ∈ ]0, 1[ and R ≥ 1. Let first R → +∞ to cancel out the last term thanks to the hypothesis u ∈ ∩L p i (S T ) obtaining through Fatou's Lemma
and since 0 ≤ F ε (s) ր |s|, we obtain the conclusion by monotone convergence.
L ∞ -estimates
) and for any q ∈ [2,p 2 ] the following estimate holds true
Proof. First observe thatp 1 ≤p 2 , so that we can assumep 2 > 2, and in that case
, together with Corollary 3.2 and Theorem 2.4, imply that u ∈ Lp
Let k > 0 to be determined, T > θ > 0 and define for any n ≥ 0
Since ψ n (0) = 0, the energy estimate (3.9) reads
so that, by Hölder's inequality and the monotonicity of {S n }
By Hölder inequality and (4.4)
Applying (2.7) for α i ≡ 1, σ = 2 and θ =p p * = N N +2
gives σ θ =p 2 and thus by (4.5)
Gathering together the previous two estimates, we obtain, for suitable b > 1,
we thus obtained the recursive inequality
By the classical version of Lemma 2.7 with N = 1, we have that X n → 0 provided X 0 ≤ Cθ
for a suitable constant C depending only on the data. Choosing k such that equality holds we therefore get 
In the latter inequality we set
By the boundedness of v we infer the boundedness of {M n }, while
Therefore the interpolation lemma [11, Ch. I, Lemma 4.3] provides
Writing the latter in terms of u and noting that
Using Corollary 3.4 while setting
Another type of L ∞ estimate is the following, which instead is purely local.
Define for k > 0 the functions
, and for T ∈ R, M, λ > 0 the intrinsic rectangle
If u is a weak supersolution to (2.1) in Q λ,M , then
Proof. Define for any k > 0 and λ, M, T
for some numerical b > 1, so that by the definition (4.7) we obtain
As {k n } and {θ n } are increasing and η n ≡ 1 on supp(η n+1 ),
Again by the monotonicity of {k n } and {Q n } it holds
Therefore, applying (2.7) with α i ≡ 1, σ = 2, θ =p/p * and thus σ θ =p 2 , we deduce, for some other constant C, b ≥ 1, the recursive inequality
then the previous iterative inequality reads
and, taking account of (4.9), this in turn implies that
so that being h monotone increasing we obtain
The following proof follows [24] . Corollary 4.3. Let (4.6) hold and u be a weak supersolution of (2.1) in Ω T . Then u has a lower semicontinuous representative.
Proof. Recall that all the infima and suprema are taken in the essential sense. For any M ∈ N define a metric in Ω T as
with corresponding balls B r,M . We will prove that there is a dist 1 -metric essential lowersemicontinuous representative of u and we start by fixing an arbitrary one, which we'll still denote by u. By (4.10), Ω T with the induced metric and the Lebesgue measure is a locally doubling measure space. Therefore the set E M of Lebesgue points for u has full measure, as well as E = ∩ M ∈N E M . We can therefore suppose that for any (x 0 , t 0 ) ∈ E and for every M ∈ N
We claim that for any (
Suppose by contradiction that
and consider the solution v = u(x 0 , t 0 ) − u to (2.1). Since g(0) = h(0) = 0, g and h are continuous and increasing, we can choose M > 0 such that
(C being the constant in (4.8)) and, being (x 0 , t 0 ) ∈ E M , choose r(M) < r 0 such that
The previous Theorem (applied to v(x − x 0 , t)) then assures that
contradicting (4.12). Finally, for (x 0 , t 0 ) ∈ Ω T \ E we modify the representative forcing the equality in (4.11).
Proof of the main Theorem
Suppose that for a subset of M indexes, 1 ≤ M ≤ N, it holds p j 1 , . . . , p j M > 2. We perform a permutation of the variables letting x j 1 , . . . , x j N be the last M ones and splitting R N as
Therefore we can assume henceforth that
Furthermore, we will set,
for any r > 0.
) of the form (3.1) and such that
, and supp(u 0 ) ∩ supp(η n ) = ∅, we obtain
the terms for i = 1, . . . , N − M on the right hand side vanish. Therefore, through Fatou's Lemma on the left and dominated convergence on the remaining terms on the right, we infer
By the usual monotonicity argument, the latter implies
For any j = N − M + 1, . . . , N, apply (2.7) with
where defining
we obtained the recursive inequality
Lemma 2.7 ensures that for some other constant C = C(N, p, Λ) It is useful to state the previous Lemma in the case when all the p i 's are greater than 2.
Proof. In this case the assumption
. But this follows from Theorem 2.6 and the condition p N <p 2 .
We can finally prove the main result of the paper. In the case p i > 2 for all i = 1, . . . , N we can choose M = N, so that, as in the previous proof, the
. As long as max{p 1 , . . . , p N } <p 2 , this directly follows from the condition of being a weak solution toghether with Theorem 2.6, as by Hölder's inequality
for all i = 1, . . . , N.
Theorem 5.3. Assume (5.1),p < N and
Proof. We start proving (5.3) for the whole u assuming that
Since 2 < p N ≤ max{p 1 , . . . , p N } <p 1 , Theorem 4.1, point 2) applies, ensuring (4.2). Choose µ ∈ ]0, 1[ and for any ε > 0 apply (3.11) with
All the assumptions of Lemma 3.3 hold true, except the boundedness of F ′ , which however is not necessary being u bounded on S T \ S t , t > 0 by (4.2). Using
for i = 1, . . . , N, we get for all 0 < t 1 < t 2 < T and η of the form (3.1)
Being µ ∈ ]0, 1[, by monotone convergence on all the terms we obtain
for some constant C = C(µ, Λ) > 0. A further monotone convergence argument shows that the previous estimate holds true for any 0 ≤ t 1 ≤ t 2 ≤ T . Let j ≥ N − M + 1 and choosẽ η, ψ ∈ C To obtain (5.9), we employ Corollary 3.4 and Theorem 4.1 as follows:
where we recall that λ = λ 1 = N (p −2) +p and, integrating in time at the last line, we assumed
the latter being positive due to (5.2). The previous discussion shows that if r and T obey
for some constant C depending only on the data and on µ, then (5.10) holds. This inequality can be rewritten through some algebra as Our aim is to construct a nontrivial solution for s ∈ [1, +∞[ to this system with initial condition U(1) = V (1) = 0. Notice that U ≡ V ≡ 0 is certainly a solution, but the right-hand side of (A.2) is only Hölder continuous in V and the standard Picard uniqueness cannot be applied.
We also observe that a major rôle in the following construction is some anti-dissipative feature of the system. Indeed, it is well known that, even if the ODE system x ′ = F(s, x) has only continuous right hand side, the dissipativity condition To construct the solution, first observe that it is enough to do it locally, since the right hand side of (A.2) has sublinear growth and by Gronwall's lemma any local solution can be extended to a global one. A local (forward) solution of (A.2) is a fixed point of the operator T (x)(s) = satisifies x n δ ≤ M for all n ≥ 0, is L -equilipschitz for n ≥ 1 and converges in X δ to a fixed point of T .
We employ a sub-supersolution method with a nontrivial subsolution. The heuristic is that our Cauchy problem for (A.2) is, near s = 1, asymptotically equivalent to which has the claimed properties, since its support is {x 1 ≥ t −β > 0}.
