Abstract: This paper presents a proof of the concept of distributed control architecture dedicated for the Autonomous Mobile Platform. The greatest advantage of the proposed solution is its scalability, which enables the application of advanced control algorithms that are based on multiple sensors that supply information to multiple processing units. The key is a highly effective on-board communication system. The proposed method is based on Serial Peripheral Interface SPI communication that joins the STM32 and Raspberry Pi processing units, which share the tasks of processing the signals that are necessary for AMP control. The proposed architecture and test results for on-board communication performance are presented.
INTRODUCTION
In order to apply advanced control algorithms dedicated for autonomous cars [1] , a trade-off between the available environmental information and the computing capabilities of the processing unit is necessary. Even if it is technically possible to provide additional information by introducing new sensors or increasing the sampling frequency, increased control quality is not possible due to the volume of information that can be processed by the control unit [2] . A more scalable control architecture [3] for autonomous vehicles can be obtained by replacing a centralized control system with a distributed one.
The main purpose of this article is to verify the concept of distributed control architecture for the Autonomous Mobile Platform (AMP) with a focus on on-board communication that enables the efficiency of control algorithms to be increased by dividing the tasks related to the processing of environmental information that is collected by sensors. The proposed idea is presented in the section "AMP Architecture" using the example of a control system that is based on two data processing units: an STM32F3 Discovery board and a Raspberry Pi3 (RPi) and a number of sensors that are typical for Advanced Driver Assistance Systems (ADAS) [4] . The achieved efficiency of onboard the communication system is presented in the section "Experiment" and "Conclusions" are given at the end of this article.
system are limited to notifications about the production of new data and checking the configuration registers. Easy access to the data that is generated is provided by the Data Structures module in which the measurements and data are stored. Then, the Communication Module creates the appropriate frames for a given data type and makes them available to the CU. Due to the physical properties of individual sensors, the DAU data are produced during different periods. In addition, the data readout is initiated by the CU, which results in fluctuations in the information volume that is collected in a given cycle. This is especially evident when the system receives GPS frames, which are the largest amount of data. The GPS transmits data at a frequency of 10Hz, and as a result, it only appears in the DAU once per several read cycles.
A data frame consists of a status field and data (Fig. 2a) . The status field is sent each time and is described by the status data type. In the case of a DAU frame, these are the current DAU clock, error flags, length of the data field and the CRC. The data field consists of smaller units [ID, date] . The ID field contains the data type number and the date contains data represented in the format that is determined by its ID. This allows the size of the data field to be specified and moved to the next ID and unfolds the whole frame in the CU. ID = 0x00 is assigned to the stop byte of a frame. The data field ends with 16 bits of CRC. This allows the DAU to transmit data of variable lengths, depending on the number of occurrences of a given data type. In the frame that is sent from the CU to the DAU (Fig.  2b) , a 1 byte command, which specifies how the DAU should interpret given transmission, is placed in the status field. This allows for the read operations of the DAU buffer and its being cleared combined with the recording of the configuration values, e.g. engine revolution information.
(a) (b) FIGURE 2. The structure of a frame that is sent from a) DAU to CU, b) CU to DAU
EXPERIMENT
After building a mobile platform and testing the operation of the individual parts of the system, the experimental part focused on the data transmission between the DAU and the CU and this was processed. For the communication tests, it was assumed that the SPI frequency is set to 4MHz and the pooling period of the sensors is equal 20ms (only the GPS and ultrasound are handled during a longer period). Tests were carried out for TDS = 100s for different DAU polling periods (T odp ) with T odp changing from 400 to 10ms with a 10ms step. The amount of useful and total collected bytes for each pooling period was then divided by the TDS, which corresponds to the average speed of data collection and the average SPI usage (Fig. 3) . The tests were repeated for three sets of data types that were obtained from the DAU: TestSet1 consists of the accelerometer, gyroscope, encoder, magnetometer; TestSet2 additionally included the ultrasound and TestSet3 included the GPS.
The amount of usable data that is received by the CU depends on the data type set. In addition to the useful data, the diagram shows the protocol overhead that was necessary to transfer the measurements and to synchronize the CU and DAU clocks. A decrease of T odp causes an increase in the SPI link usage. This is due to the fact that some of the protocol fields are included in each frame (status field, CRC ...), which causes a linear increase in the amount of data along with an increase in the frame rate. This, combined with a general decrease in the amount of usable data in a single frame, results in an increasing number of bytes that have to be exchanged.
Data access time is one of the most important parameters of the new system. The DAU system, after reading a measurement, gives it a one-time stamp. The measurement is then placed in the sending buffer. The data transfer takes some time and can be estimated with a time stamp that is generated by CU. In each frame, there is a status field in which the DAU time is updated on a current basis, and therefore it is possible to determine the moment that the measurement was performed with an accuracy of 1 ms, according to the formula (1):
where: t pjc -measurement time by the CU clock , t jc -the time on the CU clock at the start of the data transmission, t DAU -DAU clock from the status field in the read frame, t p -the time stamp of a given measurement.
The second important feature is the difference between the measurement and the possibility of using it in the CU. This time can be calculated from the formula (2) can take values from the range (0, T odp + ) -from the latest measurements from the same millisecond in which the transfer was initiated to the cached measurements at the time of the previous reading. Therefore, by controlling the DAU polling period, we are able to reduce the maximum age of the read data and send it to the CU with the least delay. The size of depends on the time that is needed to read and process the buffer, which is influenced by the length of the frame and the SPI transmission speed. Figure 4 shows the average read times of a DAU frame depending on the response period and the fraction of this time that occurs in the pooling period. The length of the frame that is buffered in the DAU depends on two factors -the subscription list and the response period. Experiments involving repeated DAU polling with a constant interval allow a system's behavior to be analyzed. The results presented in Fig. 5 show the frame lengths for a given response period and protocol overhead. Figure 5 . The length of a frame and the amount of data it contains, depending on the period of DAU polling for the third subscription set
For a higher frequency of polling, less data is collected between the transactions, and as a result, the frame length decreases with an increase in the DAU polling frequency. The length of a frame fluctuates asymmetrically relative to the average length with a greater amplitude for frames that are longer than average (often containing GPS data). The amplitude of fluctuations decreases with a change in the pooling period. There is a significant change in the overhead of the protocol depending on the T odp, which ranges from 6% to 45% for the entire exchange. This results from the construction of the protocol and its adaptation to the microcontroller's low-buffering mechanism.
CONCLUSIONS
The above research work, which was conducted by the authors, shows:  the development of a scalable AMP architecture -the DAU allows more sensors to be connected at the same time,  an improvement in the data reception speed by the CU -due to the use of a separate processor that supports sensor reading by the DAU, it is possible to significantly increase the resolution of the measurements. The result was obtained by the parallelization of reading the data from the sensors,  a shorter working time of the software by shortening the cycle of work. In the first cycle [5] , the CU only receives the measurement data from the DAU.
A very important feature of the proposed protocol is the low load on the microprocessor and the design, which facilitates caching the subsequent measurements.
The disadvantages of the protocol is the increased redundancy for small data structures. They must be preceded with an ID byte that significantly contributes to increasing the transmitted data.
The authors believe that the developed solution can find a number of applications in the embedded systems that collect distributed data. It is also possible to connect software modules and make the buffering and data exchange functions independent of their format. Moreover, the sampling frequency can be adjusted to the data processing needs as was shown in the case of GPS readings.
