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Abstract: A beamforming algorithm is introduced based on the general objective function that approximates the bit error rate for
the wireless systems with binary phase shift keying and quadrature phase shift keying modulation schemes. The proposed minimum
approximate bit error rate (ABER) beamforming approach does not rely on the Gaussian assumption of the channel noise. Therefore,
this approach is also applicable when the channel noise is non-Gaussian. The simulation results show that the proposed minimum
ABER solution improves the standard minimum mean squares error beamforming solution, in terms of a smaller achievable system0s
bit error rate.
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1 Introduction
The demand for increasing the capacity of mobile com-
munication systems has motivated the need for new space-
division multiple-access technologies to further improve the
e±ciency of spectral utilisation. Spatial processing with
adaptive antenna arrays is an attractive option as it of-
fers to increase the capacity substantially by exploiting the
spatial dimension
[1¡8]. Adaptive beamforming
[2;6] is capa-
ble of recovering a set of signals that are transmitted with
the same carrier frequency, provided that they are sepa-
rated in the spatial or angular domain. Signals received
by the multiple elements in an antenna array are combined
by the beamforming process via appropriating weighting
parameters, and the values of the beamformer
0s weights
are obtained based on some chosen optimisation criterion.
The classical beamforming design is the standard minimum
mean squares error (MMSE) solution
[9], in which the mean
square error (MSE) between the desired and actual array
outputs are minimised. However, for the communication
systems, the ultimate performance indicator is the system
0s
bit error rate (BER), not the MSE. This has motivated re-
searches in the design of adaptive minimum bit error rate
(MBER) ¯lters
[10] with a variety of applications, including
channel equalisation
[11;12] and adaptive beamforming
[13;14].
Note that the beamforming process e®ectively solves a
linear classi¯cation problem with the classi¯cation bound-
ary determined by the beamforming weight vector. The
analytical MBER solution in [13,14] is derived under the
assumption of additive white Gaussian noise. In practice,
the probability distribution of the channel noise may be ei-
ther unknown or non-Gaussian, and it may not be easy to
generalise the optimal MBER solution in [13,14] to the case
of non-Gaussian channel noise. This contribution proposes
a new adaptive beamforming design by minimising the cost
function that is an approximate BER (ABER). A signi¯cant
advantage of the proposed minimum ABER beamforming
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design is that it does not require the Gaussian assumption
of the channel noise. In fact, the proposed approach does
not need to know the probability distribution of the chan-
nel noise. We apply this minimum ABER beamforming
design to both the binary phase shift keying (BPSK) and
quadrature phase shift keying (QPSK) modulated wireless
systems. Our simulation results obtained demonstrate that
the proposed minimum ABER solution is able to improve
signi¯cantly over the standard MMSE design, in terms of a
smaller achievable BER.
2 System model
Consider a coherent wireless communication system that
supports M users, where each user transmits on the same
angular carrier frequency !. Assume that the channel is
non-dispersive and hence it does not induce intersymbol
interference. The baseband transmitted signal of user i is
given by
mi(k) = Ai bi(k); 1 6 i 6 M (1)
where the transmitted symbol bi(k) 2 f§1g for the BPSK
system, or bi(k) 2 f§1 § jg for the QPSK system, and Ai
denotes the complex-valued and non-dispersive channel co-
e±cient for user i. Without loss of generality, the user 1 is
assumed to be the desired user and all the other users are
the interfering users. The receiver uses a uniformly-spaced
linear antenna array with L elements, and the antenna ar-
ray has an element spacing of half of the wavelength. The
received signals at the the antenna array are represented
by
[2;6]
xl(k) =
M X
i=1
mi(k)e
j¼(l¡1) sin(µi) + nl(k) (2)
for 1 6 l 6 L, where µi is the direction of arrival for user i,
and nl(k) is white noise, a complex-valued channel with zero
mean, and E[jnl(k)j
2] = 2¾
2
n. The received signal vector
x x x(k) = [x1(k) x2(k)¢¢¢xL(k)]
T can be expressed as
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where the transmitted symbol vector b b b(k) = [b1(k) b2(k)¢¢¢
bM(k)]
T, the channel noise vector n n n(k) = [n1(k) n2(k)¢¢¢
nL(k)]
T, and the system matrix P P P = [A1s s s1 A2s s s2 ¢¢¢AMs s sM]
with the associated steering vectors s s si = [1 e
j¼ sin(µi) ¢¢¢
e
j¼(L¡1) sin(µi)]
T. De¯ne the desired-user signal to noise ra-
tio (SNR) as SNR= EsjA1j
2=2¾
2
n, where Es is the average
symbol energy, and the desired-user signal to interferer i
ratio (SIR) as SIRi = jA1j
2=jAij
2 for 2 6 i 6 M.
The beamformer output is given by
y(k) = w w w
Hx x x(k) (4)
where w w w = [w1 w2 ¢¢¢wL]
T is the complex-valued beam-
former weight vector. Using the signal model (3), the beam-
former output can be expressed equivalently as
y(k) = w w w
HP P Pb b b(k) + e(k) (5)
where e(k) is the complex-valued noise at the beamformer
0s
output having zero mean and E[e(k)j
2] = 2¾
2
nw w w
Hw w w. The
estimate for the transmitted symbol b1(k) is
^ b1(k) = sgn(Re[y(k)]) (6)
for the BPSK system and
^ b1(k) = sgn(Re[y(k)]) + j sgn(Im[y(k)]) (7)
for the QPSK system, where Re[¢] and Im[¢] denote the real
and imaginary parts, respectively, and
sgn(r) =
(
+1; r > 0
¡1; r < 0:
(8)
The classical MMSE beamforming solution is de¯ned by
w w wMMSE =
µ
P P PP P P
H +
2¾
2
n
Es
I I IL
¶¡1
p p p1 (9)
where p p p1 denotes the ¯rst column of P P P, and I I IL is the L£L
identity matrix. The MMSE solution is computationally at-
tractive as it is given in a closed form. However, in general,
the MMSE design is not the optimal MBER design. If the
channel noise n n n(k) is Gaussian distributed, the MBER solu-
tionw w wMBER for the beamforming (4) can been derived
[13;14].
The main contribution of the current work is to design an
approximate MBER beamforming solution when the proba-
bility distribution of n n n(k) is non-Gaussian or even unknown.
3 The minimum ABER design for
BPSK systems
Consider initially the case of BPSK systems. Since any
positive scaling of w w w does not change the decision (6), we
may apply the constraint w w w
Hw w w = 1 and parameterise the
weight vector w w w by the real-valued parameter vector ® ® ® =
[®1 ®2 ¢¢¢ ®L]
T :
w w w = [s1e
¡j®1 s2e
¡j®2 ¢¢¢ sLe
¡j®L]
T (10)
where sl = jwMMSE;lj=kw w wMMSEk and wMMSE;l denotes the
l-th element of w w wMMSE.
3.1 The approximate bit error rate
Because only the real part of y(k) is used for signal de-
tection, let us consider the real part yR(k) = Re[y(k)] of
the beamformer output
yR(k) =
M X
i=1
Aibi(k)
Ã
L X
l=1
sl cos[¼(l ¡ 1)sin(µi) + ®l]
!
+
"(k) = ¹ yR(k) + "(k) (11)
where "(k) = Re[e(k)], having zero mean and variance ¾
2
n.
Assume that all the users are symbol-synchronised and a
training data set fb b b(k)g
N
k=1 is given. The aim is to ¯nd the
solution of ® ® ® such that the BER
J =
1
N
N X
k=1
Id[b1(k); ¹ yR(k)] (12)
is minimised, where the indicator function is de¯ned as
Id[b1(k);r] =
(
1; if b1(k) 6= sgn(r)
0; if b1(k) = sgn(r):
(13)
Unfortunately, the true BER given by (12) is not
parameterised as a di®erentiable function of the un-
known parameters ® ® ® for the use of functional optimi-
sation. In order to overcome this problem, assum-
ing that Prob(sgn(¹ yR(k)) 6= sgn(yR(k))jb1(k) = +1) =
Prob(sgn(¹ yR(k)) 6= sgn(yR(k))jb1(k) = ¡1), which is valid
as the BPSK symbol constellation is symmetric, J can be
alternatively represented as
J =
1
2N
N X
k=1
(1 ¡ b1(k)sgn(¹ yR(k))) ¼
1
2N
N X
k=1
(1 ¡ b1(k)tanh(°¹ yR(k))) = JA(® ® ®)
(14)
where JA(® ® ®) is referred to as the ABER loss function, and
° > 0 is a scalar. Note that JA becomes a di®erentiable loss
function, becauce nonlinear optimisation techniques can be
applied to derive the minimum ABER solution.
The minimum ABER solution is de¯ned as the solution
of
@
@® ® ®
JA = 0 (15)
which can be obtained numerically, for example, using the
following normalised gradient descent algorithm. Speci¯-
cally, the MMSE weight vector solution w w wMMSE is used to
initialise the parameter vector ® ® ® according to
®l(0) = ¡arctan(Im[wMMSE;l];Re[wMMSE;l]) (16)
for 1 6 l 6 L, where ¡¼ < arctan(Im[u];Re[u]) < ¼ gives
the four quadrant arctangent value of a complex-valued
number u. Then, the iterative normalised gradient descent
algorithm is given by
® ® ®(¶) = ® ® ®(¶ ¡ 1) ¡ ´
@
@® ® ®
JA
°
°
° °
@
@® ® ®
JA
°
°
° °
¯
¯
¯
¯
¯
® ® ®=® ® ®(¶¡1)
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where ´ is the learning rate and ¶ indicates
the iteration index.The gradient vector
@
@® ® ®JA =
h
@
@®1JA
@
@®2JA ¢¢¢
@
@®LJA
iT
with
@
@®l
JA =
°
2N
N X
k=1
b1(k)
¡
1 ¡ (tanh(°¹ yR(k)))
2¢
¢
Ã
M X
i=1
Aibi(k)sl sin[¼(l ¡ 1)sin(µi) + ®l]
!
(18)
for 1 6 l 6 L. It is easy to verify that JA can be made
arbitrarily close to the true BER by increasing °. However,
in order for the above formula not to produce zero values so
that the optimisation procedure does take place, ° should
not be set to a value too large, e.g., ° < 50.
The optimal MBER beamformer given in [13] is derived
under the condition that the channel noise is Gaussian dis-
tributed. A key di®erence between the proposed minimum
ABER design and the MBER solution in [13] is that no as-
sumption is made regarding the probability distribution of
the channel noise. In fact, from the above derivation, it can
be seen that the proposed approach does not need to know
the probability distribution of the channel noise. This is
advantageous in practice as the probability distribution of
the channel noise may be non-Gaussian or even unknown.
3.2 Simulation study for BPSK systems
For the BPSK system, the total number of all the legiti-
mate transmitted sequences of b b b(k) is K = 2
M. Under the
condition that the channel noise n n n(k) is Gaussian, the ana-
lytic formula for the true BER of the beamformer in (4) is
given by
[13]
PE;BPSK(® ® ®) =
2
K
K=2 X
k=1
Q
µ
Re[w w w(® ® ®)
HP P Pb b b(k)]
¾n
¶
(19)
where the Q-function is de¯ned by
Q(x) =
1
p
2¼
Z 1
x
e
¡
r
2
2 dr (20)
and the values of b b b(k) (without repetition) which are de-
termined by the half set of all the possible transmitted se-
quences if b1(k) = 1. The true BER PE;BPSK(® ® ®) of (19) is
used as the performance indicator in the following experi-
ment, where the Gaussian channel noise is used.
Consider the system with a two-element antenna array
that supports 5 BPSK users (M = 5). The two elements
of the array are separated by the half of the wavelength
and the angular positions of the ¯ve users are given by 15
±,
¡30
±, 60
±, 80
±, and ¡70
±, respectively. Initially, all the
¯ve users have an equal power, and therefore, SIRi = 0dB
for 2 6 i 6 5. For each SNR value, a set of 200 training
data points is generated for testing the proposed minimum
ABER algorithm in comparison with the MMSE solution.
Fig.1(a) demonstrates that the minimum ABER design is
superior over the standard MMSE solution. The evolution
of the BER over the training epochs in Fig.1(b) shows that
the excellent convergence speed of the normalised gradient
descent algorithm is employed to arrive at the minimum
ABER solution. Extensive experiments have been con-
ducted to investigate the in°uence of ° to the algorithmic
performance, and the results show that the similar results
are obtained when 5 < ° < 20.
(a)
(b)
Fig.1 Experiment results for the BPSK system with equal user
power. (a) BER performance comparison of the MMSE and min-
imum ABER beamforming solutions; (b) Convergence rate of the
normalised gradient descent algorithm. The learning rate was set
to ´=0.02 and °=8.
In the second experiment, all the four interfering users
have more power (6dB) than one desired user. Therefore,
SIRi = ¡6dB for 2 6 i 6 5. Fig.2 shows the superior per-
formance of the minimum ABER beamforming design over
the traditional MMSE solution under this high interference
condition.
4 The minimum ABER design for
QPSK systems
This section extends the minimum ABER approach to
the QPSK system. The beamforming for QPSK signals is
equivalent to solving a 4-class classi¯cation problem. Al-
ternatively, the problem can be decomposed into the two
2-class classi¯ers in parallel.X. Hong and S. Chen / A Minimum Approximate-BER Beamforming Approach for PSK Modulated Wireless Systems 287
Fig.2 Experiment results for the BPSK system with high inter-
ference: BER performance comparison of the MMSE and mini-
mum ABER beamforming solutions. The learning rate was set
to ´ = 0:02 and ° = 8.
4.1 A dual beamformer model
The traditional beamforming employs a single linear spa-
tial ¯lter (4), and the optimal MBER solution based on this
linear beamformer is given in [14] under the assumption of
Gaussian channel noise. We adopt a new dual beamformer
model, in which the outputs of the two spatial ¯lters are
given by
yw(k) = w w w
Hx x x(k) (21)
and
yu(k) = u u u
Hx x x(k) (22)
respectively, where both w w w = [w1 w2 ¢¢¢wL]
T and u u u =
[u1 u2 ¢¢¢uL]
T are the complex-valued weight vectors. In-
stead of using decision (7), the estimate of the transmitted
QPSK symbol b1(k) is given by
^ b1(k) = sgn(Re[yw(k)]) + j sgn(Im[yu(k)]): (23)
Note that this dual ¯ltering model with the (nonlinear) de-
cision (23) is referred to as the almost linear ¯ltering in the
literature [15{17]. It is also well-known that, due to the
circular distribution of the channel noise, the MMSE solu-
tion based on this duel ¯ltering model is identical to the
MMSE solution derived from the single ¯ltering model (4).
The motivation of using the dual beamforming model here
is that it makes the extension of the minimum ABER design
for the BPSK system to the QPSK system easier.
4.2 The approximate bit error rate
Similarly to the BPSK case, the constraints w w w
Hw w w = 1
and u u u
Hu u u = 1 are enforced by the parameterisation of the
two real-valued parameter vectors ® ® ® = [®1 ®2 ¢¢¢®L]
T and
¯ ¯ ¯ = [¯1 ¯2 ¢¢¢¯L]
T, de¯ned by (10) and
u u u = [s1e
¡j¯1 s2e
¡j¯2 ¢¢¢sLe
¡j¯L]
T (24)
respectively. Denote yw;R(k) = Re[yw(k)] and yu;I(k) =
Im[yu(k)]. Then, from (21) and (22)
yw;R(k) =
p
2
M X
i=1
Ai
Ã
L X
l=1
slfi(®l)
!
+ "R(k) =
¹ yw;R(k) + "R(k) (25)
with
fi(®l) = cos[¼(l ¡ 1)sin(µi) + ®l +
arctan(Im[bi(k)];Re[bi(k)])] (26)
and
yu;I(k) =
p
2
M X
i=1
Ai
Ã
L X
l=1
slgi(¯l)
!
+ "I(k) =
¹ yu;I(k) + "I(k) (27)
with
gi(¯l) = sin[¼(l ¡ 1)sin(µi) + ¯l +
arctan(Im[bi(k)];Re[bi(k)])] (28)
where both "R(k) and "I(k) have zero mean and variance
¾
2
n.
Also, assume that a block of the training data samples
fb b b(k)g
N
k=1 is available. The ABER loss function JA(® ® ®;¯ ¯ ¯) is
given by
JA =
1
2
(JA;R(® ® ®) + JA;I(¯ ¯ ¯)) (29)
with
JA;R =
1
2N
N X
k=1
(1 ¡ Re[b1(k)]tanh(°¹ yw;R(k))) (30)
and
JA;I =
1
2N
N X
k=1
(1 ¡ Im[b1(k)]tanh(°¹ yu;I(k))): (31)
Because
@
@®lJA =
@
@®lJA;R and
@
@¯lJA =
@
@¯lJA;I, the min-
imisation of JA can be decomposed into the two problems
of minimising JA;R and JA;I in parallel.
Speci¯cally, the minimum ABER solutions for ® ® ® and ¯ ¯ ¯
which de¯ne the spatial ¯lters (21) and (22) can be obtained
numerically using the following normalised gradient descent
algorithm. Given the initial parameter vectors ® ® ®(0) = ¯ ¯ ¯(0),
with ®l(0) = ¯l(0) for 1 6 l 6 L as de¯ned in (16). The
parameter vector ® ® ® is updated according to
® ® ®(¶) = ® ® ®(¶ ¡ 1) ¡ ´
@
@® ® ®JA;R °
° @
@® ® ®JA;R
°
°
¯
¯
¯
¯
¯
® ® ®=® ® ®(¶¡1)
(32)
while the parameter vector ¯ ¯ ¯ is updated according to
¯ ¯ ¯(¶) = ¯ ¯ ¯(¶ ¡ 1) ¡ ´
@
@¯ ¯ ¯JA;I
°
°
°
@
@¯ ¯ ¯JA;I
°
°
°
¯
¯
¯
¯
¯
¯ ¯ ¯=¯ ¯ ¯(¶¡1)
(33)
where
@
@® ® ®JA;R =
h
@
@®1JA;R
@
@®2JA;R ¢¢¢
@
@®LJA;R
iT
with
@
@®l
JA;R =
°
p
2N
N X
k=1
Re[b1(k)] ¢
¡
1 ¡ (tanh(°¹ yw;R(k)))
2¢
Ã
M X
i=1
Aislgi(®l)
!
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for 1 6 l 6 L, and the gradient vector
@
@¯ ¯ ¯JA;I =
h
@
@¯1JA;I
@
@¯2JA;I ¢¢¢
@
@¯LJA;I
iT
with
@
@¯l
JA;I = ¡
°
p
2N
N X
k=1
Im[b1(k)] ¢
¡
1 ¡ (tanh(°¹ yu;I(k)))
2¢
Ã
M X
i=1
Aislfi(¯l)
!
(35)
for 1 6 l 6 L.
4.3 Simulation study for QPSK systems
For the QPSK system, the total number of all the legiti-
mate transmitted sequences of b b b(k) is K = 4
M. Similar to
the derivation of the true BER for the beamforming model
in the form of (4) and (7) given in [14], under the condition
that the channel noise is Gaussian, the analytic formula of
the true BER for the dual beamforming model in the form
of (21){(23) is
PE;QPSK(® ® ®;¯ ¯ ¯) =
4
K
K=4 X
k=1
Ã
Q
Ã
Re
£
w w w(® ® ®)
HP P Pb b b(k)
¤
¾n
!
+
Q
Ã
Im
£
u u u(¯ ¯ ¯)
HP P Pb b b(k)
¤
¾n
!!
(36)
where the values ofb b b(k) (without repetition) are determined
by the quarter set of all the possible sequences of b b b(k) if
b1(k) = 1 + j. In the simulation, the channel noise has a
Gaussian distribution. Therefore, the BER of (36) is used to
indicate the performance of a beamformer in the following
experiments.
Consider the system that employs a three-element an-
tenna array to support 4 QPSK users (M = 4). The array
element spacing is the half of the wavelength, and the an-
gular positions of the four users are given by 15
±, ¡30
±,
45
±, and ¡70
±, respectively. In the ¯rst experiment, all
the four users have equal power. Therefore, SIRi = 0dB
for 2 6 i 6 4. The training data set contains 600 points
(N = 600). Fig.3(a) shows the comparision of the BER
performance of the MMSE design with the proposed min-
imum ABER solution. Fig.3(b) shows the convergence
speed of the normalised gradient descent algorithm em-
ployed to obtain the minimum ABER solution. In the
second experiment, the three interfering users have 1.6dB
higher power than desired user one, given SIRi = ¡1:6dB
for 2 6 i 6 4. Fig.4 demonstrates the superior perfor-
mance of the proposed minimum ABER design over the
conventional MMSE solution under the high interference
condition. More experiments for 5 < ° < 20 have been
conducted, and they show that the results are not sensitive
to the value of °.
5 Conclusions
A minimum ABER beamforming design has been pro-
posed for the BPSK and QPSK wireless systems. The pro-
posed beamforming approach has an important practical
advantage over the existing MBER design, as it does not re-
quire knowledge of the channel noise distribution. The sim-
ulation results have demonstrated that the proposed mini-
mum ABER beamforming achieves much smaller BER than
the standard MMSE solution. Further research is required
to implement the proposed design with a stochastic gradient
algorithm.
Fig.3 Experiment results for the QPSK system with equal user
power. (a) BER performance comparison of the MMSE and min-
imum ABER beamforming solutions; (b) Convergence rate of the
normalised gradient descent algorithm. The learning rate was set
to ´ = 0:02 and ° = 8.
Fig.4 Experimental results for the QPSK system with high in-
terference: bit error rate performance comparison of the MMSE
and minimum ABER beamforming solutions. The learning rate
was set to ´ = 0:02 and ° = 8.X. Hong and S. Chen / A Minimum Approximate-BER Beamforming Approach for PSK Modulated Wireless Systems 289
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