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ABSTRACT
As a continuously developing tool for the diagnosis and prognosis of prostate cancer, multi-
parametric magnetic resonance imaging (mpMRI) has been widely used in a variety of
prostate cancer-related topics. While current research has shown the great potential of
mpMRI in detecting prostate cancer, further investigation is needed for modeling some
specific features of mpMRI, including the anatomic difference between different regions
of a prostate, the spatial correlation between voxels within each prostate image, and the
difference in the distribution of the observed mpMRI parameters between patients.
This dissertation focuses on novel statistical methods for the voxel-wise classification
of prostate cancer using mpMRI data. Systematic modeling frameworks will be proposed
to improve cancer classification by incorporating the aforementioned features of mpMRI.
Three topics are discussed in depth: (1) development of a general Bayesian modeling
framework that can incorporate the various mpMRI features; (2) how to model the mpMRI
features in the proposed Bayesian framework, preferably in a computationally efficient
manner; (3) development of an alternative approach to accounting for the mpMRI features,
which uses a multi-resolution modeling technique to account for the regional heterogeneity,
and is flexible to be extended to more complex classification problems for prostate cancer.
The solutions are presented in the following order. In Chapter 2, we propose a Bayesian
hierarchical modeling framework that allows complex distributional assumptions for the
various data components. Based on the modeling framework, two approaches will be pro-
posed for modeling the heterogeneity between regions of the prostate, which can be com-
bined with a spatial Gaussian kernel smoother to account for residual spatial correlation
and reduce random noise in the data. In Chapter 3, we add additional layers in the hierar-
chical model to model the spatial correlation structure and between-patient heterogeneity.
iv
vModeling the spatial correlation structure is computationally challenging and even infeasi-
ble for our mpMRI data set, due to the large number of voxels within each image. Three
scalable spatial modeling approaches are then proposed for the correlation between vox-
els. In Chapter 4, we develop an alternative, machine learning-based method to account
for the mpMRI features: a super learner with an ensemble learning technique is utilized
to combine base learners trained in multi-resolution sub-regions. Specific algorithms will
be introduced for both the classification of binary cancer status, and a more complex prob-
lem: classification of an ordinal outcome that indicates the clinical significance of prostate
cancer. Method performance will be illustrated by simulation studies and applications to in
vivo data that motivated the method’s development.
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Chapter 1
Introduction
1.1 Overview
Prostate cancer is the second most common cancer and the second leading cause of cancer
death among American men. According to the American Cancer Society, there will be
about 174,650 new cases and 31,620 deaths from prostate cancer in 2019 in the United
States (American Cancer Society, 2019).
Multi-parametric magnetic resonance imaging (mpMRI), which is a combination of the
traditional anatomic and functional MRI methods, continues to evolve as a valuable tool for
the detection and characterization of prostate cancer (Kurhanewicz et al., 2008; Dickinson
et al., 2011). In recent years, mpMRI has begun to play an important role in evaluating the
extent of prostate cancer and determining treatment strategy (e.g. biopsy, active surveil-
lance, radical prostatectomy) (Hegde et al., 2013). Traditionally, mpMRI examinations
were used to manually delineate the cancerous regions within the prostate. Such methods
tend to depend highly on radiologists’ and urologists’ expertise, and require high efficiency
due to time constraints. In the literature, various state-of-the-art techniques have been de-
veloped for manual examination of prostate cancer using mpMRI. Although mpMRI has
shown potential, the implementation in clinical practice is hindered due to substantial vari-
ability in the standard radiological assessment (Garcia-Reyes et al., 2015). This variability
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RADS) standard. PI-RADS relies on a qualitative assessment of the mpMRI data, and does
not provide sufficient guidance on how to combine the different sources of information
obtained from an mpMRI study (Barentsz et al., 2012; Rosenkrantz et al., 2013).
Conventional manual diagnosis using mpMRI has been criticized due to the variabil-
ity in radiological assessment and human error. In contrast, quantitative predictive models
provide user-independent predictions, and address the limitations of direct radiological in-
terpretation. In the literature, various Computer Aided Detection (CAD) algorithms have
been developed and evaluated for the diagnosis of prostate cancer using mpMRI. These
methods can be broadly classified into voxel-wise detection methods and region-wise de-
tection methods. For voxel-wise classification, the mpMRI features are extracted at the
voxel level, and each voxel is classified as either cancer or non-cancer. In contrast, for
region-wise classification, mpMRI features are extracted and summarized for pre-specified
regions of interests (ROIs), and the cancer status of each ROI is evaluated. Lemaître et al.
(2015) gave a highly detailed literature review on the classification methods used in exist-
ing CAD systems. Methods include but are not limited to linear and nonlinear model-based
classifiers (e.g. Langer et al., 2009; Viswanath et al., 2012; Peng et al., 2013), clustering
methods (e.g. Tiwari et al., 2007; Niaf et al., 2012), kernel methods (e.g. Kelm et al., 2007;
Ozer et al., 2010; Lopes et al., 2011), naive Bayes (e.g. Mazzetti et al., 2011; Giannini
et al., 2013), neural network (e.g. Viswanath et al., 2011; Parfait et al., 2012; Matulewicz
et al., 2014), ensemble learning approaches (e.g. Tiwari et al., 2009, 2013; Litjens et al.,
2014), and graphical model classifiers (e.g. Liu et al., 2009; Artan et al., 2010). CAD
algorithms utilizing textural features and radiomics-based models have also been discussed
(Fehr et al., 2015; Cameron et al., 2016; Khalvati et al., 2015). Other related work include
Lv et al. (2009); Puech et al. (2009); Shah et al. (2012); Vos et al. (2012), among others.
Currently existing CAD algorithms have shown promising performance. However,
some unique features of mpMRI data have not been explored, including heterogeneity in
3both the distribution of mpMRI parameters and the voxel-wise cancer prevalence between
different regions of the prostate, the spatial correlation between voxels, and the between-
patient heterogeneity in the distribution of mpMRI parameters. These features have been
previously noted in the literature (e.g. Metzger et al. 2016). However, there is little work on
systematic, fully-automated modeling of the specific mpMRI features for improved cancer
classification. In this dissertation, we propose to fill these gaps in the literature by develop-
ing novel classifiers that take into account the complex data structures of mpMRI.
1.2 Voxel-wise MpMRI Data
This dissertation was motivated by an mpMRI data set obtained from patients that were
diagnosed with prostate cancer, the collection procedure for which was described in de-
tail by Metzger et al. (2016). Briefly, the data were collected on a clinical 3T scanner.
T2-weighted, diffusion-weighted, and contrast-enhanced images (T2WI, DWI and DCE-
MRI, respectively) were acquired in accordance with Prostate Imaging – Reporting and
Data System (PI-RADS) v2 guidelines (Weinreb et al., 2016). Maps of the quantitative
MRI parameters were then calculated from these data. T2 maps were calculated from
T2W turbo spin echo data sets acquired at multiple echo times using methods that were
previously developed and validated (Liney et al., 1996; Gibbs et al., 2001). Apparent dif-
fusion coefficient (ADC) maps were calculated from the DWI data acquired using multiple
diffusion-encoding b-values. Maps of DCE-MRI parameters, including the area under the
gadolinium concentration time curve at 90 seconds (AUGC90), the forward volume trans-
fer constant (Ktrans), and reflux rate constant (kep), were generated using a previously devel-
oped modified Tofts model (Tofts, 1997). Maps of these quantitative parameters were then
manually co-registered. Patients that were imaged subsequently underwent radical prosta-
tectomy, and the ex vivo prostate specimens were collected and processed after surgery, as
described in Metzger et al. (2016). The histopathology slides were annotated for cancer by
4trained pathologists, then co-registered with the quantitative MR maps using a previously-
described registration method (Kalavagunta et al., 2015).
In the original mpMRI data set, 46 images of prostate slices were collected from 34
patients, with 2098 to 5756 voxels per image. Given that only a small number of patients
have images of multiple prostate slices, we randomly select one slice from each of these
patients to avoid having to model the correlation between slices from the same patient.
Based on certain anatomic features, each prostate can be segmented into two main regions,
the peripheral zone (PZ), which refers to the portion of the prostate gland that surrounds
the distal urethra, and central gland (CG), which is the center of the prostate that contains
multiple smaller zones, including the transition, central, anterior fibromuscular, and peri-
urethral zones (Myers, 2000; Wasserman et al., 2015). The whole gland (WG) refers to
the combination of the PZ and CG. Figure 1.1 illustrates an example of the prostate image
showing the two regions of the prostate and areas of cancer and noncancer.
Previously, Metzger et al. (2016) developed an mpMRI model that generated a voxel-
wise composite biomarker score (CBS) for the classification of prostate cancer. The CBS
model linearly combined multiple mpMRI parameters and showed significantly improved
prostate cancer classification compared to using any single mpMRI parameter. An impor-
tant finding of their work is that, while combining multiple parameters improves classifica-
tion, there is substantial heterogeneity in the distribution of mpMRI parameters both within
and between the PZ and CG and, in addition, large variability exists in cancer prevalence
throughout the whole prostate gland, with a much higher prevalence in PZ than in CG. This
motivated the region-specific classifiers in Metzger et al. (2016), which were shown to out-
perform the WG model in terms of classification accuracy. However, manually guided
region segmentation is required to obtain the voxel-wise region indicators, which requires
human interaction with the data and may be an additional source of human error.
In addition to the region-level heterogeneity, mpMRI data also show substantial spatial
correlation in the voxel-wise cancer status. Between-patient heterogeneity is also observed
5Figure 1.1: An example of the manually guided segmentation of T2-weighted anatomic
prostate image in the mpMRI data set. The prostate gland is the area within the green
curve. The blue curve demarcates the division between the peripheral zone (PZ) and
central gland (CG). Histopathologically identified cancer and noncancer regions are
indicated as the white and black areas, respectively, in the second sub-figure.
in the mpMRI parameters, which is possibly due to registration error or variability in pa-
tients’ physical conditions. These features have not been previously investigated in the
context of fully automated, voxel-wise classification of prostate cancer status. Properly
modeling the various sources of variability could further improve cancer classification.
1.3 Dissertation Objectives
This dissertation aims to improve the voxel-wise classification of prostate cancer by mod-
eling the aforementioned mpMRI features. The goal was accomplished step-by-step with
the following objectives:
(1) propose a general Bayesian hierarchical modeling framework for voxel-wise cancer
classification, which provides a natural hierarchical modeling structure for modeling
complex mpMRI data structures; based on the general modeling framework, develop
a fully-automated classifier that accounts for the region-level variability in mpMRI;
6(2) under the proposed Bayesian hierarchical modeling framework, develop computa-
tionally efficient modeling approaches for the spatial correlation between voxels, as
well as the subject specific effects for patients;
(3) Propose a multi-resolution ensemble learning approach for cancer classification, which
addresses some limitations of our proposed Bayesian methods, and can easily be ex-
tended to ordered cancer outcomes.
In Chapters 2-4, we will propose solutions to the three objectives in order. Before that, a
brief summary of each chapter will be presented in Sections 1.4-1.6.
1.4 Bayesian Hierarchical Modeling Framework and the
Modeling of Regional Heterogeneity in MpMRI
Chapter 2 presents a general Bayesian hierarchical modeling framework that allows com-
plex distributional assumptions for both the predictors (mpMRI parameters) and the out-
come (cancer status), which is the basis for the developments in Chapters 2 and 3. In
addition, we also discuss the modeling of region-level variability in the mpMRI parameters
and voxel-wise cancer risk.
Previously, it has been noted that cancer classification could be improved by developing
classifiers separately in each region of the prostate (Litjens et al., 2012, 2014; Lemaître
et al., 2015). The drawback of a region-specific modeling technique is that it requires
region segmentation, which typically would be manually guided, and thus might introduce
additional human error.
To overcome these shortcomings, we propose a fully-automated, voxel-wise classifier,
which accounts for regional heterogeneity in the mpMRI parameters and cancer risk with-
out the need for manual segmentation. The classifier was built upon a Bayesian hierarchical
modeling framework and inspired by the work of Wang et al. (2015). It jointly models the
7distribution of voxel-wise mpMRI parameters and cancer status, and discriminant analysis
is conducted for cancer classification using the posterior predictive cancer probabilities.
Two models are proposed to account for the regional heterogeneity in mpMRI. First, we
consider an approach that models the joint distribution of the mpMRI parameters and can-
cer status as a function of the region indicator. To replace manual region segmentation,
automatic segmentation of the prostate is conducted using standardized 2-D coordinates. In
the second approach, we directly model the joint distribution as a function of the standard-
ized 2-D coordinate. In addition, we propose to apply a Spatial Gaussian Kernel smoothing
technique to account for the spatial variability in the data. Simulation studies and appli-
cation to the motivating data set indicate that both models improve classification in terms
of the area under the Receiver operating characteristic (ROC) curve, i.e. the AUC, and the
sensitivity corresponding to 90% specificity (S90), compared to a baseline model, which
does not account for the region-level variability.
1.5 Scalable Modeling of Spatial Correlation and Between-
Patient Variability
In Chapter 3, we investigate how to model the spatial correlation between voxel-wise can-
cer status in high-dimensional images, and variability in the distribution of mpMRI param-
eters between patients, based on the Bayesian hierarchical model framework proposed in
Chapter 2.
Modeling the spatial correlation structure in the voxel-wise mpMRI data has not been
previously discussed in the context of voxel-wise cancer classification. The major chal-
lenge is the extremely high dimensionality of the data. For an image that has n voxels,
spatial modeling involves inverting large spatial covariance matrices that typically requires
O(n3) operations and storage of order n2. Typically, an mpMRI image is comprised of sev-
8eral thousand voxels. In the case of our motivating mpMRI data set, simultaneous modeling
of the multiple images, each containing 2098 to 5756 voxels, is computationally infeasible.
Dimension reduction techniques are required to develop spatial modeling approaches that
are applicable to the mpMRI data.
There are two frequently used approaches to modeling large spatial data sets. One
is sparse approximation of the spatial covariance or precision matrix, such as covariance
tapering assuming compactly supported covariance functions (e.g. Furrer et al., 2006),
and approximating the likelihood by the product of lower dimensional conditional densi-
ties, Markov random fields, or composite likelihoods (e.g. Vecchia, 1988; Rue and Held,
2005; Eidsvik et al., 2014). Recently, Nearest Neighbor Gaussian Process (NNGP) for
high-dimensional spatial modeling was proposed by Datta et al. (2016) for fully process-
based inference on the underlying spatial process, which was shown to outperform existing
methodologies in terms of inference and scalability. An alternative approach is reduced-
rank approximation, which reduces the dimension of the original spatial process by con-
structing a new process on a lower-dimensional subspace (e.g. Higdon, 2002; Banerjee
et al., 2008; Cressie and Johannesson, 2008; Finley et al., 2009).
Based upon the Bayesian hierarchical modeling framework proposed in Chapter 2, we
propose several novel classifiers that systematically model the spatial correlation in the
voxel-wise cancer status and the between-patient heterogeneity in the mpMRI parame-
ters. The between-patient heterogeneity in the mpMRI parameters is modeled by a sub-
ject specific random intercept for the mpMRI parameters. Three computationally efficient
approaches are proposed for the modeling of spatial correlation in the voxel-wise can-
cer status. The first approach utilizes the NNGP model proposed by Datta et al. (2016).
The second approach utilizes a knot-based, reduced-rank approximation (Banerjee et al.,
2008). The third approach considers a user-defined, fixed correlation structure using the
commonly implemented conditional autoregressive (CAR) model. Simulation studies show
that the proposed classifiers improve classification both by modeling the between-patient
9heterogeneity and by modeling the spatial correlation between voxels. Application to our
motivating data set illustrates improvement in classification from modeling the spatial cor-
relation using NNGP and reduced-rank approximation, but not the CAR model. In addi-
tion, modeling between-patient heterogeneity did not further improve classification. The
NNGP-based classifier is recommended for future application, considering its best overall
performance, robust classification results, and relatively fast computation.
1.6 Super Learner Algorithm with a Multi-resolution Mod-
eling Technique for General Cancer Classification Prob-
lems
The Bayesian hierarchical models proposed in Chapters 2 and 3 provide computationally
feasible approaches to Bayesian classification that account for the regional and spatial het-
erogeneity in mpMRI. However, they still show limitations and are computationally inten-
sive, in practice. In addition, extension of the proposed Bayesian models to more complex
classification/prediction problems can be difficult and may require even longer computing
time.
In Chapter 4, we propose a machine learning-based approach for classifying voxel-
wise cancer status, which utilizes the super learner algorithm to account for the regional
difference in mpMRI. We first select a base learner (a statistical classification model or a
machine learning classification algorithm). Considering the difference both between and
within the PZ and CG, we propose to segment the prostate images into multi-resolution
sub-regions, train the base learner separately in each sub-region of different resolutions,
then conduct ensemble learning to combine the multi-resolution base learners. To account
for the spatial correlation between voxels and reduce random noise in the data, we apply
a spatial Gaussian kernel smoother to the summary statistics for the classification of the
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multi-resolution base learners, which will be treated as the covariates for the stage-two
model in the proposed super learner algorithm. The spatial smoothing approach is used to
reduce computational burden over formally modeling the spatial correlation structure. Both
simulation studies and implementation to the motivating data set show that the proposed
algorithm improves classification through both the ensemble learning step, and the spatial
smoothing step.
An advantage of our proposed ensemble learning approach is that it can be easily ex-
tended to more complex voxel-wise classification problems. As an illustration, we also
explore classification of an ordered categorical outcome, the clinical significance level of
prostate cancer, using the proposed algorithm. Simulation studies and application to the
motivating data set show that the classification is improved by both the proposed multi-
resolution modeling technique and spatial smoothing. A limitation of our approach is that
distinguishing intermediate categories (clinically insignificant cancer v.s. non-cancer or
clinically significant cancer) can be difficult due to the low prevalence of clinically insignif-
icant disease in our data. To deal with this issue, we propose to add a weight on each voxel
that is inversely proportional to the prevalence of the corresponding cancer category, to up-
weight the less prevalent categories. This weighted likelihood approach has been shown to
enable our proposed algorithm to identify some clinically insignificant cancer voxels, but
with a price of poorer classification for the noncancer category.
Chapter 2
Bayesian Hierarchical Modeling
Framework for the Voxel-wise
Classification of Prostate Cancer
Accounting for Regional Heterogeneity
in mpMRI
2.1 Introduction
In the last several decades, mpMRI has been continuously developed and enhanced as a
useful tool for the diagnosis and prognosis of prostate cancer (Kurhanewicz et al., 2008;
Dickinson et al., 2011). Although mpMRI has shown great potential for prostate cancer
examination, its application in clinical practice is limited due to substantial variability of
the standard radiological assessment, even with the development of the PI-RADS standard
(Barentsz et al., 2012; Rosenkrantz et al., 2013; Garcia-Reyes et al., 2015). In contrast,
predictive models provide experience independent identification and possibly classification
of the disease. In addition, statistical models based on the mpMRI data provide a formal-
ized framework for combining the mpMRI data in a single predictor, a feature that is only
accommodated in a limited form in the most recent Pi-RADS standards, and thus address
some limitations of direct radiological interpretation. In the literature, a wide variety of
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Computer Aided Detection (CAD) algorithms for the voxel-wise prostate cancer classi-
fication utilizing mpMRI parameters have been proposed, including linear and nonlinear
regressions, clustering methods, support vector machine, neural network, ensemble learn-
ing, Naive Bayes, graphical models, textural feature models, etc. (Kelm et al., 2007; Tiwari
et al., 2007; Langer et al., 2009; Liu et al., 2009; Lv et al., 2009; Puech et al., 2009; Tiwari
et al., 2009; Artan et al., 2010; Ozer et al., 2010; Lopes et al., 2011; Mazzetti et al., 2011;
Viswanath et al., 2011; Niaf et al., 2012; Parfait et al., 2012; Shah et al., 2012; Viswanath
et al., 2012; Vos et al., 2012; Giannini et al., 2013; Peng et al., 2013; Tiwari et al., 2013; Lit-
jens et al., 2014; Matulewicz et al., 2014; Fehr et al., 2015; Khalvati et al., 2015; Cameron
et al., 2016). However, the existing methodologies tend to assume independency between
voxels for scalability and treat the mpMRI parameters as fixed covariates, and rarely make
use of other informative features of mpMRI.
Based on the anatomic structures, the whole gland (WG) of a prostate can be segmented
into two main regions: the peripheral zone (PZ), which refers to the sub-capsular portion of
the posterior aspect of the prostate gland that surrounds the distal urethra, and central gland
(CG), which is comprised of multiple structures including the transition, central, anterior
fibromuscular, and periurethral zones (Myers, 2000; Wasserman et al., 2015).
Previously, Metzger et al. (2016) developed an mpMRI model that generated a voxel-
wise composite biomarker score (CBS) for the voxel-wise classification of prostate cancer.
The CBS model linearly combines multiple mpMRI parameters and showed significantly
improved prostate cancer classification compared to using any single parameter. An impor-
tant finding is that, while combining multiple parameters improves classification, there is
substantial heterogeneity in the distribution of mpMRI parameters both between and within
the PZ and CG and, in addition, substantial variability exists in cancer prevalence through-
out the WG with a much higher prevalence observed in the PZ. In this sense, the region (i.e.
PZ or CG) meets the classic definition of a confounder, in that the region is associated both
with the predictors (mpMRI parameters) and the outcome (voxel-wise cancer occurrence).
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Previous authors have noted that the accuracy of voxel-wise classifiers for prostate can-
cer could be improved by developing region-specific CAD algorithms, as compared to a
single, WG CAD algorithm that ignores the differences between regions (Litjens et al.,
2012, 2014; Lemaître et al., 2015). In region-specific CAD, classifiers are built separately
for different regions of the prostate. However, this requires an additional step of region
segmentation, which typically needs manual guidance from clinicians with expertise. Al-
though techniques for automatic segmentation have been investigated (Liu and Yetik, 2011;
Toth et al., 2013), few publications have discussed how to generate a fully-automated clas-
sifier to model this specific anatomic structure of the prostate without the need for an addi-
tional manually guided, region segmentation step.
In this chapter, we propose a fully automated, voxel-wise classifier, which aims to im-
prove the classification of prostate cancer by accounting for the regional heterogeneity in
both the distribution of mpMRI parameters and cancer risk without the need for manual
segmentation. We will present two approaches to accounting for the regional heterogene-
ity: a region-specific model, which models the joint distribution of the voxel-wise mpMRI
parameters and cancer status as a function of region, and uses the standardized 2-D coordi-
nates to segment the prostate; and a coordinate model, which ignores the region information
and directly models the joint distribution of the mpMRI parameters and cancer status as a
function of the coordinate. Simulation studies and application to the motivating data set
indicate that both approaches improve the area under the ROC curve (AUC) and sensitivity
corresponding to 90% specificity (S90) compared to a baseline model that does not account
for the regional heterogeneity in mpMRI. In addition, we applied a spatial Gaussian kernel
smoother to the voxel-wise posterior predictive cancer probabilities, to account for residual
spatial correlation and reduce random noise, which also significantly improved the AUC
and S90. The posterior predictive cancer probability is available in closed form, and thus
high computational efficiency is achieved by avoiding the need to conduct Markov chain
Monte Carlo (MCMC) algorithm to approximate posterior distribution.
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The remaining chapter is organized as follows. In Section 2.2, we briefly describe the
mpMRI data set and notations for the variables and model parameters. In Section 2.3, we
present our analytic approach to developing the voxel-wise classifiers that account for the
regional heterogeneity in mpMRI. In Section 2.4, we present simulation studies as well
as the application to the motivating data set to evaluate the performance of the proposed
classifiers. We conclude with a discussion of the model properties and potential extensions
in Section 2.5.
2.2 Data Overview and Notations
We begin by giving an overview of the data set that motivated this dissertation, as well
as the general notations that will be used throughout the chapter. Collection procedure of
the quantitative mpMRI parameters and histology data used to train and test our classifiers
have been described in Metzger et al. (2016). Briefly, as introduced in Section 1.2, the data
were collected on a clinical 3T scanner. T2WI, DWI and DCE-MRI data were acquired in
accordance with PI-RADS v2 guidelines (Weinreb et al., 2016). Maps of the quantitative
MRI parameters were then calculated from these data and manually co-registered. Patients
that were imaged subsequently underwent radical prostatectomy, and the ex vivo prostate
specimens were collected and processed after surgery. The histopathology slides were
annotated for cancer by trained pathologists, then co-registered with the quantitative MR
maps using a registration method described in Kalavagunta et al. (2015). The data consists
of 46 prostate slices obtained from 34 patients diagnosed with prostate cancer, where there
are 2098 to 5756 voxels per slice. For simplicity, we randomly select one slice from each
patient that has multiple slices to avoid having to model the correlation between slices from
the same patient. Figure 2.1 shows the image of an example slice of prostate.
Let N be the total number of subjects, i.e. prostate slices, and ni the number of voxels
in the ith slice, with i = 1, . . . , N . For the jth voxel in the ith slice, we observe a d × 1
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vector of mpMRI parameters, which we denote as yij = (yij,1, ..., yij,d)T . The available
Figure 2.1: An example image showing the prostate capsule, with the yellow dashed curve
demarcating the division between peripheral zone (PZ, the area inside the curve) and
central gland (CG, the area ouside the curve). Histopathologically identified cancer and
noncancer voxels are indicated in the PZ and CG by red and green, respectively.
mpMRI parameters include calculated T2 values, the apparent diffusion coefficient (ADC),
and dynamic contrast enhanced MRI (DCE-MRI) parameters, including the area under
the gadolinium concentration time curve at 90 seconds (AUGC90), the forward volume
transfer constant (Ktrans), reflux rate constant (kep) and fractional extravascular extracellular
space (Ve). Each voxel also has a binary indicator of its cancer status derived from co-
registered pathology data, which we denote as cij , where cij = 1 indicates cancer and
cij = 0 indicates noncancer. This ground truth will be used for the training and evaluation
of the cancer classifiers. In addition, each voxel is identified by a set of location information
kij = {rij, sij}, including a binary indicator of region, rij , with rij = 1 indicating PZ and
rij = 0 indicating CG, and a standardized 2-D coordinate, sij , which has been re-scaled to
have support (−1, 1)× (−1, 1), with (0, 0) being the center of each prostate slice.
We denote the set of observed mpMRI parameters of all voxels as Y = {yij|i =
1, . . . , N, j = 1, . . . , ni}, and their corresponding cancer status asC = {cij|i = 1, . . . , N, j =
1, . . . , ni}. Similarly, we denote the generic parameter set that provides the location infor-
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mation for the voxels as K = {R,S}, with R = {rij|i = 1, . . . , N, j = 1, . . . , ni}, and
S = {sij|i = 1, . . . , N, j = 1, . . . , ni} denoting the set of region indicators and standard-
ized 2-D coordinates, respectively. Finally, we let Y ∗, C∗ andK∗ = {R∗,S∗} denote the
set of mpMRI parameters, cancer status and location information, respectively, for a new
prostate slice whose voxel-wise cancer status are desired.
2.3 Methods
In this section, we discuss the development of prostate cancer classifiers that account for the
regional heterogeneity in mpMRI. We first introduce a general Bayesian modeling frame-
work, which models the joint distribution of the voxel-wise mpMRI parameters and cancer
risk as a function of the location in a prostate. Cancer classifications for future obser-
vations are based on the Bayesian posterior predictive probabilities. Two models will be
proposed to incorporate location information: “Mregion”, which models the joint distribu-
tion of the mpMRI parameters and cancer status by region of the prostate, and “Mcoord”,
which models the joint distribution by the standardized 2-D coordinate. Both approaches
can be combined with post-hoc spatial smoothing to account for residual spatial correlation
and random noise. A baseline model will also be presented, which ignores the location
information and serves as a baseline for evaluating the gain in classification accuracy from
modeling the regional heterogeneity in mpMRI.
2.3.1 General Model Framework
Here we present our general framework for developing voxel-wise classifiers that account
for regional heterogeneity in the distribution of the mpMRI parameters and cancer status.
We developed our modeling framework by modifying the framework proposed by Wang
et al. (2015), which was used for region-wise classification of metastatic liver cancer. Our
basic idea is to jointly model the mpMRI parameters, Y , and the corresponding cancer
17
status, C, conditional on the location information, K, and use the Bayesian posterior pre-
dictive cancer probabilities conditional on the observed mpMRI parameters to classify the
unknown cancer status for voxels in a new prostate slice. This Bayesian approach in the
discriminant analysis setting has been previously pursued (Fraley and Raftery, 2002; Zhou
et al., 2013; McLachlan, 2004; Franke et al., 2015; Hamsici and Martinez, 2008).
First, note that the joint model for Y andC conditional onK can be defined hierarchi-
cally as f(Y ,C|K) = f(Y |C,K)p(C|K). The two components of the likelihood are
defined as follows. First, we assume that the yij’s are independent given cij’s and kij’s:
yij|cij, kij ind∼ f(yij|θ(cij, kij)), (2.1)
where θ(cij, kij) denotes the set of model parameters that are dependent on the cancer
status cij and location information kij . The cancer status indicators, cij’s, are assumed
to be independent Bernoulli random variables with voxel-wise cancer probability ρ(kij),
which is also a function of kij . In other words, p(cij|kij) = ρ(kij)cij(1− ρ(kij))1−cij . The
joint likelihood then becomes:
f(Y ,C|K,θ(C,K), ρ(K)) =
N∏
i=1
ni∏
j=1
{
f(yij|θ(cij, kij))p(cij|kij)
}
. (2.2)
Model inference is completed under the Bayesian paradigm. Specifically, we assign a
prior distribution to θ(C,K), and ρ(K) is estimated using an Empirical Bayesian (EB)
approach. The cancer status of the voxels in a new prostate slice can be predicted using the
posterior predictive cancer probabilities conditional on the observed mpMRI parameters
y∗, which can be expressed as:
p(c∗ = 1|y∗, k∗,Y ,C,K) = f(y
∗, c∗ = 1|k∗,Y ,C,K)∑1
c=0 f(y
∗, c∗ = c|k∗,Y ,C,K) , (2.3)
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where f(y∗, c∗|k∗,Y ,C,K) is the joint posterior predictive of y∗ and c∗ conditional on
the training data and location information for the new voxel, which is given by:
f(y∗, c∗|k∗,Y,C,K) =
{∫
f(y∗|θ(c∗, k∗))f(θ(c∗, k∗)|Y ,C,K)dθ(c∗, k∗)
}
· p(c∗|k∗),
(2.4)
and f(θ(c∗, k∗)|Y ,C,K) is the posterior distribution for θ(c∗, k∗), which is given by:
f(θ(c∗, k∗)|Y ,C,K) = f(Y |θ(c
∗, k∗),C,K)pi(θ(c∗, k∗))
f(Y |C,K) . (2.5)
Here, pi(θ(c∗, k∗)) denotes the prior distribution for θ(c∗, k∗), and the denominator, f(Y |C,K) =∫
f(Y |θ(c∗, k∗),C,K)pi(θ(c∗, k∗))dθ(c∗, k∗), is the marginal likelihood averaged over
the prior for θ(c∗, k∗) (Carlin and Louis, 2008).
2.3.2 Regional Model (Mregion)
Now we propose the first model, “Mregion”, which assumes that the joint distribution
of the voxel-wise mpMRI parameters and cancer status varies by the binary indicator for
region. In this case, the location information,K, will refer to the set of voxel-wise regional
indicators, R, and the two components of the joint likelihood are both region-specific:
f(Y ,C|R) = f(Y |C,R)p(C|R). In addition, we model the probability that a voxel
is in either PZ or CG as a function of its standardized 2-D coordinate, to avoid manually
guided segmentation for the prostate. The full hierarchical model can then be written as
f(Y ,C|R,S) = f(Y |C,R)p(C|R)p(R|S).
We first discuss the modeling framework assuming R is known, and then discuss the
prediction of R using S later in the sub-section. With R known, for f(Y |C,R), we
assume that the yij’s are independently distributed given the cij’s and follow a multivariate
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normal distribution:
yij|cij, rij ind∼ MVN (µcij ,rij ,Σcij ,rij ), (2.6)
where the mean and covariance parameters, µc,r and Σc,r, are functions of the cancer sta-
tus, c, and region indicator, r. The set of model parameters in the multivariate normal
distribution is then θc,r = {µc,r,Σc,r|c, r ∈ {0, 1}}. Similarly, for the specification of
p(C|R), the cij’s are assumed to be independent Bernoulli random variables with proba-
bility, ρr, which is also region-specific.
The prior distribution for the model parameters θc,r is specified as follows. We as-
sume a priori independence of the model parameters, given cancer status and region indi-
cator. Conditional on cancer status c ∈ {0, 1} and region indicator r ∈ {0, 1}, we assign
conjugate priors, specifically, a flat prior on the mean, µc,r, and an independent inverse
Wishart prior, W−1(Σc,r|δ,Ωc,r), on the covariance matrix, Σc,r. The hyperparameter δ
is set to m+ 1 to provide maximum entropy, while the hyperparameter Ωc,r is determined
by an EB approach, where Ωc,r is set equal to the maximizer of the marginal likelihood,
f(Y |C,R,Ωc,r, δ = m + 1). Rather than placing a prior on ρr, r ∈ {0, 1}, we instead
estimate ρr using an EB approach, as well, in which case ρˆr equals the sample mean of cij’s
across all prostate slices and voxels within region r. This allows us to obtain a closed-form
solution for the posterior distribution, so as to avoid MCMC and reduce computational
burden for the proposed method.
Combining the likelihood and prior distribution results in the following posterior distri-
bution for θc,r:
µc,r,Σc,r|Y c,r ∼MVN (µc,r|y˜c,r, Σc,r∑N
i=1 n
c,r
i
)×W−1(Σc,r|
N∑
i=1
nc,ri + δ, S˜
c,r + Ωˆc,r),
(2.7)
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where c, r ∈ {0, 1}, Y c,r denotes the set of mpMRI parameters for the voxels with cancer
status c and region indicator r, nc,ri denotes the number of voxels in the i
th prostate slice
that have cancer status c and region indicator r, and the two additional terms, y˜c,r and S˜c,r,
are defined as:
y˜c,r =
∑N
i=1
∑nc,ri
j=1 y
c,r
ij∑N
i=1 n
c,r
i
, (2.8)
S˜c,r =
N∑
i=1
Y c,ri (Y
c,r
i )
T −
N∑
i=1
nc,ri∑
j=1
y¯c,ry¯c,rT . (2.9)
For a voxel in a new prostate slice, the posterior predictive distribution of y∗ given
cancer status c∗ and region r∗ can then be written as:
f(y∗|c∗, r∗,Y ,C,R) =(2pi)− d2
(∑N
i=1 n
c∗,r∗
i + 1∑N
i=1 n
c∗,r∗
i
)− d
2
× h(
∑N
i=1 n
c∗,r∗
i + δ, S˜
c∗,r∗ + Ωˆc∗,r∗)
h(
∑N
i=1 n
c∗,r∗
i + δ + 1, S˜
c∗,r∗
∗ + Ωˆc∗,r∗)
, (2.10)
where S˜c∗,r∗∗ is defined similarly as S˜
c,r in (2.9) but with the new voxel included, and
h(δ,Ω) is the normalizing constant in the probability density function of W−1(Σ|δ,Ω).
Combining the prior cancer risk and posterior predictive of the mpMRI parameters gives
the posterior predictive distribution of c∗ conditional on y∗, r∗, Y , C, andR:
p(c∗ = 1|y∗, r∗,Y ,C,R) = p(c
∗ = 1|r∗)f(y∗|c∗ = 1, r∗,Y ,C,R)∑1
c=0 p(c
∗ = c|r∗)f(y∗|c∗ = c, r∗,Y ,C,R) , (2.11)
where p(c∗ = 1|r∗) = ρˆr∗ is the estimated prior cancer risk in region r∗.
The posterior predictive cancer probability in (2.11) is derived under the assumption
that region information R is known. For the motivating data set, region segmentation was
conducted on the anatomic T2-weighted images using a segmentation software (Segasist,
Ontario, Canada) requiring manual guidance. Our objective is to create a fully automated
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classifier, in which case this manually guided region segmentation must be avoided. Given
the consistency of prostate anatomy across patients, a rough but automatic estimation for a
voxel’s regional location can be conducted by estimating the probability that a voxel is in
the PZ using standardized 2-D coordinates. The prediction can be performed in multiple
ways. Here, we adopt an adaptive polynomial spline regression with the logistic likelihood
(De Boor et al., 1978). We estimate the vector of coefficients in the spline regression, βcoord,
using iterative weighted least squares assuming the following model for p(r = 1|s):
logit(p(r = 1|s)) = xTcoord(s)βcoord, (2.12)
where xcoord(s) is a ds×1 vector of basis functions of the coordinate s, which is determined
by a model selection procedure (details will be discussed in Section 2.3). Combining (2.11)
and (2.12) results in the posterior predictive cancer probability conditional on y∗, s∗, Y ,
C, andR:
p(c∗ = 1|y∗, s∗,Y ,C,R) =
1∑
r=0
p(c∗ = 1|y∗, r∗ = r,Y ,C,R)p(r∗ = r|s∗),
(2.13)
where p(r∗ = 1|s∗) = exTcoord(s∗)βˆcoord/(1+exTcoord(s∗)βˆcoord), and p(c∗ = 1|y∗, r∗ = r,Y ,C,R)
is defined in (2.11). This final posterior predictive cancer probability is in fact the weighted
average of the posterior predictive cancer probabilities in PZ and CG.
2.3.3 Coordinate Model (Mcoord)
The Mregion model assumes that the joint distribution of voxel-wise mpMRI parameters
and cancer status varies by region, but is consistent within each region. However, this model
requires the region indicators to be predicted by coordinate to avoid manually guided seg-
mentation. An alternative approach for modeling the regional heterogeneity is to simply
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ignore the region information, and directly model the joint distribution of mpMRI param-
eters and cancer status by the standardized 2-D coordinates. We refer to this model as
the “Mcoord” model. Here the location information K is summarized by S, and the joint
likelihood becomes f(Y ,C|S) = f(Y |C,S)p(C|S).
We again assume that yij’s are independent and follow a multivariate normal distribu-
tion with mean and covariance varying by cancer status. We still assume that the mean
parameter varies by the location in a prostate, but, unlike the specification in Mregion, the
mean is allowed to vary both between and within regions, as a function of the standardized
2-D coordinate. A multivariate adaptive polynomial spline regression is used to describe
the coordinate-based mean (De Boor et al., 1978; Kooperberg et al., 1997):
yij|cij, sij ind∼ MVN (µcij (sij),Σcij ),
µTcij (sij) = x
T
cij
(sij)βcij , (2.14)
where xcij (sij) denotes the dcij × 1 vector of basis functions of the coordinate sij , βcij
denotes the dcij × d matrix of the corresponding coefficients, with dcij being the number of
basis functions used for cancer status cij ∈ {0, 1}. Note that the mean parameters, µc(sij),
c ∈ {0, 1}, are no longer constant within each region, and the set of model parameters
become θc = (βc,Σc|c ∈ {0, 1}). The cancer status indicators, cij’s, are still assumed to
be independent Bernoulli random variables, but we now allow cancer risk, ρ(sij), to vary
by coordinate sij .
We assume a priori independence of θc given c, and specify the prior distribution as
follows. We assume a flat prior on the spline regression coefficient, βc, and an inverse
Wishart prior on Σc. As specified in Section 2.3.2, the hyperparameter δ is set to m + 1
to provide maximum entropy, and Ωc is determined by an EB approach, where it is set
equal to the maximizer of the marginal likelihood f(Y |C,S,Ωc, δ = m + 1). Similar
to the strategy used for Mregion model, we estimate the voxel-wise cancer risk using an
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EB approach to avoid having to implement MCMC but, in this case, we use an adaptive
polynomial spline regression, logit(ρ(sij)) = xTp (sij)βp, where xp(sij) is the dp × 1
vector of basis functions of sij , and estimate the vector of regression coefficients, βp,
using iterative weighted least squares.
Combining the likelihood and prior results in the following posterior for θc:
βTc ,Σc|Y c ∼MN d,dc(βTc |β˜c
T
,Σc,
N∑
i=1
nci∑
j=1
xcijx
c
ij
T )×W−1(Σc|
N∑
i=1
nci + δ, S˜
c + Ωˆc),
(2.15)
where Y c denotes the set of mpMRI parmeters for the voxels with cancer status c,MN d,dc
denotes the matrix normal distribution of a d×dc random matrix, and nci denotes the number
of voxels in the ith slice that have cancer status c. Here, xcij refers to xc(sij) in (2.14),
which is the vector of basis functions in the spline regression. The two additional terms,
β˜c and S˜c, are defined as:
β˜c =
[ N∑
i=1
nci∑
j=1
xcijx
c
ij
T
]−1[ N∑
i=1
nci∑
j=1
xcijy
c
ij
T
]
, (2.16)
S˜c =
N∑
i=1
nci∑
j=1
xcijx
c
ij
T −
N∑
i=1
nci∑
j=1
ycijx
c
ij
T β˜c. (2.17)
The posterior predictive distribution of the mpMRI parameters for a new voxel, y∗, given
cancer status c∗ and coordinate s∗, can then be written as:
f(y∗|c∗, s∗,Y ,C,S) =(2pi)− d2
∣∣∣[ N∑
i=1
nc
∗
i∑
j=1
xc
∗
ijx
c∗
ij
T ]−1
xc
∗
∗ x
c∗
∗
T
+ I
∣∣∣− d2
× h(
∑N
i=1 n
c∗
i + δ, S˜
c∗ + Ωˆc∗)
h(
∑N
i=1 n
c∗
i + δ + 1, S˜
c∗∗ + Ωˆc∗)
, (2.18)
where xc∗∗ denotes the vector of basis functions for the new voxel given its cancer status c
∗,
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and S˜c∗∗ is defined similarly as in (2.17), but with the new voxel included. By combining the
estimated prior cancer probability and the posterior predictive of the mpMRI parameters,
the posterior predictive cancer probability can be derived for a new voxel:
p(c∗ = 1|y∗, s∗,Y ,C,S) = p(c
∗ = 1|s∗)f(y∗|c∗ = 1, s∗,Y ,C,S)∑1
c=0 p(c
∗ = c|s∗)f(y∗|c∗ = c, s∗,Y ,C,S) , (2.19)
where p(c∗ = 1|s∗) = exTp (s∗)βˆp/(1 + exTp (s∗)βˆp) is the estimated prior cancer probability
at coordinate s∗.
To evaluate the performance of the Mregion and Mcoord models, we also considered
an Mbase model, which ignores the location information K. Details of the Mbase model
can be found in Appendix A.1. The resulting posterior distribution, posterior predictive
distribution, and voxel-wise cancer classifier are equivalent to (2.7), (2.10) and (2.11), re-
spectively, except that the parameters in Mbase do not depend on the region information
R. Comparing Mregion and Mcoord with Mbase helps us evaluate the benefit of modeling
the regional heterogeneity in the mpMRI data. Table 2.1 summarizes and compares the
Table 2.1: Comparison of the data components required for model training (columns 2-5)
and for prospective classification of cancer status for the voxels in a new prostate slice
(columns 6-8) between Mbase, Mregion and Mcoord.
Model Training Prospective Classification of Cancer
Y C R S Y ∗ R∗ S∗
Mbase
Mregion
Mcoord
Note: ∗ indicates a new prostate slice.
data components required for the model training and classification of the Mbase, Mregion
and Mcoord models. For the Mbase model, which does not take into account the regional
heterogeneity, voxel-wise location information is not required for either modeling training
or classification. In contrast, the Mregion and Mcoord models both require standardized
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2-D coordinates to train the classifier and to obtain predictions for future voxels. The
primary distinction between the Mregion model and the Mcoord model is that, Mregion
requires manually guided region segmentation for the training data to train the classifier,
while Mcoord models the joint distribution of mpMRI parameters and cancer status as a
function of the coordinates, directly, and does not. Finally, we note that neither Mregion
nor Mcoord requires manually guided region segmentation for future data, which is one of
our primary objectives.
2.3.4 Classification for the Voxels with Missing mpMRI Parameters
A common problem of the mpMRI data is that some mpMRI parameters may have missing
values due to failed MRI parametric mapping, most frequently being a result of uncorrected
motion between or within data sets. This is a practical problem that complicates the ap-
plication of regression-based classifiers: implementing regression-based classifiers in the
presence of missing data requires that the missing mpMRI parameters are imputed. In the
Bayesian framework, however, we can simply integrate out the missing parameters from
the joint posterior predictive distribution of the mpMRI parameters and cancer status:
f(y∗obs, c
∗|k∗,Y ,C,K) =
∫
f(y∗obs,y
∗
mis, c
∗|k∗,Y ,C,K)dy∗mis, (2.20)
where y∗ = (y∗obs,y
∗
mis), with y
∗
obs and y
∗
mis denoting the observed and missing mpMRI
parameters, respectively. In this case, voxel-wise classification is conducted by replacing
f(y∗|c∗, k∗,Y ,C,K) with f(y∗obs|c∗, k∗,Y ,C,K) in (2.11) and (2.19). In other words,
if a voxel is missing one or more mpMRI parameters, its cancer status can still be classified
using only the observed mpMRI parameters. If a voxel is missing all mpMRI parameters,
then its posterior predictive cancer probability is simply estimated as a function of the
location in a prostate. This approach assumes missing completely at random (MCAR)
(Little and Rubin, 2002), which is a strong and likely untrue assumption, but we will show
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that the approach still leads to reasonable classification results on our motivating data set.
2.3.5 Spatial Gaussian Kernel Smoother and Msmooth
Previously, we assumed independency between voxels for scalability. However, there may
exist residual spatial correlation between voxels, and taking into account the spatial cor-
relation could potentially further improve the classification. Ideally, we would formally
model the spatial correlation structure between voxels. However, modeling the spatial cor-
relation structure in our setting is nontrivial due to the high-dimensionality of the data
(RUE and Tjelmeland, 2002; Stein et al., 2004). Instead, we propose to apply a spatial
Gaussian-Kernal smoothing technique to ensure computational efficiency. Here we use the
Nadaraya-Watson estimator with a Gaussian kernel (Nadaraya, 1964; Watson, 1964). The
smoothed posterior predictive cancer probability at coordinate s∗j can then be written as:
˜˜p(s∗j) =
∑n∗
k=1,k 6=jKσ(||(s∗j)− (s∗k)||2)pˆ(s∗k)∑n∗
k=1,k 6=jKσ(||(s∗j)− (s∗k)||2)
, (2.21)
where n∗ denotes the number of voxels in the new prostate slice, || · ||2 denotes L2 norm,
Kσ denotes the gaussian kernel with bandwidth σ, and pˆ(s∗k) is the unsmoothed posterior
predictive cancer probability for the voxel at coordinate s∗k in the new slice. The band-
width σ controls the contribution of the neighboring voxels (which is also determined by
their distance from s∗j), and is chosen by Cross-Validation to maximize the average AUC.
Note that spatial smoothing of the voxels on the edge of a slice requires edge correction.
This is realized by replacing the denominator in (2.21) by the inverse of an edge correction
term e(s∗j), which is the reciprocal of the kernel mass within the new prostate slice:
e(s∗j) =
[ ∫
v∈G
k(||v − s∗j ||2)dv
]−1
, (2.22)
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where G denotes the area within the new prostate slice. This spatial Gaussian kernel
smoothing technique was implemented using the R package “spatstat” (Baddeley et al.,
2005).
2.4 Numerical Results
2.4.1 Simulation Studies
Simulation Settings
Simulation studies were conducted to evaluate the performance of the proposed classifiers
in different data scenarios. In each simulation, we generated 34 training prostate slices and
10 test slices. For each slice, a mask (i.e shape of the slice, including voxel-wise region
indicators and standardized 2-D coordinates) was sampled with replacement from the 46
prostate slices in the motivating data set. Within each slice, voxel-wise mpMRI parameters
and binary cancer indicators were generated according to the following model:
yij|cij, rij ∼MVN (yij|µcij ,rij ,Γcij ,rij ),
cij = I(pij > 0.5) = I(qij > 0),
qij = Φ
−1(pij) = q0,rij + wij,
wi ∼MVN (0,Ci(φ, σ2)). (2.23)
Specifically, for the jth voxel in the ith slice, cancer probability pij was simulated by adding
a spatial random effect, wij , to the probit (which we denote as Φ−1(·)) of the region-specific
cancer probability q0,rij , rij ∈ {0, 1}. To induce spatial correlation between voxel-wise
cancer status, we assumed that wi = (wi1, wi2, ..., wi,ni)
T followed a multivariate normal
distribution with mean 0 and covariance matrix Ci(φ, σ2), i.e. wij’s, j = 1, ..., ni, were
spatially correlated. The (j, k)-th entry of Ci(φ, σ2) (i.e. the spatial correlation between
28
wij and wik) was defined asCi(φ, σ2)j,k = σ2e−φ||sij−sik||2 , with σ2 and φ being the spatial
variance and range parameter, respectively. The binary cancer status, cij , was set to 1 if
pij > 0.5, and 0 if pij 6 0.5. Finally, we allowed the distribution of yij to vary between
the PZ and CG, and between cancer and noncancer voxels, by simulating yij based on the
region indicator rij and cancer indicator cij .
Simulations were conducted assuming different scales for the regional heterogeneity
and different patterns for the spatial correlation structure. To generate regional heterogene-
ity in the distribution of mpMRI parameters, we set the difference in mean between the PZ
and CG equal to either the difference in the sample mean calculated from the motivating
data set, half of the difference in the sample mean, or 0, separately for the cancer and non-
cancer voxels. To induce regional heterogeneity in the voxel-wise cancer probabilities, we
fixed the voxel-wise cancer probabilities in the CG to pCG = 0.092, which was the sample
estimate obtained from the motivating data set, and set the difference in cancer probabil-
ity between PZ and CG to 0.184, 0.092, or 0. In addition, we set the spatial variance to
σ2 = 30, 15 or 5, and the spatial correlation to φ = 5, 2 or 1, so as to induce different
spatial correlation patterns for the simulated data.
We completed 1000 simulations for each data scenario. In each simulation, we trained
the classifiers using 34 training prostate slices, and evaluated the performance using 10 test
slices. Classification accuracy of the various classifiers were summarized by the average
AUC across the 1000 simulations. In each data scenario, the kernel bandwidth for spatial
Gaussian kernel smoothing was treated as a tuning parameter and selected by Leave-one-
out Cross-Validation (LOOCV) as the maximizer for average AUC. The basis functions
in the spline regressions were determined by stepwise model selection procedure to min-
imize the penalized residual sum of squares, which was conducted using the R package
“polspline” (Kooperberg et al., 1997; Kooperberg and Kooperberg, 2019).
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Simulation Results
Figure 2.2 presents the AUC for the Mbase, Mregion, Mcoord and Msmooth models given
different scales for the regional heterogeneity, spatial variance, σ2, and spatial correlation
range parameter, φ. In the figure, the error bars represent the 95% confidence intervals for
the AUC, and the points at the center of the bars show the average AUC. We first look at the
performance of Mregion and Mcoord given different scales for the regional heterogeneity.
In each sub-figure, when there is no regional heterogeneity, Mregion and Mcoord perform
similarly as Mbase. When there is regional heterogeneity, Mregion and Mcoord provide
higher average AUC than Mbase, and this advantage increases as the scale of regional
heterogeneity increases. This agrees with our expectation: Mregion and Mcoord improve
cancer classification by accounting for the regional heterogeneity in both the distribution
of mpMRI parameters and cancer risk. Next, we investigate the relative performance of
Mcoord and Msmooth given different spatial correlation patterns. In the top left figure
where there is large spatial correlation range (φ = 5) and large spatial variance (σ2 = 30),
the improvement in AUC from Mcoord to Msmooth is large but decreases as the spatial
correlation range and spatial variance decrease. When the correlation range parameter is
relatively small (φ = 1), spatial Gaussian kernel smoothing results in little improvement
in AUC, but does not over-smooth to the point of reducing the AUC of the Mbase model.
Detailed simulation results are reported in Appendix A.2.
We also evaluated the performance of the spatial Gaussian kernel smoother where there
existed more complex spatial correlation patterns. Specifically, we considered two scenar-
ios. In one, the spatial correlation structure varied by prostate slice, where we simulated
data sets with spatial correlation range parameter, φ, varying by slice. In two, there was
non-stationarity in the spatial correlation structure within each slice, where we varied the
spatial correlation range parameter, φ, by the location in a prostate slice. Detailed simu-
lation settings and results are summarized in Appendix A.2. Overall, model performance
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Figure 2.2: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameter, φ, and
spatial variance, σ2.
observed in these scenarios are similar as observed in the scenarios assuming stationary
spatial correlation structure, except that the improvement due to spatial smoothing is lower.
2.4.2 Application to in Vivo Data
Now we evaluate model performance on the motivating data set described in Section 2.2.
Previously, Metzger et al. (2016) developed two mpMRI classifiers: (1) a WG classifier,
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which used d = 4 mpMRI parameters, including ADC, Ktrans, kep and AUGC90; and (2) a
PZ-specific classifier, which utilized T2 in place of Ktrans. For the application of our pro-
posed classifiers, different sets of mpMRI parameters were considered, and it was found
that the combination of ADC, Ktrans, kep and AUGC90 gave the highest classification ac-
curacy and, therefore, these four parameters were used as the mpMRI parameters in all
subsequent modeling. Among the four mpMRI parameters, ADC values are approximately
normally distributed, while Ktrans, kep and AUGC90 values are skewed and thus log trans-
formed before the analysis to achieve an approximately normal distribution.
We evaluate classification accuracy of the various classifiers using ROC curve and its
summary statistics, including the AUC and S90, which were estimated using LOOCV to
account for overfitting due to building and evaluating the model on the same data set (Bose
et al., 2003; Lemaître et al., 2015). In our case, LOOCV was completed on the subject/slice
level rather than the voxel level, considering the correlation between voxels from the same
slice. The number of basis functions in the adaptive polynomial spline regression and the
kernel bandwidth of the spatial Gaussian kernel smoother were treated as tuning param-
eters and selected by LOOCV to maximize the average AUC. The basis functions in the
spline regression were determined by stepwise model selection to minimize the penalized
residual sum of squares using an R package “polspline” (Kooperberg et al., 1997; Kooper-
berg and Kooperberg, 2019). 95% Confidence intervals and p-values for model comparison
were calculated using a Bootstrapping procedure that resampled prostate slices, rather than
voxels. Voxels were not resampled within each slice in order to retain the spatial structure
in the data. Model evaluation is based on the classification on 1000 resampled data sets.
Table 2.2 and Figure 2.3 summarize the classification results of the Mbase, Mregion,
Mcoord and Msmooth models. Table 2.2 presents the estimated AUC and S90 for the
complete cases (i.e. only including the voxels with no missing mpMRI parameters) and for
all voxels (i.e. including the voxels with missing mpMRI parameters). Figure 2.3 shows
ROC curves for the classification on complete voxels and on all voxels.
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We first discuss the classification results on the complete cases, and then discuss the
results on all voxels. Overall, the application to the motivating data set supports our find-
ings from the simulation studies. Both the Mregion model and the Mcoord model provided
significantly improved AUC (p = 0.013 and p = 0.011, respectively) and S90 (p = 0.015
and p = 0.012, respectively), compared with the Mbase model. The average AUC and S90
of Mregion were 0.038 and 0.046 higher than that of Mbase, respectively. We note that
Mregion uses an automated procedure to segment the prostate into PZ and CG. The aver-
age AUC by LOOCV for this region segmentation step was 0.972, and the Mregion with
automated region segmentation performed similarly as Mregion assuming known region
information (AUC: 0.767 vs. 0.763; S90: 0.475 vs. 0.476). Mcoord achieved similar clas-
Table 2.2: Classification results on the motivating data set. Each point estimate is the
average value obtained from LOOCV. Results in the parentheses are the 95% Bootstrap
confidence intervals obtained from 1000 Bootstrap samples. Bootstrap p-values for the
comparison of AUC and S90 are listed in the third and fifth columns, respectively, with
the superscript indicating which two models are compared: 1-4 represent Mbase,
Mregion, Mcoord and Msmooth, respectively.
Model AUC P-value S90 P-value
Complete Cases
Mbase .729(.679, .781) .429(.337, .515)
Mregion .767(.715, .816) .0131,2 .475(.375, .577) .0151,2
Mcoord .772(.716, .826) .0111,3 .4132,3 .494(.391, .597) .0121,3 .3202,3
Msmooth .822(.756, .880) < .0011,4 .0013,4 .599(.485, .712) .0011,4 < .0013,4
All Cases
Mbase .721(.669, .774) .419(.332, .506)
Mregion .760(.709, .808) .0361,2 .468(.366, .568) .0391,2
Mcoord .766(.709, .821) .0121,3 .2932,3 .486(.387, .584) .0131,3 .2092,3
Msmooth .818(.752, .880) .0021,4 < .0013,4 .596(.482, .709) .0031,4 < .0013,4
sification accuracy, resulting in AUC and S90 that were 0.043 and 0.065 higher than those
of Mbase, respectively. Compared with Mregion, Mcoord achieved higher AUC (0.772 vs.
0.767) and S90 (0.494 vs. 0.475), but the differences were not significant (AUC: p = 0.413;
S90: p = 0.320).
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The spatial Gaussian kernel smoothing step appeared to further improve cancer classifi-
cation. Here, Msmooth was obtained by combining Mcoord with the spatial smoother dis-
cussed in Section 2.3.5. From Table 2.2, it can be observed that Msmooth gave significantly
higher AUC and S90 compared with Mcoord (p = 0.001 and p < 0.001, respectively). The
AUC and S90 for Msmooth were 0.050 and 0.105 higher than those of Mcoord, respec-
tively. This gain in AUC and S90 from the spatial Gaussian kernel smoothing is similar in
magnitude to the improvement from modeling the regional heterogeneity (i.e. comparing
Mregion and Mcoord to Mbase). Overall, after modeling the regional heterogeneity and
conducting spatial smoothing on the voxel-wise posterior predictive cancer probabilities,
Msmooth gave AUC and S90 that were 0.093 (12.8%) and 0.170 (39.6%) higher than those
of Mbase, respectively (p < 0.001 and p = 0.001, respectively).
Figure 2.3: Average ROC curves obtained from LOOCV. The sub-figure on the left shows
results on the complete cases (i.e. the voxels that have no missing mpMRI parameters).
The sub-figure on the right shows results on all voxels. The dashed lines overlaying the
ROC curves indicate the S90 values.
We now compare the model performance on all voxels to the performance on the com-
plete cases. In our motivating data set, 8.553% of the voxels have at least one missing
mpMRI parameter, most of which have one (3.915%) or three (4.347%) parameters miss-
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ing. Even with this substantial amount of missing data, the resulting AUC and S90 of
Msmooth were similar to the ones from complete case analysis (AUC: 0.818 v.s. 0.822,
p = 0.326; S90: 0.596 v.s. 0.599, p = 0.393).
Figure 2.4 presents heatmaps of the voxel-wise posterior predictive cancer probabilities
for three randomly selected prostate slices in our data. Overall, we observe improved
classification moving from the left to the right. The Mbase model generated diffuse areas
of high posterior predictive cancer probabilities, which sometimes failed to cover the true
tumor areas. The Mregion and Mcoord models, on the contrary, identified larger area of
high cancer probability that covered the true tumor areas, and the overestimated cancer
probabilities for the remaining areas were reduced. In addition, while the Mregion and
Mcoord models generated similar posterior predictive cancer probabilities, the heatmaps
of Mcoord have more areas of deep red, indicating high probability of cancer, that overlap
with the true cancer areas. Our final model, Msmooth, further improved the classification
by reducing the sharp difference between neighboring voxels.
Figure 2.5 presents a binary representation of the cancer classification results, which
categorizes the voxels as true positive, false positive, false negative and true negative using
the probability cut-off corresponding to 90% specificity. The area of true positives (i.e. the
red regions) clearly increases from the left to the right, with a decrease in the area of false
negatives (i.e. the blue regions). We also observe a decrease in the area of false positives
(i.e. the yellow regions) from the left to the right, and the random false-positive voxels
are eliminated by Msmooth. However, the maps do highlight one drawback of spatial
smoothing, as it has the potential to over-smooth some areas in a prostate slice and create
continuous false positive areas adjacent to the predicted tumor areas. This is likely due to
the use of a constant spatial smoothing bandwidth across all prostate slices, or local non-
stationarity in the underlying spatial process in some slices. Even so, simulation results in
Section 2.4.1 have shown that, in both scenarios, the average classification accuracy can
still be improved by the spatial smoothing technique.
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Figure 2.4: Maps of three prostate slices: ground truth (column 1, where red indicates true
cancer voxels), heatmaps of the voxel-wise posterior predictive cancer probabilities for
Mbase, Mregion, Mcoord and Msmooth, respectively (columns 2-5, where warmer color
indicates higher predicted cancer probability, and the color is re-scaled separately for each
prostate slice).
Figure 2.5: Maps of three prostate slices: ground truth (column 1), maps of classification
results using the probability cut-off corresponding to 90% specificity, for Mbase, Mregion,
Mcoord and Msmooth, respectively (columns 2-5).
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For all models, we implement the EB approach to obtain a closed-form solution for the
voxel-wise posterior predictive cancer probabilities, which potentially comes at the price
of lower classification accuracy compared with a fully Bayesian model that better captures
uncertainty in the estimates of the model parameters. To ensure minimal loss in the classifi-
cation accuracy, we also compared Mregion and Mcoord with their fully Bayesian versions.
Specifically, for the fully Bayesian version of Mregion, we assumed a Unif(0, 1) prior on
the prior cancer risk p(c∗|r∗) in (2.11), and a flat prior on βcoord in (2.12). In addition,
instead of estimating the hyperparameter Ωc,r in (2.6) by an EB approach, we considered
the commonly used specification: Ωc,r = Id, where Id denotes a d×d identity matrix. For
the fully Bayesian version of Mcoord, we assumed a flat prior on βp in Section 2.3.3, the
vector of coefficients in the logistic spline regression for predicting prior cancer risk using
standardized 2-D coordinates. Similar to Mregion, we also assumed an inverse Wishart
prior for Σc, with δ = d+ 1 and Ωc equal to Id.
We ran the fully Bayesian models in JAGS using the R package “rjags” (Plummer,
2013). Posterior distributions were approximated by 5000 MCMC iterations, after 2000
iterations for initial burn-in. The AUC and S90 were still estimated by LOOCV. For the
Mregion model, the average AUC was 0.766 using both the EB approach and fully Bayesian
approach, while the average S90 was 0.475 using the EB approach, and 0.474 using the
fully Bayesian approach. Similarly, for the Mcoord model, the average AUC was 0.770
using the EB approach, and 0.772 using the fully Bayesian approach, while the average
S90 was 0.494 using the EB approach, and 0.497 using the fully Bayesian approach. These
results suggest that, at least for the data we have, there is little cost in classification accuracy
associated with our suggested EB approach, as compared to the fully Bayesian approach.
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2.5 Discussion
We proposed a Bayesian mpMRI classifier that improves the voxel-wise classification of
prostate cancer by accounting for the anatomic structure of the prostate: the existence
of heterogeneity between the PZ and CG in both the distribution of mpMRI parameters
and cancer risk. Additionally, we account for the residual spatial correlation in the voxel-
wise cancer risk using a spatial Gaussian kernel smoothing technique, which maintains the
accessibility of a closed-form solution for the posterior predictive cancer probabilities. Our
simulation results indicate that the proposed classifiers result in improved classification
compared with a baseline model that does not account for the regional heterogeneity. The
application to the motivating data set shows that our final model, Msmooth, results in a
0.093 (12.8%) increase in AUC, and a 0.170 (39.6%) increase in S90 compared with the
baseline model.
An important advantage of the proposed classifiers is the high computational efficiency.
The classifiers were developed in the Bayesian paradigm, which typically requires numeri-
cal techniques, such as the MCMC, to approximate the posterior distribution, which, for an
mpMRI data set with several thousands voxels per image, will be computationally inten-
sive. We are able to avoid sampling from the posterior by estimating nuisance parameters
using an EB approach, which allows us to derive a closed-form solution for the voxel-
wise posterior predictive cancer probabilities. This leads to a large reduction in computing
time, but with minimal loss of classification accuracy as compared to the fully Bayesian
approach. For our data, it took approximately 4.76 seconds on average for Msmooth, our
final model, to conduct voxel-wise cancer classification for a prostate slice with 3467 vox-
els. As a comparison, the fully Bayesian version implemented in JAGS using 5000 MCMC
iterations after a burn-in stage of 2000 iterations was about 138 times slower, with no im-
provement in the classification accuracy.
An additional advantage of the proposed classifiers is that, cancer classification for
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the voxels with missing mpMRI parameters is available without the need for imputation.
Application to the motivating data set where 8.553% of the voxels have missing mpMRI
parameters only resulted in a slight decrease in AUC and S90 compared with complete case
analysis. Note that direct application of our proposed classifiers to the voxels with missing
mpMRI parameters relies on the assumption of MCAR, which is unlikely to be true in
reality, but leads to reasonable classification results on our data. Modeling the missing
data mechanism can potentially result in higher classification accuracy by allowing us to
leverage information in the missing data pattern, and therefore will be one of our future
considerations.
The four mpMRI parameters, ADC, Ktrans, kep and AUGC90, were selected as the set
of candidate parameters that maximized the average AUC. As a result, another mpMRI pa-
rameter, T2, which is also widely used for the diagnosis of prostate cancer, was not included
in the models. However, several combinations of the mpMRI parameters that included T2
lead to similar classification accuracy, and should not be ruled out as significantly worse
than the selected set of parameters. Further work is needed for proposing an optimal model
selection procedure for the current modeling framework. Alternately, Bayesian model aver-
aging could be used in the place of model selection. The model weights can be set to vary
by the standardized 2-D coordinates, as the optimal combination of mpMRI parameters
might potentially depend on the location in a prostate.
Our proposed classifier utilizes a hierarchical modeling framework that allows us to
incorporate further structural complexity for the mpMRI parameters and cancer risk. We
have already exploited this flexibility to account for the regional heterogeneity, but this
framework could be extended to account for other mpMRI features, as well. For example,
strong, subject-specific shifts from the overall mean have been observed for the mpMRI
parameters. In principle, this could be accommodated in our modeling framework by in-
cluding subject-specific random effects into the likelihood, but additional work is needed to
understand the practical implications of this approach. In this dissertation, we focused our
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model development on 2-D prostate slices, due to technical limitations that currently pre-
vent 3-D co-registration of the MRI and pathology data sets. However, our method could
be easily extended to 3-D mpMRI data by replacing the 2-D splines with 3-D splines (Rup-
pert et al., 2009; Spinello et al., 2010; Lee et al., 2014), and the computation time should
scale linearly with the number of voxels in the image.
Currently, our classifier utilizes Spatial Gaussian Kernal Smoothing to account for the
spatial correlation between voxels, which was shown in Section 2.4.2 to result in signifi-
cant improvement in the classification. The spatial dependency between voxels can also be
accounted for by assigning spatially correlated priors on p(c∗|s∗). However, modeling the
spatial correlation structure is not trivial for the mpMRI data set. First, specifying spatial
correlation structure in the voxel-wise cancer probabilities leads to intractable posterior dis-
tributions, which requires sampling techniques (e.g. MCMC) to approximate the posterior,
and thus may result in a big loss of computational efficiency. Second, each MCMC iter-
ation requires inverting multiple spatial covariance matrices (one for each prostate slice),
each having a dimension of ni × ni, where ni ranges from 2098 to 5756, thus making the
model computationally infeasible. However, we do think that modeling the complex spatial
correlation structure via stationary or non-stationary spatial processes has the potential to
improve our classifier. We leave this task to Chapter 3.
Chapter 3
Voxel-wise Classification of Prostate
Cancer Accounting for the Spatial
Correlation and Between-Patient
Heterogeneity in mpMRI
3.1 Introduction
Previously, it has been observed that there is substantial difference in the distribution of the
observed mpMRI parameters and cancer risk both between and within the two regions of
the prostate: the PZ and CG. In Chapter 2, Jin et al. (2018) proposed to use a Bayesian
hierarchical modeling framework, which has a flexible structure allowing complex distri-
butional assumptions for both the predictors (mpMRI parameters) and the outcome (cancer
status). Based on this framework, fully automated classifiers were developed to model the
regional heterogeneity in mpMRI, and were shown to improve cancer classification.
In addition to the regional heterogeneity, the mpMRI data also show substantial spatial
correlation in the voxel-wise cancer status, and between-patient heterogeneity in the ob-
served mpMRI parameters, where the latter is possibly due to registration error or variabil-
ity in patients’ physical conditions. These features have not been previously investigated
in the context of fully automated, voxel-wise prostate cancer classification, but properly
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modeling these sources of variability could further improve the performance of the current
classifiers.
The major challenge associated with modeling the spatial correlation between voxels is
the extreme high dimensionality of the data. Typically, an mpMRI image has a resolution
of 50 × 50 ∼ 80 × 80, meaning thousands of voxels per image, which must be modeled
simultaneously over multiple images for model development. Spatial modeling on each im-
age requires inverting large spatial covariance matrices that typically requires∼ n3 floating
point operations and storage of order n2, with n denoting the number of voxels in the im-
age, which is computationally challenging and, in fact, infeasible for our motivating data
set.
There are two general approaches that can be considered for spatial modeling of high-
dimensional mpMRI data. One is sparse approximation, which introduces sparsity in the
spatial covariance or precision matrix. Methods include covariance tapering assuming com-
pactly supported covariance functions (e.g. Furrer et al., 2006; Kaufman et al., 2008), and
approximating the likelihood by the product of lower dimensional conditional densities
(e.g. Vecchia, 1988; Stein, 2014), Markov random fields (e.g. Rue and Held, 2005) or
composite likelihoods (e.g. Eidsvik et al., 2014). In addition, Datta et al. (2016) proposed
a Nearest Neighbor Gaussian Process (NNGP) for fully process-based modeling of large
spatial data sets, which approximates the likelihood of a spatial process by the product of
conditional densities between nearest neighbors. The other general approach is reduced-
rank approximation, which constructs spatial processes on a lower-dimensional subspace.
Methods include predictive process models (Banerjee et al., 2008; Finley et al., 2009), low
rank splines or basis functions (Cressie and Johannesson, 2008) and kernel convolutions
(Higdon, 2002).
In this chapter, we propose Bayesian hierarchical models that systematically model
the between-patient heterogeneity in the mpMRI parameters and spatial correlation in the
cancer status to improve voxel-wise classification of prostate cancer. Our models were de-
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veloped based on the approach of Jin et al. (2018) in Chapter 2, which models the regional
heterogeneity in mpMRI for voxel-wise cancer classification, and was developed under
a flexible Bayesian hierarchical model framework that allows us to introduce additional
model structures to account for the between-patient heterogeneity and spatial correlation
in mpMRI. This baseline model will also serve as a reference to assess the performance
of our proposed models. The between-patient heterogeneity in the observed mpMRI pa-
rameters is incorporated by specifying a subject specific random intercept for the mpMRI
parameters, and we propose three computationally efficient approaches to modeling the
spatial correlation in the voxel-wise cancer statuses. First, we consider a sparse approxi-
mation using the NNGP proposed by Datta et al. (2016). Second, we propose an approach
through knot-based, reduced-rank approximation (Banerjee et al., 2008). Finally, we pro-
pose an approach using Gaussian Markov random fields with a commonly used and easily
implemented conditional autoregressive (CAR) model. Our simulation results illustrate
that the proposed models substantially improve classification accuracy by incorporating
both between-patient heterogeneity and spatial correlation. Application to our motivating
data demonstrates improvement due to modeling the spatial correlation using the NNGP
and reduced-rank approximation but not the CAR model, while modeling the between-
patient heterogeneity did not further improve classification accuracy. Among our proposed
models, the model using NNGP for the modeling of spatial correlation had the best overall
performance, with robust classification accuracy and high computational efficiency.
The remaining chapter proceeds as follows. In Section 3.2, we introduce methods de-
velopment and the MCMC algorithm for model implementation. In Section 3.3, we present
simulation studies and application on the motivating data set to illustrate the model perfor-
mance. We conclude with a discussion in Section 3.4.
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3.2 Method
3.2.1 Baseline Model
The classification models proposed in this chapter were built upon the work of Jin et al.
(2018) presented in Chapter 2. Previously, Jin et al. (2018) observed heterogeneity in both
the distribution of mpMRI parameters and cancer prevalence between the two regions of
the prostate, PZ and CG. To incorporate regional heterogeneity, Jin et al. (2018) proposed
a “Mregion” model, which models region-specific joint density of the mpMRI parameters,
Y , and cancer status, C, given region information, R, via a Bayesian hierarchical model
framework. The unknown cancer status for the voxels in a new prostate image, C∗, are
classified using Bayesian posterior predictive probabilities given Y ∗ andR∗. Specifically,
it is assumed that the joint distribution of Y and C depends on R, which can be defined
hierarchically as f(Y ,C|R) = f(Y |C,R)p(C|R). For f(Y |C,R): yij’s are assumed
to follow independent multivariate normal distributions with mean and covariance matrix
varying by cancer status, cij ∈ {0, 1}, and region indicator, rij ∈ {0, 1}. For p(C|R):
cij is assumed to follows a Bernoulli distribution, Ber(prij), with cancer probability, prij ,
varying by region indicator, rij ∈ {0, 1}:
yij|cij, rij ind∼ MVN (µcij ,rij ,Γcij ,rij ),
cij|rij ind∼ Ber(prij). (3.1)
Model (3.1) is the basis for the construction of the models proposed in this chapter, and
will be used as the baseline for model evaluation.
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3.2.2 General Model Accounting for Between-patient Heterogeneity
and Spatial Correlation
First, we introduce our general approach for modeling the between-patient heterogeneity
in the mpMRI parameters and spatial correlation in the voxel-wise cancer status.
Between-patient Heterogeneity
In the Bayesian hierarchical model framework of the baseline model (3.1), the between-
patient heterogeneity in the mpMRI parameters can be incorporated by a random intercept,
δi ∼ MVN (0,Σ), on {yij|j = 1, 2, . . . , ni}, so that yij|cij, rij, δi ind∼ MVN (µcij ,rij +
δi,Γcij ,rij ). In our setting, δi represents the subject-specific random shift of the i
th patient
from the overall mean, with respect to the mpMRI parameters.
General Gaussian Process Model for Spatial Correlation
The baseline model (3.1) assumes that all voxels are independent, with voxel-wise cancer
probability prij only depending on the region indicator of the voxel rij ∈ {0, 1}. In reality,
however, substantial spatial correlation has been observed in the voxel-wise cancer status
within each image. To account for this data feature, we instead assume that the voxel-wise
cancer probabilities in the ith image, which we now denote as {pij|j = 1, . . . , ni}, are
dependent on the location/coordinates of the voxels, and are spatially correlated according
to the distance between 2-D coordinates {sij|j = 1, . . . , ni}. Notice that this only implies
spatial correlation between voxels within an image and that voxels from different images
(patients) are assumed independent. For Gaussian distributed geostatistical data, Gaussian
process models are widely used to model the spatial correlation between locations assum-
ing correlated Gaussian spatial random effects. The pij’s, however, are restricted to the unit
interval, and Gaussian spatial random effects cannot be added directly. Instead, we apply
a probit transformation and specify qij = Φ−1(pij), which has a support of (−∞,+∞),
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where Φ−1 denotes the probit function, which is also the inverse CDF of a standard nor-
mal distribution, and introduce spatial correlation by adding spatially correlated Gaussian
random effects wi = (wi1, wi2, . . . , wi,ni)
T on qi = (qi1, qi2, . . . , qi,ni)
T .
Under the probit model structure, we introduce a latent variable, κij ∼ N(qrij ,0+wij, 1),
where qrij ,0 denotes the probit of the region-specific cancer prevalence. The cancer status,
cij , then follows a Bernoulli distribution, where cij = 1 if κij > 0, and 0 otherwise. The
full model that accounts for both between-patient heterogeneity in the mpMRI parameters
and spatial correlation in voxel-wise cancer risk becomes:
yij
ind∼ MVN (µcij ,rij+δi,Γcij ,rij ), δi ∼MVN (0,Σ),
cij = I(κij > 0), κij∼N(qrij ,0 + wij, 1), wi∼MVN (0,C(Si,Si|θ)), (3.2)
where Si = (si1, si2, . . . , si,ni)
T , C(Si,Si|θ) denotes the spatial covariance matrix of
wi and θ denotes the set of spatial parameters shared by all images. For the construction
of C(Si,Si|θ) in image i, we assume that wi is the realization of a zero-mean Gaussian
process GP(0,C(·, ·|θ)) on locations Si. We define C(Si,Si|θ) = σ2ρ(Si,Si|ζ), where
ρ(·, ·|ζ) is a correlation function with the set of correlation parameters ζ, σ2 denotes the
spatial variance and θ = {σ2, ζ}. In this chapter, we employ a Matérn stationary corre-
lation function (Stein, 2012), which is one of the most widely used correlation functions
in spatial statistics which flexibly covers various types of stationary spatial correlation pat-
terns. Given the Matérn correlation function, the spatial correlation between two locations
s, t ∈ R2 is defined as:
ρ(s, t|ζ) = 1
2ν−1Γ(ν)
(2ν1/2‖s− t‖
φ
)ν
Jν
(2ν1/2‖s− t‖
φ
)
, (3.3)
where ζ = {φ, ν}, φ is the spatial range parameter where larger φ indicates larger-scale
spatial correlation, ν is the smoothness parameter controlling the degree of differentiabil-
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ity, where larger ν indicates smoother correlation, Γ(·) is the gamma function, Jν(·) is the
modified Bessel function of the second kind with order ν, and ‖·‖ denotes the Euclidean
distance. The matérn correlation function covers several commonly seen classes of corre-
lation functions, including the exponential (ν = 0.5) and squared exponential (ν → ∞)
correlation functions.
3.2.3 Computationally Efficient Modeling Approaches for Spatial Cor-
relation
The full spatial process model in (3.2) becomes computationally infeasible in the case of
our motivating data, where there are a large number of images, each involving a separate
spatial process over thousands of voxels. In this sub-section, we propose three different
approaches that ensure scalable spatial modeling of the mpMRI data.
Nearest Neighbor Gaussian Process (NNGP)
Our first approach to modeling spatial correlation in a computationally efficient manner is
through sparse approximation via NNGP. Most sparse approximation approaches do not
necessarily define a valid spatial process, and prediction is through interpolation from a
different spatial process that may not reflect the true predictive uncertainty. To deal with
issue, Datta et al. (2016) proposed an NNGP approach for fully process-based modeling of
large spatial data sets, which was shown to significantly outperform competing approaches
in terms of inference and scalability, and thus we believe it holds promise in our setting.
The construction of NNGP was discussed in detail by Datta et al. (2016), with appli-
cations to spatially-correlated, normally distributed observations on a single map under the
linear regression model framework. In our setting, we extend NNGP to Bayesian hierar-
chical modeling of multi-image data with spatially-correlated binary outcomes. We apply
a separate NNGP to each image. Take image i as an example: the joint density of wi, the
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voxel-wise spatial random effects on the probit-transformed cancer probabilities in model
(3.2), can be written as the product of conditional densities:
f(wi) =
ni∏
j=1
f(wij|wi1, wi2, . . . , wi,j−1). (3.4)
To reduce the computational burden, we replace the large conditioning set {wi1, wi2, . . . , wi,j−1}
with a smaller set of size at most m on N(sij) ⊆ Si \ {sij}, where m  min
i
ni, to con-
struct an alternative density:
f˜(wi) =
ni∏
j=1
f(wij|wN(sij)), (3.5)
where wN(sij) denotes the spatial random effects on N(sij), the m nearest neighbors of
sij . For each image i, we view {Si, NSi} as a directed graph G, with Si being the set
of nodes and NSi the set of directed edges. It has been proven that if G is a directed
acyclic graph, then f˜(wi) in (3.5) will be a proper multivariate joint density. Specifically,
let Csij denote the variance of wij , CN(sij) the m×m covariance matrix of wN(sij), and
Csij ,N(sij) the 1 ×m cross-covariance matrix between wij and wN(sij). By the property
of the multivariate Gaussian distribution:
f˜(wi) =
ni∏
j=1
N(wij|BsijwN(sij), Fsij ), (3.6)
where Bsij = Csij ,N(sij)C
−1
N(sij)
, Fsij = Csij − Csij ,N(sij)C−1N(sij)CN(sij),sij . In fact,
f˜(wi) is the probability density function (pdf) of a multivariate normal distribution, which
we denote as MVN (0, C˜Si). Given that each N(sij) has at most m (m  min
i
ni)
members, it can be shown that the precision matrix C˜−1Si is sparse with at most m(m +
1)ni/2 non-zero entries.
To construct the neighbor sets {N(sij)|j = 1, . . . , ni} in the ith image, we first order
48
the voxels by x-coordinate then y-coordinate, and denote the ordered voxels as {si1, si2, ..., si,ni},
then define N(sij) as the set of m voxels in {si1, si2, ..., si,j−1} with the shortest Eu-
clidean distance from sij . The ordering of voxels has been shown to have no discernible
impact on the approximation of (3.4) by (3.5). The choice of m can follow standard model
comparison metrics such as DIC, but typically a small value between 10 ∼ 15 can provide
inference almost indistinguishable to full spatial models for an image with thousands of
voxels. Our proposed model with NNGP for spatial modeling follows the structure of the
full model (3.2), except that we replace the original prior for wi, MVN (0,CSi), by the
NNGP priorMVN (0, C˜Si), i = 1, 2, . . . , N + 1.
Knot-based Reduced-rank Approximation
The NNGP-based approach proposed in the previous paragraphs reduces computational
intensity by inducing sparsity in the large spatial precision matrix, which has been proven
to perform well in capturing local spatial dependence structures. An alternative approach
is through reduced-rank approximation, which is better equipped to capture large-scale,
global spatial dependency (Stein, 2008; Finley et al., 2009).
Among the various reduced-rank approximation techniques, we considered a knot-
based method proposed by Banerjee et al. (2008). The basic idea is to construct a new
spatial process by regressing the original process on its realizations over a smaller set
of locations, which are referred to as “knots”. Take the ith image as an example: we
first select a set of a knots S∗i = {s∗i,1, ..., s∗i,a} ⊂ Si, where a  min
i
ni, with corre-
sponding spatial random effects w∗i = (ws∗i,1 , ..., ws∗i,a)
T . The original Gaussian process
in model (3.2) yields w∗i ∼ MVN (0,CS∗i ), where CS∗i = C(S∗i ,S∗i |θ). If we use w∗i
as the basis, then for any single site sik, the corresponding spatial interpolant is given by
w˜(sik) = E[w(sik)|w∗i ] = Csik,S∗iC−1S∗i w
∗
i , where Csik,S∗i = C(sik,S
∗
i |θ) is the 1 × a
cross-covariance matrix ofwsik andw
∗
i . This single-site interpolator defines a new spatial
process: w∼ (Si) ∼ GP(0,C
∼
(·, ·|θ,S∗i )), with C
∼
(Si,Si|θ,S∗i ) = CSi,S∗iC−1S∗i CS∗i ,Si . Un-
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der this newly defined spatial process, we can replace the original spatial random effectswi
by w∼ i = E[wi|w∗i ] = CSi,S∗iC−1S∗i w
∗
i . Since the resulting covariance matrix has a fixed
rank a much smaller than min
i
ni, faster computation can be achieved by avoiding inverting
spatial covariance matrices of size larger than a× a.
CAR Model
The final approach we consider uses Gaussian Markov random fields (GMRF). Different
from the NNGP-based and reduced-rank approaches, GMRF does not specify a spatial cor-
relation function. Instead, spatial dependency is introduced by specifying the conditional
distributions of the spatial random effects {f(wij|wi,−j)|j = 1, . . . , ni}. Here we apply a
popular application of GMRF, the conditional autoregressive (CAR) model, on wi:
wij|wi,−j ∼ N(
∑
k 6=j
bijkwik, σ
2), (3.7)
where bijk is the weight of wik on wij that is specified by the user, and we define bijk =
d−1ijk∑
l 6=j d
−1
ijl
, with dijk denoting the Euclidean distance between voxel j and k in image i. Using
Brook’s lemma (Rue and Held, 2005), we can obtain thatwi ∼MVN (0, σ2(I −Bi)−1),
where Bi = [bijk]nij,k=1. Since the precision matrix of wi has a closed form σ
−2(I −Bi),
we have avoided the need to invert large covariance matrices. However, since GMRF does
not allow inference on the spatial correlation structure, this model may not reveal the true
spatial dependence structure, which may limit accuracy of the resulting classifier.
3.2.4 MCMC Algorithm for Bayesian Inference and Classification
Bayesian inference and classification of the various models were implemented using MCMC
algorithms via Gibbs sampler with a Metropolis-Hastings sampling step. The model param-
eters are estimated using data from all images, and the voxel-wise cancer status indicators
for a new patient, {cN+1,j|j = 1, . . . , nN+1}, are classified by treating them as unknown
50
parameters and updating them along with the other model parameters. Derivation of the
MCMC algorithm is based on the joint density:
N+1∏
i=1
ni∏
j=1
{
MVN (yij|µcij ,rij + δi,Γcij ,rij )P (κij > 0)cijP (κij 6 0)1−cij
}
×
N+1∏
i=1
MVN (δi|0,Σ)×
N+1∏
i=1
ni∏
j=1
N(κij|qrij ,0+wij, 1)×
N+1∏
i=1
MVN (wi|0,Ci)
×
1∏
c=0
1∏
r=0
W−1(Γc,r|d− 1, Id)×W−1(Σ|d− 1, Id)× pi(θ), (3.8)
where pi(θ) denotes the prior distribution of θ, and Ci is a general notation for the spatial
covariance matrix ofwi in the different models, which is replaced byCSi in the full model,
C˜Si in the NNGP model, C
∼
Si in the reduced-rank model, and (I −Bi)−1Di in the CAR
model, with Bi and Di defined in the previous paragraphs. Our initial simulation results
showed that when the spatial variance, σ2, was large (e.g. 50), and spatial range, φ, was
large (e.g. 5), given a flat prior, {qr,0|r = 0, 1}, the probit of the cancer prevalence in region
r, converged to some value close to 0 or 1, which were far from their true values. This was
possibly due to the large-scale spatial correlation and large spatial variance, which resulted
in a small effective sample size for estimating the overall cancer prevalence. Therefore,
instead of updating {qr,0|r = 0, 1} along with the other parameters, we set them to be the
sample prevalence qr,0 = Φ−1(
∑N
i=1
∑
j:rij=r
cij/
∑N
i=1
∑
j:rij=r
1). Our simulation results
indicate that this substitution does not degrade our ability to appropriately model the other
model parameters.
The MCMC algorithm can be split into two parts. One is for updating the non-spatial
model parameters via Gibbs sampling, which is shared by all models. The other is for
updating the spatial model parameters, specifically, with Gibbs sampling for the update of
wij’s and kij’s, and Metropolis-Hastings sampling for the block update of θ. This spatial
part varies between models. In addition, for the reduced-rank model, updating wij’s se-
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quentially is computationally challenging, and thus we marginalize over wij’s and update
w∗i ’s, the spatial random effects on the selected knots within each image, instead.
While implementing the spatial part of the MCMC algorithm, a crucial strategy that fa-
cilitates computational efficiency is to conduct partial parallelization in the posterior com-
putation. The update of the voxel-level spatial components, including kij’s, wij’s, and
the corresponding spatial matrices involved in their full conditional distributions, are of
extreme high dimension and contribute the most to the computational intensity of the algo-
rithm. In fact, these model components are independent between subjects conditional on
the other model parameters, and thus can be updated independently within each subject.
To make use of this property and further reduce the computational burden, we utilize the
partial parallelization strategy in posterior sampling, where in each MCMC iteration, we
parallelize the update of these voxel-wise spatial parameters and matrices with respect to
subjects due to their conditional independence. Full details of the MCMC algorithms are
available in Appendix B.1.
3.3 Application
3.3.1 Simulation Studies
Simulation Settings
We conducted simulation studies to evaluate the classification accuracy of the models dis-
cussed in Section 3.2. To simulate a prostate image, a mask (shape of the prostate image,
including the voxel-wise region indicators and 2-D coordinates) was sampled with replace-
ment from the prostate images in the real data set. Voxel-wise mpMRI parameters and
cancer statuses were then simulated according to the full model (3.2), with a spatial cor-
relation structure following the Matérn correlation function (3.3). We then applied the
proposed models, and compared their performance with the baseline model (3.1) to evalu-
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ate the improvement in classification accuracy obtained from modeling the between-patient
heterogeneity and spatial correlation. We also compared our proposed models with com-
putationally efficient spatial modeling approaches with the full model (3.2), to evaluate
their performance in approximating the classification accuracy of full spatial modeling.
Since the full model is computationally infeasible on the original-size images, we gener-
ated reduced-size images by taking every third row and column of the full-size images,
resulting in an image resolution of 18× 18 ∼ 28× 28.
We conducted the following data generation processes: the general model parameters,
including the mean, within-patient and between-patient covariance of the mpMRI parame-
ters, and cancer prevalence in the PZ and CG, were set to equal the estimates from the real
data. We set σ2 (spatial variance) to be 1, 5 or 20, φ (range parameter, larger φ indicates
larger scale correlation) to be 0.1, 0.25, 0.5 or 2, and ν (smoothness parameter, smaller ν
indicates larger differentiability) to be 0.5 or 1.5. Figure 3.1 shows the spatial correlation
versus distance between voxels under different settings of φ and ν. In each simulation, we
trained the classifiers using 34 training images, and evaluated the performance using 10 test
images.
Simulation Results
Table 3.1 reports the performance of all candidate models under different data scenarios.
We considered six candidate models: M-base: the baseline model; M-sse: M-base plus
subject specific effects (SSE) accounting for between-patient heterogeneity in the mpMRI
parameters; M-sse-nngp, M-sse-rr, M-sse-car and M-sse-full: M-sse plus spatial modeling
using NNGP, reduced-rank approximation, CAR and full model, respectively. We set both
m (the number of nearest neighbors in NNGP) and a (the number of knots in the reduced-
rank model) equal to 10 to make the NNGP and reduced-rank models comparable. The
nearest neighbor sets for the NNGP were constructed following the procedure introduced
in Section 3.2.3, and we selected a set of equally spaced grids in each image to be the
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knots for the reduced-rank model. All samplers were programmed using R with the Rcpp
package (Eddelbuettel et al., 2011). The R code for implementing our proposed models is
available at https://github.com/Jin93/PCa-mpMRI2.
Figure 3.1: Matérn correlation versus spatial distance assuming different values for φ
(range parameter, larger φ indicates larger-scale correlation) and ν (smoothness parameter,
smaller ν indicates larger differentiability). The difference in x-axes between two
neighboring vertical lines is equal to 0.04, which is the average distance between two
neighboring voxels in the motivating data set. The range of the x-axes is (0, 2), which is
the scale of the pairwise distances between voxels in the motivating data set.
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Table 3.1: Performance of the candidate models under different settings for σ2 (spatial
variance), φ (spatial range parameter, larger φ indicates larger-scale correlation), and ν
(spatial smoothness parameter, smaller ν indicates larger differentiability). “M-base”: the
baseline model (3.1) in Section 3.2.1; “M-sse”: the baseline model plus subject-specific
effects (SSE) accounting for between-patient heterogeneity in the mpMRI parameters;
“M-sse-nngp”, “M-sse-rr”, “M-sse-car” and “M-sse-full”: models that account for patient
heterogeneity, and also spatial correlation using NNGP, reduced-rank model, CAR model
and full spatial model, respectively. Bayesian inference and classification were based on
two chains of 25000 MCMC iterations after a burn-in stage of 5000 iterations. AUCs are
summarized as means with standard deviations in the parentheses, which were obtained
from 100 simulations for each data scenario. The “Time” row lists the average computing
time in hours for each simulation.
Parameters AUC
σ2 φ ν M-base M-sse M-sse-nngp M-sse-rr M-sse-car M-sse-full
1
2.0 0.5 .755 (.023) .820 (.015) .847 (.011) .851 (.012) .835 (.010) .852 (.011)1.5 .750 (.032) .823 (.020) .833 (.012) .851 (.014) .837 (.013) .851 (.013)
0.5 0.5 .766 (.022) .819 (.017) .859 (.011) .852 (.011) .834 (.010) .861 (.011)1.5 .763 (.021) .819 (.019) .849 (.011) .872 (.011) .838 (.011) .876 (.010)
0.25 0.5 .770 (.015) .815 (.018) .849 (.010) .800 (.019) .830 (.010) .850 (.011)1.5 .767 (.019) .820 (.011) .858 (.010) .822 (.016) .833 (.010) .865 (.010)
0.1 0.5 .769 (.016) .817 (.013) .834 (.007) .627 (.014) .827 (.008) .818 (.008)1.5 .768 (.015) .815 (.017) .837 (.008) .600 (.015) .828 (.008) .831 (.009)
5
2.0 0.5 .760 (.013) .819 (.014) .888 (.011) .888 (.013) .842 (.009) .892 (.012)1.5 .751 (.027) .809 (.027) .821 (.023) .883 (024) .832 (.020) .882 (.024)
0.5 0.5 .770 (.017) .807 (.018) .892 (.010) .885 (.012) .835 (.009) .896 (.010)1.5 .767 (.025) .808 (.020) .906 (.012) .919 (.011) .841 (.010) .925 (.011)
0.25 0.5 .776 (.015) .812 (.011) .876 (.005) .848 (.010) .835 (.005) .880 (.005)1.5 .777 (.013) .808 (.021) .901 (.008) .873 (.009) .835 (.008) .907 (.008)
0.1 0.5 .777 (.016) .803 (.017) .837 (.007) .688 (.017) .824 (.006) .839 (.008)1.5 .778 (.011) .810 (.009) .851 (.007) .688 (.015) .827 (.007) .853 (.007)
20
2.0 0.5 .765 (.012) .811 (.010) .902 (.009) .906 (.010) .839 (.009) .910 (.009)1.5 .755 (.027) .811 (.024) .843 (.022) .923 (025) .843 (.018) .924 (.026)
0.5 0.5 .771 (.015) .802 (.014) .903 (.010) .897 (.013) .836 (.008) .914 (.010)1.5 .770 (.021) .805 (.020) .940 (.010) .945 (.011) .844 (.010) .952 (.010)
0.25 0.5 .782 (.009) .801 (.016) .882 (.009) .856 (.013) .833 (.006) .893 (.009)1.5 .761 (.026) .830 (.014) .924 (.012) .918 (.015) .849 (.012) .925 (.014)
0.1 0.5 .782 (.013) .804 (.014) .837 (.009) .698 (.021) .824 (.008) .845 (.010)1.5 .786 (.009) .808 (.011) .852 (.008) .710 (.018) .826 (.007) .860 (.008)
Time 0.31 0.35 2.39 3.75 0.77
Note: M-sse-full is computationally intensive under a fully Bayesian framework for simulation studies,
so we fixed the spatial parameters as the true values, and the corresponding computing time is not listed
here for comparison.
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From Table 3.1, we observed that the AUC was substantially improved by modeling the
patient heterogeneity in the mpMRI parameters (M-base versus M-sse) in all scenarios. We
observed big improvement in AUC due to modeling the spatial correlation between voxels
(M-sse versus the four models with spatial modeling) given large σ2 (large spatial vari-
ance), large φ (larger scale spatial correlation) and large ν (less differentiability). Relative
performance of the models with spatial modeling varied by scenario (Table 3.1, columns
6-9), with σ2 having little effect but φ and ν having a noticeable effect on performance.
The M-sse-nngp model had similar AUC as the full model (M-sse-full) when φ equaled 0.1
and 0.25 (small-scale, local correlation) regardless of ν, and also performed well when φ
equaled 0.5 and 2 with the exception of the scenario when ν = 1.5. The M-sse-rr model, on
the other hand, had an average AUC closer to that of the full model when φ equaled 0.5 or 2
(larger-scale correlation), but performed poorly when φ equaled 0.1 or 0.25 (local correla-
tion), having worse performance than M-base in some cases (see the results when σ2 = 1,
φ = 0.1 and ν = 1.5). Both M-sse-nngp and M-sse-rr had an average AUC closer to that
of the full model when ν was smaller (larger differentiability). In general, M-sse-nngp had
an average AUC close to that of the full model under most data scenarios except when
φ = 2 and ν = 1.5, where there was smooth and very strong correlation across the whole
image (see Figure 3.1); in contrast, M-sse-nngp did not approximate the performance of
the full model well unless the spatial correlation had a large scale (φ = 2). One possible
explanation for the poor performance of M-sse-rr under certain scenarios is that 10 knots is
not adequate for the reduced-rank approximation to capture the underlying spatial structure
well, unless there is strong, large-scale spatial correlation across the whole image. In fact,
our simulation results indicated that a much larger number of knots (a ≥ 100) is required
for good performance, which would lead to a much longer computation time and thus was
not conducted as part of our simulation study. The M-sse-nngp model, on the other hand,
demonstrated its advantage in that a much smaller number of nearest neighbors, in other
words, much less computation time, is required, to approximate the classification accuracy
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of the full model. The M-sse-car model had improved AUC compared with M-sse, but
overall did not approximate the full model well. The performance of M-sse-car was not af-
fected by σ2, φ or ν since the CAR model assumes a fixed spatial structure with no spatial
correlation parameters. In summary, the M-sse-nngp model demonstrated robust perfor-
mance, offering the highest classification accuracy and the best approximation to the full
model compared with M-sse-rr and M-sse-car in the majority of the considered scenarios.
3.3.2 Application to in Vivo Data
We next illustrate the performance of the candidate models on the motivating mpMRI data
set described in Section 2.2. Our preliminary analyses suggest that the between-patient
variation in mpMRI parameters has a complex pattern that might be hard to estimate with
a limited sample (34 subjects). Therefore, we applied each proposed spatial modeling
approach both with and without subject specific effects (SSE) accounting for the between-
patient variability, which lead to M-nnngp and M-sse-nngp: spatial modeling using NNGP
without and with SSE; M-rr and M-sse-rr: spatial modeling using reduce-rank approxi-
mation without and with SSE; and M-car and M-sse-car: spatial modeling using the CAR
model without and with SSE. Summaries of the ROC curve were obtained using 5-fold
Cross-Validation to account for over-fitting due to training and evaluating the model on the
same data set (Hastie et al., 2009).
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Table 3.2 summarizes the performance of the candidate models, including AUC, S80
(sensitivity corresponding to 80% specificity), posterior mean of the spatial parameters and
computing time in hours to complete the 5-fold Cross-Validation. Regarding the AUC
and S80, spatial modeling with NNGP and reduced-rank approximation demonstrated im-
provements both with and without SSE compared with M-base: the AUC increased from
0.763 to 0.808 (M-nngp), 0.785 (M-sse-nngp), 0.807 (M-rr) and 0.774 (M-sse-rr), and
S80 was increased from 0.615 to 0.673 (M-nngp), 0.641 (M-sse-nngp), 0.680 (M-rr) and
0.637 (M-sse-rr). This suggests that spatial modeling improved the classification accuracy
by successfully modeling the spatial correlation in the data. The M-car and M-sse-car
models, however, had performance almost equivalent to M-base both without SSE (AUC:
0.764, S80: 0.607) and with SSE (AUC: 0.765, S80: 0.605). For all three spatial modeling
approaches, adding SSE to account for patient heterogeneity did not result in additional
improvement in AUC or S80, and, in fact, lowered the AUC and S80 of M-nngp and M-rr.
One possible explanation is that the SSE might have a complex distribution, with features
that cannot be reflected by the assumed multivariate normal distribution.
The three different spatial modeling approaches lead to different posterior estimates for
the spatial parameters. For the NNGP-based models, the posterior mean spatial range (φˆ),
smoothness (νˆ) and variance (σˆ2) were 1.67, 0.88 and 657.9, respectively, without SSE,
and 1.64, 0.89 and 632.2, respectively, with SSE. For the models using reduced-rank ap-
proximation, φˆ, νˆ and σˆ2 were 0.71, 15.89 and 765.6, respectively, without SSE, and 0.76,
16.03 and 720.5, respectively, with SSE. For the models using CAR for spatial modeling,
there is no assumed φ or ν, and the posterior mean of σ2 was 4.7 without SSE and 4.5 with
SSE. It can be observed that, for each spatial modeling approach, the estimated spatial pa-
rameters were similar with or without SSE. For the models without SSE, M-nngp and M-rr
both gave large estimated spatial variances σˆ2, indicating strong spatial variation among
voxels within each image. Although the estimated range φˆ differed (1.67 for M-nngp and
0.71 for M-rr), both indicated large-scale spatial dependency (see Figure 3.1). The M-nngp
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model gave a smaller νˆ = 0.88, possibly because the NNGP tends to capture local spa-
tial dependencies that are less smooth. The M-rr model, on the other hand, gave a larger
νˆ = 15.89 indicating a much smoother correlation structure, possibly because reduced-
rank approximation tends to capture large-scale, smooth spatial dependencies. In contrast,
the CAR model assumed a fixed spatial dependence structure that was determined by the
distance between voxels, which was quite different from the estimated spatial dependence
structures using NNGP or reduced-rank approximation, and thus the M-car model gave a
quite different estimated spatial variance σˆ2 = 4.7. There was also substantial variability in
the computational intensity. For the 5-fold Cross-Validation with 75000 MCMC iterations
after a burn-in stage of 5000 iterations, the NNGP-based models were approximately 3.1
times slower than the CAR-based models, and the models using reduced-rank approxima-
tion were approximately 4.9 times slower than the CAR-based models. Computing time
for the various models are reported in Table 3.2.
Figure 3.2 and Figure 3.3 show heatmaps and classification maps, respectively, for
two representative prostate images. In the heatmaps, warmer color indicates higher pos-
terior predictive cancer probability, and in the classification maps, red, yellow, grey and
blue indicate correctly identified cancer regions (true positive), incorrectly identified can-
cer regions (false positive), correctly identified noncancer regions (true negative), and in-
correctly identified noncancer regions (false negative), respectively, using the probability
cut-off corresponding to 80% specificity. Compared with M-base, which generated dif-
fuse areas of high posterior cancer probabilities scattered throughout the images, all spatial
models identified larger and more integrated true positive areas. The models using NNGP
and reduced-rank approximation produced prediction maps with clearly distinguished can-
cer and noncancer regions. This is likely because the estimated φ and ν for the two models
indicate strong, large-scale spatial correlation in the voxel-wise cancer probabilities, which
leads to strongly clustered regions of cancer or noncancer voxels. Prediction maps from
the CAR-based models are much more smooth, and it is hard to distinguish the cancer and
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noncancer regions by eye. Using a probability cut-off that corresponds to 80% specificity,
however, we can see from Figure 3.3 that the CAR-based models had similar classification
results as M-base. In addition, we see that models that did not account for patient hetero-
geneity (no SSE) generated prediction maps closer to the ground truth than models with
SSE: compared with M-nngp and M-rr, M-sse-nngp and M-sse-rr identified more areas of
high posterior cancer probabilities which lead to more true positive areas, but also larger
regions of false positives around true positives.
3.4 Discussion
In this chapter, we proposed Bayesian hierarchical models for high-resolution mpMRI data,
which aim to improve the voxel-wise classification accuracy of prostate cancer by modeling
the between-patient heterogeneity in the mpMRI parameters and spatial correlation in the
voxel-wise cancer status. Conventional spatial models become computationally infeasible
due to the large size of the multi-image mpMRI data. We consider three computationally
efficient approaches to introduce spatial correlation at the voxel-level cancer classifica-
tion, which use a sparse approximation via the NNGP prior, a reduced-rank approximation
through a knot-based approach and GMRF with a CAR model.
Simulation results indicate that classification accuracy can be substantially improved by
modeling both the patient heterogeneity in the mpMRI parameters and spatial correlation
structure within an image. The proposed M-sse-nngp model performed better under more
local, smaller-scale spatial dependency, but was robust to the true spatial structure and had
the best overall performance under the considered data scenarios. The proposed M-sse-rr
model outperformed M-sse-nngp only when there was strong correlation across the whole
image. Otherwise, it performed poorly, performing worse than non-spatial models when
there was only small-scale, local correlation. The proposed M-sse-car model improved the
AUC relative to the non-spatial models, but performed worse than M-sse-nngp under all
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considered data scenarios. Application on our motivating data showed that spatial mod-
eling using NNGP and reduced-rank approximation improved the average AUC and S80
compared with the base-model, while spatial modeling using the CAR model did not. Mod-
eling between-patient heterogeneity in the mpMRI parameters on top of spatial modeling
did not further improve the average AUC and S80, and, in some cases, actually decreased
performance. This is possibly because the between-patient variation has a complex struc-
ture that is hard to estimate with only 34 patients. In fact, our preliminary analysis suggests
that the distribution of the subject specific effects may be bimodal, in which case a more
complex random effects distribution would be required to properly model the data, which,
in turn, would be more difficult to estimate. Further investigation is required for the proper
modeling of patient heterogeneity in the mpMRI parameters.
A major challenge for model application is the computational burden brought by simul-
taneously modeling and classifying multiple high-dimensional images with spatial correla-
tion structures. Among the proposed spatial modeling approaches, CAR demonstrated the
highest computational efficiency, but had a lower classification accuracy compared with
NNGP and reduced-rank approximation. Although the proposed M-nngp and M-rr models
demonstrated similar classification accuracy on the motivating data, M-nngp was approx-
imately 1.6 times faster than M-rr with equal number of nearest neighbors (m = 10) and
knots (a = 10), indicating an advantage of M-nngp in practical applications. The computa-
tional intensity increases linearly with the increase in m for NNGP, and increases slightly
faster with the increase in a for the reduced-rank model. Application results showed that
M-nngp using more than 10 neighbors did not add much improvement in AUC and S80.
The M-rr model, on the other hand, could potentially have improved classification if we
use many more knots (e.g. a = 100). However, the MCMC algorithm will become com-
putational intensive and unrealistic to apply to our data. In summary, the M-nngp model
is preferred for real-world application, with robust performance and high computational
efficiency. Regarding the model implementation, parallel computing also plays an impor-
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tant role, where in each MCMC iteration, it significantly reduces the computation time by
updating model components for each subject (image) simultaneously using multiple cores.
In this chapter, spatial modeling was conducted assuming a stationary spatial structure,
while in reality the spatial dependency may show a more complex pattern. A future exten-
sion to the proposed models is to introduce a non-stationary spatial structure. For example,
the spatial correlation may change as a function of the location in the prostate and properly
modeling this complex structure could improve performance. Another future direction is
lesion-wise cancer detection, which has so far received limited discussion in the literature
(Litjens et al., 2014; Leng et al., 2018). While the majority of current quantitative mpMRI
classifiers for prostate cancer focus on voxel-wise detection, clinical practice requires that
the results are ultimately translated into detection of cancer lesions, and determining how
best to identify lesions using voxel-wise data is worthy of future investigation.
Chapter 4
A Multi-resolution Super Learner
Algorithm for General Voxel-wise
Cancer Classification
4.1 Introduction
The goal of this dissertation is to improve voxel-wise classification of prostate cancer by si-
multaneously modeling the various sources of variability in the mpMRI data. The Bayesian
methods in Chapters 2 and 3 provide powerful tools to do this, but also have limitations,
including computational costs and challenges associated with extending to more complex
cancer classification/prediction problems. For example, there is a need to extend our exist-
ing classifiers to predict ordinal outcomes, such as the Gleason score, which is challenging
with the framework proposed in Chapters 2 and 3 because of the large number of model
parameters.
In this chapter, we propose a machine learning-based approach to voxel-wise classifi-
cation, which can flexibly account for the various features of the mpMRI data. The method
will account for regional heterogeneity in the mpMRI data via ensemble learning, based
on the super learner algorithm (Van der Laan et al., 2007). Briefly, we first train a selected
classifier globally on the whole prostate gland, then train local classifiers using sub-regions
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of the whole gland, under prostate segmentation of different resolutions: 2 × 2, 3 × 3,
etc., therefore allowing classification to vary between sub-regions. In the end, we average
across the global and multi-resolution local classifiers using the super learner algorithm.
The spatial correlation between voxels is accounted for by applying the spatial Gaussian
kernel smoothing technique in Chapter 2 to the voxel-wise cancer probabilities from the
multi-resolution classifiers. This spatial smoothing technique not only accounts for the
spatial correlation between voxels, but also reduces random noise in the data. Regarding
the between-patient variability in the observed mpMRI parameters, Chapter 3 presented
evidence that the current data set is not sufficient for sophisticated modeling of the subject-
specific effects, and therefore we put the modeling of between-patient variability aside and
do not discuss it in this chapter.
The proposed algorithm will be introduced in detail for the voxel-wise classification of
binary prostate cancer status. To illustrate its flexibility, we will also discuss its application
to classifying the ordinal clinical significance of prostate cancer. Simulation studies and
application to the motivating data set were conducted for both binary and ordinal classifi-
cation problems. Results illustrate the benefit of the proposed multi-resolution modeling
technique in combination with spatial smoothing, in terms of classification accuracy.
The rest of the Chapter is organized as follows. In Section 4.2, we introduce the pro-
posed method for binary cancer classification. In Section 4.3, we present simulation studies
and application to the motivating data to illustrate the model performance on classifying bi-
nary cancer status. In Section 4.4, we discuss the extension to ordinal outcomes, present
simulation results illustrating its performance, and apply our classifier to the motivating
data. Section 4.5 summarizes the chapter and discusses related future research.
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4.2 Methods
The proposed method accounts for the heterogeneity both between and within different
regions of a prostate via an ensemble learning technique called super learner (van der Laan
et al., 2006; Van der Laan et al., 2007). The method is composed of two stages. In stage one,
we first select a base learner, which can be a statistical model or machine learning algorithm
for classification. Next, we segment the 2-D support of the prostate gland, (−1, 1)×(−1, 1),
into 1×1, 2×2, 3×3, . . ., regular grids. Under the k×k segmentation, k = 1, 2, 3, . . ., we
train the selected base learner locally in each of the k2 sub-regions. In stage two, we use
the summary statistics of the classification results from the multi-resolution base learners in
stage one as the new covariates, and train a new classification model, which is a weighted
combination of the multi-resolution base learners in stage one.
4.2.1 Standard Super Learner Algorithm
First, we provide a brief overview of the standard super learner algorithm. The super learner
algorithm was originally proposed by Van der Laan et al. (2007) as a prediction method
using ensemble learning. The super learner selects an optimal weighted combination of
multiple candidate learners using Cross-Validation, and it has been shown that the super
learner performs asymptotically as well as the oracle learner (i.e. the learner that mini-
mizes risk under the true data-generating distribution) in terms of expected risk difference
among the family of candidate learners, if the number of candidate learners, K, is poly-
nomial in sample size, n, i.e. K 6 nq for some q < ∞. Details of the super learner
and its asymptotic properties can be found in van der Laan et al. (2006) and Van der Laan
et al. (2007). Intuitively, super learner uses ensemble learning to “average” over multiple
candidate learners, therefore capturing the data features extracted by each base learner.
The original super learner algorithm proceeds as follows. Suppose we have n i.i.d.
observations, which are denoted as Oi = (Xi, Yi) ∼ P0 , i = 1, 2, . . . , n. The goal is
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to train a regression model, ψˆ0(X) = E0(Y |X), of Y ∈ Y on X ∈ X , which is the
minimizer of the expectation of a loss function, E0L(O,ψ). Note that the super learner is
applicable to any parameters that can be defined as minimizers of a loss function, L(O,ψ),
over a parameter space, Ψ. Assume that there are K candidate prediction models, Ψk,
k = 1, 2, . . . , K, each representing a different mapping from the data, Pn = {(Yi, Xi), i =
1, 2, . . . , n), to Ψ, the parameter space of the functions of X . The algorithm conducts
a V-fold Cross-Validation to determine the weight of each candidate model in the su-
per learner. Suppose that v ∈ {1, 2, . . . , V } denotes a split of the sample into a train-
ing sample T (v) ⊂ {1, 2, . . . , n} and a validation sample V (v) = {1, 2, . . . , n}\T (v),
with
⋃V
v=1 V (v) = {1, 2, . . . , n}, and V (v1)
⋂
V (v2) = ∅, ∀v1 6= v2. For the kth can-
didate model, Ψk, k = 1, 2, . . . , K, we define the realization of Ψˆk on the training set
Pn,T (v), v = 1, 2, . . . , V , as ψˆk,v = Ψˆk(Pn,T (v)). For each v ∈ {1, 2, . . . , V }, we then
apply {ψˆk,v, k = 1, 2, . . . , K} to the corresponding validation set V (v) to get predictions
{Zi = (ψˆk,v(Xi), k = 1, 2, . . . , K)T , i ∈ V (v)}, i.e. each sample will have a vector of
K Cross-Validated predictions Zi obtained from the K candidate models. After the Cross-
Validation process, a new data set {(Yi, Zi), i = 1, 2, . . . , n} is constructed, with Zi being
treated as the K × 1 vector of new covariates. This new data set is then used to train a
stage-two prediction algorithm, Ψ˜, which is a mapping from {(Yi, Zi), i = 1, 2, . . . , n)}
to Ψ˜({(Yi, Zi), i = 1, 2, . . . , n)}) : Z → Y , and will be referred to as the minimum
Cross-Validated risk predictor. Based on Ψ˜ and {ψˆk,v, k = 1, 2, . . . , K, v = 1, 2, . . . , V },
we define a new mapping Ψˆ∗ from the original data Pn = {(Yi, Xi), i = 1, 2, . . . , n} to
the predictor Ψ˜
({(Yi, Zi = (Ψˆk(Pn,T (vi))(Xi), k = 1, 2, . . . , K)T ), i = 1, 2, . . . , n}). The
super learner for a new observation X based on the original data Pn is given by:
Ψˆ(Pn)(X) = Ψˆ
∗(Pn)(Ψˆk(Pn)(X), k = 1, 2, . . . , K). (4.1)
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4.2.2 The Proposed Two-stage Algorithm
The original super learner was proposed to generate an optimal prediction algorithm through
weighted combination of multiple candidate learners. Here we propose a general two-stage
algorithm for the voxel-wise classification of prostate cancer, which adopts the idea of super
learner to account for regional heterogeneity in the mpMRI data. The basic model frame-
work is similar to that of Van der Laan et al. (2007), but, instead of combining learners
based on different classification techniques, we combine learners at different resolutions,
which allows us to account for regional heterogeneity without a formal hierarchical model.
Suppose that the outcome of interest is the voxel-wise, binary cancer status, cij’s, which
were defined in Section 2.2. The algorithm proceeds as follows. We first select a base
learner Ψ, which can be any classification model or algorithm for the voxel-wise cancer
status. To account for the potential regional heterogeneity across the prostate gland, we pro-
pose to train Ψ separately within each sub-region of the prostate based on multi-resolution
segmentations of the whole gland (WG): first, we train the base learner using all the data
on the WG (which we denote as A1), and denote the trained learner as Ψˆ1(y), with y being
a vector of mpMRI parameters. The Cross-Validated classification result for the jth voxel
in the ith image is then obtained from Ψˆ1 and is denoted as x1ij = Ψˆ1(yij). Second, we
segment the 2-D support of the WG, (−1, 1)× (−1, 1), into 2× 2 equal-sized sub-regions:
A21 = (−1, 0)× (−1, 0), A22 = (−1, 0)× (0, 1), A23 = (0, 1)× (−1, 0), A24 = (0, 1)× (0, 1).
Note that the voxels that fall on the edges of a sub-region can be included in any sub-region
that share the edge. We train the base learner within each region separately to obtain the
region-specific learners {Ψˆ2,l, l = 1, 2, 3, 4}. For a new voxel, the classification under the
segmentation of resolution 2×2 will be Ψˆ2(y) =
∑4
l=1 I(s ∈ A2l )Ψˆ2,l(y), where s denotes
the standardized 2-D coordinate for the voxel. The Cross-Validated classification for the
jth voxel in the ith image under the 2 × 2 segmentation is then obtained and denoted as
x2ij = Ψˆ2(yij). Third, we segment the 2-D support of the WG, (−1, 1)× (−1, 1), into 3×3
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sub-regions: {A3l = (a, a + 2/3) × (b, b + 2/3), a, b ∈ {−1,−1/3, 1/3}, l = 1, 2, . . . , 9},
train the base learner within each region separately, and get the trained learner under the
segmentation of resolution 3 × 3: Ψˆ3(y) =
∑9
l=1 I(s ∈ A3l )Ψˆ3,l(y). The Cross-Validated
classification for the jth voxel in the ith image under the 3×3 segmentation is then obtained
and denoted as x3ij = Ψˆ3(yij). Theoretically, we can continue the segmentation process
with k = 4, 5, 6, . . ., i.e. segmenting the whole prostate gland into {k2|k ∈ N+} sub-
regions: {Akl = (a, a+ 2/k)× (b, b+ 2/k), a, b ∈ {−1 + 2i/k, i = 0, 1, 2, . . . , k− 1}, l =
1, 2, . . . , k2} For now, we only consider k = 1, 2, 3, i.e. segmentation of the lowest K = 3
resolutions, for illustration.
Step 1 will result in Cross-Validated voxel-wise classification results under each k × k
resolution for k = 1, 2, 3, etc. Considering the observed spatial dependency between vox-
els within each image, the spatial correlation should be accounted for between {xkij, j =
1, 2, . . . , ni}, in each image i = 1, 2, . . . , N . To avoid formally modeling the spatial corre-
lation and to maintain scalability, we propose to apply the spatial Gaussian kernel smoother
proposed in Section 2.3.5 to {xkij, j = 1, 2, . . . , ni} for each image i, so as to account for
the potential spatial correlation structure between voxels, as well as remove random noise
from the image.
After the spatial smoothing step, we obtain a vector of spatially smoothed, Cross-
Validated classification results for each voxel, which is denoted as x˜ij = (x˜1ij, x˜
2
ij, . . . , x˜
K
ij )
T .
We now proceed to the second stage, where a new classification model for cij is developed
using x˜ij as the vector of new covariates. In other words, we use a weighted combina-
tion of the classification results from the multi-resolution base learners in stage one as the
final classifier. We denote the trained model as Ψ∗(x˜), where x˜ is the vector of spatially
smoothed classification results from the stage-one multi-resolution base learners. Given
that the outcome is binary, a generalized linear model with either a logistic or a probit link
function can be used as Ψ∗. In this dissertation, we apply the probit regression.
Figure 4.1 summarizes the work flow of the proposed algorithm. An advantage of the
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proposed super learner classification algorithm is that, unlike the Bayesian hierarchical
models proposed in Chapters 2-3, the super learner algorithm can use any classification
method, including the “black-box” machine learning algorithms, as the base learner, while
the mpMRI features can still be accounted for in the classification process.
Figure 4.1: Flow chart of the proposed algorithm. The number of resolutions used for
prostate segmentation, K, is fixed to 3.
We have only considered k = 1, 2, 3, but the proposed segmentation process could con-
tinue to finer resolution depending on the availability of the training data and the locality of
spatial heterogeneity. A practical problem is that, when k is large, some sub-regions might
only have cancer or noncancer voxels. When implementing the proposed super learner al-
gorithm, K, the maximum resolution considered for prostate segmentation, should be cho-
sen to avoid having too many sub-regions with this issue. However, with a few sub-regions
having only one cancer status, the super learner algorithm can still be implemented: sup-
pose that under k × k segmentation, one sub-region, l∗k, only has voxels with cancer status
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c ∈ {0, 1}, we then set ΨˆK,l∗k(y) ≡ c, i.e. the resulting classification in this sub-region will
be c with probability 1. Note that this prediction will be averaged with the predictions from
lower-resolution classifiers that presumably will not have this issue, therefore resulting in
a prediction that is not constantly equal to c.
4.3 Application
4.3.1 Simulation Studies
We conducted simulation studies to illustrate the performance of the proposed classifier
under different data generation mechanisms. We considered multiple choices for the base
learner, including the generalized linear model with probit link function (which we call
“GLM” for simplicity), quadratic discriminant analysis (QDA), and random forest (RF)(Hastie
et al., 2009). Given each base learner, we applied the following models to the simulated
data sets: (1) the baseline model, which is simply the base learner; (2) the proposed algo-
rithm, but without the step of spatial Gaussian kernel smoothing, which we call “SL0”; and
(3) the proposed algorithm, which we call “SL”. We hope to evaluate the improvement in
classification obtained from the proposed multi-resolution modeling strategy by compar-
ing models (1) and (2), and evaluate the improvement obtained from spatial smoothing by
comparing models (2) and (3). In addition, we considered another model, “GLM + QDA +
RF”, which combines the classification results from multi-resolution GLM, QDA and RF
together using super learner. For this model, we also considered the ensemble learner with
and without the spatial smoothing step, denoted as “SL” and “SL0”, respectively.
The simulated data were generated as follows. The prostate images, including the lo-
cation of PZ and CG (i.e. voxel-wise region indicators) and standardized 2-D coordinates,
were selected with replacement from the images in the motivating data set. Within each
image, the voxel-wise cancer status and mpMRI parameters were simulated according to
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model (4.2) to introduce regional heterogeneity and spatial correlation between voxels:
wi ∼MVN (0,C(Si,Si|θ)),
c∗ij ∼ N(qrij ,0 + wij, 1),
cij = I(c
∗
ij > 0),
ekak ∼MVN (0,Λ),
δi ∼MVN (0,Σ),
yij
ind∼ MVN (µcij ,rij +
K∑
k=1
ekakij
+ δi,Γcij ,rij ). (4.2)
Specifically, we first simulated the spatially correlated wi = (wi1, wi2, . . . , wi,ni)
T from
MVN (0,C(Si,Si|θ)) assuming a Matérn correlation function, i.e. the (i, j)-th entry of
the spatial covariance matrix C(Si,Si|θ) was defined as
C(sij , sik|θ) = σ
2
2ν−1Γ(ν)
(2ν1/2∥∥sij − sik∥∥
φ
)ν
Jν
(2ν1/2∥∥sij − sik∥∥
φ
)
, (4.3)
with θ = (σ2, φ, ν). This step was conducted to introduce spatial correlation to the voxel-
wise cancer status. Second, we simulated cij’s independently from N(qrij ,0 + wij), with
qrij denoting the probit of the overall cancer prevalence in region rij = 0 or 1. Third,
we set the voxel-wise cancer status, cij , to equal to I(c∗ij > 0). The distribution of the
mpMRI parameters, yij , were assumed to vary by cancer status, cij , and region indicator,
rij . We also assumed that the distribution of yij varied between sub-regions, {Akl , k =
2, 3, l = 1, 2, . . . , k2}. Note that K was set to 3. To introduce this regional heterogeneity,
for k = 2, 3, we generated region-specific random shifts, {ek
ak
, ak = 1, 2, . . . , k2}, from
MVN (0,Λ), where ak is the indicator for sub-region under k × k segmentation of the
WG. In addition, we assumed that there exist subject-specific random shifts from the mean
for the ith image/subject, which was denoted as δi and generated fromMVN (0,Σ). The
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mpMRI parameters were then simulated based on the cancer status cij , the region indicator
rij , and the sub-region indicator akij ∈ {1, 2, . . . , k2, k = 2, 3}, from MVN (µcij ,rij +∑K
k=1 e
k
akij
+ δi,Γcij ,rij ).
The mean, within-patient and between-patient covariance of the mpMRI parameters,
and the cancer prevalence in the PZ and CG, were specified based on the estimates from
the motivating data set (see Appendix C.1). We varied qr,0, r = 0, 1, and Λ, to simulate dif-
ferent magnitudes for the regional heterogeneity. To generate weak regional heterogeneity,
we set the cancer prevelance in the PZ to 0.3, i.e. q1,0 = Φ−1(0.3), the cancer prevelance
in the CG to 0.25, i.e. q0,0 = Φ−1(0.25), and Λ equal to a d × d diagonal matrix (d = 4),
with diagonal entries 1, 0.05, 0.05, and 0.05. To simulate moderate regional heterogeneity,
we set the cancer prevelance in the PZ and CG to 0.4 and 0.2, respectively, and Λ equal to
a d × d diagonal matrix with diagonal entries 5, 0.18, 0.18, and 0.18. To simulate strong
regional heterogeneity, we set the cancer prevelance in the PZ and CG to 0.55 and 0.15,
respectively, and set Λ equal to a d × d diagonal matrix with diagonal entries 10, 0.36,
0.36, and 0.36. We also varied θ = (σ2, φ, ν) to simulate different spatial correlation struc-
tures. For moderate spatial correlation, we set σ2 (spatial variance) equal to 10, φ (range
parameter, larger φ indicates larger-scale correlation) equal to 2/3, and ν (smoothness pa-
rameter, smaller ν indicates larger differentiability) equal to 1. To simulate strong spatial
correlation, we set σ2 = 20, φ = 2, and ν = 1.5.
In each simulation, we simulated data for 40 prostate images, and obtained the clas-
sification results using 5-fold Cross-Validation. In each data scenario, classification re-
sults were summarized by the mean and standard deviation of AUC, S80 and S90, across
100 simulations. Given each base learner, the bandwidth for the spatial Gaussian kernel
smoother was selected by 5-fold Cross-Validation to maximize the AUC of the correspond-
ing SL model.
Tables 4.1-4.3 present simulation results assuming week, moderate and strong regional
heterogeneity, respectively. Among the three considered base learners, GLM and QDA
75
show similar classification accuracy and outperform RF. As expected, the proposed multi-
resolution modeling strategy improves the AUC, S80 and S90 of the base learner (“base-
line” v.s. “SL0”), and the improvement increases as the magnitude of the regional het-
erogeneity increases. The multi-resolution modeling strategy also reduces the standard
Table 4.1: Simulation results for the classification of binary cancer status, assuming that
there is weak regional heterogeneity in the data. “Baseline”: the base learner; “SL0”: the
proposed super learner algorithm without the intermediate Gaussian kernel smoothing
step; “SL”: the proposed super learner algorithm. Results are summarized by the mean
and standard deviation (in the parentheses).
Regional
Heterogeneity
Spatial
Correlation Base Learner Method
Classification Results
AUC S80 S90
Weak
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
GLM
Baseline .785 (.045) .616 (.082) .459 (.087)
SL0 .789 (.022) .622 (.040) .464 (.041)
SL .808 (.034) .651 (.068) .505 (.072)
QDA
Baseline .783 (.046) .612 (.084) .457 (.087)
SL0 .784 (.024) .616 (.044) .459 (.046)
SL .805 (.036) .648 (.070) .498 (.075)
RF
Baseline .757 (.041) .567 (.075) .410 (.077)
SL0 .766 (.026) .586 (.047) .428 (.048)
SL .800 (.038) .638 (.075) .489 (.078)
GLM + QDA + RF SL0 .785 (.024) .616 (.043) .457 (.045)SL .796 (.040) .633 (.077) .481 (.081)
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
GLM
Baseline .778 (.070) .604 (.129) .453 (.135)
SL0 .786 (.033) .618 (.059) .465 (.062)
SL .831 (.045) .697 (.089) .571 (.094)
QDA
Baseline .772 (.071) .596 (.127) .442 (.135)
SL0 .776 (.037) .605 (.065) .453 (.067)
SL .820 (.053) .682 (.097) .550 (.105)
RF
Baseline .746 (.066) .548 (.115) .395 (.116)
SL0 .759 (.040) .576 (.070) .422 (.070)
SL .815 (.063) .674 (.110) .546 (.112)
GLM + QDA + RF SL0 .776 (.037) .603 (.066) .447 (.069)SL .802 (.061) .650 (.114) .514 (.124)
deviation of AUC, S80 and S90 by approximately 50%. The intermediate spatial smooth-
ing step further improves classification, and the improvement increases as the increase in
the magnitude, scale and smoothness of the spatial correlation increase. Implementation of
the spatial smoothing step increases the standard deviation of AUC, S80 and S90, but the
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standard deviation remains smaller than that of the base learner.
Table 4.2: Simulation results for the classification of binary cancer status, assuming that
there is moderate regional heterogeneity in the data.
Regional
Heterogeneity
Spatial
Correlation Base Learner Method
Classification Results
AUC S80 S90
Moderate
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
GLM
Baseline .761 (.048) .572 (.085) .410 (.086)
SL0 .788 (.021) .620 (.039) .459 (.039)
SL .807 (.033) .655 (.066) .498 (.066)
QDA
Baseline .759 (.047) .570 (.082) .409 (.084)
SL0 .782 (.022) .611 (.040) .451 (.040)
SL .801 (.033) .647 (.064) .488 (.066)
RF
Baseline .731 (.045) .518 (.076) .359 (.074)
SL0 .761 (.023) .576 (.041) .415 (.040)
SL .796 (.033) .636 (.064) .475 (.066)
GLM + QDA + RF SL0 .784 (.022) .615 (.040) .453 (.040)SL .796 (.037) .637 (.070) .474 (.072)
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
GLM
Baseline .748 (.074) .553 (.131) .401 (.134)
SL0 .775 (.037) .599 (.067) .443 (.071)
SL .820 (.057) .685 (.114) .544 (.126)
QDA
Baseline .744 (.075) .546 (.131) .393 (.133)
SL0 .765 (.040) .586 (.072) .431 (.075)
SL .808 (.059) .666 (.117) .523 (.126)
RF
Baseline .718 (.072) .501 (.121) .349 (.118)
SL0 .743 (.042) .551 (.073) .396 (.073)
SL .802 (.061) .656 (.116) .511 (.126)
GLM + QDA + RF SL0 .766 (.040) .587 (.070) .429 (.074)SL .798 (.065) .648 (.122) .500 (.133)
An interesting finding from Tables 4.1-4.3 is that, without the intermediate spatial
smoothing step, GLM + QDA + RF provides similar classification accuracy to the single-
learner based classifier with the highest classification accuracy. This is consistent with our
expectation: super learner approximates the optimal learner in terms of minimizing the loss
function (not maximizing AUC, S80 or S90), as long as the number of candidate learners is
polynomial in sample size. However, after implementing the spatial smoothing step, com-
bining GLM, QDA and RF together does not provide higher classification accuracy than
using one single base learner. One possible explanation is that combining the three base
learners reduces most of the noise that would otherwise be reduced by spatial smoothing,
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and, as a result, there is less room for improvement.
Table 4.3: Simulation results for the classification of binary cancer status, assuming that
there is strong regional heterogeneity in the data.
Regional
Heterogeneity
Spatial
Correlation Base Learner Method
Classification Results
AUC S80 S90
Strong
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
GLM
Baseline .734 (.060) .526 (.102) .368 (.096)
SL0 .778 (.024) .602 (.043) .441 (.043)
SL .792 (.035) .627 (.068) .470 (.071)
QDA
Baseline .733 (.059) .525 (.102) .368 (.095)
SL0 .771 (.026) .594 (.044) .434 (.044)
SL .787 (.037) .621 (.069) .461 (.071)
RF
Baseline .709 (.050) .480 (.083) .324 (.076)
SL0 .747 (.026) .554 (.044) .393 (.044)
SL .781 (.036) .611 (.066) .452 (.067)
GLM + QDA + RF SL0 .775 (.026) .598 (.045) .436 (.046)SL .783 (.039) .612 (.072) .453 (.074)
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
GLM
Baseline .740 (.079) .542 (.127) .387 (.123)
SL0 .773 (.045) .600 (.074) .444 (.073)
SL .816 (.067) .679 (.113) .543 (.120)
QDA
Baseline .736 (.080) .538 (.129) .383 (.125)
SL0 .762 (.048) .584 (.077) .429 (.076)
SL .804 (.069) .660 (.120) .517 (.128)
RF
Baseline .713 (.068) .491 (.105) .339 (.100)
SL0 .739 (.050) .545 (.077) .388 (.073)
SL .799 (.070) .650 (.119) .506 (.124)
GLM + QDA + RF SL0 .763 (.050) .584 (.081) .427 (.080)SL .791 (.078) .637 (.132) .497 (.137)
Note that in Tables 4.1-4.3, the two considered spatial correlation structures both lead to
relatively strong correlation between voxels. This is based on our exploratory data analysis
of the motivating data set, which indicates strong spatial correlation between voxels. This is
not surprising, as prostate cancer arises as clustered cancer lesions, which is consistent with
strong spatial correlation in the data generating process. Although results are not reported
here, additional simulation studies indicate that there is little additional benefit to spatial
smoothing in the presence of weak or no spatial correlation between voxels.
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4.3.2 Application to in Vivo Data
In this section, we present the results when our proposed approach is applied to the motivat-
ing data set introduced in Section 2.2. Results were obtained using 5-fold Cross-Validation,
and are summarized in Table 4.4. When using GLM as the base learner, the multi-resolution
modeling strategy improves the AUC from 0.735 to 0.775, the S80 from 0.582 to 0.651, and
the S90 from 0.423 to 0.514, and the intermediate spatial smoothing step further improves
the AUC to 0.814, the S80 to 0.728, and the S90 to 0.590. Similar improvements can be
Table 4.4: Application results on the motivating data set. “Baseline”: base learner; “SL0”:
the proposed super learner algorithm but without the intermediate spatial Gaussian kernel
smoothing step; “SL”: the proposed super learner algorithm. The weight for each
resolution was averaged by 5-fold Cross-Validation.
Base Learner Method Classification Results
Weight for
Each Resolution
AUC S80 S90 1× 1 2× 2 3× 3
GLM
Baseline 0.735 0.582 0.423
SL0 0.775 0.651 0.514 0.818 1.205 1.483
SL 0.814 0.728 0.590 1.251 1.562 2.104
QDA
Baseline 0.737 0.594 0.431
SL0 0.761 0.635 0.490 1.301 0.757 0.854
SL 0.803 0.696 0.569 1.782 1.018 1.329
RF
Baseline 0.692 0.474 0.318
SL0 0.738 0.557 0.413 0.791 0.639 1.019
SL 0.831 0.744 0.587 1.879 1.156 1.866
GLM + QDA + RF SL0 0.778 0.647 0.496
SL 0.817 0.706 0.550
observed when using QDA or RF as the base learner. Without the spatial smoothing step,
the proposed algorithm using GLM performs better than when using QDA or RF as the
base learner. However, if the spatial smoothing step is included, the super learner using RF
provides higher classification accuracy than the GLM or QDA-based learners (AUC: 0.831
v.s. 0.814 or 0.803, respectively). Without the spatial smoothing step, combining results
from multi-resolution GLM, QDA and RF learners provides higher classification accuracy
than using a single base learner (AUC: 0.778 (GLM + QDA + RF) v.s. 0.775 (GLM), 0.761
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(QDA) and 0.738 (RF)). However, after adding the spatial smoothing step, the super learner
using RF as the base learner provides higher classification accuracy than the super learner
combing multi-resolution GLM, QDA and RF learners (AUC: 0.831 v.s. 0.817). This is
similar to the finding from our simulation studies, which could be explained by the possi-
bility that spatial smoothing reduces variation from spatial correlation and random noise in
stage-one, but after combining GLM, QDA, and RF-based learners together, less variation
is left in the residual term, and thus the spatial smoothing step provides less improvement.
Table 4.4 also reports the Cross-Validated weight for each resolution, i.e. the estimated
coefficients in the stage-two model. In the super learners using GLM and RF as the base
learner, the local learner with the highest resolution, 3 × 3, has the highest weight, while
the global learner has the highest weight in the QDA-based learners. Although different
resolutions have different weights, the magnitude of the weights are similar, and all weights
are significantly nonzero (p-values < 2 × 10−16). This indicates that the base learners
trained under all three resolutions have made contributions to the classifiers, which explains
why our proposed multi-resolution modeling approach improves classification.
4.4 Extension to Classifying Ordinal Outcomes
In Section 4.2, we introduced a multi-resolution super learner algorithm for classifying
binary cancer status. An additional motivation for developing the proposed super learner
algorithm is the need to tackle more complex classification/prediction problems for prostate
cancer. In this section, we will discuss the extension of our proposed algorithm to ordinal
outcomes.
In clinical practice, diagnosing the clinical significance of prostate cancer is a critical
step for determining the appropriate treatment. A widely used system for determining
the aggressiveness of prostate cancer is the Gleason grading system, which was originally
proposed in 1966, refined in 1977, gaining near universal acceptance, and then modified
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in 2005 to an updated version that has been widely used since then (Gleason, 1966, 1977;
Epstein et al., 2005; Delahunt et al., 2012). The Gleason Score, which ranges from 1 to
5, describes the aggressiveness of prostate cancer based on biopsy (1: healthy tissue, 5:
abnormal tissue). For each patient, two Gleason Scores are assigned: the primary score,
which is denoted as Sa, describes the largest area of tumor, and the secondary score, which
is denoted as Sb, describes the second largest area (Prostate Conditions Education Council,
2019; Jensen et al., 2019). The total Gleason Score, which is written in the form of Sa +Sb
and usually ranges from 6 to 10, is then used to evaluate aggressiveness.
Based on the Gleason Score, prostate tissue can be classified into three ordered cate-
gories: (1) noncancer tissue, if Sa 6 3, and Sa + Sb < 6; (2) clinically insignificant cancer
tissue, if Sa + Sb = 3 + 3 or 3 + 4; (3) clinically significant cancer, otherwise. The pro-
posed super learner algorithm can be applied to the voxel-wise ordinal classification of the
clinical significance of prostate cancer. The statistical problem becomes classifying Gij’s,
which, given the corresponding Gleason Score, Sa,ij + Sb,ij , is defined as:
Gij =

1, if Sa,ij 6 3, and Sa,ij + Sb,ij < 6;
2, if Sa,ij + Sb,ij ∈ {3 + 3, 3 + 4};
3, if Sa,ij > 4 and Sb,ij > 3.
(4.4)
4.4.1 Method
Assume that the voxel-wise clinical significance of prostate cancer, Gij’s, have Z ordered
levels, as defined above. Implementing the multi-resolution super learner algorithm follows
the workflow proposed in Section 4.2.2, but with several modifications. First, the selected
base learner should be able to handle ordinal outcome, e.g. ordinal probit regression, QDA,
RF. Second, since the outcome is ordinal, there are multiple choices for x˜ij , the summary
statistics of the multi-resolution candidate learners, which are used as covariates for the
stage-two model. For example, x˜ij can be either the vector of the predicted probabilities
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for the first Z − 1 cancer categories (or any Z − 1 out of the Z categories), or the classified
cancer category. Third, in order to classify the ordinal outcome, we change the stage-two
model, Ψ∗, from probit regression to ordered probit regression:
Gij = z if az−1 6G∗ij < az, z = 1, 2, . . . , Z, (4.5)
where {az, z = 0, 1, 2, 3} is the set of boundaries between categories, with a0 = −∞,
aZ =∞.
Evaluation of the classification accuracy of the proposed classifier is based on the Z×Z
classification table and overall error rate (the percentage of the falsely categorized voxels).
In addition, we introduce two more statistics for evaluating the performance on each cancer
category z ∈ {1, 2, . . . , Z}: the “False Positive Rate” (FPR), which is the percentage of
the voxels truly in category z that are falsely classified as z′ 6= z, and the “False Discovery
Rate” (FDR), which is the percentage of the voxels classified as category z that are actually
not in category z:
FPR(z) =
∑N
i=1
∑ni
j=1 I
(
Gij = z, Gˆij 6= z
)
∑N
i=1
∑ni
j=1 I(Gij = z)
,
FDR(z) =
∑N
i=1
∑ni
j=1 I
(
Gij 6= z, Gˆij = z
)
∑N
i=1
∑ni
j=1 I(Gˆij = z)
. (4.6)
The prevalence of the Z categories are typically quite different, and detecting the cate-
gories of lower prevalence can be difficult due to the limited information provided by the
data. In our motivating data set, for example, the prevalence of noncancer voxels (G = 1),
the clinically insignificant cancer voxels (G = 2), and the clinically significant cancer
voxels (G = 3), are 0.833, 0.058 and 0.109, respectively, and, as a result, the clinically
insignificant cancer category can be hard to detect. To increase the power for detecting
categories with low prevalence, we propose to implement a weighted likelihood for the or-
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dinal probit regression in the second stage of the super learner (Wang, 2001; Hu and Zidek,
2002; Agostinelli and Greco, 2012). Briefly, we denote the likelihood of the ordinal probit
regression as L(G|ϑ) = ∏Ni=1∏nij=1 f(Gij|x˜ij ,ϑ), with ϑ denoting the vector of model
parameters. The weighted likelihood is defined as:
Lw(G|ϑ) =
N∏
i=1
ni∏
j=1
f(Gij|x˜ij)wij , (4.7)
where wij is the user-defined weight for the jth voxel in the ith image. Here we set:
wij =
1
mGij
∑N
i=1
∑ni
j=1
1
mGij
=
1
mGijZ
, (4.8)
wheremz denotes the number of voxels in the data set that belong to category z ∈ {1, 2, . . . , Z}.
Given this definition, wij is specified to be proportional to the inverse prevalence of cat-
egory Gij , so as to upweight the data for the voxels of the rare categories, while down-
weighting the data for the voxels of the prevalent categories.
4.4.2 Simulation Studies
We conducted a simulation study to evaluate the performance of the proposed super learner
algorithm for classifying ordinal outcomes. As in Section 4.3.1, the simulated prostate
images were selected with replacement from the images in the motivating data set. Voxel-
wise cancer status and mpMRI parameters were simulated according to model (4.9). We
set the boundaries, a1 and a2, equal to the median and 70-th percentile of the simulated
G∗ij’s, respectively, in order to assign the noncancer voxels with the highest prevalence
(50%), and the clinically insignificant cancer voxels with the lowest prevalence (20%). We
then generated Gij = I(az−1 6 G∗ij 6 az). The generating process for wi, G∗ij’s, qr,0’s,
ekak’s, δi’s and yij’s followed the same procedure as in Section 4.3.1, except that we only
83
considered moderate or strong regional heterogeneity, and yij was assumed to vary by the
ordinal Gij instead of the binary cij .
wi ∼MVN (0,C(Si,Si|θ)),
G∗ij ∼ N(qrij ,0 + wij, 1),
Gij = I(az−1 6 G∗ij < az),
ekak2 ∼MVN (0,Λ),
δi ∼MVN (0,Σ),
yij
ind∼ MVN (µGij ,rij +
K∑
k=1
ekakij
+ δi,ΓGij ,rij ). (4.9)
As in Section 4.3.1, we considered different choices for the base learner, including or-
dered probit regression (which we denote as “GLM” for simplicity), QDA, and RF. For the
stage-two ordered probit model, we considered two sets of weights for the observations:
(1) equal weights (wij = 1, ∀i, j), which is denoted as “w1”, and (2) weights that are
proportional to the inverse prevelance of the corresponding categories (see (4.8)), which
is denoted as “w2”. In each simulation, we applied all the following models for each of
the three base learners: (1) the baseline model, which is simply the base learner; (2) the
proposed algorithm without the step of spatial Gaussian kernel smoothing on x˜ij’s, and
with weight w1, which we call “SL0 + w1”; (3) the proposed algorithm with weight w1,
which we call “SL + w1”; (4) the proposed algorithm without the step of spatial Gaussian
kernel smoothing on x˜ij’s, and with weight w2, which we call “SL0 + w2”; and (5) the
proposed algorithm with weight w2, which we call “SL + w2”. In addition, we considered
combining the classification results from the stage-one multi-resolution GLM, QDA and
RF as covariates for the stage-two model, which is denoted as “GLM + QDA + RF”. For
this model, we also considered either conducting or not conducting the intermediate spatial
smoothing step, and using either w1 or w2 as the weight (“SL0 + w1”, “SL0 + w2”, “SL +
84
w1”, and “SL + w2”). As previously mentioned, either the predicted probabilities for the
first two ordinal categories or the predicted cancer category obtained from the base learn-
ers in stage one could be used as covariates for the stage-two model. Here we chose the
predicted probabilities for the first two categories (i.e. G = 1 or 2) as the covariates to
illustrate model performance. As in Section 4.3.1, we considered either moderate or strong
regional heterogeneity. For each scenario, we simulated 100 data sets, with 40 simulated
prostate images generated in each data set. The spatial Gaussian kernel smoothing band-
widths for models “SL+w1” and “SL+w2” as well as other parameters were selected by
5-fold Cross-Validation to minimize the error rate. We summarized classification results
averaged across the 100 simulations using the aforementioned K ×K classification table,
FPR, FDR for each category, and the overall error rate.
Table 4.5 and Table 4.6 present simulation results assuming moderate and strong re-
gional heterogeneity, respectively. Here, GLM was used as the base learner for the pro-
posed algorithm. Comparing the baseline model to SL0 + w1, the multi-resolution model-
ing strategy provides improvement in the classification of categories 1 and 3, with greater
improvement when there is stronger regional heterogeneity. Comparing model SL0 + w1
to model SL + w1, the spatial smoothing step gives further improvement in classification
of the two extreme categories, which increases with stronger spatial correlation. Overall,
the number of correctly identified clinically significant cancer voxels has substantially in-
creased from the baseline model to the four models that use the proposed multi-resolution
modeling approach.
Results using QDA or RF as the base learner, or combining all three are summarized
in Appendix C.2. Results are similar to those observed with GLM being the base learner.
QDA and RF identify more clinically insignificant cancer voxels than GLM, but perfor-
mance is worse for the other two categories. Regarding models SL0 + w1, SL + w1, SL0
+ w2 and SL + w2: using GLM, QDA, RF or their combination as the base learner provide
similar classification accuracy.
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Table 4.5: Simulation results assuming moderate regional heterogeneity, and GLM
(Ordinal probit regression) as the base learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Moderate
Moderate
σ2 = 5,
φ = 0.5,
ν = 1.
Baseline
1 58625 0 10474 0.15 0.39
0.432 17059 0 10580 1.00 NA
3 20628 0 20832 0.50 0.50
1 2 3
SL0 + w1
1 59228 0 9871 0.14 0.38
0.412 16789 0 10850 1.00 NA
3 19744 0 21715 0.48 0.49
1 2 3
SL + w1
1 60186 0 8914 0.13 0.36
0.392 17644 0 9995 1.00 NA
3 17022 0 24437 0.41 0.44
1 2 3
SL0 + w2
1 44811 12454 11834 0.35 0.29
0.462 8802 6414 12424 0.77 0.76
3 9709 7685 24066 0.42 0.50
1 2 3
SL + w2
1 45016 14998 9085 0.35 0.26
0.442 9581 7824 10234 0.72 0.76
3 6354 10021 25085 0.39 0.43
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 58222 0 10813 0.16 0.39
0.432 16927 0 10686 1.00 NA
3 20629 0 20792 0.50 0.51
1 2 3
SL0 + w1
1 59191 0 9844 0.14 0.38
0.422 16981 0 10632 1.00 NA
3 20384 0 21037 0.49 0.50
1 2 3
SL + w1
1 60984 180 7871 0.12 0.33
0.362 16657 118 10838 1.00 NA
3 14613 205 26603 0.36 0.42
1 2 3
SL0 + w2
1 43920 12189 11926 0.35 0.29
0.452 8769 6347 12397 0.77 0.76
3 9556 7663 24201 0.42 0.50
1 2 3
SL + w2
1 46422 15759 6854 0.33 0.22
0.412 8522 9055 10036 0.67 0.75
3 4838 10646 25936 0.37 0.39
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Table 4.6: Simulation results assuming strong regional heterogeneity, and GLM as the
base learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Strong
Moderate
σ2 = 5,
φ = 0.5,
ν = 1.
Baseline
1 58823 0 10545 0.15 0.40
0.442 17636 0 10111 1.00 NA
3 22182 0 19439 0.53 0.52
1 2 3
SL0 + w1
1 59642 0 9726 0.14 0.38
0.412 16839 0 10908 1.00 NA
3 20126 0 21495 0.48 0.49
1 2 3
SL + w1
1 60428 0 8940 0.13 0.36
0.392 17653 0 10094 1.00 NA
3 17137 0 24484 0.41 0.44
1 2 3
SL0 + w2
1 45195 12415 11757 0.35 0.29
0.462 8800 6412 12536 0.77 0.76
3 9850 7819 23953 0.42 0.50
1 2 3
SL + w2
1 45084 15301 8983 0.35 0.26
0.442 9554 7936 10257 0.71 0.76
3 6258 10312 25050 0.40 0.43
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 58222 0 10813 0.16 0.39
0.432 16927 0 10686 1.00 NA
3 20629 0 20792 0.50 0.51
1 2 3
SL0 + w1
1 59191 0 9844 0.14 0.38
0.422 16981 0 10632 1.00 NA
3 20384 0 21037 0.49 0.50
1 2 3
SL + w1
1 60984 180 7871 0.12 0.33
0.362 16657 118 10838 1.00 NA
3 14613 205 26603 0.36 0.42
1 2 3
SL0 + w2
1 43920 12189 11926 0.35 0.29
0.452 8769 6347 12397 0.77 0.76
3 9556 7663 24201 0.42 0.50
1 2 3
SL + w2
1 46422 15759 6854 0.33 0.22
0.412 8522 9055 10036 0.67 0.75
3 4838 10646 25936 0.37 0.39
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One noticeable finding, which was mentioned previously in Section 4.4.1, is that cor-
rectly identifying the intermediate category is difficult with equal weights w1. When using
GLM as the base learner, both the baseline model and the proposed super learner algorithm
with equal weights w1 cannot identify any clinically insignificant cancer voxel. Although
QDA and RF can correctly identify a small proportion of the clinically insignificant cancer
voxels in the baseline model, the corresponding super learners with equal weights w1 fail
to identify any clinically insignificant cancer voxels, although better overall performance
is achieved. Distinguishing the intermediate cancer category from the other two is chal-
lenging, due to the small differences in sample mean that are hard to detect given the large
sample variance, as well as limited amounts of information provided by the less frequently
occurring category in the data. Given the low prevalence of clinically insignificant cancer
voxels, the proposed super learner algorithm using equal weights sacrifices classification of
the intermediate cancer category to improve the overall classification. The small differences
in sample mean between categories and relatively large sample variances are features/quali-
ties of the mpMRI data, and cannot be addressed by the multi-resolution modeling strategy.
To upweight the categories that have lower prevalence, we consider the set of weights, w2,
where for each observation/voxel, the weight is inversely proportional to the prevalence of
the corresponding category. With weight w2, detection of clinically insignificant cancer
and clinically significant cancer, both of which have lower prevalence than noncancer, has
been greatly improved. However, the improvement comes with the price of lower FPR and
FDR for noncancer and slightly lower overall error rate. Although the overall ordinal clas-
sification is not satisfying, the improved capability of the weighted model for identifying
intermediate and clinically significant cancer voxels could be important in clinic practice.
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4.4.3 Application to in Vivo Data
We now discuss the performance of the proposed super learner algorithm with the moti-
vating data set. Table 4.7 reports the ordinal classification results of the baseline model
(“baseline”), model SL0 + w1, SL + w1, SL0 + w2, and SL + w2, using GLM (ordinal
probit regression) as the base learner. Results were obtained using 4-fold Cross-Validation.
For each voxel, the covariates for the stage-two model, x˜ij , were set to be either the pre-
dicted probabilities for the first two categories or the classified categories obtained from
the multi-resolution base learners in stage one.
Comparing the baseline model to SL0 + w1, the proposed multi-resolution modeling
approach with equal weights leads to lower overall error rates, with decreased FPRs and
FDRs for the clinically significant cancer category, slightly increased FPRs and FDRs for
noncancer category, and no identification of the clinically insignificant cancer voxels. Com-
paring SL0 + w1 to SL + w1, spatial smoothing of the predictions obtained from the base
learners further improves classification. Comparing SL0 + w1 to SL0 + w2, using un-
equal weights enables the proposed multi-resolution modeling approach to correctly iden-
tify some clinically insignificant cancer voxels, if using the predicted probabilities as the
covariates for stage-two model. However, it inevitably comes with a price: a higher FPR
for the noncancer category. Comparing SL0 + w2 to SL + w2, the spatial smoothing further
reduces the FPRs and FDRs for clinically insignificant and significant cancer categories,
but also results in increased overall error rates and higher FPRs for the noncancer cate-
gory. With equal weight w1, using predicted probabilities and using classified cancer cate-
gories as the covariates for the stage-two model give similar ordinal classification results.
However, using w2 and the predicted probabilities as the covariates tends to identify more
cancer voxels, leading to lower FPRs for the clinically insignificant and significant cancer
categories, but also higher overall error rates, higher FPRs for the noncancer category, and
higher FDRs for the clinically significant and insignificant cancer categories.
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Table 4.7: Ordinal classification results on in vivo data assuming GLM as the base learner.
Covariates for
stage-two model Method
True
Category
Classification Results
Classification
Table FPR FDR
Overall
Error Rate
Classified Categories
1 2 3
Baseline
1 88492 0 495 0.006 0.162
0.1652 6151 0 92 1.000 NA
3 10930 0 777 0.934 0.430
1 2 3
SL0 + w1
1 87850 0 1137 0.013 0.151
0.1592 6083 0 160 1.000 NA
3 9583 0 2124 0.819 0.379
1 2 3
SL + w1
1 87880 0 1107 0.012 0.139
0.1442 6118 0 125 1.000 NA
3 8038 0 3669 0.687 0.251
1 2 3
SL0 + w2
1 86039 0 2948 0.033 0.131
0.1552 5524 0 719 1.000 NA
3 7437 0 4270 0.635 0.462
1 2 3
SL + w2
1 78557 7202 3228 0.117 0.084
0.1982 4219 1271 753 0.796 0.887
3 3018 2765 5924 0.494 0.402
We also considered using QDA or RF as the base learner, or combining the multi-
resolution GLM, QDA and RF. Results are summarized in Appendix C.2. Using GLM,
QDA or RF as the base learner provides similar classification results, while combining
GLM, QDA and RF together identifies more clinically significant and insignificant cancer
voxels, leading to lower FPRs for the clinically significant and insignificant cancer cate-
gories, but also potentially higher FPRs for the noncancer category and higher overall error
rates.
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4.5 Discussion
In this chapter, we propose a multi-resolution super learner algorithm for voxel-wise classi-
fication of prostate cancer. Our major contribution is to combine base learners trained under
different resolutions (i.e. global v.s. local classifiers) to account for regional heterogeneity
in the prostate. In addition, we use spatial Gaussian kernel smoothing to reduce noise in the
presence of strong spatial correlation in the data, which is computationally fast compared
to the spatial modeling approaches proposed in Chapter 3. Different from the Bayesian hi-
erarchical models proposed in Chapters 2 and 3, the proposed super learner algorithm can
implement any classifiers, including black-box machine learning algorithms, as the base
learners, thus providing a flexible model framework that could be continuously enhanced
and updated. Simulation studies and application to in vivo data both illustrated the promis-
ing performance for classifying binary cancer status, including high classification accuracy
and scalability.
An important feature of the proposed algorithm is that it can be easily extended to more
general classification/prediction problems. As an illustration, we extended the proposed
classifier to the clinical significance of prostate cancer. Improved classification was con-
firmed by simulation studies and application to in vivo data, especially for the category of
clinically significant cancer, which could be a meaningful feature that helps guide prostate
cancer diagnosis and treatment in clinical practice.
We proposed weighted ordinal regression as the stage-two model to improve classifica-
tion. Depending on the primary goal, the weights can be adjusted to improve the detection
of specific categories. For example, when the primary goal is to improve classification
of less prevalent categories, the weight for each voxel could be set equal to the inverse
prevalence of the corresponding cancer category. Overall, among the three base learners
considered in this chapter: GLM, QDA and RF, GLM (i.e. probit regression for binary
outcome, and ordered probit regression for ordinal outcome) is recommended for future
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application, given its high classification accuracy and computational efficiency.
Application to the motivating mpMRI data set demonstrates the promising performance
of our proposed super learner algorithm. However, while the proposed algorithm outper-
forms the base learner for classifying cancer significance, classification accuracy is still rel-
atively low, especially for the two cancerous categories. One of the reasons is that the cur-
rent method distinguishes between different cancer categories by the voxel-level, category-
specific distributions of the mpMRI parameters, which, based on the exploratory analysis
of the motivating data set, have similar means across categories and large sample vari-
ances. This issue cannot be solved by our multi-resolution modeling strategy. To achieve
higher classification accuracy for the two cancerous categories, novel methods should be
developed for the modeling of mpMRI parameters, to better distinguish between cancer
categories.
The proposed super learner model structure can be modified to incorporate more com-
plex model assumptions. In the current super learner, we assume that the coefficients for
the stage-two model are fixed across the whole prostate image. Alternately, the weights for
each resolution could be allowed to vary by the location in a prostate image. Another mod-
ification could be to incorporate the spatial smoothing step in the modeling process rather
than as a post-hoc procedure. However, this could diminish the scalability of the resulting
classifier.
Chapter 5
Conclusion
5.1 Summary
This dissertation aimed to develop novel statistical methods for voxel-wise prostate can-
cer detection using mpMRI by exploiting specific features of the data, including regional
heterogeneity, spatial correlation, and between-patient heterogeneity.
In Chapter 2, we developed a general Bayesian hierarchical modeling framework that
jointly models the voxel-wise mpMRI parameters and cancer status conditional on loca-
tion information. Two models, Mregion and Mcoord, were proposed that utilize different
approaches to modeling regional heterogeneity. In addition, we proposed post-hoc spatial
Gaussian kernel smoothing on the voxel-wise posterior predictive cancer probabilities to
reduce the effect of residual spatial correlation and random noise. Two advantages of the
proposed classifiers are: (1) the available closed form solution for the posterior predictive
cancer probabilities, which ensures high computational efficiency; and (2) the ability to
handle voxels with missing mpMRI parameters without the need for imputation.
Building on the Bayesian hierarchical modeling framework developed in Chapter 2,
Chapter 3 proposed to model the spatial correlation between voxels and the variability in
the distribution of mpMRI parameters between patients. Bayesian modeling of the spatial
correlation is challenging and even infeasible in the presence of high-dimensional mpMRI
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data. As a solution, we considered three computationally feasible spatial modeling strate-
gies, based on the NNGP, a reduced-rank approximation approach, and the CAR model. To
account for the between-patient variability in mpMRI, we proposed to add a multivariate
normally distributed random shift on the mpMRI parameters for each patient. Our results
show that modeling the spatial correlation between voxels results in a substantial improve-
ment in the classification accuracy, but modeling the between-patient variability does not
improve classification in our motivating data set.
Chapter 4 proposed a machine learning approach to accounting for regional heterogene-
ity. Specifically, we propose to separately train base learners at different resolutions, and
use a super learner algorithm to combine the base learners into a single multi-resolution
classifier. A spatial Gaussian kernel smoother is applied to the classification results ob-
tained from the multi-resolution base learners to reduce the variance from spatial correla-
tion and random noise. Important features of our proposed algorithm include: (1) straight-
forward extension to ordinal cancer outcomes; (2) flexible modeling framework, where
any algorithm, including black-box machine learning algorithms, can be used as the base
learner in the super learner algorithm, which gives the algorithm the potential to be contin-
uously upgraded, with more data and better base learners available in the future.
Contributions have been made to the statistical methodology for the diagnosis of prostate
cancer using mpMRI through developing both a Bayesian modeling framework and a
machine-learning approach. These proposed classifiers have shown a number of advan-
tages over existing methods, and could be a helpful tool for guiding pathologists, urologists
and clinicians during cancer diagnosis and treatment decision-making.
5.2 Future Work
In the following paragraphs, we present several potential topics/directions for future re-
search, which are motivated by either the limitations of our proposed methods or extensions
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that could improve clinical application.
Regarding spatial modeling, we currently assume stationarity for the spatial correla-
tion structure, which may not be true for our motivating data. A natural extension would
be to allow nonstationary patterns in the spatial correlation structure. For example, the
NNGP prior in Chapter 3 can be modified so that the spatial variance, range and smooth-
ness parameters are functions of the standardized 2-D coordinates. However, assuming that
the spatial parameters vary simply by the location in a prostate may not be realistic, and
additional variability between patients/images should be considered as well.
In Chapter 3, we proposed to model the between-patient heterogeneity in the mpMRI
parameters by adding a multivariate normally distributed random shift from the mean. Al-
though this approach improved classification for simulated data, it did not improve classifi-
cation when applied to our motivating data set. As mentioned in Chapter 3, more complex
patterns have been observed for the subject specific effects than a multivariate normal dis-
tribution; for example, our exploratory data analysis indicated the potential for a bimodal
pattern in the random effects, and the random effects distribution may also differ for cancer
and non-cancer voxels. We have considered more complex models for the random effects
distributions, but these additional model assumptions did not improve classification. Re-
gardless, the between-patient heterogeneity remains an important feature of the data, and
should be further investigated once more data are available.
As discussed in Chapter 4, both the baseline model and the proposed super learner
algorithm show limitations in distinguishing between clinically significant and insignifi-
cant prostate cancer. This is because the voxel-level distribution of mpMRI parameters
has small difference in the sample mean between categories that cannot be easily detected
given the large sample variance. This issue cannot be simply addressed by our proposed
multi-resolution modeling technique. In fact, the difficulty in differentiating the voxel-
level distribution of mpMRI parameters between categories leads us to consider modeling
the region-level distribution of mpMRI parameters instead. For instance, when conduct-
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ing classification for a new prostate image, we can iteratively update our classification by
first identifying candidate lesions using a binary classifier of cancer v.s. non-cancer and,
then, assess the similarity between the joint distribution of the voxels within candidate le-
sions and that of the voxels in each cancer category, to determine the aggressiveness of the
candidate lesion.
An alternate approach to voxel-wise classification is lesion segmentation/detection us-
ing voxel-wise mpMRI data, which has received little attention in the statistical literature.
Two recently published papers proposed to first delineate potential lesion candidates, then
classify each candidate using feature detection or pattern recognition algorithms (Litjens
et al., 2011, 2012). Novel methods for this type of cancer detection would represent an
important contribution given the importance of lesion detection in clinical practice.
Regarding the proposed super learner algorithm in Chapter 4, a future extension could
be to allow the model coefficients to vary spatially in a prostate image. Assume that we
segment the prostate gland, (−1, 1) × (−1, 1), into M regular grids, and denote the stan-
dardized coordinates for the centers of the grids as {ui, i = 1, 2, . . . ,M}. The model
coefficients, β(ui), could be allowed to vary by location ui, and specify the following
prior covariance structure:
vec([β(u1)|β(u2)| . . . |β(uM )]) ∼MVN (0,U ⊗ V ), (5.1)
where V denotes the nonspatial prior covariance matrix for β(ui), and U denotes the
M ×M prior spatial covariance matrix between grids. The proposed super learner algo-
rithm with spatially-varying coefficients can be trained in the Bayesian modeling frame-
work. We considered this approach when considering our methodological development
in Chapter 4. However, results show that allowing the model coefficients to be spatially-
varying does not further improve classification. This is probably because the spatially-
varying coefficients, β(u), may also vary between patients, but the current classification
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method cannot incorporate this variability. Novel methods should be developed to imple-
ment spatially-varying coefficients for our proposed super learner algorithm.
Chapter 6
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Appendix A
Supplementary Materials for Chapter 2
A.1 Posterior Predictive Distribution for Mbase
For Mbase, the posterior distribution of the model parameter (µc,Σc|c ∈ {0, 1}) is:
µc,Σc|Y c ∼MVN (µc|y˜c, Σc∑N
i=1 n
c
i
)
×W−1(Σc|
N∑
i=1
nci + δ, S˜
c + Ωˆc), (A.1)
where c ∈ {0, 1}, Y c denotes the set of mpMRI parameters for the voxels that have cancer
status c, nci denotes the number of voxels in the i
th prostate slice that have cancer status c,
and the two additional terms, y˜c and S˜c, are defined as:
y˜c =
∑N
i=1
∑nci
j=1 y
c
ij∑N
i=1 n
c
i
,
S˜c =
N∑
i=1
Y ci (Y
c
i )
T −
N∑
i=1
nci∑
j=1
y¯cy¯cT . (A.2)
The posterior predictive density of the mpMRI parameters for a new voxel given its
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cancer status can be expressed as:
f(y∗|c∗,Y ,C)
=
∫ ∫
f(y∗|c∗,µc∗ ,Σc∗)f(µc∗ ,Σc∗ |Y )dµc∗dΣc∗
=(2pi)−
m
2
(∑N
i=1 n
c∗
i + 1∑N
i=1 n
c∗
i
)−m
2 h(
∑N
i=1 n
c∗
i + δ, S˜
c∗ + Ωˆc∗)
h(
∑N
i=1 n
c∗
i + δ + 1, S˜
c∗∗ + Ωˆc)
, (A.3)
where S˜c∗∗ is the updated value of S˜
c in (A.2) with the new voxel included.
The posterior predictive cancer probability, which also serves as the voxel-wise classi-
fier of cancer can then be written as:
p(c∗ = 1|y∗,Y ,C)
=
p(c∗ = 1)f(y∗|c∗ = 1,Y ,C)∑1
c=0 p(c
∗ = c|r∗)f(y∗|c∗ = c,Y ,C) , (A.4)
where p(c∗ = 1) is the estimated prior cancer risk as the cancer prevalence across all slices
and voxels in the data, and f(y∗|c∗ = 1,Y ,C) follows (A.3).
A.2 Additional Simulation Results
A.2.1 Stationary Spatial Correlation Structure That Is Consistent across
Slices
Table A.1 reports the average and 95% confidence intervals of the AUC for Mbase, Mre-
gion, Mcoord and Msmooth, under different settings for the regional heterogeneity and spa-
tial pattern assuming stationary spatial correlation structure. Results were obtained from
100 simulation per setting.
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A.2.2 Stationary Spatial Correlation Structure, with φVarying by Slice
When assuming that the spatial correlation structure varies by prostate slice, we set the
spatial correlation range parameter, φ, to vary by slice, and simulated φi from a uniform
distribution with support (l, u): φi ∼ Unif(l, u). Different settings for (l, u), the spatial
variance σ2, and the magnitude of regional heterogeneity, were considered.
Figure A.1 presents the AUC of Mbase, Mregion, Mcoord and Msmooth, under differ-
ent settings for the regional heterogeneity, spatial correlation range parameters, φi’s, and
spatial variance, σ2. In the figure, the error bars represent the 95% confidence intervals for
the AUC, and the dots at the center of the bars show the average AUC. Table A.2 reports
details of the average and 95% confidence intervals for the AUC.
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Figure A.1: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameters, φi’s,
and spatial variance, σ2, assuming that the spatial correlation range parameter varies by
prostate slice.
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Parameters AUC
Regional
Difference φ σ
2 Mbase Mregion Mcoord Msmooth
Large
5
30 .767 (.735, .800) .823 (.786, .861) .829 (.802, .857) .898 (.855, .938)
15 .783 (.757, .808) .846 (.814, .877) .851 (.823, .875) .892 (.862, .921)
5 .794 (.770, .816) .850 (.823, .877) .853 (.832, .874) .881 (.853, .909)
2
30 .769 (.750, .787) .813 (.783, .843) .814 (.800, .828) .846 (.818, .874)
15 .771 (.745, .798) .821 (.796, .845) .825 (.806, .843) .858 (.832, .884)
5 .782 (.763, .799) .833 (.809, .856) .830 (.808, .851) .851 (.826, .874)
1
30 .797 (.778, .816) .841 (.823, .863) .839 (.817, .858) .840 (.819, .860)
15 .797 (.777, .818) .843 (.822, .866) .847 (.827, .868) .843 (.818, .864)
5 .795 (.772, .815) .849 (.826, .874) .854 (.836, .872) .849 (.828, .873)
Small
5
30 .785 (.752, .818) .817 (.778, .856) .822 (.797, .848) .891 (.858, .925)
15 .779 (.751, .807) .819 (.786, .849) .825 (.798, .853) .886 (.857, .915)
5 .784 (.760, .808) .823 (.795, .851) .829 (.809, .850) .852 (.820, .884)
2
30 .770 (.751, .791) .806 (.789, .822) .810 (.797, .823) .849 (.825, .873)
15 .779 (.750, .808) .803 (.777, .827) .808 (.788, .830) .840 (.816, .864)
5 .783 (.762, .801) .813 (.791, .835) .817 (.800, .834) .833 (.807, .857)
1
30 .774 (.751, .795) .811 (.787, .834) .813 (.793, .831) .810 (.784, .837)
15 .775 (.751, .797) .816 (.789, .840) .820 (.798, .841) .816 (.788, .845)
5 .773 (.752, .792) .823 (.798, .848) .826 (.806, .844) .823 (.801, .843)
None
5
30 .820 (.791, .849) .817 (.779, .857) .829 (.797, .860) .898 (.863, .935)
15 .821 (.792, .850) .816 (.780, .852) .829 (.804, .854) .890 (.858, .920)
5 .829 (.808, .850) .826 (.796, .856) .835 (.815, .855) .859 (.830, .887)
2
30 .820 (.803, .837) .818 (.795, .841) .830 (.817, .841) .859 (.837, .881)
15 .819 (.791, .849) .817 (.794, .838) .825 (.807, .844) .855 (.830, .880)
5 .826 (.805, .848) .824 (.797, .849) .830 (.812, .847) .844 (.821, .864)
1
30 .823 (.802, .844) .820 (.795, .845) .818 (.803, .843) .823 (.797, .850)
15 .820 (.790, .848) .825 (.802, .845) .830 (.813, .848) .826 (.798, .857)
5 .822 (.798, .845) .827 (.804, .854) .831 (.808, .855) .830 (.807, .856)
Table A.1: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameter, φ, and
spatial variance, σ2, assuming stationary spatial correlation structure.
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Parameters AUC
Regional
Difference φi’s σ
2 Mbase Mregion Mcoord Msmooth
Large
Unif(3,6) 30 .791 (.766, .814) .820 (.793, .847) .822 (.798, .848) .850 (.823, .878)5 .792 (.762, .823) .820 (.793, .847) .819 (.795, .846) .836 (.808, .862)
Unif(0.5,1.5) 30 .789 (.762, .814) .825 (.799, .849) .824 (.805, .842) .830 (.803, .857)5 .799 (.772, .829) .833 (.805, .863) .837 (.812, .862) .835 (.807, .867)
Small
Unif(3,6) 30 .786 (.763, .810) .807 (.781, .832) .811 (.790, .831) .843 (.822, .866)5 .787 (.763, .813) .805 (.780, .830) .812 (.790, .835) .826 (.807, .844)
Unif(0.5,1.5) 30 .782 (.759, .806) .801 (.780, .823) .804 (.787, .825) .811 (.785, .838)5 .790 (.764, 816) .811 (.785, .837) .814 (.789, .840) .816 (.789, .844)
None
Unif(3,6) 30 .820 (.798, .843) .824 (.800, .848) .829 (.810, .847) .866 (.840, .891)5 .818 (.791, .846) .821 (.790, .851) .822 (.800, .845) .835 (.810, .862)
Unif(0.5,1.5) 30 .816 (.791, .842) .820 (.792, .846) .821 (.802, .842) .826 (.798, .853)5 .826 (.799, .850) .823 (.795, .852) .826 (.807, .844) .823 (.795, .854)
Note:Unif(l, u) means that the spatial correlation range parameters, φ’s, were generated from a uniform distribution
with support (l, u).
Table A.2: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameters, φi’s,
and spatial variance σ2, assuming that the spatial correlation range parameter varies by
prostate slice.
A.2.3 Non-stationary Spatial Correlation Structure
For the scenario where there is potential local non-stationarity in the spatial pattern within a
prostate slice, we assume that the spatial correlation range parameter varies by the location
in a prostate slice. Specifically, we assume that φ(sij) ∼ Unif(l, u), and that the range
parameter for the spatial correlation between the jth and the kth voxel in the ith slice is
1
2
(φ(sij) + φ(sik)), where sij refers to the standardized 2-D coordinate of the jth voxel
in the ith slice, as introduced in Section 2.2. In this way, we can construct the spatial
covariance matrix, Ci(φ, σ2), with the (j, k)-th entry being:
Ci(φ, σ
2)j,k = σ
2e−
1
2
(φ(sij)+φ(sij))||sij−sik||2 . (A.5)
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We evaluate the model performance under different settings for the regional heterogeneity,
the support, (l, u), for the uniform distribution used to generate φ(sij)’s, and the spatial
variance, σ2. Figure 2 presents the AUC for the Mbase, Mregion, Mcoord and Msmooth
models as a function of the magnitude of regional heterogeneity under different patterns
of spatial variance σ2 and correlation φ, assuming that there is local non-stationarity in
the spatial pattern in each slice. In the figure, the error bars represent the 95% confidence
intervals for the AUC, and the dots at the center of the bars show the average AUC. Table 3
shows the details of the estimated AUC and their corresponding 95% confidence intervals.
Figure A.2: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameters,
φ(sij)’s, and spatial variance, σ2, assuming that there is local non-stationary spatial
pattern within slices.
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Parameters AUC
Regional
Difference φ(sij)’s σ
2 Mbase Mregion Mcoord Msmooth
Large
Unif(3,6) 30 .783 (.756, .810) .811 (.785, .837) .811 (.791, .833) .843 (.814, .873)5 .788 (.762, .813) .819 (.793, .846) .821 (.802, .840) .832 (.807, .856)
Unif(0.5,1.5) 30 .780 (.753, .806) .814 (.789, .837) .818 (.797, .840) .817 (.786, .848)5 .788 (.762, .813) .819 (.793, .846) .821 (.802, .840) .832 (.807, .856)
Small
Unif(3,6) 30 .777 (.750, .802) .798 (.772, .825) .804 (.783, .823) .832 (.804, .861)5 .780 (.756, .803) .801 (.776, .826) .806 (.787, .824) .818 (.795, .841)
Unif(0.5,1.5) 30 .774 (.749, .800) .802 (.779, .825) .808 (.789, .828) .812 (.783, .840)5 .780 (.756, 803) .801 (.776, .826) .806 (.787, .824) .818 (.795, .841)
None
Unif(3,6) 30 .809 (.784, .833) .815 (.790, .842) .813 (.793, .835) .840 (.812, .870)5 .814 (.786, .843) .820 (.792, .847) .818 (.801, .837) .828 (.803, .854)
Unif(0.5,1.5) 30 .809 (.784, .833) .836 (.811, .860) .837 (.816, .858) .839 (.810, .870)5 .814 (.786, .843) .820 (.792, .847) .818 (.801, .837) .828 (.803, .854)
Note: Unif(l, u) means that the spatial correlation range parameters, φ(sij)’s, were generated from a Uniform
distribution with support, (l, u), for each location, (sij), i = 1, 2, . . . , N , j = 1, 2, . . . , ni.
Table A.3: Comparison of AUC between Mbase, Mregion, Mcoord and Msmooth, under
different settings for the regional heterogeneity, spatial correlation range parameters,
φ(sij)’s, and spatial variance, σ2, assuming that there is local non-stationary spatial
pattern within slices.
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B.1 MCMC Algorithm for Bayesian Inference and Clas-
sification
Bayesian inference and classification of the various models were implemented using MCMC
algorithms via Gibbs samplers with a Metropolis-Hastings sampling step. Model parame-
ters are estimated using data from all images, and the voxel-wise cancer status indicators
for a new patient, {cN+1,j|j = 1, . . . , nN+1}, are classified by treating them as unknown
parameters and updating them along with the other model parameters. Derivation of the
MCMC algorithm is based on the joint density:
N+1∏
i=1
ni∏
j=1
{
MVN (yij|µcij ,rij + δi,Γcij ,rij )P (κij > 0)cijP (κij 6 0)1−cij
}
×
N+1∏
i=1
MVN (δi|0,Σ)×
N+1∏
i=1
ni∏
j=1
N(κij|qrij ,0+wij, 1)×
N+1∏
i=1
MVN (wi|0,Ci)
×
1∏
c=0
1∏
r=0
W−1(Γc,r|d− 1, Id)×W−1(Σ|d− 1, Id)× pi(θ), (B.1)
where pi(θ) denotes the prior distribution of the spatial parameters θ, andCi is the general
notation of the spatial covariance matrix ofwi in different models, where which is replaced
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by CSi in the full model, C˜Si in the NNGP model, C
∼
Si in the reduced-rank model, and
(I −Bi)−1Di in the CAR model, withBi andDi defined in Section 3.2.3.
The MCMC algorithm can be split into two parts: one for the update of parameters in
the non-spatial model components, and the other for the update of the spatial parameters.
We will discuss the two parts of MCMC separately in the following sub-sections.
B.1.1 MCMC Algorithms for the Update of Non-spatial Model Pa-
rameters
We first discuss the MCMC algorithm for the update of the non-spatial model parame-
ters, which holds for all models in Section 3.2.2 and Section 3.2.3. Given a conjugate
Inverse-Gamma prior W−1(d + 1, Id), the full conditional distribution for Γ0 becomes
W−1(∑N+1i=1 n0i + d+ 1, S˜0 + Id), where
S˜0 =
N+1∑
i=1
n0i∑
j=1
[
y0ij − (µ0 + δi)
][
y0ij − (µ0 + δi)
]T
, (B.2)
and y0ij denotes the mpMRI parameters of the noncancer voxels, with n
c
i denoting the
number of voxels in image i that has cancer status c ∈ {0, 1}. Similar results can be
derived for the update of Γ1. Given a flat prior,µ0 has a multivariate normal full conditional
distributionMVN (
∑N+1
i=1
∑ni
n=1(y
0
ij−δi)∑N+1
i=1 n
0
i
, Γ0∑N+1
i=1 n
0
i
), and similar results can be derived for the
update of µ1. With a conjugate priorMVN (0,Σ), δi has a full conditional distribution
MVN (δi|µδi ,Vδi), where
Vδi =
[ ni∑
j=1
Γ−1cij + Σ
−1]−1,
µδi = Vδi
[ ni∑
j=1
Γ−1cij
(
yij − µcij
)]
. (B.3)
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Assuming a prior W−1(Σ|d + 1, Id), Σ has a full conditional distribution W−1(Σ|N +
d + 2,
∑N+1
i=1 δiδ
T
i + Id) . We also set qr,0 = Φ
−1(
∑N
i=1
∑
j:rij=r
cij/
∑N
i=1
∑
j:rij=r
1),
r ∈ {0, 1}.
B.1.2 MCMC Algorithm for the Update of Spatial Model Parameters
and Unknown Voxel-wise Cancer Statuses
Full Spatial Model
For model (3.2) that has full spatial structure, θ is updated using a random walk Metropo-
lis step with target density pi(θ) ×∏N+1i=1 MVN (wi|0,CSi(θ)), where pi(θ) is the prior
of θ. In this dissertation, we assume a Matérn stationary correlation function, and θ =
{σ2, φ, ν}, where σ2 denotes the stationary spatial variance, φ denotes the spatial range pa-
rameter, and ν denotes the smoothness of spatial correlation. We assume a non-informative
prior on θ, with a IG(1, 1) prior on σ2, and a flat prior on both φ and ν. The update of
κij holds for all spatial models: for the jth voxel in the ith image, if the previous draw of
cij is 0, then the full conditional distribution of κij is a truncated normal TrN(κij|qrij ,0 +
wij, 1, (−∞, 0)), and if the previous draw of cij is 1, then the full conditional of κij is
TrN(κij|qrij ,0 + wij, 1, (0,∞)), where if a random variable follows TrN(a, b, (c, d)), it
means that it follows N(a, b) but only lies within the interval (c, d), a, b, c, d ∈ R. The
update of wij proceeds as follows. First, notice that wij|wi,−j ∼ N(wij|µwij , σ2wij), where
µwij = CSi(j,−j)C
−1
Si(−j,−j)wi,−j ,
σ2wij = CSi(j,j) −CSi(j,−j)C−1Si(−j,−j)CSi(−j,j), (B.4)
withCSi(j,−j) denoting the j
th row ofCSi after deleting its j
th column,CSi(−j,−j) denot-
ingCSi after deleting its j
th row and column, and CSi(j,j) is the (j, j)-th entry ofCSi . The
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full conditional distribution of wij is then:
N(wij|(1 + σ−2wij)−1(σ−2wijµwij + κij − qrij ,0), (1 + σ−2wij)−1). (B.5)
Finally, we update {cN+1,j|j = 1, ..., nN+1}. The full conditional probability of cN+1,j = 1
can be expressed as:
P (κN+1,j > 0)f(yN+1,j|µ1,rN+1,j + δN+1,Γ1,rN+1,j )∑1
c=0 P (κN+1,j > 0)
cP (κN+1,j ≤ 0)1−cf(yN+1,j |µc,rN+1,j + δN+1,Γc,rN+1,j )
,
(B.6)
where P (κN+1,j ≤ 0) is the cdf of N(qrij ,0 + wij, 1) at 0, and f(yN+1,j|µc,rN+1,j +
δN+1,Γc,rN+1,j ) is the pdf ofMVN (µc,rN+1,j + δN+1,Γc,rN+1,j ), c ∈ {0, 1}. This step
holds for all models.
NNGP Model
The update of θ still follows a random walk Metropolis step, but with a different target
density pi(θ)×∏N+1i=1 ∏nij=1N(wsij |BsijwNij , Fsij ), where Bsij and Fsij were previously
defined in Section 3.2.3. The full conditional of wij is N(wij|Mij, Gij), where Mij and
Gij are defined as follows. Let s and t be any two locations within an image, if s ∈
N(t) and s is the lth element of N(t), then we denote s = N(t)(l). Let Bt,s be the
lth element of Bt. Let U(sij) = {t|sij ∈ N(t)} and for every t ∈ U(sij) we define
at,sij = wt −
∑
ss∈N(t),ss 6=sij Bt,sswss. Then wij|N(wij) ∼ N(wij|Mij, Gij), where
Gij =
[
F−1ij +
∑
t∈U(sij)
B2t,sij
Ft
]−1
,
Mij = Gij ·
{
F−1ij BsijwN(sij) +
∑
t∈U(sij)
Bt,sijF
−1
t at,sij
}
. (B.7)
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Knot-bsed Reduced-rank Model
For the update of spatial parameters in the knot-based reduced-rank model, the MCMC
algorithm becomes computationally intensive if we update {wij|i = 1, 2, . . . , N + 1, j =
1, 2, . . . , ni}. Instead, we marginalize over wij’s and rewrite the joint density as:
N+1∏
i=1
ni∏
j=1
{
MVN (yij|µcij ,rij + δi,Γcij ,rij )P (κij > 0)cijP (κij 6 0)1−cij
}
×
N+1∏
i=1
MVN (δi|0,Σ)×
N+1∏
i=1
ni∏
j=1
N(κij|qrij ,0 +Csij ,S∗iC−1S∗i w
∗
i , 1)×
N+1∏
i=1
MVN (w∗i |0,CS∗i )
×
1∏
c=0
1∏
r=0
W−1(Γc,r|d− 1, Id)×W−1(Σ|d− 1, Id)× pi(θ). (B.8)
Under this joint density, we only need to update {w∗i |i = 1, 2, . . . , N + 1}.
Specifically, for the update of θ, we use a random walk Metropolis step with a target
density pi(θ)×∏N+1i=1 ∏nij=1N(κij|qrij ,0 +Csij ,S∗iC−1S∗i w∗i , 1)×∏N+1i=1 MVN (w∗i |0,CS∗i ).
For the update of w∗i , we use Gibbs sampling with the full conditional distribution w
∗
i |· ∼
MVN (µw∗i ,Vw∗i ), where
Vw∗i =
[ ni∑
j=1
C−1S∗i C
T
sij ,S
∗
i
Csij ,S∗iC
−1
S∗i
+C∗−1Si
]−1
,
µw∗i = Vw∗i
[ ni∑
i=1
C−1S∗i C
T
sij ,S
∗
i
(
kij − qrij ,0
)]
. (B.9)
CAR Model
CAR model does not assume any spatial correlation parameter, so there is no θ. For the
update of σ2, the variance of wij|wi,−j , we assume a conjugate IG(aσ2 , bσ2) prior, and the
full conditional for σ2 becomes IG(aσ2 +
∑N+1
i=1 ni
2
, bσ2 +
1
2
∑N+1
i=1 w
T
i (I−Bi)wi).The full
conditional for wi is N(wij|
∑
k 6=j bijkwik, σ
2), whereBi = [bijk]nij,k=1 is fixed.
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C.1 Additional Simulation Settings
As described in Section 4.3.1, the simulated data sets were generated according to model
(C.1):
wi∼MVN (0,C(Si,Si|θ)),
G∗ij ∼ N(qrij ,0 + wij, 1),
Gij =I(G
∗
ij > 0),
eak2 ∼MVN (0,Λ),
δi ∼MVN (0,Σ),
yij
ind∼ MVN (µcij ,rij +
K∑
k=1
eakij + δi,Γcij ,rij ). (C.1)
The general model parameters, including the means, {µc,r, c = 0, 1, r = 0, 1}, within-
patient covariance, {Γcij ,rij , c = 0, 1, r = 0, 1}, and between-patient covariance, Σ, of the
mpMRI parameters, and the probit of the cancer prevalence in the PZ and CG, qrij ,0, were
set based on the estimates from the real data. µcij ,rij , c = 0, 1, r = 0, 1, was set to equal to
the estimates from the motivating data set. Γcij ,rij , c = 0, 1, r = 0, 1, was set to equal to
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1/1.5 times the estimates from the motivating data set. Σ was set to equal to a d×d diagonal
matrix (d=4), with the diagonal entries equal to 4, 0.24, 0.24, and 0.24, respectively. This
was set based on the estimated between-patient covariance from the motivating data set, but
was simplified as a diagonal matrix, and was modified so that the variances of the mpMRI
parameters have a magnitude approximately 1/1.5 of that of the motivating data set. To
simulate the regional heterogeneity of different magnitude, we varied qr,0, r = 0, 1 and Λ.
To simulate different spatial correlation structures, we varied θ = (σ2, φ, ν). Details are
described in Section 4.3.1.
C.2 Additional Classification Results on the Ordinal Can-
cer Outcome
C.2.1 Simulation Studies
Table C.1 and Table C.2 report simulation results of models SL0 + w1, SL + w1, SL0 + w2,
SL + w2, assuming that QDA is the base learner. Table C.3 and Table C.4 report simulation
results assuming that RF is the base learner. Table C.5 and Table C.6 report simulation
results, assuming that the multi-resolution GLM, QDA and RF are combined in the super
learner.
125
Table C.1: Simulation results assuming moderate regional heterogeneity, and QDA as the
base learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Moderate
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
Baseline
1 57476 1477 10147 0.17 0.38
0.422 16310 1951 9378 0.93 0.60
3 19742 1384 20333 0.51 0.49
1 2 3
SL0 + w1
1 59057 0 10042 0.15 0.38
0.422 16927 0 10712 1.00 NA
3 19789 0 21671 0.48 0.49
1 2 3
SL + w1
1 59990 0 9109 0.13 0.36
0.392 17549 0 10090 1.00 NA
3 16927 0 24532 0.41 0.44
1 2 3
SL0 + w2
1 45622 11931 11546 0.34 0.30
0.452 9496 6394 11749 0.77 0.75
3 10305 7572 23583 0.43 0.50
1 2 3
SL + w2
1 44792 15159 9149 0.35 0.27
0.442 9626 7771 10242 0.72 0.76
3 6593 9839 25027 0.40 0.43
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 56648 1926 10461 0.18 0.38
0.432 16010 2193 9410 0.92 0.64
3 19395 1869 20156 0.51 0.50
1 2 3
SL0 + w1
1 58196 0 10119 0.15 0.39
0.422 17097 0 10517 1.00 NA
3 20657 0 20764 0.50 0.50
1 2 3
SL + w1
1 60700 200 8136 0.12 0.34
0.372 16632 97 10085 1.00 NA
3 14828 166 26427 0.36 0.43
1 2 3
SL0 + w2
1 45557 11461 12017 0.34 0.30
0.452 9345 6149 12119 0.78 0.76
3 10172 7309 23939 0.42 0.50
1 2 3
SL + w2
1 46323 15485 7227 0.33 0.23
0.412 8621 8814 10179 0.68 0.75
3 5209 10103 26108 0.37 0.40
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Table C.2: Simulation results assuming strong regional heterogeneity, and QDA as the
base learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Strong
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
Baseline
1 57809 1092 10467 0.17 0.40
0.432 16937 1449 9360 0.95 0.61
3 21294 1050 19276 0.54 0.51
1 2 3
SL0 + w1
1 59291 0 10077 0.15 0.38
0.422 16752 0 10995 1.00 NA
3 19867 0 21754 0.48 0.49
1 2 3
SL + w1
1 59919 0 9449 0.14 0.36
0.392 17310 0 10437 1.00 NA
3 16567 0 25054 0.40 0.44
1 2 3
SL0 + w2
1 45869 11834 11665 0.34 0.30
0.452 9315 6338 12094 0.77 0.75
3 9850 7819 23953 0.43 0.50
1 2 3
SL + w2
1 44805 15193 9370 0.35 0.26
0.442 9431 7766 10549 0.72 0.76
3 6196 9874 25551 0.39 0.44
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 56830 1598 10792 0.18 0.40
0.442 16905 1738 9044 0.94 0.66
3 21453 1560 18519 0.55 0.52
1 2 3
SL0 + w1
1 58941 0 10279 0.15 0.39
0.432 17202 0 10485 1.00 NA
3 21251 0 20281 0.51 0.51
1 2 3
SL + w1
1 60620 78 8523 0.12 0.35
0.382 16746 49 10893 1.00 NA
3 15974 69 25488 0.39 0.44
1 2 3
SL0 + w2
1 45097 11363 12760 0.35 0.31
0.462 8411 5842 12435 0.79 0.76
3 10537 7086 23909 0.42 0.51
1 2 3
SL + w2
1 45644 15480 8096 0.34 0.24
0.422 8770 8268 10650 0.70 0.76
3 5705 9895 25932 0.38 0.42
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Table C.3: Simulation results assuming moderate regional heterogeneity, and RF as the
base learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Moderate
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
Baseline
1 53579 4562 10958 0.22 0.39
0.452 15018 3937 8684 0.86 0.69
3 18628 4253 18579 0.55 0.51
1 2 3
SL0 + w1
1 58748 0 10351 0.15 0.39
0.432 17381 0 10258 1.00 NA
3 20857 0 20602 0.50 0.50
1 2 3
SL + w1
1 59738 0 9362 0.14 0.37
0.392 17588 0 10051 1.00 NA
3 17239 0 24221 0.42 0.45
1 2 3
SL0 + w2
1 44923 11129 13048 0.35 0.32
0.462 9890 5693 12056 0.79 0.76
3 11023 6900 23536 0.43 0.52
1 2 3
SL + w2
1 44612 14865 9623 0.35 0.27
0.442 9704 7585 10350 0.73 0.77
3 6766 9741 24952 0.40 0.44
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 52778 4997 11261 0.24 0.38
0.452 14808 4041 8764 0.85 0.71
3 18265 4661 18495 0.55 0.52
1 2 3
SL0 + w1
1 58610 0 10425 0.15 0.40
0.432 17670 0 9944 1.00 NA
3 21804 0 19617 0.53 0.52
1 2 3
SL + w1
1 60419 197 8420 0.12 0.34
0.372 16705 91 10818 1.00 NA
3 15113 184 26124 0.37 0.43
1 2 3
SL0 + w2
1 44916 10549 13571 0.35 0.32
0.462 9889 5402 12322 0.80 0.76
3 11039 6523 23860 0.42 0.52
1 2 3
SL + w2
1 45983 15416 7637 0.33 0.23
0.422 8739 8609 10266 0.69 0.75
3 5488 9964 25969 0.37 0.40
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Table C.4: Simulation results assuming strong regional heterogeneity, and RF as the base
learner.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Strong
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
Baseline
1 53313 4545 11510 0.23 0.39
0.462 15147 3902 8697 0.86 0.70
3 19457 4314 17850 0.57 0.53
1 2 3
SL0 + w1
1 58889 0 10479 0.15 0.39
0.432 17336 0 10410 1.00 NA
3 21132 0 20489 0.51 0.51
1 2 3
SL + w1
1 59754 0 9614 0.14 0.36
0.392 17374 0 10372 1.00 NA
3 16902 0 24719 0.41 0.45
1 2 3
SL0 + w2
1 45086 10837 13445 0.35 0.32
0.462 9848 5512 12386 0.80 0.76
3 11142 6783 23696 0.43 0.52
1 2 3
SL + w2
1 44683 14921 9764 0.36 0.26
0.442 9529 7575 10643 0.73 0.76
3 6503 9651 25467 0.39 0.44
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
Baseline
1 52310 5110 11800 0.24 0.40
0.472 15097 4024 8567 0.85 0.71
3 19457 4764 17311 0.58 0.54
1 2 3
SL0 + w1
1 58672 0 10548 0.15 0.41
0.442 17834 0 9853 1.00 NA
3 22609 0 18923 0.54 0.52
1 2 3
SL + w1
1 60532 61 8627 0.13 0.35
0.382 16831 43 10814 1.00 NA
3 16338 69 25125 0.39 0.44
1 2 3
SL0 + w2
1 44598 10081 14541 0.36 0.32
0.472 9980 5000 12707 0.82 0.77
3 11520 6163 23849 0.43 0.53
1 2 3
SL + w2
1 45632 15151 8437 0.34 0.24
0.432 8846 8036 10806 0.71 0.76
3 5987 9688 25857 0.38 0.42
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Table C.5: Simulation results for GLM + QDA + RF assuming moderate regional
heterogeneity.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Moderate
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
SL0 + w1
1 58951 0 10148 0.15 0.38
0.422 16896 0 10743 1.00 NA
3 19615 0 21844 0.47 0.49
1 2 3
SL + w1
1 59638 0 9461 0.14 0.36
0.392 17368 0 10271 1.00 NA
3 16725 0 24734 0.40 0.44
1 2 3
SL0 + w2
1 44469 12934 11696 0.36 0.30
0.462 9160 6872 11607 0.75 0.75
3 9656 8055 23748 0.43 0.49
1 2 3
SL + w2
1 44372 16068 8660 0.36 0.27
0.442 9609 8294 9735 0.70 0.76
3 6625 10711 24123 0.42 0.43
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
SL0 + w1
1 58611 0 10424 0.15 0.39
0.422 16883 0 10730 1.00 NA
3 20270 0 21151 0.49 0.50
1 2 3
SL + w1
1 59451 829 8755 0.14 0.33
0.372 16010 469 11135 0.98 NA
3 13852 770 26799 0.35 0.43
1 2 3
SL0 + w2
1 44363 13000 11672 0.36 0.30
0.462 9006 6909 11699 0.75 0.76
3 9612 8318 23491 0.43 0.50
1 2 3
SL + w2
1 45028 17682 6325 0.35 0.23
0.432 8494 9964 9156 0.64 0.75
3 5266 11918 24238 0.41 0.39
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Table C.6: Simulation results for GLM + QDA + RF assuming strong regional
heterogeneity.
Regional
Heterogeneity
Spatial
Correlation Method
True
Category
Classification Results
Classification Table FPR FDR
Overall
Error Rate
1 2 3
Strong
Moderate
σ2 = 10,
φ = 2/3,
ν = 1.
SL0 + w1
1 59258 0 10110 0.15 0.38
0.422 16773 0 10973 1.00 NA
3 19807 0 21814 0.48 0.49
1 2 3
SL + w1
1 59526 0 9842 0.14 0.36
0.392 17192 0 10555 1.00 NA
3 16517 0 25104 0.40 0.45
1 2 3
SL0 + w2
1 44795 12822 11750 0.35 0.29
0.462 9049 6787 11910 0.76 0.76
3 9703 8099 23818 0.43 0.50
1 2 3
SL + w2
1 44354 16161 8863 0.36 0.26
0.442 9478 8375 9894 0.70 0.76
3 6399 10893 24329 0.42 0.43
1 2 3
Strong
σ2 = 20,
φ = 2,
ν = 1.5.
SL0 + w1
1 58798 0 10422 0.15 0.39
0.432 17033 0 10654 1.00 NA
3 21088 0 20444 0.51 0.51
1 2 3
SL + w1
1 59699 340 9181 0.14 0.35
0.382 16243 276 11168 0.99 NA
3 15639 441 25451 0.39 0.45
1 2 3
SL0 + w2
1 44100 13002 12118 0.36 0.30
0.472 9105 6695 11888 0.76 0.76
3 10087 8258 23187 0.44 0.51
1 2 3
SL + w2
1 44573 17589 7059 0.36 0.25
0.442 8626 9550 9511 0.65 0.76
3 5933 12306 23293 0.44 0.41
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C.2.2 Application to In Vivo Data
Table C.7 and Table C.8 report the ordinal classification results using QDA and RF, respec-
tively, as the base learner. Table C.9 reports the ordinal classification results after combin-
ing the multi-resolution GLM, QDA and RF. Each table reports the results using either the
predicted probabilities for the first two categories from multi-resolution base learners, or
the classified cancer categories from multi-resolution base learners, as the covariates for
the stage-two model in the proposed super learner.
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Table C.7: Ordinal classification results on in vivo data assuming QDA as the base learner.
Covariates for
stage-two model Method
True
Category
Classification Results
Classification
Table FPR FDR
Overall
Error Rate
Predicted Probabilities
for the first
two categories
1 2 3
Baseline
1 87136 297 1554 0.021 0.152
0.1682 5891 10 342 0.998 0.975
3 9782 90 1835 0.843 0.508
1 2 3
SL0 + w1
1 87515 0 1472 0.017 0.155
0.1672 5937 0 306 1.000 NA
3 10136 0 1571 0.866 0.531
1 2 3
SL + w1
1 87776 0 1211 0.014 0.144
0.1522 5864 0 379 1.000 NA
3 8850 0 2857 0.756 0.358
1 2 3
SL0 + w2
1 65662 13795 9530 0.262 0.086
0.3212 2484 1312 2447 0.790 0.925
3 3702 2344 5661 0.516 0.679
1 2 3
SL + w2
1 65310 16809 6868 0.266 0.081
0.3212 2518 1486 2239 0.762 0.929
3 3231 2622 5854 0.500 0.609
Classified Categories
1 2 3
Baseline
1 87136 297 1554 0.021 0.152
0.1682 5891 10 342 0.998 0.975
3 9782 90 1835 0.843 0.508
1 2 3
SL0 + w1
1 87431 0 1556 0.017 0.150
0.1632 5846 0 397 1.000 NA
3 9582 0 2125 0.818 0.479
1 2 3
SL + w1
1 87883 0 1204 0.014 0.146
0.1542 5998 0 245 1.000 NA
3 9018 0 2689 0.770 0.350
1 2 3
SL0 + w2
1 82439 1400 5148 0.074 0.118
0.1822 4345 527 1371 0.916 0.779
3 6696 460 4551 0.611 0.589
1 2 3
SL + w2
1 77293 7567 4127 0.131 0.087
0.2162 3333 1638 1272 0.738 0.863
3 4058 2733 4916 0.580 0.523
133
Table C.8: Ordinal classification results on in vivo data assuming RF as the base learner.
Covariates for
stage-two model Method
True
Category
Classification Results
Classification
Table FPR FDR
Overall
Error Rate
Predicted Probabilities
for the first
two categories
1 2 3
Baseline
1 84948 1048 2991 0.045 0.143
0.1802 5470 174 599 0.972 0.896
3 8729 454 2524 0.784 0.587
1 2 3
SL0 + w1
1 87415 0 1572 0.018 0.146
0.1582 5821 0 422 1.000 NA
3 9099 0 2608 0.777 0.433
1 2 3
SL + w1
1 87382 0 1605 0.018 0.125
0.1352 5849 0 394 1.000 NA
3 6590 0 5117 0.563 0.281
1 2 3
SL0 + w2
1 66000 12999 9988 0.258 0.086
0.3112 3218 1254 1771 0.799 0.925
3 2957 2362 6388 0.454 0.648
1 2 3
SL + w2
1 65123 17997 5867 0.268 0.052
0.2972 2292 2300 1651 0.632 0.900
3 1290 2617 7800 0.334 0.491
Classified Categories
1 2 3
Baseline
1 84927 1037 3023 0.046 0.143
0.1802 5475 172 596 0.972 0.898
3 8671 481 2555 0.782 0.586
1 2 3
SL0 + w1
1 87495 0 1492 0.017 0.149
0.1602 5964 0 279 1.000 NA
3 9363 0 2344 0.800 0.430
1 2 3
SL + w1
1 87491 0 1496 0.017 0.131
0.1412 5901 0 342 1.000 NA
3 7316 0 4391 0.625 0.295
1 2 3
SL0 + w2
1 78988 2218 7781 0.112 0.115
0.2092 4558 305 1380 0.951 0.905
3 5683 687 5337 0.544 0.632
1 2 3
SL + w2
1 71145 13255 4587 0.201 0.069
0.2582 3316 1543 1384 0.753 0.914
3 1996 3044 6667 0.431 0.472
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Table C.9: Ordinal classification results for GLM + QDA + RF on in vivo data.
Covariates for
stage-two model Method
True
Category
Classification Results
Classification
Table FPR FDR
Overall
Error Rate
Predicted Probabilities
for the first
two categories
1 2 3
SL0 + w1
1 86674 0 2313 0.026 0.141
0.1582 5868 0 375 1.000 NA
3 8371 0 3336 0.715 0.446
1 2 3
SL + w1
1 86153 0 2834 0.032 0.125
0.1452 5935 0 308 1.000 NA
3 6407 0 5300 0.547 0.372
1 2 3
SL0 + w2
1 65708 15409 7870 0.262 0.076
0.3062 2481 2064 1698 0.669 0.896
3 2921 2336 6450 0.449 0.597
1 2 3
SL + w2
1 65709 17307 5971 0.262 0.062
0.2982 2720 2518 1005 0.597 0.891
3 1604 3296 6807 0.419 0.506
Classified Categories
1 2 3
SL0 + w1
1 87615 0 1372 0.015 0.146
0.1552 5943 0 300 1.000 NA
3 9007 0 2700 0.769 0.382
1 2 3
SL + w1
1 87007 0 1980 0.022 0.131
0.1432 5969 0 274 1.000 NA
3 7107 0 4600 0.607 0.329
1 2 3
SL0 + w2
1 78811 4527 5649 0.114 0.109
0.2072 4411 768 1064 0.877 0.883
3 5252 1283 5172 0.558 0.565
1 2 3
SL + w2
1 71464 13560 3963 0.197 0.080
0.2542 3573 1909 761 0.694 0.894
3 2664 2589 6454 0.449 0.423
