What is the source of interference on a memory test following study of a list containing different types of pairs? Many current models predict that pairs and singles of all types will jointly interfere and therefore harm memory. Such list length effects have often been observed for lists of a single-item type (e.g., a list of words). Here, we examine interference for lists containing multiple types of pairs (e.g., word-word, face-face, word-face). In three experiments, we manipulate the number of each type on the study list. In associative recognition, discrimination fell as the number of pairs of the same type rose, but the number of pairs of other types had little effect. That is, we found a list length effect within, but not between, classes of stimuli. We highlight the importance of representation and propose alternatives to current model representations that can predict such findings.
The meaning of the word jam in the pair strawberry jam clearly differs from its meaning in the pair traffic jam. Indeed, research has shown that memory for an item is a function of the match between the semantic context at study and that at test (Light & Carter-Sobell, 1970; Tulving & Thompson, 1973) . Related to this principle is the possibility that study of word pairs, even for unrelated words, might induce configural meaning that goes beyond and may be independent of the meaning of the constituent words in isolation (see Clark & Gronlund, 1996 , for a review of the independence hypothesis). Evidence for configural processing of unrelated word pairs comes from Dosher and Rosedale (1997) , who found cuing advantages for triples only when all three components were studied together. Furthermore, Hockley (1992) showed that singles and pairs have different forgetting functions, and Hockley and Cristi (1996a) showed that item memory and associative memory are differentially affected by instructional manipulations.
In this article, we continue to explore configural processing by examining the effects of such processing on interference during retrieval. For example, word pairs as a class might tend to be dissimilar from single words as a class, hence reducing cross-class memory interference. Similarly, the class of word -face pairs might be dissimilar from the class of word -word pairs, and so forth. Few studies have looked at length effects that cross item-type boundaries. Gillund and Shiffrin (1981) found that the number of studied pictures affected word recall and vice versa. However, the array of strategies used in free recall makes it difficult to come to definitive conclusions concerning the source of interference effects. Hockley and Cristi (1996b) had participants study single items and/or pairs that were repeated various numbers of times and in various combinations. In different experiments, a single item could be repeated as both a single and as part of a pair, only as part of a pair, or as part of several different pairs. In general, participants were able to judge the frequency of single items and of pairs. Critically, they were able to make separate judgments of the frequency of an item studied alone and the same item studied in a pair. Despite participants' ability to make fairly independent judgments of frequency, more traditional memory tasks may show interference. That is, singles and pairs stored in memory may be retrieved during a traditional memory task even if participants are able to focus on a subset when instructed to do so.
In the present experiments, we gathered additional evidence regarding whether the retrieval of associations is affected by the number of single items on the study list and whether the retrieval of pairs or items from one class is affected by the number of pairs or items from another class. Specifically, we used a modified list length manipulation to measure interference between and within different classes of pair types for both single-item recognition (SR) and associative recognition (AR). In both SR and AR tasks, participants studied a list of pairs (denoted as AB, CD, EF, etc.). In SR, they were tested with a sequence of single items (A, B, X, Y, etc.), judging whether each had been studied (a target, such as A) or not (a foil, such as X). In AR, they were tested with a sequence of pairs and judged whether each had been studied as an intact pair (e.g., AB), to which they should have responded "old," or a rearranged pair composed of two items studied in different pairs (e.g., CF), to which they should have responded "new." Unlike in SR, all single items in AR had been studied, so single-item familiarity could not provide a basis for correct judgments. Instead, participants had to make judgments about the relationship between the two words. Thus, this task is considered a relatively pure measure of memory for associations (Humphreys, 1976 (Humphreys, , 1978 .
Survey of Global Matching Models
We now turn to a brief survey of global matching models (GMM), which have concrete representational assumptions about single items and pairs (e.g., Gillund & Shiffrin, 1984; Hintzman, 1988; Humphreys, Bain, & Pike, 1989; McClelland & Chappell, 1998; MetcalfeEich, 1985; Murdock, 1982 Murdock, , 1997 Shiffrin & Steyvers, 1997) . These models incorporate the common assumption that memory traces (composite or separate) consist of a vector (or matrix) of values, equivalent to a point in a high-dimensional space. We refer to the value stored in each position as a feature, which is equivalent to its value on some dimension. A feature is defined as a particular position of a memory probe or trace that can be aligned with a corresponding position in another memory probe or trace, in order to allow a comparison of the values in corresponding positions. Positions that align refer to the same feature, and any that do not align refer to different features.
Extant GMMs have used two basic approaches to representing single items and pairs. In one, each single item is represented as a vector of feature values, and a pair is represented as a concatenation of the single-item vectors into a double-long vector (e.g., Diller, Nobel, & Shiffrin, 2001; Hintzman, 1988; Shiffrin & Steyvers, 1997 . In these concatenation models, SR involves matching a test item against each of the vectors (or each half of the double-long vectors if pairs were studied) and combining the matching scores into a familiarity value that is used to make a decision. All matches of traces other than the target add variability to the decision statistic, harming performance. Hence these models predict length effects, which are defined as the drop in performance as the number of nontarget traces rises. Because pairs are represented as concatenations of single-item vectors, an increase in the number of either single items or the number of pairs should reduce performance for SR.
There are two primary ways to carry out AR in the context of concatenation models. In one approach, the double-long test probe is compared with each stored double-long trace. The matching scores are again combined into a familiarity measure that is used to make a decision. An intact test pair tends to match all 2N features of one trace, whereas a rearranged test pair tends to match two different traces in N features each. Because familiarity is calculated as a product of evidence from each feature (in Shiffrin & Steyvers, 1997 , or the cube of the evidence in Hintzman, 1988) , 2N matching features in one trace tend to contribute more to familiarity than N matching features in each of two traces, producing abovechance AR performance. Note, however, that for foil probes, the N matching features in each of two traces tends to contribute much more to familiarity than do the accidentally matching features in all the traces of pairs that do not contain either of the items in the test probe. This reduces the dependence of performance upon the number of these other traces, largely eliminating the prediction of length effects. To reiterate, for concatenation models the errors in AR tend to be confusions caused by the two traces of the half-matching rearranged pairs, but not confusions with the traces of the other studied pairs.
The other approach to AR in concatenation models uses a cued recall process. In the extant models, a single item is used as the recall cue. Each single member of the test pair is used as a probe cue in an attempt to recall the trace containing that item (Diller et al., 2001) or to produce a composite vector dominated by feature values of the single item that had been paired with the test item (Hintzman, 1988) . Both methods involve a step in which the cue item is matched to single-item subvectors in the stored traces, and hence both predict length effects. AR performance should decrease as the number of studied pairs increases (because the number of studied single items increases in step with the number of studied pairs). It would be possible to imagine cued recall models in which the probe consists of the two test items taken together. Such a model would be similar to the joint probe strategy mentioned above. Thus, when a foil is tested, the traces in memory that would dominate retrieval would be the two half-matching traces, reducing or eliminating length effects.
A second class of models, composite models, represents single items and pairs as vectors, but the vector representing a pair is independent of the vector representing a single item. Thus one could describe such models as having "emergent" associative features. However, the standard versions of these models assume that the vectors representing single items and pairs are superimposed into a single summed composite memory vector (e.g., the TODAM model of Murdock, 1982 , or the CHARM model of Metcalfe-Eich, 1985) . These models have the interesting property of dissociating a pair from the single items of which it is composed. Yet because associative and single-item traces are stored in the same vector positions, the match of the test probe to the stored composite vector involves matching the test probe to all traces of all types. This statement holds whether the matching is direct (as, for example, in the TODAM recognition model) or due to a recall process (as, for example, in CHARM or the cued recall model in TODAM). That is, regardless of recognition or recall retrieval processes, these composite storage representations predict that increases in the number of studied single items, number of studied pairs, or both will harm performance (i.e., the list length effect). This conclusion applies to both SR and AR tasks.
The above discussion of TODAM assumes that the memory vector is zeroed (i.e., empty) at the beginning of a study list. However, more recent versions of the model implement the continuous memory assumption: the idea that the composite memory vector contains all preexperimental experiences, as well as the current list (Murdock, 1997; Murdock & Kahana, 1993) . To implement this idea, the memory vector is not zeroed prior to the experiment. Under this assumption and the assumption that context is not used during AR, Murdock (1997) showed no forgetting for pairs due to the use of context drift as the primary cause of forgetting. Our discussion assumes the original formulation of TODAM (Murdock, 1982; Weber, 1988) , where list length effects are caused by the increase in variance as items are added to the memory vector along with forgetting. To foreshadow, we will find that performance for AR is not a function of the entire list length, but depends on the total number of pairs of the same type. We point out that TODAM can either predict no list length effect (i.e., no forgetting) for pairs (i.e., Murdock 1997) or a list length effect dependent on the total list length (i.e., Murdock, 1982) . However, it should be clear that both cannot be simultaneously predicted.
Such models provide the background for the present studies. We briefly reiterate that we use single-item and associative recognition to explore the existence or absence of length effects within and between classes of pairs. The study lists contain different numbers of pairs of different classes: word -word pairs (WW), face-face pairs (FF), and word -face pairs (WF). Memory is tested using both AR and SR. Although we are primarily interested in changes in discrimination, we also report hits and false alarms. We use d a (Macmillan and Creelman, 1991) as our measure of discrimination, but several alternative measures resulted in the same patterns of data for all experiments. 1 For SR, we ask whether memory is determined by the number of the different pair types or the number of single items. Similarly, for AR we ask whether performance is determined by the number of pairs of the same or different type (e.g., whether word-face judgments are affected by the number of word -word pairs studied) or the total number of studied pairs. Both concatenation and composite models predict that the effect of list length is determined by the total number of studied pairs for both SR and AR.
EXPERIMENTS 1 AND 2
In the following two experiments, participants studied lists of WW, WF, and FF pairs. All study lists contained the same number of single words, the same number of single faces, and the same total number of pairs. What varied across lists was the relative number of each type of pair (i.e., WF, WW, and FF). Because the total list length was held constant, both concatenation and composite models predicted no change in performance for AR or SR. The lists of pairs were studied under the same incidental instructions in both experiments, which differed only at test: Experiment 1 used AR, and Experiment 2 used SR.
General Method Materials
Black-and-white photographs of faces were selected primarily from college yearbooks and from the Olivetti Research Database of Faces (AT&T, Cambridge, 1994) . Each of the 210 faces was standardized so that the head orientation, level of the eyes, and position of the chin were identical and there was very little (if any) background.
A set of 210 hard-to-image, low-frequency words (M ϭ 6.46; Kučera & Francis, 1967) were selected, excluding any words that might be used to describe a face, a person, or a characteristic of either.
Presentation of stimuli and recording of participant data were executed on IBM-compatible personal computers using Macromedia's Authorware 5 Attain software.
Procedure
The words and faces were combined to form a study list of 120 nonoverlapping pairs of three types: word-face and face-word pairs denoted WF, word -word pairs denoted WW, and face-face pairs denoted FF. The pairing was random, such that any face could be paired with another randomly selected face or a randomly selected word for each participant. The number of each type of pair presented during the study session was varied between groups. Group A studied 40 of each pair type, Group B studied 60 WF, 30 WW, and 30 FF pairs, and Group C studied 80 WF, 20 WW, and 20 FF pairs. All types of pairs were intermixed and presented in a random order during study and test.
The participants were not informed that a memory test would follow. During each study trial, the members of the study pair were presented side by side on the monitor for 3 sec. The participants judged the degree of association between the two items using a 5-point scale. The study session began and ended with six buffer trials, two of each type.
Immediately following, the participants were given an unexpected memory test (AR in Experiment 1 and SR in Experiment 2). The participants made judgments using a 6-point confidence scale where the first 3 points corresponded to new and the last 3 corresponded to old. The test session began with six trials using the buffer stimuli, and these trials are not included in any of the reported analyses.
Experiment 1 Associative Recognition Testing of Studied Pairs

Method
Participants. The number of participants in each group was varied in order to keep the total number of observations per condition approximately equal. Of the 198 Indiana University undergraduates who participated for either course credit or $6.00, there were 38 in Group A, 66 in Group B, and 94 in Group C.
Procedure. The participants received an unexpected AR memory test. Test pairs were presented one above the other (in contrast to the study phase, in which the pairs had been presented one beside the other). All test pairs consisted of one item that had been studied on the left and one that had been studied on the right, but the test position (top vs. bottom) was not correlated with the study position (left vs. right). The test contained an equal number of intact and rearranged trials of each pair type. Rearranged test pairs were constructed within pair type (i.e., each face in a rearranged FF pair contained faces that were studied in two separate FF pairs; WW and WF foils were composed by the same method). Both members of a study pair contributed to different rearranged pairs. The number of study pairs limited the number of possible test pairs, and consequently the associative recognition test consisted of 40 pairs of each type for Group A, 28 pairs of each type for Group B, and 20 pairs of each type for Group C.
Results
For all analyses, we used an alpha level of .05. We were primarily interested in changes in discrimination; although we did not have predictions concerning changes that might occur for hits and false alarms considered separately, we analyzed this data. Hit rates (HR) did not differ between groups for WW [F(2,195) (Hockley, 1992 ) and the very small or absent list length effects found for SR by Dennis and Humphreys (2001) . For longer study-test delays (i.e., as short as 30 min), Hockley and Consoli (1999) have shown equal retention levels for item and associative information. Perhaps longer study-test delays would help maximize the length effect for WW pairs. The three groups of bars in Figure 1 give results for FF, WW, and WF pairs in that order. Within each group, the bars are in descending order of the number of pairs of that type on the study list. The bars generally increase in height from left to right, indicating a category length effect within pair type. The separate analysis of hits and false alarms did not show systematic and significant changes with category length and could have been due to changes in criterion placement between lists (among other factors). This study does not allow us to attribute the source of the discrimination changes to hits or false alarms.
In the present design, the number of test trials was not held constant between groups, theoretically allowing learning during testing to differentially affect the groups.
Although the participants surely encoded something in memory during each test trial, it seems likely that these traces are weak and have little impact on the present data. For example, strengthening items via repetition does not harm recognition or cued recall performance for other items from the list (i.e., the null list strength effect; Ratcliff, Clark, & Shiffrin, 1990) , suggesting that additional intact test pairs would not harm performance much. Of greatest importance, this confound does not predict the data. Performance is best for WF pairs in the condition with the most test pairs (i.e., Group A with 40 study pairs of each type). Nevertheless, we carried out additional analyses to ease concerns about this issue. The above statistical analyses were recomputed while restricting the data to the first 60 test trials of each condition. The qualitative patterns of data are identical. 2 Taking into account all of these issues and noting that we replicate these findings in Experiment 3, we believe the confound to be unfortunate but immaterial to the main thesis of this article: that performance in AR is determined by pairs of the same type and not by pairs of a different type or by single items.
Although discussion is deferred until the presentation of Experiment 2, it should be noted that the existence of within-type length effects implies that interference in associative recognition is not simply determined by the total number of pairs on the list (as predicted by the models), because the total number of pairs was held constant.
Experiment 2 Single-Item Recognition Testing of Studied Pairs Method
Participants. One hundred twenty-five Indiana University undergraduates received course credit or $6.00 for participating in a 35-min session. Groups A and B each had 42 participants, and Group C had 41.
Procedure. The participants received an unexpected single-item recognition test consisting of 120 single faces and single words randomly intermixed. These consisted of 20 studied items from each pair type, 30 word foils, and 30 face foils. Of the 20 test items from WF pairs, half were faces and half were words.
Results
HRs and FARs for Experiment 2 are shown in Table 2 . HRs for words were slightly greater than for faces [F(1,122) . This result, different from the pattern of performance for AR in Experiment 1, is predicted by extant concatenation and composite models. For these models, the variation in the relative number of different types of pairs across groups would not have affected single-item (or AR) performance, given that the total number of single faces and single words remained constant.
Discussion of Experiments 1 and 2
In AR but not SR, performance for a given pair type improves as the relative proportion of pairs of that type decreases. This result by itself of course implies a differentiation by type-all pairs are not equal in their interfering effects. If similarity of the pair types to each other were constant, within-type length effects would not be present. Alternative explanations based on differential study can be ruled out because the test type was postcued. Because the study conditions were identical in the two experiments (regardless of the later type of testing), it would be hard to argue that different study strategies were responsible for the patterns observed. The different patterns of performance, then, must be a result of some difference between AR and SR.
A great number of studies demonstrate list-length effects in recognition and recall tasks using lists of a single type of item (but see Dennis & Humphreys, 2001) . A number of studies have also shown category length effects in free recall when categories are mixed in lists (e.g., Tulving & Pearlstone, 1966) . The length effects mentioned thus far have involved discrimination changes. A different type of category length effect has been observed in a few recognition studies using several categories per list. These effects involved a parallel change in both hits and false alarms without a change in discriminability. Such effects were found for several categories of words defined by semantic or visual/pronunciation similarity (Criss & Shiffrin, 2004a; Shiffrin, Huber, & Marinelli, 1995; Sommers & Lewis, 1999) . The present results are stronger because we find discrimination-based length effects within pair type, even when the total length of the list and the total number of pairs, faces, and words was held constant for each list. (60WF, 30WW, 30FF) .73 .16 C (80WF, 20WW, 20FF) .73 .16
Note-W, word; F, face.
To model their findings, Shiffrin et al. (1995) and Criss and Shiffrin (2004a) suggested that the increase in familiarity and P(old) is caused by the similarity between stored traces of items in the category of the test item and the test item itself. Familiarity and P(old) increased as the number of such traces increased. By design, the majority of studied items were unrelated to any one test item, and each of these also contributes variance but less than traces of items in the test-item category. The accumulated noise due to traces of items outside the test-item category produced most of the variance. As a result and as demonstrated with each of their models, category size produced a change in the P(old) but no change in discrimination. In the present studies, the similarity between the three pair types and the two item types was likely much lower (e.g., the pair types are likely dissimilar to each other), and the relative number of othercategory items was lower. Thus, it is plausible that the relatively few, dissimilar other-category pairs contributed less variance than did the similar same-category pairs.
Finally, we have indirect evidence concerning the similarity of pairs composed of words and faces (in any of the three possible combinations) to the single items composing those pairs. Pairs of items of a type different from the test pair type nonetheless contain the same type of single items (e.g., both FF and WF pairs contain faces), but the number of such pairs does not have an effect. That is, the number of single items in those other-type pairs does not reduce performance for AR. Furthermore, performance levels for pairs are not predictive of performance levels for the single items composing them. For example, consider those participants in Group A who studied an equal number of each pair type. Inspection of the rightmost bar of Figure 1 and the black bars in Figure 2 reveal that this group of participants had the best performance for associative recognition of WF pairs (i.e., Figure 1 ) but the worst performance for recognition of single Ws and Fs (i.e., Figure 2 ). This suggests a possible tradeoff between the encoding of item and associative information (Hockley & Cristi, 1996a; McGee, 1980; Murdock, 1982) and indirectly supports the hypothesis of separate representations for pairs and single items.
Due to the implications of the findings of the first two studies on representation and their potential to constrain theories of associative recognition, we replicate and further explore them in the next experiment.
EXPERIMENT 3
Experiment 1 covaried the number of each pair type between participants with the result that AR performance changed with the number of pairs of the same type. The present study was designed to test this length effect within participants rather than between participants. Of more substantive interest, this experiment was designed to discover whether and how adding items of one type to the study list affects performance for a constant number of studied pairs of another type. In the previous studies, adding items of one type required removing items of the other type, in order to maintain a constant list length. In this experiment, each participant completed three studytest blocks. For each participant, the number of pairs of one type was held constant across blocks, and the number of another type of pair (and consequently, the total list length) was varied. On the basis of the previous experiment, we expect that adding pairs of the same type would harm performance. In contrast, both classes of models predicted that performance would be determined by the total number of pairs.
Method
Participants. A total of 325 Indiana University undergraduates participated in return for either course credit or $6.00 for the 30-min session. Each student participated in only one of the six conditions described next.
Materials. Materials were drawn from those used in Experiments 1 and 2.
Procedure. There were six between-participants conditions, varying in the type of pairs used. Each participant had three study-test blocks, described shortly. Each group received just two pair types: (WF, FF), (WF, WW), (WW, WF), (WW, FF), (FF, WF), (FF, WW), where the first pair type in each set indicated the type that always had 20 pairs, and the second pair type in each set indicated the pair type that had either 0, 10, or 20 pairs across lists for that participant. We refer to the pair type that had 20 members on each study list as the constant pair type and the pair type that had 0, 10, or 20 pairs on the list as the varied pair type. An example of one temporal order of events for the first of these six groups (WF, FF) is shown in Figure 3 . The figure depicts a particular order of the three list types (denoted A, B, C), but the order was randomly chosen for each participant. Where there is a comma separating the pair types within a row, the two types were actually presented in a randomly mixed order.
Each pair was studied for 3 sec, during which time the participants judged the degree of association between the two items. Two buffer trials began and ended each study list (not shown in the example), and the order of lists and the stimuli on each list were randomly chosen for each participant. The length of puzzle activity separating the study and test phases varied in order to maintain a constant study-test lag for the critical test items (those above the horizontal line in the figure) . Specifically, the total time between the first study item and the first test item was constant for each study-test block.
Note that each participant received one pure list (containing only one pair type, as in List A in Figure 3 ) and two mixed lists (containing two pair types, as in Lists B and C in Figure 3) . To equate the mixed lists for the average amount of switching between pair types and the average study-test lag, we constructed the mixed lists with the constraint that the first 20 pairs of each of these study lists (i.e., those above the horizontal line in Figure 3 ) included 10 pairs of each type. The test pairs were constructed from these study pairs, as described next.
All test trials were AR, constructed as in Experiment 1. The critical tests consisted of 10 intact and 10 rearranged pairs taken from the first 20 pairs of each study list. In the cases where there were two types of pairs, half of the test items were from each type. To keep participants from noticing that items from certain study positions were never tested, one intact and one rearranged test were included from the second block of 10 study items in List B, and two intact and two rearranged tests were included from the second study block of 20 items in List C (these tests were not analyzed). All test pairs were randomly intermixed.
Results and Discussion
The same basic pattern of data was obtained for the six between-participants groups (which varied only in the two pair types used). In the varied conditions, there was an interaction between category length and participant group on HR [F(5, 319) ϭ 3.19, MS e ϭ .04] and a marginally significant interaction for d a [F(5,194 ) ϭ 2.21, MS e ϭ .43, p Ͻ .10] both due to a larger effect of length for FF pairs. There were no other significant interactions. The different pair types had different overall levels of performance, but the main focus in this experiment is on the pattern of results across conditions. We therefore present the data collapsed across groups: HRs and FARs are shown in Table 3 , and d a is shown in Figure 4 . 3 The varied pair type is a slightly modified replication of Experiment 1. If we held the number of pairs of another type constant, adding pairs of the same type should have harmed discrimination. As expected, we replicated the within-pair type length effect. As shown in the right two bars of Figure 4 , discrimination was higher when the lists had 10 (light bar) pairs than when the list had 20 (dark bar) pairs [F(1,194) There are two primary findings. First, consider the mixed lists (the lighter two bars on the left side of Figure 4) . We found no difference in discrimination as additional pairs of another type were added to the study list (F Ͻ 1, p ϭ .70). HRs mimic the pattern of d a , as shown in Table 3 . That is, when the number of pairs is held constant, we find no difference between adding 10 pairs or 20 pairs of another type [F(1,319) ϭ 1.65, MS e ϭ .05].
In brief, adding pairs of the same type as the test pair harms performance, but adding pairs of another type does not. This supports a model where pairs of different types have distinct representations and are dissimilar to one another (despite sharing single items from the same class). Furthermore, the lack of interference of pairs as another type is added suggests that the number of single items does not alter AR performance (because adding pairs of another type must add single items). This result suggests that single items and pairs are represented and retrieved separately.
Comparing the black bar to the two light bars on the left side of Figure 4 demonstrates the second important finding: an advantage for pure lists (those containing pairs of a single type) over mixed lists. Discrimination was greater for the pure list than for the list with an additional 10 pairs of another type [F(1,258) (10 or 20) does not matter, as described above. By design, the amount of switching between pair types at study and at test is the same for all test items from the mixed lists, so it appears that the drop in performance is a result of switching between two pair types.
Our data cannot distinguish whether such switching costs occurred at study or test. A plausible argument can be made for an effect occurring at study. The pure list advantage could be due to different strategies, one for each pair type, for carrying out the incidental study instructions. If some encoding time is lost in switching from the strategy for one type to the encoding strategy for another type, switching between types would reduce performance compared with the case where switching does not occur. This argument places the pure list advantage at study and is similar to those found in the task switching literature (e.g., Rubinstein, Meyer, & Evans, 2001; Sohn & Anderson, 2001) .
On the other hand, one could imagine that it takes time and effort to focus on the relevant subset of items in memory for each test probe. For example, it might take time to construct a cue focusing on a particular pair type, such as FF. When tests alternate between types, this process could produce a deficit compared with the case where all tests were of the same type (as for the pure list). Relevant evidence in the literature comes from studies of categorized free and cued recall (for a review, see Raaijmakers & Shiffrin, 1980) and from studies of the fan effect (e.g., J. R. Anderson & Reder, 1999; M. C. Anderson & Neely, 1996) . In free recall, for example, there is a tendency to recall rapidly from one category (e.g., fruits), but then search slowly for another category to output (assuming the category names are not provided). Similar processes may be at work in studies of the fan effect. In these studies, participants learn (or preexperimentally know) several facts related to some topic, and these facts might fall into different subcategories. Such studies have shown that response times to verify facts depend on the number of subcategories and the number of facts within the relevant subcategory, but not the number of facts within the irrelevant subcategories (McCloskey & Bigler, 1980; Reder & Anderson, 1980) . We leave it to future research to determine whether the switching costs observed in the present study occur at study, retrieval, or both.
GENERAL DISCUSSION
We have shown that different classes of pairs do not interfere with one another during retrieval. That is, AR performance is a function of the number of pairs of the same type and not the total list length. Furthermore, we have evidence suggesting that singles do not interfere with pairs during AR. As pairs of another type are added to the study, list performance does not change, even though these pairs contain single items that are common to the test pair. Both findings are inconsistent with current formulations of composite and concatenation models. The concatenation models are not sufficient for this data, because pairs are simply singles stored in the same memory trace and thus any manipulation changing performance for pairs must be similarly reflected in performance for singles. Composite models are also unable to account for the current data, but for a different reason. While some of these models assume different (and orthogonal) memory traces for pairs and their constituent singles, these models assume that all memory traces are summed into one memory trace, which forces interference to be a function of the total list length. Next, we discuss related data followed by a description of alternative representations that could be implemented in models in order to more fully account for the data. The inference that single items and pairs maintain a form of functional separation is consistent with a number of previous studies. As discussed earlier, SR and AR are differentially sensitive to instructions (Hockley & Cristi, 1996a) , have different forgetting rates (Hockley, 1992) , and have different rates of improvement with study time (Clark & Shiffrin, 1992) . Judgments of frequency indicate that people are generally able to make separate judgments for pairs and singles, even when they have words in common (Hockley & Cristi, 1996b) . The present results fit nicely with this research, providing additional evidence for the separation of items and associations during both storage and retrieval.
Another set of data posing problems for each of these model classes was obtained by Kelley and Wixted (2001) . Participants studied pairs one or six times and were tested with intact pairs, rearranged pairs, and new-new pairs, under instructions to call only intact pairs "old." Two findings were of particular relevance. First, the HR for strong pairs exceeded that for weak pairs, but the weak and strong rearranged FARs did not differ. Concatenation models cannot account for this without additional assumptions, because the strong rearranged test items will match their half-matching vectors more than will the weak rearranged test items. On the contrary, such a finding is consistent with a model like TODAM, in which pairs are independent of the items from which they are constructed. In this model, pair AB is no more similar to pair AD, with which it shares an item, than to another pair EF, with which it shares no item (see Weber, 1988) . Thus, the strength of the relevant studied pair has no effect on the FAR. Second, the (not differing) FARs to rearranged weak and rearranged strong pairs were greater than the FAR to new-new pairs (consistent with previous findings of Humphreys, 1976, and Shiffrin, 1992 ). This finding is consistent with concatenation models. When memory has two traces that half-match the rearranged test pair, FARs should be higher than when memory has no traces that match the rearranged test pair at all. But this is inconsistent with a composite model like TODAM for the reason mentioned above; namely, the test pair is equally unrelated to a memory vector that incorporates two half-matching traces and a memory vector that contains no half-matches (Weber, 1988) . Data from Kelley and Wixted (2001) , the present set of experiments, and the Hockley studies mentioned earlier seem to require some degree of independence between the representations of single items and pairs. Depending on the details, such a model is likely to predict no difference in FARs to weak and strong rearranged pairs. To account for the lower FAR to new-new foils than to rearranged foils, one could simply assume that participants adopt a strategy when faced with such testing conditions. First, each item is used as a probe. If neither item matches memory, a "new" response is given. If at least one item matches memory, an associative probe is used (such as the convolution in TODAM), and a decision is made on the basis of that match. Given the nature of the test items, this strategy seems sensible. Gronlund and Ratcliff (1989) and Nobel and Shiffrin (2001) have shown that time to discriminate new-new foils is faster than to rearranged foils, perhaps lending some support to this type of model. It should be noted that Kelley and Wixted claim that their data is best explained in terms of competition between a familiarity process and a recall-to-reject process. We have explained their data in terms of a familiarity process with independent representations for singles and pairs. The growing importance of considering issues of representation in addition to the processes involved in AR is addressed further in the "Recall Processes in AR" section. Data from the present set of experiments seem to require a more generous modification, and we now turn to such extensions.
In general terms, what is needed is a way to represent varying levels of similarity even for items that seem nominally similar (i.e., that WF and WW pairs both contain words but nevertheless seem rather dissimilar). The degree of similarity is assumed to be a joint function of encoding processes and the stimuli (see Criss & Shiffrin, 2004b , for an example of how encoding tasks alter the word-frequency effect, another finding thought to be attributable to retrieval processes). For example, as Paivio (1971) argued, visual and verbal materials may have different types of memory codes (or features). However, pairs created from items within the same domain or items from different domains may also form dissimilar traces due to encoding processes. The exact mechanisms leading to similar or dissimilar memory traces is left for future development. We simply illustrate three different representations that could arise from the unspecified encoding processes.
First, suppose that each of the classes (W, F, WW, WF, FF) is represented by the same features in the same region of the memory vector, but with values that are similar within class and dissimilar between classes. 4 Suppose, in addition, that a pair is coded as three traces, one for each separate item, and one for the pair. An example of the traces stored in memory for study of a WF pair is shown in the top panel of Figure 5 . Here, features identifying the list context are stored with each trace and are denoted C. A test of any type will strongly match the traces that encode that type and weakly match the others. Note that this is similar to a representation proposed in Murdock (1982; Model 4) . Our proposal simply requires that varying degrees of similarity be built into the sets of memory traces; namely, traces are similar within class but not between classes. How to best implement varying degrees of similarity is unclear. For example, the REM model (Shiffrin & Steyvers, 1997) has a natural floor to dissimilarity when features are chosen randomly. Under these circumstances, the likelihood ratio approach implemented in REM has a natural and optimal criterion for making an old/new decision. For a given item to be more similar to other items of its own type than another type, the within-class similarity must be greater than random. This means that within-class foils will have high matching values, and a higher criterion would be needed. Although plausible, this assumption loses one advantage of the likelihood ratio approach: the optimal criterion setting. Most other models also assume that items are only randomly similar, and straying from this assumption may require substantial changes in the proposed mechanisms.
A closely related representation assumes that pair features are distinct for each type of pair and different from single-item features. The idea is to use separate regions of feature values in the representation for different item types. For the present application, there would be six regions: one for context, C, and one region for each of W, F, WW, FF, and WF, as shown in the first row of the middle panel in Figure 5 . 5 For storage of a WF pair, as shown in the second row of the middle panel in Figure 5 , the regions in which feature values are stored would be C, W, F, and WF. It is convenient to elaborate the vector to be a matrix, so multiple items of the same type can be stored in the same event (e.g., two Ws would need to be stored for a WW pair). This extension can be thought of as an extension of Model 2 proposed in Murdock (1982) , where memory was assumed to consist of two composite vectors: one for singles and one for pairs. It is possible to implement this type of representation in both classes of models. One benefit of this model is that it allows a single-memory trace (which would take the form of a matrix in REM, for example) to represent a complex event, whereas the other models break one event into separate traces. Although these first two representations are similar in many respects, in the separate feature model just described, the concept of feature (and feature value) is more strongly reified because different item types are assigned different features. One can imagine techniques used to derive actual features for encoding faces and words (e.g., Griffiths & Steyvers, 2003; Landauer & Dumais, 1997; Steyvers, 2001) , and it seems plausible that these will differ in kind.
Finally, consider a representation that makes use of type codes: Suppose that a set of common features is used to encode all item types and that these have equal between-and within-type similarity. However, in addition to these features and those encoding list context, suppose that there is a region of features used to encode the type (i.e., whether the stored item is WW, WF, FF, etc.). An example of the traces stored for a WF study pair is shown in the bottom panel of Figure 5 . This representation is straightforward in concatenation models. In order to have just one type code per trace, it is simplest to assume three separate traces for each studied pair: one for each item of the pair and one for the pair itself. At retrieval, list context and type code are first used as probes to activate a subset of list traces for that type of item (followed by matching the item features as usual). The type cue would tend to activate only the traces of type and length effects that would be restricted to the test type. For composite models, the use of this representation could be implemented in a four-way convolution (in TODAM, or a four-way matrix multiplication in the matrix model) including each item, the list context, and the type code. Note that the use of a type code could apply to any number of attributes of a study item, such as the gender of the voice producing the study word. Underwood (1969) discussed a similar concept ("class attributes" in his words). In support of this notion, he used the example that when searching for a technical term, one does not generate the name of a colleague. In some sense, explicitly using type codes (or class attributes) is one step toward defining context and separating it into its component parts.
Any of the representations discussed above, if implemented in extant models, would have the property of both separating pairs from the singles from which they were constructed and likewise separating various subclasses from each other. As such, these representations are able to handle the data discussed earlier showing the separation of items and pairs during both storage and retrieval. The Kelley and Wixted (2001) study requires the additional assumption that a strategic use of item information may be evoked when test items include new-new foils. In this strategy, each item is first compared with memory. Pairs are rejected if both single items are below some familiarity criterion. If either single item exceeds this criterion, memory is probed with the associative code and an intact-rearranged discrimination is made.
Recall Processes in AR
So far, we have assumed for simplicity that AR involves decisions based on a recovered familiarity value (cf. Dyne, Humphreys, Bain, & Pike, 1990) . However, there may be reasons to think that AR is carried out with a recall-like process. If so, could the proposed representational approach fit the present results? The answer depends on the cue used to probe memory. If the test pair is coded in terms of associative features and these are used to probe memory (i.e., for a WW test pair, only the WW features are used to probe memory), sampling would tend to be restricted to items of the same type and produce the correct length or null-length effects. In other words, if an associative cue is used, regardless of whether a familiarity or recall process or some combination is used, length effects will depend on the similarity between the cue and traces of the same type (assuming any one of the above representations is adopted). On the other hand, some researchers have proposed recall models in which the memory probe is one of the individual items composing the pair, akin to cued recall (e.g., Rotello & Heit, 2000; Rotello, Macmillan, & Van Tassel, 2000) . In this case, sampling would be based on all traces that contain the single-item feature in the probe. For example, a WW test would involve probing with a single W, activating all traces containing W features. Thus, length effects would clearly depend on the number of WW and WF traces, which is not in accord with the present findings. In conclusion, our data do not permit a clear choice between a recall-based and a familiarity-based model of AR. Clearly, any successful model will need to incorporate some form of the representational assumptions we have proposed.
Several studies have suggested that recall processes are involved in SR and/or AR. 6 For example, the Nobel and Shiffrin (2001) data exhibited a much closer match between RT distributions for AR and for cued recall than between RT distributions for AR and for SR. These findings were interpreted to imply that both AR and cued recall involve an extended search process producing slow retrieval. This is, however, suggestive rather than definitive, because the slow time course of retrieval in AR could be due to the time required to generate the associative encoding that is used to probe memory. In fact, this generation-time argument could be used to explain slow AR response times, even when a familiarity model is assumed (see Gronlund & Ratcliff, 1989 , for a similar proposal). Thus, the Nobel and Shiffrin results do not provide definitive evidence that could be used to assess the representational issues we have discussed.
One other source of relevant evidence concerning AR comes from studies of forced-choice AR. Clark, Hori, and Callan (1993) presented pairs (AB, CD, EF, GH, IJ, etc.) for study and gave a 3-AFC test. The OLAP condition contained choices that shared a studied item such as AB, AD, or AF. The NOLAP conditions contained choices not sharing any items such as AB, CF, or GJ. If, as our data suggest, AB coding is unrelated to A coding, AB coding might be unrelated to AC coding. If so, our approach would predict no difference between NOLAP and OLAP. Clark et al. (1993) found a NOLAP advantage and argued that this was due to the use of cued recall; the NOLAP case provides more single items to use as cues. However, Clark and Hori (1995) found similar performance for NOLAP and OLAP for longer study lists and suggested that participants may have abandoned the single-item probe strategy. It may be that our designs were similar in that they prevented participants from using a single-item probe recall strategy.
In summary, the representational approach we have suggested is consistent with the extant literature even if AR is carried out by a recall process, as long as the recall probe is composed of configural pair information. This discussion highlights the importance of considering both representation and process. Many recent articles have drawn conclusions regarding the processes underlying AR (e.g., see Macho, 2004 , for a review of several recent examples) without much regard for representation. These proposals are incomplete without equal consideration of the underlying representation. Here, we have outlined three different representations that could be adopted in any extant model to form a more complete model of AR.
Summary
Interference, measured by list length effects, was found within each class of pairs (WW, FF, WF) but not across classes. In addition, switching between pair types harmed performance. The results were taken to imply separate representations for these various types of items and pairs. Several methods were discussed by which different representations could be achieved and implemented in several GMMs.
Likewise, study of additional faces harmed performance for faces, but not for words. This led us to a model where faces and words were stored separately.
5. It is intriguing to note that f MRI studies have shown different areas of the hippocampus to be active during encoding of faces, names, and face-name pairings (Small et al., 2001 ) and different areas to be active during the encoding and retrieval stages of learning face-name pairs (Zeineh, Engel, Thompson, & Bookheimer, 2003) . However, topographic separation does not necessarily imply functional independence.
6. Another main line of support for the use of recall in AR comes from studies of the shape of the ROC. Yonelinas (1997; Yonelinas, Kroll, Dobbins, & Soltani, 1999) has obtained linear rather than curvilinear ROCs in AR tasks and used such a finding to argue for the use of a recall process (but see Kelley & Wixted, 2001 , for evidence of curvilinear ROCs in AR). We used our confidence rating data to produce ROC curves and observed curvilinear ROCs in all conditions. We do not present these findings in this article because they are not informative. Curvilinear ROCs are not as diagnostic as linear ones, because they could arise due to the presence of a wide variety of noise and guessing processes, even if the underlying retrieval process was based on recall (Malmberg, 2002) .
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