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Abstract
We prove that the Heegner cycles of codimensionm+ 1 inside Kuga-Sato type
varieties of dimension 2m+ 1 are coefficients of modular forms of weight 3/2 +m in
the appropriate quotient group. The main technical tool for generating the necessary
relations is a Borcherds style theta lift with polynomials. We also show how this lift
defines a new singular Shimura-type correspondence from weakly holomorphic
modular forms of weight 1/2 −m to meromorphic modular forms of weight 2m+ 2.
Introduction
A celebrated theorem of Gross, Kohnen, and Zagier in [15] states that the Heegner divi-
sors on modular curves correspond, in parts of the Jacobian variety of the modular curve,
to coefficients of a modular form of weight 32 . This result was proved using height eval-
uations. Borcherds gave in [3] another proof of this theorem, using his singular theta lift
from [2]. The latter proof generalizes to Shimura curves, and the argument extends to
yield the modularity of Hirzebruch–Zagier divisors from [16] on Hilbert modular sur-
faces, of Humbert surfaces on Siegel threefolds, etc. The goal of this paper is to establish
a modularity result for cycles of higher codimension inside the universal families arising
from the moduli interpretation of Shimura and modular curves.
Shimura curves parametrize Abelian surfaces with quaternionic multiplication. This
implies (under some technical assumptions) the existence of universal families of Abelian
surfaces over these curves. By taking the mth symmetric power, we obtain a Kuga–
Sato type variety, of dimension 2m + 1, in which the fiber over a point in the Shimura
curve is the product of m copies of the Abelian surface it represents. In correspondence
with universal families of elliptic curves, we denote this variety W2m. The CM points on
the Shimura curve correspond to those Abelian surfaces whose endomorphism ring, or
equivalently whose group of cycles, is larger than the generic one. Themth power of such
an additional, normalized cycle has dimensionm, and considering it as a subvariety of the
fiber ofW2m, it has codimensionm+1 in the latter variety. One defines theHeegner cycles
to be certain combinations of these cycles in W2m. As these cycles are cohomologically
trivial, one would like to investigate their images in the intermediate Jacobian ofW2m, or
in Hodge components of this Jacobian. There are several results indicating the modularity
of related objects in related groups (see, e.g., [31] or [17]). This paper is proving another
result of this type, namely
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Theorem. The images of the (m+ 1)-codimensional Heegner cycles in W2m correspond,
in an appropriate quotient group, to the coefficients of a modular form of weight 32 +m.
Before discussing the method of proof, we mention that the CM cycles are defined in
the modular case as actual cycles (normalized graphs of CM isogenies), but in the general
case only cohomology classes are considered (see, e.g., Section 5 of [1]) . A first aim of this
paper is to describe the CM cycles also in the non-split case as actual CM cycles inside
the Abelian surface (see Definition 1.16). We then evaluate the fundamental cohomology
classes of these cycles explicitly, as well as simplify the proofs of several assertions from
[1], using de-Rham cohomology. These CM cycles form, together with the generic cycles
in case the quaternion algebra is trivial, all the Abelian subvarieties of Abelian surfaces
with QM. However, the main result is proved for the corresponding cohomology classes,
or Hodge vectors in variations of Hodge structures.
Our method of proof follows [3] closely, but using the more general theta lift from
[2], allowing the theta kernel of the even lattice L of signature (2, b−) to involve cer-
tain homogenous polynomials on LR. The resulting functions are not meromorphic on
the complex manifold G(LR), but are eigenfunctions of eigenvalue −2mb− with respect
to the weight m Laplacian on G(LR), with known singularities. In the case b− = 1 of
Shimura andmodular curves, the images of these theta lifts under the weight raising oper-
ators are meromorphic (with known poles). This establishes a new singular Shimura-type
correspondence, as stated in the following
Theorem. Let m be an even positive integer and let f = ∑n cnqn be a weakly holo-
morphic modular form of weight 12 − m with respect to 0(4) which lies in the Kohnen
plus-space. Then the function
im








is a meromorphic modular form of weight 2m + 2 with respect to SL2(Z). Its poles are
all of order m + 1, and they lie at CM points on the upper half-plane. More explicitly,
im
2 δ2mL,m,m,0(v, F) has a pole at a CM point of negative discriminant −D if and only if
the Fourier coefficient c−D of f does not vanish.
The method is developed here in a way aiming for proving similar results also for
higher-dimensional base spaces. Indeed, the subsequent work investigates the results thus
obtained for the case b− = 2. It requires a non-trivial analysis of the theta lift, which is
based on the machinery from [2], but has to be examined explicitly since these particular
functions do not appear in that reference. The differential properties are established by
arguments similar to those appearing in [6]. Additional useful properties of our theta lifts
are studied in [29].
This paper is divided into 4 sections. In Section 1 we discuss universal families over
Shimura curves and the corresponding variations of Hodge structures, as well as the CM
cycles and their properties. In Section 2 we derive a differential equation which is satisfied
by Siegel theta functions. Section 3 presents the singular theta lift which we are using, as
well as its meromorphic image in the case b− = 1 (the singular Shimura-type correspon-
dence stated above). Finally, Section 4 defines the relations which we consider between
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the CM (or Heegner) cycles in question, proves the main result of this paper, and suggests
possible connections between our results and existing theorems and conjectures.
I am deeply indebted to my Ph.D. advisor R. Livné, for proposing the questions dis-
cussed here, formany enlightening discussions, and for being a constant source of support
during the work on this project. I would also like to thank H. Farkas for his help during
that time. Many thanks are due to J. Bruinier for numerous comments and suggestions,
which greatly improved this paper relative to the original version. The help of S. Ehlen
in the evaluation and verification of several explicit examples of the singular Shimura-
type lift is also acknowledged. My special thanks are delivered to the anonymous referee,
whose suggestions greatly improved the readability of this paper.
1 CM Cycles in universal families
In this Section we present universal families of Abelian surfaces over Shimura (and mod-
ular) curves, and the variations of Hodge structures arising from them. We give the
definition of general CM cycles inside such surfaces having also CM, and show how to
evaluate their fundamental cohomology classes.
1.1 Variations of Hodge structures over Shimura curves
Let H denote the upper half plane {τ = x + iy ∈ C|τ > 0}. The Shimura variation of
Hodge structure overH, denoted V1, is defined (see also Section 5 of [1] and Section 3 of











to have Hodge weight (0, 1) there. The
determinant of 2 × 2 matrices defines a map R2 × R2 → R, (u, v) → det ((u, v)), which
polarizes V1. Let Vm be be the mth symmetric power of V1, elements of whose fibers





)m− , with m+ + m− = m, has Hodge type (m+,m−) in the complexification of
the fiber of Vm over τ ∈ H.
Given τ ∈ H, we define
Mτ =
(
τ − τ 2
1 − τ
)
, Jτ = 1y
(x − |τ |2
1 − x
)
, and Mτ =
(




Recall that the action of A = (a bc d) ∈ GL+2 (R) sends τ ∈ H to Aτ = aτ+bcτ+d , with











as well as the relations
AMτadjA = j(A, τ)2MAτ and AJτA−1 = JAτ . (2)
Here adjA = detA · A−1 = ( d −b−c a) for A as above. More generally, Eq. (1) holds for
every A ∈ M2(R) and τ ∈ C for which the natural extension of j(A, τ) does not vanish
(so that Aτ makes sense). In addition, Eq. (2) extends to the case of A ∈ GL2(R) and
τ ∈ H ∪H (where Jτ = −Jτ ). We have






by any non-zero complex number can be achieved by the
action of GL+2 (R).
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(ii) V1, hence also Vm for every m, is GL+2 (R)-equivariant. SL2(R) preserves the
polarization as well. Hence they descent to variations of Hodge structures on
quotients ofH by Fuchsian groups.
Proof. Part (i) follows by Eq. (1) from the fact that M = dI + cJτ satisfies Mτ = τ
and j(M, τ) = ci + d. Part (ii) is an immediate consequence of Eq. (1). This proves the
proposition.
Let B be a rational quaternion algebra, i.e., a 4-dimensional central simple algebra over
Q, with reduced trace Tr : B → Q, reduced norm N : B× → Q×, and main involution
x → x. For background on (rational) quaternion algebras we refer the reader to [27], for
example. Assume that B splits over R, and fix an isomorphism i : BR
∼→ M2(R). We
identify BR with M2(R) via i, hence omit i from the notation. Recall that an ideal in a
rational quaternion algebra is a finitely generated subgroup of full rank in B, and an order
is an ideal which is a subring of B. An order ismaximal if it is not contained in any larger
order in B, and is Eichler if it is the intersection of two maximal orders. Given an order
M in B, we consider Abelian surfaces A with quaternionic multiplication (QM) fromM.
To be precise, the latter statement means not only that M is embedded into A, but also
that the intersection of End(A) with B ⊆ End(A)Q isM (i.e., if M˜ is a larger order in B
which is embedded into End(A) we say that A has QM from M˜, and not from M). As
an example of such a surface, take τ ∈ H ∪ H and an ideal I ⊆ B such that the order





.M embeds into End(Aτ )





and letting M operate on I and M2(R). The Shimura
curve associated with I is the quotient ofH by the group R(I)×+ of (invertible) elements of
reduced norm 1 in the order R(I) = {x ∈ B|Ix ⊆ I}. We now have
Lemma 1.2. Let τ and σ be elements of H ∪ H, and let I and J be ideals in B such that
L(I) = L(J) = M. Then the maps C2/J(σ1) → C2/I(τ1) which commute with the action of
M are in one-to-one correspondence with elements M ∈ B satisfying Mτ = σ and JM ⊆ I.
Every such non-zero map is an isogeny, and it is an isomorphism if and only if JM = I.











between the tangent spaces. Commutation with the (left)
action ofM means that this map is described by right multiplication onM2(R) by some
matrix M. Considering the H1 groups shows that M must satisfy JM ⊆ I. In particular
M ∈ B. On the complex vector spaces, the only maps which commute withM are mul-




) = j(σ1). If j = 0 then M = 0 and we
are done. Otherwise Eq. (1) yields σ = Mτ (and j = j(M, τ)). This implies M ∈ B× (for
M 
= 0), so that a certain integral multiple of M−1 yields a map in the other direction.




) → C2/J(σ1) if and only if JM = I, this
completes the proof of the lemma.
The geometric interpretation of Shimura curves is given in
Proposition 1.3. The moduli space of Abelian surfaces having QM from M is a finite
disjoint union of Shimura curves. If M is an Eichler order, this space is a single Shimura
curve.
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Proof. As a real manifold, an Abelian surface A with QM from M is V/ with  =
H1(A,Z) and V = T0(A) = R. Both  and V are M-modules. As B has exactly one
module of every Q-dimension divisible by 4, Q may be identified with B (hence V with
M2(R)), and  with some ideal I ⊆ B such that L(I) = M. The complex structure
commutes with the action ofM, hence is defined through right multiplication by amatrix
in M2(R). This matrix must thus be of the form Jτ for some τ ∈ H ∪ H. Identifying
elements of the holomorphic tangent space of A with their first column multiplied by iy




) → C2/I(τ1) for any M ∈ B×. Applying this to M with N(M) < 0 shows
that every Aτ with τ ∈ H is isomorphic to some Aσ with σ ∈ H (and perhaps a differ-
ent ideal). Hence we may restrict attention to indices fromH alone. The same argument
shows that we may also assume that the ideal I belongs to a set of representatives for the
classes of ideals I with L(I) = Mmodulo right multiplication from B×. There are finitely
many such classes, and ifM is an Eichler order then there is only one such class (see [27]).
In addition, for fixed I, Lemma 1.2 shows that if τ and σ are in H then Aτ ∼= Aσ if and
only if σ = Mτ forM ∈ R(I)×. SuchMmust also have positive reduced norm since τ and
Mτ are both inH. This proves the proposition.
Let π : A → H be the universal Abelian surface with QM from the orderM (say with
ideal I) as in, e.g., Section 4 of [1]. This means that the fiber π−1(τ ) is Aτ . Let  ⊆ R(I)×+
be of finite index, and let X() be the associated Shimura curve. This is just \H if B is
not split. The map in whichM ∈  takes v + I(τ1)∣∣τ (with v ∈ C2) to vj(M,τ) + I(Mτ1 )∣∣Mτ is
a well-defined action of  onA overH (see the proof of Lemma 1.2), yielding a universal
Abelian surface with QM over X() (at least when  has no elements with fixed points in
H), as well as variations of Hodge structures on X(), which we describe below. As such
a universal family is the quotient of H × C2 by the semi-direct product of  and I, this
suggests the existence of a theory of Jacobi-like forms onH× C2 in which  is the group
acting onH.
Let I be an ideal in B, with discriminant disc(I), and consider the corresponding Abelian
surface Aτ with τ ∈ H. As H1(Aτ ,Z) = I, the group H2(Aτ ,Q) is identified with as the
space of alternating rational-valued bilinear maps on IQ = B. For an element b in the
space B0 of traceless elements of B, [1] defines two elements of H2(A,Q) by
ι(b) : (x, y) → Tr(bxy), ι˜(b) : (x, y) → Tr(bxy)
(with x and y in I, or in B). We quote Theorem 3.10 of [1]:
Theorem 1.4. The following assertions hold:
(i) We have H2(Aτ ,Q) = ι(B0) ⊕ ι˜(B0), an orthogonal direct sum with respect to the
cup product.
(ii) Given b and c in B0, the pairing of ι(b) and ι(c) is disc(I)Tr(bc), while that of ι˜(b)
and ι˜(c) to −disc(I)Tr(bc).
(iii) ι(B0) ⊆ H1,1(Aτ ), while ι˜(B0)C is isomorphic to the fiber of V2 over τ .
(iv) For a ∈ M ⊆ End(Aτ ) we have a∗ι(b) = ι(aba) and a∗ ι˜(b) = N(a)ι˜(b).
(v) Let τ , σ , I, J, and M as in Lemma 1.2 be given. Then the equalities
M∗ι(b) = N(M)ι(b) andM∗ ι˜(b) = ι˜(MbM) hold.
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Part (iii) of Theorem 1.4 also includes assertions from Theorem 5.8 and Proposition
5.12 of [1]. Part (v) is a generalization of part (6) of Theorem 3.10 of [1], but the (straight-
forward) proof extends to this case. We shall later consider these cohomology classes in
the de-Rham setting, which will also simplify the proofs of the first three parts of Theorem
from Theorem 1.4 we also deduce
Corollary 1.5. Let τ , I, and Aτ be as above.
(i) ι embeds  = {b ∈ B0∣∣ι(b)(I, I) ⊆ Z} into the Néron-Severi group NS(Aτ ) of Aτ .
(ii) ˜ = {b ∈ B0∣∣ι˜(b)(I, I) ⊆ Z} is an even lattice of signature (2, 1).
(iii) Any element of the form Jσ√disc(I) ∈ B, with σ ∈ H, yields via ι a principal
polarization of Aτ .
(iv) All the possible polarizations are related by the action ofM.
Proof. Part (i) follows from parts (iii) and (v) of Theorem 1.4 together with
the Lefschetz Theorem on (1, 1) classes. Part (ii) is a consequence of part (ii) of
Theorem 1.4. For part (iii) we apply parts (ii) and (iii) of Theorem 1.4 and the positivity
condition −Tr(vxJ · x) > 0 for 0 
= x ∈ B. Part (iv) follows from part (iv) of that theorem.
This proves the corollary.
Part (iii) of Corollary 1.5 justifies, a fortiori, our reference to Aτ as an Abelian surface
(rather than just a complex torus). On the other hand, part (iv) shows that the polarization
cannot be characterized further than coming from ι().
Consider now the universal family π : A → H, as well as the ones over X() for 
without fixed points. Theorem 1.4 then yields
Corollary 1.6. The variation of Hodge structure R2π∗C is the orthogonal direct sum
of two variations of Hodge structures. One is the constant variation of Hodge structure
(B0)C[1]. The other one is isomorphic to V2, but with the polarizationmultiplied by disc(I).
ι embeds the lattice  also into NS(A).
In the case where B = M2(Q) andM = I = M2(Z), Corollary 1.6 is already established
in Section 3 of [10]. Indeed, we haveAτ = Eτ ×Eτ with Eτ = C/(Zτ ⊕Z), andA is E×HE
for the universal elliptic curve πE : E → H. The group H2(Eτ × Eτ ) decomposes as
(
H2(Eτ ) ⊗H0(Eτ )
)⊕ (H0(Eτ ) ⊗H2(Eτ ))⊕ 2∧H1(Eτ ) ⊕ Sym2H1(Eτ )
(Künneth and the action of S2 on H1(Eτ )⊗2), where the lattice  from part (i) of
Corollary 1.5 is the direct sum of the first three terms. The lattice ˜ from part (ii) of that
Corollary is the last term. Since V1 = R1πE∗ C, it follows that
R2π∗C =
(
R2πE∗ C⊗ R0πE∗ C
)⊕ (R0πE∗ C⊗ R2πE∗ C)⊕ 2∧V1 ⊕ V2,
with the first three variations of Hodge structures being constant of type (1, 1). The cycles
from Corollaries 1.5 and 1.6 which are associated with the decompositions are the axes
{0} × Eτ and Eτ × {0} (or their unions⋃τ∈H{0} × Eτ ∣∣τ and⋃τ∈H Eτ × {0}∣∣τ inside the
universal family E ×H E) and the normalized diagonal 
˜Eτ = 
Eτ − {0} × Eτ − Eτ × {0}







⊆ E ×H E), where 
Eτ is the imae of diagonal embedding of Eτ into Aτ .
More generally, if M (and I) is the classical Eichler order of level N in M2(Q), so that
 = 0(N), then the Abelian surface Aτ is Eτ × ENτ . Then the first axis is {0} × ENτ , and

˜Eτ is replaced by the normalized graph of the classical isogeny Eτ → ENτ descending
from multiplication by N on C.
1.2 De-Rham cohomology classes
The complex multiplication (CM) cycles inside Abelian surfaces with QM are defined
in Section 5 of [1] as certain cohomology classes. We shall later define them as actual
cycles, generalizing the classical graphs of CM endomorphisms from the split case. Eval-
uating the cohomology classes of our cycles is most easily carried out in the de-Rham
setting, since it has the advantage that the calculation is independent of the choice of
quaternion algebra B with which we work. This is so, since HkdR(Aτ ) ∼= Hk(Aτ ,R) is the
space of algebraic k-forms on the space T0(Aτ ) = M2(R), which is independent of B.
The Hodge decomposition of the complexification of this space is also independent of B.
This approach also has the advantage of extending to some base spaces of higher dimen-
sions (indeed, in a subsequent paper we present these results for some 2-dimensional base




defines a, b, c, and d as algebraic 1-forms
onM2(R), and we have
Lemma 1.7. Extending scalars to R, the maps ι and ι˜ on (B0)R = M2(R)0 may be


























= d ∧ b.
The proof is straightforward and simple. For the cup product, we prove
Lemma 1.8. The form a∧ b∧ c∧ d = b∧ a∧ d∧ c = d∧ c∧ b∧ a on Aτ is oriented. If
Aτ is defined by the ideal I in B then the integral of this form over Aτ equals disc(I).
Proof. The assertion about orientation is immediate. For the integral, we first observe
that for I = M2(Z) it indeed equals 1. Moreover, M2(Z) is self-dual with respect to
the pairing (x, y) → Tr(xy) on M2(R). For the general case, let T ∈ M4(R) be the
matrix representing a basis of I over Z by a, b, c, and d. The dual basis for I∗ = {x ∈
M2(R)
∣∣(x, I) ⊆ Z} is represented by (Tt)−1, so that the definition of the discriminant
yields disc(I)2 = detT/ det(Tt)−1 = (detT)2. As the integral in question equals | detT |,
the lemma follows.
Tensoring with C we obtain the Hodge types, which are determined by the following
Lemma 1.9. If dz1 and dz2 are the holomorphic 1-forms on the holomorphic tangent




, then the equalities
d ∧ c = dz2 ∧ dz2−2iy , b ∧ a =
dz1 ∧ dz1
−2iy , a ∧ d − b ∧ c =
dz2 ∧ dz1 + dz1 ∧ dz2
2iy ,
dz2 ∧ dz1 = ι˜(Mτ ), dz2 ∧ dz1 = ι˜(Mτ ), and dz2 ∧ dz1 − dz1 ∧ dz22 = ι˜(yJτ )
hold.
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dz1 = aτ + b, dz2 = cτ + d, dz1 = aτ + b, and dz2 = cτ + d.
The first three equalities follow from a direct calculation. The other equalities are
consequences of Lemma 1.7. This proves the lemma.
As Lemma 1.8 shows that the cup product of η and ω in H2(Aτ ,R) is Ndisc(I) if η ∧
ω = Na ∧ b ∧ c ∧ d, Lemmas 1.7, 1.8, and 1.9 prove the first three parts of Theorem 1.4
directly. The proof of part (iii) also makes use of the explicit isomorphism between the



























Similar considerations also prove





































Proof. the cycle C is represented, in terms of Poincaré duality, by the 2-form ω, if and





ω ∧ η =
∫
Aτ
η ∧ ω holds for every η ∈ H2(Aτ ,C).
The corollary now follows from Lemma 1.8.
We first recover the expressions for the fundamental classes of the graphs of the generic
maps between elliptic curves. Take I = M to be the classical Eichler order of level N in
B = M2(Q). For any M ∈ NZ we define ϕM : Eτ → ENτ to be the map descending
from multiplication by M on C. Similarly, if L ∈ Z then ψL : ENτ → Eτ descends from
multiplication by L onC. The graphs of these maps are cycles inAτ = Eτ ×ENτ , for which
we indeed obtain
Proposition 1.11. The fundamental class of the graph of ϕM in Aτ is
M2
N b ∧ a+
M
N (a ∧ d − b ∧ c) +
d ∧ c
N = ι




For the graph of ψL it is





Note that the first class here lies in H2(Aτ ,Z) since cN ∈ H1(Aτ ,Z).
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Proof. The equalities dz2 = Mdz1 and dz2 = Mdz1 hold along the graph of ϕM, which
is defined by the relation z2 = Mz1. This gives c = Ma and d = Mb by the proof of
Lemma 1.9. The integral of b∧ a over this cycle coincides with its integral over Eτ , which
equals 1. Using the relations c = Ma and d = Mb on this cycle we can evaluate the other
integrals appearing in Corollary 1.10. This gives the desired result since disc(I) = N . For
the graph of ψL we get the equalities a = Lc and b = Ld, while the integral of d ∧ c
over ENτ (and over the cycle) is N. A similar argument now completes the proof of the
proposition.
In particular, the axes Eτ × {0} and {0} × ENτ are the graphs of ϕ0 and ψ0 respec-




and b ∧ a = ι(0 01 0)
respectively. The third “basis element” ι
(1 0
0 −1
) = a∧ d− b∧ c is indeed obtained by sub-
tracting the appropriate multiples of the axes from the graphs of either ϕN or ψ1 (which
are dual isogenies). Hence for split B the generic subgroup of NS(Aτ ) is generated by
classes of Abelian subvarieties of Aτ . This is never the case if B is a division algebra—see
Theorem 1.19 below.
Next, we consider the classical CM isogenies. Let an imaginary quadratic field K =
Q(
√−D) be given. For any τ ∈ H ∩ K, both Eτ and ENτ have CM from an order O in
K. Multiplying D by an appropriate square, we may assume that
√−D ∈ O. Over such
an element τ of H one can define the CM isogenies “multiplication by N√−D" from Eτ
to ENτ and “multiplication by
√−D" from ENτ to Eτ . Let us reproduce the results about
their fundamental classes in Aτ = Eτ × ENτ :





[|τ |2c∧ a+ x(d∧ a+ c∧ b)+ d∧ b] = ι(0 − D1 0
)
+ ι˜(√DJτ ).
For the former, we get
d ∧ c









Proof. Along the graph of the CM isogeny ENτ → Eτ we have dz1 =
√−Ddz2 and
dz1 = −
√−Ddz2, which translate to (a b) = (c d)
√
DJτ (as row vectors of length 2).
The integral of d ∧ c over the cycle is N (like with ψL from Proposition 1.11). Evaluating
the other integrals along the cycle by relating the 2-forms to d ∧ c and substituting the
results as well as the value N of disc(I) into Corollary 1.10 yields the asserted value. The
equalities satisfied along the graph of the other CM isogeny are dz2 = N
√−Ddz1 and
dz2 = −N
√−Ddz1, whence (c d) = (a b)N
√
DJτ . The integral of b∧ a along this graph
is 1 (as for ϕM in Proposition 1.11), and again we obtain the required fundamental class.
For the description using ι and ι˜ we apply Lemma 1.7. This proves the proposition.
The generic parts in the fundamental classes appearing in Proposition 1.12 are the mul-
tiples of the axes Eτ × {0} and {0} × ENτ coming from the intersection numbers. In view






respectively. The normalized fundamental classes are the transversal classes ±ι˜(√DJτ ),
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indeed of Hodge type (1, 1) by part (iii) of Theorem 1.4. The different signs are related to
the fact that these isogenies are not dual to one another, but to minus one another.
1.3 CM points and CM cycles
Let B now be arbitrary, with i, M, I, τ , Aτ , and π : A → H as above. For every τ ∈
H, NS(Aτ ) contains the generic part ι() (hence is of rank at least 3), but it cannot be
of rank exceeding dimCH1,1(Aτ ) = 4. The CM points, which depend on B and on the
isomorphism i, are characterized by the following extension of Lemma 7.2 of [1]:
Proposition 1.13. For τ ∈ H, the following conditions are equivalent:
(i) There exists b ∈ B \Q with N(b) > 0 such that b = i(b) ∈ GL+2 (R) fixes τ .
(ii) Some (real) multiple of Jτ lies in B = i(B).
(iii) The rank of NS(Aτ ) is 4 (rather than the generic 3).
(iv) There is a non-trivial endomorphism of Aτ commuting with the action ofM.
Proof. The equivalence of (i) and (ii) follows from the fact that the stabilizer of τ in
GL+2 (R) consists of the matrices of the form dI + cJτ with c and d real. (ii) and (iii)
are equivalent since H1,1(Aτ ) ∩ ι(B0)⊥ consists of multiples of ι˜(Jτ ), using the Lefschetz
Theorem on (1, 1) classes. Now, Lemma 1.2 implies that endomorphisms of Aτ which
commute with the action of M are given by right multiplication by a matrix from R(I)
whose action preserves τ . As such a non-zero elementmust have a positive reduced norm,
the equivalence of (ii) and (iv) also follows. This proves the proposition.
The proof of Proposition 1.13 shows that if Aτ has CM then EndM(Aτ ) is generated
by some element of the form b = cJτ of B, whose square −c2 = −N(b) is rational and
negative. Hence EndM(Aτ ) is an order in an imaginary quadratic field, which embeds into
B. This imaginary quadratic field thus splits B.
Fixing an imaginary quadratic field K which splits B, we need to normalize cer-
tain embeddings. Fix one embedding of K into C (which we write just as inclusion),
so that henceforth
√−D ∈ K with positive D ∈ Q will mean the element of
K ∩ H via this inclusion. Any embedding of K into B ⊆ M2(R) sends
√−D ∈ K
to ±√DJτ for some τ ∈ H. We call this embedding normalized if the sign is posi-
tive. Considering the action of the endomorphism
√
DJτ of Aτ appearing in part (iv) of
Proposition 1.13 on H1,0(Aτ ), one easily verifies that our normalization is equivalent to
the one given in Section 7 of [1]. All the embeddings henceforth will be assumed to be
normalized.
Recall that in the split case, all the points fromH∩K for a fixed imaginary quadratic field
K are related by the action of GL+2 (Q). We now extend this assertion to any quaternion
algebra B. Let τ0 ∈ H be the fixed point of a normalized embedding of some imaginary
quadratic field K (of discriminant −D) into B. Thus Aτ0 has CM from an order in K and√
DJτ0 ∈ B by Proposition 1.13. We now prove
Lemma 1.14. For a point τ ∈ H, the following are equivalent:
(i) The Abelian surface Aτ (with QM fromM) has CM from an order in K.
(ii) τ0 = γ τ for some γ ∈ B with positive norm.
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Proof. Proposition 1.13 shows that condition (i) is equivalent to
√
DJτ being in B. Com-
bining Eq. (2), the Skolem-Noether Theorem, and the fact that Jτ determines τ with the
fact that det γ must be positive if τ0 = γ τ holds with τ and τ0 from H now yields the
desired equivalence. This proves the lemma.
Scalar multiplication from Z can take the element γ in condition (ii) of Lemma 1.14 to
any order or ideal in B of our choice.Moreover, Lemma 1.14 extends to τ0 ∈ H by allowing
γ to have negative reduced norm. This will be useful for defining the most general CM
cycles in Aτ below.










in the universal cover C2 respectively. Multiplying D by
an integral square changes the slopes of these lines, yielding many CM cycles in Aτ . The
graphs of the generic maps ϕM with M ∈ NZ or ψL for L ∈ Z are described similarly,








respectively. With this motivation, let B (and i) be general,
let τ0 ∈ H∪H andK be as in (the extended version of) Lemma 1.14, and assume that the
Abelian surface Aτ with QM has also CM from an order in K. We now prove
Proposition 1.15. The image of the line C(τ01 ) ⊆ C2 in Aτ is an Abelian subvariety of
Aτ . Furthermore, it is isomorphic to an elliptic curve with CM from K.




) ∩ C(τ01 ) is a full lattice in that line.
Lemma 1.14 produces an element γ ∈ B such that γ τ = τ0, which we assume to lie in




) ∈ I(τ1) lies in C(τ01 ) by Eq. (1). But √DJτ ∈ B by
























in Aτ is an Abelian subvariety of Aτ , which is an elliptic curve. As γ is


















) ∩ C(τ01 ). Our elliptic curve is thus isomorphic to Eτ˜ for τ˜ = √−D−hg ∈ H,
indeed having CM by
√−D ∈ K. This proves the proposition.
Proposition 1.15 allows us to make the following
Definition 1.16. Given τ and τ0 as above, we define the CM cycle corresponding to τ0 in
Aτ to be the cycle described in Proposition 1.15.
Definition 1.16 includes the case of graphs of CM isogenies in the split case from above,
as the cases τ0 =
√−D ∈ H and τ0 = 1N√−D ∈ H respectively. The graphs of the
generic maps may be seen as an extension of Definition 1.16 to some rational (or infinite)
τ0—more on this below.
Let τ0 = x0 + iy0 ∈ H ∪H be as above. We prove








)+ ι˜ (β√DJτ ) ] for some positive β ∈ Q.






/j(γ , τ)(Zτ˜ ⊕ Z)(τ01 ) (recall the coefficient j(γ , τ) in Eq. (1)). Along this
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cycle the relations dz1 = τ0dz2 and dz1 = τ0dz2 hold, and in Aτ these relations are
equivalent to (a b) = (c d)(x0I + y0Jτ ). As in Propositions 1.11 and 1.12, evaluating the
integral of d ∧ c over our cycle suffices for determining the required fundamental class.
Using the first formula in Lemma 1.9, we evaluate the integral of dz2 ∧ dz2 instead. Now,
the isomorphism of our cycle with Eτ˜ is given by the second coordinate divided by j(γ , τ).
Hence we may substitute dz2 = j(γ , τ)dz and dz2 = j(γ , τ)dz, where z is the coordinate
of Eτ˜ . A straightforward evaluation now gives∫
(
C(τ01 )→Aτ
)dz2∧dz2 = |j(γ , τ)|2
∫
Eτ˜
dz∧dz = −2i|j(γ , τ)|2τ˜ = −2iydet γ · τ˜y0 , (3)
where in the last step we have used the equality y0 = det γ ·y|j(γ ,τ)|2 (recall that τ0 = γ τ , and
det γ is not necessarily 1). Dividing by −2iy to get the integral of d ∧ c and evaluating the
other integrals appearing in Corollary 1.10 as in the proofs of Propositions 1.11 and 1.12
gives the expression

























for the fundamental class in question. Lemma 1.7 reduces the latter expression to
det γ ·τ˜
disc(I) (ι(Jτ0) + ι˜(Jτ )). Now, the coefficient det γ ·τ˜disc(I) equals β˜
√
D for some β˜ ∈ Q having
the same sign as det γ as well as y0. Putting β = |β˜| and using the relation Jτ0 = −Jτ0 if
τ0 ∈ H completes the proof of the theorem.
The proofs of Proposition 1.15 and Theorem 1.17 involve the parameter τ˜ , which
depends on the choice of the primitive element γ ∈ I taking τ to τ0. However, choos-
ing another such element δ and taking the appropriate g and h can be seen to yield the
index ατ˜ for some α ∈ SL2(Z). Moreover, γ−1δ has reduced norm |j(α, τ˜ )|2 in this case.
As Eατ˜ ∼= Eτ˜ and det δ · ατ˜ = det γ · τ˜ , both the description of the CM cycle and the
coefficient we wrote as β˜
√
D are intrinsic. The actual value of β is probably the minimal
positive rational number such that both terms give elements of H2(Aτ ,Z), but this point
requires further investigation.
We remark that the generic cycles in the split B case can be obtained as the case τ0 ∈
P1(R) of Proposition 1.15 and Theorem 1.17. Indeed, by keeping |j(γ , τ)|2 instead of the
(here undefined) expression det γy0 in Eq. (3), the same argument works if det γ = 0 and
τ0 ∈ R. Similar manipulations extend the assertion to τ0 = ∞ as well. Note that the sign
of the normalized cycle from Theorem 1.17 distinguishes between lines having slopes in
H from those with slopes in H (whence the signs in Proposition 1.12). The vanishing
of the ι˜ part for τ0 ∈ P1(R) in Proposition 1.11 corresponds to the fact that P1(R) lies
betweenH andH.
We remark that this method of calculating fundamental classes of CM cycles is equiva-
lent to the more direct approach of finding intersection numbers of the cycles themselves
(see, e.g., the proof of Corollary 1.10). However, it has the advantage of avoiding the need
to analyze the structure of the specific quaternion algebra B. We also note that our set-
theoretic presentation depends on the embedding i. However, by the Skolem–Noether
Theorem, this makes no essential difference algebraically.
AnAbelian surfaceAτ withQMhaving CM from an order in a fieldK contains infinitely
many different CM cycles. For these we prove
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Proposition 1.18. For τ as above we have
(i) The action ofM ⊆ End(Aτ ) relates all the CM cycles in Aτ to one another.
(ii) GivenM ∈ R(I)×+, the isomorphism AMτ → Aτ from Lemma 1.2 takes the CM
cycle corresponding to τ0 in AMτ to the one in Aτ .
(iii) If Aτ and its QM and CM endomorphisms are defined over a number field F then
all the CM cycles are also defined over F.
(iv) Aτ is isogenous, over F, to the self-product of an elliptic curve with CM from an
order in K.
Proof. Part (i) follows from Lemma 1.14. For part (ii), Lemma 1.2 shows that the
isomorphism in question multiplies the holomorphic tangent space C2 by a scalar. Thus,
this map preserves lines in C2, hence also CM cycles. To prove part (iii) note that





as those vectors in C2 on which the QM endomorphism√
DJτ0 ∈ M ⊆ B acts like the CM endomorphism
√−D ∈ O ⊆ K ⊆ C (with pos-
itive imaginary part). By connectedness, the CM cycle corresponding to τ0 is thus the
connected component of the kernel of the endomorphism
√
DJτ0 −
√−D ∈ M ⊗ O =
End(Aτ ). The kernel itself is clearly defined over F. For the connected component,
observe that any automorphism of C/F gives an isomorphism of Abelian varieties from
Aτ to itself, preserves the kernel in question, takes connected components to connected
components, and maps 0 to 0. Hence any such automorphism preserves the CM cycle
in question (this argument was shown to me by Philipp Habegger), which completes the
proof of part (iii). For part (iv) we recall that embedding two different CM cycles into
Aτ defines an isogeny between the product of these CM cycles and Aτ , and that any two
elliptic curves with CM from K are isogenous. The desired assertion now follows from
part (iii) and Proposition 1.15. This proves the proposition.
Part (i) of Proposition 1.18 shows that like with polarizations, there is no “canonical”
choice of a CM cycle in Aτ . Part (ii) implies that the CM cycles are well-defined also on
fibers over X() for  ⊆ R(I)×+. They may therefore be considered as cycles of codimen-
sion 2 in the (algebraic) universal familyA overX(). Parts (iii) and (iv) essentially appear
in Section 7 of [1], but our proof is simpler and more elementary. The first three asser-
tions of Proposition 1.18 extend to the generic cycles in the split B case, when part (i) is
interpreted appropriately.
We now have two kinds of (1-dimensional) Abelian subvarieties of an Abelian surface A
withQM: The split B case gives rise to generic cycles (graphs of generic correspondences),
while the CM case (with general B) introduces CM cycles. On the other hand, we can
prove
Theorem 1.19. For τ ∈ H we have
(i) If the Abelian surface Aτ with QM has also CM then the lines with finite non-real
slopes in C2 which give Abelian subvarieties of Aτ are exactly the lines descending
to CM cycles as in Proposition 1.15.
(ii) If Aτ has no CM then no lines of non-real slopes give Abelian subvarieties of Aτ .
(iii) If B = M2(Q) then a line of slope from P1(R) gives an Abelian subvariety of Aτ if
and only if the slope is in P1(Q).
(iv) If B is not split then no lines of real or infinite slope give Abelian subvarieties of Aτ .
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in a full lattice in this
line. Equivalently, by Eq. (1) and its extensions we need two linearly independent elements
of B which take τ to τ0. Now, for part (i) we must have τ0 = γ τ for γ ∈ B×, and the
assertion follows as in Proposition 1.13 and Lemma 1.14. Now, for two elements γ and δ
sending τ to τ0, γ−1δ stabilizes τ . Hence part (ii) follows from Proposition 1.13 as well. In
addition, the equality τ0 = γ τ with τ ∈ H, γ 
= 0, and τ0 ∈ P1(R) implies N(γ ) = 0. Part
(iv) is thus also established. For part (iii), recall that an element 0 
= γ ∈ M2(Q) satisfies
det γ = 0 if and only if its rows are rational multiples of one another. Hence only slopes




















, respectively. Thus, lines with such
slopes do give Abelian subvarieties, which proves (iii). This completes the proof of the
theorem.
Theorem 1.19 shows that the only Abelian subvarieties of an Abelian surfaceAwithQM
are the CM cycles (if they exist), plus the generic cycles if B splits. This result is related
to rational points on Brauer–Severi varieties (the algebra is End(A)Q considered over its
center, the latter beingK in the case of CM fromK andQ if A has no CM). Recall that any
Abelian subvariety C of an Abelian variety A admits a “complementary” subvariety C˜ of A
such that A is isogenous to C× C˜ (see, for example, the proof of Proposition 10.1 of [20]).
Expressing the latter result in terms of (connected components of ) kernels of endomor-
phisms of A shows, together with the proof of part (iii) of Proposition 1.18 here (extended
also to the generic cycles), that our Theorem 1.19 agrees with the expected result. How-
ever, it also provides an explicit, set-theoretic description of the Abelian subvarieties in
this case of Abelian surfaces with QM.
Let Am be the fibered product of A with itself m times over H, with the projection
πm : Am → H. Given a CM cycle C ⊆ Aτ , we define itsmth power to be
Cm = {(z1, . . . , zm) ∈ Amτ ∣∣zj ∈ C, 1 ≤ j ≤ m} ⊆ Amτ .
Thism-cycle in Amτ is also called a CM cycle. We consider Cm as a vertical cycle inAm,





, or more precisely in the Sm-invariant part SymmH2(Aτ ) of the
Künneth component H2(Aτ )⊗m of the latter cohomology group. By letting τ vary, the
normalized fundamental classes of these cycles give elements of the fiber of the symmet-




overH or overX(). Now, SymmV2 admits a smaller rational subvariation of Hodge struc-
ture which is isomorphic to V2m (it is defined as the kernel of a certain Laplacian map
to Symm−2V2). The objects referred to as CM cycles in Section 5 of [1] are the images of
the normalized fundamental classes of our m-dimensional CM cycles under the projec-
tion onto this subvariation of Hodge structure (denoted P in that reference). Theorem 4.6
below proves the modularity of our cycles in the larger subvariation of Hodge structure
SymmV2. We note that [13] and [14] have related modularity results, but with the local
system V2m (using other means like the Shintani and Kudla–Millson lifts). For the split B
case, the m-codimensional cycles arising from τ0 =
√−D resemble the cycles defined in
page 123 of [31] (form = k − 1). The action of the larger group S2m (rather than our Sm)
appearing in [31] is the incarnation of the projector P in this case.
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2 Differential operators on theta functions
In this Section we prove a relation between the actions of two Laplacians on Siegel theta
functions with polynomials of a specific type. This relation is a crucial step in showing
that the theta lifts considered in the next Section are eigenfunctions of the Laplacian on
the Grassmannian. This property is central in the following applications.
2.1 The basic summand in a theta function
Let V be a real vector space with a bilinear form (·, ·) : V × V → R, which is non-
degenerate with signature (b+, b−). We shorthand (λ, λ) to λ2. Hence the associated
quadratic form, denoted q in [6], is λ → λ22 . Consider the Grassmannian
G(V ) = {V = v+ ⊕ v−|v+  0, v−  0, v+ ⊥ v−}
(i.e., v+ is positive definite and v− is negative definite) of V, in elements of which we have
dim v± = b±. Given λ ∈ V , its projection onto v± in a given element of G(V ) is denoted






using an orthonormal basis for v±. The
Laplacian
V of V is
v+ +
v− (this is independent of the choice of the decomposition),
and the Laplacian corresponding to v ∈ G(V ) is 
v = 
v+ − 
v− (this operator is based
on the majorant corresponding to v). For τ ∈ H, v ∈ G(V ), a polynomial p on V, and
λ ∈ V , define the function










where e(z) = e2π iz for any complex number z. The polynomial p involved with these
functions will usually be homogenous of degree (m+,m−) with respect to v. This means
that for λ ∈ V , which decomposes as λv+ + λv− with respect to v, and two numbers
α± ∈ R, we have p(α+λv+ + α−λv−) = αm++ αm−− p(λ).
An even lattice in V is a discrete subgroup L ⊆ V of maximal rank b+ + b− such that
λ2 ∈ 2Z for any λ ∈ L. The dual lattice L∗ = Hom(L,Z) is a subgroup of V which contains
Lwith finite index
L. The Siegel theta function of L, with respect to the element v ∈ G(V )
and a polynomial p which is homogenous of degree (m+,m−) with respect to v, is the
C[L∗/L]-valued function
L(τ , v, p) =
∑
γ∈L∗/L
θγ (τ , v, p)eγ , θγ (τ , v, p) =
∑
λ∈L+γ
F(τ , v, p, λ).
Here eγ is the canonical basis element of C[L∗/L] which corresponds to the element
γ ∈ L∗/L.
The group SL2(R) admits a double cover, known as the Themetaplectic group Mp2(R).
Its elements are pairs (M,ϕ) with M ∈ SL2(R) and ϕ : H → C holomorphic such that
ϕ2(τ ) = j(M, τ) for every τ ∈ H. The product rule in Mp2(R) takes (M,ϕ) and (N ,ψ)
to
(
MN , (ϕ ◦ N) · ψ). Let Mp2(Z) denote the inverse image of SL2(Z) in Mp2(R). It is
generated by the two elements T = ((1 11), 1) and S = (( −11 ),√τ ∈ H), satisfying the
relation S2 = (ST)3. This common element Z = (−I, i) has order 4 and generates the
center of Mp2(Z) (as well as that of Mp2(R)). The kernel of the projection to SL2(R) is
generated by Z2 = (I,−1). Let ρV be the Weil representation of Mp2(R) on the space
S(V ) of Schwartz functions on V. Explicitly, let (M = (a bc d),ϕ) and a Schwartz function
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 on V be given. If c = 0, so that ϕ(τ) is the constant δ√|d| for some δ ∈ {±1,±i}, then






Otherwise, it gives the function sending λ ∈ V to(
sgn















is the basic 8th root of unity. Furthermore, we denote ρL the Weil
representation of Mp2(Z) on C[L∗/L], which is defined on the generators by the well-
known formulae
ρL(T)(eγ ) = e(γ 2/2)eγ ,








(see, for example, Section 4 of [2] or Section 2 of [3]). The number ζ b+−b−8 is the Weil
index of V arising from its quadratic structure and the character t → e(t) of R, as well
as of the discriminant form L∗/L. This representation factors through a double cover of
SL2(Z/NZ) for some integer N called the level of L, or through SL2(Z/NZ) itself if the
signature of L is even. The action of a general element ofMp2(Z) via ρL is given in in [22]
for even signature and [26] or [28] for the general case.
LetK be the stabilizer of i ∈ H inMp2(R). It is a maximal compact subgroup ofMp2(R).
It consists of the elements kθ =
((cos θ −sin θ




, where ϕ(i) = eiθ/2, for θ ∈ R/4πZ.
Some properties of the functions F and L, which will turn out useful in this paper, are
summarized in the following
Theorem 2.1. Assume that the polynomial p is homogenous of degree (m+,m−) with
respect to v.
(i) For anyM ∈ Mp2(R) we have the equality
ρV (M)F(τ , v, p, λ) = j(M, τ)−
b+
2 −m+ j(M, τ)−
b−
2 −m−F(Mτ , v, p, λ)
of functions of λ ∈ V .
(ii) The action of ρV (kθ ) multiplies F(i, v, p, λ) by (eiθ )
b−
2 +m−− b+2 −m+ .
(iii) IfM ∈ Mp2(Z) then the equality
ρL(M)L(τ , v, p) = j(M, τ)−
b+
2 −m+ j(M, τ)−
b−
2 −m−L(Mτ , v, p)
holds in C[L∗/L].
Proof. Part (i) is essentially Lemma 1.2 of [25] (in fact, only the case b+ = 2 and certain
harmonic polynomials of homogeneity degree (m+, 0) are considered there, but using the
results of Section 3 of [2] the proof extends to the general case). Part (ii) is the special
case in which we take M = kθ ∈ K and τ = i in part (i). Part (iii) is the case α = β = 0
in Theorem 4.1 of [2]. This proves the theorem.
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Given real r and s, let 





− iy(r − s)∂x + y(r + s)∂y = 4y2∂τ ∂τ − 2iry∂τ + 2is∂τ
on functions on H. The operator 
r,s = 
˜r,s + (r − 1)s is the weight (r, s) Laplacian on
H, and the equality 
r,syt = yt
r+t,s+t holds for any t. The weight r Laplacian is just

r = 
r,0. On the other hand, let
SO+b+ ,b− denote the Laplacian ofO(V ), i.e., the Casimir
element of the universal enveloping algebra of sob+,b− . We shall need the following
Proposition 2.2. Let τ ∈ H, λ ∈ V, and v ∈ G(V ) be as above, and let p be as in





2 +m−F(τ , v, p, λ) = 4
k,τ y
b−
2 +m−F(τ , v, p, λ)+
+[(m+ −m−)(m+ −m− + b+ − b− − 2) − (b+ − 2)b−] y
b−
2 +m−F(τ , v, p, λ).
Proof. Given τ ∈ H define gτ =
( 1√y (y x1),ϕ ≡ + 14√y ) ∈ Mp2(R). Part (i) of
Theorem 2.1 yields ρV (gτ )F(i, v, p, λ) = y
b+
4 +m+2 + b−4 +m−2 F(τ , v, p, λ). On the other hand,
after extending the Weil representation ρV to the Lie algebra sl2(R) of Mp2(R) and then
to its universal enveloping algebra, Lemma 1.4 of [25] (with m = 2k) and part (ii) of
Theorem 2.1 show that
ρV (C)y
k
2+ b−2 +m−F(τ , v, p, λ) = 4
˜ k
2 ,− k2 ,τ y
k
2+ b−2 +m−F(τ , v, p, λ), (4)
where C = 2EF + 2FE + H2 is the Casimir element of the universal enveloping alge-










2 +m−F(τ , v, p, λ). Moreover, Lemma 1.5 of [25] shows that the action of ρV (C) coin-
cides with that of
SO+b+ ,b− +
(b++b−)(b++b−−4)
4 . Substituting the value of k in the constant
completes the proof of the proposition.
In the case p = 1, Proposition 2.2 suffices to prove Proposition 4.5 of [6]. Indeed, in
this case the action of SO+b+,b− in the λ variable coincides with its action on the v variable.
Thus the actions of the Laplacians coming from these two operations of SO+b+,b− coincide,
so that one only needs to find the form of 
SO+b+ ,b− in the variable of the Grassmannian
G(V ). Here we consider the case of a non-trivial polynomial. There is thus no evident
connection between these two actions (and Laplacians). Indeed, p depends on v by the
homogeneity condition, and this dependence affects strongly the form which 
SO+b+ ,b− ,v
attains. However, we now present a particular case in which the actions can be related.
2.2 Grassmannians with complex structures
We take b+ = 2, where the Grassmannian carries the structure of a complex manifold,
which we now briefly describe (see Section 13 of [2] or Section 3.2 of [6] for more details).
Indeed, in this case G(V ) is diffeomorphic to a connected component of the analytically
open subset which is defined by the inequality (ZV ,ZV ) > 0 on the conic P(VC)0 ={
[ZV ]∈ P(VC)|Z2V = 0
}
(here P stands for the associated projective space). The inverse
image P of this variety in VC corresponds, by taking the real and imaginary parts of a
complex vector, to the set of oriented, orthogonal pairs of vectors of the same positive
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norm. Such a pair of vectors forms a basis for v+ in the image of that point in G(V ). We
may view P as a C∗-bundle over G(V ).
Given an indefinite vector space V, pick an isotropic vector z ∈ V . Then KR = z⊥/Rz
is non-degenerate of signature (b+ − 1, b− − 1). By choosing ζ ∈ V with (z, ζ ) = 1,
we identify KR with {z, ζ }⊥. Vectors of V may then be written as triplets (η, a, b), with
η ∈ KR and a and b in R. This symbol stands for the vector η + aζ + bz (under the
identification of KR with {z, ζ }⊥), which has norm η2 + a2ζ 2 + 2ab. If b+ = 2 then the
choice of z defines a holomorphic section G(V ) → P by picking the element pairing
to 1 with z. Moreover, KR is then Lorentzian, so that the set of positive norm vectors
is the disjoint union of two cones. The choice of z and of the orientation on the bases
determine one cone C to be the positive one. Our section then yields a biholomorphic
diffeomorphism between G(V ) and the tube domain KR + iC. Under this identification,
the section maps Z = X + iY ∈ KR + iC to the element Zv,V =
(
Z, 1, −Z2−ζ 22
)
of P (the
inverse map subtracts ζ and projects to KC). The real and imaginary parts of this vector
are Xv,V =
(




Y , 0,−(X,Y )) respectively. We have Xv,V ⊥ Yv,V
andX2v,V = X2v,V = Y 2 > 0. Here v stands for the element ofG(LR) in which v+ is spanned
by the latter two vectors.
For non-negative integers r, s, and t, let Pr,s,t(Z, λ) = (λ,Zv,V )
r(λ,Zv,V )t
(Y 2)s . It is homogenous
of degree (r + t, 0) with respect to v. Hence the constant in Proposition 2.2 reduces, for
p = Pr,s,t , to (r+ t)(r+ t− b−). Given an even lattice L in V, we denote the theta function
L(τ , v,Pr,s,t) by L,r,s,t(τ , v).
Let O+(V ) be the subgroup of O(V ) in which the orientation on the positive definite
part is preserved. It operates on G(V ) ∼= KR + iC, with a factor of automorphy which we
denote j(σ ,Z) for σ ∈ O+(V ) and Z ∈ KR + iC. It is defined by the equation





Given integers k and l and a discrete subgroup  of O+(V ), we say that a function
 : KR + iC → C (or on G(V )) is an automorphic form of weight (k, l) with respect to  if
the equality
(σZ) = j(σ ,Z)kj(σ ,Z)l(Z)
holds for every Z ∈ KR+iC and σ ∈ . A standard argument shows that this is equivalent
to the definition of automorphy appearing in [2], using homogeneity and -invariance on
P. We now prove
Proposition 2.3. For fixed τ ∈ H, the function v → L,r,s,t(τ , v) is automorphic of
weight (s− r, s − t) with respect to the discriminant group  of L, namely the kernel of the
natural map from Aut+(L) = Aut(L) ∩O+(L) to Aut(L∗/L).
Proof. The definition of j(σ ,Z) and the equality
((σZ))2 = Y 2|j(σ ,Z)|2 from (the simple)
Lemma 3.20 of [6] imply the equality
Pr,s,t(σZ, λ) = j(σ ,Z)s−rj(σ ,Z)s−tPr,s,t(Z, σ−1λ) (5)
for allZ ∈ KR+iC, λ ∈ V , and σ ∈ O+(V ). Now,
vPr,s,t = 
v+Pr,s,t is just 4rtPr−1,s−1,t−1.
As this operation preserves the differences s − r and s − t, Eq. (5) continues to hold if
we replace Pr,s,t by e−
v/8πyPr,s,t . By the usual automorphic properties of the expression









, the validity of Eq. (5) extends also to Fr,s,t(τ ,Z, λ) = F(τ , v,Pr,s,t , λ). Now,
as the operation of σ ∈  preserves absolutely convergent sums on cosets of L inside L∗,
this completes the proof of the proposition.
For σ ∈ O+(V ), let [σ ]s−r,s−t denote the slash operator of weight (k, l):
[σ ]k,l (Z) = (σZ)j(σ ,Z)−kj(σ ,Z) −l.
Equation (5) relates the usual action of O+(V ) on the λ variable in Pr,s,t or Fr,s,t to its
action on Z via the slash operators of weight (s − r, s − t). As the operator 
SO+b+ ,b− ,λ
has order 2 and it commutes with the action of SO+b+,b− on λ, its action must be related
to an operator (of order 2) in the Z variable which commutes with the action of these
slash operators. The standard theory of Laplacians and Casimir operators in simple Lie
groups shows that there should be only one such second order differential operator (up to
multiplicative and additive constants). Let 
G be the operator which in an orthonormal











(this is 8 times the operator 
1 of [21] or 8 in the notation of [6]), and define D∗ =∑
h yh∂h and D∗ =
∑
h yh∂h. The differential operator we are looking for is given in the
following
Lemma 2.4. The combination

˜Gk,l = 
G − 4ikD∗ + 4ilD∗
commutes with the slash operators [σ ]k,l for every σ ∈ O+(V ).
Proof. [21] has shown that O+(V ) is generated by the elements pξ for ξ ∈ KR, ka,A for
a ∈ R∗ and A ∈ Osgn(a)(KR), and w. In the KR +Rζ +Rz notation, under the assumption
ζ 2 = 0 (which is made in [21] and can always be satisfied by replacing ζ by ζ − ζ 22 z), these
elements take the form
pξ =
⎛⎜⎝ I 0 −ξ
∗
ξ 1 − ξ22
0 0 1
⎞⎟⎠ , ka,A =
⎛⎜⎝ A 0 00 1a 0
0 0 a
⎞⎟⎠ , w =
⎛⎜⎝ w˜ 0 00 0 −1
0 −1 0
⎞⎟⎠ ,
where ξ∗ : KR → R is defined by pairing with ξ and w˜ is the reflection with respect to the
hyperplane perpendicular to a pre-fixed positive norm vector in KR. The sign condition
on A ensures that ka,A ∈ O+(V ), and w lies in SO+(V ). Hence it suffices to verify the
commutativity of 
˜Gk,l with [σ ]k,l for σ being one of the elements pξ , ka,A, or w.
For σ = pξ and for σ = ka,A the automorphy factor j(σ ,Z) is a constant function of
Z (1 for pξ , 1a for ka,A). Hence the assertion follows easily from the fact that the three
operators 
G, D∗, and D∗ are invariant under such σ . For σ = w, the action of the
part −4ikD∗ + 4ilD∗ of 
˜Gk,l on F[σ ]k,l yields
−4ik
[




D∗(F ◦ w)j−k + (F ◦ w)D∗j−k
]
j −l.
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On the other hand, 
G is the sum of two operators, so that apart from the expression

G(F ◦ w)j−kj −l, the combination 
G(F[σ ]k,l ) involves
8D∗(F ◦ w)D∗j−kj −l + 8D∗(F ◦ w)j−kD∗j −l + 8(F ◦ w)D∗j−kD∗j −l
from the action of the operator
∑
g,h yjyh∂g∂h and similar three expressions from the
action of the other operator. The automorphy factor j(w,Z) is Z22 . Evaluating D∗j−k ,







G(F ◦ w)j−kj −l − 2ikZ2D∗(F ◦ w)j−k−1j −l + 2ilZ2D∗(F ◦ w)j−kj −l−1+
+4kY 2D(F ◦ w)j−k−1j −l + 4lY 2D(F ◦ w)j−kj −l−1
(and the coefficients of F(wZ)j−k−1j −l−1 cancel out). Now, the Theorem of [21] shows
that
G(F◦w)(Z) = (
GF)(wZ), and the formulae concerningD∗ andD∗ in [21] translate
to
D∗(F ◦ w)(Z) = W
2
W 2





D∗(F ◦ w)(Z) = W
2
W 2 (D
∗F)(wZ) + 2i (W )
2
W 2 (DF)(wZ),
withW = w(Z) (recall that the expressions denoted δ and d in [21] are Z22 and Y
2
2 respec-
tively). One also verifies that D(F ◦w)(Z) = −(DF)(wZ) and D(F ◦w)(Z) = −(DF)(wZ),
while W22 = 2Z2 , W
2
2 = 2Z2 , and (W )









GF)(wZ)j−kj −l − 4ikD∗F(wZ)j−kj −l + 4ilD∗F(wZ)j−kj −l,





[σ ]k,l (Z). This proves the lemma.
The weight (k, l) Laplacian on G(V ) is the operator 
Gk,l = 
˜Gk,l − 2(2k − b−)l. Lemma
3.20 of [6] shows that multiplication by (Y 2)t takes an automorphic form of weight (k +
t, l + t) to an automorphic form of weight (k, l). One also verifies that the operators 
Gk,l
satisfy the relation 
Gk,l(Y 2)t = (Y 2)t
Gk+t,l+t .
We remark that the results of [21] are stated for b− (or q in the notation of [21]) being
at least 3. However, the proof holds equally well for q = 2, and the same applies for our
Lemma 2.4. For b− = 1 the Grassmannian KR + iC is H, the operator 
G is the usual
Laplacian 4y2∂∂ onH, and 
Gk,l is 
2k,2l. Therefore, Lemma 2.4 holds for any value of b−.
2.3 A differential equation forL,r,s,t
The following generalization of Proposition 4.5 of [6] will turn out very important for our
purposes:
Proposition 2.5. Let L be an even lattice in the space V of signature (2, b−), and let




2 L,r,s,t(τ ,Z) =
[






Proof. We follow the proof of Proposition 4.5 of [6], with the necessary adjustments. It
suffices to prove that the basic summand Fr,s,t(τ ,Z, λ) satisfies this differential equation
for any λ. Let ρk,l be the representation of O+(V ) on C∞(G(V )) using the weight (k, l)
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slash operators, namely ρk,l(σ ) = [σ−1]k,l, and extend it to the universal enveloping
algebra of so(V ). Lemma 2.4 shows that the action of the Casimir operator of O+(V ) via
ρk,l must be the same as that of α
Gk,l + β for some constants α and β . Eq. (5) and the
paragraph following it imply the equality
Fr,s,t(τ ,Z, σ−1λ) = ρs−r,s−t(σ )Fr,s,t(τ ,Z, λ)
for every τ ∈ H, Z ∈ KR + iC, λ ∈ V , and σ ∈ O+(V ). Since the Casimir operator of
O+(V ) acts on functions of λ as 
SO+2,b− , we obtain

SO+2,b− ,λ

















2 Fr,s,t(τ ,Z, λ)
for some constants α˜ and β˜ which are independent of λ. Choose a basis for KR in which
the first two basis elements span a hyperbolic plane and the rest are orthonormal (or with
common norm −2, as in [6] and [21]), and take λ to be the second basis element. Then
evaluating e−
v/8πy(Pr,s,t) shows that












with z1 being the first coordinate of Z in this basis. A straightforward computation shows
that α˜ = 1 and β˜ = 2r(b− − 2t). This proves the proposition.




for some integer h (powers of λ2v+ just change the indices of Pr,s,t , hence produce no
new functions). Then the weight is k = 1 + b−2 + r + t − 2h, and the constant β˜ from
Proposition 2.5 becomes 2(r − h)(b− − 2(t − h)). However, we shall not need this
generalization in this paper.
In fact, as we are concerned with explicit functions and operators, Eq. (4) and
Propositions 2.2 and 2.5 can be obtained by direct evaluation of the corresponding deriva-
tives. In addition, it is expedient to evaluate the images of y
b−
2 +m−F(τ , v, p, λ) under the
weight raising operator Rk = 2i ∂∂τ + ky and the weight lowering operator L = −2iy2 ∂∂τ
(note the sign difference relative to [6]!) in general. The resulting functions are
−2πy b−2 +m−F
(















2 +m−F(τ , v,
v+p, λ) (6b)
respectively. Thus similar formulae describe the action of these operators on arbi-
trary theta functions with polynomials. One verifies that the action of 
SO+b+ ,b− ,λ on
y
b−










with q being the image of
e−
v/8πy(p) under the operator

SO+b+ ,b−
+ 8πyλ2v− Iv+ − 8πyλ2v+ Iv− + 4πyb+λ2v− − 4πyb−λ2v+ − 16π2y2λ2v+λ2v− . (7)
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The symbol IU , for a vector space U, stands for the homogeneity operator
∑
j uj ∂∂uj in
some (hence any) basis (uj)dimUj=1 of U. Evaluating the action of 
k = Rk−2 · L for k =
b+
2 + m+ − b−2 − m− on y
b−
2 +m−F(τ , v, p, λ) yields the function described in Eq. (7) up
to the constant multiple of y
b−
2 +m−F(τ , v, p, λ) appearing in Proposition 2.2. In the case
b+ = 2 and the polynomial Pr,s,t , one can check directly that the operator from Eq. (7)
takes Pr,s,t to
−4λ2−ar,tPr−1,s−1,t−1 − 4πyb−Pr+1,s+1,t+1 + 2tb−Pr,s,t , (8)










A direct evaluation of the action of the operator 



















jv+Pr,s,t is some constant multiple of Pr−j,s−j,t−j for any j ≤ min{r, t}, and the
difference (r − j) − (t − j) equals r − t. It follows that 
Gs−r,s−t + (r − t)2 + b−(r − t) and

SO+b+ ,b− ,λ
give the same result also on Fr,s,t . This argument suggests an alternative proof
of Eq. (4) and of Propositions 2.2 and 2.5 (as well as of Proposition 4.5 of [6]), a proof
which is independent of Theorem 2.1, the results of [25], and theorems about actions of
Casimir operators and Laplacians in general.
3 Theta lifts with polynomials
In this Section we evaluate the theta lifts of certain almost weakly holomorphic mod-
ular forms, which will give the main tool for the arithmetic application later (see
Definitions 4.3 and 4.4 below). Many parts of this Section are very technical, and skip-
ping most of it except the statements of Theorem 3.9 for general b− and Theorem 3.10
for b− = 1 may suffice on the first reading.
3.1 Modular forms and their theta lifts
Let ⊆ Mp2(R) be a Fuchsian group of the first kind, and let ρ be a representation of on
some finite-dimensional complex vector space Vρ . Given k and l in 12Z, amodular form of
weight (k, l) and representation ρ with respect to  is a real-analytic function f : H → Vρ
which satisfies the functional equation
f (Mτ) = j(M, τ)kj(M, τ)lρ(M)f (τ )
for every τ ∈ H and M ∈  (the metaplectic data makes the half-integral pow-




2 +m+, b−2 +m−
)
and representation ρL with respect to Mp2(Z). A function
f : H → Vρ is called almost holomorphic if it takes the form f (τ ) =∑kmaxk=0 fk(τ )yk , for some
integer kmax, with the fk holomorphic functions. This condition is stable under the action
of Mp2(R). In case  has cusps, a weakly holomorphic modular form is a modular form
which is holomorphic onH but may have poles at the cusps. Relaxing the requirement of
holomorphicity on H to almost holomorphicity yields almost weakly holomorphic mod-
ular forms. The weight raising operator Rk increases the weight of a modular form of
weight k by 2, while the weight lowering operator L reduces it by 2. Both preserve almost
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holomorphicity and almost weak holomorphicity, with the latter operator annihilating
(weakly) holomorphic modular forms.
A modular form f of any weight (k, l) and representation ρL with respect toMp2(Z) has
a Fourier expansion





cγ ,n(y)qneγ , (9)
with the standard notation q = e(τ ). Here cγ ,n are smooth functions of y which vanish
unless n ∈ Z+ γ 22 . If f is almost weakly holomorphic then the functions cγ ,n are polyno-
mials of bounded degree in 1y , and if f is weakly holomorphic then they are constants. In
both cases they vanish unless n  −∞.
Let L be an even lattice of signature (b+, b−).We take, for every v ∈ G(LR), a polynomial
pv on LR which is homogenous of degree (m+,m−) with respect to v. Assume that pv
depends smoothly on v. Let F be a (not necessarily holomorphic) modular form of weight
b+
2 + m+ − b−2 − m− and representation ρL. Considering C[L∗/L] as a unitary space in
which the canonical basis is orthonormal, the function τ → y b+2 +m+〈F(τ ),L(τ , v, pv)〉ρL
is Mp2(Z)-invariant for every v. Following [2] and others, we define the theta lift of F as
the integral





2 +m+〈F(τ ),L(τ , v, pv)〉ρL
dxdy
y2 (10)
as a function of v ∈ G(LR). If F decreases exponentially towards the cusp, then the integral
in Eq. (10) converges for every such v, yielding a smooth function on G(LR) (depending
on the polynomial p : v → pv). If F grows exponentially toward the cusp, then the integral
in Eq. (10) diverges, but can be regularized as follows. Let
D = {τ ∈ H∣∣|τ | ≤ 1/2, |τ | ≥ 1}
be the classical fundamental domain for SL2(Z), and let Dw be the compact domain {τ ∈
D|y ≤ w} for every w > 1. Multiply the integrand from Eq. (10) by y−s, carry out the
integration over Dw, and take the limit as w → ∞. For λ ∈ L∗ with λ2 < 0 we define the
sub-Grassmannian
λ⊥ = {v ∈ G(LR)|λ ∈ v−} ⊆ G(LR)
of G(LR). It has real codimension b+ in G(LR), and in the case b+ = 2 it has complex
codimension 1 there. The results of Sections 6 and 7 of [2] give the following
Theorem 3.1. Assume that the coefficients cγ ,n(y) in Eq. (9) satisfy the condition that for
any two real numbers α > 0 and β ≥ 0, the integral ∫∞0 cγ ,n(y)e−α/y−βyy−tdy converges
for t ∈ C with t  −∞ to give a function of t which can be meromorphically continued
to all t ∈ C. Then the limit from above produces, for any v ∈ G(LR), the restriction of
a meromorphic function of s ∈ C to some right half-plane in C. The constant term of
this function at s = 0 yields a function on G(LR), which is smooth outside a locally finite
union of the sub-Grassmannians λ⊥ defined above, and has singularities along these sub-
Grassmannians.
Note that a function is considered “singular” along a submanifold if it is not smooth
there, not only if it is discontinuous.
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for some integer kmax with cγ ,n,k ∈ C. The polar part of F is a finite sum, and we have
Theorem 3.2. An almost weakly holomorphic modular form satisfies the condition of
Theorem 3.1. If such a modular form is expanded as above, then given j and k we define
β = b+2 +m+ − j−k−1. The singularity of the regularized theta liftL from Theorem 3.1


























The set N is assumed to include 0 in Theorem 3.2.
Proof. The fact that F satisfies the condition of Theorem 3.1 follows from Lemmas 7.2
and 7.3 of [2] (note the difference in conventions arising from the fact that in Eq. (9) the
coefficients cγ ,n(y)multiply qneγ while in [2] the notation cγ ,n(y) is used for the coefficient
of e(nx)eγ ). The form of the singularity is now given in Theorem 6.2 of [2]. This proves
the theorem.
The sums in Theorem 3.2 are essentially finite: For α we consider only coefficients from
the (finite) polar part of F, for j we need 
jv(pv) not to vanish, and 0 ≤ k ≤ kmax.
If pv is homogenous of degree (m+,m−)with respect to v and σ ∈ O+(V ) then pv ◦σ−1
has the same homogeneity degree with respect to σv. Moreover, one has 
σv(p ◦ σ−1) =
(
vp) ◦ σ−1. Section 6 of [2] states that the equality
L
(
σv, F , pv ◦ σ−1
) = L(v, f , pv)
holds wherever the regularized theta lift of F from Theorem 3.1 is well-defined and σ lies
in the discriminant kernel  from Proposition 2.3. For p = 1 this gives the -invariance of
L. For a general polynomial pv the automorphic property ofL depends on the behavior
of v → pv under . The latter may be complicated in general, but for the case b+ = 2 and
the polynomials Pr,s,t defined above (or even for Pr,s,t(λ2v−)
h), Proposition 2.3 implies
L,r,s,t(σv, F) = j(σ ,Z)s−t j(σ ,Z)s−rL,r,s,t(v, F) (11)
for any Z ∈ KR + iC and σ ∈  (the complex conjugation on L in L interchanges the
powers of j and j). Here and throughout, L,r,s,t(v, F) denotes L(v, F ,Pr,s,t).
At this point we need to sort out some inaccuracies in the proofs of [2] which are rele-
vant for our discussion. In particular, the argument based on Lemma 14.1 of this reference
(specifically Corollary 6.3 and Corollary 14.2 there) can be replaced by the following




















, it suffices to prove the claim for p(x) = (xr) with 0 ≤ r < C. In this case only




















as r < C. This proves the lemma.
Indeed, both Corollary 6.3 and Corollary 14.2 of [2] involve sums over binomial coef-
ficients of the form
(A+D−2j
A−2j
) = (A+D−2jD ) for A and D non-negative integers with D < C
which are independent of j. This expression is a polynomial function of j of degreeD < C,
so that our Lemma 3.3 applies for both cases.
Somewhat more disturbing are the assertions in Corollary 6.3 and Theorem 10.3 of
this reference which state that certain expressions are polynomials in an oriented norm 1
vector v1 in a Lorentzian space. Indeed, in our notation (with v → pv), the “wall crossing
formula” from Corollary 6.3 states that the difference between the values of the theta lift















2πx(λ, v1))1+2j+2k−2m+ , (12)
with only x > 0 and with v1 being an oriented norm 1 vector spanning v+. The proof
there shows that only positive powers of (λ, v1) appear. However, this is not necessarily
a polynomial in v1 because of the unknown dependence of pv on v (or on v1). The fact
that in [2] one does not work with v ∈ G(M) but with v an isometry from LR to Rb+,b−
does not overcome this problem, since then the expression in Eq. (12) depends on v as an
isometry and not only on its image inG(LR). Hence this expression cannot be described as
a function of v1 alone. Only the smoothness of this difference as a function on all ofG(LR)
survives (at least in our conventions with pv). On the other hand, when pv(λ) = (λ, v1)m+
of homogeneity degree (m+, 0) (and no multiplying constant), the expression in Eq. (12)
is indeed the restriction of a polynomial on LR of the asserted degree to the set of vectors
of the form v1.
The decomposition of p appearing just above Lemma 5.1 of [2] takes, in our notation,
the following form. Given v ∈ G(LR), a polynomial pv with the usual homogeneity prop-











holds for every λ ∈ LR. pv,h+,h− is homogenous of degree (m+ − h+,m− − h−) with
respect to the decomposition w of KR into the images w± of z⊥v± ⊆ v± in KR. Note that
pv,h+,h− depends on v (not only on w), and the map v → w is not injective. The map λ
→ (λ − (λ,z)zv+z2v+ )/Rz corresponds to the map denoted w in [2]. A careful verification of
Sections 5 and 7 of [2] shows that the reduction formula in Theorem 7.1 of [2] holds in our
notation with each pw,h+,h− replaced by pv,h+,h− . Now, Theorem 10.3 of [2] implies that
the theta lift L is a smooth function inside any Weyl chamber. However, the assertion
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that it is a polynomial does not necessarily hold, because of the same problem discussed
in the previous paragraph. Only in the special case in which pv(λ) = (λ, v1)m+ , where we
have h− = 0 and pv,m+,0 = 1, the assertion of Theorem 10.3 of [2] holds as stated. This is
related to the fact that the equality pv ◦ σ−1 = pσv holds for this pv, since -invariance is
used in the proof of that theorem.
These remarks show that one must be careful when investigating properties of lifts
of modular forms using theta functions with polynomials. However, in the applications
appearing in [2] one considers only the case p = 1 (in Sections 11, 13, and 15 there), or
some multiple of η → (η, v1)m+ (in Section 14). Hence the results of these sections hold
as stated.
3.2 Differential properties of certain theta lifts
Let





be the (normalized) weight raising operator for weight l, where ∂τ denotes ∂∂τ from now
on. A well-known formula for the composition of these operators, which is easily proved
by induction, states that














(see, for example, Equation (56) in [9]). Moreover, δl sends eigenfunctions of (minus)
the weight l Laplacian 
l having eigenvalue λ to eigenfunctions of (minus) 
l+2 with
eigenvalue λ + l. Hence the δml -images of the former functions have the eigenvalue
λ + m(l + m − 1). In particular, if f = ∑γ ,n cγ ,nqneγ is weakly holomorphic of weight






















is an almost weakly holomorphic modular form of weight 1− b−2 +m and representation
ρL which is an eigenfunction of (minus) 
1− b−2 +m
with eigenvalue −mb−2 .
An important feature of im2 L,m,m,0(v, F) is that it is an eigenfunction of (minus) the
operator 
Gm = 
Gm,0. The proof is similar to the results appearing in Section 4.1 of
[6]. However, as the regularization in [6] is different from ours, we give the proofs of all
assertions, with an emphasis on the differences relative to [6].
Lemma 3.4. Let f and g be modular forms of weights k and k + 2 respectively, and
representation ρL. The equality∫
Dw
(





yk+1〈 f , g〉y−sdμ −
∫
R/Z+iw
wk〈 f , g〉w−sdx
holds for any w > 1 and s ∈ C.
Proof. We follow the proof of Lemma 4.2 of [6] (with some sign differences). The first
term on the right hand side arises from the difference between y−sdω and d(y−sω), for
ω being the SL2(Z)-invariant 1-form yk〈f , g〉dτ appearing in [6]. Note that while y−sω is
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notMp2(Z)-invariant in general, the fact that y−s is T-invariant and its restriction to the
curve |τ | = 1 is also S-invariant (since (Sτ) = y|τ |2 ) allows us to apply the argument also
in this case. This proves the lemma.
Using Lemma 3.4 twice yields the following analog of Lemma 4.3 of [6]:
Lemma 3.5. Let f and g be two modular forms of weight k and representation ρL, and let
w > 1 and s ∈ C be given. The difference∫
Dw
yk〈










(〈Lf , g〉 − 〈f , Lg〉)y−sdμ − ∫
R/Z+iw
wk−2
(〈Lf , g〉 − 〈f , Lg〉)w−sdx.
We are interested in the case where g(τ ) = y b−2 +m−L(τ , v, pv) (so that k = b+2 +m+ −
b−
2 −m−). The line integrals at the limit w → ∞ are dealt with in the following
Lemma 3.6. Let L be an even lattice of signature (b+, b−), let v be an element of G(LR)
which does not belong to any λ⊥ for λ ∈ L∗, and let p be a polynomial on LR which is
homogenous of degree (m+,m−) with respect to v. Let F be a modular form of weight b+2 +
m+ − b−2 − m− and representation ρL, and write F as in Eq. (9). Assume that for every γ
and n we have cγ ,n(y) = o(eεy) as y → ∞ for every ε > 0. In the case where m+ + m−
is even and the constant 
jv(p) for j = m++m−2 does not vanish, we assume further that







2 +m+−2−s〈F(x+ iw),L(x+ iw, v, pv)〉ρLdx = 0
for large enough s.
Proof. For fixed w, the integral equals some power of w times the constant term of













as w → ∞. As v 
∈ λ⊥ for any λ ∈ L∗, we have λ2v+ > 0 for any non-zero λ ∈ L∗,
so that e−2πwλ
2
v+ eliminates the sub-exponential growth of c
λ, λ22
(w). The contribution of
the term with λ = 0 may be non-zero only if m+ + m− is even and the constant 
jv(p)
with j = m++m−2 does not vanish. In this case we consider some constant multiple of
c0,0(w)w
b+
2 +m+−2−j−s, which tends to 0 for s  0 because of the polynomial growth of
c0,0. This proves the lemma.
Using Lemmas 3.5 and 3.6 we generalize Lemma 4.4 of [6] as follows.
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Lemma 3.7. Let L, v, p, and F be as in Lemma 3.6. Assume that the regularized theta lift
of F from Theorem 3.1 is well-defined. If e−
v/8πy(q)(λ = 0) vanishes for either q = p, q =

v+p, or q = λ2v−p, then the theta lift of
kF(τ ), with the weight k being b+2 +m+− b−2 +m−,





2 +m+L(τ , v, pv)〉ρL
dxdy
y2 .
Proof. Fix w > 1 and s ∈ C. By Lemma 3.5, the difference between the corresponding
integrals on Dw is the sum of a line integral at y = w and a certain integral over Dw
multiplied by s. The weight lowering operator L preserves the properties of F needed for
Lemma 3.6, and by Eq. (6b) the image of y
b−
2 +m−L(τ , v, pv) under L is the sum of two
theta functions with polynomials. Thus, for large enough s, Lemma 3.6 implies that the
line integral vanishes as w → ∞. For the other integral, we may change the integral by
a finite number without affecting the constant term in the Laurent expansion at s = 0
because of the factor s. We thus replace the domain Dw by the rectangle x ∈ R/Z and 1 ≤







yα−s〈G(τ ),L(τ , v, qv)〉dxdy





, each with the corresponding power α.
Expanding 〈G,L〉 and integrating over x we obtain s times the integral of a function of
the form appearing in Eq. (14). Our assumption on v implies that the integral over [1,∞)
of every term with λ 
= 0 is finite for every s, so that the factor s eliminates it at s = 0.
The difference between the theta lift and the integral asserted in the lemma is thus the






for the appropriate j. Since we assume that the coefficient 
jv(q) in Eq. (15) vanishes for
the three possible polynomials q, the lemma follows.
In general the expression in Eq. (15) does not vanish. For example, if F is weakly holo-
morphic then for large enough s Eq. (15) becomes a linear combination of expressions
of the form s
β−s . Such a combination may have a non-zero constant term at s = 0 in case
a term with β = 0 appears.
The conditions required by Lemma 3.6 and Lemma 3.7 are satisfied by a large variety of
modular forms: Almost weakly holomorphic modular forms, various eigenforms of 
k ,
and the functions from Definition 1.8 in Section 1.3 of [6] to name a few. These lemmas
are thus applicable in many settings.
Returning to the theta lift L,m,m,0(v, F) for F = δm1− b−2 −m
f and f weakly holomorphic,
we obtain
Corollary 3.8. For m > 0, or for m = 0 (with F = f ) under the condition c0,0 = 0, the
action of the operator 
Gm multiplies L,m,m,0(v, F) by 2mb−.
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Proof. The operator 
Gm = 
˜Gm,0 acts on the conjugated theta function L,m,m,0 which
shows up in the definition of L,m,m,0. Hence its action is the same as the action of the
conjugated operator 
˜G0,m = 
G0,m + 2mb− on the theta function L,m,m,0 itself (after
conjugating). But with r = s = m and t = 0, the combination 
G0,m + 2mb− coincides
with the operator appearing on the right hand side of Proposition 2.5. It follows that

GmL,m,m,0(v, F) is 4 times the integral from Lemma 3.7. Since form > 0 the polynomial
e−
v/8πy(Pm,m,0) vanishes at λ = 0 and for m = 0 we assume c0,0 = 0, the expression in




k multiplies F by mb−2 , the corollary follows.
3.3 The theta lift of F = δm
1− b−2 −m
f
We begin by evaluating pv,h+,h− for pv = (−i)
m
2 Pm,m,0. Only elements with h− = 0 appear
(sincem− = 0), and as zv+ = Xv,VY 2 the binomial decomposition
(−i)m
2 ·























This polynomial is homogenous of degree (m − h+, 0) with respect to the element w ∈
G(KR) in which w+ is spanned by Y (or by the normalized generator Y|Y | ). This illustrates
the reason for using the notation pv,h+,0 rather than pw,h+,0: The latter notation allows
dependence only on w, i.e., on Y|Y | , while Eq. (16) displays dependence on Y itself (hence
on v). On the other hand, we can write pv,0,0(η) as 12|Y |m (η,w1)m with w1 = Y|Y | (as in
Theorem 14.3 of [2]), so that the term with K in Theorem 7.1 of [2] can be evaluated
using the polynomial p˜(η) = (η,w1)m. Since for this polynomial Theorem 10.3 of [2]
remains valid, we deduce that K (v, F , pv,0,0) is a polynomial in Y|Y | divided by |Y |m.
We can now state the properties of the theta lift L,m,m,0(v, F).
Theorem 3.9. For F = δm
1− b−2 −m
f and f a weakly holomorphic modular form of weight
1 − b−2 − m, the theta lift i
m
2 L,m,m,0(v, F) is a function of Z ∈ KR + iC whose singularity












































This function is annihilated by 
Gm − 2mb− outside its singularities. Its Fourier expan-
sion at the primitive norm 0 vector z of L (if it exists) decomposes, in a Weyl chamber W
















e((ρ,Z)) (ρ,W ) > 0
e((ρ,Z)) (ρ,W ) < 0.
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Here ϕ(Y ) is a polynomial of degree not exceeding m + 1 in Y|Y | , plus some constant
divided by |Y |m+1. The constants Ak,C,ρ involve rational numbers, roots of unity of some
finite order, and the Fourier coefficients of f.
Proof. The fact that 
GmL,m,m,0 = 2mb−L,m,m,0 is the content of Corollary 3.8. The
singularities can be read off Theorem 3.2, with b+ = 2, m+ = m, k ≤ m, and j = 0 since
pv is harmonic. The condition β ∈ −N holds only for k = m, and the term with ln(α2)
multiplies a smooth function. Substituting the coefficients cγ ,n,k from Eq. (13) thus yields
the asserted singularity near λ⊥. The rest of the proof follows the proof of Theorem 14.3
of [2].We assume that L contains a primitive norm 0 vector (otherwise the assertion about
Fourier expansions is vacuous), and that v (or w) is not on any wall between two Weyl
chambers. Since the polynomial pv is of homogeneity degree (m, 0), we can take h− =
h = 0 in Theorem 7.1 of [2]. Thus, im2 L,m,m,0(v, F) is the sum of |Y |√2K (w, FK , pv,0,0), a
















e(n[(η,X) + (γ , ζ )] )×
×c








Here γ is the L∗/L-image of an element of L∗ whose restriction to z⊥ ⊆ L is the pull-
back of η : K → Z under the projection z⊥ → K . The derivation employs Lemma 7.2 of




w+ (which differentiates twice with respect to the pairing with Y|Y | ) to












Furthermore, we quote from the proof of Theorem 14.3 of [2] the formula








r! (ν − r)!
1
(2t)r
for the K-Bessel function of half-integral index (here ν ∈ N, including 0). Since inverting
the index leaves the K-Bessel function invariant, the same expansion holds for K−ν− 12 (t).
Substituting, and collecting the total powers of 2, π , n, (η,Y ), |(η,Y )|, and Y 2 we find that





m! (ν + r)! c
γ , η22 ,k
(−1)j
h+! (m− h+ − 2j)! j! r! (ν − r)! 2
k−m−2j−2rπ−j−rnm−k−j−r−1×
×|(η,Y )|k−j−rsgn(η,Y )m−h+(Y 2)−ke(n[(η,X) + i|(η,Y )| + (γ , ζ )] ). (18)
Here ν stands form−h+−j−k−1 when this integer is non-negative and for j+k+h+−m
otherwise. We observe that j and r appear in exponents only through their sum C = j+ r,
and we wish to show that only terms with C ≤ k appear. Considering the terms in which
ν = j+ k+ h+ −m, we recall that 2j is bounded bym− h+. Hence we have the inequality
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j + h+ − m ≤ −j, which implies r ≤ ν ≤ k − j hence C = j + r ≤ k. For the other terms









(m− h+ + C − k − 1− 2j)!
(m− h+ − 2j)! .
For C ≥ k + 1 this sum equals







)(m− h+ + C − k − 1− 2j
C − k − 1
)
,
hence vanishes by Lemma 3.3 since the rightmost binomial coefficient is a polynomial of
degree C − k − 1 < C in j. Thus, only terms with C ≤ k survive, which implies that
|(η,Y )|k−C is continuous for every η.
Now, by Eq. (13), c
γ , η22 ,k




. Thus, given k, C, n, η,
and γ (with C ≤ k and the usual relation between γ and η), the corresponding terms in








e(n[(η,X) + i|(η,Y )| + (γ , ζ )] ),
where ε = sgn(η,Y ) and the coefficients ak,C,ε are rational numbers. Borcherds [2] shows
that a0,0,ε equals 2m for ε = +1 and 0 for ε = −1. Now, the power of n lies in Q, and
raising e((γ , ζ )) to a power which equals the level of L gives 1. The remaining part of
the exponent is e(n(η,Z)) if (η,Y ) > 0 and e(n(η,Z)) if (η,Y ) < 0. We may substitute
nη = ρ, and the total coefficient of (ρ,Y )k−C














n(γ , ζ )
)
. (19)
This coefficient clearly has the asserted properties. As the dependence on X = μ comes
only from e((η,μ)), the term with K and the term with η = 0 both go into ϕ(Y ).
Now, the term involving K was discussed above (note the factor 1|Y |m from pv,0,0 but
also the coefficient
√




explained below. The polynomial from Theorem 10.3 of [2] has degree at mostm+1 since
m+ = kmax = m and m− = 0. For the term with η = 0, fix h+ and j. As 
jw(pv,h+,0)(η)
does not vanish for η = 0 only if 2j = m − h+, we fix only j and write h+ = m − 2j.
Recall that for η = 0 the values which γ ∈ L∗/L attains are the images of δzN for δ ∈ Z/NZ
(where N is defined by (L, z) = NZ). Combining this with Eq. (17) and Lemma 7.3 of [2]
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1+ 2k −m+ 2s, εN
)
, involving values







)· c δzN ,0
(4π)m
for k = m and vanishes otherwise. Since the Hurwitz zeta function is holomorphic at
m + 1, the constant term of this expression at s = 0 is obtained by substitution. The fact
that 
( 1
2 + k − j


















with some a˜ ∈ Q. Since this is a constant times 1
(Y 2)m , adding it to the termwithK shows
that ϕ(Y ) has the desired form. This proves the theorem.
A remark about the evaluation of the constant term P2 in Theorem 14.3 of [2] is in order
here. In the case of weakly holomorphic F considered there, only k = 0 appears. Evalu-
ating the Hurwitz zeta function thus obtained and using the symmetry and duplication
formulae for the gamma function shows that the true value of P2 is half the value given in
the proof of Theorem 14.3 of [2]. The constant appearing in the assertion of that theorem
is, on the other hand, correct. One should thus be careful when evaluating P2 as the limit
of the expression for η 
= 0 (indeed, with (η,W ) < 0 one gets 0). In any case, the proof of
Theorem 3.9 shows how to evaluate this term directly.
Note that the coefficients of the polynomial part of ϕ(Y ) involve the lattice K, some




πm−1 ). Hence for “algebraic” f these coefficients are algebraic. On the other
hand, evaluating the constant coming from Eq. (20) for η = 0 is very hard. For example,
for N = 1 we must take even m, yielding the values of the Riemann zeta function at odd
positive integers, whose properties (not to mention a finite formula) are not yet known.




2L,0,0,0(v, F) is a non-zero constant multiple of c0,0. Indeed, in this case one obtains
the usual theta lift with p = 1 from Theorem 13.3 of [2] (up to a factor of 2), ln ||2 is har-
monic for meromorphic , and
G0 = 8 sends ln |Y | to a non-zero constant by Equation
(4.3) of [6]. We mention that Theorem 3.9, as well as Theorems 4.6 and 4.7 of [6], provide
answers to Problem 16.6 of [2] in some (interesting) special cases.
We remark that im2 L,m,m,0(v, F) can be written in terms of the weakly holomor-





(recall that Pm,m,0 is 
v+-harmonic). This is a consequence of Eq.
(6b), using an argument similar to Lemmas 3.4, 3.6, and 3.7. This is useful in case one
wishes to apply the embedding trick from Section 8 of [2]. Indeed, the liftedmodular form
is then divided by the classical holomorphic cusp form 
 of weight 12 (not to be con-
fused with the various Laplacians, whose notation also involves the symbol 
). Now, if f
is weakly holomorphic then so is f


, while if F is an eigenfunction of 
k then F
 does not
necessarily share this property.
3.4 The case b− = 1
In the case b− = 1 we may consider our lattices as embedded in the vector space V =
M2(R)0 of traceless 2 × 2 real matrices. This space has signature (2, 1) with (A,B) =
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) ∈ KR with the norm 2β2x2, and take C to be the cone of positive reals. Thus
G(V ) ∼= KR + iC is identified with H. Explicitly, given τ ∈ H, the vector Zv,V is βMτ
and v− = RJτ using the matrices defined in the beginning of Section 1. Automorphic
forms are modular forms of twice the weight, as Eq. (2) shows. The group SL2(R) acts on
V by conjugation, yielding an isomorphism PSL2(R) ∼= SO+(V ). We remark that right
multiplication by S (and rescaling the bilinear form) gives the model in which the vector
space consists of the symmetric 2 × 2 matrices from Example 5.1 of [3]. In order for z to
be a primitive norm 0 vector in the lattice L considered there we must take β = √N .
Consider now + =  ∩ SO+(LR) (in the case b− = 1) as a Fuchsian subgroup of
PSL2(R). i
m
2 L,m,m,0(v, F) is then a modular form of weight 2m onH with respect to +,
which has eigenvalue −2m with respect to 
Gm = 
2m. A negative norm vector λ ∈ L∗ is
a multiple of Jσ for some σ = s+ it ∈ H, and then λ⊥ = {σ }. By a slight abuse of notation,
we replace the variable v ∈ G(V ) of  by τ = x + iy once more (as we consider only 
and not  here, this should lead to no confusion). The description of im2 δ2mL,m,m,0(v, F)
is given in
Theorem 3.10. The function im2 δ2mL,m,m,0(v, F) is a meromorphic modular form of
weight 2m + 2 with respect to +. Its poles are at points σ ∈ H for which a real multiple










(τ − σ)m+1(τ − σ)m+1 .













d (γ , ζ )
)
qr ,
plus some constant if m = 0.
Proof. We first observe that applying δ2m to a modular form of weight 2m having eigen-
value −2m yields a meromorphic modular form of weight 2m + 2. The singularities
of im2 δ2mL,m,m,0(v, F) are the δ2m-images of the singularities of
im
2 L,m,m,0(v, F) given






is (2k)!4kk! , for λ = Jσ we have λ2 = −2,
and Y 2 equals 2β2y2. The pairing of Zv,V = βMτ and of Zv,V = βMτ with λ = Jσ
give −βt (τ − σ)(τ − σ) and its complex conjugate respectively. Hence the singularity of
im











[−(τ − σ)(τ − σ)]m
(4y2)mβmtm ·
(












[−(τ − σ)(τ − σ)]k tm−2k

















· (τ − σ)k(τ − σ)kgk(τ ),
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with gk(τ ) being 1(m−k)(τ−σ)m−k(τ−σ)m−k for 0 ≤ k < m and − ln
|(τ−σ)|2|(τ−σ)|2
2y2 for k = m.
Applying δ2m reduces to letting δ2m−2k operate on gk for each k. Hence the singularity of
im












(τ − σ)k(τ − σ)k×
×
(τ − σ) + (τ − σ) + 2(τ−σ)(τ−σ)−2iy
(τ − σ)m+1−k(τ − σ)m+1−k .
For ease of presentation we omit, until the last step, the coefficient in front of the sum












a! (k − a)! b! (k − b)! (−2iy)a+b
[ 1
(τ − σ)m+1−k−a(τ − σ)m−k−b+
+ 1
(τ − σ)m−k−a(τ − σ)m+1−k−b +
2
−2iy
(τ − σ)m−k−a(τ − σ)m−k−b
]
.
Now fix c and l, and collect the terms involving 1
(τ−σ)m−k−l+1(−2iy)c . We thus take a = l
and b = c− l in the first summand within the square brackets, a = l− 1 and b = c− l+ 1
in the second summand, and a = l − 1 and b = c− l in the third summand. This gives∑
k,c,l
(2k)! (2t)−2k
(τ − σ)m−k−l+1(τ − σ)m−k−c+l(−2iy)c
[ 1
l! (k − l)! (c− l)! (k + l − c)!+
+ 1
(l − 1)! (k + 1− l)! (c− l + 1)! (k + l − 1− c)!+
2
(l − 1)! (k + 1− l)! (c− l)! (k + l − c)!
]
.
The sum of the combinatorial expressions reduces to (k+1)(c+1)l!(k+1−l)!(c−l+1)!(k+l−c)! , so that we
can write the latter expression as∑
c
(c+ 1)(−2iy)−c
(τ − σ)m+1(τ − σ)m+1−c
∑
k,l
(2k)! (k + 1)(τ − σ)k+l(τ − σ)k+1−l
(2t)2kl! (k + 1− l)! (c− l + 1)! (k + l − c)! .
Expand the power of τ − σ = τ − σ + 2it, and write (2t)2k = (−1)k(2it)2k . We thus
obtain for every c a sum of the form∑
k,l,h
(−1)k(2k)! (k + 1)(τ − σ)k+l+h
(2it)k+l+h−1l! (c− l + 1)! (k + l − c)! h! (k + 1− l − h)! .
The index change k = s− l − h yields∑
c,s
(−1)s(c+1)(−2iy)−c(2it)1−s
(τ − σ)m+1−s(τ − σ)m+1−c
∑
l,h
(−1)l+h(2s− 2l − 2h)! (s− l − h+ 1)
l! (c−l +1)! (s−h− c)! h! (s+1− 2l − 2h)! .
For every c and s now write r = h+ l, and the corresponding term becomes∑
r
(−1)r(2s− 2r)! (s− r + 1)




























(s+ 1− 2r)! .




i=s+2(i−2r) is a polynomial of degree s−1 < s for all s > 0, Lemma 3.3
shows that the sum over r vanishes unless s = 0. Thus only the term 2it
(τ−σ)m+1(τ−σ)m+1 ,
corresponding to s = c = 0, survives. Multiplying by the factor we omitted above now
gives the asserted singularity at σ .
Assume that + has a cusp, corresponding to a primitive norm 0 vector z ∈ L
which is normalized as above. Theorem 3.9 shows that for b− = 1, the expansion of
im
2 L,m,m,0(v, F) at the cusp is the sum of an almost holomorphic function of depth≤ 2m,
the complex conjugate of such a function, and an expression of the form Bym−1 + Dy2m
for some constants B and D. Note that the condition on the sign of (ρ,W ) implies a
sub-exponential growth at the cusp. Moreover, the eigenvalue −2m implies that B = 0
(unless m = 0) and that the conjugate almost holomorphic part combines with Dy2m
to a give h(τ )y2m with h anti-holomorphic. δ2m thus annihilates this part. Now, if the




yr with meromorphic functions ψr then the mero-
morphicity of im2 δ2mL,m,m,0(v, F) shows that its expansion is just
ψ ′0(τ )
2π i . We normalize
z and β such that K∗ = 12β2Z ⊆ R and (ρ,W ) > 0 is equivalent, for ρ = r2β2 ,





(2β2)k(πy)k+C e(rτ). Hence ψ0(τ ) =
∑
r>0 A0,0, r2β2 q




r>0 rA0,0, r2β2 q
r . We substitute Ak,C,ρ from Eq. (19), the value a0,0,+1 = 2m, and
the norm s22β2 of
s
2β2 ∈ K∗, and make the index change d = rn . This yields the asserted
Fourier expansion for im2 δ2mL,m,m,0(v, F) at the cusp, and completes the proof of the
theorem.
Note that the Fourier coefficients in Theorem 3.10 are based, up to rational numbers
and the global power of β , on roots of unity of bounded order and the Fourier coefficients
of the weight 12 −m weakly holomorphic modular form f.
As an example for the map f → im2 δ2mL,m,m,0(v, F), fix N ∈ N, and take L to be the




















. In this case
β = √N , L∗/L = K∗/K is cyclic of order 2N , ρL = ρK , (z, L) = Z and ζ ∈ L, and
+ = 0(N) acts by conjugation. Hence Theorem 3.10 yields a singular Shimura-type
correspondence, as stated in the following
Corollary 3.11. Let f (τ ) = ∑γ∈Z/2NZ∑n∈Q cγ ,nqneγ be a weakly holomorphic modu-










defines a meromorphic modular form of weight 2m + 2 with respect to 0(N), which has
poles of order m+ 1 at some points inH which are quadratic over Q.
In the case N = 1 in Corollary 3.11 the modular forms of 12 − m and representation
ρL correspond to weakly holomorphic modular forms of the same weight with respect
to 0(4) which lie in the corresponding Kohnen plus-space (see Chapter 5 of [12] or
Proposition 1 of [18], which easily generalize to the weakly holomorphic case). They
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exist only if m is even (since L∗/L has exponent 2), yielding the statement given in the
corresponding Theorem in the Introduction.
The subsequent work [29] investigates the behavior of im2 L,m,m,0 under weight chang-
ing operators for automorphic forms on Grassmannians (defined in that reference) in
higher dimensions. As meromorphic images are constructed in that reference, it should
be possible to obtain a Gross–Kohnen–Zagier type theorem for higher-codimensional
Heegner cycles in universal families over higher-dimensional varieties along the lines of
the proof of the main result of this paper. On the other hand, [30] investigates the mod-
ular forms from Theorem 3.10 further, and relates them to the results of [4] as well as to
other modular objects.
4 Relations between CM cycles
Let B and i be as in Section 1, and let L be the lattice ˜ ⊆ B0 from part (ii) of Corollary 1.5.
The arithmetic applications of the theory of theta lifts are based on
Proposition 4.1. The following assertions hold:
(i) The map i√disc(I) identifies LR withM2(R)0 as quadratic spaces.
(ii) A point τ ∈ H is a CM point for B and i if and only if it is of the form λ⊥ for some
λ from L∗.
Proof. Part (i) follows from part (ii) of Theorem 1.4. For part (ii) use the description for
G(LR) preceding Theorem 3.10 and apply Proposition 1.13. This proves the proposition.
The observation from Proposition 4.1 relates the special points λ⊥ onH as a Grassman-
nian to the CM points on modular and Shimura curves. This shows that the automorphic
forms of [2] have divisors with arithmetic meaning, and as we shall see below, similar
assertion holds for the singularities of our automorphic forms.
4.1 m-Divisors, Heegnerm-Divisors, and their classes
We now define the objects for which we prove the main result. Let L be an even lattice of
signature (2, b−), and let G(LR) be its positive Grassmannian.
Definition 4.2. An m-divisor on G(LR) is a locally finite sum of elements in SymmLC ⊗





⊗ Y , (21)
where λi ∈ LC and Y ⊆ G(LR) is an irreducible divisor. Recalling that O(LR) acts on
both G(LR) and SymmLC, we define an m-divisor on the quotient X() = \G(LR) to
be an m-divisor on G(LR) which is invariant under the action of the discrete subgroup 
of O(LR). An m-divisor on G(LR) or on X() is of totally negative type if it satisfies the
following condition: For every term of the form appearing in Eq. (21), each λi lies in (the
complexification of ) the space v− corresponding to every point v ∈ Y . This condition is
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well-defined, and is equivalent to every term being of the form aλλm⊗λ⊥ for some negative
norm vector λ ∈ MR, with aλ ∈ C.
So m-divisors are divisors with coefficients in local systems. Lemma 1.9 and part (ii)
of Theorem 1.4 show that the local system from Definition 4.2 becomes SymmV2 when
b− = 1.
We need to introduce another property of automorphic forms on G(LR). Let  be an
automorphic form of weight m on G(LR) ∼= KR + iC which is an eigenform of 
Gm with
eigenvalue −2mb−, and assume first that the lattice L contains a primitive norm zero















e((ρ,Z)) (ρ,W ) > 0
e((ρ,Z)) (ρ,W ) < 0
(as in Theorem 3.9). We call algebraic if the coefficients Ak,C,ρ are algebraic overQ. If L
contains no norm zero vectors, then as in Section 8 of [2], we can embed L in two differ-
ent latticesM andN of signature (2, b− +24), giving embeddings ofG(LR) into the larger
Grassmannians G(MR) and G(NR). Assume that we can present  as the difference of
weight m automorphic forms on G(MR) and G(NR), which are eigenforms with eigen-
value −2m(b− + 24) of the corresponding Laplacians, minus their singularities. We call
 algebraic if it is obtained in this way from algebraic automorphic forms on the larger
Grassmannians. We note again that one has to apply the argument carefully in this case—
see the last remark following Theorem 3.9 above. The q-expansion principle shows that
in the case where b− = 1 and  has cusps, the δ2m-images of an algebraic automorphic
form of automorphic weight m is an algebraic meromorphic modular form of 2m + 2.
This assertion is likely to extend also to the case where  has no cusps.
Let be a discrete subgroup ofO+(LR) (we will take the intersection of the discriminant
kernel with SO+(L) in our applications). In general we make the following
Definition 4.3. The m-divisor of totally negative type on X(), specified as∑
λ∈LR,λ2<0 aλλ
m ⊗ λ⊥ (a locally finite, -invariant sum) is called strongly principal if
there exists an algebraic automorphic form of weight m on G(LR) whose singularities lie on







































If b− = 1 we adopt the alternative
Definition 4.4. We call the m-divisor of totally negative type on X() defined by∑
λ∈LR,λ2<0 aλλ
m ⊗ λ⊥ (again a locally finite, -invariant sum) principal if there exists an
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algebraic modular form of weight 2m+ 2 on G(LR) ∼= H, whose poles are at the points λ⊥,







(τ − σ)m+1(τ − σ)m+1 .
We remark that while the (principal) divisor of a rational function depends also on the
zeros of the function, our (strongly) principal m-divisors involve only the singularities
of the function. Indeed, when comparing the case m = 0 here with [3], the theta lift 
from [2] (considered in Definition 4.3) is (roughly) the logarithm of the absolute value
of the Borcherds product  , and for b− = 1 Definition 4.4 considers the singularities of
δ0 = 12π i ∂∂τ ∼ 
′

, the logarithmic derivative of (see also the remarks at the end of this
Section). The algebraicity constraint corresponds to the fact that the Fourier coefficients
of negative indices of the weakly holomorphic modular form appearing in Theorem 13.3
of [2] are required to be integral.
A subtle point in Definitions 4.3 and 4.4 is dealt with in the following
Lemma 4.5. If the two terms aλλm ⊗ λ⊥ and aμμm ⊗ μ⊥ coincide then so are the
corresponding singularities in Definitions 4.3 and 4.4.
Proof. The assumption of the lemma is equivalent to λ = xμ and aμ = xmaλ for some
real x 
= 0. As (λ22 )m−k · (λ,Zv,V )k(λ,Zv,V )m−k equals xm(μ22 )m−k · (μ,Zv,V )k(μ,Zv,V )m−k for every 0 ≤ k ≤ m in
this case (and the difference in the logarithm gives a smooth function of Z), the assertion
holds for Definition 4.3. For Definition 4.4, with b− = 1, we have λ = αJσ for some α ∈ R





This proves the lemma.
Given γ ∈ M∗/M and n ∈ Q, let y(m)n,γ = ∑λ∈L+γ ,λ2=−2n λm ⊗ λ⊥. It is trivial if
n 
≡ γ 2/2(mod Z), and also if 2γ = 0 in L∗/L andm is odd. In particular, if L∗/L has expo-
nent 2 (or 1) then y(m)n,γ = 0 for all n and γ ifm is odd. The groupHeeg(m)(X()) ofHeegner
m-divisors is the free Abelian group of m-divisors which is generated by the m-divisors
y(m)n,γ . Let PrinHeeg(m)st (X()) be the subgroup of Heeg(m)(X()) consisting of those Heeg-
ner m-divisors which are strongly principal. If b− = 1 then we denote the group of
principal Heegner m-divisors by PrinHeeg(m)(X()). The spaces Heeg(m)st Cl(X()) and
Heeg(m)Cl(X()) of (strong) Heegner m-divisor classes on X() are the corresponding
quotient groups. We denote the image of y(m)n,γ in these quotients by y(m)n,γ as well.
We can now state and prove the main result of this paper.
Theorem 4.6. The formal power series ∑n,γ y(m)n,γ qneγ is a modular form of weight
1 + b−2 + m and representation ρ∗L with respect to Mp2(Z), with coefficients in the
finite-dimensional space Heeg(m)st Cl(X()) ⊗Q.
Proof. The proof follows [3]. Consider the space of weight k modular forms with repre-
sentation ρ∗L (as a finite-dimensional subspace of the space of power series), and the space
of singular parts of weakly holomorphic modular forms of weight 2 − k and representa-
tion ρL (which is a subspace of finite codimension in the space of all singular parts). By
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Theorem 3.1 of [3], these two spaces are the full perpendicular spaces of one another for
any half-integral k. Let f be a weakly holomorphic modular form of weight 1 − b−2 − m
and representation ρL with respect to Mp2(Z). Expand f as in Eq. (9). Then Theorem
3.9 shows that the singularities of the theta lift im2 L,m,m,0(v, F) of F = δm1− b−2 −m
f are
along the divisors λ⊥ with λ ∈ L∗, where every λ ∈ L∗ contributes a singularity along
λ⊥ which takes the form appearing in Definition 4.3 with aλ = c
λ, λ22
. If we assume
that f has algebraic Fourier coefficients, then it follows from the description of the coef-
ficients Ak,C,ρ that the automorphic form i
m
2 L,m,m,0(v, F) is algebraic. Assuming that
the Fourier coefficients cn,γ with n < 0 are integral, this implies that the m-divisor∑
n>0,γ cγ ,−ny
(m)
n,γ is strongly principal, hence it vanishes in Heeg(m)st Cl(X()). Let ξ (m) be
the map which takes a “singular part”
∑





in the class group Heeg(m)st Cl(X()). The map ξ (m) is surjective, and since the space of
weakly holomorphic modular forms of any weight and representation ρL has a basis con-
sisting of modular forms with integral Fourier coefficients (see [19]), ξ (m) factors through
the quotient of the space of singular parts by singular parts of weakly holomorphic mod-
ular forms. By Lemmas 4.2, 4.3, and 4.4 of [3] this quotient space is finite-dimensional.
Hence dimHeeg(m)st Cl(X()) ⊗Q < ∞ as well. Thus the Serre duality pairing extends to
the case where the space of singular parts and the image of the pairing are tensored with
Heeg(m)st Cl(X()), and continues to be non-degenerate.
Now, for an algebraic modular form f as above, the vanishing expression∑
n>0,γ cγ ,−ny
(m)
n,γ is obtained as the Serre duality pairing of the formal power series∑
n,γ y
(m)
n,γ qneγ with the singular part of f. Hence this power series is perpendicular to
all the singular parts of weakly holomorphic meromorphic modular form of weight
1 − b−2 − m and representation ρL with respect to Mp2(Z). By Lemma 4.3 of [3] and the
result of [19], the formal power series in question lies in the space of (holomorphic) mod-
ular forms of weight 1+ b−2 +m and representation ρ∗L tensored withHeeg(m)st Cl(X)⊗C.
The fact that the Serre duality pairing and the spaces we consider are defined over




n,γ qneγ as a modular form with coefficients in
Heeg(m)Cl(X) ⊗Q. This proves the theorem.
In the case b− = 1 we obtain an assertion like that of Theorem 4.6 but with coefficients
in Heeg(m)Cl(X()) ⊗ Q (no subscript st). This follows either by omitting this subscript
and replacing Definition 4.3 by Definition 4.4 in the proof of Theorem 4.6, or using the
fact that every strongly principal Heegner m-divisor is principal. Indeed, if  is an auto-
morphic form which shows that some m-divisor is strongly principal, then δ2m reveals
the principality of this m-divisor. Whether or not the notions of principality and strong
principality are equivalent in the case b− = 1 remains an interesting question. We also
remark that unlike the result of [3], here the “constant term” y0,0 does not show up. Thus
our expression is in fact a “cusp form”.
Let us give an example of an automorphic form yielding the principality of a Heegner
m-divisor. This also illustrates Corollary 3.11 above. TakeN = 1 in the example preceding
Corollary 3.11, and let m be even. Theorem 4.6 implies that the generating series of the
Heegner m-divisors is a cusp form of weight 32 + m and representation ρ∗L . Equivalently,
it lies in the Kohnen plus-space of cusp forms of weight 32 + m on 0(4) (see [12] or
[18]). This space is isomorphic to the space of cusp forms of weight 2m+ 2 on SL2(Z) by
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Theorem 1 of [18]. Hence this series may not vanish only if m ≥ 8. We take m = 2, and






qn2 and H 5
2




as in [18] (here H(2, n) is the function introduced in [11], and H 5
2
is normalized to attain
1 at ∞ and to have integer coefficients). Let El be the classical (normalized) Eisenstein
series of even weight l ≥ 4 on SL2(Z), and let 
 be the classical cusp form of weight 12.
The weight − 32 weakly holomorphic modular form f with representation ρL having the
appropriate principal part corresponds to the weakly holomorphic modular form
g(τ ) =





= q−3 − 56+ 384q − 15024q4 + 39933q5 − 523584q8 + 1129856q9 + O(q12)
in the Kohnen plus-space of weight − 32 . The lift i
2
2 δ4L,2,2,0(v, F) of F = δ2− 32 f is given by
the Fourier expansion
384q− 479232q2 + 274558464q3 − 118219210752q4 + 43867326009600q5 +O(q6)




(τ−σ)3(τ−σ)3 at σ the 3rd root of unity inH (recall that β and the Fourier coefficient
are 1 and α = 2t = √3). These properties determine i22 δ4L,2,2,0(v, F) as 384E6
E34 , a factwhich can also be verified directly by an explicit evaluation of the Fourier coefficients.
4.2 Algebaricity and relations to other works
We now explain why the condition of algebraicity of the automorphic form is required in
the definition of principal m-divisors (both in Definition 4.3 and in Definition 4.4). The
eigenvalue of the function im2 L,m,m,0(v, F) from Theorem 3.9 under the action of 
Gm is
a consequence of the fact that F = δm
1− b−2 −m
f has a specific eigenvalue under the weight
1 − b−2 + m Laplacian on H. Replacing the weakly holomorphic modular form f by a
harmonic weak Maaß form would yield F = δm
1− b−2 −m
f with the same eigenvalue. Hence
im
2 L,m,m,0(v, F) would have the same properties. For further details on harmonic weak
Maaß forms we refer the reader to Section 3 of [7].
Now, every harmonic weak Maaß form f of weight l and representation ρL with respect
to Mp2(Z) decomposes as the sum of a holomorphic part (which yields a similar expres-
sion in the theta lift) and a non-holomorphic part. The non-holomorphic part consists
of “constant terms” multiplying a power of y and expressions which are based on incom-
plete gamma functions. Hence the part of F = δml f arising from the non-holomorphic
part of f is again a power of y, plus the complex conjugate of an almost holomorphic
function, plus similar incomplete gamma functions. For l < 1−m the map δml f is invert-
ible (its inverse is a constant multiple of the mth power of the weight lowering operator
L). Thus every modular form F of weight l + 2m and representation ρL with respect to
Mp2(Z) having eigenvalue m(l + m − 1) is δml f for some harmonic weak Maaß form f.
Take l = 1 − b−2 − m, and consider first the case where the operator ξl of [7] takes f
to a weakly holomorphic modular form which is not holomorphic at the cusp. An argu-
ment similar to Section 6 of [2] (or Theorem 3.2) shows that the corresponding theta lift
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im
2 L,m,m,0(v, F) from Theorem 3.9 has, apart from the usual singularities, also singulari-
ties along the sub-Grassmannians of the form {v ∈ G(LR)|λ ∈ v+} for λ ∈ L∗ with positive
norm (these are λ⊥ onG(LR(−1)) ∼= G(LR)). In the case b− = 1 these lifts may be related
to (non-harmonic) locally Maaß forms as defined in [5], and their δ2m-images are prob-
ably examples of the locally harmonic Maaß forms considered in that reference. In any
case, lifts of such forms do not yield additional principal Heegnerm-divisors.
Consider now the case where ξ1− b−2 −m
f is holomorphic at the cusp. The singularity
then arises only from the holomorphic part of f. Now, if L contains a norm zero vec-
tor z then the Fourier expansion of im2 L,m,m,0(v, F) contains, apart from the expression
from Theorem 3.9, terms involving Bessel K-functions evaluated at 2πn|Y | · |ηw−| =
2πn
√
(η,Y )2 − Y 2η2 > 0 (the strict positivity follows from the condition on ξ1− b−2 −mf ,
since only elements with η2 ≤ 0 contribute in the non-holomorphic part of f ). Hence
one may distinguish, for b− > 1, the theta lifts arising from weakly holomorphic modular
forms from those in which ξ1− b−2 −m
f 
= 0 by the fact that the former do not include terms
of the form e((ρ,X)+ i√(ρ,Y )2 − Y 2ρ2)). Note that for b− = 2, with (ρ,Z) = ρ1σ +ρ2τ ,
the latter expression is either e(ρ1σ + ρ2τ) or e(ρ1σ + ρ2τ). These expressions may thus
be related to the class map defined in Section 5 of [6] in terms of the operator ∂∂ . On the
other hand, in case b− = 1 the lattice K is positive definite. Hence only the holomorphic
part of f contributes to the theta lift. As any principal part at ∞ can be obtained as the
principal part of a harmonic weak Maaß form of every weight (see Proposition 3.11 of
[7]), omitting the algebraicity condition in Definitions 4.3 and 4.4 would reduce the the
(strong) Heegner m-divisor class group (for b− = 1) to 0. Now, (algebraic) weakly holo-
morphic modular forms give rise to algebraic theta lifts, while for harmonic weak Maaß
forms we pose the following
Conjecture 4.7. Let f be a harmonic weak Maaß form of weight 12 − m (with m > 0)
and representation ρL, and assume that ξ 1
2−mf is holomorphic at ∞. Assume further that
the principal part of f involves only Fourier coefficients which are algebraic over Q, or even
integral. Then the condition ξ 1
2−mf 
= 0 implies the existence of some Fourier coefficient of
the holomorphic part of f which is transcendental over Q.
Although we do not investigate the Fourier coefficients of harmonic weak Maaß forms
in this paper, let us indicate what evidence towards Conjecture 4.7 does exist. First, we
mention Corollary 1.4 of [8], as well as the conjecture preceding it in that reference.
Indeed, in the weight 12 case considered there one has certain theta series of weight
3
2
which map by the Shimura correspondence to Eisenstein series of weight 2. Harmonic
weak Maaß forms which map to these forms under the operator ξ 1
2
are known to have
algebraic Fourier coefficients. Since in higher half-integral weights the Shimura corre-
spondence takes cusp forms to cusp forms, we expect in Conjecture 4.7 only the weakly
holomorphic modular forms to have algebraic coefficients. In any case, it will be interest-
ing to find, under Conjecture 4.7, whether every relation between the Heegnerm-divisors
inHeeg(m)st Cl(X()) (or inHeeg(m)Cl(X()) for b− = 1) arises from aweakly holomorphic
modular form as we described.
Theorems 0.2.1 and 0.3.1 of [31] (with k = m + 1) relate the images of m-dimensional
CM cycles in the Kuga–Sato variety W2m over modular curves in a certain vector space
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to modular forms of weight 2m + 2. Such a modular form may be related to the modular
form of weight 32 + m obtained from our Theorem 4.6 by the Shimura–Shintani corre-
spondence. This may also indicate, once a relation between our construction and the one
in [31] is established, that Conjecture 4.7 may be true, since otherwise the power series
from Theorem 4.6 must lie in a strict quotient Hecke module. Furthermore, [17] defines,
for any m, a map on the Heegner divisors on X0(N) into some elliptic curve. This ref-
erence conjectures that the images of these divisors under this map correspond to the
coefficients of a modular form of weight 2m+2. In some cases this map coincides with the
Abel-Jacobi map on the CM cycles into a certain sub-torus of the intermediate Jacobian
of the Kuga–Sato varietyW2m. The paper [17] also supplies numerical evidence that this
is true in some other cases as well.
Now, the results of Section 1 relate the Heegner m-divisors in the case b− = 1 to sym-
metric powers of normalized cohomology classes of Heegner cycles inside Kuga–Sato
type varieties. In the case m = 0 considered in [3], the automorphic form δ0 12L,0,0,0 is
roughly the logarithmic derivative of the Borcherds product  . Hence it is (under some
normalization, when c0,0 = 0) a meromorphic modular form of weight 2 with only sim-
ple poles in CM points, and the residues in these poles are integral. It thus corresponds
to a differential of the third kind in the description of [24] or Section 3 of [8]. Its alge-
braicity thus corresponds to the fact that its residue divisor vanishes in the Jacobian of
the curve X() (being the divisor of the rational function )—see Theorem 1 of [24] or
Theorem 3.2 of [8]. Returning to the case of general m, we attach the element Mmτ , or(
τ
1
)2m, of the local system SymmLC, to the meromorphic modular form δ2m im2 L,m,m,0. We
thus obtain a meromorphic modular form of weight 2 and representation V2m. This cor-
responds to a meromorphic differential form of degree 2m + 1 on (the Shimura curve
analog of) W2m. Pairing this modular form with λm ⊗ λ⊥ for λ = αJσ gives the function
δ2m
(iα)m
2tm L,m,m,0(τ )(τ − σ)m(τ − σ)m (up to normalization), whose pole at σ is simple.
Moreover, if we assume that f has integral Fourier coefficients, then the residues are inte-
gral. In addition, it seems that the corresponding differential of the third kind is canonical
in the following sense: The cohomology groupH2m+1(W2m) has a componentH1(X,V2m)
of Hodge weight (2m+1, 0) and (0, 2m+1)whose holomorphic part consists of g(τ1)2mdτ
for g a cusp form of weight 2m + 2 with respect to . This is shown explicitly for m = 1
in Section 6 of [1], and it is not hard to generalize to arbitrary m. The H1(X,V2m) part
of the cohomology class which is Poincaré dual to a cycle Z of real dimension 2m + 1 in




















(up to the poles). As the latter form is exact like in Lemma 3.4, the integral reduces to
the contribution from the poles, which also vanishes since g is smooth and the integral
over a circle of radius ε around each pole σ gives an expression which vanishes as ε → 0.
This evaluation process is well-defined up to the location of the poles of δ2m i
m
2 L,m,m,0
with respect to the choice of the cycle. However, jumping over a pole σ changes the
value by a totally imaginary multiple of the residue of δ2m i
m
2 L,m,m,0(τ − σ)m(τ − σ)m,
which is assumed to be integral. It may be interesting to compare this evaluation with
the regularized integrals from [4]. In any case, if we could establish some generalization
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of Theorem 1 of [24] assuring us that the algebraicity of this differential form with local
coefficients is equivalent to the vanishing of a certain expression inside some generalized
Jacobian (up to torsion), then we would know that the images of our Heegnerm-divisors
in Heeg(m)Cl(X()) are the same as their images in this Jacobian.
The map α of [17] also seems to be related to the (H2m+1,0)∗ part of the intermediate
Jacobian of the Kuga–Sato varietyW2m. For any CM point σ , consider themth symmetric
power zmσ of the normalized CM cycle corresponding to σ in Aσ . In addition, consider
the closure of the (2m + 1)-dimensional cycle [σ ,∞) × zmσ in the notation of Section 8
of [1] (in the modular case this is possible) plus some cycle bounding the fiber over ∞.
This resembles, in the case m = 1, the cycle considered in [23], where the latter part is
the counterpart of the combination of the cycles 
k from [1]. Then the integral of some
form g(τ )(dz1 ∧dz2)mdτ of type (2m+1, 0) over this cycle decomposes as in the proof of
Theorem 8.5 of [1]. The integral from σ to∞ is of the function g(τ )(τ −σ)m(τ −σ)m (up
to some constant). Since σ is a (modular) CM point on H, this gives (under the correct
normalization) the integral considered in [17]. The integral over the cycle in the fiber
over ∞ probably gives some period of g, and when we focus on one newform g (of weight
2m+ 2) this reduces to the image modulo the lattice in C appearing in [17]. It will be very
interesting to investigate what relations can be established between the existence of the
form δ2m i
m
2 L,m,m,0 and the values of these integrals.
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