The characterization of the bounded strongly Cesaro summable sequences mentioned above is significant in ergodic theory, where it relates to the study of weakly mixing transformations ([4] , p. 38; [7] , pp. 40-41).
The concept of a lower asymptotic density is presented axiomatically in § 2. Certain essential properties of these densities are proved and the "natural density" associated with the lower density is defined. The natural density has some of the properties of a measure but, in particular, is not a countably additive function. Of interest, therefore, are certain additivity properties (we call them (AP) and (APO)), valid for some natural densities, that are approximations to countable additivity. Section 3 contains examples of densities. Of particular interest are those generated by nonnegative regular matrices, and another called uniform density.
In § 4 we investigate sequence spaces associated with a density. One such space is the space ω δ of "nearly convergent" sequences (Definition 4.2) and another is the strong summability field |c,| of a summability method S that is "related" to the density in the sense of Definition 4.9. Whether or not the (APO) property holds for the density turns out to be crucial in the comparison of the sequence spaces a) δ and |c s |.
We use the following notation: The set of positive integers will be denoted by /. For A, BQI, we write A~B {A is asymptotically equal to B) if the symmetric difference AΔB is finite. For two sets A and J5, the set-theoretic difference is denoted by A\B = {x:xeA, xίB).
Let 0 denote the empty set. Sequences of real 294 A. R. FREEDMAN AND J. J. SEMBER numbers will alternately be denoted by x, (x t ), or (x lf x 2 , • ••). The coordinate wise product of two sequences x, y will be denoted by x-y = (x^i). For a sequence x, we let \x\ -(| α?<| ), and if a? is a sequence and I is some real number, we write x -I = (x { -I). We let ω denote the linear space of all real-valued sequences, and m, c, and c 0 will, as usual, denote the subspaces of ω consisting of the bounded sequences, the convergent sequences, and the sequences convergent to zero. Finally, if M = (a nk ) is an infinite matrix and x -(x t ) is any sequence, the product M-x will denote the sequence (yd, if it exists, where y t = Σ?=i a ij χ j-2. Densities and the additivity property* A function δ, defined for all sets of natural numbers and taking values in the closed interval [0, 1] , will be called a lower asymptotic density (or just a density) if the following four axioms hold:
If δ is any density, we define δ, the upper density associated with δ, by δ(A) = 1-δ(I\A) for any set of natural numbers A.
The first proposition lists the essential properties of δ and δ. The proofs are elementary and left to the reader. PROPOSITION 
Let δ be a lower asymptotic density and δ its associated upper density. For sets A, B of natural numbers, we have
We will say that a set A £ J has natural density with respect to δ in case δ(A) = δ(A). We define 
, we have A^ 6^δ, ΐ = 1, 2, and A t Γ\ A ά -0 (i Φ j), but UΓ=i Λ = I and v d (/) = 1^0 = ΣΓ-i ^(A 4 ). However, for some densities, a similar property holds which we shall call the additivity property. This property of densities has been studied in other settings by Buck [1] and Freedman [2] . From its statement it is apparent that it is an approximation to countable additivity for v δ .
ADDITIVITY PROPERTY (AP).
If A^η,, ί = 1, 2, , and if
In this paper we shall only need to consider a weaker property, namely, the additivity property for sets of zero natural density. If the condition that the sets A< are disjoint is removed from (APO), we get an apparently stronger property (APO') However, we can prove PROPOSITION 2.4 . The 'properties (APO) and (APO') are equivalent. This example suggests that there may be a general way to produce a density from a summability method. We now show that, for any nonnegative regular matrix, there is a natural way to do this. PROPOSITION 
Proof. Obviously (APO') implies (APO

Let M be a nonnegative regular matrix and let δ M be defined by
d M (A) = liminf {M X A ) n .
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Then δ M is a density (i.e., satisfies (D.1)~(D.4)) and, furthermore, 
One simple, but interesting, example is the density δj obtained from the identity matrix J. In this case δj(A) -0 if I\A is infinite, and otherwise δj(A) = 1. Also, η°δ j consists of just the finite subsets of the natural numbers and η δj consists of the finite sets together with the sets A for which A~I. We now show that the (APO) holds for any density obtained from a nonnegative regular matrix as in Proposition 3.1. In fact, the (AP) holds, but will not be proved here. PROPOSITION 
COxi and k(j + 1)
The existence of fc(^) follows from Proposition 2. show that δ(B) = 0. Reasons for some of the steps in the following string of inequalities will be given immediately thereafter.
( We now define another density, one which is closely associated with the summability method introduced by G. G. Lorentz [5] called "almost convergence," and for which the (APO) fails. To this end let
We shall call u the (lower) uniform density of A.
Here we state without proof some facts concerning the density u: The limit in the definition of u exists for any set A. The function u is a lower asymptotic density (i. , &^} and n> k, we observe that 2* + 1 6 #!, 2" + 2 6 £ 2 , , 2 n + iVe β^ and therefore, {2 n + 1, 2 n + 2, , 2 W + iV} £ UΓ=i B t . It follows that UΓ«i ^ contains arbitrarily long consecutive strings of integers and, consequently 4* Sequence spaces related to densities* If $ is a sequence, I is a real number and A is a set of natural numbers with I\A infinite, then by we shall mean that the sequence x converges to I in the ordinary sense if we ignore the terms indexed by A, that is, DEFINITION 4.1. x ---> I in case for each ε > 0 there exists N > 0
\A)
such that \x n -11 < ε whenever n^ N, ng A. We call ft) δ the set of (δ-) nearly convergent sequences. PROPOSITION 
For any density 8, ω δ is a linear space of sequences with c Q(ύ δ .
Proof. The fact that c £ ω δ is immediate from the definition and Proposition 2.2 (ii)
. Let x and y be in ω δ and let l lf l 2 , A, B be such that δ(A) = δ(B) = 0, x --> ϊ r and ?/ --> ί 2 . By Proposition 2.3 (ii) δ(il US) = 0, and it is clear that x + y r -> I, + l 2 , consequently x + yeω δ .
The remaining linear space postulates follow easily. PROPOSITION 
Let 3 be a density. Then the (APO) holds for δ iff ω δ is closed with respect to the topology of uniform convergence on ft).
Proof. Note that the topology referred to in the proposition is not the usual linear topology of coordinatewise convergence. Assume first that the (APO) holds and let y e ω δ . Then there is a sequence {x n } in ω δ such that x n -> y uniformly. For each n there exists a real number l n and a set of natural numbers A n such that δ(A n ) -0 and x n -~"?ϊ We show that the sequence (l n ) is Cauchy and the- We now use the (APO). There exist sets B n~An such that if E\ Jΐ =1 B ί9 then δ(E) == 0. We claim that y --> I. If ε > 0 choose n
such that for all i, \xZ -y t \ < eβ and such that \l n -l\ < e/3. Since A n is contained in E (except for at most finitely many points), there is an N(=N(n)) such that, if i ^ N and HE, then igA n and \x* -U < fi/3. Hence, for i^N and igE we have and so 2/-τ=τ>ϊ. It follows that yeω δ .
\E)
Now suppose the (APO) fails to hold for δ. Then there exists a sequence of disjoint sets A lf A 2 , of natural numbers such that δ(Ai) = 0, i = 1, 2,
, and also such that for any choice of (B t ) with Bi~A if i = 1, 2, -, we have 5(UΠ=i-δi) > 0. Evidently, if we remove one set, say B jf from this union we still get the same conclusion-namely, for any j = 1, 2, , S(\J tΦj B t ) > 0. We define a sequence {x n } that converges uniformly to a sequence y, where each x n e ω δ and y g ft) δ . Let It is easily seen that x n eco δ and that \x* -y t \ < l/(n + 1), i = 1, 2, •••, so that {x n }->y (uniformly). However, if I is a real number and E is a set for which y --> ϊ, then for all but at most one w (in the case that I -1/j for some j) we have, evidently, Letting B n = A n aE, n = 1, 2, 3, , we have δ(JE) ^ δ(\Jϊ =ι B n ) > 0. It follows that ygω δ . This completes the proof.
Since the sequences x n and y defined above are bounded we immediately obtain the COROLLARY 4.5. ω δ Γ\m = ω δ r\m iff 8 satisfies the (APO).
We note that, in our prime example (ordinary asymptotic density and Cesaro summability), the space co δ nm coincides with the space of bounded strongly Cesaro summable sequences. In this case the density and the summability method are related, both being produced from the Cesaro matrix. In relating densities and summability methods in general, we are led to investigate methods that we call Λ-type summability methods. If £ is a summability method with domain, or convergence field, c s , let the strong convergence field associated with S be 
Again (P2) implies that Ύ) X and τ-y are in c°s, and therefore since c% is a subspace, \x + y\ec°s. By definition it follows that x + y e\c s \°. We omit the other details, which are routine. Note that if S is an RSM, then it follows from Propositions 4.8 and 4.9 that cQ \c s \ Q c s . Furthermore, it is easy to see that if x is a convergent sequence and if I is any real number for which \x -l\ec°s, then I = S(x) -lim^o;*. An RSM is therefore "strongly" regular. In case S is a matrix method of summability, this terminology agrees with that used in [6] (p. 191) .
We now compare the sequence spaces ω δ and \c s \ as they relate to a density δ. 5* Concluding remarks* The results are illustrated most clearly in the case of matrices. If M is any nonnegative regular matrix, it is readily seen that the summability method defined by M is an RSM and that the method is related (in the sense of Definition 4.9) to the density δ# (Proposition 3.1). By Proposition 3.2 the (APO) holds, and we therefore have |c M | Πm = ω δM flm = ύ)^(Ίm. In the special case where M = J (the identity matrix), we have \cj\n m = ω δj Γ\7n = cf]m = c. It is interesting to note here that ω δj is itself equal to c, since δj(A) -0 if and only if A is finite. (Thus the condition that x converge to I except on a set A e y°δ j is equivalent to the ordinary convergence of x to I.)
In case M = C lf the Cesaro matrix, we obtain IσJ £ ω δ and the relationship between strong Cesaro summability and ordinary asymptotic density mentioned several times previously Qa^Πm = ω δ Dm).
As a nonmatrix illustration of the results, if we let S be the summability method defined by S(x) = I if and only if (ΣΓ=ϊ+i %i)/n -* I uniformly with respect to m = 0, 1, 2, , then the convergence field consists of the space of almost convergent sequence introduced by Lorentz [5] . The associated strong convergence field is the space | ACj of strongly almost convergent sequences studied in [3] (x is strongly almost convergent in case there exists I such that (ΣΓ="ϊ+i \Xi -ϊ|)M->0 uniformly with respect to m = 0, 1, 2, •)• It can readily be checked that almost convergence is related to the uniform density function discussed in §3. Since | AC | is closed in the topology of uniform convergence, we have, by Corollary 4. However, since the (APO) fails to hold for this density (see § 3) we have the strict inclusion ΰ) M ίlmξ I AC I .
