ABSTRACT. In 1982 E.K. Sklyanin 13] de ned a family of graded algebras A(E; ), depending on an elliptic curve E and a point 2 E which is not 4-torsion. Basic properties of these algebras were established in 16], and a study of their representation theory was begun in 7]. The present paper classi es the nite dimensional simple A-modules when is a point of in nite order. Sklyanin 14] de nes for each k 2 N a representation of A in a certain k-dimensional subspace of theta functions of order 2(k ? 1): We prove that these are irreducible representations, and that any other simple module is obtained by twisting one of these by an automorphism of A. The automorphism group of A is explicitly computed. The method of proof relies on results in 7]. In particular, it is proved that every nite dimensional simple module is a quotient of a line module. An important part of the analysis is a determination of the 1-critical A-modules, and the fact that such a module is (equivalent to) a quotient of a line module by a shifted line module.
Introduction.
Fix 2 C with Im( ) > 0, and write = Z Z . Let 00 ; 01 ; 10 ; 11 be Jacobi's four theta functions associated to , as de ned in Weber's book 17, p.71]. Fix 2 C such that is not of order 4 in E = C = . Whenever fab; ij; klg = f00; 01; 10g, de ne ab = (?1) a+b h 11 ( ) ab ( ) ij ( ) k`( ) i 2 ;
and set 1 = 00 ; 2 = 01 ; 3 = 10 : We remark that 1 + 2 + 3 + 1 2 3 = 0: The 4-dimensional Sklyanin algebra is the graded algebra A = C x 0 ; x 1 ; x 2 ; x 3 ] de ned by the six relations
x 0 x i ? x i x 0 = i (x j x k + x k x j ) x 0 x i + x i x 0 = x j x k ? x k x j where (i; j; k) is a cyclic permutation of (1; 2; 3). This two parameter family of algebras was de ned and rst studied by E.K. Sklyanin in 1982 13] . In that paper Sklyanin constructs a 2-dimensional and also a 3-dimensional simple A-module and poses the problem of nding all the simple A-modules. The only obvious nite dimensional simple A-module is the trivial module A=A + ; where A + = L n>0 A n is the augmentation ideal of A. In a subsequent paper 14] Sklyanin de ned for each k 2 N f0g, an A-module V k = 2k + 00 of dimension k + 1 consisting of certain theta functions (see x3 for the precise de nition of this module), and asked if these were all the nite dimensional irreducible representations. The present paper shows that when is of in nite order, then each V k is irreducible, and all the nite dimensional irreducible representations can be constructed from the V k as follows.
The automorphism group of A acts on the space of A-modules: if V is an A-module, and ' 2 Aut(A) we write V ' for V twisted by ' (see x2 for the de nition). Our main theorem is that every non-trivial nite dimensional simple A-module is of the form V ' k .
Furthermore, a precise description of Aut(A) is given: if j j = 1, then there is an exact sequence 1 ! C ! Aut(A) ! E 4 ! 1 where E n denotes the points in E with n-torsion. If 2 C , we write V for the corresponding twisted module; if 2 E 4 we de ne (in x2) a representative ( ) 2 Aut(A), and write V (2 +k ) = V ( ) k for the corresponding twisted module. Our main result may be stated as follows (other notation will be de ned later in the introduction).
Main Theorem. Suppose that j j = 1: For each ! 2 E 2 and for each k 2 N f0g there is a (k +1)-dimensional simple module V (! +k ): The set of all the non-trivial nite dimensional simple A-modules is precisely the set of all the twisted modules V (! + k ) where 2 C : There are no isomomorphisms between these modules for distinct triples (!; k; ). Furthermore, each V (! + k ) is a quotient of the line module M(p; q) for all p; q 2 E such that p + q = ! + k .
1
The paper is organized as follows. Section 1 introduces notation, and gives a brief account of the main results from 7] and 16] which are required in this paper. In particular, an embedding of E in P 3 is described, and basic results on point modules and line modules are recalled. We also make use of the main result in 5], and this is recalled. Section 2 describes all the graded algebra automorphisms of A. There is (with one exception) an exact sequence 1 ! C ! Aut(A) ! E 4 ! 1 where C is the`trivial' subgroup of automorphisms, namely 2 C acts on A n as scalar multiplication by n . There is a closely related linear action of E 4 on P 3 which restricts to automorphisms of E in such a way that 2 E 4 acts as translation by . The action of Aut(A) on point modules and line modules is also described. Section 3 proves that each V k is a quotient of a line module (in fact V k is a quotient of the line module M(p; q) whenever p + q = k ), and that V k is simple. Section 3 also proves that the stabiliser for the Aut(A) action on V k is a normal subgroup which is isomorphic to E 2 . Section 4 proves that every nite dimensional simple A-module is a quotient of a line module, and describes all the line modules which can possibly have such a quotient. When is of in nite order, the only line modules which can have a non-trivial nite dimensional simple quotient are the line modules M(p; q) where p; q 2 E satisfy p + q = ! + k with ! 2 E 2 and k 2 N f0g. Furthermore, if p + q = ! + k with ! 2 E 2 then M(p; q) has a 1-parameter family of (k + 1)-dimensional non-trivial simple quotients, namely the twists V (! + k ) for 2 C : The results in Section 4 give information about the`fat points' for A. Section 5 proves that every nontrivial nite dimensional simple A-module is of the form V ' k . It follows that the non-trivial nite dimensional simples are in bijection with the points of N up to the action of Aut(A). This last formulation illustrates a certain similarity to the representation theory of gl(2; C ), which is satisfying because Sklyanin's original paper emphasises that A should be viewed as a deformation/quantization of the enveloping algebra U(gl(2; C )): Section 5 also classi es the primitive ideals in A, showing that the primitive spectrum is analogous to that of U(gl(2; C )):
The 4-dimensional Sklyanin algebra and higher dimensional analogues are also studied by Odesskii 3 . De ne A = T(V )=I to be the quotient of the tensor algebra T(V ) with de ning relations as in the introduction. Thus I is generated by its six dimensional subspace I 2 V V: The algebraic properties of A are intimately related to certain subvarieties of P(V ) and P(V ) P(V ): To de ne these subvarieties, we rst embed C = in P(V ).
De ne holomorphic functions g ab on C for each ab 2 f00; 01; 10; 11g as follows:
g ab (z) = ab ab ( ) ab (2z) where ab = p ?1 ab = 00; 11 1 ab = 01; 10:
De ne E = j (C = ) where j : C = ! P(V ) = P 3 is given by j (z) = (g 11 (z); g 00 (z); g 01 (z); g 10 (z)) with respect to the homogeneous coordinates x 0 ; x 1 ; x 2 ; x 3 . Sometimes it will be convenient to label the basis for V as X 11 = x 0 ; X 00 = x 1 ; X 01 = x 2 ; X 10 = x 3 : Now, we de ne The algebra A has other excellent homological properties; indeed in this respect it is as well-behaved as the polynomial ring. It is proved in 6] that A is Auslander-regular, which means that if M is a nitely generated A-module, and i 0, then j(N) i for every submodule N of E i (M). It is also proved in 6] that A satis es the Cohen-Macaulay property which means that d(M) + j(M) = 4 for all nitely generated A-modules M. One useful consequence (see 7, 2.1e]) of these good homological properties is that the socle of a graded module M, which is the trace of A=A + in M, is zero if and only if E 4 (M) = 0, or equivalently, if and only if the projective dimension of M is strictly less than 4.
In 7] a study of graded A-modules was begun. Attention was focused on the point, line and plane modules, these being the cyclic modules with Aut(A), namely the subgroup of scalar matrices, which we denote by C . If 2 C , then the corresponding automorphism will be denoted by ' ; that is ' (x) = n x for all x 2 A n .
Since I 2 may be characterised as those forms in V V which vanish on ? = S , Aut(A)=C may be characterised as the subgroup of PGL(V ) such that the induced action on P(V ) P(V ) leaves ? stable. Warning: we shall adopt the convention that ' 2 GL(V ) acts on V from the right, and on V from the left, so that h'(x); pi = hx; '(p)i; for x 2 V and p 2 V . This convention`de nes' an isomorphism PGL(V ) ! PGL(V ) = Aut P(V ) which we will use to identify these groups.
There is a natural action of Aut(A) on the category of A-modules. Let Suppose that E = C =Z Zi: Then Aut group (E) = Z=4Z, and is generated by multiplication by i: If h is not the identity, then a simple calculation shows that h( ) = implies that 2 = 0. Since this possibility is excluded, the Proposition holds in this case.
Suppose that E = C =Z Z . Then Aut group (E) = Z=6Z, and is generated by multiplication by ? : If h is not the identity, then a simple calculation shows that the only possibilities are that h is multiplication by or 2 , and = 1 3 (1 + 2 )(mod ).
Remark. The exceptional case in Proposition 2.1 can only occur when 3 = 0: In particular, it does not occur when is of in nite order. These special cases arise when 1 = 2 = 3 = p ?3; in which case there exists ' 2 Aut(A) such that '(x 0 ) = x 0 ; '(x 1 ) = x 2 ; '(x 2 ) = ?x 3 ; '(x 3 ) = ?x 1 :
We now de ne a map : E 4 ! Aut(A) such that the composition E 4 ! Aut(A)=C is an injective group homomorphism. Recall our alternative notation for the generators of the algebra, namely X 11 = x 0 ; X 00 = x 1 ; X 01 = x 2 ; X 10 = x 3 : Let (i; j; k) be a cyclic permutation of (1; In particular, each of the following ( ) 2 GL(V ) extends to an automorphism of A:
(0)(X 11 ; X 00 ; X 01 ; X 10 ) = (X 11 ; X 00 ; X 01 ; X 10 ); ( 1 2 )(X 11 ; X 00 ; X 01 ; X 10 ) = (X 11 ; ?X 00 ; ?X 01 ; X 10 );
( 1 2 )(X 11 ; X 00 ; X 01 ; X 10 ) = (X 11 ; ?X 00 ; X 01 ; ?X 10 );
2 )(X 11 ; X 00 ; X 01 ; X 10 ) = (X 11 ; X 00 ; ?X 01 ; ?X 10 );
( 1 4 (c) (d) Since E is not contained in a hyperplane any automorphism of P(V ) is determined by its action on E. Therefore the remarks at the beginning of this section, together with (2.1), imply that restriction gives an injective map Aut(A)=C ! Aut var (E). Moreover (2.1) shows that the image is contained in either E 4 acting on E by translations, or in E 4 (Z=3Z) in the`exceptional case'. The existence of shows that the image of Aut(A)=C in Aut var (E) is at least as large as the group of translations by E 4 , so this proves (d) . To prove (c) rst observe that multiplication by is of order 3. As in the remark after (3.1), there exists ' 2 Aut(A) of order 3, with ' = 2 C : Thus Aut(A)=C contains a copy of E (Z=3Z). However, by (2.1) it can be no larger than this.
Since our interest is in the case when j j = 1, the exceptional case (2.2c) cannot occur. Hence there is an exact sequence 1 ! C ! Aut(A) ! E 4 ! 1:
Twisting a graded module does not change its Hilbert series, so the twist of a point module (or a line module) is again a point module (respectively, a line module). Thus the action of Aut(A) on point modules induces an action of Aut(A) on E S (the variety which parametrises the point modules), and an action on those lines in P(V ) which are secant lines of E. As the next result shows, it is easy to check that this coincides with the restriction of the action of Aut(A)=C PGL(V ) on P(V ). x3. Sklyanin's Representations.
The rst task in this section is to de ne Sklyanin's nite dimensional modules V k . We do this after recalling some preliminary results (3.1)-(3.3) which appear in his paper 14]. The proofs of these results are fairly straightforward calculations using the addition theorems for theta functions in 17, x22]. Nevertheless, it seems to us that remarkable ingenuity was required for Sklyanin to nd the action on M(C ) described in (3.1). Indeed, we do not understand the real reason for the existence of this A-module. Nor do we fully understand the real reason for the existence of the modules V k :
Although our main interest here is when is of in nite order, a number of our results are also valid when is of nite order, so we will often work in that generality. If is of nite order, we will denote by s the smallest positive integer such that 2s = 0: If is of in nite order we declare that s = 1:
Having de ned the modules V k , we will prove in (3.6) that V k is simple whenever k < s (this includes the case where is of in nite order). A preliminary result is that V k is a quotient of a line module. The last part of this section discusses the twists of the modules V k , and the action of the center on them. Finally Theorem 3.10 gives a complete list of all the modules obtained by twisting the various V k , and proves that there are no isomorphisms between these twists. Of course, the main goal of the paper is to prove that these are all the nite dimensional modules.
The space of meromorphic functions on C is denoted by M(C ): Recall that A 1 has basis X 00 ; X 01 ; X 10 ; X 11 . If X = P ab ab X ab , then we consider X as a function on C by de ning X(z) = P ab ab g ab (z), where the g ab are de ned in x1. (c) For any k 2 N f0g , dim 2k+ 00 = k +1; and any 2k points f z j j 0 j k ?1g, there exists some 0 6 = f 2 2k+ 00 with zero locus precisely that set.
Proposition 3.3. For each k 2 N f0g, the space 2k+ 00 is stable under the A-module action on M(C ) de ned in (3.1).
De nition. For each k 2 N f0g, de ne V k to be the A-module V k := 2k+ 00 with the A-action given in (3.1). Thus dimV k = k + 1:
Remark. In some of the later proofs k = 0 is a special case. The module V 0 is just the space of constant functions, namely V 0 = C : The A-action is given by (3.1), namely X:1 = X(z) 11 (2z) ? X(?z) 11 The proofs of (3.5) and (3.6) require a result from 7, x5] which we brie y recall. Suppose that p; q 2 E and that p ? q = 2 Z:2 : Then M(p; q) has a basis e ij such that e ij 2 M(p; q) i+j , Ae ij = M(p+(j?i) ; q+(i?j) ), and if X 2 A 1 then X:e ij 2 C e i+1;j C e i;j+1 . Furthermore, X:e ij 2 C e i+1;j if and only if X(q + (i ? j) ) = 0 and X:e ij The surjectivity of will be proved by showing that f n = a n :f 0 for some a n 2 A 2n , where ff n j 0 n kg is the basis for V k described in (3.4 Proof. The result is obviously true for k = 0 so we suppose that k 1: Choose p; q 2 E such that p ? q = 2 Z:2 and p + q = k , and let ff i j 0 i kg be the basis for V k obtained in (3.4) . Let : M(p; q) ! V k be as in the proof of (3.5).
Suppose that 0 6 = f = It follows from this fact and the claim that e 2m;m is in the submodule of M(p; q) generated by the element e. Thus e 2m;2m is also in the submodule generated by e, whence (e 2m;2m ) is in the submodule of V k generated by (e) = f:
Now let 2 C 1 C 2 be such that :M(p; q) 6 = 0: Then 2m :e 00 6 = 0 since M(p; q) is critical. By the remark after 7, 5.6] 2m :e 00 2 C e 2m;2m . Since V k is contained in M(C ) it follows that acts on V k by scalar multiplication; since V k is a quotient of M(p; q) it is killed by (p + q), but by (3.1) V k is not killed by both 1 and 2 . Thus acts on V k as a non-zero scalar. Hence 2m :f 0 is a non-zero scalar multiple of f 0 : Therefore (e 2m;2m ) is a non-zero scalar multiple of f 0 . It follows that f 0 is in the submodule of V k generated by f. Since f 0 generates V k , so too does f, and it follows that V k is simple.
Remark. We have actually proved a somewhat stronger result than (3.6): if k < s then V k is simple over the (Veronese) subalgebra of A given by A (2) 
To see this rst observe that (3.5) proves that f i 2 A 2i :f 0 , so V k is generated by f 0 as an A (2) -module. Secondly in (3.6) we prove that e 2m;2m 2 A:e and since every component of e is of even degree, in fact e 2m;2m 2 A (2) :e: Hence (3.6) proves that f 0 2 A (2) :f showing that V k = A (2) :f.
Notation. In the next proof we will write a ( ) in place of ( )(a) whenever a 2 A and ( ) is one of the automorphisms in Section 2. A calculation is required to check that the image really is in V k : Having checked this, it follows that is a linear isomorphism. The Proposition follows from the fact that is an A-module map from V k to V ( ) k . This is proved by showing that (X:f)(z) = ? X ( ) : (f) (z); which is a straightforward (although potentially error prone) calculation using the identities in the rst paragraph of the proof.
De nition. Let ! 2 E 2 , and let k 2 N f0g: Choose any 2 E 4 such that 2 = !:
De ne V (! + k ) := V ( ) k . By (3.7) this is independent of the choice of :
Theorem 3.8. Suppose that j j = 1: Let ! 2 E 2 ; k 2 N f0g and 2 C : Our next goal is to show that for distinct triples (!; k; ) the corresponding modules are non-isomorphic (it is obvious that V (! + k ) V (! 0 + m ) if k 6 = m because the dimensions di er). This is achieved in (3.10), but prior to that, we need to understand the action of the center on these modules. Proposition 3.9. Let annihilates V (2 + k ). Now we look at the action of ( ) 2 on V k . We do this by writing ( ) 2 as a linear combination of 1 and ( ) 1 , and using the rst part of the proof which shows that both these act on V k as explicitly determined scalars. This method is not e ective when ab = 11, so we do that case separately.
It follows from the de nition of ( ) in Section 2 that (0) 01 (0) 2 00 (2 ) 00 ( ) 2 01 ( ) 2 2 ! The description of the action of 1 and ( 4 ) 1 on V k in the rst part of the proof, together with a calculation using 17, (4), page 77] shows that 2 acts on V k as scalar multiplication by 4 00 ( ) 2 00 (0) 00 (2 ) This is seen to be true by using the identities 17, (1), (9), (10), pages 76-77] at u = v = .
Thus the coe cient of X 2 a+1;b+1 is the same on both sides of (y). It is not necessary to compare any more coe cients because ( ) preserves the center of A, so in particular it leaves C 1 C 2 stable. Hence both sides of (y) belong to this 2-dimensional space and it follows that the claim is true.
It follows from (y), and the rst part of the proof that ( ) 2 acts on V k as scalar multiplication by 4 11 ( ) 2 00 ( ) 2 00 (0) 00 (2 ) The next part of the proof shows that for each ab 2 f00; 01; 10g this implies that is of nite order. Since this is not the case, we conclude that ab = 11.
Suppose that ab = 01. Then 11 ((k + 1) ) 4 ? 01 ((k + 1) ) 4 This section completes the proof of the main theorem by showing that there are no nite dimensional simple modules other then those found in Section 3. The proof of this depends on some preliminary results which are of independent interest.
The rst goal of the preliminary results is to relate a nite dimensional module which is not graded to a graded module. Thus (4.1) proves that a nite dimensional simple A-module is a quotient of a 1-critical graded module, and (4.2) proves that we can nd such a graded module which is a quotient of a line module. A rather simple illustration of this phenomenon occurs for the 1-dimensional A-modules: a 1-dimensional A-module is necessarily a quotient of one of the four point modules M(e i ) where e i 2 S: The modules M and N are equivalent if and only if they give isomorphic objects in the quotient category Proj(A) := GrMod(A)=tors where GrMod(A) is the category of nitely generated graded A-modules and morphisms being the A-module maps of degree zero, and tors is the full subcategory consisting of those modules which are nite dimensional. Equivalent modules have the same GK-dimension, and if they are not nite dimensional, they also have the same multiplicity.
A fat point is an equivalence class of 1-critical modules of multiplicity > 1: Thus the fat points are irreducible objects in Proj(A): In addition, the point modules give irreducible objects of Proj(A):
If`p q is a secant line, and N is a 1-critical A-module such that there is a non-zero map M(p; q) ! N of degree zero, then we say that the corresponding fat point is contained in the line`p q :
Lemma 4. Then dim(M n ) ! 1 as n ! 1: However, dim(S) < 1 so there exists 0 6 = m 2 N \ M n for some n: Thus S is a quotient of the graded module M=Am which is of GK-dimension < d. This contradicts the minimality of d, so we conclude that d 1: Since the only 0-critical module is the trivial module, it follows that d = 1. Thus S is a quotient of a 1-critical graded module.
Remarks. 1. We will make frequent use of the observation that if S is a simple quotient of a 1-critical graded module N; then S is also a quotient of every non-zero submodule of N. Remark. Since line modules are Cohen-Macaulay modules, it follows that the module N in (4.4) is Cohen-Macaulay. By (4.2) it follows that every fat point has a representative which is a Cohen-Macaulay module.
The result in (4.4) allows us to give a more precise version of (4.3).
Lemma 4.5. Suppose that j j = 1: Let ! 2 E 2 ; k 2 N f0g and suppose that p; q 2 E satisfy p + q = ! + k : Let S be a non-trivial nite dimensional simple quotient of M(p; q). Then S is a quotient of a 1-critical graded module which is a quotient of M(p; q):
Proof. Let N be a 1-critical graded module mapping onto S. Set = (p+q): Thus :S=0, and :N = 0 by Remark (2) after (4.1). Let U A 1 be such that M(p; q) = A=AU:
The argument in the proof of (4.2) shows that for some 0 6 = u 2 U there is a diagram
Furthermore, it is implicit in the above that M=Im( ) is 1-critical, and is a point module only when k = 1. This proves (c) and (d) , and we now complete the proof of (b The proof of the Main Theorem. We must prove that the only nite dimensional simple A-modules are the trivial module, and the various V (! + k ) :
Let S be a nite dimensional simple A-module. By (4.3) and (4.4) there exist p; q 2 E; ! 2 E 2 ; and k 2 N f0g such that S is a quotient of M(p; q) and p + q = ! + k : By (4.7d) S is actually a quotient of M(p; q)=K(p; q). Let Suppose that J is a primitive ideal of in nite codimension. Since A is a noetherian algebra of countable dimension over an uncountable eld, J meets the center of A in a maximal ideal. Hence J contains some J( 1 ; 2 ). Now A=J( 1 ; 2 ) is a domain of GKdimension 2, so any proper factor is of GK-dimension at most 1: However, as is well-known (see e.g. 15, 3.2] ) an algebra such as A cannot have a primitive quotient of GK-dimension 1. Therefore J = J( 1 ; 2 ).
It remains to show that each J( 1 ; 2 ) is a primitive ideal. Recall that every prime ideal of A is an intersection of primitive ideals (see 8, x9.1]). Hence if J( 1 ; 2 ) is not primitive, then it must be contained in in nitely many primitive ideals which are necessarily of nite codimension in A. Thus J( 1 ; 2 ) annihilates in nitely many of the V (! + k ) . It is an easy consequence of (3.9) that this is impossible.
