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We adopt the tight-binding mode-matching method to study the strain effect on silicene hetero-
junctions. It is found that valley and spin-dependent separation of electrons cannot be achieved
by the electric field only. When a strain and an electric field are simultaneously applied to the
central scattering region, not only are the electrons of valleys K and K’ separated into two distinct
transmission lobes in opposite transverse directions, but the up-spin and down-spin electrons will
also move in the two opposite transverse directions. Therefore, one can realize an effective modu-
lation of valley and spin-dependent transport by changing the amplitude and the stretch direction
of the strain. The phenomenon of the strain-induced valley and spin deflection can be exploited for
silicene-based valleytronics devices.
PACS numbers: 73.63.-b, 71.70.Ej, 71.70.Fk, 73.22.-f
I. INTRODUCTION
Silicene, a low-buckled monolayer-honeycomb lattice
of silicon atoms, has been synthesized on metal sur-
faces [1–3] and attracted extensive attention both the-
oretically [4, 5] and experimentally [6, 7] recently. Its
low-buckled structure supports a relatively large spin-
orbit coupling (SOC) and a sizable gap of 1.55meV at the
Dirac points K and K’ [8, 9]. The band gap of silicene can
be modulated by applying a perpendicular electric field,
thus inducing a topological phase transition as the elec-
tric field increases [10–12]. The compatibility of silicene
with silicon-based technology motivates many studies of
interesting effects, such as the spin- and valley-Hall ef-
fects [13–15], the quantum anomalous Hall effect [16, 17],
valley-spin coupling [18, 19].
The existence of the spin-valley coupling makes sil-
icene be a candidate for valleytronics. However, the SOC
is weak compared with transition metal dichalcogenides
(TMDs). The interplay of spin, valley and Berry phase
related physics in TMDs, such as MoS2 and WSe2, can
result in a valley-dependence spin Hall effect [20, 21].
Compared with TMDs, it seems that silicene is not suit-
able for switching operations in valleytronics devices due
to the weak SOC. Thus it is desirable to create a large
band gap and SOC in silicene systems so as to catch
up with TMDs in valleytronics. Recently, first-principles
calculations show that the energy band can be signifi-
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cantly modulated by applying a strain in silicene sys-
tems [22, 23]. The strain-induced band gap of silicene
structures can reach the maximum value of 0.08eV [24].
Obviously, the strain can induce a large band gap, which
is comparable to that of TMDs and suitable for switching
operations in valleytronics devices. Experimentally, one
can realize a controllable strain in silicene via deposition
onto stretchable substrates, similar to the strain effect in
MoS2 [25], or by exerting an external mechanical force.
However, the effect of the strain on the valley and spin
separation in silicene systems has not been discussed pre-
viously. In this paper, we adopt the tight-binding mode-
matching method and propose an efficient way to sepa-
rate the Dirac fermions of different valleys, thus create
a distinct spin separation by utilizing the strain and the
electric field in silicene systems. Our results show that
the valley- and spin-dependent electrons cannot be dis-
persed only by the electric field. Combining the strain
and the electric field, one can realize an effective modu-
lation of valley and spin-dependent transport by chang-
ing the amplitude or the stretch direction of the strain,
without the need for ferromagnetic materials or magnetic
fields. This phenomenon provides a novel route to effec-
tively modulate the valley and spin polarizations of the
silicene devices by utilizing the strain and the electric
fields.
Comparing with the tight-binding model, the Dirac
theory is an effective approach which can only serve as a
starting point for theoretical studies of transport in sil-
icene. It has the advantage of yielding analytical results
which capture the basic physical insights for certain prob-
lems, especially those with simplified system geometries.
However, for a general consideration, e.g., for compli-
2׎Strain 
Scattering region 
[  [  
[  
[  
[ c  \ c  
\  
Side view  
]  
¡ 
zi
EV ,  
Source Drain 
Top view 
FIG. 1: Schematic of the silicene heterojunction with an uni-
axial strain, electric field and voltage potential in the central
scattering region. The zigzag direction of the honeycomb lat-
tice (x-y plane) is always parallel to the axis x, the tension is
applied along the angle φ relative to the axis x, and the angle
Ω is defined as between the Si-Si bond and the z direction
normal to the plane.
cated geometries, or for spatially dependent variation in
the lattice configuration (e.g. due to strain or defects),
the low-energy Dirac Hamiltonian is not readily avail-
able, and one has to resort to the more general tight-
binding model. Furthermore, the tight-binding model
would automatically include higher-order terms and the
contribution of both the K and K’ valleys, and allow
for the complete band information to be captured (even
for spatially varying systems). Furthermore, the effects
of leads and other interactions (impurity scattering, etc.)
can be included systematically in the tight-binding model
combined with the non-equilibrium Green’s function ap-
proach (NEGF) and the mode-matching method. The
tight-binding NEGF formalisms form the basis of quan-
tum transport modeling of nanoscale devices [26]. It
can deal with a wide range of conductors, composed of
a scattering region and external leads, under the appli-
cation of a bias. Therefore, it is important to develop
and demonstrate the use of the tight-binding NEGF tech-
nique and the mode-matching method in this paper, due
to its more general application than that of the effective
Dirac Hamiltonian.
The paper is organized as follows. In Sec. II, we in-
troduce the system under consideration, i.e., a silicene
heterojunction under the influence of strain and exter-
nal electric field applied to the central scattering region.
We then calculate the strain-modulated hopping param-
eters based on the Slater-Koster framework, and ana-
lyze the dispersion relations. In Sec. III, we employ
the mode-matching method to investigate the spin and
valley-dependent angular transmissions. In Sec. IV, the
combined effects of the strain and the electric field on the
valley and spin separation are analyzed and discussed. A
summary is given in Sec. V.
II. MODEL AND DISPERSION RELATIONS
We consider a low-buckled silicene sheet with zigzag
direction along the axis x, in which the angle Ω describes
the amplitude of the buckling with lattice constant being
a = 3.86A˚. In the central scattering region, the silicene
sheet is stretched (or compressed) along the angle φ rel-
ative to the axis x, as shown in Fig. 1. Note that we as-
sume there exists no strain outside the central scattering
region. The silicene sheet can be described by the four-
band second-nearest-neighbor tight-binding model [9, 16]
H =
∑
iα
Vic
†
iαciα + i
tso(~ξ)
3
√
3
∑
〈〈i,j〉〉αβ
νijc
†
iασ
z
αβcjβ
−i2
3
tR2(~ξ)
∑
〈〈i,j〉〉αβ
µic
†
iα(~σ × dˆij)zαβcjβ
−t(~ξ)
∑
〈i,j〉α
c†iαcjα −
∑
iα
µiazEzc
†
iαciα, (1)
where c†iα(ciα) refers to the creation (annihilation) op-
erator with spin index α at site i, and 〈i, j〉/〈〈i, j〉〉 run
over all the nearest or next-nearest neighbor hopping
sites. The first term is the on-site potential energy, the
second term denotes the effective spin-orbit coupling with
the hopping parameter tso(~ξ), where ~σ = (σx, σy, σz)
are the spin Pauli matrix operators, and νij = ±1 for
the anticlockwise (clockwise) hopping between the next-
nearest-neighboring sites with respect to the positive
z axis. The third term represents the Rashba spin-
orbit coupling with µi = ±1 for the A(B) site, where
dˆij = dij/|dij | refers to the unit vector connecting the
two next-nearest-neighboring sites. The fourth term is
the nearest-neighbor hopping with the transfer energy
t(~ξ), where the vector ~ξ is adopted to describe the elas-
tic response for which deformations are affine [27]. The
fifth term describes the contribution of the staggered sub-
lattice potential, with 2az = 0.46A˚ being the distance
of the two sublattice planes. The relaxed equilibrium
values for the hopping parameters are t0(~ξ) ≈ 1.09eV,
t0so(
~ξ) ≈ 3.9meV and t0R2(~ξ) ≈ 0.7meV [9].
In the central scattering region, the silicene sheet is
uniformly stretched (or compressed) along the angle φ
relative to the axis x. Note that we assume there ex-
ists no strain outside the central scattering region. In
the considered Cartesian coordinates, the tension T can
be written as T = T(cosφeˆx + sinφeˆy). It is conve-
nient to represent the tension in the principal coordi-
nates Ox′y′, i.e., T = Teˆx′ . In terms of the generalized
Hooke’s law [27], the strain ǫ′ij are related to the com-
ponents of the compliance tensor, namely ǫ′ij = TSijxx,
with the indices i, j = x, y, z. For the honeycomb lattice,
we know that only five compliance tensor components are
independent (i.e., Sxxxx, Sxxyy, Sxxzz, Szzzz , Syzyz) [28].
Thus, the Poisson’s transverse ratio and perpendicular
ratio are defined as
ν‖ = −Sxxyy/Sxxxx, ν⊥ = −Sxxzz/Sxxxx. (2)
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FIG. 2: The dispersion relations are plotted as a function of the wave vector kx for (a) Ez = 0, ǫ0 = 0, the energy difference
is △E = 8.2meV, (b)Ez = 16.96meVA˚, ǫ0 = 0, (c)Ez = 16.96meVA˚, ǫ0 = 0.005, (d)Ez = 16.96meVA˚, ǫ0 = 0.05. The other
parameters are ν‖ = 0.25, ν⊥ = 2.5, φ = 30
◦ and ky = 0. The red and blue arrows refers to the spin indexes.
When the strain is applied to the low-buckled geom-
etry, the lattice deformation will result in the change of
the vectors ξℓ (ℓ = 1, 2, 3). Expanded in the first-order
approximation, the strain-dependent vectors are given by
~ξℓ = (1+~ǫ)~ξ
0
ℓ , which thus modulates the hopping terms.
Accordingly, we obtain the deformed bond length as fol-
lows
|~ξ1| =
{√2
10
ǫ0[(2 cos
2 φ+
√
3 sin 2φ)(1 + ν‖) (3)
+(1− 3ν‖ −
ν⊥
6
)] +
5
√
2
12
}
a,
|~ξ2| =
{√2
10
ǫ0[(2 cos
2 φ−
√
3 sin 2φ)(1 + ν‖)
+(1− 3ν‖ −
ν⊥
6
)] +
5
√
2
12
}
a,
|~ξ3| =
{2√2
5
ǫ0[(1− ν⊥
24
)− cos2 φ(1 + ν‖)] +
5
√
2
12
}
a.
The height is h =
√
2(1 − ν⊥ǫ0)/12. As the deforma-
tion is increased to ǫ0 = 1/ν⊥, the buckled structure is
gradually stretched to a planar structure.
For the low-buckled silicene described by s and p or-
bitals, there are four types of hopping integrals Vssσ ,
Vspσ, Vppσ and Vppπ . Within the Slater-Koster frame-
work [29], the hopping processes between the two neigh-
boring sites depend only on the bond length and the rel-
ative angle Ω. The hopping parameters in equation (1)
can be calculated in terms of the formula given in Ref.
[9], which considered the weak contribution of the angle
Ω on the hopping processes. Under the two-center ap-
proximation adopted by Slater and Koster, the hopping
integrals can be expressed as [30]
Vµ(rℓ) = α1r
−α2
ℓ exp(−α3rα4ℓ ), (4)
where µ refers to the four types of the hopping integrals,
rℓ = |~ξℓ| is the bond length, ακ(κ = 1, 2, 3, 4) denotes
the system parameters for silicene. So far, there are
no microscopic evaluations of the four parameters for
the silicene sheet from experiments and first-principle
calculations. We slightly modify the parameters ob-
tained from Environment-dependent tight-binding po-
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FIG. 3: Contour plot of the dispersion relations as a function of the wave vectors kx and ky for different strain strengths: (a)
ǫ0 = 0, (b) ǫ0 = 0.02, (c) ǫ0 = 0.05 and (d) ǫ0 = 0.1. The solid lines are equal energy contour lines corresponding to energy
values of 0.5eV, 1eV, 1.5eV, and 2eV. The parameters are Ez = 16.96meVA˚, ν‖ = 0.25, ν⊥ = 2.5, and φ = 30
◦. The blue and
red squares refer to the Dirac points of K and K’ with the value of (kx, ky, E).
tential model [30] to mimic the hopping integral of the
silicene sheet.
The Possion’s transverse ratio and perpendicular ra-
tio can change slightly with increasing strain [22]. For
simplicity, in our numerical calculation, we choose the
Possion’s ratio to be ν‖ = 0.25 and ν⊥ = 2.5. For this
case, the low-buckled silicene will be stretched to a planar
structure when the strain is close to 0.4.
We first investigate the dispersion relation of the
infinite-sized, homogeneous silicene sheet under the in-
fluence of the strain ǫ0 and the electric field Ez, as shown
in Fig. 2. In the absence of the strain and the electric
field, the energy band is spin and valley-degenerate and
has a small band gap of about 8.2meV arising from the
effective spin-orbit coupling. When the electric field is in-
creased to the critical value Ezc = tso/az = 16.96meVA˚
[see Fig. 2(b)], we find that the band gap gradually ap-
proaches to zero for up-spin electrons at K valley and
down-spin electrons at K’ valley. Correspondingly, the
spin and valley-degeneracy are broken by the electric
field. Thus the electrons can become perfectly spin-up
(spin-down) polarized at the K (K’) point under the in-
fluence of the electric field Ezc, which agrees well with the
results obtained from the low-energy theory [11]. When
the strain is applied to the silicene system, for example
when ǫ0 = 0.005, the energy difference of the conduction
band and the valence band increases to 5.6meV. With in-
creasing amplitude of the strain to ǫ0 = 0.05, as shown in
Fig. 2(d), the energy difference is significantly enlarged
to about 100meV for the two valleys. Especially, the
spin-polarization induced by the electric field is also sup-
pressed, and the dispersion relation recovers the spin and
valley degeneracy.
It is natural to consider whether the minima of energy
profile for the two valleys still concide at ky = 0 in the
presence of the strain. In order to clarify the effect of the
strain on Dirac points, we plot the dispersion relations
as a function of the wave vectors kx and ky for different
strain strengths, as shown in Fig. 3. We can see that,
when ǫ0 = 0, the Dirac points of K and K’ are located
at the points with the wave vectors (kx, ky) = (0.667, 0)
and (1.333, 0), respectively. Interestingly, the Dirac point
K moves towards the positive direction of ky axis, while
the Dirac point K’ moves towards the negative direction
with the strain increasing from ǫ0 = 0 to 0.1. Thus, the
application of strain results in a relative transverse shift
of the two Dirac cones. At the same time, the Dirac
points of K and K’ also move away from each other
along the kx direction. Therefore, the dispersion rela-
tions in Fig. 2(c) and (d) are just representing a cut of
5the Dirac cone at ky = 0, and that the energy differ-
ence between the conduction and valence bands depicted
there are not the actual band gap. For comparison, we
recall the graphene system where the strain can induce
pseudo-magnetic fields greater than 300 Tesla [31]. This
pseudo-magnetic field can be described by a gauge field A
in the low-energy approximation [32]. Correspondingly,
the Hamiltonian of the strained graphene sheet has the
form [33, 34] H = vFσ ·(~p−A/vF ), where A has reversed
signs for valleys K and K’. Considering the strain-induced
deflection of the Dirac points of K and K’, it is reason-
able to deduce that one can also adopt a gauge field to
effectively describe the strain effect in the silicene sheet.
III. CALCULATION OF TRANSPORT
PROPERTY
In order to calculate the transport property, we adopt
the method formulated by Ando [35]. The silicene het-
erojunction is divided into cells indicated by an index τ ,
which represents a minimum repeating unit, as shown in
Fig. 4. The source and drain are ideal leads that span
the cells τ = −∞, . . . , 0 and τ = S + 1, . . . ,∞. The cen-
tral scattering region spans the cells τ = 1, 2, . . . , S. The
Schro¨dinger equation of the silicene heterojunction can
be written as
−Hτ,τ−1ψτ−1 + (EI−Hτ,τ )ψτ −Hτ,τ+1ψτ+1 = 0, (5)
for τ = −∞, . . . ,∞. If each cells contains N orbitals, ψτ
is a N dimensional vector including the wave-function
coefficients of all orbitals for cell τ . Hτ,τ is the N × N
Hamiltonian matrix representing the hopping terms be-
tween sites within cell τ , Hτ,τ±1 is the N × N Hamil-
tonian matrix connecting the sites between neighboring









FIG. 4: The system is divided into cells indicated by an index
τ . Hτ,τ is the Hamiltonian matrix representing the hopping
terms between sites within cell τ ; Hτ,τ±1 is the Hamiltonian
matrix connecting the sites between neighboring cells.
cells, which can be mapped from the tight-binding Hamil-
tonian in Eq. (1).
First, we need to find the solutions of the wavefunction
in leads. Since the leads have periodic structures, the
vectors in subsequent cells satisfy the Bloch condition
ψτ = λψτ−1, (6)
where λ = eikxa is the Bloch factor with kx real for prop-
agating waves and complex for evanescent waves. Sub-
stituting this formula into Eq. (5) for left and right leads,
we can obtain the generalized eigenvalue equation:
[(
EI−Hτ,τ Hτ,τ+1
I 0
)
− λ
(
−H†τ,τ+1 0
0 I
)](
ψτ
ψτ−1
)
= 0 (7)
After solving this equation, we obtain nontrivial solu-
tions, which can be divided into propagating modes and
evanescent modes in terms of the eigenvalues [36]. The
eigenvalues of the propagating modes and the evanescent
modes satisfy the conditions |λ(±)| = 1 and |λ(±)| 6= 1,
respectively, with +/− referring to the right-going modes
and left-going modes. When |λ(+)| < 1, the eigenvec-
tor is named as right-going evanescent modes, while the
states with |λ(−)| > 1 associate with left-going evanes-
cent modes. For the propagating states, in order to dis-
tinguish the right- and left-going modes, one needs to
calculate their Bloch velocities
vn(±) = −2a
~
Im[λn(±)ψn(±)†H†τ,τ+1ψn(±)], (8)
where the sign of the velocities distinguishes right from
left propagation. Accordingly, we can distinguish the val-
leys K and K’ in terms of the wave vector kx derived from
the eigenvalue λ. The first valley K is related to the lon-
gitudinal wave vector kxa ∈ (0, π), whereas the second
valley K’ lies in the wave vector regime kxa ∈ (π, 2π) [37].
The general solution of the leads can be written as
ψτ = ψτ (+) + ψτ (−)
= Fτ−τ
′
(+)ψτ ′(+) + F
τ−τ ′(−)ψτ ′(−), (9)
where the matrices F(±) are defined as
F(±) =
N∑
n
λn(±)ψn(±)ψ˜†n(±), (10)
6
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FIG. 5: (a) The valley dependence and (b) spin dependence
of the transmission are plotted as a function of the incident
angle θ for Ez = 0 and ǫ0 = 0.005. The other parameters are
EF = 7.9meV, V0 = 8.4meV and L = 193nm.
where ψ˜n(±) are dual vectors, which satisfy the following
relations
ψ˜†n(±)ψm(±) = δn,m, ψ†n(±)ψ˜m(±) = δn,m. (11)
Note that the eigenvectors are nonorthogonal.
Next we calculate the solutions of the scattering re-
gions. By treating the effect of the leads as the bound-
ary conditions, the Schro¨dinger equation of the scattering
region can be modified as
−H′τ,τ−1ψτ−1 + (EI−H′τ,τ )ψτ −H′τ,τ+1ψτ+1
= Λ0ψ0(+)δτ,0, (12)
where the index of the cells becomes τ = 0, 1, , . . . , S, S+
1. The renormalized Hamiltonian matrices are
H
′
0,0 = H
L
τ ′,τ ′ +H
L
τ ′,τ ′+1F
−1
L (−),
H
′
S+1,S+1 = H
R
τ ′,τ ′ +H
R†
τ ′,τ ′+1F
−1
R (+),
H
′
0,−1 = 0,H
′
S+1,S+2 = 0, (13)
and other Hamiltonian matrices are H′τ,τ ′ = Hτ,τ ′ for
the indexes τ, τ ′ = 0, 1, . . . , S, S + 1. The source term is
Λ0 = H
L
τ ′,τ ′+1[F
−1
L (+)− F−1L (−)] with L/R referring to
the left and right leads.
Eq. (12) gives a set of linear equations, which can be
solved efficiently by using the block Gaussian elimination
method. We can then obtain the transmission matrix
elements tn,m by expanding the vector ψS+1(+) in modes
of the right lead
ψS+1(+) =
N∑
n
ψR,n(+)tn,m, (14)
where the incoming wave is chosen as one of the propagat-
ing modes of the left lead, namely ψ0(+) = ψL,m. After
running the vector ψ0(+) runs over all possible modes
of the left lead, namely ψL,m,m = 1, 2, . . . , N , the full
transmission matrix can be obtained.
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FIG. 6: (a)The K valley (b) and K’ valley dependence of the
transmission are plotted as a function of the incident angle θ
for different amplitudes of the strain. The other parameters
are Ez = 0, EF = 7.9meV, V0 = 8.4meV and L = 193nm.
Accordingly, the total transmission can be written as
TLR(ky, E) =
N∑
n,m
vR,n
vL,m
|tn,m|2,
tn,m = ψ˜
†
R,n(+)GS+1,0[G
(0)
0,0]
−1ψL,m(+), (15)
where G
(0)
0,0 and GS+1,0 refer to the Green’s function of
the left lead and the full system, respectively, which can
be obtained by using the iterative techniques of Green’s
function approach [36]. After obtaining the Green’s func-
tions, we can calculate the valley-resolved transmission in
terms of the corresponding eigenvalues.
Utilizing the periodical boundary conditions at the
transverse direction, we can introduce the wave vector
ky into the Hamiltonian and effectively mimic the sil-
icene sheet by using a silicene nanoribbon with zigzag
chain number of Ny = 2 [38]. The incident angle is de-
fined as θ = arcsin(ky/kF ), where the Fermi wave vector
kF can be obtained from the relation [11]
EF =
√
~2v2F k
2
F +
(
azEz −
√
t2so + a
2t2R2k
2
F
)2
, (16)
with vF =
√
3at/2 being the Fermi velocity.
IV. RESULTS AND DISCUSSION
It is found that the valley-dependent and spin-
dependent electrons cannot be dispersed by only the elec-
tric field. We thus consider the effect of the strain on the
transport properties. In the central scattering region,
the silicene sheet is uniformly stretched along the an-
gle φ = 30◦ relative to the axis x with Ez = 0. When
the strain is ǫ0 = 0.005,the transmission curve of K val-
ley is deflected upwards, while the curve of K’ valley is
deflected downwards, as shown in Fig. 5(a). Moreover,
the maximum value of the transmission is significantly
reduced to about 0.08 due to the effect of the strain.
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FIG. 7: (a) The valley dependence and (b) spin dependence
of the transmission are plotted as a function of the incident
angle θ for Ez = 16.96meVA˚ and ǫ0 = 0.006. The other
parameters are EF = 7.9meV, V0 = 8.4meV and L = 193nm.
It means that the strain can result in the separation of
Dirac fermions of K and K’ valleys, which is similar with
the deflection behavior induced by real magnetic fields in
graphene systems [39–41].
In Fig. 5(b), we see that the spin-dependent transmis-
sion is decreased to about 0.052. However, the trans-
mission profiles of up-spin and down-spin electrons are
identical and symmetric with respect to normal inci-
dence.Thus, the strain can separate the electrons of val-
leys K and K’ but cannot separate the up-spin and down-
spin electrons.
In order to clarify the effect of the strain on the valley-
dependent transport, we plot the transmission of valleys
K and K’ as a function of the incident angle θ for differ-
ent amplitudes of the strain, as shown in Fig. 6. We find
that the transmission profile of K valley is deflected up-
wards with increasing strain from 0.004 to 0.01. When
ǫ0 = 0.01, the transmission of electrons is pushed to-
wards the angular regime θ > 45◦ [see Fig. 6(a)]. Seen
from the physical picture of view, the K-valley electrons
will be scattered back the left region if the incident angle
is smaller than a certain critical angle. Correspondingly,
the transmission profile of the K’ valley is deflected down-
wards under the influence of the strain. The K’-valley
electrons will be deflected back into the incident region
when the incident angle is larger than a certain angle.
When the strain is along the zigzag or armchair direc-
tion, namely φ = 0◦, φ = 90◦ and φ = −90◦, the trans-
mission profiles have no deflection behavior, which is a
distinct anisotropy behavior for the strain modulation of
the valley current.
The above analysis show that strain can be utilized
to separate the Dirac fermions of different valleys. Since
silicene has a spin-valley correlation, it is thus natural
to think that we can separate the electrons of different
spins in the silicene sheet by applying the strain and
an external electric field. Fig. 7 gives a clear picture
of the strain modulation of spin and valley components.
When Ez = 16.96meVA˚ and ǫ0 = 0.006, the transmis-
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FIG. 8: The transmission of (a) up-spin and (b) down-spin
electrons are plotted as a function of the incident angle θ
for different angles φ. The other parameters are Ez =
16.96meVA˚, ǫ0 = 0.006, EF = 7.9meV, V0 = 8.4meV and
L = 193nm.
sion curves of valleys K and K’ still deflect upwards and
downwards, respectively[see Fig. 7(a)]. The transmis-
sion profile of up-spin (down-spin) electrons is also ob-
viously pushed upwards (downwards). This shows that
the up-spin (down-spin) component is related to K (K’)
valley. Therefore, one can separate the electrons of differ-
ent spins into two opposite transverse directions, which
can result in a strain-induced spin (valley) Hall effect
in a suitable silicene device. This phenomenon is simi-
lar with the spin-valley Hall effect reported in monolayer
graphene [42].
Similarly, the up-spin (down-spin) transmission curves
are deflected upwards (downwards) when φ = 30◦ and
φ = 45◦, as shown in Fig. 8. However, when the an-
gle is changed to negative values, namely φ = −30◦ and
φ = −45◦, the transmission profiles of up-spin and down-
spin components are pushed downwards and upwards,
respectively. When the strain is along the zigzag or arm-
chair direction, the transmission profiles of two spin com-
ponents are symmetrical with respective to the normal
incident, so the up-spin and down-spin electrons can not
be separated at these strain configurations. These re-
sults imply that one can modulate the spin polarization
by changing the stretching angle of the strain.
Since germanene also has a honeycomb geometry [13,
16] and its Hamiltonian is the same as equation (1), ger-
manene can be modeled by replacing the parameters with
t = 1.3eV, tso = 43meV, tR2 = 10.7meV and az = 0.33A˚.
The band gap induced by the spin-orbit couplings can
reach 93meV [9], which can provide a significant mod-
ulation of spin- and valley-dependent properties. We
think one can also observe the spin and valley separa-
tion in germanene systems due to its similar geometry
and low-buckling structure. The numerical trends of the
spin-valley separation due to strain in germanene sys-
tems would be the same as those shown in Figs. 5-8 for
silicene.
However, the parameters (e.g. the change in the bond
length, and the α coefficients in the Slater-Koster inte-
gral) under the influence of strain and the electric field
8would be different. Their exact values need to be de-
termined e.g. by ab initio calculations, and currently
they are not available in the literature, unlike for silicene.
However, given the larger SOC values in germanene, we
believe that one would require a relatively smaller am-
plitude of the strain to realize the same degree of valley
and spin separation in comparison with silicene systems.
Thus, in experimental investigation of germanene sys-
tems, we envisage that would be easier to realize the val-
ley and spin separation by applying similar strain and the
electric field configurations as that assumed in this paper
for the strained silicene system. This suggests that the
strain-induced valley and spin separation can in general
be observed in 2D materials with low-buckled honeycomb
structures.
V. CONCLUSIONS
In summary, we have studied the effect of the strain
and the external electric field on the dispersion relation
and the transport property of a silicene heterojunction.
It is found that the valley-dependent and spin-dependent
electrons cannot be dispersed only by the electric field.
In the presence of the strain, the transmission profiles can
be deflected to two opposite transverse directions, thus
resulting in the separation of valleys K and K’. When a
strain and an electric field are applied to the scattering re-
gion simultaneously, not only are the electrons of valleys
K and K’ separated into two branches, but the up-spin
and down-spin electrons will also move towards two op-
posite transverse directions correspondingly. Therefore,
combining the strain and the electric field, one can real-
ize an effective modulation of the valley-dependent and
spin-dependent transport by changing the amplitude and
the stretching direction of the strain. Our results may be
helpful for exploring the transport mechanism of strain
modulated silicene systems and making the new types of
the silicene-based valleytronics and spintronics devices.
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