Abstract. A confluent Vandermonde-like matrix P(a0, a, an) is a generalisation of the confluent Vandermonde matrix in which the monomials are replaced by arbitrary polynomials. For the case where the polynomials satisfy a three-term recurrence relation algorithms for solving the systems Px b and Pra f in O(n 2) operations are derived. Forward and backward error analyses that provide bounds for the relative error and the residual of the computed solution are given. The bounds reveal a rich variety of problem-dependent phenomena, including both good and bad stability properties and the possibility ofextremely accurate solutions. To combat potential instability, a method is derived for computing a "stable" ordering of the points ai; it mimics the interchanges performed by Gaussian elimination with partial pivoting, using only O(t/E) operations.
1. Introduction. Let {Pk(t)} :0 be a set of polynomials, where Pk is of degree k, and let a0, a l, O/n be real scalars, ordered so that equal points are contiguous, that is, We define the confluent Vanderrnonde-like matrix P=P(ao, al,"" an):[qo(ao),ql(cl)"'" qn(an)]6R
(n+) (n+) where the vectors qj(t) are defined recursively by [po(t), pl(t), pn(t)] r ifj=0 or aj.=/= a_ l, q(t)= d qj-(t), otherwise.
In the case of the monomials, pk(t) , this definition yields the well-known confluent
Vandermonde matrix [9] , [4] . When the points O/i are distinct we can write P (pi(txj))in,j=o, and P is referred to as a nonconfluent Vandermonde-like matrix [12 ] . For all polynomials and points, P is nonsingular; this follows from the derivation of the algorithms in 2.
Various applications give rise to confluent or nonconfluent Vandermonde or Van- [12] they are extended to nonconfluent Vandermonde-like matrices, under the assumption that the polynomials Pk(t) satisfy a three-term recurrence relation. In 2 we blend these two extensions, obtaining algorithms for solving (1.2) and 1.3 ), which include those in 5 ], 4 ], 12 as special cases. We also show how to compute the residual vector of the dual system efficiently using a generalisation of the Clenshaw recurrence.
In 3 we present an error analysis of the algorithms of 2. The analysis provides bounds for both the forward error and the residual of the computed solutions. It makes no assumptions about the ordering or signs of the points ai, and thus extends the error analysis in 11 ] .
To interpret the analysis we compare the error bounds with appropriate "ideal" bounds. This leads, in 4, to pleasing stability results for certain classes of problem, but also reveals grave instabilities in some other cases. The instabilities can be interpreted as indicating that the natural, increasing ordering of the points can be a poor one. In 5 we derive a technique for computing a more generally appropriate ordering. The method is based on a connection derived between the stability of the fast algorithms and the stability of Gaussian elimination. As a means for restoring stability, the re-ordering approach has several advantages over iterative refinement in single precision, which was used in 12 
Thus 4 is a Hermite interpolating polynomial for the data { ai, f }, and our task is to obtain its representation in terms of the basis p;(t) '= 0. As a first step, following 4 ], we construct the divided difference form of :
The (confluent) divided differences ci-f[ao, a, ai] may be generated using the recurrence relation 4 ], 20, p. 55 f[aj-k-1, ( 
2.4)
Now we need to generate the ai in (2.2) from the C,i in (2.3). We can use the recurrences in [12] , which are unaffected by confluency; these are derived by expanding (2.3) using nested multiplication, and using the recurrence relations (2.1) to express the results as a linear combination of the polynomials P2.
In the following algorithm Stage computes the confluent divided differences. We use an implementation of(2.4) from An algorithm for solving the primal system can be deduced immediately, using the approach of [4] , [5 ] , [12 ] . We will show in 3 that the dual algorithm effectively multiplies the fight-hand side vector f by P-T, employing a factorisation of p-T into the product of 2n triangular matrices. Taking the transpose of this product we obtain a representation of P-, from which it is easy to write an algorithm for computing x P-b. 
We will adopt the convention that the subscripts of all vectors and matrices run from 0 to n. The matrix Lk is lower triangular and agrees with the identity matrix in rows 0 to k. The remaining rows can be described by, for k + =< j _-< n,
for some s <j, otherwise, where ej is column j of the identity matrix. Similarly, Stage II can be expressed as
The matrix Uk is upper triangular, it agrees with the identity matrix in rows 0 to k and it has zeros everywhere above the first two superdiagonals.
From 3.1 and (3.2) we see that the overall effect ofthe Algorithm 2.1 is to evaluate step by step the product (3.3)
a Uo" "U,-1L,-I" "Lof =--P-Tf.
We adopt the standard model of floating point arithmetic [6, p. 9]" (3.4) fl(xopy)=(xopy)(l+5), lSl=<u, op=+,-,,,/, where u is the unit roundoff. In line with the general philosophy of rounding error analysis we do not aim for the sharpest possible constants in our bounds, and are thus able to keep the analysis quite short. Because of the form of Lk, straightforward application of the model (3.4) to the components of (3.1) yields (3.5)
where Dk=diag(di), with di= for 0=<i -<k, and (l-u) <=di<=(1 +u) for k+ l=<i<-n. Thus
IDk--II =<[(1 +u) 3-1]I, and hence (3.5) may be written in the form
Turning to (3.2), we can regard the multiplication a k) Uka k+) as comprising a sequence of three-term inner products. Analysing these in standard fashion, using (3.4),
we arrive at the equation
where we have taken into account the rounding errors in forming ui, +l j-ak and
Since 0) f, and (0), (3.6) and (3.7) imply that
where, on weakening (3.6), we have
IAUkI<=IUkl, IAZkl<--ulZkl, #-(l+u)4-1.
Now we make use of the following perturbation result that is easily proved by induction:
For matrices X + AXe, if lAXl <-_ Xj. for all j, then m m m
Applying this result to the difference of 3.8 and (3.3), we obtain the desired bound for the forward error.
In the course of proving Theorem 3.1 we derived (3.8), a form of backward error result. However, (3.8) is of little intrinsic interest because the perturbations it contains are associated with the matrices Uk and Lk, and not in any exploitable way with the original data { ai,f} (and, possibly, { Oj, j, ")l'j} ). The appropriate way to analyse backward error, as we will explain in 4.2, is to look at the residual, r f-Pra (cf. the similar approach taken in a different context in [7 ] ). Rearranging (3.8), (3.9) There is no subtractive cancellation in this product as long as each matrix has the alter- (6.3) ). Instability of this magnitude was diagnosed in [12] , and a heuristic explanation is given there. The present analysis reveals the source ofthe problem: the matrix factorisation at the heart of Algorithm 2.1 is, in some cases, an unstable one, in the sense that the product is unduly sensitive to small perturbations in the factors.
If the order of confluency k is positive, and the points are in increasing order, then the alternating sign condition fails to hold for at least one of Lo, "'", Lk-i. In fact, Algorithm 5.1 does slightly more than imitate partial pivoting since it chooses ao and a, rather than just a, to maximise the 1, pivot a a0. This has the desirable effect of making the output of the algorithm independent of the initial ordering of the points.
If we apply the heuristic that gn for Gaussian elimination with partial pivoting, then from (4.15) we obtain for the ordering of Algorithm 5.1 the approximate residual bound f-Prll --< dnu Thus, under the several assumptions leading to (4.15), the ordering of Algorithm 5.1 renders Algorithm 2.1 (and similarly Algorithm 2.2) backward stable.
We note that Algorithm 5.1 never produces the increasing ordering, since it sets c := max/ai. It is also interesting to note that Algorithm 5.1 is invariant under the linear transformation of the points An alternative approach to achieving backward stability is to take an arbitrary ordering of the points and to follow Algorithm 2.1 with one step of iterative refinement in single precision. This approach, advocated for general linear equation solvers in 13 ], was used successfully with the nonconfluent version of Algorithm 2.1, with Chebyshev polynomials, in [12] . However, we have no rigorous forward error bounds or residual bounds for Algorithm 2.1 combined with iterative refinement.
In terms of computational cost the re-ordering strategy is preferable to iterative refinement, since it requires only 5n2/2 multiplications in total, compared to the 7n e multiplications required for two invocations of Algorithm 2.1 and a residual vector computation. Moreover, in some applications a sequence of problems with the same, or slightly changed, sequence of points may arise, in which case the re-ordering strategy need be applied only once for the whole sequence.
In the confluent case Algorithm 5.1 can be applied to the distinct subset of the points, with groups of equal points interchanged block-wise (since condition 1.1 must be maintained). Note, however, that in this form the algorithm no longer mimics the partial pivoting interchanges, and so the theoretical support is weaker. We solved each test problem in single precision using each of the following four schemes, which we will refer to by the mnemonics indicated.
Alg" Algorithm 2.1. In Table 6 .4 we see that both iterative refinement and the re-ordering approach behave very unstably on (6.4a) in the sense of weak stability; in our experience this instability is unusual for the latter scheme. (2) The growth quantity gn for Gaussian elimination without pivoting is sometimes many orders of magnitude bigger than RES for Alg, but approximate equality can be attained, as in problem (6.2) . This behaviour confirms our expectationsmsee the comment at the end of 3.
(3) For the monomials our experience is that the forward error from Alg is usually similar to, or smaller than, the forward error from Ord.
(4) Unlike in the tests of [12] , in which usp 10 -15, we found that iterative refinement in single precision does not always yield a small residual (see Table 6 .3, for example). This does not appear to be due to errors in computing the single precision residual via Algorithm 2.3, but seems to indicate that in order to guarantee the success of iterative refinement in single precision a certain level of precision is required relative to the degree of instability (indeed this is implied by the results in [13] ).
(5) All our tests support the following heuristic, for which theoretical backing is easily given:
The computed solution from Gaussian elimination with partial pivoting applied to a linear system Ax b usually satisfies I111 --< u-libllo/llAIl, where u is the unit roundoff.
Thus, although Gaussian elimination with partial pivoting is guaranteed to produce a small residual, it is unable to solve accurately Vandermonde problems with a very large solution, such as problem (6.1). (Indeed, merely forming the machine matrix fl(Pr) may be enough to force Ilall --< u-llfll/llell for the machine problem!)
