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Resumo 
Esse trabalho trata vários problemas de controle sob a abordagem de inequações matriciais 
lineares (LMI). Um enfoque didatico é dado para a apresentação dos problemas e con- 
ceitos envolvidos. Inicialmente, conceitos básicos para a compreensão dos problemas são 
tratados. A partir desses conceitos básicos são tratados os problemas de controle em dois 
blocos: primeiramente trata-se a estabilidade de sistemas do tipo Lur°e, uma teoria que 
normalmente é relacionada com sistemas não lineares. São tratados os critérios do círculo, 
de Popov, de Brockett e Willems e de Zames e Falb. No bloco seguinte tratam-se proble- 
mas normalmente relacionados com sistemas lineares. Primeiramente são apresentadas 
algumas abordagens convexas existentes na literatura para o problema de realimentação 
estática de estados e de saída. A seguir propõe-se uma nova abordagem para esses pro- 
blemas via LMI. Na última parte do trabalho os problemas Hz e 'Hoo são abordados e o 
problema misto 'Hz /7-(oo é tratado como um exemplo da versatilidade da abordagem LMI.

xi 
Abstract 
This dissertation is focused mainly on the solution of various control problems via linear 
matrix inequalities (LMI). A didatic approach was taken for the presentation of every topic 
of this work. First we give some basic results and concepts which are necessary to the 
development of the control problems theory. Given these results, the control problems 
are presented in two blocks: the first block deal with the stability of Lur°e systems, a 
theory commonly associated with non linear systems. We focus on the cirle, Popov, 
Brockett and Willems, and Zames and Falb stability criteria. The second block deal with 
problems more commonly associated with linear systems. First we present some known 
convex solutions to the state and output feedback problems and then we derive a new 
LMI approach to these problems. In the last part of the work the LMI solutions for the 
7-[2 and H?-[oo problems are presented and the Hz / 7100 problem solution is furnished as an 
example of the versatility of the LMI approach. ` '
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Capítulo 1 
Introdução 
A teoria de controle evoluiu consideravelmente ao longo das últimas décadas, apresentando 
soluções para vários tipos de problemas. Essas soluções faziam uso de um ferramenta] 
diverso, que envolvia problemas de otimização, equações de Riccati, teoria. estatística. e 
outras mais. Certos problemas continuam, porém, sem solução geral, como por exemplo 
o problema da realimentação descentralizada de saída. 
Recentemente, o uso de inequações matriciais lineares (LMI) tem seerevelado 
muito eficiente na procura de soluções para problemas de controle. Além de possibilitar 
uma solução numérica através de métodos bastante eficientes, a formulação de problemas 
de controle na forma de inequações matriciais lineares permite o tratamento simultâneo de 
vários requisitos de desempenho e robustez, o que não era possível (de modo geral) através 
de métodos utilizados anteriormente. Devido à sua flexibilidade e eficiência numérica, a 
abordagem de problemas de controle via inequações matriciais lineares tem se tornado 
um tema de pesquisa bastante explorado. 
A principal motivação desse trabalho é colocar de forma sintética e didática 
varios resultados obtidos a partir dessa abordagem. Os problemas tratados são primeira- 
mente apresentados sob um ponto de vista mais “classico” para a seguir serem abordados 
através de LMI. Devido a ampla gama de problemas tratados, o trabalho é dividido em 
varias partes organizadas da seguinte maneira:
, 
Neste capítulo seguimos com uma breve passagem por vários tópicos sobre LMI 
em si. No capítulo 2 introduzimos vários conceitos e alguns resultados necessários para 
o desenvolvimento dos problemas de controle que seguem. De especial interesse são as 
seções sobre passividade e descrição de incertezas. 
No capítulo 3 tratamos da estabilidade de sistemas do tipo Lur°e. São abordados 
os critérios do círculo, de Popov, de Brockett e Willems e de Zames e Falb. Esses resul- 
tados são normalmente tratados sob uma abordagem não linear, mas como poderemos 
notar a solução LMI para esses problemas é bastante similar àquela fornecida para outros 
problemas, como por exemplo o problema Hz. 
No capítulo 4 tratamos de problemas de performace e restrições estruturais. Pri- 
meiramente é abordado o problema da realimentação estática de saída. Uma abordagem 
intuitiva para o tratamento via LMI desse problema é fornecida através do tratamento de 
sistemas lineares onde C' = [I 0]. Essa abordagem é então estendida para que se pos- 
sam tratar sistemas com qualquer representação de estados. De posse desse resultado são 
tratados os problemas 'Hz e Hoo, e a seguir as soluções desses problemas são combinadas
1
2 CAPÍTULO 1. INTRODUÇÃO 
para o tra.tamento do problema. misto Hz/HW. 
Finalizamos o trabalho co1n três apêndices. No primeiro damos uma breve passa- 
gem pela. teoria. de análise convexa. No segundo abordamos espaços vetoriais, com ênfase 
na teoria. de Lebesgue que, apesar de necessária, raramente é tra.ta.da. nas referências. 
O terceiro contém resultados diversos que, apesar de interessantes e importantes, torna.- 
riam o texto principal muito extenso e moroso. Esses resultados são apresentados em um 
apêndice para que oleitor interessado não precise recorrer a outras referências consta.nte- 
mente. 
1.1 Definição e um pouco de história 
Este trabalho tem como tema. principal a aplicação de LMI.em problemas de controle. 
Mas o que é uma LMI? Uma LMI é uma Inequaçâo Matricial Línearl, uma inequação na 
seguinte forma: 
TN» m@âa+zEa>o un 
15:] 
onde :r G Rm é a variavel e F, = F; G IR"×" são matrizes constantes. O problema 
de encontrar uma solução ar tal que F(x) > O é chamado um problema de_fact1Íbz`l1Ída‹le 
LMI. Embora. a formulação pareça bastante específica, veremos que ela encontra. muitas 
aplicações na teoria de controle. 
A utilização de LMI no ramo de controle é bastante antiga. J a em 1890 Lyapunov 
(ver [43] para uma tradução de seu trabalho original) utilizou uma LMI para. determinar 
a. estabilidade de sistemas lineares, no que talvez seja a mais famosa LMI utilizada em 
controle2: e 
A'P+PA<0 
Como sabemos, e Lyapunov provou, para verificarmos se essa LMI tem soluçao 
P > O basta escolhermos qualquer matriz Q > O e resolvermos a equação A'P-f-PA-l-Q = O. 
Se encontrarmos P > 0, então a LMI tem solução. ,Caso contrario, não existe P positiva 
definida que satisfaça a LMI.
V 
Essa abordagem do problema de LMI, a de tentar resolve-las de forma algébrica, 
foi a principal durante muito tempo. Talvez isso se deva ao fato de que algoritmos para 
resolvê-las de forma. eficiente não estivessem disponíveis. Não obstante, as propriedades 
dessas inequações foram estudadas por muitos autores. Willems, em 1971 [64], estudando 
o classico problema LQR associado a equação de Riccati A'P + PA - (PB + S')R`1(S + 
B' P) + Q = 0, verificou que ele poderia ser resolvido através da LMI 
{AP+PA+Q PB+s}>0 s+B@ R - 
Varios outros problemas, desde que expressos' na forma de uma equação de 
Riccati, podem ser colocados de forma automática como uma LMI, como será. visto na 
1Mais conhecidas pela sigla do inglês Linear Matrix Inequalities. 
2Não é difícil transformarmos uma LMI com variáveis matriciais na forma (1.1). Para um exemplo de 
como fazê.-lo consulte a seção C.6.
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seção 1.2, a.través do complemento de Scliur. Assim, resultados como o da verificação da 
positividade real [2] podem ser facilmente colocados nessa formulação. 
Uma grande vantagem de colocar problemas na forma. LMI é a de que varios 
problemas podem ser resolvidos conjuntamente: se possuirmos k restrições na forma LMI, 
é facil notar que um problema. equivalente é dado por 
F(a2) = diag{ F0(a:),F1(x), - - - ,F¡,(a:)} > 0, 
ou seja, exigir que varios problemas na forma de uma LMI sejam sa.tisfeitos simultanea- 
mente é também um problema na forma de uma LMI. 
Um grande passo para a popularização de LMI foi a descoberta de algoritmos 
eficientes para encontrar a solução das mesmas. Algoritmos como o de Nemirovskii [48] 
são capazes de resolver problemas envolvendo LMI em um espaço de tempo bastante curto 
em comparação com os métodos antigos. Aos poucos programas matemáticos começam 
a incluir esses algoritmos, tornando-os disponiveis para os usuarios em geral. Durante o 
desenvolvimento desse trabalho surgiram inclusive “pacotes” computacionais destinados 
especificamente ã solução de LMI. Para a solução dos exemplos desse traballio foi utilizado 
o programa. Scilab, que inclui em sua distribuição um desses pacotes, e utiliza o método 
primal-dual para a. solução das LMI. Há bem pouco tempo atrás o trabalho de solução 
dessas LMI seria muito maior, incluindo implementação de algoritmos, entre outras coisas. 
1.2 Propriedades de LMI
p 
Utilizaremos aqui algumas noções sobre funções e conjuntos convexos. Caso o leitor não 
esteja familiarizado com essas noções deve consultar antes o apêndice A. 
1.2.1 Linearidade 
Em primeiro lugar devemos ressaltar a diferença entre a inequação F > O e a função 
F A inequação é claramente não linear em ac, pois equivale a exigir que os autovalores 
de sejam positivos, e os autovalores de F(:c) são, salvo estruturas muito peculiares, 
altamente não lineares com respeito ã variavel zc. Tratemos então da função_ 
Como podemos notar, a função F(a:l colocada na forma (1.1) não 6 linear em 
fc. De fato, podemos chegar a essa conclusão notando que F(0) = F0 # 0. Na verdade, 
a equação (1.1) é afim em ag¿ Dizemos que uma relação é afim quando ela mapeia retas 
paralelas em retas paralelas e pontos finitos em pontos finitos. O nome LMI vem na 
verdade da seguinte inequação:
V 
TI'L 
f(z.,,z) = fmz) â Foz, + 2 > 0 (12) 
7 i=1 ' 
essa sim com .T linear em Í = [xo x']'. O que consegue-se mostrar é que qualquer 
problema na forma (1.l) pode ser representado na forma (1.2) através de uma simples 
transformação: 
Lema 1 Seja .7-`(:íc) = diag{x0,.7-`(5:)}. Então Í 'resolve .7-'(52) > 0 se e somente se tem.-se 
F(a:/mg) > 0.
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A prova. é como segue: se > O tem solução, então .T-(Azi) > O também 
tem com Í: = [1 m']'. Por outro lado, se > 0 tem solução, então F(.r/120) > 0. 
Cabe nota.r que, se .7:(a;0,."c) > 0 tem solução com :rg = 0, então sempre existirá. uma 
outra solução tal que :rg 7É 0, bastando multiplicar ac por um escalar positivo grande o 
suficiente. I 
Assim, a. inequação (l.1) é comumente chamada. de LMI, apesar de nào o ser 
.strictu sensu. Um nome mais correto para a definição seria. Inequação Mat1vÍcfÍal Afim, 
nome prat_ica.mente não utilizado na literatura. 
1 .2.2 Convexidade K 
Talvez a propriedade mais importante das LMI seja a de que 0 conjunto solução ff ‹¬o1zrve.z'o. 
A prova é como segue3: sejam y e z dois pontos que satisfazem a inequação (1.1)._ Seja 
at = ay + (1 - a)z, onde Õ É oz É 1. Substituindo na definição temos 
Fo + 2 Ewz =\.F0 + 2 Fz~(01yz~ + (1 - 0z)2z) = 
1:1 2:1 m m r 
Fo+21*¬z“2z~+cYZFz'(3/z'-2z°) = 
1:1 z=1 
m m 
(1 -cy) (F0+2F',-z,-) -{-a <F0+2Fz'yz') >0 
z 1 z 1 
e a. prova esta completa, pois concluímos que ac também é soluçao da LMI. Essa pro- 
priedade é fundamental no desenvolvimento e aplicação de algoritmos eficientes para a 
solução de LMI. 
1.2.3 Complementos de Schur . 
Os complementos de Scl1ur na verdade não são uma propriedade das LMI, mas sim uma 
propriedade de matrizes que é extremamente útil em varias aplicações. Os resultados 
que seguem podem ser encontrados em [10], entre outros. A prova pode ser inferida de 
resultados da teoria das matrizes [23], e não sera feita aqui. 
Lema 2 (Complemento de Schur) Seja R+ a pseudo-inversa da matriz R. As seguintes 
mequaçôies são equivalentes: 
Q 5] ' ' ls' R 2° 
-Rzo, Q-sR+s'zo, su-RR+)=o 
Lema 3 (Complemento de Schur para ínequaçõcs estrítas) As seguintes inequações são 
equivalentes: 
o[š?,, Ê]>0 
3Na verdade, basta notarmos que afinidade implica convexidade. A prova que forneceremos é mais 
rigorosa mas também simples.
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z R > 0, Q - .5'R"1S' > 0 
Um ponto interessante a ser notado é que o complemento de Schur não se aplica 
à, expressão Q + SR`1S' > O a menos que R < 0. V 
~ ~ 1.2.4 Relaçao com equaçao de Riccati 
Como visto na seção anterior, é facil transformar uma inequação de Riccati em uma 
LMI. Mas o que acontece com equações de Riccati? A relação entre as duas já haifia 
sido esboçada em [64], mas um resultado mais completo e abrangente, tanto para o caso 
contínuo quanto' para o caso discreto, pode ser encontrado em [52].- Consideremos a. 
equação 
_ 
V
i 
1z(P) z A'P + PA - (.C' + PB)R-1,(C + B'P) + Q 
' 
(13) 
com as seguintes suposições: 
°Q=Q' 
oP=P' 
oR=R'>O 
'_ o O par (A, B) é estabilizável. 
Dizemos que uma solução P4. da equação 'R,(P+) = 0 é máxima se, para toda 
P tal que 72(P) = O tem-se P+ 2 P. Uma das propriedades da equação 'R(P) = O é 
a de que se existir uma solução maxima, então esssa solução é única. A relação entre a 
equação e a inequação de Riccati é fornecida pelo seguinte resultado
i 
Teorema 4 Seja 'R,(P) definido como anteriormente com as suposições já feitas. Seja o 
conjunto solução S definido como 5 Ê {P : P = P', 7Z(P) V2 O}. Então, se 5 # (Ô, 
o Existe P+ G 5 que satisfaz R(P.¡.) = 0, e_ ainda P.¡_ e' 0 elemento máximo do conjunto 
5. 
0 Todos os autovalores de A-BiR`1(C'+B'P+) estão no semi-plano fechado esquerdo. 
Para a prova, consultar [52]. Uma condição suficiente para que 5 (Ô é a 
conhecida 
,
H 
n 
~ Q Ui > 
r 
- ic R - 0* 
que garante ainda. que P+ 2 0. dA prova é simples: se a condição é satisfeita, então 
R(0) = Q - C'R`1C' 2 0 (por Schur), e portanto 0 G S. Do teorema anterior segue-se 
que P+ 2 0. -
_
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1.3 Métodos de solução 
Existem varios métodos numéricos para a solução de LMI. Boa parte deles d_eriva. direta- 
mente de métodos para a. solução de problemas lineares. Apesar de muito estudados, não 
existiam, até pouco tempo, métodos realmente eficientes para a solução desses problemas. 
Em geral, os métodos existentes têm complexidade exponencial4, e por isso se tornavam 
inaplicaveis mesmo em problemas de média dimensão. 
Recentemente, porém, surgiram algoritmos de complexidade polino1nia.l para a. 
solução desses problemas. Esses algoritmos propiciaram, pela primeira vez, a. possibilidade 
de aplicação de LMI em problemas de grande dimensão. Vamos descrever aqui 0 método 
primal-dual e o método projetivo para a solução de LMI. Os exemplos desse trabalho 
foram resolvidos com o método primal-dual implementado no programa Scilab. O método 
projetivo é utilizado no programa MATLAB. 
O material dessa seção não é necessario para a compreensão do restante do 
trabalho, e sua leitura. pode ser omitida sem prejuízo para o leitor. O que seguem são 
breves descrições para que o leitor interessado possa ter uma. idéia do funcionamento dos 
métodos. 
1.3.1 Método projetivo - Algoritmo de Nemirovskii 
Descreveremos aqui a utilização do método projetivo para a solução de LMI, mais especifi- 
camente para a. solução do problema (1.1). O algoritmo descrito aqui pode ser encontrado 
em [48], onde os autores também solucionam o problema de otimização linear. Daremos 
nessa. seção uma. descrição com mais ênfase na idéia do método, e o leitor interessado em 
provas as encontrará. em [48]. Antes de descrevermos o método necessitamos de algumas 
definições:
A 
o S é um espaço de matrizes simétricas com uma estrutura bloco-diagonal definida. O 
produto escalar nesse espaço é definido, para P > O, como < X, Y >p= tr(PXPY). 
A respectiva. norma é HXHP = (tr(PXPX))%. Note que, se P = I, então teremos a 
norma. Frobenius para o espaço. 
0 'P é o cone de matrizes positivas semidefinidas contido em S. Denotamos o interior5 
de 'P como int 75'. 
0 Associamos a definição de F(x) o mapa linear :r ›-› .Fx de R" em S tal que F(:c) = 
fa: + F0. Pode-se mostrar que, definindo-se uma nova variavel u = [:z:' a]' pode- 
se transformar o problema (1.1) em um problema do tipo Zzlu > 0. Assim, por 
simplicidade, vamos sempre considerar que 0 problema (1.1) esta representado da 
forma .7~`:z: > 0. Chamaremos de E a imagem de .7-Í 
4Sem grande rigorismo podemos dizer que um método tem complexidade exponencial se o tempo 
necessário para a solução pode ser expresso em algo como t = a”, onde a é constante e ar é o número 
de variáveis envolvidas. Da mesma forma, um método tem complexidade polinomial se o tempo pode ser 
expresso como t .-: p(x), onde p é um polinômio em 1:. 50 conjunto das matrizes positivas definidas em S.
, ~ 
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o Projeção ortogonal na métrica < -,' >p: dado X 6 S, a sua projeção X* em E é 
definida como sendo a única solução que satisfaz a condição - 
' 'VYeE,<X+-X,Y>p=O 
e pode ser calculada, para X > 0, pelo problema de mínimos quadráticos 
- min ||.7'_a:-X||p. xëk"
_ 
Temos agora condiçoes de introduzir a idéia básica do algoritmo: dado 0 cone 'P 
com vértice na origem e E que passe pela origem, encontrar uma matriz X na intersecção 
de E e int P. Esse problema possui interessantes propriedades geométricas [48]. O ponto 
factível é dado então pela solução de fx = X. ~ i 
A solução para esse problema pode ser obtida através do seguinte algoritmo: 
1. lnicializa-se k = 0 e Xk E 'P, e.g., Xk = I. 
2. Calcula-se a projeção XL* na métrica'< -,- >Xk-i.
_ 
3. Se X ,Í > O o algoritmo esta terminado e uma solução factível é fornecida pela 
solução de fx = XI. 
4. Se não, calcula-se 
Xzíil = Xzí? - vkX;*(X;“ - Xk)Xz:* 
onde 7;, é um escalar que faz com que det(Xk`_:1) 2 §det(Xk`1). Faz-se k = k + 1 e 
volta-se ao passo 2.
i 
r Prova-se que, se o problema for factível, então o algoritmo encontra uma solução 
em um número finito de passos. Se não for, então o algoritmo em princípio não tem fim, 
a não ser que um critério de parada seja introduzido. O valor 7;, do algoritmo pode ser 
calculado pela seguinte expressão: ` 
' 1 
'Yk : ¿ 1 1+ max ,\ (X,;12(X,g“ _ X,,)Xg15){ 
onde é o conjunto de autovalores de determinada matriz. 
Uma das vantagens do algoritmo de Nemirovskii é que, para uma precisão fixada, 
existe um critério de parada que garante que o problema não tem solução, ou seja, que 
uma solução pode existir mas que esta além da precisão confiável. A 
1.3.2 Método primal-dual _ 
Descreveremos brevemente o método primal-dual de otimização tratado em [61]. Não 
entraremos em detalhes, pois esse não é o objetivo desse trabalho. Apresentaremos apenas 
o desenvolvimento principal, que fornecerá conhecimento suficiente sobre 0 método e as 
condições que devem ser satisfeitas para que possamos aplica-lo. Esses conhecimentos se 
revelam úteis quando utilizamos as implementações computacionais do mesmo. Assim 
como no algoritmo de Nemirovskii, necessitamos primeiro de algumas definições:
8 
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o S e 'P são definidos como no algoritmo de N emirovskii, mas com P = I nas definições 
de norma e produto interno. 
o A soma direta X G9 Z é dada por 
X o X@Z'lo zl* 
e a soma direta de dois subespaços (.^/lx,/\/íz) de S é dada por MX EB MZ = 
{X€BZIX€J\/lX,Z€.^/lz}. ' 
o O complemento ortogonal de um subespaço M de S é dado por M* = {Z G S : 
<X,z>=ovXeM}. 
O algoritmo primal-dual busca a minimização simultânea dos dois seguintes 
problemas (consideramos que as matrizes de S têm dimensão n × n): 
min(C,X) X E X 
min(Z,D) Z E Z 
onde_CeD pertencema5, X = 'Pfi(.M+D), Z = 'Pfi(M*+C), e./\/I éum 
subespaço de S. A minimização em X é chamada de problema primal, e a minimização 
em Z é o problema dual. Embora esse problema não pareça com um problema LMI, 
podemos mostrar que qualquer conjunto de inequaçöes de Riccati pode ser colocado na 
forma descrita. Para maiores detalhes o leitor pode consultar [61]. 
Uma matriz X é dita primal-factível se ela pertence a X, e de dual-factível se 
pertence a Z . O conceito de estritamente factível se aplica quando, além da restrição 
anterior, tem-se que a matriz está. no interior de 'P. Para um par de matrizes factíveis 
(X, Z) define-se a distância dual para os problemas primal e dual como sendo (X,Z). 
Essa distância possui interessantes propriedades, entre elas a de sempre ser positiva e de 
ser um limitante superior da distância de X e Z à soluçao ótima dos problemas primal e 
dual (X*, Z*), ou seja, 
(CBX)-<C,X*> S (X›Z> 
(z,D>-<z*,D) 5 (X,z) 
Para a aplicação do método, supõe-se que sãovfornecidas duas matrizes estritamente fac- 
tiveis X0 e Z0 para os problemas primal e dualô. Essa hipótese implica em que 
o int X e int Z nao sao vazios. ' ' 
o Os problemas primal e dual são limitados inferiormente em X e Z. 
o Os problemas são solucionaveis. 
Das afirmações acima pode-se concluir que uma matrix X é solução para o problema 
primal se e somente se existir uma matriz dual-factível Z tal que (X , Z ) = 0. O mesmo 
é válido para o problema dual. Assim, os dois problemas se reduzem a um único 
O 
mân<X, Z) z X e X, Z ê z, (1.4) 
6Encontrar essas matrizes é um problema em separado, que não trataremos aqui.
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cujo valor ótimo é conhecido e igual a zero. Para a solução desse problema empregamos a 
conhecida função barreira F(X = log det X '1. Uma função barreira é um recurso muito 
utilizado em otimização, e tem como principal característica tender a infinito a medida 
em que X se aproxima do limite do espaço utilizável. Nesse caso, o espaço é 'P. Como 
temos duas variáveis, utiliza-se a função barreira F(X) + F(Z). Para um dado a > 0 
definimos o centro analítico dessa função como o par que soluciona
_ 
m1z1F(X) + F(z)z X e X, Z e 2, <x,z> z a. (1.õ) 
Pode-se provar que, quando oz tende a zero, o centro analítico tende ã solução do problema 
(1.4). Os valores de (X, Z) que solucionam (1.5) para um dado a formam o que chamamos 
de caminho dos centros. Dado um par factível (X, Z), a função 
\II(X, Z) : nlog(X, Z) +F(X)+F(Z) - nlogn 
é um limitante superior para a distância entre (X, Z) e o caminho dos centros. Mais pre- 
cisamente, ela é um limitante superior da distância entre (X, Z) e a solução de (1.5) para 
oz = (X, Z). Podemos mostrar que \l1(X, Z) tende a infinito na fronteira da região 'P G5 'P. 
Essa função é de difícil tratamento matemático, pois não é convexa (nem quasiconvexa), 
a não ser para (X, Z) constante. Assim, o que se faz é minimizar a função 
‹I›<X. Z) = zz×/H1‹›g<X. Z> + MX, Z), 
onde rt 2 1 é fornecido a priori. Prova-se que o mínimo dessa função satisfaz o problema 
(1.4). O parâmetro ,u pode ser interpretado como a distância relativa que os valores 
(X, Z) terão do caminho dos centros ao longo do algoritmo. Nota-se em [61] que o valor 
de \I¡(X, Z) tende a uma constante proporcional a p ao longo das iterações. Por' outro 
lado, a velocidade de convergência do algoritmo aumenta a medida em que se aumenta ,u. 
O algoritmo para a minimização de <I>(X, Z) é como segue: Define-se Y = X QB Z. 
Dados p, c > O a ser utilizado como critério de parada e um escalar O < 6 < 0.35, 
1. Encontrar ÕY G M EB M* tal que 
(5)/›VÕ(X›Z)> > 0_ 
1 ||Y-šõw-%|| r 
2. Encontrar p,q G IR tais que 
X-põX€'P,Z-QÕZEP 
<I>(X - p‹$X,Z - qõZ) Ê <I>(X, Z) + log(1 + 0) - 0 
3. Atualizar Y = (X - pÕX) G9 (Y - qdl/). 
4. Caso (X, Z) É 6, considera solução encontrada. Caso contrário, volta ao passo 1. 
Para resolver o passo 1 precisamos resolver um problema de minimizaçao quadra- 
tica. O passo 2 é resolvido através do método de Newton. Não vamos abordar a solução 
dos passos do algoritmo aqui. O principal esforço computacional encontra-se no passo 
1, e várias maneiras de resolvê-lo existem. Por último esclarecemos que o parâmetro 
9 representa um compromisso entre número de iterações e esforço computacional por 
iteração. Para maiores detalhes consultar [61].
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1.4 Inequações matriciais bilineares 
A colocação de problemas na forma LMI fornece imediatamente meios eficientes de solução 
através de algoritmos numéricos. Mas essa colocação nem sempre é possível, e por ve- 
zes, quando conseguida, torna praticamente impossível a introdução de mais restrições na 
forma LMI. Um exemplo clássico é a estabilização de sistemas por realimentação de esta- 
dos: Como será visto na seção 4.1.1, a colocação deste problema na forma LMI nos obriga 
a fazer uma mudança de variáveis que acaba por “esconder” o ganho de realimentação, 
que não aparece de forma direta na LMI resultante. Na síntese pelo critério de Popov 
(teorema 55) nem essa mudança de variavel faz com que tenhamos uma LMI. Esse tipo 
de dificuldade faz com que soluções alternativas sejam procuradas de forma a tornar o 
ferramental mais flexível. Introduziremos nessa seção o conceito de ínequação matrícial 
bz'lz`near7. 
O conceito de BMI foi introduzido por Safonov em [56], mas equações na forma 
de BMI já eram conhecidas e estudadas anteriormente. Urna BMI pode ser expressa de 
forma muito similar a uma LMI, da seguinte forma: .
_ 
71-: ny 
FBM1(.'12,y) 'Ê Z: Ê.'I7¡y_¡F¿,¡' > Ú 
i=0 j=0 
Como podemos notar, essa formulação é bem mais flexível do que a formulação 
LMI. De fato, a formulação é tão flexível que praticamente qualquer problema de controle 
oriundo da teoria de sistemas lineares pode ser colocado na forma de uma BMI (em 
particular, os problemas de estabilização via realimentação de estados e de saída podem 
ser expressos através de BMI - ver exemplo 142). Infelizmente a BMI não apresenta 
propriedades fundamentais da LMI, como por exemplo a convexidade. Para um problema 
de BMI podem existir ótimos locais não globais, e nem sequer uma solução para o problema 
de factibilidade está disponível. A formulação é, de fato, bastante ambiciosa no sentido de 
generalização de problemas. Essa generalidade faz, porém, com que seja difícil vislumbrar 
uma solução para o mesmo. De toda forma, alguns resultados já foram obtidos para 
problemas na forma de BMI [57]. 
7Mais conhecidas por BMI, do inglês' Bílinear Matrix Inequalities.
Capítulo 2 
Conceitos básicos s 
ou 
2. 1 Introduçao 
ç 
.
- 
Antes de iniciarmos a descrição dos problemas e de suas soluções via LMI necessitamos 
de alguns conceitos básicos para a compreensão dos problemas de controle propriamente 
ditos. Esse capítulo trata exatamente desses conceitos, e a abordagem LMI já se mostra 
útil em alguns dos mesmos (veja, por exemplo, a seção 2.6). 
2.2 Setores 
Definiremos oque é um setor para 0 caso monovariável e logo após estenderemos essa 
definição para o caso multivariável. O caso monovariavel nos dá, como é de costume, uma 
interpretação gráfica que facilita a compreensão da definição. Essas definições podem ser 
obtidas de várias fontes, em particular de [19] e [67]. 
Definição 5 Seja gb : IR -› IR, com d›(0) = 0. 'Dizemos que qö 6 setor (k1,kz) (utilizaremos 
o abuso de notação gb G (k1,k2)) se e somente se k1y2 < yd>(y) < kzy2,Vy G IR com y 76 0. 
De forma similar, diz-se que ¢ 6 [k1,kz) se e somente se klyz É y¢(y) < kzy2,Vy G IR 
com y 76 0. V 
Existem varias formas de expressarmos as condições mencionadas. Cada uma 
dessas formas é útil em determinadas deduções. As seguintes condições são equivalentes: 
1. kl 5 ¢›(y)/y 5 kz, vi af 0
i 
2. lay” 5 :u¢(y) S kzi/2, Vy 6 IR 
3- [¢>(y) - k1y][¢(y) ~ kzyl S 0, Vu G R 
4- [¢(y) - ¢y]2 S fil!/2'|¬ Vy G IR 
onde 
1 1
V 
- C Ê + kz), T' Ê _ kl), klkz = C2 '_ T2
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Em particular, a terceira condição de setor é útil, por exemplo, quando desejamos 
colocar a condição de setor na forma de uma LMII. A interpretação grãfica da condição de 
setor monovariável é a seguinte: a função ¢ deve permanecer na região delimitada pelas 
retas com declividade kl e kz no plano IR2.
\ 
Ê: 
\ 
<: \$ se N)
F 
/I
1 
. IU 
,ff
Í 
,z /tz 
Figura 2.1: Condição de setor monovariãvel 
Essa interpretação está ilustrada na figura 2.1. Assim, torna-se claro, por exem- 
plo, que a função <;5(y) = y3 pertence ao setor [0, oo). A função ¢(y) = sin(y) pertence ao 
setor (-1, 1]. Na verdade, ela pertence a setores ainda menores, como pode-se verificar 
graficamente. 
Passemos agora para a condição de setor multivariavel. Nesse caso, passaremos 
a trabalhar em um espaço de Hilbert (veja apêndice B). 
Definição 6 Seja H um espaço de Hilbert. Seja qb : H -› H com ‹i>(0) = 0. Sejam 
k1,kz G IR com kz 2 kl. Então as seguintes condições de setor são equivalentes: 
(¢>(y) - k1y,¢(y)- kz:/> S 0, Vi/ € H 
|I¢(y) - C1/H? S rzllr/II2, Vy 6 H 
com 
V {c=%(k1+kz) <:{k1+kz=2c 
7`=%(k2-kl) k1k2=C2-T2 
As definições fornecidas até agora tratam de operadores sem memória, ou seja, 
ainda não podemos trabalhar com a idéia de setor para funções de transferência. Essa 
idéia sera necessária adiante, quando tratarmos dos critérios de estabilidade para sistemas 
Lur°e. Para definirmos a idéia de setor para funções de transferência definiremos primeiro 
o conceito de conicidade: ` 
Definição 7 Dizemos que um operadorz Q' e' cônico interior se ||(Ç:v)T - c:cz¬|| É r||xT|| 
para algum par (c, r) e para todo T 2 0, onde o subscrito T representa o truncamento da 
função após T (ver seção
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Figura 2.2: Região para condição de conicidade 
Para funções de transferência, a definiçäo equivale a exigir que o gráfico de 
Nyquist de G(s) esteja dentro do círculo de raio r e centro em c. A definição de setor 
pode ser agora estendida da seguinte forma (para 0 caso monovariável)
~ Definiçao 8 Dizemos que um operadorg pertence ao setor [c- r,c+ r] se e somente se 
ele e' cônico interior para os parâmetros c e r. V ' › 
- Para maiores detalhes sobre esse conceito consultar [67]. Passamos diretamente 
para as operações com setores. 
Setor-produto . 
O que acontece quando colocamos em série dois operadores que estão contidos em di- 
ferentes setores? No caso de operadores sem memória o procedimento é simples: basta 
realizarmos o produto de intervalos dos setores correspondentes. Assim, se ‹i>1 E [a1, B1] e 
<Í>2 G [ozz,fiz], então ¢› = ¢1‹;5z G [a,,3], onde o intervalo [a,fl] é definido por 
[avg] Ê lmy I :E G iai»/Õllv y 6 la2vÚ2l} 
Mas o que acontece se um3 dos operadores for uma função de transferência? Infelizmente 
não existe um resultado geral para esse caso. Para algumas classes de operadores podemos 
derivar resultados interessantes. Citaremos aqui apenas um dos resultados, obtido por 
Zames [67]: A ' 
Lema 9 Sejam os operadores ¢ sem memória e a função de transferência G'(s) = L:-+ z\, 
com À e k positivos. Então, 
o Se gb e' positivo, então ¢Q e' positivo4. 
- ¢ G la,/31 ~› ¢Q e[a,fl1×[0»k1 
Outros resultados podem ser obtidos da mesma referência. 
IA colocação na forma de uma LMI se dá através do procedimento S [10]. 
2Que pode ter dinâmica. 
3Nos casos que consideraremos será importante apenas tratarmos da conexão de um operador sem 
memória com um com memória. 
4Sem rigorismo, podemos dizer que d› é positivo se ¢ G [0,oo), e H(s) é positivo se ReH(jw) 2 0Vw 
(ver seção 2.6).
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eu 2.3 Descriçao de incertezas 
Os métodos de controle clássicos consideram, quase sempre, que 0 modelo que utilizamos 
'para o sistema o representa perfeitamente. E claro que essa hipótese não se verifica na 
realidade, ou seja, o comportamento do sistema real raramente será o comportamento, 
previsto através do nosso modelo. Para que possamos obter garantias a respeito de esta- 
bilidade e performance devemos, portanto, levar em conta de alguma forma as incertezas 
do nosso modelo. Ao longo do trabalho utilizaremos modelos lineares, da forma 
ózn) z Azn). 
Normalmente, incertezas nesse tipo de modelo são introduzidas permitindo que a matriz 
A pertença a um conjunto A. Dependendo da definição desse conjunto temos varios tipos 
de descrições de incertezas. As definições fornecidas aqui podem ser obtidas de várias 
fontes, em particular de [17]. 
2.3.1 Descrição por intervalos 
A descrição de incertezas por intervalos considera que o conjunto .Á é definido como
Í A : {A 5 A : A0 + ZqíAivqí É lqíminvqímaxllfl 
i=l 
onde as matrizes A0,__,~ são conhecidas. O conjunto .Á também é conhecido como matriz- 
intervalo. Incertezas do tipo intervalo podem também ser consideradas para funções de 
transferência polinomiais através do resultado de Kharitonov. Como esse resultado é 
interessante e útil, trataremos brevemente dele a seguir. 
A partir da definição de polinômios-intervalo enunciaremos o resultado obtido 
por Kharitonov e definiremos o conceito de plantas-intervalo. Esses conceitos, aliados 
ao resultado de Kharitonov, são bastante úteis para a análise de sistemas incertos. Um 
tratamento resumido dos resultados pode ser encontrado em [24]. Para um tratamento 
mais completo deve-se consultar Todos os resultados e definições aqui enunciados 
podem ser encontrados no primeiro. 
Polinômios-intervalo ' 
Primeiramente introduziremos a definição de estrutura de incertezas independentes, para 
logo após definirmos os polinômios-intervalo: 
Definição 10 (Estrutura de Incertezas Independentes) Um polinômio p(s,q) descrito por
i 
;l"l= s P(S, q) = 
,_ 
'(‹1)S 
tem uma estrutura de incertezas independentes se a,~ depende apenas da z'-ésima compo- 
nente do vetor q.
p
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~ Definiçao 11 (Polinômios-intervalo) A família ' 
V 
75'={P(S,‹1)=‹1€Q} 
e' uma família de polinômios-intervalo ou, simplificadamente, um polinômio-intervalo, se 
1. p(s,q) tem estrutura de incertezas independentes. 
2. os coeficientes a,- são contínuos em q,-. 
3. q G Q, onde Q é um hiper-retângulo. 
E Como podemos notar, essa definição geralmente é conservativa para aplicações 
práticas, uma vez que poucos problemas reais possuem incertezas que levem a descrições 
onde apareçam polinômios-intervalo (na maior parte das vezes os modelos que obtemos 
não possuem uma estrutura de incertezas independentes). ` 
Plantas-intervalo 
Embora a definição de plantas-intervalo não seja necessária para enunciarmos o teorema de 
Kharitonov, vamos introduzi-la aqui porque essa definição segue logicamente a definição 
de polinô_mios intervalo. Essa definiçao será utilizada para definirmos os critérios de 
estabilidade para sistemas incertos, mais adiante. 
Definiçao 12 (Plantas-intervalo) Definimos uma familia de plantas-intervalo, ou sim- 
plijicadamente, uma planta-intervalo, como 
A N(~“>' fl) g1={G(s,q,r)=~2N€N,D€P}, 
~› 
›. 
onde /V e D são polinômios-intervalo. 
Teorema de Kharitonov V 
Estamos aptos a enunciar o teorema de Kharitonov. Ele nos da condições de determinar 
a estabilidade de um polinômio-intervalo em um número finito de passos. Para enunciar 
o teorema, introduziremos a definição dos polinômios de Kharitonov. 
Definição 13 (Polinômios de Kharitonov) Seja 'P uma família de polinômios-intervalo 
descritos por - 
z P(5,‹1)= Zla§»aÍlSi- 
1:1 
Definem-se os quatro polinômios de Kharitonov como 
;U$1;U:fl 
/5/À/-\/-\ 
Cnfnfl/:Cn 
\_/\_/\_/ç/ 
:ag +afs+a§ls2+a¡Ís3+a;.s4+--- 
=a3'+aÍ's+a;s2+a§s3+a,Ís4+--- 
:aff+afs+a§s2+a¿Ís3+aÍs4+--- 
=a§+aÍs+a§s2+a§s3+a;.s4+--- 
Teorema 14 (Teorema de Kharitonov) Uma familia de polinômios-intervalo com grau 
invariante e' estável se e somente se os seus quatro polinômios de Kharitonov são estáveis.
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2.3.2 Incertezas politópicas 
Nesse caso, o conjunto .Á é definido como um domínio convexo fechado 
Í j 
“ A={A=A=Z'qâAf›2qâ=1›qé>0}› 
f i=1 i=1 
onde as' matrizes A, são conhecidas. Pela formulação do conjunto .Á pode-se notar que 
as matrizes A, são os vértices de um politopoã. Essa formulação é, talvez, a de mais fácil 
introdução na abordagem LMI, sendo utilizada por vários autores. 
2.3.3, Limitada em norma 
Temos agora 
` A=.A(A)={A:A=A0+EAH}, 
onde A0, E e H são matrizes conhecidas e A é uma matriz bloco-diagonal, com cada bloco 
A¿ satisfazendo ||Ai É 1. Pode-se interpretar esse tipo de descrição como uma descrição 
via domínios convexos elipsoidais, ou uma descrição politópica com número infinito de 
vértices. Cabe notar que o campo numérico dos blocos A,~ não foi definido, apenas que 
HA,-|| É 1. Assim, podemos ter A,~ pertencente ao campo dos complexos ou reais, e essa 
diferença pode ser crucial em termos dos resultados obtidos, como veremos em outra 
seção. Existem ainda duas divisões para esse tipo de descrição de incertezas: ' 
Incerteza estruturada e não-estruturada 
Como estamos impondo uma estrutura (bloco-diagonal) em A dizemos que A é uma 
incerteza estruturada. Caso, porém, não exista restrição na estrutura de A, dizemos que 
A é uma incerteza não-estruturada. 
2.3.4 Matching conditions 
Descrições do tipo matching conditions refletem a forma como a incerteza é introduzida no 
modelo. Essa forma normalmente é feita através de uma restrição estrutural. O exemplo 
mais conhecido de matching conditions ocorre com o sistema :ir = Aa: + Bu onde A e B 
são matrizes incertas descritas pelos seguintes conjuntos: 
= Z A: A0+B0A1} 
. 'zõ'zB(A2)z{BzB=B0+B0Az} 
onde A0 e B0 são matrizes conhecidas, e A1 e A2 representam os elementos incertos que 
podem ser limitados em norma ou pertencerem a um politopo. 
5Um politopo é um poliedro convexo, que pode ser imaginado como um poliedro onde não existam 
“entradas” .
A
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2.4 Definições de Estabilidade- 
2.4.1 
_ 
Abordagem Lyapunov 
O conceito de “estabilidade” é intuitivo porém impreciso. Para «trabalharmos de forma 
inequívoca com esse conceito devemos formular definições mais precisas. As definições 
aqui listadas podem ser encontradas em [59] ou em [62]. - 
Sistemas autônomos - _ 
Para esse trabalho estamos de fato interessados nas definições para sistemas não autôno- 
mos, ou seja, sistemas da forma si' = f(:1;(t),t), onde ac G IR". Começaremos, porém, com 
as definiçoes para o sistema autônomos 
ii 
. 
z1= = f<z‹f›› ~ (2-1) 
por serem mais intuitivas. A partir daí, as extensões para sistemas não autônomos serao 
introduzidas naturalmente. Primeiramente faremos duas definições que facilitarão o de- 
senvolvimento: 
o BR é a região esférica definida pelo conjunto {:c : < R}, onde = \/:c'a:. . 
o SR é a esfera em si, ou seja,»o conjunto {:c : = R}. 
Os pontos de equilíbrio do sistema (2.l) são todos os pontos onde = O. 
Consideraremos, sem perda de generalidade, que a origem é um ponto de equilíbrio desse 
sistema. Assumiremos também que o sistema possui, para uma dada condição inicial, 
somente uma solução. Feitas as suposições podemos finalmente partir para as definições' 
de estabilidade: . ~
_ 
Estabilidade: O ponto de equilíbrio a: = 0 é dito estável se, para qualquer R > 0, existir 
um escalar r(R) > 0 tal que 
zz(0) e B, => zz(¢) e BR, vt 2 0. - 
Se, para algum R, nao for possível encontrar r que satisfaça as condiçoes, entao o 
ponto de equilíbrio é dito instável.
_ 
Estabilidade assintótica: A origem é dita localmente assintoticamente estável se ele 
for estável e ainda existir 1' > O tal que ‹ 
~ 
z(o) 5 B, => um .~z(¢) = 0. t-›oo 
Estabilidade exponencial: O ponto de equilíbrio zu = 0 é localmente exponencialmente 
estável se, para suficientemente pequena, existirem a > O e z\ > O tais que 
W > 0› |Iw(f)|| É 0‹I|w(0)lI@`”-
_ 
6Alguns autores empregam os termos autónomo e não autónomo para diferenciar sistemas com ou 
sem funções forçantes. Nesse trabalho adotamos a nomenclatura das referências citadas, onde sistemas 
com funções forçantes são ditos forçados.
is 
E 
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Se, nas definições de estabilidade assintótica e exponencial, for possível satisfazer 
as condições para qualquer estado inicial (em outras palavras, se B, = IR"), entao 0 ponto 
de equilíbrio é dito globalmente assintoticamente/exponencialmente -estável. Para sistemas 
lineares, a estabilidade assintótica local implica em estabilidade exponencial global. 
Sistemas não autônomos 
Passaremos agora a tratar sistemas não autônomos, descritos pela equação 
` 
ás = f(:1:(t),t) (2.2) 
Para esses sistemas torna-se importante o conhecimento de mais um parâmetro, o tempo 
inicial, que será representado por to. Os pontos de equilíbrio são aqueles que satisfazem 
f (:c(t), t) = O para todo t 2 to. Assim como nos sistemas autônomos, consideraremos que 
a origem é um ponto de equilíbrio e que o sistema tem apenas uma solução dados :v(t0) e 
to. A extensão das definições, como, seria de se esperar, é feita mutatis mutandis através 
da introdução do parâmetro to. 
Estabilidade: A origem do sistema (2.2) é dita estável em to se, para todo R > 0, existir 
r(R,t0) > 0 tal que 
v 
É Br => É BR, 2 tg. 
A diferença entre essa definição e a para sistemas autônomos está na dependência 
de r em relação ao tempo inicial. Caso para algum R não existir 1° que satisfaça a 
condição o ponto de equilíbrio é dito instável. 
Estabilidade assintótica: O ponto de equilíbrio as = 0 de (2.2) é localmente assintoti- 
camente estável em to se ele for estável em to e existir r(t0) > 0 tal que 
` 
:1:(t0) G B, 2 lim x(t) = 0. t->O0 
Estabilidade exponencial: O ponto de equilíbrio :v = 0 é exponencialmentevestável se 
existirem oz > 0 .e À > 0 tais que, para ||:v(t0)|| suficientemente pequena, 
nz‹f>n s «z¡|z‹fz›||@-^<'-*°>, W 2 to.
~ 
Estabilidade assintótica global: A origem é globalmente assintoticamente estável em 
to se ela for assintoticamente estável para todo :v(t0). 5 
Uniformidade ' ' 
Os conceitos de estabilidade para sistemas nao autônomos têm como característica a 
incômoda presença do tempo inicial. Para que possamos utilizar essas definições sem a 
preocupação com esse parâmetro (0 que é praticamente imperioso na prática) o conceito 
de uniformidade é introduzido. Cabe notar o seguinte: 
0 Para sistemas autônomos, todas as propriedades de estabilidade são uniformes. 
Daí a distinção só tem sentido quando tratamos de sistemas não autônomos. Para a 
estabilidade simples a extensão para estabilidade uniforme não introduz dificuldades.
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Estabilidade uniforme: A origem do sistema (22) é uniformemente estável se o parâ- 
metro 1' da definição puder ser escolhido independentemente de to, isto é, 'r =~r(R). 
Para a estabilidade assintótica precisamos definir ainda a convergência uniforme. 
A idéia é que os estados do sistema, saindo de uma região BR” deslocam-se para uma 
região menor BR, após um tempo T independente de to e la permanecem. A definição 
matematica será dada depois. - 
Estabilidade assintótica: O ponto de equilibrio x = O é localmente uniformemente 
assintoticamente estável se ele for uniformemente estável e existir uma região BBO 
independente de to tal que 
x(to) E BR, á a:(t) -+ 0 uniformemente em to. 
Convergência uniforme: Dizemos que os estados convergem uniformemente em to se, 
para todo par (R1, R2) tal que 0 < R1 < R2 § Ro, existe um tempo T(R¡, R2) > 0 
tal que, para todo to 2 0, 
.'B(t0) E BR, => $(t) E BR2, Vi 2 to -I~ T. 
Para a estabilidade assintótica uniforme global basta substituir BR0 por IR" na 
definição. Dos conceitos vistos, o mais forte e restritivo é o de estabilidade exponen- 
cial. De fato, se um sistema for exponencialmente estável7 então ele será uniformemente 
assintoticamente estável. 
'
V 
2.4.2 Abordagem I/O 
1 . E suposto, para essa seção, que o leitor possua alguma familiaridade com os espaços LIP. 
Caso contrário, recomenda-se a leitura do apêndice B. Os conceitos aqui definidos podem 
ser encontrados em [62] ou ainda, de forma mais rigorosa, em [19]. 
Osvconceitos de estabilidade I/O são definidos nos espaços .C,,(1R+), que deno- 
taremos simplesmente por .C,,. As normas nesses espaços são as usuais. Para o caso 
multivariavel definimos o espaço [fz como todos os vetores f = [ fl fz -- - f,,]' tais 
que f,~ G Lp. A norma é definida como
i
2 
nfnp = (2 nf.~n:) 
Sob essa definição, .CQ é um espaço de Hilbert. 
Antes das definições de estabilidade necessitamos “estender” os espaços LIP: 
Definimos o truncamento de uma função f no intervalo [0, T] como sendo 
f(t)_{á'(t) se0§t§T, V T í 
alhures. 
7Quando dizemos que um sistema é estável estamos nos referindo, na verdade, ao seu ponto de 
equilíbrio (2: = 0).
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Definição 15 (Espaço LP estendido) O espaço .Cp estendido (ou extensão de ISP) consiste 
de todas as funções f : IR¿+ -› IR tais que fT 6 .Cp para todo T finito. Representamos esse 
espaço por LW.
V 
A seguir enunciamos alguns fatos importantes sobre os espaços EPE: 
o Para todo p É ['1, oo] o espaço .CW é um espaço vetorial linear. 
o Apesar dos espaços ,Cp serem normados, o espaço .CPE não é. 
o Para um dado p, fT||,, é função não decrescente de T. 
- o Uma função f pertence da .Cp para um dado p se e somente se existir um número m 
finito tal que ||fT||,, É m para todo T 2 0. 
Podemos agora partir para as definições de estabilidade. Consideraremos que 
uma relação binária em um conjunto X é um subconjunto de X2. Se A : X -› X é um 
mapa, então A define uma relação binária RA = {(:z:, Ar) : xt G X}. 
Definição 16 (estabilidade Cp) Seja R uma relação binária em Em. Então R é dito 
.Cp-estável se 
V(a:,y)€ R, 1:6 £,,=> y€LÍ,,. 
Se, além disso, existirem escalares finitos 7,, e bp tais que 
V(fv,y) 6 R, I 6 fizz => Ilyllzz S ^×z›I|2lIz› + bz» f 
então R é dita .Cp-estável com ganho finito. Por fim, R é dita L, estável com ganho finito 
e zero bias se for ,Cp-estável com ganho finito e bp = 0. 
Como seria de se esperar, dizemos que o mapa A : CZE -› 536 é £,,-estável se e 
somente se RA em ,Cpe for LIP-estável. Se o mapa A é linear, então ele é Lp-estável com 
ganho finito se e somente se ele for .Cp-estável com ganho finito e zero bias. 
O ganho ,Cp é definido, para relações binárias LIP-estáveis com ganho finito, 
como sendo o mínimo valor de 7,, tal que exista um bp 2 0 que satisfaça a condição de 
estabilidade com ganho finito. Para relações estáveis com zero bias a definição é a mesma, 
apenas tomando-se bp = 0. ' 
_ 
Por fim cabe notar que não é exigido, nas definições de estabilidade, que 
seja de fato uma norma. Assim, podem-se definir também conceitos similares para os 
espaços Lp. Essas definições são utilizadas, por exemplo, em [19]. A escolha entre as duas 
definições (estabilidade fip e Lp) depende apenas da necessidade ou não de se trabalhar 
em espaços normados. r ` 
2.4.3 Relação -Lyapunov-I/O 
Forneceremos aqui as relações entre as abordagens I/ O e de Lyapunov apenas para siste- 
mas lineares, pois essas fornecem um sentimento suficiente da relação entre as duas. Para 
sistemas não lineares o leitor pode consultar [62].
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Os resultados podem ser resumidos nos dois seguintes teoremas: - 
Teorema 17 Seja G(s) estabilizável e detectável. Então G(s) e' .Cos estável se e somente 
se ele for assintoticamente estável. 
Teorema 18 Seja 0 sistema G'(s) assintoticamente estável. Então ele é Lip estável para 
todo p G [1,oo]. 
2.5 Estabilidade de sistemas incertos 
Sabemos que, para sistemas lineares conhecidos , uma condiçao necessária e suficiente 
para a estabilidade assintótica é a de que exista uma matriz P > 0 que satisfaça 
- A'P+PA<0. 
Caso a matriz A seja incerta, necessitamos de novas definições de estabilidade. As mais 
utilizadas são as seguintes:
_ 
Estabilidade robusta: um sistema é robustamente estável se ele for assintoticamente 
estável para todo A E Á, isto é, se 
VA€.Á,ÉlP>0:A'P+PA<0. 
Estabilidade quadrática: um sistema é quadraticamente estável se 
_ 
ÊlP>0:VA€.Á,A'P+PA<0. 
A diferença entre as duas definições é que aide estabilidade quadrática exige que a mesma 
matriz P garanta a estabilidade para todo o grupo de incertezas. O conceito de estabili- 
dade quadrática pode incluir incertezas variantes no tempo, ao contrário do de estabilidade 
robusta.
I 
Se as incertezas em A são politópicas, a verificação de estabilidade quadrática 
é feita através de um problema de factibilidade LMI. De fato, se o politopo de incertezas 
tem j vértices, então o sistema será quadraticamente estável se e somente se existir uma 
matriz P > O tal que r , 
A;.P+PA.-<o, z'=1...j, 
onde as matrizes A¿ são os vértices do politopo de incertezas. possível verificar que a 
factibilidade desse problema implica na estabilidade do sistema para toda matriz perten- 
cente ao politopo: cada uma dessas matrizes pode ser representada pela soma ponderada 
dos vérticesldo politopo, ou seja, A = 2,- À,-A,-. Multiplicando cada LMI pelo respectivo 
À e somando as j LMI temos 
2,. ,\,+1;P + 2,- À,~PA.- < 0.
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Como P é constante tem-se que 
(Êâ ×\z'Az')/P + Piz' ›\z'Az' < 0» 
donde A' P + PA < O para qualquer A pertencente ao politopo. Esse procedimento de 
prova é quase um padrão para O tratamento LMI de incertezas politópicas, e por isso não 
sera repetido nesse trabalho. 
Quando a descrição de incertezas é feita via limitação em norma (seção 2.3), um 
resultado bastante interessante pode ser derivado em termos dos conceitos de estabilidade 
robusta e quadrática. Esse resultado pode ser melhor compreendido através do diagrama 
da figura 2.3. 
ii 
,_ 
:-:': :':`:`: : : :-1-:'¡§`:`:í:': : : : : 2 :-1 t iv:-:«: :-:-: : :-: :-:-: :-:v: :':-:-: :::-: : : : :›: : : :›; '-:V1 : : 1: :vz z z : : 1 1: : z: H -:‹t-I 
Figura 2.3: Relações entre conceitos de estabilidade 
Esse diagrama é feito considerando-se a descrição de incertezas via limitação em 
norma com incertezas estruturadas, fazendo-se a distinção do campo numérico da variação 
de A. Em [55] os autores provaram que nenhuma das cinco regiões do diagrama é vazia. 
Isso implica em que, por exemplo, estabilidade robusta para variações complexas de A 
não implique em estabilidade'quadrá,tica para variações reais de A. Ficou em aberto, no 
mesmo trabalho, apenas a diferenciação entre as regiões D e E do diagrama (isto é, não 
se sabe se de fato as regiões D e E são realmente distintas). 
O resultado interessante ocorre quando tratamos de incertezas não estruturadas. 
Nesse caso, pode-se provar que a estabilidade quadrática de um sistema para variações 
tanto nos reais quanto nos complexos é equivalente ã estabilidade robusta para variações 
complexas. Esse resultado permite o tratamento desse tipo de incertezas via LMI através 
do critério do pequeno ganho, que sera visto adiante. . 
2.6 Positividade e passividade 
Dois conceitos muito importantes na analise de estabilidade são os de passividades e posi- 
tividade, com as respectivas extensões para passividade estrita e positividade estrita. Os 
8Também chamado de hiperestabilidade
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conceitos de passividade são formulados para sistemas bastante gerais, que englobam, por 
exemplo, sistemas não-lineares e variantes no tempo. As definições apresentadas podem 
ser encontradas em [19] ou ainda em [62] e [44]. As definições de passividade e positivi- 
dade estão fortemente ligadas ao comportamento físico do sistema. Essa ligação se dá. em 
termos da energia consumida pelo mesmo. Para compreender essa ligação apresentaremos 
uma forma simplificada de uma das várias definições encontradas na literatura:
~ Definiçao 19 (passividade)[38] Um sistemaé passivo se ele nunca gera energia no se- 
guinte sentido: a energia fornecida para o sistema nunca e' inferior à energia associada 
ao produto da entrada pela saida do sistema. » 
Para alguns sistemas essa definição permite uma idéia física. Em circuitos 
elétricos, por exemplo, onde injetamos tensão e medimos corrente, essa idéia pode ser apli- 
cada. A mesma idéia física nos leva a um conceito intuitivo para passividade/ positiviade 
estrita, a de que o sistema sempre dissipe energia. Uma das definições encontradas na 
literatura para positividade estrita é a que segue: 
~ ~ Definiçao 20 (positividade estrita)[¿2] Um sistema e' estritamente positivo se sua funçao 
de transferência pode ser sintetizada como a impedância de um circuito dissipativo, isto 
é, -um circuito composto de resistores, capacitores dissipativos e indutores dissipativos. 
Está. claro que um sistema que satisfaça essa definição sempre dissiparã energia. 
Mas considere, por exemplo, um circuito composto de um resistor, um capacitor ideal e 
um indutor ideal em série. Esse circuito sempre dissipará energia, mas não se encaixará. na 
definição dada. Esse tipo de dificuldade levou a várias definições. Em [3S],_por exemplo, 
foram fornecidas três definições para passividade estrita. 
2.6.1 Definições no domínio tempo 
Seguimos, então, com definições no domínio tempo. Antes de mais nada, seguimos com 
algumas definições básicas (para maiores detalhes ver o apêndice B ou [19] e [49]): 
o .C2 (1R+) é o espaço das funções- f : RJ, -› IR" quadraticamente integraveis em 1R¿+, ou 
seja, o espaço das funções que satisfazemg 
/0°° f(ú)'f(i)di < oo. 
Definimos o produto interno nesse espaço como 
‹z.i> z /O 
O produto interno (x, y)T é o mesmo, apenas com a integral tomada entre 0 e T. A 
= norma é definida como = 
QA definição rigorosa encontra-se no apêndice B.
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O LÍ§”e(]R+) é o espaço das funções cuja extensão pertence a Lg para todo 
T E 1R.¡.. A extensão de uma função em T é definida como . 
~ 
fT<f> Ê {ã§<“ Ãíhiísf* 
. Podemos agora enunciar as definições: . ' 
Definição 21 (Passividade) Um operador Ç : Lga -› Lga é dito passivo se existir um 
escalar B E IR tal que
p 
V 
(zz,gz)T 2 5, Vw e ./Lga, VT e ni, (2.3) 
Definição 22 (Passividade estrita) Um operador Q : .Cge -› .Cge e' dito estritamente 
passivo se existirem fl E IR e Õ > 0 tais que 
<z,øz>T 2 õ||zzT||ä +ø, vz e Liz, VT 6 it (24) 
Existem ainda mais duas definições para passividade estrita, mas não são muito utiliza- 
das na pratica. Essas definições podem ser encontradas em [38], e são apresentadas no 
apêndice. _ ' 
Cabe notar que, para um sistema linear ser estritamente passivo, ele deve ser 
bipróprio ou impróprio [44]. Se o sistema for estritamente próprio, teremos Qu: tendendo a 
zero nas altas freqüências e nãoexistira Õ > 'O que satisfaça (2.4). Para sistemas lineares, 
podemos considerar sem perda de generalidade que ,B = 0 [19]. Utilizando O que sabemos 
de setores é possível notar que, para sistemas não-lineares do tipo Qd' = g(:c), tem-se que g 
é passivo se e somente se g G [0, oo), e g é estritamente passivo se e somente se g E [c, oo), 
com e > 0. 
Os conceitos de passividade nos levam a um resultado muito importante, co- 
nhecido como teorema da passividade ou ainda lema da passividade, que enunciaremos de 
forma simplificada: 
Teorema 23 (Teorema da passividade) A conexão via realimentação negativa entre um 
operador passivo e um estritamente passivo e' Lyapunov estável”. 
Para maiores detalhes pode-se consultar [19] ou ainda [62]. Esse teorema não é de grande 
utilidade para os nossos propósitos, pois garante apenas aestabilidade no sentido de 
Lyapunov.
V 
Consideremos agoraapenas sistemas lineares invariantes no tempo. Para esses 
sistemas costuma-se trabalhar com O conceito de positividade real. Esse conceito foi 
definido no classico [66] no domínio tempo, e posteriormente a equivalência' no domínio 
freqüência foi derivada em Um bom resumo das definições e condições derivadas para 
O domínio freqüência pode ser encontrada em [32] e em [34]. Interpretações da idéia de 
positividade podem ser encontradas, por exemplo, em [63] e [42]. Daremos primeiro a 
definição de Zames no domínio tempo (caso escalar) que, apesar de ser menos útil na 
nossa análise e válida para sistemas não-lineares, é facilmente relacionavel com O conceito 
de passividade: ' ` ' 
1°Para a definição de estabilidade -,no sentido de Lyapunov ,consultar a seção 2.4.1.
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Definição 24 {Positividade dominio tempo) Seja um operadorç : .C-2 -› fiz, e sejam y, u 
tais que y = Qu.. Então Q e' dito positivo real se
_ 
U 
i 
2 
/Ooo a(i)y(i)‹a 2 0 
Como podemos notar, essa definição possui uma forte relação com a condição 
de passividade: se o operador Q for linear e causal, então as definições de positividade e 
passividade são equivalentes [19]. A diferença das definições se encontra em seu domínio: 
o conceito de passividade é definido para o espaço fize, enquanto o de positividade é feito 
em cima do espaço Lg. Para sistemas lineares, as duas definições sao equivalentes. A 
positividade pode também ser definida em termos de função de transferência, o que será, 
feito a seguir. Cabe notar que, para a positividade estrita, surgem dois conceitos distintos, 
e que a diferenciação entre os dois nem sempre é ressaltada. 
2.6.2 Definiçoes no domínio freqüência - 
Tratarernos agora de sistemas lineares, onde os conceitos de passividade e positividade 
passam a ser equivalentes. 
Definição 25 (Positividade/passividade) Uma função de transferência G(s) é positiva 
real se as seguintes condições _forem satisfeitas: 
'o G(s) for analítica para ¶Ê[s].> 0. › 
o G*(s) = G(s*) para §R[s] > 0. 
o G'(s*) + G(s) 2 O para §R[s] > 0. 
Definição 26 (Positividade estrita forte) Uma função de transferência G(s) éfortemente 
estritamente positiva real se G(s - e) for positiva real para _a_lg,um_.‹í > 0. 
Definição 27 (Positividadä .estrit-a .fraca)"Uma_ função .de transferêvzcia G(s) e' fraca- 
mente estritamente positiva real se ela for assintoticamente estável e ainda, para todo w 
finito, G(jw) + G'(-jiu) > 0. 
Definição 28 (Passividade estrita) Uma função de transferência G(s) é estritamente 
passiva se, para todo w 2 0, existir uma constante 6 > O tal que 
G(iw) + G*(iw) 2 61- 
As definições podem ser obtidas de várias referências, entre elas [2], [19] e [42]. 
Normalmente, o conceito de positividade estrita forte é tomado como sendo simplesmente 
positividade estrita (por exemplo em [39]). Na verdade, o conceito de positividade estrita. 
forte impõe, além das condições da fraca, que [42] 
uli_1}gOw2 (G'(jo.›) + G'(-jw)) > 0 
e é portanto mais restritivo. Esse fato permite a derivação do seguinte resultado [44]:
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Lema 29 (Lema 'da positividade) A conercão via realimentação negativa de um sistema 
positivo e um fortemente estritamente positivo É assintotieamente estável. 
'O mesmo não pode ser afirmado para o caso da positividade estrita fraca”. A dificuldade 
está. na não equivalência entre positividade estrita e passividade estrita. Como foi notado 
em '[4/ll, para. sistemas lineares com as definições dadas anteriormente temos que 
o Qualquer versão da positividade estrita implica em passividade do sistema. 
' 0 Nenhuma. das versoes da positividade estrita implica em passividade estrita. 
Esses fatos tornam a aplicação do lema da positividade, sem restrições adicionais, muito 
difícil para sistemas lineares, pois as verificações via variáveis de estado para passividade 
estrita não podem ser utilizadas para testar a positividade estrita. E 
2.6.3 Lema da positividade real 
Pouco tempo depois de Zames, condições necessárias e suficientes para que um operador 
G(s) fosse positivo foram derivadas em termos de variáveis de estado. Dare111os aqui as 
condições enunciadas por Anderson em [2] e as extensões para positividade estrita. que 
podem ser encontradas em [39] e [42]: 
Teorema 30 (Lema da positividade real - Anderson) Seja G(s) uma função de trans- 
ferencia descrita por G'(s) = C'(sI - A)`1B + D, controlavel e observavel, com pólos no 
semi-plano esquerdo ou simples no eixo imaginário. Então G'(s) é positiva real (denota- 
rem.os por G(s) 2 0) se e somente se existirem matrizes P > 0, W e L tais que 
A'P + PA = -LL' (2.5) 
PB~ = C' - LW (2.6) 
W'W = D + D' (2.7) 
Teorema 31 (Teorema de Anderson para passividade estrita) Seja (A, B, C, D) uma re- 
presentação minima para G(s), com A Hurwitz ou com pólos simples no eixo imaginário. 
Então G'(s) ëestritamente passiva se e somente se existirem matrizes P > 0, L, W e um 
escalar e > 0 tais que (25-2. 7) sejam satisfeitas, com 7) substituída por 
W'W=D+D'-eI. 
Teorema 32 (Teorema de Anderson para positividade estrita forte) Seja G(s) uma fun- 
ção de transferência descrita por G'(s) = C'(sI- A)`1B + D, controlável e observãvel, A 
Huruvitz. Então G(s) éfortemente estritamente positiva real se e somente se existirem 
matrizes P > 0, W e L e um escalar e > O tais que (25-2. 7) sejam satisfeitas, com 
substituída por 
A'P + PA = -LL' - eP. ' 
“Em [42] os autores provaram a estabilidade para a. versão fraca, mas um erro na prova foi detectado 
em [44]. O contrário também não foi provado, e portanto a versão fraca do lema ainda é uma questão 
em aberto. V
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Teorema 33 (Teorema de Anderson para positividade estrita fraca) Seja G(s) uma fun- 
ção de transferência descrita por G(s) = C(sÍ - A)`1B + D, controlãvel e observãvel, 
A Hurwitz. Então G(s) éfracamente estritamente positiva real se e somente se existi- 
rem matrizes P > 0, W e L tais que (25-2.7) sejam satisfeitas e e ainda a função de 
transferência 'H(s) Ê L'(sI - A)"1B + W for controlável, observável e sem zeros no eixo 
imaginaria. 
Assim, tornou-se possível a verificação da positividade real a partir de uma 
descrição por variaveis de estado. Note-se, porém, que essa verificação introduz certa 
conservatividade: para que uma função seja positiva não é necessário, por exemplo, que 
ela seja controlável e observãvel.
_ 
Através de um conceito um pouco mais restritivo podemos fazer com que a 
verificação possa ser realizada através de uma equação de Riccati. O resultado que segue 
pode ser obtido em [32] ou em [33], em um resultado que foi dado como um lema, pois 
decorre imediatamente dos teoremas anteriores. . 
Lema 34 Seja G'(s) controlável e observável, com A assintoticamente estável e D+ D' > 
0. Então G(s) éfortemente positiva real” (em inglês, strongly positive real) se e somente 
se existir uma matriz P > O tal que 
A'P + PA + (C - B'P)'(D + D')`1(C - B'P) < 0 
A nova definição é importante pois implica em passividade estrita” De fato, 
do que vimos anteriormente, a nova definição implica também em positividade estrita 
no sentido forte e fraco. Devido a essas relações utilizaremos a notação G(s) > 0 como 
abreviação para “G(s) é fortemente positiva real”. 
> 'Verificações LMI » 
Segíi-Írrios com da verificaçãoƒvia 'LMI da positividade e passividade de funções de trans- 
ferência. Para derivarmosiesfsa “verificação não necessitamos, como pode parecer, passar 
pela equação de Riccati. Resultados similares podem ser encontrados em [10], porém sem 
o relacionamento com passividade estrita. A prova dos resultados que seguem pode ser 
encontrada na seção C.4: 
Teorema 35 Seja G(s) uma matriz de transferência controlãvel, com representação por 
variáveis de estado (A, B, C, D). Então G'(s) e' passiva se e somente se a seguinte LMI 
em P for factivel: A'P+PA PB_c' 
B'P-0 -D-D'l5° P2” (28) 
12Uma função de transferência é fortemente positiva real se (1) ela é fracamente estritamente positiva 
real e (2) D + D' > 0. 
13Esse resultado pode ser obtido pelo leitor da seguinte forma: transformar a inequação do conceito em 
uma LMI através do complemento de Schur, somar cl à LMI, aplicar o complemento de Schur novamente 
para voltar a uma inequação de Riccati. Não será difícil notar que o termo el que aparece de forma linear 
poderá ser removido. Aplicando Schur novamente chegamos à conclusão de que a LMI do corolário 36 é 
satisfeita, comprovando o resultado.
A
28 cAPfTULo 2. coNcE1Tos BÁSICOS 
Corolário 36 Seja G(s) uma função de transferência controlável, com representação por 
variáveis de estado (A,B, C, D). Então G(s) é estritamente passiva se e somente a se- 
guinte LMI em P e e for factível:
V 
A'P + PA PB - C'
1 
< V P > ^ lB'P-C «I-D-D' -O ~°*f>° 
A LMI (28) aparece em [65] para 0 caso com G(s) mínimo, o que não é exigido 
aqui. Essas verificações são para sistemas apenas controlãveis. Para sistemas que também 
são observãveis temos 0 seguinte resultado, que é útil caso necessitemos inverter a matriz 
P (0 que é feito normalmente nos problemas de síntese): 
Corolário 37 Se além das condições do teorema 35 tivermos (A,C') observável, então 
pode-se considerar sem perda de generalidade que P > 0. 
As definições vistas até agora nos permitem relacionar a condição de positividade 
como uma restrição à fase do sistema. Sabendo-se que G'(s) + G*(s) 2 0 => Vw E 
IR, §E{G(jw)} 2 0, é possível notar que, para que uma função G(s) seja positiva real, o 
seu gráfico de N yquist deve estar completamente contido no semi-plano direito, ou seja, a 
fase de G(s) deve estar contida entre -90° e 90°. Esse resultado permite interpretações 
bastante interessantes em resultados de estabilidade [12]. Um outro resultado, retirado 
de [13], também permite interpretações bastante interessantes: 
Lema 38 Um sistema controldvel e observável, com D = 0, pode ser tornado positivo 
real por realimentação estática de estados se e somente se det(C'B) aê O e os seus zeros 
de transmissão forem Lyapunov estáveis”. 
A condição det(C' B) # O equivale, para sistemas onde D = 0, a exigir que o número de 
zeros seja igual ao número de pólos menos um [13]. Uma das implicações desse lema é a 
de' que todo o sistema positivo real possui no maximo um pólo a mais do que zeros. No 
caso de plantas multivariáveis uma interpretação é fornecida nos apêndices (seção C.3). 
2.7 Conexão positividade-7-too ~ 
Apresentaremos aqui a conexão entre a positividade real e a limitação reallã, que é a 
base da teoria 7-too, calcada no teorema do pequeno ganho. Esse resultado, que retiramos 
de [34], permite estabelecer uma equivalência entre vários resultados da teoria 7-[oo e da 
teoria baseada na positividade real. Primeiramente vamos definir o conceito de função 
limitada real ' 
Definição 39 Uma matriz de transferência Hls) e' dita limitada real se as duas condições 
forem satisfeitas: 
1. H(s) e' assintoticamente estável. 
2- I|.H(S)||z×› 51 . 
“Na referência, essa última condição define o sistema como sendo de fase fracamente mínima. 
15Em inglês, a definição tem o nome de bounded real. ' `
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Assim, notamos que, como no caso da positividade real, a limitação real também 
tem uma interpretação no gráfico de Nyquist: se uma função é limitada real, então seu 
gráfico de N yquist está inteiramente contido no círculo de centro na origem e raio unitário. 
Essa interpretação sugere um paralelo entre a relação entre as noções de positi- 
vidade e limitação real e a relação entre as noções de estabilidade para sistemas contínuos 
e discretos. Um sistema discreto estável tem todos os seus pólos no interior do círculo 
de raio unitário, e um sistema contínuo estável possui todos os pólos em um semi-plano. 
As mesmas condições (trocando-se “pólos” por “diagrama de Nyquist”) definem sistemas 
limitados reais e positivos reais. Para o caso de sistemas contínuos~discretos conhecemos 
um meio, a transformada Cayley (bilinear) de mapear um em outro de tal forma que o 
estado de estabilidade seja mantido. O resultado que segue mostra que isso também é 
válido para a abordagem positividade-7¬l‹×,:_ 
Lema 40 (Haddad e Bernstein [34]] Seja 'y E 1121 > 0. A equivalência entre positividade 
e limitação é dada pelas seguintes relações: 
1. Suponha H(s) = C(sI - A)_1B+D. Se 'y`1H(s) e' limitada real e ainda, \/¶(s) > 0, 
1 ~ A z det[I-^y` H(s)] # 0, entao afunção G(s) = [I-7`1H(s)]`1[I+^y'1H(s)] e positiva 
real. Uma representação de estados para esse mapeamento e' dada por 
S 
G($)~{A+B(1-D)~1o› \/šB(1~D)-1
1 
×/š(1-D)-lc (1-D)-1(1+D) ' 
Se H(s) for mínima então G'(s) também o será. 
2. Suponha G(s) = C(sI - A)_1B+ D. Se G(s) épositiva real e ainda G(s) e' analítica 
para todo §R(s) 2 0, então a função 'y"1H(s) Ê [G'(s) ~ I][G(s) + I_]`1 
real. Uma representação para esse mapeamento e dada por 
_ :_1, 
ms) N ÍA-B(1+D)-lo \/§B(1+D)-1 
`i 
7 ×/š(1 + D)-lc (D _ 1)(D + I)-1 ' 
Se G(s) for minima então H(s) também o será. 
Cabe notar que 7 pode ser tomado como qualquer valor tal que 7 < HH 
A prova dos dois resultados está em [34].
Capítulo 3 
Critérios de Estabilidade para 
Sistemas Lur'e 
3. 1 Introdução 
Estudaremos nesse capítulo alguns critérios de estabilidade, tratando sempre de sistemas 
tipo Lur”e. Esse tipo de sistema é caracterizado por uma planta linear realimentada por 
um bloco não-linear sem memória, ou seja, o sistema é descrito por 
:ic=A.^c-i-Bu 
y=Cr+Du (3.1) 
onde x G IR", u G ]R”" e y G RW. Para a aplicação de todos os critérios, excetuando-se o 
critério do círculo, exige-se que nu = ny, isto é, que o sistema tenha o mesmo número de 
entradas e de saídas. Nesses casos definiremos m = nu = ny. Para a aplicação de vários 
critérios exige-se que essa representação seja mínima. Definiremos G(s) como a matriz de 
transferência de malha aberta do sistema. Para problemas de síntese utilizaremos também 
o sistema _ 
gcwe 
= Am + Bww + Buu 
= Cx + Dwyw + Duyu 
: _Fx (32) 
: "'¢(y› t) 
onde F é o ganho para realimentação de estados. 
Antes de iniciarmos a descrição dos critérios iremos revisar 0 conceito de esta- 
bilidade absoluta. 
3.1 .1 Estabilidade Absoluta ' 
O problema de estabilidade absoluta é formulado com base nos sistemas tipo Lur°e, e 
pode ser colocado da seguinte forma [62]: 
Problema da estabilidade absoluta: Sejam as matrizes (A,B,C',D) uma descrição 
mínima da matriz de transferência quadrada G(s) = C(sI - A)'1B + D, e seja essa 
função de transferência realimentada por u = -‹i>(y,t), onde qb : lR"“ >< 1R+ -› RW
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pertence ao setor [a, b], com a < b. O problema consiste em encontrar condições, de- 
pendentes apenas de G, a e b, que garantam a estabilidade* do sistema realimentado 
para qualquer função com as características mencionadas. 
Esse problema é também conhecido como problema da estabilidade absoluta, ou 
ainda problema de Lurle. 
3.1.2 Critério do pequeno ganho 
0 critério do pequeno ganho é tratado na literatura muitas vezes como uma condiçao na 
norma da função de transferência. Como veremos, esse tratamento é apenas um 
caso particular de um critério mais geral. Como o critério é tratado de forma completa 
em varias referências [19] seremos bastante breves nessa seção, mas esse breve tratamento 
será suficiente para que possamos entender de forma melhor a derivação mais famosa desse 
critério, o critério do círculo [62]. 
Figura 3.1: Sistema realimentado 
Teorema 41 (Teorema do pequeno ganho) Seja o sistema da figura 3.1,' com G1 e G2 
causais e LIP-estáveis com ganho finito parap 6 [l,oo]. Sejam 71,, e 72,, os ganhos2 .Cp de 
G1 e G2. Sob essas condições, se 
^nz›vzz› < 1, 
então o sistema realimentado é .Cp-estável. 
O resultado que é comumente conhecido como “teorema do pequeno ganho” 
ocorre quando adotamos p = 2 e assumimos que G1 e G2 são lineares e invariantes no 
tempo. Nesse caso obtemos ||G1||°°||Gz||o° < 1. Um outro caso particular interessante 
ocorre quando G1 é linear invariante no tempo e G2 = ‹,í›(y,t) sem memória esta contida 
no setor [-k, kl. Nesse caso, temos a estabilidade .Cg se ||G1||<×, < k`1. A vantagem dessa 
abordagem é a de que temos apenas que calcular a norma da função G1, e nesses 
casos esse cálculo pode ser feito com facilidade. 
Não abordaremos aqui nem o problema de análise nem o de síntese através desse 
resultado, pois o critério do círculo nos fornecerá os instrumentos para tal. 
1Estabilidade global uniformemente assintótica. 
2Para definições consultar a seção 2.4.2.
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de resultados para sistemas tipo Lur”e é comum considerar-se que a = 0, ou seja, que 
qb G [O, Isso é feito sem perda de generalidade, pois sempre 'podemos transformar um 
sistema Lur”e com uma não-linearidade qb; G [a,b] em outro equivalente onde ¢> E [0, k] 
através de loop-shiƒting. Para esses sistemas podemos apresentar o critério de uma forma 
mais simples: 
Corolário 43 Seja um sistema monovariável descrito por de forma minima, onde 
qb E [0,k:]. O sistema e' globalmente exponencialmente estável se o gráfico de Nyquist de 
G(s) estiver completamente à direita da reta vertical que passa por -1/k. 
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Figura 3.2: Critério do círculo simplificado 
' Um exemplo de sistema estável pode ser visto na figura 3.2. Como a formulação 
simplificada preserva a generalidade do problema trataremos sempre de não-linearidades 
pertencentes ao setor [0, ' 
O critério do círculo pode também ser interpretado em termos dos conceitos 
clássicos de margem de ganho e de fase [46] da seguinte forma: se um sistema é absoluta- 
mente estável para não-linearidades no setor [kh kz], então ele possui: 
0 Margem de ganho mg = kz. 
o Margem de fase <b tal que cos(‹z5) = (klkz +1)/(kl + kz). 
o Margem de redução de ganho m, = 100(1 - kl) por cento. ' 
Com essa interpretação torna-se claro que a síntese via critério do círculo pode 
ser utilizada para gerar sistemas com margens de fase e de ganho pré-determinadas. 
Uma interpretação interessante para os nossos propósitos se dá quando a não- 
linearidade está no setor [0,oo). Nesse caso, é exigido que o gráfico de Nyquist esteja 
totalmente contido no semi-plano direito. Do que já foi visto sobre positividade, temos 
essa condição satisfeita sempre que G(s) > 0. Esse fato permite a derivação da extensão 
multivariável. .
32.‹nuTÉRu)D0<uRcULo 35 
3.2.3 Caso multivariável 
A extensão do critério do círculo para o caso multivariãvel pode ser feita de varias ma- 
neiras, dependendo de como é formulada a condição de setor e das suposições a respeito 
da não-linearidade. A extensão feita aqui é a apresentada em [32], que coloca o critério 
do círculo multivariãvel como uma condição de positividade, o que é muito útil quando 
desejamos obter uma LMI. Uma outra abordagem pode ser obtida em [45], onde o autor 
deriva condições necessárias e suficientes para a estabilidade absoluta do sistema. 
Teorema 44 (Critério do circulo multivarirívelf Seja o sistema descrito por de 
forma mínima. Seja ainda 0 conjunto das nao-linearidades descrito por 
‹¢›. Ê {¢ = RW × R+ -› HW = ¢(y, t)'[¢<y, f) - Ki] 5 0, 
y 6 1R"”e q5(y, Lebesgue mensurável Vy 6 R"*'} 
Então, se I- + KG(s) > 0 o sistema e' absolutamente estável V¢ 6 qöc. 
A prova desse teorema pode ser encontrada em [32] de uma forma um pouco 
mais generalizada. Deve-se notar, também, que devido à. formulação do critério, não é 
exigido que o sistema tenha o mesmo número de entradas e saidas. 
~ ` ' Formulaçao LMI 
O teorema 44, juntamente com o lema 34, nos dá condições de derivarmos uma condição 
equivalente em termos de uma LMI. Essa formulação oferece grandes vantagens, entre 
elas a de podermos determinar o maior setor para o qual o critério do círculo garante a 
estabilidade. A formulação LMI é uma decorrência direta da formulação do critério por 
positividade, e por isso será. apresentada como um corolário. 
Corolário 45 (Formulação LMI para o teorema 44) Sejam forsistema e 0 conjunto das 
nao-linearidades descritos como no teorema Já. Então, se a LMI em P 
mP+PA (Ke-Bwy
] ixo-HP.4fl+KD+nm)<m P>° 
for factível o sistema e' absolutamente estável Vofi G gba. V 
Prova: De acordo com o teorema 44, teremos a estabilidade absoluta se for verificada 
a condição I + K G(s) > 0. Calculando a representação de estados de I + K G(s)4 e 
aplicando o lema 34 vemos que a condição é equivalente ã satisfação de A'P + PA -i- 
(KC - B'P)'(2I + KD + D'K')'1(KC - B'P) < 0 para alguma P > 0. Aplicando o 
complemento de Schur na última expressão chegamos à LMI do corolário. I 
A representação por LMI é de fato muito mais versátil do que o teorema original, 
pois podemos, entre outras coisas, calcular qual o “maior” setor para o qual o critério do 
círculo garante estabilidade, pois K aparece de forma afim na expressão. Não é difícil 
notar que incertezas do tipo politopo podem ser consideradas em todas as matrizes de 
descrição do sistema através da utilização de um procedimento similar ao utilizado na 
seção 2.5. 
4A representação é (A, B, KC, I+ KD).
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~ Formulaçao Lyapunov 
Se um sistema satisfaz o critério do círculo para um determinado K, então pode-se obter 
uma função de Lyapunov para o mesmo. O resultado apresentado aqui é tratado em [32]: 
Teorema 46 Seja o sistema 1) tal que as condições do teorema 4.4 sejam satisfeitas. 
Então existe uma matriz P > O tal que afunção ' 
V(x) = a:'Px 
é uma função de Lyapunov para o sistema realimentado. Mais ainda, uma matriz P pode 
ser obtida através da LMI apresentada no corolário 45. 
Em outras palavras, o que o teorema nos diz é que, se existir P > 0 tal que 
i A'P + PA + (KC - B'P)'(2I + KD + D'K')”1(KC - B'P) < 0, 
então a função l/(cc) = x'P:1; é uma função de Lyapunov para o sistema. 
3.2.4 Síntese 
O problema de síntese através do critério do círculo foi abordado por Molander e Willems 
[46] para o caso monovariável. A solução foi dada em termos de equações de Riccati, e uma 
interessante interpretação do critério docírculo em termos de margem de ganho e de fase 
foi apresentada (ver seção 3.2.2). Assim, podemos utilizar a síntese aqui apresentada para 
gerar sistemas com margem de ganho e de fase pré-especificadas, da seguinte forma: sej am 
mg e m f as margens de ganho e de fasedesejadas. Então basta sintetizarmos um contro- 
lador para não-linearidades pertencentes ao setor [(mg cos(m¡) - 1)/(mg - cos(m¡)),mg] 
e teremos garantidamente as margens desejadas. 
Nessa seção é apresentada a solução para o problema mais geral, multivariável: 
suponha que temos um sistema na forma (3.1), e que desejamos, para um determinado 
setor K, projetar uma realimentação de estados que torne o sistema absolutamente estável. 
A formulação LMI nos fornece uma solução para esse problema: 
Teorema 47 (Síntese com o critério do círculo) Sejam o sistema e o conjunto das 
não-linearidades descritos como no teorema 44. Então, se a LM] em W e L 
[mV+WA-em-um mew-Han-By] AEW-Kmn-Q, 4¶+KmMm%W)<m W>° 83 
for factível, existe um ganho F tal que a realimentação u = -Fa: faz com que o sistema 
seja absolutamente estável VQ5 E qfic. Mais ainda, esse ganho e' dado por 
_ 
F=LW* 
Prova: O sistema realimentado por u = -F :1: tem a seguinte representação de estados:
Ê QÊ 
::F§° 
.s
w - à=(A- )z+BM» 
y=(C'- F)a;+Dwyw w=-
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` Sejam W e L soluções para a. LMI Através do complemento de Schur 
temos que 
AW + WA' _ B,L _ L'B;,+ 
+(1‹CW _ KDWL _ B,',)'(21 + 1‹D,,,,, + D;,y1‹')'1(1‹cvV _ I‹D,,,,L _ B,',) < 0 
é satisfeita. Definindo P = W* e F = LP temos que 
(A - BuF)'P + P(A - B,,F)+ 
+(Ix'(C - D,,yF) - B,',,P) (2I + Ix"Dwy + Df,,yK')`1(K(C - DWF) - BfUP) < 0\ 
também é satisfeita. Podemos entao concluir, pelo lema 34, que I + KG(s) > 0 (onde 
G(s) é a matriz de transferência do sistema realimentado), e pelo teorema 44 temos que 
o sistema é absolutamente estável. I 
Um resultado semelhante pode ser encontrado em [24]. Esse resultado, porém, 
considera a não-linearidade desacoplada e ainda que Dwy = DW = 0, o que não é exigido 
aqui. Cabe notar que, se DW = 0, então podemos estender o resultado de síntese para que 
0 setor K apareça de forma afim na LMI. Essa extensão, que é realizada no corolário 85 
(página 63), pode ser feita graças aos resultados obtidos para o problema de realimentação 
de saída. 
3.3 Critério de Popov
_ 
3.3.1 Introdução 
O critério de estabilidade de Popov foi originalmente formulado para sistemas “similares” 
a sistemas do tipo Lur°e. O sistema para o qual o critério foi desenvolvido é o seguinte: 
'=Az-1›¢‹› l
~ 
==c:c+d§ 
y 
(3.4) 
ë -<i>(y) =/`f'r-:Ê
H 
Nao é difícil transformar esse sistema em um sistema aumentado que toma a 
forma exata de um sistema tipo Lur°e. O sistema modificado tem a seguinte representação: 
[Ê] 
= 
lí? Sl lÊl+l'ílu
~ 
1/:[6 (Um (3.5) 
u=-Mw 
Dessa forma temos que o critério de Popov aplica-se a sistemas tipo Lur'e com a estrutura 
indicada no sistema modificado. O critério foi primeiramente desenvolvido para o caso 
monovariável, e extensões foram feitas posteriormente para. o caso multivariável. Para o 
caso monovariável temos, ainda, uma interpretação gráfica para o critério. 
O critério de Popov pode ainda ser derivado a partir de uma função de Lyapunov 
(ver [32]). Assim, podemos aplicar o critério para qualquer tipo desistema Lur”e, mesmo 
os que não obedecem à estrutura (3.5) [18].
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Cabe observar que, para a aplicação do critério de Popov, exigimos que a não- 
linearidade seja invariante no tempo. Isso ficara claro quando a função de Lyapunov for 
escrita. Cabe lembrar que outros critérios, como por exemplo o do círculo, não fazem essa 
exigência, e são naturalmente mais conservativos para esse tipo de não-linearidade. 
0 I 3.3.2 Caso monovarlavel 
O caso monovariãvel do critério de Popov é tratado em varias referências, entre elas 
[62]. Considera-se, para esse tratamento, o sistema descrito pelas equações (3.4). Como 
veremos adiante, o critério pode ser aplicado a sistemas na forma (i3.l) com ¢› = ¢(y) se 
abordarmos o problema como uma condição de positividade. 
Normalmente, o critério de Popov é formulado considerando-se que a não-linea- 
ridade pertence ao setor setor aberto (0, Isso é feito porque o sistema (3.5) é instável 
a laço fechado, e portanto não admite o ganho nulo de realimentação. Vamos agora ao 
teorema: 
Teorema 48 [Critério de Popov) Seja o sistema descrito de forma minima, co_m 
A Hurwitz e d > 0. Uma condiçao suficiente para que o sistema seja globalmente assin- 
toticamente estável para qb € (0,k) e' a de que exista um número r > O tal que 
§R[(l + jwr)G(jw)] + Ê > O Vw G 1R 
onde Ga) = 5+ ‹z(SI _ A)-Iô. 
O critério de Popov pode ser estendido para sistemas do tipo (3.1) com ¢> = 
¢5(y) G [0, k], com a condição de que a derivada de g(t) seja distributiva [18]. Colocando 
o resultado como uma condição de positividade temos o seguinte teorema [11]: V 
Teorema 49 (Critério de Popov Generalizado [11]) Seja o sistema com D =,0 e 
d) = d>(y). Se existir r tal que [(1 + rs)G(s) + 1/lc] seja positivo real, então sistema e' 
globalmente assintoticamente estável para toda qb 6 (0,k). 
Essa formulaçao nos permite uma interessante interpretação em termos de fase 
da planta: Suponha, por simplicidade, que QS G (0,oo). Então o critério se reduz a 
§R[(1 + rs)G(s)] 2 0, e nesse caso necessita-se que r 2 0, pois uma função positiva real 
tem a sua inversa estável. Da interpretação de positividade real, temos que o diagrama 
de Nyquist de (1 + rs)G(s) deve estar contido no semi-plano direito, ou seja, a fase deve 
estar contida entre -90° e 90°. Como o multiplicador (1 + rs) tem a fase contida entre 
0° e 90°, notamos que o critério de Popov, para não linearidades no setor (0,oo), não 
consegue garantir estabilidade para nenhuma função G(.s) cujo grcífico de Nyquist adentre 
o segundo quadrantes. 
Se retornarmos à condição original qã E (0,k), o resultado é o seguinte [l2]:V o 
critério de Popov não consegue garantir estabilidade para nenhuma função [G(s) + 1/k] 
cujo gráfico de Nyquist adentre o segundo e o terceiro quadrantess. 
5Ou seja, cuja fase seja maior que 90° em algum ponto. 
6Ou seja, que a fase de [G(s) + 1/lc] seja maior que 90° em algum ponto e menor que -90° em outro.
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Interpretação gráfica 
A interpretação gráfica do critério se faz sobre o gráfico de Popov. Esse gráfico é seme- 
lhante ao gráfico de Nyquist, mas o eixo vertical é substituído por Cš(wg(j‹.o)), e w varia 
GIII lR+. 
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Figura 3.3: Interpretação gráfica do critério de Popov 
O critério nos diz que deve existir uma reta com inclinação positiva (igual ao 
inverso do escalar r do teorema) que passe pelo ponto -É + j0 tal que o gráfico de 
Popov fique completamente à. direita dessa reta, sem tocá.-la em nenhum ponto. Essa 
reta também é conhecida como reta de Popov. Um exemplo da interpretação gráfica pode 
ser visto na figura 3.3. Essa interpretação decorre da relação §R[(1 + jo.›r)G(jw)] + š = 
§RiG‹â‹z›>1 - «~‹z›%iG<â‹»›i + à- 
Formulação Lyapunov 
A conexão entre o critério de Popov, Lyapunov e positividade real pode ser encontrada em 
[32]. Vamos enunciar, para o caso monovariável, o resultado obtido em [32] para sistemas 
multivariaveis. Como podemos notar, não é exigida a estrutura do sistema (3.4) para a 
aplicação do resultado. 
Teorema 50 Seja o sistema (31), com qi = ‹;ó(y), uma entrada e uma saida e ainda 
D = 0. Suponha que esse sistema satisfaz 
%+(1+ f~s)G($) > o 
V 
(s.ô) 
com k > 0 e para algum r 2 0. Então existe P > O tal`que, para toda qö 6 [0, k], a função 
l/(rt) = a;'Pa: + 2r foy d>(a)da
i 
e' uma função de Lyapunov para 0 sistema referido.
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Ainda, se o sistema satisfaz as condições do_ teorema., então a matriz P pode 
ser encontrada através da mesma matriz P utilizada para a verificação da condição (3.6) 
através do lema 34 (página 27). 
Critério de Popov robusto - incertezas tipo intervalo 
O critério de Popov, como foi enunciado anteriormente, exige que a descrição da planta 
seja conhecida com exatidão. Um resultado recente, obtido em [_15], estende o critério 
para o caso de sistemas incertos através dos resultados de Kharitonov (ver seção 2.3.1): 
Teorema 51 (Critério de Popov Robusto) Suponha que a função de transferência do 
sistema pertença a uma família de plantas-intervalo estáveis QI. Uma condição 
suficiente para que o sistema seja absolutamente estável para gb E [0, k] e para toda G E QI 
e' a de que exista um escalar r 2 0 tal que 
§R[(1+jwr)G'(jw)] + ë > 0 Vw G IR 
para toda G G QK, onde QK são as dezesseis plantas obtidas de QI através dos polinômios 
de Kharitonov, com d 51€ 0 para toda G G ÇK. 
3 .3.3 Caso multivariável ~ 
Assim como no caso do critério do círculo, a extensão do critério de Popov para o caso 
multivariável pode ser feita de varias maneiras. Em todos os casos da extensão de Popov, 
porém, considera-se que o sistema possui 0 mesmo número de entradas e de saídas. Uma 
extensão geral pode ser encontrada em [19]. Mostraremos aqui a extensão apresentada 
em [32]. V 
Como seria de se esperar, a interpretação geométrica para o caso multivariavel 
torna~se muito difícil, e devemos nos contentar apenas com as condições matemáticas do 
critério. 
Formulação por positividade 
Teorema 52 (critério de Popov multivariável) Seja o sistema descrito por (31), qua- 
drado, com 45 = e D = 0. Seja ainda o conjunto das não~linearidades de reali- 
mentação descrito por 
V 
‹/>¢ Ê {¢ = R" -› R” I ¢›'(v)[1<'*¢(v) - v] 5 041 e R'"} 
onde K 6 Rmxm > O e = [¢¡(y1) ¢2(3/2) ¢m(y,,,)]'. Então, se existir uma 
matriz diagonal R 2 0 tal que _ 
_ 
K4 + (I + Rs)G(s) > 0,
_ 
temos que o sistema realimentado e' assintoticamente estável para todas as não-linearida- 
des pertencentes ao conjunto çbc. 
Como podemos notar, esse teorema exige que as não-linearidades da reali- 
mentação estejam desacopladas. A condição de setor recai na condição 0 S ¢›,~(y,-) Ê le,-yf 
se K é uma matriz diagonal. - V
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Formulação por LMI 
A formulação em termos de positividade é bastante útil para expressar o critério em 
termos de LMI. Lembrando os resultados da seção 2.6, podemos chegar, após algumas 
manipulações (ver [32]), a uma condição equivalente a do teorema 52: 
Corolário 53 Seja o sistema e a não-linearidade descritos como no teorema 52. Então, 
se (K'1 + RGB) + (K`1 + RCB)' > 0 e se existir P > 0 e uma matriz diagonal R 2 O 
tais que
' 
A'P + PA + (C + RCA _ B'P)'- 
-[(1‹-1 + RCB)+(1‹-1 + RCB)']-1(C + RCA _ B'P) < o 
o sistema é assintoticamente estável para toda qb 6 qãc. 
A utilização desse corolário e do complemento de Schur nos leva diretamente ã 
formulação equivalente por LMI: A 
[ 
AfP + PA (C + RCA _ BfP)_' 
} 
< O (3 7) C + RCA _ B'P -(R-1+ RCB)z(1‹-1 + RCB)' ' 
onde P > 0 e R 2 O e diagonal. Uma formulação semelhante a essa pode ser encontrada 
em [24]. Em particular, a formulação LMI pode ser útil para a obtenção de algoritmos de 
síntese a partir de critérios de análise [24], além de permitir a inclusão de incertezas tipo 
politopo nas matrizes A e B da planta. 
Análise por Lyapunov 
O fato das não-linearidades serem desacopladas permite a derivação de uma função de 
Lyapunov para sistemas absolutamente estáveis pelo critério de Popov. O resultado é o 
que segue: 
Teorema 54 Se um sistema satisfaz o teorema 52, então existem matrizes P > 0 e R 2 0 
diagonal tais que a função 
11), . 
V(x) = :c'Pa: + 2 2/Oy' ¢>¿(o)R,-do
1 i: 
e' uma funçao de Lyapunov para o sistema realimentado, para toda ‹z5 6 qöc. 
A prova pode ser encontrada em [32]. As matrizes P e R, como no caso mono- 
variável, podem ser obtidas das mesmas matrizes utilizadas na verificação da condição de 
positividade do teorema 52 através do lema 34 (página 27). O escalar R,~ da equação é 
simplesmente a i-ésima componente diagonal da matriz R.
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3.3.4 Síntese 
O objetivo dessa seção é derivar métodos de síntese baseados no critério de Popov, ou seja, 
sintetizar controladores que garantam a estabilidade de um sistema quando realimentado 
por uma não-linearidade desconhecida. A abordagem utilizada será sempre a abordagem 
convexa, via LMI. Outros resultados da síntese a partir do critério de Popov podem ser 
encontrados em [33], e não serão apresentados aqui. Como veremos, o resultado obtido 
não é, em verdade, uma LMI, e isso implica em uma certa dificuldade da utilização do 
mesmo para a síntese. Na verdade, o resultado apresentado requer o conhecimento a 
priori de uma matriz R para ser uma LMI, e essa LMI passa a não ser mais equivalente 
ao critério de Popov. 
Utilizaremos para tratar o problema de síntese o sistema (32), com ‹j›(y,t) = 
ç[>(y) e Dwy = DW = O. Vamos supor que anão-linearidade ¢ é desacoplada e satisfaz a 
condição de setor - 
¢›. Ê {¢ = Rr a Rr I ¢'<y›iI~"1¢(z‹n - :A 5 0, y e R": 1‹ e sem > ‹›}. 
O resultado obtido aqui é um pouco mais abrangente do que o obitdo em [24], 
embora o método de obtençao seja exatamente o mesmo. Por essa razão a prova do 
teorema será omitida. 
Teorema 55 (Síntese com o critério de Popov) Seja o sistema descrito como anterior- 
mente. Então, se a inequação matricial em W,L e R ' 
Í 
WA' + AW _ Lfz-2;, _ B.,L 
, 
((0 + RcA)W _ 1-zcB.,L _ Bguy 
] 
< 0 (0 + RcA)W _ RcB,,L _ B1, _1‹-1 _ Rca. _ (1‹~* + RcB.,,)' 
for factível e W > 0, R diagonal 2 0, existe F tal que o sistema realimentado e' 
absolutamente estável. Nesse caso, a realimentação F pode ser computada por 
F = LW* 
Deve-se notar que a inequação matricial do teorema 55 (uma BMI) somente é 
uma LMI de fato se a matriz R for dada e, das seções anteriores, sabemos que essa matriz 
é desconhecida a priori. Esse fato é notado em [24], mas até o presente momento, segundo 
o nosso conhecimento, não existe nenhuma solução geral para esse problema. 
3.4 Critério de Brockett e Willems ' 
3.4.1 O critério de estabilidade 
O resultado que sera tratado aqui não será propriamente o critério de Brockett e Willems, 
mas sim um resultado utilizado pelos mesmos para relacionarem o critério de Popov com 
a conjectura de Aizerman. Os resultados aqui relacionados podem ser obtidos em [11]. 
Cabe aqui lembrar o conteúdo da conjectura de Aizerman. Segundo a mesma, deveríamos 
ter o seguinte resultado: ' 
Proposição 56 (Conjectura de Aizerman) Se um sistema na forma 1) for estável para 
toda ¢(y,t) = ky tal que kl Ê lc Ê k2, então elee' absolutamente estável para qö 6 [k1,k2].
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Em outras palavras, o que a conjectura de Aizerman diz é que bastaria testarmos 
a estabilidade para todas as realimentações lineares para decidirmos sobre a estabilidade 
com realimentações não-lineares. Infelizmente essa conjectura é, em geral, falsa. Existem 
casos particulares, porém, onde ela é verdadeira., 
Estudando a relação entre a conjectura de Aizerman e o critério de Popov, Bro- 
ckett e Willems chegaram a um resultado que permite, através da teoria da positividade 
real, testar a condição da conjectura. Esse resultado pode ser entendido como um critério 
de estabilidade, com a peculiaridade de que é um critério necessário e suficiente. 
Teorema 57 (Brockett e Willems [11]) Seja o sistema (3.1) com çZ›(y,t) = Icy, O < k < kz. 
Ô sistema 6 absolutamente estável se e somente se 
V 
aza)zozza¶Ga)+1/a]zo 
com Z(s) racional. _ 
3.4.2 Formulação LMI . _
, 
Não existe ainda uma formulação geral, via LMI, para a verificação do critério de Brockett 
e Willems. Existem, porém, várias abordagens que restringem 0 espaço de multiplicadores 
Z (s) de forma a gerar um critério que seja verificável via LMI. A abordagem aqui tratada 
foi obtida de [28]. Para que o resultado possa ser enunciado introduziremos primeiro um 
resultado provado7 na seção C.4.6: 
Lema 58 A classe de funções de transferência fortemente positivas reais é dada por 
Z(s) = C'z(sI - A,)`1B, + DZ 
onde (Az, Bz,Cz, D2) são tais que a seguinte LMI é satisfeita 
A' + A, B, - C;
1 
2 < 0 3.8) lB;-Cz -D,-D; ( 
O resultado é importante pois parametriza linearmente todas as funções de trans- 
ferência racionais tais que Z (s) > 0. A partir dele podemos gerar uma condição suficiente 
para a satisfação do critério de Brockett. 
Teorema 59 Seja o sistema com ¢(y, t) = /cy 6 [0, oo). O sistema e' absolutamente 
estável se o seguinte problema LMI em B2, D2, S, W, X e Y for factível: 
X+X' X+vH+WA vU+W0-a .x+BY+AW As+sr+BY+WH WU+Sd-BD,<o DY+Cww4g\ DY+CS-Dgr -DD,-QD' mm X+X' W-B, ° 
ly-Q -m-DJ<° 
W>0, P>0 
Note que a segunda LMI é exatamente a LMI para o sistema (X, B,,Y, Dz). 
70 resultado pode ser obtido de [28] ou de [26], com pequenas diferenças conceituais.
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Prova: Seja G'(s) = (A, B, C, D) e Z(s) =-' (Az, BZ, CZ, DZ). A representação por variáveis 
de estado da conexão em cascata das duas funções é dada por 
Ã É _ Az 0 BZ 
g 
BCÉ A 
¡ 
BD,; (3.10) DC C DD 
Para aplicarmos o Critério de Brockett necessitamos agora verificar a passividade tanto 
de Z(s) quanto de Z(s)G'(s). Isso pode ser feito, de forma suficiente, a partir das LMI 
WA;+AzW Wc;-B, ví/Ã_'+Ã~W ví/Ó'-É 
i0zW_B; -D,-D;l<°_ iãwq-B' -13-D'i<° (311) 
Como as matrizes de descrição do multiplicador não aparecem de forma afim, restringe-se 
a matriz W a possuir a forma 
. 
~ W W W _ [W S] (3.12) 
Desenvolvendo as inequações (3.11) para a novaiestrutura de W e definindo X = AZW e 
Y = CZW chegamos exatamente em (3.9) e a uma condição suficiente para a satisfação 
do critério de Brockett e Willems. I 
3.5 Critério de Zames e Falb 
3.5.1 Introdução 
Os critérios de estabilidade apresentados até agora podem ser representados através da 
seguinte condição no domínio freqüências: 
> 0 (313) 
Podemos notar que para o critério do círculo temos M ( jw) = 1 e para 0 critério 
de Popov temos M ( jw) = 1 + jwr. Essa observação nos leva ã idéia de um critério mais 
geral, e nos sugere a seguinte pergunta: quais as funções M fazem com que a satisfação 
de (3.13) implique na estabilidade absoluta? 
Uma resposta inicial foi fornecida por Zames em [67]., Pouco tempo depois, 
Zames e Falb [68] ampliaram o conjunto das funções M admissíveis, gerando um critério 
muito poderoso para a análise de estabilidade de sistemas incertos. 
3.5.2 A idéia de multiplicadores 
A idéia básica por trás da equação (3.13) é a de multiplicadores. Introduzida em [67], 
involve varias definições a respeito de setores, definições essas que já foram abordadas na 
seção 2.2. A abordagem básica é a seguinte: retiramos um elemento K(s) da parte linear 
da planta e o colocamos com a parte não-linear, aplicando então 0 critério do circulo. A 
escolha adequada de K pode fazer com que o novo sistema satisfaça 0 critério do círculo. 
8Considerando que a não-linearidade está no setor (0, oo) ou [0, oo]i
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A dificuldade, como foi notado na seção 2.2, é a de obtermos o setor resultante da uniao 
de K com o elemento não linear. Para que a relação com a notação da condição (3.l3) _ -1 ~ ~ seja mantida, vamos utilizar K (s) -_ M (s), por razoes que serao vistas posteriormente. 
Vejamos agora a abordagem com um pouco mais de detalhes: 0' 
Figura 3.4: Remoção de multiplicador do sistema 
Suponha que temos uma planta descrita pela função de transferência G'(s), e 
que essa função, por sua vez, possa ser desmembrada em duas partes, tais que 
. 
G(S) = M`1(S)G1(S) ' 
Então, como indicado na figura 3.4, podemos deslocar a parte M '1(.s) para a não- 
linearidade e, sob condições apropriadas de M (5), manteremos o estado de estabilidade 
mesmo desprezando o bloco M '1 da saída. Assim, temos um novo sistema, onde a. parte 
linear é representada por G1(s) e a realimentação pela combinação de e M `1(s). 
l A idéia agora é testar a estabilidade do sistema resultante através do critério do 
círculo. Como a condição de estabilidade da saída foi mantida pela escolha apropriada 
de M (s), se o sistema resultante for estável o sistema original também sera. Temos entao 
dois problemas: 
1. Quais as escolhas de M (s) que mantêm a estabilidade da saída? A 
2. Dentro dessas escolhas, quais as úteis para a determinação da estabilidade? 
Uma resposta para o primeiro problema pode ser dada através de duas condiçoes 
suficientes: para que possamos desprezar o multiplicador na saída basta que M '1(s) seja 
estável, e para que o multiplicador não introduza conservatividade9 basta que M (s) seja 
estável (pois assim garantimos que cancelamentos entre pólos e zeros instáveis de G'(s) 
continuarão ocorrendo em G1(s)). Note que M (s) não precisa ser próprio. Podemos ter, 
por exemplo, M (s) = 1 + s, que é o multiplicador de Popov. 
A resposta para o segundo problema decorre da interpretação de setores (seção 
2.2) e da interpretação gráfica do critério do círculo (seção 3.2.2), e pode ser resumida 
como segue:
i 
~ _1 ~ 
1. A combinaçao de e M (s) deve estar em um setor nao maior do que o dado 
pelo produto escalar dos setores originais de <fi e M '1. 
9No sentido de manter a estabilidade caso o sistema original seja estável.
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2. A planta original, G(s), deve estar contida em um setor maior que o produto escalar 
dos setores de G1(s) e M`1(.s). ' V 
Qual o significado dessas condições? Se conseguirmos satisfazer as duas, então 
teremos afastado o grafico de Nyquist da parte linear da região de instabilidade do critério 
do círculo (ver figura 3.5). Assim, escolhas adequadas de M (5) podem reduzir de forma 
significativa a conservatividade do critério original. 
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Figura 3.5: Efeito do multiplicador 
Um dos problemas na escolha de M (5) é a determinação do setor resultante do 
bloco de realimentação. Como já visto na seção 2.2, não existe uma expressão simples para 
determinarmos qual o setor resultante da união de uma não-linearidade com uma função 
de transferência. Para algumas classes de não-linearidades e de multiplicadores, porém, 
essa expressão existe. Assim, o resultado particular da seção 2.2 nos mostra porque o 
critério de Popov considera não-linearidades que não variam no tempo. 
Por último cabe notar como essa idéia de multiplicadores se aplica à condição 
(3._13). Suponha que temos um sistema com a planta original G'(s). Multipliquemos agora 
essa planta por M (s)M '1(s). Da mesma. forma como fizemos anteriormente, deslocamos 
M`1(s) para a realimentação. Ficamos assim com a parte linear igual a M(s)G'(s). A 
aplicação do critério do círculo nos leva exatamente a condição (3.13) , como desejávamosw. 
3.5.3 O critério de estabilidade 
O critério de Zames e Falb [68] é uma aplicação das idéias vistas na .seção 3.5.2. Zames 
e Falb encontraram, para um determinado conjunto de não-linearidades, uma classe bas- 
tante ampla de multiplicadores que permite a realização do teste pela condição (3.13). O 
conjunto das não-linearidades às quais se aplica o critério de Zames e Falb é o seguinte: 
¢zf â {‹f›<z> z ‹z›‹z> E w,‹›‹››, <z - zz›l‹z><z› - ‹z>‹zz›1 2 Oi ‹3.14> 
- “Note que agora o setor do bloco de realimentaçãojá não é o mesmo, e para determina-lo deveremos 
exigir certas características da não-linearidade. '
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esse conjunto impõe que as não-linearidades sejam monotonicamente não decrescentes e 
invariantes no tempo. 
_
. 
Para o enunciado do critério de estabilidade Zames e Falb utilizaram a condição 
(313) substituindo M(s) por (1 - Z(s)). Tornou-se costumeira a nomenclatura multipli- 
cador também para a função de transferência Z (s), e utilizaremos essa nomenclatura aqui. 
Denotaremos por z( a transformada inversa de Laplace de Z(.s). Para o conjunto de 
não-linearidades (3.14) a classe de multiplicadores permissíveis foi derivada como sendo 
Definição 60 (Multiplicadores de Zames e Falb) Sejam > 0 E .C1 e {o,-}, {z,~ > 0} 
seqiiências em ll tais que 
oo 
V 
°° 
f z(i)z1ú+§jz,-< 1 -oo i:1 
então a classe de multiplicadores admissíveis e' dada por: 
Zzf Ê- {Z(jw) : Z(j‹.o) = 2:2,-e'j“””" + [oo z(t)e`j°”dt} 
i=1 *oo 
q 
De posse das definiçoes de dâzf e Zzf podemos finalmente enunciar o critério de 
estabilidade: 
Teorema 61 (Critério de Zames e Falb) Seja o sistema realimentado descrito por 1), 
onde a não linearidade pertence ao conjunto q.'›z¡.' Se existir uma função de transferência 
Z(s) G Zz; tal que ` 
- 
' 
§Êl(1 - Z(J`w))G(J'w)l > 0 
entao 0 sistema e' assintoticamente estável. 
A prova pode ser encotrada em [68]. Podemos notar que o critério nao fornece 
pistas de como encontrar a escolha adequada de Z (s) dentro do conjunto Zzf. Existem, 
porém, algoritmos para a busca desse multiplicador de maneira aproximada (veja, por 
exemplo, o resultado de Safonov e Wyetzner [58] ou o de Gapski e Geromel [25]). “ 
Para o caso de não-linearidades cuja derivada pertença a um setor, foi obtido 0 
seguinte corolário:
_ 
Corolário 62 Seja o sistema realimentado descrito por (31), onde a não linearidade 
pertence ao conjunto çbzf e ainda dq5(:c)/dx E [a, b]. Se existir uma função de transferência 
Z(s) G Zzƒ tal que . 
~ ir [(1 ~ Z<f‹»›<G<f~z> + §><G*‹â‹zz› + > 0 
e 0 gráfico de Nyquist de G(s) não englobar 0 ponto (-1/\a,0), então o sistema é assin- 
toticamente estável. 
3.5.4 Formulação LMI 
O resultado descrito aqui foi obtido de [14]. Nessa referência vários resultados são obtidos 
para a abordagem LMI do critério de Zames e Falb. Trataremos aqui apenas do caso 
de análise da estabilidade de um sistema". Como trataremos de sistemas multivariáveis, 
.UE possível estimar o “maior setor” para o qual o critério de Zames e Falb é válido, o que é feito pelos 
autores. ' 
zz- _",
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redefiniremos _alguns conjuntos: o conjunto de não-linearidades admissíveis é dado por 
¢›zF â {‹11zg{¢1<w›,...,¢,z‹z>} | ¢›z<zz> z Rm* ¬ Rm: ||¢z‹z›|| < oz, ‹f›.-(0) = 0, 
aa) - ¢<z›1'<zz - z› z ‹›} (315) 
e o conjunto de multiplicadores admissíveis é dado de acordo com o das não-linearidades 
Zzp Ê {diag{ Z1I.m1,...,ZpImP} : Z¿ E Zzf, com {z,- = 0}} (3.16) 
Com essas definições, podemos enunciar 0 critério de estabilidade para sistemas 
multivariáveis. 
Teorema 63 Seja o sistema realimentado descrito por 1), com A Hurwitz, onde a não 
linearidade pertence ao conjunto aãzp. Se existir uma função de transferência Z(s) G Zzp 
tal que 
(I - Z(s))G(s) > O 
então o sistema e' globalmente assintoticamente estável para toda qã G aäzp. Mais ainda, 
se Z(s) for de dimensão finita, então a estabilidade e' exponencial. 
Para formular essa condição em termos de uma LMI, devemos primeiro pro- 
curar uma parametrização LMI dos multiplicadores admissíves. Para a classe Zzp não 
conseguimos uma parametrização dos multiplicadores em si, mas sim de aproximações 
dos multiplicadores.
V
~ Aproximaçao L¡
_ 
Da definição da classe de multiplicadores admissíveis fica claro que G L1(1R). Podemos 
decompor L1(IR<Z) em L1(1R_) G5 L1(1R+), e toda a função G L1(1R¿) em z_(-) + z+(-), onde 
_ z(t) set<O, _{0 SeÍ<0› z_(t) {0 alhures. Z-iu)  2(t)› alhufes- 
Ficaclaro que, desse modo, z_ 6 L1(1R_) e 2+ 6 L¡(1R+). 
Lema 64 [60] Seja G L1(1R+). Então, para todo 6 > 0, pode-se encontrar um vetor 
[ao al azv] G RN tal que 
°° N _: (z'+oz) 
/O ƒ(i) 
- Eizo a,-6 i di < z, 
onde a e' uma constante maior que -1. 
Para 0 caso do espaço L1(1R_) o resultado é o mesmo, apenas substituindo-se t por -t. 
Escolhendo oz = 0 temos a seguinte base para a aproximação” no espaço L1(1R+) 
B4. = {e`t,e`tt,...,e`ttN}={e0+,e1+,...,eN+},t20. 
12Como notado na referência, a escolha de cv é praticamente livre, e o valor nulo é escolhido por 
conveniência.
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Para o espaço L1(1R_) a base é similar. Com essa base, a aproximação de ordem N da 
função pode ser expressa como 
dada ordem N de aproximação, por ZN. Essa classe pode ser levada arbitrariamente 
próxima à classe Z zp tomando-se N grande o suficiente. Cada um dos multiplicadores Z 
LMZ /'_\ ZA/(Í) = flz'6z'+ +çÕz'6z*_) 
" d l d h Substituindo essa aproximaçao na definição a classe de mu tiplica ores c egamos a uma 
nova classe, a classe de aproximações dos multiplicadores, que representaremos, para uma 
da definição (3.16) pode ser expresso como 
Ê: (Guz + 
Pr' O
N 
(1- 
1_ 
A inequaçao 
estado controlaveis13 ( 
2Lv=0 aÍ¡C(_1)k'S2k 
(1-s)N(1+s)N Ca D 
onde 
Aa,Az, = É 
B,,,B,, = 
Êlzzo az'¡z(-1)k 2 
__í3______ 
< >
2 
N 
. . 
Zz-0'‹z›> = “'* b 
(-1)'°ô,-,c) ki < 
52k 
S)”(1 + 8)” 
N 2k 
s N(1+s)N 
(3.18) pode ser verificada imediatamente a partir de uma LMI 
Para as inequaçöes (3.19) e (3.20) podemos utilizar o resultado do teorema 132 para a 
verificação, notando que as referidas funções de transferência possuem representações de 
obtidas através da forma canônica controlável) 
= fz» k+1â-1+1 
Aa Ba) (1-s)N(1+ Cz, 
010 0---00 
O 010-›-00 
0 0 0 
(-1)”-1 0 (-1)”-2N 0 N 0 
[0 0 0 11' 
V_ __N.___. _N-1.._ Ca _- ( 1) (am a,N) 0 ( 1) (au Na,-N) 0 
eu = `‹-1>”<bzz-<-1>”1›z~~› 0 <-1›”*1‹-bzz-‹-1›”Nbz~› 0 
z.. 
~(a.z'N-1- Nam) 0
l 
~‹‹-1›~~1z›,N-1 - ‹-1>f*1v1›.-z0 0
1 
13Para a implementação numérica essa descrição não é muito importante. Fornecemos as matrizes para 
Dô 
49 
ÊÊ,'“(< +1) '<‹z» W 
1 ‹ 3.18 
O Vs = jw (3.19 
0 vs z jo (3.20) 
N 
_ 
zk Êkzu Õzlzfi 
S)N 
N 
{ 
Ab Bb 
1 
(321 
ressaltar que os parâmetros de aproximação aparecem de forma afim e apenas nas matrizes C e D.
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e ainda Da = a,-N, Db = (-1)Nb,~N. Note que somente as matrizes Cmz, e D,,,z, possuem 
elementos variaveis”, e a dependência é afim nos parâmetros de descrição da aproximação. 
Temos então, através do teorema 132, uma parametrização via LMI da classe ZN. 
Verificação LMI do critério 
Tendo em mãos uma parametrização LMI da classe ZN resta-nos apenas verificar a posi- 
tividade de (I - Z(s))G(s). Primeiro obtemos uma descrição controlável para Z(s) 6 ZN 
e a seguir montamos a descrição de estados para (I - Z (s))G(s) 
ag~ 
(I_Z@»G@%v{ :%âš+%ã% 
(am)
W <3QD> 
@*°fle F
m 
Ubüücz. 
Se conseguirmos uma descrição de estados para Z(s) tal que Az e Bz sejam constantes 
para um dado N, fica claro que a verificação de positividade via LMI de (I - Z(s))G(s) 
serã também afim nos parâmetros a 'e b da descrição de Z. Da mesma forma como feito 
anteriormente, podemos encontrar tal descrição através da forma canônica controlávelli”. 
O resultado é que a matriz CZ depende apenas dos parâmetros a e b (sempre de forma 
afim). Temos agora condições de formular uma verificação LMI para o critério: 
Teorema 65 Seja o sistema realimentado descrito por 1), com A Hurwitz, onde a não 
linearidadepertence ao conjunto ¢zp. O sistema é globalmente exponencialmente estável 
para toda qb E ¢5ZF se existir um inteiro N tal que as seguintes LMI sejam factiveis 
|:A,ZGP+PÁzG PBZG-Cëc] < O _ B/ZGP _ CZG "DZG " DIZG 
Aí¡Xa + Xa-Aa XaBa "' C; lqn-Q -m-ql 
[am+mm ma-q}<0 
Bãxb - Cb -Db - Di _ 
so
N 2@WH4m@n<1 
Pr' O 
onde P > O, Xa = Xá, Xz, = Xá e as descrições de estado são dadas como anterior- 
mente em e Cabe ressaltar que as LMI são afins nos parâmetros a e b do 
multiplicador.
A 
Esse mesmo resultado pode ser utilizado para estimar a margem de estabilidade. 
Não derivaremos aqui o método para obter esta estimativa, mas forneceremos os passos a 
“Para uma dada ordem N. 
15Como muitos pacotes matemáticos possuem funções para encontrar essas formas, não vamos conti- 
nuar descrevendo as mesmas literalmente. .No programa Scilab, por exemplo, pode~se utilizar a função 
(C Y) cont_frm .
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serem seguidos: considerar cada bloco diagonal da não-linearidade em um setor [oz, a + ,Gl 
tal que 
(‹#>(=1>1)- ¢(1'2) - Qlwl - ~°«'2))' (¢(fl=1) - ¢(wz) - (0 + fi)(~'v1 - 122)) S 0z 
definir .Á = diag{a¿}, B = diag{fi,-}, considerar A conhecido, e através de loop-shifting 
transformar o sistema para o setor [0,oo). A função de transferência resultante das 
modificações, G(I + ÁG)_1 + l3`1, pode ser utilizada para estimar o máximo valor de 3 
caso esse seja expresso por ,BL Através do mesmo procedimento podemos estimar o maior 
setor simétrico [-B, B] para o qual o sistema é absolutamente estável.
Capítulo 4
Í Performance e Restriçoes 
Estruturais 
av 4.1 Introduçao
V 
Trataremos nesse capítulo da síntese de reguladores através de realimentação estátical 
estruturalmente restrita, como por exemplo realimentação de saída ou realimentação des- 
centralizada. Trataremos também de problemas de otimizaçao de performance. Para os 
problemas de síntese utilizaremos a planta 
'LU Z 
U G<s› y 
Figura 4.1: Planta 
.”i:=A:c+Bww+Buu › 
z = Czx + Dwzw + Duzu (4_1) 
y = Cysc + Dwyw + Duyu 
onde u é a entrada de controle e y é a saída mensuravel. Para o caso de realimentaçao de 
estados basta fazermos Cy = I. No caso específico da realimentação estática u = -Fay, 
a função de transferência a laço fechado é 
G ( )N A 
- Bu(I + F0Duy)'1F,,C,, Bu, ~ Bu(I + F0Duy)”1F,,D,,,y 
(4 2) mz S C2 '_ Duz(I + F0Duy)_lFoCy Du/z "' Duz(I 'i' FaDuy)_lFoDwy i 
Os resultados apresentados nesse capítulo derivam do resultado obtido por Ber- 
nussou, Peres e Geromel [9], resultado esse que é tratado na próxima seção. Esse resul- 
tado possibilitou várias extensões ([27], [29], [5l]), algumas das quais serão tratadas nesse 
capítulo. 
10 caso da realimentação dinamica é equivalente ao da realimentação estática de uma planta au- 
mentada com integradores. Dessa forma, o estudo da realimentação estática engloba o de realimentação 
dinâmica.
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4.1.1 Realimentação de estados 
Antes de prosseguirmos vale a pena estudarmos o caso da estabilização do sistema 
{:íc=A:r-l-Bu
I 
_ y=Ca:+Du 
através da realimentação de estados. 
(43) 
Teorema 66 O sistema :ic = Ax + Bu é estabílizável por realimentação de estados u = 
-Fa: se e somente se a LMI . ` 
AW+WA'-BL-L'B'<o, W>o 
-1 for factível em W e L. Nesse caso, um ganho estabilizante e' dado por F = LW . 
Esse resultado é bastante conhecido na literatura, e foi obtido em Para a 
prova basta desenvolvermos a equação de Lyapunov (A- B F )'P + P(A- BF) < 0 fazendo 
as substituições P == W'1 e L = FW. * 
Observando a equação resultante notamos um fato muito importante: o ganho F 
não aparece explicitamente na formulação. Isso implica em que não seja possível, de forma 
trivial, impor uma condição do tipo realimentação de saída F = FOC ou ainda F G ./F, 
onde .T pode ser, por exemplo, o conjunto de controladores estáticos descentralizados. Isso 
se deve ao fato do conjunto fg Ê {F : A - BF estável } não ser convexo. Na verdade, 
o problema de realimentação de estados através da matriz P = W"1 pode ser expresso 
através de uma BMI (ver exemplo 142). ` 
4.1.2 Extensão para realimentação de saída 
Tendo em vista o observado no caso u = ¬-Fm, torna-se claro qual o problema: como impor 
a restrição u = -Fay sem que seja perdida a generalidade da solução? Mais ainda, o ideal 
seria impor essa condição e continuarmos com um problema apenas de factibilidade, de 
modo que mais restrições na forma de_ LMI pudessem ser colocadas juntamente com a 
estabilização. Caminhos para uma possível solução serão analisados nas próximas seções. 
A abordagem através de LMI do problema nos fornece uma solução que pode 
fornecer um ganho estabilizante. Consideremos, sem perda de generalidade, que C = 
[I 0] em (4.3). Consideremos, ainda, que D = 0. Então podemos notar que se exigirmos 
a seguinte estrutura:
V 
, 
Lz[L1 01 vi/zm” Wflnl, (44) 
onde L1 G IR`"“×"1* e Wu E lR"”×"U, teremos, através da mesma LMI para realimentação de 
estados, uma condição suficiente para realimentação de saída, pois assim F = [F0 0] = 
FDC. ` ` 
A estrutura imposta nas matrizes L e W podem parecer muito restritivas, mas 
essa impressão é, de 'certa forma, falsa. Isso se deve ao fato de existirem infinitas repre- 
sentações de estado para o mesmo sistema tal que C = [I 0 De fato, dado um sistema 
com C genérico, defina a matriz não-singular T' = [C' E ] e a transformação de simila- 
ridade 5: = Tx levará a matriz C a ter a forma desejada. Como pode-se notar, existem
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infinitas matrizes E que fazem T não-singular. O resultado que segue, devido a Geromel, 
Peres e Souza ([17],[29]), mostra que, levando em conta os graus de flexibilidade da matriz 
E, a abordagem tratada aqui na verdade é necessaria e suficiente para estabilização por 
realimentaçao de saída: ' 
Teorema 67 O sistema (43), com D = 0, é estabilizável via realimentação estática de 
saida se e somente se existirem matrizes W > 0 e L como em (44) e uma transformação 
de similaridade Í = [C" E]'.r tais que, para o sistema transformado, 
AW+ WA' - BL - L'B' < 0. 
A prova desse resultado pode ser encontrada em [17] ou em [29]. Fornecemos nos apêndices 
(seção C.5) uma prova mais voltada para os nossos propósitos. 
4.1.3 Extensão para realimentação de saída descentralizada 
Se desejarmos um controle descentralizado podemos proceder como anteriormente: con- 
sideramos que C = [I 0] e D = 0. Desejamos um ganho na forma _ 
Foz . _* . , 
()()...Fr
A 
onde F, 6 IR/”'^×f°*. Então uma condição suficiente para a existência dessa realimentação 
pode ser conseguida da mesma forma como na realimentaçäo estática de saída, mas agora 
particionando as matrizes LI e Wu da seguinte forma: 
- 0 L O 0 Li: . Ê? . Wu: . .H . . 
onde Liz E 1Rf¡'*f°* e Wfl E 1Rf°*×f°", ou seja, a matriz L1 tem exatamente a mesma estru- 
tura do controlador desejado. Cabe notar que, do ponto de vista numérico, o problema 
descentralizado, da forma como colocado, é o de mais fácil solução via LMI, pois pos- 
sui o menor número de variaveis. Para maiores detalhes sobre o tratamento convexo de 
realimentação descentralizada 0 leitor pode consultar [17] e [27]. 
4.1.4 Aplicaçao na síntese via critério do círculo 
Os resultados das seções anteriores permitem a extensão de vários resultados para o caso 
de realimentação de saída. Realizaremos como exemplo a extensão da síntese via critério 
do círculo (teorema 47). Por simplicidade, faremos apenas a extensão para o caso do 
controle estático descentralizado de saída. ~
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Corolário 68 Sejam of sistema e o conjunto das não-linearidades descritos como no teo- 
rema 47. Então, se a LMI em W e L - 
' 
{AW + WA' _ B,L _ L'B;, (KCW -c1‹D.,,L - B;,)'} < O W > O KCW - KD,,,L - Bz, -(21 + KD,,,, + D;,y1‹') ' - 1 
com L e W particionadas como na seção anterior for factível, existe um ganho descentra- 
lizado de saída Fo (como na seção anterior) tal que a realimentação u = -Fay faz com 
que o sistema seja absolutamente estável V¢ E qöc. Mais ainda, esse ganho e' dado por 
FO Lll/V1-ll 
Esse resultado mostra como a abordagem via LMI pode fornecer, de forma 
bastante simples, possibilidade de solução para casos onde outras abordagens falham ou 
tornam-se demasiadamente complexas. ` 
4.2 Realimentação de saída 
Nessa seção apresentamos alguns resultados sobre realimentação de saída obtidos de Guo- 
xiang Gu [30] e Galimidi e Barmish [22], reformulando-os através de LMI. Esses resultados 
motivaram o desenvolvimento de uma nova técnica apresentada no final dessa seção. 
4.2.1 LQR e realimentação de saída
p 
Essa seção trata da estabilização via realimentação estática de saída, e deriva um método 
de síntese via LMI a partir do resultado obtido por Guoxiang Gu [30]. Nessa referência, 
o autor relaciona, para uma classe de sistemas, a realimentação de saída com o problema 
LQR. Para o nosso propósito de estabilização a relação com o problema LQR não é 
importante, mas a prova construtiva do resultado de Gu nos fornece um meio de sintetizar 
reguladores de saída para uma classe de sistemas definida. No trabalho original havia uma 
incorreção em relação ao problema LQR, que é corrigida aqui. 
V Iremos utilizar o sistema
i 
à = Az + Bu 
{3/:Cm (4.õ) 
onde, A G ]R”×", B e C' E 1R"×”'. Sem perda de generalidade, consideraremos B = [I_ 0]'. 
Isso sempre pode ser conseguido ,através de uma transformação adequada, desde que B 
possua' posto m. Para a formulação do teorema utilizaremos matrizes particionadas da 
seguinte forma: ' 
A A W W A:[ 11 121 WZÍ 1/1 12] A21 A22 Wlz W22 
C = [C1 C2] ' 
Onde A11, W11 6 C1 É lRm×m.
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Teorenla 69 Considere o sistema (45), com,det(CB¡) # 0. Então, se 0 sistema em 
malha aberta não possuir zeros de transmissão instáveis, existe uma realimentação de 
saída que estabiliza o sistemai Mais ainda, Fo = p(C'1W11 + C2Wf2)`1 é um ganho 
estabilizante que éfornecido pelo problema de ƒactibilidade (definido para o sistema com 
B = [I 0]') 
Wu z _c1-10214/22 W > 0 p > 0 [¢}1 dm] < 0 (4.õ) 
¢12 ¢22 
onde 
<Í>11 = Ani/V11 + W11Ai1 + A12Wiz + VV12/liz " PÍ 
ÇÚ12 = A11W12 + A12W22 'l' W11Ag1 + W12A§z 
¢22 = (1422 -,A21C1_1C2)W22 + Í/V22(/122 -" A21C1_1C2)/ 
Prova: Consideraremos o sistema onde B = [I _ 0]'. Vamos definir o ganho F0 = pf. 
Então, por Lyapunov, uma condição necessária e suficiente para a estabilidade do sistema 
a malha fechada é a de que exista uma matriz W > 0 tal que2 
¢ = (A - pBfC)W + VI/(A _ pBfC)' + pBB' < 0 
onde çb é particionada conforme as matrizes A e W. ' 
Vamos agora escrever o ganho Í: na forma .7" C W = B' 3. Expandindo essa 
última relação, chegamos ao sistema 
{.7"`1= C1W11 + CzW1'2 
_ 
0 = C1W12 + C2W22 
donde temos a condição 
W12 = -C1_1C2l/V22 
que parametriza WI; em função de Wzz. Note que, como det(C B) 76 0, sempre existirá a 
inversa de C1. 
Expandindo a equação de Lyapunov chegamos à condição 
<Í>22 :(1422 _ A21C1_1C2)W22 + W22(A22 °- A21C1_lC2)' < Ú 
e, por Lyapunov, sempre existirá Wzz > O tal que çbzz < 0, pois Cfl existe e Azz - 
_1 ~ .. A21C¡ C2 é uma matriz estável pela condiçao dos zeros de transmissao [31]. 
A mesma expansão da equação de Lyapunov nos leva a outra condição 
4511 = A11W11+ W11A'11+ A12Wf2 + W12/lí; _ PI 
onde é possível notar que, para p grande o suficiente, teremos ¢¡¡ < 0. Como já garantimos 
que qfizz < 0, resta apenas garantirmos que ‹í> < 0 para que a estabilidade seja alcançada. 
Ora, mas isso equivale, pelo complemento de Schur, a garantir que 
¢11 _ <l512¢22_l¢i2 < 0 
2A condição classica de Lyapunov é que, dada uma matriz Q > 0, exista W > 0 tal que AW + WA' + 
Q = 0. Imagine agora que Q = Q1 + Qz, com Q1 2 0 e Q2 > 0. Então a condição é equivalente a AW + WA' + Q1 = -Qz, ou seja, AW + WA' + Q1 < 0, para qualquer Q1 2 0. 
3Clara.mente um ganho na forma de um ganho ótimo por um critério LQR, com W = P`1.
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e podemos notar4 que essa condição sempre pode ser satisfeita. tomando-se .p grande o 
suficiente, garantindo assim a estabilidade do sistema para a realimentação u = -Fa: = 
~Pffl2 
_
I 
Como podemos notar, esse resultado fornece, para uma ,classe de sistemas bem 
definida, garantias de estabilização através de realimentação de saída. Mais ainda, nos 
fornece um ganho estabilizante através de uma condição de factibilidade, o que nos dá. 
uma flexibilidade maior para introduzirmos outras restrições ao nosso problema. Uma 
desvantagem do método é termos de colocar o sistema na forma específica exigida pelo 
algoritmo, ou seja, B = [I 0]'. 
O resultado anterior permite relacionar a realimentação de saída com o problema 
LQR. 
Teorema 70 Seja a LMI (46) satisfeita. Então F = p.7-`C e' a solução para o problema 
LQR com pesos Q = -W`1q5W"1 e R = p"1. 
Prova: Se a LMI é satisfeita, então (A - ,oB.'FC')l/V + W(A - pBfC)' + pBB' - ¢$ = 0. 
Sabendo que .77 C' W = B' , temos que 
AW+WA'-,›BB'-¢=o. 
Multiplicando pela esquerda e pela direita por P = W'1 tem-se A'P + PA - PBpB'P - 
W'1¢W'1 = 0, que é exatamente a equação de Riccati para o problema LQR com Q 
e R definidos como no teorema. Como p e as matrizes P e W satisfazem essa equação, 
concluímos que 0 ganho p.7-'C é a solução do problema LQR colocado. I 
Por fim, notamos que a única diferença do resultado apresentado aqui e o original 
de [30] é que o deste trabalho é desenvolvido em cima da equação çzö = (A - pB.7"C')W + 
W(A - pB.7'_C)' + pBB' < 0, enquanto o de Gu é desenvolvido a partir de ¢ = (A - 
pB.7-`C)W + W(A - pB.7"C')' < 0. Essa pequena diferença faz` com que a relação com o 
problema LQR seja “perdida” no resultado de Gus. 
4.2.2 Problema Restrito de Lyapunov 
Nessa seção- derivamos, para o caso de plantas quadradas, uma abordagem convexa para 
a realimentação estática de saída baseada no Problema Restrito de Lyapunov (PRL). A 
abordagem equivale à apresentada por Guoxiang Gu com a vantagem de não precisarmos 
colocar o sistema na representação de estados com B = [I 0]'. Os resultados aqui 
apresentados fornecem uma nova interpretação para o Problema Restrito de Lyapunov 
através de condições geométricas. O problema restrito de Lyapunov foi definido em [22] 
da seguinte forma: 
Definição 71 (PRL) Sejam fl) E 1R"×", F E 1R'×" e E G IR"×k, com F e É de posto 
completo, com l < ri e k < n matrizes dadas. Defina uma matriz \I1 tal que l¬\If = O e 
4Pela formulação de d›11 e pelo fato de que ¢1z e ¢z2 não dependem de p. 
5Na verdade, Gu relaciona o seu resultado com o LQR de forma incorreta. _ As matrizes para o 
problema LQR no caso de Gu deveriam ser R = p`1 e Q = --W'1(pBB' + ¢)W`1, mas, como pode-se 
notar, teremos então Q com sinal indefinido.
421wmmmMm@wDEmmA w 
\II'\I1 = I. O problema restrito -de Lyapunov consiste em encontrar, se possível, matrizes 
H e Q tais que 
\II'(<D'H + H<`D)\I1 < 0 
{ 
H > 0 (4.8) 
H'1I" = EQ ou E'H = QP 
Em [22], os autores derivam condições necessárias e suficientes para a existência 
de solução para o PRL e derivaram resultados para a realimentação estática de saída para 
o caso onde k 2 l. Para o caso lc < l resultados de estabilidade só puderam ser formulados 
em termos de uma realimentaçäo dinâmica de saída baseada em um observador de estados. 
Note que, se a condição ll"1l¬' = EQ for descartada da definição original, temos um caso 
particular do PRL 
\I¡'(<I>'ll + ll<I>)\P < O 
{H>0 
2'Il = QP 
que é convero nas matrizes desconhecidas. A solução, caso exista, para esse caso particular 
é um problema de factibilidade LMI. Todavia, esse problema particular não possui muitas 
aplicações para realimentação estática de saída, como será visto a seguir. De fato, esse 
problema é sempre infactivel quando k > l. 
Consideremos o sistema (4.5), onde B E 1R"×"“ e C E 1R¿"H×" são matrizes de 
posto completo. Por Lyapunov, o sistema é estabilizável por realimentação estática de 
saída u = -Fay se e somente se existirem matrizes P > 0 e F0 tais que 
P(A - BFOC) + (A - BF,,C)'P < 0. (4.9) 
Seja M uma matriz tal que C'M = PB e defina-se a matriz L = MF0. Substituindo em 
(4.9) temos 
PA + A'P - C"LC - C'L'C < 0. (4.10) 
Podemos agora definir os problemas em cima dos quais trabalharemos: 
Problenla 72 (PRLP) Dadas A, B e C, o PRLP consiste em encontrar, se possível, 
matrizes P, L e M tais que 
PA + A'P - C'(L + I/)C < 0 
P > O (4.l1) 
C'M = PB 
Problema 73 (PRLW) Dadas A, B e C, 0 PRLW consiste em encontrar, se possivel, 
matrizes W, L e M tais que 
mv+Wm-B@+Uwww 
iv>o Mlfl cW=MH 
Como pode-se notar, esses problemas estão intimamente relacionados com o 
PRL. De fato, a factibilidade tanto de (4.11) quanto de (4.12) implicaö na factibilidade 
do PRL. A partir da definição dos problemas podemos enunciar o seguinte resultado: 
6Para. o PRLP realizar as substituições <I> = A, I` = C, E = B, H = P e Q : M'. Para o PRLW, 
<I>=A',1¬=B',E=C',H=W'eQ=M.
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Teorema 74 Sejam P, L e M soluções para 0 PRLP. Suponha que 72(C') Ç 
Então a realimentação 
u = -M+Ly = -Fay 
estabiliza o sistema 
Prova: Sejam P, L e M soluções para o PRLP. Então temosi(4.10) satisfeita._ Utilizando 
propriedades das matrizes pseudo-inversas, temos, para todo 5: 6 R(M), M M *Í = ir.” 
Como foi assumido que 'R(C) Ç 'R(M) temos, para todo x, MM+C.r = Cx. Utilizando 
essa relação em (4.10) e o fato que MM* = (MM+)' temos . 
PA + A'P _ 0'L'M+'M'c _ o'MM+LC < 0. 
Definindo Fu = M+L e utilizando o fato de que C'M = PB chegamos à conclusão de que 
(4.9) é satisfeita, e por Lyapunov garantimos a estabilidade do sistema a malha fechada. 
Lema 75 Se B e C' têm posto completo e nu = nu, então a condição R(C) Q 72(M) e' 
automaticamente satisfeita sempre que o PRLP for factível. ' 
Lema 76 Se B e C têm posto completo e nu > nu, então a condição 'R(C') Q 'R(M) 
nunca e' satisfeita pelas soluções do PRLP, e nesse caso o teorema não garante estabilidade. 
Lema 77 Se B e C têm posto completo e nu < nu, então o PRLP é infactível. 
Prova: Para o caso da planta quadrada, seja m = nu = nu = posto(B) = posto(C). Por 
propriedades de posto de matrizes, como P > 0, tem-se posto(PB) = posto(C 'M ) = m, 
e, como M G 1R"×", tem-se posto(M) = m. Agora, pelas dimensões das matrizes, é fácil 
verificar que 7?,(C') = 'R(M Quando nu ¢ nu, uma abordagem similar leva aos lemas 
restantes. ` I 
Podem-se derivar, da mesma maneira, resultados equivalentes para 0 PRLW. 
Substituindo a condição de imagem por R(B') Ç temos os seguintes resultados: 
0 nu = nu: A realimentação u = -LM+y estabiliza o sistema. 
o nu > nu: O PRLW é sempre infactível. 
o nu < nu: A condição de imagem nunca é satisfeita. A estabilidade não pode ser 
assegurada para u = -LM+y. ' 
Corolário 78 Para plantas quadradas, 0 PRLP e o PRLW são equivalentes ao PRL. Os 
problemas são ƒactíveis se e somente se 0 sistema for fase mínima e det(CB) 7É 0. 
A prova para a primeira parte do corolário é derivada da definiçäo do PRL 
notando que, para plantas quadradas, a matriz M é não-singular. Estando estabelecida 
a equivalência, a prova para a segunda parte pode ser obtida de [17] e [31]. 
Corolário 79 Uma condição necessária para aƒactibilidade de (411) e (412) e' a de que 
posto(C'B) = min(nu, nu).
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A prova. pode ser derivada de ` [22] utilizando os resultados prévios sobre a infac- 
tibilidade dos problemas.
_ 
A matriz L possui um papel interessante nos problemas definidos. Pode-se 
notar que, para o problema proposto (de factibilidade apenas), podemos, sem perda. de 
generalidade, exigir L > 0. Ainda mais, se L e M são soluções estabilizantes, então 
qualquer tal que L + L' 2 L -|- L' também fornecerá, junto com M, uma outra solução 
estabilizante. 
4.2.3 Uma nova abordagem 
Nessa seção será. apresentada uma abordagem para a realimentação estática de saída 
baseada na equação de Lyapunov. Consideraremos para fins de estabilização o sistema 
(4.5). Partimos, como na seção 4.2.2, da equação (4.9). Definindo a matriz,L = PBF0 e 
substituindo em (4.9) chegamos a ' 
A'P + PA _ 0'L' _ Lc < o. (413) 
Seguimos com algumas definições:
H 
Problema 80 (problema P) Dadas A, B e C, com B posto completo, encontrar, se 
possível, matrizes P, L, M e N tais que 
A'P+PA-C'L'-LG<0 
{BM=PB, LC=BN P>0 
Problema- 81 (problema W) Dadas A, B e C, com C' posto completo, encontrar, se 
possível, matrizes W, L, M e N tais que 
WA'+AW-L'B'-BL<0 
M'C=CW, BL=NC 
I/V>0 
Assim como na seção 4.2.2, enunciaremos o resultado apenas para um dos pro- 
blemas, ressaltando que resultados equivalentes podem ser obtidos para o outro problema. 
Teorema 82 Sejam P, L, M e N soluções para 0 problema P. Então a realimentação 
u = -B+P`1Ly = -Fay 
estabilíza o sistema
_ 
Prova: Se BM = PB, então ./\f(M'B') = ./V'(B'P). Como B é de posto completo e 
P > 0, M é inversível e daí ./\/'(B') = ./\/'(B'P). De fato, pode-se deduzir que, para todo 
z' inteiro, ./\f(B') = ./\f(B'P'i). Partindo dessa relação e sabendo que BN = LC pode-se 
chegar em /\/(C"L') Q ./\f(B'P*'). Provemos então que o sistema a laço fechado é estável 
provando que, para todo ar 7É O, _ _
, 
z'¢z z z'(A'P + PA _ PBB+P-ILC _ (PBB+P-1Lc)')zz < o.
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Seja. sr representado por 1: : :BR + gw, onde asp E R(PB) e :EN G ./\/'(B'P). Da.s relaçoes 
obtidas anteriormente temos mp 6 R(P`1B) e, por propriedades de pseudo-inversas, 
P`1B+'B'P1rR = a;R. Através dessa relação e lembrando que B'P:rN = 0 tem-se que 
:r'çz5m = x§¡(A'P + PA ~ LC - C'L')acR + :z:§\¡(A_'P + PA)a:N+ 
x§Q(A'P + PA - LC')xN + m§\¡(A'P + ,P/1 - C"L')rcR. 
Lembrando que a;N também satisfaz C'L':1:N = 0, podemos, após algum algebrismo, cl1egar 
z'¢.z~ z zz'(A'P + PA _ 0'L' - Lc)zz, 
8. 
e pelas condições do teorema temos, finalmente, ¢ < 0. ~ I 
Os mesmos resultados podem ser obtidos para 0 problema W. A realimentação 
passa a. ser u =, -LT/V'1C'+y e a prova pode ser obtida da mesma forma, notando-se que 
./\f(C)=./\f(Cl/V¿)e./\f(BL)Q./\/'(Cl/Vi). - 
Por fim cabe ressaltar a equivalência desse resultado e do resultado do teorema. 
67. Considere, como na seção 4.1.2, o sistema com C = [I 0]. Não é difícil notar que 
as restrições de igualdade do problema W equivalem a exigir a mesma estrutura. bloco- 
diagonal de matrizes de (4.4). As condições de igualdade são satisfeitas com M' = Í/V11 
e N = BL1. O que resta é exatamente uma equação de Lyapunov e, pelo teorema 67, 
podemos derivar o seguinte resultado: 
Corolário 83 O sistema (45) é estabilizcível por realimentação estática de saída se e 
somente se existir uma transformação de similaridade :E = Ta: tal que 0 problema P seja 
_factz'1Jel para o sistema transformado.
' 
O mesmo é válido para o problema W. No atual estágio não podemos -ainda. estabelecer 
as vantagens de uma ou outra abordagem. Algumas características desse problema me- 
recem, porém, ser destacadas. Em comparação com a abordagem via PRL (seção 4.2.2) 
notamos que a abordagem dessa seção se aplica a uma classe mais ampla de sistemas. 
Em particular, a. condição det(CB) = min(n.,,, ny) não é mais necessária para a factibili- 
dade dos problemas. Incertezas do tipo politopo7 são facilmente tratadas. Na abordagem 
via PRL somente a matriz A poderia ser incerta. Por fim, cabe notar que o problema 
P propicia um meio alternativo de obtermos ganhos estabilizantes via realimentação de 
estados. Essa interpretação nos leva ao seguinte resultado: “ 
Corolário 84 Seja um sistema representado pelas equações (45), com B posto completo. 
Então, se « 
{A'P + PA_- BN- N'B' < 0 
B.M = PB, P > 0 
for _factível, a realimentação de estados 
u = -B_+P`1BNa: 
estabílíza 0 sistema. 
7Ma.trizes A e C para o problema P e A e`B para o problema W.
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A prova é trivial, bastando considerar C = I no problema P. Esse resultado poderia ser 
empregado em problemas onde a inversão de P levaria a BMI8, ou onde desejássemos obter 
maior flexibilidade em soluções já existentes, como por exemplo na síntese via critério do 
círculo: ' 
Corolário 85 (Síntese com 0 critério do círculo - setor variável) Sejam 0 sistema 
com Duy = 0, e 0 conjunto das não-linearidades descritos como no teorema 44. Então, seaLMIemP,N,MeK -
ç 
A'P + PA _ Buzv _ Nfzaz, (K0 _ B;,P)f 
]
_ 
l K0 - B;,P 
ç 
-(21 + 1‹D,,,,, + Dz,,1‹') < 0, BHM ¬ PB”, P > O 
for factível, existe um ganho F tal que a realimentação u = -Fx faz com que o sistema 
seja absolutamente estável VQ5 E qöc. Mais ainda, esse ganho e' dado por 
F z B,+P-IBUN 
4.3 O problema 'Hz 
4_.3.1 A norma em 7-tz V 
Antes dedefinirmos o problema 'Hz necessitamos da definição da norma em 'Hz para 
funções de transferênciag. Para funções de transferência G'(s) que pertencem a esse espaço, 
a norma é definida como l 
||Gnã = ,lg /Í; tf<G~‹â~›G‹â‹»›› da 
Se possuirmos a representação por variáveis de estado de G, então a norma em 
'Hz pode ser calculada de duas maneiras (veja, por exemplo, [16]). A primeira é através 
do Gramiano de controlabilidade: 
||G||§ =@/c*L,c");›z AL, + LCA' + BB' = 0 J \ , 
a segunda através do Gramiano de observabilidadez 
*¡|G||§ =¿fu~(B'L,B)×,z A'L,, + LOA + 0'C = 0 
Essas equaçoes somente sao válidas se o sistema for estável e estritamente 
próprio, ou seja, D = 0. Se o sistema possuir D 7É 0, então sua norma em 'Hz será 
infinita. De qualquer forma, as equações podem ser utilizadas para calcular a norma da 
“parte estritamente própria” do sistema. A norma pode também ser calculada através de 
um problema de otimização [10]: 
= min{tr(C_LcC') : ALC + LCA' + BB' É 0, L,,.> 0} 
i Han; z m¡z1{§f(B'L0B) z A'L0 + LOA + do 5 0, Lo > o} 
onde se exige que o sistema seja controlável (caso Lc) ou observável (caso LO). 
8Para que o leitor possa ter uma idéia de possíveis/aplicações dessa abordagem basta considerar a LMI 
de análise do critério Popov (3.7, página 41) trocando-se o termo RCA por RC. O problema de síntese 
via realimentação de estados para essa nova LMI poderia ser solucionado de forma suficiente através da 
aplicação do corolário 84 por um problema de factibilidade LMI. Se tentássemos solucioná-lo através da 
inversão de P chegaríamos a uma BMI. 
9Normalmente diz-se simplesmente norma Hz.
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4.3.2 Definição do problema 
Seja o sistema descrito como em (4.1). O problema Hz consiste em encontrar um controla- 
dor tal que a norma 'Hz da função de transferência. em laço fechado GW seja minimizada. 
Esse problema é equivalente ao problema clássico LQR. [l6], [5] que, como sa- 
bemos, possui uma solução definida através de uma equação de Riccati. A solução via 
LMI para esse problema, relacionando-o com essa equação, foi claramente definida por 
Willems em [64]. A abordagem que sera dada aqui é outra, baseada na minimização da 
norma 'Hz como definida anteriormente. A vantagem da abordagem desse trabalho é a 
de que restrições na estrutura do controlador podem ser introduzidas da mesma forma 
como anteriormente. Além disso, a abordagem via LMI tratada aqui permite a garantia 
de limitantes na norma 7-[2 através de um problema de factibilidade. 
4.3.3 Realimentação de estados « 
Um resultado semelhante ao obtido aqui pode ser encontrado em [51] para sistemas au- 
mentados. Utilizaremos aqui o sistema (4.l) para o caso particular onde “ 
= Czzr + Duzu (4.14) 
:ar 
a'c=Aat+Bww+B,,u 
{z 
Ê/ 
A solução para o problema 7-[2 para esse sistema é enunciada a seguir 
Teorema 86 Seja o sistema dado como em (414). A minimização da norma 'Hz por 
realimentação de estados é conseguida através do seguinte problema de minimização: 
N CW-DL mintr(N) : 
{ __ 
, 
Z "Z l20, /\/\ (CZW DIÍZL) W /\/\ [AW+l/VA-B,,L-L'B,', Bw]<0 
_ 
BL, -I “ ° 
' W > O 
e o ganho u = -Fa: que minimiza a norma e' dado por F = LW'1. 
Antes de prosseguirmos com a prova, notemos que o valor de tr(CWC") é o 
mesmo para a solução dos dois seguintes problemas: 
o Original: rr%|lin{tr(C'WC') I É 0} 
o Aumentado: rpr/1i]r¡1{tr(N) : N - CWC' 2 0, f(W) É 0]› 
De fato, a equivalência pode ser verificada se notarmos que 0 problema original não impõe 
nenhuma restrição em N. Podemos agora prosseguir com a prova do teorema: 
Prova: Para o caso considerado, a função de transferência (4.2) torna-se 
A - BUF Bu, × GW) “ ” 
l/li A
/
1
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Calculando a norma dessa função através do Gramiano de controlabilidade, com LO = W 
e L = FW, tem-se . - 
||G||§ = m1n{zr(CWc') z AW _ WA' _ BUL _ L'B,', + BwB{, g 0, W > o} 
onde C =' CZ - DMF. Como a função objetivo não é afimlo, introduzimos a variável 
auxiliar N e minimizamos o problema aumentado visto anteriormente. A inequação N ~ 
CWC' 2 O pode facilmente ser transformada em uma LMI através do complemento de 
Schur. Como o problema aumentado e o original são equivalentes, a minimização da norma 
se da exatamente através da LMI do teorema e o ganho pode ser restaurado fazendo-se 
_1 . F = LW . . - I 
Por fim, nota-se que restrições do tipo realimentação descentralizada de saída 
podem ser introduzidas no problema através das técnicas já vistas, apesar de perdermos 
a garantia de que a norma do sistema, a laço fechado, será a mínima possível. Podemos 
também considerar incertezas do tipo politopon nas matrizes de descrição da planta, 
garantindo assim um limitante superior para a norma 'Hz de toda uma família de plantas. 
4.3.4 Compensador de ordem completa ' 
Antes de formularmos a solução para esse problema trabalhemos um pouco a idéia dos 
estimadores de estado (conhecidos também por observadores de estado). Os estimadores 
de estado sã.o sistemas dinâmicos construídos com a finalidade de fornecer, a partir -de 
dados disponíveis através de medidas, uma estimativa do valor de todos os “estados do 
sistema. Essa estimativa é utilizada para realizar uma falsa” “realimentação de estados” 
no sistema. Normalmente as variáveis disponíveis são a saída y e a entrada u do sistema. 
Algumas características são imperiosas para um observador de estados: 
o O erro entre o estado estimadoe o estado real deve cair a zero com o passar do 
tempo. 
o Esse decaimento deve ser independente da condição inicial (tanto do estimador 
_ 
quanto do sistema). . 
Consideraremos, para a nossa abordagem, o seguinte caso particular do sistema (4.l): 
:ir = Air + Bww + Buu 
z = Czsc + Duzu _ (4.15) 
y = Cyx + 
Para o estimador vamos primeiramente considerar que sua descrição é dada por 
{:ie = Acme + Byy + Bueu 
ye : Cxewe 
Desejamos que o estado :ce nos forneça uma estimativa do estado real x, e para isso 
devemos determinar as matrizes de descrição do estimador adequadamente. Unindo os 
1°Pelo fato da variável F aparecer na matriz C. 
“Utilizando a técnica desenvolvida na seção 2.5. 
12No sentido de que o verdadeiro vetor de estado é substituído por um vetor de estado estimado.
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dois sistemas e definindo a variável erro de estimação e = a: - :ce temos que a dinâmica 
do erro é dada por ' 
è = (A - ByCy - Ae):z: + (Bu, - ByD,,,,,)w + (Bu - B,,,,)u + Aee. 
Para que o erro de estimação caia ra zero independentemente da entrada e da trajetória 
específica de 2:, tem-se que Ae = A-B¿,Cy e Bus = Bu. Substituindo essas duas expressões 
na dinâmica do erro e definindo Fe = By chegamos finalmente a 
é z (A - Fec,)‹z + (Bu, - F,D,,,,)w. 
A única matriz desconhecida nessa equação é a matriz Fe, e ela deve ser determinada de 
forma a fazer com que o estimador seja estável. Não é difícil notar, pelo teorema 4.14, 
que podemos minimizar a norma 'Hz da entrada' w para o erro de estimação calculando 
Fe = P`¡L através do seguinte problema: _ 
. N (PB - LD )'
1 
t : '” “W > min r(N) [PBW __ LDW P _ 0, 
A'P + PA - LC'y - CLL' É 0, 
, 
P>0 
A prova segue a mesma linha da prova para o problema 'Hz via realimentação de estados, 
utilizando as relações duais para 0 cálculo da norma.
y 
“ ~
~ 
Figura 4.2: Estimador de estados 
Tendo um estimador de estados à mão, a solução para o problema ocorre de 
forma intuitiva: calculamos' a solução F como se todos os estados estivessem disponíveis. 
A seguir, aplicamos esse ganho nos estados estimados, fornecidos pelo estimador de es- 
tados. Apesar de intuitiva, essa solução carece de prova rigorosa para a manutenção 
da otimalidade da solução obtida. A prova, que resulta na propriedade conhecida como 
princípio da separação, não será fornecida aqui, apenas ressaltamos que essa solução in- 
tuitiva én válida na realidade. - 
A Noteique a matriz CIE ainda é indeterminada, e não influi no resultado final. 
Caso ela seja escolhida como Ch = Cy, tem-se a estrutura do estimador como mostrada 
na figura 4.2, onde nota-se que a entrada de referência do mesmo é o erro de saída y - ye, 
que deve cair a zero com o passar do tempo.
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Assim, a soluçao para o problema Hz via realimentação dinâmica de ordem 
completa consiste na solução de dois problemas em separado: na solução do problema 
de realimentaçao de estados e na solução do problema do estimador “ótimo”. Como as 
duas soluções já, foram apresentadas, não sera necessário apresenta-las novamente. Para 
maiores detalhes sobre o problema do estimador de estado pode-se consultar Uma 
abordagem convexa similar à apresentada neste traballio pode ser encontrada em [17]. 
4.4 O Problema HOO 
4.4.1 A norma em Hoo 
Assim como no problema Hz, necessitamos primeiro definir a norma. em Hoo para a 
formulação correta do problema. Normalmente, a norma em Hoo é chamada simplesmente 
de norma Hoo. Para operadores Ç que pertencem ao espaço Hoo, a norma pode ser 
equivalentemente definida de várias maneiras: 
Nails = sup '-'íxfi = Sup ngwuz. 
zecz H$||2 ||z||2=1 
Assim, a norma H<×, é a norma induzida pela norma Hz, ou seja, é o maior ganho 
em norma 2 que pode-se obter do sistema. Se o operador é uma função de transferência 
G(s), então a seguinte definição pode ser empregada: ` 
||G||w=s¿pâ{G<f‹»›i, 
~
~ 
onde ã{G'(j‹z.›)} é o máximo valor singular de G'(jw). Se G' é SISO, então ã{G(j‹.ú)} = 
|G'(jw)| e a norma Hoo corresponde ao valor maximo do gráfico de módulo de Bode. 
O cálculo da norma, para funções de transferência, não pode ser feito diretamente 
como na norma Hz, e um procedimento iterativo deve ser utilizado. O resultado que segue 
fornece a chave para o procedimento, e pode ser encontrado em [17]: 
Teorema 87 Seja o sistema G'(s) ~ (A, B, C, D), com (A, B) estabilízável. Então tem-se 
HGHOO < 7 se e somente se existir uma matriz P > O tal que 
(A + BZ-1D'c)'P + P(A + BZ-1110) + PBZ-1B'P + y20'T-10 z 0 (4.1õ) 
_.( ` zmd‹zz=~fi1-D'DzT=¶21_-DD'. fz 125./ ” rf, fv 
O procedimento para cálculo consiste, então, em procurar o menor valor de 7 tal que 
a equação (416) seja satisfeita. Pode-se utilizar, por exemplo, o método da bissecção. 
Normalmente não é procurada uma solução para a equação de Riccati, mas sim verificados 
os autovalores de sua matriz Hamiltoniana (veja, por exemplo, [1 Corno nosso interesse 
maior é em problemas de síntese, vamos abordar o cálculo da norma via LMI. O resultado 
que segue pode ser encontrado em [_10]:
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Teorema 88 Seja afunção (le tra11.s_fe1'ê1z.cía G(s) ~ (A, B, C, D) cont1¬ol‹ível e ollsevwrível. 
Então a sua norma HW 6 dada pelo p1~oblema13 
_ . _A'P+PA PB [of] |lG||.O-mmwl HP _¶z,l+ D, rc* Disø. P>‹› 
Por fim clarificaremos a relação entre a LMI e a. equação (416). O materia.l 
que segue não é necessário para a compreensão das próximas seções, mas como a. equação 
(4.16) é encontrada. com certa. freqüência, consideramos valido mostrar como podemos 
chegar, a partir dela, na forma simplificada da LMI. Para começar, relen1bra.mos um 
resultado da seção 1.2.4: 
Fato 89 A .solução P da equação (416) e' a solução mázvima da inequação /\ / - 1 1 - 1 - 1 1 - \ (/A+Bz 1Do)P+P(/+Bz 1Dc)+PBz 1BP+ÊÍícf/Temp; 0. ._ 
Pelo lema. de inversão de ma.trizes (veja por exemplo [5]), tem-se que 
Z-1 = 7-2(I+D'T-1D) (4.17) 
T-1 = ^f2(I+Dz-1D') (418) 
daí temos 
'y2C'T`1C = C"C' + C"DZ`1D'C . 
utilizando essa relação e trabalhando algebricamente com a equação (4.l6) chegamos ao 
resultado equivalente ` 
K 1 \š< 1 -1 1 1 l 1 \l A~+ (PB-l-CD)Z (PB-l-CD) +CC',z=0 
aplicando o fa.to 89 e oq complemento de Schur temos a LMI 
A'P + PA + c'o PB + OD 
l BfP + Dfo Qfo 5 O 
que é idêntica ã LMI do teorema. 88, estando portanto a relação de equivalência estabele- 
cida. Note que uma LMI equivalente pode ser escrita, em termos de W = P"1 e através 
do complemento de da seguinte forma: /_” _ ` 
^› WA'+@W BW Weg, 1 
Bfw -W of go (419) cw DV, -1,W 
4.4.2 Definição do problema 
Seja o sistema. descrito como em (4.1). O problema subótímo HK, consiste em encontrar um controlador tal que a norma 7100 da função de transferência em laço fechado GW seja 
menor do que um valor pré-especificado fy. O problema ótimo Hoo consiste einencontrar um controlador que minimize essa norma. 
“Se a função não for controlável ou observável, então o problema retorna um limitante superior para 
a norma.
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Os problemas 7-too possuem algumas peculiaridades: em primeiro lugar, a solu- 
ção” para os mesmos não é única, mesmo para o problema ótimo. Em segundo lugar,_ o 
problema ótimo, da forma como colocado, é bastante problemático em termos numéricos 
[17], pois quase sempre a solução é atingida através de grandes ganhos de realimentação. 
Essa é, alias, uma das motivações para o estudo do problema misto "Hz/'H<×,, já que uma 
restrição na norma 'Hz consegue, na maior parte das vezes, impor um limite na energia 
de controle. Normalmente, quando apenas restrições na norma 7-too são consideradas, 
procura-se resolver o problema subótimo. 
Q
4
~ 4.4.3 Realimentaçao de estados 
V
V 
Apresentaremos a solução para o problema subótimo nessa seção. Como poderemos notar, 
essa mesma solução aplica-se ao problema ótimo. Consideraremos o caso particular de 
(4.1) onde 
4 
d' = A1' + B + Buu 
z = Czm + 61,7-Í%+ Duzu (420) 
-A solução para o problema subótimo é dada pelo seguinte teorema: 
Teorema 90 Seja os sistema (420), onde (A,B,,) e (A,B,,,) são estabilizáveis, (C'z,A) 
observável, e 7 um escalar positivo. Então ezviste uma realímentação de estados u =_-Fm 
tal que ||Gwz||°<, Ê 'y se e somente se a seguinte LM] em W e L for factível: 
4/ WA' + AW _ Bud/-¢L'B¿ B., Wc; - 1,11% 
Bzu -721 Dzá g 0, W '> 0 (421) 
ozw _ D,/L ow; 41 
,/ J ~ 
e nesse caso um ganho de realimentação e' dado por F = LW`1. 
Podemos observar que esse mesmo resultado pode ser utilizado na solução do 
problema ótimo, bastando minimizar 72. Para. a prova, basta notarmos que a função de 
transferência a laço fechado é 
H 
= (A - B,,1‹¬)zz + Bww 
z = (C5 - Du_.,F)a: + Dwzw 
Substituem-se os valores apropriados na LMI (4.19) e faz-se a mudança de variável FW = 
L, chegando-se então à LMI do teorema.
V 
4.4.4 Compensador de ordem completa
_ 
Nessa seção apresentamos o resultado obtido por Gahinet e Apkarian [21] para o problema 
de controladores dinâmicos HW. Nesse trabalho, é obtida uma condição necessária e 
suficiente para a existência de controladores dinâmicos de ordem reduzida para o problema 
subótimo 7-too. O resultado se da em termos de um problema de minimizaçao sujeito a 
“Ou seja, o controlador que resolve o problema.
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restrições LMI, onde o funcional näo' é convexo para controladores de ordem reduzida. 
Todavia, se desejarmos apenas construir controladores de ordem completa para 0 sistema 
subótimo teremos o resultado em termos de um problema convexo de factibilidade. Todo 
o material necessário para a prova do resultados pode ser encontrado em {50]. 
'LU - Z 
u Go) y 
F(s) 
Figura 4.3: Sistema para síntese 7-tw 
Definição do problema 
Antes de apresentarmos o resultado necessitaremos de algumas definições e condições para 
a aplicabilidade do mesmo. O sistema a ser considerado está representado na figura 4.3. 
A função de transferência da planta é dada por 
lí 1= lâííí ãíííl /5?? oz 
oz 
€/\_/ 
/_\r*\ 
vz 
vz 
\./\./ 
oz 
oz 
\_/§/ 
\._......_.I 
|_"-% 
0° 
oz 
Q/`
, 
Iííl 
A função de transferência da entrada w para a saída z é dada por15 G,,,,,(s) = GW + 
G'uzF(sI - GuyF)'1Gwy. A descrição por variáveis de estado da planta é dada por 
BW Bu 
G(s) ~ Dm Duz 
Day Day - 
onde A 6 1R"×”, Dwz E IR¿"1×."“ e DW 6 1R"y×"“. São feitas ainda as seguintes suposições: 
o (A, Bu) é estabilizável e (A, Cy) é detectável. - 
851:» 
o DW = O (o queé feito sem perda de generalidade). 
Podemos agora definir o problema: 
Definição 91 (Problema subótimo 7-too) Dado 7 > 0, o problema subótimo 7-[oo consiste 
em encontrar um controlador F(s) tal que 
o O sistema a laço fechado seja estável. 
o O sistema a laço fechado satisfaça ||Gwz(S)||0° < 7. 
15Por simplicidade vamos omitir o argumento s em alguns lugares.
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Solução do problema 
_ ¬ _ 
Enunciaremos a soluçao do problema subótimo 7-[OQ em um teorema. Para detalhes sobre 
a prova do mesmo pode-se consultar [21] ou ainda [50]. 
Teorema 92 (Gahinet e Apkarian O problema subótimo 7100 tem solução se e so- 
mente se existirem matrizes simétricas R e S satisfazendo 
AR-FRA' RC; Bw 
H” 0.12 -il D... [^gR “}]<o 
B; D'Z|-'11 'IU 
NS 0, SA¬'LA's SB.” NS O Í _ 
[ 1 
Bws -71 Dm 
[ 
]<0 0 1 
i CZ DW _7¡l 0 1 
R 1 
lr si>° 
onde NR 6 /V5 são, respectivamente, bases para 0 mícleolô de [BL Día] e [Cy Dwyl. 
Esse teorema nos fornece uma condição necessária e suficiente para que exista 
uma solução dinâmica de ordem completa para o problema subótimo 7-Leo. Na verdade, a 
ordem do controlador pode ser ainda menor", mas 'nao trataremos desse caso aqui. 
Construção do controlador ~ - i 
Dadas as matrizes S e R é possível construir um controlador que satisfaça o problema da 
maneira que apresentaremos a seguir. 
Seja k = posto(I - RS Calculam-se matrizes de posto completo por colunas M 
e N G 1R”×k tais que MN' = I - RS. Em seguida obtém-se uma matriz X 6 1R("+¡°)×("+¡°) 
que satisfaça o sistema linear 
~ 
ii ál =Xiá til 
A matriz X resultante deve ser positiva. definida. Definem-se agora as matrizes auxiliares 
A 0 Bu, _ A°'i0 ml B°"i0l C°"[C* 0] 
_ O Bu _ 0 Ik B-lz. ol 0%. ol 
1>...={o 11...) D.. =[D°]U 
wi/ 
que nos permitem definir as matrizes 
Q : pwy 0(/\1+ny)›<nzl 
16I.e., suas colunas formam uma base para o núcleo. 
"A ordem mínima do controlador é dada por posto(I - RS). O problema então torna-se minimizar 
posto(I - RS) sujeito às LMI do teorema. Esse funcional. no entanto, não é convexo.
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E = l3' 0‹1z+zz..)×n.. Dtzl 
Agx + XA0 XB0 Cg 
` ` 
CO Du/z . 
Depois de encontradas as matrizes resolve-se a LMI 
\1I + Q'®'P+7?'€)Q < O ' 
particiona-se a matriz O como 
Ap BF . ‹»zi 
1
~ 
CF DF 
com DF G IR¿"“×"¶ e finalmente tem-se ai descrição de estados para o controlador, que tera 
a função de transferência - V 
= C}‹¬(SÍ - ÁF)_lB¡«¬ + DF 
4.5 O Problema 7-[2/7-loop Misto 
4.5.1 Definição do problema 
O problema 'Hz/'I-too pode ser formulado a partir da planta da figura 4.4: encontrar um 
controlador que minimize ||Gz2||z sujeito ã restrição ||G°°<×,||°o < 7. Podemos também 
propor o problema “inverso”, de minimizar ||G'oo°o||°o sujeito ã restrição ||Gzz||2 < fy. 
woo zoo 
W G(§) 2 22 
U FJ 
Figura 4.4: Planta para o problema misto 
:ic = Aa: + Bzwz + Boowoo + Buu 
22 = Czív + 1722102 + D°<›2w<×› + Du2U 
Zoo : Cioo-73 'i' D2oow2 'l' Doooowoo + Duoou H 
y = Cya: + Dzywz + Dooyww + Duyu 
{z2(s_)iI 
Gzz(s) s) Guz(s)} {w2(s) 
z°°(s) = Gz<×,(s) s) G,,oo(s) w°o(s) 
Í'/(3) G2y(5) (5) Guz/(3) U(3) 
O problema encontra varias motivações. Uma delas é impor algum limitante no 
ganho 7-too, por razões vistas na seção 4.4, e uma restrição 'Hz pode cumprir esse papel. 
Outra motivação provém do chamado problema de “performance robusta”, que consiste 
mflëcô 
âšê
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em garantir não só estabilidade como também performance frente a incertezas do modelo. 
Note que o problema 'Hz/'Hoo misto não resolve esse problema, mas suas soluções podem 
fornecer conhecimento para resolvê-lo [40]. lÍ)e fato, mesmo o problema misto não possui 
ainda solução analítica”. As abordagens propostas minimizam não a norma Hz, mas sim 
um limitante superior para a mesma. A minimização de um limitante foi tratada em [8] 
e, de forma convexa, em [40]. 
4.5.2 Realimentação de estados 
Iremos minimizar também um limitante superior para a norma Hz. A abordagem dessa 
seção consiste simplesmente em acoplar as soluções LMI do problema 7-tz e do problema 
subótimo 7-too. Consideremos o sistema (422) com y == as e Dzz = 0. 
Teorema 93 Sejam N, L 'e W' as soluções para o seguinte problema: 
mintr(N) : 
[(021/V íVDu2L)I 
Czlzi/ š/Du2L] 2 0, 
[AW + WA' _ But - L'13¿ B2} 
B; -1 S0, 
AW + WA' - B,,_L - L'B,', Boo WCQO - L'D{,oo 
-721 É 01 
C'°<,I/V - DWQL Dow, -I 
' W > 0
, 
Então o sistema (422) realimentado por u = -LlfV"1:z é tal que ||G°<,<×,||<,° < 7 e ainda 
l|G22l|Ê < tf(N)- 
A prova é trivial: basta notar que as restriçoes do teorema impoem que as 
restrições dos teoremas 86 e 90 são satisfeitas. Como estamos agora adicionando a res- 
trição 7-too ao problema Hz, não podemos mais garantir a otimalidade da solução apenas 
minimizando o traço de N, e por isso podemos apenas garantir o limitante superior. 
' Cabe notar que, caso ^y2B2B¿'¿ É BOOBÂQ, as restrições se reduzem às mesmas 
encontradas em [40]. 
) . 
18A solução apresentada em [53] requer a solução de 7 equações não lineares acopladas.
Capítulo 5
Í Conclusoes 
Ao longo desse trabalho foram apresentados vários resultados importantes da area de 
controle e suas soluções via inequações matriciais lineares. Esses resultados foram agru- 
pados e apresentados de forma didática, de forma que mesmo leitores pouco familiarizados 
tanto com os problemas quanto com a abordagem LMI pudessem acompanhar sem mui- 
tas dificuldades o desenvolvimento dos temas. Os resultados foram apresentados em três 
blocos:
V 
No capítulo 2 foram apresentados resultados básicos para a compreensão dos 
problemas de controle em si. Um tratamento simples mas completo foi dado aos temas 
tratados. Nesse sentido podemos citar como contribuição desse trabalho a síntese realizada 
dos conceitos de passividade e positividade e suas interpretaçõese a breve síntese de 
espaços vetoriais (principalmente no que toca ã teoria de Lebesgue). Esses dois tópicos, 
apesar de basicos em varios campos da teoria de controle, raramente são tratados de 
forma simples e objetiva na literatura, e quando o são normalmente acabam por omitir 
alguns aspectos importantes. 
No capítulo 3 são apresentados resultados de estabilidade normalmente asso- 
ciados a sistemas não lineares. Os resultados são apresentados em ordem crescente de 
“complexidade” da abordagem. Soluções recentes para os critérios de Brockett e Willems 
e de Zames e Falb em termos de LMI foram apresentadas. O tratamento dado anterior- 
mente aos conceitos de positividade e passividade reflete-se na interpretação dos critérios, 
que, como visto durante a abordagem do critério de Zames e Falb, reduzem-se a verificação 
da positividade de um sistema modificado. 
No capítulo 4 são apresentados resultados da “nova” teoria de controle, referentes 
aos problemas 'Hz e 7-(oo. A ordem de apresentação refiete o caráter “generalizador” 
da teoria 'Hoo em relação à. teoria 7-Lg. O problema misto 'Hz/'Hoo é apresentado para 
demonstrar o poder da abordagem LMI: de fato, uma vez formulado o problema, a sua 
solução em termos de LMI é realizada de forma simples. Nesse capítulo também é tratado 
o problema de realimentação estática de saída. Pequenas correções são feitas ao resultado 
de Guoxiang Gu [30] e uma formulação LMI é dada ao problema, o que pode ser visto 
como uma contribuição desse trabalho. 
Os resultados derivados do problema restrito de Lyapunov permitiram deter- 
minar algumas características do problema em termos geométricos, além de estender o 
resultado de Gu para sistemas com representação de estados genérica. 
Os resultados derivados da inequação de Lyapunov são, talvez, os mais interes-
vô 
, 
cAPfTULo 5. CONCLUSÓES 
santes desse trabalho. Propiciam,através da simples inclusão de duas restrições de igual- 
dade lineares, condições suficientes para a existência de um ganho estabilizante. Além 
disso, como foi provado, são condições necessárias e suficientes se levarmos em conta to- 
das as possíveis representações de estado do sistema. Nesse sentido o resultado pode ser 
comparado ao obtido em [29], mas as particularidades e propriedadesida abordagem deste 
trabalho ainda são desconhecidas, e constituem um interessante tema a ser estudado. A 
partir dos resultados deste trabalho foi obtida uma nova formulação para o problema de 
realimentação de estados, formulação essa que permite extensões e generalizações de re- 
sultados existentes. A síntese via critério do círculo com o setor variável foi tratada como 
exemplo, um resultado que, segundo nosso conhecimento, também é novo. 
Esta dissertação aponta várias direções para pesquisas futuras: as propriedades 
da abordagem do problema de realimentação de saída podem ser aprofundadas ainda 
mais. A colocação do problema de realimentação descentralizada na mesma formulação 
é um tópico a ser pesquisado. A formulação alternativa para a realimentação de estados 
pode gerar resultados proveitosos, a serem ainda explorados. A relação entre o problema 
restrito de Lyapunov e passividadel poderiam ser trabalhados. Por fim, a colocação dos 
resultados em termos de sistemas discretos é um tema a ser abordado, pois esse trabalho 
tratou apenas de sistemas contínuos. 
1As condições necessárias e suficientes para a solução do PRL para plantas quadradas são praticamente 
idênticas às necessárias para que um sistema seja passivizável via realimentação de estados.
Apêndice A 
Análise convexa 
Daremos aqui apenas alguns conceitos básicos para a análise convexa, pois um estudo 
mais aprofundado foge do escopo desse trabalho. O leitor interessado poderá encontrar 
um tratamento mais abrangente em [54]. 
A.1 Conjuntos afins 
Sejam J; e y pertencentes a IR". Definimos o produto interno (:c,y) = as' - y. A reta que 
une esses dois pontos é dada pela equação 
(1-z\):1:+z\y=:1;+z\(y-fc), VÀGIR. 
Definição 94 (conjunto afim) Um subconjunto M de IR" e' dito afim se, para todo ×\ G IR 
e para todo par x,y G M, 
_
_ 
A 
(1-z\):1:+z\y€M. M 
Assim,_1L13"¿1QI1j¿I1Lq_afij1n__ s_e_a_r¿et_a que passa por quaisquer _dois pontos do 
gogjunto também pertence.ao .c,onj,un.to,_Nã,o é difícil notar que todos os subespaços de IR" 
são conjuntos afins que contém a origem. Um conjunto afim não necessita, porém, conter 
a origem: o translado de um conjunto afim M é clefinido como 
M+aÊ{:r+a::1:€M}. 
Se, para um dado IM, existir um a tal que M = L + a, entao M e L são ditos paralelos. 
Todo conjunto afim M não vazio é paralelo a um único subespaço L, que por sua vez é 
dado por ' 
L=M-]\f1={:L'-y::r,y€M}. _' 
A dimensão do conjunto M é a dimensao desse subespaço. Por definição, a dimensão do 
conjunto afim vazio é -1. Todo conjunto afim M pode ser representado por 
V 
M={â:e11a"zBw=b,Be1R'”×",be1R”*}. ' 
Lembrando que um hiperplano pode sempre ser representado por H = {:z: : (x,b) = 
,3, b 74 0}, temos a seguinte conclusão: lodo conju'/'zto afim de IR" é a intersecção de finitos 
hiperplanos. Esses hiperplanos são dados por 
H, = : (a:,b,-), = Ú,-}, 
onde os b,- são tomados da matriz B e 5,- é tomado do vetor b.
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Definição 95 (casca afim) Dado qualqev* S C 111%", 0 menor conjunto afim que contém S 
existe e e' único. Esse conjunto é chamado de casca afim de S e e' dado pela intersecção 
de todos os conjuntos afins M tais que S C M, 
Representamos a casca afim de S' como aff S. A casca afim de S' é dada por 
todos os vetores na forma 
Àlirl 'l' ›\2$2 'l' ' ' ' 'l' /\m$ms 
onde :c,- G S e ×\1 + z\z + - - - + Àn = 1. Um conjunto de m+1 pontos é afim independentel 
se M = aff{b0,b1, . _ . ,bm} for m-dimensional, ou seja, se os vetores {b¡ - bo, . . . ,bm - b0} 
forem linearmente independentes. 
A.2 Conjuntos convexosg 
Os conjuntos convexos são definidos de forma similar aos conjuntos afins: 
Definição 96 (conjunto convexo) Um subconjunto C de R" é dito convexo se 
Vx,y€C', . (1-z\)av+×\y€C, 0§z\§1. 
Assim, um conjunto é convexo se o segmento de reta que une quaisquer dois 
pontos do conjunto também pertencer ao conjunto. §_£lar9_e_1_1t_;1o_qu¿§o¿l9s os conjun- 
tos afins são cgnyexositmas o contrario n_â,_g_é_ verdadeiro. Entre os conjuntos convexos 
Ndestacam-se os semi-pldnos: 
i
A 
C'1={a::<a:,b)§fi} Cz={m:(a:,b)>fl} 
O primeiro exemplo é fechado, enquanto 0 segundo é aberto. Se as desigualdades forem 
substituídas por uma igualdade teremos um hiperplano. Sabendo que a intersecção de 
conjuntos convexos é também convexa, podemos tirar a seguinte conclusão: 
Corolário 97 O conjunto solução de um sistema simultâneo de inequações lineares e' 
COTLUCIIIO.
\ 
A intersecção de finitos conjuntos convexos é um conjunto convexo poliédrico. 
A soma vetorial z\1:r1 + - - - + Àmwm é uma combinação convexa de {:c1, . . . , :vm} se À; 2 0 
e E /\¡ = 1. 
` Um conjunto que é a casca convexa de um número finito de pontos é um politopo. 
Se um conjunto de m pontos é afim independente, sua casca convexa é um simplex m- 
dimensional. 
Definição 98 (Cone) Um subconjunto K de IR" e' chamado cone se forfechado em relação 
à multiplicação escalar positiva, isto e', se
j 
. Va: 6 K, VA > 0, Àx 5 K. 
1Em inglês, afiinely independent.
A
A.3. FUNÇOES CONVEXAS 79 
Alguns autores consideram que À pode ser zero, e nesse caso todos os cones 
conteriam a origem. Adotamos as convenção de [54], onde À > 0. Um cone é a união 
de semi retas que emanam da origem. Note que um cone não precisa ser “pontiagudo”: 
qualquer semi-plano que contenha a origem, por exemplo, é um cone. ' ' 
Teorema 99 (Cone convexa) Um subconjunto de IR" e' um cone convexo se e somente se 
ele for fechado em relação à adição e à vnaltiplícação escalar positiva.
_ 
Por fim ressaltamos alguns fatos da. álgebra de conjuntos convexos: - 
- ~ . . _ _ . , A ' ~ o Se C1 e C2 sao cpnjuntos convexos, entao tambem o e a sua soma C1 +C'z = {:c1+:1:z : 
1151 É C1,íE2 É ' 
0 Com a soma definida como acima, a combinação linear de conjuntos convexos 
também é um conjunto convexo. - . 
o Um conjunto convexo é simétríco se C = -(Í. Nesse caso, se o conjunto não for vazio 
ele contém obrigatoriamente a origem. Os cones convexos simétricos nao vazios sao 
os subespaços. 
' 
j 
- 
'
- 
o Um conjunto C é convexo se e somente se, para todos escalares z\1 e ×\2 não negativos, 
(z\¡ + z\2)C = ×\¡C' + z\2C. 
A.3 Funções convexas 
Seja f : S E IR" -› IR. O epígrafe de f é o seguinte conjunto: 
r ¢pifâ{‹z,~)=weS,zzeR,/Qf‹z)}. 
Podemos considerar o eípígrafo como o conjunto que está “acima” da função, como na 
figura A.1. 
Definição 100 (Função convexa) Uma função e' convexa em S se o seu iepígrafo é con~ 
vexo.
` 
Uma função é côncava em S' se sua negativa é convexa. Uma funçao é afim em 
S se ela é fi ` ' cava e convexa A verificaçào matemática da convexidade de uma mta, con . ., . 
função pode ser feita de várias maneiras (C é um conjunto convexo): 
o fg: C -› (-oo, oo] é convexa se e somente se 
f<<1- nz + Az» s ‹1 - À›f(z› + Am), 
x,y€C', 0<À<1. 
o f 1 IR" -› [-oo, oo] é convexa se e somente se 
f((1 - z\)a: + z\y)<V(1- À)a~ + ÀB, O <.z\ < 1, 
sempre que < oz e < Ú.
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Figura A.1: Epígrafo de uma função convexa 
o f : IR" -› (-oo, oo] é convexa se e somente se 
f(/\11'1 + ×\2$2 + ' ' ' + Âmwm) É /\1f(í1f1)+ ×\2f($2) + - - ' + /\mf($m), 
z\,~ 2 0, zm» = 1. 
o se f tem derivada de ordem dois contínua no intervalo (a, ,(3), então ela é convexa 
nesse intervalo se e somente se f” 2 O em (oz, Ú). 
Normalmente a primeira verificação é tomada como definição de função convexa. 
Ela é, porém, menos geral do que a definição dada aqui porque não inclui funções que 
assumem o valor -oo em algum ponto. Uma função convexa é própria se não assume 
o valor -oo em nenhum ponto e assume um valor finito em pelo menos um ponto. Isso 
é equivalente a exigir que seu epígrafo seja não vazio e não contenha linhas verticais. A 
última verificação pode ser estendida da seguinte forma: '
_ 
Teorema 101 Seja f : C -› IR" com derivada segunda contínua no conjunto C. Então 
f é convezca em C se e somente se a sua Hessiana for positiva semi-definida para 
todo cv G C. A Hessiana e' definida como
_ 
_¿£.f__($) __êÊ.L( 
) 
i.f_
) 
q 8% 12813 3132812 8:1: 81 261:" 
Ê 8zzaf¡.(íU) âzzaz.2( ) __.Lax2âvt'n( )
, 
V 
. . . 
› - ' ‹ 
H
H 
H? 
f2 "2 82 
adzšâlfl šzälfl â.:â€:(f) 
0nde:c=[x1 mz xn]'.
_ 
A prova pode ser encontrada em [54]. Para finalizar enunciamos alguns resultados sobre 
operações funcionais. As provas podem todas ser encontradas em [54].
FUNÇÕES com/EXAS _s1 
Seja f : IR" -+ (-oo,oo] convexa. e g : 11% -› (-oo,oo] convexa e não decrescente. 
Então = é convexa em IR. 
A soma de duas funções convexas próprias convexa. 
Seja, C' um conjunto convexo em IP¿"+1. Então a função = inf{p : (:c,p) € C} é 
COIIVCXH.. 
O supremo ponto-a-ponto de um conjunto de funções convexas é uma função con- 
vexa.
(
Apêndice B 
Espaços vetoriais 
Daremos aqui uma noção básica de espaços vetoriais e de elementos de álgebra. O objetivo 
final dessa parte é fornecer uma pequena introdução aos espaços de Lebesgue. A teoria 
dos espaços de Lebesgue possui de fato um nível de complexidade elevado. Em particular, 
deveríamos abandonar nosso conceito de integral para passarmos a trabalhar com outro 
tipo, a integral de Lebesgue. O trabalho com a integral a que estamos acostumados 
(integral de Riemann) não nos traz, porém, grandes inconvenientes, e por isso muitas 
vezes ela é utilizada nas definições dos espaços de Lebesgue na literatura de controle. 
Infelizmente, porém, essa diferenciação raramente é notada. 
Começaremos com algumas definições mais básicas, mas igualmente importantes 
no ramo de controle. Seguiremos com uma breve passagem pela “verdadeira” teoria de 
Lebesgue, onde, como sera visto, o grande diferencial é a definição de integral. O material 
encontrado aqui pode ser obtido de [49], e uma versão mais voltada para controle, já 
simplificada, em [62]. 
B.1 Espaços de Banach 
Definiçao 102 (Espaço vetorial) Seja X um conjunto. Diz-se que X e' um espaço vetorial 
sob um campo de escalares S' se existirem operações + : X2 -› X e - 2 S × X -› X tais 
que, para (x,y) 6 X2 e (s1,sz) 6 S2 as seguintes relações forem satisfeitas: 
1. x + y := y + ac 
2. (s1.s2)x = s¡(s2:c) 
3. (sl + s2):1: = sla: + szx 
Â- $1($ + U) = 3111? + 511/ 
5. Ia: = 9:, onde I representa o elemento identiflade no campo S. 
Os elementos de um espaço vetorial X são chamados vetores. Se S = IR ou 
S' = C chamaremos X de espaço vetorial linear. Normalmente suprimiremos a palavra 
vetorial por brevidade. V 
Definição 103 (Espaço linear normado) Seja X um espaço linear. Se existir, para todo 
sv E X, um número tal que _
84 
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1- H=f||20, II2fIl=0 <==> w=0 
2- Hw +1/ll S |I$|I+|I1/II, Vy E X 
3- VS G 5, ||Sfi'=|| = ISIH-TII 
então o par (X, - é dito um espaço linear normado.
_ 
1 1 f O numero e chamado norma em À. Sempre que possível preferimos dizer 
que X é um espaço linear normado ao invés de utilizar a notação (X, - Isso sera feito 
também para outros espaços, mas pela sua definição a distinção deverá ser clara. 
Definição 104 (Seqüência convergente) Seja X um espaço linear normado. A sequência 
{:r,~}.= {;v¡,:cz, . . de vetores em X e' dita convergente para um vetor ac G X se, dado 
6 > 0, existir um númeroj > 1,j E Z tal que 
||:c,~-:c||<e Vi>j 
ou, equivalentemente, 
X
V 
,g1¿||zz- zu = 0. 
Definição 105 (Sequência de Cauchy) Seja X um espaço linear normado. A seqüência 
{:r,~} e' uma seqüência de Cauchy se, dado e > 0, existir um mímeroj > 1,j G Z tal que 
||:c,--:1:¡,|| <c Vi>j,k>j 
ou, equivalentemente, 
_ lim - xkfl = 0 
k,1--›oo 
Finalmente podemos prosseguir com a definição principal: 
Definição 106 (Espaço de Banach) Seja X um espaço linear normado. X é dito um 
Espaço de Banach (ou ainda um espaço linear normado completo) se toda seqüência de 
Cauchy em X e' convergente. . 
A distinção entre seqüência de Cauchy e seqüência convergente não é muito 
clara, pois pode parecer que uma seqüência de Cauchy sempre converge. Realmente, 
exemplos de seqüência de Cauchy não convergentes são difíceis de serem imaginados, 
em particular porque o espaço euclideano R", com as definições habituais, e' espaço de 
Banach. Assim, nesse espaço a que estamos tão habituados, toda a seqüência de Cauchy 
é de fato convergente. Para que o leitor tenha um “sentimento” da diferença entre os dois 
tipos de seqüência enunciaremos os seguinte fatos[59]: 
o Se a derivada de uma função tende a zero, isso não significa que ela seja convergente. 
Como exemplo temos a função = sin(log(t)), ou ainda a função não limitada 
f(¢) =1°s(f)- “ 
o Se uma função converge, isso não quer dizer que sua derivada tenda a zero. Como 
exemplo temos f(t) = e"t sin(e2*).
V
V
B.2. ESPAÇOS DE HILBERT sô 
B.2_ Espaços de Hilbert 
Definição 107 (Produto interno) Seja X um espaço linear em (C. O funcional bilinear 
12 
(-,-) e' um produto interno em X se, para todo par (:c,y) 6 À , as seguintes condições 
forem satisfeitas: . ' 
1. (x,y) = (x,y), onde e' o complexo conjugado. 
2. (;1:,a:) 2 0, =0 <=> 2: = 0. 
3. (Àa:,y) = z\(:c, y), para todo escalar z\. 
4- (ff +2,y> = (11›2>+ (239), V2 6 U~ 
O par (X, (-, é um espaço linear com produto interno. 
O seguinte teorema nos dá algumas propriedades úteis do produto interno e de 
normas. Para a prova consultar [49].
_ 
Teorema 108 Seja X um espaço linear com produto interno. Defina-se, nesse espaço, a 
norma = ¡/(:z:,:1:). Então as seguintes propriedades se cverificam: 
1. |(:r,y)| É (desigualdade de Cauchy). 
9- llflf + yllz + llfff _ ?J|l2 = 2(||-'fllz + ||y|l2)~ 
Definição 109 (Métrica induzida) Seja X um espaço linear normado. A métrica ou 
função distância p em X é definida para todo par (x,y) E X2 como p(:r,y) = - 
O par (X, p) e' dito então um espaço com métrica, e a função p e' chamada de métrica 
induzida pela norma - 
Pela definição de norma, a função p tem as seguintes propriedades: 
1- ›‹>(w,y) = f›(y,w)- 
2- />(rv›y) 2 0, /›(w,y) =0 <=> fl«'= y» 
3- p(-ay) S P(I›2) + fi(2,y)- 
Podemos agora prosseguir com a definiçáo principal: 
Definição 110 (Espaço de Íli//zert) Seja X um espaço linear com produto interno. Se, 
para todo ic E X, defini-/-mos l|zz‹||2 = (ar,zz:), então o par (X, ~ é um espaço linear 
normado. Se ainda X for completo com respeito à métrica induzida pela norma - H, 
então X e' dito um Espaço de Hilbert. 
Assim, um espaço de Hilbert nada mais é do que um espaço de Banach com 
produto interno, de tal forma que a norma seja dada como na definição.
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B.3 Medida de Lebesgue 
Definição 111 (Álgebra) Seja X um conjunto. A classe X dos subconjuntos de X e' dita 
um corpo ou uma álgebra se as seguintes condições forem verificadas: 
V 
1.X€X,eoconjunto vazio(Ô€X. . 
2. DadosA€X eB€X,entãoAUB€X. 
3. Dados A e B como acima, então Ã = A|B = {a; G A: :ze Q' B} E X. 
Se, em adição, dada uma classe contãvel {A¡,i G Z+} de conjuntos em X, o conjunto 
Uf§1A¿ E X, então a álgebra X e' chamada de álgebra de Borel (ou ainda o-álgebra). 
Nos espaços a que estamos habituados é muito difícil encontrar um exemplo de 
uma álgebra que não seja de Borel. . - 
Definição 112 (Espaços mensuráveis) Se X e' uma álgebra de Borel nos subconjuntos 
de X, o par (X,X) e' dito um espaço mensurável, e os membros de X são chamados 
conjuntos X -mensuráveis. 
Definição 113 (Medida) Seja X um espaço mensurãvel. Então a função conjuntol m e' 
dita uma medida aditiva em X se ' 
1. 0§m(E)§oo,paraE€X. 
2. (Ane) = 0 =› m(AoB) z m(A)+m(B). 
A medida aditiva m e' dita uma medida em X se, para todas as seqüências {A,-,i 6 Z+} 
de conjuntos em X tais que i # => (Ai O Aj) = (Ô, ~ 
m A.) z 
A 
Ai). 
8 
IM* Â 
Se X é um espaço mensurável e m uma medida em X, então o triplete (X, X, m) 
é chamado um espaço medida. Um subconjunto E de X tal que = O é chamado 
um conjunto nulo. Se alguma propriedade for válida em todo conjunto X exceto em um 
conjunto E' tal que m(E) = 0, então essa propriedade é dita válida m-quase sempre2 em 
X. 
Podemos pensar na função m com sendo uma função que retorna o tamanho de 
um espaço. Assim, se tomarmos em X = IR e X como sendo o conjunto dos subespaços 
limitados pelos intervalos Ei = [a,~,b.~] (podendo ser abertos em qualquer extremidade), 
então seria lógico pensar na medida == b,--a,‹, que nos daria o tamanho do subespaço 
E,-_ 
`
_ 
Definição 114 (Medida externa) Uma função conjunto ,a definida na classe de todos os 
subconjuntos de um conjunto X e' dita uma medida externa se as seguintes condições são 
satisfeitas:
V 
*Um mapeamento de conjuntos no conjunto dos números reais. ` 
2Em inglês,'m-almost everywhere. _
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1. 0§u(A)§oo, VAÇX. 
2. u(@)=0. 
3-A§B§X=>#(A)íM(B)- - 
4. Se {A,~,i E Z+} e' uma classe contável dos subconjuntos de X, então
1 
~ 
~(§w) ~ 
Um subconjunto A de X e' dito /si-mensurável se, para todos os subconjuntos E _Ç X, 
/1(E)= MA fl E) + #((-XIA) F1 El 
Utilizaremos a notação M u para representar a classe de conjuntos ,a~mensurá- 
veis. Assim, se u é uma medida externa em X, tem-se que A/1,, é uma álgebra de Borel, 
e que u é uma medida em MM. O triplete (X,/\/l,j,u) é, portanto, um espaço medida. 
A partir da definição 111 podemos concluir que a classe dos conjuntos M ,J-mensuráveis 
consiste dos conjuntos u-mensuráveis. 
O seguinte teorema (prova em [49]) nos fornece um meio de construir uma medida 
externa em um conjunto medida: 
Teorema 115 Seja X um conjunto medida tal que, dado qualquer subconjunto A de X 
existe uma classe {B,-,z' 6 Z+} de conjuntos em X tal que 
A Q B,-. 
i=1 
Seja a funçao conjunto ,a definida em X como 
,i(A) = mf {2m(B,-) z A c U Bi, 3,- e X, vz' e z+}. 
i 1 i 1 
Então u e' uma medida externa em X, ,u(B) : m(B) para B 6 X, e X Ç /Vl”. 
Podemos agora prosseguir com a definição principal: 
Definição 116 (Medida de Lebesgue em 1R") Dado o espaço euclideano IR", denotamos 
por R" o conjunto de todos os retângulos na forma R = rl × rg × × rn, onde cada 
conjunto rn é um subintervalo de IR limitado pelo intervalo [a.¿,b,-] (podendo ser aberto em 
qualquer extremidade). Para cada retângulo definimos m(R) como 
m<R>=f1‹bz- az), 
donde m(R) nos dá o volume do retângulo R. Definimos agora o conjunto X" como 
o conjunto de todas as uniões contáveis de -retângulos em R". Como, para todos os 
retângulos A e B, A|B é um retângulo, temos que X" e' uma álgebra de Borel e (1R",X")
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e' um espaço mensurãvel. Temos ainda que (IRl",X“.ƒ/n) e' um espaço medida. Defina-se 
agora a medida externa ,u com o procedimento do teorema 115.' Essa medida externa 
e' chamada medida de Lebesgue em IR", e é denotada por m quando não houver risco 
de confusão. A classe A/1,, = Mm de conjuntos ,u-mensuráveis e' chamada de conjuntos 
Lebesgue mensuráveis. 
Se definirmos, em IR", a norma como sendo a norma euclideana, então todos os 
subconjuntos abertos de IR" são Lebesgue mensuráveis. Como os subconjuntos fechados 
são o complemento dos abertos,_o mesmo é válido para todos os subconjuntos fechados 
de R". 
B.4 Funções Lebesgue mensuráveis 
Definição 117 (Função X-mensuráveis) Seja X um espaço mensurãvel. A função f : X -› IR e' dita X-mensurável se e somente se para cada número a E IR, o conjunto 
{;c€X:f(ac)>a}€X. 
Como X é uma álgebra de Borel, que contém o complemento de seus membros, 
então a função f é X-mensurável se e somente se, para cada a G IR, o conjunto {:1: E X : 
ƒ(;1:) É a} G X. Se a função retornar valores no campo (C, então f é X-mensurável se e 
somente se suas partes real e imaginária forem X~mensuráveis. 
Definição 118 (Função Lebesgue mensurável) Se ,u. é uma medida externa em X, e Mu 
e' definido como anteriormente, então as funções M,,,-mensuráveis são chamadas funções 
pi-mensuráveis. Se, em particular, X = IR" e m representa a medida de Lebesgue em IR", 
então as funções m-mensuráveis são chamadas funções Lebesgue mensuráveis. 
B.5 Integral de Lebesgue
V 
Seja A um subconjunto de um conjunto X. Definimos a função característica XA como 
XA($) = { 
1 sexê/i, 
0 sea'€A. 
Essa função possui, entre outras, as seguintes propriedades (A e B são subconjuntos de 
X): Z 
1. Xq)=0. 
2- xA+x,.¡=xx=1- 
3- XAr¬B(<f) = XA(w)XB(íf)_~ 
4. XA,¬¡;(:n) :O <:> AFWB =0. 
5. A O B = O => XAU5(:c) = XA(:c) + X¿;(1:). 
6- Xziuz-:‹(w) = xA(f12) + xa(w) - xA(=1=)xB(w)-
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B.5.1 Funçoes simples 
V 
`
_ 
Definiçao 119 (Funçao simples) Uma função _f : X -› (C é dita uma funçao simples se 
sua imagem consiste em um conjunto finito de escalares. 
Por exemplo, seja aifunção f com imagem {a¡, az, _ . . ,am}, com os elementos a 
distintos entre si. Definimos A,- = {.'r 6 X : = a,-}. Daí os conjuntos A são disjuntos, 
e ainda 
_ 
rn 
f<z> = zzzl-×,z.s<z›. 
' i=1 
Se X é um espaço mensurável, então a função simples f é X-mensurável se e somente 
se os conjuntos A,~ forem X-mensuráveis. Se g é uma função X-mensuravel, então existe 
uma seqüência {f,›,z' G Z+} tal que Ê |_f2| Ê S Ig] em X e 
V1' E X, lim: 
Z'-'#00 
Definição 120 (Função salto) Sejamiretângulos em IR” definidos como na definição 116. 
Então a função simples f é dita uma função salto se os conjuntos A,- definidos; como 
acima forem retãngulos. 
Definiçao 121 (Integral de Lebesgue para funçoes simples) Seja X um espaço medida, e 
f uma função simples X-mensurãvel rep-resen.l.‹í'uel por 
TH. 
= a.¿XA¡(;c). 
2:1 
Se o conjunto E está em X, então a integral de Lebesgue de f em E e' definida como 
sendo 
2_(1,'TTL(/l.¿ fl E), 
i=1 
e representada com a seguinte notação: 
' f(:L')dm. 
A integral de Lebesgue para funções simples possui -as propriedades usuais da 
integral de Riemann (linearidade, .. .
_ 
B.5.2 Funções limitadas 
Seja f uma funçao limitada em X. Seja ainda uma seqüência {a,~} finita de n + 1 escalares 
tais que _ 
inf f(x) = ao < al < < an = sup xex r€X 
Definirnos agora os seguintes conjuntos: 
F_:{{x€X:a0§f(')§a1} sei=0, 
' {x€X:a,-<f()§a,-+1}se0<i<n. 
Hs»
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Figura B.1: Somas para integral de Lebesgue 
A partir desses conjuntos definimos as seguintes somas: 
n-1 n-1 
s<‹z,f) â 2 ‹zz-m(Fz~›, S<a,f> â 2a1+1m<H>. 
í:=() í==(] 
Introduzindo mais um elemento intermediário na seqüência {a¿} teremos, para a nova 
seqüência a', s(a', f) 2 s(a, f) e 5'(a',f) S S(a,f). E possível notar que, para quaisquer 
seqüências a e b satisfazendo as condições do começo dessa seção, tem-se que 
$<‹z,f> s S<1›,f›- 
Essa relação pode ser derivada mais facilmente através da interpretação gráfica de s e S, 
como feita na figura B.1. O teorema a seguir nos fornece um resultado fundamental e a 
definição desejada. 
Teorema 122 Se m(X) < oo, então é verdade que 
SL;PS(‹1, f) = í1gf5(fl,f)- 
Nesse caso, o valor comum das expressões é a integral de Lebesgue da função limitada f, 
representada por fx 
Para tomarmos integrais em um subespaço, basta notar que se F Ç X e m(F) < 
oo, então 
Á¬f(:c)dm=[X_f(x)XF(x)dm. 
Como a integral é linear, funções retornando valores complexos podem ser integradas 
através de duas integrais de funções reais. Para o caso onde m(X) é ilimitada, existe uma 
extensão do conceito de integral (para maiores detalhes consultar [49]).
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B.5.3 Funções ilimitadas 
Seja X um espaço medida, e f uma função X-mensuravel. Dado um número a G IR 
dividimos a função f em duas funções: 
f:{fe> sevunét ° auawfin wwun>« 
~ 
rzf-r 1 
Um exemplo dessa divisão pode ser visto na figura B.2. Consideramos agora que 
2a 
1 1 1 |.«-1 1 1 
fl 
'''' "
- ._ê-foi ¢,z 
I /\ 
: I \ 
/\ 
1 I 1 
/-× /I \\ 'Í \ 
I \ 8 O _ ___ ..... _.. ¡__.__, ¡....r __.__ __. 
Q. I; / 
\ 1; \/ 
. \ I¡'I
/ 
\¡ I \ I 
G. 
_2a 1 1 1 Í 1 1 1
i 
-2 -1.5 -1 -0.5 O 0.5 1 1.5 2 
IL' 
Figura B.2: Divisão de 
2 0. Então [49] o limite 
nm f fndm 71,-)OO E _, 
existe. Se esse limite for finito, a função é dita X-integrável em E com respeito a m. O 
valor desse limite é a integral de Lebesgue de f em E com respeito a m. 
Se X = Rm e m é a medida de Lebesgue, então a função é dita simplesmente 
Lebesgue integrável, e o limite é a sua integral de Lebesgue. 
No caso em que 2 O para todo zu, basta repartirmos f como a soma de duas 
funções, uma sempre positiva e outra sempre negativa. A definição passa a ser valida para 
quando dois limites existirem. O mesmo ocorre quando f toma valores complexos. 
O teorema que segue será. útil em definições posteriores. i 
Teorema 123, Seja X um espaço medida' U-f1Ínz'to 3 , e seja X integrável em um con- 
junto E G X. Então ' 
1. f éfinita em E exceto em um conjunto E0 tal que m(E0) = 0. 
2. Se f 2 0 em E e fE fdm = 0, então f = O m-quase sempre em E. 
3Um espaço é 0-finito se ele pode ser representado por X : U,Ê1X,›, onde todos os X,- possuem medida 
fiHlÍ.a6X1 ÇXQ Q ...gxn Q
7
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B.5.4 Integral de Lebesgue e de Riemann 
Ao leitor deve restar a seguinte pergunta: qual a relação entre a integral de Lebesgue e a 
integral de Riemann4? Na verdade, a partir das definições dadas, nao é fácil encontrarmos 
qual é a diferença entre as duas, em particular porque nos acostumamos com a idéia de 
integral como sendo a “inversa da derivada”. Além disso, a definição como “soma de 
retângulos” parece familiar, pois muitas vezes é empregada para o calculo computacional 
da integral de Riemann. 
Para explicarmos a diferença vamos tomar a definição para funções limitadas 
que retornam valores nos reais. A definição para a integral de Lebesgue (teorema 122) é 
equivalente à integral de Riemman se exigirmos que os conjuntos F sejam constituídos, na 
verdade, de intervalos. Assim, a integral de Lebesgue é mais abrangente do que a integral 
de Riemann. Tomemos como exemplo a funçao XQ. em algum intervalo [a,b], onde Q é 
o conjunto dos números racionais. Sabe-se que a linha dos reais é constituída de uma 
alternância entre pontos racionais e pontos irracionaisã. Assim, não é difícil notar que é 
impossível, para essa função, representar os conjuntos F através de intervalos, e portanto 
essa função não é Riemann integravel. Ela é, no entanto, Lebesgue integravel. O seguinte 
resultado nos fornece a relação final: 
Teorema 124_ A função limitada f : X -› JR em um intervalo [a,b] e' Riemann integrável 
se e somente se o conjunto de pontos onde ela é descontinua tiver medida de Lebesgue 
zero. Se f é Riemman integrável, então o valor da suaintegral de Riemann é igual ao da 
integral de Lebesgue. 
B.6 Espaços Lp e .Cp
_ 
Os espaços de Lebesgue (os espaços Lp) são definidos da seguinte forma: 
Definição 125 (Espaços Lp) Seja X um espaço medida o-finito. Então, dado qualquer 
real finito p, detota-se por L,,(X,X,m) a classe das funções complexas X mensuráveis 
cujas potências p são X integráveis em X com respeito a m. Dai f E L,,(X,X,m) se e 
somente se fx |f|Pdm for finita. O número e' definido como 
ufuzz = (/X :fr‹1m)”'Í 
A classe L°<,(X,X,m) é definida com p -› oo, e onúmero = inf0,{oz : m({:r G X: 
> a}) = 0} é denominado de limite superior essencial de f em X. 
Com o objetivo de simplificar a notação, sempre que possível representa-se o 
espaço L,,(X,X,m) simplesmente como L,,(X). Em particular, quando X representa 
a classe dos espaços Lebesgue mensuráveis em IR", temos a representação ja conhecida 
L,,(n").
'
4 A integral a que estamos habituados. 
5Isto é, para quaisquer dois pontos racionais, existe sempre um número irracional entre eles, e vice- 
versa. Em outras palavras, não existe nenhum intervalo onde a função XQ seja contínua.
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O leitor mais atento deve ter notado que chamamos HfH¡, de número e não de 
norma, como é mais tradicional. Na verdade, Hƒ||,, não é uma norma. Pelo que já vimos 
da integral de Lebesgue, se = O então f é zero quase sempre. Mas, pela definição de 
norma, deveríamos ter = 0 <=> f = 0. Para que possamos trabalhar em espaços 
normados, devemos contornar esse problema. lsso é feito com a criaçao de um espaço de 
classes equivalentes de funções de tal forma que (L,,(X), - seja um espaço normado: 
Definição 126 (Espaços Ep) Denotamos por LÍ,,(X,X,m) o conjunto de classes de equi- 
valência onde f E L,,(X) e g E se e somente se f = g m-quase sempre. Como 
Hg||,, = para toda g dcfinimos = Hf||,,, e por conveniência denotamos a 
classe simplesmente por f. 
Da mesma forma como nos espaços Lp, o espaço agora definido sera representado 
sempre que possível por Â,,(X O novo espaço possui propriedades bastante interessantes: 
Teorema 127 .{Riesz-Fischer) Seja X um espaço medida o-finito. Então, para 1 É p É 
oo, (L,,(X), - ||,,) e' um espaço linear normado e completo (portanto de Banach). Mais 
ainda, se p = 2, então o espaço £z(X) com o produto interno definido como 
<f.g> = /X fgdm 
e' um espaço de Hilbert. 
Cabe notar que a distinção entre os espaços Lp e .Cp nem sempre é feita, 0 que 
normalmente acarreta em uma certa confusão.
Apêndice C 
Resultados complementares 
C.1 Matrizes 
C.1.1 Inversas Generalizadas 
Trataremos aqui de inversas generalizadas, também conhecidas como pseudo-inversas. 
Os resultados e definições aqui fornecidos podem ser obtidos de [7] e Primeiramente 
notamos algumas propriedades da inversa convencional. Se A é não singular, então X `= 
A`1 satisfaz 
Q
- 
1. AXA = A 
2. XAX z X 
3. AX = (AX)' 
4. XA = (XA)' 
5. AX z XA 
õ. A1' z XA@'+1,z' z o,1,... 
mx Q gx3 Definição 128 A pseudo-inversa de Moore-Penrose, representada por A+, ica ma- 
triz tal que as propriedades (1~4) sejam satisfeitas. 
Definição 129 Se existir uma matriz X que satisfaz as propriedades 1, 2 e 5, entao ela 
e' dita pseudo-inversa de grupo e representada por A#. Uma condição necessária para sua 
existência e' a de que A deve ser quadrada. 
Definição 130 Seja A uma matriz com indicel i. A pseudo-inversa de Drazin, represen- 
tada por At), e' a unica matriz que satisfaz as propriedades 2, 5 e 6. 
Seja Amx" com postoA = r fatorada como A = BG. VA existência de A# é 
equivalente a qualquer um dos itens que seguem:
V 
o 'R(A) e N (A) são complementares. 
10 índice de uma matriz é 0 menor inteiro i não negativo tal que posto A¡+1 = posto Ai.
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o GB é nao singular. 
Caso exista, a pseudo-inversa de grupo é dada por A# = B(GB)`2G. A pseudo-inversa 
de Moore-Penrose é igual à de grupo se e somente se 7Z(A) = 7?,(A'). Um fato importante 
a ser notado é que a pseudo-inversa de Moore-Penrose satisfaz 
o A+A;c = 2: Vw G 'R,(A') 
o AA+:c = ac Va: G 7€(A) 
o A+:1c.=O Vw G A/(A') 
C.2 'Transformação de setores (loop shifting) 
A técnica de loop shzftíng é bastante utilizada na analise de estabilidade de sistemas Lur”e 
para transformar um sistema onde a não-linearidade original está em um setor genérico 
[K 1, K2] em outro equivalente onde a não-linearidade está no setor [0, Pode-se obter 
também um sistema onde a não-linearidade está no setor [0, K A figura C.1 mostra os 
passos da transformação. 
,' 
_ _ ' _ _ _ ' ' _ _ _ ` G1 ,' 
' _ _ _ _ ' _ ` _ _' ` G2 
- J ° M ' 
K1 (K2 - K1)`1 
~ 
E Ii 
L _________ __;¢1 L____1__d_____;‹¢›z 
<z»› <b> (C) 
ores: (a) Sistema 
' i 
, E [K1,K2] (b) Primeira Figura C.1: Transformação de set original ¢ 
transformação, ¢>1 6 [0, K2 - K1] (c) Transformação final, qâz 6 [0, oo) 
Essa transformação mantém também o sinal da derivada da não-linearidade. 
Para maiores detalhes ver [19] ou [37]. O procedimento é idêntico caso o setor original 
seja aberto em algum extremo, e teremos o setor resultante aberto no mesmo extremo, 
como é fácil de notar. As funções de transferência G1 e G2 são, respectivamente, 
G1 = + I(1G)-1 G2 : + I\,1G)_1+(I\)2 _ I‹1)_1. 
Daí temos a representação por variáveis de estado 
HV 
b- G A - B(I + KID)-IKIC B(1 + KID -Í 1 (1+ DK1)-10 (1+ Dig)-
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G ~ ç A - B(I + Ix"1D)`1Ix"1C B(I + K1D)`1 2 (1+ DK1)-10 (1 + Dm)-ID +(1‹2 _ K1)-1 ' 
Cabe notar que a mesma transformação pode ser utilizada para transformar 
um setor genérico [Kb K2] em um setor simézfflco [-K, ]x"], bastando aplicar a primeira 
transformação substituindo-se o bloco K1 por um bloco (K2 + K1)/2. 
ou C.3 Zeros de transmissao 
C.3.1 Verificação matricial 
Os zeros de transmissão são dados pelos pontos onde 
da(C(zzI _ A)-IB + D) - âeaâl _ A) = 0. 
Aplicando uma conhecida identidade de determinantes (ver, por exemplo, [20]) temos 
âa(0(S1 _ A)-IB + D) -dam _ A) = da [Sli/,A gl . 
Consideraremos 0 caso onde det(C'B) # 0 e a matriz C = [I 0]. Particionaremos as 
matrizes do sistema como na seção 4.2.1. O posto de uma matriz permanece o mesmo se 
a multiplicarmos por uma matriz de mesma dimensão e posto completo, portanto 
osto FI _ A B] P -C D 
I 0 0 
:posto _B2B,-1 I 0 l5I_“CA Ê] 0 0 1 
SI _ A11 “An B1 
: POSÍÊO B2B;-1(/411 _ 31)* A21 BZBIIAI2 _ /422 + SI O 
-I O D 
Se D = 0, fica claro que os zeros de transmissão são dados pelos pontos onde det(sI-Az;-F 
B2B1`1A1z) = O. No caso B = [I 0]' o mesmoé válido para a matriz sl-Az2+Az1C'1`1C'z 
(resultado que pode ser encontrado em [31]). 
C.3.2 Relaçao det(CB) 76 O e zeros de transmissao 
Consideremos a função de transferência G(s) = N(s)/p(s) = C(sI - A)`1B, onde p(s) é 
um polinômio e N(s) uma matriz polinomial. Sera considerado, também, que det(C'B) 7É 
0. Para 0 caso monovariavel é fácil notar, pelo que foi desenvolvido na seção anterior, 
que o número de zeros de transmissão é sempre menor exatamente em uma unidade do 
que o número de pólos, pois a matriz A2; possui dimensão igual ao número de zeros de 
transmissão.
V 
Para o caso multivariável temos um procedimento um pouco mais elaborado. 
Como M"1 = adj(M)/det(M), temos N(s) = C'adj(sI - A)B. Sendo n o grau de
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det(sI - A) não é difícil notar? que todos os polinômios da diagonal de adj(sI - A) serão 
mônicos e de grau n - 1. Mais ainda, os polinôniios fora da diagonal de adj(sI - A) 
nunca terão grau maior que min(n - 2,0). Corn um pouco de álgebra, notamos que 
todos os polinômios de C'adj(sI - A) terão os coeficientes de s"`1 iguais ao respectivo 
elemento de C. Utilizando o mesmo raciocínio pode-se concluir que a matriz N (s) terá os 
coeficientes de grau n - 1 iguais às respectivas entradas da matriz CB, donde se -conclui 
(pois det(CB)_ # 0) que, para cada entrada de G(s), existirá uma saída tal que a função de 
transferência entre as duas possua n - 1 zeros. ` O mesmo é valido se escolhermos primeiro 
uma saida. 
C.4 Passividade e positividade 
C.4.1 Relaxamento da exigência de observabilidade 
Em [4] a condição de observabilidade do teorema 30 foi suprimida, resultando no seguinte 
teorema: 
Teorema 131 (Anderson e Moore Seja G(s) uma função de transferência satisfa- 
zendo as mesmas hipóteses do teorema 30, salvo a de observabilidade. Então G(s) 2 0 se 
e somente se existirem matrizes P 2 0,W e L tais que 
- A'P + PA z -LL' 
PB =_o'- LW 
W'W=D+D' 
C.4.2 Verificação de positividade no eixo imaginário 
Também em [4] foi derivada uma verificação para a condição G'(j‹.u) + G'(-jw) 2 0. A 
verificação se da da seguinte forma: 
Teorema 132 Seja G(s) uma matriz de transferência própria e quadrada, com realização 
mínima -descrita por (A, B, C, D). Então ~ V 
GUW) + G'(_íw) 2 0 ~ 
para todo w tal que jw não seja pólo de G(s) se e somente se existirem matrizes P = P', 
detP 7É 0, L e W tais que V 
A'P+PA=-LL' 
`PB=C'~LW 
W'W=D+D' 
O relaxamento para a condição de observabilidade para esse resultado é feito mutatis 
mutandis na mesma referência. De fato, a única diferença é a de que, se o sistema não 
for observável, devemos permitir que o determinante de P seja nulo. 
2Pelo método recursivo do cálculo do deterrninante.
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C.4.3 Prova da verificação LMI para passividade 
A prova pode ser inferida de resultados obtidos para o problema LQR em [64]. O sistema 
a ser considerado é :it = Am + Bu. Primeiramente necessitamos de algumas definições: 
. Lg, â {f z [o,<×z) -› RP/fu) e L2(o,T) VT 2 o} 
. w(zz,zz) â- (u, Ru) + 2<zz, cz) + (z, oz) 
o V`(:r0) Ê - inf f0°° w(x,u)dt 
. HELL 
x(-oo)¿›0
V 
o Inequação de dissipação (DIE): já: w(;r, u)dt+ V(a'1) 2 V(z0), onde V é uma função 
que satisfaz a inequação. 
Uma observação importante é a de que, se o par (A, B) for controlável, temos imediata- 
mente que V" > -oo, ou seja, V' é limitada ínferiormente, e que esse fato implica em 
que V' satisfaz a DIE. Prova-se também [47] que V` pode ser escrita na forma :r'W:r. 
' A seguir enunciamos de forma simplificada o teorema 1 de [64]: 
Teorema 133 (Wíllems) Seja o par (A,B) controlável. Então as seguintes afirm-ativas 
são equivalentes: 
. fOTw(zzz,zz) 2 0 vTz0_ v(zzz,u)/zzz(o)=o 
0 V" É 0 
0 Existe V É O que satisfaz a DÍE. 
A seguir, notamos que, se V pode ser expresso na forma x'W:r, então a DIE é equivalente 
a uma LMI em VV: tomando :cg = 0 e reescrevendo a DIE na forma diferencial a [64] 
2(Wx,A:r + Bu) 2 -(u, Ru) - 2(u,C'a:) - (as, 
expandindo essa relação chegamos facilmente a 
[z]' {A'W+ WA + Q WB + C'1> O u C' + B' W R u _ 
que nos dá uma LMI em W. Podemos agora proceder com a prova: 
Consideremos o caso particular onde w(:L', u) = (u, 2Du> + 2<u, Cx). Daí temos 
imediatamente que, com y = C':r+Du, w(:z:, u) = 2u'y. Sendo assim, a primeira afirmativa 
do teorema de Willems torna-se a verificação de passividade. Então a passividade do 
sistema equivale a existência de uma função V = úv'W:L' com W S 0 que satisfaz a DIE, 0 
que por sua vez equivale a factibilidade da LMI derivada. Fazendo a mudança de variável 
P = -W chegamos finalmente à. LMI do teorema 35. u I
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C.4.4 Prova da verificação LMI para passividade estrita 
Reescrevendo a condição de passividade estrita para sistemas lineares temos
T 
f + Du) - ‹5u'udt 2 0, Vu 6 LÍQE, VT G HU.o
Tomando, como na prova anterior, um caso particular de w(:c, u): 
w(a:,u) = (u,2(D - Õ)u) + 2(u, Cx) 
podemos chegar, através do mesmo procedimento aplicado no caso da passividade, ã LMI 
do corolário 36 tomando e = 26. I 
C.-4.5 Outras definições de passividade estrita 
Em [38] são definidos os conceitos de Y-passividade estrita e passividade muito estrita em 
termos da função w(a:, As definições são como segue: 
Definição 134 Um sistema é Y-estritamente passivo se ele e' dissipativo com respeito à 
função w(a:,u) = u'(C'ar + Du) - e(C:c + Du)'(C':z: + Du) para algum e > 0 
Definição 135 Um sistema émuito estritamente passivo se ele e' dissipativo com respeito 
à função wlx, u) = u'(C:z: + Du) - e1u'u - êz(Cx + Du)'(C':v +..Du) para algum 61 > 0 e 
62 > 
Essas duas definições implicam estabilidade assintótica. Do mesmo modo como fizemos 
anteriormente, podemos derivar verificações LMI para essas condições: 
Corolário 136 Um sistema'G(s) controlável é Y-estritamente passivo se e somente a 
seguinte LMI em P e c for factível: 
A'P+PA+ 0/0 PB-C'+ 0/1) 
lB'P_C+zi)'C zD'D-DíD'l50 P20°€>Oi 
Corolário 137 Um sistema G(s) controlável é muito estritamente passivo se e somente 
a seguinte LMI em P, el e ez for factível: ' 
A'P+PA+z,0'o PB-0'+z2o'D 
lB'P-C+z2D'c õ11+z2D'D-D-Dflío P2°*61>°*€2>° 
C.4.6 Auto-dualidade' e parametrização de passividade 
Seja G(s) uma função de transferência passiva, com realização (A,B,C, D). Essa rea- 
lização é dita auto-dual [35] se as condições do teorema de Anderson (teorema 30) forem 
satisfeitas com P = I, isto é, se existirem matrizes L e W tais que 
› A'+A = -LL' . 
B = C'-LW 
W'W = D+D' 
r ¿Na verdade, a definição original considera D = 0, o que não é feito aqui. A 
partir dessadefinição não é difícil chegar ao seguinte resultado: V
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Lema 138 Toda funçao de transferência passiva possui uma representação de estados 
auto-dual. Em particular, se P é uma solução para as equações do teorema 30, então 
uma representação auto-dual é dada por 
PâAPâ PâB 
CP-õ D 
A prova é trivial, e será omitida aqui. Maiores detalhes podem ser encontrados 
em [41] para o caso D = 0. A. existência de uma representação de estados auto-dual nos 
permite parametrizar uma grande classe de funções de transferência passivas através de 
LMI: 
Lema 139 Sejam A, B, C' e D soluções para a LIVII 
A + A' B _ 0' 
iB'_c _D_D'l <° 
Então a função de transferência G(s) = C(sI - A)_1B + D é passiva. 
Pelos resultados da seção 2.6 a prova. pode parecer trivial. O leitor atento deve 
ter notado, porém, que o lema não garante nem a controlabilidade nem a observabilidade 
da realização (A, B, C, D), e que todos os resultados da seção 2.6 requerem no mínimo a 
controlabilidade. Como o lema não garante isso, a prova se faz necessária. 
Prova: Primeiramente notamos que a LMI do lema 139 implica em que a matriz A seja 
Hurwitz e em que ' 
(PB _ c')(D + D')'1(B'P _ 0) < _(A'P + PA), 
com P = I. Defina-se a matriz de transferência 
A B 
His) Z 
i 
(D+D')-%(c'_ 13') 
l 
(D+ míl
_ 
e a matriz G'(s) como no lema. Uma manipulação algébrica idêntica à realizada em [1] 
nos leva a3
_ 
G'(-S) + G(S) 2 H'(-S)H(8), 
e, como H (s) e G(s) são assintoticamente estáveis por definição, fica claro que 
G'(-s) + G(s) 2 0, \7'§R[s] > 0, 
e daí se conclui que G(s) é passiva. I 
Se estendermos a definição de função fortemente positiva real (seção 2.6) para 
admitir o caso não controlavel e não observável, então podemos' tomar o resultado do 
lema 139 como parametrização de todas as funções fortemente positivas reais. 
3Basta substituirmos a equação 17 da referência por PF + F'P < -(PG - H)<I>(oo)_1(PG - H)' e 
desenvolvermos a equação 19 da mesma referência mutatis mutandis.
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C.5 Realimentação de saída V ' 
Provaremos aqui 0 teorema 67. Para isso sera necessário enunciarmos o resultado original, 
como obtido de [17]: i 
Teorema 140 Seja um sistema dinâmico descrito pelas matrizes (A,B,C), com C' e 
B posto completo. Esse sistema e' estabilizável via realimentação estática de saída se e 
somente se 0 seguinte problema em W, L e E for factível com VV > 0: 
. d‹zz[Ê,] sê 0 
Au/+A'W-BL_L'B'‹< 0 
CWE = 0 
LE = 0 
(ci) 
(ca) 
(cs) 
(04) 
Suponha então que o sistema seja estabilizável por realimentação estática de 
saída. Então existe solução para as equações (C.1-C.4). Seja agora T' = [C" De 
(C.1) tem-se que T é inversfvel. Aplicando a transformação de similaridade Ê = Tac 
chegamos a um sistema equivalente (A, B,C). Definindo W = TlfVT', L = LT' e E = 
T`1'E não deve ser difícil para o leitor verificar que as equações (C.1-C.4) são satisfeitas 
para o sistema modificado. Notando agora que 
_' 0 _- CT-1 TT1=[E,]T1=[E,T-_1]=1 
temos 
Õ: cT~1={1 0] 
-E = T'1'E = [0 11' 
e dessas relações obtemos que, na nova base, as restrições (C.3-C.4) equivalem a impor a 
restrição estrutural - ~_ z ~_W11 0] L_[L1 0] 14/-[0 W22, 
exatamente a mesma exigida na seção 4.1.2. Feitas essas observações e notando-se que 
o ganho u = -Lll/Vlfly 'estabiliza o sistema`*, o resultado do teorema 67 segue-se sem 
grandes dificuldades. V ' 
C .6 Exemplos 
C.6.1 Forma canônica
V 
Exemplo 141 Neste exemplo vamos tratar a LMI A'P + PA < 0. Consideremos uma 
matriz A 6 R2” particular e representemos P através de seus elementos: 
W W err W 31 O 1 I 1132 133 £L`2 .T3 O 1 
*resultado da seção 4.1.2. .
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Expandindo essa equação em termos de :ri podemos, através de a.lgum algebrismo, chegar 
a uma formulação como em (1.l) com as seguintes matrizes: 
-4 3 O -1 O O Fo=0¬ F1=[3 ol» F2=[_1 õlz F3=[O 2l 
Exemplo 142 Consideremos agora o problema de estabilizaçao via realiinentação de 
estados. Temos o sistema :ic = Ax + Bu. Utilizaremos a mesma matriz A do exemplo 141 
e a matriz B = [O 1 ]'. Procuramos um ganho u = -Fx que estabilize o sistema, ou seja, 
desejamos encontrar F e P > 0 tais que (A - BF)'P + P(A - BF) < 0. Representando 
esse ganho por F = [gl y2], temos A 
lí? Íllí; í§1+{í; 2311:? il 
-131110 1112 ííllíi íílltlw W 
Trabalhando algebricamente com essa inequação chegamos às seguintes matrizes FM da 
formulação (1.6):
' 
-4 3 O -1 O 0 F1,0:[3 O1; F2,0:[_1 617 F3,0:[0 
-2 0 0 -1 F2,1:[0 Ola F2,2=[_1 Ola 
O -1 O O 
F3,1=l__1 0]› F3,2=[0 _2l 
onde representamos apenas as matrizes não nulas para maior comodidade. Podemos 
observar que o problema de realimentação de saída pode também ser colocado na forma 
de uma BMI, bastando substituir BF por BFG, onde C' é uma matriz conhecida. 
C.6.2 Estabilização ' 
Exemplo 143 Neste exemplo utilizaremos alguns resultados da. seção 4.2 para. estabilizar 
o sistema descrito por5 
G(z‹) ~ 
l\D›-l>©t\DOO 
O 
l\Do°l\D©<D 
C›Jl\9›-›CD© 
|›--› 
t\D©›-Il\.'›©© 
OOO©©|-I 
COCO*-*O 
O conjunto de pólos do sistema é {-1,0,0,3}. Aplicando os resultados da seção 4.2 
obtemos os seguintes ganhos estabilizantes: 
50 sistema é o mesmo utilizado em [30].
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o PRLW (problema 73): 
F __ [4833 6.218} ° 6.695 9.428 
o problema W (problema 81): 
F _ [3101 45.42] °' 50.75 73.04 
Exemplo 144 Consideremos agora uma planta retangular, onde não podemos utilizar os 
resultados derivados do problema restrito de Lyapunov: 
. -1 05 
-1 _1 
G(.s) ~ O 2 
[\D G 
›-›©©l\D 
©©›-'l\D 
©›-\›-*O 
Esse sistema possui dois pólos instáveis. Podemos empregar os resultados da seção 4.2.3 
e obter ganhos estabilizantes: 
0.1521 F° _ lO.9509l 
o problema W (problema 81): 
0 problema P (problema 80): _ V 
` 
' 0.2788 F° Z lossôôl 
C.6.3 Critério do círculo 
Exemplo 145 Analisaremos o sistema (3.l) através do critério do círculo para determi- 
nar o “maior” setor que garante a estabilidade absoluta. O sistema será descrito porô 
_ 
O _ 
0 0 
_ 0.6 440.670 _ 
- 0 0 
G(._‹)~ -441.11 -218.263 -94.5065 0 
0.36001 125.906 - 5254172 0.71240 0 
-0.00468 23.2524 -24.9518 -2.67167 0.55870 
-0.03090 4.51605 -18.4440 -5.99599 -2.60747 
_ _ 1 0 
.O9 
›-\©©©©Ó3Cñ©© 
F” O3 
©©©©©©@©I'-* 
©©©©©©©b-'© 
O 
CD 
© 
©©© 
3 
©©©© 
©©©©© 
©CD©©©›-\i-\©© 
Consideramos que a não-linearidade está no setor [K1, Kzl. Aplicando loop-shifting para 
levar a não-linearidade para 0 setor [0, oo) temos a função de transferência 
ms) N A _ B(I + KID)-1K1C B(1 + KID)-1 
(I + DK1)¬C (I + DK1)"1D + (K, _ K1)-1 
GO sistema é o mesmo utilizado em [36].
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Como notado em [36], podemos estimar o valor de K2 fazendo K1 = 0 e verificando qual 
o maior valor de K2 tal que G seja fortemente positiva real. Assim, estimamos o valor de 
K2 através do problema ' 
. ,_ A'P + PA PB - C' l m1ntr(Ix2 1): [B,P _ C __D_¿ I\,,2)_1_f D, _ KJT] < 0 
P > 0 
O valor de K1 pode ser estimado da mesma maneira substituindo-se Õ' por -Ô. Utilizando 
esse procedimento chegamos aos seguintes valores: 
i 
V
` 
, 
_ 
.K1 g -0.1517 
K2 2 0.5429 
C.6.4 Problema 7-ig - 
Exemplo 146 Faremos a minimização de um limitante superior da norma 7-[2 de um 
sistema através da realimentação de saida. O sistema a ser considerado é descrito como 
'V 
{:k=Aa;+Bu,w-|-Buu 
y=C,,m 
z = Cza:+Duzui 
onde as matrizes de descrição são7: 
,__ -3 2 
. 
B;¿;1Êj; 
" 
1 
' 
l 
3 -il wi” 
0 2 
_ C _ om Cfiløyl D“Z'l1
l 
' __,_ 4×4 -f~ 2×2 
Os resultados são sumarizados na tabela C.1. As três colunas referentes ao problema W 
oc›c>›-= 
<:c>›-*Ca
O 
wo 
,QQ 
ro›- 
P-^ 
*Ê to 
\9©© 
©© ©© 
\9©© 
PRLW prob W prob W prob W LQR 
Lirnitante 5.249 12.58 5.249 4.936 - 
Norma real 4.779 5.588 4.779 'Y 4.600 3.645 
Tabela C.1: Resultados de minimização Hz 
_ A 
correspondem ao problema aplicado a diferentes representações de estado do sistema. A 
menor norma via realimentação de saida foi obtida com o ganho 
A 
F _ [3.32õ2 4.ôõ73} 
ii 
s °“ 8.0209 17.023 ' 
7Sistema utilizado em [30], exceto pelas matrizes de ponderação.
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