We consider a communication system where two transmitters wish to exchange information through a central relay. The transmitter and relay nodes exchange data over synchronized, average power constrained additive white Gaussian noise channels with a real input with signal-to-noise ratio (SNR) of . An upper bound on the capacity is 1 2 log(1 + ) bits per transmitter per use of the multiple access phase and broadcast phase of the bidirectional relay channel. We show that, using lattice codes and lattice decoding, we can obtain a rate of 1 0018-9448/$26.00
bits per transmitter, which is essentially optimal at high SNR.
The main idea is to decode the sum of the codewords modulo a lattice at the relay followed by a broadcast phase which performs Slepian-Wolf coding. We also show that if the two transmitters use identical lattices with minimum angle decoding, we can achieve the same rate of 1 2 log( 1 2 +
). The proposed scheme can be thought of as a joint physical-layer network-layer code which outperforms other recently proposed analog network coding schemes.
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I. INTRODUCTION, SYSTEM MODEL AND PROBLEM STATEMENT
W E study the Gaussian version of the two-way relay problem considered in [1] . More specifically, we consider a simple three-node linear Gaussian network as shown in Fig. 1 . Nodes and wish to exchange information between each other, but cannot communicate directly. We introduce a relay node , such that the two nodes can communicate with each other through the relay as shown in Fig. 1 . Let and , be the information vectors at nodes and (vectors are denoted by bold face letters such as throughout the paper). The information is assumed to be encoded into vectors (codewords) and at nodes and , respectively, and transmitted. The rate of such a coding scheme is said to be . We assume that communication takes place in two phases-a multiple access (MAC) phase and a broadcast phase, which are briefly described below. a) MAC Phase: During the MAC phase, nodes and transmit and in uses of an additive white Gaussian noise Manuscript (AWGN) channel to the relay. It is assumed that the two transmissions are perfectly synchronized and, hence, the received signal at the relay is given by where the components of are independent identically distributed (i.i.d) Gaussian random variables with zero mean and variance . Further, it is assumed that there is an average transmit power constraint of at both nodes and, hence, and . b) Broadcast Phase: During the broadcast phase, the relay node transmits in uses of an AWGN broadcast channel to both nodes and . It is assumed that the average transmit power at the relay node is also constrained to and that the noise variance at the two nodes is also . Node forms an estimate of , namely and node forms an estimate of , namely . An error is said to occur if either or , i.e., the probability of error is given by It is assumed that the communications in the MAC and broadcast phases are orthogonal and each phase uses the channel exactly times. For example, the communications in the MAC and broadcast phase could be in two separate frequency bands (or in two different time slots) and, hence, the MAC phase and broadcast phase do not interfere with each other. To keep the discussion simple, we will assume that the MAC and broadcast phases occur in different time slots. This can be easily generalized to the case when dimensions are available for communication, out of which dimensions are allocated to the MAC phase and dimensions are allocated to the broadcast phase. Note that the signal-to-noise ratio (SNR) for all transmissions is and, hence, we refer to it as simply the SNR without having to distinguish between the SNRs of the different phases. Similarly, we restrict our attention to the symmetric rate case when both the nodes and wish to exchange identical amount of information, hence, we can simply refer to one exchange rate without having to distinguish between the rate for and separately.
An exchange rate of is said to be achievable if, for any there exists a sufficiently large , an encoding scheme of rate , and a decoding scheme such that . The exchange capacity is then the supremum of over all possible encoding/decoding schemes. In the rest of the paper we will use the terms exchange rate and rate interchangeably.
II. MAIN RESULTS AND COMMENTS
The main results in this paper are as follows. We first show that an upper bound on the exchange capacity is given by
In Section V, we consider a dithered nested lattice encoding scheme with lattice decoding and show that using this scheme, an exchange rate of is achievable. While the exchange rate that can be obtained with this scheme coincides with the upper bound for asymptotically large SNRs, there is a gap between the upper bound and the achievable exchange rate for any finite SNR. Since the lattice decoder used in Section V is not a maximum a posteriori decoder, it is not clear whether the difference between the upper bound and achievable rate is due to the decoding algorithm, nested-lattice structure or looseness in the upper bound. To investigate this further, in Section VI, we consider a lattice based scheme which uses minimum angle decoding instead of lattice decoding. It is shown that with this scheme also an information rate of is achievable. Even though this result does not fully elucidate the reason for the gap between the upper bound on the exchange rate and the lower bound (achievable rate), it suggests that one cannot obtain a higher rate by simply replacing lattice decoding by minimum angle decoding. Further differences between the two schemes and the geometry of the distribution of the vector sum of codewords are discussed in Section VI.
III. RELATED PRIOR WORK
Recently, there has been a significant amount of work on coding for the bidirectional relay problem [1]- [8] . In [1] , Katti et al. showed the advantages for employing network coding in practical scenarios. Although they do not consider the physical layer explicitly, the natural extension of their solution to our problem would work as follows. The channel uses available for signaling would be split into three slots with channel uses each. In the first time slot, is encoded using an optimal channel code for the AWGN channel into and transmitted from node . Similarly, in the second time slot is encoded into and transmitted from node . At the relay, and are decoded and then the relay forms and encodes into using an optimal code for the Gaussian channel and broadcasts to both nodes. The two nodes decode and then since they have and , they can obtain and at the nodes and , respectively. Here, the physical layer and network layer are completely separated and coding (or mixing of the information) is performed only at the network layer. In the system model considered in Fig. 1 , the physical layer naturally performs mixing of the signals from the two transmitters. The schemes that take advantage of this can be referred to as joint physical layer coding and network coding solutions. One such scheme called analog network coding was proposed in [3] . In this case, the MAC phase and the broadcast phase are orthogonal to each other, and each phase utilizes the AWGN channel times. Gaussian codebooks are used at the transmitters to encode into and into , respectively. Analog network coding is an amplify and forward scheme where the received signal at the relay during the MAC phase , is scaled to satisfy the power constraint and transmitted during the broadcast phase, i.e.,
. It can be seen that this scheme can achieve an exchange rate of , which is higher than that achievable with the pure network layer coding scheme in [1] for high SNR.
The lattice encoding scheme with lattice decoding can be considered as a compute and forward scheme, where the relay computes (or, decodes) a function of and , namely , where is a lattice (please see Section V) instead of individually decoding and . The lattice coding scheme with minimum angle decoding can also be considered as a denoise and forward scheme such as in [9] . These schemes outperform the amplify and forward scheme in [3] . In [6] , it is conjectured that an exchange rate of can be achieved, however, no scheme is given. The scheme in this paper is a constructive scheme that performs close to the rate conjectured in [6] . The lattice decoding scheme discussed in Section V is similar to that used by Nazer and Gastpar [10] for the problem of estimating the sum of two Gaussian random variables, but was independently proposed in the conference version of this paper [11] . Several other schemes have also been recently suggested for bidirectional relaying. In [12] , Kim et al. discussed compress and forward, and mixed-forward schemes for bidirectional relaying with asymmetric channel gains. These schemes use random codes instead of structured codes. In a very recent work [13] which appeared after the publication of the preliminary version [11] of our paper, Nam et al. introduced nested lattice codes for the same problem. In their scheme, which is optimal at high SNR, each node uses a lattice with a different rate and nested lattice decoding is performed at the relay.
IV. AN OPTIMAL TRANSMISSION SCHEME
FOR THE BSC CHANNEL To motivate our proposed scheme, we first consider a system where the physical layer channels are all binary symmetric channels, i.e., and the signal received at the relay is (1) where denotes binary addition and is an error sequence whose components are 0 or 1 with probability and respectively and are i.i.d. Similarly, during the broadcast phase, let the channel be a BSC channel with crossover probability . In this case, an upper bound on the exchange capacity is since this is the maximum information that can flow to any of the nodes from the relay. This can be achieved using the following coding scheme.
In this scheme, the two nodes transmit using identical capacity achieving binary linear codes of rate . Consider again the received signal at the relay given in (1) . Notice that since and are codewords from the same linear code, is also a valid codeword from the same code which achieves capacity over a BSC channel with crossover probability . Hence, the relay can decode and transmit the result during the broadcast phase. The nodes and can also decode and since they have and , they can obtain and , respectively. This scheme achieves an exchange rate of and is therefore optimal. Random Codes Versus Structured Codes: It is quite interesting to note that if random codes, i.e., codes from the Shannon ensemble were used instead of linear codes, cannot be decoded at the relay. The linearity (or group structure) of the code is exploited to make decodable at the relay and, hence, structured codes with a group structure outperform random codes for this problem. Examples of schemes where structured codes outperform random codes have been given in Korner and Marton [14] and more recently by Nazer and Gastpar in [15] , [16] .
A. Upper Bound on the Exchange Rate for Gaussian Links
Let us now return to the problem outlined in Section I, where the channels between the nodes and the relay are AWGN channels. We restrict our attention to schemes where the MAC phase and broadcast phase are both orthogonal to each other and each phase uses the channel times. With this restriction, a simple upper bound on the exchange rate can be obtained as follows. Consider a cut between the relay node and node . The maximum amount of information that can flow to either of the nodes from the relay is . Hence, the exchange capacity is upper bounded by We next consider coding schemes and analyze their performance.
V. NESTED LATTICE BASED CODING SCHEME WITH LATTICE DECODING
As shown in Section IV for the BSC channel, codes with a group structure (linear codes) enable decoding of a linear combination (or, sum) of codewords at the relay. This motivates the use of lattice codes for the Gaussian channel since lattices have a similar group structure with respect to real vector addition. We begin with some preliminaries about lattices [17] , [18] .
An -dimensional lattice is a subgroup of under vector addition over the reals. This implies that if , then . For any , the quantization of is defined as the that is closest to with respect to Euclidean distance. The fundamental Voronoi region is defined as . The mod operation is defined as . This can be interpreted as the error in quantizing an to the closest point in the lattice . The second moment of a lattice is given by where is the volume of the fundamental Voronoi region. The normalized second moment of the lattice is then given by Let us define the covering radius of a lattice as the radius of the smallest -dimensional hypersphere containing the Voronoi region . Also let denote the effective radius of , which is the radius of the -dimensional hypersphere having the same volume as . Now we can define a Rogersgood Lattice [17, (69) ] as a lattice that satisfies (2) where and are positive constants. This implies that (3) We now define nested lattices and lattice codes obtained from nested lattices. Formally, we say that the lattice (the coarse lattice) is nested in the lattice (the fine lattice) if [19] . Let the fundamental Voronoi regions of the lattices, and be and . In this work, we are interested in nested lattice codes obtained from nested lattices. Such a (nested) lattice code is obtained by taking all the fine lattice points within the basic Voronoi region of the coarse lattice, i.e., as codewords. When the lattices and are of dimension , we will refer to the resulting lattice code as a nested lattice code. The rate of such a lattice coding scheme is equal to Lattice codes can be used to achieve capacity on the single user AWGN channel under maximum likelihood (ML) decoding [20] - [22] . ML decoding requires finding the lattice point inside a spherical bounding region (which serves as a power constraint), which is closest to the received signal. In contrast, lattice decoding ignores the bounding region and finds the closest lattice point to the received signal. Lattice decoding has a much lower complexity than ML decoding and has hence attracted a lot of interest. More recently, nested lattices have been shown to achieve the capacity of the single user AWGN channel under lattice decoding [17] , [18] . The main idea in [17] , [18] is to use the coarse lattice as a shaping region and the lattice points from the fine lattice contained within the basic Voronoi region of the coarse lattice as the codewords. The existence of "good" nested lattices whose coarse lattice is simultaneously Rogers-good (good for quantization) and Poltyrev-good (good for channel coding [17, eq. (78)]) and fine lattice is Poltyrev-good has been shown in [17] .
A. Description and Achievable Rate
We now describe our encoding and decoding schemes for the bidirectional relaying problem using nested lattice codes. The encoding and decoding operations during the MAC and broadcast phase are explained below. A general schematic is also shown in Fig. 2 .
MAC Phase: Suppose that there are information bits in the vectors and and, hence, the exchange rate is . The information vectors ( and ) are generated uniformly from the set , and are mapped randomly (and uniformly) to fine lattice points. At node , the information vector is mapped onto a fine lattice point , i.e., the set of all fine lattice points in the basic Voronoi region of the coarse lattice is taken to be the code. An identical code is used at node and the information vector is mapped onto the codeword . We then use dither vectors and which are randomly generated dimensional vectors uniformly distributed over . The dither vectors are mutually independent of each other and are known at both the relay node and the nodes and . Now node and node form the transmitted signals and as follows (4)
By choosing an appropriate coarse lattice with second moment , the transmit power constraint will be satisfied at both nodes. The relay node receives given by (6) where is the noise vector whose components have variance . At the decoder, the relay attempts to decode to from the received signal . We refer to this scheme as a function decode and forward scheme, as we are interested in decoding to a function of and , and not to and individually. The decoder at the relay node first forms where is a constant given by . The relay next attempts to decode to by finding the lattice point closest to , i.e., the estimate of is . The decoding is then successful if . The detailed steps in decoding to with arbitrarily low probability of error are given below.
Analysis of the Probability of Error of the Nested Lattice Decoder: We first show that can be expressed as the output of an equivalent modulo-lattice additive noise (MLAN) channel. Using the distributive property of the mod operation, i.e., can be written as (7) Here, follows from the distributive property of the operation, follows from the definition of and in , we define as . Decoding is successful if . Due to the group structure of the lattice, is a lattice point in the fine lattice (more precisely, ). By applying the crypto lemma [23] , it can be seen that is uniformly distributed over the fine lattice points in . Further, note that and are independent of and and, hence, we can define an equivalent noise term such that and are independent of each other. The second moment of is given by . We can now choose to minimize and the resulting optimum values of and are and , respectively. Also, can be treated as a linear estimate of . For a detailed discussion on using linear estimation for nested lattice decoding, see [17, Section V]. The following theorem establishes that it is possible to decode to with arbitrarily low probability of error, if the coding rate of the lattice is , where is the second moment per dimension of the coarse lattice.
Theorem 1 (Modified Version of [17, Th. 5] ): For any rate , there exists a sequence of -dimensional nested lattice codes of rate for which where and . Here and are realizations of two independent random variables uniformly distributed over and is a realization of an -dimensional Gaussian vector , where is an identity matrix. Also the coarse lattice has a maximum second moment (per dimension) of .
Proof: The proof follows closely the proof of [17, Th. 5] . The main idea is to show that can be well approximated by a Gaussian distribution with nearly the same variance, and show that the approximation gets better as . We mention below the places where the proof in [17] have to be modified. [17, eq. (81) ] must be changed to take into account that we have two transmitters. [17, eq. (81) ] must be modified with Lemma 3 given in Appendix A. Also [17, eq. (82) ] must be modified with Lemma 4 stated in Appendix A. After this, we can continue with the proof in [17] by calculating the Poltyrev exponents [24] and also using the fact that Rogers-good and Poltyrev-good [17, p. 2306] lattices exist. Continuing with these steps in [17] shows that any rate of for which , can be obtained. This proves the theorem.
The probability distribution of the -dimensional noise vector considered in Theorem 1 is slightly different from the noise distribution in [17, Th. 5] , and we can not directly apply [17, Th. 5 ] to our case. Hence, we had to show that is similar to a Gaussian distribution at high dimensions, and also show the existence of good lattices with rates that approach the proposed coding rates.
Broadcast Phase: In the broadcast phase, the relay node transmits the index of using a capacity achieving code for the AWGN channel. Since the capacity of the AWGN channel is which is higher than from Theorem 1 and, hence, the index (or, equivalently, ) can be obtained at the nodes and . Since node already has and, hence, , it needs to recover or, equivalently, , from and . This can be done as follows. Node computes , which can be written as (8) Similarly, can also be obtained at node by computing . Hence, an effective exchange rate of can be obtained using nested lattices with lattice decoding.
We conclude by noting that, at high SNR, this scheme approaches the upper bound of and is therefore nearly optimal. This scheme can be interpreted as a Slepian-Wolf coding scheme using nested lattices, i.e., the relay wishes to convey to node , where some side information (namely, ) is available. Thus, the broadcast phase in effect uses nested lattices for solving the Slepian-Wolf coding problem. This scheme can also be thought of as a decode and forward scheme where the relay decodes a function of and , namely and forwards this to the nodes. Notice however, that the relay will not know either or exactly, it only knows . Since the nested lattice code used is by itself a capacity achieving code for the AWGN channel, one does not have to encode again using a separate capacity achieving channel code. The relay can simply broadcast , where is an uniform dither. Notice that and, hence, the power constraint will be satisfied at the relay node and can be decoded at the nodes and by nested lattice decoding.
VI. LATTICE CODING WITH MINIMUM ANGLE DECODING
In the previous section we observed that the nested lattice coding scheme can achieve an exchange rate of with lattice decoding, which is not equal to the upper bound of . The nested lattice coding scheme involved the use of a coarse lattice that acts as a shaping region. It also involved decoding to the modulo-sum of codewords at the relay and the use of two independent dithers (resulting in two independent self-noise terms) which may lead to suboptimality. Hence, we would like to investigate the performance of the lattice scheme without the shaping region and the use of dither.
In this lattice coding scheme the codewords/lattice points are chosen from a spherical bounding region that acts as a power constraint. Let and be the codewords/lattice points transmitted from nodes A and B, respectively. Let us consider the set of all 's, where . The relay is interested in decoding to the 's, and not to the modulo-sum of codewords. Ideally the optimal decoder for decoding to the 's is the maximum a posteriori(MAP) decoder. However, the MAP decoder is difficult to analyze and, hence, we study a suboptimal minimum angle decoder [22] . Our analysis in this section shows that the suboptimal minimum angle decoder achieves an exchange rate of . This shows that one cannot simply replace lattice decoding by minimum angle decoding in order to obtain better rates. Our study in this section also provides insights into the geometry of the code book induced by the addition of two lattice points at the relay.
A. Description
We now describe the proposed lattice coding scheme with minimum angle decoding at the relay. We consider an -dimensional lattice . Let be an -dimensional closed ball, centered at the origin and having a radius , and let be the hypervolume of . This can be treated as a power constraint. Our codewords will be composed of lattice points in the sphere . Each transmitter chooses a lattice point corresponding to its message index and transmits synchronously over the Gaussian channel. Here we have no nested lattice construction or the use of an explicit random dither in the encoding stage. However, we will have a fixed lattice translation that serves a similar role as that of a dither. At the receiver we will be interested in decoding to the actual sum of these lattice points, without the modulo operation.
Minimum Angle Decoder: A minimum angle decoder discussed here makes a decision based on lattice points in a thin -dimensional spherical shell where is a small positive constant. It takes the received vector and finds the lattice point, whose projection on the thin shell, is closest to the received vector.
During the broadcast phase the relay performs Slepian-Wolf coding which is explained in Section VI-C.
We now state the main theorem of this section.
Theorem 2: For the bidirectional relaying problem considered in Section I, there exists at least one -dimensional lattice such that any exchange rate of is achievable using a minimum angle decoder as . The proof of the above theorem is involved. Therefore, we first present a proof sketch for the achievable lattice coding rate during the MAC phase in Section VI-B which outlines the main ideas in the proof. Then, a detailed proof is given in Appendix B. The broadcast scheme required for the proof of the above theorem is presented in Section VI-B.
B. Proof Sketch for MAC Phase
It is well known that the volume of an -dimensional sphere is concentrated mainly on the surface of the sphere as the dimension becomes large. It is also known that, if we intersect a lattice with a -dimensional sphere, then most of the lattice points will be concentrated very close to the surface [22] . In the course of our proof, we will show that the sum of any two such randomly chosen lattice points is also concentrated on a thin spherical shell at a radius of . Hence, the probability of error will be largely dependent on the lattice points in the thin spherical shell . We will use Blichfeldt's principle to show that, there exist translations (one for each user) of the lattice , such that the sums of pairs of lattice points are concentrated in a thin spherical shell (see Theorem 6, Lemma 9, and Lemma 10). We next perform minimum angle decoding. In minimum angle decoding, we are interested only in the angle between the different lattice points on the thin spherical shell. It must be noted that the choice of the lattice must be such that it acts as a good channel code. Minkowski-Hlawka Theorem (Theorem 7 and Lemma 11) can be used to show existence of such lattices. Choosing the volume of the lattice's Voronoi region appropriately allows us to compute the achievable rate of this scheme. We show in Appendix B that a rate of can be obtained using the above angle decoding scheme. A detailed proof is given in Appendix B.
C. Broadcast Phase
In the broadcast phase, we cannot directly transmit the sum of lattice points to the nodes. This will violate the transmit power constraint at the relay. Hence we perform Slepian-Wolf coding at the broadcast phase which requires coding over long block lengths. This can be accomplished by dividing the transmission in the MAC phase into blocks of channel uses each such that . Nodes and will use lattices of dimension (i.e., each codeword spans channel uses) instead of and transmit such codewords in the MAC phase. The relay performs minimum angle decoding over an -dimensional lattice and the relay decodes to the lattice point . Here, both and are -dimensional vectors. During the broadcast phase, we treat each -dimensional lattice point as a supersymbol and perform Slepian-Wolf coding over supersymbols at a rate . In Slepian-Wolf coding, is considered as the source to be encoded and the side information available at the nodes and is and , respectively. However, notice that the correlation between and is statistically identical to the correlation between and . Hence, we can perform Slepian-Wolf coding assuming either or is the side information available at the receiver. The index which represents Slepian-Wolf encoding is then broadcast to both nodes.
By making and both arbitrarily large as , the required rate is given by
Since the capacity of the channel from the relay to the nodes is , the Slepian-Wolf encoded index can be broadcast to the nodes, with an arbitrarily low probability of error. Hence, it is possible for the nodes and to decode their intended messages after decoding in the broadcast phase at a rate of , which proves Theorem 2.
D. General Remarks
There may be two reasons for the suboptimality of the minimum angle decoder. Firstly, the set of codewords of the form is the codebook induced at the relay through the addition of two lattice points. The codewords in this set of points do not occur with equal probability. The minimum angle decoder does not take in to account this unequal distribution of the codewords in the induced codebook. Secondly, at low SNRs, the set of points in may not all be points of the induced codebook for , i.e., the set may not be the same as . The minimum angle decoder ignores this also. Hence we deduce that this may lead to suboptimality at low SNRs and the MAP decoder may give a better performance at this SNR range.
We would also like to point out that there are slight differences between the minimum angle decoder and the nested lattice decoder in terms of what is actually decoded at the relay (vector sum of lattice points versus the modulo lattice sum). As a result, it is not entirely clear that a rate that is achievable with one scheme is automatically achieved with the other. Hence we felt that it is important to analyze both these schemes separately.
The analysis of the minimum angle decoder is also insightful in giving an idea of the geometry of the sum of the codewords , an understanding of which we believe is crucial in making further progress in this direction. In the minimum angle case where we have the sum of lattice points where and are lattice points within a -dimensional hypersphere of radius , there is a possibility for the sum to be distributed anywhere on a spherical region of radius . Our analysis of the minimum angle decoding shows that the sum of the lattice points are actually concentrated on a sphere of radius and gives a geometrical view of the resultant sum.
Though the results of the minimum angle decoding discussed here are for the symmetric case, they can be easily extended for the asymmetric case by following similar steps as discussed in this section. In the asymmetric case the nodes have two different transmit power constraints namely and , and we can obtain the same exchange rate results contained in the recent work [13] using the minimum angle decoder.
VII. CONCLUSION
We considered joint physical layer and network layer coding for the bidirectional relay problem where two nodes wish to exchange information through AWGN channels. Under the restrictive model of the MAC and broadcast phase using channel uses separately, we showed upper bounds on the exchange capacity and constructive schemes based on lattices that are nearly optimal at high SNR. At low SNR joint decoding based schemes (optimal coding schemes for the MAC channel) are nearly optimal. These schemes outperform the recently proposed analog network coding schemes. Interestingly, our results show that structured codes such as lattice codes outperform random codes for such networking problems. We also showed that minimal angle decoding also leads to similar results. An interesting future work is to obtain better exchange rates at low SNRs using structured lattice codes.
APPENDIX A NESTED LATTICE ENCODING/DECODING PROOF
In this section we state without proof Lemma 3 and 4 mentioned in the proof of Theorem 1. Detailed proofs are provided in our online version [25, Section IV-B]. We first restate some of the definitions in [17] . Let be the covering radius of and let be the -dimensional ball of radius . Let be the second moment (per dimension) of the smallest ball containing , i.e.,
Note that has a second moment and hence . Let be a random variable given by , with and , where is the identity matrix. Then, the variance of satisfies the bounds expressed in the following lemma.
Lemma 3 (Modified Version of [17, Lemma 6] ): For a given lattice , let be the covering radius and let be the radius of the -dimensional hypersphere whose volume is equal to the volume of the basic Voronoi region . Also let be defined as in (9) • Similarly is given as and is given by .
• Let be defined as . This denotes the combined collection of pairs of codewords of both the transmitters.
• Let
This denotes the codeword pairs whose sum lies on the thin shell .
• Let . This denotes the code word pairs whose sum does not lie on the thin shell. It must be noted that the set formed by the sum of codewords in need not be the same as and at low SNRs, this may lead to a significant difference between MAP and minimum angle decoding in the achievable exchange rate. • Let and denote the cardinality of and respectively. • For a given code , let us denote the average probability of error, under minimum distance decoding as . • Let us define a projection function . This projects a dimensional vector onto to an inner sphere of radius . It is defined as .
• We also define the indicator function as and . We first start with the average probability of error for the minimum distance decoder and progressively show that it can be bounded by the average probability of error of a minimum angle decoder. It is easy to see that minimum distance decoding is equivalent to maximum likelihood decoding in the presence of Gaussian noise. As mentioned before, the set of pairs of lattice points whose sum lies in the thin spherical shell is much larger than the pairs of lattice points whose sum lies outside the spherical region. Hence the average probability of error will not be affected much by these lattice points. This motivates us to express the average probability of error as a sum of two terms. This is made more clear in the lemma given below which is stated without proof. A detailed proof is given in [25, Lemma 7] .
Lemma 5:
where is the event that is closest in Euclidean distance to , with and . The first term on the right of the inequality in Lemma 5 follows by assuming that, we always make an error if the sum of the transmitted lattice points falls outside the thin spherical shell. The second term follows, since the probability of error increases, if decoding is performed based on the projection of lattice points on to the inner sphere. Since we are interested in lattice points projected on to the inner sphere of radius , we can define a decoding algorithm that looks at the angle between the lattice points, the minimum angle decoder. We next establish some more definitions. Let denote an n-dimensional cone centered at the origin and having the axis passing through . Let be the half-angle of the cone and be nonzero. We next define a region related to our suboptimum decoding function as follows:
or this can also be expressed as represents the region of the cone , that does not intersect with any other cone corresponding to the other lattice codeword points , located in the thin spherical shell. During decoding, when we receive a vector that falls in the region , we decode to the sum codeword . It may not be possible to decode to the individual codewords and , as different pairs of codewords may yield the same sum. However it must be noted, that in the forward phase, we are interested in decoding only to the sum of the transmitted codewords.
Let denote the probability of error using the suboptimum decoder. Then, we have First, Pr can be clearly bounded from above by both the minimum angle decoder and the suboptimum decoder . Next (a) follows because we use the union bound. In (b), the first term follows, because due to symmetry, the probability is not dependent on the particular . The second term follows as we define as . In (c), we replace , by and the indicator function , corresponds to lattice points on the thin shell at radius . Hence the average probability of error can be bounded as (11) The rest of the proof deals with bounding each of the three terms in the above equation by an arbitrarily small quantity, to make the probability of error tend to zero as . Below we briefly explain the requirements.
• The first term can be made very small by choosing the angle appropriately. In effect, we need the noise to be contained inside the cone with high probability as the dimension becomes large. • For the second term we need the number of codeword pairs whose sum of codewords lies outside the thin spherical shell to be shown to be much smaller than the total number of codeword pairs. In other words we need to show that the sum of lattice points are concentrated in the thin spherical shell around the radius . This is shown in Lemma 9. • The third term has a summation which is difficult to evaluate and, hence, we bound it by an integral and evaluate the resulting integral. • Finally, we require that the number of codewords in each of the inner spheres to be sufficiently large to achieve rates close to . Blichfeldt's principle(see Theorem 6) can be applied to show concentration of codeword pairs. Lemma 10 in Appendix C, is an application of Blichfeldt's principle that guarantees that for any given lattice, we can find translations that satisfy , where is a quantity that tends to zero as the dimensions become large. Also it makes sure that we can find enough codewords in the hyperspheres of radius , such that we can achieve a rate of . The Minkowski-Hlawka Theorem (see Theorem 7 in Appendix A) is used to establish the existence of at least one lattice such that the summation of the third term can be bounded by an integral. This theorem along with Lemma 10 in Appendix C, are used together in Lemma 11 to obtain bounds on both the second and third term. Hence we can effectively rewrite (11) by using these bounds to get (12) where is the volume of the fundamental Voronoi region of the lattice , and the terms and are defined in (15) and (16), respectively. We can bound the integral, as shown in [26, pp. 623 -624] to get (13) We next need to choose the appropriate values for and to make the probabilities tend to 0. For the first term, consider and note that with probability 1, where is the projection of the random vector along the direction of and is the projection of the random vector on the null space of . Hence we choose . For the third term a good choice of is (14) where is the volume of an -dimensional sphere of radius . This choice helps us to make the third term tend to 0 for large . The third term then can be rewritten as given below. We use the results in [22, p. 277] , to bound the Gamma functions to get This decays to 0 exponentially as . Also, from Lemma 9 we can show that as . Now, the achievable rate can be obtained from the number of lattice points in the sphere of radius . This value from Lemma 11, can be seen to be greater than . Hence the rate is given by,
In the above inequalities, follows by substituting for from (14) and follows by choosing . Choosing arbitrarily small, a rate of can be exchanged.
APPENDIX C BLICHFELDT'S PRINCIPLE AND MINKOWSKI-HLAWKA THEOREM
Theorem 6 (Blichfeldt's Principle [27] ): Let be a Riemann integrable function with bounded support. If is a lattice with fundamental region then Theorem 7 (Minkowski-Hlawka [27] , [22] : Let be a nonnegative Riemann integrable function with bounded support. Then for every and , there exists a lattice with determinant det such that
The Minkowski-Hlawka Theorem gives us a way to connect a series of discrete sums with a continuous integral. This will find applications in our probability of error calculations.
We next define the quantities and which will be useful in the proof for our minimum angle decoding scheme. is defined as (15) Here , represents the square of the volume of an -dimensional sphere of radius . represents the -dimensional volume element in rectangular coordinates. Also, is defined as (16) We next state without proof the following corollary which is an application of Blichfeldt's principle. The detailed proof is available in [25, Corollary 10] .
Corollary 8: For a given -dimensional lattice , we have
In short, Corollary 8 relates the square of the volume of an -dimensional sphere and the number of pairs of lattice points for different translations. Also, it relates and the number of pairs of lattice points , whose sum falls outside a thin spherical shell at a radius of from the origin. We next state a lemma which shows that the ratio can be made arbitrarily small when the dimension becomes large.
Lemma 9: For every given , we can find an sufficiently large such that for all , the ratio . The above lemma can also be interpreted as, that the vector sum of two points chosen uniformly over an -dimensional sphere, concentrates with high probability over a thin shell. A detailed proof for the above lemma is given in [25, Lemma 12] . . Also, we define and as and . Hence (17) From corollary 8, we have (18) We can replace the second integral, using the condition that the translations are not in the set , to get a bound on as shown below, Since, , we can bound the second integral again as follows:
APPENDIX D APPLICATION OF BLICHFELDT'S PRINCIPLE TO SHOW EXISTENCE OF GOOD TRANSLATIONS
Using the expression for from corollary 8, we can simplify the integral in the second term as follows:
Next we change the double summation for the third term into a product of two summations to get The summation can be seen to count the number of lattice points in the sphere , for the translation . This is by definition equivalent to . Similarly we can replace the other summation by , to get Since we can bound the integral to get We next use Blichfeldt's principle to simplify the integrals:
We use the condition and , to get det det Since and det , we obtain Finally using , we obtain This implies that the measure of must be nonzero and hence, there must be at least some translations of the lattice, where the requirements of the lemma hold. Clearly is a nonnegative integrable function and has bounded support. Hence we can apply Minkowski-Hlawka Theorem and find a lattice , with det such that
APPENDIX E MINKOWSKI-HLAWKA THEOREM TO SHOW GOOD LATTICES EXIST
Consider the integral defined as follows:
The above follows as .
In the above equation we substituted and . Next applying Blichfeldt's principle twice we obtain Here and . We can next take the summation outside the double integral, as we are dealing with a finite number of nonzero sums. This gives, Next we use Minkowski-Hlawka Theorem to establish that there exists at least one lattice such that the summation can be bounded by an integral, as shown below. In short Minkowski-Hlawka Theorem gives an existence result that such a lattice can be found, but does not give a way to find such a lattice:
In the above we have replaced with . Again we change the order of integration to get The inner integral can be seen to be independent of , and the outer integral can be seen to be lesser than . Hence we can express the resultant integral as, Hence we next evaluate the integral using similar steps as in [22] , first by changing to spherical coordinates.
where is the -dimensional volume element of a thin spherical element at a distance from the origin. Next we use the definition of to get
We evaluate the probability by conditioning on .
Since the function is nonnegative, the order of integration can be interchanged to obtain Due to the conditioning on , the conditional probability becomes deterministic and is equivalent to the cross sectional area of a hypercone of half-angle , intersecting with a hypersphere of radius . Note that in the result in [22] , the area of cross section must be a function of and not of . This gives
This in turn yields
Next using Lemma 10 we can bound the resultant integral to get (20) Now comparing (19) and (20) , and also knowing that the measure of is nonzero, we can see that there must be at least one such translational vector pair such that the required assertion of the lemma holds.
