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Abstract
For the reflected diffusion generated by L =  − ∇V · ∇ on a connected and complete Riemannian
manifold M with empty or convex boundary, we establish some sharp estimates of supx∈M |∇G|(x) of
the Poisson equation −LG = g in terms of the dimension, the diameter and the lower bound of curvature.
Applications to transportation-information inequality, to Cheeger’s isoperimetric inequality and to Gaussian
concentration inequality are given. Several examples are provided.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction and main result
1.1. Objective
Let M be an n-dimensional (n 1) connected complete Riemannian manifold with Rieman-
nian metric ρ without boundary or with a convex C∞ smooth boundary ∂M . Consider the elliptic
operator L = −∇V ·∇ with the Neumann boundary condition at ∂M (if it is not empty), where
,∇ are respectively the Laplacian operator and the gradient on M , · is the Riemannian inner
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Z =
∫
M
e−V (x) dx < +∞
where dx is the Riemannian volume measure. In that case μ := 1
Z
e−V dx is the unique invariant
probability measure of the diffusion (Xt ) generated by L (and reflected at ∂M if the last is not
empty). We assume that ∫ ρ(x, o)2 dμ(x) < +∞ where o is some fixed point of M and Xt is not
explosive.
The objective of this paper is to estimate the Lipschitzian norm ‖G‖Lip = supx∈M |∇G(x)|
of the Poisson equation −LG = g where g is the heat source satisfying μ(g) := ∫
M
g dμ = 0
(i.e., the creation and dissipation of the heat are in equilibrium). The solution G of the Poisson
equation such that μ(G) = 0 (representing the equilibrium heat distribution in the presence of
the heat source g), if exists, is unique by the ergodicity of our diffusion (Xt ). Furthermore if g is
locally bounded, G is C1 smooth on M by elliptic PDE theory.
1.2. Main result
Let D ∈ (0,+∞] be the diameter of M . Assume that the Ricci curvature is bounded from
below by a constant K ∈ R, i.e. Ricx(X,X)K|X|2 for all x ∈ M,X ∈ TxM (the tangent space
at x). Suppose that the Bakry–Émery curvature Ricx + HessV is also bounded from below by
some constant K(V ), i.e.,
Ricx(X,X)+ HessV (X,X)K(V )|X|2, ∀x ∈ M, X ∈ TxM,
where HessV is the Hessian of the potential V . Define for every real number r ∈ [0,D],
a(r) = inf{∇xρ(x, y) · ∇V (x)+ ∇yρ(x, y) · ∇V (y); ρ(x, y) = r, y /∈ cut(x)} (1.1)
where cut(x) is the cut-locus of x. Typically a(r) r infX∈TM, |X|=1 HessV (X,X), r > 0.
Let b(r) : (−D/2,D/2) → R be an odd function such that for r ∈ [0,D/2)
b(r) =
⎧⎨
⎩
min{−K(V )r,−√K(n− 1) tan[r
√
K
n−1 ] − 12a(2r)}, if K  0,
min{−K(V )r,√K−(n− 1) tanh[r√ K−
n−1 ] − 12a(2r)}, if K < 0,
(1.2)
when n 2 and for n = 1, b(r) = min{−K(V )r,− 12a(2r)} (for Ric = 0 in the one-dimensional
case). Here and hereafter K− = max{−K,0}. Notice that if K > 0, D
√
K
n−1  π by Myers’
diameter theorem, so b(r) is well defined.
When one takes K(V ) = K + infX∈TM, |X|=1 HessV (X,X), as the second term in the mini-
mum at the right-hand side of (1.2) is not greater than −K(V )r , b(r) coincides with the second
term in the minimum at the right-hand side of (1.2).
Consider the one-dimensional diffusion generator
LCWg = g′′ + b(r)g′ (1.3)
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measure is (up to a constant factor)
dm(r) = exp
( r∫
0
b(s) ds
)
dr. (1.4)
Let CLip,0(M,μ) be the Banach space of all real Lipschitzian functions g on M such that μ(g) :=∫
M
g dμ = 0, equipped with the Lipschitzian norm ‖g‖Lip := supx,y∈M,x =y |g(x)−g(y)|ρ(x,y) .
The main result of this paper is:
Theorem 1.1. Let L =  − ∇V · ∇ be defined on a connected complete Riemannian manifold
M with empty or C∞ smooth convex boundary ∂M , with the Neumann boundary condition,
where V ∈ C2 such that ∫
M
ρ(x, o)2e−V (x) dx < +∞. Assume that there is a sequence of convex
relatively compact open domains Mn increasing to M such that ∂Mn is C∞-smooth and convex,
if M is non-compact.
(a) Suppose that
cLip :=
D/2∫
0
r dm(r) =
D/2∫
0
r exp
( r∫
0
b(s) ds
)
dr < +∞. (1.5)
Then the Poisson operator (−L)−1 is bounded on CLip,0(M) and its norm satisfies
∥∥(−L)−1∥∥Lip  cLip  ∥∥(−LCW)−1∥∥Lip (1.6)
or equivalently if −LG = g, then ‖G‖Lip  cLip‖g‖Lip.
(b) For any bounded measurable function g with μ(g) = 0, let G be a C1 solution (in the distri-
bution sense) of the Poisson equation −LG = g. Then
‖G‖Lip  cδδ(g),
cδ := 12
D/2∫
0
exp
( r∫
0
b(v) dv
)
dr = 1
4
m[−D/2,D/2] (1.7)
where δ(g) = supx =y |g(x)− g(y)| is the oscillation of g.
Remark 1.2. For G ∈ C1(M), as ‖G‖Lip = supx∈M |∇G|(x), the results above can be regarded
as gradient estimates of the Poisson equation. There is a very rich geometric analysis theory
about gradient estimates on Riemannian manifolds, see Schoen and Yau [23] for account of art
and bibliographies. For applications of the probabilistical coupling method in gradient estimates
and Liouville theorems, see the textbook [27] of Wang for known results and bibliographies.
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space H with domain D(A) dense in H . Assume that (B,‖ · ‖) is a Banach space densely and
continuous embedded into H . If A : B → B is bounded, i.e. ‖A‖B := supg∈B,‖g‖1 ‖Ag‖ < +∞,
then A is bounded on H , i.e. D(A) = H and ‖A‖H  ‖A‖B.
This fact being a direct consequence of spectral decomposition of A in H , was observed in
[29, Proposition 2.9] (partially) and [30, Lemma 5.4] (therein the condition on the boundedness
of A in H is in fact not necessary by the argument there). Thus ‖(−L)−1‖2  ‖(−L)−1‖Lip by the
self-adjointness of (−L)−1 in L20(M,μ) and the fact that the space of Lipschitzian continuous
functions with zero mean is continuously and densely embedded into L20(M,μ) owing to the
condition
∫
ρ2(x, x0) dμ(x) < +∞, where ‖(−L)−1‖2 is the norm of (−L)−1 in L20(M,μ) :=
{f ∈ L2(M,μ); μ(f ) = 0}.
Chen and Wang [10,11] proved that the spectral gap λ1 of L in L2(M,μ) is not less than the
spectral gap of LCW in L2(I,m) where I = [−D/2,D/2] (see the book of Chen [9]). This result
can be re-stated as
∥∥(−L)−1∥∥2  ∥∥(−LCW)−1∥∥2.
Their approach consists in the coupling method and an ingenious choice of new metric on M . We
shall follow their method of coupling but instead of changing metric we will use a comparison
lemma for reflected diffusion (see Lemma 3.1) to estimate ‖(−L)−1‖Lip directly.
Remark 1.4. Assume the Bakry–Emery’s Curvature-Dimension condition [2,1]: for all smooth
functions f ,
Γ2(f,f )
1
m
(Lf )2 +RΓ (f,f ), (CD(R,m))
where Γ (f,g) = 12 [L(fg) − f Lg − gLf ] = ∇f · ∇g, Γ2(f, g) = 12 [LΓ (f,g) − Γ (f,Lg) −
Γ (Lf,g)]. Let
c(r) :=
⎧⎨
⎩
−√R(m− 1) tan[r
√
R
m−1 ], if R > 0,√
R−(m− 1) tanh[r
√
R−
m−1 ], if R  0.
Bakry and Qian [3] proved the following spectral gap comparison theorem:
∥∥(−L)−1∥∥2  ∥∥(−LBQ)−1∥∥2
where LBQf = f ′′ + c(r)f ′ on [−D/2,D/2] with the Neumann boundary condition at ±D/2.
Furthermore, LBQ satisfies CD(R,m) (i.e. with L replaced by LBQ in CD(R,m)). Their method
is based on ingenious algebraic calculus related with Γ2 and gradient estimates of the eigenfunc-
tions.
When V = 0, CD(K,n) is equivalent to RicK , and then LCW = LBQ.
Remark 1.5. In the one-dimensional case (i.e. M is an interval of R), Djellout and the author
[14] get explicit identification of the best constant C in the inequality supx∈M |G′(x)|  C‖g‖
for several norms ‖ · ‖ on g. The method there is much more elementary, because the Poisson
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is explicitly solvable by the method of variation of constant (see e.g. the formula after (3.5)).
This paper is organized as follows. In the next section several applications and examples
are presented for illustrating the usefulness and sharpness of Theorem 1.1. In Section 3 we use
the coupling method and a comparison result for reflected diffusion to prove Theorem 1.1, and
present several extensions of Theorem 1.1.
2. Applications and examples
Our first application is a covariance inequality.
Corollary 2.1. In the framework of Theorem 1.1, for Lipschitzian functions f,g on M ,
Covμ(f,g) := μ(fg)−μ(f )μ(g) cLip‖g‖Lip
∫
M
|∇f |dμ (2.1)
and
Covμ(f,g) cδδ(g)
∫
M
|∇f |dμ (2.2)
where cLip, cδ are given in (1.5) and (1.7).
Proof. We may assume μ(g) = 0. Let G ∈ C1(M,μ) be the unique solution of −LG = g with
μ(G) = 0. We have
Covμ(f,g) = 〈f,−LG〉μ =
∫
M
∇f · ∇Gdμ sup
x∈M
|∇G|(x)
∫
M
|∇f |dμ
where the desired results follow by Theorem 1.1.
We now apply the previous covariance inequality to obtain transportation-entropy or -informa-
tion inequality and Cheeger’s isoperimetric inequality. To that end recall that for two probability
measures ν,μ on M ,
(i) their Wasserstein distance Wp,d(ν,μ) (p  1) associated with a metric d on M is defined
as
Wp,d(ν,μ) = inf
π
(∫ ∫
M2
dp(x, y)π(dx, dy)
)1/p
where π runs over all couplings of (ν,μ), i.e., probability measures on M2 such that
π(A×M) = ν(A) and π(M ×A) = μ(A) for all Borel subsets A of M .
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W1,d (ν,μ) = 12‖ν − μ‖T V (‖η‖T V := sup|g|1 |η(g)| is the total variation of a bounded
signed measure η).
(ii) The relative entropy of ν w.r.t. μ is given by:
H(ν|μ) :=
{∫
M
log dν
dμ
dν, if ν  μ,
+∞, otherwise.
(iii) The Fisher–Donsker–Varadhan information of a probability measure ν w.r.t. μ is defined
by
I (ν|μ) :=
{∫
M
|∇√f |2 dμ, if ν = fμ, √f ∈ H 1(M,μ),
+∞, otherwise
where H 1(M,μ) is the domain of the Dirichlet form associated with L in L2(M,μ). It
is 1/4 of the usual Fisher information. We adopt the actual convention for ν → I (ν|μ)
so defined is exactly the Donsker–Varadhan’s rate function in the large deviations of the
empirical measures 1
t
∫ t
0 δXs ds (cf. [16]).
Corollary 2.2. In the context of Theorem 1.1,
(a) (transportation-information inequality) For every probability measure ν on M ,
W1(ν,μ) 2cLip
√
I (ν|μ). (2.3)
In particular the following transportation-entropy inequality holds:
W1(ν,μ)
√
2cLipH(ν|μ), ∀ν. (2.4)
(b) (functional Cheeger’s isoperimetric inequality) For any C1-smooth μ-integrable function f
on M
1
2
∫
M
∣∣f −μ(f )∣∣dμ cδ
∫
M
|∇f |dμ. (2.5)
In particular for every probability measure ν = fμ on M ,
1
2
∫
M
|f − 1|dμ 2cδ
√
I (fμ|μ). (2.6)
Proof. (a) For (2.3) we may assume that ν = fμ such that √f ∈ H 1(M,μ). By Kantorovitch–
Rubinstein’s characterization (cf. Villani [26]) and Corollary 2.1 we have
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‖g‖Lip1
∫
M
g d(ν −μ) = sup
‖g‖Lip1
Covμ(g,f )
 cLip
∫
M
|∇f |dμ = 2cLip
∫
M
√
f |∇√f |dμ
 2cLip
√√√√∫
M
f dμ
∫
M
|∇√f |2 dμ = 2cLip√I (ν|μ)
where the inequality in the third line follows by Cauchy–Schwarz’s inequality.
The transportation-entropy inequality (2.4) follows from (2.3) by Guillin et al. [15, Theo-
rem 2.1].
(b) For (2.5) it is enough to remark that
1
2
∫
M
∣∣f −μ(f )∣∣dμ = sup
g: δ(g)1
∫
M
g
(
f −μ(f ))dμ = sup
g: δ(g)1
Covμ(f,g)
and then to apply (2.2) in Corollary 2.1. (2.6) follows from (2.5) by Cauchy–Schwarz.
Remark 2.3. The method from the Lipschitzian norm estimate of Poisson equation to Cheeger
type’s inequality seems to be new, but the method of deriving the transportation-information
inequality (2.3) from the Lipschitzian spectral gap was initiated by Guillin, Léonard, Wu and
Yao [16]. In the latter work, it is shown that (2.3) is equivalent to the following Gaussian con-
centration inequality: for any initial measure ν  μ and Lipschitzian function g on M ,
Pν
(
1
t
t∫
0
g(Xs) ds > μ(g)+ r
)

∥∥∥∥ dνdμ
∥∥∥∥
L2(μ)
exp
(
− tr
2
4c2Lip‖g‖2Lip
)
, ∀t, r > 0, (2.7)
whereas (2.6) is equivalent to: for any bounded and measurable function g on M ,
Pν
(
1
t
t∫
0
g(Xs) ds > μ(g)+ r
)

∥∥∥∥ dνdμ
∥∥∥∥
L2(μ)
exp
(
− tr
2
4c2δ δ2(g)
)
, ∀t, r > 0. (2.8)
Here (Xt ) is the diffusion process generated by L (and reflected at ∂M if the last is not empty),
defined on some probability space (Ω,F ,Pν) with initial distribution ν. Notice also that the
transportation-entropy inequality (2.4) is equivalent to: for all Lipschitzian function g,
∫
eg dμ eμ(g)+(cLip/2)‖g‖
2
Lip .
That is Bobkov–Götze’s characterization [5]. See Ledoux [21] and Villani [26] for histories and
applications of transportation inequalities.
Those concentration inequalities are our main motivation for this work.
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∫ ∣∣f − medμ(f )∣∣dμ 2cδ
∫
|∇f |dμ
where medμ(f ) is the median of f under μ. This is equivalent to the following standard
Cheeger’s inequality [8]
μ(A) 2cδμ∂(∂A), ∀A ⊂ M such that μ(A) 1/2, (2.9)
where μ∂(∂A) = lim infr→0 μ(∂rA)/r (∂rA = {x ∈ Ac, ρ(x,A) = infy∈A ρ(x, y)  r}) is the
surface area of μ restricted at the boundary ∂A of A.
Hence with cδ given in Theorem 1.1, this gives a new estimate of the Cheeger’s isoperimetric
constant, which is sharp as shown in the examples below. See [31,6,8] for study of isoperimetric
constants.
Remark 2.5. Otto and Villani [22], in the Euclidean space setting, proved that the log-Sobolev
inequality
H(ν|μ) 2cLSI (ν|μ), ∀ν, (2.10)
implies Talagrand’s inequality [25]
W2(ν|μ)2  2cLSH(ν|μ), ∀ν. (2.11)
Their argument can be easily extended to the Riemannian manifold setting. Bobkov, Gentil and
Ledoux [4] gave another proof of this implication by means of Hamilton–Jacobi equation. The
log-Sobolev inequality (2.10) entails by (2.11) the following transportation-information inequal-
ity,
W2(ν|μ)2  4c2LSI (ν|μ), ∀ν. (2.12)
That was noticed in [16]. Reversely if for some constants c1 > 0, c2  0,
W2(ν|μ)2  c1I (ν|μ)+ c2 (2.13)
and if K(V ) > −∞ then by the HWI inequality of Otto–Villani [22, Theorem 3] (for the Rie-
mannian manifold setting, see [4] or directly use the optimal transportation in [12] to generalize
the arguments of [22] to the Riemannian manifold setting), the log-Sobolev inequality holds.
Cattiaux et al. [7] provide an easy sufficient condition of Lyapunov function type for both Tala-
grand’s inequality (2.11) and (2.13) (then for the log-Sobolev inequality if the Bakry–Émery’s
curvature is lower bounded). It is also known that (2.12) is stronger than Talagrand’s inequality
(2.11) (that may seem quite strange as one might have the impression that H were bounded by I ,
not the converse), see [15].
Remark that (2.12) is stronger than (2.3) (for W1  W2), with the constant cLip replaced
by cLS. But deducing the transportation-information inequality (2.3) (or equivalently the Gaus-
sian concentration inequality (2.7)) from the log-Sobolev inequality does not, in general, produce
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mating cLS, besides the Bakry–Émery’s criterion [2], is very difficult (see however Ledoux [20]
for a review of known results): for instance how to generalize the comparison theorems of Chen–
Wang and Bakry–Qian from the L2-spectral gap to the log-Sobolev constant in the case K  0
is an important open question (I learn it from Bakry and Qian).
We now present several examples.
Example 2.6 (Gaussian measure). Let M = Rn and μ = N (0,Γ ), the Gaussian measure with
zero mean and non-degenerate covariance matrix Γ . Then V (x) = x · Γ −1x/2 (x is viewed as a
column vector) and Lf = f −Γ −1x ·∇f . We have b(r) = −λ−1maxr where λmax is the maximal
eigenvalue of Γ . Note that K(V ) = λ−1max. Then
cLip =
∞∫
0
r exp
(
− r
2
2λmax
)
dr = λmax, cδ = 12
∞∫
0
exp
(
− r
2
2λmax
)
dr =
√
πλmax
8
.
Let e be a unit eigenvector of Γ associated with λmax. As −L(x · e) = λ−1maxx · e, ‖(−L)−1‖Lip =
cLip = λmax by Theorem 1.1. If one takes g = 12 sgn(x · e) (sgn(a) = 1a>0 − 1a<0 is the sign of
a ∈ R), the solution G of −LG = g verifies G = G˜(x · e) and
G˜′(0) = 1
2
+∞∫
0
exp
(
− r
2
2λmax
)
dr = cδ.
Hence the constants in Theorem 1.1 are exact for this example. Furthermore the transportation-
information inequality (2.3), the transportation-entropy inequality (2.4) become equality for
ν = N (a,Γ ) (the Gaussian measure with mean a and variance Γ ) with a = ce, c ∈ R, and
the Cheeger’s isoperimetric inequality (2.9) is equality for A = {x ∈ Rn; x · e 0}.
Example 2.7 (Bounded convex domain in Rn). Let M be a bounded convex domain of Rn with
C∞ smooth boundary ∂M , equipped with the Euclidean metric. Let L =  be the Laplacian with
the Neumann boundary condition on ∂M . As b(r) = 0, cLip = D2/8 and cδ = D/4 (D being
the diameter of M). Zhong–Yang’s estimate [32] for the spectral gap in L2 says that 1/λ1 =
‖(−L)−1‖2 D2/π2. But by Theorem 1.1, we have
∥∥(−)−1∥∥Lip  D28 .
Furthermore if M = [−D/2,D/2], ‖(−)−1‖Lip = D28 as checked for g(x) = x: the unique
solution −G′′ = g with the Neumann boundary condition is given by: G′(x) = ∫ D/2
x
t dt and
then ‖G‖Lip = G˜′(0) = D2/8.
For M = [−D/2,D/2], if A = [−D/2,0], we see that μ(A)/μ∂(∂A) = D/2 = 2cδ . Hence
the Cheeger’s inequality (2.9) is sharp, so does (2.6).
This example (or compact manifold with nonnegative curvature) was the initial object in our
study. In fact using the results of Chen and Wang [11] (i.e. by choosing some appropriate metric),
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cannot reach to the optimal bound D2/8.
Example 2.8 (Circle). Let M be the unit circle S1 in R2 and V = 0. Its Ricci curvature is 0.
Then ‖(−)−1‖Lip  D28 = π
2
8 by Theorem 1.1. In fact the equality holds: identifying S
1 with
(−π,π], we see that for even function g with g(θ) = θ − π/2, θ ∈ [0,π], the solution G with
zero mean of the Poisson equation verifies ‖G‖Lip = π2/8.
The constant cδ is given by D/4 = π/4. If we take g(θ) = 12 sgn(θ), the solution G of −G =
− d2
dθ2
G = g is given by G′(θ) = − 12 (|θ |−π/2) (since
∫ π
−π G
′(θ) dθ = 0). Hence ‖G‖Lip = π/4,
showing again the sharpness of (1.7).
Furthermore the Cheeger’s inequality (2.9) is sharp, too. In fact for a semi-circle A, μ(A) =
1/2, μ∂(∂A) = 1/π . Then μ(A)/μ∂(∂A) = π/2 = 2cδ .
However the constant cLip = π2/8 in the transportation-information inequality (2.3) in Corol-
lary 2.2 is worse than cLS produced by the log-Sobolev inequality (see Remark 2.5). In fact it is
well known that cLS = cP = 1 (see [20]), which is less than cLip.
Those three examples show that Theorem 1.1 is sharp when K = 0.
Example 2.9 (Sphere). Let M be the n-dimensional (n 2) sphere SnR of radius R > 0 in Rn+1,
and L =  be the Laplacian on SnR . Its diameter is D = Rπ , its Ricci curvature is constant
K = (n− 1)/R2. Then b(r) = −n−1
R
tan[ r
R
]. Consequently
∥∥(−)−1∥∥Lip  cLip =
Rπ/2∫
0
r exp
( r∫
0
b(s) ds
)
dr
=
Rπ/2∫
0
r cosn−1 r
R
dr = R2
π/2∫
0
r cosn−1 r dr.
We claim that the equality holds. We may assume without loss of generality that R = 1. In fact
regarding the axe x1 as South–North axe of the sphere and letting θ ∈ [−π/2,π/2] be the angle
between x ∈ Sn1 =: Sn with the plan x1 = 0 (i.e. θ = arcsinx1), we have for g(x) = θ , θ =−(n− 1) tan θ and the unique solution G (with zero mean) of the Poisson equation −G = g is
a function G˜(θ) depending only on θ , satisfying
−G = −(G˜′′ − (n− 1) tan θG˜′)= LCWG˜ = θ, θ ∈ (−π/2,π/2),
with the Neumann boundary condition at ±π/2. Then
G˜′(0) =
π/2∫
r exp
( r∫
b(s) ds
)
dr =
π/2∫
r cosn−1 r dr0 0 0
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∥∥(−)−1∥∥Lip  ‖G‖Lip  G˜′(0) =
π/2∫
0
r cosn−1 r dr.
For the constant cδ related with L =  on SnR , we have
cδ = 12
Rπ/2∫
0
exp
( r∫
0
b(s) ds
)
dr = 1
2
Rπ/2∫
0
cosn−1 r
R
dr
= R
2
π/2∫
0
cosn−1 r dr = R
4
· |S
n|
|Sn−1| .
Here |Sn| is the Riemannian area of the unit sphere Sn. The estimate (1.7) is sharp as seen
for g(θ) = 12 sgn(θ), where θ is given as above. Moreover if we take A as a semi-sphere of SnR ,
μ∂(∂A) = |Sn−1|/(|Sn|R), then μ(A)/μ∂(∂A) = R|Sn|/(2|Sn−1|) = 2cδ , showing the sharpness
of the Cheeger’s inequality (2.9).
This example shows that Theorem 1.1 is sharp when K > 0, too.
Example 2.10 (Boltzmann measure on the sphere). Consider the Boltzmann measure μ(dx) =
1
Z
e−β〈x,e〉 dx where dx is the Riemannian measure on Sn, where e ∈ Sn and β ∈ R+ (the in-
verse temperature) and 〈x, e〉 is the Euclidean inner product in Rn+1. Let θ ∈ [0,π] be the angle
between x and e (which is also the Riemannian distance ρ(x, e)). Then
Lf = f + β sin θ∂θf.
Hence for r ∈ [0,π], a(r) = −β sin r and consequently
b(r) = −(n− 1) tan r + β
2
sin(2r), r ∈ (−π/2,π/2).
Hence by Theorem 1.1, cδ = 12
∫ π/2
0 cos
n−1 re(β/2) sin2 r dr and
∥∥(−L)−1∥∥Lip  cLip =
π/2∫
0
r cosn−1 re(β/2) sin2 r dr.
Example 2.11. Let M be an n-dimensional connected complete Riemannian manifold of con-
stant Ricci curvature K < 0 without boundary (such as Riemannian surface) or with a con-
vex boundary, and V ∈ C2(M) such that HessV  δ  0. Then a(r)  δr (0  r < D),
K(V ) = K + δ and for r ∈ [0,D/2),
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{
−(K + δ)r;
√
K−(n− 1) tanh
[
r
√
K−
n− 1
]
− δr
}
=
√
K−(n− 1) tanh
[
r
√
K−
n− 1
]
− δr.
Hence
cLip 
D/2∫
0
r coshn−1
(
r
√
K−
n− 1
)
e−δr2/2 dr
which is finite once if δ > 0 even in the case where D = +∞ and Bakry–Émery’s curvature
lower bound K(V ) = K + δ < 0. Similarly
cδ 
1
2
D/2∫
0
coshn−1
(
r
√
K−
n− 1
)
e−δr2/2 dr.
Hence we have the inequalities in Corollary 2.2 with explicit constants.
Qualitatively if Ricx −c1ρ(x, x0)2 − c2 for some nonnegative constants c1, c2 (that is much
weaker than K > −∞) and if δ > (1 + √2)√c1(n− 1), the logarithmic Sobolev inequality
H(ν|μ) 2cLSI (ν|μ) holds by Wang [28]. See Cattiaux et al. [7] for further generalizations: for
instance Talagrand’s inequality (2.11) is proved true under the optimal condition δ > √c1(n− 1)
(otherwise a counter-example is given). But no explicit and robust estimate on cLS in the case
“D = +∞” of this example is known, up to the knowledge of the author.
3. Proof of the main result
3.1. A comparison result for reflected diffusion
We require the following comparison result for reflected diffusions:
Lemma 3.1. Let b : R+ → R be a Lipschitzian function.
(a) Let g(t) be a real continuous function with g(0) = 0. Assume that f0(t), f1(t) are two
continuous nonnegative functions such that f0(0) = f1(0) = x > 0,
df0(t) = dg(t)+ b
(
f0(t)
)
dt + dl(t)
where l(t) is continuous non-decreasing such that l(t) = ∫ t0 10(f0(s)) dl(s) for all t  0 (i.e.
increasing only on {t  0; f0(t) = 0}), and
df1(t) dg(t)+ b
(
f1(t)
)
dt
(i.e. L(t) := f1(t) − [x + g(t) +
∫ t
0 b(f1(t)) dt] is non-decreasing). Then f1(t) f0(t) for
all t  0.
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(Ω,F , (Ft ),P). Let ηt be a continuous adapted process such that η0 = x > 0, ηt  0 for
all t and
dηt  σ dBt + b(ηt ) dt
or equivalently At := ηt −η0 −
∫ t
0 [σ dBs + b(ηs) ds] is non-decreasing. Then ηt  ξt where
(ξt )t0 is the corresponding reflected (at 0) diffusion, determined by
(i) ξ0 = x;
(ii) ξt  0 for all t ;
(iii) it satisfies the stochastic differential equation (s.d.e. in short)
dξt = σ dBt + b(ξt ) dt + dlt (3.1)
where lt is some continuous adapted non-decreasing process increasing only on
{t ∈ R+; ξt = 0} (i.e. lt =
∫ t
0 10(ξs) dls ).
The s.d.e. (3.1) is Skorokhod’s equation for reflected Brownian motion with drift.
Proof. Part (b) is a particular case of (a). For part (a), notice that without the drift term, i.e.,
b = 0, we have L(t)  −min0st g(t) ∧ 0 and the last is just l(t) in the equation of f0 by
Skorokhod’s lemma [18, Chapter III, Lemma 4.2]. Thus f1  f0 if b = 0.
We now generalize the proof of Skorokhod’s lemma in the presence of the drift term b. As-
sume in contrary that f1(T ) < f0(T ) for some T > 0. Let σ := max{t ∈ [0, T ); f1(t) f0(t)}
be the last time that f1  f0 before time T . We have σ < T and f1(σ ) = f0(σ ). For all t ∈ (σ,T ],
since f0(t) > f1(t) 0 and l increases only on {s; f0(s) = 0}, we have l(t) = l(σ ) and then
df0(t) = dg(t)+ b
(
f0(t)
)
dt, t ∈ (σ,T ].
If f1(σ ) = f0(σ ) > 0, by comparison theorem in the theory of ordinary differential equations
(Gronwall’s lemma), f1(t) f0(t) for t > σ close to σ . That is in contraction with the fact that
f0(t) > f1(t) for all t ∈ (σ,T ]. Then f1(σ ) = f0(σ ) = 0.
Let b¯ be a Lipschitzian extension of b to the whole R. Consider for t ∈ [σ,T ]:
df¯0(t) = dg(t)+ b¯
(
f¯0(t)
)
dt, f¯0(σ ) = 0.
This equation admits one solution f0(t), t ∈ [σ,T ] and by the uniqueness of this differential
equation, f¯0 = f0 on [σ,T ].
On the other hand df1(t) = dg(t)+ b¯(f1(t)) dt + dLt (for f1  0). Hence Gronwall’s lemma
tells us f1(t) f¯0(t) = f0(t) for all t ∈ [σ,T ]. This contradiction completes the proof.
3.2. Kendall–Cranston’s reflection coupling and Cranston–Chen–Wang’s comparison lemma
As said in the introduction our method is based on the coupling method of Chen and Wang
[10,11] for estimate of the spectral gap.
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L-diffusion processes with starting point (x, y) (and with reflection boundary if ∂M = ∅). It was
introduced by Kendall [19] and refined by Cranston [13], E.P. Hsu [17] and Chen and Wang [11].
To get a feeling about the reflection coupling, let us present it at first on the Euclidean space
M = Rn.
Assume that
dxt =
√
2dbt − ∇V (xt ) dt,
where bt is the standard Brownian motion in Rn. Let mxt ,yt be the mirror reflection with respect
to the hyperplane P perpendicular to the segment from xt to yt , passing the middle point of that
segment. Thinking dbt as an infinitesimal tangent vector at TxtM (M = Rn), mxt ,yt dbxt is an
infinitesimal tangent vector at TytM , so we can define the reflection coupling yt (which starts
at y) via its Ito’s differential on [t, t + dt] as
dyt =
√
2mxt ,yt dbt − ∇V (yt ) dt,
before the coupling time τc = inf{t  0; xt = yt }, and yt := xt for t  τc.
On a Riemannian manifold M without boundary, the construction is much more involved.
At first the s.d.e. for xt may be rigorously (and currently) constructed through its lifting over
the orthogonal frame bundle OM [18,17]. Given xt = x, yt = y, if y /∈ cut(x), one can define the
mirror mapping mx,y : TxM → TyM by mx,yX = Tx,yX−2(γ˙ (0) ·X)γ˙ (ρ(x, y)), where γ is the
minimal geodesic parametrized by the distance, Tx,y : TxM → TyM is the parallel transportation
along γ . So one can define the s.d.e. for dyt on [t, t +dt] above. The main difficulty comes when
yt ∈ cut(xt ). Kendall [19] allowed that xt , yt move independently in a small neighborhood of the
cut-locus of xt , while Cranston [13] considered the limit of the Kendall’s reflection coupling
by letting the neighborhood smaller and smaller: that limit is the so-called Kendall–Cranston’s
reflection coupling. See also Hsu [17] who made a crucial observation for comparison issue:
when yt ∈ cut(xt ), dρ(xt , yt ), besides the usual expression outside of the cut-locus (from Itô’s
formula), has an extra but gentle term −dLt . Here Lt is a non-decreasing process which can
be interpreted as the local time that yt ∈ cut(xt ). For generalization to the reflection boundary
case where ∂M = ∅ and the detailed construction of the reflection coupling in full generality, the
reader is referred to Wang [27, Section 2.1]. The following comparison lemma, due to Cranston
[13] (for K  0) and Chen and Wang [11] (for K < 0), based on the expression of the generator
of the reflection coupling and on geometric comparison theorems, is basic for us:
Lemma 3.2. (See [11, p. 387, formula (2.1)].) Let (xt , yt ) be the Kendall–Cranston reflection
coupling of L-diffusions starting from (x, y). Then
dρ(xt , yt ) 2
√
2dBt + b˜
(
ρ(xt , yt )
)
dt, t ∈ [0, τc), (3.2)
where b˜(r) = 2b(r/2) and (Bt ) is a standard real-valued Brownian motion, τc := inf{t  0;
ρ(xt , yt ) = 0} ∈ [0,+∞] is the coupling time.
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We assume at first that M is compact or equivalently D < +∞.
Step 1. Consider the diffusion ξt on [0,D] with ξ0 = ρ(x, y), reflected at D and killed at 0,
satisfying
dξt = 2
√
2dBt + b˜(ξt ) dt − dlt , t ∈ [0, σ0); ξt = 0, t  σ0, (3.3)
where b˜(r) = 2b(r/2), Bt is the Brownian motion in (3.2), lt is the local time of ξt at D, and
σ0 = inf{t  0, ξt = 0}. By Lemma 3.1 (applied to ηt = D − ρ(xt , yt ) 0) and Lemma 3.2, we
have a.s.,
ρ(xt , yt ) ξt , ∀t ∈ [0, τc); and then τc  σ0. (3.4)
Step 2. Let us prove some more general result. Let α : R+ → R+ be a non-decreasing
concave function such that α(0) = 0 and α(r) > 0 for all r > 0. Consider the new metric
α(ρ(x, y)). Assume that ‖g‖Lip(α) := supx =y |g(x)−g(y)|α(ρ(x,y))  1 and μ(g) = 0, the unique solution
G ∈ CLip,0(M,μ) of the Poisson equation −LG = g is given by
G(x) =
∞∫
0
Eg(xt ) dt
(the above series is absolutely convergent by the compactness of M). Thus we have by (3.4)
∣∣G(x)−G(y)∣∣=
∣∣∣∣∣
∞∫
0
E
[
g(xt )− g(yt )
]
dt
∣∣∣∣∣ E
τc∫
0
α
(
ρ(xt , yt )
)
dt  E
σ0∫
0
α(ξt ) dt.
But by (3.3), it is well known that E ∫ σ00 α(ξt ) dt = h(ρ(x, y)) where h(r) is the unique solution
in C1[0,D] ∩C2(0,D) of the one-dimensional Poisson equation
−[4h′′(r)+ b˜(r)h′(r)]= α(r), r ∈ (0,D); h(0) = 0, h′(D) = 0. (3.5)
This differential equation of order 2 in h, is in fact of order 1 in h′. It can be solved explicitly
(method of variation of constant, [14]):
h′(r) = 1
4
exp
(
−1
4
r∫
0
b˜(s) ds
) D∫
r
exp
(
1
4
s∫
0
b˜(u) du
)
α(s) ds.
Note. There is some difficulty when b˜ is unbounded or equivalently K > 0 and D
√
K
n−1 = π (the
critical case of Myers’ diameter theorem): indeed in that case ξt never reach D, so “h′(D) = 0”
cannot be used to determine h′(r) above, but one can use the fact that supr∈(0,D) h(r) < +∞ in
that case for obtaining the expression above.
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|∇G|(x) = lim
y→x
|G(x)−G(y)|
ρ(x, y)
 lim
r→0+
h(r)
r
= h′(0)
= 1
4
D∫
0
exp
(
1
4
s∫
0
b˜(u) du
)
α(s) ds = 1
2
D/2∫
0
exp
( r∫
0
b(v) dv
)
α(2r) dr
where the last equality follows by using change of variables s = 2r , u = 2v and the relation
b˜(r) = 2b(r/2). In other words we have proved
sup
x∈M
∣∣∇G(x)∣∣ cα‖g‖Lip(α), cα := 12
D/2∫
0
exp
( r∫
0
b(v) dv
)
α(2r) dr. (3.6)
Part (a). Taking α(s) = s, we see cα = cLip, the constant given in (1.5). Then the first inequal-
ity in (1.6) follows by (3.6). Notice that cLip is exactly h¯′(0), where h¯ is a solution of −LCW h¯ = r ,
r ∈ (−D/2,D/2) with the Neumann boundary condition at ±D/2. This provides us the second
inequality in (1.6).
Part (b). This follows again from (3.6) if we remark that for α(s) = 1s>0 (concave on R+),
α(ρ(x, y)) becomes the trivial metric 1x =y and δ(g) is exactly the Lipschitzian coefficient of g
w.r.t. the trivial metric.
3.4. Proof of Theorem 1.1: non-compact case
Part (a). Fix g ∈ CLip,0(M,μ). Let Ln be L restricted to Mn with the Neumann boundary
condition on ∂Mn. The drift term bn(r) related with Mn defined in (1.2) is  b(r) for all r > 0.
Hence the constant cLip(Mn) defined in (1.5) related with Mn is bounded by cLip. By the result
proved in the compact case above, the solution Gn of −LnGn = g|Mn such that
∫
Mn
Gn dμ = 0
satisfies supx∈Mn |∇Gn|(x) cLip where Mn is the closure of Mn. By Arzela–Ascoli’s theorem
and a diagonal argument, one can extract a subsequence Gnk which converge to some function
G uniformly over MN for each N  1. Obviously |G(x)−G(y)| cLipρ(x, y) for all x, y ∈ M
and
∫
M
Gdμ = 0. And for all f ∈ C20,N (M), i.e., f is C2 with compact support and satisfies the
Neumann boundary condition (if ∂M is non-empty), f verifies the Neumann boundary condition
on Mn for n large enough. Then by integration by parts,∫
M
gf dμ = lim
k→∞
∫
Mnk
(−LnkGnk )f dμ = lim
k→∞
∫
Mnk
Gnk (−Lf )dμ =
∫
M
G(−Lf )dμ.
In other words G belongs to the domain of the adjoint operator L∗ of (L,C20,N (M)) in L2(M,μ).
But (L,C20,N (M)) is essentially self-adjoint on L2(M,μ) (see e.g. Sturm [24]). Then G belongs
to the domain D2(L) of the generator L of (Pt ) in L2(M,μ) and −LG = g. Elliptic PDE theory
says that G ∈ C1(M) and then G satisfies the Neumann condition on ∂M . The proof of part (a)
is so completed.
Part (b). Parallel to that of part (a) above.
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and α : R+ → R+ is given as in Step 2 above, by the proof above we have
‖G‖Lip(α) = sup
x =y
|G(x)−G(y)|
α(ρ(x, y))
Aα‖g‖Lip(α) (3.7)
where Aα := sup0<rD h(r)α(r) , h is the solution of (3.5), i.e.,
Aα = sup
x∈(0,D]
1
α(x)
x∫
0
h′(r) dr
= sup
x∈(0,D]
1
4α(x)
x∫
0
dr exp
(
−1
4
r∫
0
b˜(s) ds
) D∫
r
exp
(
1
4
s∫
0
b˜(u) du
)
α(s) ds
= sup
x∈(0,D/2]
1
α(x)
x∫
0
dr exp
(
−
r∫
0
b(s) ds
) D/2∫
r
exp
( s∫
0
b(v) dv
)
α(2s) ds.
Since 1/λ1 = ‖(−L)−1‖2  ‖(−L)−1‖Lip(α) Aα (by the self-adjointness of L), we get
1/λ1 =
∥∥(−L)−1∥∥2  infα Aα (3.8)
which is an equivalent reformulation of Chen and Wang [11, Theorem 1], see Chen [9].
The method of Chen and Wang is technically quite different: they directly applied Lemma 3.2
to dβ(ρ(xt , yt )) for some concave C2-function β on [0,D] with β(0) = 0 and β ′ > 0:
if 4β ′′ + b˜β ′  −Mββ for some positive constant Mβ , then dβ(ρ(xt , yt ))  2
√
2dBt −
Mββ(ρ(xt , yt )) dt . Hence Gronwall’s lemma implies Eβ(ρ(xt , yt )) e−Mβtρ(x, y). That leads
to the exact content of [11, Theorem 1]: λ1 Mβ for all such β . Chen [9] realized the formula
(3.8) by a change of function linking β to α.
Notice that for α(s) = 1s>0, we get δ(G) = supx =y |G(x)−G(y)| cuδ(g) where
cu :=
D/2∫
0
dr exp
(
−
r∫
0
b(s) ds
) D/2∫
r
exp
( s∫
0
b(v) dv
)
ds. (3.9)
In particular if cu is finite, then L has a spectral gap in L∞(M,μ), i.e. the diffusion is uniformly
ergodic.
Remark 3.4. The proof above can be applied also to the gradient estimate of the heat kernel
semigroup Pt generated by L. For instance, we have supx∈M |∇Ptg| (∂ru)(t,0)‖g‖Lip (t > 0)
where u(t, r) is the solution of
∂tu = 4∂2r u+ 2b(r/2)∂ru, (t, r) ∈ (0,+∞)× (0,D),
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u(0, r) = r . Similarly supx∈M |∇Ptg|  (∂rv)(t,0)δ(g) (t > 0), where v(t, r) is the solution
of the same equation as for u, but just with the initial condition u(0, r) = 1.
Remark 3.5. Theorem 1.1 and the results of two previous remarks still hold true for non-
symmetric Lf = f − Y(x) · ∇f (x) (with the Neumann boundary condition if ∂M is non-
empty) where Y is a C1 vector field, with a(r) in (1.1) substituted now by
a(r) = inf{∇xρ(x, y) · Y(x)+ ∇yρ(x, y) · Y(y); ρ(x, y) = r, y /∈ cut(x)}.
The proof is just the same, since the key relation (3.2) is still valid by [11,27].
Remark 3.6. The reflection coupling method is quite well adapted to estimates of spectral
gap [11,9] and of the Lipschitzian norm of the solution to the Poisson equation. If the Bakry–
Émery’s curvature Ric + HessV  K(V ) > 0, we have the much stronger pointwise estimate:
|∇Ptf |p  e−pK(V )tPt (|∇f |p) for every p ∈ [1,+∞) (see [1,2]). This last estimate can be
obtained by using the natural coupling (xt , yt ) where xt , yt are solutions of the same stochas-
tic differential equation driven by the same Brownian motion but just with two different starting
points and subsequent Bismut–Malliavin’s formula for ∇Ptg(x) [1]. However the reflection cou-
pling cannot provide such an estimate.
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