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Abstract
The problem of minimizing a separable convex function under linearly coupled con-
straints arises from various application domains such as economic systems, distributed
control, and network flow. The main challenge for solving this problem is that the size
of data is very large, which makes usual gradient-based methods infeasible. Recently,
Necoara, Nesterov, and Glineur [8] proposed an efficient randomized coordinate descent
method to solve this type of optimization problems and presented an appealing conver-
gence analysis. In this paper, we develop new techniques to analyze the convergence of
such algorithms, which are able to greatly improve the results presented in [8]. This
refined result is achieved by extending Nesterov’s second technique [4] to the general op-
timization problems with linearly coupled constraints. A novel technique in our analysis
is to establish the basis vectors for the subspace of the linearly constraints.
1 Introduction
Randomized block-coordinate descent (RBCD) method randomly chose one block of coordi-
nates for updating according to a prescribed probability distribution at each iteration. It has
been proven to be very efficient to solve large-scale optimization problems [3, 4, 15, 16, 17]. In
particular, Nesterov [4] studied RBCD methods for solving smooth convex problems and de-
rived non-asymptotic convergence rates in expectation without strong convexity or uniqueness
assumptions. Specifically, according to the discussion in [3] there are roughly two techniques
developed in this seminal paper for analyzing the convergence of the RBCD methods. The
first technique is developed for the case where the blocks are randomly drawn from certain
non-uniform distribution. The second technique can yield better convergence rates which,
however, only work for the uniform distribution.
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Richta´rik and Taka´cˇ [15] established a high-probability type of iteration complexity of RBCD
methods for composite convex problems by adopting Nesterov’s first technique mentioned
above. Lu and Xiao [3] obtained sharper expected-value type of convergence rates of RBCD
methods for composite convex problems than those in [15]. It can be regarded as an extension
and refinement of Nesterov’s second technique in [4] to composite optimization problems. Par-
allel implementations of block-coordinate descent methods are studied in [5, 14]. In addition,
randomized block-coordinate descent methods under less conservative conditions have been
also proposed in [6].
In this paper, we are concerned with the following problem of minimizing a separable convex
function subject to linearly coupled constraints:
min
x1,...,xN∈Rn
{
f1(x1) + · · ·+ fN (xN )
}
s.t.: x1 + · · · + xN = 0.
(1)
This simple model can be considered as the optimal resource allocation problem over a net-
work. More precisely, one can interpret it as N agents exchanging n goods to minimize the
total cost, where the constraints
∑N
i=1 xi = 0 are the market clearing or equilibrium require-
ments. Problem (1) has many real applications in economic systems [18], distributed computer
systems [2], distributed control [7], and network flow [1]. In these applications, the size of
data involved in formulation (1) (i.e., N) is so large that usual methods based on full gradient
computations are prohibitive.
Most of the aforementioned studies on RBCD methods are concerned with optimization prob-
lems with decoupled constraints that can be characterized as a Cartesian product of certain
convex sets. Hence, they can not be directly applied to the optimization problem (1) with
coupled constraints, despite its extreme importance in practice. Recently, Necoara, Nesterov,
and Glineur [8] proposed an efficient randomized coordinate descent method for linearly con-
strained optimization over networks and presented a convergence analysis in expectation. The
authors proposed the randomized τ -block (τ ≥ 2) coordinate descent method for solving prob-
lem (1), in which τ blocks are randomly chosen for updating at each iteration. The algorithm
in [8] has been extended recently to composite problems [10] and more general optimiza-
tion models [9]. It can be regarded as an extension of Nesterov’s first technique for smooth
optimization problems with decoupled constraints to the case of linearly coupled constraints.
As mentioned above, Nesterov’s second technique can yield better rates as shown in [3, 4]
for optimization problems with decoupled constraints. Moreover, it has been demonstrated so
far that it works only for the RBCD methods where the random blocks are drawn from the
uniform distribution. A natural question is that whether Nesterov’s second technique works
for smooth optimization problem (1) with linearly coupled constraints and certain non-uniform
distributions.
In this paper, we successfully give an affirmative answer to the above question and establish
significantly sharper convergence rates in expectation than that presented in [8]. As a result,
better iteration complexities in probability are also derived. The spirit of our proofs is similar
to those in various papers [4, 8] and particularly [3]. The main novelty in our analysis is to
establish the basis vectors for the subspace of the linearly coupled constraints in problem (1).
These new technical lemmas are stated as Lemmas 3.1 and 3.2 in the subsequent sections.
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These are the key ingredients to obtain tighter results.
This paper is organized as follows. In Section 2 we review the randomized 2-block coordinate
descent method for problem (1) proposed in [8] and present our main results. In Section 3 we
first present some technical lemmas, and then provide the proofs of the main results. Finally,
some concluding remarks are given in Section 4.
2 Main results
We begin with the introduction of randomized τ -block coordinate descent method for problem
(1) proposed in [8]. For simplicity, we only focus on the case of τ = 2. To this end, let us
introduce some notations.
Let RnN denote the whole coordinate space, and InN = [U1, . . . , UN ] a decomposition of the
identity matrix InN into N submatrices Ui ∈ R
nN×n. Then, one can write any vector x ∈ RnN
in terms of its blocks xi ∈ R
n as x =
∑N
i=1 Uixi. Meanwhile, each block xi ∈ R
n of x ∈ RnN
can be represented uniquely as xi = U
T
i x. Denote by 〈·, ·〉 and ‖ · ‖ the standard Euclidean
inner product and norm on the subspace Rn, respectively.
Throughout this paper, we assume the following basic assumption.
Assumption 1. Each function fi, i = 1, . . . , N , is convex and has Lipschitz continuous
gradient with Lipschitz constants Li > 0, i.e.,
‖∇fi(xi + di)−∇fi(xi)‖ ≤ Li‖di‖, ∀xi, di ∈ R
n. (2)
Let E denote the set of all pairs of indices (i, j) with 1 ≤ i < j ≤ N . By using Lipschitz
constants Li, define a set of positive numbers pij by
pij :=
1
Li
+ 1Lj
(N − 1)
∑N
t=1
1
Lt
, (i, j) ∈ E. (3)
It is easy to check that
∑
(i,j)∈E pij = 1, which means that {pij}(i,j)∈E can be taken as a
probability vector over E. The above specific choice of pij has been suggested in [8].
Let S =
{
x ∈ RnN :
∑N
i=1 xi = 0
}
. For the current iterate x ∈ S and a pair of indexes
(i, j) ∈ E, to maintain the feasibility of the next iterate x+, we define it in the following way:
x+ := x+ Uidi(x) + Ujdj(x),
where
[
dTi (x), d
T
j (x)
]T
= arg min
di+dj=0
{
〈∇fi(xi), di〉+ 〈∇fj(xj), dj〉+
Li
2
‖di‖
2 +
Lj
2
‖dj‖
2
}
= −
1
Li + Lj
[
(∇fi(xi)−∇fj(xj))
T , (−∇fi(xi) +∇fj(xj))
T
]T
. (4)
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Let x0 ∈ S be the initial point. Then the randomized 2-block coordinate descent method
proposed in [8] can be described as follows:
Algorithm 1 Randomized 2-Block Coordinate Descent Method
Repeat for k = 0, 1, 2, . . .
1. Choose a pair of indices (ik, jk) from E randomly with the probability pik,jk .
2. Update xk+1 = xk + Uikdik(x
k) + Ujkdjk(x
k).
For x ∈ RnN , define f(x) := f1(x1)+ · · ·+fN(xN ). Let X
∗ denote the set of optimal solutions
to problem (1), and f∗ the corresponding optimal value. Equip the space RnN with the norm
‖x‖L =
(∑N
i=1 Li‖xi‖
2
) 1
2
, and define R˜(x0) := minx∗∈X∗
{
‖x0 − x∗‖L
}
. From (2), we know
that
fi(xi + di) ≤ fi(xi) + 〈∇fi(xi), di〉+
Li
2
‖di‖
2, ∀xi, di ∈ R
n. (5)
Summing the inequalities (5) for i = 1, . . . , N , we get
f(x+ d) ≤ f(x) + 〈∇f(x), d〉+
1
2
‖d‖2L, ∀x, d ∈ R
nN . (6)
Let µf denote the convexity parameter of f with respect to the norm ‖ · ‖L, i.e., the greatest
µ ≥ 0 such that
f(y) ≥ f(x) + 〈∇f(x), y − x〉+
µ
2
‖y − x‖2L, ∀x, y ∈ R
nN . (7)
Let ηk denote the random variable {(i0, j0), (i1, j1), . . . , (ik−1, jk−1)}.
With these notations, we now state one of our main results.
Theorem 1. Let {xk} be the sequence generated by Algorithm 1. Then for any k ≥ 0,
Eηk
[
f(xk)
]
− f∗ ≤
N − 1
N + k − 1
R˜2(x0). (8)
In addition, if f is strongly convex with parameter µf > 0, then
Eηk
[
f(xk)
]
− f∗ ≤
(
1−
2µf
(N − 1)(1 + µf )
)k
R˜2(x0). (9)
As a result of Theorem 1, we may derive the following high-probability type of iteration
complexities of Algorithm 1 for finding an ǫ-optimal solution of problem (1).
Theorem 2. Let ǫ ∈ (0, f(x0)− f∗) and ρ ∈ (0, 1) be the desired accuracy and the confidence
level, respectively. Let {xk} be the sequence generated by Algorithm 1. Then for all k ≥ K,
there holds
Prob
[
f(xk)− f∗ ≤ ǫ
]
≥ 1− ρ, (10)
where
K :=
2(N − 1)R2(x0)
ǫ
[
1 + log
(
R˜2(x0)
2R2(x0)ρ
)]
−N + 3. (11)
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In addition, if f is strongly convex with parameter µf > 0, then (10) holds when k ≥ K˜,
where
K˜ :=
(N − 1)(1 + µf )
2µf
log
(
R˜2(x0)
ρǫ
)
. (12)
The proofs for the above theorems will be given in Section 3. Let us compare our results with
those in [8].
Firstly, for the case when f is a smooth convex function, Necoara, Nesterov, and Glineur [8,
Theorem 3.1] showed that
Eηk
[
f(xk)
]
− f∗ ≤
2(N − 1)R2(x0)
k
, (13)
where R(x0) := maxx∈S minx∗∈X∗
{
‖x− x∗‖L : f(x) ≤ f(x
0)
}
. Let A and B denote the right-
hand side of (8) and (13), respectively. Then we have
B
A
= 2
(
N − 1
k
+ 1
)
R2(x0)
R˜2(x0)
≥ 2
(
N − 1
k
+ 1
)
.
Since in practice, the number of blocks N in problem (1) is usually of large scale and R˜(x0)
could be much smaller than R(x0), we thus conclude that our bound (8) is significantly smaller
than (13).
Secondly, for the case when f is a smooth strongly convex function, Necoara, Nesterov, and
Glineur [8, Theorem 3.2] showed that
Eηk
[
f(xk)
]
− f∗ ≤
(
1−
µf
N − 1
)k
(f(x0)− f∗). (14)
From the inequalities (6) and (7), we arrive at the fact that µf ≤ 1. This implies that
1 −
2µf
(N−1)(1+µf )
≤ 1 −
µf
N−1 . Thus, the convergence rate (9) is much sharper than the rate
(14).
Using the same argument as in the proof of Theorem 2, the convergence with high probability
can be straightforwardly derived from [8, Theorems 3.1 and 3.2] as follows: If f is a smooth
convex function, then (10) holds for all k ≥ K¯, where
K¯ :=
2(N − 1)R2(x0)
ǫ
(
1 + log
1
ρ
)
+ 2. (15)
If, in addition, f is strongly convex with parameter µf > 0, then (10) holds for all k ≥ Kˆ,
where
Kˆ :=
N − 1
µf
log
(
f(x0)− f∗
ǫρ
)
. (16)
Let us make a comparison between the complexities K and K¯. It follows from (11) and (15)
that
K¯ −K =
2(N − 1)R2(x0)
ǫ
log
(
2R2(x0)
R˜2(x0)
)
+N − 1
5
≥
(N − 1)R2(x0) log 4
ǫ
+N − 1.
Thus, the iteration complexity K¯ implied in [8] is substantially larger than ours. To compare
K˜ with Kˆ, we have by (12) and (16) that for sufficiently small ρ or ǫ,
Kˆ
K˜
≈
2
1 + µf
≥ 1
due to the fact that µf ≤ 1. Therefore, our iteration complexity K˜ is tighter than Kˆ when ρ
or ǫ is sufficiently small.
3 Proofs of main results
In this section we provide the proofs of Theorems 1 and 2. For this purpose, we need first
establish some preliminary results including three technical lemmas.
3.1 Preliminary results
Let {el : 1 ≤ l ≤ N} and {e˜m : 1 ≤ m ≤ n} denote standard basis vectors in R
N and Rn,
respectively. Define, for l = 1, . . . , N − 1 and m = 1, . . . , n, vlm := (el − el+1)⊗ e˜m, where ⊗
denotes the Kronecker product. Then we have
Lemma 3.1. The vectors {vlm : 1 ≤ l ≤ N − 1, 1 ≤ m ≤ n} form a basis for the space S.
Proof. Let e ∈ RN denote the column vector with all entries 1 and let In denote the identity
matrix of order n. Then we have
(eT ⊗ In)vlm = (e
T ⊗ In)((el − el+1)⊗ e˜m) = (e
T (el − el+1))⊗ e˜m = 0,
which immediately implies that vlm ∈ S. On the other hand, note that any x ∈ S has the
following representation:
x = [xT1 , . . . , x
T
N−1,−x
T
1 − · · · − x
T
N−1]
T =
N−1∑
l=1
n∑
m=1
〈e˜m, x1 + x2 + · · · + xl〉vlm.
Thus, the vectors {vlm : 1 ≤ l ≤ N − 1, 1 ≤ m ≤ n} form a basis for the space S.
With the help of Lemma 3.1, we can prove the following lemma which plays a critical role in
our proof of the main results.
Lemma 3.2. Let {pij}(i,j)∈E be the probability vector over E defined by (3). Then, for all
x ∈ S, we have
∑
(i,j)∈E
[
pij
Li + Lj
(ei − ej)(Lie
T
i − Lje
T
j )⊗ In
]
x =
1
N − 1
x. (17)
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Proof. By Lemma 3.1, it suffices to show that (17) holds for all vlm. Let δij denote the
Kronecker delta: δij = 1 if i = j, and δij = 0 otherwise. By (3), we have
(N − 1)
(
N∑
t=1
1
Lt
) ∑
(i,j)∈E
[
pij
Li + Lj
(ei − ej)(Lie
T
i − Lje
T
j )(el − el+1)
]
(3)
=
∑
(i,j)∈E
[
1
LiLj
(ei − ej)(Liδil − Liδi,l+1 − Ljδjl + Ljδj,l+1)
]
=
∑
(i,j)∈E
[
1
Lj
(ei − ej)(δil − δi,l+1)
]
+
∑
(i,j)∈E
[
1
Li
(ei − ej)(−δjl + δj,l+1)
]
=
∑
j>l
1
Lj
(el − ej)−
∑
j>l+1
1
Lj
(el+1 − ej)−
∑
i<l
1
Li
(ei − el) +
∑
i<l+1
1
Li
(ei − el+1)
=
1
Ll+1
(el − el+1) +
∑
j>l+1
1
Lj
(el − el+1) +
∑
i<l
1
Li
(el − el+1) +
1
Ll
(el − el+1)
=
(
N∑
i=1
1
Li
)
(el − el+1),
and hence it follows that∑
(i,j)∈E
[
pij
Li + Lj
(ei − ej)(Lie
T
i − Lje
T
j )(el − el+1)
]
=
1
N − 1
(el − el+1).
In view of this and recalling that vlm = (el − el+1)⊗ e˜m, we get∑
(i,j)∈E
[
pij
Li + Lj
(ei − ej)(Lie
T
i − Lje
T
j )⊗ In
]
vlm
=
∑
(i,j)∈E
[
pij
Li + Lj
(ei − ej)(Lie
T
i − Lje
T
j )(el − el+1)
]
⊗ e˜m
=
1
N − 1
(el − el+1)⊗ e˜m =
1
N − 1
vlm,
and thus (17) holds for all x ∈ S.
Lemma 3.3. Let x0 ∈ S be the initial point of Algorithm 1, then we have
f(x0)− f∗ ≤
1
2
R˜2(x0). (18)
Proof. Let x∗ be an arbitrary optimal solution of problem (1). Then it satisfies the following
optimality condition
x∗ ∈ S and ∇f(x∗) ∈ S⊥, (19)
where S⊥ =
{
x ∈ RnN : x1 = x2 = · · · = xN
}
denotes the orthogonal complement of S. By
using (6) and (19), we get
f(x0)− f∗ ≤ 〈∇f(x∗), x0 − x∗〉+
1
2
‖x0 − x∗‖2L =
1
2
‖x0 − x∗‖2L.
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By the definition of R˜(x0), the desired result follows.
3.2 Proofs of Theorems 1 and 2
Proof of Theorem 1. For k ≥ 0, denote
r2k = ‖x
k − x∗‖2L =
N∑
i=1
Li
∥∥∥xki − x∗i ∥∥∥2 .
Similar to the proof in [3], we are going to derive the relationship between E
[
1
2r
2
k+1 + f(x
k+1)− f∗
]
and E
[
1
2r
2
k + f(x
k)− f∗
]
. To this end, noting that xk+1 = xk + Uikdik(x
k) + Ujkdjk(x
k) and
in view of (4), we obtain
r2k+1 =
∥∥∥xk − x∗ + Uikdik(xk) + Ujkdjk(xk)∥∥∥2
L
=
∑
i/∈{ik,jk}
Li
∥∥∥xki − x∗i ∥∥∥2 + ∑
i∈{ik,jk}
Li
∥∥∥xki − x∗i + di(xk)∥∥∥2
= r2k +
∑
i∈{ik ,jk}
Li
∥∥∥di(xk)∥∥∥2 + 2 ∑
i∈{ik ,jk}
Li〈x
k
i − x
∗
i , di(x
k)〉
(4)
= r2k +
1
Lik + Ljk
∥∥∥∇fik(xkik)−∇fjk(xkjk)
∥∥∥2 + 2 ∑
i∈{ik ,jk}
Li〈x
k
i − x
∗
i , di(x
k)〉
= r2k +
1
Lik + Ljk
∥∥∥∇fik(xkik)−∇fjk(xkjk)
∥∥∥2 + 2
Lik + Ljk
[〈
LikU
T
ik
(x∗ − xk),
(Uik − Ujk)
T∇f(xk)
〉
−
〈
LjkU
T
jk
(x∗ − xk), (Uik − Ujk)
T∇f(xk)
〉]
.
Recalling the definition of f , from (2) we further obtain that for all xi, di ∈ R
n,
f(x+ Uidi + Ujdj) ≤ f(x) + 〈∇fi(xi), di〉+ 〈∇fj(xj), dj〉+
Li
2
‖di‖
2 +
Lj
2
‖dj‖
2,
which together with (4) implies that
f(x)− f(x+ Uidi(x) + Ujdj(x)) ≥
1
2(Li + Lj)
‖∇fi(xi)−∇fj(xj)‖
2. (20)
From (20), we further obtain that
r2k+1 = r
2
k +
1
Lik + Ljk
∥∥∥∇fik(xkik)−∇fjk(xkjk)
∥∥∥2 + 2
Lik + Ljk
[ 〈
(Uik − Ujk)(LikU
T
ik
−LjkU
T
jk
)(x∗ − xk),∇f(xk)
〉 ]
= r2k +
1
Lik + Ljk
∥∥∥∇fik(xkik)−∇fjk(xkjk)
∥∥∥2 + 2
Lik + Ljk
[ 〈
(eik − ejk)(Like
T
ik
8
−Ljke
T
jk
)⊗ In(x
∗ − xk),∇f(xk)
〉]
(20)
≤ r2k + 2(f(x
k)− f(xk+1)) +
2
Lik + Ljk
[ 〈
(eik − ejk)(Like
T
ik
− Ljke
T
jk
)⊗ In(x
∗
−xk),∇f(xk)
〉]
.
First multiplying both sides of the above inequality by 1/2, then taking the expectation with
respect to (ik, jk), and finally rearranging terms, we arrive at
E(ik,jk)
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤
[
1
2
r2k + f(x
k)− f∗
]
+
〈 ∑
(i,j)∈E
[
pij
Li + Lj
(ei
−ej)(Lie
T
i − Lje
T
j )⊗ In
]
(x∗ − xk),∇f(xk)
〉
.
Recall that ηk = {(i0, j0), (i1, j1), . . . , (ik−1, jk−1)}. In light of Lemma 3.2, it follows that
E(ik,jk)
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤
[
1
2
r2k + f(x
k)− f∗
]
+
1
N − 1
〈
x∗ − xk,∇f(xk)
〉
. (21)
Taking the expectation with respect to ηk on both sides of (21) yields
Eηk+1
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤ Eηk
[
1
2
r2k + f(x
k)− f∗
]
+
1
N − 1
×
Eηk
[〈
x∗ − xk,∇f(xk)
〉]
.
Notice that, by (20), the sequence {Eηk [f(x
k)]} is decreasing. Using this fact and applying
the above inequality recursively, we get
Eηk+1
[
f(xk+1)
]
− f∗ ≤ Eηk+1
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤
1
2
r20 + f(x
0)− f∗ +
1
N − 1
k∑
l=0
Eηl
[〈
x∗ − xl,∇f(xl)
〉]
≤
1
2
r20 + f(x
0)− f∗ −
1
N − 1
k∑
l=0
(
Eηl
[
f(xl)
]
− f∗
)
≤
1
2
r20 + f(x
0)− f∗ −
k + 1
N − 1
(
Eηk+1
[
f(xk+1)
]
− f∗
)
.
Combining the last inequality with Lemma 3.3, we obtain
Eηk+1
[
f(xk+1)
]
− f∗ ≤
N − 1
N + k
[
1
2
r20 + f(x
0)− f∗
]
(18)
≤
N − 1
N + k
[
1
2
r20 +
1
2
R˜2(x0)
]
,
which together with the arbitrariness of x∗ yields (8).
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Next, we shall prove (9). By the strong convexity of f and the optimality condition (19), we
obtain
〈∇f(xk), xk − x∗〉 ≥ f(xk)− f(x∗) +
µf
2
‖x∗ − xk‖2L
≥ 〈∇f(x∗), xk − x∗〉+ µf‖x
k − x∗‖2L
(19)
= µf‖x
k − x∗‖2L.
Let β =
2µf
1+µf
∈ [0, 1]. Then
〈∇f(xk), xk − x∗〉 ≥ β
[
f(xk)− f(x∗) +
µf
2
‖x∗ − xk‖2L
]
+ (1− β)µf‖x
∗ − xk‖2L
=
2µf
1 + µf
[
1
2
r2k + f(x
k)− f∗
]
.
Substituting this inequality into inequality (21) gives
E(ik,jk)
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤
(
1−
2µf
(N − 1)(1 + µf )
)[
1
2
r2k + f(x
k)− f∗
]
.
Taking expectation with respect to ηk on both sides of the above relation, we get
Eηk+1
[
1
2
r2k+1 + f(x
k+1)− f∗
]
≤
(
1−
2µf
(N − 1)(1 + µf )
)
Eηk
[
1
2
r2k + f(x
k)− f∗
]
,
from which the inequality (9) follows.
Proof of Theorem 2. Let ∆k = f(x
k) − f∗ for all k ≥ 0. It was proved in [8, Theorem 3.1]
that
E(ik ,jk) [∆k+1] ≤ ∆k −
∆2k
2(N − 1)R2(x0)
. (22)
Define the sequence {∆ǫk} as follows: ∆
ǫ
k = ∆k if ∆k ≥ ǫ, and ∆
ǫ
k = 0 otherwise. Using (22)
and the same argument as used in the proof of [15, Theorem 1], we get
E(ik,jk)
[
∆ǫk+1
]
≤
(
1−
ǫ
2(N − 1)R2(x0)
)
∆ǫk.
Taking expectation with respect to ηk on both sides of the above relation gives
Eηk+1
[
∆ǫk+1
]
≤
(
1−
ǫ
2(N − 1)R2(x0)
)
Eηk [∆
ǫ
k] . (23)
In addition, using (8) and the relation ∆ǫk ≤ ∆k, we obtain
Eηk [∆
ǫ
k] ≤
N − 1
N + k − 1
R˜2(x0). (24)
Now for any t > 0, let K1 =
⌈
N−1
tǫ R˜
2(x0)
⌉
−N + 1 and K2 =
⌈
2(N−1)R2(x0)
ǫ log
t
ρ
⌉
. It follows
from (23) and (24) that
EηK1+K2
[
∆ǫK1+K2
]
≤
(
1−
ǫ
2(N − 1)R2(x0)
)K2
EηK1
[
∆ǫK1
]
≤ tǫ
(
1−
ǫ
2(N − 1)R2(x0)
)K2
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≤ tǫ exp
(
−
ǫK2
2(N − 1)R2(x0)
)
≤ ρǫ.
Note that, by (23), the sequence {Eηk [∆
ǫ
k]} is decreasing. Therefore for k ≥ K(t), we have
Eηk [∆
ǫ
k] ≤ ρǫ, where
K(t) =
(N − 1)R˜2(x0)
tǫ
−N + 3 +
2(N − 1)R2(x0)
ǫ
log
t
ρ
.
By the definition of K, one can easily check that K = K(t∗), where t∗ := argmint>0K(t).
Finally, using the Markov inequality, we obtain that for any k ≥ K
Prob
(
f(xk)− f∗ > ǫ
)
= Prob (∆k > ǫ) ≤ Prob (∆
ǫ
k ≥ ǫ) ≤
Eηk [∆
ǫ
k]
ǫ
≤ ρ,
which immediately implies that the first claim holds.
We next show the second claim. Using the Markov inequality, the inequality (9) and the
definition of K˜ we obtain that for any k ≥ K˜
Prob
(
f(xk)− f∗ > ǫ
)
≤
Eηk
[
f(xk)− f∗
]
ǫ
≤
1
ǫ
(
1−
2µf
(N − 1)(1 + µf )
)K˜
R˜2(x0)
≤
1
ǫ
exp
(
−
2K˜µf
(N − 1)(1 + µf )
)
R˜2(x0) ≤ ρ
and hence the second claim holds.
4 Conclusions
In this paper, we extended Nesterov’s second technique [4] to analyze the convergence of the
RBCD algorithm proposed in [8] for solving the large-scale optimization problem (1) with
linearly coupled constraints. Compared with those presented in [8], our convergence rates
are significantly sharper. We also derive better iteration complexities in probability for the
method. In particular, when f is a smooth convex function, our iteration complexity is smaller
than the one implied in [8] by at least N − 1.
There are several directions for future work. Firstly, it remains an open question on how
to extend the techniques to analyze the convergence of RBCD methods for for composite
optimization with linearly coupled constraints. Secondly, it would be very interesting to
generalize different choices for the probability distribution for generating a single block for
decoupled optimization problems [11, 12, 13, 19] to the case of generating pairs of blocks for
the optimization problem (1).
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