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ABSTRACT 
In recent years several papers have been published in quantum mechanical computation, kinetic 
theory, statistical applications and so forth, dealing with the so-called non-classical orthogonal 
polynomials. It happens that all these polynomials share a lot of properties, they belong to what 
we call semi-classical polynomials, i.e. orthogonal sequences whose derivative sequence is quasi- 
orthogonal of a certain order. This paper concentrates on describing the semi-classical linear func- 
tionals of class one. In the first place, we review the characterizations of semi-classical orthogonal 
polynomials, secondly, we produce the eight canonical forms of the functional equations satisfied 
by linear functionals of class one, thirdly, after resealing the parameters (the resealing suggests an 
obvious similarity with the classical situation) we establish the eight irreducible canonical functional 
equations (ICFE) of class one. As solutions to these ICFE we propose integral representations of 
the linear functionals of class one, and we point out the cases encountered in application fields. 
Finally, we give the non-linear systems satisfied by the coefficients of the three-term recurrence rela- 
tion of semi-classical polynomials of class one. 
I. PRELIMINARIES 
Let 9 be the space of all complex polynomials in one variable, W’ its topo- 
logical dual. Let us define the following operations 
_ the left multiplication of a linear functional by a 
(1.1) (qlRP) :=W,(bP), @,PE.Y, Lz?eY’; 
_ the division of a linear functional by x- c 
(1.2) ((x- c)-‘9, P> := ( 9, P(x) - P(c) > x-c ’ CEC, 
on 9’: 
polynomial 
PEP, Lz?!EY; 
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- the derivative of a linear functional 
(1.3) (D[2],P) :=-(y1,P’), PEC!Y,5ZEE’. 
DEFINITION 1. A sequence {P, }nZO is called a manic orthogonal polynomial 
sequence with respect to the linear functional &Z? provided that 
(i) the leading coefficient of P,(x) is equal to 1, 
(ii) <LZ?,P,,P,)=K,,~,,,, K,,EC*, n,rn>O. n 
It is a well known fact that an orthogonal polynomial sequence satisfies a 
three-term recurrence relation [lo, p. 181, i.e. 
(1.4) 
i 
p,+z(x)=(x-P,+t)p,+t(x)-~,+1p,(x)~ nr0 
6(x)=x-&, P,(x) = 1 
with (/3,, y,) EC x @*, n I 0, by convention we set y. = (.S?, 1) = 1. 
The converse of this is known as Favard-Shorat theorem [13,38]. 
The fact that “y,, does not vanish for any integer n” is equivalent to the 
statement that the Hankel determinants associated with 9 are not zero i.e., 
A, = det((~)j+j):i=o # 0 for n ~0, where (g)k := (9, xk); 
in fact 
An-ldn+l 
Yll+l= A2 , nr0 with d_, = 1. 
If 9 satisfies either facts, we will say that 5? is regular. In the sequel, we shall 
tacitly or explicitly assume that the linear functionals are regular. 
DEFINITION 2 [35,28]. {B,},Zo a sequence of manic polynomials is said to be 
quasi-orthogonal of order s with respect to a, an element of Y, if and only if 
(021,xx”B,(x)>=0, 05msn-(s+ l), n2s+ 1 
X~r?s, such that (%,x’-~B,(x)) 20. 
If (Q,x’-~B,(x))#O for any r?‘s, then (B,},Zo is said to be strictly quasi- 
orthogonal of order s with respect to 021. m 
REMARKS. 
1. A strictly quasi-orthogonal sequence of order zero is orthogonal. 
2. The case s= 1 was treated by D. Dickinson [ll]. 
3. Let {P,,} be the manic orthogonal polynomials with respect to a, then 
all sequences quasi-orthogonal of order s with respect to % can be expressed 
as [39] 
B,(x)= i A,,P,(x), Olnls 
k=O 
B,(x)= i A,,,P&), n2s+ 1 
k=n-s 
Zrzs, such that A,.rPs#O. 
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DEFINITION 3 [28]. Let {Pn}nko be a sequence of manic orthogonal poly- 
nomials with respect to 9. {P,}nZO is called a semi-classical sequence of class 
S, provided that the derivative sequence {P~+t>,,~O is quasi-orthogonal of 
order s with respect to @. 
9 is said a semi-classical linear functional of class s. n 
We can state characterizations 
{Pn}nZo is semi-classical of class S, 
ments holds: 
of semi-classical orthogonal sequences. 
if and only if one of the following state- 
Cl. There exist two polynomials I,U of degree p 2 1 and $I of degree t 2 0, such 
that 
(1.5) v/S?+ D[qS] =0 
(1.6) n (ITa/ + I(Wa=aoI)fO9 
aeZ@ 
where 2, is the set of zeros of @, r, and I,U~ are defined via 
@(xl = (x - ~M,W 
(1.7) w(x) + &Ax) =(x- a)~,@) + r, 
(Wag)0 := (V,Z 1) 
then the class of {P,}nko or S? is given by 
s=max{p- l,t-2}, [3,8,18,28]. 
CZ. {P,,}nZo satisfies the following structure relation 
n+r 
(1.8) 
@cv:,+,(x)= c eJ&w, nzs+ 1 
k-n-5 
Brrs, such that &,_,#O 
the class is given by the smallest integer s such that (1.8) holds. @I is the same 
polynomial as in C, [3,28,40]. One can easily show that (1.8) can be written in 
a compact form [4, 12, 17,261: 
(1.9) 
where 
0 w?l + I (x) = 
G + 1 G-1 - Co(x) 
2 
~,+I(x)-D,+,(x)p,(x), ~20, 
Cn+lW=-Cn(x)+ 
2D,,(x) 
~ (xc&), nro 
Y” 
Dn+,(x)=-@J(x)+ Yn Q, (4 -D,-,(x)+ ~ x 
Yn-1 
Yn ( -/M*- G(x)(x-P,), 
?I20 
Co(x) = -w(x) -@‘(x), D-,(x) =0 
Do(x) = -w .8, w)(x) - (9. &Q)‘(x) 
255 
with 
(~.8ov)(x) := ( 9I4, W(X) - v(u) > x-u * 
@, v/ are the same polynomials as in C,; /I,, yn are the coefficients of the three- 
term recurrence relation (1.4). 
Notice that 
degree of C,, 5 s + 1, 
n20. 
degree of D, cs, 
c3. Each polynomial of {Pn}nro satisfies a second order differential equa- 
tion of Laguerre-Perron type, i.e. 
c @‘,+,P;+, + {Co&+ I - W@,&+ ,>}P;+ I 
(1.11) C n+l -CO 
2 
where W(f, g) = fg’-f’g. 
@, D,, C,, yn , n L 0 are the same parameters introduced in the previous char- 
acterizations [4,19,28,34,40]. 
G- The formal Stieltjes function of g, namely 
(1.12) S(x)=- c Xk+l 
ks0 
satisfies a linear non-homogeneous first order differential equation, i.e. 
(1.13) @(x)S’(x)-Co(x)S(x)-Do(x)=O, 
where @, Co, Do are the same polynomials as in C2 [19,29]. 
Cs. The product of two consecutive polynomials satisfies a differential 
quadratic relation, specifically 
@, D,, Co and yn are the same parameters as in C, [3,5]. 
Notice that, if we set s=O, C,, Cz, . . . , C5 are satisfied by the four classical 
orthogonal sequences (Hermite, Laguerre, Bessel, Jacobi) [l]. 
Thus the semi-classical theory is a natural extension of the classical one. 
Henceforth we focus on the immediate generalization of the classical case, 
namely the case s = 1. 
11. CANONICAL FORMS OF SEMI-CLASSICAL FUNCTIONAL EQUATIONS 
To avoid trivial generalization and redundancy, we introduce the 
notion: Let us define 
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following 
(ha0 rb)P(x) :=p(ax- b), 
where P is a polynomial (a, 6) E C* x C. 
By transposition we define 
rb o h, is called a displacement. 
THEOREM 1. Let @ be a semi-classical linear functional of class s, and 
L!?=(h 1 /a ’ Tb )@, 
then 9? is semi-classical of the same class as &. 
If @ satisfies 
@@+D[qk?-] =O, 
then 9? satisfies 
I,YLZ?+D[@Z] =0 
with 
W(X)=k’(h,oTb)~(X) 
@(X)=a-‘(hTb)&(X), 
t is the degree of 6. n 
As we can see, a displacement does not alter the nature of a semi-classical 
linear functional. We shall apply this process to the functional equation satisfied 
by semi-classical linear functionals of class s = 1. a and b are arbitrary complex 
numbers (E C*x C). A judicious choice of a and 6, in accordance with the 
expression of 6, enables us to re-situate the zero of 6. In this way the functional 
equation of 9’ can be connected to known or similar situations. Thus we pro- 
duce canonical functional equations of class one of simple forms, that act as 
a model to which a family of equations can be reduced via a displacement. 
We start with a linear functional zZ? of class one. which satisfies 
t,d+D[q%Z?] =0 
max{ degree of I,G - 1, degree of & 2) = 1, 
we distinguish two cases: 
A. degree of c,$= 3 and 1 Idegree of I+GI 2, 
B. degree of 1,?=2 and Oldegree of $12. 
Case A. Set 
3 
6(x) = rl 6 - a;) 
i=l 
IJ(x)=(~~x~+~,x+~~ with /CZl + lG,l>O. 
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Define 
LZ? = (h I/a” ~-t&E 
then L? satisfies 
(2.1) ,a;x2+o-‘i(b)x+u-‘P(b),Y+D[ j, k- %)9?] =O. 
We have to investigate the following situations: 
A,. 6 has three simple zeros 
We choose a and b such that a, - b = a and o2 - b = -a, and we set a3 - b = ac, 
cf -t 1, then (2.1) is reduced to 
(2.2) (a,x2+a,x+ao)L!?+D[(x2- 1)(x-c)9] =O, 
with obvious notation. 
Al. 6 has two zeros; a, = a2 f a3 
We choose a and b such that (Y, - b = a2 - b = 0 and a3 -b = a, then (2.1) can 
be written as 
(2.3) (a2x2+a1x+a0)5?+D[x2(x- 1)9] =O. 
A,. ~+6 has a triple zero; a, =(x2 = u3 
We choose b such that aI - b = 0, equation (2.1) reads as 
(2.4) [a2x2+aP1~‘(a1)x+a-2~(a,)]LZ?+4[x3LZ] =O. 
We have to consider two subcases: 
A,.,. @(a,)+0 
We choose a such that ae2t,G(al) = -2, then (2.4) becomes 
(2.5) (a2x2 + a, x- 2)JZ + LI[x35?!] = 0. 
A3.2. @(LX,) =O and @‘(a,)#0 
We choose a such that a-‘@‘(a,) = -4, then (2.4) is transformed into 
(2.6) (a2x- 4)x9 + LI[x3LZ] = 0, 
due to regularity, necessarily a2 B tN *. 
Case B. Set 
@(x)=d2x2+d,x+tifJ, c7,#0, 
&x)=F2x2+E,x+&), I& + lE,l + ICeI #to. 
We have to examine the following situations: 
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B,. 6 has two simple zeros; al,az 
L?? and L? satisfy respectively 
(~*x~+~~x+~~)~+~[(x-a~)(x-~2)~]=0 
(2.7) [ri,ax’+P’(b)x+a-‘@(b)].JZ?+D[ Jj, (x- q)_57] =O. 
By a suitable choice of a and b we get 
(2.8) (a,x2+a,x+a,)9+D[(x2- l)LZ?] =O. 
B,. 4 has a double zero; CI, =u2 
We choose a and b such that (r, = a2 = b and 6,a = 1, then (2.7) is reduced to 
(2.9) (x2+a,x+a0)LP+D[x2zZ] =O. 
B,. 6 is a first degree polynomial 
9? and LP satisfy respectively 
(~2x2+~,x+4))LZ?+D[(x-(Yl)~] =o 
[G2a2x2+a@‘(b)x+ p(b)]g+D[ k- ?)9] =O. 
We choose a and b such that a, -b = 0 and ii2a2 = 2, then we have 
(2.10) (2x2+alx+ao)LZ?+D[xL??] =O. 
B,. 6 is a constant 
After making the displacement, we get 
[C2a3x2 + a2@‘(b)x+ a@(b)]9 +D[6t7] = 0. 
A skifull choice of a and b gives 
(2.11) (-ix2+2x+ao)LZ+D[LP] =O. 
Thus we have produced eight canonical semi-classical functional equations of 
class s= 1. 
111. IRREDUCIBLE CANONICAL FUNCTIONAL EQUATIONS 
As we saw in characterization Cr, 55? satisfying 
(3.1) t+v~Z?++[qS?] =0 
is of class max{degree of I,U - 1, degree of @ - 2)) if and only if 
(3.2) n (lr,l + l(~/~=%l)fO. 
aEZm 
Condition (3.2) means that if .LF satisfies 
v,~+D[@,N =O, 
then 
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l degree of I,U, ~degree of v/ 
l . degree of &~degree of C#I. 
Equation (3.1) coupled with condition (3.2) will be called “irreducible func- 
tional equation”. 
We shall review the eight canonical equations (2.2), (2.3), (2.5), (2.6), (2.8), 
(2.9), (2.10); after resealing the parameters, to each canonical equation we will 
couple condition (3.2), which will be called the rupture condition. 
Thus equation (2.2) becomes 
{-(a+/3+y+3)x2+[(a+~+2)c+~-a]x+(a-/3)c+y+l}~Z 
+D[(x2- 1)(x-c).LZ?] =o 
(3.3) {~a~+~(a+j3+y+2)(LZ),-(a+p+1)C+2a+y+1~} 
xEIPI+I(a+P+Y+2)(~t7),-(~+p+1)C+2P-y-11) 
this is the irreducible canonical functional equation of class one, when @ in (3.1) 
has three simple zeros. 
Equation (2.3) takes the following form: 
1 
[-(a+P+3)x2+(p-y+2)x+y]LZ?++[x2(x-l)LZ!]=O 
(3.4) 
~l~I+I~~+~+~~~~~,+a.+~/~~l~l+I~~+P+~~~~e),-8+~-~l~f~, 
this is the irreducible canonical functional equation of class one, when @ in (3.1) 
has two zeros: one simple the other of multiplicity two. 
Equation (2.5) becomes 
(3.5) [-(a+3)x*+px-4]LZ++[x3ZZ?]=o, 
since ro= -4 #O, condition (3.2) is satisfied. Equation (3.5) is the irreducible 
canonical functional equation of class one, when @ in (3.1) has a triple zero, 
and I,U does not vanish at this zero. 
Equation (2.6) reads as 
(3.6) 
-2(ax+ 1)x$? + D[x3LZ] = 0 
(1-2a)(9?), -2f0, 
this is the irreducible canonical functional equation of class one, when @J has 
a triple zero and I+V vanish at this zero. 
Equation (2.8) takes the form 
(3.7) 
( 
[Ax2-(a+/3+2)x+p-a-A]LZ+D[(x*- l)JZ]=O 
~I~I+I~~~~~-~-~+~-~l~ClPI+l~~~?)1-~-P-~-~13~~, 
this is the irreducible canonical functional equation of class one, when @ in (3.1) 
is a second degree polynomial and has two zeros. 
Equation (2.9) is transformed into 
[X2-((a+2)x+~]9?+D[x%!] =o 
(3.8) 
IPI+l(W,-~-1I+O, 
this is the irreducible canonical functional equation of class one, when @ in (3.1) 
has a double zero. 
Equation (2.10) has the following form 
: 
(2x%Ix-2p- l)JZ+D[x~]=O 
(3.9) 
lpl+ lw% +AI +o, 
this is the irreducible canonical functional equation of class one, when @ in (3.1) 
is a first degree polynomial. 
And finally, equation (2.11), with obvious notation, becomes 
(3.10) [-ir2+2x-i(a- l)]&?+D[9] =o, 
since 0 here has no zero, condition (3.2) is satisfied, equation (3.10) is the 
irreducible canonical functional equation of class one, when @ in (3.1) is a 
constant. 
IV. INTEGRAL REPRESENTATIONS OF SEMI-CLASSICAL LINEAR FUNCTIONALS OF 
CLASS ONE 
Let 9 be a semi-classical linear functional of class s, satisfying 
(4.1) l+Y.JZ? +D[&!Z] = 0. 
The object which is now in view is to obtain an integral representation of .=?Z? in 
the following form 
(4.2) (2, P> := 1 w(x)P(x) dx, PEW. 
(v 
There are two distinct elements in the integral, which have to be chosen as cir- 
cumstances demand, namely: 
(i) The function w(x), which will be known as the weight function of _P. 
(ii) The path of integration ‘&?. 
Using (4.1), (4.2) and taking into account (1.1) and (1.3), we have 
; {w(x)w(x) + kWW)l’~P(x) dx- OWWPW~~ = 0. 
In order that (4.2) may be a representation of a solution of the equation (4. I), 
the left-hand member of this last equation must be zero. Such is the case if, in 
the first place w(x) satisfies 
(4.3) w(x)w(x) + I@(x)w(x)l’= 0, 
and secondly, if the integration path is so chosen that for any polynomial P 
(4.4) @(x)w(x)P(x)l I = 0 
identically. 
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If we divide (4.3) throughout by @, we get 
(4.5) 
[@(x)w(x)l’ w(x) =_- 
@(x)w(x) Q(x) . 
This last differential equation generalizes Pearson’s equation [6,20,33]. (4.5) 
will be called the differential equation associated with the functional equation 
(4.1). 
We shall survey the eight irreducible canonical functional equations and 
attempt to produce, in each case, an integral representation of the linear func- 
tionals. 
Case A (i) A, is represented by the (ICFE) irreducible canonical functional 
equation (3.3). The differential equation associated with (3.3) reads as 
(4.6) 
[(x2- 1)(x- c)w(x)]’ a+1 p+1+ y+l 
(x2- 1)(x-c)w(x) = - + 
- - 
x-l x+1 x-c’ 
hence 
(4.7) (1 -X2)(X-c)w(x)=K(l -,),+I(1 +x)fl+‘(x-c)y+’ 
or 
(4.8) w(x)=K(l -x)“(l +x)“(x-c)Y, 
where K is a normalisation term; it will be chosen such that (LZ), = 1. 
The choice of the integral path @Z is ruled by two considerations: 
a) guarantee that @(x)w(x)P(x)l m = 0, for any polynomial P, 
b) ensure that the rupture condition is not violated. 
For instance, if Crpy#O, that is to say condition b) is satisfied for any choice 
of 8, then if c E ] - 1, 1 [ and a, /?, y > - 1, [- 1, 11, [- 1, c] and [c, l] are acceptable 
integration paths and L?’ is represented by 
(4.9) (g,,P) :=K, j, (1 -x)“(l +x)BIx-cIuP(x)dx, 
(4.10) (JZz,P) :=K2 j (l-x)a(l+x)~(c-~)~P(~)dx, 
-I 
(4.11) <gs,P) :=K3 ;(I -x)“(l +x)~(x-c)YP(x)dx. 
For all configurations of the parameters Q, /_I, y we have an integral representa- 
tion of the same kind as above, except when a = j? = y = 0. In this case the ICFE 
(3.3) becomes 
(-3x2+2cx+1)~++[(x2-1)(x-c)Z]=O 
(4.12) 
(.=%{[2(~), -c12- 11 +o, 
which may be written as 
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(*I (x2- 1)(x-c)D[2] =o 
(**) (~)1{]2(~), -cl*- 11 +o. 
This is the analogous to Legendre case in the classical situation. 
(*) is equivalent to 
with 
I /I2= 2(Z), -c- 1 (4.14) - 
2(1+c) ’ 
As=- 
2(&Y), -c+ 1 
2(1-c) * 
Where 6, is the Dirac mass at the point (Y. 
As we can see the rupture condition (**) is equivalent to 
(4.15) Ar&As#O. 
On the one hand, by virtue of the definition of the derivative of a linear func- 
tional, we have 
(4.16) (D[g]),= -n(g),_r, ns0. 
On the other hand, from (4.13) we get 
(4.17) (D[~])n+,=~,C”+‘+~2(-l)n+‘+~3, n20. 
The conjunction of (4.16) and (4.17) leads to 
c-al = - 
A,C”+’ +I,(-l)“+‘+A, 
> n20. 
n+l 
By a simple computation, we can see that (g)O = 1 and (9)r is an arbitrary 
parameter, say ,I, then we can give new expressions of Y’s moments: 
I w2m = 
21tc( 1 - P) + 1 - c2 
(2m+ l)(l -c2) ’ 
mz 1, 
(4.18) 
(9) 
I&(1 -I+) 
*m+1= m(l_C2) ’ m21, 
L_w,= 1. 
Let us define 
E,= {MY~[(2~-C)2- l]=O} 
E,={~EC/~,(~)=o}, nzl, 
where d,(A) is the Hankel determinant associated with SF. 
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For any integer n, n,(A) is a polynomial in I, then the linear functional g 
satisfying (4.12) is regular if and only if I $ lJnZO E,, . 
Let us go back to equation (4.13), then we have 
(4.19) g==,H,+AzH-r+AsHr, 
where H, is the Heaviside step function: 
1 
H,= 
over lx, +m[ 
0 over ]-03,x]. 
A simple computation, from (4.14), shows 
A, +A,+A,=O. 
If c> 1, g is represented by 
(4.20) 
If c< 1, 
(JZ’,P)=& i P(x)dx+&+&)jP(x)dx. 
-1 I 
5? is represented by 
(4.21) @?,P)=l,;P(x)dx+A, ; P(x)dx. 
The orthogonal polynomials with respect to the linear functional defined by 
(4.9) were studied, in particular cases, by several authors. G. Szego [41] has 
treated the case a=p, c=O and y= 2v+ 1 [20, p. 1561. K.V. Lashchenov [23] 
and V.P. Konoplev [22] investigated the case (Y =p, c=O, the first author gave 
the new orthogonal polynomials in terms of Jacobi polynomials, the second 
author gave the second order differential equation satisfied by the new or- 
thogonal polynomials as well as their asymptotic properties. 
The orthogonal polynomials with respect to the linear functional defined by 
(4.9), were (Y =/I = a/2 and y = a - 1, are a limiting case of q-Racah polynomials 
when q + - 1 [2]. 
(ii) A, is represented by the ICFE (3.4). The differential equation associated 
with (3.4) may be written as 
(4.22) 
[x2(x- l)w(x)]’ a+1 /3+2 y 
x2(x- l)w(x) 
=-+$__ +-, 
x-l x x2 
hence 
(4.23) x2(1 -x)w(x)=K(l -~)~+~x~+~e-~‘~ 
or 
(4.24) w(x) = K(l -x)~x~~-~‘~. 
If cyy+O (rupture condition is respected) and y> 0, a> -1, then Q = 1411 is an 
acceptable integration path. g has the following representation 
(4.25) (9, P) :=X3(1 -x)axBe-Y’XP(x) dx. 
0 
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For all configurations of the parameters 4 /3, y (provided that the integral in 
(4.2) has a meaning), we have an integral representation of the above kind 
except when y=O. In this case (3.4) is reduced to 
(4.26) 
r 
[-(a+/3+3)x+p+2]xLZ!+D[x2(x- l)e] =0 
~l~l+I(~+~+2)(~),+~l~/(~+P+2)(~),-P-1I~O~ 
and 
(4.27) L? = Kx-‘(~~,~ 04/2)Ja,p+ I +4b 
where Ja,b is the Jacobi linear functional satisfying 
(4.28) [-(a+b+2)x+b-~z]J,,~+D[(x~- l)J,,,] =0 
with a + 1 # -n, b + 1 # -n, a+ b + 2 #-n, n 10, which can be translated into 
a+ lf-n,/3+2#-n, a+/3+3#-n,nrO. 
To ensure the regularity of 9, defined by (4.27), K must verify 
K#P'a.B+l)(0)/p,(a'~+l)(l)(O), n> 1 n 
where p,(%/I+ “(x) and $%fi+ l)(l) (x) are respectively manic Jacobi polynomials 
and their associated of the first order. 
To respect the rupture condition, K must verify 
{ICI+ I(a+p+2)K+aj}I(a+/?+2)K-P- 1120. 
The orthogonal polynomials with respect to LX??, defined by (4.27), are studied 
in great detail in [3] [30]. 
(iii) A,., is represented by the ICFE (3.5). Therefore, the differential equa- 
tion associated with (3.5) is 
(4.29) 
[x3 w(x)1 ’ ff+3 
x3w(x) x-l 
hence 
P 2 (4.30) ~~w(x)=Kx~+~exp --- . 
i 1 x x2 
A priori there is no real path which satisfies 
x3w(x)P(x)J.=O, PEW. 
This is the analogous of Bessel in the classical case; this question is now under 
investigation and we will give, in a forthcoming paper, an integral representa- 
tion in C which involves the Stieltjes function of 9. 
(iv) A3.2 is represented by the IFCE (3.6), namely 
-2(ax+ I)xU+D[x3Lz?] =o 
(l-2cr)(9), -2#O, 
(4.31) ~=Kxp'.%3',+d, 
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is a solution of the previous ICFE, where ~59~ is the Bessel linear functional 
satisfying 
(4.32) -2(ax+ 1)B3,+ D[x2SS3,] = 0 
with 
a+-:, nr0. 
To ensure the regularity of LZ?= Kx-'EiT3,+6,, K must verify 
K#P (a.O)/P(I) (a.0) n 9 n1 ” n21, 
where P,(a; x) and P,(')(a; x) are respectively the manic Bessel polynomials 
and their associated of the first order. 
To respect the rupture condition, K must verify 
(1-2a)K-2fO. 
In [3,30] a large study is devoted to the orthogonal polynomials with respect 
to L~?=Kx~'~~+&,. 
Case B (i) B, is represented by the ICFE (3.7). Thus the differential equation 
associated with (3.7) reads as 
(4.33) 
[(x2 - lb+)1 
(x2 - l)W(X) 
a+1 +/3+1 
=-A+--- ~ 
x-l x-l ’ 
hence 
(4.34) (1 -x2)W(x)=KeeAX(1 -x)““‘(l +x)~” 
or 
(4.35) w(x)=KeeAX(l -x)“(l +x)O. 
For instance, if a/l# 0 (the rupture condition is satisfied) and if a> - 1, /I> - 1, 
then g= [-1, l] is an acceptable integration path, and we have 
(4.36) (LZ?,,P)=K, i e~A”(l-x)“(l+x)bP(x)dx. 
-I 
If A > 0, a > - 1 and a/? # 0, then ‘t? = [ 1, +oo [ is an acceptable integration path, 
and we have 
(4.37) (L?!,, P) = Kz 'r epAX(x- l)a(x+ l)BP(x) dx. 
I 
If A<O, p> -1, a/3+0, then kY=]-o3, -11 is an eligible integration path, and 
we have 
(4.38) (_Z3,P)=K3 J' ee”*(l-x)“jl+xIPP(x)dx. 
-m 
For all the configurations of the parameters a, fi we have at least one of the in- 
tegral representations given above (provided that the integral has a meaning). 
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The orthogonal polynomials with respect to the linear functional represented 
by (4.36), where a or fi = 0, are encountered in quantum mechanical computa- 
tions [25]; we will call them the truncated Laguerre polynomials. 
(ii) B, is represented by the ICFE (3.8). Therefore the differential equation 
associated with (3.8) is 
(4.39) 
[x2w(x)l’ (r+2 p 
xZw(x) 
=_I+__- 
X x2 ’ 
hence 
or 
(4.41) w(x)=Kx’exp 
If /I< 0 (the rupture condition is respected), then K? = 10, +a[ is an acceptable 
integration path, we have 
(4.42) (9, P) =K’r xaexp 
0 
If p=O, then the ICFE is reduced to 
(X-cz-2)x6e+D[x%?] =o 
(9),-.-1+0, 
therefore 
(4.43) ~‘=KXP’&+, +6, 
is a solution of the previous equation, where gzc, is the Laguerre linear func- 
tional satisfying 
(4.44) (x-a- l)gi,+D[xg,] =o 
with a# -n, n I 1, which can be translated into a# -n - 1, n 2 1. 
To ensure the regularity of 9 =KxmlgU+, +6,, K must verify 
KfP n (a+ 1; O)/P(1’ (a+ 1.0) nl ” rlL 1, 
where P,(ct + 1; x) and P,(‘)(a + 1; x) are respectively the manic Laguerre poly- 
nomials and their associated of the first order. 
To respect the rupture condition, K must verify 
K-c-1+0. 
The orthogonal polynomials with respect to 9 = Kx~'L~?',+ , + do are analysed in 
detail in [3,30]. 
(iii) B, is represented by the ICFE (3.9). The differential equation associated 
with (3.9) is 
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(4.45) 
bwl ’ 2/l+l ~=-2x-~+~ 
xw(x) x ’ 
hence 
(4.46) xw(x)=K~*~~’ exp{-x2-1x}. 
As we can see there are three eligible integral paths: ]-a,+oo[, ]--03,0] and 
10, +m]. 
For instance if ,D > -3, p # 0 (the rupture condition is respected), we have the 
following representation of a solution of (3.9): 
(4.47) (LZI,P)=K,+r 1x12pexp{-x2-Lx}P(x)dx, 
-cc 
(4.48) (.L$!*, P) = K2 +j xzV exp{ -x2 - Ax}P(x) dx, 
0 
(4.49) (LZ?~,P)=K, i lx12pexp{-x2-Ax}P(x) dx. 
-co 
Notice that 
If ,D = 0, the rupture condition is reduced to 
-Ke XZ-qq#O; 
SO the acceptable integration paths are ]-co, 0] and [0, +oo[. In this case g may 
be represented by one of 
(4.51) (LZ!,,P)=K,+~exp{-x2-IxjP(x)dx, 
0 
(4.52) (iZ2, P) = K2 j exp{ -x2 - Ax}P(x) dx. 
-m 
Notice that 
where .ti is the Hermite linear functional satisfying 
(4.54) 2x.%?+D[<ye] =o. 
In fact LZ~, and LZ~ depend on 1, say LZ?,(L),LZ@), we have the following rela- 
tion between these two linear functionals: 
(4.55) =9*(A) = 2 h_19?,(--I). 
The orthogonal polynomials with respect to the linear functional defined by 
(4.47) are a generalization of the generalized Hermite polynomials [ 10, p. 1571. 
The orthogonal polynomials with respect to the linear functional defined by 
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(4.48), in the case where Iz = 0, ,U = O,+, 1 are met in the solution of the Boltzmann 
equation in kinetic theory [36], the case p = 1 is also involved in the calculation 
of eigenvalues of the Lorentz-Fokker-Planck equation [37]. The case p = 0 has 
also statistical applications [21]. 
(iv) B, is represented by the ICFE (3.10). Thus the differential equation 
associated with (3.10) is 
[W)l’ 
w(x) 
=M-2x+@- l), 
hence 
. 3 
F -x’+i(a- 1)x 
1 
. 
As we can see g=]-00, +03[ is an eligible integration path, thus 
(S!?, P) = K(a) ‘r exp G -x2 + i(a - P(x) dx 
cc 
is a solution of (3.10). 
K(o) is choosen such that (9, 1) = 
K(o)=[2~exp{a-+)4,(o)]- 
1, in other words 
where A;(o) is Airy’s function of the first kind [24, p. 1271. Then the moments 
of slu are given by 
A !“‘(a) 
(g), = i mm I 
A;(a) ’ 
If we set 
E,, = {(Y E C/A;(a) = 0) 
E,,= {aEc/L4,(a)#o~, n2 1, 
where o,(a) is the Hankel determinant associated with g, then 2 is regular if 
and only if cx@ U nZ,-, En. The orthogonal polynomials with respect to 2 were 
studied in [31]. 
REMARKS. 
1. The functional equation (1.5) satisfied by the semi-classical linear func- 
tional of class s is equivalent to a linear recurrence relation satisfied by the 
moments of 9 (JZ), := @?,x”), namely 
(*) i QW)k+.-- f: ck(Wk+n~,=O> ?rLO, 
t=0 k - 0 
where w(x) = Cf_, akxk, Q(x) = Ci._, ckxk. 
(*) is a (s+2)-term recurrence relation, the solution of such an equation 
depends on (s + 1) arbitrary constants. If we normalize the linear functional cor- 
responding to a regular solution of (*) (for instance (9, l)= l), then there is 
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still s degrees of freedom (see below the case s= 1, the &, can be freely chosen 
after the normalization of 9). 
2. Here we discussed, among others, all cases where it is possible to get a 
positive integral representation of a semi-classical functional of class one. We 
must bring to attention that case A,., has an integral representation in C), this 
is the analogous of the Bessel situation in the classical case. 
V. THE NON-LINEAR SYSTEM SATISFIED BY THE RECURRENCE COEFFICIENTS OF 
SEMI-CLASSICAL ORTHOGONAL SEQUENCE OF CLASS ONE 
Let us write again the three-term recurrence relation given by (1.4) 
(5.1) 
t 
P,+2(X)=(X-_P,+,)Pn+,(X)-Yn+,P,(X), n>O, 
4(x)=x-PO, PO(X) = 1, 
(/I,,, y,) EC x C* and by convention y. = (9, 1). 
/I, and yn are essential ingredients in the orthogonal polynomials theory 
[ 14,15,16,27,32]. In this section we will establish the non-linear system satisfied 
by /I, and Y,,, simply by using the functional equation. 
Suppose that 9 is semi-classical of class one, then 9 satisfies 
(5.2) 
with 
(5.3) 
From (5.2), we have 
If we expand @ and t,u according to (5.3), we get 
~~~ak(xk~~p~(x))=2k~~ck(X"~~p~(X)p~(Y))~ n20, 
(5.5) 
~~“ak(xky’,p,(x)p,+,(x))= i Ck(Xk~,!,[P,,(X)P,+l(X)]‘), nzo. 
L=O 
Let us define 
(5.6) 
I,,, := (Xkg, P,‘(x)) 
J := (Xk% p,(x)p;(x)) k,,, 
K k,n z=(Xk%p~(x)P,+,(-# 
L k,n := (Xkg?, [p,(dp,+ l(x)]‘> 
n>O, kz0. 
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By using the three-term recurrence relation (5.1) and the confluent form of 
Christoffel-Darboux formula 
n P,‘(x) 
(5.7) ~ 
k?O IQk 
~,,.=~,:+I(~)~,(~)-~,+,(~)~,:(~)~ n20, 
we evaluate the “integrals” in (5.6). 
Thus we have 
1o$=W+ n20 
i 
Jo,,,=CW’,P;)=O, 
J1,n=nb,o, 
nz0 
nz0 
Jz,n= (n-l)&+ i bk IO,,, 
L 1 
nz0 
k=O 
(5.9) < 
J3,,,= 
JJ,, =(Y~+YI +P:+P#o+P;VOJ 
J3,0=0 
Ko,.=(~,Pp,+,P,,)=O, n20 
(5.10) KI,,=Y~+IIo,.> nz0 
K,,.=~,+,(P,+,+Pn)lo,nr nr0 
nr0 
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Equations in (5.5) can be written respectively as 
2 3 
c ak1k,n=2 c ckJk,n9 ?l20, 
k-0 k=O 
(5.12) 
2 3 
c @i&n= c CkLk,n, TIZO. 
k-0 k=O 
Taking into account the different values of Ik,n, Jk,“, Kk,n and Lk,, given 
above, we have 
n-1 n-l 
(a2-2nc3)(y,+,+y,)=4c3 c Yk+2 c eb,,+(/$-v(bkh n22 
(5.13) k=l k=O 
1 @-%)h+Y1)=2f$?, . Gf@o)-W(/&) 
b2YI = -w(Po) 
=k~o@(bk)+ 
(5.14) 
c3[2~n+,(~~,+~oBx)+3~~yk(~k+PX-I)] 
+c, @n+l)y,~+,+~ i Yk 
L 1 -(~2Pn+al)m+~, nrl k=l 
(~2-c3)~l~l=~(~O)+~l(2c3~O+c2-a2~O-a,), 
where 
0 
a 
. $)(x)= @(X)--(a) 
x-a ’ 
According to the expression of @, we can specify the system {(5.13), (5.14)). 
For instance, the case B corresponds to the situation where 0 is at most a second 
degree polynomial; that is to say that the system is reduced to 
(5.15) %(Yn+I+Yn)= i @‘(&)+(n-1)&(&)-W(&), n?O 
k-0 
1 
aZYn+l/&+l= i @(Pk)+C2 (2n+1)yn+l 
L 
+2 i Yk 
k=O k=l 1 
(5.16) 
-(&I+a,)Yn+,> nrl 
~2v,P,=~(Po)+Y1(C2-~2Po- 01). 
We already got the system {(5.15), (5.16)) in [7], by means of characterization 
C, and after a heavy computation. 
Thus in the cases B, and B,, the system becomes 
(5.17) %(Yn+lfYn)=2 i Pk+@-l)/& -v(/&)? n>O 
k=O 1 
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(5.18) 
i 
a2Yn+lPn+l= i ~(Bk)+2’fC’yk+[(2n+1)-~28n-a,lYn+lr nzl 
k=O k-l 
lw,P, =fmo)+Y,U -azPo-a,). 
In the case B,, the system is transformed into 
(5.19) Q2(Yn+ 1 +Y,)=~~-wU%), nz0 
(5.20) QZYn+lPn+l= i Pk-G72Pn+Ql)Yn+,r n20. 
k-0 
In the case B,, the system is reduced to 
(5.21) Q~(Y~+~+Y,,)=-w(P~), n20, 
(5.22) a2Yn+,Pn+,=n+1-(a2P,+a,)y,+,, n?O. 
Thus, as we can observe, we are able to compute recursively the coefficients 
/?, and yn, given a PO. In 191 we worked out an algorithm which allows us to 
establish the non-linear system satisfied by p, and yn for a semi-classical se- 
quence of class s. 
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