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A B S T R A C T
Video captioning, i.e. the task of generating captions from video sequences creates
a bridge between the Natural Language Processing and Computer Vision domains of
computer science. Generating a semantically accurate description of a video is an ar-
duous task. Considering the complexity of the problem, the results obtained in recent
researches are quite outstanding. But still there is plenty of scope for improvement.
This paper addresses this scope and proposes a novel solution. Most video captioning
models comprise of two sequential/recurrent layers - one as a video-to-context encoder
and the other as a context-to-caption decoder. This paper proposes a novel architecture,
SSVC (Semantically Sensible Video Captioning) which modifies the context generation
mechanism by using two novel approaches - “stacked attention” and “spatial hard pull”.
For evaluating the proposed architecture, along with the BLEU [1] scoring metric for
quantitative analysis, we have used a human evaluation metric for qualitative analysis.
This paper refers to this proposed human evaluation metric as the Semantic Sensibility
(SS) scoring metric. SS score overcomes the shortcomings of common automated scor-
ing metrics. This paper reports that the use of the aforementioned novelties improves
the performance of the state-of-the-art architectures.
c© 2020 Elsevier B. V. All rights reserved.
1. Introduction
After the success of Image Captioning in recent times, re-
searchers have been interested to explore the scope of Video
Captioning. Video Captioning is the process of describing a
video in a meaningful caption using Natural Language Pro-
cessing. The core mechanism of Video Captioning is based on
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the sequence-to-sequence architecture [2]. In video captioning
models the encoder encodes the visual stream and the decoder
generates the caption. Such models are capable of retaining
both the spatial and temporal information which is essential for
generating semantically correct video captions. This requires
the video to be split up into a sequence of frames. The model
uses these frames as input and generates a series of meaning-
ful words in the form of a caption as output. Unlike image
captioning where only spatial information is required to gener-
ate captions, video captioning requires the use of a mechanism
that combines spatial information with temporal information to
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Caption: “A man is playing a guitar.”
Fig. 1. Video Captioning Task
store both the higher level and the lower level features to gener-
ate semantically sensible captions. Video captioning has many
applications, for example, interaction between human and ma-
chine, aid for people with visual impairments, video indexing,
information retrieval, fast video retrieval, etc.
In our paper we have come up with a novel architecture that is
based on the work of Venugopalan et al. [3]. It uses the combi-
nation of two novel methods - a variation of dual-attention [4],
namely, Stacked Attention and a novel method, namely, Spatial
Hard Pull. In the encoding side, we use a stacked sequential
encoder having two bi-directional LSTM layers. Stacked At-
tention network sets priority to the object in the video layer-by-
layer. To overcome the redundancy of similar information being
lost in the LSTM layers we propose the novel method, Spatial
Hard Pull. For the decoding side we employ a sequential de-
coder with a single layer LSTM and a fully connected layer to
generate a word from a given context produced by the encoder.
Most text generation architectures use BLEU [1] as the scor-
ing metrics. But due to it’s inability of considering recall, few
variations, including ROUGE [5], METEOR [6] etc., are intro-
duced.Though these automatic scoring metrics are modified in
different ways to give more meaningful results, they have their
shortcomings [7, 8]. On top of that, no scoring metrics solely
used for the purpose of video captioning is available to the best
of our knowledge. Some relevant works [9, 10] have used hu-
man evaluation. To get a better understanding of the captioning
capability of our model, we perform qualitative analysis based
on human evaluation and propose our metric, “Semantic Sensi-
bility Score” or “SS score”, in short, for video captioning.
2. Related Works
For the past few decades, much work has been conducted
on analysing videos to extract different forms of information,
such as, sports-feature summary [11, 12, 13, 14], medical video
analysis [15], video finger-print [16] and other high-level fea-
tures [17, 18]. These high-level feature extraction mechanisms
heavily relied on analyzing each frame separately and therefore,
could not retain the sequential information. When the use of
memory retaining cells like LSTM [2] became computationally
possible, models were only then capable of storing meaning-
ful temporal information for complex tasks like caption genera-
tion [3]. Previously, caption generation was mostly treated with
template based learning approaches [19, 20] or other adapta-
tions of statistical machine translation approach [21].
2.1. Sequence-to-sequence architecture for video captioning
Video is a sequence of frames and the output of a video
captioning model is a sequence of words. So, video caption-
ing can be classified as a sequence-to-sequence (seq2seq) task.
Sustskever et al. introduce the seq2seq architecture where the
encoder encodes an input sentence, and the decoder generates a
translated sentence [22]. After the remarkable result of seq2seq
architecture in different seq2seq tasks [23, 24], it is only intu-
itive to leverage this architecture in video captioning works like
[3]. In recent years, different variations of the base seq2seq ar-
chitecture has been widely used, e.g. hierarchical approaches
[25, 26, 11], variations of GAN [27], boundary-aware encoder
approaches [11, 25] etc.
2.2. Attention in sequence-to-sequence tasks
In earlier seq2seq literature [3, 28, 22], the decoder cells gen-
erate the next word from the context of the preceding word and
the fixed output of the encoder. As a result, the overall con-
text of the encoded information often got lost and the gener-
ated output became highly dependent on the last hidden cell-
state. The introduction of attention mechanism [29] paved the
way to solve this problem. The attention mechanism enables
the model to store the context from the start to the end of the
sequence. This allows the model to focus on certain input se-
quences on each stage of output sequence generation [30, 31].
Luong et al. proposed a combined global-local attention mech-
anism for translation models [31]. In global attention scheme,
the whole input is given attention at a time, while the local at-
tention scheme attends to a part of the input at a given time.
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The work on video captioning enhanced with these ideas. Bin
et al. describe a bidirectional LSTM model with attention for
producing better global contextual representation as well as en-
hancing the longevity of all the contexts to be recognized [32].
Gao et al. build a hierarchical decoder with a fused GRU [33].
Their network combines a semantic information based hierar-
chical GRU, and a semantic-temporal attention based GRU and
a multi-modal decoder. Similarly, several other variations of the
attention exists including multi-faceted attention [34], multi-
context fusion attention [26] etc. All these papers use one atten-
tion at a time. This limits the available information for the re-
spective models. Nam et al. introduce a mechanism to use mul-
tiple attentions [4]. With their dual attention mechanism, they
have retained visual and textual information simultaneously.
3. Methodology
This paper proposes a novel architecture that uses a combina-
tion of stacked-attention and spatial-hard-pull on top of a base
video-to-text architecture to generate captions from video se-
quences. This paper refers to this architecture as Semantically
Sensible Video Captioning (SSVC).
3.1. Data Pre-processing and Representation
The primary input of the model is a video sequence. The
data pre-processor converts it into a usable format before pass-
ing it to the actual model. The primary output of the model is
a sequence of words. The words are stacked to generate the
required caption.
3.1.1. Visual Feature Extraction
A video is nothing but a sequence of frames. Each frame is a
2D image with n channels. In sequential architectures, either
the frames are directly passed into ConvLSTM [35] layer(s)
or the frames are individually passed through a convolutional
block and then are passed into LSTM [2] layer(s). For our com-
putational limitations, our model uses the latter option. Like
“Sequence to Sequence–Video to Text” [3], our model uses a
pre-trained VGG16 model [36] and extracts the fc7 layer’s out-
put. This CNN layer converts each (256, 256, 3) shaped frame
into (1, 4096) shaped vectors. These vectors are primary inputs
of our model.
3.1.2. Textual Feature Representation
Each video sequence has multiple corresponding captions
and each caption has a variable number of words. In our model,
to create captions of equal length all the captions are padded
with “pad” markers. A “start” marker and an “end” marker
marks the start and end of each caption. The entire text data
is tokenized, and each word is represented by a one-hot vec-
tor of shape (1, uniquewordcount). So, a caption with m words
is represented with a matrix of shape (m, 1, uniquewordcount).
Instead of using these one-hot vectors directly, our model em-
beds each word into vectors of shape (1, embeddingdimension)
with a pre-trained embedding layer. The embedded vectors are
semantically different and linearly distant in vector space from
others on the basis of relationship of the corresponding words.
3.2. Base architecture
Like most sequence-to-sequence models, our base architec-
ture consists of a sequential encoder and a sequential decoder.
The encoder converts the sequential input vectors into con-
texts and the decoder converts those contexts into captions.
This work proposes an encoder with double LSTM layers with
stacked attention. The introduction of a mechanism that stacks
attention and the mechanism of pulling spatial information from
input vectors are the two novel concepts in this paper and are
discussed in-detail in 3.3.
3.2.1. Multi-layered Sequential Encoder
The proposed method uses a time-distributed fully connected
layer followed by two consecutive bi-directional LSTM layers.
The fully connected layer works on each frame separately and
then their output moves to the LSTM layers. In sequence-to-
sequence literature, it is common to use stacked LSTM for en-
coder. For it, our intuition is, the two layers capture separate
information from the video sequence. Fig. 5 show having two
layers ensures optimum performance. The output of the en-
coder is converted into a context. In relevant literature, this
context is mostly generated using a single attention layer. This
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Fig. 2. Proposed model with Stacked Attention and Spatial Hard Pull
is where this paper proposes a novel concept. With the mech-
anism mentioned in 3.3 our model generates a spatio-temporal
context.
3.2.2. Single-layered Sequential Decoder
The proposed decoder uses a single layer LSTM followed by
a fully connected layer to generate a word from a given context.
In relevant literature, many models have used stacked decoder.
Most of these papers suggest, each layer of decoder handles
separate information, while our model uses a single layer. Our
experimental results show that having stacked decoder does not
improve the result much for our architecture. Therefore, instead
of stacking decoder layers, we increased the number of decoder
cells. Specifically, we have used twice as many cells in decoder
than in encoder and it has shown the optimum output during
experimentation.
3.2.3. Training and Inference Behaviour
To mark the start of a caption and to distinguish the mark
from the real caption, a “start” token is used at the beginning.
The decoder uses this token as a reference to generate the first
true word of the caption. The Fig. 2 represents this as “first
word”. During inference, each subsequent word is generated
with the previously generated word as reference. The sequen-
tially generated words together form the desired caption. The
loop terminates upon receiving the “end” marker.
During training, if each iteration in the generation loop uses
previously generated word, then one wrong generation can de-
rail the entire remaining caption. Thus error calculation process
becomes vulnerable. To overcome this, like most seq-to-seq pa-
pers, we use the teacher forcing mechanism [37]. The method
uses words from the original caption as reference for generating
the next words during the training loop. Therefore, the genera-
tion of each word is independent of previously generated words.
The Fig. 2 illustrates this difference in training and testing time
behaviour. During training, “Teacher Forced Word” is the word
from the reference caption for that iteration.
Md. Mushfiqur Rahman et al. / Journal of Visual Communication and Image Representation (2020) 5
Fig. 3. Single Layer Attention
Fig. 4. Stacking Attention for n layers
3.3. Proposed Context Generation architecture
The paper proposes two novel methods. The effectiveness of
these methods make the paper stand-out from other works in
this field.
3.3.1. Stacked Attention
Attention creates an importance map for individual vectors
from a sequence of vectors. In text-to-text, i.e., translation mod-
els, this mapping creates a valuable information that suggests
which word or phrase in the input side has higher correlation to
which words and phrases in the output. However, in video cap-
tioning, attention plays a different role. For a particular word,
instead of determining which frame (from original video) or
frames to put more emphasis on, the stacked attention empha-
sizes on objects. This paper uses a stacked LSTM. Like other
relevant literature [3, 38], this paper reports separate layers to
carry separate information. So, if each layer has separate in-
formation, it is only intuitive to generate separate attention for
each layer. Our architecture stacks the separately generated at-
tentions and connects them with a fully connected layer with
tanh activation. The output of this layer determines whether to
put more emphasis on the object or the action.
fattn([h, ss]) = as(W2 ∗ atanh(W1 [h, ss] + b1) + b2) (1)
cattn = dot(h, fattn([h, ss])) (2)
cst = arelu(Wst[cattn1 , cattn2 , . . . , cattnn ] + bst) (3)
where,
h = encoder output for 1 layer
ss = decoder state is repeated to match h’s dimension
as(x) =
exp (x−max(x))∑
exp (x−max(x))atten
n = number of attention layers to be stacked
cattn = context for single attention
cst = stacked context for n encoder layers
Eq. 1 is the attention function. Eq. 2 uses the output of this
function to generate the attention context for one layer. It corre-
sponds with the Fig. 3. Eq. 3 combines the attention context of
several layers to generate the desirable spatio-temporal context.
The paper also refers to this context as “stacked context”. Fig.
4 corresponds with this equation. In SSVC, we have particu-
larly used n = 2, where n is the number of attention layers in
the stacked attention.
The stacked attention mechanism generates the spatio-
temporal context for the input video sequence. All types of
low-level context required to generate the next word is avail-
able in this novel context generation mechanism.
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3.3.2. Spatial Hard Pull
Amaresh et al. mentions that most successful image and
video captioning models mainly learn to map low-level visual
features to sentences [39]. They do not focus on the high-level
semantic video concepts - like actions and objects. By low-level
features, they meant object shapes and their existence in the
video. High-level features refer to proper object classification
with position in the video and the context in which the object
appears in the video. On the other hand, our analysis of pre-
vious architectures shows that almost identical information is
often found in nearby frames of a video. However, passing the
frames through LSTM layer does not help to extract any valu-
able information from this almost identical information. So,
we have devised a method to hard-pull the output of the time-
distributed layer and use it to add high-level visual information
to the context. This method enables us to extract meaningful
high-level features, like objects and their relative position in the
individual frames.
This method extracts information from all frames simulta-
neously and does not consider sequential information. As the
layer pulls spatial information from sparsely located frames,
this paper names it “Spatial Hard Pull” layer. It can be com-
pared to a skip connection. But unlike other skip connections,
it skips a recurrent layer, and directly contributes to the con-
text. The output units of the fully connected (FC) layer of
this spatial-hard-pull layers determines how much effect will
the sparse layer have on the context.
4. Proposed Scoring Metric
No automatic scoring metric has been designed yet for the
sole purpose of video captioning. The existing metrics that have
been built for other purposes, like neural machine translation,
image captioning, etc., are used for evaluating video captioning
models. For quantitative analysis, we use the BLEU scoring
metric [1]. Although these metrics serve similar purposes, ac-
cording to Aafaq et al., they fall short in generating “meaning-
ful” scores for video captioning [8].
BLEU is a precision metric. It is mainly designed to evaluate
text at a corpus level. However, [40, 41, 42] demonstrate the in-
efficiency of BLEU scoring metric in generating a meaningful
score. A video may have multiple contexts. So, machines face
difficulty to accurately measure the merit of the generated cap-
tions as there is no specific right answer. Therefore, for video
captioning, it is more challenging to generate meaningful scores
to reflect the captioning capability of the model. As a result, hu-
man evaluation is an important part to judge the effectiveness of
the captioning model. On the other hand, our proposed human
evaluation method portrays a better reflection of the model’s
performance compared to the BLEU scores.
4.1. Semantic Sensibility(SS) score Evaluation
To get a better understanding of captioning capability of our
model, we perform qualitative analysis that is based on human
evaluation similar to [43, 9, 10]. We propose a human eval-
uation metric, namely “Semantic Sensibility” score, for video
captioning. It evaluates sentences at a contextual level from
videos based on both recall and precision. It takes 3 factors into
consideration. These are the grammatical structure of predicted
sentences, detection of the most important element (subject or
object) in the videos and whether the captions give an exact or
synonymous analogy to the action of the videos to describe the
overall context.
It is to be noted that for the latter two factors, we take into
consider both the recall and precision values according to their
general definition. In case of recall, we evaluate these 3 fac-
tors from our predicted captions and match them with the cor-
responding video samples. Similarly, for precision, we judge
these factors from the video samples and match with the cor-
responding predicted captions. Following such comparisons,
each variable is assigned to a boolean value of 1 or 0 based on
human judgement. The significance of the variables and how to
assign their values are elaborated below:
• S grammar
S grammar =
1, if grammatically correct0, otherwise (4)
S grammar evaluates the correctness of grammar of the gen-
erated caption without considering the video.
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• S element
S element =
1
R
R∑
i=1
S elementirecall +
1
P
P∑
i=1
S elementiprecision
2
(5)
where,
R = number of prominent objects in video
P = number of prominent objects in caption
As S action evaluates the action-similarity between the pre-
dicted caption and its corresponding video, S element evalu-
ates the object-similarity. For each object in the caption,
the corresponding S elementprecision receives a boolean score
and for the major objects in the video, the corresponding
S elementrecall receives a boolean score. The average recall
and average precision is combined to get the S element.
• S action
S action =
S actionrecall + S actionprecision
2
(6)
S action evaluates the ability to describe the action-similarity
between the predicted caption and its corresponding video.
S actionrecall and S actionprecision separately receives a boolean
score (1 for correct, 0 for incorrect) for action recall and
action precision respectively. By action recall, we deter-
mine if the generated caption has successfully captured the
most prominent action of the video segment. Similarly, by
action precision, we determine if the action mentioned in
the generated caption is present in the video or not.
4.2. SS score calculation
Combining equations Eq.4, Eq.5 and Eq.6, the equation for
the SS Score can be obtained.
S S score =
1
N
N∑
n=1
(
S grammar ∗ S element + S action2
)
(7)
5. Results
5.1. Dataset And Experimental Setup
Our experiments are primarily centered around comparing
our novel model with different commonly used architectures
for video captioning like simple attention [33, 44], modifica-
tions of attention mechanism [27, 45, 46], variations of visual
feature extraction techniques [47, 48] etc. We conducted the ex-
periments under identical computational environment - Frame-
work: Tensorflow 2.0, Platform: Google Cloud Platform with
a virtual machine having an 8-core processor and 30GB RAM,
GPU: None. We used the Microsoft-Research Video Descrip-
tion (MSVD) dataset [49]. It contains 1970 video snippets to-
gether with 40 English captions [50] for each video. We split
the entire dataset into training, validation, and test set with
1200, 100, and 670 snippets respectively following previous
works [3, 51]. To create a data-sequence, frames from a video
are taken with a fixed temporal distance. We used 15 frames
for each data-sequence. For the pre-trained embedding layer,
we used ‘glove.6B.100d’ [52]. Due to lack of GPU, we used
256 LSTM units in each encoder layer and 512 LSTM units in
our decoder network and trained each experimental model for
40 epochs. To analyse the importance of the Spatial Hard Pull
layer, we also tuned the Spatial Hard Pull FC units from 0 to 45
and 60 successively.
However, due to our limitations like lack of enough com-
putational resources, rigidity in our data pre-processing due to
memory limitation and inability to train on a bigger dataset, we
could not analyse our novel model with global benchmarks On
top of that, most of the benchmark models use multiple fea-
tures as input to the model. However, we only use a single 2D
based CNN feature as input as we wanted to make an extensive
study on the capability of 2D CNN for video captioning. So, we
implemented some of the fundamental concepts used in most
state-of-the-art works on our experimental setup and compared
the results. Thus a proper qualitative and quantitative analysis
of our model with other existing works was achieved to show
that our novelties improve the performance of state-of-the-art
methods.
Our proposed architecture, SSVC, with 45 hard-pull units
and 2 layer stacked attention gives the BLEU score of
“BLEU1”: 0.7072, “BLEU2”: 0.5193, “BLEU3”: 0.3961,
“BLEU4”: 0.1886 after 40 epochs of training with the best
combination of hyper-parameters. For generating the SS score,
we considered the first 50 random videos from the test set. We
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obtained an SS Score of 0.34 for SSVC model.
5.2. Results and Performance of Stacked Attention
Fig. 5. Comparing Stacked Attention with variations in encoder attention
architecture
• No attention: Many previous works [34, 4] mentioned
that captioning models perform better with some form of
attention mechanism. Thus, in this paper, we avoid com-
paring use of attention and no attention mechanisms.
• Non stacked (or single) attention: In relevant literature,
though the use of attention is very common, the use of
stacked attention is quite infrequent. Nam et al. have
shown the use of stacked (or dual) attention and improve-
ments of performance that are possible through it [4].
In Fig. 5, the comparison between single attention and
stacked attention indicates dual attention has clear edge
over single attention.
• Triple Attention: Since the use of dual attention has im-
proved performance in comparison to single attention, it is
only evident to create a triple attention to check the perfor-
mance. Fig. 5 show that triple attention under-performs in
comparison to all other variants.
Considering our limitations, our stacked attention gives satis-
factory results for both BLEU and SS Score in comparison to
the commonly used attention methods when performed on sim-
ilar experimental setup. Graphs in Fig. 5 suggest the same
fact that our stacked attention improves the result of existing
methods due to improved overall temporal information. More-
over, we can clearly see that the 2 layer LSTM encoder per-
forms much better than single or triple layer encoder. Com-
bining these two facts, we can conclude that, our dual encoder
LSTM with stacked attention has the capability to improve cor-
responding architectures.
5.3. Results and Performance of Sparse Sequential Join
Fig. 6. Evaluating model performance with varied hard-pull units
To boost the captioning capability, many state-of-art
works[28] emphasized on the importance of retrieving addi-
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tional visual information by some method. We implemented the
same fundamental idea in our model with the Spatial Hard Pull.
To depict the effectiveness of our Spatial Hard Pull (in short,
SHP), we conducted experiments with our stacked attention as
a constant and changed the SHP FC units with 0, 45 and 60
units successively. The Fig. 6 shows that as the number of SHP
FC units are increased from 0 to 45, both BLEU and SS score
get better and again gradually falls from 45 to 60. The improve-
ment in performance in the early stages indicate that SHP layer
is indeed improving the model. The reason for fall of scores in
the later stages is that the model starts to show high variance.
Hence it is evident from this analysis that our approach of using
SHP layer yields satisfactory result compared to not using any
SHP layer.
6. Discussion
By thorough experimentation on a fixed experimental setting,
we analysed the spatio-temporal behaviour of a video caption-
ing model. After seeing that single layer encoder LSTM causes
more repetitive predictions, we used double and triple layer
LSTM encoder to encode the visual information into a better
sequence. Hence, we were able to propose our novel stacked
attention mechanism with double encoder layer that performs
better than the rest. The intuition behind this mechanism is
that, as our model separately gives attention to each encoder
layer, this generates a better overall temporal context for it to
decode the video sequence and decide whether to give more
priority to the object or the action. And the addition of Spatial
Hard Pull to this model bolsters its ability to identify and map
high level semantic visual information. Moreover, the results
also indicate that addition of excess SHP units drastically affect
the performance of the model. Hence, a balance is to be main-
tained while increasing the SHP units so that the model does
not over-fit. As a result, both of these key components of our
novel model greatly contributed to improving the overall final
performance of our novel architecture, that is based upon the
existing fundamental concepts of state of art models.
Although the model performed good in qualitative and quan-
titative analysis, our proposed SS Score gives a more meaning-
ful method to analyse video captioning models. The auto met-
rics although useful, cannot interpret the videos correctly. In
our experimental results, we can see a steep rise in the BLEU
Score in Fig. 5 and Fig. 6 at early epochs even though the pre-
dicted captions are not up to the mark. These suggest the lim-
itations of BLEU score in judging the captions properly with
a meaningful score. SS score considers these limitations and
finds a good semantic relationship between the context of the
videos and the generated language that portrays the video inter-
preting capability of a model into language to its truest sense.
Hence, we can safely evaluate the captioning capability of our
Stacked Attention with Spatial Hard Pull mechanism to better
understand the acceptability of the performance of our novel
model.
7. Conclusion and Future Work
Video captioning is a complex task. Most state-of-the-art
models are only able to extract lower level features and ignore
the higher level features completely. This paper shows how
stacking the attention layer for a multi-layer encoder makes
a more semantically accurate context. Complementing it, the
Sparse Sequential Join, introduced in this paper, is able to cap-
ture the higher level features with greater efficiency.
Due to our computational limitations, our experiments use
custom pre-processing and constrained training environment.
We also use a single feature as input unlike most of the state-
of-art models. Therefore, the scores we obtained in our ex-
periments are not comparable to global benchmarks. In future,
we hope to perform similar experiments with industry standard
pre-processing with multiple features as input.
The paper also introduces the novel SS score. This determin-
istic scoring metric has shown great quality in calculating the
semantic sensibility of a generated video-caption. But since it
is a human evaluation metric, it relies heavily on human un-
derstanding. Thus, a lot of manual work is to be put behind
it. But as this metric system is deterministic, we are confident
that an automated algorithm, to compute the same score, can be
obtained. For the grammar score, we can use Naber et al.’s “A
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Completely accurate descriptions Accurate actions Accurate objects
(a)
SSVC: “a woman is cutting a piece of meat”
GT: “a woman is cutting into the fatty areas of a
pork chop”
SS score: 1.0
b1:1.0, b2:1.0, b3:1.0, b4:1.0
(b)
SSVC: “a woman is slicing an onion”
GT: “someone is cutting red bell peppers into thin
slices”
SS score:0.5
b1:0.83, b2:0.70, b3:0.63, b4:0.537
(c)
SSVC: “a man is jumping.”
GT: “a guy typing on a computer”
SS score: 0.125
b1:0.75, b2:0.7, b3:0.62, b4:0.0
(d)
SSVC: “a person is slicing a tomato”
GT: “someone wearing blue rubber gloves is slic-
ing a tomato with a large knife”
SS score:0.825
b1:1.0, b2:1.0, b3:1.0, b4:1.0
(e)
SSVC: “a man is cutting a piece of meat”
GT: “a man is peeling a carrot”
SS score: 0.41
b1:0.75, b2:0.5, b3:0.0, b4:0.0
(f)
SSVC: “a kitten is playing with a toy”
GT: “a cat in a cage is angrily meowing at some-
thing”
SS score: 0.375
b1:0.57, b2:0.30, b3:0.0, b4:0.0
(g)
SSVC: “a man is mixing ingredients in a bowl”
GT: “chicken is being season”
SS score:0.94
b1:1.0, b2:0.84, b3:0.61, b4:0.0
(h)
SSVC: “a man is dancing”
GT: “four girls are dancing onstage”
SS score: 0.5
b1:0.75, b2:0.5, b3:0.0, b4:0.0
(i)
SSVC: “a man is eating spaghetti”
GT: “a man pours cooked pasta from a plastic con-
tainer into a bowl”
SS score: 0.25
b1:0.80, b2:0.63, b3:0.51, b4:0.0
Fig. 7. In Fig.(7a), Fig.(7d) and Fig.(7g), the model performs well and both SS and BLEU have evaluated the captions perfectly. In Fig.(7b) and Fig.(7h), our
model is able to extract only the action part correctly and gets decent score in both SS and BLEU score. In Fig.(7e), SSVC gives bad prediction according
to the context of the video but BLEU 4 scores it highly. In Fig.(7c), Fig.(7f) and (7i), the generated caption is completely wrong in case of actions, but BLEU
1 gives a very high score. On the contrary, SS score heavily penalize them.
Partially accurate descriptions
(a)
SSVC: “a man is driving a car”
GT: “a car drives backwards while trying to escape the police”
SS score: 0.667
b1:1.0, b2:1.0, b3:1.0, b4:0.9
(b)
SSVC: “a baby is crawling”
GT: “a small baby is dancing”
SS score:0.5
b1:0.75, b2:0.70, b3:0.62, b4:0.0
Fig. 8. In Fig.(8a) a car is running away and the police chasing it is happening simultaneously. Our SSVC model only predicts the driving part. In Fig.(8b)
a girl at first, dancing by herself and later on started crawling on the floor. Our SSVC model manages to predict the crawling part. The interesting thing
is that, the crawling part doesn’t even exist in the ground truth. Thus the generated captions only partially capture the original idea. However, BLEU
evaluates them with very high score where SS score evaluates them accordingly.
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Inaccurate descriptions
(a)
SSVC: “a man is writing”
GT: “someone is burning the tops of two cameras
with a torch”
SS score: 0.0
b1:0.75, b2:0.0, b3:0.0, b4:0.0
(b)
SSVC: “a woman is pouring milk into a bowl”
GT: “a powdered substance is being shifted into a
pan”
SS score: 0.0
b1:0.625, b2:0.52, b3:0.36, b4:0.0
(c)
SSVC: “a man is mixing a pot of water”
GT: “a fish is being fried in a pan”
SS score: 0.0
b1:0.625, b2:0.42, b3:0.31, b4:0.0
Fig. 9. In Fig.(9a), Fig.(9b) and Fig.(9c), the generated caption is completely wrong, but BLEU 1 gives a very high score where SS score gives straight up
zero. So BLEU performs poorly here.
Rule-Based Style and Grammar Checker” technique [53]. We
plan on generating a method to automatically compute the re-
maining precision and recall based scores as well. This way, the
entire SS score metric can be automatically computed.
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