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The paper by R. Garrappa, S. Rogosin, and F. Mainardi, entitled On a generalized three-parameter
Wright function of the Le Roy type and published in [Fract. Calc. Appl. Anal. 20 (2017) 1196-
1215], ends up leaving the open question concerning the range of the parameters α, β and γ for
which Mittag-Leffler functions of Le Roy type F
(γ)
α,β are completely monotonic. Inspired by the
1948 seminal H. Pollard’s paper which provides the proof of the complete monotonicity of the
one parameter Mittag-Leffler function, the Pollard approach is used to find the Laplace transform
representation of F
(γ)
α,β for integer γ = n and rational 0 < α ≤ 1/n. In this way it is possible
to show that Mittag-Leffler functions of Le Roy type are completely monotone for α = 1/n and
β ≥ (n+1)/(2n) as well as for rational 0 < α ≤ 1/2, β = 1 and n = 2. For further integer values of
n the complete monotonicity is tested numerically for rational 0 < α < 1/n and various choices of
β. The obtained results suggest that for the complete monotonicity the condition β ≥ (n+1)/(2n)
holds for any value of n.
I. INTRODUCTION
The Mittag-Leffler (ML) functions of the Le Roy type
(denoted here, for shortness, as MLR functions) are de-
fined in [5] as
F
(γ)
α,β(z) =
∞∑
r=0
zr
[Γ(β + αr)]γ
,
z ∈ C, α, β, γ ∈ C, ℜ(α) > 0,
and treated as generalizations of the Mittag-Leffler (ML)
function Eα,β(z) =
∑∞
r=0 z
r/Γ(β+αr). These are entire
functions of the complex variable z for all values of the
parameters such that ℜ(α) > 0, β ∈ R, and γ > 0.
In this paper we consider the MLR functions in the
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case of integer positive γ = n,
F
(n)
α,β(−x) =
∞∑
r=0
(−x)r
[Γ(β + αr)]n
, x ∈ R,
α > 0, β ∈ R, n = 1, 2, . . . , (1)
For particular choices of the parameters they return more
widely-known special functions: the one parameter ML
function Eα(−x) and the two parameter ML function
Eα,β(−x) for n = 1 and n = β = 1 respectively; the
Bessel function of the first kind J0(2
√
x) when α = β = 1
and n = 2; the standard Le Roy function when α = 1,
β = 2 and arbitrary integer n.
For many years several efforts have been payed to study
the complete monotonicity (CM) of the Mittag-Leffler
functions which has been, however, proved just for some
of the mentioned special cases but not for the more gen-
eral case for which CM has been only conjectured [5].
We recall that a function f(x), x ∈ D, is CM if f ∈
C∞(D) and all its n-th derivatives satisfy the inequalities
2[29, 32]
(−1)nf (n)(x) ≥ 0, n = 0, 1, 2, . . . . (2)
According to the Bernstein theorem [32, Theorem 12a],
the key property of CM functions is that the are uniquely
representable as the Laplace transforms of non-negative
weight functions F (p) supported on p ∈ [0,∞), i.e.
f(x) =
∫ ∞
0
e−xp F (p) dp. (3)
The CM character of the one-parameter ML function
Eα(−x), for 0 < α < 1, was first shown in [24] and
results for the two-parameter ML function were instead
presented in [1, 20, 30] for 0 < α < 1 and β ≥ α. In
the recent paper [6] it is shown that also the three pa-
rameter ML function Eγα,β(−x) (often referred to as the
Prabhakar function) is CM when 0 < α < 1, γ > 0, and
β ≥ αγ, thus extending some results previously inves-
tigated in [15, 31] for the special case of the compound
function tβ−1Eγα,β(−tα) under the conditions 0 < α < 1,
γ > 0, and 0 < αγ ≤ β ≤ 1. Additionally, in [21] the CM
character was studied for more familiar functions, namely
the negative power, the exponential, and the modified
Bessel functions of the first and second kind.
Inspired by the fact that the special cases of the MLR
functions for n = 1 are CM we expect that under some
conditions the MLR functions should be CM for n 6= 1
as well. Indeed, this is the essence of the unanswered
question which closes the paper [5]:
To find conditions on the parameters α, β, γ for which
the function F
(γ)
α,β(−x), 0 < x < −∞, is completely
monotone.
In this paper, by exploiting the technique proposed
70 years ago in [24], we provide a first answer to this
question limited to the case of integer γ = n and rational
0 < α < 1 .
The paper is organized as follows. In Sec. II we recall
various forms of the MLR function often refereed to, in
the physical and mathematical literature, as α-Mittag-
Leffler function, multi-index Mittag-Leffler function, and
the Mittag-Leffler function of vector index. A novelty
is that we introduce a representation of the MLR func-
tion in terms of a finite sum of generalized hypergeo-
metric functions. The Laplace transform evaluated for
this type of MLR function yields s known formula [3, 5]
which allows to reduce the value of the parameter n la-
beling the MLR function to n − 1 (see Appendix C). In
Sec. III we invert this Laplace transform and next use it
n times. That enables us to represent the MLR function
with the rational parameter α = l/k (0 < l/k < 1) as
the n times nested integral of the two parameters ML
function El/k,β(−x). Using the contour integral repre-
sentation of El/k,β(−x) we arrive at the Laplace trans-
form representation of the MLR function with the weight
function ml/k,β(n; y). The non-negativity of ml/k,β(n; y)
for β ≥ (n + 1)/(2n) and ln = k as well as for n = 2,
2l < k and β = 1 is shown analytically in Sec. IV
and illustrated for special values of parameters for which
ml/k,β(n; y) can be transformed into known special func-
tions. We also check, using numerical evaluations, the
nonnegativity of ml/k,β(n; y) for various values of β,
l/k = 3/7, 3/10, and n = 2, 3. It turns out that the
condition β ≥ (n + 1)/(2n) is still in the game and if
it is kept the function ml/k,β(n; y) is non-negative. The
paper is concluded in Sec. V. The appendixes A and B
contain the list of the used formulas related to the high
transcendental functions, especially the Meijer G and the
generalized hypergeometric functions.
II. THE VARIETY OF THE MLR FUNCTIONS
The MLR function for real x, α = νG, β = γG, and
n = αG + 1 (the subscript G is used to emphasize the
reference [3, Def. 3.1] from which its definition and for-
mula are taken) is called the α-Mittag-Leffler function
EαG;νG,γG(x). For integer αG the α-ML function is ex-
pressed as the generalized Wright function according to
[3, Eq. (3.7)]
F
(n+1)
α,β (x) = En;α,β(x) = 1Ψn+1
[
x
∣∣∣ (1, 1)
(β, α), . . . , (β, α)︸ ︷︷ ︸
n+1 times
]
,
(4)
where
pΨq
[
z
∣∣∣(a1, A1), . . . , (ap, Ap)
(b1, B1), . . . , (bq, Bq)
]
=
∞∑
r=0
zr
r!
∏p
i=1 Γ(ai +Air)∏q
i=1 Γ(bi +Bir)
(5)
with ai, bi ∈ C, Ai, Bi > 0, and complex z. The
MLR function can be also represented by the multi-index
Mittag-Leffler function [12] known also as the ML func-
tion of vector index [13]. In [12, 13] this function is ex-
pressed either as the series or the Fox H function
E
(m)
(1/ρi),(µi)
=
∞∑
r=0
zr
Γ(µ1 + r/ρ1) · · ·Γ(µm + r/ρm)
= H1,11,m+1
[
− z
∣∣∣ (0, 1)
(0, 1), (1− µi, 1/ρi)m1
]
.
(6)
whose main properties are listed in the Appendix A.
The asymptotic behaviour of the MLR function for
complex arguments as well as its integral representations
in the complex domain are discussed in [5]. Moreover, in
[22], it has been recently given the integral representation
of the MLR function for α, β, γ, x > 0, and α + β ≥ x0
where x0 is the abscissa of the minimum of the Gamma
function. This representation reads
F
(γ)
α,β(x) =
1
[Γ(β)]γ
+
x
[Γ(α + β)]γ
+
x2
1− x+
γx
x− 1
∫ ∞
1
x⌊(Γ
−1(t)−β)/α⌋ dt
tγ+1
,
3where Γ−1 is defined on the increasing branch of the in-
verse Gamma function in the right half-plane and [x] de-
notes the integer part of a real x.
Another possibility to represent the MLR function is
to express it as a finite sum of generalized hypergeomet-
ric functions. This may be obtained if one assumes the
parameter α to be rational, α = l/k, 0 < l/k < 1, and
uses in the Eq. (1) the so-called splitting formula
∞∑
r=0
ar =
m−1∑
j=0
∞∑
r=0
amr+j , (7)
according to which the series of ar splits into m sums
with the terms amr, amr+1, . . ., amr+j. Thus, we can
rewrite F
(n)
l/k,β(z) as
F
(n)
l
k ,β
(z) =
k−1∑
j=0
zj
[Γ(β + lk j)]
n
∞∑
r=0
zkr
r!
(1)r
[(β + lk j)lr ]
n
, (8)
where in the second sum we have the Pochhammer sym-
bols (1)r and (β + lj/k)lr. The last of them, indexed by
multiplication of integers l and r, can be simplified into
the Pochammer symbol of index r according to
(β + lk j)lr = l
rl
l−1∏
i=0
(
β+ lj/k
l +
i
l
)
r
. (9)
The substitution of Eq. (9) into Eq. (8) enables us to
use the series representation of the generalized hypergeo-
metric function given by Eq. (B.1) and obtain a formula
involving k functions 1Fnl of the argument z
k/lnl. Their
upper (first) lists of parameters contain only one element
equal to 1, whereas the lower (second) lists of parame-
ters contain nl elements given by n times repetition of
∆(l, β + lj/k) where the symbol ∆(r, λ) denotes the se-
quence of r elements
∆(r, λ) :=
[λ
r
,
λ+ 1
r
, . . . ,
λ+ r − 1
r
]
.
Consequently, we can express the MLR function, Eq.
(8), as
F
(n)
l
k ,β
(z) =
k−1∑
j=0
zj
[Γ(β + lk j)]
n
× 1Fnl
(
1
∆(l, β + lk j), . . . ,∆(l, β +
l
k j)︸ ︷︷ ︸
n times
;
zk
lnl
)
.
(10)
III. THE MLR FUNCTION F
(n)
α,β(−x) AS THE
LAPLACE TRANSFORM
All forms of the MLR function mentioned in the pre-
vious section satisfy the Laplace transform rule∫ ∞
0
e−st tβ−1F
(n)
α,β(λt
α) dt = s−βF
(n−1)
α,β (λs
−α), (11)
where λ is a real or complex constant. The proof of this
formula for various representation of the MLR function
can be found, e.g., in [3, 5] and also in Appendix C. After
inverting Eq. (11) and making the change of variable
st = z1/α we arrive at
F
(n)
α,β(λt
α) =
α
2pii
∫
Lz
ez
1/α
z
1−β
α −1F
(n−1)
α,β (
λtα
z ) dz, (12)
where Lz denotes the Bromwich contour with Re(z) > 0.
It is easy to see that both the direct and the inverse
Laplace transforms in Eqs. (11) and (12), respectively,
reduce the value of n in the MLR function to n−1. Thus,
by using (12) recursively one obtain nested integrals
which allow to express F
(n)
α,β(λt
α) in terms of F
(1)
α,β(λt
α),
namely the two-parameters ML function Eα,β(λt
α).
A. The toy model: the MRL function for n = 2
As a toy model we consider Eq. (12) for rational α =
l/k (0 < l/k < 1), n = 2, and λtl/k = −x. From Eq.
(12) we can express the MLR function for n = 2 as the
contour integral of the MLR function for n = 1, for which
F
(1)
l/k,β(−x) = El/k,β(−x). The integral form of Eα,β(−x)
can be found in [6, Eq. (6)] for γ = 1 which for rational
α = l/k reads
F
(1)
l
k
,β
(−x) = E l
k ,β
(−x)
=
∫ ∞
0
e−xu u−1−
k
l g l
k ,β
(u−k/l)
k du
l
.
(13)
The auxiliary functions gl/k,β(σ) is given by Eq. (14) of
[6]; their explicit form will be quoted later in this section.
Substituting Eq. (13) into Eq. (12) for n = 2 we have
F
(2)
l
k ,β
(−x) = (k/l)
2
2pii
∫
Lz
ez
k/l
z
1−β
l/k
−1
×
[∫ ∞
0
e−xu/z u−1−
k
l g l
k ,β
(u−k/l) du
]
dz.
(14)
Now, let y = u/z be the new variable in the second in-
tegral of Eq. (14) and let us change the order of inte-
grals. Then we end up with the Laplace transform rep-
resentation of F
(2)
l/k,β(−x) in which the weight function
ml/k,β(2; y) is expressed as
m l
k ,β
(2; y) = y−1−k/l
(k/l)2
2pii
×
∫
Lz
ez
k/l
z−1−
k
l βg l
k ,β
[(yz)−k/l] dz
= y−1−
1−β
l/k
k/l
2pii
∫
Lη
eηy
−k/l
η−1−βg l
k ,β
(η−1) dη,
(15)
where we set η = (zy)k/l and modify the contour Lz
onto Lη. Substituting the explicit form of the auxiliary
4function gl/k,β(σ)
g l
k ,β
(σ) =
√
kl3/2−β
(2pi)(k−l)/2
1
σ
Gk,0l,k
(
ll
kkσl
∣∣∣∆(l, β)
∆(k, 1)
)
, (16)
which for β = 1 is the one-sided Le´vy stable distribution
[7, 8], and using the Eq. (A.5) yields to
m l
k ,β
(2; y) = (2pi)−
1+k
2 +l
k3/2
l2(β−
1
2 )
1
y
×Gk,02l,k
(
l2lyk
kk
∣∣∣∆(l, β),∆(l, β)
∆(k, 1)
) (17)
and
2l ≤ k. (18)
Remark 1. The explicit form of the auxiliary function
gα,β(σ) given by Eq. (16) for α = l/k comes from the
Bromwich contour integral presented in Eq. (8) for γ = 1
of [6], namely
gα,β(σ) = αy
−α
∫
L
eσz−z
α
dz/(2pii). (19)
For rational α = l/k it can be calculated by using [27,
Eq. (2.2.1.19)] and we get gl/k,β(σ) in the form of Eq.
(16). For arbitrary real α such that 0 < α < 1 we can
employing [28, Eq. (3)] reported in [16, Eq. (F.2)] and
we express gα,β(σ) in the form of the generalized Wright
function (9):
gα,β(σ) = ασ
−1−α
0Ψ1
(
−σ−α
∣∣ −
(β,−α)
)
. (20)
B. The weight function ml/k,β(n; y)
Based on the considerations presented in the previous
section for our toy model we can generalize Eqs. (17)
and (18) thanks to the following result.
Theorem 2. Let n, l, k be integers such that l/k < 1/n.
The MLR function F
(n)
l/k,β(−x) is the inverse Laplace
transform
F
(n)
l
k ,β
(−x) =
∫ ∞
0
e−xym l
k ,β
(n; y) dy (21)
with the weight function
m l
k ,β
(n; y) = (2pi)
1−k
2 −
n(1−l)
2
k3/2
ln(β−
1
2 )
1
y
×Gk,0nl,k
(
lnlyk
kk
∣∣∣
n times︷ ︸︸ ︷
∆(l, β), . . . ,∆(l, β)
∆(k, 1)
)
. (22)
Proof. The proof consists of two steps. First we show
that the Laplace transform integral of ml/k,β(n; y) leads
to the MLR function, namely (21) and hence we prove
the necessary and sufficient condition for the existence of
the Laplace transform, that is
|mα,β(n; y)| ≤ A eay, (23)
where 0 < y <∞ and A as well as a being constants.
Step 1. We substitute ml/k,β(n; y) given by Eq. (22) into
the LHS of Eq. (21). Thus, we get the Laplace transform
of the Meijer G function multiplied by a power function.
Such Laplace transform may be evaluated by applying
Eq. (A.6) in which we invert the argument according to
Eq. (A.3). That gives∫ ∞
0
e−xym l
k ,β
(n; y) dy = (2pi)1−k−
n
2 (l−1)
k
ln(β−
1
2 )
×Gk,kk,k+nl
(xk
lnl
∣∣∣ ∆(k, 0)
∆(k, 0),∆(l, 1− β) . . .∆(l, 1− β)︸ ︷︷ ︸
n times
)
(24)
and
nl ≤ k. (25)
To get the MLR function we represent the RHS of Eq.
(24) as the finite sum of the hypergeometric functions
which is achieved after employing Eq. (A.4). The
comparison of the obtained formula with the MLR
function Eq. (10) completes the first step of the proof.
Step 2. Let us now find the series representation of
ml/k,β(n; y). From Eq. (A.4) we can express Eq. (22) as
the finite sum of the hypergeometric functions:
m l
k ,β
(n; y) =
k−1∑
j=0
(−y)j
j![Γ(1 − bj)]n
× 1+nlFk
(
1,
n times︷ ︸︸ ︷
(al), . . . , (al)
∆(k, 1 + j)
; (−1)nl−k l
nlyk
kk
)
, (26)
where (al) = ∆(l, bj) with bj = 1 − β + lk (1 + j). The
coefficients in Eq. (26) can be obtained using the Gauss
multiplication formula for the Gamma function
Γ(nλ) = (2pi)
1−n
2 nnλ−
1
2
n−1∏
i=0
Γ(λ+ in ). (27)
Thereafter, we substitute the series representation of
1+nlFk given by Eq. (B.1) into Eq. (26). Thus, we
obtain two sums: one of them is finite and contains k
elements and it is indexed by j, j = 0, 1, . . . , k − 1, and
the another one is the series over r, r = 0, 1, . . .. For
these two sums we use the splitting formula given by Eq.
5(7) according to which the index kr + j is changed into
r, r = 0, 1, . . .. It yields to
m l
k , β
(n; y) =
∞∑
r=0
yrcr(
l
k , β, n) with
cr(
l
k , β, n) =
(−1)r
r![Γ(1 − br)]n . (28)
Thanks to the series representation of ml/k, β(n; y) it
is easy to show when condition (23) is satisfied. To this
purpose we use the triangular inequality which gives the
necessary and sufficient condition
|m l
k ,β
(n; y)| ≤
∞∑
r=0
yr|cr( lk , β, n)|
≤ 1
[Γ(β − lk )]n
∞∑
r=0
yr
r!
=
1
[Γ(β − lk )]n
ey .
Remark 3. Eq. (22) for l < k, β > 0, and n = 2 re-
constructs Eqs. (17). For l < k, β > 0, and n = 1
we have ky−1−k/lgl/k,β(y
−k/l)/l where gl/k,β(σ) is given
via Eq. (16). For l < k and n = β = 1 it leads to
the Meijer G representation of the one-sided Le´vy stable
probability distribution, to see that compare Φl/k(σ) =
lσ−1−l/kml/k,1(1;σ
−l/k)/k with Eq. (2) of [8].
The weight function ml/k,β(n; y) can be also expressed
through the generalized Wright function. Recalling Eq.
(26) in which we use the series form of the generalized
hypergeometric function with the Gauss multiplication
formula for the Gamma function we have
m l
k ,β
(n; y) =
k−1∑
j=0
sinn(pibj)
pin
(−y)j
× 1+nΨ1
[
(−1)nl+kyk
∣∣∣ (1, 1),
n times︷ ︸︸ ︷
(bj, l), . . . , (bj , l)
(1 + j, k)
]
,
where parameters bj are the same introduced immedi-
ately after Eq. (26).
C. Radius of Convergence
Below we will find the interval y ∈ [0, R) in which
the power seriesml/k,β(n; y) converges, i.e., we determine
its radius of convergence R = limr→∞ |cr/cr+1|. It is
calculated from Eq. (28) with the help of the Stirling
formula Γ(z) ∝ √2pizz−1/2 exp(−z) and reads
R = lim
r→∞
∣∣∣(1 + r)Γ[β − lk (2 + r)]
Γ[β − lk (1 + r)]
∣∣∣n
= lim
r→∞
1 + r
|β − l(1 + r)/k|ln/k
= (k/l)
l
kn lim
r→∞
r1−
l
kn. (29)
From the above we see that R is infinite for ln < k; finite
for and equal to (k/l)ln/k for ln = k, and zero for ln > k.
Thus, under the considered condition ln ≤ k the function
ml/k,β(n; y) is well-defined.
IV. NONNEGATIVE CHARACTER OF
ml/k,β(n; y)
From the Bernstein theorem [19, 29, 32] we know
that any CM function can be expressed as the Laplace
transform of a nonnegative weight function. In Sec. III
we have found the Laplace transform representation
of the MLR function with ml/k,β(n; y) as the weight
function. Now, we will show that ml/k,β(n; y) is non-
negative for some values of n and β. We will consider
three cases: nl = k is presented in the part I, 2l < k
in the part II, and the general case nl < k in the part III.
I. For ln = k where n = 2, 3, . . . and l, k are integers
such that l < k the radius of convergence of ml/k,β(n; y)
is finite and equals to n. If n is an integer then we can
consider only the case of l = 1 and k = n. This gen-
eralizes all possible choices of l and k because we take
integers n equal to k/l. The weight function ml/k,β(n; y)
for l = 1, k = n can be represented as
m1/n,β(n; y) = (2pi)
1−n
2
n3/2
y
Gn,0n,n
(
yn
nn
∣∣
n times︷ ︸︸ ︷
β, . . . , β
∆(n, 1)
)
Θ(n−y),
(30)
where the Heaviside function Θ(·) is introduced to extend
the domain of integration space on the positive semiaxis
[0,∞). Obviously, it encodes the information about the
finite radius of convergence: m1/n,β(n; y) = 0 for y > n.
According to the Lemma 2 of [11] the Meijer G-
function function appearing in the RHS of Eq.(30) is
nonnegative if β = (β, . . . , β) (β occurs n times) is
weakly supermajorized by n = ∆(n, 1). Due to the Def-
inition A.2 of [17] or to the Eq. (15) of [11] the se-
quence B = (b1, . . . , bn) is weakly supermajorized by
the sequence A = (a1, . . . , an) if 0 < b1 ≤ . . . ≤ bn,
0 < a1 ≤ . . . ≤ an, and
N∑
i=0
ai ≤
N∑
i=0
bi for N = 1, 2, . . . , n. (31)
In our case the elements of the sequence A are the ratios
i/n with i = 1, 2, . . . , n− 1, and elements of the sequence
6B are all equal to β. For such chosen A and B the
condition Eq. (31) has the form
N∑
i=1
i
n
≤
N∑
i=1
β for N = 1, 2, . . . , n, (32)
from which β ≥ (N + 1)/(2n), N = 1, 2, . . . , n. For the
largest allowed value of N , i.e. N = n, it yields to
β ≥ n+ 1
2n
(33)
which provides the condition for the parameter β under
which the function m1/n,β(n; y) is nonnegative.
Example 4. According to Eq. (30) the simplest case of
m1/n,β(n; y) is that for k = n = 2 and β = 1 which
agrees with the restriction Eq. (33) giving β ≥ 3/4. For
the above values of n, l, k, and β the functionm1/2,1(2; y)
is
m1/2,1(2; y) =
1
pi
1F0
(
1/2
− ;
y2
4
)
=
2
pi
√
4− y2
(34)
for 0 < y < 2 and zero for y ≥ 2. The Laplace transform
of m1/2,1(2; y) is known (see Eq. (2.3.7.1) of [25])∫ 2
0
2 e−xy dy
pi
√
4− y2 = 0F1
(−
1
;x2
)
− 4x
pi
1F2
(
1
3
2 ,
3
2
;x2
)
(35)
which reproduces the MLR for α = 1/2, β = 1, and
n = 2, see Eq. (10) for considered values of parame-
ters α, β, and n. We emphasize the importance of the
condition β ≥ (n+1)/(2n); if it is broken then the func-
tion ml/k,β(n; y) may become negative, e.g. by taking
β = 1/2 we arrive at
m1/2,1/2(2; y) = −
y
4pi
1F0
(
3/2
− ;
y2
4
)
=
−2y
pi(4− y2)3/2 ,
(36)
negative for 0 < y < 2 and 0 for y ≥ 2.
The cases of n = 3, n = 4, and n = 5 as well as the
case of n = 2 are presented in Fig. 1. In Fig. 1 the red
curve presents m1/n,1(n; y) for n = 2, the blue curve is
for n = 3, the green one for n = 4, and the orange one
is for n = 5. All functions are defined in finite domains
and for β = 1 such value of β automatically satisfied the
condition (33).
II. We consider the nonnegativity of the toy model in-
troduced in Eq. (15), i.e. the function ml/k,1(2; y),
0 < l/k < 1/2. The inversion of the second formula
of Eq. (15), with β = 1 and y = u−l/k being applied,
reads
η−2g l
k ,1
(η−1) = η−2Φ l
k
(η−1)
=
∫ ∞
0
e−ηu
l
k
u−l/km l
k ,1
(2;u−l/k) du (37)
FIG. 1: Plot of m1/n,1(n; y) given by Eq. (30) for n = 2 (the
red curve), n = 3 (the blue curve), n = 4 (the green curve),
and n = 5 (the orange curve).
where, as mentioned in the Section 3.1, Φ l
k
(η−1) is the
one-sided Le´vy stable distribution. Next, we integrate
of both side of Eq. (37) by exp[−(x/2)2η−1] for η > 0.
Setting η−1 = ξ in the left-hand side in Eq. (37) leads to∫ ∞
0
e−(x/2)
2η−1 η−2Φ l
k
(η−1) dη
=
∫ ∞
0
e−(x/2)
2ξ Φ l
k
(ξ) dξ
= exp[−(x/2)2l/k] (38)
The integration of the right-hand side of Eq. (37) by∫∞
0 e
−(x/2)2η−1 dη, where we apply u = t2, together with
the change of the order of integrations, give∫ ∞
0
2l
k
t−
2l
k m l
k ,1
(2; t−2l/k)
[∫ ∞
0
e−ηt
2−(x/2)2η−1 dη
]
t dt
=
√
x
∫ ∞
0
2l
k
t−
2l
k −
1
2m l
k ,1
(2; t−2l/k)
×
√
xtK1(xt) dt. (39)
The integral in square bracket is equal to xK1(xt)/t,
where K1(xt) denotes the modified Bessel function of
the second kind named also the McDonalds function.
According to Eq. (37) we can compare Eq. (38) with
(39). The equality between these formulas yields to the
Hankle-type transform [14, 21]:
x−
1
2 e−(x/2)
2l
k =
∫ ∞
0
2l
k
t−
2l
k −
1
2m l
k ,1
(2; t−2l/k)
×
√
xtK1(xt) dt. (40)
The completely monotonic character of the KWW func-
tion exp[−(x/2)2l/k] for 0 < l/k < 1/2 shown in [23].
Moreover, the function with the negative power is also
7completely monotone. Then, their product is also com-
pletely monotonic. From Theorem 7 of [21], see point
4, it appears that t−2l/k−1/2ml/k,1(2; t
−2l/k) is noneg-
ative function. Because t > 0 then t−2l/k−1/2 and
ml/k,1(2; t
−2l/k) are nonegative functions. That finish
the proof of nonegative character of ml/k,1(2; y), y > 0,
under condition 2l < k.
Example 5. Eq. (26) for β = l = 1, k = 3, and n = 2
gives
m1/3,1(2; y) = e
− y
3
27

 1F1
(
1/3
2/3
; y
3
27
)
[Γ(2/3)]2
− 3y[Γ(2/3)]
2
4pi2
×1F1
(
2/3
4/3
;
y3
27
)]
, (41)
where we have used Kummer’s relation given by Eq.
(B.3). Eq. (41), after applying to it the Eq. (B.4), can
be expressed in terms of the modified Bessel function of
the second kind Kν(x), ν ∈ R
m1/3,1(2; y) =
√
y
2pi3/2
e−
y3
54 K1/6(y
3/54). (42)
Because Kν(x) is positive for x > 0 then m1/2,1(2; y) is
also positive function for 0 < y <∞.
Example 6. According to Eq. (26) for β = l = 1, k = 4,
and n = 2 the function m1/4,1(2; y) contains three hy-
pergeometric functions 1F2 which after using Eqs. (B.5)
and (B.6) can be represented as
m1/4,1(2; y) =
1√
2
[
I1/4(y
4/256)− y
4
I−1/4(y
4/256)
]2
,
(43)
where Iν(x)’s, ν ∈ R denote the modified Bessel function
of the first kind.Obviously, the LHS of the Eq. (43) is
positive as a square of real-valued function.
III. As the last case let us consider the ln < k and β > 0
for which ml/k,β(n; y) is well-defined for y ∈ [0,∞). In
this situation the asymptotics of the functionml/k,β(n; y)
at y = 0 is
lim
y→0
ml/k,β(n; y) = [Γ(β − l/k)]−n. (44)
which can be deduced by taking the zero term in the
series Eq. (28). The asymptotic behavior of ml/k,β(n; y)
for y ≫ 1 can be estimated by using Eq. (7) of [10]
or task 1.18 on p. 41 of [18] being the special case of
equation on page 289 of [2]. Thus, ml/k,β(n; y) for large
y can be approximated as
ml/k,β(n; y) ∝ y
nl−nk(β−1/2)
k−nl exp
[
−(k − nl)
(
lnlyk
kk
) 1
k−nl
]
,
(45)
which goes to zero along the positive semi-axis.
In this general situation the nonnegativeness of
ml/k,β(n; y) is shown by making the numerical calcula-
tion. In Figs. 2 and 3 are presented ml/k,β(n; y) for
l/k = 3/7, n = 2, β = 1/2, 3/4, 1, 5/4 and l/k = 3/10,
n = 3, β = 1/3, 2/3, 1, 4/3, respectively. Point out
that these two examples were chosen in such a way that
the condition nl < k is kept. It can be observe that
m3/7,β(2; y) and m3/10,β(3; y) for β = 1/2 have the neg-
ative parts for y ∈ (0.086, 1.666) and y ∈ (0.924, 3.409),
respectively.
FIG. 2: The plot of ml/k,β(2; y) for l = 3, k = 7, n = 2,
and various parameter β, this is β = 1/2 (the grey curve),
β = 3/4 (the red curve), β = 1 (the blue curve), and β = 5/4
(the green curve).
FIG. 3: The plot of ml/k,β(3; y) for l = 3, k = 10, n = 3,
and various parameter β, this is β = 1/3 (the grey curve),
β = 2/3 (the red curve), β = 1 (the blue curve), and β = 4/3
(the green curve).
It would be of interest, thus to give a definitive answer
to the open question posed in [5], of finding the rela-
tionship which must satisfy α and β in order to ensure
the CM of the MLR function, namely the functional de-
pendence Mn(α) such that F
(n)
α,β(−x) tuns out CM when
β ≥ Mn(α). For n = 1, i.e. when F (1)α,β is the standard
two-parameters ML function, it is known that this re-
8lationship is β ≥ α with 0 < α ≤ 1, thus M1(α) = α
[30].
In the more general case, unfortunately, we are not
able to explicitly give an analytical representation of this
dependence but, thanks to the theoretical findings inves-
tigated in the paper, in particular Theorem 2, and by
means of some numerical procedures, we can approxi-
mate Mn(α) and give a graphical representation.
Indeed, a numerical procedure performed in variable
precision arithmetic in Maple allow to evaluate the func-
tion mα,β(n; y) in a sufficiently large interval for y and
for a wide range of α and β and hence compute, thanks
a binary search algorithm, for any 0 < α < 1/n an ap-
proximation of the minimum value Mn(α) such that for
β ≥ Mn(α) it is mα,β(n; y) ≥ 0 and hence F (n)α,β(−x) is
CM.
The values Mn(α) obtained for n = 1, 2, 3, 4, and 5 are
presented in Fig. 4, where vertical dotted lines represent
1/n while the horizontal dotted lines are the limit values
(n+1)/(2n) of Eq. (33). The computation of eachMn(α)
is not made on the whole interval α ∈ (0, 1/n) since close
to the upper bound 1/n the convergence of mα,β(n; y) is
very slow and numerically not stable.
0 0.1 0.2 0.3 0.4 0.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
α
M
n
(α)
n=1
n=2
n=3
n=4
n=5
FIG. 4: Computed bounds Mn(α) such that for β ≥ Mn(α)
it is mα,β(n; y) ≥ 0 (and hence F
(n)
α,β(−x) is CM).
As expected, Mn(α) tends to be (n + 1)/(2n) when
α → 1/n and for α = 1/n we find the result described
in Sec. 4 point I. The straight line is only for n = 1
which agrees with the already known results for the ML
function.
V. CONCLUSIONS
It is known that special cases of the MLR function
are completely monotonic when n = 1 and, hence, there
exists their unique Laplace transform with a nonnegative
weight function. Inspired by this fact we expressed the
MLR function F
(n)
α,β(·), n = 1, 2, . . . and rational α = l/k
such that 0 < l/k < 1, as the Laplace transform of the
weight function mα,β(n;−). Thereafter, for proving the
nonnegativity of mα,β(n;−) we considered three cases:
(i) ln = k, (ii) 2l < k and β = 1, and (iii) ln < k.
In the first two cases, namely (i) and (ii), we were able
to prove the completely monotonicity of F
(n)
1/n,β(−x) and
F
(n)
l/k,1(−x).
From the weakly supermajorized theorem [11, 17] ap-
pears that the weight function m1/n,β(n; y) is nonnega-
tive for β ≥ (n+1)/(2n). This claim is in agreement with
the fact that m1/n,β(n; y) has a finite radius of conver-
gence which means that we have to deal with the Laplace
transform defined on a finite sector. Such Laplace trans-
form corresponds to the Hausdorff moment problem (the
moment problem defined in the finite sector) which con-
tains the positive defined weight function [32] related to
m1/n,β(n; y). In the case (ii) with the help of Theorem
7 point 4 of [21] we were able to prove the nonnegativity
of ml/k,β(n; y) for n = 2 and β = 1. Here, we specify
two examples l/k = 1/3 and l/k = 1/4 for which the
weight function ml/k,β(n; y) can be presented as the pos-
itive standard function which contains the Bessel func-
tion of the second kind and the square of the difference
of the Bessel functions of the first kind. The last case, i.e.
ln < k, is more difficult. For this case we were able to
consider only the asymptotics of ml/k,β(n; y) and show
their nonnegative behaviour numerically.
We believe that for the proof of the nonnegative char-
acter of ml/k,β(n; y) it will be helpful its representation
in terms of nested integrals. This form can be derived by
using the Laplace transform of the MRL function. Every
times when we apply Eq. (12) we reduce the parameter
n of the MLR function by one such that n times used
this formula allow one to present the n MLR function
as the nested integrals which started with F
(1)
α,β(−x), i.e.
the two-parameters ML function Eα,β(−x). This two-
parameters ML function is given by Eq. (13) and it is
defined through gα,β(u) function. The integral represen-
tation of gl/k,β(u) can be find in [6], see Eq. (7) for γ = 1
and rational α = l/k:
g l
k ,β
(u) =
u−1−l/k
2pii
∫
Lz˜
ez
k/l
e−zu
−l/k
z
1−β
l/k dz. (46)
Substituting Eq. (46) into n times used Eq. (12) in which
λtl/k = −x we can obtain that
F
(n)
l
k ,β
(−x) =
∫ ∞
0
e−xy
(
k/l
2pii
∫
Lξn
dξn e
ξk/ln ξ
1−β
k/l
n × . . .
× k/l
2pii
∫
Lξ1
dξ1 e
ξ
k/l
1 ξ
1−β
k/l
1 e
−ξn...ξ1y
)
dy. (47)
The Bromwich contour Lξj , j = 1, 2, . . . , n, is with
ℜ(ξi) > 0. Eq. (47) can be proved by induction. The
circle bracket defined the weight function ml/k,β(n; y).
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Appendix A: The Meijer G function
The Fox H function and its special case the Meijer
G function [26] are defined as an inverse Mellin-Barnes
transform as follows: the Fox H function as
Hm,np,q
[
z
∣∣∣ [ap, Ap]
[bq, Bq]
]
def
=
1
2pii
∫
γL
ds x−s
×
∏m
i=1 Γ(bi +Bis)
∏n
i=1 Γ(1− ai −Ais)∏p
i=n+1 Γ(ai +Ais)
∏q
i=m+1 Γ(1− bi −Bis)
, (A.1)
and if we take Ai = 1, i = 1, 2, . . . , p, as well as Bj = 1,
j = 1, 2, . . . , q, we have the Meijer G function
Hm,np,q
[
z
∣∣∣ [ap, 1]
[bq, 1]
]
= Gm,np,q
(
z
∣∣∣(ap)
(bq)
)
(A.2)
where empty products are taken to be equal to one. In
Eqs. (A.1) and (A.2) the parameters are subject of con-
ditions
z 6= 0, 0 ≤ m ≤ q, 0 ≤ n ≤ p;
ai ∈ C, Ai > 0, i = 1, . . . , p;
bi ∈ C, Bi > 0, i = 1, . . . , q;
[ap, Ap] = (a1, A1), . . . , (ap, Ap);
[bq, Bq] = (b1, B1), . . . , (bq, Bq);
(ap) = a1, a2, . . . , ap; (bq) = b1, b2, . . . , bq.
For a full description of integration contour γL, several
properties and special cases of the G and H function see
[26].
Below we quote the explicit formulas of some proper-
ties of the Meijer G function which are widely used in
the paper:
(-) from Eq. (8.2.2.14) of [26] we have the formula
Gm,np,q
(
z
∣∣∣(ap)
(bq)
)
= Gn,mq,p
(
1
z
∣∣∣ 1− (bq)
1− (ap)
)
, (A.3)
which invert the argument of the Meijer G function;
(-) the formula transforming the Meijer G function into
the generalised hypergeometric function for p ≤ q has the
form of Eq.(8.2.2.3) of [26] and looks like
Gm,np,q
(
z
∣∣∣(ap)
(bq)
)
=
m∑
j=1
[∏n−1
i=0 Γ(bi − bj)
]′∏n−1
i=0 Γ(1 + bj − ai)∏p
i=n+1 Γ(ai − bj)
∏q
i=m+1 Γ(1 + bj − bi)
× zbj pFq−1
(
1 + bj − (ap)
1 + bj − (bq)′′ ; (−1)
p−m−nz
)
,
(A.4)
where bi − bj 6= 0,±1, . . . for i 6= j, i, j = 1, 2, . . . ,m;
1 + bj − (bq)′′ = 1 + bj − b1, . . . , 1 + bj − bj−1, 1 +
bj − bj+1, . . . , 1 + bj − (bq); and
[∏n−1
i=0 Γ(bi − bj)
]′
=∏j−1
i=0 Γ(bi − bj)
∏n−1
i=j+1 Γ(bi − bj).
(-) The inverse Laplace transform of Meijer G function
is given by Eq. (3.38.1.1) of [27], namely
1
2pii
∫
L
e σ x σ−λGm,np,q
(
ωpl/k
∣∣∣(ap)
(bq)
)
=
(2pi)
l−1
2 −c(k−1)kµ
lλ−1/2x1−λ
×Gkm,knkp+l,kq
(
ωkll
kk(q−p)xl
∣∣∣∆(k, (ap)),∆(l, λ)
∆(k, (bq))
)
,
(A.5)
where L is the Bromwich contour, µ =
∑q
j=1 bj −∑p
j=1 aj + (p− q)/2 + 1, and c = m+ n− (p+ q)/2.
(-) The Laplace integration of Meijer G function is given
in Eq. (2.24.3.1) of [26]∫ ∞
0
e−σx xα−1Gm,np,q
(
ωxl/k
∣∣∣ (ap)
(bq)
)
dx =
kµlα−
1
2σ−α
(2pi)
l−1
2 +c(k−1)
×Gkm,kn+lkp+l,kq
(
ωkll
σlkk(q−p)
∣∣∣∆(l, 1− α),∆(k, (ap))
∆(k, (bq))
)
,
(A.6)
where c and µ are introduced below Eq. (A.5). Here we
quote only this conditions which appeared in the consid-
ered case: p ≤ q and c ≥ 0.
Appendix B: The generalised hypergeometric
function
The generalised hypergeometric function pFq
(
(cp)
(dq)
;x
)
,
x ∈ R, is defined via the series [26]:
pFq
(
(cp)
(dq)
;x
)
def
=
∞∑
r=0
xr
r!
(c1)r(c2)r · · · (cp)r
(d1)r(d2)r · · · (dq)r , (B.1)
where (c)r is the Pochhammer symbol (rising factorial)
given by Γ(c+ r)/Γ(c). The empty Pochhammer symbol
is equal to one.
Below we itemize some properties which are used in
the paper:
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(-) the cancelation formula given by Eq. (7.2.3.7) of [26],
according to which the same terms in nominator and in
denominator can be cancelled:
pFq
(
(ap−r), (cr)
(bq−r), (cr)
; z
)
= p−rFq−r
(
(ap−r)
(bq−r)
; z
)
; (B.2)
(-) Kummer’s relation transforming 1F1 into another
1F1:
1F1
(a
b
; z
)
= ez 1F1
(
b− a
b
;−z
)
, (B.3)
see Eq. (7.11.1.2) of [26].
Because of in the text we extensively applied relations
between the generalised hypergeometric function and the
special function we list them below:
(-) combining Eq. (7.11.1.21) for b = 2a of [26] with Eq.
(7.11.4.5) of [26] we get
Γ(1− 2a)
Γ(1− a) 1F1
( a
2a
; z
)
+
Γ(2a− 1)
Γ(a)
z1−2a1F1
(
1− a
2(1− a) ; z
)
=
z1/2−1√
pi
ez/2Ka−1/2(z/2) (B.4)
with Kν(σ) being the modified Bessel function of the
second kind; and
(-) for special chosen lists of upper and lower of param-
eters in 1F2 can be transform into the modified Bessel
function of the first kind Iν(σ), ν ∈ R. The use of Eq.
(7.14.1.7) of [26] gives
1F2
(
a
a+ 1/2, 2a
; z
)
= [Γ(a+ 12 )]
2
(z
2
)1−2a
I2a−1/2(z),
(B.5)
and Eq. (7.14.1.9) of [26] reads
1F2
(
1/2
b, 2− b ; z
)
=
pi(1− b)
sin(bpi)
I1−b(z)Ib−1(z); (B.6)
Appendix C: The proof that Eq. (10) satisfies Eq.
(11)
The Laplace transform of tβ−1F
(n)
l/k,β(λt
α), where λ is a
complex or real constant and the MLR function is given
via Eq. (10), can be written as
∫ ∞
0
e−st tβ−1F
(n)
l
k ,β
(λtl/k) dt =
k−1∑
j=0
λj
[Γ(β + lk j)]
n
×
∫ ∞
0
e−st t
l
k j+β−1
× 1Fnl
(
1
∆(l, β + lk j), . . . ,∆(l, β +
l
k j)︸ ︷︷ ︸
n times
;
λktl
lnl
)
,
(C.1)
where we changed the order of the integral and the fi-
nite sum. The integral in the RHS of Eq. (C.1) can be
calculated expliticely by employing Eq. (7.525.1) of [9].
Due to it we get the generalised hypergeometric function
of the type l+1Fnl with the upper list of parameters con-
tains 1 and ∆(l, β+ lk j), and the lower list of parameters
with nl elements, namely n times repeated ∆(l, β + lk j).
Then, according to Eq. (B.2), we cancel the same one
term ∆(l, β + lk j) from upper and lower list of parame-
ters. That yields to the know formula being the Laplace
transform of the MLR function, this is
∫ ∞
0
e−st tβ−1F
(n)
l
k ,β
(λtl/k) dx =
k−1∑
j=0
(λs−
l
k )j
[Γ(β + lk j)]
n−1
× 1F(n−1)l
(
1
∆(l, β + lk j), . . . ,∆(l, β +
l
k j)︸ ︷︷ ︸
n−1 times
;
(λs−l/k)k
l(n−1)l
)
= s−βF
(n−1)
l
k ,β
(λs−l/k).
(C.2)
The obtained equality can be treated as another proof of
the Laplace transform presented in Eq. (3.1) of [5] or Eq.
(3.2) of [3].
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