Abstract. The absolute continuity of the spectrum for the periodic Dirac operator
is proved given that either A ∈ C(R n ; R n )∩H q loc (R n ; R n ), 2q > n−2, or the Fourier series of the vector potential A : R n → R n is absolutely convergent. Here, V In [1] , the absolute continuity of the spectrum for the periodic Dirac operator ), q > 2, for n = 2 and V, V 0 ∈ C(R n ; R), A ∈ C 2n+3 (R n ; R n ) for n ≥ 3. Here, α n+1 is a Hermitian matrix anticommuting with the matrices α j , j = 1, . . . , n, and α 2 n+1 = I. For n = 2, the proof is based on the results in [2, 3] , where the two-dimensional periodic Schrödinger operator was considered. In [3] , the absolute continuity of the spectrum for this operator was proved in the case of the scalar (electric) and the vector (magnetic) potentials V and A satisfying the conditions V ∈ L q loc (R 2 ; R) and A ∈ L 2q loc (R 2 ; R 2 ), q > 1. For the periodic Dirac operator with n = 2, the same result as in [1] was independently obtained in [4] . However, it was assumed in [4] that V 0 ≡ m = const. But the functions V 0 ∈ L q loc (R 2 ; R), q > 2, can in fact be considered in this case as well without any significant changes. The proof in [4] used the method suggested in [5] , where the absolute continuity of the spectrum was established for the two-dimensional Dirac operator with the periodic potential V ∈ L q loc (R 2 ; R), q > 2 (and A ≡ 0). Sobolev's results (see [6] ) for the absolute continuity of the spectrum of the Schrödinger (R n ; R n ) were used in [1] for the case n ≥ 3. Sobolev later replaced the last condition with the weaker condition A ∈ H q loc (R n ; R n ), 2q > 3n − 2, n ≥ 3 (see the survey in [7] ), which permitted changing the smoothness conditions on the vector potential A for the periodic Dirac operator [1, 7] in an adequate manner. The absolute continuity of the spectrum for the Dirac operator in R n , n ≥ 3, with the periodic scalar potential V (for A ≡ 0) was proved in [8] [9] [10] under various constraints on V .
1. Let L M , M ∈ N, denote the linear space of complex M × M matrices, let S M be the set of Hermitian matrices in L M , and let the matrices α j ∈ S M , j = 1, . . . , n, satisfy the commutation relations α j α l + α l α j = 2δ jl I, where I ∈ L M is the identity matrix and δ jl is the Kronecker delta. We write
M ∩ S M , s = 0, 1. We consider the Dirac operator
where n ≥ 3 (i M , s = 0, 1, are assumed to be periodic with a period lattice Λ ⊂ R n . We set
The coordinates of the vectors in R n are set in an orthogonal basis {E j }. Here, E j and E * j are the basis vectors in the lattice Λ and its reciprocal lattice Λ * , (E j , E * l ) = δ jl (|.| and (., .) are the length and the inner product of vectors in R n ), ). In what follows, the functions defined on the elementary cell K are identified with their periodic extensions throughout the space R n . We let
Let B(R) be the set of Borel subsets O ⊆ R, and let M h , h > 0, be the set of signed even Borel measures (charges) µ : B(R) → R such that
For an arbitrary vector γ ∈ Λ\{0}, an arbitrary measure µ ∈ M h , h > 0, and any vector e ∈ S n−2 (|γ| −1 γ) = {e ′ ∈ S n−1 : (γ, e ′ ) = 0}, where S n−1 is the unit sphere in R n , we write
In this paper, we consider continuous (periodic) functions A : 
for some vector γ ∈ Λ\{0} and a measure µ ∈ M h , h > 0, where
then the spectrum of operator (1) is absolutely continuous.
The operator D is unitarily equivalent to the direct integral
where
The vector k ∈ R n is called a quasimomentum. The unitary equivalence is established using the Gel'fand transformation [11] (also see [9] for the case of the periodic Dirac operator). The self-adjoint operators D(k) have compact resolvents and hence discrete spectra. Let E ν (k), ν ∈ Z, be the eigenvalues of the operators D(k). We assume that they are arranged in an increasing order (counting multiplicities). The eigenvalues can be indexed for different k such that the functions R n ∋ k → E ν (k) are continuous. Let e ∈ S n−1 . For k ∈ R n and κ ≥ 0, we write
e j α j , e j = (e, E j ),
Proof of Theorem 1. We use the Thomas method [12] . Because it is well known [4, 9] (see [2, 13] for the case of the periodic Schrödinger operator), we present only a brief scheme of the method. The decomposition of the operator D into direct integral (3) and the piecewise analyticity of the functions R ∋ ξ → E ν (k +ξe), ν ∈ Z, k ∈ R n , imply (see Theorems XIII.85 and XIII.86 in [13] ) that to prove the absolute continuity of the spectrum of operator (1) , it suffices to show that the functions ξ → E ν (k+ξe) are not constant (for some unit vector e) on every interval (ξ 1 , ξ 2 ) ⊂ R. But if we suppose that E ν (k+ξe) ≡ E for all ξ ∈ (ξ 1 , ξ 2 ), ξ 1 < ξ 2 , then it follows from the analytic Fredholm theorem that E is an eigevalue of D(k + (ξ + iκ)e) for all ξ + iκ ∈ C. Consequently, it suffices to prove the invertibility of the operators D(k + (ξ + iκ)e) − E, k ∈ R n , E ∈ R, for some ξ + iκ ∈ C. Theorem 1 is therefore a consequence of the following assertion.
where θ ∈ [0, 1), then for any θ ∈ (0, 1 − θ ), there exists a number κ 0 = κ 0 (γ, h, µ; V , θ) > 0 such that the inequality
, where C > 0 is a universal constant to be defined in Lemma 1.
Theorem 2 is proved in Section 3. The following theorem is a consequence of Theorem 1.
holds, then the spectrum of operator (1) is absolutely continuous.
Theorem 4 is used to prove Theorem 3.
Theorem 4. Let Λ be a lattice in R n , n ≥ 2. There are positive constants c 1 and c 2 depending on n and Λ such that for any nonnegative Borel measure µ on the unit sphere S n−1 ⊂ R n , any h > 0, and any R 0 ≥ min
The proof of Theorem 4 for the lattice Λ = Z n and for h = c 3 R
(where c 3 = c 3 (n) > 0) is presented in [14] (see [15] for n = 3). The proof in the general case follows the one suggested in [14] with some slight changes.
Proof of Theorem 3. It can be assumed that A 0 = 0. We write
Let condition 1 hold. We define the measure
on the unit sphere S n−1 , where δ e ′ (.) is the Dirac measure concentrated at the point e ′ ∈ S n−1 . From Theorem 4 (applied to the measure µ (1) ), it follows that for any R 0 ≥ min
|γ| there is a vector γ ∈ Λ\{0} such that
and |γ
for all e ∈ S n−2 (|γ| −1 γ), where the constant c 4 > 0 depends on n, Λ, q, and h 1 . Consequently,
The right-hand side of (4) becomes arbitrarily small if a sufficiently large number R 0 is chosen (and inequality (2) consequently holds). Case 2, for which the Dirac measure µ = δ is chosen, is considered in a similar (slightly simpler) way. Theorem 3 is proved.
2. We fix a vector γ ∈ Λ\{0} and a measure µ ∈ M h , h > 0, e = |γ| −1 γ. In what follows, the constants we introduce can depend on γ, h, and µ, but we do not indicate this dependence explicitly (untill Theorem 8 below).
Let P C , where
∈ C}. Let P(e) = {τ e : τ ∈ R}. For the vectors x ∈ R n \P(e), we write e(x) = (x − (x, e)e) |x − (x, e)e|
where S n−2 (e) = { e ∈ S n−1 : (e, e ) = 0}; we also write σ n−2 = mes (S n−2 ), where mes (.) is the standard measure ('surface area') on the unit sphere S n−2 = S n−2 (e). For β > 0 and κ > β, we write
n : |(x, e)| < β and κ − |x − (x, e)e| < β},
We set
for all e ∈ S n−2 (e), where P ± e are orthogonal projections on C M . For k ∈ R n , κ ≥ 0, and N ∈ Λ * , we introduce the notation
In this case (for all κ ≥ 0 and k + 2πN / ∈ P(e)), we have
We let P
M , s = 0, 1, and A : R n → C n are continuous periodic functions with the period lattice Λ, we write
where C > 0 is a universal constant to be defined in Lemma 1.
and all vector functions φ ∈ H(K β (k; κ)).
Proof. Without loss of generality we assume that the basis vector E 2 coincides with e. We fix some numbers θ < θ 4 < θ 3 < θ 2 < θ 1 < 1 − θ and write δ = 1 − θ ε. Lower bounds for the constant κ 0 are specified in the course of the proof. We first suppose that κ 0 > 4β + R. In this case, if N ∈ K β (k; κ), k ∈ R n , κ ≥ κ 0 , and 2π|N
There is a number c 6 = c 6 ( ε) > 0 such that for all κ ≥ κ 0 , there are nonintersecting (nonempty) open sets Ω λ = Ω λ (κ) ⊂ S n−2 = S n−2 (e) and vectors
We introduce the notation ρ = ρ + 2R/κ, ρ ∈ Ω λ 2 , λ 1 = λ 2 . Property 3 implies that for any k ∈ R n with (k, γ) = π, any κ ≥ κ 0 , and any φ ∈ H(K β (k; κ)), there is an orthogonal transformation S = S(k, κ; φ) of the unit sphere S n−2 such that (for each of the signs)
We write
The choice of the orthogonal transformation S means that
For each index λ (and for all already chosen k, κ, and φ), we take an orthogonal system of vectors E
j ) denote the coordinates of the vectors x = n j=1
x j E j ∈ R n (and also of the vectors in C n ). Let 
There is a universal constant C > 0 such that 
y), t > 0, and
For arbitrary continuous periodic functions F : R n → C with the period lattice Λ, we set
In this case, (F * λ G s (t; ., .)) N = 0 if N (λ) 1 = N 2 = 0 and
., .),
., .). Using the inequalities A L ∞ (R n ;C n ) ≤ µ A L ∞ (R n ;C n ) and µ ≥ 1, and taking the constant C = 2π
, we complete the proof of the lemma.
We introduce the notation
| < ρ and therefore
It follows that
and
We use the brief notation P
holds. We write O (λ) (τ ) = {N ∈ Λ * : |k
− κ| < 2τ }, τ > 0. Inequalities (9) imply that there is a constant
such that (for all λ)
In what follows, we assume that κ 0 ≥ c 7 . As a consequence of (10) and (11), we obtain
On the other hand, we have |k 2 + 2πN 2 | ≥ π|γ|
and therefore (see (10))
The operators P ± λ commute with the operators e
, and
, and we have P
Using the above estimates and also the inequality
Since (β +R)
For an adequate choice of the number κ 0 (and for κ ≥ κ 0 ), inequalities (12) and (13) imply the estimate
For all e ∈ SΩ λ ⊂ S n−2 (e), we have
If
, then k + 2πN / ∈ P(e) and | e(k + 2πN ) − e λ | < ρ + 2R/κ = ρ ′ . Therefore,
Consequently,
(
Since (β+R)
, for an adequately chosen number κ 0 (and for κ ≥ κ 0 ) inequality (14) implies that
From (15) and (16), it follows that
We write b
(1 + σ)
These relations (for each of the signs) imply the estimates
. Then for κ ≥ κ 0 , from (17) and (18) (in view of (8) and the constraint a ≤ 1) we obtain the inequalities
Theorem 5 is proved.
3.
The following theorems are a consequence of Theorem 5. The proof of Theorem 6 is based on applying the relation
and on selecting an arbitrarily small number a ∈ (0, 1]. The proof of Theorem 7 essentially uses the arbitrariness in the choice of the number β > 0 (see below). Theorem 6 is used to prove the absolute continuity of the spectrum of a periodic Schrödinger operator. (7) are satisfied, and all vector functions φ ∈ H(K β (k; κ)), the inequality
Theorem 7. Let θ ∈ [0, 1), θ ∈ (0, 1 − θ), W 0 ≥ 0, R ≥ 1, and δ ∈ (0, 1] (for a fixed vector γ ∈ Λ\{0} and a fixed measure µ ∈ M h , h > 0; e = |γ| 
