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ARITHMETIC PROGRESSIONS AND ITS APPLICATIONS
TO (m, q)-ISOMETRIES: A SURVEY
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Abstract. In this paper we collect some results about arithmetic progressions of higher order, also called
polynomial sequences. Those results are applied to (m, q)-isometric maps.
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1. INTRODUCTION
In this paper we collect some results about arithmetic progressions of higher order, also called polynomial
sequences. The papers of J. Alonso [6] and V. Dlab [17] are dedicated to this topic.
We consider arithmetic progressions on commutative groups. A sequence (an)n≥0 in a group G is an
arithmetic progression of order h if
h+1∑
k=0
(−1)h+1−k
(
h
k
)
an+k = 0 ,
for any integer n ≥ 0; equivalently, there exists a polynomial pa, with coefficients in G of degree less or equal
to h, such that pa(n) = an, for any n ≥ 0; that is, there are γh, γh−1, ..., γ1, γ0 in G such that
an = γhn
h + γh−1n
h−1 + · · ·+ γ2n
2 + γ1n+ γ0 ,
for any n ≥ 0. An arithmetic progression of order h is of strict order h if h = 0 or if h > 1 and it is not of
order h− 1.
We pay attention in certain aspects of the theory of arithmetic progressions which are related with (m, q)-
isometric maps.
J. Agler [2] introduced the notion of m-isometry for a positive integer m: an operator T acting on a
Hilbert space H is an m-isometry if
m∑
k=0
(−1)m−k
(
m
k
)
T ∗kT k = 0 ,
where T ∗ denotes the adjoint operator of T . In [3], [4] and [5] the m-isometries are intensively studied.
The above definition of m-isometry is equivalent to that (T ∗nT n)n≥0 is an arithmetic progression of order
m−1 in the algebra L(H) of all (bounded linear) operators on H . Several authors have extended the concept
3of m-isometry to the setting of Banach spaces. For more details see [7], [16], [19] and [21]. In [10] it was
extended to metric spaces.
Now we summarize the contain of this paper.
Section 2. We consider sequences in the setting of groups. First we study the difference operator D
which acts on a sequence a = (an)n≥0 in G in the following way:
Da = (a1 − a0, a2 − a1, a3 − a2...) .
The expression of the general term of the sequence Dha, where Dh is the h power of D is given by
Dhan =
h∑
k=0
(−1)h−k
(
h
k
)
an+k .
We collect some combinatorial results which are necessary and obtain an expression of the general term
of any sequence a: for n = 0, 1, 2, 3...,
an =
n∑
k=0
(
n
k
)
Dka0 .
Section 3. If a is an arithmetic progression of order h, then we obtain that
an =
h∑
k=0
(
n
k
)
Dka0 .
Other expressions for an are obtained.
We consider a double sequence (ai,j)i,j≥0 such that its files and columns are arithmetic progressions of
order k and h, respectively. Then we obtain that the diagonal sequence (ai,i)i≥0 is an arithmetic progression
of order k + h.
We finalize this section with a perturbation result: let x, y in a ring R such that (ykxk)k≥0 is an arithmetic
progression of order h and let a, b ∈ R such that an = 0, bm = 0, ax = xa and by = yb; then the sequence
((y + b)k(x+ a)k)k≥0 is an arithmetic progression of order n+m+ h− 2.
Section 4. In this section we work with numerical arithmetic progressions. We recall some results about
recursive equations and prove that if (acn)n≥0 and (adn)n≥0 are arithmetic progressions, then it results that
(aen)n≥0 is also an arithmetic progression, where e is the greatest common divisor of c and d.
Moreover we obtain that every arithmetic progression of positive real numbers is eventually increasing;
that is, an ≤ an+1, for n large enough.
The main results of this section are referred to powers of positive sequences. For example, if a = (an)n≥0
is a positive sequence, q, r > 0 real numbers, k, h ≥ 0 integer numbers, aq is an arithmetic progression of
4order k and ar is an arithmetic progression of order h, then rk = hq. From this result we obtain the next
classification. Given a positive sequence a, then it verifies exactly one of the following assertions:
(1) aq is not an arithmetic progression of order h, for all real q > 0 and all integer h ≥ 0.
(2) a is constant; hence aq is an arithmetic progression of order h, for all real q > 0 and all integer h ≥ 0.
(3) There are unique integer ℓ ≥ 1 and real s > 0 such that, for every k = 1, 2, 3..., the sequence aks
is an arithmetic progression of strict order kℓ; moreover, if aq is an arithmetic progression of strict
order h, then q = ks and h = kℓ, for some k = 1, 2, 3...
Section 5. In the last section we apply the results obtained in Sections 3 and 4 to (m, q)-isometries.
Let E be a metric space, d its distance, T : E −→ E a map, an integer m ≥ 1 and a real q > 0. Then
T is an (m, q)-isometry if and only if, for all x, y ∈ E, the sequence (d(T nx, T ny)q)n≥0 is an arithmetic
progression of order less or equal to m− 1.
Any power of an (m, q)-isometry is also an (m, q)-isometry. It is possible to say more: if T c is an (m, q)-
isometry and T d is an (ℓ, q)-isometry, then T e is an (h, q)-isometry, where e is the greatest common divisor
of c and d, and h is the minimum of m and ℓ.
Using a result about arithmetic progressions allow us to prove that if S, T : E −→ E are maps on a metric
space that commute, T is an (n, q)-isometry and S is an (m, q)-isometry, then ST is an (m+n−1, q)-isometry.
An operator T : H −→ H on a Hilbert space H is an m-isometry if it is an (m, 2)-isometry. We apply the
perturbation result for arithmetic progressions on a ring to prove that if T ∈ L(H) is an m-isometry and
Q ∈ L(H) is n-nilpotent operator such that TQ = QT , then T +Q is an (2n+m− 2)-isometry.
Finally we consider n-invertible operators: it is said that the operator S is a left n-inverse of the operator
T if
n∑
k=0
(−1)n−k
(
n
k
)
SkT k = 0 ;
if that equation holds, it is said that T is a right n-inverse of S. This is equivalent to say that the sequence
(SkT k)k≥0 is an arithmetic progression of order n− 1 in L(H).
Mainly, the results which we present are taken or inspired from the paper of P. Hoffmann, M. Mackey
and M. O. Searco´id [19], and from [8], [9], [10], [11], [15], [12], [13] and [14].
We have included proofs in order to make the material as self contained as possible.
2. SEQUENCES IN GROUPS
In this section G denotes a commutative group and we denote additively its operation.
52.1. The difference operator.
Let a = (an)n≥0 be a sequence in G. The difference sequence Da of a is defined by
Da = (a1 − a0, a2 − a1, a3 − a2...) .
The powers of the difference operator D are defined in the following way: D0a := a and, for h = 1, 2, 3...,
Dha := (Dhan)n≥0 where D
han := D
h−1an+1 −D
h−1an .
For example, D2a = (a2 − 2a1 + a0, a3 − 2a2 + a1, a4 − 2a3 + a2...).
Theorem 2.1. Let a be a sequence in G. Then, for h, n = 0, 1, 2, 3...,
Dhan =
h∑
k=0
(−1)h−k
(
h
k
)
an+k . (2.1)
Proof. It is clear that Equality (2.1) is true for h = 0 and h = 1. Assume that it is valid for h− 1 and we
will prove that is also valid for h. We have that
Dhan = D
h−1an+1 −D
h−1an
=
h−1∑
k=0
(−1)h−1−k
(
h− 1
k
)
an+1+k −
h−1∑
k=0
(−1)h−1−k
(
h− 1
k
)
an+k
=
h−2∑
k=0
(−1)h−1−k
(
h− 1
k
)
an+1+k + an+h + (−1)
han +
h−1∑
k=1
(−1)h−k
(
h− 1
k
)
an+k
= (−1)han +
h−1∑
k=1
(−1)h−k
((
h− 1
k − 1
)
+
(
h− 1
k
))
an+k + an+h
=
h∑
k=0
(−1)h−k
(
h
k
)
an+k .
So the proof is finished. 
2.2. Some combinatorial results.
We apply the next combinatorial results in the following. The statements and their proofs are in previous
papers, but we have included for sake of completeness.
Notice that for integers n, k ≥ 0, (
n
k
)
=
n(n− 1) · · · (n− k + 1)
k!
,
being
(
n
k
)
= 0 if n < k.
6Lemma 2.2. [10, Lemma 3.1] Let (xj)j≥0 be a sequence in a group G, and let (ek)k≥0 be a sequence of
integers and (ck,j)k,j≥0 be a double sequence of integers. Then
n∑
k=0
ek
k∑
j=0
ck,jxj =
n∑
j=0
xj
n∑
k=j
ck,jek .
for any n = 0, 1, 2...
Proof. Note that both expressions are equal to
∑
0≤j≤k≤n
ekck,jxj ,
so the proof is completed. 
Lemma 2.3. [10, Lemma 3.2] Let i, j be integers with 0 ≤ j < i. Then
j∑
h=0
(−1)h
(
i
h
)
= (−1)j
(
i− 1
j
)
. (2.2)
Proof. By induction on i:
(1) Case i = j + 1. We have that
j∑
h=0
(−1)h
(
j + 1
h
)
= −(−1)j+1
(
j + 1
j + 1
)
= (−1)j ,
so (2.2) holds.
(2) Assume that (2.2) is true for certain i ≥ j + 1 and we prove that it is also true for i+ 1. Indeed,
j∑
h=0
(−1)h
(
i+ 1
h
)
=
(
i+ 1
0
)
−
[(
i
0
)
+
(
i
1
)]
+ · · ·+ (−1)j
[(
i
j − 1
)
+
(
i
j
)]
= (−1)j
(
i
j
)
.
This finishes the proof. 
Lemma 2.4. [10, Lemma 3.3] Let n, h and k be integers such that 0 ≤ k ≤ h < n. Then
h∑
j=k
(−1)j−k
(
n
j
)(
j
k
)
= (−1)h−k
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
, (2.3)
where
︷ ︸︸ ︷
(n− k) denotes that the factor (n− k) is omitted.
7Proof. Notice that
A :=
h∑
j=k
(−1)j−k
(
n
j
)(
j
k
)
=
h∑
j=k
(−1)j−k
n(n− 1) · · · (n− k + 1)(n− k)!
k!(n− j)!(j − k)!
=
n(n− 1) · · · (n− k + 1)
k!
h−k∑
j=0
(−1)j
(
n− k
j
)
.
Applying (2.2) we obtain
A =
n(n− 1) · · · (n− k + 1)
k!
(−1)h−k
(
n− k − 1
h− k
)
.
On the other hand,
B := (−1)h−k
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
= (−1)h−k
n(n− 1) · · · (n− k + 1)(n− k − 1)!
k!(h− k)!(n− h− 1)!
= (−1)h−k
n(n− 1) · · · (n− k + 1)
k!
(
n− k − 1
h− k
)
.
So we have the equality A = B, which proves the statement. 
Lemma 2.5. [12, Lemma 3.6] Let n, h be non-negative integers. Then
h∑
k=0
(−1)h−k
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
= 1 . (2.4)
Proof. Denote by R(n, h) the left hand side of (2.4). Note that R(n, h) is a polynomial in n of degree at
most h. Moreover, for k = 0, 1, ..., h, we have that
R(k, h) = (−1)h−k
k · · · 1
︷︸︸︷
0 (−1) · · · (−h+ k)
k!(h− k)!
= 1 .
Hence R(k, h) = 1 for h+ 1 different values, so R(n, h) = 1. 
Remark 2.6. Note that
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
=
n!(n− k − 1)!
k!(n− k)!(n− h− 1)!(h− k)!
=
(
n
k
)(
n− k − 1
h− k
)
.
8Therefore Equality (2.3) can be written in the form
h∑
j=k
(−1)j−k
(
n
j
)(
j
k
)
= (−1)h−k
(
n
k
)(
n− k − 1
h− k
)
. (2.5)
Analogously, Equality (2.4) is the same that
h∑
k=0
(−1)h−k
(
n
k
)(
n− k − 1
h− k
)
= 1 . (2.6)
2.3. The general term of a sequence.
Now we give an expression for the general term of an arbitrary sequence in function of the difference
operator.
Theorem 2.7. [10, Lemma 3.4] Let a be a sequence in G. Then, for n = 0, 1, 2, 3...,
an =
n∑
k=0
(
n
k
)
Dka0 . (2.7)
That is,
an =
n∑
k=0
(
n
k
) k∑
h=0
(−1)k−h
(
k
h
)
ah .
Proof. It is clear that Equality (2.7) holds for n = 0 and n = 1. Assume that (2.7) is true for 0, 1, ..., n and
we shall prove that it is also true for n+ 1. By (2.1) and the induction hypothesis
an+1 = D
n+1a0 −
n∑
k=0
(−1)n+1−k
(
n+ 1
k
)
ak
= Dn+1a0 −
n∑
k=0
(−1)n+1−k
(
n+ 1
k
) k∑
j=0
(
k
j
)
Dja0 .
From Lemma 2.2 we obtain
an+1 = D
n+1a0 −
n∑
j=0
Dja0
n∑
k=j
(−1)n+1−k
(
n+ 1
k
)(
k
j
)
= Dn+1a0 −
n∑
j=0
(
n+ 1
j
)
Dja0
n∑
k=j
(−1)n+1−k
(
n+ 1− j
k − j
)
=
n+1∑
j=0
(
n+ 1
j
)
Dja0 ,
9because
n∑
k=j
(−1)n+1−k
(
n+ 1− j
k − j
)
=
n−j∑
h=0
(−1)n−j+1−h
(
n− j + 1
h
)
= (−1)n−j+1
n−j∑
h=0
(−1)h
(
n− j + 1
h
)
= (−1)n−j+1(−1)n−j
(
n− j
n− j
)
= −1
by Lemma 2.3. 
3. ARITHMETIC PROGRESSIONS
In this section G denotes a commutative additive group.
Now we give the central notion of this paper.
Definition 3.1. Let h be a non negative integer. A sequence a = (an)n≥0 in G is called an arithmetic
progression of order h if Dha is constant, so Dh+1a = 0.
3.1. The term general of an arithmetic progression.
In the next result we give some expressions for the general term of an arithmetic progression.
Theorem 3.2. Let a be a sequence in G. The following assertions are equivalent:
(1) a is an arithmetic progression of order h.
(2) For all n ≥ 0,
an =
h∑
k=0
(
n
k
)
Dka0 . (3.8)
(3) ([9, Theorem 2.1], [13, Proposition 2.2]) For all n ≥ 0,
an =
h∑
k=0
(−1)h−k
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
ak =
h∑
k=0
(−1)h−k
(
n
k
)(
n− k − 1
h− k
)
ak . (3.9)
(4) [19, Proposition 3.7] For all n ≥ 0,
an =
h∑
k=0
(−1)h−k
(
h
k
)
1
n− k
ak
h∑
k=0
(−1)h−k
(
h
k
)
1
n− k
. (3.10)
10
(5) [18, Lemma 2.2] There is a polynomial pa, with coefficients in G of degree less or equal to h, such
that pa(n) = an, for any n ≥ 0; that is, there are γh, γh−1, ..., γ1, γ0 in G such that
an = γhn
h + γh−1n
h−1 + · · ·+ γ2n
2 + γ1n+ γ0 , (3.11)
where γh =
1
h!D
ha0 and γ0 = a0.
Proof. (1) =⇒ (2) By definition, Dka0 = 0, for any k ≥ h + 1. Applying (2.7) we obtain the expression of
(2).
(2) =⇒ (3) By (2.1) and (3.9) we have
an =
h∑
k=0
(
n
k
)
Dka0
=
h∑
k=0
(
n
k
) k∑
i=0
(−1)k−i
(
k
i
)
ai
=
h∑
k=0
k∑
i=0
(−1)k−i
(
n
k
)(
k
i
)
ai .
Applying Lemmas 2.2 and 2.4,
an =
h∑
i=0
ai
h∑
k=i
(−1)k−i
(
n
k
)(
k
i
)
=
h∑
i=0
(−1)h−i
n(n− 1) · · ·
︷ ︸︸ ︷
(n− i) · · · (n− h)
i!(h− i)!
ai .
(3) ⇐⇒ (4) It is enough to prove that
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
=
(
h
k
)
1
n− k
h∑
i=0
(−1)h−i
(
h
i
)
1
n− i
;
equivalently,
h! = n(n− 1) · · · (n− h)
h∑
i=0
(−1)h−i
(
h
i
)
1
n− i
= h!
h∑
i=0
(−1)h−i
n(n− 1) · · ·
︷ ︸︸ ︷
(n− i) · · · (n− h)
i!(h− i)!
.
This is true by Lemma 2.5.
(3) =⇒ (5) Note that
n(n− 1) · · ·
︷ ︸︸ ︷
(n− i) · · · (n− h)
k!(h− k)!
11
is a polynomial in n of degree h, hence an is a polynomial pa(n) in n of degree less or equal to h; consequently
an = γhn
h + γh−1n
h−1 + · · ·+ γ2n
2 + γ1n+ γ0 ,
for some γh, γh−1, ..., γ1, γ0 in G.
It is clear that a0 = pa(0) = γ0. From (3.9) we obtain that the coefficient of n
h is
h∑
k=0
(−1)h−k
1
k!(h− k)!
ak =
1
h!
h∑
k=0
(−1)h−k
(
h
k
)
ak
=
1
h!
Dha0 .
(5) =⇒ (1) If an is given by (3.11), we have
Dan = an+1 − an
=
h∑
k=0
γk(n+ 1)
k −
h∑
k=0
γkn
k
=
h∑
k=0
γk
k−1∑
i=0
(
k
i
)
ni
=
h∑
k=1
ηk−1n
k−1
=
h−1∑
k=0
ηkn
k ,
for certain ηi in G (i = 0, ..., h− 1). So, Dhan is a polynomial in n of degree less or equal to 1. Therefore
Dh+1a = 0, which proves the statement. 
In view of the above theorem, the arithmetic progressions are also called polynomial sequences.
Remark 3.3. In the proof of Proposition 3.7 in [19], the authors observe that the polynomial pa associated
to the arithmetic progression a of order h is the Lagrange polynomial of degree less or equal to h which
interpolates (0, a0), (1, a1), ..., (h, ah). Moreover, by the normal form of the Lagrange polynomial it is obtained
(3.9), using the Newton form yields (3.8) and using the barycenter form yields (3.10).
Definition 3.4. A sequence a = (an)n≥0 in G is called an arithmetic progression of strict order h if it is
an arithmetic progression of order h with h = 0 or if it is an arithmetic progression of order h ≥ 1, but is
not of order h− 1.
Theorem 3.5. Let a be a sequence in G. The following assertions are equivalent:
12
(1) a is an arithmetic progression of strict order h.
(2) For all n ≥ 0,
an =
h∑
k=0
(
n
k
)
Dka0 and D
ha0 6= 0 . (3.12)
(3) For all n ≥ 0,
an =
h∑
k=0
(−1)h−k
n(n− 1) · · ·
︷ ︸︸ ︷
(n− k) · · · (n− h)
k!(h− k)!
ak =
h∑
k=0
(−1)h−k
(
n
k
)(
n− k − 1
h− k
)
ak and D
ha0 6= 0 .
(3.13)
(4) For all n ≥ 0,
an =
h∑
k=0
(−1)h−k
(
h
k
)
1
n− k
ak
h∑
k=0
(−1)h−k
(
h
k
)
1
n− k
and Dha0 6= 0 . (3.14)
(5) There is a polynomial pa, with coefficients in G of degree exactly h, such that pa(n) = an, for any
n ≥ 0; that is, there are γh 6= 0, γh−1, ..., γ1, γ0 in G such that
an = γhn
h + γh−1n
h−1 + · · ·+ γ2n
2 + γ1n+ γ0 , (3.15)
being γh =
1
h!D
ha0 6= 0 and γ0 = a0.
Proof. Taking into account Theorem 3.2 it is enough to prove that (1) =⇒ (5) because the other implications
are clear. If the polynomial pa has degree less than h, then the sequence a is an arithmetic progression of
order h− 1, hence it is not an arithmetic progression of strict order h. 
3.2. Subsequences of an arithmetic progression.
Let a = (an)n≥0 be an arithmetic progressions of strict order h ≥ 0. Two simple results, but very useful,
are the following:
(1) Fixed an integer k ≥ 1, the subsequence (an+k)n≥0 is also an arithmetic progression of strict order
h.
(2) The sequence A = (An)n≥0, defined by
An = a0 + a1 + · · ·+ an−1 + an ,
is an arithmetic progression of strict order h+1 since DA = (an+1)n≥0 is an arithmetic progression
of strict order h.
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Let b = (bn)n≥0 be a subsequence of the sequence a = (an)n≥0; that is, there exists a strictly increasing
sequence g = (gn)n≥0 of nonnegative integers such that
bn = agn .
The subsequence b of a is characterized by the sequence of steps s = (sn)n≥0:
s0 = g0 , sn = gn − gn−1 (n ≥ 1) .
Notice that
gn = s0 + s1 + · · ·+ sn−1 + sn . (3.16)
Proposition 3.6. Let a = (an)n≥0 be an arithmetic progression of strict order h ≥ 0 and let b = (bn)n≥0
be a subsequence of a with sequence of steps s = (sn)n≥0, which is an arithmetic progression of strict order
k. Then b is an arithmetic progression of strict order h(k + 1).
Proof. Let pa be the polynomial associated to a which has an expression as (3.15). As s is an arithmetic
progression of strict order k, we have that the sequence g given by (3.16) is an arithmetic progressions of
strict order k + 1, hence its associated polynomial pg have degree k + 1:
gn = pg(n) = σk+1n
k+1 + σkn
k + · · ·+ σ1n+ σ0 (σk+1 6= 0) .
Consequently
bn = agn
= pa(gn) = αhg
h
n + αh−1g
h−1
n + · · ·+ α1gn + α0
= αhpg(n)
h + αh−1pg(n)
h−1 + · · ·+ α1pg(n) + α0
= αhσ
h
k+1n
h(k+1) + · · · ,
which is a polynomial in n of degree h(k + 1). Therefore b is an arithmetic progression of strict order
h(k + 1). 
Corollary 3.7. Let a = (an)n≥0 be an arithmetic progressions of strict order h ≥ 0 and let b = (bn)n≥0 be
the subsequence of a defined by
bn = adn (n ≥ 0) ,
for certain integer d ≥ 1. Then b is an arithmetic progression of strict order h.
14
Proof. The result is obtained from the above proposition taking as sequence of steps s = (sn)n≥0 the constant
sequence s = (d)n≥0, which is an arithmetic progression of order 0. 
3.3. Sequences of arithmetic progressions.
Now we work with a double sequence (ai,j)i,j≥0 such that the files (ai,j)j≥0 and the columns (ai,j)i≥0 are
arithmetic progressions. We obtain that the diagonal sequence (ai,i)i≥0 is also an arithmetic progression.
The results of this subsection are basically in [13] and [18].
First we give a necessary lemma.
Lemma 3.8. Let (ai)i≥0 be an arithmetic progression of order h and let n be a positive integer with n > 1.
Then
h+n∑
i=0
(
h+ n
i
)
(−1)h+n+1−ii(i− 1) · · · (i − ℓ)ai (3.17)
is zero, for any ℓ ∈ {0, 1, ..., n− 2}.
Proof. Fixed ℓ ∈ {0, 1, ..., n− 2}. The equation (3.17) is equivalent to
h+n∑
i=ℓ+1
(
h+ n
i
)
(−1)h+n+1−ii(i− 1) · · · (i − ℓ)ai . (3.18)
Note that (
h+ n
i
)
i(i− 1) · · · (i− ℓ) =
(h+ n)!
i!(h+ n− i)!
i(i− 1) · · · (i− ℓ)
=
(h+ n) · · · (h+ n− ℓ)(h+ n− ℓ− 1)!
(i − ℓ− 1)!(h+ n− i)!
=
(
h+ n− ℓ− 1
i− ℓ− 1
) ℓ+1∏
j=1
(h+ n− j + 1) .
Then (3.18) agrees with
ℓ+1∏
j=1
(h+ n− j + 1)
h+n∑
i=ℓ+1
(
h+ n− ℓ− 1
i− ℓ− 1
)
(−1)h+n−i+1ai
=
ℓ+1∏
j=1
(h+ n− j + 1)
h+n−ℓ−1∑
i=0
(
h+ n− ℓ− 1
i
)
(−1)h+n−ℓ−iaℓ+1+i .
(3.19)
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As (ai)i≥0 is an arithmetic progression of order h, we have that (ai)i≥0 is an arithmetic progression of order
h+ n− ℓ− 2 for all ℓ ∈ {0, 1, ..., n− 2}; that is,
h+n−ℓ−1∑
i=0
(−1)h+n−ℓ−1−i
(
h+ n− ℓ− 1
i
)
ai = 0 .
Hence we obtain the result. 
Theorem 3.9. [18, Corollary 2.5]. Let (ai,j)i,j≥0 be a double sequence such that the sequence (ai,j)j≥0 is an
arithmetic progression of order k ≥ 0, for all i ≥ 0, and the sequence (ai,j)i≥0 is an arithmetic progression of
order h ≥ 0, for all j ≥ 0. Then the diagonal sequence (ai,i)i≥0 is an arithmetic progression of order k + h.
Proof. For k = 0 is clear. Assume that k > 0. Denote
A :=
k+h+1∑
r=0
(
k + h+ 1
r
)
(−1)k+h+1−rar,r .
Let us prove that A = 0. From part (3) of Theorem 3.2 we obtain
A =
k+h+1∑
r=0
(
k + h+ 1
r
)
(−1)k+h+1−r
(
k∑
i=0
g(r, i, k)ar,i
)
=
k∑
i=0
k+h+1∑
r=0
(
k + h+ 1
r
)
(−1)k+h+1−rg(r, i, k)ar,i ,
where
g(r, i, k) := (−1)k−i
r(r − 1) · · ·
︷ ︸︸ ︷
(r − i) · · · (r − k)
i!(k − i)!
.
By elementary properties of polynomials we have that there exist scalars (ηi,j)
k
j=0 such that
r(r − 1) · · ·
︷ ︸︸ ︷
(r − i) · · · (r − k) = ηi,0 + ηi,1r + ηi,2r(r − 1) + · · ·+ ηi,kr(r − 1) · · · (r − k + 1) (3.20)
for i ∈ {0, 1, · · · , k}. By equality (3.20) and Lemma 3.8 we obtain the result. 
3.4. Perturbation of arithmetic progressions by nilpotents on a ring.
In this subsection the setting is a ring R with unity e, whose operations are denoted by + and ·, being ·
not necessarily commutative. The main result is included in [15].
Given an integer n ≥ 1, an element a ∈ R is called n-nilpotent if an = 0 but an−1 6= 0.
In the next theorem we consider a sequence (ykxk)k≥0 in R which is an arithmetic progression of strict
order h. By part (5) of Theorem 3.5, for every k ≥ 0,
ykxk =
h∑
ℓ=0
cℓk
ℓ (ch 6= 0) , (3.21)
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where cℓ ∈ R (0 ≤ ℓ ≤ h) do not depend on k.
Theorem 3.10. Let R be a ring. Let x, y ∈ R such that (ykxk)k≥0 is an arithmetic progression of strict
order h. Let a, b ∈ R such that a is n-nilpotent, b is m-nilpotent, ax = xa and by = yb. Then the sequence
((y + b)k(x + a)k)k≥0 is an arithmetic progression of order n +m + h − 2. Moreover, it is of strict order
n+m+ h− 2 whenever bm−1yn−mchan−1 6= 0, if m ≤ n, or whenever bm−1chxm−nan−1 6= 0, if m > n.
Proof. Denote by c ∧ d the minimum of c and d. We have, for every k ≥ 0,
(y + b)k(x+ a)k =
(
k∑
i=0
(
k
i
)
biyk−i
) k∑
j=0
(
k
j
)
xk−jaj
 .
Consequently, for every k ≥ 0,
(y + b)k(x+ a)k =
k∧(m−1)∑
i=0
k∧(n−1)∑
j=0
(
k
i
)(
k
j
)
biyk−ixk−jaj . (3.22)
Consider two cases.
Case 1. m ≤ n. Taking into account (3.21), then (3.22) can be written in the following way:
(y + b)k(x+ a)k =
k∧(m−1)∑
i=0
k∧(n−1)∑
j=i
(
k
i
)(
k
j
)
biyj−iyk−jxk−jaj
+
k∧(m−1)∑
i=1
i−1∑
j=0
(
k
i
)(
k
j
)
biyk−ixk−ixi−jaj
=
k∧(m−1)∑
i=0
k∧(n−1)∑
j=i
(
k
i
)(
k
j
)
biyj−i
(
h∑
ℓ=0
cℓ(k − j)
ℓ
)
aj
+
k∧(m−1)∑
i=1
i−1∑
j=0
(
k
i
)(
k
j
)
bi
(
h∑
ℓ=0
cℓ(k − i)
ℓ
)
xi−jaj
=
k∧(m−1)∑
i=0
k∧(n−1)∑
j=i
h∑
ℓ=0
(
k
i
)(
k
j
)
(k − j)ℓbiyj−icℓa
j
+
k∧(m−1)∑
i=1
i−1∑
j=0
h∑
ℓ=0
(
k
i
)(
k
j
)
(k − i)ℓbicℓx
i−jaj .
We write:
pi,j,ℓ(k) :=
(
k
i
)(
k
j
)
(k − j)ℓ , ui,j,ℓ := b
iyj−icℓa
j ,
being 0 ≤ i ≤ k ∧ (m− 1), i ≤ j ≤ k ∧ (n− 1) and 0 ≤ ℓ ≤ h; analogously,
qi,j,ℓ(k) :=
(
k
i
)(
k
j
)
(k − i)ℓ , vi,j,ℓ := b
icℓx
i−jaj ,
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for 0 ≤ j < i ≤ k ∧ (m− 1) and 0 ≤ ℓ ≤ h. Hence
(y + b)k(x+ a)k =
k∧(m−1)∑
i=0
k∧(n−1)∑
i≤j
h∑
ℓ=0
pi,j,ℓ(k)ui,j,ℓ +
k∧(m−1)∑
i=1
i−1∑
j=0
h∑
ℓ=0
qi,j,ℓ(k)vi,j,ℓ .
Note that the polynomial pi,j,ℓ(k) has degree i+j+ℓ, which is maximum with valuem+n+h−2; analogously,
the degree of qi,j,ℓ(k) is i+ j + ℓ, which is maximum with value m+m+ h− 3. Therefore (y + b)k(x+ a)k
is a polynomial of degree less or equal to m+ n+ h− 2. Actually the degree is m+ n+ h− 2 whenever the
coefficient of km+n+h−2 is non-null; that is,
um−1,n−1,h = b
m−1yn−mcha
n−1 6= 0 .
Case 2. m > n. Analogously to Case 1, (3.22) can be written
(y + b)k(x + a)k =
k∧(n−1)∑
i=0
k∧(n−1)∑
j=i
(
k
i
)(
k
j
)
biyj−iyk−jxk−jaj
+
k∧(n−1)∑
j=0
k∧(m−1)∑
i=j+1
(
k
i
)(
k
j
)
biyk−ixk−ixi−jaj
=
k∧(n−1)∑
i=0
k∧(n−1)∑
j=i
h∑
ℓ=0
(
k
i
)(
k
j
)
(k − j)ℓbiyj−icℓa
j
+
k∧(n−1)∑
j=0
k∧(m−1)∑
i=j+1
h∑
ℓ=0
(
k
i
)(
k
j
)
(k − i)ℓbicℓx
i−jaj .
We write:
pi,j,ℓ(k) :=
(
k
i
)(
k
j
)
(k − j)ℓ , ui,j,ℓ := b
iyj−icℓa
j ,
being 0 ≤ i ≤ j ≤ k ∧ (n− 1) and 0 ≤ ℓ ≤ h; similarly,
qi,j,ℓ(k) :=
(
k
i
)(
k
j
)
(k − i)ℓ , vi,j,ℓ := b
icℓx
i−jaj ,
being 0 ≤ j ≤ k ∧ (n− 1), j + 1 ≤ i ≤ k ∧ (m− 1) and 0 ≤ ℓ ≤ h. Then
(y + b)k(x+ a)k =
k∧(n−1)∑
i=0
k∧(n−1)∑
j=i
h∑
ℓ=0
pi,j,ℓ(k)ui,j,ℓ +
k∧(n−1)∑
j=0
k∧(m−1)∑
i=j+1
h∑
ℓ=0
qi,j,ℓ(k)vi,j,ℓ .
The degree of pi,j,ℓ(k) is i+ j + ℓ, which is maximum with value n+ n+ h− 2, and the degree of qi,j,ℓ(k) is
i + j + ℓ, with maximum m+ n + h − 2. Hence (y + b)k(x + a)k is a polynomial of degree less or equal to
m+ n+ h− 2. Really the degree is m+ n+ h− 2 if the coefficient of km+n+h−2 is non-null; that is,
vm−1,n−1,h = b
m−1chx
n−man−1 6= 0 .
Thus the proof is finished. 
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Corollary 3.11. Let R be a ring. Let x ∈ R such that (xk)k≥0 is an arithmetic progression of strict order
h and let a ∈ R be an n-nilpotent such that ax = xa. Then the sequence ((x + a)k)k≥0 is an arithmetic
progression of order n+ h− 1; moreover, it is of strict order n+ h− 1 if an−1chx
n−1 6= 0, where
xk =
h∑
ℓ=0
cℓk
ℓ .
4. NUMERICAL ARITHMETIC PROGRESSIONS
In this section we consider sequences of scalars, mainly sequences of positive numbers.
Throughout this section h, k, ℓ are integers and q > 0 a real number.
4.1. Recursive equations.
The contain of this subsection is taken from [8, p. 251]; see also [1, p. 104] and [20, Theorem 3.7].
The sequence (an)n≥0 of scalars is an arithmetic progression of strict order h if and only if, for every
n = 0, 1, 2...,
Dh+1an =
h+1∑
k=0
(−1)h+1−k
(
h+ 1
k
)
an+k = 0 and D
han 6= 0 . (4.23)
Notice that (4.23) is a recursive equation. Let us introduce some classical results to solve this type of
equations. We are interested in sequences (yn)n≥0 which verify the recursive equation
yh+1+n + γhyh+n + γh−1yh−1+n + · · ·+ γ1y1+n + γ0yn = 0 , (4.24)
for certain h ≥ 0 and any n ≥ 0, being γi complex numbers (0 ≤ i ≤ h). The characteristic polynomial of
the equation (4.24) is given by
q(z) = zh+1 + γhz
h + γh−1z
h−1 + · · ·+ γ1z + γ0 ,
which can be written in the form
q(z) = (z − z1)
h1(z − z2)
h2 · · · (z − zk)
hk , (4.25)
where h1 + h2 + · · ·+ hk = h+ 1 and zi 6= zg for i 6= g. It is well known (see for example [20, Theorem 3.7]
and [1, page 104]) that the set of all complex sequences which verify (4.24) is a vectorial subspace of the
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space CN of all complex sequences, it has dimension h+ 1 and a basis is formed by the sequences
(zn1 )n≥0, (nz
n
1 )n≥0, (n
2zn1 )n≥0, ..., (n
h1−1zn1 )n≥0 ,
(zn2 )n≥0, (nz
n
2 )n≥0, (n
2zn2 )n≥0, ..., (n
h2−1zn2 )n≥0 ,
.................................................................... , (4.26)
(znj )n≥0, (nz
n
j )n≥0, (n
2znj )n≥0, ..., (n
hj−1znj )n≥0 .
Therefore there exists an identification between the recursive equation (4.24), the characteristic polynomial
(4.25), the subspace of sequences which satisfy the recursive equation and its basis (4.26).
Consider now an arithmetic progression a = (an)n≥0 of order h which verifies (4.23), for every n ≥ 0. The
characteristic polynomial associated is q1(z) = (z−1)h+1, hence the sequence (an)n≥0 is a linear combination
of the sequences (1)n≥0, (n)n≥0, (n
2)n≥0, ...., (n
h)n≥0. This is another way to obtain the expression (3.11).
Note that the sequence a has strict order h if a is not a linear combination of only the sequences (1)n≥0,
(n)n≥0, (n
2)n≥0, ...., (n
h−1)n≥0.
4.2. Subsequences of numerical sequences.
In the next result we consider a sequence (an)n≥0 such that its subsequences (acn)n≥0 and (adn)n≥0 are
arithmetic progressions. This result is essentially [8, Theorem 3.6].
Theorem 4.1. Let a = (an)n≥0 be a numerical sequence. Suppose that (acn)n≥0 is an arithmetic progression
of strict order h and (adn)n≥0 is an arithmetic progressions of strict order k ≥ 0, for c, d ≥ 1 and h, k ≥ 0.
Then (aen)n≥0 is an arithmetic progression of strict order ℓ, being e the greatest common divisor of c and
d, and ℓ the minimum of h and k.
Proof. As (acn)n≥0 is an arithmetic progression of strict order h satisfies the recursive equation
h+1∑
i=0
(−1)h+1−i
(
h+ 1
i
)
ac(i+j) = 0 , (4.27)
for all j ≥ 0. The equation (4.27) has the characteristic polynomial p1(z) := qc(z)h+1 := (zc − 1)h+1. We
call Vc to the subspace of C
N formed by all complex sequences which verify (4.27). Then Vc has dimension
dimVc = (h+ 1)c.
Analogously, (adn)n≥0 satisfies the equation
k+1∑
i=0
(−1)k+1−i
(
k + 1
i
)
ad(i+j) = 0 , (4.28)
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for all j ≥ 0. The characteristic polynomial of (4.28) is p2(z) := qd(z)k+1 = (zd − 1)k+1. Now the set of all
the sequences which verify (4.28) is a vectorial subspace Vd of C
N and dimVd = d(k + 1).
Therefore the sequences which verify both equations (4.27) and (4.28) are the sequences in the subspace
Vc ∩ Vd, those characteristic polynomial is the greatest common divisor of qc(z)h+1 and qd(z)k+1, which is
the polynomial qe(z)
ℓ+1 := (ze − 1)ℓ+1, where e is the greatest common divisor of c and d, and ℓ is the
minimum of h and k. Consequently (aen)n≥0 is an arithmetic progression of strict order ℓ. 
4.3. Monotony of positive arithmetic progressions.
We say that the sequence a = (an)n≥0 of real numbers is positive if an > 0 for any n ≥ 0. This subsection
is dedicated to positive arithmetic progressions.
Proposition 4.2. Let a be an arithmetic progression of order h of positive real numbers. Then the sequence
a is eventually increasing; that is, there is a positive integer n0 such that, for any integer n ≥ n0, we have
that an ≤ an+1. Moroever, if a is not constant, then
lim
n→∞
an =∞ .
Proof. If a is constant the result is clear. Assume that a is not constant, so is an arithmetic progression of
strict order h ≥ 1. The sequence (an)n≥0 satisfies (3.11) with positive leader coefficient γh, so an −→∞ as
n −→∞ and it is eventually increasing. 
Example 4.3. The sequence a = (an)n≥0 of natural numbers, given by an = n
2−2n+2 (n ≥ 0) is a positive
arithmetic progression of strict order 2. The first terms of a are 2, 1, 2, 5, 10..., hence a is not monotone.
Example 4.4. The sequence of natural numbers a = (an)n≥0 = (n
3 − 5n2 + 8n + 1)n≥0 is a positive
arithmetic progression of strict order 3, is increasing, but is not strictly increasing because a1 = a2 = 5:
a = (1, 5, 5, 7, 17...).
4.4. Powers of positive sequences.
Given a positive sequence a = (an)n≥0 and a real number q > 0, we define the sequence a
q := (aqn)n≥0.
Proposition 4.5. Let a = (an)n≥0 be a positive sequence, q, r > 0 and k, h ≥ 0. If aq is an arithmetic
progression of strict order k and if ar is an arithmetic progression of strict order h, then ar+q is an arithmetic
progression of strict order k + h.
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Proof. The polynomials associated to aq and ar are, respectively,
aqn = αkn
k + αk−1n
k−1 + · · ·+ α0 , a
r
n = βhn
h + βh−1n
h−1 + · · ·+ β0 (αk 6= 0, βh 6= 0) .
Then
ar+qn = αkβhn
k+h + · · ·+ α0β0 (αkβh 6= 0) .
Therefore ar+q is an arithmetic progression of strict order k + h. 
Proposition 4.6. [19, Proposition 4.1] Let a = (an)n≥0 be a positive sequence, q, r > 0 and k, h ≥ 0. If aq
is an arithmetic progression of strict order k and if ar is an arithmetic progression of strict order h, then
rk = hq . (4.29)
Proof. Consider the polynomials associated to the sequences aq and ar, respectively: for all integers n ≥ 0,
aqn = αkn
k + αk−1n
k−1 + · · ·+ α1n+ α0 (αk 6= 0) ,
arn = βhn
h + βh−1n
h−1 + · · ·+ β1n+ β0 (βh 6= 0) .
Note that k = 0⇐⇒ h = 0, hence (4.29) holds. Assume k, h ≥ 1. In this case there exist
lim
n→∞
aqn
nk
= αk > 0 and lim
n→∞
arn
nh
= βh > 0 .
Thus we have the equality
lim
n→∞
aqrn
nrk
= lim
n→∞
arqn
nhq
,
so kr = hq. 
Taking k, h ≥ 1 in the statement of Proposition 4.6, hence a is non-constant, it is possible to improve the
result.
Proposition 4.7. [19, Lemma 4.2] Let a = (an)n≥0 be a non-constant positive sequence, q, r > 0 and
k, h ≥ 1. If aq is an arithmetic progression of strict order k and if ar is an arithmetic progression of strict
order h, then at is an arithmetic progression of strict order d, where d = gcd{k, h} and
t =
qd
k
=
rd
h
. (4.30)
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Proof. Let P := paq and Q := par the polynomials associated to the sequences a
q and ar, respectively. For
any integer n ≥ 0,
P (n) = aqn = αkn
k + αk−1n
k−1 + · · ·+ α1n+ α0 (αk 6= 0) ,
Q(n) = arn = βhn
h + βh−1n
h−1 + · · ·+ β1n+ β0 (βh 6= 0) .
From Proposition 4.6 we obtain rk = hq. Hence
P (n)h = aqhn = a
kr
n = Q(n)
k .
Therefore P h = Qk, so P and Q have the same zeroes. If zi (1 ≤ i ≤ ℓ) is a common zero with multiplicity
ui in P and multiplicity vi in Q, then uih = vik. Moreover, if d = gcd{k, h}, then we obtain that k/d is
divisor of ui. Thus, for certain integers wi (1 ≤ i ≤ ℓ), for all n ≥ 0,
P (n) = (n− z1)
u1 ...(n− zℓ)
uℓ = ((n− z1)
w1 ...(n− zℓ)
wℓ)k/d = R(n)k/d ,
where R is a polynomial of degree d. Consequently
R(n) = P (n)d/k = aqd/kn = a
t
n ,
being t = qd/k. Hence at is an arithmetic progression of strict order d. As rk = hq, we can write t = rd/h. 
Proposition 4.8. [19, Proposition 4.3] Let a = (an)n≥0 be a positive sequence. Then a satisfies exactly one
of the following assertions:
(1) aq is not an arithmetic progression of order h, for all q > 0 and h ≥ 0.
(2) a is constant; hence aq is an arithmetic progression of order h, for all q > 0 and h ≥ 0.
(3) There are unique integer ℓ ≥ 1 and real s > 0 such that, for every k = 1, 2, 3..., the sequence aks is
an arithmetic progression of strict order kℓ. Moreover, if aq is an arithmetic progression of strict
order h, then q = ks and h = kℓ, for some k = 1, 2, 3...
Proof. Suppose that (1) and (2) fail, hence a is not constant. Let ℓ ≥ 1 the least integer such that as is an
arithmetic progression of strict order ℓ for some s > 0. From Proposition 4.6 we obtain that s is unique. Let
P := pas be the polynomial of degree ℓ associated to the sequence a
s. Then, for every k ≥ 1, the polynomial
P k has degree kℓ and
P (n)k = aksn ,
for n ≥ 0. Thus aks is an arithmetic progression of strict order kℓ. Conversely, if aq is an arithmetic
progression of strict order h ≥ 1, then at is an arithmetic progression of strict order d, where d = gcd{ℓ, h}
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and t = qdh =
sd
ℓ . From the minimality of ℓ we have that d = ℓ and then there is k =
q
s =
h
ℓ = 1, 2, 3... such
that h = kℓ and q = ks. 
The Proposition 4.8 leads to following notion.
Definition 4.9. Let s, q > 0 be real numbers and ℓ, h > 0 be integers. Given a non-constant positive sequence
a, we say that a is an arithmetic progression of proper order (s, ℓ) whenever as is an arithmetic progression
of strict order ℓ and if aq is an arithmetic progression of strict order h, then s ≤ q and ℓ ≤ h.
Notice that, if some power aq of a positive sequence a is an arithmetic progression, then there exist a real
s > 0 and an integer ℓ ≥ 1 such that a is an arithmetic progression of proper order (s, ℓ). Moreover aks is
of strict order kℓ and of order h ≥ kℓ, for all integer k ≥ 1 and any integer h.
ℓ 2ℓ 3ℓ 4ℓ
s
2s
3s
4s
a is an arithmetic progression of order proper (s, ℓ)
aks is an arithmetic progression of strict order kℓ
aks is an arithmetic progression of order h ≥ kℓ
Figure 1. Graphical interpretation of the order of a non-constant arithmetic progression
Remark 4.10. For a positive sequence a, in [19] the authors consider the sets
π(a) := {(h, q) : h ≥ 0 q > 0 aq is an arithmetic progression of order h} ,
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π̂(a) := {(h, q) : h ≥ 0 q > 0 aq is an arithmetic progression of strict order h} .
Proposition 4.8 can be formulated in the following form: the positive sequence a verifies exactly one of the
following:
(1) π(a) = π̂(a) = ∅.
(2) π̂(a) = {0}×]0,∞[ and π(a) = {0, 1, 2, 3...}×]0,∞[
(3) there are unique integer ℓ ≥ 1 and real s > 0 such that
π̂(a) = {(kℓ, ks) : k = 1, 2, 3...} and π(a) = {(h, ks) : k = 1, 2, 3...;h ≥ kℓ} .
5. APPLICATIONS TO (m, q)-ISOMETRIES
Now we apply the results of the previous sections to (m, q)-isometries. Consider three settings: metric
spaces, Banach spaces and Hilbert spaces.
In this section q, r, s denote real numbers and m,n, h, k, ℓ are integers.
5.1. (m, q)-isometries on metric spaces.
Throughout this section, E denotes a metric space, d its distance and T : E −→ E a map.
Definition 5.1. A map T : E −→ E is called an (m, q)-isometry if, for all x, y ∈ E,
m∑
k=0
(−1)m−k
(
m
k
)
d(T kx, T ky)q = 0 . (5.31)
It is clear that (1, q)-isometries are isometries.
Proposition 5.2. Let T : E −→ E be a map. Fixed m ≥ 1 and q > 0, the following assertions are
equivalent:
(1) T is an (m, q)-isometry.
(2) For all x, y ∈ E, the sequence (d(T nx, T ny)q)n≥0 is an arithmetic progression of order m− 1.
Proof. We have that T is an (m, q)-isometry if and only if Equation (5.31) holds for all x, y ∈ E. Fix
x, y ∈ E. For every integer ℓ ≥ 0,
m∑
k=0
(−1)m−k
(
m
k
)
d(T kT ℓx, T kT ℓy)q = 0 ,
so
m∑
k=0
(−1)m−k
(
m
k
)
d(T k+ℓx, T k+ℓy)q = 0 . (5.32)
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Therefore (d(T nx, T ny)q)n≥0 is an arithmetic progression of order m− 1. 
From Propositions 4.2 and 5.2 we obtain that if T is an (m, q)-isometry, then the sequence (d(T nx, T ny)q)n≥0
is eventually increasing.
The (m, q)-isometries are (m+ ℓ, q)-isometries, for every ℓ ≥ 0, since the arithmetic progressions of order
h are also arithmetic progressions of order h+ ℓ, for all ℓ ≥ 0. For this it is natural the following definition:
Definition 5.3. A map T : E −→ E is called a strict (m, q)-isometry if it is an (m, q)-isometry with m = 1
or if it is an (m, q)-isometry, but is not an (m− 1, q)-isometry, for m > 1.
Now we give an analogous to Proposition 5.2 for strict (m, q)-isometries. We omit the proof since is clear.
Proposition 5.4. Let T : E −→ E be a map. Fixed m ≥ 1 and q > 0, the following assertions are
equivalent:
(1) T is a strict (m, q)-isometry.
(2) For all x, y ∈ E, the sequence (d(T nx, T ny)q)n≥0 is an arithmetic progression of order m− 1 and it
is an arithmetic progression of strict order m− 1 for some x, y ∈ E.
By Proposition 4.7, if T is an (m, q)-isometry and an (n, r)-isometry, then
(m− 1)r = (n− 1)q .
Applying Proposition 4.8 we obtain the following result.
Proposition 5.5. Let T : E −→ E be a map. Then T satisfies exactly one of the following assertions:
(1) T is not an (m, q)-isometry for all m ≥ 1 and q > 0.
(2) T is an isometry.
(3) There are unique m ≥ 2 and q > 0 such that T is a strict ((m − 1)k + 1, qk)-isometry, for every
k = 1, 2, 3.... Moreover, if T is an strict (n, r)-isometry, then n = (m− 1)k+1 and r = qk for some
k = 1, 2, 3...
Proof. Note that if T is an strict (m, q)-isometry, then (d(T kx, T ky)q)k≥0 is an arithmetic progression of
order m− 1, for all (x, y) ∈ E×E, and (d(T ku, T kv)q)k≥0 is an arithmetic progression of strict order m− 1,
for some (u, v) ∈ E × E. Hence, for all k ≥ 1, (d(T kx, T ky)q)k≥0 is an arithmetic progression of order
k(m− 1), for all (x, y) ∈ E×E, and (d(T ku, T kv)q)k≥0 is an arithmetic progression of strict order k(m− 1),
for some (u, v) ∈ E × E. Consequently T is a strict (k(m− 1) + 1, kq)-isometry. 
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The above proposition and Definition 4.9 motivate the following definition.
Definition 5.6. An (m, q)-isometry T : E −→ E is said to be a proper (m, q)-isometry if m ≤ n and q ≤ r
whenever T is a (n, r)-isometry.
Note that any proper (m, q)-isometry is a strict (m, q)-isometry. By [19, Corollary 4.6], also it is a strict
(k(m− 1) + 1, kq)-isometry, for all positive integer k.
5.2. Distance associated to an (m, q)-isometry on a metric space.
The (m, q)-isometries become isometries for an adequate distance. The following results are analogous to
[7].
Proposition 5.7. [10, Proposition 5.1] Let T be an (m, q)-isometry. For x, y ∈ E define
ρT (x, y) :=
(
m−1∑
k=0
(−1)m−1−k
(
m− 1
k
)
d(T kx, T ky)q
)1/q
.
Then ρT is a semi-distance and moreover,
ρT (x, y)
q = (m− 1)! lim
n→∞
d(T nx, T ny)q
nm−1
. (5.33)
Proof. As (d(T nx, T ny)n≥0) is an arithmetic progression of order m− 1, by Theorem 3.5 we can write
d(T nx, T ny)q = γm−1n
m−1 + γm−2n
m−2 + · · ·+ γ0
=
m−1∑
k=0
(
n
k
)
Dk(d(T 0x, T 0y)q) ,
where
γm−1 =
1
(m− 1)!
Dm−1(d(T 0x, T 0y)q) =
1
(m− 1)!
(
m−1∑
k=0
(−1)m−1−k
(
m− 1
k
)
d(T kx, T ky)q
)
.
Therefore
ρT (x, y)
q = (m− 1)! γm−1
= (m− 1)! lim
n→∞
d(T nx, T ny)q
nm−1
.
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We will show that ρT is a semi-metric. By (5.33) it is clear that ρT ≥ 0, ρT (x, x) = 0 and ρT (x, y) =
ρT (y, x) for all x, y ∈ E. It remains to show the triangular inequality. Let x, y, z ∈ E. Then
ρT (x, y) = [(m− 1)!]
1/q lim
n→∞
d(T nx, T ny)
n
m−1
q
≤ [(m− 1)!]1/q lim
n→∞
d(T nx, T nz)
n
m−1
q
+ [(m− 1)!]1/q lim
n→∞
d(T nz, T ny)
n
m−1
q
= ρT (x, z) + ρT (z, y) .
So the proof is finished. 
By (5.33), if T is an (m, q)-isometry, then ρT (x, y) = ρT (Tx, T y); that is, T : (E, ρT ) −→ (E, ρT ) is an
isometry.
5.3. Powers and products of (m, q)-isometries on metric spaces.
Now we apply the results of subsections 2.5 and 3.2 to (m, q)-isometries.
Theorem 5.8. [10, Theorems 3.15 and 3.16], [8, Theorems 3.1 and 3.6]. Let T : E −→ E be a map.
(1) If T is a strict (m, q)-isometry, then any power T k is also a strict (m, q)-isometry.
(2) If T c is a strict (m, q)-isometry and T d is a strict (ℓ, q)-isometry, then T e is an (h, q)-isometry,
where e is the greatest common divisor of c and d, and h is the minimum of m and ℓ.
Proof. It is useful the following notation: we define the map T ×q T : E × E −→ R by (T ×q T )(x, y) :=
d(Tx, T y)q.
(1) Assume that T is a strict (m, q)-isometry. Note that this is equivalent to that the sequence (T n ×q
T n)n≥0 is an arithmetic progression of strict order m−1 in RE×E . Given an integer k ≥ 1, (T kn×q T kn)n≥0
is also an arithmetic progression of strict order m− 1 by Corollary 3.7. Hence T k is a strict (m, q)-isometry.
(2) As T c is a strict (m, q)-isometry we have that (T ck ×q T ck)k≥0 is an arithmetic progression of strict
order m− 1. Analogously, from T d a strict (ℓ, q)-isometry we obtain that (T dk ×q T dk)k≥0 is an arithmetic
progression of strict order ℓ − 1. Applying Theorem 4.1 it results that (T ek ×q T ek)k≥0 is an arithmetic
progression of strict order h − 1, so T e is an (h, q)-isometry, being e = gcd(m, ℓ) and h the mimimun of h
and k. 
Corollary 5.9. ([10, Corollary 3.17], [8, Corollary 3.7]).Let E be a metric space and T : E −→ E be a map.
For positive integers h, n,m and real number q ≥ 0,
(1) If T is an (m, q)-isometry and T h is an isometry, then T is an isometry.
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(2) If T h and T h+1 are (m, q)-isometries, then T is an (m, q)-isometry.
(3) If T h is an (m, q)-isometry and T h+1 is an (n, q)-isometry with m < n, then T is an (m, q)-isometry.
Theorem 5.10. ([10, Theorem 3.14], [8, Theorem 3.3]). Let E be a metric space, S, T : E −→ E maps
such that commute, q positive real number and n,m positive integers. If T is an (n, q)-isometry and S is an
(m, q)-isometry, then ST is an (m+ n− 1, q)-isometry.
Proof. Fix x, y ∈ E. Consider the sequence (ai,j)i,j≥0 defined by ai,j := d(SiT jx, SiT jy)q. As S is an
(m, q)-isometry, the sequence (ai,j)i≥0 is an arithmetic progression of order m− 1, for all j ≥ 0. Taking into
account that TS = ST and that T is (n, q)-isometry, the sequence (ai,j)j≥0 is an arithmetic progression of
order n− 1, for all i ≥ 0. Applying Theorem 3.9 we have that (ai,i)i≥0 is an arithmetic progression of order
m+ n− 2. Therefore ST is an (m+ n− 1, q)-isometry. 
5.4. (m, q)-isometries on Banach spaces.
Throughout this subsection, X denotes a Banach space and ‖ · ‖ its norm, and T : X −→ X a linear map.
The notion of (m, q)-isometry can be adapted to the setting of Banach space in the following way:
Proposition 5.11. A linear map T : X −→ X is an (m, q)-isometry if and only if, for all x ∈ X,
m∑
k=0
(−1)m−k
(
m
k
)
‖T kx‖q = 0 . (5.34)
Proof. It is enough note that d(x, y) = ‖x− y‖ and ‖T kx− T ky‖ = ‖T k(x− y)‖. 
Proposition 5.12. Let T : X −→ X be a linear map. Fixed m ≥ 1 and q > 0, the following assertions are
equivalent:
(1) T is an (m, q)-isometry.
(2) For all x ∈ X, the sequence (‖T nx‖q)n≥0 is an arithmetic progression of order m− 1.
Now we give an analogous to Proposition 5.2 for strict (m, q)-isometries. We omit the proof since is clear.
Proposition 5.13. Let T : X −→ X be a linear map. Fixed m ≥ 1 and q > 0, the following assertions are
equivalent:
(1) T is a strict (m, q)-isometry.
(2) For all x ∈ X, the sequence (‖T nx‖q)n≥0 is an arithmetic progression of order m − 1 and it is an
arithmetic progression of strict order m− 1 for some x ∈ X.
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5.5. m-isometries on Hilbert spaces.
Throughout this subsection, H denotes a Hilbert space and 〈·〉 its inner product, T : H −→ H a (linear
bounded) operator and T ∗ its adjoint.
As Hilbert spaces are considered Banach spaces, we can apply the results given in the previous section.
However, the case q = 2 can be expressed in a special way. By this, we give the following definition:
Definition 5.14. An operator T : H −→ H is an m-isometry if it is an (m, 2)-isometry.
Proposition 5.15. Let T ∈ L(H). The following statements are equivalent:
(1) T is an m-isometry; that is, for every x ∈ H, the sequence (‖T kx‖2)k≥0 is an arithmetic progression
of order m− 1 in R; that is for all ℓ ≥ 0,
m∑
k=0
(−1)m−k
(
m
k
)
‖T k+ℓx‖2 = 0 .
Equivalently, for every x ∈ H,
m∑
k=0
(−1)m−k
(
m
k
)
‖T kx‖2 = 0 . (5.35)
(2) The following operator equality
m∑
k=0
(−1)m−k
(
m
k
)
T ∗kT k = 0 (5.36)
holds. Equivalently, the sequence (T ∗kT k)k≥0 is an arithmetic progression of order m− 1 in L(H);
that is, for all ℓ ≥ 0,
m∑
k=0
(−1)m−k
(
m
k
)
T ∗k+ℓT k+ℓ = 0 .
(3) For every x ∈ H, the sequence (T ∗kT kx)k≥0 is an arithmetic progression of order m− 1 in H; that
is, for all ℓ ≥ 0,
m∑
k=0
(−1)m−k
(
m
k
)
T ∗k+ℓT k+ℓx = 0 .
Equivalently, for every x ∈ H,
m∑
k=0
(−1)m−k
(
m
k
)
T ∗kT kx = 0 .
(4) For every x, y ∈ H, the sequence (〈T ∗kT kx, y〉)k≥0 is an arithmetic progression of order m− 1 in C;
that is, for all ℓ ≥ 0,
m∑
k=0
(−1)m−k
(
m
k
)
〈T ∗k+ℓT k+ℓx, y〉 = 0 .
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Equivalently, for every x, y ∈ H,
m∑
k=0
(−1)m−k
(
m
k
)
〈T ∗kT kx, y〉 = 0 .
Proof. Note that, for every x ∈ H ,
m∑
k=0
(−1)m−k
(
m
k
)
‖T kx‖2 =
m∑
k=0
(−1)m−k
(
m
k
)
〈T kx, T kx〉 =
m∑
k=0
(−1)m−k
(
m
k
)
〈T ∗kT kx, x〉 = 0 .
Taking into account that the operator
∑m
k=0(−1)
m−k
(
m
k
)
T ∗kT k is self adjoint, we obtain that the conditions
(1) and (2) are equivalent. The other implications are clear. 
5.6. A perturbation result on Hilbert spaces.
Now apply Theorem 3.10, about perturbation of arithmetic progressions by nilpotents on rings, to m-
isometries.
We use the following notation:
βm−1(T ) :=
m−1∑
i=0
(−1)m−1−i
(
m− 1
i
)
T ∗iT i .
Theorem 5.16. [11]. Let T ∈ L(H) be a strict m-isometry. Let Q ∈ L(H) be an n-nilpotent operator such
that TQ = QT . Then T + Q is an (2n +m − 2)-isometry. Moreover, is a strict (2n +m − 2)-isometry if
and only if Q∗n−1βm−1(T )Q
n−1 6= 0.
Proof. We apply Theorem 3.10 taking y = T ∗, x = T , b = Q∗ and a = Q, being both a and b n-nilpotent.
Then ((T +Q)∗k(T +Q)k)k≥0 is an arithmetic progression of order n+ n+m− 3. Consequently T +Q is
a (2n +m − 2)-isometry. Moreover, T +Q is a strict (2n +m − 2)-isometry whenever bn−1cm−1an−1 6= 0;
that is
Q∗n−1βm−1(T )Q
n−1 = Q∗n−1
(
m−1∑
i=0
(−1)m−1−i
(
m− 1
i
)
T ∗iT i
)
Qn−1 6= 0 ,
since cm−1 =
1
(m− 1)!
βm−1(T ) by Theorem 3.5. Hence the proof is finished. 
5.7. n-invertible operators on Hilbert spaces.
Suppose that S, T : H −→ H are operators on the Hilbert space H . We say that S is a left n-inverse of
T if
n∑
k=0
(−1)n−k
(
h
k
)
SkT k = 0 . (5.37)
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If equation (5.37) holds, it is said that T is a right n-inverse of S; equivalently (SkT k)k≥0 is an arithmetic
progression of order n− 1 in the algebra L(H). We say that S is an left strict n-inverse of T if the sequence
(SkT k)k≥0 is an arithmetic progression of strict order n− 1 in L(H); in this case we also say that T is an
right strict n-inverse of S. In [18] and [22] are studied the right and left n-inverses. They are related with
m-isometries. Note that T is an m-isometry whenever T ∗ is a left m-inverse of T ; that is, T is an right
m-inverse of T ∗. Many results about m-isometries can be extended to m-inverses. We give a perturbation
result similar to Theorem 5.16.
We denote
βn−1(S, T ) :=
n−1∑
i=0
(−1)m−1−i
(
m− 1
i
)
SiT i .
In [15] is proved the following result.
Theorem 5.17. Let S ∈ L(H) be a left strict n-inverse of T . Let P ∈ L(H) be an h-nilpotent and Q ∈ L(H)
be a k-nilpotent such that SP = PS and TQ = QT . Then S + P is a left (n+ h+ k − 2)-inverse of T +Q.
Moreover, it is a strict left (n+ h+ k − 2)-inverse if and only P h−1Sh−kβn−1(S, T )Qk−1 6= 0, if k ≤ h, or
whenever P h−1βn−1(S, T )T
k−hQk−1 6= 0, if h ≤ k.
Proof. As S is a left strict n-inverse of T , we have that (SkT k)k≥0 is an arithmetic progression of strict order
n− 1. In Theorem 3.10 we take y = S, x = T , b = P and a = Q. Then the sequence ((y+ b)k(x+ a)k)k≥0 =
((S + P )k(T + Q)k)k≥0 is an arithmetic progression of order n + h + k − 3. Therefore S + P is a left
(n+ h+ k − 2)-inverse of T +Q. Moreover it is strict whenever
bh−1yh−kcn−1a
k−1 = P h−1Sh−kβn−1(S, T )Q
k−1 6= 0 ,
if k ≤ h, or whenever
bh−1cn−1x
k−hak−1 = P h−1βn−1(S, T )T
k−hQk−1 6= 0 ,
if h ≤ k, since cn−1 =
1
(n− 1)!
βn−1(S, T ) by Theorem 3.5. 
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