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Abstract The QCD-induced W±γ production channels in
association with two jets are computed at next-to-leading
order QCD accuracy. The W bosons decay leptonicly and
full off-shell and finite width effects as well as spin correla-
tions are taken into account. These processes are important
backgrounds to beyond Standard Model physics searches
and also relevant to test the nature of the quartic gauge cou-
plings of the Standard Model. The next-to-leading order cor-
rections reduce the scale uncertainty significantly and show
a non-trivial phase space dependence. Our code will be pub-
licly available as part of the parton level Monte Carlo pro-
gram VBFNLO.
PACS 12.38.Bx, 13.85.-t, 14.70.Fm, 14.70.Bh
1 Introduction
Di-boson production in association with two jets constitutes
an important set of processes at the LHC. They are back-
grounds to many Standard Model (SM) searches. For ex-
ample, W-, Z- and photon-pair production with two accom-
panying jets are irreducible backgrounds of Higgs produc-
tion via vector boson fusion. Furthermore, they are sensi-
tive to triple and quartic gauge couplings, thereby providing
us with an excellent avenue to understand the electroweak
(EW) sector of the SM and possibly to get hints of physics
beyond the SM.
There are two mechanisms to produce them, namely,
EW-induced channels of order O
(
α4
)
and QCD-induced
processes of order O
(
α2s α
2) for on-shell production at lead-
ing order (LO). Additionally, the EW mode is classified into
“vector boson fusion” (VBF) mechanism, which involves t
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and u channel exchange, and s channel contributions corre-
sponding mainly to VVV production with one V decaying
into two jets.
The VBF production modes include vector boson scat-
tering, VV → VV , as a basic topology. For massive gauge
boson scattering, the main interest will be to elucidate whe-
ther the recently discovered Higgs boson unitarizes this pro-
cess as predicted in the SM. Processes with a real photon in
the final state are also interesting since they are sensitive to
triple and quartic gauge couplings and have a higher cross
section.
The next-to-leading order (NLO) QCD corrections to
the VBF processes have been computed in Refs. [1–5] for
all combinations of massive gauge bosons, including lep-
tonic decays of the gauge bosons as well as all off-shell
and finite width effects. A similar calculation with a W bo-
son and a real photon in the final state has been done in
Ref. [6]. For the s channel contributions, the NLO QCD cor-
rections with leptonic decays were computed in Refs. [7–12]
and are available via the VBFNLO program [13, 14] (see also
Refs. [15–17] for on-shell production and Ref. [18] for NLO
EW corrections).
NLO QCD corrections to the QCD-induced processes
have been computed for W+W+ j j [19–22], W+W− j j [23,
24], W±Z j j [25] and γγ j j [26] production. Results for γγ j j j
production at NLO QCD have been very recently presented
in Ref. [27].
In this paper, we provide first results for the QCD-induced
Wγ j j production channel. The calculation is based on our
previous implementation of NLO QCD corrections to WZ j j
production processes [22], where the off-shell photon con-
tribution was included. The interference effects between the
QCD and EW induced amplitudes are generally small for
most applications [5, 21, 22] and are not considered here.
Leptonic decays of the W boson as well as all off-shell ef-
fects are consistently taken into account. This includes also
2the radiative decay of the W with a real photon radiated off a
charged lepton, which diminishes the sensitivity of the EW-
induced Wγ j j production mode to anomalous couplings. In
this paper, we follow the approach of Ref. [28] (see also ref-
erences therein) to reduce this contribution by imposing a
cut on the transverse mass of the Wγ system.
To define the Wγ j j signature, since our study is done at
the jet cross section level and fragmentation contributions
are not taken into account, the real photon has to be iso-
lated from the partons to avoid collinear singularities due
to q → qγ splittings. While a similar issue with the charged
lepton can be resolved by imposing a simple cut on Rlγ =
[(yγ−yl)2+(φγ−φl)2]1/2 (y and φ being the the rapidity and
azimuthal angle, respectively) to separate the photon from
the charged lepton, it cannot be applied to partons because
doing so would also remove events with a soft gluon. These
events are needed at NLO (or beyond) to cancel soft diver-
gences in the virtual amplitudes. To solve this problem, we
use the smooth cone isolation cut proposed by Frixione [29].
This approach preserves IR safety without the use of frag-
mentation functions and thereby allows us to focus on the
physics of the hard photon.
The QCD-induced Wγ j j production process has been
implemented within the VBFNLO framework, a parton level
Monte Carlo program which allows the definition of general
acceptance cuts and distributions.
This paper is organized as follows: In the next section,
the major points of our implementation will be provided. In
Section 3 the setup used for the calculation and the numer-
ical results for inclusive cross sections and various distribu-
tions will be given. Conclusions are presented in Section 4
and in the appendix results at the amplitude squared level
for a random phase-space point are provided.
2 Calculational details
In this paper, we compute the QCD-induced processes at
NLO QCD for the process
pp→ l±
(—)
νlγ j j+X , (1)
at order O(α3s α3). We present results for the specific lep-
tonic final state e±
(—)
νeγ and refer to the process as Wγ j j pro-
duction for simplicity. The final results can be multiplied by
a factor two to take the µ± (—)νµγ channels into account. To
compute the amplitudes, we follow the method described in
Ref. [25] for W±Z j j production implemented in the VBFNLO
program. We provide a summary here for the sake of being
self contained.
The Feynman diagrammatic approach is taken and for
simplicity we choose to describe the resonating W± propa-
gators with a fixed width and keep the weak-mixing angle
real. At LO, we classify all contributions into 4-quark and
2-quark-2-gluon amplitudes, e.g. for W+γ j j
u ¯d → u¯u l+νlγ,
u ¯d → c¯c l+νlγ,
u ¯d → ¯dd l+νlγ,
u ¯d → s¯s l+νlγ,
gg→ u¯d l+νlγ (2)
and accordingly for W−γ j j.
From these five generic subprocesses we can obtain all
the amplitudes of other subprocesses via crossing. Some rep-
resentative Feynman diagrams are displayed in Fig. 1. We
work in the 5-flavor scheme, hence the bottom-quark con-
tribution with mb = 0 is included. Subprocesses with exter-
nal top quarks should be treated as different signatures and
therefore are omitted. However, the virtual top-loop contri-
bution is included in our calculation.
Fig. 1: Representative tree-level Feynman diagrams.
At NLO QCD, there are the virtual and the real correc-
tions. We use dimensional regularization [30] to regularize
the ultraviolet (UV) and infrared (IR) divergences and use
an anticommuting prescription of γ5 [31]. The UV diver-
gences of the virtual amplitude are removed by the renor-
malization of αs. Both the virtual and the real corrections are
infrared divergent. These divergences are canceled using the
Catani-Seymour prescription [32] such that the virtual and
real corrections become separately numerically integrable.
As mentioned in the introduction, collinear singularities that
result from a real photon emitted off a massless quark are
eliminated using the photon isolation cut proposed by Frix-
ione, which preserves the IR QCD cancellation and elim-
inates the need of introducing photon fragmentation func-
tions. The real emission contribution includes, allowing for
external bottom quarks, 186 subprocesses with six particles
in the final state.
The virtual amplitudes are more challenging involving
up to six-point rank-five one-loop tensor integrals appearing
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Fig. 2: Selected Feynman diagrams contributing to the vir-
tual amplitudes.
in the 2-quark-2-gluon virtual amplitudes. There are 42 six-
point diagrams for each of seven independent subprocesses.
The 4-quark group is simpler with only 6 hexagons for the
most complicated subprocesses with same-generation quarks.
Fig. 2 shows some selected contributions to the virtual am-
plitude. The evaluation of scalar integrals is done following
Refs. [33–37]. The tensor coefficients of the loop integrals
are computed using the Passarino-Veltman reduction for-
malism [38] up to the box level. For pentagons and hexagons,
we use the reduction formalism of Ref. [39] (see also Refs. [40,
41]).
Our calculation has been carefully checked as follows.
The present code is adapted from our previous implemen-
tation of the WV j j (V = Z,γ∗) production processes [22],
which has been crosschecked at the amplitude level by two
independent calculations. The adaptation includes remov-
ing the Z contribution, disallowing the decay γ∗ → l+l−
and adding the radiative decay W± → l±
(—)
νlγ . These trivial
changes are universal and have been crosschecked. More-
over, the real emission contributions have been crosschecked
against Sherpa [42, 43] and agreement at the per mill level
was found. A nontrivial change arises in the virtual ampli-
tudes where we have to calculate a new set of scalar integrals
which do not occur in the off-shell photon case. We have
again checked this with two independent calculations and
obtained full agreement at the amplitude level. The first im-
plementation uses FeynArts-3.4 [44] and FormCalc-6.2
[45] to obtain the virtual amplitudes. The in-house library
LoopInts is used to evaluate the scalar and tensor one-loop
integrals.
In the following, we sketch the second implementation,
which will be publicly available via the VBFNLO program
and is the one used to obtain the numerical results presented
in the next section. As customary in all VBFNLO calculations,
the spinor-helicity formalism of Ref. [46] is used through-
out the code. The leptonic decays of the EW gauge bosons,
which are common for all sub-processes, are calculated once
for each phase-space point and stored. In addition we pre-
calculate parts of Feynman diagrams, that are common to
the sub-processes of the real emission and use a caching
system to compute Born amplitudes appearing in different
dipole terms [32] only once.
For the virtual amplitudes, we use generic building blocks,
computed with the in-house program described in Ref. [40],
which include groups of loop corrections to Born topologies
with a fixed number and a fixed order of external particles,
i.e. all self-energy, triangle, box, pentagon and hexagon cor-
rections to a quark line with four attached gauge bosons are
combined into a single routine. The scalar and tensor inte-
grals are computed as described in Ref. [40].
The control of the numerical instabilities is done as cus-
tomary in our calculations using Ward identities. By replac-
ing a polarization vector with the corresponding momen-
tum, one can build up identities relating N-point integrals
to lower point integrals. This property is transferred to the
building blocks as described in Ref. [40], providing an addi-
tional check of the correctness on the calculation of the vir-
tual amplitudes. This procedure is possible because we fac-
torize the color and EW couplings from the building blocks
and assume the polarization vector of the external gauge
bosons as an effective current without using special prop-
erties like transversality or on-shellness. These identities are
called gauge tests and are checked for every phase space
point with a small additional computing cost by using a
cache system. If the gauge tests are true by less than 2 digits
with double precision, the program recalculates the associ-
ated building blocks with quadruple precision and the point
is discarded if the gauge tests still fail. After this step, the
number of discarded points is statistically negligible for a
typical calculation with the inclusive cuts specified in the
next section. This strategy was also successfully applied in,
e.g., Refs. [22, 25, 47–49]. With this method, we obtain the
NLO inclusive cross section with statistical error of 1% in
three hours on an Intel i5-3470 computer with one core and
using the compiler Intel-ifort version 12.1.0. To obtain this
level of speed, it is important to notice that there are two
contributions dominating in two different phase space re-
gions associated with the two decay modes of the W bosons,
namely W±→ l±
(—)
νl and W±→ l±
(—)
νlγ . This means that there
are two different positions of the on-shell W pole in the
phase space. For efficient Monte Carlo generation, we divide
the phase space into two separate regions to consider these
two possibilities and then sum the contributions to get the
total result. The regions are generated as double EW boson
production as well as W production with (approximately)
on-shell W+ → ℓ+νlγ (or W− → ℓ− ¯νlγ) three-body decay,
respectively, and are chosen according to whether m(ℓ+νlγ)
or m(ℓ+νl) is closer to MW .
43 Numerical results
In this section, we present results for the integrated cross
section and for various differential distributions. As EW in-
put parameters, we use MW = 80.385GeV, MZ = 91.1876GeV
and GF = 1.16637×10−5GeV−2. We then use tree-level re-
lations to calculate the weak mixing angle and the electro-
magnetic coupling from these. As parton distribution func-
tions we use the MSTW2008 parton distribution functions [50]
with αLOs (MZ) = 0.13939 and αNLOs (MZ) = 0.12018. The
W decay width is calculated as ΓW = 2.09761GeV. With
the lepton-photon separation Rlγ > 0.4 (see below), we can
set the charged lepton masses to zero because they are very
small compared to the minimum invariant mass of the lepton-
photon system, which is about 10GeV. We work in the five-
flavor scheme and use the MS renormalization of the strong
coupling constant with the top quark decoupled from the
running of αs. However, the top-loop contribution is explic-
itly included in the virtual amplitudes, using mt = 173.1GeV.
To have a large phase space for QCD radiation, we choose
inclusive cuts defined as
pT ( j,l) > 20GeV pT (γ) > 30GeV /pT > 30GeV
|y j|< 4.5 |yl |< 2.5 |yγ |< 2.5
R jl > 0.4 Rlγ > 0.4 R jγ > 0.7, (3)
where the missing energy is associated with the neutrino.
The anti-kt algorithm [51] with a cone radius of R = 0.4 is
used to cluster partons into jets. To deal with the real pho-
ton in the final state, we use the smooth isolation cut à la
Frixione [29]. Events are accepted if
∑
i∈partons
pT,iθ (R−Rγi)≤ pT,γ
1− cosR
1− cosδ0
∀R < δ0 (4)
with δ0 = 0.7. As dynamical factorization and renormaliza-
tion scale, we use as central value
µ0 = a
(
∑
jets
pT,ieb|yi−y12|+ pT,γ +ET,W
)
, (5)
where ET,W = (p2T,W +m2W )1/2, with mW being the recon-
structed mass, denotes the transverse energy of the W boson
and y12 = (y1 + y2)/2 the average rapidity of the two hard-
est jets. The parameters a and b are arbitrary and we choose
a = 1/2 and b = 1 such that the first term in the right hand
side of Eq. (5) is equal to the invariant mass, m j j, of the two
hardest jets in the large |y1− y2| limit and for pT, j1 ≈ pT, j2.
If pT, j1 ≫ pT, j2 then it is much larger than m j j. For small
∆ytags this contribution approaches ∑jets pT,i/2. It was sug-
gested first in Ref. [52] in the framework of di-jet production
and was proved to be appropiate for W+W+ j j production in
Ref. [22].
At µo with this set up we obtain σLO = 622.7 ± 0.1fb
(457.6± 0.1fb) and σNLO = 605.0± 0.3fb(459.6± 1.2fb)
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Fig. 3: Scale dependence of the LO and NLO cross sections
at the LHC. The curves with and without stars are for W−γ j j
and W+γ j j productions, respectively. The reference scale
µ0 is defined in Eq. (5) and the text.
for W+γ j j (W−γ j j) production, with the W decaying into
the first generation of leptons. Here the errors are the Monte
Carlo errors of the calculation. The K-factor defined as K ≡
σNLO/σLO, is 0.97(1.00). The result depends on the factor-
ization and renormalization scales since we only calculate
at fixed order in perturbative QCD. Fig. 3 shows, both for
W+γ j j and W−γ j j production, that the dependence of the
cross section on the factorization and renormalization scale,
which are set equal for simplicity, is significantly reduced
when calculating the NLO QCD corrections. If we vary the
two scales separately, a small dependence on µF is observed,
while the µR dependence is similar to the behavior shown in
Fig. 3.
In the following, distributions for the W+γ j j production
channel will be presented. The results for W−γ j j production
are similar. Fig. 4 shows in the top row the differential LO
and NLO cross sections of the transverse momentum of the
hardest jet (left) and the photon (right), and in the lower row,
the invariant mass (left) and rapidity separation (right) of the
two tagging jets ordered by pT . To give a measure of scale
uncertainty, we also include with bands the results for µF =
µR = µ = 2±1µ0. The small panels show the differential K-
factors, defined as the ratio of the NLO to the LO results.
The differential distributions are less sensitive at NLO
to the scale variation than at LO and the relative scale un-
certainty is equally distributed in the entire pT, j1 and pT,γ
spectrum. The phase space shows a non-trivial dependence
with K-factors varying, for µ = µ0, from 1.2 to 0.8 for the
pT distribution of the hardest jet and from 0.95 to 0.8 for the
transverse momenta of the photon in the ranges shown.
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Fig. 4: Differential cross sections, for QCD-induced Wγ j j production at LO and NLO, with inclusive cuts are shown for the
transverse momenta of the hardest jet (top left) and the photon (top right), the invariant mass (bottom left) of the two tagging
jets ordered by pT . The distributions of the rapidity separation between the two jets are in the bottom right panel. The bands
describe µ0/2≤ µF = µR ≤ 2µ0 variations. The K-factor bands are due to the scale variations of the NLO results, with respect
to σLO(µ0). The dots in the small panels are for the central scale, while the two solid lines correspond to µF = µR = 2µ0 and
µ0/2.
In the bottom panels, we observe a similar significant
reduction of the scale uncertainties for the m j j (left) and the
∆ytags (right) differential distributions, with the K-factor of
the invariant mass distributions varying from about 0.9 to
1.2 at 2.4 TeV and with a fairly constant slope and the K-
factor for the rapidity difference of the two leading tagging
jets varying from 0.85 to 1.4 in the range showed.
Finally in Fig. 5, we plot in the left the differential dis-
tribution of the separation in the rapidity azimuthal-angle
plane of the lepton and photon, Rlγ , and on the the right the
transverse cluster mass of the Wγ system defined as (see e.g.
Ref. [28])
mT,W γ =
([
(m2lγ + p
2
Tlγ )
1
2 + 6pT
]2
− (pT lγ + 6pT )
2
) 1
2
.
(6)
In those plots, one can observe how the photon radiated off
the lepton can be effectively removed by imposing a cut on
the transverse cluster mass. This radiative W decay repre-
sents a simple QED process (bottom left diagram of Fig. 1),
which diminishes the sensitivity to anomalous couplings,
which might enter in e.g. the top left diagram of Fig. 1. For
mT,W γ > 90GeV, the radiative decay peak at mT,W γ = mW
is eliminated, affecting mainly the region of small Rlγ (left).
Furthermore, the NLO cross section is reduced by approxi-
mately 15% showing the efficiency of the cut.
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Fig. 5: Differential cross sections, for the QCD-induced channels at LO and NLO, with inclusive cuts and for different values
of the mT,(W γ) cut. In the upper row the distributions Rlγ (left) and the transeverse cluster energy of the W γ system mT,(W γ)
(right) are shown. The lower row shows the rapidity (left) and azimuthal angle (right) separation of the photon and lepton.
The bands on the distributions describe µ0/2≤ µF = µR ≤ 2µ0 variations for mT,(W γ) > 0. The corresponding K-factor bands
are due to the scale variations of the NLO results, with respect to σLO(µ0). The curves with stars in the narrow panels below
the distributions are for the central scale for mT,(W γ) > 0. The K-factors at µ0 for the other cuts are also shown.
The Rlγ distribution in Fig. 5 shows a sudden increase
of the K-factor starting at pi , which correlates to the sudden
fall of the differential cross section. This discontinuity in
the slope can be explained as follows. The R separation is
defined as Rlγ = [(∆ylγ )2 +(∆φlγ )2]1/2 where ∆φlγ ∈ [0,pi ].
For 0 < Rlγ < pi , the dominant contribution comes from the
∆ylγ ≈ 0 region (see the ∆ylγ distribution in Fig. 5), and
the behavior of the K-factor is given by the one of the ∆φlγ
distribution also displayed in Fig. 5, which is rather flat. For
Rlγ > pi , the rapidity separation must increase and the K-
factor is similar to the one of the ∆ylγ distribution.
The above results for various differential distributions
show that our default scale choice defined in Eq. (5) and
the text can make the LO results quite similar to the NLO
ones, with the difference being smaller than 20% in most
cases. The exceptional cases are the distributions of ∆ytags
(see Fig. 4) and ∆ylγ (see Fig. 5). Here we observe that the
K-factor increases with large rapidity separations. This indi-
7cates that the default scale choice is too large at large rapid-
ity separations, making the LO results too small. We have
tried a different scale choice, using Eq. (5) with a = 1/2 and
b = 0, and found that the NLO results, for the distributions
shown, agree with the ones obtained with the default scale
within 10%, while the two scale choices at LO produce dif-
ferences as large as a factor of 2 for the m j j and ∆ytags distri-
butions. We also found that the new scale choice makes the
K-factors decrease well below one with increasing invariant
mass or rapidity separation of the two hardest jets.
4 Conclusions
In this paper, we have reported first results for W±γ j j +X
production at order O
(
α3s α
3)
, including the leptonic de-
cays, full off-shell and finite width effects as well as all spin
correlations. The NLO QCD corrections to the total cross
section are small but they exhibit non-trivial phase space de-
pendencies, reaching up to 40%, and lead to shape changes
of the distributions. Hence, they should be taken into ac-
count for precise measurements at the LHC.
Our code will be publicly available as part of the VBFNLO
program [13, 14], thereby further studies of the QCD correc-
tions with different kinematic cuts can be easily done.
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Appendix A: Results at one phase-space point
In this appendix, we provide results at a random phase-space
point to facilitate comparisons with our results. We focus on
the virtual amplitudes of the five benchmark subprocesses
Eq. (2). The amplitudes of all other subprocesses can be ob-
tained via crossing. The phase-space point for the process
j1 j2 → j3 j4e+νeγ is given in Table 1. In the following we
provide the squared amplitude averaged over the initial-state
helicities and colors. We also set α = αs = 1 for simplicity.
The top quark is decoupled from the running of αs. How-
ever, its contribution is explicitly included in the one-loop
amplitudes. At tree level, we have
|A u
¯d→u¯u
LO |
2
= 245.933396692488,
|A u
¯d→c¯c
LO |
2
= 240.522826586251,
|A u
¯d→ ¯dd
LO |
2
= 248.620442839372,
|A u
¯d→s¯s
LO |
2
= 240.827353287120,
|A gg→u¯dLO |
2
= 9.739448965670859×10−2. (A.1)
The interference amplitudes 2Re(ANLOA ∗LO), for the one-
loop corrections (including counterterms) and the I-operator
contribution as defined in Ref. [32], are given in Table 2, Ta-
ble 3, Table 4, Table 5 and Table 6. Here we use the follow-
ing convention for the one-loop integrals, with D = 4− 2ε ,
T0 =
µ2εR Γ (1− ε)
ipi2−ε
∫
dDq 1
(q2−m21 + i0) · · ·
. (A.2)
This amounts to dropping a factor (4pi)ε/Γ (1− ε) both in
the virtual corrections and the I-operator. Moreover, the con-
ventional dimensional-regularization method [30] with µR =
MZ is used. Changing from the conventional dimensional-
regularization method to the dimensional reduction scheme
induces a finite shift. This shift can be easily found by ob-
serving that the sum |ALO|2 + 2Re(ANLOA ∗LO) must be un-
changed as explained in Ref. [53]. Thus, the shift on
2Re(ANLOA ∗LO) is opposite to the shift on the Born ampli-
tude squared, which in turn is given by the following change
in the strong coupling constant, see e.g. Ref. [54],
αDRs = α
MS
s
(
1+
αs
4pi
)
. (A.3)
The shift on the I-operator contribution can easily be calcu-
lated using the rule given in Ref. [32].
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