Abstract
Relaxation mechanism and objective function

The total cost of a solution s is equal to f (s) = c(s) + αq(s) + γw(s) + τ t(s). Initially,
154
The parameters α, γ, τ are set equal to 1. They are dynamically adjusted after each Intra-route optimization is performed every κ iterations by sequentially removing one 180 vertex at a time and reinserting it in a position that minimizes f (s). As an additional 181 search intensification, this procedure is also performed whenever a new incumbent is 182 identified. In our implementation κ was set to 10. 
Tabu control, aspiration, and diversification
184
To avoid repeating solutions, a request i removed from a route r cannot be inserted 185 back into this route for the next θ iterations. The value of θ is a random number uniformly 186 distributed between 0 and 7.5 log 10 n, and updated every 10 iterations. As an aspiration 187 mechanism, the tabu prohibition is disabled when the reinsertion would produce a solution 188 with smaller cost than the best known solution having request i in route r.
189
The tabu search algorithm evaluates a solution s using the objective function f (s) + , and let ρ ik denote the number of times attribute (i, k) has been added to the solution 195 during the search. The penalty term used to evaluate solutions is then
where µ is a random number uniformly distributed between 0 and 0.015, and it is also 197 updated every 10 iterations. 
206
This paradigm extends the logic programming concept through the use of constraints.
207
Constraint programming then appeared in the 1990s through a transformation of con- 
233
We list the variables for the constraint programming formulation. For each vertex 
240
The constraints for the DARP are the following.
241
Basic constraints:
Precedence and time windows constraints:
Capacity constraints:
Ride time constraints: 
and
Thus, to define a schedule it is sufficient to fix either BT 0 , . 
288
A schedule is feasible if
290
(ii) given any request i such that the pickup vertex and the delivery vertex are in r, i.e.,
292
Assume we are given a time value t < B q−1 , a route r, and a schedule for the route.
293
We are interested in modifying the schedule for route r without altering the arrival, the the depot can be modified but cannot occur before t.
298
(ii) If the vehicle is moving towards a vertex (i.e., DT j ≤ t < AT j+1 for some 0 ≤ j ≤ 299 q − 1), then the arrival time at vertex j + 1 cannot be modified.
300
(iii) If the vehicle is waiting to serve a customer (i.e., AT j ≤ t < BT j for some 1 ≤ j ≤ 301 q − 1), then the start of service at the vertex can be modified with the restriction that 302 the new time x for the start of service must satisfy t ≤ x.
303
Let k + 1 (with 0 ≤ k + 1 ≤ q − 1) be the first vertex at which it is possible to modify 304 the start of service (or the departure time when k + 1 represents the depot), i.e. BT k+1 .
305
and
306
AT j+1 cannot be modified for all 0 ≤ j ≤ k. 
Basic scheduling
308
The basic scheduling procedure is described by Algorithm 1.
309
Algorithm 1 Basic scheduling algorithm
Input: A route r = (0, . . . , q), a time t, a number k ∈ {−1, . . . , q − 2} and a schedule for route r.
The resulting schedule, which may not always be feasible, has the following properties: 
334
When the input schedule is generated by the basic scheduling algorithm, the schedule 335 produced by the lazy algorithm will be infeasible if and only if no feasible schedule ac-336 tually exists. Thus, by applying the lazy scheduling algorithm after the basic scheduling 337 algorithm we can determine whether or not a given route possesses a feasible schedule.
338
The ride time of a request i is defined as 
Thus,
348
BT k+1 ≤ AT k+1 + min
For any vertex j ∈ {k + 1, . . . , q} the start of the service at vertex k + 1 cannot be 349 later than
Therefore, the latest time at which it is possible to serve vertex k+1 without increasing 
The lazy scheduling algorithm is presented in Algorithm 2. 2: for h = k + 1 to q − 1 do 3:
DT h = BT h 5:
6:
for f = h + 1 to q − 1 do 8:
end for
12:
for each request i such that {i + , i − } ⊆ {0, . . . , q} do 13: Unlike the lazy scheduling algorithm, this procedure does not minimize ride time viola-373 tions, but only ensures that they will not be increased. Thus, to obtain a schedule that 
396
Assume also that the starting time of the vertices in {0, . . . , h − 1} cannot be increased.
397
This is coherent with our objective of minimizing the starting time BT j of every vertex j. the arrival time at vertex h cannot be earlier than
where λ =max{i
The validity of this inequality can be explained as follows.
401
The ride time of request i is measured by which states by how much the ride time can be increased without producing a violation.
409
Therefore, the following inequality must hold
The eager scheduling procedure is described in Algorithm 3. Proceeding backwards 411 from vertex h = q to vertex k + 2, the algorithm computes the earliest arrival time at 2: for h = q to k + 2 do 3:
AT j = min {BT j , AT j } 10: In the three scheduling algorithms just described, the vehicle departs from a vertex 422 immediately after service takes place, i.e. DT j = BT j for all j = k + 1, . . . , q − 1. It 423 is possible, however, to modify this by applying equations (4) and (5) to the schedule 424 produced by any of the three scheduling algorithms:
This modification does not change the properties of the output schedules of any of programming algorithm returns either a feasible solution for I or proves that none exists.
435
Our purpose, however, is slightly different. We wish to determine whether it is possible 436 or not, in a dynamic context, to accept and satisfy an incoming request by updating the 437 current solution. We explain below how the CP algorithm was adapted for this purpose.
438
When a new request is received at time t, a new instance I of the DARP is created,
439
containing all the static and accepted requests up to time t, as well as the new request. if BT i j ≤ t then 8:
if DT i j < t then 10:
11:
Algorithm 5 Main scheme of the hybrid algorithm 1: Obtain a solution s considering the instance I that only has the static requests using the tabu algorithm.
2: while Time horizon has not been reached do 
Results
517
In Table 2 we compare the performance of the dynamic DARP on these instances using 518 the lazy and the eager scheduling algorithms. We can see that the eager algorithm still 519 performs better than the lazy algorithm, but the difference between the two, although schedules can easily be modified and penalizes solutions whose routes have a rigid schedule.
531
The idea is that an incoming request is unlikely to be inserted in a route whose schedule is 532 very rigid, and therefore it is preferable to have solutions whose routes are more 'schedule Table 3 shows the results for the second set of instances when the objective function outperforms any of the two algorithms when they are executed alone.
554
The capability of the CP procedure to prove infeasibility varies considerably, depending 555 on the type of instance. Results have shown that on the first set of instances, around 77% 556 of all the rejected requests were proved to be infeasible. However, this rate falls to 10% 557 on the second set. An explanation for this difference is that in the first set of instances, 558 the critical time windows are much smaller and therefore the solution space is reduced 559 considerably.
560
Given a fixed route, we have developed scheduling algorithms to determine the times at 
