RESUME. - When we study the evolution of macrosystems which arise in economics and the social sciences as well as in biological evolution, we would take into account not only :
.
(1) our ignorance of the future environment of the system but also, (2) the absence of determinism (including the impossibility of a comprehensive description of the dynamics of the system), (3) our ignorance of the laws relating certain controls to the states of this system, (4) the variety of dynamics available to the system. We propose to translate these requirements into mathematics by means of differential inclusions, which describe how the velocity depends in a multi-valued way upon the current state of the system. Another feature of such macrosystems is that the state of the system must obey given restrictions known as viability constraints, which determine the viability domain ; viable trajectories are those lying entirely within the viability domain. Finding viable trajectories of a differential inclusion provides a mechanism of selection of trajectories which, contrary to optimal control theory, does not assume implicitely
(1) the existence of a decision maker operating the controls of the system (there may be more than one decision maker in a game-theoretical setting) (2) the availability of information (deterministic or stochastic) on the future of the system ; this is necessary to define the costs associated with the trajectories (3) that decisions (even if they are conditional) are taken once and for all at the initial time.
Viability Theorems provide necessary and sufficient conditions for the existence of at least one viable trajectory starting from any viable initial state. It also provides the feedbacks (concealed in both the dynamics and the viability constraints) which relate the state of the system to the controls. These feedbacks are not necessarily deterministic: they are set-valued maps associating a subset of controls with each state of the system. We observe that the larger these subsets of controls are, the more flexible -and, thus, the more robust the regulation of the system will be.
Finally The viability requirement (2. 2) involves naturally restrictions of the dynamical system at the boundary of K. It happens that the best way to describe these conditions is to use the contingent cone to K at x (see Aubin-Cellina [1984] , p. 176-179, for instance) defined by: We have the following relations (see Aubin-Ekeland [1984] (see Aubin-Clarke [1977] We refer to Aubin [1984 ] and Aubin-Ekeland [1984] , Chapter 7, Clarke [1983] ] for a general presentation of nonsmooth analysis relevant to this study.
We shall denote by B the unit ball and, when K is a subset, by BK(xo, 8) the neighborhood K n (xo + 8B).
HEAVY VIABLE TRAJECTORIES
We consider the viability problem (2.1), (2.2) for controlled systems with feedbacks. We have seen that viable trajectories are solutions to the feedback differential inclusion (2. 6). When the functions x( ~ ) and u( ~ ) are absolutely continuous, we can differentiate the « first order » feedback
and obtain the « second order » feedback law (3 . 2) for almost all t E [0, T ], u'(t) E DR(x(t), u(t))( f (x(t), u(t))) . We now propose to select among all regulatory controls satisfying (3.2) the ones whose velocity has a minimal norm : such trajectories seem to be present in the evolution of macrosystems arising in social, economic and biological sciences (which motivated viability theory in the first place). If not, when x(t) leaves the viability cell C(u(to)) at time to, the control starts to evolve at time to until the time t 1 when x(t 1) E C(u(t 1)).
In the case of ordinary differential inclusions (when U = X and f(x, u) = u), heavy viable trajectories can be written x(to) + (t -to)x'(to) when x(to) E C(x'(to)) as long as x(to) + (t -to)x'(to) remains in C(x'(to)). In this case, the viability cells display areas of the viability domain where « linear quantitative growth » holds true.
We observe also the following inclusion for all u E Im (R).
We shall state our main existence theorem. This crucial example shows that assumption (3.7) is not unreasonable.
Since the maps F and TK are soft, the derivative DR(x, u) defined by (3.9) is a closed convex process and the differential inclusion (3.3) ii) governing the evolution of the control is actually the differential equation (3 .17) u
'(t) = m(DR(x(t), u(t)){ f (x(t), u(t)))
) . There are no general explicit formula allowing to couch m(DR(x, u)(~ f '(x, u))) in terms of DF(x, u)( f (x, u)), DTK(x, u)( f {x, u)) and f ''(x, u) by using formula (3 . 9). However, see Annex for some further remarks on this problem.
We can also provide sufficient conditions for the regularity assumption (3.11) to hold true. For instance, thanks to a theorem on the lower semicontinuity of the intersection of two lower semicontinuous maps (see Aubin-Cellina [1984 p. 49 Aubin-Ekeland, [1984 p. 440) 
given in Graph (R) which are viable in the sense that
are heavy viable trajectories of the controlled system (2.1).
P roof -Indeed, the viable trajectories of (4.7), (4.8) satisfy We consider the decentralized dynamical allocation mechanism proposed !..1 Aubin [1981 ] b) (see Aubin-Cellina [1984] , Section 5 . 5, p. 245-256 and Stacchetti [1983 ] 
This inclusion and inclusion (4.7) ii) imply that u'(t) belongs to m(DR(x(t), u(t))(, f '(x(t), u(t))

