Abstract-This paper explores the probabilistic properties of sleep stage sequences and transitions to improve the performance of sleep stage detection using cardiorespiratory features. A new classifier, based on conditional random fields, is used in different sleep stage detection tasks (N3, NREM, REM, and wake) in night-time recordings of electrocardiogram and respiratory inductance plethysmography of healthy subjects. Using a dataset of 342 polysomnographic recordings of healthy subjects, among which 135 with regular sleep architecture, it outperforms hidden Markov models and Bayesian linear discriminants in all tasks, achieving an average accuracy of 87.38% and kappa of 0.41 (87.27% and 0.49 for regular subjects) for N3 detection, 78.71% and 0.55 (80.34% and 0.56 for regular subjects) for NREM detection, 88.49% and 0.51 (87.35% and 0.57 for regular subjects) for REM, and 85.69% and 0.51 (90.42% and 0.52 for regular subjects) for wake. In comparison with the state of the art, and having been tested on a much larger dataset, the classifier was found to outperform most of the work reported in the literature for some of the tasks, in particular for subjects with regular sleep architecture. It achieves a comparable accuracy for N3, higher accuracy and kappa for REM, and higher accuracy and comparable kappa for NREM than the best performing classifiers described in the literature.
I. INTRODUCTION

M
ANUAL sleep staging is a time-consuming task that requires the help of a sleep technician. Automatic sleep stage classification has been an active area of research for the past decades. It removes the human element from sleep staging, allowing for new applications such as real-time sleep staging (useful for intervention studies) and remote monitoring (in-home sleep studies) and eliminates the problem of interscorer variability resulting from manual scoring [1] . Sleep stages are ordinarily measured from electroencephalogram (EEG), but these sensors can disrupt sleep and often require care to apply correctly (i.e., requiring the help of an expert). Cardiorespiratory information provides a promising alternative to EEG for the purpose of sleep staging, with the benefit that it can be measured by unobtrusive methods. Cardiorespiratory-based sleep stage classification has been increasingly studied in recent years. Many studies have reported results on the classification of wake, REM, light sleep, and deep sleep stages [2] - [4] , detecting REM sleep [3] , [5] , [6] , or differentiating light and deep sleep stages with an ambulatory device [3] , [7] . The results in the literature are promising, but not yet at the level required for reliable sleep staging. Classification is generally done using an extensive set of features. Many different classifiers have been tested over the years, such as linear discriminants (LDs) [6] , [8] , [9] , hidden Markov models (HMMs) [10] , and support vector machines [3] . For many classification tasks, the LD classifier was found to be among the best performing. The strength of LD lies in its underlying simplicity, providing a robust model of the features over the different sleep stages. However, LD classification is independent of time, whereas sleep is a structured process where the state and characteristics of each epoch are not independent from each other. Temporal classifiers can make use of this structure, improving classification. It has been shown that the process of sleep can be modeled using a Markov process [11] . The HMM classifier incorporates this Markov assumption, but the model does not handle correlations between features well. Furthermore, the model assumes that features are discriminative during the entire sleep stage. Some features could be indicative of a stage transition instead, but this information is not used by either HMM or LD. This paper investigates the use of a temporal classifier based on Markov networks, named conditional random fields (CRF) [12] as a new approach to automatic cardiorespiratory sleep stage classification. To the best of the authors' knowledge, this method has not been used in the domain of sleep staging before, other than for a single paper on EEG sleep staging [13] which, given the difference in the sensing modalities, does not allow for a fair comparison. CRF is a generalization of HMM that conditions the model on the given observations. This allows for a more expressive model that can model feature dependences.
II. MATERIAL AND METHODS
A. Datasets
The dataset comprises full polysomnographic (PSG) data of 180 subjects from three different databases. The first database, with 327 recordings of 165 subjects (most subjects were monitored for two consecutive nights), was part of the database created during the EU Siesta project [14] between 1997 and 2000 in seven different sleep laboratories. The database was restricted to subjects considered healthy (no sleep disorders, no shift work, no depression, usual bedtime before midnight), with a Pittsburgh Sleep Quality Index [15] of at most 5. Sleep stages were scored by consensus agreement between two sleep technicians blind to the condition of the participants in six classes (wake, REM, S1, S2, S3, S4) according to the R&K guidelines [16] . The second database, comprising single-night recordings of six healthy subjects, was collected at the Philips Experience Lab of the High Tech Campus, Eindhoven, The Netherlands, during 2010 (Vitaport 3 PSG, TEMEC). The third database, comprising nine healthy subjects, was collected at the Sleep Health Center, Boston, USA, during 2009 (Alice 5 PSG, Philips Respironics). Electrocardiogram (ECG) was recorded with a Modified Lead II derivation, sampled at 500 Hz (Boston data), 256 Hz (Eindhoven data), and 200 Hz (Siesta data). Respiratory effort was recorded with thoracic respiratory inductance plethysmography (RIP) sampled at 10 Hz (Boston data), 256 Hz (Eindhoven data), and 200 Hz (Siesta data). Subjects with diagnosed sleep disorders (sleep apnea, insomnia, restless legs syndrome, etc.) were excluded from the three data collections. Sleep stages for subjects in the second and third databases were scored by individual sleep technicians blind to the condition of the participants in five classes (wake, REM, N1, N2, N3) according to the AASM guidelines [17] . The protocols for the three data collection studies were reviewed and accepted by the local ethics committees where the experiments took place, and all participants signed informed consent forms. Although all subjects in the three databases were considered healthy, it is reasonable to expect an impact of monitoring on the sleep quality of the subjects. This effect, also called "first night effect" [18] actually often lasts more than the first night and is variable from subject to subject. However, since it is likely to have an impact on the performance of sleep stage classifiers, two sets were created and analyzed separately: the first comprises only recordings which have a minimum percentage of each sleep stage, representative of minimum sleep statistics of healthy adult sleep: at least 5% of deep sleep, 15% of REM sleep, a sleep efficiency of at least 75%, and a minimum of 7 h in bed [19] (set "regular"). This resulted in a total of 135 recordings (101 subjects). The second set comprises all 342 recordings from the three datasets (set "all"). Table I summarizes the subject demographics and sleep statistics of both sets.
B. Feature Extraction
The respiratory effort and ECG signals of all subjects were preprocessed before feature extraction. The respiratory effort signal was first resampled to a common sampling rate of 10 Hz. It was then filtered with a tenth-order Butterworth low-pass filter with a cutoff frequency of 0.6 Hz. Baseline was removed by subtracting the median amplitude calculated in a sliding window of 120 s. The baseline wander of the ECG signal was filtered with a linear phase high-pass filter using a Kaiser window of 1.016 s, with a cutoff frequency of 0.8 Hz and a side-lobe attenuation of 30 dB [20] . QRS complexes were detected and localized from the ECG signals using a Hamilton-Tompkins QRS detector [21] , Ratio of inhalation-to-exhalation volume and flow rate [24] PSD, power spectral density; VLF, very low frequency; LF, low frequency; HF, high frequency; SD, standard deviation. Features 1-7 and 11-17 were computed with windows of 30 s; features 18-33 were computed with windows of 150 s; for the remaining features the window length is indicated. [22] followed by a post-processing localization algorithm [23] . The resulting R-R interval time series was resampled using linear interpolation at a sampling rate of 4 Hz. Since the goal is to classify each 30-s epoch in each recording, all features were automatically extracted using sliding windows centered on each epoch. Tables II-IV give a list of all respiratory, cardiac, and cardiorespiratory features used in this study, together with the window lengths used to compute them and a reference to the original work(s), where these features were first used for different sleep stage classification tasks.
During feature extraction, an automatic process was used to determine whether or not portions of the ECG and RIP signals were adversely affected by noise or motion artifacts. Regarding the ECG signal, each 30-s epoch was separately evaluated in regard to the coverage of R-R intervals. The corresponding cardiac and cardiorespiratory features were only extracted for Short-and long-range phase coordination of R-R intervals in patterns of up to eight consecutive heartbeats [39] , [40] HR heart rate; RR R-R interval; SDNN standard deviation of RR; pNN50 percentage of successive RR differences > 50 ms; RMSSD, root mean square of successive RR differences; SDSD, standard deviation of successive RR differences; VLF, very low frequency; LF, low frequency; HF, high frequency; DFA, detrended fluctuation analysis; PDFA, progressive DFA; WDFA, windowed DFA; PSD, power spectral density. Features 1-16 and 43-67 were computed with windows of 270 s; features 68-79 were computed with windows of 30 s; for the remaining features, the window length is indicated. 1 The estimation accuracy of sample entropy is lower in series shorter than 10 m (where m is the pattern length, in samples) [26] , [41] . In practice, this means that this feature will be accurate for all scales with m = 1 and for scales below 6 with m = 2. The choice of window size was discussed in our earlier work [42] .
TABLE IV CARDIORESPIRATORY FEATURES USED IN THE STUDY
Number
Feature name 1 Co-power between RR and respiratory effort over nine epochs [43] 
2-3
Short-and long-range phase coordination between respiration and RR in patterns of up to eight consecutive heartbeats [39] , [40] RR R-R interval.
a given epoch if the sum of the length of all detected R-R intervals in the window used to extract each feature was equal or larger than 50% of the length of that window. Regarding the RIP signal, peaks and troughs were first detected based on the sign change of the respiratory effort signal slope, and then marked as false detections if 1) the sum of two successive peak-to-trough intervals was less than the median of all intervals or if 2) the peak-to-trough distance was less than 15% of the median of all intervals [24] . Corresponding respiratory features were only extracted for epochs where the window used to extract a feature did not have false peak/trough detections. After automatically rejecting epochs with artifacts, and after extracting each feature from the remaining epochs on each recording, the values of rejected epochs were estimated with linear interpolation between the values of neighboring (valid) epochs. Finally, in order to reduce physiological and equipment-related variations between subjects, all features were normalized in terms of mean and standard deviation (Z-score normalization). This allowed common decision thresholds to be used for all subjects.
C. Bayesian Linear Discriminant
The Bayesian LD is based on the Bayes decision rule for minimizing the probability of error, i.e., to choose the class that maximizes its posterior probability given an observation (feature vector) x, or, in the case of two classes a and b, to choose class a if
where D is a decision threshold and g a (x) is a so-called discriminant function, g a (x) = ln P (a|x). Using the Bayes rule, and under the assumption that the observations of each class are drawn from multivariate normal distributions and that the covariance matrices of all classes are identical, the discriminant function is given [28] by
where μ a is the mean feature vector for class a, Σ is the pooled covariance matrix for all classes, and P (a) is the prior probability of class a. Considering the prior probabilities of all classes as constant, the decision boundary D in (1) is given by
It is clear that the further apart the mean vectors μ a and μ b are in the feature space, i.e., the larger the factor Σ −1 (μ a − μ b ) is, the more separable the classes are.
D. Probabilistic Graphical Models
As explained, the decision rule for Bayesian LDs is based on the estimation of the posterior probabilities P (a|x) of each class, which depends, for classification purposes, solely on the likelihood P (x|a) and on the prior probability P (a). Sleep is a structured process, and when the body enters a certain sleep stage, it will stay in this stage for a while before transitioning to the next stage [29] . Provided that the body is in a certain stage, the chance of the body being in that stage in the next epoch is generally larger than switching to another stage. This suggests that a classifier can benefit from taking past information into account. Although the LD classifier is adequate for many problems, in the case of sleep, which is a structured process, it might not exploit the full potential of all information available. Consider, for simplicity, a process, illustrated in Fig. 1 , comprised of a sequence of states which can have one of two classes a and b. Now, consider that the posterior probability of a class w i for a given state also depends on the class w j of the previous state and on the likelihood P (x i |w i ) of observing x i given the class w i :
The class chosen for the current state, w i , should correspond to the class that yields the largest posterior probability. Since the probability P (x i ) is irrelevant for the choice of the most likely class w i , we can write
In the previous example, it was assumed that w j is known. However, when presented with a sequence of observations X, the previous class is not known, since the likelihood of the model for a given sequence of states might not be optimal on the next observation. The choice of w i , therefore, depends on the previous time point only, but the optimal w j can only be chosen after the optimal path up to time point t i is determined, which depends on the observations x i . Consider a state w k that happens at time t k , just before t j . In this case, t k is conditionally independent from w i and can be fixed depending on the choice of w j . Writing out the dependences, we obtain the recursive relation
In the following, for brevity, the choice of a class a for a state w i will be represented by i a and the conditions for choosing class a will be derived. The conditions for choosing class b can be derived in an analogous way.
Since the state w j corresponding to the optimal path until time t i is not fixed until x i is observed, determining the class w i requires an evaluation of the likelihood of four possible combinations,
. The class at time t i will be given by
Expanding the previous equation, class a is selected if
which corresponds to the case where in the optimal path j = a, or
where in the optimal path j = b. Using (6) in the previous equations, the conditions become
or
1) Transitional Features:
One of the important consequences of using state-dependent posterior probabilities for classification is that the estimation will benefit from features that are only discriminative at state transitions. Consider the (univariate) toy example of Fig. 2 (a), where P (x i |a) ≈ P (x i |b) during the majority of intervals. However, after each class transition, the feature is extremely discriminative, with P (x i |a) P (x i |b) or vice versa. At time point t 1 in the figure, and supposing that at that point V (j b |x j , w k ) > V (j a |x j , w k ), the rules (10) and (11) can be applied to determine whether class a is chosen. Assuming that the probability of changing states is smaller than the probability of remaining in the same state and that the probability of staying in the same state is approximately the same for both classes, the first conditions of (10) and of (11) are met and the conditions can be simplified as
As long as one of these conditions is satisfied, time point t 1 will be classified with a, and consequently,
. This condition will persist after the transition until the time point t 2 in the figure, i.e., as long as P (x i |a) ≈ P (x i |b), (8) will favor the choice of class a.
2) Nonseparable Features:
Another situation where state-dependent posterior probabilities will help classification is in the case of features which are not easy to (linearly) separate. Consider the toy example of Fig. 2(b) , and the corresponding histogram for the values of each class in Fig. 2(c) . Since there is a large overlap between the histograms of both classes, the classification error with the LD of (3) will be correspondingly large. However, during the intervals of class a, for example, between t 1 and t 2 , the feature occasionally has a higher value, uncharacteristic of b. These points would be correctly classified using an LD since, here, P (x|a) > P (x|b). However, while an LD would make a classification error as soon as the feature value would be lower again, these points will have an important effect on state-dependent factors V (w i |x i , w j ). With the same assumptions as before, class a would be chosen if one of the conditions in (12) is satisfied. However, unlike the previous case, the likelihood P (x i |i a ) will never be substantially higher than P (x i |i b ), meaning that the right condition of (12) will likely not be satisfied. Each time P (x i |i a ) is slightly larger than P (x i |i b ) , the ratio V (j b |x j , w k )/ V (j a |x j , w k ) will be- come smaller, eventually allowing the left condition of (12) to be satisfied and class a to be chosen.
3) Hidden Markov Models: The framework introduced by the Bayesian LD is not the most appropriate to model dependence on previous states. Bayesian networks, represented by directed acyclic graphs, however, are very well suited for this purpose. These graphs represent dependences between random variables using directed edges. The joint probability of the variables V = {v 1 , . . . , v N } in a Bayesian network is given by
where pa(v) denotes the parent nodes of v. In the problem of sleep stage detection, these dependences can be simplified by allowing the current state to depend on the previous state and on the observations on the current state. In this case, the network corresponds to an HMM where the class of each state, w t , remains hidden, and the only observable variables are the feature vectors, x t , which depend on them [44] . The joint probability of the variables in this network is given by
where P (w t |w t−1 ) represents the probability of transitioning from one state to the following, P (x t |w t ) the probability that observation x t was generated by w t , and P (w 1 ) is the initial state probability, i.e., the initial belief about the starting state. For a given sequence of observations X = {x 1 , . . . , x T }, the corresponding sequence of states W = {w 1 , . . . , w T } can be estimated as the sequence of statesŵ t that maximizes the conditional probability P (w|X):
Since max P (w t |X) ∝ max P (w t , X), the states can be estimated as the sequence which maximizes the joint probability of the whole chain. This can be efficiently computed with the Viterbi algorithm [45] where the most likely sequence of states is progressively determined as the sequence that maximizes the joint probability up to each state
which can be factorized and recursively computed as
with the tail function V 1 (w t ) given by
The most probable class in state t,ŵ t , will finally be given bŷ
Note that the classification rule in (19) is equivalent to the rule in (7). An HMM, decoded with the Viterbi algorithm, will therefore benefit from the properties described in the previous sections.
4) Conditional Random Fields:
In generative models such as HMMs, the parameters are learned by maximizing the joint probability distribution P (W, X), which in turn requires the distribution of the observations, P (X), to be modeled or somehow learned from the data. When the features of the observed variable X are not independent, the joint distribution may be extremely difficult to model, requiring either large amounts of training data, or strong assumptions about the variables. Discriminative models, such as CRF [12] , avoid this problem by computing the probability P (y|x) of a possible output y = (y 1 , y 2 , . . . , y n ) given an observation x = (x 1 , x 2 , . . . , x n ), avoiding the explicit modeling of the marginal P (X). By simplifying the modeling problem and not requiring any assumption about the independence of the features (only about the states), discriminative models make better use of correlated interdependent features, which are common in the case of sleep stage detection using cardiorespiratory features. CRFs are a special case of undirected graphs, which are globally conditioned on the observation X. Parameter learning and inference is usually performed by means of factor graphs [46] , a type of model which describes the probability distribution of the network using non-negative factors to express interaction between random variables. The joint distribution can be factorized over all maximal cliques
where the potential functions Ψ c are the factor potentials of a variable v c in a clique c, and Z is a normalization function, needed since the potential functions can be any arbitrary function,
Because they are strictly positive, the joint distribution can be described by a log-linear model [47] 
where the set of parameters λ c ∈ R + 0 is selected to maximize the model fit. Defining a set of K (with K = S 2 + S and S as the number of classes) parameters Θ = {λ s,r , λ v } and feature functions f k (y t , y t−1 , x t ) which incorporates transition functions and state-observation functions f k (y t , y t−1 , x t ) = 1 {y t =s} 1 {y t −1 =r } , for each (s, r)
where the notation 1 {condition} has a value of 1 if the condition is true, and 0 otherwise; the joint probability in (22) can be simplified as
which corresponds to the general log-linear model of (22) and (23) . Using Bayes' rule, the conditional probability P (Y |X) can be obtained as
which is equivalent to
with
These equations correspond to the general form of a CRF [see (20) and (21)] with the potentials Ψ t given by the function
It should be mentioned that the set of observations used at time point t and denoted by x t can actually contain observations from different points in time as well. In this study, and to allow a fair comparison with LD where the posterior probabilities of each class at a given time are determined by the feature vector (observations) at that time, only features observed at time point t were used. The parameters θ = λ s,r , λ v need to be estimated such that the model has a good fit with the training dataset. Using N input sequences (corresponding to state and observation sequences from N different subjects), the model fit is expressed using a conditional log-likelihood [48] 
where the superscript i indicates the ith state-observation sequence pair. The set of parameters θ that maximizes L(θ) can be found using numerical optimization techniques such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [49] . The decoding of a linear-chain CRF is done in a similar way as HMM, using a modified version of the Viterbi algorithm [48] . The goal is still to estimate the sequence of states that maximizes the conditional probability P (w|X), as in (15) . The relation max P (w|X) ∝ max P (w, X) still holds, and the estimation is equivalent to estimating the maximum V t (w t ): 
Factorizing the equation and rewriting it recursively, we get
with the tail function V 1 (w 1 ) given by
CRF was used to classify the toy example of Fig. 2(a) , and Fig. 3(a) illustrates the results. It is clear that the score obtained in the case of a feature with transitional properties matches almost perfectly the class annotations. This illustrates how such features can be exploited by CRF, but not by LD. Regarding the CRF classification of the toy example of Fig. 2(b) , illustrated in Fig. 3(b) , the score obtained in the case of a feature which is not easily separable also behaves as expected. Despite the large number epochs with ambiguous values, which would cause LD to erroneously classify many instances, as more and more unambiguous feature values are found, the classification converges to the correct class. Apart from a delay in the transition between detected classes, the classification remains correct until the end of that interval. Besides being able to respond to transitional Fig. 3 . CRF scores and corresponding classes for toy example of (a) Fig. 2(a) and (b) Fig. 2(b) . In both cases, the positive label corresponds to class w b and the negative label to class w a . A score closer to 1 indicates a higher posterior probability for class w b . "a.u." stands for "arbitrary units."
features, CRF is thus also adequate to classify sequences where states remain stable for a certain amount of time, such as sleep.
E. Training and Evaluation
In order to compare the performance of the LD, HMM, and CRF classifiers, four separate noncomplementary detection tasks were considered: N3, NREM, REM, and wake. For the N3 detection task, S3 and S4 from the Siesta data were merged into a single N3 class; for the NREM detection task, S1, S2, S3, and S4 from the Siesta data and N1, N2, and N3 from the Boston and Eindhoven sets were merged into a single NREM class; and for the REM and wake tasks, the corresponding classes in each data set were used. Each of these classes was considered in a "one versus rest" setting, and for each task, a tenfold crossvalidation scheme was used. Furthermore, to guarantee that the validation gives, as much as possible, an unbiased estimate of subject-independent classification, care was taken to guarantee that two recordings of the same subject were part of the same fold. To allow a paired comparison, the same folds were used to validate each classifier.
1) LD Classifier:
There is a large redundancy in the extensive set of cardiac and respiratory features used in this study. Since the LD classifier is particularly sensitive to the presence of redundant and, more importantly, nondiscriminative features, the correlation feature selection algorithm [50] was used to restrict the features to a set which maximizes their discriminative power, while minimizing redundancy between them. Feature selection was performed on each iteration of the cross-validation procedure to avoid biasing the validation performance. The classification score is obtained as the difference between the discriminant functions of the positive class and the remaining classes [the left-hand side of (1)].
2) HMM Classifier: A discrete HMM classifier [44] was used for sleep stage detection. In order to estimate the emission probabilities, a mapping between the feature space and a discrete set of symbols was first defined. This was achieved with k-means clustering, where the number of clusters and the centroid of each cluster were determined during the training step of each cross-validation iteration. The number of clusters was automatically determined for each classification task by computing, after k-means clustering for a varying value of k, the value that maximizes the normalized mutual information between the labels (class) of each feature vector and the corresponding closest clusters [51] 
where λ w is the mapping between each feature vector and its class, and λ k K is the mapping between each feature vector and the closest cluster after k-means clustering with K clusters, n w i is the number of feature vectors belonging to class i according to λ w , n k j is the number of feature vectors assigned to cluster j according to λ k K , and n i,j is the number of feature vectors with class i and in cluster j. During classification, the cluster index of each feature vector is determined by finding the closest cluster centroid. The index of this cluster is used as input to the Viterbi algorithm to obtain a score expressing the posterior probability of the positive class according to (17) .
3) CRF Classifier: The CRF classifier was trained with the BFGS algorithm, and classification was performed with the modified version of the Viterbi algorithm, yielding a score given by (32) for each epoch which can be interpreted as the posterior probability of the positive class in that epoch.
4) Classification Performance:
In order to compare the classification performance of each classifier, the scores obtained for each test subject in each iteration of the cross-validation procedure were collected and aggregated (pooled). The precisionrecall (PR) curve-which plots the positive predictive value (PPV) against the true positive rate (TPR)-and the receiver operating characteristic (ROC)-which plots the TPR versus the false positive rate (FPR)-were computed for a varying threshold on the scores output by each classifier. Although the PR curve depends on the priors of each class, it is most useful in the case of heavily imbalanced classes, such as when detecting wake (in average, 18.7% of all epochs in our "all" dataset), N3 (12.4% of all epochs), or REM (15.2% of all epochs). In these cases, this curve allows us to easily evaluate whether an increase in true positives comes at a disproportionate cost in false positives. The threshold leading to the maximum pooled Cohen's kappa coefficient of agreement [52] was then computed. Based on this threshold, the kappa coefficient for each subject was computed. Note that since this threshold was selected based on the pooled kappa, it will not necessarily correspond to the maximum kappa coefficient for each subject. Significance was tested with a two-tailed Wilcoxon signed-rank test [53] for each evaluation metric. Fig. 4 compares the pooled PR and ROC curves obtained with each classifier, for each detection task in the "all" dataset. In all detection tasks, the CRF classifier outperforms the other classifiers over the entire solution space. Fig. 5 compares the average kappa coefficient and accuracy obtained with each classifier for the different classification tasks in both datasets. The performance of the CRF classifier is significantly higher than both the HMM and the LD classifiers in all tasks. The performance in the "regular" dataset is also higher than in the "all" dataset, reflecting the more regular sleep structure of those subjects. As illustrated in Fig. 6 , the area under the curve (AUC) for the PR and ROC curves is also highest with the CRF classifier. Using a Wilcoxon rank sum test we found no significant differences (p > 0.05) in CRF performance for any task between the subjects of each of the three databases comprising the "all" dataset. Regarding the differences in performance improvement, particularly apparent in the PR curves, it is important to analyze both PR and ROC curves in context: while it seems that the improvement in PPV for NREM is much smaller than for N3 and REM, it is worth reminding that the prior probability of NREM is much higher than of the remaining classes, and that in this case, the PR curve will always seem optimistic. In this case, it is worth noticing that the improvement in AUC for the ROC curve of NREM is in line with the improvements obtained for the other classes.
III. RESULTS AND DISCUSSION
To give some examples of CRF classification, Figs. 7 and 8 illustrate the reference hypnogram and corresponding results obtained for the subject closest to the average kappa performance (across all tasks) and for the subject with the best average performance, respectively. Regarding wake detection, we can see in Fig. 7 that some of the false positives occur during REM periods, most notably during the second half of the night. This is likely related to the increase in sympathetic activity during phasic REM [54] , which shares some characteristics with a wake state. Regarding N3 detection, it is interesting to note, also in Fig. 7 , that the first (shorter) periods of N3 are incorrectly classified. Paying closer attention to the posterior probabilities for this class, we see a gradual increase which comes close to the detection threshold; although the periods were misclassified, this suggests that if the periods were longer, even for such a difficult detection of N3 the classification would probably eventually converge to the correct class, as happened for the correctly detected period after epoch 200. Finally, regarding REM detection in Fig. 7 , it is interesting to note the missed REM detections between epochs 550 and 600: looking at the posterior probabilities of NREM in these epochs, it is clear that the classifier is confusing many epochs of this REM period with NREM. This is likely due to the presence of intervals of tonic REM, which are parasympathetically driven [54] and, therefore, more difficult to distinguish from NREM.
A direct comparison between the results obtained with the CRF classifier proposed in this paper and previous work in this area is not easy. With the exception of wake and deep sleep detection, almost no literature was found on binary classification. An additional factor which makes the comparison difficult is related to the large between-subject variations, where small datasets might not be representative enough of the problem at hand. Nevertheless, in order to compare the performance of the CRF classifier with the state-of-the-art in this area, the problem was restricted to binary classification using the same modalities described in the literature (ECG and/or respiratory effort). In cases where no "one versus rest" classifiers were found, binary classifiers were chosen which had the target class as one of the classes. For example when literature described NREM versus REM, we analyzed separately the performance of NREM and REM detections. Based on this selection, classifiers with the best reported kappa coefficient and with the best accuracy were chosen for comparison and are summarized in Table V. Regarding deep sleep detection, the CRF classifier achieves a lower kappa coefficient but comparable accuracy than the LD classifier described in our recent work [55] for both datasets. It is relevant to note that in that work we used the same set of cardiorespiratory features and a similar LD classifier on a comparable dataset. However, that work proposed the use of spline fitting to reduce the effect of body motion artifacts and within-subject variability and more importantly, the use of a time delay of 5 min in the classification. It is interesting to note that even without these two critical elements, the CRF classifier still achieves a comparable accuracy in the same task. To provide a fair comparison, we also compared the CRF classifier with the results reported in [55] when spline fitting and time delay were not used. In that case, it is clear that CRF achieves a higher accuracy and kappa for the "regular" dataset, suggesting its superiority over LD for the same task, using the same base features. Regarding NREM detection, the CRF classifier achieves a comparable kappa and accuracy as the HMM classifier of Mendez et al. [5] although they use a much smaller dataset limited to a narrow age range between 40 and 50 years. Regarding REM detection, CRF achieves a comparable kappa coefficient for the "regular" dataset, and a lower coefficient for the "all" dataset. In both cases, it achieves a higher accuracy. Finally, regarding wake detection, the classifier achieves a lower kappa coefficient but higher accuracy (for the 'regular' dataset) than the classifier of Redmond et al. [6] , and a lower kappa coefficient and accuracy than the classifier of Long et al. [27] . Regarding the latter, it is interesting to note that the set of features used was the same as in this work and that the dataset used in that work was also a subset of the "regular" dataset described here. Since the LD classifier used in this work is in all similar to the one used in that work, and that CRF outperformed LD for this data set, we speculate that the decrease in performance could come from the characteristics of the remaining subjects, arguably more difficult from a classification point of view. It should be noted that for wake/sleep classification there are studies which report higher performance [8] . However, they were excluded from this comparison since they use actigraphy, which remains the single most discriminative feature for this task.
Finally, it is important to highlight some of the limitations of this study. First, and despite the use of a large dataset with a wide range of ages, none of the subjects suffered from sleep disorders. This has obvious limitations in a clinical context for which disordered patients are of particular interest. Second, the classification tasks evaluated in this study were binary. Although it is clear from the examples in Figs. 7 and 8 that the output of each binary task is somewhat complementary, this technique will be most useful when the classifier is extended to a multiclass task. An additional note should be made in regard to the use of a discrete HMM classifier. Given the transitional nature of sleep stages (in particular during NREM sleep), it is possible that continuous HMM, modeled for example using Gaussian mixture models, could be better suited for the task at hand. Nevertheless, despite these limitations, this study demonstrates the superiority of CRF for sleep stage classification over the more popular LD and discrete HMM classifiers. Since the CRF framework presented is not limited to binary classification, the extension to multiple stage classification will be addressed in future work.
IV. CONCLUSION
The probabilistic properties of sleep stage sequences and transitions are explored to improve the performance of sleep stage detection using cardiorespiratory features. A new classifier, based on CRFs, is compared with a classifier based on HMMs and a Bayesian LD for different sleep stage detection tasks: N3, REM, NREM, and wake. The CRF classifier was evaluated using cross-validation on a large dataset comprising 342 PSG recordings of healthy subjects. It was found to significantly outperform the other classifiers in all performance metrics, suggesting the adequacy of this classifier for the problem of sleep stage detection. In addition, it was tested on a larger dataset than most state-of-the-art work reported in the literature and, therefore, with a wider range of population characteristics. It achieves, in particular for subjects with regular sleep characteristics, comparable accuracy for N3, higher accuracy and kappa for REM, and higher accuracy and comparable kappa for NREM. Future work will explore the postprocessing of cardiorespiratory features used in classification, which has proven useful in our earlier work in N3 classification and the use of the CRF classifier in multistage classification problems and in recordings of subjects with sleep disorders such as insomnia and sleep-disordered breathing.
