Introduction
Consider the following linear system Axb = , 
where ω and r are real number with 0 ω ≠ .
The iteration matrix of the classical SOR iterative method for solving the linear system (1) is(Note that for r ω = , we get the SOR iterative method.) (4) The spectral radius of the iterative matrix is decisive for the convergence and stability of the method, and the smaller it is, the faster the method converges when the spectral radius is smaller than 1. The effective method to decrease the spectral radius is to precondition the linear system, thus we now transform the original system (1) into the preconditioned form PAxPb = ,
where
is a nonsingular matrix. The corresponding basic iterative method is given in general by (1) 
In this paper, we prove theoretically that if A is a nonsingular M-matrix, the spectral radius of precond-itioned Gauss-Seidel iterative method by using the preconditioner is faster than that of AOR method and the SOR iterative method and the Gauss-Seidel iterative method.
Preliminaries
For convenience, we shall now briefly explain some of the terminologies used in the paper.
Calling 
Result and proof
Throughout this paper, we always assume that 1 , , 2 , 
we obtain AMN αα =− , and AMN αα =− is a weak regular splitting of A by Definition 2. Let T ω and m T α be defined by (3) and (7), for
. Proof. We can have the conclusion immediately by let r ω = in Theorem 3.1. Let GS T and m T α be defined by (4) and (7), for
Proof. We can have the conclusion immediately by let 1 r ω ==in Theorem 3.1.
Numerical example
In this section, we give a numerical example to illustrate the comparison theorem of the preconditioned Gauss-Seidel iterative method and the AOR iterative method for solving the linear system (1), where A is an nonsingular M-matrix.
If the coefficient matrix A of (1) From the above numerical results, we obtain the results are in concord with Theorem 3.1.
