Abstract: An n+1 jobs single machine problem with fuzzy time delays is considered. Fuzzy time delay means the time between the completion of a job and the beginning of any of its predecessors, which must be within prescribed limits. A special fuzzy delays structure is investigated, which time delay only occur between i J ( 1, 2, , i n = … ) and 1 n J + . Optimal solutions for the scheduling model under several cases are developed.
In real world, input data may be uncertain or imprecise. Recently, Muthusamy et al. (2003) considered fuzzy version of problem satisfying (2) and proposed an 8 ( ) O n algorithm. They allowed lower bounds for time delays to be fuzzy numbers, and admitted the presence of additional fuzzy precedences. They left for future research derivation of analogous results for the problems of satisfying (1) and (3).
As we know, fuzzy precedence doesn't often happen in practice because it is difficult to decide the membership function of fuzzy precedence. So, a single machine scheduling problem only with fuzzy time delays will be analysed here. And time delays are fuzzy numbers. From three cases mentioned previously, case (1) and case (2) with fuzzy upper bounds and fuzzy low bounds respectively will be researched to find optimal solution in polynomial time. Furthermore, if both upper bounds are not infinite and low bound are not zero, time delays also can be fuzzified. Upper and low bounds can be considered as parameters of fuzzy time delays. The problem will be resolved by genetic algorithm.
The remainder of this paper is organized as follows. Section 2 presents the problem formulation and introduces three kinds of fuzzy time delays. Then, solution procedure for every kind of fuzzy time delays will be given in section 3. Finally, summary and conclusion are presented in last section.
FORMULATION OF PROBLEM

Single Machine Scheduling with Time Delay.
There are n+1 jobs 1 1 1 n J + . i U can be formulated as fuzzy interval [ , ] i i u u , here i u and i u are nonnegative and i i u u < . The nonincreasing membership function ( ) i i f x is defined as follows:
Obviously, the crisp time delays i u can be interpreted as the limit case for ≥ ; otherwise i x is feasible, and the degree of satisfaction with the time delay is given by the formulation (1) (see Fig. 1 ).
Secondly, if upper bound of time delay is infinite, the time delay between the completion of i J from J and beginning of 1 n J + must be greater than or equal to the fuzzy low bound i L (see Fig. 2 
Thirdly, in most practical situation, upper bounds of time delays are not infinite, and low bounds do not equal to zero, too. A general fuzzy time delay in Fig.  3 may be more appropriate for representing the grade of satisfaction of a decision maker than the linear on Fig. 1 and Fig. 2 . The trapezoid membership function in Fig. 3 can be written as 0 if
Where i l is the earliest low bound of time delay and i l the latest low bound. i u and i u can be viewed as the earliest upper bound and latest upper bound of time delay, respectively. Since the fuzzy time delay of each job represents the satisfaction grade of decision maker, the shape of its membership function should be chosen according to the preference of the decision maker. Different (1) and (2) studied by Wikum, et al. (1994) . The third kind of fuzzy time delay above is a more generalized case than previous two kinds of situations.
Single Machine Scheduling Problem with Three Kinds of Fuzzy Time Delays
For the single machine scheduling problem with above fuzzy time delays, there are two scheduling criteria. One is to minimize the makespan of schedules. It is defined as the maximum of completion times of all jobs, that is Minimize max max{ | =1, 2, ... , 1} f σ Where optimal schedule σ subjects to σ ∈ Π that Π is the set of all permutation schedules.
Although the above bi-criteria are common performance of three kinds of fuzzy time delays mentioned before, there are different solution procedures and methods for different kind of fuzzy time delays. For the first kind of fuzzy time delay, which is called fuzzy upper bound, the membership of grade of satisfaction is nonincreasing, that is, the less time delay is, the better grade of satisfaction.
From equation (7), the completion time of 1 n J + will be decreased if time delay is shortened. In other words, 1 n C + and min f with problem P are consistent for fuzzy upper bound, and one can be optimal if another is optimized. But for fuzzy low bound of time delay, the two criteria are contradictive because the membership of fuzzy time delay is nondecreasing. It means minimum grade of satisfaction min f will decrease while makespan increase. Therefore, we cannot optimize the two criteria in the same time. For the third kinds of fuzzy time delay, it is more complicated to obtain the optimal sequence. In next section, the solution procedure for problem P will be described in detailed for three kinds cases.
PROBLEM SOLUTION
Fuzzy Upper Bound
In this case, the low bound of time delay is not critical and can be zero for each job i J from . Because earlier the last job is completed, smaller time delay is for every job i J from J according to equation (7); hence greater ( ) i i f x with i J must be for it is nonincreasing, and bigger min (x ) i f will be. So, only one criterion, minimum grade of satisfaction of time delay need to be optimal. And problem P is rewritten as P1: P1: maximize min ( ) f σ Where σ is the optimal schedule for single machine scheduling with fuzzy upper bound of time delay. There are precedence constraints between first n jobs. The problem is called 1|prec|f min that is similar to well-known crisp problem 1|prec|f max . The difference is they have opposite cost function that f min is to maximize the minimum grade of satisfaction of time delay and f max to minimize nondecreasing function. Lawler's algorithm (Lawler, 1973) for the problem 1|prec|f max can be applied directly to the fuzzy case 
which have nothing with the precedence of all jobs. Let I denote jobs set in which jobs have been scheduled. I', the compensation of I, is the set of unscheduled jobs. For those jobs that can be processed at the beginning of sequence with respect to ordinary precedence relation, we denote them by U. Here we give the optimal algorithm for problem 1|prec| f min . Algorithm 1
Step 1. Let I=Φ, I'={J 1 , J 2 , ..., J n }, Let S=Φ be the optimal schedule.
Step 2. Let
Here,
. Then put J * into set I and delete J * from I' and U. Put J * at the end of S, i.e.
Step 3. If I'=Φ, go to step 4; Else go to step 2.
Step 4. Put units to the right and processing r+1 immediately after r is again optimal. This contradicts the maximality of r.
Fuzzy Low Bound
While upper bound of time delay is infinity, the low bound of time delay is fuzzy number with nondecreasing membership function showed in Fig. 2 . This kind of case was discussed by Muthusamy et al. (2003) . They admitted the presence of additional fuzzy precedence that is not considered here. As mentioned in part 2.3, the problem has following two criteria: minimize 1 n C + and maximize min f . It's called problem P2. Since fuzzy low bound of time delay is nondecreasing, the two criteria are contradictive. If completion of last job is minimal, in the meantime, the minimum grade of satisfaction of time delay cannot be maximal. Muthusamy et al. (2003) analysed this case with fuzzy precedence appearing. If fuzzy precedence is removed from their problem, the algorithm of Muthusamy et al. is same to Tada's algorithm (Tada, 1994) for single machine scheduling with fuzzy due dates. In other words, the problem P2 can be resolved by Tada's algorithm.
In order to finding the optimal schedules of the problem P2, several observations proposed by Muthusamy et al. will be repeated in next part. 
All of these intervals follow such observation. For those jobs that can be processed at the end of sequence with respect to ordinary precedence relation, we denote them by U. Now the algorithm 2 for finding the optimal schedule can be described as follows: Algorithm 2
Step 1.
Step 2 Choose the initial 0 γ = . Let S be the set of optimal schedules.
Step 3. Let I=Φ, I'={J 1 , J 2 ,..., J n }, π = Φ be the optimal schedule.
Step 4. Find J π π = ∪ .
Step 5. If I'=Φ, go to step 6; Else go to step 4.
Step 6. If current 1 γ ≠ , add π into set S after put 1 n J + at the end of π . Choose next γ , and go to step 3. Else stop.
Muthusamy et al. showed this algorithm is a variant of algorithm designed by Lawler (1973) that can ensure the correctness of it. Same to Lawler's algorithm, the complexity of this one is 2 ( ) o n .
General Fuzzy Time Delay
In fact, a more general fuzzy time delay showed in Fig. 3 can more explicitly express the degree of satisfaction of decision maker about actual time delay. In this case, the full satisfaction will be attained in the interval [ , ] i i l u . Earlier or later time delay that leaves this interval will reduce the satisfaction of decision maker about schedules. This kind of fuzzy time delay is the combination of fuzzy upper bound and fuzzy low bound. It is more difficult to deal with than previous kinds of fuzzy times. One cannot get the optimal schedule through just mixing the respective algorithm for fuzzy upper and low bound of time delay. Because the algorithm 1 for fuzzy upper bound queues jobs except 1 n J + from first one to last, and the algorithm 2 for fuzzy low bound from job last to first. The procedures of two algorithms are opposite and cannot be well done together. So a new method will appear for single machine scheduling problem with general fuzzy time delay. Since it is NP-hard problem when 0 i l ≠ or i u ≠ ∞ in crisp situation, the fuzzy logic alternative cannot be solved in polynomial time, too. We apply genetic algorithm for this single machine scheduling problem with general fuzzy time delay.
There are two criteria, maximum completion time 1 n C + and minimum degree of satisfaction with time delay min f , need to be optimal. Hence, the Niched Pareto GA proposed by Horn et al. (1994) , which is a good multiobjective optimization method, will be employed for this two objective optimization. In the Niched Pareto GA, the optimal solution is called nondominated solution, or Pareto optimal solution. Next the definition of nondominated solution will be given. For any feasible schedule π , schedule vector Goldberg and Richardson (1987) , analyzed in detail by Deb (1989) . Sharing calls for the degradation of an individual's objective fitness f i by a niche count m i calculated for that individual. But Niched Pareto GA do not implement any form of fitness degradation according to the niche count. Instead, the "best fit" candidate is determined to be that candidate who has the smallest niche count. This type of sharing is called equivalence class sharing. The niche count m i is an estimate of how crowded is the neighbourhood (niche) of individual i. It is calculated over all individuals in the current population:
Where d ij is the distance between individuals i and j and sh(·) is the sharing function:
Here α is a constant and share σ is the niche radius, fixed by the user at some estimate of the minimal separation desired or expected between the goal solutions. So the total procedure of the problem is demonstrated as: Algorithm 3
Step 1 (Initialization): Randomly generate an initial population of N pop solutions.
Step 2 (Evaluation): Calculate the values of the two objectives for each solution in the current population, and then update the tentative set of nondominated solutions.
Step 3 (Selection): Select a pair of solutions according to Niched Pareto GA method. Repeat this step to produce N pop offspring by crossover operation in step 4.
Step 4 (Crossover): For each selected pair, apply a crossover operation to generate an offspring with the crossover probability P c .
Step 5 (Mutation): For each solution generated by crossover operation, apply operation with a prespecified mutation probability P m .
Step 6 (Elitist strategy): Randomly remove N elite solutions from the N pop solutions generated by the above operations, and add the same number of strings from a tentative set of Pareto optimal solution to the current population.
Step 7 (termination test): If a prespecified stepping condition is not satisfied, return to step 2. The Niched Pareto GA maintains Pareto diversity and shows the final set of Pareto optimal solution to the decision maker. A single solution (i.e. the final solution) is selected by decision maker's preference. Here, in order to cutting the length of the paper, test example will not be provided. But it does not reduce ability that Niched Pareto GA finds nondominated solutions of this problem.
4.CONCLUDING REMARKS
A single machine scheduling problem with fuzzy time delay was discussed here. All feasible schedules must satisfy a given precedence relation with a special structure, in which last job J n+1 cannot start until all other jobs J 1 , J 2 , … , J n are completed. Moreover, the fuzzy delays between the completion time of J i and the starting time of J n+1 are categorized into three kinds: fuzzy upper bound of time delay, fuzzy low bound of time delay and general fuzzy time delay. The objective of scheduling is to maximize minimum degree of satisfaction with fuzzy time delays and minimize maximum completion time of jobs. For different kind of fuzzy time delays, there are different solution procedures. When fuzzy time delay contains upper and low bound, it is general fuzzy time delay. Because the crisp counterpart of problem with general fuzzy time delay is already NPhard, the fuzzy version is computationally intractable in the sense that it is strongly NP-hard, too. Therefore, some kinds of heuristic search methods are needed for this NP-hard problem. Here, a kind of genetic algorithm, Niched Pareto GA, was applied and it can efficiently provide the set of nondominated solutions for two scheduling objectives. As a matter of fact, the genetic algorithm also fits for fuzzy upper and low bounds of time delay. But it consumes a great deal of time and is not as efficient as modified Lawler algorithm which was discussed in this paper.
In this paper, a kind of simplest single machine scheduling problem with fuzzy time delay was considered. Fuzzy time delay only appeared between last job and each one of other jobs. However, more general situation in which fuzzy time delay occurs between every pair of jobs deserves to research. Otherwise, more than one machine scheduling problems with fuzzy time delay aren't yet analysed seriously. They are good challenges for future work. While their membership functions of three kinds of fuzzy time delays are linear, all of them may be nonlinear. But, fuzzy upper bound must be nonincreasing and fuzzy low bound must be nondecreasing. And for general fuzzy time delay, there are not significantly affected by their shape since genetic algorithm does not restrict the type of fuzzy number. In the future research, other performance functions will be taken into account. And multiobjective scheduling problems more than two are more interesting and intractable. Approximating algorithms such as genetic algorithm will be good solution method for that multiobjective optimization.
