Unimodular networks are a generalization of finite graphs in a stochastic sense. We prove a lower bound to the spectral radius of the adjacency operator and of the Markov operator of an unimodular network in terms of its average degree. This allows to prove an Alon-Boppana type bound for the largest eigenvalues in absolute value of large, connected, bounded degree graphs, which generalizes the Alon-Boppana Theorem for regular graphs.
Introduction
The Alon-Boppana Theorem [15] states that if G n is a sequence of finite connected d-regular graphs with |G n | → ∞ then the second largest eigenvalue of the adjacency matrix of G n in absolute value, say σ 2 (G n ), satisfies lim inf n σ 2 (G n ) ≥ 2 √ d − 1. The quantity 2 √ d − 1 is the spectral radius of the d-regular tree, which is the exponential growth rate of the number of closed walks in the d-regular tree around a fixed vertex. A stronger version of the Alon-Boppana Theorem due to Serre [16] states that for any > 0 there is a positive constant c( , d) such that any finite d-regular graph has at least c( , d)-proportion of its eigenvalues having absolute value larger than 2
What can be said about these types of spectral lower bounds for non-regular or even infinite graphs? This paper provides such bounds for unimodular networks, a generalization of finite graphs to a stochastic setting. Using the framework of local convergence of graphs, this provides lower bounds to the top eigenvalues in absolute value of finite, bounded degree graphs in terms of their average degree. Before stating the results we begin with some background.
Greenberg [10] extended the aforementioned theorem of Serre to finite graphs, showing the following. Let G be a connected graph on a countable number of vertices that is locally finite in that every vertex has finite degree. Let W k (G, x) be the set of closed walks in G of length k starting from a vertex x. The spectral radius of G is ρ(G) = lim k→∞ |W 2k (G, x)| 1 2k .
The limit exists and does not depend on x. Greenberg proved that for any tree T and any > 0, there is a constant c( , T ) > 0 such that if a finite graph G has universal cover T then at least c( , T )-proportion of its eigenvalues have absolute value at least ρ(T ) − . (See [13] where the result is stated as well.) Various strengthenings of the Alon-Boppana Theorem have also been proved by Cioabȃ [6, 7] and Mohar [14] .
Following Greenberg's Theorem, Hoory [11] proved that if G is a finite graph with m edges that is not a tree, and T is its universal cover, then ρ(T ) ≥ 2 √ Λ, where Λ = v∈G (deg(v) − 1) deg(v)/2m . It can be shown that Λ ≥ 2 d av (G) − 1, where
is the average degree of G. Combining Greenberg's Theorem with Hoory's implies that the set of finite connected graphs sharing a common universal cover T has the property that for any > 0, any graph G from this set has at least c( , T )|G| eigenvalues with absolute value at least 2 d av (G) − 1 − .
Sharing a common universal cover is a form of spatial homogeneity for graphs. Indeed, if two finite graphs have a common universal cover then they also have a common finite cover [12] . This implies, for instance, that both graphs have the same spectral radius, average degree, and even the same degree distribution. In order to prove Alon-Boppana type bounds it is necessary to have some form of spatial homogeneity. For example, if the complete graph on n-vertices is glued to a path of length n at a common vertex then the average degree of the resulting graph is at least n/2 while all but the largest eigenvalues have absolute value at most 2. We replace the condition of having a common universal cover with a stochastic form of spatial homogeneity that requires that the graphs look homogenous around most vertices.
The stochastic spatial homogeneity that we consider uses the notions of unimodular networks and local weak convergence of graphs. Roughly speaking, a unimodular network is a random rooted graph, possibly infinite, that is homogeneous in the sense that shifting the root to its neighbour does not change the distribution of the graph; Section 1.1 provides the definition. Finite connected graphs with a uniform random choice of root are unimodular. Unimodular networks encompass a large class of graphs that arise in combinatorics and probability theory. See [2] for a thorough discussion and references.
Under natural assumptions we show that the spectral radius of a unimodular network is at least 2 √ d av − 1, where d av is the expected degree of the root. We prove a similar lower bound for the spectral radius of its simple random walk. Using the notion of local weak convergence of unimodular networks we then prove that a convergent sequence of bounded degree unimodular networks have uniformly positive mass near the spectral radius of the limiting network's universal cover. This provides an analogue of Greenberg's Theorem for unimodular networks.
We use these results to derive Alon-Boppana type bounds for the eigenvalues of the adjacency matrix and of the simple random walk (Markov operator) of any growing sequence of connected, bounded degree graphs. For the adjacency matrix we show that if G n is a sequence of finite, connected, bounded degree graphs with size |G n | → ∞, then the j-th largest eigenvalue of G n in absolute value, say σ j (G n ), satisfies lim inf n σ j (G n ) ≥ lim inf n 2 d av (G n ) − 1. A related Cheeger bound for such graph sequences has been proved by Elek [9] .
Finally, we show that the volume growth rate of a unimodular tree with no leaves is at least d av − 1, where d av is the expected degree of the root. Angel et. al. [3] have shown that the volume growth rate of the universal cover tree of a graph is related to the spectral radius of the graph's non-backtracking walk operator.
Unimodular networks
A rooted graph (G, x) is a graph G with a distinguished vertex x called the root. Two rooted graphs are isomorphic if there is a graph isomorphism between them that maps the root of one graph to the root of the other. Let G * be the set of isomorphism classes of rooted graphs on a countable number of vertices that are connected and locally finite. Essentially, G * consists of rooted, unlabelled graphs. For (G, x), (H, y) ∈ G * , their distance is defined to be 1/(1 + R) where R = min{r : B r (G, x) ∼ = B r (H, y)} and B r (G, x) is the r-neighbourhood of x in G. With this distance, G * is a Polish space. A random rooted graph is a Borel probability measure on G * .
Let G * * be the set of isomorphism classes of doubly rooted graphs (G, x, y) that are countable, connected and locally finite. Let ν be a Borel probability measure on G * , and denote by (G, •) a G * -valued random variable with law ν. The random rooted Examples. A finite graph G rooted at a uniformly random vertex • of G is a unimodular network. The Cayley graph of any finitely generated group, rooted at its identity, is a deterministic unimodular network. So, for instance, the lattices Local weak convergence. The space of random rooted graphs carries naturally the topology of weak convergence:
for every bounded and continuous f : G * → R. Restricted to unimodular networks, this provides the natural notion of convergence. The limit of a sequence of unimodular networks is also a unimodular network. The Mass-Transport Principle for the limit may be verified using a standard approximation argument [5, Lemma 2.1] . This notion of convergence of unimodular networks, especially for finite graphs rooted uniformly at random, is called local weak convergence or sometimes also Benjamini-Schramm convergence as they formulated the concept [4] .
As an example, the sequence of n × n grids with each rooted at an uniformly random vertex • n converges to the infinite grid Z 2 , rooted at its origin; Figure 1 provides an illustration. The aforementioned unimodular Galton-Watson trees are local weak limits of random graphs with a given degree sequence. Growing planar grids converge locally weakly to the infinite grid Z 2 because the number of vertices in an n × n grid whose r-neighbourhood is the 2r × 2r grid is
Spectral radius. Recall that W k (G, x) is the set of closed walks in G of length k starting from x. The spectral radius of a unimodular network (G,
The quantity E [|W k (G, •)|] can be realized as the k-th moment of a Borel probability measure of R called the spectral measure of (G, •), as explained in Section 2. The spectral radius is then the largest element in absolute value in the support of the spectral measure. If G is a finite graph then its spectral measure is the empirical measure of the eigenvalues of its adjacency matrix.
Similarly, we can define the spectral measure and spectral radius of the simple random walk (SRW) on (G, •). For (G, x) ∈ G * , let p k (G, x) be the k-step return probability of the SRW on (G, x) started from vertex x. The spectral radius of the SRW on a unimodular network (G, •) is
Universal cover. Let T G denote the universal cover tree of a connected, locally finite graph G. This is the unique tree for which there is a subjective graph homomorphism π : T G → G, called the cover map, such that π is a isomorphism when restricted to the neighbourhood of every vertex. For (G, x) ∈ G * , let (T G ,x) be its universal cover rooted at anyx that is mapped to x by the cover map (all such (T G ,x) have the same rooted isomorphism class). The cover map sends closed walks in T G starting fromx to closed walks in G starting from x in an injective manner (due to the unique path lifting property of an universal cover). Therefore, ρ(G) ≥ ρ(T G ). The SRW on (G, x) is the projection of the SRW on (T G ,x) under the cover map.
is a unimodular network then its universal cover tree (T G ,•) is also unimodular. Here, (T G ,•) is constructed for every sample outcome of (G, •).
Main results
Theorem 1. Let (T, •) be a unimodular tree with E [deg(•)] < ∞ and having no leaves almost surely. Then
Additionally, if (T, •) has deterministically bounded degree then
. Theorem 2. The following lower bounds hold for the spectra of unimodular networks and of finite graphs.
I) Unimodular networks: Let (G n , •) be a sequence of unimodular networks such that sup n ρ(G n ) =: ∆ is finite. Suppose that (G n , •) → (G, •) in the local weak topology. Let (T G , •) denote the universal cover of (G, •). Let µ n denote the spectral measure of (G n , •) and let µ T G denote it for (T G , •).
II) Finite graphs: Let G n be a sequence of finite, connected graphs with vertex degrees bounded by ∆ and |G n | → ∞. Let σ j (G n ) denote the j-th largest eigenvalue in absolute value of the adjacency matrix of G n , counted with multiplicity (also called the singular values of G n ). Let d av (G n ) denote the average degree of G n .
For every
Theorem 3. Let G n be a sequence of finite connected graphs with no leaves and all vertex degrees at most ∆. Let µ SRW Gn denote the empirical measure of the eigenvalues of the Markov operator of G n , that is, of the matrix P n with entries P n (x, y) =
Remark:
2 is the average degree of G with respect to the stationary measure of its simple random walk, which assigns probability 
r−1 .
Outline of paper and proof overview
Section 2 contains a discussion of concepts used in the proofs. Theorem 1 is proved in Section 3. Theorems 2 and 3 are proved in Section 4. Theorem 4 is proved in Section 5.
The proof idea of Theorems 1 and 4 is borrowed from Hoory [11] . It is based on counting walks in a unimodular tree according to their height function. In order to count the number of walks with a given height function we use an entropy argument that provides a lower bound in terms of the entropy of the non-backtracking walk on the tree. Theorems 2 and 3 uses key features of the local weak topology, in particular, compactness of bounded degree unimodular networks and continuity of the map taking a unimodular network to its spectral measure.
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Preliminaries 2.1 Spectrum of a unimodular network
is the spectral measure at the function δ • of the adjacency operator of G acting on 2 (G). The spectral radius of (G, •) can also be formulated in terms of the spectral measure: ρ(G) = sup {|x| : x ∈ support(µ G )}. The spectral measure µ SRW G and radius ρ SRW (G) of the SRW on (G, •) are defined similarly with respect to the Markov operator acting on 2 (G). The probability measure µ SRW G is supported inside the interval [−1, 1]; thus, ρ SRW (G) ≤ 1. Moreover, its moments are
If a sequence of unimodular networks (G n , •) converges to (G, •) in the local weak limit then their spectral measures µ Gn converge to µ G in the weak topology [ 
Edge rooted graphs and non-backtracking walk
The non-backtracking walk (NBW) is a Markov process on the space of directed edge rooted graphs with no leaves, namely, the subset of G * * consisting of graphs rooted at one of its edges and every vertex of the graph having degree at least 2. For (G, x, y) ∈ G * * with (x, y) ∈ E(G), let e = (x, y), e − = x, e + = y and e = (y, x). One step of the non-backtracking walk gives a random element (G, e + , z) ∈ G * * , where z is a uniform random neighbor of e + that is different from e − . Let NBW(G, e) denote the outcome of one step of the NBW starting from (G, e) = (G, x, y). Thus,
We now define the NBW on a unimodular network (G, •) with E [deg(•)] < ∞ and having no leaves almost surely. First, we define a random edge rooted network 
The NBW on (G, •) is the G * * -valued process (G 0 , e 0 ), (G 1 , e 1 ), . . . defined by (G 0 , e 0 ) = (G, •, • ) and (G n , e n ) = NBW(G n−1 , e n−1 ). The network (G, •, • ) can roughly be thought of as choosing the root of G according to a degree bias from the distribution of (G, •) and then choosing • as a uniform random neighbour of •. If (G, •) is a fixed finite graph with a uniform random root • then (G, •, • ) is rooted at a uniform random directed edge of G.
Also, for a random edge rooted network (G, e) = (G, e − , e + ) ∈ G * * we define its reversal (G, e) as the random edge rooted network whose law satisfies the following for all bounded measurable f :
Lemma 5 (Stationarity of NBW). Let (G, •) be a unimodular network having no leaves almost surely and satisfying
. Then the reversal (G, e 0 ) has the same law as (G, e 0 ) and each (G n , e n ) has the same law as (G 0 , e 0 ).
where the second equality uses unimodularity. This shows that (G 0 , e 0 ) has the same law as (G 0 , e 0 ). For the second claim it suffices to show that (G 1 , e 1 ) has the same law as (G 0 , e 0 ). For f as above we see from the definition of a NBW step that
Consider the function F :
which is isomorphism invariant. The Mass-Transport Principle (1.1) applied to F im-
. The first of these expectations is the numerator of (2.2). The second equals E
Therefore,
The last equality is due to unimodularity as well. This shows that
Entropy
We mention some concepts of Shannon entropy that we will use; for a reference see [8] . Let X be a random variable with values in a countable state space Ω. If p(x) is the probability density of X then with the convention that 0 log 0 = 0 the entropy of X is defined as
Let (X, Y ) be jointly distributed on Ω 2 and let p(y|x) be the conditional density of
If (X 0 , . . . , X n ) are jointly distributed then the chain rule of entropy states
Entropy of the NBW step. If (G, x, y) ∈ G * * is edge rooted without leaves then
gives the entropy of a NBW step on a unimodular network:
. 
Spectral radius of unimodular trees
In order to prove Theorem 1 we will consider unimodular networks with edge weights and bound the expectation of weighted closed walks. By choosing appropriate weights we will deduce both statements in Theorem 1. Let (T, x) ∈ G * be a tree. Let w ∈ W 2k (T, x) and let the sequence of vertices visited by w be denoted w 0 = x, w 1 , . . . , w 2k = x. Let e j = (w j−1 , w j ). The height profile of w is the function h w : {0, 1, . . . , 2k} → {0, 1, 2, . . .} defined by h w (j) = dist T (x, w j ). The height profile is a Dyck path of length 2k. The forward steps of w is the sequence of k directed edges e j 1 , . . . , e j k for which h w (j i ) − h w (j i − 1) = 1, and such a j i is a forward time.
The walk w is uniquely determined by its height profile and forward steps.
Let c : G * * → [0, ∞) be a weight function such that for some δ > 0 if (G, x, y) is edge rooted then c(G, x, y) ≥ δ. The weighted number of closed walks of length 2k in (T, x) is defined as
We will write c(G, x, y) as c(x, y) when there is no confusion. Define the symmetrized weight function κ(x, y) = c(x, y)c(y, x). Note that if w is a closed walk on a tree then for every forward step e i of w there is a unique accompanying step e j in the reverse direction to e i at some time j > i. Pairing up every forward step with its accompanying reversal we see that
Let Dyck(k) denote the set of all Dyck paths of length 2k, which are the set of all possible height profiles of walks in W 2k (T, x). For a neighbour y of x, let W 2k (T, x, y, h, c) be the weighted sum over all walks in W 2k (T, x) whose first step is towards y and which has height profile h, expect without accounting for the first weighted step:
W 2k (T, x, y, h, c) =
κ(e i ).
Conditioning on the height profile and the first step of walks gives
Let (T, •) be a unimodular tree with finite expected degree. Recall the edge rooted tree (T, •, • ) derived from (T, •) via (2.1). Jensen's inequality implies
Since κ(G, x, y) ≥ δ 2 for every edge rooted graph (G, x, y) we conclude from (3.1)
Let (T, x, y) ∈ G * * be an edge rooted tree with no leaves and h ∈ Dyck(k). We define a probability distribution on the set {w ∈ W 2k (T, x) : w 1 = y, h w = h} .
Every element of this set is encoded as a sequence of edge rooted trees (T 1 , e 1 ), . . . , (T 2k , e 2k ), where (T 1 , e 1 ) = (T, x, y) and (T i , e i ) is obtained from (T i−1 , e i−1 ) by moving along the i-th edge of the walk. Therefore, consider the following probability distribution (T 1 , f 1 ), . . . , (T 2k , f 2k ) on the set.
First, (T 1 , f 1 ) = (T, x, y). Now consider a stack S of forward times of h that is initialized to S = [1] . For i > 1, if i is a forward time then set (T i , f i ) = NBW(T i−1 , f i−1 ) and append i to S by updating S = [S, i]. If i is a backward time, let be the last element of S and set (T i , f i ) = (T , f ), which is the reversal of graph at time . Then update S by removing from the end of S. Figure 2 provides an illustration.
Observe that the walk is at the root whenever S in empty and then the next step is a forward step. The stack S is determined from h and non random. Note that at a forward time i, (T i , f i ) is conditionally independent of (T 1 , f 1 ), . . . , (T i−2 , f i−2 ) given (T i−1 , f i−1 ) due to the Markov property of the NBW. However, during a backward time i, (T i , f i ) is measurable with respect to (T 1 , f 1 ) , . . . , (T i−1 , f i−1 ). Figure 2: A 6-step height profile and a closed walk on the tree associated to it. Steps 3 and 4 each have two possible choices for a forward step. The stack S updates as
Lemma 6. Let (T, x, y), h and (T 1 , f 1 ), . . . , (T 2k , f 2k ) be as above. Then,
Proof. For two probability distributions of a countable set Ω with densities p and q, the Kullback-Liebler Divergence of p from q is D(p||q) = ω∈Ω log p(ω) q(ω) p(ω). The divergence is nonnegative, which gives
If q has the form q(ω) = e E(ω) /Z, then we get log
, where X is a random variable with probability density p.
We apply this to Ω = {w ∈ W 2k (T, x) : w 1 = y, h w = h}, X being the process (T 1 , f 1 ) , . . . , (T 2k , f 2k ), and E(w) = forward time i>1 log κ(e i ) for a walk w ∈ Ω. We deduce that
We use the chain rule to calculate H[(
equals 0 because (T 1 , f 1 ) is non random. Therefore, f 1 ) , . . . , (T i−1 , f i−1 ) and the stack S. At a forward time i > 1, the conditional independence of (
During a backward time i, H[(T
Therefore, 
We claim that every (T i , • i , • i ) has the law of (T, •, • ). This is certainly the case for i = 1. Assume that this is the case for each of the graphs (T 1 ,
. By Lemma 5 both these operations preserve the law of (T, •, • ). So the claim follows from induction.
Consequently, for every i,
As there are k − 1 forward times i > 1, we combine the inequality above along with (3.2) to conclude that
The number of Dyck paths of length 2k is the Catalan number
. Therefore, we conclude from the inequality above that The second group of lower bounds in Theorem 1 are derived from convexity. Jensen's inequality applied to x → x log(x − 1) for x ≥ 2 gives
which provides the second stated lower bound to ρ(T ). Jensen's inequality applied to x → e x for the probability measure
Taking reciprocals above in combination with the bound
provides the second stated lower bound to ρ SRW (T ).
4 Alon-Boppana bound for bounded degree graphs
Proof of Part I of Theorem 2
The assumption (G n , •) → (G, •) implies that the universal cover trees (T Gn , •) of (G n , •) converges to (T G , •) in the local weak limit. Indeed, the finite size neighborhoods of the universal cover of a graph is derived from the finite sized neighbourhoods of the graph itself. In particular, µ T Gn → µ T G weakly and since sup n ρ(
Let (H, •) be a unimodular network with ρ(H) < ∞. For 0 < a < ρ(T H ) and any k ≥ 1 we have
Proof. Let ν = µ H ({|x| > a}). The moments of the spectral measure of (H, •) satisfy
On the other hand, we may bound the moments from above as follows. Note that µ H ({|x| > ρ(H)}) = 0 by definition of the spectral radius. Therefore,
Combining the lower and upper bounds on the moments we get that for every k,
Thus, for 0 < < ρ(T G ) we have ρ(T G ) − < ρ(T Gn ) for all sufficiently large n. Writing = δρ(T G ) and recalling that ∆ = sup n ρ(G n ), Lemma 7 implies that for any k we have that for all large n,
for every k.
This completes the proof of part I of Theorem 2.
Proof of Part II of Theorem 2
Lemma 8. Let G be a finite connected graph. Let G core be the maximal induced subgraph of G with no leaves. If G is not a tree then
is the j-th largest eigenvalue of H in absolute value counted with multiplicity).
Proof. Since G is not a tree,
Moreover, the adjacency matrix of G is a principal minor of the adjacency matrix of G. Suppose λ 1 ≥ λ 2 ≥ · · · ≥ λ n are the n = |G| eigenvalues of G, and ν 1 ≥ ν 2 ≥ · · · ≥ ν n−1 are the eigenvalues of G . From the Cauchy Interlacing Theorem we have
The graph G core is obtained by iteratively removing leaves from G until a subgraph with no leaves remains. Therefore, the observations above imply
We now prove part II of the theorem. Let G n i be a subsequence such that lim inf n σ j (G n ) = lim i σ j (G n i ). Clearly,
Therefore, it is enough to show that lim inf
Henceforth, we denote the subsequence G n i as G n and σ j = lim i σ j (G n i ). In the new notation we must show that
First, suppose it is the case that for an infinite subsequence G n k of G n we have that |G core n k | → ∞. It suffices to show that σ j ≥ lim inf k 2 d av (G n k ) − 1 because the latter limit infimum is an upper bound to lim inf n 2 d av (G n ) − 1. Let us denote the subsequence G n k as H n . Thus, we must show that
The graphs H core n are connected, have no leaves and have maximum degree at most ∆. If • n is a uniform random root of H core n then the unimodular networks (H core n , • n ) have a subsequential limit (G, •). Indeed, the subset of G * consisting of rooted isomorphism classes of graphs of maximal degree ∆ is compact because there are at most ∆ r possibilities for the r-neighbourhood of the root of such graphs.
Prokhorov's Theorem states that probability distributions on a compact metric space is compact in the weak topology. This provides a subsequential limit of (H core n , • n ) in the local weak topology.
Let us reduce to a convergent subsequence (H core n i , • n i ), converging to (G, •). Let (T, •) be the universal cover of (G, •). Then (T, •) has no leaves and has maximum degree at most ∆ almost surely because (G, •) inherits these properties from the sequence H 
). Taking limit infimum in i implies
Indeed, σ j is the limit of σ j (H n i ) because H n i is a subsequence of G n and σ j (G n ) converges to σ j by assumption. Lemma 8 also implies that
The required inequality in (4.3) follows by combining the inequality in (4.5) with the one from (4.4), followed by the inequality in (4.6).
We are left to consider the case where the core graphs of the sequence G n have bounded size, possibly being empty. Due to compactness, as explained above, the unimodular networks (G n , • n ), where • n is a uniform random root of G n , have a subsequential limit (G, •). We claim that (G, •) is an infinite unimodular tree of expected degree 2.
Indeed, (G, •) is infinite almost surely because G n is connected and |G n | → ∞. To see that (G, •) is a tree observe that the graph induced on G n \ G core n contains no cycles. Thus B r (G n , • n ) is a tree so long as • n is not within distance r of G core n , and this happens with probability at least 1 − |G core n |∆ r |Gn| → 1. This implies that the finite neighbourhood sampling statistics of (G, •) are supported on trees, and thus, (G, •) is a tree. Now we argue that (G, •) has expected degree 2. Suppose l n is the number of vertices removed from G n during the leaf peeling procedure that generates G core n . Then l n → ∞ as n → ∞ because |G core n | remains bounded. Moreover,
which shows that (G, •) has expected degree 2 since d av (G n ) converges to it. Now we claim that ρ(G) ≥ 2. As (G, •) is infinite there is an infinite one ended path starting from •. Therefore, |W 2k (G, •)| is at least the number of closed walks of length 2k on an infinite one ended path starting from its initial leaf vertex. This quantity is the Catalan number
The tree (G, •) is its own universal cover. Using part I of the theorem and arguing as before we deduce that σ j = lim n σ j (G n ) ≥ 2. On the other hand, lim inf
These bounds imply the required inequality in (4.2) and completes the proof of part II of the theorem.
Proof of Theorem 3
This is very similar to the proof of part II of Theorem 2 and simpler due to the assumption that the graphs G n have no leaves. We outline the argument. For a finite graph G let us denoteD
Due to compactness there is a further convergent subsequence (G n i j , • n i j ) → (G, •) in the local weak topology. It suffices to prove the claim for this convergent subsequence.
Denote the sequence of graphs G n i j as H n . Arguing as in the proof of part I of Theorem 2, we have
Theorem 1 applied to the universal cover T G of the limit (G, •) above implies
Observe thatD(H n ) →D(G, •) because (H n , • n ) converges to (G, •) and all the graphs are of bounded degree. Thus, for all sufficiently large n, we haveD(G,
For any such n we have
This implies the required claim for the sequence H n and completes the proof of the theorem.
Volume growth in unimodular trees
This section proves Theorem 4. For an infinite, connected and locally finite graph G the volume growth rate of G is the exponential growth rate of balls centered at any vertex: lim inf r→∞ |B r (G, The quantity log |S r (T, •, • )| is the entropy of the uniform distribution on the set S r (T, •, • ), provided that (T, •, • ) is fixed. We bound it from below by the entropy of a particular distribution supported on S r (T, •, • ) that we describe in the following.
Observe that an element of S(T, x, y) in uniquely determined by a sequence of directed edges e 1 , . . . , e r of T such that e 1 = (x, y), e The last inequality is from applying Jensen's inequality to x → x log(x − 1) for x ≥ 2.
Future directions
Abért et. al. [1] show that if an infinite d-regular unimodular network has spectral radius 2 √ d − 1 then if must be the d-regular tree. They also prove that if a sequence of finite, connected, d-regular graphs G n converges to the d-regular tree in the local weak limit then apart from o(|G n |) short cycles the smallest cycle in G n has length of order at least log log |G n |. Little is known about such spectral rigidity results for arbitrary unimodular networks. Suppose a sequence of finite connected graphs G n of growing size share a common universal cover T . If the spectral measures of the G n concentrate on [−ρ(T ), ρ(T )] as n → ∞ then does G n converge to T in the local weak limit?
