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Abstract
We establish the existence of solutions to a non-linear Stochastic Differential Equation
(SDE) of reaction-diffusion type in an infinite-dimensional space, with diffusion correspond-
ing to a finite range transition kernel. The solution is obtained as the limit of a sequence
of Interacting Particle Systems (IPS), and is shown to satisfy the martingale problem
corresponding to the target SDE. These systems are defined in non-compact state spaces
with unbounded local birth, death and jump rates; their construction relies on coupling
arguments and martingale estimates. Our results extend those of [7], where the same type
of equations were studied in a finite-dimensional setting.
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1 Introduction
1.1 Background
An Interacting Particle System (IPS) is a kind of probabilistic model originally employed for
physical systems with a large number of particles, see [13]. As such, IPS’s attempt to emulate,
or, better, to capture with some realism, the physical properties one imagines suitable for such
systems. Several chemical models, as well as biological ones, posses non-linear interaction rates,
since they often depend on the successful encounter of several particles at the same site [9]. In
this way, they are useful models for population dynamics [17] or for coarse spatial descriptions
of atoms in motion [2].
After describing the system through an interacting particle system, one can derive macro-
scopic laws, capturing its evolution and macroscopic behavior [11]. Due to the probabilistic
nature of the models, one can study their fluctuations, and explore further physical properties
of the system as in [6, 15, 8].
The paper [7] presents a construction of IPS’s that capture fluctuations in the fluid limit,
and are related to reaction-diffusion stochastic differential equations on a finite-dimensional
setup. After having studied the fluid limit of reaction-diffusion models in finite graphs, a
natural challenge consists of investigating how stable such constructions are. Therefore, one
would like to allow for dynamics on an infinite graph.
Besides the interest in studying stability, infinite graphs also model non-confined systems,
which is one natural extension to consider and is closely related to the thermodynamic limit,
i.e., the evolution of the system on an infinite region and keeps the fluid limit scaling. Another
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extension would be the hydrodynamic limit, which refines the description of the continuous
region, as in [6, 15].
The intuitive model we consider divides space into reaction cells, called sites, that allow
for a large number of particles to interact within each cell and describe with a certain degree
of precision the changes in particle quantities at each site. This point of view is inspired by
auto-catalytic models as presented in Nicolis and Prigogine [16, Chap. 7], and resembles the
modeling adopted by Blount [5], the main difference being that we keep the size of reaction
cells constant. As an image, consider the evolution of the density of an element (say ozone)
subject to chemical reaction (ozone ⇌ oxygen) in a given region (the atmosphere).
In this paper, we study IPS’s corresponding to single excursions of fluctuations around
equilibrium points, inspired by fluid limits of IPS. From this point of view, the non-linear
interaction term is a restoring force, driving the system back to equilibrium, which plays a
certain role in the construction of the infinite IPS. Besides this “stability” condition, we will
also encounter a stronger stability constraint on the total rate, that can be traced back to a
simple one-dimensional model, see [7, Sec. 3].
The fluid limits we consider are of a more simple nature than, and come with a different
scaling from, the hydrodynamical ones. Since we consider a zero-range dynamics on an infi-
nite graph, the construction of processes with non-linear rates is one of the main difficulties
we face, and has its own technical challenges such as determining an appropriate space for
initial conditions and for describing its configurations and evolution. We refer to [3] for the
construction of a zero-range process with super linear growth rates.
1.2 Results
Let V be a countable set and let p : V×V→ [0, 1] be a transition kernel on V, i.e, p satisfies∑
y∈V
p(x, y) = 1 ∀x ∈ V.
Now, consider the following Stochastic Differential Equation (SDE):
dζt(x) =
(
∆pζt(x)− b · (ζt(x))
κ
)
dt +
√
a · (ζt(x))
ℓ dBxt ∀x ∈ V,
ζ0 = ζ¯0, with ζ¯0 ∈ A
(1.1)
where
• A ⊂ [0,∞)V is a set of admissible initial conditions;
• (Bxt )x∈V is a family of independent Brownian motions;
• a, b are positive real numbers and κ, ℓ are positive integers; and
• ∆p is the discrete Laplacian induced by p on V, given by:
∆pζt(x) :=
∑
y∈V
(
p(y, x)ζt(y)− p(x, y)ζt(x)
)
.
If V is finite, then it was shown in [7] that we can take A = [0,∞)V for any transition
kernel p, and then, for any ζ¯0 ∈ A, a, b ∈ [0,∞), and κ, ℓ ∈ N, equation (1.1) has a unique
solution which can be obtained as a scaling limit of IPS’s.
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The goal of this paper is to extend this result to the infinite dimensional setting and to
examine conditions on p and A which ensure that Equation (1.1) can be solved by a similar
scaling limit. If the initial condition is finite, i.e, if
‖ζ0‖1 :=
∑
x∈V
ζ0(x) <∞,
one can replicate the arguments in [7] and solve (1.1), without any additional difficulties.
The real challenge is to allow for infinite initial conditions. There are three issues that
arise as one attempts to carry out this program. The first consists in restricting the set
of initial conditions to one that is compatible with the diffusion. In the infinite setting, in
contrast with [7], one cannot expect to obtain a solution for an arbitrary initial condition as
one has to prevent that infinitely many particles reach a particular site in finite time (which is
called “explosion from diffusion”). The second issue is the non-linearity of the reaction rates
associated with the exponents κ and ℓ. This poses a new challenge to the construction of the
processes in the infinite setting. Previous constructions of IPS in non-compact spaces such as
the zero range processes, as in [1, 14], rely on linear bounds on the transition rates. Finally,
the third issue has to do with arguing for the uniqueness of solutions obtained as cluster points
of a pre-compact family of trajectories. One cannot replicate the arguments of [19] to prove
pathwise uniqueness since one is unable to recover Grönwall’s bounds in a non-linear setting.
As argued in [12, p. 241], to prevent explosion from diffusion one needs to impose con-
ditions on the transition kernel p and on the initial configurations. Following the spirit of
the construction in [14], we define a non-explosive transition kernel to be one that admits a
localization function α : V→ (0,∞) for which∑
x∈V
α(x) <∞, and sup
x∈V
∑
y∈V
p(x, y)
α(y)
α(x)
<∞. (1.2)
Next we define the α-norm of a configuration by ‖ζ‖α :=
∑
x∈V α(x) |ζ(x)| and define the set
Eα := { ζ ∈ R
V : ‖ζ‖α <∞}.
With these definitions, we can now state the main result of this paper:
Theorem 1.1. If p is a transition kernel on V and α is a localization function for which (1.2)
holds, then for any positive real numbers a, b and positive integers κ, ℓ, there is a family of
IPS that converges after scaling to a solution of the SDE (1.1) with initial condition ζ¯0 ∈
Eα ∩ [0,∞)
V.
Furthermore, this solution depends continuously on the initial condition ζ¯0.
From this, we obtain a “thermodynamic limit”, that is:
Corollary 1.2. In the conditions above, for finite initial conditions ζ¯k0 that grow to ζ¯0, the
finite solutions ζk· to equation (1.1) converge uniformly, on compact intervals [0, T ], to the
solution ζ·.
This paper is structured as follows: Section 2 presents the construction of the IPS’s we
will use, starting from finite initial configurations and then proving a priori bounds, both in
the 1-norm as in the α-norm, for the distance between processes started from different initial
configurations. The section ends with a construction of a family of IPS modeled after the
dynamics encoded in (1.1). In Section 3 we prove the convergence of this family to a solution
of (1.1). Then, in Section 4 we discuss the result, the techniques employed, and give a few
words regarding future research and related open problems.
4
2 Construction of IPS and coupling estimates
Before constructing IPS’s on the infinte graph V, we introduce some terminlogy and configu-
ration spaces.
2.1 Terminology and set-up
Let p be a transition kernel on V and α a localization function satisfying (1.2). Let C > 0 be
such that ∑
y∈V
p(x, y)α(y) ≤ C · α(x) for all x ∈ V. (2.1)
The points of V, denoted by x, y, z, are called sites.
Throughout the text we will reserve the symbol η for elements in NV0 that count the number
of particles at each site x ∈ V, and represent the configuration of an IPS on V. We define sets
of finite, m-bounded, and α-summable configurations:
E0 :=
{
η ∈ NV0 :
∑
x∈V
η(x) <∞
}
, (2.2)
Em :=
{
η ∈ NV0 : η(x) ≤ m, ∀x ∈ V
}
,
Eα :=
{
η ∈ NV0 :
∑
x∈V
α(x)η(x) <∞
}
.
On these sets, we consider the metric d = dα, where
d(η, ζ) :=
∑
x∈V
α(x) |η(x)− ζ(x)| .
Since α(x) > 0 for all x ∈ V, this coincides with the induced (product) topology from NV0 .
Here, an IPS on V is a continuous time Markov process taking values on a set of configu-
rations E ⊂ NV0 . The processes we consider will be constructed either via Poisson clocks, by
specifying the time of a transition and the state of the system immediately after this transi-
tion; or via generators, by specifying operators on the space of bounded continuous functions
whose action is reminiscent of, and in fact derived from, the infinitesimal rates at which par-
ticle transitions occurs. Both constructions will be useful: the first provides a global coupling
between the processes, and the second gives us martingale expressions.
In the following Section we will construct an IPS on E0 using Poisson clocks and on
Em using generators. Next we will combine the coupling of the first construction with the
martingale estimates of the second to take limits of IPS’s from E0 ∩ E
m to Eα.
2.2 The Reaction–Diffusion dynamics
The particular class of IPS we consider in this paper are Reaction–Diffusion models, which
are processes that undergo three types of transitions: birth, death and jump. To construct
such models, we define the set of marks
M = {(x,+), (x,−), (x, y) : x, y ∈ V},
which we call the birth, death and jump marks. These marks are associated with the transition
operators
Γx,+(η) := η + δx, Γ
x,−(η) := η − δx, and Γ
(x,y)
x (η) := η − δx + δy,
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where for x ∈ V, δx ∈ R
V
+ is the configuration with only one particle at x, i.e.,
δx(z) :=
{
1 if z = x
0 otherwise.
For a configuration η ∈ (N0)
V, x, y ∈ V, the transition rates are given by
Rx,+(η) = F+(η(x)), Rx,−(η) = F−(η(x)), R(x,y)(η) = p(x, y) · η(x),
where we assume that the reaction functions F+ and F− satisfy
F+(0) = F−(0) = 0; (2.3)
0 ≤ F+ ≤ F−; and (2.4)
F+ − F− is decreasing. (2.5)
We will construct a dynamics in Eα such that, for finite configurations,
η jumps to Γa(η) with rate Ra(η), for all a ∈M. (2.6)
We start with a construction on E0 using Poisson Point Processes and transition operators.
Next, we turn to a more abstract construction on Em using generators and the classical
construction in [13, Theorem 1.3.9]. With Lemma 2.1, we show that both constructions are
compatible in the limit as m →∞ provided the initial configuration is finite. In Section 2.3,
using the coupling from the first construction with the martingale bounds from the second,
we extend these processes to infinite configurations η ∈ Eα.
This is slightly different from the construction in [7, Sec 2.1]. Indeed, the one we employ
allows us to use the same source of randomness to define the truncated dynamics in E0 ∩E
m.
Moreover, the processes are constructed in a way that allows us to couple different initial
conditions in a coherent way that yield crucial estimates for taking the limit and obtaining
bounds for the infinite mass non truncated processes. Furthermore, the coupling can be
done for different reaction rate functions, which simplifies the notation for families of particle
systems by fixating the same underlying probability space.
2.2.1 Construction in E0
For each a ∈ M, let X a be a Poisson point process on (0,∞)2 with intensity equal to the
Lebesgue measure. We denote by (Ω,F ,P) a probability space on which all these processes
are defined and, when no confusion arises, we will omit ω ∈ Ω from the notation, so X a(ω)
will be denoted simply by X a.
Recall that E0 is the set of finite initial conditions on V, as defined in (2.2). Fix η ∈ E0∩N
V
0
and t ≥ s ≥ 0. Using the point processes {X a : a ∈ M}, we define Φs,t(η) = [Φ(ω)]s,t(η) to
be the random flow on E0 over [s, t] starting from η. We set Φs,s(η) = η and, for t > s we
define recursively transition times sk and configurations ηk: from s0 = s and η0 = η, let, for
k ∈ N,
sk := inf{s ∈ (sk−1, t] : ∃ a ∈M, u > 0, (s, u) ∈ X a, Ra(ηk−1) > u},
Mk := {a ∈M : ∃ u > 0; (sk, u) ∈ X a, Ra(ηk−1) > u},
(2.7)
where we set inf ∅ = ∞. Since ηk−1 ∈ E0, the total transition rate
∑
a∈MR
a(ηk−1) is finite,
so that almost surely sk > sk−1. In case sk < ∞, define ηk = Γa
k
(ηk−1) where ak ∈ Mk is
(almost surely) uniquely determined. Since F+ ≤ F−, by a stochastic comparison argument,
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see [7, Lemma 2], almost surely there exists k⋆ such that s
k⋆ < ∞ and sk⋆+1 = ∞; then, set
Φs,t(η) = η
k⋆ .
Observe that Φr,t(Φs,r(η)) = Φs,t(η) if s ≤ r ≤ t, so (Φs,t, 0 ≤ s ≤ t <∞) forms a stochas-
tic flow on E0. We set Φt := Φ0,t, Φ·(η) := (Φt(η), t ≥ 0), and for an event A of D([0,∞), E0),
define
P η(A) := P(Φ·(η) ∈ A).
We conclude by noting that the family {P η, η ∈ E0} defines a continuous time Markov process
on E0, see [13, Definition 1.1], that follows the dynamics described in (2.6), and define the
filtration generated by this process as follows:
FΦt := σ{Φs(η), s ∈ [0, t], η ∈ E0 }, F
Φ
· :=
(
FΦt , t ≥ 0
)
. (2.8)
One property of this construction is that the resulting dynamics is monotonic for finite
initial conditions, that is, given two configurations η and η′ in E0, we have
η 4 η′ =⇒ Φt(η) 4 Φt(η
′) ∀t ≥ 0, (2.9)
where 4 is the partial order in RV+ induced by the total order in the coordinates, i.e.
η 4 η′ ⇔ η(x) ≤ η′(x) for all x ∈ V.
2.2.2 Construction in Em
As the space E0 is not compact and the total jump rate in E0 is not bounded, the above
construction does not allow for a classical correspondence with generators, semigroups and
martingales. For this reason, for each m ∈ N we now define the m-truncated version of Φ,
denoted by Φm, in which we kill newly placed particles (resulting of births or jumps) which
would increase the occupation at a site to a number larger than m.
More precisely, Φm is defined in the same way as Φ, taking as input the same Poisson
processes X a, the same rate functions {Ra, a ∈ M}, and the m-truncated transition opera-
tors {Γa,m, a ∈M} defined by Γ(x,−),m = Γ(x,−),
Γ(x,+),m(η) =
{
η + δx if η(x) < m;
η otherwise,
Γ(x,y),m(η) =
{
η − δx + δy if η(y) < m
η − δx otherwise.
(2.10)
Since the space Em is compact and the operator Lm, acting on the space of bounded
continuous functions Cb(E
m), by
Lmf(η) =
∑
a∈M
Ra(η)
[
f(Γa,m(η))− f(η)
]
satisfies the conditions of Theorem 3.9 in [13, p. 27], Lm is the generator of a continuous time
Markov process on Em, identified by the family of measures {P η,m, η ∈ Em} on D([0,∞), Em).
We now claim that for any η ∈ E0 ∩E
m and any event A of D([0,∞], Em),
P(Φm(η) ∈ A) = Pm,η(A). (2.11)
Indeed, one can verify that for any f ∈ Cb(E
m)
d
dt
E[f(Φmt (η))] = L
mf(η) (2.12)
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and conclude (2.11) because both processes have the same generator, see [13, Theorem 2.9].
The following lemma lists some properties of Φm and shows that, for fixed (ω, η), in the
limit as m → ∞, the truncated process coincides with the irrestricted one as defined in the
previous paragraph.
Lemma 2.1. The following properties hold for {Φm· }m∈N,Φ·:
(1) closure- If η ∈ E0 ∩ E
m, then (Φmt (η)) (x) ≤ m for all t and x, so Φ
m
t (η) ∈ E0 ∩ E
m.
(2) monotonicity- For any η ∈ E0 and t ≥ 0, m 7→ Φ
m
t (η) is increasing.
(3) convergence- For any η ∈ E0, almost surely there exists m0 = m0(ω, η) such that
[Φm(ω)]t(η) = [Φ(ω)]t(η) for all m ≥ m0, t ≥ 0. (2.13)
Proof. Statements 1 and 2 follow directly from the definitions of Φmt , so we omit their proof.
To see 3, note first that, due to (2.4), for almost every ω, the process reaches the (absorbing)
zero state:
lim
t→∞
[Φ(ω)]t(η) = 0.
If we set m0(ω, η) := supt≥0,x∈V[Φ(ω)]t(η)(x) < ∞, it follows that, for m ≥ m0(ω, η) and
t ≥ 0, [Φm(ω)]t(η) = [Φ(ω)]t(η).
As a consequence of (2.13), we deduce that, for every finite initial condition η ∈ E0, given
an event A in D([0,∞), E0) we have
lim
m→∞
P(Φm· (η) ∈ A) = P( limm→∞
Φm· (η) ∈ A) = P(Φ·(η) ∈ A). (2.14)
Moreover, (2.14) and (2.11) allow us to take limits in m and obtain Dynkin martingales
associated with Φ from the ones associated with Φm. Indeed, let fm : Em → R be a bounded
continuous function in the domain of Lm. According to [13, Theorem 3.9], functions g : Em →
R that satisfy ∑
x∈V
sup
{
|g(η) − g(η′)| : η(y) = η′(y) for all y 6= x
}
<∞. (2.15)
are in the domain of Lm.
For η· ∈ D
m, define
ML
m,fm
t (η·) =M
Lm,fm
t := f
m(ηt)− f
m(η0)−
∫ t
0
Lmfm(ηs) ds.
By Theorem 5.2 in [13, p. 43], for fm in the domain Lm and η ∈ Em, the process ML
m,fm
·
is a mean zero martingale under Pm,η with respect to the natural filtration in D([0, T ], Em).
Since, for η ∈ E0 ∩ E
m, Pm,η(D0 ∩D
m) = 1, the equality in (2.11) ensures that
ML
m,fm
t ◦ Φ
m(η) := fm(Φmt (η)) − f
m(η)−
∫ t
0
Lmfm(Φms (η)) ds. (2.16)
is a martingale under P with respect to the filtration Gm· , which is the pull-back to Ω of the
natural filtration by Φm(η). In fact, it is a martingale under the (larger) filtration FΦ· , see
appendix A.1.
In all that follows, unless otherwise stated, all processes that are claimed to be (local-,
super-, sub-)martingales are defined in (Ω,F ,P), and the underlying filtration is the comple-
tion of FΦ· with the null measure sets of P. To avoid unnecessary technical issues, we will
restrict our analysis of processes up to a fixed time T , where T > 0 is arbitrary.
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2.3 Extension to Eα
When the processes are either finite or confined to a compact (phase) space, the construction
can be implemented as described in the previous paragraphs. However, as we wish to construct
a process in Eα, none of these methods apply.
Indeed, when the initial configuration is outside E0, that is, ‖η‖1 = ∞, the argument
in (2.7) no longer holds because configurations are instantaneous: almost surely sk = sk−1,
and thus, no forward evolution is possible. Furthermore, Eα is not a compact phase space, so
the original dynamics of (2.6) doesn’t allow a construction analog to the one in Em.
Besides, the transition rates we deal with are not linearly bounded. Therefore, a construc-
tion relying on the action of the formal generator on the space of Lipschitz functions as in [14, p.
444] or [13, Ch. IX] is not possible since, for general F+ and F− satisfying (2.4) and (2.5), the
formal generator Lf(η) :=
∑
a∈MR
a
x(η) · (f(Γ
a
x(η)) − f(η)) does not take Lipschitz functions
into Lipschitz functions.
These obstacles can be overcome by the attractiveness of the dynamics, i.e., by the fact that
the distance d(ηt, ζt) decreases in average over time. Relying on supermartingale estimates,
we define the process in Eα via a limit procedure. In the remainder of this section we obtain
estimates that allow us to take these limits. For this purpose, following the ideas in [14,
p. 448], to obtain insight on the evolution of the distance of two given processes, we start
with finite configurations and then we extend this notion to infinite configurations. In what
follows, C is the constant that appears in (2.1).
Lemma 2.2 (Distance process in E0 ∩ E
m). For any η, η′ ∈ E0 ∩ E
m, the process(
e−(C+1)t ·
∥∥Φmt (η)− Φmt (η′)∥∥ : t ≥ 0)
is a supermartingale. In particular,
E [‖Φmt (η)‖] ≤ e
(C+1)t · ‖η‖ . (2.17)
Proof. By the first statement of Lemma 2.1, the process (Φmt (η),Φ
m
t (η
′) : t ≥ 0) has as state
space the compact set (Em)2 ≡ ({0, . . . ,m}2)V. Since Φm(η) and Φm(η′) correspond to Lm
by (2.12), and the construction via the Poisson point processes {X a}a∈M couples the dynamics
in such a way that, for each mark a, joint transitions occur as much as possible, the generator
corresponding to the process (Φmt (η),Φ
m
t (η
′) : t ≥ 0) is given by
Lˆmg(η, η′) =
∑
x∈V
∑
a∈M
[
min{Ra(η), Ra(η′)} ·
(
g(Γa,m(η),Γa,m(η′))− g(η, η′)
)
+max{Ra(η) −Ra(η′), 0} ·
(
g(Γa,m(η), η′)− g(η, η′)
)
+ max{Ra(η′)−Ra(η), 0} ·
(
g(η,Γa,m(η′))− g(η, η′)
)]
,
Consider g(η, η′) = ‖η−η′‖ and note that it satisfies a condition analog to (2.15) in (Em)2.
In order to show that {
e−(C+1)t ·
∥∥Φmt (η)− Φmt (η′)∥∥ : t ≥ 0}
is a supermartingale, it suffices to verify that (cf. appendix B.1)
Lˆmg(η, η′) ≤ (C + 1) · g(η, η′), η, η′ ∈ Em. (2.18)
Setting η′ ≡ 0 we conclude that t 7→ e−(C+1)t · ‖Φmt (η)‖ is a supermartingale and thus
E [‖Φmt (η)‖] ≤ e
(C+1)t · ‖η‖.
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Lemma 2.3 (Distance process in E0). For any η, η
′ ∈ E0, the process(
e−(C+1)t ·
∥∥Φt(η)− Φt(η′)∥∥ : t ≥ 0)
is a supermartingale.
Proof. First, note that for any m ∈ N such that m ≥ η(x) for all x ∈ V, by (2.17) we have
E[‖Φmt (η)‖] ≤ e
(C+1)t · ‖η‖ for all t ≥ 0.
By the monotone convergence of Φmt to Φt, see Lemma 2.1(2), it follows that
E[‖Φt(η)‖] ≤ e
(C+1)t · ‖η‖, for all t ≥ 0. (2.19)
Now, let η, η′ ∈ E0 be arbitrary and take m ≥ max{η(x), η
′(x)} for all x ∈ V. The triangle
inequality and Lemma 2.1(2), give for all t ≥ 0
e−(C+1)t · ‖Φmt (η) − Φ
m
t (η
′)‖ ≤ e−(C+1)t ·
(
‖Φt(η)‖ + ‖Φt(η
′)‖
)
.
By the convergence in Lemma 2.1(3),
‖Φmt (η)− Φ
m
t (η
′)‖
pt
−−−−→
m→∞
‖Φt(η)− Φt(η
′)‖.
The conditional dominated convergence theorem yields the desired result.
Lemma 2.4 (Extension to Eα). For any η ∈ Eα there exists a full-measure set Ωη ⊂ Ω
such that for every ω ∈ Ωη the following holds: if (ηn) is an increasing sequence in E0 with
‖ηn − η‖
n→∞
−−−→ 0, then for any t ≥ 0, [Φ(ω)]t(ηn) converges in (Eα, ‖ · ‖) as n → ∞. The
limit, also denoted Φt(η) = [Φ(ω)]t(η), does not depend on the choice of the sequence ηn → η,
and satisfies
P
(
sup
0≤t≤T
‖Φt(η)‖ > A
)
≤
e(C+1)T · ‖η‖
A
, and (2.20)
E[‖Φt(η)‖] <∞. (2.21)
Proof. Using the monotonicity of (2.9), we define for each x ∈ Zd and t ≥ 0
[Φt(η)](x) := lim
n→∞
[Φt(ηn)](x) ∈ N ∪ {∞}. (2.22)
Monotonicity also shows that the limit does not depend on the choice of sequence (ηn). Indeed,
since the elements from each sequence are configurations with finite support, it is possible to
combine subsequences of {ηn}n, {η
′
n}n, into an increasing subsequence {η
′′
n}n:
η′′1 = η1,
η′′2n = η
′
k with k = min{j ≥ 2n : η
′
j ≥ η
′′
2n−1},
η′′2n+1 = ηk with k = min{j ≥ 2n + 1 : ηj ≥ η
′′
2n}.
By monotonicity, limnΦt(ηn) = limnΦt(η
′′
n) = limnΦt(η
′
n).
To ensure that the limit process belongs to Eα, observe that for any A > 0,
P
(
sup
0≤t≤T
‖Φt(η)‖ > A
)
= lim
n→∞
P
(
sup
0≤t≤T
‖Φt(ηn)‖ > A
)
. (2.23)
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Denote Xn,t := e
−(C+1)t · ‖Φt(ηn)‖ and τn,A := T ∧ inf{t ∈ [0, T ] | Xn,t > A}. We have
‖η‖ ≥ ‖ηn‖ ≥ E
[
Xn,τn,A
]
≥ A · P(τn,A < T ).
where the second inequality follows from Lemma 2.3 and the third one from the positivity of
Xn,t.
Then, since for all t ≤ T , e−(C+1)t · ‖Φt(ηn)‖ ≥ e
−(C+1)T · ‖Φt(ηn)‖,
P
(
sup
0≤t≤T
‖Φt(ηn)‖ > A
)
= P
(
sup
0≤t≤T
e−(C+1)T ‖Φt(ηn)‖ > Ae
−(C+1)T
)
≤ P
(
sup
0≤t≤T
Xn,t > Ae
−(C+1)T
)
= P(τn,Ae−(C+1)T < T ) ≤
e(C+1)T · ‖η‖
A
.
(2.24)
Equation (2.20) follows from (2.23) and (2.24). To conclude (2.21), we note that (2.22),
Fatou’s lemma and (2.19) imply
E[‖Φt(η)‖] ≤ lim inf
n
E[‖Φt(ηn)‖] ≤ lim inf
n
e(C+1)t · ‖ηn‖ = e
(C+1)t · ‖η‖.
We can now extend Lemma 2.3:
Lemma 2.5 (Distance process in Eα). For any η, η
′ ∈ Eα, the process(
e−(C+1)t · ‖Φt(η)− Φt(η
′)‖ : t ≥ 0
)
is a supermartingale. In particular, for any T > 0 and A > 0,
P
(
sup
0≤t≤T
‖Φt(η)− Φt(η
′)‖ > A
)
≤
e(C+1)T · ‖η − η′‖
A
. (2.25)
Proof. Fix increasing sequences ηn, η
′
n ∈ E0 with ‖ηn − η‖ → 0 and ‖η
′
n − η
′‖ → 0. The
supermartingale property follows from Lemma 2.3, the convergence
Φt(ηn)→ Φt(η) and Φt(η
′
n)→ Φt(η
′)
and the fact that
e−(C+1)t · ‖Φt(ηn)− Φt(η
′
n)‖ ≤ e
−(C+1)t ·
(
‖Φt(η)‖+ ‖Φt(η
′)‖
)
, t ≥ 0, n ∈ N,
the right-hand side being integrable by Lemma 2.4.
For the second statement, abbreviate Xt = e
−(C+1)t ·‖Φt(η)−Φt(η
′)‖ and define, for A > 0,
τA := T ∧ inf{t ∈ [0, T ] | Xt > A}.
Then, since
‖η − η′‖ = E[X0] ≥ E[XτA ] ≥ A · P(τA < T ),
the same argument as in (2.24) concludes the proof.
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Corollary 2.6. Let η ∈ Eα. For almost every ω ∈ Ωη, the trajectory [0, T ] ∋ t 7→ [Φ(ω)]t(η)
is right-continuous with left limits.
Proof. Fix an increasing sequence ηn ∈ E0 with ‖ηn− η‖ < 2
−n for each n. By (2.25) and the
Borel-Cantelli lemma, for almost every ω, the functions t 7→ [Φ(ω)]t(ηn) converge uniformly
in compact intervals to t 7→ [Φ(ω)]t(η). To conclude, note that the uniform limit (in compact
intervals) of functions that are right-continuous with left limits is also right-continuous with
left limits.
For f : Eα → R, define the action of the formal generator L and the formal quadratic
variation operator Q by
Lf(η) :=
∑
a∈M
Rax(η) · (f(Γ
a
x(η)) − f(η)) , (2.26)
Qf(η) := Lf2(η)− 2f(η)Lf(η) =
∑
a∈M
Rax(η) · (f(Γ
a
x(η)) − f(η))
2 .
We say that f is a local function in Eα if there exists a finite set B = Bf ⊂ V such that f
depends only on the values of η in B; that is, for all η, η′ ∈ Eα,
η(x) = η′(x) ∀x ∈ B ⇒ f(η) = f(η′).
This set B is called the support of f .
Observe that if f is local, then the action of the formal generator is always well-defined for
η ∈ Eα. Indeed, since f depends only on the value of η on a finite set B, and since transitions
can at most increase the number of particles on B by one, there is, for any given η, a maximum
value M =M(f, η) that f might attain on all Ra(η). So, expanding the definition in (2.26):
Lf(η) =
∑
x∈B
F+(η(x))[f(ηx,+)− f(η)] +
∑
x∈B
F−(η(x))[f(ηx,−)− f(η)]
+
∑
x∈B,y∈B
η(x)p(x, y)[f(ηx,y)− f(η)]
+
∑
x∈B,y 6∈B
η(x)p(x, y)[f(ηx,y)− f(η)] +
∑
x 6∈B,y∈B
η(x)p(x, y)[f(ηx,y)− f(η)].
The first three terms are bounded since the difference will be bounded by 2M , and they sum
over a finite set. The remaining fourth and fifth terms are bounded as well: for the fourth,
notice that the sum of probabilities
∑
y 6∈B p(x, y) is at most one, and then the sum over x ∈ B
is a finite sum of bounded terms. The last one requires using the compatibility of p and α
from (2.1): since y ∈ B ranges over a finite set, we can take 0 < ǫ ≤ α(y) for all such y. Then,
the last term is bounded by
∑
x 6∈B
η(x)
∑
y∈B
p(x, y)
α(y)
ǫ
2M ≤
∑
x 6∈B
η(x)
Cα(x)
ǫ
2M ≤
2M
ǫ
C ‖η‖ .
An analogous argument proves that Qf is also well-defined.
Then, we set
ML,ft (η) := f(Φt(η)) − f(η)−
∫ t
0
Lf(Φs(η)) ds,
NL,ft (η) :=
(
ML,ft (η)
)2
−
∫ t
0
(Qf)(Φ(η(s))) ds .
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Next, we define D to be the set where both ML,f· (η) and N
L,f
· (η) are local martingales, i.e.
D :=
{
f : Eα → R
∣∣∣∣∣ (M
L,f
t (η),F
Φ
t )t∈[0,T ] and (N
L,f
t (η),F
Φ
t )t∈[0,T ]
are local martingales under P for all η ∈ Eα
}
With these definitions we can now state the final proposition of this section, whose proof
we postpone to Appendix A.2.
Proposition 2.7. Any continuous local function f is in D.
2.4 A family of Reaction–Diffusion models on the infinite Graph
As in [7], we define a family of IPS on V and pursue the study of its fluid limit. This is done
by defining the n-dependent Reaction–Diffusion dynamics: for x, y ∈ V, let
R(x,y),n(η) := p(x, y) · η(x), R(x,+),n(η) := F+n (η(x)), R
(x,−),n(η) := F−n (η(x)). (2.27)
In words, for all n ∈ N, the diffusion dynamics is kept the same, however, the reaction
functions F+n and F
−
n depend on n. The intuition behind this choice is that we take n to
be the refinement of a mass-measuring device at each measuring point x ∈ V. As n changes,
we assume no change in the diffusion per detected unit (changes of mass of size n−1 at each
measuring point) but we do allow for non linear changes in the reaction rates.
To ease our notation, we will denote the stochastic process t 7→ Φnt (η) corresponding to
the rates from (2.27) by
ηnt := Φ
n
t (η).
Note that this notation makes it harder to control the dependence on the initial condition.
For the study of the fluid limit, we consider the mass-scaled processes
ζn· :=
(
ηnt (x)
n
, x ∈ V, t ∈ [0, T ]
)
.
Therefore, we focus our attention on the corresponding operators Ln, given by
Lng(ζ) :=
∑
a∈M
Ra,n(nζ) ·
[
g
(
Γa(nζ)
n
)
− g(ζ)
]
.
This equation can be derived noting that, when the mass scaled process ζn· is at ζ, the
underlying discrete IPS ηn· is at nζ, and that a transition of one unit in η
n
· corresponds to the
same transition in ζn· divided by n.
Due to the scaling, the processes ζn· have rational coordinates. Since we are interested in
the limit as n→∞, we take ζn· as processes defined in the (complete) space
Eα :=
{
ζ ∈ RV0 :
∑
x∈V
α(x)ζ(x) <∞
}
.
The choice of F+n and F
−
n , for each member of the family, is made so that the operators
Ln approximate the macroscopic drift and variance (carré du champ) of an SDE on the graph
V. This requires that the net mass increase and the squared mass oscillation both converge
to macroscopic values, hereafter denoted by F and G. Specifically, we require that
lim
n→∞
1
n
[
F+n (nζ)− F
−
n (nζ)
]
= F (ζ),
lim
n→∞
1
n2
[
F+n (nζ) + F
−
n (nζ)
]
= G(ζ).
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For the choices F (ζ) = −b · (ζ)k and G(ζ) = a · (ζ)ℓ that correspond to the SDE (1.1), the
above system, however, does not necessarily lead to positive rate functions. To construct the
IPS ηn, we impose that for all ζ the reaction rates are positive by setting:
2F+n (nζ) = max
{
n2α(ζ)ℓ − nβ(ζ)k, 0
}
,
F−n (nζ) = n
2α(ζ)ℓ − F+n (nζ).
(2.28)
This is the same system as in [7, eq. (29)], so we know that
∀A > 0, sup
ζ≤A
∥∥∥(F+n (ζ)− F−n (ζ))− (−bζκ)∥∥∥→ 0. (2.29)
Since we do not change the diffusive rates p(x, y), and F+n , F
−
n satisfy (2.3)–(2.5) all the
estimates of the previous section depending on C are valid uniformly in n.
3 Convergence
The purpose of this section is to prove that the family { ζn· } constructed in Section 2.4 con-
verges to a solution to the SDE (1.1). A classical way of proving convergence is the two-step
argument “tightness plus characterization”, see for example [7, Section 6]. For the infinite
graph problem, however, we do not have a proof of uniqueness of solutions to (1.1) when the
total mass of the initial configuration is infinite. In general, one should not expect equations
like (1.1) to have a unique solution. Indeed, even the Cauchy problem for the (determinis-
tic) heat equation on R doesn’t have unique solutions if no further regularity is assumed, as
already shown in Tychonoff’s example [18].
In what follows we will prove convergence by showing that under a certain coupling, the
sequence { ζn· } is Cauchy in the space of trajectories and that its limit point is a solution
to (1.1). To do so, after proving tightness in Section 3.1, we will adapt in Section 3.2 the
martingale arguments for processes with finite total mass from [7, Section 6] to the infinite
case. This will already show that all limit points indeed solve the SDE. Then, we combine the
uniqueness results for finite mass with the uniform estimates on the distance of these processes
(in the α-norm) as obtained in Lemma 2.5 to conclude in Section 3.3.2 that { ζn· } is a Cauchy
sequence.
3.1 Tightness
Let ζn0 :=
ηn0
n and assume that there is a ζ
∗ ∈ Eα for which
‖ζn0 − ζ
∗‖ → 0. (3.1)
We would like to prove that the laws induced by {ζn· }n form a tight family on the space
of measures in D([0, T ], Eα). To prove tightness, Aldous’s criterion requires us to verify two
conditions, see [11, p. 51], namely
1) ∀ t ∈ [0, T ], ε > 0,∃A > 0 : sup
n∈N
P (‖ζnt ‖ > A) < ε (3.2)
2) ∀ ε > 0 lim
δ0→0
sup
δ≤δ0
sup
τ∈TT
sup
n∈N
P
(
‖ζn(τ+δ)∧T − ζ
n
τ ‖ > ε
)
= 0, (3.3)
where TT is the set of stopping times that are bounded by T . Condition (3.2) follows
from (2.20), since the convergence of the initial conditions ζn0 in (3.1) ensures that supn ‖ζ
n
0 ‖
is finite.
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To prove (3.3), we define the α-balls in V
B(r) := {x ∈ V | α(x) > 1/r}, (3.4)
and the process with initial condition restricted to them:
ζn,rt :=
Φnt (η
n
01B(r))
n
.
Since the balls B(r) are finite, the processes ζn,r· can be constructed in E0 as in Section 2.2.1.
Lemma 3.1 (Uniform ball approximation). For any T > 0 and ε > 0 if { ηn0 }n satisfies (3.1),
then
sup
n
P
(
sup
0≤t≤T
‖ζnt − ζ
n,r
t ‖ ≥ ε
)
−−−→
r→∞
0. (3.5)
Proof. From equation (2.25) we have
P
(
sup
0≤t≤T
‖ζnt − ζ
n,r
t ‖ > ε
)
≤
e(C+1)T ·
∥∥∥ζn0 1B(r)c∥∥∥
ε
.
Now, by (3.1), the norm of ζn0 1B(r)c goes to zero as r goes to infinity, uniformly in n.
Lemma 3.2 (Truncated processes asymptotically do not escape). For any T > 0, ε > 0, and
r > 0, if { ηn0 }n satisfies (3.1), then
sup
n
P
(
sup
0≤t≤T
∥∥∥ζn,rt 1B(R)c∥∥∥ ≥ ε
)
−−−−→
R→∞
0. (3.6)
Proof. Outside of B(R), the norm of the process can be bounded by a factor of the total mass,∥∥∥ζn,rt 1B(R)c∥∥∥ = ∑
x 6∈B(R)
α(x) |ζn,rt (x)| ≤
∑
x 6∈B(R)
1
R
|ζn,rt (x)| ≤
1
R
‖ζn,rt ‖1 . (3.7)
Then using (3.7) in combination with (C.1) it follows that
P
(
sup
0≤t≤T
∥∥∥ζn,rt 1B(R)c∥∥∥ > ε
)
≤ P
(
sup
0≤t≤T
‖ζn,rt ‖1 > Rε
)
≤
‖ζn,r0 ‖1
Rε
.
Since ‖ζn,r0 ‖1 is bounded uniformly in n by (3.1), we get the desired result.
Remark 3.3. Lemma 3.2 allows one to control the norm outside of a larger ball for the truncated
process. This is possible thanks to the control on the total mass for finite processes as given in
(C.1). The result is similar to Lemma 2 in [7] and, though we leave the proof to Appendix C.1,
the intuition behind it is simple: the total mass can be stochastically bounded by a symmetric
random walk that is absorbed at 0.
The following lemma shows that oscillations outside a large ball are negligible. This will
allow us to prove (3.3) after controlling, in lemma 3.5, the oscillations of the coordinate
processes.
Lemma 3.4 (Negligible norm near infinity). For any T > 0 and ε > 0 , if { ηn0 }n satisfies
(3.1), then there exists R > 0 such that, for any n ∈ N,
P
(
sup
0≤t≤T
‖ζnt · 1B(R)c‖ > ε
)
< ε. (3.8)
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Proof. By (3.5), we can pick r > 0 such that
sup
n
P
(
sup
0≤t≤T
‖ζnt − ζ
n,r
t ‖ ≥ ε/2
)
≤ ε/2. (3.9)
Now, by (3.6), we choose R > 0 such that
sup
n
P
(
sup
0≤t≤T
∥∥∥ζn,rt 1B(R)c∥∥∥ ≥ ε/2
)
≤ ε/2. (3.10)
Since
‖ζnt · 1B(R)c‖ ≤ ‖ζ
n
t − ζ
n,r
t ‖+ ‖ζ
n,r
t · 1B(R)c‖,
the desired result follows from a union bound applied to (3.9) and (3.10).
The next lemma proves (3.3) for each coordinate projection of the family ζn· .
Lemma 3.5 (Coordinates oscillation control). For any T > 0, ε > 0, and x ∈ Zd, if { ηn0 }n
satisfies (3.1), then
lim
δ0→0
sup
δ≤δ0
sup
τ∈TT
sup
n∈N
P
(∣∣∣ζn(τ+δ)∧T (x)− ζnτ (x)∣∣∣ > ε) = 0. (3.11)
Proof. Let fx(η) = η(x). By proposition 2.7,
ζnt (x) = ζ
n
0 (x) +
∫ t
0
Lnfx(ζ
n
s ) ds +M
n,x
t ,
where, by (B.2), the quadratic variation of the local martingale Mn,xt is
〈Mn,x· 〉t =
∫ t
0
Qnfx(ζ
n
s ) ds =
∫ t
0
a · (ζns (x))
ℓ +
∑
y
p(y, x)ζns (y) + p(x, y)ζ
n
s (x)
n
ds.
Let τnA = T ∧ inf{ t ∈ [0, T ] | ‖ζ
n
t ‖ > A }. It follows that
P
(∣∣∣ζn(τ+δ)∧T (x)− ζnτ (x)∣∣∣ ≥ ε)
≤ P
(∣∣∣Mn(τ+δ)∧τn
A
−Mnτ∧τn
A
∣∣∣ ≥ ε/2) + P(∣∣∣∣∣
∫ (τ+δ)∧τn
A
τ∧τn
A
Lnfx(ζ
n
s ) ds
∣∣∣∣∣ ≥ ε/2
)
+ P(τnA < T )
≤
4
ε2
E
[∫ (τ+δ)∧τn
A
τ∧τn
A
Qnfx(ζ
n
s ) ds
]
+ P
(∣∣∣∣∣
∫ (τ+δ)∧τn
A
τ∧τn
A
Lnfx(ζ
n
s ) ds
∣∣∣∣∣ ≥ ε/2
)
+ P(τnA < T ).
(3.12)
As the diffusion rates do not depend on n, the integrands in the last line of (3.12) can be
bounded by a constant independent of n ∈ N. Indeed, there is a constant CA,x such that
for all ζ such that ‖ζ‖ ≤ A, sup
n
Qnfx(ζ) ≤ CA,x and sup
n
|Lnfx(ζ)| ≤ CA,x, (3.13)
see Appendix C.2. By (2.25) one can take A such that supn P(τ
n
A < T ) < ε/2. To conclude
the proof, it suffices to note that for small enough δ
4
ε2
E
[∫ (τ+δ)∧τn
A
τ∧τn
A
Qnfx(ζ
n
s ) ds
]
≤
ε
2
, and P
(∣∣∣∣∣
∫ (τ+δ)∧τn
A
τ∧τn
A
Lnfx(ζ
n
s ) ds
∣∣∣∣∣ ≥ ε/2
)
= 0
Since ε > 0 is arbitrary, (3.11) follows.
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The following proposition concludes the proof of tightness for the sequence { ζn· }.
Proposition 3.6 (Norm oscillation control). For any T > 0, if { ζn0 }n satisfies (3.1), then (3.3)
holds.
Proof. Using Lemma 3.4, we choose R > 0 such that, for any n,
P
(
sup
0≤t≤T
‖ζnt · 1B(R)c‖ > ε/3
)
< ε/3.
Next, by Lemma 3.5 and a union bound for x ∈ B(R), we can choose δ0 > 0 such that, for
any δ ≤ δ0, n ∈ N and any stopping time τ ∈ TT ,
P
(
‖(ζn(τ+δ)∧T − ζ
n
τ ) · 1B(R)‖ > ε/3
)
< ε/3.
Therefore, by the triangle inequality
P
(
‖ζn(τ+δ)∧T − ζ
n
τ ‖ > ε
)
≤ P
(
‖ζn(τ+δ)∧T · 1B(R)c‖ > ε/3
)
+ P
(
‖ζnτ · 1B(R)c‖ > ε/3
)
+ P
(
‖(ζn(τ+δ)∧T − ζ
n
τ ) · 1B(R)‖ > ε/3
)
< ε.
Since ε > 0 is arbitrary, one obtains (3.3).
3.2 Limit points
We have seen that, for any initial condition ζ0 ∈ E , assuming that ζ
n
0 → ζ0 the sequence
{ ζn· }n is tight, therfore there is a process ζ
∗
· and a subsequence {ni }i∈N, for which
{ ζni· }ni converges in distribution to ζ
∗
· . (3.14)
In this section we show that ζ∗· solves (1.1) and that the full sequence converges to ζ
∗
· . The
proof proceeds in three steps: we prove that
(1) ζ∗· has continuous paths;
(2) ζ∗· solves (1.1); and
(3) the sequence ζn· is convergent when ζ
∗
0 ∈ E .
3.2.1 Continuity of paths
To prove that ζ∗· has continuous paths we consider the jump function
J : D → R, where J(ζ·) := sup
t≤T
‖ζt − ζt−‖ .
By the continuity of J in the Skorohod topology, see [4, p. 125], we get that for any ε > 0
P (J(ζ∗· ) > ε) ≤ lim infn
P (J(ζn· ) > ε) .
Now, note that for any R > 0, there is a C for which∥∥∥(ζnt − ζnt−)1B(R)∥∥∥ ≤ Cn ,
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and therefore, if n > 2C/ε,
P
(
J(ζn· 1B(R)) > ε/2
)
= 0.
For R > 0 such that (3.8) holds with ε/4 (nb. the difference is at most twice the norm), the
triangle inequality implies that
P (J(ζ∗· ) > ε) < ε.
Since ε > 0 is arbitrary we conclude that ζ∗· has continuous paths.
3.2.2 Solution to SDE
For x, y ∈ V, define the coordinate functions by
fx(ζ) := ζ(x), fx,y(ζ) = ζ(x) · ζ(y), (3.15)
and to shorten the notation denote the convergent subsequence in (3.14) simply by { ζn· }n.
By Skorohod’s representation theorem [4, p. 70], and the continuity of the trajectories of ζ∗· ,
we may consider a probability space
(
Ω˜, F˜ , P˜
)
with { ζ˜n· }n, ζ˜
∗
· : Ω˜ → D([0, T ], E), satisfying
for any event A in D([0, T ], E)
P˜ (ζ˜n· ∈ A) = P(ζ
n
· ∈ A), ∀n ∈ N, (3.16)
P˜ (ζ˜∗· ∈ A) = P(ζ
∗
· ∈ A), (3.17)
and such that
lim
n→∞
sup
t∈[0,T ]
∥∥∥ζ˜nt (ω˜)− ζ˜∗t (ω˜)∥∥∥ = 0. (3.18)
As in (2.8), let F˜nt := σ(ζ˜
n
s , s ∈ [0, t]) be the natural filtration for ζ˜
n
· , and analogously F˜
∗
t :=
σ(ζ˜∗s , s ∈ [0, t]).
To prove that ζ∗· solves (1.1), we will examine in this section the limit of M˜
Ln,f
· defined
for f : E → R by
M˜L
n,f
t := f(ζ˜
n
t )− f(ζ˜
n
0 )−
∫ t
0
Lnf(ζ˜ns ) ds. (3.19)
Therefore, for f ∈ { fx, fx,y | x, y ∈ V }, by (3.16) and Proposition (2.7),(
M˜L
n,f
t , F˜
n
t
)
t∈[0,T ]
is a local martingale under P˜ .
We define the second order differential operator acting on twice continuously differentiable
local functions f : E → R by
L∗f(ζ) :=
∑
x∈V
(
∆pζ(x)− b(ζ(x))
κ
)
∂xf(ζ) +
1
2
∑
x,y∈V
a(ζ(x))ℓ∂x∂yf(ζ).
We claim that, for every f ∈ { fx, fx,y | x, y ∈ V }, and any A > 0,
lim
n
sup
‖ζ‖<A
‖Lnf(ζ)− L∗f(ζ)‖ = 0. (3.20)
Indeed, since ζ(x) ≤ ‖ζ‖α(x) , and f is a local function, the choice of reaction rates as in (2.28)
allows us to apply equation (2.29) for each site that f depends upon, see Appendix B.2, for a
detailed computation.
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Since
A(ω˜) := sup
n
sup
0≤t≤T
∥∥∥ζ˜nt (ω˜)∥∥∥ ,
is finite thanks to the pointwise limit of the Skorohod representation in (3.18), the following
limit
lim
n
M˜L
n,f
t = M˜
L∗,f
t := f(ζ˜
∗
t )− f(ζ˜
∗
0)−
∫ t
0
L∗f(ζ˜∗s ) ds (3.21)
holds for any f ∈ { fx, fx,y | x, y ∈ V }, pointwise in ω˜.
We can now state the main result of this section.
Proposition 3.7. If ζ∗· is a weak limit point of { ζ
n
· }n then ζ
∗
· is a solution to the SDE (1.1).
Proof. First, as continuous limits of local martingales are local martingales, see proposi-
tion A.2, for each f ∈ { fx, fx,y | x, y ∈ V },(
M˜L
∗,f
· ,F
ζ˜∗
t
)
t∈[0,T ]
is a local martingale under P˜ (ζ˜∗· ∈ •).
By [10, Eq. (4.11), p. 315], it follows that
M˜L
∗,fx
t M˜
L∗,fy
t −
∫ t
0
1x=yG(ζ˜
∗
s (x)) ds
is a continuous local martingale and so the corresponding cross-variation process, see for
instance [10, Def. 5.5, p. 31], is given by
〈M˜L
∗,fx
· , M˜
L∗,fy
· 〉t = 1x=y
∫ t
0
G(ζ˜∗s (x)) ds.
Now, we can extend the space
(
Ω˜, F˜ , P˜
)
to
(
Ωˆ, Fˆ , Pˆ
)
, where an auxiliary family of inde-
pendent Brownian motions {W x· }x∈V is defined. To keep track of this extension, we denote
by ζˆ∗· , Mˆ
L∗,f
· the versions of ζ˜∗· and M˜
L∗,f
· defined in
(
Ωˆ, Fˆ , Pˆ
)
. We define
Bxt :=
∫ t
0
1ζˆ∗s (x)6=0
1√
G(ζˆ∗s (x))
dMˆL
∗,fx
s +
∫ t
0
1ζˆ∗s (x)=0
dW xs .
This construction ensures that B := {Bxt , t ∈ [0, T ], x ∈ V } is a family of continuous local
martingales with cross-variation process given by
〈Bx· , B
y
· 〉t = t1x=y.
By Levy’s representation theorem, see [10, p. 157], it follows that {Bxt , t ∈ [0, T ], x ∈ V } is a
family of independent Brownian motions. Since
Mˆ∗,fxt =
∫ t
0
√
G(ζˆs) dB
x
s
we can rewrite (3.21) as
ζˆt(x) = ζˆ0(x) +
∫ t
0
∆pζˆs(x) + F (ζˆs) ds +
∫ t
0
√
G(ζˆs(x)) dB
x
s .
Therefore, by (3.17), it follows that ζ∗· is a weak solution to the SDE (1.1).
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3.3 Uniqueness
To conclude the argument presented at the beginning of Section 3.2, it remains to prove that
under (3.1), the full sequence { ζn· }n has a unique limit point.
The proof proceeds in two steps: first, we will prove that, when the initial mass is fi-
nite, (1.1) has a unique weak solution. For processes with bounded initial mass, we can prove
uniqueness of the limit points of { ζn· }n∈N by proving uniqueness of solutions to (1.1). For
processes with infinite initial mass such that (3.1) holds we can obtain convergence estimates
by combining uniqueness of solutions of the finite mass processes with the coupling estimates
obtained in (2.25).
3.3.1 Finite mass
The essence of the arguments in this section are taken from [19]. We present them here with
slight modifications to adjust to our setting.
Let ζ∗,1· and ζ
∗,2
· be two limit points of {ζn· }n∈V having the same initial condition ζ
∗
0 ∈ E0,
By [19, Proposition 1, p. 158], we can couple ζ∗,1· and ζ
∗,2
· with the same Brownian family
{Bx· }x∈V. This allows us to compute the difference Dt(x) := ζ
∗,1
t (x)− ζ
∗,2
t (x). To prove that
ζ∗,1· and ζ
∗,2
· have the same distribution it is enough to show that, for all t ∈ [0, T ],
E [‖Dt‖1] = 0,
where ‖Dt‖1 =
∑
x |Dt(x)|. To do so, we first bound E
[
‖Dt∧σA‖1
]
, where
σA := inf
{
t :
∥∥∥ζ∗,1t ∥∥∥1 ≥ A or
∥∥∥ζ∗,2t ∥∥∥1 ≥ A} .
As in [19, p.165], let { am }m be a decreasing sequence of real numbers with limm am = 0
and for each m ∈ N, consider the following C2(R) function
ϕm(u) :=
∫ |u|
0
∫ y
0
ρm(s) dsdy,
where ρm : R→ R is such that
0 ≤ ρm(u) ≤
2
mu
, ρm(x) = 0 for x /∈ (am, am−1), and
∫ am−1
am
ρm(s) ds = 1.
Note that |ϕ′m(u)| ≤ 1, ϕm ≤ ϕm+1, and limm ϕm(u) = |u|.
By Itô’s formula,
ϕm(Dt∧σA(x)) =
∫ t∧σA
0
ϕ′m(Ds(x))
[
∆pDs(x)− β ·
((
ζ∗,1s (x)
)k
−
(
ζ∗,2s (x)
)k)]
ds
+
1
2
∫ t∧σA
0
ϕ′′m(Ds(x))
(
α ·
((
ζ∗,1s (x)
)ℓ/2
−
(
ζ∗,2s (x)
)ℓ/2))2
ds
+
∫ t∧σA
0
ϕ′m(Ds(x))
(
α ·
((
ζ∗,1s (x)
)ℓ/2
−
(
ζ∗,2s (x)
)ℓ/2))
dBxs .
(3.22)
The expected value of the last integral is zero. To bound the first two, note that, for s ≤ σA,
ζ∗,1s (x) ≤ A and ζ
∗,2
s (x) ≤ A, for all x ∈ V. Since both k and l are larger or equal to one,
there is CA > 0 such that (
ζ∗,1s (x)
)k
−
(
ζ∗,2s (x)
)k
≤ C |Ds(x)| , and((
ζ∗,1s (x)
)ℓ/2
−
(
ζ∗,2s (x)
)ℓ/2)2
≤ C |Ds(x)| .
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Since
ϕ′′m(Ds(x)) = ρm(|Ds(x)|) ≤
2
m |Ds(x)|
,
the second integral in (3.22) is bounded, for every ζ∗,1 and ζ∗,2, by Cαtm , so
E [ϕm(Dt∧σA(x))] ≤ E
[∫ t∧σA
0
∣∣ϕ′m(Ds(x))∣∣ [ |∆pDs(x)|+ CA |Ds(x)|] ds]+ Cαtm . (3.23)
Now define vt(x) := E [|Dt∧σA(x)|] for all x ∈ V and let m → ∞ in (3.23). Since
supu |ϕ
′
m(u)| ≤ 1, it follows that
vt(x) ≤
∫ t
0
(∑
y∈V
p(y, x)vs(y) + p(x, y)vs(x)
)
+ CAvs(x) ds.
Summing the previous equations over all x ∈ V, interchanging the order of y and x and
recalling that
∑
x∈V p(y, x) = 1, we get that
E
[
‖Dt∧σA‖1
]
≤ (CA + 2)
∫ t
0
E
[
‖Ds∧σA‖1
]
ds
which means, by Gronwall inequality, that
E
[
‖Dt∧σA‖1
]
= 0. (3.24)
Since limA σA =∞, by Fatou’s lemma and (3.24) we obtain
E [‖Dt‖1] = E
[
lim inf
A
‖Dt∧σA‖1
]
≤ lim inf
A
E
[
‖Dt∧σA‖1
]
= 0,
which proves uniqueness of processes starting with a finite mass.
3.3.2 Infinite mass
Now, let ζ0 ∈ E be any initial condition with finite norm. We will prove that the sequence
{ ζn· }n∈V converges if (3.1) holds.
Recall (3.4) and consider the processes ζn,R· obtained from the initial condition truncated
to the alpha ball B(R), i.e.
ζn,Rt := Φt(ζ
n,R
0 ) where ζ
n,R
0 := ζ
n
0 1B(R). (3.25)
By Lemma 2.5, the difference between each process and their truncated versions is bounded
by
P
(
sup
0≤t≤T
∥∥∥ζnt − ζn,Rt ∥∥∥ > ε
)
≤
e(C+1)T
∥∥∥ζn0 − ζn,R0 ∥∥∥
ε
, (3.26)
and goes to zero as R→∞, uniformly in n, since∥∥∥ζn0 − ζn,R0 ∥∥∥ = ∥∥∥ζn0 1B(R)C∥∥∥ ≤ ∥∥∥ζ01B(R)C∥∥∥+ ∥∥∥(ζn0 − ζ0)1B(R)C ∥∥∥ . (3.27)
Indeed, the first term in the right hand side goes to zero as R→∞ and for n > N0 the second
term is small due to (3.1).
Now, by Section (3.3.1), the sequence of processes { ζn,R· }n∈N converges (weakly, to ζ
∗,R
· )
as n → ∞, which is equivalent to convergence (of their laws) in the Lévy-Prohorov distance,
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denoted by dLP. Choosing R large enough, from (3.27) it follows from the estimates in (3.26)
that
dLP(ζ
n,R
· , ζ
n
· ) < ε, uniformly in n.
By the triangle inequality it follows that
dLP(ζ
m
· , ζ
n
· ) < ε,
for n,m large enough. Since ε is arbitrary, we conclude that the original sequence ζn· converges.
Remark 3.8. This argument shows that the solution thus constructed to (1.1) is independent
of the initial conditions ζn· we have chosen to construct the sequence of IPS’s.
3.4 Continuous dependence and thermodynamic limit
Consider ζ∗· = limn ζ
n
· the solution of (1.1) obtained via scaling limit of the IPS with initial
condition converging to ζ∗0 , and a sequence of solutions ζ
∗,k
· where ζ
∗,k
0 → ζ
∗
0 . The continuity
statement of Theorem 1.1 requires us to prove that, as k →∞,
ζ∗,k· → ζ
∗
· . (3.28)
We can choose the (“natural”) initial conditions for each IPS as
ζn,k0 =
1
n
⌊nζ∗,k0 ⌋.
By the convergence of the initial conditions ζ∗,k0 , this shows that
lim
k
sup
n
(
ζn,k0 − ζ
∗,k
0
)
= 0. (3.29)
Now, a triangle inequality in the Lévy-Prohorov metric yields
dLP(ζ
∗
· , ζ
∗,k
· ) ≤ dLP(ζ
∗
· , ζ
n
· ) + dLP(ζ
n
· , ζ
n,k
· ) + dLP(ζ
n,k
· , ζ
∗,k
· ).
Since ζn· → ζ
∗
· and ζ
n,k
· → ζ
∗,k
· , for any ε > 0 there is an n0 such that for all n ≥ n0
dLP(ζ
∗
· , ζ
n
· ) < ε and dLP(ζ
n,k
· , ζ
∗,k
· ) < ε,
provided that k has been fixed. By (3.29), and the bound from equation (2.25), we can fix k
beforehand and bound the middle term independently of n. Since ε > 0 is arbitrary, (3.28)
follows from the triangle inequality.
For the thermodynamic limit, it is enough to notice that the initial conditions for truncated
versions ζ∗,R· = limn ζ
n,R
· , introduced in (3.25), converge as R→∞ to the initial condition ζ∗0 .
4 Concluding remarks
To extend the solutions to infinite configurations, we have coupled the finite systems and
considered a sequence of finite initial configurations converging locally to an admissible infinite
initial configuration. The basic idea of this coupling is to control the evolution of the total
weighted mass of different processes in order to capture the local dynamics of the system. As
in [14], the evolution of this norm plays a key role in the construction of the infinite IPS. We
remark that while in [14] the authors use the norm to construct a semigroup on the space of
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Lipschitz functions, here, the norm and the coupling allow us to obtain an estimate on the
distance of two trajectories via a supermartingale bound.
This coupling allows one to overcome all the issues mentioned in Section 1. First it extends
the class of admissible configurations from finite mass to finite norm configurations. Second
by providing distance estimates between processes, it allows one to work only with processes
having finite mass, for which classical constructions are available. Finally, the third issue is
solved by a combination of the convergence result for finite processes and the uniform bounds
for the norm, obtained for the family of IPS.
4.1 Open problems
We conclude this section with a list of relevant open problems:
• Is it possible to construct the IPS of (2.6) by defining the action of semigroups on the
space of Lipschitz functions as in [14]?
• Is it possible to construct the IPS of (2.6) as the limit of IPS confined to ΛN with
ΛN → V?
• Are there any other admissible initial configurations for (1.1) besides the ones in Eα?
• Does equation (1.1) admit a unique solution? If so, in which sense?
A Martingales
A.1 Orthogonal filtrations
The purpose of this section is to explain how to extend the family of martingales obtained from
the classical construction as done in [13, Theorem 1.3.9] to our set up. More precisely, the
martingales that one obtains from the classical construction are with respect to the natural
filtration induced by the processes, G·, while the martingales we want to consider are with
respect to a larger filtration, F·, given by the Poisson Point Processes. We remark that the
martingale property is not preserved under arbitrary extension of filtrations. However, the
martingale property is preserved in for a broad class of extensions, as we show next.
Consider a probability space (Ω,F∗,P) and two filtrations G·,F· such that
Gt ⊂ Ft for all t ≥ 0. (A.1)
For simplicity, write L2(A) := L2(Ω,A,P). Let L
2(F)
L2(G) represent the orthogonal complement
of L2(F) with respect to L2(G), that is
L2(F)
L2(G)
:= { f − E [f |G] | f ∈ L2(F) }.
This complement is represented by functions f ∈ F such that E [f |G] = 0.
Now let F· and G· be two filtrations on Ω, and assume that Gt ⊂ Ft for all t ≥ 0. Moreover,
assume that the refinement of F over G is orthogonal to the temporal refinement of G·, that
is,
L2(Fs)
L2(Gs)
⊥
L2(Gt)
L2(Gs)
for all 0 ≤ s < t. (A.2)
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More explicitly, for all f ∈ L
2(Fs)
L2(Gs)
and all g ∈ L
2(Gt)
L2(Gs)
,∫
f(ω)g(ω)dP(ω) = 0.
Lemma A.1. Let F· and G· be two filtrations for which (A.1) and (A.2) hold. Then any
martingale M· with respect to P and the filtration Gt is also a martingale with respect to P and
the filtration Ft.
Proof. Since Mt is in L
2(Gt), we get an orthogonal decomposition
Mt = (Mt − E [Mt|Gs]) + E [Mt|Gs] .
By the martingale property of M·, it follows that E [Mt|Gs] = Ms ∈ L
2(Gs) ⊂ L
2(Fs). Since
(Mt −Ms) ∈
L2(Gt)
L2(Gs)
, it follows from (A.2) that
E [Mt −Ms|Fs] = 0
This shows that Ms is also the orthogonal projection of Mt on L
2(Fs).
For the general case in L1, take a converging sequence in L2 ∩L1, and use the conditional
dominated convergence theorem.
We can now show thatML
m,fm
t ◦Φ
m(η) defined in (2.16), are also martingales with respect
to the filtration FΦ· generated by the Poisson point processes in the coupling space Ω. Indeed,
ML
m,fm
t ◦Φ
m is a martingale with respect to the pull-back filtration Gm· , which is a subfiltration
of FΦ· . Then, since by construction the events on τ ≤ s are independent from the ones in
s < τ ≤ t with respect to the probability P, we get the orthogonality property (A.2) for FΦ·
with respect to Gm· .
A.2 Formal Dynkin martingales
In this section we prove proposition 2.7.
Proof. Note that, since Em is compact, the restriction f
m
of any continuous function f : Eα →
R to Em is bounded. Furthermore, if f is local, each f
m
satisfies the condition in (2.15). So we
know from section 2.2.2 that the processes ML
m,f
m
· ◦Φm(η) defined in (2.16) are martingales
under P with respect to the filtration G·, for every η ∈ E
m ∩ E0.
If one takes an increasing sequence ηj ∈ E0, converging to η ∈ E , then we can consider
the martingales ML
m,f
m
· ◦ Φm(ηj) for sufficiently large m. Taking m → ∞ (with fixed j),
we know from equation (2.13) in Lemma 2.1 that, pointwise in ω ∈ Ω, Φms (η
j) = Φs(η
j) for
large enough m, and all s ≥ 0. In particular, both trajectories remain below m, so that
f
m
(Φms (η
j)) = f(Φs(η
j)) since the truncation in m for f has no effect. For the same reason,
the rates Rm,a(Φms (η
j)) and Ra(Φs(η
j)) are also equal, as will be the transitions Γm,a(Φms (η
j))
and Γa(Φs(η
j)). Therefore, for large enough m ≥ m0(ω) it holds that
ML
m,f
m
t (η
j) = f
m
(Φmt (η
j))− f
m
(ηj)−
∫ t
0
Lmf
m
(Φms (η
j)) ds
= f(Φt(η
j))− f(ηj)−
∫ t
0
Lf(Φms (η
j)) ds
=ML,ft (η
j).
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To show that ML,ft (η
j) are local martingales in Ω, we will prove that they are limits of
uniformly integrable local martingales. This can be achieved by stopping the martingales
ML
m,f
m
t as soon as the process Φ
m(ηj) becomes too large, say larger than a given constant A
on any given site x ∈ B. From the pointwise convergence of Φm(ηj) to Φ(ηj), we see that the
stopping times τmA are eventually equal to τA so that M
Lm,f
m
t∧τm
A
(ηj)→ML,ft∧τA(η
j).
Now, we show that the limit in j is also a martingale. Since the number of particles
over B, the support of f , converges as j → ∞, we get f(ηj) → f(η). Moreover, with large
probability, the distance between Φt(η
j) and Φt(η) will be small over the entire time interval
[0, T ], by (2.25) in Lemma 2.5. Again, over B this distance can only take discrete values, so
that eventually the processes restricted to B will be equal with large probability. This shows
that f(Φt(η
j))→ f(Φt(η)) in probability.
It remains to evaluate the difference Lf(ζj)−Lf(ζ) where, for short, we denote ζj := Φs(η
j)
and ζ := Φs(η). These processes coincide over B, so that the only possible difference for Lf
comes from jump terms from outside B:
Lf(ζj)− Lf(ζ) =
∑
x 6∈B,y∈B
ζj(x)p(x, y)[f(ζj,x,y)− f(ζj)]−
∑
x 6∈B,y∈B
ζ(x)p(x, y)[f(ζx,y)− f(ζ)]
=
∑
x 6∈B,y∈B
(ζj(x)− ζ(x))p(x, y)∇x,y(f, ζ)
≤
∑
x 6∈B,y∈B
(ζj(x)− ζ(x))p(x, y)
α(y)
ǫ
2M
≤
∑
x 6∈B
(ζj(x)− ζ(x))
Cα(x)
ǫ
2M
≤
∥∥∥ζj − ζ∥∥∥ C
ǫ
2M,
where ∇x,y(f, ζ) := f(ζ
x,y)− f(ζ) is equal to f(ζj,x,y)− f(ζj) because ζj and ζ are equal over
B, and f does not depend on values outside of B. For the first inequality we bound f over
all jumps from ζ by M and take 0 < ǫ ≤ inf {α(y) : y ∈ B }. Finally, the second inequality
uses the compatibility of p and α from equation (2.1).
Now, let τ jA = inf{ t > 0 :
∥∥Φt(ηj)∥∥ > A } and τ∗A = inf{ t > 0 : ‖Φt(η)‖ > A }; observe
that τ jA → τ
∗
A. The stopped martingales M
L,f
t∧τ j
A
(ηj) are uniformly bounded and therefore their
limit ML,ft∧τ∗
A
(η) is a martingale as well.
To conclude the proof of the theorem note that the stopping times τ∗A → ∞ as A → ∞
almost surely, so Mf,Lt is a local martingale.
An analogous argument proves that (Nf,ηt ,F
η
t )t∈[0,T ] is a local martingale.
A.3 Limits of local martingales
Let E be a complete separable metric space. Consider the space D = D([0, T ], E) of càdlàg
functions
γ : [0, T ]→ E
with the Skorohod topology, and C = C([0, T ], E) the (sub)space of continuous functions.
In this paragraph, stopping times and martingale properties are stated with respect to the
natural filtration corresponding to the random elements of D.
Proposition A.2. If Mn· and M
∗
· are random elements of D such that
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• Mn· converges to M
∗
· in distribution,
• M∗· is almost surely continuous, and
• for each n, Mn· is a local martingale.
Then, M∗· is a local martingale.
The proof relies on the construction of auxiliary stopping times τK for K > 0, defined by
τK(γ) = inf{ t : |γ(t)| ≥ K } ∈ [0, T ] ∪ {∞},
the corresponding truncated paths SK(γ) ∈ D
[SK(γ)](t) = γ(t ∧ τK(γ)), t ∈ [0, T ],
and the set of “continuous paths transversal to level K”
ΓK =
γ ∈ C :
either τK(γ) =∞, or
τK(γ) < T, sup
0≤s≤t
|γ(s)| > sup
0≤s≤τK(γ)
|γ(s)| for all t > τK(γ)
 .
We note that for any K > 0, γn· ∈ D and γ
∗
· ∈ C
γn· → γ
∗
· and τK(γ
n
· )→ τK(γ
∗
· ) ⇒ SK(γ
n
· )→ SK(γ
∗
· ). (A.3)
Lemma A.3. The function τK : D → [0, T ] ∪ {∞} is continuous on ΓK .
Proof. Fix K and γ∗ ∈ ΓK .
If τK(γ
∗) = ∞, then by the continuity of γ 7→ sup
0≤t≤T
|γ(t)|, we have τK(γ) = ∞ for all γ
in a neighborhood of γ∗.
If τK(γ
∗) < T , then for any ε > 0, there exists δ > 0 such that
sup
0≤s≤τK(γ∗)−ε
|γ∗(s)| ≤ K − δ and sup
0≤s≤τK(γ∗)+ε
|γ∗(s)| ≥ K + δ.
the first by continuity of γ∗, the second by the definition of ΓK . Now, if γn → γ
∗, for n large
enough it holds that
sup
0≤s≤τK(γ∗)−2ε
|γn(s)| ≤ K − δ/2 and sup
0≤s≤τK(γ∗)+2ε
|γn(s)| ≥ K + δ/2,
so that τK(γn) ∈ (τK(γ
∗)− 2ε, τK(γ
∗) + 2ε).
Lemma A.4. Let P be a probability measure on D, concentrated on C. Then P (ΓK) = 1 for
all but countably many values of K > 0.
Proof. For each K > 0, we have ΓcK = Γ
′
K ∪ (∪δ>0Γ
′′
K(δ) ∪ Γ
′′′
K(δ)), where
Γ′K =
{
γ : τK(γ) = T
}
,
Γ′′K(δ) =
γ :
τ¯K(γ) ≤ T − δ and
t 7→ sup
0≤s≤t
|γ(s)| is constant for τK(γ) ≤ t ≤ τK(γ) + δ
 .
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Every K for which P (Γ′K) > 0 is an atom of the distribution of sup0≤s≤T |γ(s)|, so there are
at most countably many such K. We now claim that, for any ε > 0 and for any δ > 0, there
are only finitely many K such that P (Γ′′K(δ)) > ε. To show this, assume by contradiction
that there exists an infinite sequence of distinct values K1, K2, . . . such that P (Γ
′′
Kj
(δ)) > ε
for each j. Then
P
(
∩∞i=1 ∪
∞
j=i Γ
′′
Kj(δ)
)
= lim
i→∞
P
(
∪∞j=iΓ
′′
Kj(δ)
)
≥ ε.
However, the event inside the probability in the left-hand side is the empty set, since it requires
that its trajectories have infinitely many disjoint intervals of length δ inside [0, T ] where the
supremum is constant. This contradiction completes the proof.
We now turn to the proof of proposition (A.2).
Proof. Using Skorohod’s representation theorem, we can assume Mn· ,M
∗
· are all defined in
the same probability space and that Mn· → M
∗
· almost surely. Since M
∗
· is continuous, this
implies that Mn· (t) → M
∗
· (t) for every t, almost surely. Fix K such that M
∗
· ∈ ΓK almost
surely. Then, Lemma A.3 implies that τK(M
n
· ) → τK(M
∗
· ) almost surely. Next, by (A.3) it
follows that SK(M
n
· )→ SK(M
∗
· ) almost surely. Since SK(M
n
· ) is a bounded martingale for
each n, it follows that SK(M
∗
· ) is a (bounded) martingale. By Lemma A.4, this can be done
for K along a sequence tending to infinity, which completes the proof.
B Generators
B.1 Coupled generators and truncated transitions
In this section we provide details for calculations in (2.18). We evaluate here the genera-
tors acting on g(η, η′) = ‖η − η′‖, for the coupled dynamics with m-truncated transitions
{Γa,m, a ∈M}, recall (2.10). We separate the calculations in several cases, according to:
• which rate is higher, Ra(η) or Ra(η′);
• if either transition Γa,m(η),Γa,m(η′) gets truncated.
For g(η, η′) = ‖η − η′‖, we write
Lˆmg(η, η′) =
∑
a∈M
(Ξa + Ξ
1
a +Ξ
2
a)(η, η
′),
where
Ξa(η, η
′) = min{Ra(η), Ra(η′)} ·
(
‖Γa,m(η) − Γa,m(η′)‖ − ‖η − η′‖
)
,
Ξ1a(η, η
′) =
(
Ra(η)−min{Ra(η), Ra(η′)}
)
·
(
‖Γa,m(η) − η′‖ − ‖η − η′‖
)
,
Ξ2a(η, η
′) =
(
Ra(η′)−min{Ra(η), Ra(η′)}
)
·
(
‖η − Γa,m(η′)‖ − ‖η − η′‖
)
.
Note that joint transitions do not alter the value of g(η, η′) unless the transition is canceled
due to the truncation in m, in which case the value of g(Γa,m(η),Γa,m(η′)) decreases. This
implies in particular that Ξa ≤ 0 for all a ∈M and so
Lˆmg(η, η′) ≤
∑
a∈M
(Ξ1a + Ξ
2
a)(η, η
′).
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We first deal with the reaction terms, that is, the terms corresponding to marks of the
form (x,+) and (x,−). Assume that x is such that η(x) > η′(x). Note first that∣∣min(η(x) + 1,m) − η′(x)∣∣ − ∣∣η(x) − η′(x)∣∣ ≤ 1,∣∣η(x)− (η′(x) + 1)∣∣ − ∣∣η(x) − η′(x)∣∣ = −1,∣∣(η(x) − 1)− η′(x)∣∣ − ∣∣η(x) − η′(x)∣∣ = −1,∣∣η(x)− (η′(x)− 1)∣∣ − ∣∣η(x) − η′(x)∣∣ ≤ 1;
where the transition in η′(x) cannot be truncated since η ∈ Em, and by our assumption
m > η′(x). It follows that:
Ξ1(x,+)(η, η
′) ≤
[
F+(η(x)) −min(F+(η(x)), F+(η′(x)))
]
· α(x),
Ξ2(x,+)(η, η
′) = −
[
F+(η′(x)) −min(F+(η(x)), F+(η′(x)))
]
· α(x),
Ξ1(x,−)(η, η
′) = −
[
F−(η(x)) −min(F−(η(x)), F−(η′(x)))
]
· α(x),
Ξ2(x,−)(η, η
′) ≤
[
F−(η′(x)) −min(F−(η(x)), F−(η′(x)))
]
· α(x).
Hence, if η(x) > η′(x), we obtain∑
σ∈{+,−}
(Ξ1(x,σ) + Ξ
2
(x,σ))(η, η
′) ≤ α(x) ·
[
(F+ − F−)(η(x)) − (F+ − F−)(η′(x))
]
≤ 0,
since F = F+ − F− is decreasing (by our hypothesis (2.5)). The same argument shows the
same inequality for the case η(x) < η′(x). We thus conclude that∑
x∈V
∑
σ∈{+,−}
(Ξ1(x,σ) + Ξ
2
(x,σ))(η, η
′) ≤ 0.
We now turn to the diffusion terms. We observe that, if x, y ∈ V and η(x) ≥ η′(x), we
have
Ξ1(x,y)(η, η
′) = (η(x) − η′(x))p(x, y)
(
‖Γ(x,y),m(η)− η′‖ − ‖η − η′‖
)
,
Ξ2(x,y)(η, η
′) = 0;
and symmetrically for η′(x) ≥ η(x). Moreover, as
η(x) ≥ η′(x)⇒ ‖Γ(x,y),m(η)− η′‖ − ‖η − η′‖ ≤ α(y),
η′(x) ≥ η(x)⇒ ‖η − Γ(x,y),m(η′)‖ − ‖η − η′‖ ≤ α(y),
we obtain that∑
x,y
(Ξ1(x,y) + Ξ
2
(x,y))(η, η
′)
≤
∑
x:η(x)>η′(x)
∑
y
Ξ1(x,y)(η, η
′) +
∑
x:η(x)<η′(x)
∑
y
Ξ2(x,y)(η, η
′)
≤
∑
x:η(x)≥η′(x)
∑
y
(η(x) − η′(x))α(y)p(x, y) +
∑
x:η′(x)>η′(x)
∑
y
(η′(x)− η(x))α(y)p(x, y)
=
∑
x
|η(x) − η′(x)|
∑
y
p(x, y)α(y) ≤ C
∑
x
|η(x)− η′(x)|α(x) = C‖η − η′‖.
B.2 Coordinate functions, generators and convergence
In this section we evaluate the action of the formal generators Ln on the canonical coordinate
functions fx and fx,y, defined in (3.15). We obtain an explicit expression for the integral
28
term in (3.19) and prove the uniform approximation estimate in (3.20). We omit here the
dependence on n for the transition operator Γ.
We compute first Lnfx(η) for any η ∈ Eα:
(Lnfx)(ζ) =
∑
y,z∈V
p(y, z)[nζ(y)]
[
fx
(
Γy,z(ζ)
)
− fx(ζ)
]
+
∑
y
F+n (ζ(x))
[
fx
(
Γy,+(ζ)
)
− fx(ζ)
]
+
∑
y∈V
F−n (ζ(x))
[
fx
(
Γy,−(ζ)
)
− fx(ζ)
]
=
∑
y∈V
p(y, x)[nζ(y)]
[
fx
(
Γx,y(ζ)
)
− fx(ζ)
]
+
∑
z∈V
p(x, z)[nζ(x)]
[
fx
(
Γx,z(ζ)
)
− fx(ζ)
]
+ F+n (ζ(x))
[
fx
(
Γx,+(ζ)
)
− fx(ζ)
]
+ F−n (ζ(x))
[
fx
(
Γx,−(ζ)
)
− fx(ζ)
]
=
∑
y∈V
p(y, x)[nζ(y)] [1/n] +
∑
y∈V
p(x, y)[nζ(x)] [−1/n]
+ F+n (ζ(x)) [1/n] + F
−
n (ζ(x)) [−1/n]
= (∆pζ)(x) + Fn(ζ(x)).
(B.1)
Observe that the diffusion rate is multiplied by n, since it depends on the number of particles
at each site η(x) = nζ(x), not on the scaled mass ζ(x).
The next terms are to be computed are Lnfx,y(ζ) for ζ ∈ Eα, x, y ∈ V. We distinguish
between the case x = y and x 6= y. To compute the first, we evaluate the quadratic operator
corresponding to Ln on fx, that is, we evaluate Qnfx := Ln(f
2
x)− 2fxLnfx. This expression
can be computed by squaring the differences fx ◦ Γ− fx appearing in the expression of Lnfx.
We have
(Qnfx)(ζ) =
∑
y∈V
p(y, x)[nζ(y)] [1/n]2 +
∑
z∈V
p(x, z)[nζ(x)] [−1/n]2
+
∑
y=x
F+n (ζ(x)) [1/n]
2 +
∑
y=x
F−n (ζ(x)) [−1/n]
2
=
1
n
(|∆p|ζ)(x) +Gn(ζ(x)),
(B.2)
where
(|∆p|ζ)(x) :=
∑
y∈V
p(y, x)ζ(y) + p(x, y)ζ(x).
As, by definition, Lnfx,x = Qnfx+2fxLnfx, the expression of Lnfx,x can be readily obtained
from (B.2) and (B.1).
It therefore remains to evaluate Lnfx,y for x 6= y. To separate concerns, we first treat the
reaction terms:
(LRn fx,y)(ζ) :=
∑
w∈V
F+n (ζ(w))
[
fx,y
(
Γw,+(ζ)
)
− fx,y(ζ)
]
+
∑
w∈V
F−n (ζ(w))
[
fx,y
(
Γw,−(ζ)
)
− fx,y(ζ)
]
= F+n (ζ(x))
[
fx,y
(
Γx,+(ζ)
)
− fx,y(ζ)
]
+ F−n (ζ(x))
[
fx,y
(
Γx,−(ζ)
)
− fx,y(ζ)
]
+ F+n (ζ(y))
[
fx,y
(
Γy,+(ζ)
)
− fx,y(ζ)
]
+ F−n (ζ(y))
[
fx,y
(
Γy,−(ζ)
)
− fx,y(ζ)
]
= F+n (ζ(x)) [(ζ(x) + 1/n)ζ(y)− ζ(x)ζ(y)] + F
−
n (ζ(x)) [(ζ(x)− 1/n)ζ(y)− ζ(x)ζ(y)]
+ F+n (ζ(y)) [ζ(x)(ζ(y) + 1/n)− ζ(x)ζ(y)] + F
−
n (ζ(y)) [ζ(x)(ζ(y)− 1/n)− ζ(x)ζ(y)]
=
1
n
[
F+n (ζ(x))− F
−
n (ζ(x))
]
ζ(y) +
1
n
[
F+n (ζ(y))− F
−
n (ζ(y))
]
ζ(x)
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and observe that
LRn fx,y = (L
R
n fx) · fy + (L
R
n fy) · fx.
The diffusive part of the generator is given by
(LDn fx,y)(ζ) =
∑
z,w∈V
p(w, z)[nζ(w)]
[
fx,y
(
Γw,z(ζ)
)
− fx,y(ζ)
]
There are 6 different cases for the pair (w, z) that contribute to the sum, that is, for which the
difference fx,y ◦ Γ− fx,y is not identically zero: (x, y), (y, x), (x, u) (u, x), (y, u),(u, y), where
u ∈ V \ {x, y}. For each one of these cases, the rate and difference are, respectively:
case rate difference
(x, y) p(x, y)nζ(x) (ζ(x)− ζ(y))/n − 1/n2
(y, x) p(y, x)nζ(y) (ζ(y)− ζ(x))/n − 1/n2
(x, u) p(x, u)nζ(x) (−ζ(y))/n
(u, x) p(u, x)nζ(u) (ζ(y))/n
(y, u) p(y, u)nζ(y) (−ζ(x))/n
(u, y) p(u, y)nζ(u) (ζ(x))/n
The third and fourth terms, as well as the fifth and sixth terms can be grouped as follows:∑
u∈V\{x,y}
(ζ(u)p(u, x) − ζ(x)p(x, u)) ζ(y) +
∑
u∈V\{x,y}
(ζ(u)p(u, y)− ζ(y)p(y, u)) ζ(x)
Now, note that including u = x in the first, or u = y in the second does not alter the sum.
The inclusion of u = y in the first, however, corresponds to taking two crossed terms from the
first and second original equations. The same happens for u = x in the second, including two
more remaining terms. Therefore, summing over all u ∈ V, we get:
(LDn fx,y)(ζ) =
∑
z
(ζ(z)p(z, x)− ζ(x)p(x, z)) ζ(y) +
∑
z
(ζ(z)p(z, y)− ζ(y)p(y, z)) ζ(x)
− n−1 (ζ(x)p(x, y) + ζ(y)p(y, x))
where this last term comes from the −1/n2 terms in the first two cases. We remark that
LDn fx,y = (L
D
n fx) · fy + (L
D
n fy) · fx − n
−1ζ(x)p(x, y) + ζ(y)p(y, x),
and therefore that
Lnfx,y = (Lnfx) · fy + (Lnfy) · fx − n
−1ζ(x)p(x, y) + ζ(y)p(y, x). (B.3)
To obtain the limit in (3.20), recall that the choice of reaction functions Fn yields, for
every A > 0 and every x ∈ V
lim
n→∞
sup
ζ : ‖ζ‖<A
|Fn(ζ(x))− F (ζ(x))| = 0,
by equation (2.29). Using (B.1) and (B.3), it follows that
lim
n→∞
sup
ζ : ‖ζ‖<A
|Lnfx(ζ)− L∗fx(ζ)| = 0 and
lim
n→∞
sup
ζ : ‖ζ‖<A
|Lnfx,y(ζ)− L∗fx,y(ζ)| = 0,
as required.
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C Other estimates
C.1 Norm 1 bounds
Lemma C.1 (1-norm bounds in E0). For any η ∈ E0, the process
(‖Φt(η)‖1 : t ≥ 0)
is a supermartingale. In particular,
P
(
sup
0≤t≤T
‖Φt(η)‖1 > A
)
≤
‖η‖1
A
. (C.1)
Proof. The supermartingale property follows from the fact that jumps do not change the
1-norm, and that the death rates are larger than birth rates.
Now, let τA := inf { t ≥ 0 : ‖Φt(η)‖1 > A }, so that
‖η‖1 ≥ E[‖ΦT∧τA(η)‖1] ≥ A · P
(
‖ΦT∧τA(η)‖1 ≥ A
)
.
The proof follows since
P
(
sup
0≤t≤T
‖Φt(η)‖1 > A
)
≤ P
(
‖ΦT∧τA(η)‖1 ≥ A
)
.
C.2 Norm bounds for diffusion
In this section we prove the uniform (in n) bounds stated in (3.13).
The terms that depend only on ζ(x) are bounded since |ζ(x)| ≤ ‖ζ‖α(x) , so we only need
to bound the terms containing ζ(y), coming from diffusion. By the compatibility of p and α
from (2.1), it follows that
p(y, x)α(x) ≤ Cα(y),
and therefore ∑
y∈V
p(y, x)ζ(y) ≤
1
α(x)
∑
y∈V
Cα(y)ζ(y) =
C ‖ζ‖
α(x)
.
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