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Abstract
We consider a simple quiver gauge theory with gauge group U(r1) ×
U(r2) and a Higgs field in the bi-fundamental representation. The back-
ground for this theory is a compact Ka¨hler manifold M . For a careful but
natural choice of Higgs field potential the second order field equations can
be replaced with a set of first order BPS equations. We show that the
theory admits two energy gaps: The vacuum is topologically trivial but
has finite, non-zero energy and is not a BPS state. The second gap lies
between the vacuum and the first BPS state. In this gap we find a ladder
of states with non-trivial topology, at equidistant energy levels. We give
a semi-explicit construction for such topologically non-trivial non-BPS
states.
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1 Introduction
Many interesting field theories admit a special class of solutions, so-called BPS
states. BPS states are special in that they satisfy a set of first order field
equations, which imply the usual second order equations of the field theory.
Solutions of the first oder equations minimize the static energy functional in a
fixed topological sector. In theories with BPS states the following statements
usually hold:
1. The vacuum of the theory is a BPS state in the topologically trivial sector.
2. The vacuum has zero energy.
3. The first topologically non-trivial solution is a BPS state.
4. In each topological sector the energy is minimized by a BPS state.
The subject of this report is a simple quiver gauge theory which admits BPS
states but for which none of the above statements hold.
More specifically, we study a theory with a single Higgs field φ that is charged
under two gauge groups, U(r1) and U(r2). The background for this theory
is a compact Ka¨hler manifold M , with fixed area Vol(M). We will see that
this theory exhibits two energy gaps: First, the vacuum has non-zero energy,
proportional to Vol(M). While the vacuum has trivial topology, it is, however,
not a BPS state. Second, between the vacuum and the lowest energy BPS state
there is room for a ladder of topologically non-trivial solutions at equidistant
energy levels.
Our theory is not new: It is a standard example of a field theory that
accommodates non-abelian vortices [1, 2, 3, 4]. In fact, a special case of our
theory was studied in [4] in the case where M has complex dimension one. It
was already observed in [4] that this theory has two energy gaps, but the question
whether there are solutions between those two gaps was left unanswered. Here
we finally give this answer, and we put our analysis on a more general footing,
relying on classical methods from complex geometry.
Although this report focuses on one specific theory, it is to be expected
that similar results hold for a whole class of quiver gauge theories. This is
because quiver gauge theories on M , with various numbers of Higgs fields, can
be derived by dimensional reduction from pure Yang–Mills theory on M ×CP1
[2]. Properties of a special quiver gauge theory, like the one that is the subject of
this report, must have their roots in the higher-dimensional Yang–Mills theory.
Therefore other quiver guage theories, obtained by different ways of reducing
dimensionally, must also reflect those properties.
Crucial to our observations is the following quartic potential for the Higgs
field φ,
V (φ) =
1
4
∫
M
(|φφ† − τ1Ir1 |2 + |φ†φ− τ2Ir2 |2)dvolM , (1)
where Ir1 , Ir2 are the identity matrices of ranks r1, r2 respectively, and τ1, τ2 ∈ R
are parameters that determine the self-coupling of the Higgs field. Quartic
potentials as the one above are typical of theories that support vortices [5,
6, 7]. If V (φ) is obtained by dimensionally reducing Yang–Mills theory on
M × CP1, then τ1 and τ2 are constrained [2, 4]. Another way to derive the
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above expression for V (φ) is by integrating the so-called D-term equation in a
supersymmetric version of our model. Corresponding to U(r1) and U(r2) there
are two gauge potentials A1 and A2, whose supermultiplets contain the Lie
algebra-valued scalar fields D1, D2 respectively. In terms of those scalar fields
the supersymmetric potential V (φ) reads
V (φ) =
∫
M
(
(D1,−D1 + φφ† − τ1Ir1) + (D2,−D2 + φ†φ− τ2Ir2)
)
dvolM . (2)
Note that since the gauge group contains two U(1) factors, the Fayet-Illiopulos
terms τ1D1 and τ2D2 do not spoil supersymmetry. The fields D1, D2 are non-
dynamical, and hence can be integrated out, leading to our original version of
V (φ).
This report is organised as follows: in Section 2 we review concepts and
results from complex geometry, which will enable our analyses in subsequent
sections. We formally introduce our quiver gauge theory by giving its static
energy functional in Section 3, where we also derive the BPS equations and
lower bounds for the energy functional. We introduce special equations for
non-BPS solutions and study their properties in Section 4.
2 Complex and Ka¨hler geometry
The quiver gauge theory we study in this report is set on a fixed Ka¨hler back-
ground M . In this preliminary Section we review basic properties of Ka¨hler
manifolds and operators on them. This mainly serves to set up notation. We
also introduce notation regarding vector bundles in the context of gauge theor-
ies. Useful references for this Section are standard textbooks on complex and
Ka¨hler geometry, such as [8, 9, 10].
2.1 Ka¨hler manifolds and forms
Let M denote a compact Ka¨hler manifold, with Ka¨hler form ω, and let d be the
complex dimension of M . We denote the space of (complex-valued) k-forms on
M as Ωk(M). Since M is in particular a complex manifold, forms decompose
into their holomorphic and anti-holomorphic parts, i.e.
Ωk(M) =
⊕
p+q=k
Ωp,q(M). (3)
By definition of the Ka¨hler form, ω ∈ Ω1,1(M). The volume form of M is given
by
dvolM = ω
[d] ≡ ω
d
d!
, (4)
where the right identity should be regarded as a definition of the superscript [ ].
Let ( , ) be the standard scalar product between (p, q)-forms, i.e.
( , ) : Ωp,q(M)× Ωp,q(M)→ Ω0(M), (5)
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and ( , ) is C-linear in its first argument and C-anti-linear in its second. We use
this scalar product to define the Hodge ∗ operator,
∗ : Ωp,q(M)→ Ωd−q,d−p(M),
(α, β) dvolM = α ∧ ∗β¯, α, β ∈ Ωp,q(M). (6)
We also introduce the scalar product (( , )) on (p, q)-forms,
(( , )) : Ωp,q(M)× Ωp,q(M)→ C,
((α, β)) =
∫
M
(α, β) dvolM , α, β ∈ Ωp,q(M), (7)
and we use the short-hand notation
|α|2 = (α, α), ‖α‖2 = ((α, α)), α ∈ Ωp,q(M). (8)
A natural operator on the Ka¨hler manifold M is the Lefschetz operator L,
given by
L : Ωp,q(M)→ Ωp+1,q+1(M) ,
Lα = ω ∧ α, α ∈ Ωp,q(M). (9)
The adjoint of L with respect to the scalar product (( , )) is denoted as Λ,
Λ: Ωp,q(M)→ Ωp−1,q−1(M)
(Λα, β) = (α,Lβ), α ∈ Ωp,q(M), β ∈ Ωp−1,q−1(M), (10)
and from the previous line one can conclude that Λ = ∗−1 ◦L◦∗. Generally, for
any operator on Ωp,q(M), we use the superscript ∗ to denote its adjoint with
respect to (( , )).
Just as any 1-form on M , the exterior derivative,
d : Ωk(M)→ Ωk+1(M), (11)
also decomposes into its (1, 0) and (0, 1) parts. That is, d = ∂ + ∂¯, where
∂ : Ωp,q(M)→ Ωp+1,q(M), (12)
∂¯ : Ωp,q(M)→ Ωp,q+1(M). (13)
2.2 Vector bundles and gauge theory
For the purpose of introducing notation and reviewing the geometry of vector
bundles, we let E denote a complex vector bundle over M . Let r be the rank of
E. In the context of gauge theory, vector bundles are equipped with a hermitian
structure. This allows us to choose unitary frames that locally span the fibre
of E. Hence the structure group G of E can be reduced to a unitary group,
i.e. G ⊂ U(r).
In this subsection we denote as D a covariant derivate on E which is com-
patible with the hermitian structure. If φ is a section of E, then, on a local
neighbourhood U ⊂M ,
Dφ = dφ+Aφ, (14)
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where A is a Lie algebra valued 1-form on U , in symbols,
A ∈ Ω1(U, u(r)). (15)
In the usual terminology of gauge theory, A is of course referred to as the local
gauge potential. The corresponding field strength F is
F = D ◦D = dA+A ∧A ∈ Ω2(U, u(r)), (16)
and in geometric terms this is the curvature of E.
The curvature F can be used to calculate topological invariants (see e.g. [9,
10, 11]). In this report we shall have use for the first Chern class,
c1(E) =
i
2pi
[tr(F )] ∈ H2(M,R), (17)
and the second Chern character,
ch2(E) = − 1
8pi2
[tr(F ∧ F )] ∈ H4(M,R), (18)
where the square brackets on the right-hand sides mean that the cohomology
class of a closed form is taken. Cohomology classes like the above are generally
referred to as characteristic classes of the bundle E. One obtains characteristic
numbers by integrating over M ,
C1(E,ω) =
∫
M
c1(E) ∧ ω[d−1], (19)
Ch2(E,ω) =
∫
M
ch2(E) ∧ ω[d−2], (20)
cf. [12]. Since the Ka¨hler form ω appears under the integrals, the numbers
C1(E,ω), Ch2(E,ω) are not purely topological invariants but also depend on
the geometry of M . However, since in this report we always assume M and ω
to be fixed, we adopt the lax terminology of referring to C1(E,ω), Ch2(E,ω) as
topological terms.
We also use ( , ) to denote the standard scalar product between Lie algebra
valued (p, q)-forms. Since the Hodge ∗ operator extends to Lie algebra valued
forms by acting trivially on the Lie algebra components, the following can be
regarded as a definition of ( , ):
( , ) : Ωp,q(M, u(r))× Ωp,q(M, u(r))→ Ω0(M),
(α, β) dvolM = tr
(
α ∧ ∗β†) . (21)
As before we define (( , )) by
(( , )) : Ωp,q(M, u(r))× Ωp,q(M, u(r))→ C,
((α, β)) =
∫
M
(α, β) dvolM , (22)
and we use the same short-hand notation as in (8).
Lastly we note that the covariant derivate D also has a decomposition ac-
cording to (3),
D = D1,0 +D0,1, (23)
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where locally, i.e. on a neighbourhood U ⊂M ,
D1,0 = ∂ +A1,0, A1,0 ∈ Ω1,0(U, u(r)), (24)
D0,1 = ∂¯ +A0,1, A0,1 ∈ Ω0,1(U, u(r)). (25)
3 A simple quiver gauge theory
We are interested in a theory with a single Higgs field φ that transforms under
the gauge groups U(r1) and U(r2) as follows,
φ 7→ g1φ g−12 , g1 ∈ U(r1), g2 ∈ U(r2). (26)
We introduce the local gauge potentials A1, A2, corresponding to the gauge
groups U(r1) and U(r2) respectively,
A1 ∈ Ω1(U, u(r1)), A2 ∈ Ω1(U, u(r2)), U ⊂M. (27)
The gauge potentials A1, A2 give rise to terms of Yang–Mills type in our theory.
Before we give the static energy functional for our theory, we cast definitions of
its ingredients in the geometric language of Section 2.2.
The gauge groups U(r1) and U(r2) are identified with the structure groups
of two vector bundles E1, E2 on M . The ranks of E1, E2 are r1, r2 respectively.
The fact that the gauge groups are unitary implies that E1, E2 carry hermitian
structures. The gauge potentials correspond to covariant derivatives on E1, E2,
which are locally given by
D1 = d +A1, D2 = d +A2. (28)
We denote the field strengths of A1, A2 as F1, F2 respectively,
F1 = dA1 +A1 ∧A1, F2 = dA2 +A2 ∧A2, (29)
and these of course agree with the curvatures of E1, E2.
Having introduced the bundles E1, E2, we can think of the Higgs field as a
homomorphism of vector bundles,
φ : E2 → E1. (30)
Equivalently, φ is a section of the bundle E = E∗2 ⊗ E1, where E∗2 denotes the
dual bundle of E2. The covariant derivative on E is naturally induced from E1,
E2,
Dφ = dφ+A1φ− φA2. (31)
Note that the curvature of E acts on φ as follows,
Fφ = D ◦Dφ = F1φ− φF2. (32)
The theory we are interested in has the following static energy functional,
written in the notation of Section 2,
E(A1, A2, φ) = ‖F1‖2 + ‖F2‖2 + ‖Dφ‖2 + V (φ), (33)
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Figure 1: Simple chain quiver diagram for our Yang–Mills–Higgs theory.
where
V (φ) =
1
4
‖φφ† − τ1Ir1‖2 +
1
4
‖φ†φ− τ2Ir2‖2 (34)
is the Higgs field potential from the Introduction. Recall that τ1, τ2 ∈ R are
parameters, and Ir1 , Ir2 denote the identity matrices of rank r1, r2 respectively.
The theory defined by (33) is a quiver gauge theory on M , whose simple quiver
diagram is depicted in Figure 1.
If one thinks of quivers as a way of classifying gauge theories, then the quiver
only fixes the kinetic terms in the corresponding theory. In our case these are
the first three terms on the right-hand side of (33), namely ‖F1‖2, ‖F2‖2, ‖Dφ‖2.
The Higgs field potential V (φ) is not determined by the quiver, and we have
chosen a natural quartic potential, which is commonly encountered in theories
that accommodate vortices [5, 6, 7, 12, 13]. Note that for suitable values of
τ1, τ2 one can obtain E(A1, A2, φ) from pure Yang–Mills theory on M × CP1
by equivariant dimensional reduction (cf. [2, 4, 14] and references therein). For
arbitrary values of τ1, τ2 the Higgs field potential V (φ) can still be obtained in
a natural way if one requires the quiver gauge theory to be supersymmetric, as
explained in the Introduction. Note that in the presence of supersymmetry, the
functional E(A1, A2, φ) describes only the bosonic part of the theory.
We remark that more complex quivers diagrams than the one above, and
the corresponding gauge theories, appear in [2, 15]. In the context of SU(2)-
equivariant reductions we can easily obtain chain quivers with more than two
nodes (Fig. 1), while with higher-rank reductions we can get much more involved
quivers [14, 16]. It would be interesting future work to extend the analysis from
the present report to those quiver gauge theories.
To conclude this Section, we give the static field equations derived from the
energy functional in (33),
D ∗ F1 = 1
2
(
φ(∗Dφ†)− (∗Dφ)φ†) , (35)
D ∗ F2 = 1
2
(−(∗Dφ†)φ+ φ†(∗Dφ)) , (36)
D ∗Dφ = (φφ† − τ)φ, (37)
where τ = τ1+τ22 . Note that
D ∗ F1 = d ∗ F1 +A1 ∧ ∗F1 − ∗F1 ∧A1, (38)
and analogously for F2.
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3.1 The BPS equations
By a Bogomolny-type argument [5] the energy functional (33) can be expressed
as a sum of positive terms and topological terms1. If the topology is fixed, then
E(A1, A2, φ) is minimized by solutions of a set of first oder differential equations,
the BPS equations.
Our Bogomolny-type argument is a generalization of the one in [12]. We
start by introducing the following functional,
E ′(A1, A2, φ) = 4‖F 0,21 ‖2 + 4‖F 0,22 ‖2 + 2‖D0,1φ‖2
+
∥∥∥∥iΛF1 + 12φφ† − τ12 Ir1
∥∥∥∥2 + ∥∥∥∥iΛF2 − 12φ†φ+ τ22 Ir2
∥∥∥∥2
+ 2piτ1 C1(E1, ω)− 2piτ2 C1(E2, ω)
− 8pi2Ch2(E1, ω)− 8pi2Ch2(E2, ω), (39)
and we claim that E ′(A1, A2, φ) is equal to the energy functional in (33). To see
this, we first inspect one of the terms on the second line of (39),∥∥∥∥iΛF1 + 12φφ† − τ12 Ir1
∥∥∥∥2 = ‖ΛF1‖2 + 14 ∥∥φφ† − τ1Ir1∥∥2
+
∫
M
tr
(
iΛF1φφ
†) dvolM − 2piτ1 C1(E1, ω), (40)
where we used
i
∫
M
tr(ΛF1) dvolM = i
∫
M
tr(F1) ∧ ω[d−1] = 2piC1(E1, ω) . (41)
We quote the following identity from [12],
|F1|2ω[d] = tr(F1 ∧ F1) ∧ ω[d−2] + |ΛF1|2ω[d] + 2(|F 2,01 |2 + |F 0,21 |2)ω[d], (42)
and we refer to [9] for a derivation of this. Noting that F †1 = −F1 implies
‖F 0,21 ‖2 = ‖F 2,01 ‖2, we obtain
4‖F 0,21 ‖2 +
∥∥∥∥iΛF1 + 12φφ† − τ12 Ir1
∥∥∥∥2 = ‖F1‖2 + 14 ∥∥φφ† − τ1Ir1∥∥2
+ 8pi2Ch2(E1, ω)− 2piτ1 C1(E1, ω)
+
∫
M
tr
(
iΛF1φφ
†) dvolM . (43)
An analogous analysis can be carried out for the terms in (39) that involve F2.
Using (43) and the corresponding result from that analysis, we arrive at
E ′(A1, A2, φ) = ‖F1‖2 + ‖F2‖2 + 2‖D0,1φ‖2
+
1
4
∥∥φφ† − τ1Ir1∥∥2 + 14 ∥∥φ†φ− τ2Ir2∥∥2
+ i
∫
M
tr
(
(ΛF1φ− φΛF2)φ†
)
dvolM . (44)
1See the paragraph after (20) for what we mean by topological terms.
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It remains to identify within E ′(A1, A2, φ)′ the correct kinetic term for the Higgs
field. To this end,
i
∫
M
tr
(
(ΛF1φ− φΛF2)φ†
)
dvolM
= i((ΛF1φ− φΛF2, φ))
= i((ΛF 1,1φ, φ))
= i((ΛD0,1D1,0φ+ ΛD1,0D0,1φ, φ)) (45)
where we used (32) and ΛF = ΛF 1,1 in going to the third line. To make further
progress we need the generalized Ka¨hler identities [12],
[Λ, D1,0] = i(D0,1)∗, (46)
[Λ, D0,1] = −i(D1,0)∗, (47)
also known as Nakano identities [10]. The operators (D1,0)∗, (D0,1)∗ denote the
adjoints of D1,0, D1,0, with respect to the scalar product (( , )). It follows that
i
∫
M
tr
(
(ΛF1φ− φΛF2)φ†
)
dvolM
= i((−i(D1,0)∗D1,0φ+ i(D0,1)∗D0,1φ, φ))
= ‖D1,0φ‖2 − ‖D0,1φ‖2, (48)
and therefore,
i
∫
M
tr
(
(ΛF1φ− ΛφF2)φ†
)
dvolM + 2‖D0,1φ‖2 = ‖Dφ‖2. (49)
Using this in (44), we finally arrive at E ′(A1, A2, φ)′ = E(A1, A2, φ), as claimed.
From (39) it is clear that if the topologies of E1, E2 are fixed, then the
energy functional E(A1, A2, φ) is minimised by solutions of the following BPS
equations,
F 0,21 = 0, (50)
F 0,22 = 0, (51)
D0,1φ = 0, (52)
iΛF1 =
1
2
(τ1Ir1 − φφ†), (53)
iΛF2 =
1
2
(−τ2Ir2 + φ†φ). (54)
For field configurations satisfying these BPS equations, the energy functional
receives contributions only from the topological terms, i.e.
E(A1, A2, φ) =BPS 2piτ1 C1(E1, ω)− 2piτ2 C1(E2, ω)
− 8pi2Ch2(E1, ω)− 8pi2Ch2(E2, ω) . (55)
The mathematical interpretation of (50), (51) is that E1, E2 must be holo-
morphic vector bundles, while (52) means that φ is a holomorphic section of
E∗2 ⊗ E1, with the holomorphic structure induced from E1, E2. The remaining
9
equations (53) and (54) are generalizations of the Hermite–Einstein equation
[9], which can be obtained by setting φ = 0. Note that (53) and (54) are also
natural extensions of the vortex equations on a Riemann surface [7, 13]. By the
moduli space of solutions of (50)-(54) we mean, as usual, the space of solutions
modulo gauge transformations. We remark that this moduli space is obviously
contained in the moduli space of holomorphic structures on E1, E2.
By equivariant dimensional reduction the BPS equations (50)-(54) arise nat-
urally from the Donaldson–Uhlenbeck–Yau (DUY) equations [17, 18, 19, 20] for
pure Yang–Mills theory on M × CP1. The first order DUY equations are
F2,0 = F0,2 = 0, and F1,1 ∧ ∗Ω = 0, (56)
where Ω is the Ka¨hler form on M × CP1 and F denotes the Yang–Mills field
strength. The DUY equations imply the second order Yang–Mills equation D ∗
F = 0, but the converse is not true. Note that if M×CP1 has complex dimension
two, the DUY equations are equivalent to the standard self-duality condition
F = ∗F . Deriving the BPS equations (50)-(54) from the DUY equations on
M × CP1 has the characteristic that the values of τ1 and τ2 are fixed uniquely
by the precise details of the reduction [21].
3.2 Lower energy bounds
In order to understand how the vacuum of the theory defined by the energy
functional E(A1, A2, φ) is related to the lowest BPS state, we derive two lower
bounds for E(A1, A2, φ). The first bound will hold in general and we will refer
to it as the a priori bound (cf. [4]). The second bound will apply to solutions
of the BPS equations (50)-(54) and, of course, will be greater or equal to the a
priori bound.
For the a priori bound, we start with the following estimate,
E(A1, A2, φ) ≥ 1
4
‖φφ† − τ1Ir1‖2 +
1
4
‖φ†φ− τ2Ir2‖2. (57)
The (implicit) traces on the right-hand side can be expanded and rearranged,
1
4
tr
(
φφ† − τ1Ir1
)2
+
1
4
tr
(
φ†φ− τ2Ir2
)2
=
1
2
(
τ21 r1 + τ
2
2 r2
2
− 2τ tr(φφ†)+ tr(φφ†φφ†))
=
τ21 r1 + τ
2
2 r2 − 2τ2r1
4
+
1
2
tr
(
τIr1 − φφ†
)2
, (58)
where τ = τ1+τ22 , as before. We therefore obtain
E(A1, A2, φ) ≥ Vol(M)
4
(τ21 r1 + τ
2
2 r2 − 2τ2r1), (59)
and analogously
E(A1, A2, φ) ≥ Vol(M)
4
(τ21 r1 + τ
2
2 r2 − 2τ2r2). (60)
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From now on we assume r2 ≥ r1, which presents no loss of generality. Note
that for r2 ≥ r1 the lower bound (59) is stricter than (60), and, henceforth,
whenever we speak of the a priori bound, we shall mean (59). Note also that
for r2 ≥ r1 the right-hand side of (59) is non-negative,
(τ21 r1 + τ
2
2 r2 − 2τ2r1) ≥ (τ21 + τ22 − 2τ2)r1 =
1
2
(τ1 − τ2)2r1. (61)
Particularly, the a priori bound is strictly positive unless r1 = r2 and τ1 = τ2.
This implies that, for general values of r1, r2, τ1, τ2, the theory defined by
E(A1, A2, φ) has non-vanishing vacuum energy.
To derive the bound that applies to BPS states, we need the following es-
timates,
‖F1‖2 ≥ 1
d
‖ΛF 1,11 ‖2, ‖F2‖2 ≥
1
d
‖ΛF 1,12 ‖2, (62)
which we establish in appendix A. We can thus estimate E(A1, A2, φ) as follows,
E(A1, A2, φ) ≥ ‖F1‖2 + ‖F2‖2 + 1
4
‖φφ† − τ1Ir1‖2 +
1
4
‖φ†φ− τ2Ir2‖2 (63)
≥ 1
d
‖ΛF 1,11 ‖2 +
1
d
‖ΛF 1,12 ‖2
+
1
4
‖φφ† − τ1Ir1‖2 +
1
4
‖φ†φ− τ2Ir2‖2. (64)
Next we rewrite ΛF 1,11 , ΛF
1,1
2 using the BPS equations (53), (54),
E(A1, A2, φ) ≥BPS d+ 1
d
(
1
4
‖φφ† − τ1Ir1‖2 +
1
4
‖φ†φ− τ2Ir2‖2
)
. (65)
Rearranging traces as in (58), we obtain the lower bound
E(A1, A2, φ) ≥BPS Vol(M)
4
d+ 1
d
(τ21 r1 + τ
2
2 r2 − 2τ2r1). (66)
For general values of r1, r2, τ1, τ2 there is a strictly positive gap between this
lower bound for BPS states and the a priori bound in (59). This has the dramatic
consequence that if the a priori bound is attained by the vacuum of our theory
(33), then the vacuum is not a BPS state.
We can in fact be more explicit about the vacua of (33). The lower bound
(59) is attained by field configurations that satisfy
F1 = 0, (67)
F2 = 0, (68)
Dφ = 0, (69)
φ =
√
τ
(
Ir1 0
)
. (70)
If we let E1, E2 be the trivial bundles of ranks r1, r2 respectively, then it is
topologically consistent to choose A1 = 0, A2 = 0, which solve (67), (68). Also
because of the triviality of E1, E2 the choice of Higgs field in (70) is globally
meaningful. This proves the existence of a vacuum state for which the a priori
lower bound is attained
Evac = Vol(M)
4
(τ21 r1 + τ
2
2 r2 − 2τ2r1). (71)
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By the reasoning at the end of the previous paragraph this vacuum state is not
a BPS state, and the BPS bound (66) can be rewritten as
E(A1, A2, φ) ≥BPS d+ 1
d
Evac. (72)
The vacuum state breaks supersymmetry due to the presence of non-vanishing
D-terms, and it also breaks the gauge symmetry U(r1) × U(r2) to a diagonal
U(r1) times U(r2 − r1). To be more specific, the vacuum value of the Higgs
field,
φ =
√
τ
(
Ir1 0
)
, (73)
is invariant under gauge transformations
φ 7→ g1φg−12 , (74)
with g1 ∈ U(r1) and
g2 =
(
g−11
g′
)
, (75)
where g′ ∈ U(r2 − r1).
4 Topologically non-trivial non-BPS solutions
Having established that there is generally a non-trivial gap between the a priori
bound (59) and the BPS bound (66) for our energy functional E(A1, A2, φ), we
now study properties of such solutions of the field equations (35)-(37) whose
energies lie in this gap. To this end, we consider the following set of equations,
F 0,21 = 0, (76)
F 0,22 = 0, (77)
φ =
√
τ
(
Ir1 0
)
, (78)
iΛF1 =
1
2
(τ1 − τ)Ir1 , (79)
iΛF2 =
1
2
 (τ − τ2)Ir1 0 00 −τ2I(r2−r1−k) 0
0 0 0
 , (80)
where k ∈ {0, . . . , r2− r1}, and the bottom-right entry on the right-hand side of
(80) is the k×k zero matrix. Note that the above equations make sense globally
only if E2 decomposes as follows,
E2 = E1 ⊕ E′ ⊕ E0, (81)
where rank(E′) = (r2 − r1 − k) and rank(E0) = k. Moreover, equations (79)
and (80) can be solved precisely if E1, E
′, and E0 are Hermite–Einstein. As in
Section 3.1 we refer to [9] for a definition of Hermite–Einstein vector bundles
and for the solution theory of (79), (80). Later in this Section we will look at
solutions of (79), (80) in the case where E1 and E2 decompose into line bundles.
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In the next Subsection we will verify that solutions of (76)-(80) also satisfy
the field equations (35)-(37). However, solutions of (76)-(80) do not solve the
BPS equations unless k = 0. This is immediately clear upon comparing (80)
with (54).
Using (41) one obtains the following first Chern numbers for solutions of
(76)-(80),
C1(E1, ω) =
Vol(M)
4pi
(τ1 − τ)r1, (82)
C1(E2, ω) =
Vol(M)
4pi
((τ − τ2)r1 − τ2(r2 − r1 − k)) . (83)
This justifies our terminology to refer to solutions of (76)-(80) as topologically
non-trivial non-BPS states. Different values of k ∈ {1, . . . , r2 − r1} correspond
to different such non-BPS states. The above Chern numbers vanish for τ1 = τ2
and k = r2−r1, which corresponds to the topologically trivial, non-BPS vacuum
of E(A1, A2, φ).
4.1 Solving the field equations
We now check that solutions of (76)-(80) also solve the field equations (35)-(37).
Note that the decomposition (81) implies
A2 =
 A1 0 00 A′ 0
0 0 A0
 , (84)
where A′, A0 are the connections on E′, E0 respectively. Combining the de-
composition of A2 with (78), it follows that
Dφ = 0. (85)
This, again in combination with (78), shows that (37) is satisfied. Furthermore,
the field equations (35), (36) reduce to
D ∗ F1 = 0, (86)
D ∗ F2 = 0, (87)
which the following Lemma serves to verify.
Lemma 1. Let E be a vector bundle over a Ka¨hler manifold, and let F be the
curvature of E. Assume F satisfies the following equations,
F 2,0 = 0 = F 0,2, (88)
ΛF = cI, (89)
where c ∈ C is a constant and I : E → E is the identity map. Then D ∗ F = 0.
We defer a proof of Lemma 1 to appendix B. Note that a version of this
Lemma already featured informally in [22].
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4.2 The energy ladder
In order to evaluate our energy functional (33), we specialize equations (79) and
(80) as follows,
F1 = − i
2
ω
d
(τ1 − τ)Ir1 , (90)
F2 = − i
2
ω
d
 (τ − τ2)Ir1 0 00 −τ2I(r2−r1−k) 0
0 0 0
 . (91)
From this it follows straightforwardly that
‖F1‖2 = Vol(M)
4d
(τ1 − τ)2r1, (92)
‖F2‖2 = Vol(M)
4d
(
(τ − τ2)2r1 + τ22 (r2 − r1 − k)
)
, (93)
and hence,
E(A1, A2, φ) = Vol(M)
8d
(τ1 − τ2)2r1 + Vol(M)
4d
τ22 (r2 − r1 − k)
+
Vol(M)
4
(τ21 r1 + τ
2
2 r2 − 2τ2r1), (94)
where we used (58). From this expression for E(A1, A2, φ) it is clear that the
energy gap ∆ between solutions of (76)-(80) with subsequent values of k is
∆ =
Vol(M)
4d
τ22 . (95)
Since ∆ is independent of k, we call the set of solutions of (76)-(80) a ladder of
topologically non-trivial non-BPS states, which justifies the title of this report.
We can rewrite (94) in the following, more illuminating equivalent ways
E(A1, A2, φ) = Evac + Vol(M)
8d
(τ1 − τ2)2r1 + ∆(r2 − r1 − k) , (96)
= EBPS −∆ k , (97)
where we used (71), and we introduced EBPS to denote the expression on the
right-hand side of the lower energy bound (66), i.e.
EBPS = Vol(M)
4d
(d+ 1)(τ21 r1 + τ
2
2 r2 − 2τ2r1). (98)
Figure 2 illustrates equations (96), (97): The lowest non-BPS state of the ladder,
corresponding to k = r2 − r1, has strictly greater energy than the vacuum
(provided τ1 6= τ2). The energy levels of the more energetic states, corresponding
to k ∈ {0, 1, ..., r2 − r1 − 1}, are equidistant, with gap ∆. When k = 0, the
lowest energy BPS state is attained; it is straightforward to see that in this case
equations (78)-(80) describe a BPS state.
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Figure 2: Energy ladder of non-BPS, topologically non-trivial states.
4.3 Existence of non-BPS solutions
In constructing special solutions of the BPS equations (50)-(54) it is a standard
trick to assume that E1, E2 decompose into line bundles. In this subsection we
apply the same trick to equations (76)-(80).
We first recall a result from [12]. Let L be a complex line bundle on M ,
equipped with a hermitian structure, and denote as F the curvature of L. Since
L is a line bundle, we have F = dA, where A is a unitary connection on L. The
Hermite–Einstein condition (cf. [9]),
iΛF = χ, (99)
where χ ∈ R is a constant, can be solved for A precisely if
C1(L, ω) =
Vol(M)
2pi
χ (100)
is an integer. Furthermore, the moduli space of solutions, up to U(1)-gauge
transformations, is in 1-1 correspondence with equivalence classes of holomorphic
structures on L. If d = 1, i.e. if M is a Riemann surface, then this moduli space
agrees with the Jacobian of M .
Provided the combination of τ1, τ2, and Vol(M) is chosen such that
Vol(M)
4pi
(τ1 − τ) ∈ Z, (101)
Vol(M)
4pi
τ2 ∈ Z, (102)
then solutions of (79), (80) can be constructed as follows: Let L1, L
′ be holo-
morphic line bundles on M whose respective curvatures FL1 , FL′ satisfy
iΛFL1 =
1
2
(τ1 − τ), (103)
iΛFL′ = −1
2
τ2, (104)
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and set
E1 = L1 ⊕ · · · ⊕ L1︸ ︷︷ ︸
r1 times
, E′ = L′ ⊕ · · · ⊕ L′︸ ︷︷ ︸
r2−r1−k times
. (105)
As before we set E2 = E1 ⊕ E′ ⊕ E0, from which it follows that (78) can be
solved, and (76), (77) hold trivially since E1 and E
′ are holomorphic bundles.
4.4 The case d = 1
The case d = 1, i.e. where M is a Riemann surface, is of particular interest:
In this case BPS solutions of (50)-(54) are referred to as vortices, which have
received ample attention in the literature [3, 4, 6, 7, 13, 23].2 If r1r2 = 1, we
speak of abelian vortices; and vortices are non-abelian for r1r2 > 1. This is
because the structure group of E∗2 ⊗ E1 is necessarily abelian if r1r2 = 1, but
generally non-abelian for r1r2 > 1.
The construction from the previous subsection obviously applies to the case
d = 1. Nonetheless it is worthwhile noting that equations (103)-(104) can be
replaced with
FL1 = −
i
2
(τ1 − τ)ω, (106)
FL′ =
i
2
τ2ω. (107)
More generally, on a Riemann surface M , equations (79), (80) are equivalent to
(90), (91) with d = 1.
For d = 2 various authors have studied solutions to the BPS equations
(50)-(54) in the context of equivariant dimensional reductions [24, 25]. In the
case of abelian gauge groups the reduced equations are usually called Seiberg–
Witten monopole equations [26]. On M = R4 the only finite action solution
to the Seiberg–Witten equations is the trivial solution. By introducing a non-
commutative deformation of R4 non-trivial solutions which are regular and have
finite energy can be obtained. These non-trivial solutions can be interpreted as
D-branes. In this report we circumvented the triviality arguments without in-
troducing non-commutative deformations by choosing the background manifold
M to be compact and of finite area.
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A Curvature estimates
In this appendix we establish the estimate
‖F 1,1‖2 ≥ 1
d
‖ΛF 1,1‖2, (108)
where F ∈ Ω2(M, u(r)), r ∈ N. Of course, in the main body of this report we
apply this estimate in the situation where F is the curvature of a vector bundle
over M .
Our first step is to decompose the 2-form F according to (3),
F = F 2,0 + F 1,1 + F 0,2, (109)
which implies for the modulus of F ,
‖F‖2 = ‖F 2,0‖2 + ‖F 1,1‖2 + ‖F 0,2‖2. (110)
The (1, 1)-component can be further decomposed into a part proportional to
the Ka¨hler form ω and an orthogonal part,
F 1,1 = F 1,1ω + F
1,1
⊥ , (111)
(ω, F 1,1⊥ ) = 0. (112)
Hence, for an arbitrary function α ∈ Ω0(M, u(r)),
(α,ΛF 1,1⊥ ) = (Lα,F
1,1
⊥ ) (113)
= α(ω, F 1,1⊥ ) (114)
= 0, (115)
i.e. ΛF 1,1⊥ = 0. Note also that
(ω, ω)dvolM = ω ∧ ∗ω = ddvolM , (116)
and therefore Λω = d. Combining this with ΛF 1,1⊥ = 0, it follows that
F 1,1ω =
1
d
(ΛF 1,1)ω. (117)
Altogether we can now write for the (1, 1)-component of F ,
‖F 1,1‖2 = ‖F 1,1ω ‖2 + ‖F 1,1⊥ ‖2 (118)
=
1
d2
∫
M
|ΛF 1,1|2(ω, ω)dvolM + ‖F 1,1⊥ ‖2 (119)
=
1
d
‖ΛF 1,1‖2 + ‖F 1,1⊥ ‖2, (120)
yielding the desired estimate.
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B Proof of Lemma 1
The first assumption in the Lemma implies F = F 1,1. Therefore the Bianchi
identity reads
0 = DF 1,1 = D1,0F 1,1 +D0,1F 1,1. (121)
Note that the two terms on the right-hand side have different bi-degrees and
therefore must vanish separately, i.e.
D1,0F 1,1 = 0, (122)
D0,1F 1,1 = 0. (123)
Next, consider the action of the adjoint covariant derivative D∗ on F ,
D∗F = D∗F 1,1 (124)
= (D1,0)∗F 1,1 + (D0,1)∗F 1,1 (125)
= i[Λ, D0,1]F 1,1 − i[Λ, D1,0]F 1,1 (126)
= −iD0,1ΛF 1,1 + iD1,0ΛF 1,1, (127)
where we used the generalized Ka¨hler identities (46), (47) in going to the third
line, and (122), (123) in going to the last. Now, by the second assumption in
the Lemma, ΛF 1,1 = cI, and therefore,
D∗F = −icD0,1I︸ ︷︷ ︸
0
+icD1,0I︸ ︷︷ ︸
0
= 0. (128)
Since D∗F = − ∗D ∗ F , we obtain the desired result D ∗ F = 0.
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