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Introduzione
Al giorno d’oggi il World Wide Web (WWW o Web) mette a disposizione un
insieme vastissimo di contenuti. Quotidianamente milioni di utenti utilizza-
no il Web per avere accesso a tali informazioni. I motori di ricerca fungono
da interfaccia tra gli utenti e il Web e il loro compito e` quello di reperire,
all’interno della moltitudine di documenti che fanno parte del Web, quelli
che risultano piu` rilevanti per le necessita` dell’utente.
La tecnica piu` “ingenua” che puo` essere usata per trovare tutti i documen-
ti che soddisfano una richiesta, consiste nel confrontare quest’ultima con
ogni documento e restituirlo solo se risulta essere soddisfacente. Anche con
la potenza computazionale degli odierni computer questo approccio sarebbe
praticabile solo nel caso di query semplici e collezioni di modeste dimensioni.
Al cospetto della mole di documenti presenti sul Web, pero`, la precedente
strategia non puo` piu` essere adottata.
Al fine di restituire l’informazione richiesta in tempi ragionevoli, i motori di
ricerca usano apposite strutture dati, che sintetizzano l’informazione conte-
nuta nelle collezioni, in modo tale da poter evitare ogni volta una scansione
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lineare di tutti i documenti. Tali strutture prendono il nome di indici. Molti
sono i tipi di indice esistenti [64], [66], [18], [25], [16], ma la nostra attenzione
si concentra su particolari indici chiamati indici invertiti [80].
Gli indici invertiti costituiscono un mapping tra i termini di una collezione e
i documenti che li contengono e, in generale, sono composti da due strutture:
il lessico (lexicon) detto anche vocabolario o dizionario, che contiene i termi-
ni della collezione, e il file dei posting (posting file), detto anche file invertito.
Lessico Posting File
cold 〈1, 4〉
days 〈3, 6〉
hot 〈1, 4〉
like 〈4, 5〉
nine 〈3, 6〉
old 〈3, 6〉
peas 〈1, 2〉
porridge 〈1, 2〉
pot 〈2, 5〉
Tabella 1: Esempio di indice invertito, privato di stop word, costruito sulla
collezione di documenti in Tabella 2
Quest’ultimo e` composto da una lista di posting list. La posting list di
un termine e` una sequenza di identificatori di documento in cui il termine
compare almeno una volta e ogni entrata del lessico possiede, un puntatore
alla propria posting list. In Tabella 1 vediamo un semplice esempio di indice
invertito costruito sulla collezione di Tabella 2. In generale, ogni elemento
della posting list contiene anche altre informazioni, come per esempio la fre-
quenza del termine o la sua posizione in quel documento. In questo modo,
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Documento Contenuto
1 Peas porridge hot, peas porridge cold
2 Peas porridge in the pot
3 Nine days old
4 Some like it hot, some like it cold
5 Some like it in the pot
6 Nine days old
Tabella 2: Esempio di collezione di documenti
una volta individuato un termine all’interno del lessico, si possono immedia-
tamente reperire i documenti che lo contengono [38]. Nel caso in cui vengano
effettuate query multitermine e` necessario anche combinare le posting list dei
termini che compongono la query, in modo tale da scartare tutti i documenti
che non contengono tutte le informazioni richieste dall’utente. L’operazione
di combinazione aggiunge, dunque, un sensibile overhead al tempo di risposta.
Al crescere della dimensione della collezione in esame, cresce anche la di-
mensione dell’indice invertito. Ci saranno, infatti, piu` termini da inserire nel
lessico e piu` documenti da indicizzare provocando un notevole aumento della
lunghezza delle posting list.
Un rimedio possibile e` quello di ridurre le dimensioni attraverso la compres-
sione degli indici. La maggior parte di tali tecniche si basa su considerazioni
effettuate sulle posting list.
L’idea chiave e` quella di rappresentare le liste come sequenze di d-gap in
cui l’i-esimo elemento rappresenta la “distanza” del documento i-esimo dal
suo precedente. In altre parole l’i-esimo d-gap non e` altro che la differenza
tra l’i-esimo identificatore di documento con l’identificatore dell’i− 1-esimo.
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Utilizzando questa strategia unitamente a tecniche di codifica, che usano una
quantita` di spazio proporzionale alla dimensione del numero rappresentato, e`
possibile ridurre considerevolmente lo spazio occupato per la memorizzazione
delle posting list.
Tecniche di rappresentazione di interi, utilizzando uno spazio proporziona-
le alla dimensione dell’intero stesso, vengono dette di variable encoding e si
suddividono in tecniche volte a risparmiare il maggior numero di bit, gamma
codes, oppure di bytes, variable byte codes. Tramite queste tecniche e` pos-
sibile raggiungere anche una compressione pari al 25% dell’indice originale,
ma, nonostante questo, il problema del risparmio di spazio, visti gli enor-
mi quantitativi di dati che occorre indicizzare, rimane sempre un problema
aperto ed e` oggetto di molti studi e ricerche [24], [60], [44], [75], [77].
All’aumento della dimensionalita` degli indici e` strettamente connesso anche
il tempo che viene impiegato per rispondere ad una determinata richiesta.
Infatti, al crescere della lunghezza delle posting list, cresce anche il tempo
necessario per la loro elaborazione [36], [73].
Alcune strategie per la riduzione del tempo di risposta, dette di pruning di-
namico, hanno come scopo la riduzione del numero di dati da processare,
facendo uso di strutture speciali da affiancare al normale indice, che indica-
no quali porzioni di posting list possono essere ignorate, oppure evitando di
processare alcuni termini che compaiono nella query ritenuti di minor impor-
tanza rispetto agli altri [67], [69], [2], [40]. Un altro tipo di approccio prevede,
invece, di ridurre la dimensione dell’indice stesso, eliminandone porzioni rite-
nute meno importanti di altre. Questa strategia viene definita pruning statico
ed ha come obiettivo la costruzione di indici molto piccoli in cui sono con-
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centrati i dati piu` importanti [15], [10], [12], [79], [41], [34]. Tali indici, date
le dimensioni molto ridotte, possono essere mantenuti in memoria principale
in modo tale da poter accedere alle strutture dati in modo veloce, evitando
numerose letture da disco, riducendo ulteriormente il tempo di risposta.
Il pruning statico, riducendo la dimensione dell’indice e, conseguentemente,
anche il tempo di risposta, costituisce una tecnica particolarmente interes-
sante da approfondire, poiche´ coinvolge entrambe le problematiche legate ai
sistemi di recupero dell’informazione esposte.
Obiettivi della tesi
Come espresso nelle precedenti premesse, i problemi fondamentali legati alle
strutture necessarie all’information retrieval sono lo spazio occupato da tali
strutture e il tempo che occorre per accederle, reperire informazione e resti-
tuire tale informazione all’utente. L’obiettivo di questa dissertazione e` quello
di esporre due nuove strategie di riduzione delle dimensioni di un indice. Una
nuova tecnica di pruning statico (strategia lossy) basata sulla definizione di
un nuovo problema decisionale, che abbiamo chiamato MiniIndex, e una
tecnica di riduzione della ridondanza nelle posting list (lossless) che consiste
nell’accoppiare porzioni comuni di due liste di posting. Abbiamo chiamato
questa ultima tecnica: Entry Pairing.
La tecnica basata sul problema del MiniIndex prevede la costruzione di indi-
ci ridotti che contengono solo posting rilevanti ai fini della risposta alle query.
L’idea di base e` quella di sfruttare conoscenza proveniente dal query-log per
stabilire quali sono stati i posting che si sono rivelati maggiormente “signifi-
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cativi” per le query passate, assumendo che saranno altrettanto promettenti
per le query future. Quando ci riferiamo ai posting “significativi” intendia-
mo quei posting i cui identificativi di documento compaiono piu` spesso nei
risultati delle query. L’obiettivo e` quello di costruire un indice di dimensione
massima S, molto minore rispetto a quella dell’indice originale, che contenga
solo posting siffatti. In questo modo e` possibile ridurre considerevolmente
oltre alla dimensione dell’indice, anche il tempo di risposta. Infatti, per ogni
termine, scegliamo solo i posting che vengono effettivamente acceduti e resti-
tuiti nei risultati delle query, eliminando quelli che risultano non interessanti.
Questa scrematura dei posting comporta un’importante riduzione del nume-
ro degli elementi delle posting list e quindi del numero di documenti su cui
effettuare lo scoring.
Un indice di questo tipo puo` essere utilizzato come primo strato in architet-
ture multi-tier [6]. Tali tecniche, molto simili al caching statico, permettono
di costruire architetture, definite anche a livelli, o a strati e prevedono al-
la loro base la presenza di un indice ridotto in grado di rispondere molto
efficientemente ad un elevato numero di query. Negli strati successivi, che
vengono interrogati solo se l’indice dello strato precedente fallisce, vengono
memorizzati le informazioni non presenti nel primo livello [6].
Il nostro obiettivo e`, dunque, quello di rispondere in modo molto efficiente al
maggior numero di interrogazioni, specialmente alle piu` frequenti, inoltran-
do al secondo strato dell’architettura (sia questo l’indice originale oppure un
altro mini-indice di dimensioni maggiori), solo le richieste che non vengono
risposte con un numero sufficiente di risultati dall’indice al livello corrente.
La dimensione massima del mini-indice viene scelta in modo tale che questo
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possa essere interamente mantenuto in memoria, per far si che l’accesso ad
esso sia quanto piu` veloce possibile.
La tecnica di compressione basata su Entry Pairing prevede il riordina-
mento di un indice invertito esistente, in cui le entry di due termini che co-
occorrono frequentemente all’interno di interrogazioni effettuate dagli utenti
vengono fuse a formare un’unica entry che viene detta paired entry. In questo
modo, dato che i posting che le due entry avevano in comune non vengono
replicati, l’indice risultante dovrebbe essere piu` compatto dell’indice originale
non paired. Inoltre, le query che contengono coppie di termini paired possono
essere risposte molto piu` velocemente, in quanto l’intersezione tra le posting
list di quei termini viene pre-calcolata a tempo di indicizzazione e memoriz-
zata nell’indice, e lo scoring deve essere effettuato soltanto su una porzione
ben definita di posting list, scartando a priori documenti che sappiamo gia`
essere di scarso interesse per quella query [33].
Abbiamo verificato che in termini di spazio con questa tecnica non si raggiun-
gono i risultati sperati, ma, se applicata ad indici costruiti secondo la prima
tecnica esposta, che non hanno bisogno di ulteriori riduzioni, costituiscono
un buon metodo per ridurre ulteriormente il tempo di risposta.
Struttura della tesi
• nel Capitolo 1 viene fornita una panoramica dettagliata sulle strut-
ture dati che compongono un indice invertito, descrivendo alcune delle
tecniche di compressione che vengono comunemente applicate per ri-
durne la dimensione. Vengono inoltre esposte le comuni strategie di
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query processing ed alcune loro ottimizzazioni che abbiamo utilizzato;
• nel Capitolo 2 vengono descritte alcune strategie di pruning statico
e di pairing tra termini, che costituiscono l’attuale stato dell’arte in
materia;
• nel Capitolo 3 viene descritta in dettaglio la strategia del mini-indexing,
che prevede la costruzione di mini-indici, contenenti solo postings rile-
vanti ai fini delle risposte alle query;
• nel Capitolo 4 viene descritta la tecnica dell’entry pairing, che prevede
la riorganizzazione dell’indice, memorizzando al suo interno intersezio-
ni precalcolate di posting list relative a particolari coppie di termini.
Spiegheremo i motivi per cui non e` vantaggioso applicare questa tecnica
ad indici comuni, e il modo in cui abbiamo applicato questa tecnica ai
mini-indici;
• nel Capitolo 5 vengono mostrati i risultati ottenuti sperimentalmente
tramite l’applicazione del mini-indexing, mostrando anche i risultati
ottenuti combinandola con l’entry-pairing;
• il Capitolo 6 contiene riflessioni sul lavoro svolto, su possibili esten-
sioni e/o miglioramenti e sviluppi futuri.
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Sistemi di Information Retrieval
I sistemi di Information Retrieval (IR) sono originariamente nati per la ca-
talogazione di collezioni di testi digitali.
Ad oggi sono molto comuni specialmente grazie al loro uso per il recupero di
informazione sul Web, che costituisce la collezione piu` grande di documenti
esistente.
Le componenti fondamentali di un sistema di IR sono tre: il document-
repository, l’indexer e il query processor [31].
Il document-repository e` la componente che si occupa di raccogliere documen-
ti, assieme alla struttura che li interconnette, al fine di indicizzarli a supporto
del sistema di IR.
L’indexer si occupa poi di costruire opportune strutture dati per memorizza-
re le informazioni necessarie al recupero dei documenti ricevuti in input dal
document-repository. Le strutture di cui, in generale, i motori di ricerca si
avvalgono sono il lessico, contenente i termini distinti che compaiono nella
collezione di documenti, e il posting file, che, nella sua forma meno complessa,
contiene tutte le liste dei documenti in cui i termini del lessico compaiono.
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Figura 1.1: Architettura di un motore di ricerca Web [31]
Infine, il query processor, si occupa del recupero dei documenti contenuti nel-
l’indice, e di restituirli all’utente ordinati in base alla loro presunta rilevanza.
Il concetto di rilevanza gioca un ruolo fondamentale nei sistemi di IR.
Il problema di stabilire l’“importanza” di un documento rispetto ad un’in-
terrogazione e` un problema che differisce fondamentalmente da tutti quelli
affrontati dalla teoria classica degli algoritmi, in quanto la natura dei risul-
tati non puo` essere formalmente definita, poiche´ e` un parametro soggettivo
strettamente dipendente da cosa l’utente ha in mente al momento in cui sot-
tomette una query [42].
In generale, le grandezze con cui viene stimata la “bonta`” dei risultati forniti
in risposta ad una query sono due: precision e recall [50], [38], [52].
La precision di un insieme di risultati si definisce come il rapporto tra il
10
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numero di documenti rilevanti recuperati e il numero di documenti restituiti.
Precision= |{DocumentiRilevanti}∩{DocumentiRestituiti}||{DocumentiRestituiti}|
La recall di un insieme di risultati, invece, si definisce come il rapporto tra
il numero di documenti rilevanti recuperati e il numero totale dei documenti
rilevanti presenti nella collezione.
Recall= |{DocumentiRilevanti}∩{DocumentiRestituiti}||{DocumentiRilevanti}|
Per formalizzare gli algoritmi utilizzati per rispondere alle query, sono
stati sviluppati numerosi modelli il cui scopo e` quello di aumentare il piu`
possibile la precision oppure la recall dei risultati restituiti.
Di seguito viene fornita una panoramica sulle strutture utilizzate dall’indexer
e sugli algoritmi e sui modelli utilizzati dal query processor per rispondere
bene e in modo efficiente alle richieste degli utenti.
1.1 Indici a Liste Invertite
In linea teorica, il problema della ricerca di informazione all’interno di una
collezione finita di documenti e` di semplice risoluzione. Data una query Q,
avendo a disposizione un’intera collezione di documenti, l’algoritmo piu` bana-
le pensabile e` quello di controllare ogni documento appartenente all’insieme e
verificare, tramite un qualsiasi algoritmo di matching, se nel testo compaiono
i termini specificati in Q e quindi restituire all’utente tutti e soli i documenti
che soddisfano il criterio di ricerca.
Se prendiamo in considerazione collezioni reali, questo approccio risulta essere
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improponibile, a causa della grande quantita` di documenti che essa contiene.
Per questo motivo i ricercatori si sono spinti a ricercare tecniche di memoriz-
zazione e strutture dati pensate ad hoc per aumentare sia l’efficacia, intesa
come qualita` dei risultati forniti, che l’efficienza dei motori di ricerca. Mol-
te sono state le strutture studiate, come Bitmap [25], [16], Suffix Tree [64],
[66], Signature File [18], ma la struttura che, in generale, fornisce la miglior
rappresentazione possibile l’Indice a Liste Invertite, poiche´ studiato in modo
tale da permettere un veloce recupero di tutti i documenti che contengono un
certo termine [8]. Come gia` accennato in precedenza l’indice a liste invertite
costituito da due strutture fondamentali che sono il lessico e il posting file.
Definizione 1.1 (Lessico). Il lessico (o vocabolario) L e` una struttura dati
che contiene, in modo univoco, tutti i termini significativi ti presenti nei testi
della collezione di documenti.
Al fine di ottenere tutti i termini che compaiono nella collezione per in-
serirli all’interno di questa struttura e` dunque strettamente necessario ana-
lizzare tutti i documenti per estrarne i termini che li compongono. Questo
processo prende il nome di tokenizzazione [19] e consiste appunto nel suddivi-
dere una stringa di caratteri in sequenze unitarie, dette token, eliminando al-
cuni caratteri non significativi, come la punteggiatura. Vediamo un semplice
esempio in Figura 1.2.
Il processo di tokenizzazione si occupa di restituire tutti i token presenti
all’interno della collezione. Ovviamente per collezioni di grandi dimensioni
il numero di token e` molto elevato quindi sono necessarie tecniche che con-
sentono di ridurre il numero delle entry del lessico (e conseguentemente la
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Figura 1.2: Esempio di tokenizzazione di una stringa
dimensione del posting file) che crescono al crescere dei documenti indicizzati.
Il posting file e` la struttura in cui vengono memorizzate tutte le po-
sting list relative ad ognuno dei termini che figurano nel lessico. Definiamo
formalmente il concetto di posting e posting list.
Definizione 1.2 (Posting). Si definisce posting, relativo a un termine t, la
coppia (di, wt,di), dove di e` l’identificatore univoco dell’i-esimo dei documen-
ti contenenti t e wt,di e` una misura del peso che quel termine ha in quel
documento.
In generale il peso di un termine in un documento viene definito come la
sua frequenza all’interno del documento stesso.
Definizione 1.3 (Posting List). Sia L un lessico, come dalla Definizione
1.1. La posting list per un termine t ∈ L e` la sequenza di posting relativi al
termine t.
1.2 Elaborazione dei termini del lessico
Per ridurre lo spazio occupato dal lessico un’alternativa possibile quella di
eliminare il maggior numero di parole da inserire al suo interno. Vediamo di
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seguito alcune delle tecniche comunemente usate a tale scopo.
1.2.1 Eliminazione delle Stop Words
I documenti contengono un grande quantitativo di parole che sono di impor-
tanza minima ai fini della scelta dei documenti che rispondono al meglio alle
richieste di un utente, come ad esempio articoli, pronomi, congiunzioni ecc.
Queste parole vengono dette stop word [72]. Possiamo osservarne una breve
lista, in inglese, in Tabella 1.1.
La strategia generale per la costruzione di una stop list, cioe` una lista con-
tenente stop word, e` quella di ordinare i termini in base alla frequenza con
cui compaiono nella collezione di documenti e di scegliere i K piu` frequen-
ti. Il processo di filtraggio puo` essere completato a mano, al fine di tenere
conto del contenuto semantico dei termini, anche in relazione al documento
che deve essere indicizzato. I termini cos`ı selezionati andranno a compor-
re la stop list. I termini contenuti in tale lista verranno scartati durante
il processo di indicizzazione, facendo risparmiare tempo ad indexing time e
riducendo significativamente il numero di posting che il sistema deve memo-
rizzare. Questo processo puo` quindi essere considerato una prima forma di
compressione anche per il posting file.
Stop Words
a, an, and, are, as, at, be, by, for,
from, has, he, in, is, it, its, of, on,
that, the, to, was, were, will, with
Tabella 1.1: Lista di stop words
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1.2.2 Normalizzazione dei token
Una volta tokenizzati i documenti di una collezione, ricevuta una query in
input, viene anch’essa tokenizzata secondo gli stessi criteri e, dato un token
appartenente ad una query, e` necessario sapere se corrisponde ad uno dei
token contenuti in un determinato documento. Tuttavia, ci sono molti casi
in cui alcuni termini non sono esattamente uguali, ma sarebbe opportuno che
venissero considerati tali. Ad esempio, se facessimo una ricerca per il termine
USA, vorremmo che ci venissero mostrati anche i documenti che contengono
il termine U.S.A. [38].
La normalizzazione dei token e` il processo di “canonicizzazione” di que-
sti ultimi, in modo tale che esista matching tra termini a dispetto di alcune
piccole differenze superficiali.
Il modo standard per effettuare la normalizzazione e` quello di creare del-
le classi di equivalenza tali che termini simili vengono mappati sullo stesso
termine. Ad esempio il termine U.S.A. verra` mappato sul termine USA e
verranno restituiti sia i documenti che contengono il primo termine sia quelli
che contengono il secondo.
Un’alternativa alle classi di equivalenza e` quella di mantenere relazioni tra
token non normalizzati, ricorrendo all’utilizzo di liste di sinonimi come per
esempio pu accadere per i termini macchina e automobile. Questo puo` essere
fatto in piu` modi; il primo prevede l’indicizzazione di termini non normalizza-
ti e il mantenimento per ognuno di essi una lista di espansioni. Le espansioni
rappresentano una lista di sinonimi del termine che verranno considerati nel
momento in cui il termine a cui corrispondono viene richiesto in una query.
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La seconda alternativa invece effettua l’espansione direttamente in fase di
costruzione dell’indice. Quindi se un documento contiene il termine auto-
mobile verra` indicizzato anche sotto il termine macchina e viceversa. L’uso
di questi ultimi metodi, benche´ piu` flessibili perche´ consentono di sovrap-
porre anche termini non morfologicamente simili, e` pero` considerato meno
efficiente rispetto all’uso di classi di equivalenza, poiche´ richiedono maggior
spazio per la memorizzazione dei posting e maggior tempo a query time per
l’espansione della query. Non possono dunque essere considerate strategie di
compressione.
1.2.3 Stemming
Per ragioni grammaticali all’interno dei documenti possono essere utilizzate
diverse forme di una stessa parola. Si pensi ad esempio alla coiugazione dei
verbi, come per esempio organizzare, organizzo, organizzero`, organizzando.
Inoltre ci sono famiglie di parole derivate con significati simili come democra-
zia e democratico [38]. In molte situazioni, nel caso in cui venga effettuata
una ricerca su tali termini, potrebbe essere utile ritornare documenti che con-
tengono anche altre parole della stessa famiglia.
Lo scopo dello stemming e` esattamente quello di ridurre le forme inflesse e le
forme derivate di un termine a una forma base comune [45], come mostrato
in tabella 1.2.
Un algoritmo di stemming piuttosto complesso, ma molto comune e rite-
nuto particolarmente efficace e` quello di Porter [47], di cui possiamo intuire
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Esempi di Stemming
am, are, is ⇒ be
car, cars, car’s, cars’ ⇒ car
Tabella 1.2: Esempio di stemming
Regola Esempio
SSES ⇒ SS caresses ⇒ caress
IES ⇒ I ponies ⇒ poni
SS ⇒ SS caress ⇒ caress
S ⇒ cats ⇒ cat
Tabella 1.3: Alcune regole dell’algoritmo di Porter
la natura generale osservando la Tabella 1.3.
Tuttavia due parole che vengono stemmate e ridotte alla stessa forma base
possono differire nel significato oltre che in genere e numero. Lo stemming
solitamente si limita ad applicare un processo che taglia i suffissi delle parole
portandole ad una forma base. Un processo molto simile, ma piu` accurato,
e` quello della lemmatization che effettua un’analisi morfologica delle parole
e le riconduce alla “dictionary form” o lemma.
In ogni caso, entrambi i processi, riconducendo tutte le forme di una stessa
parola ad una forma base, riducono notevolmente il numero delle entrate del
lessico e di conseguenza garantiscono anche un tempo di accesso inferiore in
fase di ricerca di termini delle query.
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1.3 Compressione del Posting File
Lasciare questa struttura nella sua forma estesa costerebbe molto in termini
di spazio per collezioni di grandi dimensioni. Solitamente si usano tecniche
di compressione delle posting list che hanno i seguenti vantaggi.
Il primo vantaggio della compressione e` il trasferimento piu` veloce di dati
da disco a memoria principale. Algoritmi di decompressione efficienti sono
tanto veloci che il tempo totale impiegato per il trasferimento di una parte
di dati compressa da disco (decompressa poi in memoria) inferiore rispetto
al tempo impiegato per trasferire la stessa parte di dati non compressa. Per
questo infatti i sistemi di IR lavorano piu` velocemente su indici compressi
che su indici non compressi [68].
Il secondo e` il miglior uso della cache [78], [54]. Infatti, molti sistemi
utilizzano una parte di lessico e di posting file molto piu` delle altre. Ad
esempio, se si salvano in cache le posting list di un termine t molto frequente
all’interno delle query, l’intera computazione per la risposta alla query mo-
notermine Q = t puo` essere interamente effettuata in memoria. Facendo uso
di compressione possiamo utilizzare al meglio la cache memorizzandovi un
numero maggiore di informazioni compresse. In questo modo sara` possibile
risparmiare accessi a disco in fase di query processing, acquisendo le posting
list utili direttamente dalla memoria principale e decomprimendole.
Quindi, oltre al risparmio di spazio su disco, altri aspetti come la velocita`
degli algoritmi di decompressione e lo sfruttamento ottimale della gerarchia
di memoria non vanno trascurati. Vedremo dunque algoritmi di compressione
che forniscano tutti e tre i vantaggi sopraelencati.
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1.3.1 Compressione tramite Variable Encoding
Consideriamo una collezione molto piccola con 800000 documenti contenen-
ti circa 200 token ciascuno, con una media di circa 6 caratteri per token,
e circa 100000000 di documenti. Gli identificatori di documento saranno
di log2 800000 = 20 bit quindi la dimensione del relativo posting file non
compresso sar pari a 100000000 ∗ 20/8 = 250MB.
Per ottenere una rappresentazione piu` efficiente del posting file, che usi
quindi meno di 20 bit per ciascun documento, si puo` sfruttare il fatto che i
posting, per termini frequenti, sono molto vicini tra loro e quindi la distanza
tra uno e l’altro, che viene detta d-gap, e` molto piccola e in linea teorica
occuperebbe molto meno di 20 bit per essere rappresentata. La situazione
che si presenta e`, dunque, quella in cui, per termini frequenti si hanno d-gap
molto piccoli (spesso anche pari ad 1), ma per termini rari i d-gap hanno
lo stesso ordine di grandezza degli identificatori di documento. Quindi, per
una rappresentazione “economica” di questa distribuzione dei d-gap abbiamo
bisogno di un encoding variabile che usi meno bit per gap piccoli.
Per codificare numeri piccoli usando meno spazio rispetto ai numeri gran-
di esistono diversi metodi di compressione. Alcuni sono volti al risparmio
del maggior numero di byte, mentre altri sono volti al risparmio del maggior
numero di bit [61], [56].
Le tecniche orientate al risparmio di bit, come ad esempio gamma encoding
[22], hanno il vantaggio di comprimere notevolmente l’indice, impiegando il
minor numero di bit necessari per la rappresentazione di interi. Lo svantag-
gio e`, invece, che la manipolazione di bit non e` nativa nei sistemi e questo
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comporta una minor efficienza in fase di decodifica. Per quanto riguarda le
altre tecniche come variable byte, invece, essendo la rappresentazione di un
intero allineata al byte, la decodifica e` sensibilmente piu` veloce, a scapito
pero` di un minor risparmio di spazio [57].
1.4 Query processing
Le strategie di elaborazione delle query si suddividono in due classi principali:
strategie Term-At-A-Time (TAAT) e Document-At-A-Time (DAAT).
Tramite strategie di tipo TAAT viene processato un numero di termini re-
lativamente piccolo (generalmente due alla volta) per creare un insieme di
risultati intermedio che verra` poi combinato con altri termini addizionali o
con altri risultati intermedi. I risultati intermedi vengono memorizzati al-
l’interno di strutture dette accumulatori. Tali strutture devono essere tenute
in memoria e, se le liste elaborate contengono molti elementi, sono causa di
un significante overhead. In ogni caso, utilizzando questo tipo di strategia,
non sappiamo se un determinato documento soddisfa la query fino a che il
processo di valutazione non e` terminato e l’ultimo risultato viene generato.
Al contrario, con strategie di tipo DAAT, un documento viene completamen-
te valutato prima di passare al documento candidato successivo. I documenti
vengono presi nell’ordine in cui si trovano all’interno delle posting list e ven-
gono inseriti all’interno di una coda con priorita`. Tutti i termini della query
vengono dunque processati in parallelo per un singolo documento, e quindi
non serve mantenere una serie di risultati intermedi, poiche´ gli score possono
essere calcolati on the fly valutando tutti i posting relativi ai query terms
20
1. Sistemi di Information Retrieval
contemporaneamente per uno stesso documento [28].
Le strategie di tipo term-at-a-time sono in generale le piu` diffuse, poiche´
semplici da implementare quando il query language e` “context-free”. Strate-
gie document-at-a-time invece sono usate primariamente in sistemi in cui il
contesto della query ha un ruolo importante.
Dal punto di vista delle prestazioni le strategie di tipo DAAT sono meno
costose rispetto a quelle TAAT. Infatti le strategie TAAT sono affette dal-
l’overehead dovuto alla memorizzazione dei risultati intermedi. Se questi
costi potessero essere completamente abbattuti le due strategie avrebbero
prestazioni completamente equivalenti [70]. DAAT puo` pero` offrire migliori
prestazioni se le posting list sono sufficientemente piccole per poter essere
caricate completamente in memoria, poiche´ non necessita di salvataggi inter-
medi [63].
Queste tecniche base possono essere ottimizzate tramite l’ausilio di strategie
di terminazione anticipata che fanno in modo di elaborare il minor quantita-
tivo di informazione, pur mantenendo un buon livello di precisione. Queste
tecniche vanno anche sotto il nome di pruning dinamico degli indici e il loro
scopo e` quello di ridurre il numero di elementi da processare per produrre un
risultato, che si traduce in una riduzione del tempo di risposta. Per approcci
di tipo TAAT vengono proposte diverse tecniche per ridurre il numero di
accumulatori usati. Tali approcci si basano sul fatto che non tutti i termini
hanno la stessa importanza e, in generale, quelli molto frequenti sono quelli
che ne hanno di meno, per cui si possono ordinare i termini di una query in
ordine di importanza ed elaborarli in quell’ordine, tralasciando quindi quelli
meno importanti nel caso in cui il limite disponibile per gli accumulatori in
21
1. Sistemi di Information Retrieval
uso venga raggiunto [40].
Altre strategie prevedono l’estensione delle posting list tramite ulteriori strut-
ture contenenti informazioni ausiliarie che consentono di scegliere le porzioni
di lista da elaborare, saltando quelle ritenute meno promettenti [40], [11].
Per l’esecuzione dei nostri test abbiamo utilizzato una strategia di tipo
DAAT, proprio perche` piu` veloce e meno dispendiosa in termini di memoria.
L’Algoritmo 1.1 descrive una strategia base di query processing di tipo DAAT.
Noi utilizziamo una versione ottimizzata di questa implementazione infatti,
come possiamo notare, nell’Algoritmo 1.1 all’interno della coda con priorita`
R si inseriscono tutti i documenti con score maggiore di 0, per poi estrarne i
top-N . Questo e` causa di un notevole peggioramento del tempo di risposta
in quanto l’operazione di inserimento in R e` tanto piu` costosa quanto piu` la
dimensione di R cresce. La nostra idea e` stata quindi quella di mantenere
una coda di dimensione N fissata, pari al numero di risultati da restituire, in
cui un documento candidato viene inserito solamente se il suo score e` migliore
dello score minimo presente all’interno della coda. Dato che la dimensione
di R e` limitata superiormente da N , gli inserimenti all’interno di R sono
notevolmente piu` veloci rispetto al caso precedente. Infatti, se pensiamo ad
indici di notevoli dimensioni e quindi con posting list molto piu` lunghe di N ,
inserendo ogni candidato in R, la sua dimensione cresce considerevolmente.
Quindi la limitazione del numero di inserimenti si traduce in un miglior tem-
po di risposta. Osserviamo nell’Algoritmo 1.2 la versione ottimizzata, in cui
sono evidenziate le ottimizzazioni effettuate rispetto all’algoritmo di base.
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1: DocumentAtATime(Q):
2: L← () ;
3: R← PriorityQueue() ;
4: for all terms wi ∈ Q do
5: li ← InvertedList(wi)
6: L.Add(li)
7: for all documents D ∈ ⋃li∈L do
8: for all inverted list li ∈ L do
9: update D score, sD
10: if sD > 0 then
11: R.Push(sD, D)
12: return TopN(R)
Algoritmo 1.1: Algoritmo DAAT [63]
1: OptimizedDocumentAtATime(Q):
2: L← () ;
3: R← PriorityQueue(N) ;
4: for all terms wi ∈ Q do
5: li ← InvertedList(wi);
6: L.Add(li);
7: for all documents D ∈ ⋃li∈L do
8: for all inverted list li ∈ L do
9: update D score, sD;
10: if Size(R) < N then
11: if sD > 0 then
12: R.Push(sD, D);
13: else
14: if sD > Score(Top(R)) then
15: R.Pop();
16: R.Push(sD, D);
17: return R;
Algoritmo 1.2: Algoritmo DAAT ottimizzato.
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1.5 Modelli per sistemi di IR
Oltre a rispondere alle query in un tempo ragionevolmente breve e` anche
necessario che i dati restituiti siano interessanti dal punto di vista dell’utente
che effettua una query. Come anticipato sono stati sviluppati molti modelli il
cui scopo e` quello di assegnare uno score ad un documento che indichi quanto
piu` verosimilmente la rilevanza che questo potrebbe avere per l’utente. Per
definizione un modello e`:
Definizione 1.4 (Modello di IR). Quadrupla 〈D,Q,F , R(qi, dj)〉 [8] dove:
• D e` un insieme composto dalle viste logiche dei documenti della colle-
zione;
• Q e` un insieme composto dalle viste logiche delle query che possono
essere sottomesse da un utente;
• F e` la funzione che serve per trasformare un documento o una query
nella sua rappresentazione logica;
• R(qi, dj) e` la funzione di ranking che associa un valore numerico ai due
parametri, query e documento, ed e` utilizzata per ordinare i documenti
in base alla loro presunta rilevanza.
Modelli ampiamente usati sono il language model (LM) [32], [35], [39], la
divergence from randomness (DFR) [3], TF-IDF e BM25.
LM assegna una probabilita` P (w1, ..., wm) a sequenze di m parole, tramite
una distibuzione di probabilita`. Quindi, data una query Q in input, lo score
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di un documento viene calcolato in base alla probabilita` P (Q|Md) che il lan-
guage model M del documento d generi i termini della query Q [46], [62].
Il paradigma DFR e´ una generalizzazione di uno dei primi modelli di IR,
il 2-Poisson indexing model di Harter [30], basato sull’ipotesi che, per ogni
coppia documento-termine esista una proprieta` nascosta detta eliteness, se-
condo cui, se un termine e` elite in quel documento, il documento e` inerente al
concetto associato a quel termine. Le parole che invece non fanno riferimento
a nessun documento elite hanno una distrubuzione random della frequenza,
che segue il modello singolo di Poisson.
TF IDF si basa sull’idea che un termine e` tanto piu` rilevante per un do-
cumento quanto piu` alta e` la frequenza al suo interno. Questa viene poi
normalizzata tramite la frequenza totale con cui il termine compare nell’inte-
ra collezione, al fine di dare enfasi ai termini piu` rari piuttosto che a termini
frequentissimi, come articoli o congiunzioni, che non portano informazione
[74].
BM25, presentato per la prima volta da S. E. Robertson e S. Walker [53],
e` il modello probabilistico piu` affermato poiche´ ritenuto la funzione di mat-
ching piu` efficace per sistemi di IR. Si tratta di una funzione che classifica un
insieme di documenti basandosi sui termini delle query che essi contengono,
senza tenere di conto delle inter-relazioni che i termini hanno all’interno di
uno stesso documento.
Data una query Q, contenente le parole q1, ..., qn, lo score con BM25 viene
calcolato come segue:
scoreBM25(D,Q) =
∑n
i=1 IDF (qi)
f(qi,D)(k1+1)
f(qi,D)+k1(1−b+b |D|avgdl )
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dove f(qi, D) e` la frequenza del i-esimo termine della query q nel docu-
mento D, |D| e` la lunghezza del documento D espressa in numero di termini,
avgdl e` la lunghezza media di un documento all’interno della collezione cui
D appartiene e k1 e b sono parametri liberi. I valori ottimali per tali parame-
tri dipendono soltanto dal tipo di collezione di documenti utilizzata e dalle
query. In ogni caso, grazie ad un ampio numero di esperimenti e valutazioni
svolte in merito, valori come 0.5 < b < 0.8 e 1.2 < k1 < 2 risultano essere
ragionevolmente buoni nella maggior parte dei casi.
BM25, in quanto modello piu` affermato ed efficace, e` il modello che e`
stato scelto per lo svolgimento della nostra sperimentazione.
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Abbiamo visto alcuni approcci alla compressione di un indice invertito che
prevedono l’utilizzo di tecniche di codifica efficiente di interi. Tali tecniche
possono essere definite lossless poiche´ l’informazione contenuta nell’indice
viene completamente mantenuta nell’indice compresso.
Esiste un’altra categoria di tecniche di compressione, utilizzabili unitamente
alle altre, definite invece lossy, il cui obiettivo e` quello di privare l’indice di
informazione ritenuta non importante ai fini della risposta alle query, facendo
quindi un pruning statico di dati non interessanti. Un esempio di compres-
sione lossy e` l’eliminazione di stop words che introducono rumore all’interno
degli indici deteriorando la precisione dei risultati.
Facendo uso di queste tecniche, la bonta` dei risultati puo` peggiorare rispetto
a quella dell’indice originale, dato che una quantita` di dati viene comple-
tamente scartata. e` pero` interessante studiarle poiche´, contrariamente alle
altre, consentono di configurare il grado di compressione di un indice e quin-
di di ridurlo in modo tale da consentire il suo mantenimento in memoria
prinicipale. Questo consente, dunque, di eliminare costosi accessi a disco,
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diminuendo sensibilmente il tempo di risposta, a scapito di una perdita in
termini di precisione dovuta all’eliminazione di informazione dall’indice.
Un tecnica, invece, lossless, che oltre a comprimere l’indice puo` migliorare
il tempo di risposta e` l’entry pairing. L’entry pairing prevede la memoriz-
zazione, all’interno dell’indice invertito stesso, di intersezioni precalcolate di
posting list relative a coppie particolari di termini. Quando i due termini
compaiono nella stessa query, questo processo consente di escludere dall’ela-
borazione tutti i documenti relativi ai due termini non compresi nell’inter-
sezione. Cio` significa che, a query time, il quantitativo di dati da elaborare
viene fortemente ridotto, cos`ı come viene ridotto il quantitativo di dati da
mantenere in cache, ottimizzandone l’uso. Entrambi questi fattori si tradu-
cono in un miglioramento del tempo di risposta.
Lo stato dell’arte attuale include diversi approcci, per entrambe le tecniche
esposte, che verranno descritti di seguito.
2.1 Pruning Statico di Indici
L’eliminazione di informazione“non importante”da un indice puo` avvenire in
vari modi. In particolare e` possibile concentrarsi sui termini o sui documenti,
scegliendo di eliminare quelli che secondo un criterio prestabilito risultano
essere meno interessanti. Un approccio che unisce entrambi i precedenti pone
l’interesse sui posting, in modo tale da non eliminare ne´ termini ne´ documenti,
ma solo i posting considerati meno importanti ai fini della risposta alle query.
Vediamo di seguito alcune tecniche di pruning statico proposte in letteratura
per gli approcci appena menzionati.
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2.1.1 Term-centric pruning
Questo approccio, in linea generale, considera ogni posting list indipenden-
temente dalle altre ed elimina da ognuna di esse i posting ritenuti meno
significativi per il termine a cui la posting list corrisponde. Il problema fon-
damentale relativo a questo tipo di approccio consiste nell’identificare quali
entry siano effettivamente importanti da mantenere.
Nel loro lavoro, Carmel et al. [15], fanno uso di una funzione di scoring,
rappresentabile tramite una matrice bidimensionale termini-documenti A, in
cui ciascuna entry A(t, d) rappresenta lo score del documento d per il ter-
mine t. Nel caso in cui un termine t sia contenuto nel documento d avremo
A(t, d) > 0, A(t, d) = 0 altrimenti. Un modo non sofisticato per fare pruning
potrebbe essere quello di eliminare dalla posting list di un termine tutte le
entry che nella tabella A hanno score inferiore ad una soglia τ uguale per ogni
termine. Questo processo prende il nome di pruning uniforme, ma presenta
ovvi inconvenienti. Infatti, se una query e` composta da soli termini low-score,
cioe` con score minore di τ , non trovera` risposta nell’indice pruned.
Una versione piu` raffinata dell’algoritmo invece prevede che la soglia dello
score sia differente per ogni termine e che sia calcolata in base agli score
relativi al termine stesso.
Questo va sotto il nome di pruning basato su termine e garantisce tutti i
termini abbiano entry significative nelle proprie posting lists, in modo tale
che anche le query low-score abbiano risposta. Quindi, nota la tabella A
degli score l’obiettivo e` quello di costruire la tabella A∗ in modo tale che
A∗(t, d) = A(t, d) se e solo se A(t, d) > τt, con τt direttamente proporzionale
29
2. Stato dell’arte
al k-esimo score migliore per il termine t, e A∗(t, d) = 0 se il valore soglia
non viene raggiunto. Il mantenimento delle posting list relative a termini
low-score ci viene garantito dalla scelta di τt proporzionale al k-esimo score
migliore. In questo modo la soglia varia in relazione agli score del termi-
ne analizzato e consente di mantenere comunque le top-k entry considerate
migliori, ovviando al problema del pruning uniforme, come affermato nel
Teorema 2.1.
Teorema 2.1. Sia q una query composta da r termini, con r < 1/. Sia Sq la
funzione di scoring per la query q, basata sulla tabella di scoring A e sia S∗q
la funzione di scoring per la query q, basata sulla tabella di scoring A∗ su cui
e` stato applicato il pruning. Si puo` allora affermare che S∗q e` “(k, r)-good”
per la query q.
Dove un indice viene definito (k, r)-good se l’indice ridotto, per ogni
query con un numero di termini minore di r, e` in grado di fornire almeno k
risultati.
Utilizzando quest’ultimo tipo di pruning si nota che all’aumentare degli
elementi eliminati dalle posting list si ha, come e` ovvio, un peggioramento
nella precisione1 sui primi k documenti restituiti, ma la precisione dell’indice
originale viene preservata se si cosiderano solo i primi 10 documenti. Quin-
di questa tecnica ci da garanzia che i primi 10 documenti corrispondano a
quelli ritenuti piu` rilevanti. Per quanto riguarda il tempo di risposta i risul-
1Con il termine precisione si indica il numero di documenti restituiti come risultato,
che si sono rivelati utili per le esigenze dell’utente e puo` essere calcolata come:
precisione = |{documentiRilevanti}∩{documentiRestituiti}||{documentiRestituiti}|
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tati migliori vengono ottenuti su query “lunghe”, cioe` composte all’incirca da
10 termini, il cui response time diminuisce notevolmente all’aumentare del
livello di pruning. Su query corte invece, che sono anche le piu` comuni, il
tempo di risposta, all’aumentare del livello di pruning non decresce in modo
particolarmente significativo.
R. Blanco e A. Barreiro [10] propongono un algoritmo alternativo a quello
sopra descritto. Infatti per poter preservare la similarita` dei top-k documen-
ti ritornati, il livello di pruning applicabile e` piuttosto basso. L’obiettivo di
questo nuovo algoritmo e` dunque quello di ottenere un grado di compressione
maggiore rispetto a quello ottenuto da Carmel et al., senza obbligatoriamente
garantire la precisione sui top-k risultati.
Questa tecnica usa, come criterio per il pruning, il principio del probability
ranking (PRP), che sta alla base dei modelli probabilistici di IR, secondo il
quale l’ordinamento ottimo dei risultati di una query e` quello in cui i risultati
sono ordinati in maniera decrescente secondo la probabilita` di essere rilevanti
per quella query. L’approccio proposto richiede la stima di tre probabilita`
che, combinate, forniscono le informazioni necessarie per l’applicazione del
PRP.
La prima di queste e` la query likelihood, definita come p(Q|D, r), che consiste
nella probabilita` che un documento generi una data query, quindi, suppo-
nendo che una certa distribuzione di probabilita` sia alla base del processo di
generazione del documento D, la grandezza p(Q|D, r) misura la probabilita`
che quella stessa distribuzione generi anche Q.
La seconda probabilita` in gioco e` la document prior, definita come p(r|D),
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ed e` la probabilita` che un documento sia rilevante indipendentemente dalle
query. Questa probabilita` e`, in generale, basata su conoscenze specifiche sulla
struttura del documento e del suo contenuto.
Infine, l’ultima componente in gioco e` la probabilita` di vedere un termine da-
ta la nonrelevance, p(qi|r). Questa probabilita` e` indipendente dal documento
ed e` quella che favorisce il pruning su alcuni termini piuttosto che su altri. In
particolare indica la probabilita` che sulla lista di un termine venga applicato
pruning, in relazione alle probabilita` document-dependent viste sopra.
L’algoritmo di pruning lavora in maniera molto semplice. Presa in input una
soglia , per ogni termine, che viene considerato come una query monoter-
mine, viene prelevata la posting list, per ogni documento che ne fa parte
si calcolano le probabilita` document-dependent e si combinano con quella
document-independent a formare uno score. Se la posting entry ha score
inferiore alla soglia  viene eliminata.
Gli esperimenti hanno dimostrato che questa tecnica ha risultati migliori di
quella di Carmel et al. in termini di MAP 2 e risultati simili in termini di
precisione sui primi 10 elementi ritornati, ma con un livello piu` alto di pru-
ning.
2MAP (Mean Average Precision) e` definita su un insieme Q di query. Viene definita
come la media sulle query in Q della cosiddetta Average Precision. La average precision
e` la precisione media che si ottiene calcolando la somma delle precision@x per valori di
x che vanno da 1 alla posizione ricoperta dall’ultimo documento rilevante recuperato. Si
calcola mediante la seguente formula: MAP (Q) = 1|Q|
∑|Q|
j=1
1
mj
∑mj
k=1 Precision(Rjk)
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2.1.2 Document-centric pruning
In contrasto con le strategie precedenti, S. Bu¨ttcher e C. Clarke [12] propon-
gono un nuovo approccio al pruning, detto document-centric, che per ogni
documento D nella collezione mantiene solo i posting per i top-kD termini
di quel documento. Quindi il fatto che un posting venga mantenuto nell’in-
dice non dipende dallo score che questo ha all’interno della posting list, ma
all’interno del documento a cui fa riferimento. Due sono le varianti con cui
questo algoritmo di pruning viene proposto.
La prima, Constant Document Centric Pruning (DCP
(k)
Const), mantiene nel-
l’indice i top-k termini contenuti in un documento, ignorando gli altri, con k
variabile definita dall’utente. Piu` piccolo verra` scelto k e piu` compressione
possiamo applicare all’indice, mentre k maggiori, consentendo di inserire un
maggior quantitativo di dati nell’indice, garantiscono una migliore qualita`
nei risultati.
Nella seconda invece, detta Relative Document Centric Pruning (DCP
(λ)
Rel), il
numero di termini che vengono mantenuti nell’indice pruned non e` costante,
ma varia da documento a documento in base al numero di termini distinti
|D| contenuti nel documento e in base al parametro λ definito dall’utente.
Vengono quindi scelti i top-[λ|D|] termini per ogni documento. Piccoli valori
di λ si riflettono in una maggior compressione e in tempi di risposta piu` brevi.
Questo criterio di scelta viene impiegato poiche´, in generale, documenti piu`
lunghi, quindi contenenti un maggior numero di termini, coprono un maggior
numero di topic rispetto a documenti piu` corti. Questo significa che l’insieme
dei query term per documenti piu` lunghi e` certamente piu` ampio rispetto a
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quello di documenti corti, per cui l’applicazione di DCP
(k)
Const sarebbe troppo
drastica.
DCPRel rispetto all’algoritmo di retrieval di base, che fa uso di Okapi BM25
3
come funzione di ranking, puo` ridurre fino all’87% il tempo di risposta, con
il minimo degrado della precisione dei risultati.
L. Zheng e I. J. Cox [79] propongono invece di eliminare completamente
documenti ritenuti non rilevanti dalla collezione, quindi di eliminare intere
colonne della matrice termini-documenti, basandosi sull’assunzione che non
tutti i documenti hanno la stessa probabilita` di comparire nei risultati di una
query e che quindi si possono eliminare quelli meno frequenti senza degradare
la qualita` dei risultati.
Quali documenti mantenere viene stabilito in base ad uno score di importan-
za che puo` essere calcolato in tre modi differenti, due dei quali dipendenti
dalla funzione di scoring del sistema di IR.
Il primo metodo prevede il calcolo dell’importanza di ogni posting al fine di
pesare un documento in base all’importanza media dei posting relativi a quel
documento. In questo modo, anche se alcuni postings risultano importanti,
ma la media delle importanze e` inferiore rispetto alla soglia di taglio scelta,
il documento viene comunque eliminato dalla collezione.
Col metodo precedente gli score relativi ai posting di un termine variano da
un documento all’altro. Per tener conto dell’importanza del termine a cui
un posting appartiene si calcola dunque l’importanza relativa di tale termi-
3BM25 e` una funzione di ranking usata dai motori di ricerca per il calcolo del punteggio
in accordo col la rilevanza che questi hanno per una data query. Per la definizione vedere
Capitolo 1, Sez. 1.5
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ne, calcolata come media pesata delle importanze dei posting che compaiono
nella sua lista di posting. Tale valore rimane dunque costante per ogni do-
cumento e consente di non eliminare documenti contenenti termini ritenuti
importanti.
L’inconveniente dei due metodi descritti sta nel fatto che sono dipendenti
dalla funzione di scoring del sistema di IR. Il che significa che cambiando il
sistema certe assunzioni non hanno piu` valore. Di conseguenza puo` rivelarsi
opportuno usare un altro tipo misura per l’importanza di un termine, che
prescinda dal sistema. A tale scopo nel terzo metodo proposto si fa uso di
una misura ampiamente usata, IDF. L’assunzione che si fa infatti e` quella
che documenti contenenti termini molto frequenti siano meno importanti di
altri contenenti termini meno frequenti, quindi IDF costituisce un buon filtro
per eliminare tali documenti se utilizzata in luogo dell’importanza relativa
descritta nel precedente metodo.
2.1.3 Posting-centric pruning
Sono stati descritti due tipi di approccio: il pruning su termini e quello su
documenti. Nel primo si considera ogni posting list singolarmente e si eli-
minano da essa i posting ritenuti meno importanti, mentre nell’altro caso si
considerano i documenti indipendentemente e non si considerano i termini in
essi contenuti ritenuti meno importanti.
Questo significa che, nel pruning sui termini, non si tiene conto dell’impor-
tanza relativa di un posting, inteso come coppia 〈termID, docID〉, rispetto
agli altri posting contenuti nello stesso documento, mentre nel pruning sui
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documenti viene ignorata l’importanza relativa di un posting rispetto agli
altri contenuti nella stessa lista invertita. Questo significa che ci sono si-
tuazioni in cui posting di scarsa importanza non vengono eliminati mentre
posting rilevanti vengono esclusi dal processo di pruning. L’idea e` quindi
quella di utilizzare una generalizzazione di tali approcci, sviluppando una
tecnica di posting-pruning, in modo tale da mantenere nell’indice i postings
piu` rilevanti, dove il posting costituisce una rappresentazione che accumuna
sia termini che documenti.
Il posting pruning proposto da L. T. Nguyen [41] prevede l’assegnamento
di un valore di “utilita`” a ciascun posting. In accordo con il term-centric
pruning viene assegnato un alto valore di utilita` alle posting entry che com-
paiono in testa alla posting list, che assumiamo ordinate come richiesto dal
term-centric pruning stesso. In accordo con il document-centric pruning, in-
vece, non si deve assegnare un alto valore di utilita` ai posting il cui termine
di appartenenza non appartiene ai termini con piu` alto rank di quel docu-
mento. Inoltre, bassi valori di utilita` vanno assegnati anche a tutti i termini
ritenuti non informativi e a quei documenti che vengono raramente restituiti
nei risultati alle query.
Per calcolare lo score di ogni posting 〈t, d〉 vengono calcolate le seguenti
quantita`:
• S(t, d), lo score con cui il termine t contribuisce al rank del documento
d;
• RIDF (t), quantita` rappresentante il valore informativo associato al
termine t, che si calcola come:
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RIDF (t) = − log (df
N
)
+ log
(
1− e− tfN
)
dove df indica il numero di documenti in cui il termine t compare e N
il numero totale di documenti della collezione;
• KLD(d||C), il valore di importanza del documento d nella collezione
C, calcolato come segue:
KLD(d||C) = ∑t∈D tf(t)|d| log ( tf(t)|d| × |C|TF (t))
dove tf(t) e` la frequenza del termine t nel documento d, TF (t) ‘e la
frequanza del termine t nell’intera collezione, |d| e` la lunghezza del
documento d espressa in numero di termini e |C| e` la lunghezza dell’in-
tera collezione, ottenuta sommando le lunghezze di tutti i documenti
che questa contiene;
• R(t) il rank del termine t in relazione agli altri termini nel documento
d;
• R(d) il rank del documento d in relazione agli altri documenti contenuti
nella posting list di t.
I valori RIDF (t) e KLD(d||C) vengono poi normalizzati affinche´ le loro
somme equivalgano ad 1. Una normalizzazione e` necessaria anche per le
funzioni di rank per termini e documenti. Infatti, in accordo con tali funzioni,
il k-esimo elemento della lista viene considerato k volte meno importante del
primo anche se, in generale, non e` cos`ı. Quindi si fa uso di una funzione
sigmoidale, σ(x) che ritorna valori tra 0 e 1 e che serve per trasformare valori
37
2. Stato dell’arte
vicino a 0 in valori prossimi ad 1, mentre gli altri valori vengono modificati
in relazione a parametri definiti dall’utente, che definiscono la “forma” della
funzione.
L’utilita` di un termine viene quindi calcolata come:
f(〈t, d〉) = SBM25(t, d) · [α ·RIDF (t) · σ(R(d)) + (1− α) ·KLD(d||C) · σ(R(t))]
Risultati sperimentali hanno dimostrato che questa tecnica costituisce
una generalizzazione di entrambe gli approcci e che copre il range di solu-
zioni appartenenti sia all’una che all’altra tecnica. Emerge, pero`, che anche
questo tipo di pruning non fornisce dati fortemente migliore rispetto agli altri.
Infatti, per bassi livelli di pruning, questo metodo risulta essere leggermente
migliore, rispetto agli altri in termini di precisione, mentre, per alti livelli di
pruning, risulta essere decisamente peggiore.
H. T. Lam [34] propone un tipo di posting ibrido che combina la tecnica
di document-pruning di Carmel et al. con una tecnica di posting pruning che
si prefigge di utilizzare informazioni derivanti dal query-log per individuare
quali sono i posting interessanti. Una volta effettuato un primo passo di pru-
ning si cerca di riordinare le rimanenti liste cercando di portare in posizioni
alte della lista i postings relativi a documenti che vengono restituiti piu` spes-
so come risultato alle query. Infine viene definito un valore di taglio λ che
indica la percentuale di elementi della posting list riordinata da eliminare.
I risultati ottenuti tramite questa tecnica risultano essere di poco migliori
rispetto alle tecnica base proposta da Carmel et al. in termini di precisione.
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2.2 Entry Pairing
L’intersezione di posting list e` un’operazione fondamentale per molte appli-
cazioni nell’ambito dell’information retrieval. Le seguenti tecniche si basano
tutte sulla memorizzazione di intersezioni pre-calcolate tra posting list, per
ridurre le operazioni da effettuare in fase di elaborazione della risposta ad
una query.
T. Suel et al. [76] hanno proposto una tecnica di terminazione anticipata
che tenesse conto anche della prossimita` tra termini di una query all’interno
di un documento. Allo scopo, questi propongono una struttura ausiliaria da
affiancare all’indice originale, che non viene modificato. La struttura ausilia-
ria da essi proposta e` un indice composto di sole coppie di termini che, in uno
stesso documento, compaiono vicini l’un l’altro. In particolare, dati tutti i
documenti rilevanti per una query, l’idea e` quella di sceglierne un piccolo sot-
toinsieme che contenga le coppie di termini vicini, che potenzialmente hanno
quindi i punteggi di prossimita` piu` alti. Nell’indice delle coppie, per ogni
coppia, verranno memorizzati solo i documenti identificati come appena de-
scritto. Questa struttura ausiliaria sposta implicitamente documenti con un
buon punteggio di prossimita` in testa al processo di elaborazione. In questo
modo, il query processor, prima analizza i documenti che sono nell’indice ri-
dotto, che sono quelli con punteggio piu` alto, poi, inoltra comunque la query
all’indice originale in cui vengono eleborati documenti fino al raggiungimento
di k risultati evitando di elaborare la quantita` rimanente.
Tramite questa tecnica si ottiene un buon guadagno per quanto riguarda l’ef-
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ficienza, ma risulta, in pratica, inapplicabile. Infatti ad un indice di 60GB
viene affiancata una struttura ausiliaria la cui dimensione va da 0.5 TB a
1.5 TB, cioe` una struttura la cui dimensione varia dall’853% al 2560% di
quella dell’indice originale. Questo fa si che non sia pensabile implementare
un simile approccio su collezioni reali.
H. T. Lam et al. [33] propongono invece una tecnica che prevede di mo-
dificare l’indice originale accoppiando le posting list relative a termini che
co-occorrono frequentemente all’interno dei documenti, ottenendo un’unica
posting list. Gli autori pero` utilizzano una euristica per il calcolo del rispar-
mio in spazio, secondo cui il guadagno in spazio e` proporzianale al numero di
elementi che, grazie al pairing, non vengono replicati. Questo, pero`, e` vero
solo nel caso in cui l’indice si memorizzi non compresso. Infatti se rappre-
sentiamo le liste come sequenze di d-gap4, al variare degli elementi contenuti
nella lista, variano anche le dimensioni di questi e quindi anche il numero di
bit (o byte) becessari per codificarli. Il risparmio di spazio non e` dunque con-
nesso al numero di elementi che non vengono replicati replicati, ma piuttosto
alla dimensione dei“buchi”che si creano nelle posting list rimuovendono degli
elementi. A parita` di elementi non replicati, su liste diverse, a seconda di
come i d-gap variano, si puo` ottenere un notevole risparmio in un caso e uno
scapito nell’altro.
Secondo gli esperimenti condotti, con questa tecnica si riesce a raggiungere
4Data una posting list, composta da una sequenza di identificativi di documento, e`
possibile rappresentarla come una sequenza di d-gap in cui l’i-esimo elemento rappresenta
la “distanza” dell’identificatore di documento i-esimo della lista originale dall’identificatore
di documento che lo precede.
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un livello di compressione pari al 10% dell’indice originale, migliorando anche
il tempo di risposta, grazie ad un miglior uso della cache, che viene sfruttata
al meglio grazie al quantitativo ridotto di tati che viene utilizzato per la ri-
soluzione di query contenenti termini accoppiati.
S. Chaudhuri et al. [17] generalizzano il concetto di pairing prendendo in
considerazione non solo coppie di termini, ma sequenze di termini lunghe al
massimo k. La tecnica prevede di individuare le sequenze di al massimo k
termini tali che, se inoltrati come query al sistema di IR, il corrispondente
risultato viene calcolato in un tempo maggiore di una soglia stabilita. Per
tuple identificate come appena descritto, vengono precalcolate le intersezio-
ni, che vengono poi memorizzate all’interno di una struttura ausiliaria, da
affiancare all’indice originale. In particolare, viene aggiunto un livello di indi-
rezione all’indice invertito standard. Infatti, per ogni termine del dizionario,
si mantiene un puntatore ad una struttura in cui sono memorizzate tutte le
combinazioni di termini in cui compare, dette match list. Ognuna delle mat-
ch list punta alla porzione di indice invertito in cui e` memorizzata la relativa
intersezione.
In fase di query processing, se, grazie ad ulteriori informazioni memorizzate
all’interno delle entry del vocabolario, si determina che risolvere una que-
ry necessita piu` del tempo massimo previsto, si cerca una combinazione di
match list che sia in grado di coprire tutti i termini della query. Una volta
trovata, si effettuano le dovute operazioni sulle posting list della combinazio-
ne, prelevate dall’indice ausiliario.
Secondo i risultati sperimentali presentati, con questa tecnica si riesce a ve-
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locizzare di 6.7 volte il processo di risoluzione di query a due termini e di
3.1 di query a quattro termini. Per ottenere questo livello di efficienza, pe-
ro`, nei test hanno fatto uso di un indice ausiliario contenente un numero di
posting di un’ordine di grandezza superiore rispetto a quello dell’indice ori-
ginale. Questo fattore rende questa tecnica inapplicabile, se non si studiano
tecniche per la riduzione della dimensionalita` della struttura ausiliaria.
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Nei capitoli precedenti abbiamo analizzato la struttura di un indice di un
motore di ricerca. L’indice viene utilizzato per accelerare le operazioni di
risoluzione di una query. Questo memorizza, per ogni termine unico presente
nella collezione, la lista dei documenti che contengono tale termine. E` faci-
le immaginare che porzioni di tale indice, in questo caso posting, siano piu`
utilizzate di altre, infatti, osservando un qualsiasi query-log e` facile notare
che i termini che compongono le query non sono tutti equiprobabili. Basti
pensare alla query “google”, che, ad esempio, e` una delle query piu` frequenti
nel query-log da noi usato per gli esperimenti, e ad altri termini, come quelli
specifici di linguaggi tecnici o scientifici, che compaiono molto raramente nel-
le query inoltrate dagli utenti. Ne consegue che sia i termini del lessico, sia i
documenti della collezione non vengono acceduti in modo uniforme, ma, ad
esempio, quelli contenenti termini presenti frequentemente nelle query ver-
ranno restituiti come risultato molto piu` spesso rispetto ad altri. Questo
significa che le posting list non vengono utilizzate nella loro totalita`, ma al-
cune porzioni sono piu` sfruttate, e quindi piu` significative, rispetto ad altre.
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In Figura 3.1 possiamo osservare la proprieta` fondamentale dei query-log,
relativamente alla distribuzione delle frequenze delle query che esso contie-
ne, che avvalora quanto appena esposto. Quanto mostrato in figura viene
perfettamente descritto da una legge di tipo power law. Ricordiamo che una
distribuzione di tipo power-law e` presente in un insieme di dati quando il
numero di occorrenze di un elemento e` proporzionale a i−β, dove i e` l’iden-
tificativo dell’i-esimo elemento piu` frequente e β il parametro della legge.
Empiricamente, possiamo dire che un insieme di dati e` distribuito power-law
quando, ordinando gli oggetti in base alla loro popolarita` e disegnandone il
grafico in scala log-log, la curva ottenuta e` una retta di coefficiente −β.
In questo capitolo presentiamo una strategia per selezionare da un indice a
liste invertite porzioni di quest’ultime, in modo tale che l’indice prodotto co-
me risultato di questa selezione, soddisfi il maggior numero possibile di query
con la minor perdita di qualita` nei risultati.
L’idea e` quella di sfruttare la conoscenza ricavata dal query-log, analizzando
query “passate”, per inferire quali possono essere i posting piu` promettenti
e significativi per le query future. E` uso, nella pratica, usare query-log per
aumentare l’efficacia dei moduli di un motore di ricerca e molti sono i lavori
a riguardo [49], [9], [59], [5], [37], [23].
Mostreremo una formalizzazione del problema e una possibile soluzione
di tipo greedy. L’algoritmo implementato fa uso di dati estratti dal query-log
per indurre informazioni sulla probabilita` di accedere ad ogni elemento delle
posting list. Faremo poi una panoramica sull’architettura di sistema su cui
ci siamo basati.
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Figura 3.1: Power-law rappresentante la frequenza delle query nel query-log
MSN
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3.1 Formalizzazione del problema
Sia I = {p1, . . . , pn} un indice invertito, rappresentato come l’insieme di tutti
i posting, definiti come coppie 〈termID, docID〉, contenuti nelle posting list
che lo compongono.
Rappresentiamo la query q = {p1, . . . , pl} come l’insieme dei posting che ne
costituiscono il risultato1.
Sia L = (Q, f) una rappresentazione di un query-log, definito come una cop-
pia formata da un insieme di query Q e una funzione f : Q→ N.
Per ogni query q ∈ Q, f(q) e` la funzione che restituisce la sua frequenza
all’interno del query-log di riferimento.
Fissata una dimensione S, espressa in numero di posting distinti che voglia-
mo inserire all’interno del nostro mini-indice, il problema Mini-Index(S) e`
definito come segue:
arg max
Iˆ⊆I
∑
q∈Q
[
q ⊆ Iˆ
]
f (q)
tale che: ∣∣∣Iˆ∣∣∣ ≤ S
Nella formulazione abbiamo usato la notazione di Ivory [29] e
[
q ⊆ Iˆ
]
= 1
se e solo se si verifica che q ⊆ Iˆ.
Vogliamo quindi selezionare un sottoinsieme di posting, di cardinalita` al
massimo S, che vanno a comporre una sorta di mini indice. Quest’ultimo
1Si intendono quei posting i cui identificatori di documento sono restituiti come risultato
per q.
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deve essere tale da massimizzare la somma delle frequenze delle query che
possono essere risposte da questo.
Il vincolo sulla dimensione e` molto importante poiche´ e` quello che ci consente
di costruire il mini-indice in modo tale da poterlo mantenere completamente
in memoria, per poter evitare l’overhead delle letture da disco ogni volta che
una query viene processata.
Questo non e` un problema noto in letteratura, e in questo capitolo ne
dimostriamo in questa sezione l’appartenenza alla classe dei problemi NP-
hard.
In un caso banale, in realta` il problema r`isolubile in maniera ottima in
tempo polinomiale. Supponiamo che qi ∩ qj = ∅ ∀qi, qj ∈ L (cioe` il caso in
cui le query siano risposte da un insieme di posting e nessuno dei posting di
quelle query serve a rispondere ad altre query). Si dimostra che, in questo
caso, il problema si risolve in modo ottimo in tempo m logm, con m = |L|,
usando un algoritmo greedy su f(q). Infatti, basta ordinare le query in base
alla loro frequenza in tempo m logm e selezionare, in tempo costante, le pri-
me query la cui somma del numero di posting e` minore di queste S di queste.
La banale dimostrazione per assurdo non viene riportata per semplicita`.
Nel caso piu` generale, quello in cui esistono query soddisfatte da uno stes-
so sottoinsieme di posting, il problema e` NP-hard e si dimostra tramite la
riduzione di Clique [1] alla versione decisionale di MiniIndex.
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Problema: Clique
Istanza: Un grafo non orientato G(V,E), formato da un insieme finito di vertici V
e un insieme finito di archi E, e una dimensione d ≤ |V |
Domanda: Esiste una clique di dimensione k (o maggiore)? Esiste, cioe` un
sottoinsieme C ⊆ V tale che |C| ≥ d e ∀u, v ∈ C ∃ (u, v) ∈ E, con u 6= v?
Vogliamo quindi dire se esiste un sottografo di G che sia completo e con
un numero di vertici uguale a d.
Prima di enunciare il teorema e dimostrare l’appartenenza di MiniIndex
alla classe dei problemi NP-Hard, viene fornita la versione decisionale di
MiniIndex. In particolare consideriamo la versione decisionale non pesata
del problema. In altre parole, consideriamo f(q) = 1,∀q ∈ Q.
Problema: ∃MiniIndex
Istanza: Un insieme I di posting ed un insieme Q di sottoinsiemi di I definite come
query. Due dimensioni k ≤ |Q| ed S ≤ |I|.
Domanda: Esiste un sottoinsieme Qˆ ⊆ Q con
∣∣∣Qˆ∣∣∣ ≥ k e ∣∣∣∣∣ ⋃
q∈Qˆ
q
∣∣∣∣∣ ≤ S? In altre parole
esiste un sottoinsieme formato da al piu` S posting che siano in grado di rispondere
ad almeno k query?
Possiamo definire il seguente
Teorema 3.1. ∃Mini-Index e` NP-hard.
Dimostrazione. Forniamo una riduzione di Clique a ∃Mini-Index. La ri-
duzione consiste nel prendere un’istanza di Clique, un grafo, e trasformarla
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in un’istanza di ∃Mini-Index, un indice e un query-log.
Sia G = (V,E) il grafo su cui vogliamo calcolare la clique di dimensione d.
Questo, puo` essere trasformato in una istanza del problema ∃Mini-Index
nel seguente modo. L’insieme I e` rappresentato dai vertici in V e Q contiene
|E| sottoinsiemi (query). Si costruisce una query per ogni arco (u, v) ∈ E e la
query contiene i posting in I che corrispondono ai nodi u e v in G. Poniamo,
inoltre, S = d e k = d(d−1)
2
. Tale trasformazione puo` ovviamente essere fatta
in tempo polinomiale.
Supponiamo che l’oracolo per ∃Mini-Index restituisca s`ı per una data
istanza costruita a partire da un grafoG. Cio` indica che esiste un sottoinsieme
di d(d−1)
2
query, formate da due posting, che possono essere risolte usando
un sottoinsieme di I tale che |I| = d. Questo significa che in G esiste
un sottoinsieme formato da d nodi interconnessi da d(d−1)
2
archi, che per
definizione e` una clique.
Per contro, supponiamo che esista una clique in G di dimensione d e che
l’oracolo risponda no. Questo significa che non dovrebbe essere possibile co-
struire un sottoindice con d posting che risponda a d(d−1)
2
query. Ma dato che
si suppone l’esistenza di una clique di dimensione d in G, possiamo costrui-
re l’indice assegnando un posting ad ogni nodo della clique in oggetto. Gli
archi che interconnettono i nodi della clique, che corrispondono alla query,
sono d(d−1)
2
. Cio` dimostra l’esistenza di d(d−1)
2
query soddisfacibili con i d
posting assegnati ai nodi della clique in esame, contraddicendo l’ipotesi di
una risposta negativa da parte dell’oracolo.
Questo conclude la dimostrazione. In particolare, abbiamo dimostrato
che il problema e` NP-Hard anche solo nel caso |q| = 2 che e` una versione
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semplificata del problema e cio` conferma che la versione originale e` ancora
NP-Hard.
3.2 Popolarita` dei posting
La popolarita` delle query sottoposte ad un motore di ricerca, come possiamo
osservare in Figura 3.1, e` descritta da una power-law [58]. Una legge di
tipo power law indica che, dato un insieme di eventi, molti sono quelli che si
verificano di rado e pochi quelli che si verificano spesso. In relazione al nostro
problema gli eventi rappresentano le query, di cui un piccolo sottoinsieme
viene richiesto spesso mentre il rimanente, ben piu` numeroso, viene richiesto
pochissime volte.
Questa osservazione ci consente dunque di fare un’ulteriore considerazione
relativamente alla distribuzione degli accessi ai posting. In particolar modo,
posting che rispondono a query molto popolari, saranno restituiti molto fre-
quentemente. In accordo con la legge secondo cui le query sono distribuite,
le query effettuate molte volte sono poche e moltissime le query effettuate
molto raramente. Di conseguenza saranno pochi i posting restituiti molto
frequentemente nei risultati e molti i posting restituiti un piccolo numero
di volte. La frequenza con cui i posting vengono acceduti puo` quindi a sua
volta essere descritta da una power-law. Dimostrazione di quanto detto ci e`
data dalla rappresentazione grafica delle frequenze con cui i posting vengono
restituiti nei risultati in Figura 3.2. In particolare, dalla Figura 3.2, emerge
che la popolarita` dei posting e` caratterizzata da una distribuzione di tipo
double Pareto [51].
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Figura 3.2: Distribuzione degli accessi ai posting
Definizione 3.1 (Double Pareto). Una distribuzione di tipo double Pareto,
definita su x > 0, con parametri α, β > 0, e` definita da:
f(x) =

αβ
α+β
(x
k
)β−1 x < k
αβ
α+β
(x
k
)−α−1 x ≥ k
La caratteristica fondamentale delle distribuzioni double Pareto e` quella
di comportarsi come una power-law sia in testa che in coda.
Osservando la Figura 3.2 si nota infatti che la testa della distribuzione e` co-
stituita da una retta con basso coefficiente angolare, che si traduce quindi in
una bassa pendenza, mentre la coda e` rappresentata tramite una retta con al-
to coefficiente angolare e, quindi, grande pendenza. In particolare, possiamo
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notare che gli elementi che popolano la testa della distribuzione, sono pochi e
sono fortemente piu` popolari rispetto agli elementi che compongono invece la
coda della distribuzione. Cio` significa dunque che esiste un distinto insieme
di posting molto piu` “importante” rispetto al resto dei posting esistenti, che
sono chiaramente molto piu` utilizzati per la risposta alle query.
Grazie a questa considerazione abbiamo sviluppato una strategia greedy per
il pruning statico di un indice, che descriviamo di seguito.
3.3 Una soluzione di tipo greedy
Calcolare esattamente il mini-index e` un problema molto complesso e costo-
so, appartenete alla classe degli NP-Hard. Per questo, in base ad una serie di
considerazioni effettuate sull’indice ideale che vorremmo ottenere, abbiamo
sviluppato una soluzione di tipo greedy al problema esposto.
In particolare, il mini-index deve essere in grado di rispondere ad un insieme
di query la cui somma delle frequenze nel query-log sia massima. In pratica,
vorremmo ottenere un indice, di dimensione al massimo S, in grado di rispon-
dere al maggior numero di query del query-log, che compaiono con maggior
frequenza. Assumiamo quindi di voler rispondere a tutte le query “frequenti”
del training set, composto dai due terzi del query-log originale, consideran-
do frequenti tutte le query che compaiono almeno due volte in esso. Una
volta selezionato l’insieme di query che vogliamo soddisfare, per conoscere i
posting a esse corrispondenti occorre eseguirle e raccoglierne i risultati. Ad
ogni query che deve essere eseguita viene associato un valore rappresentante
la frequenza con cui tale query compare nel nostro training set. Un esem-
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pio di file con dati reali estratti dal query-log MSN e` illustrato in Tabella 3.1.
Frequenza Query
103939 google
88807 yahoo
54655 myspace
50779 ebay
24809 mapquest
17851 my space
16092 american idol
15790 aol
13842 yahoo mail
10688 map quest
9820 bank of america
9338 hotmail
9114 walmart
7856 weather
7408 target
7303 home depot
6930 david blaine
6922 dictionary
6815 yellow pages
6625 cnn
Tabella 3.1: Esempio di file query-frequenza nel training set
Tutte le interrogazioni vengono quindi eseguite una sola volta e, per ognu-
na di esse, si memorizzano i k posting che si sono rivelati effettivamente utili
per quella query, con k ≤ 1000, tenendo conto della frequenza con cui una
data query compare nel query-log.
Cos`ı facendo siamo certi di mantenere una lista dei soli posting utili,
poiche` restituiti come risposta alle query, per ogni termine che compare nel
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Frequenza Query Risultati Posting Memorizzati
10 t1t2 d3, d7 10〈t1, d3〉, 10〈t1, d7〉, 10〈t2, d3〉, 10〈t2, d7〉
7 t3t4 d3, d9 7〈t3, d3〉, 7〈t3, d9〉, 7〈t4, d3〉, 7〈t4, d9〉
4 t1t3 d3, d6 4〈t1, d3〉, 4〈t1, d6〉, 4〈t3, d3〉, 4〈t3, d6〉
Tabella 3.2: Esempio di file query-frequenza nel training set
query-log.
Una volta costruito completamente il file dei posting, ordinandolo possiamo
notare che uno stesso posting puo` comparire piu` volte ed esattamente com-
pare tante volte quante e` stato ritornato come risultato per una query, ogni
volta associato alla frequenza della query a cui questo corrisponde. In Ta-
bella 3.3 vediamo un esempio del file dei posting di Tabella 3.2 ordinato per
posting.
Posting Ordinati
10〈t1, d3〉
4〈t1, d3〉
4〈t1, d6〉
10〈t1, d7〉
10〈t2, d3〉
10〈t2, d7〉
7〈t3, d3〉
4〈t3, d3〉
4〈t3, d6〉
7〈t3, d9〉
7〈t4, d3〉
7〈t4, d9〉
Tabella 3.3: Posting file ordinato
Ovviamente posting uguali, anche se con frequenza diversa, devono com-
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parire una sola volta. Per questo il file viene compattato sommando le fre-
quenza dei posting uguali al fine che un posting occorra una sola volta all’in-
terno del file dei posting.
La frequenza con cui un posting compare nel file e` un indicatore dell’importanza
di quel posting per le query. Quindi un posting e` tanto piu` importante quante
piu` sono le query a cui risponde. In base a questa considerazione e` possi-
bile costruire una lista di importanza ordinando decrescentemente i posting
in base alla loro frequenza, come possiamo osservare in Tabella 3.4, in cui e`
mostrato il risultato dell’elaborazione effettuata sul file dei posting di Tabella
3.2.
Lista di importanza
14〈t1, d3〉
11〈t3, d3〉
10〈t1, d7〉
10〈t2, d3〉
10〈t2, d7〉
7〈t3, d9〉
7〈t4, d3〉
7〈t4, d9〉
4〈t1, d6〉
4〈t3, d6〉
Tabella 3.4: Esempio di lista di importanza
Una volta ottenuta la lista di importanza, costruire i mini-indici e` au-
tomatico, infatti, fissato il numero S di posting che vogliamo includere nel
mini-indice, i top-S posting della lista verranno selezionati ed utilizzati per
la costruzione di tale indice.
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In questo modo l’indice pruned conterra` sempre i top-S posting rivelatisi piu`
“importanti” nella risposta alle query, consentendo con alta probabilita` una
risposta soddisfacente almeno alle query effettuate piu` frequentemente.
Esistono casi particolari in cui l’algoritmo puo` restituire un mini-indice tra-
mite cui non e` possibile rispondere a nessuna query. Supponiamo di avere
l’insieme di query Q = {q1, q2, q3, q4} e l’indice I = {p1, p2, p3, p4, p5, p6}.
Supponiamo che le query abbiano come risultati le liste di posting di Tabella
3.3a.
Query Posting
q1 {p1, p6}
q2 {p1, p3}
q3 {p2, p4}
q4 {p4, p5}
(a) Risultati per le
query in Q
Posting Frequenza
p4 2
p1 2
p2 1
p3 1
p5 1
p6 1
(b) Posting ordinati per
frequenza di utilizzo
In base ai risultati ottenuti dalle query le frequenze relative ai diversi
posting sono elencate in Tabella 3.3b. Se fissiamo S = 2 l’algoritmo greedy
selezionera` un mini-indice Iˆ = {p1, p4} e delle quattro query appartenenti a
Q, nessuna sara` risolubile in Iˆ. Questo dimostra che non e` possibile limitare
l’errore commesso dal nostro algoritmo e dunque l’algoritmo greedy proposto
e` un’euristica.
Tale euristica funziona tanto meglio quanto piu` la distribuzione della po-
polarita` dei posting e` sbilanciata. In particolare, avere una distribuzione di
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tipo power-law nell’utilizzo dei posting, consentirebbe all’algoritmo greedy
appena descritto di avvicinarsi ulteriormente alla soluzione ottima. In Sezio-
ne 3.2 abbiamo dimostrato che la popolarita` dei posting puo` essere modellata
tramite una distribuzione di tipo double Pareto. Cio` avalla dunque l’ipotesi
dell’esistenza di un piccolo sottoinsieme di posting acceduti molto piu` rispet-
to agli altri. Questo e` un indicatore del fatto che, tramite la nostra strategia,
andando a selezionare proprio i posting piu` “popolari”, e` possibile ottenere un
indice particolarmente efficace, in grado di rispondere ad un grande numero
di query, facendo uso del minor numero di posting.
3.4 Architettura di riferimento
Operando come appena descritto e` possibile ottenere un indice di dimensio-
ni fortemente ridotte rispetto all’indice originale, in grado di rispondere con
alta probabilita` alle query piu` frequenti nel query-log. Scegliendo opportu-
namente il parametro S possiamo costruire il nostro indice in modo tale che
possa essere interamente mantenuto in memoria principale. Mantenendo il
mini-indice in memoria principale il tempo impiegato per il recupero dell’in-
formazione da questo puo` essere ritenuto trascurabile; questo comporta che
l’unico costo che si paga effettivamente e` l’elaborazione del dato recuperato
per il calcolo della lista dei risultati, e, data la notevole riduzione dei dati
da analizzare dovuta al pruning, i tempi di elaborazione si rivelano molto
inferiori rispetto a quelli ottenuti sull’indice originale.
Per queste sue caratteristiche questo indice puo` essere utilizzato come primo
stadio all’interno di una architettura a due stadi (two-tier), cioe` composta da
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Figura 3.3: Architettura di un sistema 2-tier.
due livelli in cui il livello base, particolarmente efficente, si comporta come
una cache per il livello successivo e risponde al maggior quantitativo possi-
bile di query, mentre il secondo, costituito dall’indice completo, si occupa di
rispondere a tutte le query cui il primo tier non e` in grado di fornire risultati
soddisfacenti [4], [14], [7], [13]. Un esempio di architettura a due stadi e`
illustrato in Figura 3.3.
Tutte le query che il sistema di IR riceve vengono inviate al primo strato
dell’architettura, in cui si colloca il nostro mini-indice. Nel caso in cui, tra-
mite questo, non si riesca a calcolare una risposta, cioe` nel caso in cui non si
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riesca a produrre un numero sufficiente di risultati, la query viene inoltrata
all’indice completo. Vediamo nell’Algoritmo 3.1 lo pseudocodice utilizzato
dal query processor per calcolare i risultati per una query Q.
1: GetResults(Q,N):
2: ResultSet ← ComputeAnswer(Q, IP );
3: if Size(ResultSet) < N then
4: ResultSet ← ComputeAnswer(Q, IF );
5: return ResultSet;
Algoritmo 3.1: Pseudocodice del query processing in una architettura
two-tier. Con IP indichiamo l’indice pruned, mentre con IF l’indice full.
L’architettura appena descritta e` quella su cui ci siamo basati e su cui e`
stata svolta la sperimentazione.
In linea teorica, tale architettura, puo` essere generalizzata ad una architettura
a n livelli, in cui tra il primo livello, costituito dal nostro indice, e l’indice
originale possono esistere ulteriori stadi. Un’idea potrebbe essere quella di
inserire un ulteriore stadio composto da un indice costruito secondo la nostra
tecnica su cui e` stato applicato un minor livello di compressione, e che quindi
fornisce risultati piu` accurati.
3.5 Ottimizzazioni
Come abbiamo visto, per la costruzione del nostro indice occorre prelevare
una quantita` stabilita di posting dalla lista di importanza. I posting selezio-
nati compongono dunque le posting list dei termini che compaiono all’interno
del lessico relativo al nuovo indice invertito. Vediamo un esempio di inver-
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terd index costruito sulla lista di importanza in Tabella 3.4, scegliendo S = 5.
Lessico Indice Invertito
t1 〈d3, d7〉
t2 〈d3, d7〉
t3 〈d3〉
Tabella 3.5: Esempio di mini-indice
Supponiamo di fissare il parametro N che indica il numero minimo dei
risultati con cui vogliamo rispondere alla query a 2. Se eseguiamo la query
congiuntiva “t1 and t3” otteniamo pero` un solo risultato, 〈d3〉. Avendo otte-
nuto un numero di risultati inferiore al numero fissato, dobbiamo inviare la
query allo strato superiore. In questo caso l’elaborazione effettuata nel primo
strato poteva essere evitata, poiche` era possibile stabilire a priori il fallimen-
to della risposta alla query effettuando un semplice controllo sulla lunghezza
delle posting list. Infatti, per query contenenti il termine t3, che ha una po-
sting list composta da un solo elemento, non possono essere prodotti risultati
a sufficienza con l’utilizzo del solo mini-indice. Nell’Algoritmo 3.2 possiamo
osservare lo pseudocodice dell’algoritmo di query processing ottimizzato, che
effettuando controlli sulla lunghezza delle posting list, evita di eseguire sul
primo strato dell’architettura le query per cui e` certo che non si otterra` un
numero sufficiente di risultati.
In generale, una volta fissato N , e` possibile eliminare dal mini-indice tutti
quei termini la cui posting list contiene un numero di elementi inferiore ad
N . Questo fa si che, oltre ad eliminare elaborazioni certamente inutili, si
ottimizzi ulteriormente lo spazio occupato dal mini-indice.
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OptimizedGetResults(Q,N):
ResultSet ← 〈〉;
canAnswer ← true ;
for ti ∈ Q do
if Size(PostingList(ti)) < N then
canAnswer ← false ;
break ;
if canAnswer then
ResultSet ← ComputeAnswer(Q, IP );
if Size(ResultSet) < N then
ResultSet ← ComputeAnswer(Q, IF );
return ResultSet;
Algoritmo 3.2: Query processing ottimizzato.
3.6 Considerazioni conclusive
Come abbiamo visto nello stato dell’arte molte sono le strategie proposte per
il pruning statico di indici. Il pruning di termini prevede la rimozione dall’in-
dice di liste relative a certi termini, o parti di esse. [15], [10]. Il pruning di
documenti prevede, invece, di eliminare dall’indice, o solo da alcune posting
list, i documenti ritenuti meno significativi [12], [79]. Infine, il posting pru-
ning, che e` quello che anche noi abbiamo applicato, prevede l’eliminazione
dalle posting list di posting ritenuti meno significativi per la risposta alle
query [41].
In generale, lo scopo di queste strategie e` quello di produrre un indice ridotto,
in modo tale che lo spazio da esso occupato venga diminuito. Cos`ı facendo
anche l’efficienza del sistema viene migliorata, poiche´ una parte di dati non
utile viene eliminata e non deve quindi essere processata. In particolare l’o-
biettivo e` quello di ottenere un indice piu` ridotto possibile, che riesca pero` a
fornire la stessa qualita` dei risultati dell’indice di partenza, in modo tale da
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poterlo completamente sostituire ad esso nell’architettura.
Lo scopo del nostro lavoro e` invece quello di produrre un indice che possa
essere usato a supporto dell’indice di partenza al solo scopo di migliorarne
l’efficienza. A questo scopo infatti siamo noi a scegliere la dimensione del
mini-indice in modo tale che possa essere mantenuto completamente in me-
moria, per far s`ı che gli accessi ad esso siano piu` efficienti possibile. Quindi,
benche´ anche quella da noi proposta sia una strategia di pruning statico, non
e` pensata per sostituire le tecniche precedentemente descritte, ma, eventual-
mente, puo` essere utilizzata a supporto di queste. Infatti possiamo pensare
di inserire come secondo livello della nostra architettura concreta un indice
ridotto secondo tali tecniche, sostituendolo all’indice originale.
In particolare, la nostra tecnica puo` essere considerata una via di mezzo tra
pruning statico e caching di posting list, ma non e` una politica di caching.
Infatti, nel caching si memorizzano per intero le liste relative ai termini piu`
frequentemente acceduti dalle query [55], [5]. Nella nostra strategia inve-
ce queste liste non vengono memorizzate per intero, ma di queste vengono
mantenuti solamente i posting piu` interessanti cioe` piu` acceduti.
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L’efficienza e il risparmio di spazio giocano un ruolo cruciale nei moderni
sistemi di information retrieval, in particolar modo per i motori di ricerca
che lavorano su larga scala e che usano indici di dimensioni enormi.
Supponiamo di dover processare la query congiuntiva “t1 and t2”. Per poter
rispondere alla query e` necessario cercare il termine t1 nel dizionario, recupe-
rare la sua posting list dall’indice invertito, cercare la parola t2 nel dizionario,
recuperare la sua posting list dall’indice invertito, effettuare l’intersezione tra
le due posting list, calcolare lo score di ogni documento appartenente all’in-
tersezione.
Tra le operazioni elencate, quella cruciale, perche´ piu` costosa, e` l’intersezione
tra le due posting list. E` quindi necessario poter intersecare quanto piu` effi-
cientemente possibile le posting list in modo tale da restituire rapidamente i
documenti che contengono entrambi i termini.
L’idea che sta alla base della tecnica proposta e` quella di memorizzare, all’in-
terno dell’indice invertito stesso, intersezioni precalcolate delle posting list
relative a particolari coppie di termini. Quando questi termini co-occorrono
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all’interno di una query, e` quindi possibile escludere a priori dall’elaborazione
tutti i documenti in cui i termini non compaiono entrambi. Cio` contribui-
sce a diminuire il quantitativo di dati da processare e, conseguentemente, il
tempo di risposta, ridotto anche ad un miglior utilizzo della cache. Infatti,
per query contenenti termini accoppiati, sara` necessario mantenere in cache
solo una porzione di posting list comune ai due termini, di dimensioni ridotte
rispetto a quelle di due liste distinte.
Vedremo inoltre che l’accoppiamento dei termini puo` essere utilizzato anche
per ridurre lo spazio occupato dall’indice. Infatti, in generale, termini che
compaiono frequentemente negli stessi documenti e/o nelle stesse query han-
no molti posting in comune [33]. Non replicando gli elementi in comune,
quindi, e` possibile ottenere un indice piu` compatto, con posting list di car-
dinalita` inferiore. Infatti l’unione di due posting list viene memorizzata una
sola volta e contiene un numero di posting pari alla somma delle cardinalita`
delle due posting list meno il numero dei posting che le due liste hanno in
comune, cioe` |Li ∪ Lj| = |Li| + |Lj| − |Li ∩ Lj|. Ne vediamo un esempio in
Figura 4.1.
Utilizzando questa tecnica contestualmente ad altre tecniche di compressio-
ne lossless come γ-coding o variable byte, lo spazio risparmiato non e` pero`
proporzionale al numero di posting che non vengono replicati, poiche` lo spa-
zio impiegato per la codifica di un numero varia al variare della grandezza
del numero stesso. Infatti, come abbiamo visto nei capitoli precedenti, gli
identificativi di documento all’interno delle posting list vengono rappresen-
tati sotto la forma di d-gap. Quindi, modificando la struttura di una posting
list, si modificano di conseguenza i d-gap al suo interno, di cui aumenta il
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Figura 4.1: Esempio di liste accoppiate
valore. L’aumento della grandezza dei d-gap fa s`ı che un risparmio in spa-
zio proporzionale al numero di elementi non replicati non sia garantito. In
particolare, puo` verificarsi la necessita` di una maggior quantita` di spazio per
la memorizzazione di liste intersecate, piuttosto che per la memorizzazione
delle due liste per intero.
4.1 La scelta dei termini da accoppiare
Non tutti i termini compaiono in modo equiprobabile insieme ad altri. In-
fatti esistono termini che sono strettamente correlati tra loro e che, quindi
co-occorrono frequentemente nelle query e nei documenti. Basti pensare ai
termini Coca e Cola, che compaiono piu` volte insieme piuttosto che sin-
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golarmente, Windows e Microsoft o a nomi e cognomi di personaggi dello
spettacolo.
Scegliere quali termini appaiare e` un processo computazionalmente molto
costoso, data l’enorme quantita` di termini che il lessico contiene. Questo
problema puo` essere formalizzato come un problema di ottimizzazione, ri-
conducibile ad un problema classico appartenente alla teoria dei grafi detto
problema del matching di peso massimo (Maximum Weight Matching Pro-
blem)(MWMP) [27]. Il MWMP puo` essere risolto in modo esatto in tempo
polinomiale, cioe` con complessita` O(n3), con n numero dei vertici del grafo
[21], [26]. Esistono pero` algoritmi che approssimano la soluzione del proble-
ma, come ad esempio quelli 1/2-approssimati proposti da D. E. Drake e S.
Hougardy [20] con complessita` O(m log n) e da Preis [48], con complessita`
O(m), con n e m numero di vertici e archi, rispettivamente.
Segue una definizione del problema.
Definizione 4.1 (Entry Pairing). Sia G(T,R) un grafo con un insieme di
vertici T e un insieme di archi che li connettono R. Supponiamo che ogni
ti ∈ T sia un termine appartenente al lessico del nostro indice, e che esista un
arco rij per ogni coppia di termini ti, tj ∈ T . Assumiamo inoltre che ad ogni
arco rij ∈ R sia assegnato un peso calcolato secondo la funzione w : R → Z
definita come w(rij) = Btec(ti, tj), dove Btec(ti, tj) indica il guadagno che si
ha nell’appaiare i due termini ti e tj.
Per il grafo G, un insieme M ⊆ R di archi e` definito matching se nessuna
coppia di archi in M ha vertici in comune.
Data la funzione w(rij), che assegna un peso ad ogni arco di G, un matching
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M viene definito di peso massimo se
∑
r∈M w(r) e` massima.
Figura 4.2: Esempio di grafo di “guadagno” e relativo matching di peso massimo
Quindi, una volta calcolato il matching di peso massimo, e` semplice de-
rivare il pairing ottimo. Infatti lo si ricava accoppiando i termini che sono
agli estremi di ciascun arco contenuto nel matching calcolato. In Figura 4.2
vediamo un esempio di grafo di “guadagno” e il matching di peso massimo
relativo. Sono stati implementati molti algoritmi esatti per la risoluzione del
MWMP che operano in tempo polinomiale [21], [26].
Esistono pero` numerosi algoritmi approssimati, che forniscono ottimi risultati
operando in tempo lineare [65], [20]. In particolare, abbiamo fatto riferimento
all’algoritmo con 1/2-approssimato implementato da Preis [48] il cui pseudo-
codice e` mostrato nell’Algoritmo 4.1.
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1: PreisMWM(E):
2: M ← ∅;
3: U ← E;
4: while U 6= ∅ do
5: estrai un arco a, b ∈ U ;
6: TryMatch(a, b);
7:
8: TryMatch(a, b):
9: while Free(a) and Free(b) and (∃{a, c} ∈ U or ∃{b, d} ∈ U) do
10: if Free(a) and ∃{a, c} ∈ U then
11: Remove(U, {a, c});
12: Add(C{a,b}(a), {a, c});
13: if w({a, c}) > w({a, b}) then
14: TryMatch(a, c)
15: if Free(b) and ∃{b, d} ∈ U then
16: Remove(U, {b, d});
17: Add(C{a,b}(b), {b, d});
18: if w({b, d}) > w({a, b}) then
19: TryMatch(b, d)
20: if Matched(a) and Matched(b) then
21: Clear(C{a,b}(a));
22: Clear(C{a,b}(b));
23: else if Matched(a) and Free(b) then
24: Clear(C{a,b}(a));
25: for all {b, d} ∈ C{a,b}(b)| Matched(d) do
26: Remove(C{a,b}(b), {b, d});
27: for all {b, d} ∈ C{a,b}(b)| Free(d) do
28: Remove(C{a,b}(b), {b, d});
29: Add(U, {b, d});
30: else if Free(a) and Matched(b) then
31: Clear(C{a,b}(a));
32: for all {a, c} ∈ C{a,b}(a)| Matched(c) do
33: Remove(C{a,b}(a), {a, c});
34: for all {a, c} ∈ C{a,b}(a)| Free(c) do
35: Remove(C{a,b}(a), {a, c});
36: Add(U, {a, c});
37: else
38: Clear(C{a,b}(a));
39: Clear(C{a,b}(b));
40: Add(M, {a, b});
Algoritmo 4.1: Algoritmo di Preis per la risoluzione del MWMP [48]
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Come descritto precedentemente, due sono i benefici che vogliamo ottene-
re dal pairing: maggiore efficienza in fase di query processing e risparmio di
spazio. Esigenze diverse necessitano quindi dell’uso di funzioni di guadagno
diverse per calcolare il peso di ogni arco del grafo, che vedremo in dettaglio
di seguito.
Se l’obiettivo e` quello di aumentare l’efficienza (Efficiency Improvement
(EI)), e` necessario memorizzare all’interno del nostro indice le intersezioni
piu` utili ai fini della riduzione del tempo di risposta, cioe` le intersezioni tra
quei termini che co-occorrono spesso nelle query.
Una strategia ragionevole per la scelta dei termini da appaiare e` quella di
generare tutte le coppie di termini che co-occorrono all’interno delle query
del query-log e scegliere quali processare in base alla frequenza con cui la
coppia viene generata. Ad esempio, sul query-log di Tabella 4.1, l’insieme
delle coppie che viene generato e` quello che vediamo in Tabella 4.2, ordinato
in base alla frequenza delle coppie generate.
Query-log
new york
yahoo mail
new age
google mail account
new york times
google mail
new age music
new york
Tabella 4.1: Query-log fittizio
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Frequenza Coppie
3 〈 new, york 〉
2 〈 google, mail 〉
2 〈 new, age 〉
1 〈 age music 〉
1 〈 google, account 〉
1 〈 mail, account 〉
1 〈 new music 〉
1 〈 new, times 〉
1 〈 yahoo, mail 〉
1 〈 york, times 〉
Tabella 4.2: Coppie di termini generate sul query-log di Tabella 4.1 ordinate per
frequenza
Fissata dunque una soglia F > 0, si selezionano tutte le coppie con fre-
quenza f ≥ F dal file delle coppie, si costruisce il grafo di guadagno sulle
coppie scelte e si applica ad esso l’algoritmo di matching, come vediamo in
Figura 4.3, in cui il grafo e` stato costruito scegliendo come soglia F = 2. La
funzione di guadagno che utilizziamo e` quindi Beff(ti, tj) = Frequency(ti, tj).
Volendo invece ottimizzare lo spazio occupato (Space Improvement (SI)) e`
necessario adottare una funzione di guadagnoBsav(ti, tj) = SpaceSaving(ti, tj),
che misuri il risparmio in spazio effettivo che avremmo accoppiando le posting
list di due termini. In particolare la funzione di guadagno deve restituire un
numero di bit (positivo o negativo) che si risparmia (o si impiega in piu`)
accoppiando due termini e il valore restituito cambia a seconda del metodo
di codifica utilizzato per i d-gap (variable byte, γ-code ecc.). Il grafo risul-
tante da questa tecnica e` un grafo molto complesso, costituito da un grande
numero di archi poiche` tutte le coppie di termini che co-occorrono negli stessi
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Figura 4.3: Esempio di grafo con frequenze di coppia come pesi agli archi e
relativo matching di peso massimo
documenti viene pesata tramite la funzione w(rij). Per ridurre la complessita`
del grafo e, quindi, dell’algoritmo per il calcolo del problema del MWMP, si
possono escludere dal grafo tutti gli archi con un peso negativo, poiche` non
interessanti ai fini della compressione. Eventualmente puo` essere anche intro-
dotto un valore soglia S, utile per selezionare solo gli archi che garantiscono
un risparmio di spazio s ≥ S, riducendo ulteriormente la complessita`. Sup-
ponendo di lavorare sul lessico di Tabella 4.3, un possibile grafo risultante e`
quello raffigurato in Figura 4.4.
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Lessico
age, account, google, mail, music
new, times, yahoo, york
Tabella 4.3: Lessico relativo al nostro esempio
Figura 4.4: Esempio di grafo con risparmio di spazio come peso agli archi e
relativo matching di peso massimo
4.2 Confronto tra le tecniche di selezione
Il metodo EI ha l’ovvio vantaggio di velocizzare la risposta alle query, sia per-
che` riduce la quantita` di dati da analizzare sia perche` consente di utilizzare
al meglio la cache. Infatti, piu` le posting list sono piccole e piu` e` possibile
mantenerne in cache, fattore che riduce notevolmente in numero di costosi
accessi a disco.
EI non ci da pero` garanzie sullo spazio occupato dall’indice paired. Infatti
intersecando le posting list di due termini non si ha garanzia di risparmio
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in spazio, ma addirittura possiamo ottenere un indice di dimensioni supe-
riori rispetto a quello originale. Questo e` dovuto al fatto che, eliminando
elementi dalle posting list per inserirli nella porzione relativa all’intersezione,
si creano buchi all’interno delle liste rimanenti che provocano un aumento
della dimensione dei d-gap. Visto che i comuni metodi di codifica impiega-
no un numero di bit proporzionale alla grandezza del numero rappresentato,
all’aumentare della grandezza dei g-gap aumenta anche il numero di bit ne-
cessario per rappresentarli. Una situazione sfavorevole, ma particolarmente
frequente e` esemplificata in Figura 4.5, in cui abbiamo usato γ-coding per la
compressione dei d-gap.
Figura 4.5: Esempio di intersezione di posting list non conveniente in termini di
spazio
Dato che non e` possibile prevedere a priori il comportamento della va-
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rianza dei d-gap, applicando questa tecnica, e` possibile ottenere un indice
sensibilmente piu` grande rispetto a quello originale.
A causa di questo svantaggio abbiamo deciso di non applicare questa tecnica,
poiche´ il nostro interesse era rivolto verso tecniche che oltre a garantirci un
miglioramento nell’efficienza, consentissero un buon livello di compressione
dell’indice.
La strategia SI ha, come svantaggio primario, la complessita`. Dato un
indice invertito, per stabilire se due termini co-occorrono in un documento,
occorre calcolare le intersezioni delle loro posting list e verificare che abbiano
documenti in comune. Visto il numero enorme di termini che sono contenu-
ti nel lessico, questo tipo di pairing non e` applicabile, data la complessita`
quadratica nel numero dei termini del lessico. E` ifficile trovare euristiche
che riescano a ridurre la complessita` fornendo comunque risultati accettabili.
Infatti termini con molti elementi in comune, quindi con intersezioni lunghe,
se appaiati, generano numerosi “buchi” nelle liste originali, dando origine al
fenomeno rappresentato in figura 4.5, come descriveremo meglio in seguito.
Un secondo svantaggio e` dato dal fatto che, scegliendo coppie basandosi sola-
mente sul risparmio di spazio, possono avere origine coppie che difficilmente
compaiono all’interno delle interrogazioni degli utenti, come esemplificato an-
che in Figura 4.4, quindi non si hanno particolari miglioramenti sul tempo di
risposta.
Da queste considerazioni nasce l’idea di un terzo metodo, che costitui-
sce un compromesso tra i due esposti fino ad ora volto sia all’aumento del-
l’efficienza sia alla compressione dell’indice (Efficiency-Space Improvement
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(ESI)).
Per aumentare l’efficienza del nostro sistema, e` auspicabile avere un’idea di
quali sono i termini che e` piu` vantaggioso accoppiare in base alla frequen-
za con cui questi co-occorrono nelle query. Una volta determinate le coppie
“interessanti” dal punto di vista delle query, e` possibile scegliere tra queste
solo quelle che, se inserite nell’indice, non generano un aumento dello spazio
necessario per la memorizazione dello stesso, oppure solo quelle tramite cui
e` possibile ottenere un guadagno maggiore o uguale ad una soglia stabilita.
Questo consente, quindi, di ottenere un indice la cui dimensione sia minore
o al massimo uguale rispetto a quella dell’indice di partenza.
In particolare, tramite l’uso di parametri soglia, e` possibile modulare il rap-
porto tra efficienza e compressione. Infatti, se l’efficienza e` il nostro primo
obiettivo, e` possibile rilassare il vincolo sullo spazio, consentendo l’inserimen-
to nell’indice di coppie che risultano essere molto frequenti nelle query, che
non apportano un guadagno in spazio ma piuttosto una perdita, purche` essa
sia inferiore ad un valore minimo stabilito.
Alternativamente e` possibile rendere piu` rigido il vincolo sullo spazio, sce-
gliendo coppie che siano frequenti, ma che consentano anche di risparmiare
un quantitativo di spazio maggiore o uguale della soglia imposta dal vinco-
lo, consentendi di ottenere un indice la cui dimensione e` inferiore rispetto a
quella dell’indice originale.
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4.3 Sviluppi e Considerazioni Conclusive
In un primo momento avevamo focalizzato il nostro interesse sulla tecnica
SI. Abbiamo pero` abbandonato questa strada poiche`, su un indice con 50
milioni di documenti e un lessico di circa 75 milioni di termini, la tecnica si e`
rivelata decisamente inapplicabile. L’inapplicabilita` di questa tecnica e` data
soprattutto dall’impossibilita` di trovare euristiche valide che consentono di
ridurre il numero di termini da prendere in considerazione. Infatti, per ri-
durre la dimensionalita` dei dati da elaborare, inizialmente abbiamo ritenuto
utile prendere in considerazione solo i termini con le posting list piu` lunghe,
operando intersezioni solo tra questi. Questa decisione nasce dalla riflessione
che, quando due liste molto lunghe condividono un grande numero di ele-
menti, intersecandole i molti elementi in comune verrebbero codificati una
sola volta, garantendo un considerevole risparmio di spazio. In pratica pero`
l’assunzione si rivela fallimentare. In particolare tali liste, relative a termi-
ni molto frequenti, contenendo molti documenti hanno, in generale, d-gap
piuttosto piccoli. La rimozione di elementi dalle posting list per inserirli nel-
l’intersezione, quindi, puo` far si che questa proprieta` dei d-gap venga meno,
generando una crescita dello spazio necessario per la memorizzazione delle
liste, che non viene compensato dal risparmio dovuto alla riduzione del nu-
mero di elementi dell’intersezione, che vengono codificati una sola volta. In
questi casi intersezioni piu` corte hanno maggior successo, ma non forniscono
un risparmio in spazio particolarmente significativo.
Caso limite di questa strategia e` l’identificazione di tutte le posting list uguali
che compaiono nell’indice, in modo tale da memorizzarle una volta per tutti i
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termini a cui corrispondono. Liste uguali non sono particolarmente frequen-
ti, comunque, compattando l’indice secondo questo criterio, il risparmio in
spazio ottenuto tramite i nostri test e` pari a circa il 2, 3% della dimensione
originale.
Visto che applicando questo tipo di tecnica non sono stati ottenuti i risultati
sperati ci siamo dedicati ad un altro tipo di approccio, di diversa natura,
con cui effettuiamo pruning statico dell’indice, come descritto nel Capitolo
3. L’indice ridotto ottenuto tramite pruning e`, per costruzione, costituito da
un insieme molto ristretto di termini. La bassa dimensionalita` dei dati ha
quindi permesso l’applicazione della tecnica SI. Un’ulteriore riduzione della
dimensionalita` e` stata possibile escludendo dal processo di pairing tutti quei
termini le cui posting list erano inferiori al numero minimo di risultati k (che
noi abbiamo fissato a 100) che il query processor deve restituire all’utente.
Questa scelta e` motivata dal fatto che accoppiare tali termini non avreb-
be portato alcun guadagno in termini di efficienza, poiche` query congiuntive
contenenti termini con posting list di lunghezza minore del numero minimo di
risultati da ritornare, vengono automaticamente scartate ed inviate al livello
superiore dell’architettura tiered.
Non abbiamo applicato la tecnica ESI in quanto l’indice ridotto e` sta-
to costruito in base a informazioni provenienti da query-log. In particolare,
contiene i termini che piu` frequentemente vengono acceduti all’interno delle
query, quindi fortemente correlati tra loro. In base a cio`, effettuare un’ulte-
riore ricerca delle coppie di termini che hanno alta probabilita` di co-occorrere
nelle query sarebbe stato un passo ridondante.
Suel et al. [76] hanno proposto una tecnica di terminazione anticipata
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che tiene conto anche della prossimita` tra termini di una query all’interno
di un documento. Questi propongono una struttura ausiliaria da affiancare
all’indice originale che non viene modificato. La struttura ausiliaria da essi
proposta e` un indice composto di sole coppie di termini che in uno stesso do-
cumento occorrono vicini l’un l’altro. In particolare, dati tutti i documenti
rilevanti per una query, l’idea e` quella di sceglierne un piccolo sottoinsieme
che contenga le coppie di termini vicini, che potenzialmente hanno quindi
i punteggi di prossimita` piu` alti. Nell’indice delle coppie, per ogni coppia,
verranno memorizzati solo i documenti identificati come appena descritto.
Questa struttura ausiliaria sposta implicitamente documenti con un buon
punteggio di prossimita` in testa al processo di elaborazione. In questo modo,
il query processor, prima analizza i documenti che sono nell’indice ridotto,
che sono quelli con punteggio piu` alto, poi, inoltra comunque la query all’in-
dice originale in cui vengono eleborati documenti fino al raggiungimento di
k risultati evitando di elaborare la quantita` rimanente.
Con la nostra tecnica potremmo effettuare la stessa cosa riorganizzando l’in-
dice originale, evitando di affiancare ad esso una struttura ausiliaria. Questa
riflessione nasce dal fatto che tramite la tecnica precedente, ad un indice di
60GB viene affiancata una struttura ausiliaria la cui dimensione va da 0.5
TB a 1.5 TB, cioe` una struttura la cui dimensione varia dall’853% al 2560%
di quella dell’indice originale a seconda di come avviene la costruzione. In
particolare, tramite la tecnica ESI potremmo scegliere le coppie di termini
piu` interessanti ed effettuarne l’accoppiamento, ottenendo comunque un in-
dice di dimensioni minori o al massimo uguali rispetto a quelle dell’indice
originale, grazie al vincolo che possiamo imporre sullo spazio.
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Interessante e` anche valutare il comportamento della tecnica EI e valutare
l’aumento di spazio e l’efficienza ottenuta, anche se una crescita in spazio pari
all’853% o al 2560% della dimensione originale e` decisamente improbabile.
L’implementazione di queste tecniche per poter fare un confronto pratico che
avvalori le nostre teoria e` previsto come nostro lavoro futuro.
Per il nostro lavoro ci siamo ispirati alla tecnica descritta nello stato dell’arte,
proposta da Lam et al [33]. Come precedentemente descritto, l’euristica da
questi usata per il calcolo del risparmio di spazio, restituisce un valore pro-
porzionale al numero di elementi che due termini hanno in comune. Questo,
pero`, non rispecchia la realta`, in quanto, lo spazio risparmiato non e` neces-
sariamente proporzionale al numero di elementi non replicati. In particolare
modificando le liste si modificano i d-gap che le compongono e codificandole
si puo` anche non ottenere alcun risparmio. La funzione di guadagno che,
invece, noi utilizziamo tiene conto dello spazio effettivo (espresso in bit) ri-
sparmiato, e ci garantisce quindi un indice finale di dimensioni certamente
ridotte.
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In questo capitolo mostriamo i risultati dei test volti a misurare la bonta` del-
le nostre tecniche di indicizzazione: Mini-Indexing e Entry-Pairing. Come
precedentemente descritto, per la costruzione dei mini-indici, facciamo uso
di informazioni derivanti dal query-log. Per i nostri test abbiamo utilizza-
to un estratto del query-log prodotto dal motore di ricerca MSN Search. Il
query-log e` composto da 15 milioni di query, principalmente in lingua inglese,
raccolte nell’arco di un mese. Utilizzando i primi 2/3 del query-log abbiamo
costruito il nostro training set. Eseguendo le query del training-set, utiliz-
zando l’algoritmo greedy descritto nel Capitolo 3, abbiamo ricavato la lista
di importanza dei posting, tramite cui e` stato possibile costruire gli indici
ridotti. Il rimanente 1/3 del query-log e` stato usato per la costruzione dei test
set che abbiamo utilizzato.
La piattaforma su cui sono state sviluppate le nostre tecniche e` Terrier 3.0
[43], un motore di ricerca sperimentale open source, con un’architettura mo-
dulare, molto flessibile ed ampiamente configurabile.
L’indice invertito originale su cui abbiamo lavorato e` stato costruito, con
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Terrier 3.0, sul data set ClueWeb09 [71]. Il relativo file dei posting ha una
dimensione di 14,8GB. Da questo abbiamo ricavato mini-indici di dimensio-
ni variabili. Abbiamo considerato le seguenti dimensioni: 128MB, 256MB,
512MB e 1GB, (rispettivamente 0,84%, 1,69%, 3,39%, 6,79% della dimensio-
ne dell’indice). Le dimensioni dei mini-indici sono state scelte in modo tale
da consentirne il mantenimento in memoria. Ad ognuno di essi abbiamo poi
applicato pairing e confrontato le prestazioni del mini-indice paired e non.
Tutti i test sono stati eseguiti sulla stessa piattaforma hardware, un cluster
composto da 6 nodi identici, novello.isti.cnr.it. Ogni nodo e` dotato
di un processore Intel Xeon Quad-Core, con 8GB di RAM e hard disk SA-
TA da 2TB. Il sistema operativo installato e` una versione a 64-bit di Linux
2.6.31-20.
5.1 Metriche di valutazione
Per valutare la qualita` dei risultati restituiti abbiamo introdotto alcune mi-
sure che descriviamo di seguito.
Definizione 5.1 (Coverage@h). Sia R = r1, ..., rk l’insieme dei primi k
risultati restituiti per una query q. Per la stessa query sia R′ = r′1, ..., r
′
s
l’insieme dei primi s ≤ h ≤ k risultati prodotti usando un mini-indice di una
data dimensione. Si definisce Coverage@h la quantita`
C@h =
|R ∩R′|
h
La coverage misura quindi la percentuale dei primi h risultati per la query
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Q restituiti dal mini-indice che sono contenuti nei primi k con k ≥ h dell’in-
dice.
Nella discussione che segue, si assume la presenza di un mini-indice di di-
mensioni date. Dalla coverage deriva la average coverage.
Definizione 5.2 (AverageCoverage@h). Sia Ts = {q1, . . . , qn} un query-log.
Fissata una quantita` h, sia C@hq la coverage ottenuta per la query q ∈ Ts
eseguita sul mini-indice. La AverageCoverage@h, calcolata sul test set Ts,
si definisce come:
AvgC@h =
∑
q∈TsC@hq
|Ts|
La average coverage e` quindi la media delle coverage@h per le query di
un query-log Ts. Tale valore indica quanto i risultati ottenuti per ogni query
del test set, si avvicinano a quelli ottenuti sull’indice.
Un’altra misura di cui ci siamo serviti e` la hit ratio sui primi h risultati.
Definizione 5.3 (HitRatio@h). Sia Ts = {q1, . . . , qn} un query-log. Fissata
la quantia` h, sia Qh ⊆ Ts un insieme contenente tutte e sole le query q ∈ Ts
per cui si ha |Rq| ≥ h, dove Rq rappresenta l’insieme di risultati ottenuti
eseguendo la query q sul mini-indice. La HitRatio@h si definisce dunque
come:
Hr@h = |Qh||Ts|
Tramite questo valore e` quindi possibile stabilire la percentuale di que-
ry a cui il mini-indice e` in grado di rispondere con almeno h risultati. Al
crescere di questo valore migliorano anche le prestazioni del sistema. Infatti
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ricordiamo che l’architettura a cui facciamo riferimento e` composta da due
livelli. Il primo livello e` costituito da un mini-indice, mantenuto interamen-
te in memoria principale e il secondo dall’indice. Il mini-indice e` un indice
di dimensioni molto ridotte, le cui posting list sono notevolmente piu` cor-
te rispetto a quelle dell’indice e richiedono meno tempo per l’elaborazione.
Inoltre, essendo mantenuto in memoria, il tempo di accesso e` notevolmente
ridotto. Quindi, piu` query si riescono a soddisfare col solo mini-indice, meno
accessi dovremo fare all’indice e piu` velocemente saremo in grado di ritornare
risultati per una query.
Per quanto riguarda l’efficienza, invece, abbiamo utilizzato le misure stan-
dard come throughput, cioe` numero medio di operazioni al secondo, e tempo
medio di risposta.
5.2 Scelta dei test set
Una volta costruiti i mini-indici, come primo passo, abbiamo voluto verifi-
carne le prestazioni e la qualita` dei risultati da questi restituiti. Abbiamo
studiato il variare della average coverage al crescere della dimensione degli
indici, considerandoli a se stante, non inseriti, quindi, nell’architettura di ri-
ferimento. L’obiettivo dei mini-indici e` quello di ottenere risultati che siano
inclusi all’interno dei top-k restituiti dall’indice. Questo primo test e`, quindi,
utile per verificare la validita` dell’euristica che abbiamo studiato nel Capitolo
3 e applicato. Infatti, tramite l’euristica usata per la risoluzione del problema
del MiniIndex, possiamo affermare di aver scelto i posting piu` promettenti
per un termine, se questi vengono restituiti anche nei top-k dell’indice.
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In seguito abbiamo eseguito i test per il calcolo di throughput e tempo medio
di risposta dell’architettura di riferimento, facendo variare la dimensione del
mini-indice allocato sul primo livello, per osservare la variazione delle presta-
zioni.
Per gli scopi appena descritti, abbiamo usato un test set composto da 15000
query, non ripetute, divise in tre gruppi nel seguente modo:
QS1: 5000 query per cui il mini-indice da 128MB, non consente di ottenere
alcun risultato;
QS2: 5000 query per cui e` stato possibile restituire meno di 1000 risultati sul
mini-indice da 128M;
QS3: 5000 query che vengono completamente risposte dal mini-indice da
128MB.
Tramite questi set di query e` possibile valutare il variare della qualita` dei
risultati al crescere della dimensione e quindi dei dati contenuti nei vari indici
ridotti.
Per quanto riguarda le prestazioni, invece, QS1 e QS2 sono stati utilizzati
al fine di misurare l’overhead aggiunto al tempo di risposta, dovuto all’acces-
so (fallimentare) al primo livello dell’architettura. In particolare, l’obiettivo
e` quello di verificare quanto e se l’accesso agli indici ridotti impatta il tempo
di risposta che avremmo ottenuto accedendo direttamente al secondo livello.
Interessante e` osservare come tale overhead varia al crescere delle dimensioni
degli indici e quindi dell’informazione che questi contengono. Infatti, al cre-
scere degli indici, aumentano le query a cui e` possibile rispondere senza dover
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accedere al secondo livello dell’architettura, fattore che dovrebbe ridurre il
tempo di risposta, grazie alla riduzione dell’overhead introdotto per interro-
gare l’indice completo.
Le query in QS3 sono invece query che possono essere risposte completa-
mente dai mini-indici ridotti e che quindi non necessitano di un accesso al
secondo livello dell’architettura. Questo test set ci aiuta a confrontare le ca-
ratteristiche di ognuno degli indici e di misurare il tempo di risposta che si
ottiene su ognuno di essi al variare della loro dimensione. In particolare, ci
aspettiamo che indici piu` piccoli, con posting list piu` corte abbiano tempi di
elaborazioni inferiori rispetto a indici con posting list piu` popolate. Il tempo
di risposta ottenuto tramite questi test e` inoltre rappresentativo del tempo
di risposta che avremmo nell’architettura reale nel caso in cui le query si
fermino al primo livello dell’architettura.
Per il calcolo della hit ratio abbiamo utilizzato tutto il test set, costituito
da 1/3 del query-log (circa 5 milioni di query). Questo test serve per valutare
il numero di query che ogni mini-indice e` in grado di rispondere.
5.3 Average Coverage
Uno degli esperimenti che abbiamo fatto e` consistito nel valutare quanti risul-
tati estratti dalla nostra soluzione, nel caso di 1000 risultati richiesti, fossero
presenti anche nei primi 1000 risultati presenti nel caso globale. In altre pa-
role, abbiamo valutato la average coverage@h con h = {1, 10, 100, 1000}.
Lo scopo di questo esperimento e` quello di verificare quanto “buoni” sono i
risultati ottenibili tramite i mini-indici, dove la bonta` dei risultati la si misura
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in base alla loro appartenenza alla lista dei top-k risultati originali. Questo
significherebbe infatti, che la nostra euristica e` in grado di selezionare i po-
sting che ottengono un punteggio alto in fase di scoring, che risultano quindi
essere piu` promettenti per la risposta ad una query.
Il nostro obiettivo e` quello di ottenere degli indici i cui risultati siano inclusi
nella lista dei top-k dei risultati dell’indice, quindi valori di average coverage
tendenti ad 1.
h 128M 256M 512M 1G
1 0 0.344 0.704 0.854
10 0 0.247 0.565 0.820
100 0 0.090 0.300 0.714
1000 0 0.010 0.089 0.520
Tabella 5.1: Average coverage al variare della dimensione dell’indice, sul set di
query QS1, cie` quelle che non hanno alcun risultato sull’indice da
128MB
Dall’insieme di risultati in Tabella 5.1, di cui possiamo osservare un grafico
in Figura 5.1, emerge chiaramente che al crescere della dimensione dell’indice
cresce anche la average coverage e quindi la qualita` dei risultati restituiti.
Questo accade poiche´ indici piu` grandi contengono piu` informazione e quindi
e` piu` probabile che rispondano ad una query rispetto ad indici molto piu`
piccoli.
Ad una prima analisi questi risultati possono sembrare scoraggianti. Un’at-
tenta valutazione, pero`, consente di spiegare meglio questo fenomeno.
Infatti, abbiamo verificato che le query appartenenti a questo test set non
sono query particolarmente frequenti, cos`ı come non lo sono itermini che le
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Figura 5.1: Grafico della average coverage relativa ai dati di Tabella 5.1
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compongono. Analizzando il test set, infatti, e` emerso che il 12% delle query
in esso contenute, e` composto da almeno un termine non incluso all’interno
del lessico dell’indice. Questo significa che almeno il 12% delle query in QS1
non da risultati neppure sull’originale. Come possiamo osservare in Tabella
5.2, il 70% delle query appartenenti a QS1, non fornisce 1000 risultati nep-
pure sull’indice, e il 51% non ne fornisce neppure 100.
QS1 quindi, oltre a non ottenere risultati soddisfacenti sui mini-indici, non
ottiene risultati neppure sull’indice. Questo significa che le query in esso
contenute non sono composte da termini frequenti all’interno dei documenti,
quindi rari, che, in generale, sono anche poco richiesti dagli utenti. Questo
fa si che, per come sono stati costruiti gli indici, sia altamente probabile non
fornire risultati interessanti per esse.
r 128M 256M 512M 1G Orig.
<1 100% 87% 75% 58% 15%
<10 100% 93.5% 82% 63% 31%
<100 100% 99% 92.5% 72.5% 51%
<1000 100% 100% 99% 86% 70%
Tabella 5.2: Percentuali di query risposte sugli indici con r risultati
Infatti, la distribuzione power law delle query, da cui deriva anche una
distribuzione double Pareto dei posting, fa si che in testa alla lista di im-
portanza, di cui ci serviamo per la costruzione degli indici, vi siano posting
relativi a termini molto frequenti all’interno delle query. Cio` comporta che
possano esistere query non risposte all’interno dell’indice da 128M, special-
mente se queste hanno scarsi risultati anche sull’indice. Vediamo pero` che al
88
5. Risultati Sperimentali
crescere delle dimensioni degli indici, i risultati migliorano considerevolmen-
te, poiche` il numero di posting inseriti nell’indice aumenta, e quindi questo
favorisce l’inserimento negli indici di posting che sono relativi anche a termini
meno frequenti.
Vediamo infatti che gli indici da 512M e da 1G forniscono una copertura
dei primi 10 risultati pari al 56% e 82% rispettivamente, e con 1G si ottiene
un’ottima copertura, pari al 71%, anche sui 100 risultati.
h 128M 256M 512M 1G
1 0.989 0.997 1 1
10 0.833 0.962 0.997 1
100 0.564 0.787 0.923 0.993
1000 0.163 0.327 0.516 0.847
Tabella 5.3: Average coverage al variare della dimensione dell’indice, su QS2, il
set di query per cui l’indice da 128MB fornisce meno di 100 risultati.
In Tabella 5.3 viene esposto un risultato che mostra una crescita della
average coverage al crescere della dimensione dell’indice. In particolare da
questi risultati possiamo notare che indici piccoli hanno una average coverage
piuttosto bassa per alti valori di h. Questo e` una limitazione dovuta alla loro
dimensione, infatti questi hanno posting list di lunghezza piuttosto limitata.
Il 75% delle posting list che compongono l’indice da 128M sono infatti piu`
corte di 1000 elementi. Cos`ı come lo sono il 72% dell’indice da 256M, il 70%
dell’indice da 512M e il 68% dell’indice da 1G. Questo e` dovuto al metodo
con cui l’indice e` stato costruito.
Infatti, per ottenere la lista di importanza abbiamo eseguito le query del
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training set per raccoglierne i risultati. Per ognuna di esse abbiamo preso in
considerazione solo la lista dei top-1000 risultati. Operando in questo modo
e` possibile ottenere un certo livello di accuratezza sui primi 100 risultati, ma
non sui primi 1000, per cui sarebbe stato necessario prendere in considera-
zione un numero di risultati di almeno un ordine di grandezza in piu` rispetto
a quello scelto. Cio` avviene perche` dei 1000 posting messi a disposizione solo
un sottoinsieme viene effettivamente inserito all’interno degli indici, perden-
do cos`ı informazione.
Il basso valore della average coverage@1000 su 128M e` ovvia conseguenza del
fatto che QS2 contiene solo interrogazioni che hanno un numero di risultati
inferiore a 1000. Risultati di particolare spicco sono pero` ottenuti dagli indici
da 256M, 512M e 1G per valori di h da 1 a 100. Questi indici su QS2 forni-
scono una copertura ottima dei risultati. Cio` indica che la nostra euristica
lavora con successo e assicura la costruzione di indici che garantiscono liste
di almeno 100 risultati che, su 512M e 1G, rispettivamente nel 92% e 99%
dei casi, sono appartenenti ai primi 1000 restituiti dall’indice.
Vediamo un grafico relativo alla Tabella 5.3 in Figura 5.2.
Vediamo ora, in Tabella 5.4, illustrata in Figura 5.3 , i risultati ottenuti
su QS3. Sugli indici da 128M e 256M, che negli altri test sono stati quelli a
fornire risultati peggiori, abbiamo ottenuto alti valori di copertura. In parti-
colare emerge una proprieta` importante di questi indici, cioe` che se e` possibile
estrarre da questi un numero sufficiente di risultati, questi sono di alta quali-
ta`. Cio` significa che la nostra euristica consente di selezionare solo i posting
migliori, cioe` quelli effettivamente utili ai fini della risposta alle query. In
pratica abbiamo la garanzia che se una query viene risposta, verra` risposta
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Figura 5.2: Grafico della average coverage relativa ai dati di Tabella 5.3
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con risultati appartenenti ai top-1000 dell’indice, con alta probabilita`.
h 128M 256M 512M 1G
1 0.998 0.999 1 1
10 0.995 0.997 0.998 1
100 0.991 0.995 0.995 0.999
1000 0.799 0.904 0.957 0.991
Tabella 5.4: Average coverage al variare della dimensione dell’indice, su QS3, il
set di query per cui l’indice da 128MB fornisce 1000 risultati.
Inoltre, se consideriamo, ad esempio la average coverage@1000 per 1G os-
serviamo che il 99% dei primi 1000 risultati calcolati, e` incluso nei primi 1000
dell’indice. Questo, implicitamente, indica che i risultati originali e quelli da
noi ottenuti coincidono al 99%. Cio` significa che con il nostro indice da 1G,
6,79% della dimensione originale, oppure con quello da 512M, 3,79% della
dimensione di base, siamo in grado di restituire liste di risultati equivalenti
a quelle restituite dall’indice. Particolarmente affascinante e` il fatto che un
indice da 128M, pari all’0.84% della dimensione dell’indice, restituisca liste
di risultati che coincidono per quasi l’80% con le liste originali.
Questi risultati, sono la chiara prova che la nostra euristica lavora con suc-
cesso. In particolare avendo gli indici queste caratteristiche, si prestano per
poter essere utilizzati come primo strato all’interno di una architettura 2-
tier. Questo perche` nel caso in cui questi siano in grado di fornire un numero
di risultati adeguato, la nostra euristica garantisce una qualita` dei risultati
paragonabile a quella dell’indice. Nel caso in cui invece questi non riescano a
fornire il numero richiesto di risultati, a prescindere dalla qualita` di questi, la
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Figura 5.3: Grafico della average coverage relativa ai dati di Tabella 5.4
query viene inoltrata allo strato superiore, quindi la correttezza dei risultati
e` comunque garantita.
Mostriamo in Figura 5.4, un grafico riassuntivo contenente tutte le average
coverage relative ai vari test set, a confronto.
5.4 Hit Ratio
Nella sezione precedente e` stata fornita una panoramica relativa alla quali-
ta` dei risultati che possono essere ottenuti tramite i mini-indici. Un altro
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Figura 5.4: Average coverage a confronto
aspetto fondamentale, riguarda la percentuale di query che i mini-indici sono
in grado di rispondere. Quindi, maggiore e` la hit ratio calcolata su ognuno
degli indici, meno saranno le query che, all’interno di un’architettura reale,
dovranno essere inviate al livello successivo dell’architettura, riducendo no-
tevolmente il tempo di risposta.
Per calcolare questo valore, ci siamo serviti dell’intero test set, composto da
circa 5 milioni di query, da cui non abbiamo eliminato le query replicate, per
riprodurre un possibile caso reale.
In Tabella 5.5 possiamo vedere i risultati ottenuti calcolando la hit ratio su
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ognuno degli indici ridotti costruiti.
h 128M 256M 512M 1G
10 0.388 0.465 0.541 0.601
100 0.301 0.376 0.438 0.509
1000 0.379 0.230 0.290 0.382
Tabella 5.5: Hit Ratio ottenuta per vari valori di h, numero minimo di risultati
attesi in risposta ad una query
I risultati ottenuti sono particolarmente interessanti. Infatti possiamo
notare che tramite un indice la cui dimensione e` pari allo 0.84% della dimen-
sione iniziale, quindi con una riduzione in spazio pari al 99.1%, si riesce a
rispondere con almeno 100 risultati,al 30% delle query del test set. Risultati
migliori possono essere ottenuti tramite indici di maggior dimensione, come
quelli da 512M e 1G, che rispettivamente sono piu` piccoli del 96.6% e 93.2%
dell’indice. Infatti tramite l’indice da 512M siamo in grado di rispondere al
43% delle query con almeno 100 risultati, al 50% con l’indice da 1G.
Interessanti sono anche i risultati ottenuti per quanto riguarda query per cui
e` stato possibile calcolare almeno 10 risultati. Al variare della dimensione
dell’indice si ha una hit ratio che varia dal 38% al 60%. Ad esempio, utiliz-
zando un indice da 512M, in piu` del 54% dei casi siamo in grado di restituire
almeno una pagina di risultati all’utente.
C’e` da dire che non tutte le query a cui i mini-indici non sono in grado di
rispondere possono essere risposte con successo dall’indice. Questo significa
che se eliminassimo tali query dal query set, i valori della nostra hit-ratio
risulterebbero ancora maggiori.
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Figura 5.5: Hit Ratio
5.5 Efficienza
Dopo aver dimostrato la qualita` dei risultati restituiti dai mini-indici e la loro
capacita` di rispondere con successo ad un grande numero di query nonostan-
te la loro dimensione fortemente ridotta rispetto all’indice, procediamo con
l’analisi delle prestazioni che questi offrono in termini di throughput e tempo
medio di risposta, una volta inseriti all’interno dell’architettura di riferimen-
to. Ricordiamo che l’architettura di riferimento e` un’architettura 2-tier in
cui il primo livello e` costituito da uno dei mini-indici, mentre il secondo e`
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costituito dall’indice. In questa architettura, ogni query viene sempre inviata
e processata dal primo tier e viene inviata al livello superiore nel solo caso in
cui il primo livello non abbia fornito la quantita` minima di risultati richie-
sta. Abbiamo assunto il primo tier sia completamente mantenuto in memoria
principale. Per simulare cio`, nei nostri test abbiamo inviato tutte le query
due volte consecutive al primo livello. Cos`ı facendo la seconda volta che la
query viene eseguita, sia la porzione di lessico che le posting list necessarie,
sono gia` contenute in memoria, e il tempo di esecuzione della query diviene
cos`ı piu` verosimile al caso reale.
Come precedentemente spiegato, ci avvaliamo di tre diversi test set. Il primo,
QS1, e` quello relativo a query che, se eseguite sull’indice da 128M, non otten-
gono almeno 1000 risultati, il secondo, QS2, e` quello in cui l’indice restituisce
un numero di risultati compreso tra 0 e 1000 e il terzo, QS3, e` un insieme di
query per cui lo stesso indice restituisce 1000 risultati.
In Tabella 5.6 possiamo osservare i tempi medi di risposta, in secondi, che
sono stati rilevati sui diversi test set. In particolare, i risultati ottenuti su
QS1 sono relativi a quelle query che non forniscono alcuna risposta nell’indice
da 128M.
Visto come e` stato costruito QS1, tutte le query effettuate sull’indice da
128M vengono anche inoltrate al livello successivo dell’architettura. Come
possiamo, infatti, notare il tempo di risposta e` paragonabile al tempo medio
ottenuto accedendo al solo indice. Un overhead pari a circa il 2% del tempo
medio ottenuto sull’indice e` dovuto agli accessi effettuati sul mini-indice per
97
5. Risultati Sperimentali
QuerySet 128M 256M 512M 1G orig.
QS1 1.863 1.728 1.340 1.016 1.821
QS2 4.626 2.637 0.963 0.340 4.534
QS3 0.032 0.060 0.101 0.333 4.859
Tabella 5.6: Tempo medio di risposta, in secondi, dell’architettura 2-tier su vari
test set espresso in secondi.
verificare se questo poteva produrre risultati o meno. Osserviamo che questo
fenomeno, al crescere dell’indice e quindi della probabilita` di poter restitui-
re una risposta senza accedere al secondo strato dell’architettura, si riduce.
Nessun overhead viene aggiunto al tempo necessario per il solo accesso al
secondo livello, che piuttosto viene ridotto da un minimo del 5% ad un mas-
simo del 44,2% , poiche` cresce il numero di query che ogni indice e` in grado
di rispondere con un numero sufficiente di risultati.
Per quanto riguarda QS2 possiamo notare che, per l’indice da 128M si ot-
tengono risultati analoghi al precedente caso. Infatti, dato che il numero
minimo di risultati per ritenere una query risposta con successo e` 1000, tutte
le query appartenenti a questo test set vengono inoltrate al livello superio-
re. Gli accessi, privi di successo, al primo livello dell’architettura, generano,
analogamente al caso precedente, un aumento del 2% rispetto al tempo di ri-
sposta base. Osserviamo che al crescere della struttura dati, benche` aumenti
la quantita` di dati da processare, il tempo medio di risposta diminuisce da un
minimo del 41,8% con l’indice da 256M ad un massimo del 99,9% sull’indice
da 1G. Questo e` dovuto al fatto che al crescere delle dimensioni dell’indice
diminuisce il numero di query che e` necessario inviare al livello successivo
dell’architettura e che possono quindi essere risolte completamente dal primo
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tier.
Particolarmente interessanti sono i risultati ottenuti su QS3, test set relati-
vo alle query che gia` sull’indice da 128M vengono risposte con un numero
sufficiente di risultati. L’andamento che otteniamo sui tempi di risposta e`
completamente diverso rispetto a quello relativo ai precedenti test set. In-
fatti, dato che le query possono essere tutte risposte sul primo layer, i tempi
medi di risposta aumentano all’aumentare della dimensione dell’indice, poi-
che` la lunghezza delle posting list aumenta e conseguentemente il tempo per
effettuarne l’intersezione. Nei precedenti set avevamo il comportamente in-
verso, dovuto dalla riduzione degli accessi all’indice di base.
Come emerge dai dati in Tabella 5.6, la maggior efficienza viene raggiunta
dall’indice da 128M, in cui si riesce a raggiungere un tempo di risposta pari
allo 0,6% del tempo di risposta ottenuto tramite l’uso del solo indice. Al cre-
scere degli indici l’efficienza diminuisce, infatti piu` lunghe sono le posting list
da elaborare, piu` tempo occorre per effettuarne l’intersezione. Nonostante
questo fattore, su indici da 512M e 1G che si sono rivelati anche i migliori in
termini di qualita` dei risultati restituiti, otteniamo un tempo di risposta pari
al 2% e 6,8% del tempo di risposta originale. Questo significa che, inserendo
uno di questi indici all’interno della nostra architettura reale, ogni volta che
una query puo` essere completamente risposta dal primo livello dell’architet-
tura, il tempo di risposta si riduce del 98%-93% rispetto al caso base.
In particolare, facendo riferimento ai risultati relativi alla hit ratio in Tabella
5.5, se ci attendiamo almeno 100 risultati in risposta ad una query, si ha
questa riduzione del tempo di risposta nel 43%-50% delle query, mentre se
siamo interessati ai primi 10, questa riduzione si ha nel 54%-60% dei casi.
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Figura 5.6: Tempo medio di risposta su QS1
In Tabella 5.7 vediamo come il throughput1 del sistema varia in relazione
ai tempi di risposta appena analizzati.
Il numero di query che vengono risolte nell’unita` di tempo, sono pro-
porzionali ai tempi di risposta precedentemente discussi. In tutti i data set
possiamo notare che, fatta eccezione per l’indice da 128M in QS1 e QS2, il
1Ricordiamo che il throughput viene calcolato come l’inverso del tempo medio di rispo-
sta e rappresenta il numero di query che un sistema e` in grado di risolvere mediamente
nell’unita` di tempo. Nel nostro caso l’unita` di tempo e` un secondo.
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Figura 5.7: Tempo medio di risposta su QS2
QuerySet 128M 256M 512M 1G orig.
QS1 0.536 0.578 0.746 0.984 0.549
QS2 0.216 0.379 1.038 2.900 0.220
QS3 31.250 16.667 9.900 3.003 0.205
Tabella 5.7: Throughput dell’architettura 2-tier su vari test set (Numero di query
al secondo)
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Figura 5.8: Tempo medio di risposta su QS3
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throughput ottenuto e` maggiore rispetto al caso base.
Per quanto riguarda QS1, possiamo notare che, sull’indice da 128M, coeren-
temente con quanto detto relativamente al tempo di risposta si ha un leggero
calo nel throughput, corrispondente a circa il 2% del throughput di base. Gia`
con l’indice da 256M, contenente un quantitativo di dati in grado di rispon-
dere ad un maggior numero di query, riusciamo a migliorare il throughput,
di un valore pari al 5,3%. Risultati piu` interessanti sono ottenuti tramite gli
indici da 512M e 1G tramite cui e` possibile aumentare il numero di operazioni
effettuate al secondo del 35.8% e del 79% rispettivamente.
Risultati piu` importanti vengono ottenuti tramite i rimanenti test set. Ana-
logamente al caso precedente in QS2, per l’indice da 128M si ottiene un
peggioramento del 2% sul throughput, mentre per quanto riguarda l’indice
da 256M, il throughput non migliora significativamente. Migliori sono i ri-
sultati ottenuti sugli indici da 512M e 1G, tramite cui e` possibile ottenere un
miglioramento del throughput che va dal 371.8% al 1218%.
QS3 e` il test set che ci fornisce i risultati migliori. Proporzionalmente a quan-
to accade per i tempi medi di risposta, il throughput del sistema decresce al
crescere delle dimensioni dell’indice. In ogni caso, su questo test set, si riesce
ad aumentare il numero medio di query per secondo di 152 volte rispetto alla
misurazione base sull’indice da 128M, di 81 volte sull’indice da 256M, di 48
volte sull’indice da 512M e di 14.6 volte sull’indice da 1G.
Per completezza includiamo anche la Tabella 5.8 contenente i rapporti tra
le bande ottenute sulla nostra architettura e quelle ottenute nel caso base.
Questi valori indicano quante operazioni saremmo in grado di effettuare
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Figura 5.9: Throughput su QS1
104
5. Risultati Sperimentali
 0
 0.5
 1
 1.5
 2
 2.5
 3
 100  200  300  400  500  600  700  800  900  1000  1100
T H
R
O
U G
H P
U T
DIMENSIONE DELL’INDICE
Throughput QS2
"banda_base_qs2"
"banda_qs2"
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QuerySet 128M 256M 512M 1G
QS1 0.926 1.052 1.377 1.792
QS2 0.981 1.722 4.718 13.181
QS3 152.439 81.302 48.292 14.648
Tabella 5.8: Rapporto tra throughput ottenuto sulla nostra architettura e quello
ottenuto lavorando sul solo indice.
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Figura 5.12: Rapporto tra throughput ottenuto sulla nostra architettura sui vari
query set e quello ottenuto lavorando sul solo indice.
in piu` nell’unita` di tempo rispetto al caso base e sono rappresentati in Figura
5.12.
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5.6 Applicazione del pairing agli indici ridotti
Come precedentemente descritto abbiamo deciso di verificare l’andamento
delle prestazioni dell’architettura applicando la tecnica di pairing SI ai mini-
indici. In particolare, una volta effettuato il pairing abbiamo costruito ad-hoc
delle query composte da coppie di termini accoppiati nell’indice. Eseguendole
prima sul solo indice, poi sulla nostra architettura e` stato possibile stabilire
quanto il pairing impatta sulle prestazioni di query contenenti termini “pai-
red”. Ogni indice e` stato testato su un query set diverso poiche` in ognuno
di essi varia il modo in cui i termini vengono accoppiati, in relazione al ri-
sparmio di spazio. Ogni test set e` composto da 2000 query. In Tabella 5.9
vediamo i risultati ottenuti in relazione al tempo di risposta.
128M 256M 512M 1G
con pairing 0.0046 0.0047 0.0059 0.0067
senza pairing 0.0343 0.0381 0.0696 0.0915
Tabella 5.9: Tempo medio di risposta su query paired eseguite sia sui mini-indici
non paired che su quelli paired.
Come possiamo notare, in ognuno dei test set il tempo impiegato per
rispondere alle query, sugli indici a cui e` stato applicato il pairing, viene ri-
dotto di un ordine di grandezza rispetto al caso base. In questo caso infatti lo
scoring viene effettuato solo sui posting effettivamente utili per produrre un
risultato alla query e che quindi contribuiscono alla formazione dei risultati.
Il numero minimo di posting viene quindi analizzato.
Vediamo in Tabella 5.11 i valori relativi al throughput che possiamo ottenere
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Figura 5.13: Tempo medio di risposta su query paired eseguite sia sui mini-indici
non paired che su quelli paired.
dai vari indici ridotti applicandovi pairing.
Come possiamo notare, al crescere della dimensione del mini-indice, il
throughput diminuisce. Come spesso detto, infatti, all’aumentare della di-
mensione dell’indice aumentano i dati da elaborare.
Nel pairing, nello specifico, aumenta la lunghezza media delle intersezioni tra
posting list. Infatti la lunghezza media di tali intersezioni per 128M e` pari a
circa 592 posting, 612 posting per l’indice da 256M, 944 nell’indice da 512M
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128M 256M 512M 1G
con pairing 217.391 212.765 169.491 149.253
senza pairing 29.154 26.246 14.367 10.928
Tabella 5.10: Throughput del sistema ottenuta su query paired eseguite sia sul
mini-indice non paired che paired.
e infine 990 sull’indice da 1G. Intersezioni piu` lunghe richiedono un tempo di
elaborazione maggiore, che cresce al crescere della loro cardinalita`.
128M 256M 512M 1G
7.456 8.106 11.797 13.657
Tabella 5.11: Rapporto tra throughput del sistema ottenuto su mini-indici su cui
e` stato applicato il pairing e throughput ottenuto sui mini-indici
non paired
In Tabella 5.11 possiamo osservare l’andamento del rapporto tra le bande.
Come possiamo vedere, benche´ il tempo medio di risposta aumenti al crescere
della lunghezza delle intersezioni e quindi il throughput diminuisca, il rap-
porto tra throughput cresce al crescere della dimensione degli indici. Questo
significa che il pairing apporta maggior beneficio se applicato ad indici piu`
grandi, in cui gli elementi da elaborare sono in numero maggiore.
Tramite l’applicazione del pairing si riesce a risparmiare anche sullo spazio
utilizzato. In realta`, sul mini-indice abbiamo mantenuto gli stessi identifica-
tori di documento dell’indice, che, nel nostro caso, vanno da 0 a 50 milioni.
Quindi le posting list contengono identificativi molto grandi e molto spesso
distanti tra loro. Eliminando ulteriori elementi da esse, per comporne l’inter-
sezione, i d-gap che si creano divengono particolarmente grandi. Questo fa si
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Figura 5.14: Throughput del sistema ottenuta su query paired eseguite sia sul
mini-indice non paired che paired.
che si ottenga un risparmio in spazio piuttosto moderato e poco significativo.
Infatti, su ogni indice, applicando la tecnica di pairing SI, siamo stati in gra-
do di trovare solo 2000 coppie circa di termini, con intersezioni di lunghezza
maggiore o uguale a 100, che ci garantissero un risparmio in spazio.
Uno dei lavori futuri, sara` quindi quello del riassegnamento degli identifica-
tivi all’interno degli indici ridotti. In particolare sarebbe opportuno ordinare
gli identificativi di documento in base alla loro frequenza nelle posting list,
assegnando ai piu` frequenti identificativi piccoli e piu` grandi a quelli me-
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Figura 5.15: Rapporto tra throughput del sistema ottenuto su mini-indici su cui
e` stato applicato il pairing e throughput ottenuto sui mini-indici
non paired
no frequenti. In questo modo possiamo ridurre lo spazio necessario per la
codifica e cio` porterebbe anche alla costruzione di indici ridotti piu` ricchi
di informazione rispetto a quelli che abbiamo costruito, e quindi ancora piu`
efficaci, a parita` di dimensione.
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5.7 Ottimizzazioni in spazio
Come avevamo spiegato in uno dei capitoli precedenti, una delle ottimizzazio-
ni che potevamo applicare ai mini-indici per ridurne ulteriormente lo spazio
occupato e` quella di eliminare da questi tutte le posting list contentenenti un
numero di elementi inferiore a 100 e i relativi termini. Questo lo si puo` fare
senza perdere qualita` nei risultati poiche` se una query contiene tali termini,
sappiamo a priori che non potremmo avere un adeguato numero di risultati in
risposta, per cui le relative posting list non verrebbero comunque utilizzate.
Su 128M si riesce a risparmiare solo l’1.5%, su 256M lo 0.8%, su 512M lo
0.5% e su 1G lo 0.46%.
Come si evince da questi dati, posting list con un numero di elementi inferiore
a 100 non sono molte e quindi non si ottiene un risparmio in spazio parti-
colarmente significativo ed inoltre, al crescere della dimensione degli indici
liste siffatte diminuiscono e quindi anche la percentuale di spazio risparmiato
derivante dalla loro eliminazione.
5.8 Considerazioni conclusive
Come abbiamo visto attraverso i nostri test, i mini-indici costruiti applicando
la tecnica del mini-indexing, nonostante siano di dimensioni fortemente ridot-
te rispetto all’indice, sono in grado di rispondere a un grande quantitativo di
query con buoni risultati. Questo li rende particolarmente adatti per essere
inseriti all’interno di una architettura come quella che abbiamo preso come
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riferimento, poiche` garantiscono un forte miglioramento in termini di effi-
cienza. Viste le caratteristiche dei mini-indici, emerse dai test, come lavoro
futuro e` interessante verificare se tramite questa tecnica e` possibile costruire
indici che possano fornire risultati migliori o paragonabili a quelli ottenibili
tramite tecniche proposte in letteratura, ma con un livello di compressione
molto maggiore.
114
6
Conclusioni
In questa dissertazione abbiamo introdotto una nuova tecnica di pruning
statico di indici, basata sui posting. Tramite questa tecnica siamo riusciti a
selezionare i posting piu` acceduti dalle query. Utilizzando tali posting abbia-
mo costruito mini-indici in grado di rispondere con successo e con risultati
rilevanti a gran parte delle query del test set. In particolare, con indici che
sono meno del 7% rispetto alle dimensioni dell’indice di partenza, si riesce a
rispondere con successo fino al 50% delle query quando vengono richiesti 100
risultati e fino al 60% quando ne vengono richiesti 10.
Abbiamo poi applicato una tecnica di pairing ai termini relativi al lessico
del mini-index. Questo ci ha consentito di memorizzare all’interno dell’indice
stesso, intersezioni precalcolate di posting list, per ridurre le operazioni da
effettuare in fase di processing di query congiuntive. Secondo i nostri test,
tramite questa tecnica e` possibile ridurre di un ordine di grandezza il tempo
medio di elaborazione del mini-indice.
I mini-indici sono stati utilizzati come primo livello all’interno di una architet-
tura 2-tier, il cui secondo livello coincide con l’indice originale. I mini-indici,
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essendo di dimensioni fortemente ridotte rispetto all’originale, possono essere
totalmente mantenuti in memoria principale. Questo fa si che il tempo im-
piegato dai mini-indici per rispondere alla query sia molto inferiore rispetto
a quello ottenuto sull’indice, le cui posting list sono molto lunghe e per cui
e` necessario effettuare costose letture da disco. In particolare, se tramite il
solo accesso al mini-indice si riesce a restituire risultati per una data query,
il tempo medio di risposta del sistema diminuisce fortemente. Nel caso in
cui questo non sia possibile, l’overhead aggiunto dall’accesso fallimentare al
primo livello e` irrilevante e quindi il tempo di risposta non subisce ritardi
rispetto a quello che otteniamo accedendo all’indice.
Gli obiettivi futuri sono molteplici. Il primo e` quello di trovare un algo-
ritmo di approssimazione, quindi il cui errore sia limitabile, per il problema
del MiniIndex, in modo tale da sostituirlo alla nostra euristica.
Un altro obiettivo importante e` verificare se, con la tecnica del mini-indexing,
e` possibile ottenere mini-indici le cui caratteristiche siano in grado di egua-
gliare quelle di indici ridotti tramite le comuni tecniche di pruning descritte
nel Capitolo 2, relativo allo stato dell’arte. Vorremmo inoltre includere nei
nostri indici informazioni necessarie per effettuare proximity search, ed appli-
care pairing ad essi, al fine di dimostrare che e` possibile aumentare l’efficienza
del nostro sistema, senza aggiungere strutture ausiliarie molto costose in ter-
mini di spazio.
Infine, vorremmo testare entrambe le nostre tecniche su larga scala, in modo
tale da avere risultati piu` attendibili dai nostri test e per verificarne l’effettiva
utilita` nell’applicazione di queste a casi reali.
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