Abstract. An important problem in multilevel modeling is what constitutes a sufficient sample size for accurate estimation. In multilevel analysis, the major restriction is often the higher-level sample size. In this paper, a simulation study is used to determine the influence of different sample sizes at the group level on the accuracy of the estimates (regression coefficients and variances) and their standard errors. In addition, the influence of other factors, such as the lowest-level sample size and different variance distributions between the levels (different intraclass correlations), is examined. The results show that only a small sample size at level two (meaning a sample of 50 or less) leads to biased estimates of the second-level standard errors. In all of the other simulated conditions the estimates of the regression coefficients, the variance components, and the standard errors are unbiased and accurate.
Introduction
Social and organizational research often studies the relationship between individuals and the groups or organizations they belong to. The general concept is that individuals interact with their social contexts, and therefore the individual persons are influenced by the social groups or contexts to which they belong, and the properties of those groups are in turn influenced by the individuals who make up that group. Generally, the individuals and the social groups are conceptualized as a hierarchical system of individuals and groups, with individuals and groups defined at separate levels of this system. Such systems can be observed at different levels, and as a result produce data with variables observed at several distinct hierarchical levels. This leads to research and analysis problems that focus on the interaction of variables that describe the individuals and variables that describe the groups. This kind of research is now generally referred to as multilevel research. Several analysis strategies exist for analyzing multilevel data; for an overview, we refer to Klein and Kozlowski (2000) . One important class of analysis methods is the hierarchical linear regression model, or multilevel regression model. As Cohen and Cohen (1983) show, the ordinary multiple regression model is highly versatile. Using dummy coding for categorical variables, it can be used for analysis-of-variance (ANOVA) models as well as for the more usual multiple regression models. This versatility carries over to multilevel regression analysis, which is essentially a multilevel extension of multiple regression analysis. In addition to organizational research, where the levels are defined by the individuals and the distinct levels in the organizations they belong to (cf. Bryk & Raudenbush, 1989) , multilevel regression analysis can be applied to longitudinal data, where the levels are defined by the measurement occasions nested within individuals (Raudenbush, 1989; Snijders, 1996) . For a general introduction to multilevel modeling of hierarchical data, we refer to Snijders and Bosker (1999) , Heck and Thomas (2000) , Raudenbush and Bryk (2002) , and Hox (2002) .
The maximum likelihood (ML) estimation methods used commonly in multilevel analysis are asymptotic, which translates to the assumption that the sample size must be sufficiently large. This raises questions about the acceptable lower limit to the sample size, and the accuracy of the estimates and the associated standard errors with relatively small sample sizes. In multilevel studies, the main problem is usually the sample size at the group level, because the group-level sample size is always smaller than the individual-level sample size. Increasing the number of groups may be difficult for two distinct reasons. Firstly, there are costs involved. Increasing the number of individuals in the sample means collecting data on more individuals within the sampled organizations. Increasing the number of organizations in the sample means bringing a new organization into the study. The latter is typically more expensive than the former. Secondly, we may already have all existing organizations in our study. If the object is to study how organizational behavior in Switzerland is affected by characteristics of the different cantons, 26 is the absolute limit to the canton-level sample size. The few simulation studies that have been carried out to date, which are reviewed later in this paper, suggest that the group-level sample size is generally more important than the total sample size, with large individuallevel sample sizes partially compensating for a small number of groups. However, these studies use different approaches, and there is no strong evidence to guide researchers in their multilevel design decisions. There is a need for more insight in the problem of multilevel sample-size requirements. In this study, we use simulation to examine the accuracy of the parameter estimates and the corresponding standard errors, at different sample sizes for the number of groups and the number of individuals. The simulation design will be explained in more detail after the next section, which describes the multilevel regression model and reviews currently available simulation studies.
The Multilevel Regression Model
Assume that we have data from J groups, with a different number of respondents n j in each group. On the respondent level, we have the outcome of respondent i in group j, variable Y ij . We have one explanatory variable X ij on the respondent level, and one group-level explanatory variable Z j . To model these data, we have a separate regression model in each group as follows:
(1)
The variation of the regression coefficients b j is modeled by a group-level regression model:
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The individual-level residuals e ij are assumed to have a normal distribution with mean zero and variance .
2 r e The group-level residuals u 0j and u 1j are assumed to have a multivariate normal distribution with expectation zero, and to be independent from the residual errors e ij . The variance of the residual errors u 0j is specified as and 2 r e the variance of the residual errors u 0j and u 1j is specified as and . This model can be written as one single regression model by substituting Equations 2 and 3 into Equation 1. Substitution and rearranging terms gives q ‫ס‬ r /(r ‫ם‬ r ).
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In addition to the sample sizes at the separate levels, the size of the ICC also may affect the accuracy of the estimates (Goldstein, 1995) . Therefore, in our simulation, we have varied not only the sample size at the individual and the group level, but also the ICC. In general, what is at issue in multilevel modeling is not so much the ICC, but the design effect, which indicates how much the standard errors are underestimated in a complex sample (Kish, 1965) compared to a simple random sample. In cluster samples, the design effect is approximately equal to 1 ‫ם‬ (average cluster size ‫מ‬ 1)‫ן‬ICC. In the multilevel context, Muthén and Satorra (1995) view a design effect of two as small. In our simulation setup, we have chosen values for the ICC and group sizes that make the design effect larger than two in all simulated conditions. So far, three major sample properties have been discussed that may affect the estimates: number of groups, number of level-one units, and the ICC. In addition, the estimation method may be important. Multilevel modeling mostly uses ML estimation. Two ML functions are common in multilevel modeling: full ML (FML) and restricted ML (RML) (for a description of these, see Hox, 2002) . The difference between FML and RML is that RML maximizes a likelihood function that is invariant for the fixed effects (Goldstein, 1995) . Since RML takes the uncertainty in the fixed parameters into account when estimating the random parameters, it should in theory lead to better estimates of the variance components, especially when the number of groups is small (Raudenbush & Bryk, 2002) .
Review of Existing Research on Sample Size
There are some simulation studies on this topic, which mostly investigate the accuracy of the estimates for the fixed and random parameters with small sample sizes at either the individual or the group level. Comparatively less research investigates the accuracy of the standard errors. Most simulation research that addresses the accuracy of the significance test or the coverage of the confidence interval is based on asymptotic reasoning: the standard error is used in conjunction with the standard normal distribution to generate a p-value or confidence interval. Other approaches exist that may be more valid in small samples, but are not available in all multilevel software; such alternative approaches are taken up in the discussion.
Testing variances using their standard errors is not optimal because it assumes normality, and because the null hypothesis that a variance is zero is a test on the boundary of the permissible parameter space (variances cannot be negative), where standard likelihood theory is no longer valid. A variety of alternative approaches have been proposed (cf. Berkhof & Snijders, 2001 , for a review). Since testing variances using their asymptotic standard errors is still widely used, we incorporate this procedure in our review and simulation, but discuss the issues separately for the fixed and the random part.
Accuracy of Regression Coefficients and Their Standard Errors
The estimates for the regression coefficients appear generally unbiased, for ordinary least squares (OLS) and generalized least squares (GLS) as well as ML estimation (Van der Leeden & Busing, 1994; Van der Leeden, Busing, & Meijer, 1997) . OLS estimates are less efficient; Kreft (1996) , reanalyzing results from Kim (1990) , finds OLS estimates that are about 90% efficient. Simulations by Van der Leeden and Busing (1994) and Van der Leeden et al. (1997) suggest that even when assumptions of normality and large samples are not met, ML-based standard errors for the fixed parameters have only a small downward bias. In general, a large number of groups appears more important than a large number of individuals per group.
Accuracy of Variance Components and Their Standard Errors
Estimates of the lowest-level variance are generally very accurate. The group-level variance components are sometimes underestimated. Simulation studies by Busing (1993) and Van der Leeden and Busing (1994) show that for accurate group-level variance estimates many groups (more than 100) are needed (cf. Afshartous, 1995) .
The simulations by Van der Leeden et al. (1997) show that the standard errors used to test the variance components are generally estimated too small, with RML again more accurate than FML. Symmetric confidence intervals around the estimated value also do not perform well. Browne and Draper (2000) report similar results. Typically, with 24-30 groups, Browne and Draper report an operating alpha level of about 9%, and with 48-50 groups about 8%. Again, a large number of groups appears more important than a large number of individuals per group.
Simulation Design The Simulation Model and Procedure
We use a simple two-level model, with one explanatory variable at the individual level and one explanatory variable at the group level, conforming to Equation 4, which is repeated here:
Three conditions are varied in the simulation: (1) number of groups (NG: three conditions, NG ‫ס‬ 30, 50, 100), (2) group size (GS: three conditions, GS ‫ס‬ 5, 30, 50), and (3) intraclass correlation (ICC: three conditions,
The number of groups is chosen so that the highest number should be sufficient given the simulations by Van der Leeden et al. (1997) . In practice, 50 groups is a frequently occurring number in organizational and school research, and 30 is the smallest acceptable number according to Kreft and De Leeuw (1998) . Similarly, the group sizes are chosen so that the highest number should be sufficient. A group size of 30 is normal in educational research, and a group size of 5 is normal in family research and in longitudinal research, where the measurement occasions form the lowest level. The ICCs span the customary range of ICC coefficients (Gulliford, Ukoumunne, & Chinn, 1999) . There are 3 ‫ן‬ 3 ‫ן‬ 3 ‫ס‬ 27 conditions. For each condition, we generated 1,000 simulated data sets, assuming normally distributed residuals. The multilevel regression model, like its single-level counterpart, assumes that the explanatory variables are fixed. Therefore, a set of X and Z values are generated from a standard normal distribution to fulfill the requirements of the simulation condition with the smallest total sample size. In the condition with the larger sample sizes, these values are repeated. This ensures that in all simulated conditions the joint distribution of X and Z are identical. The regression coefficients are specified as follows: 1.00 for the intercept, and 0.3 (a medium effect size; cf. Cohen, 1988) for all regression slopes. The residual variance at the lowest level is 0.5. The residual variance ing (1993) shows that the effects for the intercept variance r 00 and the slope variance r 11 are similar; hence, we chose to set the value of r 11 equal to r 00 . To simplify the simulation model, the covariance between the two u-terms is assumed equal to zero. Two ML functions are common in multilevel estimation: FML and RML. We use RML, since this is almost always at least as good as FML, and sometimes better, especially in estimating variance components (Browne, 1998) . The software MLwiN (Rasbash et al., 2000) was used for both simulation and estimation.
Variables and Analysis
The accuracy of the parameter estimates (factor loadings and residual variances) is indicated by the percentage relative bias. Let be the estimate of the population h parameter h; then the percentage relative bias is given by . The accuracy of the standard errors iŝ 100 ‫ן‬ h/h investigated by analyzing the observed coverage of the 95% confidence interval. Since there are 27,000 simulated conditions, the power is huge. (Given 1,000 simulations in each condition, the standard error for the coverage probabilities is about 0.007.) As a result, at the standard significance level of alpha ‫ס‬ 0.05, extremely small bias or coverage errors become significant. Therefore, our criterion for significance is an alpha ‫ס‬ 0.01 for the main effects of the simulated conditions. The interactions are tested blockwise (two-way, three-way), with a blockwise Bonferroni correction. Even at this stricter level of significance, some of the statistically significant biases correspond to differences in parameter estimates that do not show up before the third decimal place. These small effects are discussed in the text, but not included in the various tables.
Results

Convergence and Inadmissible Solutions
The estimation procedure converged in all 27,000 simulated data sets. The estimation procedure in MLwiN can and sometimes does lead to negative variance estimates. Such solutions are inadmissible, and the common procedure is to constrain such estimates to the boundary value of zero. However, all 27,000 simulated data sets produced only admissible solutions.
Parameter Estimates
The fixed parameter estimates, the intercept and regression slopes, have a negligible bias. The average bias is smaller than 0.05%. The largest bias was found in the condition with the smallest sample sizes in combination with the highest ICC: there the percentage relative bias was 0.3%. This is of course extremely small. Moreover, there are no statistically significant differences in bias across the simulated conditions.
The estimates of the random parameters, the variance components, also have a negligible bias. The average bias is smaller than 0.05%. The largest bias was found in the condition with the smallest sample sizes in combination with the highest ICC: there the percentage relative bias was again 0.3%. Also, there are no statistically significant differences in bias across the simulated conditions.
Standard Errors
To assess the accuracy of the standard errors, for each parameter in each simulated data set the 95% confidence interval was established using the asymptotic standard normal distribution (cf. Goldstein, 1995) . For each parameter a noncoverage indicator variable was set up that is equal to zero if the true value is in the confidence interval, and equal to one if the true value is outside the confidence interval. The effect of the number of groups on the noncoverage is presented in Table 1 , the effect of the group size on noncoverage is presented in Table  2 , and the effect of the ICC on noncoverage is presented in Table 3 . Logistic regression was used to assess the effect of the different simulated conditions on the noncoverage, which is reported in Tables 1,2 ,3 as a p-value for each outcome (last column in the tables). Table 1 shows that the effect of the number of groups on the standard errors of the fixed regression coefficients is small. With 30 groups, the noncoverage rate is 6.0% for the regression coefficient for X and 6.4% for the intercept, while the nominal noncoverage rate is 5%. We regard this difference as unimportant. The effect of the number of groups on the standard errors of the variance components is definitely larger. With 30 groups, the noncoverage rate for the second-level intercept variance is 8.9% (U0), and the noncoverage rate for the secondlevel slope variance is 8.8% (U1). Although the coverage is not grotesquely wrong, the 95% confidence interval is clearly too short. The amount of noncoverage here implies that the standard errors for the second-level variance components are estimated about 15% too small. With 50 groups, the effects are smaller, but still not negligible. The noncoverage rates of 7.4% and 7.2% imply that the standard errors are estimated about 9% too small. Table 2 shows the same pattern: the coverage of the 95% confidence interval is good for the regression coefficients, and less accurate for the variances. The coverage rates improve when the group size increases, but the group size has a smaller effect on the coverage rates than the number of groups. The noncoverage of the second-level variances does not improve when the group size increases. Table 3 again shows that the coverage rates for the regression coefficients are better than for the variances. The difference in ICC has no effect on the coverage rate.
The interaction effects of these simulated characteristics are presented in Table 4 . Tested with a blockwise Bonferroni correction, none of the interactions were statistically significant.
Given that we use asymptotic (large sample) methods, the absence of bias in the parameter estimates and the small bias in the standard errors is encouraging. To investigate the limits of our results, we carried out one additional simulation, with only 10 groups of group size five, varying the ICC from 0.1 to 0.3. This was inspired by a statement in Snijders and Bosker (1999, p. 44 ) that multilevel modeling becomes attractive when the number of groups is larger than 10. This is indeed a very small group-level sample size, but given our simulation results not impossibly small. The results of this small simulation are presented in Table 5 .
The regression coefficients and lowest-level variance components are again estimated without bias. However, the group-level variance components were estimated much too large, with a bias up to 25%. The standard errors were too small, both for regression coefficients and for variances. The noncoverage rates for the regression coefficients ranged between 5.7% and 9.7%, and for the second-level variances they ranged between 16.3% and 30.4%. In our view, this indicates that having only 10 groups is not enough. Although the MLstandard errors of the regression coefficients are still within bounds of reason, the standard errors of the second-level variances are clearly unacceptable.
Summary and Discussion
Summing up, both the regression coefficients and the variance components are all estimated without bias, in all of the simulated conditions. The standard errors of the regression coefficients are also estimated accurately, in all of the simulated conditions. The standard errors of the second-level variances are estimated too small when the number of groups is substantially lower than 100. With 30 groups, the standard errors are estimated about 15% too small, resulting in a noncoverage rate of almost 8.9%, instead of 5%. With 50 groups, the noncoverage drops to about 7.3%. This is clearly different from the nominal 5%, but in practice probably acceptable.
The results from the various simulations reviewed in this article appear somewhat inconsistent. However, this is probably the result of using different simulation designs and different simulated conditions. Our results are comparable with the simulation results reported by Busing (1993) , Van der Leeden and Busing, (1994) and Browne and Draper (2000) when only those conditions are considered that are similar to the conditions in our simulations.
In our study, we investigate the effect of the simulated design characteristics on the accuracy of the parameter estimates and their standard errors, using the standard large-sample approach to constructing the 95% confidence interval. As noted earlier, this is not optimal for testing variances, even if the sample sizes are sufficiently large. Berkhof and Snijders (2001) show that a modified likelihood-ratio test is better for testing variance components. When fixed effects (regression coefficients) are tested in small samples, methods exist that may be more accurate. Approximations based on estimating the number of degrees of freedom for the Wald test (Satterthwaite approximation; cf. Elston, 1998) or on correcting the likelihood-ratio test (Welham & Thompson, 1997) appear to be useful here (Manor & Zucker, 2004) . However, these methods are not implemented in widely used multilevel software such as MLwiN or HLM.
Since the estimates of the regression coefficients are unbiased, even if the sample is as small as 10 groups of five units, bootstrapping or other simulation-based methods (cf. Goldstein, 2003; Hox, 2002) may also be useful to assess the sampling variability, provided we are interested only in the regression coefficients. Bootstrapping small sample data is discussed by Yung and 
