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Original concepts related to the quantification and assessment of bidirectionality in 
strain-gage balances were introduced by Ulbrich in 2012. These concepts are extended here 
in three ways: 1) the metric originally proposed by Ulbrich is normalized, 2) a categorical 
variable is introduced in the regression analysis to account for load polarity, and 3) the 
uncertainty in both normalized and non-normalized bidirectionality metrics is quantified. 
These extensions are applied to four representative balances to assess the bidirectionality 
characteristics of each. The paper is tutorial in nature, featuring reviews of certain elements 
of regression and formal inference. Principal findings are that bidirectionality appears to be 
a common characteristic of most balance outputs and that unless it is taken into account, it is 
likely to consume the entire error budget of a typical balance calibration experiment. Data 
volume and correlation among calibration loads are shown to have a significant impact on 
the precision with which bidirectionality metrics can be assessed. 
Nomenclature 
Bidirectionality = A state in which strain-gage balance loads of opposite sign and equal magnitude generate 
electrical outputs of opposite sign but unequal magnitude.  
Categorical = A type of variable only capable of assuming discrete levels, which may or may not be 
numerical 
Coding = A linear transformation, typically involving centering and scaling, which maps numerical 
variables into some prescribed range such as [-1, +1] 
Design space = A coordinate system in which each axis corresponds to a different factor in an experiment 
Factor = Also called “independent variable.” A quantity for which levels are intentionally changed in an 
experiment 
Level = A specific value for a given factor 
Numerical = A type of variable capable of assuming any value from a continuum of numbers between lower 
and upper limits 
PDF = Probability Density Function 
Pure load = A load applied to one of the load channels only, with any loading of the other channels 
attributable to imperfections in the balance or loading alignment 
Reference  
Distribution = A distribution of event probabilities associated with a specified hypothesis 
RSM = Response Surface Model 
Significant = Large enough to detect with a specified probability (statistical significance) or too large to 
ignore (practical significance) 
Site = A specific combination of factor levels, represented geometrically as a point in a design space 
bAi = Regression coefficient for term with absolute value load, index i 
bi = Regression coefficient without regard for bidirectionality, index i 
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bSi = Regression coefficient for term with signed load, index i 
ci = Change induced by load polarity reversal in regression coefficient with index i 
H = Level of factor in physical units corresponding to +1 in coded units 
HA = Alternative hypothesis: Bidirectionality at a great enough level to be of concern. 
H0 = Null hypothesis: No significant bidirectionality. 
L = Level of factor in physical units corresponding to -1 in coded units 
n = Number of points in calibration data sample 
p = Number of terms in polynomial response model, including the intercept 
xi = Independent variable in coded units, index i
y = Balance output at full calibration load, microV/V 
y± = Balance output at full positive or negative calibration load, microV/V 
z = Standard normal deviate associated with significance level of  
z = Standard normal deviate associated with significance level of  
 = Maximum acceptable probability of erroneously rejecting the null hypothesis 
 = Maximum acceptable probability of erroneously rejecting the alternative hypothesis
 = Bidirectionality metric 
± = Non-normalized bidirectionality metric for ± full calibration load 
y = Standard error in estimating balance output at full calibration load 
 = Standard error in estimating the non-normalized bidirectionality coefficient 
 = Standard error in estimating the normalized bidirectionality coefficient 
 = Normalized bidirectionality metric 
± = Normalized bidirectionality metric for ± full calibration load 
i = Independent variable in physical units, index i 
I. Introduction 
full 2nd-order polynomial is often used as a starting point for developing calibration equations for internal 
strain-gage balances. Eq. (1) represents such a full second-order polynomial in k factors, describing the i
th
 gage 
output. 
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The b0 term is the intercept and from left to right the three summations represent first-order terms, mixed second-
order (or interaction) terms, and pure quadratic terms, respectively. The x terms are loads, and the b terms are 
coefficients, typically quantified by the regression analysis of a suitable sample of calibration data. 
A variety of calibration loading schedules have been used historically to obtain suitable regression coefficients. 
While differing in details, most of these loading schedules share certain common characteristics. They tend to be 
scaled either to the loading capacity of the balance under calibration, or to some sub-range of loads dictated by a 
proposed use of that balance, and they are often generally if not exactly symmetrical, with positive and negative 
loadings that are similar except for sign. Exceptions to the loading symmetry are made for balance elements that do 
not experience symmetrical loads in use. 
If after calibration, a perfect balance was subjected first to a positive load of a specified magnitude, and then to a 
negative load of the same magnitude, the electrical outputs would be expected to differ in sign, but not in magnitude. 
That is, the outputs would be expected to be proportional to the loads for both positive and negative loads. 
Unfortunately, because of manufacturing imperfections, design characteristics, and other reasons, the electrical 
outputs can differ in magnitude as well as in sign, even when the loads differ only in sign. This phenomenon is 
known as bidirectionality. 
Some degree of bidirectionality is common in balances of multi-piece construction. It can be attributed in large 
part to the fact that this type of construction permits different load paths through the balance for different loads. 
While single-piece balances do not generally display significant bidirectionality, it may be unwise to assume that 
all such balances are immune to this phenomenon, absent some exonerating measurement that confirms insignificant 
bidirectionality. One reason is that even in a single-piece balance, slight second-order nonlinearities result in 
components of the output signal that are even functions of the applied load. These signal components are 
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represented mathematically by the quadratic terms in Eq. (1), and have the same algebraic sign whether the applied 
load is positive or negative. Such second-order nonlinearities ensure that the output signals are not exactly directly 
proportional to the loads, so that applied loads of the same magnitude but opposite sign produce output signals that 
differ slightly in magnitude as well as sign even in single-piece balances. 
To address bidirectionality in the calibration of a balance, the response model of Eq. (1) can be augmented with a 
number of absolute value terms when bidirectionality is anticipated, as when multi-piece balances are calibrated. 
The AIAA Recommended Practice on strain-gage balance calibration, AIAA R-091-20031, offers the following 
augmented model: 
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 (2) 
Some modification to the nomenclature of the Recommended Practice has been introduced in Eq. (2) to highlight 
departures from Eq. (1). For example, subscripts S and A have been added to the regression coefficients to 
distinguish between terms of the original, non-augmented model that only involve (S)igned loads, and those that 
include (A)bsolute value terms. Terms from the model in Eq. (1), are displayed in black. For k = 6 primary loads, 
this model consists of an intercept plus 27 terms that are each functions of signed loads only. The 57 additional 
terms displayed in blue in Eq. (2) are the ones needed to account for bidirectionality using absolute values of the 
calibration loads. For k = 6 factors, the entire augmented 2nd-order polynomial with absolute value terms consists of 
85 terms, including the intercept. 
There is a practical difficulty in finding the coefficients of a strain-gage balance calibration model with so many 
terms. The output of a strain-gage balance carries a finite amount of information about the applied load, which is 
distributed over the terms in the response model. The estimated output is constructed as the sum of contributions 
from all those terms. However, the information is not distributed uniformly among all the terms. For a pure loading, 
for example, the first-order primary load term typically carries more than 99% of all of the information, with all the 
other terms in the model accounting for the small amount of additional information needed to describe slight 
interactions and some non-linearity. In more complex compound loadings, most of the information is still carried by 
a relatively small subset of all the possible terms in a full-order polynomial, with the remaining information 
distributed over all the other terms. 
If the calibration model is comprised of a very large number of terms as in Eq. (2), then many individual terms 
beyond the first-order primary load term will contribute relatively little to the output estimate. Furthermore, because 
the regression coefficients of each term are estimated empirically from imperfect experimental data, there will be 
some uncertainty in each estimate. With such a thin distribution of information over so many terms, the regression 
coefficient for any one term may not be large enough to significantly exceed the uncertainty in estimating it. In 
practice, this is often the case for many terms in a calibration response model. Such terms will carry more “noise” 
than “signal,” and are said to be “statistically insignificant.” 
A process known as model reduction has been developed to cope with statistically insignificant terms in a 
response model. Model reduction refines the response model by rejecting or retaining terms based upon their signal 
to noise ratio. The details will not be described here in any depth, but they can be found in standard references on 
response surface modeling2–4. Specific details for strain-gage balance calibration applications can also be found in 
the literature5–9. The rejection/retention criterion for a given term is typically associated with some threshold 
probability that the estimated response would significantly change if that term were rejected, given the level of 
random error in the calibration data. Any term that can be eliminated from the model without significantly changing 
the response prediction is not retained. 
Model reduction often eliminates half or more of the terms in a balance calibration response model. Because so 
many terms are eliminated that make no substantive contribution to the output, there is greater clarity in the resulting 
model. It is more compact, and therefore generates response predictions with a greater signal to noise ratio. Also, 
since only those terms responsible for true primary and secondary effects will remain, this reduced model will 
generally provide clearer insights into the operation of the balance. 
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Unfortunately, as noted above the practical mechanics of model reduction can be complicated when the starting 
point is a full model with as many terms as Eq. (2), especially when relatively little information is distributed over 
all of them. In such a case, if all of the terms were rank-ordered according to their signal to noise ratios, there would 
be very little difference in adjacent terms on such a list. This makes it difficult to establish a physically significant 
cut-off criterion for discarding terms with inadequate signal to noise ratio. Very small adjustments to what in 
practice will always be an arbitrary cut-off criterion can mean the difference between accepting and rejecting a 
relatively large number of similar, small candidate terms. Generally, no single such term will have a significant 
impact on the response model output. However, the cumulative effect of many terms that are either retained in the 
model or rejected can influence the output by an amount that, while small in absolute terms, can constitute a large 
portion of the error budget in a high-precision application such as an instrumentation calibration experiment. 
It is only necessary to replace the relatively simple response model of Eq. (1) with the more complex model of 
Eq. (2) if the balance truly does display bidirectionality. It would therefore be useful if an assessment of 
bidirectionality could be made for any given balance, to objectively determine if tripling the number of calibration 
model terms is actually necessary in future calibrations. Likewise, many balances are calibrated under the 
assumption that they are free of bidirectionality, which it would be useful to objectively verify. It would also be 
useful to the balance design community to be able to rank-order balances according to the degree of their 
bidirectionality, in order to gain insights into which construction details, design elements, etc., are most conducive to 
bidirectionality. 
In 2012, Ulbrich10 demonstrated how the bidirectionality of a balance could be established empirically, and 
proposed a metric for bidirectionality. He also proposed a standard for unacceptable levels of bidirectionality, 
developed at the NASA Ames Balance Calibration Laboratory. This paper presents an extension of Ulbrich’s 
original work to include a useful normalization scheme, as well as uncertainty estimates for bidirectionality metrics 
generated from experimental calibration data. The uncertainty estimates facilitate a formal hypothesis test of the 
significance of bidirectionality detected in both multi-piece and single-piece balances. 
In Section II we describe how Eq. (1) can be extended to account for bidirectionality without the added 
complexity of absolute value terms, by introducing a categorical variable into the analysis. The formula for a 
bidirectionality metric based on this categorical variable is also derived in Section II. Section III extends the formula 
for bidirectionality by introducing a useful normalization procedure. Uncertainty in the empirical estimation of 
bidirectionality is treated in Section IV. 
Inference error probability and hypothesis testing is introduced in Section V and its relationship to uncertainty 
analysis is described. Section VI provides a detailed computational example using data from an existing calibration. 
Section VII presents results of applying the theory to four representative balances characterized by a range of 
bidirectionality conditions. Section VIII is a discussion of some of the details of the bidirectionality theory, and the 
paper ends with a summary and concluding remarks in Section IX. 
II. Categorical Regression Variables and a Metric for Bidirectionality 
In this section we will augment Eq. (1) by introducing a new variable, z, into the calibration equation. The new 
variable permits bidirectionality to be assessed without the additional complexity of absolute-value terms. It also 
facilitates the derivation of an explicit formula for bidirectionality that is easy to interpret and easy to implement. 
The formula is cast in terms of ordinary regression coefficients that fall out of the standard analysis of a calibration 
experiment; no additional measurements or analysis is required. Introducing this new variable also facilitates an 
assessment of the uncertainty in empirical estimates of bidirectionality. This, in turn, enables an objective test of the 
significance of any estimate of bidirectionality, which gives rise to a more reliable inference than simply comparing 
a bidirectionality estimate to some acceptability criterion without accounting for the uncertainty in that estimate. We 
expand on each of these points below. 
The new variable that we will add to Eq. (1) is a categorical variable, z. Categorical variables differ from 
common numerical variables in one important respect. While numerical variables are generally free to assume any 
value from a continuum of possible values between specified limits, categorical variables are constrained to take on 
only certain discrete values.  In a balance calibration experiment, the applied loads are numerical variables that can 
assume any value within the load range. The new categorical variable, z, is called the “load polarity”, and has two 
discrete values. It assumes a value of “-1” for negative primary gage loads and “+1” for non-negative primary gage 
loads (including zero). 
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We augment Eq. (1) to include z and the interactions between z and the first- and second-order primary load 
terms. This leads to the following response model: 
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 (3) 
where b0 is the intercept, the other bi are regression coefficients for first-order and quadratic load terms as well as 
two-way load interactions, c0 is the load polarity coefficient, and the other c’s are regression coefficients for various 
interactions between the polarity and load factors, as indicated. Here, y represents a particular primary gage output 
as before. 
Since there is a unique load polarity variable for each primary gage load, to be rigorously correct we should 
index the z variable, and include all six such variables in the response model just as we included all six load 
variables. To do so, however, would introduce considerable complexity, accounting not only for bidirectionality in 
the primary gage output, but in how bidirectionality in secondary loads would impact the bidirectionality in primary 
loads, etc. Following Ulbrich10, these “second order effects of second-order effects” are ignored for purposes of 
quantifying bidirectionality in the primary gage output. This simplification is reflected in Eq. (3). 
It is convenient to rewrite Eq. (3) by gathering terms, as follows: 
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Again following Ulbrich10, we ignore the role of secondary loads on estimates of bidirectionality. That is, while 
theoretically there could be an infinite number of bidirectionality levels corresponding to an infinite number of 
secondary loading combinations, we define bidirectionality in a specific primary gage output only for the 
corresponding primary gage load, and then only for the case in which all secondary loads are zero. We apply these 
constraints to Eq. (4) for the case in which x is the primary gage load and y is the corresponding primary gage output 
for some specified gage for which bidirectionality is to be evaluated: 
       20 0 1 1 2 2y b c z b c z x b c z x       (5) 
Here, we have dropped the “i” index from “xi” because we are now dealing with a single specified primary gage 
load. We have also replaced the bi, ci, bii, and cii notation of Eq. (4) with b1, c1, b2, and c2, respectively. With the 
original notation, bi and bii indicated first- and second-order coefficients for the i
th general gage load. Since we have 
dropped the general “i” subscript to simplify the notation, we now use “b1” and “b2”, respectively, for these 
coefficients, and we adopt analogous notational changes for the c-coefficients. 
A clear physical interpretation of the c-coefficients follows when we note explicitly that in Eq. (5) the 
categorical variable, z, can only take on values of ±1: 
       20 0 1 1 2 2y b c b c x b c x       (6) 
If there were no bidirectionality, all c-coefficients in Eq. (6) would be zero and the primary gage response model 
when there are no secondary loads would be: 
 
2
0 1 2y b b x b x    (7) 
but if bidirectionality is present, c0, c1, and c2 in Eq. (6) represent changes in the intercept, slope, and curvature that 
are induced by the bidirectionality. The “plus” signs are retained in Eq. (6) for positive primary gage loading 
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(z = +1) and the “minus” signs are retained when the loading is negative (z = -1), although the c-coefficients 
themselves can be either positive or negative (or zero) in either case. 
We seek a metric for bidirectionality that is in some sense a measure of how the output of a balance changes 
when bidirectionality is introduced. We want this metric to be zero when there is no bidirectionality and non-zero 
otherwise, with a magnitude that depends on the degree of bidirectionality. Again following Ulbrich10, we compute 
such a metric by first generating separate response models for the gage outputs under positive and negative loads. 
We then develop a model based on calibration loads that span the full negative/positive load range. 
We use these models to estimate the primary gage output at full positive balance capacity and at full negative 
balance capacity. Ideally, the balance would be calibrated over its full loading range, but if the actual calibration 
range is less than the full load range, Ulbrich10 recommends extrapolating the response model to full load to 
facilitate comparisons of bidirectionality estimates made with calibration data sets that may have spanned different 
load ranges. 
Ulbrich computes the difference between the primary gage output predicted by the model based on positive loads 
and the primary gage output predicted by the model based on all loads. He likewise computes the difference between 
the output of the negative-load model and the full-load model. The bidirectionality metric he recommends is the 
larger of the absolute values of these two differences. He proposes that the balance be declared bidirectional if this 
metric exceeds 0.5% of the balance output at full load capacity. 
We follow an analogous development using the categorical variable response model introduced above. We fit a 
polynomial response model in six numerical load factors and six categorical load polarity factors, which reduces to 
Eq. (5) for the special case in which there are no secondary loads. No consider Eq. (5) for the special case of positive 
loading only, so z = 1. Call the resulting output prediction y+. Then 
    2 20 1 2 0 1 2y b b x b x c c x c x        (8) 
The quantity y+ represents the primary gage output of a bidirectional balance under positive load, x. If we 
subtract Eq. (7) from Eq. (8), we get the change in output attributable to bidirectionality when there is a positive 
load, x. We use the symbol, , to represent this difference: 
    2 2 20 1 2 0 1 2 0 1 2b b x b x c c x c x b b x b x           (9) 
or 
 
2
0 1 2c c x c x     (10) 
By an analogous development we have for negative loading and therefore z = -1: 
    2 2 20 1 2 0 1 2 0 1 2b b x b x c c x c x b b x b x           (11) 
or 
 
2
0 1 2c c x c x      (12) 
This is the change in output attributable to bidirectionality when there is a negative load of magnitude x. 
Following Ulbrich10, we would evaluate  and  for x corresponding to the maximum positive and negative 
load capacities, respectively, and then select as the bidirectionality metric whichever one had the largest absolute 
value. 
A. Coded Variables 
One must use a particular primary gage load, x, to compute numerical values for the bidirectionality metrics of 
Eqs. (10) and (12). This computation can be simplified by specifying that the regression models be represented in 
terms of coded variables. 
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Variables are coded by means of a linear transformation performed prior to the regression analysis, in which the 
physical calibration load range is mapped linearly into a range that might span [-1, +1] in coded units, for example. 
Eq. (13) shows such a transformation. 
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 (13) 
If  represents some primary gage load variable in a strain-gage balance calibration experiment expressed in 
physical units such as pounds or inch-pounds, and if H and L represents the upper and lower limits of the calibration 
load range—say, +2500 pounds and -2500 pounds for example—then x would be the load variable in coded units. 
Note that for  = H, x = +1, and for  = L, x = -1, so the coded variable does span [-1, +1] in Eq. (13). If  is in the 
middle of the range; that is, if  = L + ½ (H – L), then x = 0. The coding transformation of Eq. (13) thus centers the 
variable as well as scaling it. The coded variable assumes a value of zero in the center of the range, which may 
coincidentally correspond to a value of zero in physical units for a load range that is symmetrical about zero. For 
load ranges that are not symmetrical about zero, the coding transformation still centers the variable at the mid-range 
value, even if it is not zero in physical units. 
Scaling and centering variables prior to a regression analysis achieve a number of benefits in the regression 
itself, quite apart from considerations of bidirectionality. A detailed treatment of these benefits is beyond the scope 
of this paper, but two are mentioned here for illustration. First, the regression coefficients become independent of 
the units in which physical variables are expressed. This simplifies comparisons of the relative contribution of linear 
effects, quadratic effects, and interactions. Secondly, the intercept is decoupled from the remaining regressor terms 
in the response model. That is, errors in estimating the other regressor terms in the model are not strongly influenced 
by errors in estimating the intercept. This decoupling leads to what Marquardt and Snee11 describe as a reduction in 
“nonessential ill-conditioning” that is manifested in a reduction in the inflation of variance in individual regression 
coefficients than could otherwise be induced if there is correlation between the intercept and other model regressors. 
Model prediction is therefore improved by coding the variables, especially at off-design points within the design 
space. Montgomery, Peck, and Vining12 show how this decoupling simplifies calculations of the confidence interval 
associated with model predictions. Further details about the advantages of coding in general regression analysis can 
be found elsewhere13 but in this paper we highlight a simplification in the bidirectionality metric that ensues if the 
regression model is based on coded variables rather than variables in physical units. Note that any regression model 
cast originally in coded units can always be recast in physical units at the end of the analysis by simply invoking this 
inverse of the transformation of Eq. (13): 
    12 1 1H x L x        (14) 
The resulting response model in physical units will display the same functional dependence as the model in 
coded variables displayed if the model is hierarchical; that is, if all sub-elements of each term in the model are also 
represented in the model (For example, a model featuring an AB2 term is hierarchical if it also has a first-order “A” 
term, a quadratic “B2” term, and a first-order “B” term). A detailed discussion of hierarchy is beyond the scope of 
this paper, but it is not uncommon for response modeling software to impose it as an option7 or as a strongly 
recommended default14. Valid transitions between coded and physical units are therefore practical even for fairly 
complex models. References 15 and 16 provide further information on hierarchy. 
B. Bidirectionality Metric Using Coded Variables 
When the bidirectionality metrics in Eqs. (10) and (12) are expressed in terms of regression coefficients for a 
coded-variable model, it is necessary to express the primary gage load, x, as a coded variable also. Quantifying 
bidirectionality at the maximum calibration load generates a more accurate indicator variable than using some 
intermediate load. This also results in a substantial simplification of the bidirectionality metric if the coding 
variables are scaled to the full calibration range of the balance data sample (which is not necessarily the full load 
range of the balance). This is because in that case, x = 1 in Eqs. (10) and (12) and explicit references to the load for 
which bidirectionality is estimated can be dropped. The load is implicitly incorporated into the metric by virtue of 
the load coding and the convention that bidirectionality is evaluated at the highest positive and negative calibration 
loads of the primary strain gage. 
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Equation (10) represents bidirectionality when the balance is under a positive load, in which case x = +1. 
Likewise, Eq. (12) represents bidirectionality when the balance is under a negative load. In coded units, x = -1 in 
that case. The two bidirectionality metrics can then be expressed as follows: 
 
 
 
1 0 2
1 0 2
c c c
c c c


   
   
 (15) 
or 
  1 0 2c c c     (16) 
Following Ulbrich10, we will characterize bidirectionality by the one with the largest absolute value: 
    ,MAX ABS ABS        (17) 
Equation (16) makes it is clear that the bidirectionality indicator variable reduces to the algebraic sum of three 
regression coefficients. These coefficients, by Eq. (3), correspond to the categorical variable, z, introduced to 
characterize bidirectionality, and the interaction of that categorical variable with the mean gage load slope and 
curvature terms. These coefficients directly quantify changes in intercept, slope, and curvature that are attributable 
to bidirectionality. It is therefore not surprising that the bidirectionality matrix is a simple linear combination of 
them. 
Note also that insofar as the regression coefficients depend on the dynamic range of the calibration loads, the 
bidirectionality metric may also be load-dependent. That is, to such an extent that the calibration equation might be 
load-dependent so that the calibration over a restricted load range differs from the calibration over the full load 
range of the balance, say, the bidirectionality metric may also be load-dependent. It is recommended that the 
calibration load range be specified whenever a value is reported for the bidirectionality metric, . 
III. Normalizing the Bidirectionality Indicator Variable 
The first step in assessing bidirectionality is to quantify it, but it is not sufficient to simply discover that the 
bidirectionality of a balance is non-zero; it must also exceed some consensus threshold to be regarded as great 
enough to be of concern. As of this writing there is no industry-wide consensus as to what such a threshold should 
be, but Ulbrich’s original proposal for a threshold of 0.5% of the primary gage output at full load will be used in the 
numerical examples that follow. 
To determine whether the bidirectionality computed by Eqs. (16) and (17) exceeds the acceptable limit, one must 
first compute that limit by using the response model to estimate the primary gage output at either the maximum 
positive primary gage load or the maximum negative primary gage (depending on which version of  in Eq. (16) is 
used, based on Eq. (17). The absolute value of this quantity is then multiplied by 0.005 and compared with the value 
of  computed by Eq. (17). Whether or not the balance is subject to being declared “bidirectional” will depend on 
the relative magnitude of  and the computed 0.5% of output at peak load. 
This procedure has some minor drawbacks that can be easily eliminated. First, a separate bidirectionality 
threshold must be calculated for every combination of primary gage and maximum calibration load for that gage. 
This entails some additional calculation that is not actually needed, as we will soon show. Secondly, the approach as 
outlined thus far casts bidirectionality in absolute physical units, which complicates direct comparisons among 
different balances. For example, if for one balance,  = 5 millivolts/volt, and for another,  = 10 millivolts/volt, 
which displays the greater multicollinearity? It is not possible to say without additional information about the 
maximum calibration load and the corresponding balance output. Only if both balances have the same output 
sensitivity and are each calibrated over the same load range can a direct comparison be made of bidirectionality 
metrics computed in this way. Even then, one would need to know the actual outputs at maximum calibration load to 
say if either level of bidirectionality is of concern. 
If one balance is calibrated over different load ranges at different times, comparisons of absolute bidirectionality 
measures would require some normalization of calibration loads. As a practical matter, this would entail 
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extrapolating to a convenient comparison point, such as the physical load capacity of the balance. However, the 
comparison of extrapolated non-linear results is always problematical. 
Comparisons of bidirectionality metrics computed for the same balance using data sets that span different load 
ranges, and comparisons among balances of different output sensitivity, can be more readily made if the 
bidirectionality metric is normalized by the primary gage output at maximum calibration load. Since this load never 
exceeds the calibration load range, difficulties associated with extrapolation are avoided. Such normalization also 
permits an immediate assessment as to whether the level of bidirectionality is great enough to be of concern. 
Equation (5) permits us to normalize by an estimate of the primary gage output at maximum calibration load, 
xmax, when there is no bidirectionality, by setting the three c-coefficients in Eq. (5) to zero. We will call this output 
Y. This results in the following: 
 
2
0 0 1 max 2 maxY b b x b x     (18) 
The load in Eq. (18), xmax, is expressed as a coded variable. By the convention proposed earlier, bidirectionality 
will be evaluated at maximum calibration load, which in coded units is either at xmax =  -1 or at xmax = +1. We will 
normalize the - of Eq. (15) by the Y of Eq. (18) evaluated at xmax = -1, and we will normalize the + of Eq. (15) 
by Y of Eq. (18) evaluated at xmax = +1. We will use - and +, respectively, to designate these normalized 
bidirectionality metrics. 
Note that the coded numerical variable representing maximum calibration load, x, and the categorical load 
variable, z, are correlated in Eq. (5). Each of these two variables can assume one of the two values, -1 or +1, but the 
primary gage load, x, is only at xmax = +1 when the gage loading is positive (z = +1). Likewise, x is only at xmax = -1 
for negative primary gage loading, for which z is also at -1. So - is only defined for x and z both at -1 and + is only 
defined for x and z both at +1. Thus we have: 
 
 
 
 
 
1 0 2
0 2 1
1 0 2
0 2 1
c c c
b b b
c c c
b b b




 

 
 

 
 (19) 
or 
 
 
 
1 0 2
0 2 1
c c c
b b b
 
 

 
 (20) 
Eq. (20) is the normalized analogy of Eq. (16). As in the case of the non-normalized bidirectionality metric, we 
follow Ulbrich10 and select that variation of the metric with the largest absolute value: 
    ,MAX ABS ABS        (21) 
It will be convenient later to let y+ and y- represent the primary gage output evaluated at x = -1 and x = +1, 
respectively, with z = 0, as estimated by Eq. (5): 
 
 
 
0 2 1
0 2 1
y b b b
y b b b


  
  
 (22) 
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or 
  0 2 1y b b b     (23) 
That is, y+ and y- in Eqs. (22) and (23) represent the primary gage outputs at the positive and negative extremes 
of the primary gage calibration load range (not necessarily the load capacity of the balance) that would be estimated 
from a fit to the full calibration data set (positive and negative loads) without regard to bidirectionality. 
Figure 1 illustrates this normalization graphically. The tangent of the angle  in this figure is /Y=0, which 
represents the normalized bidirectionality metric. That is, tan() = /Y = . Note that this angle will display a 
mild dependence on the maximum calibration load, because and Y are both non-linear functions of x. However, 
because the nonlinearities are relatively small, the normalized bidirectionality metric should be fairly stable over 
practical ranges of maximum calibration load. 
 
 
As in the case of the non-normalized bidirectionality metric of Eq. (16), the bidirectionality metric will be load-
dependent if the regression coefficients depend on the dynamic range of the calibration loads. That is, if the 
calibration over a restricted load range differs from the calibration over the full load range of the balance, say, the 
bidirectionality metric may also be load-dependent. It is recommended that the calibration load range be specified 
whenever a value is reported for the normalized bidirectionality metric, , just as was recommended above for the 
non-normalized bidirectionality metric. 
IV. Uncertainty in the Bidirectionality Indicator Variable 
The normalized and non-normalized bidirectionality metrics are both computed using regression coefficients that 
are estimated from imperfect experimental data. These experimental errors in the balance calibration data translate 
into uncertainty in the bidirectionality estimates. Therefore, we cannot simply compare an estimate of 
bidirectionality to some fixed criterion such as 0.5% of primary gage output at maximum calibration load, and infer 
with complete confidence that the balance is or is not bidirectional. It will depend on how much uncertainty there is 
in the bidirectionality estimate. If experimental uncertainty caused an underestimation of bidirectionality, one might 
fail to detect a truly bidirectional balance. Likewise, experimental error could cause a balance with negligible 
bidirectionality to be improperly characterized as bidirectional. 
Extreme bidirectionality is easy to detect, so this case is not very interesting from a balance characterization 
perspective. Levels of bidirectionality large enough to be troubling but too small to be obvious are more interesting, 
because the more subtle the bidirectionality, the easier it is to make an inference error. The probability of making an 
improper inference in these more challenging cases depends on how much uncertainty there is in estimating 
bidirectionality. We will therefore consider that uncertainty in some detail here. 
A. Uncertainty in the Non-Normalized Bidirectionality Indicator Variable 
Consider the two Eqs. (16), which represent interim non-normalized bidirectionality metrics for positive and 
negative loads. (Recall that the final metric is the one of these with the largest absolute value). Each is a function of 
three regression coefficients, c0, c1, and c2. There is some variance associated with the estimate of each of the three 
coefficients, due to experimental error in the data used to compute them. This variance can be estimated from the 
regression covariance matrix. 
 
Figure 1. Bidirectionality is normalized by dividing it by the principal gage output at 
full calibration load. Slope of angle is normalized metric. 
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We can propagate these regression coefficient variances into an estimate of the variance in the bidirectionality 
metric by exploiting a well-known general error propagation formula. For the special case of a function of three 
variables, y = f(x1, x2, x3) with all xi independent of each other (with uncorrelated errors), the following relationship 
exists between the variance in y and the variances in the xi: 
 
1 2 3
22 2
2 2 2 2
1 2 3
y x x x
y y y
x x x
   
      
       
       
 (24) 
We note in passing that straight-forward variations of this formula will accommodate more than three 
independent variables, or fewer than three. We will use this formula for the case of two independent variables later. 
Let y = , and let x1 = ±c0, x2 = c1, and x3 = ±c2. Then by applying Eq. (24) to Eqs. (16): 
  
1 2
2
2 2 2 2 2 21 for [1..3]
oc c c
i
y
i
x
     
   
 
        
 
 (25) 
Therefore, 
 
0 1 2
2 2 2
c c c        (26) 
Eq. (26) provides a useful geometrical interpretation of the standard error in , the non-normalized 
bidirectionality metric. It is simply the diagonal of a three-dimensional rectangle with sides of length c0, c1, and 
c2. That is, it is a vector with the standard errors of the three regression coefficients as components that determine 
its overall magnitude. As with the bidirectionality metric itself, since the calibration regression coefficients may be 
load dependent, so may the standard error in estimating bidirectionality, Eq. (26). 
B. Uncertainty in the Normalized Bidirectionality Indicator Variable 
The normalized bidirectionality metric of Eq. (20) is somewhat more complicated than the non-normalized 
metric of Eq. (16) in that it is a function of six regression coefficients rather than three. There is uncertainty in each 
of the six coefficients, which must be propagated into an uncertainty estimate for the normalized bidirectionality 
indicator variable. 
Extending Eq. (24) to a function of six variables, the general uncertainty propagation formula for ± = f(c0, c1, c2, 
b0, b1, b2) becomes: 
 
0 1 2 0 1 2
2 22 2 2 2
2 2 2 2 2 2 2
0 1 2 0 1 2
c c c b b b
c c c b b b

     
      

     
               
               
               
 (27) 
The variance for each of the regression coefficients is available from the covariance matrix, as before. The 
partial derivatives for ± are computed from Eq. (20): 
 
 
 
 
2
2
0 2 1
2
2
1 0 2
2
0 2 1
1
             0..2
       0..2
i
i
i
c b b b
c c c
i
b b b b




 
  
      
     
   
        
 (28) 
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Inserting Eqs. (28) into Eq. (27) and rearranging terms: 
 
       
 
0 1 2 0 1 2
2 22 2 2 2 2 2
0 2 1 1 0 22
4
0 2 1
c c c b b bb b b c c c
b b b

     


              

   
 (29) 
Equation (29), the equation for the variance in ±, can be simplified by recognizing that it contains as one of its 
elements the variance in the non-normalized bidirectionality metric, , first encountered above in Eq. (25) and 
repeated here for convenience: 
 1 2
2 2 2 2
oc c c
        (25) 
Equation (29) also contains the equation for the non-normalized bidirectionality metric itself, first introduced in 
Eq. (16) and reproduced here for convenience: 
 
 1 0 2c c c     (16) 
Eq. (23), reproduced here for convenience, is also embedded in Eq. (29). 
  0 2 1y b b b     (23) 
Finally, applying the general variance propagation formula of Eq. (24) to Eq. (23), we obtain this result: 
 
1 2
2 2 2 2 2
oy b b b y
    

     (30) 
where for clarity, we have dropped the “±” subscript from y, since the signed terms on the right of Eq. (30) are all 
positive whether y = y+ or y = y–. 
Inserting Eqs. (23), (25), (16), and (30) into Eq. (29): 
 
2 2 2 2
2
4
yy
y

 


  

 
  (31) 
Eq. (31) is thus the variance of the normalized bidirectionality metric. Note also, by inserting Eqs. (16) and (23) 
into Eq. (20) we get the following intuitively clear formula for the normalized bidirectionality indicator variable 
under positive or negative load: 
 
y
 


  (32) 
We could have arrived at Eq. (31) by simply applying the general variance propagation formula to Eq. (32). That 
is, we could have begun with Eq. (32) as a rational definition of normalized bidirectionality, and derived the same 
result as the more rigorous development produced, so it is possible to arrive at Eq. (31) by two different routes. 
Note in Eq. (31) that the non-normalized indicator variables for positive and negative load, + and -, are not 
necessarily equal, nor are the primary gage outputs at positive and negative load, y+ and y-. The variance in these two 
quantities is the same, however, for positive and negative load, so there is no polarity subscript for the variance of 
either variable. The physical interpretation of this result is that the uncertainty with which we can estimate the 
primary gage output at maximum calibration load, and the uncertainty with which we can estimate the non-
normalized bidirectionality metric, are independent of load polarity. The uncertainty in estimating the normalized 
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bidirectionality metric does depend on polarity, however, because it is a function of the primary gage output at 
maximum calibration load, which can be different for positive and negative loads. The Appendix demonstrates that 
while the uncertainty in empirical estimates of the normalized bidirectionality metric is different for positive and 
negative loading, for symmetrical load schedules the difference is typically too small to have any practical 
significance. That is, for all practical purposes the precision with which normalized bidirectionality can be 
quantified is virtually independent of load polarity, as it was for the case of the non-normalized metric derived 
above. 
V. Inference Error Probability and Hypothesis Testing 
The only reason we quantify the bidirectionality of a balance is to determine if it is significantly bidirectional. If 
the bidirectionality is not zero, we still say the balance is not significantly bidirectional if it is below some threshold 
deemed to be worrisome. Only if we can say with some prescribed minimum level of confidence that the 
bidirectionality exceeds such a threshold are we entitled to declare the balance bidirectional. 
Unfortunately, because of experimental uncertainty there is always some possibility of error in any assessment of 
bidirectionality. There are four possible outcomes of any such assessment. The balance may actually display 
significant bidirectionality (enough to be of concern) or it may not, but in either case we must infer whether the 
balance is significantly bidirectional or not. If the balance is bidirectional and we infer that it is, or if the balance is 
not bidirectional and we infer that it is not, the inference will have been valid. However, if the balance is not 
bidirectional and because of experimental error we infer that it is, or if the balance is bidirectional and experimental 
error leads us to infer that it is not, we will have made an inference error. We can compute the probability of making 
either of these two types of error as part of a thorough bidirectionality assessment. However, it is more common to 
compute the minimum level of empirically estimated bidirectionality beyond which it is “unlikely” (probability 
below some specified threshold) that the bidirectionality truly is zero, given the amount of experimental error in the 
data. 
Let us assume that we have used Eqs. (20) and (29) to compute the normalized bidirectionality metric, , and its 
variance. We appeal to the Central Limit Theorem in order to claim that the error distribution for  is Gaussian, with 
a mean of zero and a variance that can be computed by Eq. (29). For the sake of illustration, let us say that Eq. (29) 
has been used to estimate a variance of 1E-06. The standard error (“one sigma”) is the square root of this, 0.001 or 
0.1%. If the error distribution can indeed be assumed to be Gaussian, then neglecting bias errors in the data we 
would say with 95% confidence that the true normalized bidirectionality metric lies roughly within ±0.2% 
(±2 sigma) of our computed estimate. 
 
 
We establish a null hypothesis, H0, that the true normalized bidirectionality metric is 0%. Figure 2 is a normal 
probability density function for the case in which H0 is true. Its mean is 0% and its standard deviation is 0.1%. The 
PDF in Fig. 2 is a reference distribution, which describes the likelihood of observing a given value of  when the 
 
Figure 2. H0 Reference Distribution for Normalized Bidirectionality, Mean = 0.0%, Standard 
Error = 0.1%. 
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null hypothesis is in fact true (that is, when  is actually 0%). Experimental error ensures that any given empirical 
estimate of  is likely to be non-zero even if H0 is true, but smaller departures from zero are more likely than larger 
ones in that case, and an empirical estimate of  is more likely to lie near the mean of the reference distribution than 
far from it. 
The dashed line in Fig. 2 is at 0.2%, or two standard deviations away from zero. The actual value of  can be 
either positive or negative but by convention we represent the bidirectionality metric as an absolute value term per 
Eqs. (17) and (21). If it lies to the right of the dashed line, we are entitled to reject the null hypothesis and to claim 
that there is no more than a 5% probability of an inference error. That is, we are entitled to claim that there is at least 
a 95% probability that even given the limitations on precision induced by experimental error; bidirectionality has 
been detected in this case. If  is to the left of the dashed line in Fig. 2, we cannot reject the null hypothesis with less 
than a 5% probability of an inference error; therefore we cannot conclude with 95% confidence that the balance is 
bidirectional. 
If, as in this example, we establish 95% as the minimum level of confidence with which we are willing to make 
an inference; that is to say, if we are unwilling to accept more than a 5% probability of an inference error, then we 
must report any estimate of bidirectionality within ±0.2% as indistinguishable from zero. In that case we cannot 
claim that the bidirectionality actually is zero. We claim only that given the quality of the data from which we are 
making an inference, we are unable to say with the requisite level of confidence whether the bidirectionality is non-
zero or not. With this precision it would be meaningless to report a level of bidirectionality of 0.15%, say, claiming 
that the balance is indeed bidirectional, but only to a relatively small degree. We cannot resolve any difference 
between 0.15% and zero in this example, and so we should simply report “no detectable bidirectionality. 
The reference distribution in Fig. 2 is associated with a null hypothesis, but there is also a reference distribution 
that is associated with the alternative to this null hypothesis. In this case, the alternative hypothesis is that 
bidirectionality has been detected at a sufficient level to be of concern. 
 
 
We must also decide whether or not to reject the alternative to the null hypothesis. Again, we use a reference 
distribution for this purpose. The null hypothesis was that there is no significant bidirectionality and its alternative is 
that there is in fact significant bidirectionality. Figure 3 is the reference distribution for the alternative hypothesis, 
where for this example we are using “0.5%” as the tolerance level for bidirectionality. We assert that bidirectionality 
of 0.5% or greater is unacceptable. 
The dashed line in Fig. 3 is a criterion that we use in this example to accept or reject the alternative hypothesis. 
Any value of  computed by Eq. (21) that lies to the left of this dashed line is sufficiently small to reject the 
alternative hypothesis with an inference error probability no greater than the area under the reference distribution to 
the left of the dashed line. The alternative hypothesis is always single-sided and the dashed line in this example is 
three standard deviations to the left of the mean. Therefore the probability of erroneously rejecting the alternative 
 
Figure 3. HA Reference Distribution for Normalized Bidirectionality, Mean = 0.5%, Standard 
Error = 0.1%. 
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hypothesis by declaring a truly bidirectional balance to be free of significant bidirectionality is no greater than 
0.0014 in this case if we require that  be less than 0.2% as a condition for rejecting the alternative hypothesis. 
Figures 2 and 3 are combined in Fig. 4. We compute  using Eq. (21). If it is less than the criterion marked with 
the dashed line, 0.2%; that is, if it is more likely to have been drawn from the distribution on the left represented in 
green than the red one on the right, we reject the alternative hypothesis and declare the balance free of significant 
bidirectionality. If  ≥ 0.2% and so more likely to have been drawn from the red distribution on the right than the 
green one on the left, we reject the null hypothesis and declare that the balance is bidirectional to a sufficient degree 
that we are unable to declare it free of significant bidirectionality. 
The bidirectionality criterion level of 0.2% was selected so that the area under the H0 reference distribution to the 
right of this, and the area under the HA reference distribution to the left of this, were low enough to satisfy our 
inference error risk requirements. In this example, we are willing to accept a probability of no greater than 0.05 (one 
chance in 20) of erroneously rejecting the null hypothesis by declaring that a non-bidirectional balance is in fact 
bidirectional, and we are willing to accept a probability of no greater than 0.0014 (one chance in 714) of erroneously 
rejecting the alternative hypothesis by declaring that a bidirectional balance is not in fact bidirectional. 
 
 
In this example we required greater inference error insurance against erroneously rejecting the alternative 
hypothesis than erroneously rejecting the null hypothesis because the consequences of committing this error are 
more severe than erroneously rejecting the null hypothesis. If we erroneously reject the null hypothesis, the result is 
that we prescribe more care than is necessary in analyzing the balance, because we claim it is bidirectional when it is 
not. This is not a desirable outcome, but it would be much worse to declare a significantly bidirectional balance to 
be free of bidirectionality. In that case, we could fail to account for the bidirectionality of the balance and produce 
an erroneous calibration. 
The example cited in this section was artificial, and intended simply to illustrate the process of making an 
inference about bidirectionality under uncertainty. In the next section, we show how this process is applied to actual 
balance calibration data. 
VI. Assessing Bidirectionality in a Force Balance:  
An Example Using Existing Calibration Data 
This paper proposes that the bidirectionality of a force balance can be assessed through a series of steps that will 
be illustrated in this section, using existing data from a multi-piece Task balance that we have designated as 
“balance1.” The steps are grouped into four phases. The first phase consists of specifying tolerance levels that will 
determine when we are prepared to claim that a balance is bidirectional. The second phase consists of specifying an 
initial balance calibration response model. Starting with that model we perform a standard term-reduction regression 
analysis8 on a set of calibration data, eliminating terms from the model with regression coefficients that are too small 
 
Figure 4. H0 and HA Reference Distributions for Normalized Bidirectionality, Means = 0.0% and 
0.5%, Standard Error = 0.1%. 
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to resolve with a specified level of confidence given the unexplained variance (experimental error) of the data. The 
third phase is to use the regression coefficients quantified in Phase Two to compute a bidirectionality metric and its 
variance, and the fourth phase is to make some inference about the bidirectionality of the balance based on the 
bidirectionality metric estimated in Phase Three (plus its variance) and the tolerance levels established in Phase One. 
A. Phase One 
The bidirectionality assessment will turn on three tolerance levels that are established before any calibration data 
are analyzed. The first is a tolerance level for bidirectionality; the greatest degree of bidirectionality we are willing 
to accept without taking it into account through a more complex calibration model, for example. The remaining two 
tolerances are in the form of inference error probabilities. One of these probabilities represents the greatest 
acceptable risk of a false alarm (claiming a balance is significantly bidirectional when it is not), and the other 
represents the greatest acceptable risk of failing to detect that a balance is significantly bidirectional when in fact it 
is. 
It is important to quantify inference error risk tolerance because experimental error ensures that we can never be 
absolutely certain that our estimate of bidirectionality exceeds our tolerance for it. There will always be some non-
zero probability that we get this wrong by either validating a balance that actually is bidirectional, or by falsely 
indicting a balance that in truth does not exceed our tolerance for bidirectionality.  So it is not sufficient to simply 
declare the balance to be “bidirectional” or “not bidirectional.” For either case we need to be able to say how 
confident we are in our conclusion. 
No matter the inference, if our confidence level does not exceed some prescribed minimum, we are not justified 
in making it. For example, if we can say with 80% confidence that a balance displays bidirectionality that exceeds 
our tolerance for it, but our standards demand 95% confidence, then all we can say is that we are unable to 
determine with sufficient confidence that the balance is bidirectional. Note that this is not the same thing as 
declaring that the balance is NOT bidirectional; it simply acknowledges limits on the quality and/or volume of 
calibration data that preclude making an acceptable inference. 
We begin in this example by arbitrarily specifying 0.5% as our tolerance for normalized bidirectionality. If the 
principal gage output based on a calibration that accounts for bidirectionality differs from the principal gage output 
based on a calibration that does not, that difference is considered unacceptable if it exceeds a half percent of the 
principal gage output when bidirectionality is not considered. This is consistent with the tolerance level initially 
proposed by Ulbrich10. We will also specify in this example probabilities of 0.05 and 0.01 as, respectively, the 
maximum acceptable risk of a false alarm (erroneously rejecting the null hypothesis) and the maximum acceptable 
risk of a missed detection of significant bidirectionality (erroneously rejecting the alternative hypothesis). These 
specific inference error probabilities are arbitrary and can be individually specified to fit the analyst’s tolerance for 
inference error risk, reflecting the fact that the consequences of each of the two inference errors might be different. 
In this example, the different inference error risk tolerance specifications reflect a sense that failing to detect 
significantly bidirectionality would have greater consequences than erroneously inferring that a balance is 
bidirectional. The former error could result in an invalid calibration, while the latter is only likely to result in a more 
elaborate calibration than is necessary—one possibly featuring a number of unnecessary absolute-value terms, for 
example. The inference error risk tolerances specified in this example reflect a willingness to accept one chance in 
20 of a false alarm, but only one chance in 100 of failing to detect a truly bidirectional balance. That is, in this 
illustration we will require 95% confidence in an inference that the balance is bidirectional, but we will require 99% 
confidence to infer that a balance is free of significant bidirectionality. 
B. Phase Two 
We adopt Eq. (3) as the initial calibration response model to use in this phase of the analysis. A commercial 
software package17 was used to determine the statistically significant bi and ci coefficients from this model, applying 
the backward elimination method of term reduction to Eq. (3). 
The reader is referred to standard references for a detailed description of backward elimination, but briefly, we 
exploit the fact that every calibration data set features variance, most of it intentionally induced by applying a 
variety of different calibration loads. We refer to such variance as “explained” (by the response model). Any part of 
the variance that cannot be attributed to known load changes using the calibration response model is “unexplained,” 
and therefore contributes to uncertainty in calibration response predictions. We seek a response model that explains 
as much of the total variance as possible. 
We begin by proposing the full response model of Eq. (3), and as part of the regression analysis we make a 
statistical assessment of how the unexplained variance changes as each term in the model is eliminated, one at a 
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time. Equivalently, we assess how the explained variance changes, since the explained and unexplained variance 
sum to the total variance in the calibration data, which is a constant for a given data set. 
Each term is declared statistically significant and thus retained in the model if rejecting it would increase the 
unexplained variance by an amount that can be detected with a significance of 0.001. In such a case, even given the 
ambiguity induced by ordinary experimental error, we can be at least 99.9% sure that the model coefficient is non-
zero. The analyst can choose other values besides 0.001 for the significance level in backward elimination; larger 
values are less restrictive, while smaller values are more so. It is largely a matter of the analyst’s experience in 
similar applications. 
The effect of this analysis is to eliminate candidate model terms unless we are quite sure that they belong in the 
model, leaving a relatively lean model in which we are confident that “every term counts.” In practice, most of the 
terms eliminated in this process are unambiguously negligible, although there can be “borderline terms” that might 
be either rejected or retained. For these borderline terms, the experience, judgment, and subject matter expertise of 
the analyst all come into play in making the final rejection/retention decision. The backward elimination cycle is 
repeated until no further modifications to the model significantly increase the explained variance (or equivalently, 
decrease the unexplained variance). 
Eq. (3) is a second-order polynomial in k factors. For this analysis, k = 7 since the response of each primary gage 
output is modeled as a function of six loads and one categorical variable. It would have been possible to model each 
response as a function of 12 factors, the six loads plus categorical variables associated with each load, but this could 
have resulted in models for one response featuring categorical variables associated with other responses, or even 
interactions among categorical variables. The first case would imply that the degree of bidirectionality in one 
response is a function of whether there is bidirectionality in another gage. The second would imply that the degree 
of bidirectionality in one response is a function of the degree of bidirectionality in another gage. 
While such second-order effects involving bidirectionality interactions are not inconceivable, they are believed 
to be too small to warrant the substantial additional complexity required to quantify them in a general balance 
calibration response model. We can avoid much of this added complexity by adopting a convention that the 
bidirectionality associated with one primary gage load will be defined only for zero loads on the other gages. It is 
then not necessary to model categorical variables associated with the other gages, or the interactions of those other 
categorical variables with each other or with the load variables. This enormously simplifies the response model. 
There is one other convention adopted in the regression analysis described in this paper: Hierarchy is imposed on 
all response models. A comprehensive description of hierarchy and the role it plays in producing what Kempthorne17 
describes as “well formulated” models is beyond the scope of this paper, but the interested reader can consult the 
literature13, 15, 16 for additional information. The discussion around Eq. (14) provides a brief description. 
The calibration data sample acquired for “balance1” featured six primary gage outputs in microV/V, labeled R1 
through R6. The calibration consisted of 1,751 combinations of six corresponding primary gage loads labeled N1, N2, 
S1, S2, RM, and AF. The RM loads were in inch-pounds and all other loads were in pounds. Table 1 lists the 
calibration data ranges for the six primary gage loads of balance1, and also displays the physical variable ranges into 
which linear transformations mapped the loads into the coded variable range of ±1, using Eq. (13). The constants 
“L” and “H” in Eq. (13) appear in the last two columns of Table 1. 
 
 
Note that for coding the independent variables, the upper and lower range limits were specified as round 
numbers near, but not exactly equal to, the absolute values of the maximum calibration loads. For example, the N1 
Table 1. Load ranges for balance1 calibration data 
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load range of -2073 lbs to +2126 lbs was linearly mapped into a coded variable range for which ±1 in coded 
variables corresponded to ±2100 lbs. This simply means that the loads with the largest absolute value will not 
always be precisely 1.000 in coded units but might be slightly greater or smaller than 1. This has no impact on the 
analysis, although the customary cautions against extensive extrapolation apply. 
Symmetry about zero in the coding range has a further advantage for the bidirectionality analysis performed 
here, in that it ensures that when the independent variable is zero in coded units, it is also zero in physical 
engineering units. This facilitates the simplifications that occur when we adopt the convention of defining primary 
gage bidirectionality only in terms of zero secondary loads. By default, the commercial software package14 used in 
this analysis performs all of its regression analyses in coded units, requiring only that the user specify the coded unit 
ranges listed in Table 1. 
The calibration data set for “balance1” was delivered in the form of an Excel spreadsheet with twelve columns 
and 1,751 rows. The first six columns were the loads described in Table 1, and the next six columns were the 
corresponding gage outputs, in microV/V. The load columns were treated as independent variables in the ensuing 
regression analysis to which one more column was added to represent an associated categorical variable. In the 
spreadsheet, each element of this categorical variable column was set either to -1 or +1, depending on whether the 
primary gage load was negative or greater than or equal to zero. These data were then copied from the spreadsheet 
and pasted into the software. 
The software permits the user to specify a starting response model for the backward elimination regression 
procedure described above. For each gage, the starting model was selected to be a full third-order polynomial in the 
seven independent variables (six numerical load factors plus the categorical polarity designation variable for the 
gage under evaluation). A third-order model was specified simply to accommodate interaction terms involving the 
categorical variable and conventional second-order load interaction terms. Third-order terms involving only 
numerical load variables were rejected from the starting model. This ensured that after backward elimination the 
reduced model would feature the categorical variable designating the sign of the primary gage load for each data 
point, a number of conventional load terms no higher than second-order, and interactions of such load terms with the 
categorical variable. 
The calibration data sample provided for “balance1” was analyzed using the backward elimination term removal 
method described above. We adopt the notional convention of using xi [i = 1..6] to represent the load variables in 
coded units, as in Table 1. With this convention, the reduced model for R1, the output corresponding to the N1 
primary gage load, is as follows for the “balance1” data summarized in Table 1: 
 
     
 
 
1 0 0 1 1 1 2 2 2 3 3 5 5
12 12 1 2 13 1 3 15 1 5 35 3 5
2 2 2 2
11 11 1 22 2 33 3 55 5
    
    
R b c z b c z x b c z x b x b x
b c z x x b x x b x x b x x
b c z x b x b x b x
       
    
    
 (33) 
Here we have reverted to the general subscripted notation used in Eqs. (1) through (4). Numerical values for the 
coefficients, as well as the standard errors in estimating them, were generated by the regression software. 
Figure 5 displays the regression coefficients of Eq. (33) graphically, as multiples of the standard error (“one 
sigma”) in estimating them. The horizontal red line marks the retention/rejection threshold criterion established for 
this study; for a candidate term to be retained in the calibration response model, we require that its coefficient 
exceed the standard error in estimating it by a factor of just over 3, corresponding to a significance of 0.001 or a 
confidence level of 99.9%. Of the 56 terms in Eq. (3), the original starting candidate response model, only 18 
survived the backward elimination process to appear in Eq. (33). 
As Fig. 5 reveals, the magnitudes of most of these coefficients exceed the detection threshold by a comfortable 
margin (note the logarithmic scale). Two exceptions are the intercept (“Int” in Fig. 5), which is just marginally 
below the threshold, and the quadratic N1 load term, which is well below the threshold. We force the intercept to be 
retained regardless of its statistical significance. We retain the quadratic N1 term to maintain hierarchy, as required 
by the statistical significance of the N1×N1×z term representing an interaction between the quadratic N1 term and the 
categorical variable z. (Since N1×N1×z is significant, we must retain all of its components to maintain hierarchy: N1, 
z, N1×z, and N1×N1, regardless of their statistical significance. In this case, each of the components is significant 
except the quadratic N1 term). 
Several interesting observations and related tentative conclusions are available from Fig. 5. Note, for example, 
that the intercept term is marginally insignificant while the coefficient of the categorical variable term, z, is about 10 
standard deviations away from zero and therefore unambiguously significant. This implies that the intercept of a 
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regression model fitting loads that span the full positive and negative range of the calibration data set will be just 
barely indistinguishable from zero at the 0.001 level of significance. However, the fact that the z coefficient is 
significant implies a discontinuity at the intercept when positive and negative loads are fitted separately. This is a 
tell-tale sign of bidirectionality. 
 
 
The first-order N1 term dominates the regression model. At over 2,000 standard deviations away from zero, its 
coefficient is an order of magnitude larger than the coefficient of any other term in the model. This is expected 
because R1 is the primary output corresponding to loadings of the N1 gage, but note that the N1×z term is also 
unambiguously significant, at about 20 standard deviations away from zero. This implies a change in slope when 
response models are fitted to positive and negative load data separately. This change in slope with load polarity is 
another sign of bidirectionality. 
The fact that the coefficient of the quadratic N1 term is so far below the detection threshold in Fig. 5 indicates 
that no curvature would be detected in a fit of data symmetrically spanning the full positive and negative load range. 
However, just as the intercept and slope of R1 as a function of N1 are different for positive and negative loads, so is 
the curvature, or second-order effect. This is clear from the fact that the coefficient of the N1×N1×z term is over 
eight standard deviations away from zero and thus statistically significant. This change in curvature across zero is a 
further indication that the balance is bidirectional. 
Recall that we define bidirectionality for the primary load gage only for the case in which secondary gage loads 
are zero. For the R1 response model in Eq. (33), this implies that x2 = x3 = x4 = x5 = 0 (the x6 or Axial Force term 
was not statistically significant), so that Eq. (33) becomes: 
       21 0 0 1 1 1 11 11 1R b c z b c z x b c z x       (34) 
This is just Eq. (4) for the special case in which all secondary loads are zero and we designate the primary gage 
load as x1. We adopt notational simplifications described after Eq. (4) that are facilitated by the fact that secondary 
loads are all zero so that we no longer need to index the applied loads. We also explicitly display the ±1 values that 
the categorical variable, z, assumes according to whether the primary gage load is positive or negative. Eq. (34) then 
is of the form of Eq.(6), reproduced here for convenience: 
       20 0 1 1 2 2y b c b c x b c x       (6) 
where when y is the primary gage response to a positive primary gage load, x, the ci categorical variable coefficients 
are all preceded with plus signs, and when y is the primary gage response to a negative primary gage load, x, the ci 
 
Figure 5. Significant terms in the R1 response model for “balance1,” multiples of standard error 
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categorical variable coefficients are all preceded with minus signs. As before, b0, b1, and b2 are simplified notation 
for the regression coefficients of the intercept, first- and second-order x coefficients, and c0, c1, and c2 are regression 
coefficients for the categorical variable, z, and its interactions with the first- and second-order x terms in the 
calibration response model, respectively. 
The coefficients b0, b1, b2, c0, c1, and c2 in Eq. (6) comprise what we refer to as the “Cardinal Six” coefficients 
for assessing bidirectionality. The numerical values for these coefficients and their standard errors (“one sigma”) are 
displayed in Table 2. Note that these coefficients correspond to a response model for which the independent 
variables are expressed in coded variables, not in physical units such as pounds and inch-pounds. See Section II. 
 
 
With the construction of Table 2, we have completed the first two of four proposed phases in formally evaluating 
the bidirectionality of a force balance. We will now illustrate the third phase of bidirectionality assessment. 
C. Phase Three 
The third of four proposed phases in assessing the bidirectionality of a force balance is to use the regression 
coefficients quantified in Phase Two to compute bidirectionality metrics and their variances. We will insert 
numerical values for these coefficients from Table 2 into Eqs. (16), (20), (26), and (29) to quantify normalized and 
non-normalized bidirectionality metrics and the uncertainty in estimating them. 
We begin with the formula for the non-normalized bidirectionality metric derived in Eq. (16). For the R1 
response of balance1 we have: 
 
     
     
1 0 2
1 0 2
8.103 0.735 3.812 11.180
8.103 0.735 3.812 5.026
c c c
c c c


            
            
 (35) 
Following Ulbrich10, we characterize bidirectionality by the metric in Eq. (35) with the largest absolute value: 
    , (11.180,5.026) 11.180MAX ABS ABS MAX          (36) 
The standard error (“one sigma” value) for this estimate of  is computed from Eq. (26), which for the R1 
response of balance1 is: 
 
0 1 2
2 2 2 2 2 20.068 0.392 0.437 0.591c c c            (37) 
 
 
Table 2. “Cardinal Six” terms in the R1 response model for “balance1.” Ratio of 
Coefficient to Standard Error is “t” 
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We estimate the normalized bidirectionality metric in a similar way starting with Eq. (20), which for the R1 
response of balance1 we have: 
 
 
 
     
     
 
 
     
     
1 0 2
0 2 1
1 0 2
0 2 1
8.103 0.735 3.812
0.01409 1.41%
0.235 0.483 792.837
8.103 0.735 3.812
0.00634 0.63%
0.235 0.483 792.837
c c c
b b b
c c c
b b b




           
      
           
      
 (38) 
Again we follow Ulbrich10 and select that variation of the metric with the largest absolute value: 
      , 1.41%,0.63% 1.41%MAX ABS ABS MAX         (39) 
Equation (31), reproduced here for convenience, represents the variance in estimating  for positive and negative 
load: 
 
2 2 2 2
2
4
yy
y

 


  

 
  (31) 
The uncertainty in estimating the normalized bidirectionality metric is a function of the non-normalized 
bidirectionality metric and its standard error, and the output near maximum calibration load and its standard error. 
The non-normalized bidirectionality metric and its standard error have been quantified for the current case in Eqs. 
(36) and (37). We can quantify y± and the associated standard error (same for both polarities) in a similar way by 
inserting values from Table 2 into Eqs. (22) and (30): 
 
   
   
0 2 1
0 2 1
0.235 0.483 792.837 793.121
0.235 0.483 792.837 792.624
y b b b
y b b b


          
          
 (40) 
 
1 2
2 2 2 2 2 2 2 20.072 0.392 0.447 0.3587 0.599
oy b b b y y
     

           (41) 
Inserting values from Eqs. (36), (38), (40), and (41) into Eq. (31), we obtain for the R1 response of balance1: 
 
2 7
2 7
5.5559 10 0.075%
5.5550 10 0.075%
 
 
 
 
 
 


   
   
 (42) 
For this case, the standard error in estimating the normalized bidirectionality metric, , is essentially the same for 
positive and negative loads. We demonstrate in the Appendix that this is a general result for calibration load 
schedules that generate outputs under positive and negative loading that are nominally the same magnitude. That is, 
the uncertainty in estimating  is essentially independent of load polarity for symmetric balance outputs near 
maximum calibration load. 
We summarize the key results for Phase 3 of the bidirectionality assessment analysis of balance1’s R1 by 
gathering the results of various calculations from above into Table 3. 
The quantities y, , and  were each evaluated for positive and negative loading, and following Ulbrich10, the 
largest absolute values are retained in Table 3. We now have the information necessary to proceed to the fourth and 
final phase of the bidirectionality analysis. 
  
American Institute of Aeronautics and Astronautics 
 
 
22 
 
D. Phase Four 
In this final phase, we infer whether we can conclude with acceptable confidence that bidirectionality has been 
detected, given the level of experimental error in the calibration data. If we infer that bidirectionality is severe 
enough to detect unambiguously, we must then infer whether we can conclude with acceptable confidence that it is 
great enough to be of concern. We apply the formal hypothesis testing methods first introduced in Section V above 
to make these inferences, as we will now illustrate by continuing the balance1 bidirectionality assessment. 
From Table 3 we see that the non-normalized bidirectionality metric, , has a value of 11.18 microV/V for the 
R1 output of balance1. For this case, this means that at a load of +2100 pounds (see Table 1), the R1 output 
forecasted from a regression model based only on positive loads is expected to differ from a regression model based 
on the full range of positive and negative calibration loads by 11.18 microV/V. We test this result against a null 
hypothesis that there is no real difference in the outputs forecasted by the two models, with any perceived difference 
due only to experimental error. 
In Phase 1 we established an acceptable inference error probability of 0.05 for erroneously rejecting the null 
hypothesis. That is, we stipulated in Phase 1 that we were willing to accept one chance in 20, and no more, of a false 
alarm by declaring a balance to be bidirectional when it is not. 
If the null hypothesis is correct and the true bidirectionality metric is in fact zero, then an estimate of the metric 
that is approximately two standard deviations away from zero would be large enough to reject the null hypothesis 
with 95% confidence; that is, with an inference error probability of no more than 0.05. To be more precise, since the 
variance in the non-normalized bidirectionality metric estimate recorded in Table 3 is based on 1753 residual 
degrees of freedom, a value that is greater than 1.961 standard deviations is sufficiently remote from zero to reject 
the null hypothesis with an inference error probability of no more than 0.05. (See the Discussion for distinctions 
between one-sided and two-sided null hypotheses, and remarks about how the analysis is impacted by the fact that 
bidirectionality is represented as an absolute value). 
Assuming a standard error in  of 0.59 microV/V as in Table 3, our criterion for rejecting the null hypothesis is 
then 1.961 × 0.59 = 1.16 microV/V. An empirical estimate of  must be greater than this before we can say with 
95% confidence that we have detected bidirectionality. If the empirical estimate of  is less than or equal to this we 
do not say there is no bidirectionality (a negative assertion can never be proven); we say instead that the 
bidirectionality of the balance is too small to detect with the requisite level of confidence, given the quality and the 
volume of the data in hand. 
In the current example, the empirical estimate of the bidirectionality metric is, from Table 3, 11.18 microV/V. 
Since this is almost 19 standard deviations away from zero, we infer that  is too large to attribute to random error. 
We therefore conclude that this balance is in fact bidirectional. Since 19 standard deviations is so much greater than 
the minimum 1.961 needed to reject the null hypothesis with no more than an 0.05 probability of an improper 
inference, the inference error probability is substantially less than 0.05 in this case, so it can be concluded with very 
little inference error risk that the gage output does display bidirectional behavior. 
Figure 6 is a probability distribution of empirical  estimates for output R1 of balance1 under the null 
hypothesis, given that the standard error estimating is 0.59 microV/V as in Table 3. It serves as a graphical 
reference for assessing statistical significance. Even if the true value of  is zero (that is, even if the null hypothesis 
is exactly true), experimental error could result in an empirical estimate of  that differs slightly from zero. 
Table 3. Bidirectionality Metrics and Standard Errors, 
“balance1” Output R1 
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However, in that case we would still expect to find the  estimate somewhere near the zero mean of the reference 
distribution, if not precisely at zero. 
 
 
The dashed line marks the criterion for rejecting the null hypothesis, so any empirical estimate of  to the right 
of this line is far enough away from zero to reject the null hypothesis and to conclude with at least 95% confidence 
that the balance is bidirectional. For output R1 of balance1, the  estimate of 11.18 MicroV/V is so far to the right of 
the null hypothesis criterion that it is literally “off the chart,” strongly suggesting that the true value of  is non-zero. 
We have now demonstrated that the true value of  for the R1 output of balance1 is very likely to be non-zero, 
but we have not as yet demonstrated that it is large enough to be of concern. To do this, we begin by establishing an 
alternative to the null hypothesis stating that the magnitude of the bidirectionality is in fact large enough to be of 
concern, and then we test that hypothesis just as we tested the null hypothesis. That is, we establish a reference 
distribution for the alternative hypothesis and a quantitative criterion for accepting or rejecting it. We then compare 
the empirical estimate of  with this criterion, and accept or reject the alternative depending on whether  is greater 
than this criterion or not. 
In Phase 1 we declared that for a given load, if the principal gage output based on a calibration that accounts for 
bidirectionality differs from the principal gage output based on a calibration that does not, that difference would be 
considered unacceptable if it exceeded a half percent of the principal gage output when bidirectionality is not 
considered. This is the tolerance level first proposed by Ulbrich10. 
For the case of the R1 principal gage output of balance1 that we are currently considering, Table 3 indicates that 
the output near maximum calibration load is 793.12 MicroV/V. This corresponds to the 2100 pound load for which 
the coded principal gage load has a magnitude of “1” per Table 1, which is the load for which we are evaluating 
bidirectionality in the current case. Our bidirectionality tolerance is a half percent of this, or 0.005 × 793.12 = 3.966 
MicroV/V. Figure 7 is a reference distribution corresponding to the alternative hypothesis that  is just out of 
tolerance at 3.966 MicroV/V. The uncertainty in estimating the bidirectionality metric is the same whether the true 
bidirectionality is zero or just large enough to be of concern, so as with the reference distribution for the null 
hypothesis, Fig. 6, the standard error of this distribution is 0.59 MicroV/V. Again, even if the balance is just 
marginally bidirectional so that the true value of  is 3.966 MicroV/V, experimental error could result in an 
empirical estimate of  that is larger or smaller. 
We specified in Phase 1 of this analysis that we would not accept a probability any greater than 0.01 of failing to 
detect significant bidirectionality. That is, we established this as the greatest risk we would accept of erroneously 
rejecting the alternative hypothesis. The dashed line in Fig. 7 is placed at the point for which the area under the 
reference distribution to the left of it is 0.01, which can be shown to be 2.329 standard deviations from the mean. 
With a standard deviation of 0.59 microV/V, this places the criterion 2.329 × 0.59 = 1.374 microV/V to the left of 
the mean, and since the mean is at 3.966 microV/V, this is at 3.966 – 1.374 = 2.592 microV/V, as indicated in Fig. 7. 
If the balance is in fact bidirectional, the probability that random experimental error would result in an empirical 
estimate of the bidirectionality metric that is smaller than 2.592 microV/V is no greater than 0.01. There is thus a 
minimum probability of 0.99 that even a marginally bidirectional balance gage output will yield an empirical 
 
Figure 6. Non-Normalized Bidirectionality Reference Distribution. balance1, Output R1: Risk ≤ 0.05 
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bidirectionality metric to the right of the dashed threshold line. That is, even if the gage is only marginally 
bidirectional, we would expect an empirical estimate of  that exceeds 2.592 microV/V. This area under the 
reference distribution to the right of this criterion level for the alternative hypothesis is called the “power” or 
“resolving power” of the test for bidirectionality. 
 
 
For output R1 of balance1, it has already been shown that the  estimate of 11.18 microV/V is large enough to 
reject the null hypothesis and to conclude with at least 95% confidence that the bidirectionality of this balance is 
non-zero. Since  also exceeds the alternative hypothesis criterion by a substantial margin, we are unable to reject 
the alternative hypothesis, and we conclude in this case with at least 99% confidence that the bidirectionality is great 
enough to be of concern. 
Table 3 also lists the normalized bidirectionality metric, , for output R1 of balance1 and its standard error. These 
enable us to construct reference distributions for the null and alternative hypotheses that correspond to those for the 
non-normalized metric displayed in Figs. 6 and 7. Figure 8 displays both reference distributions, as well as the 
empirical estimate of the normalized bidirectionality metric for output R1 of balance1. 
 
 
 
Figure 7. Non-Normalized Bidirectionality Reference Distribution. balance1, Output R1: Risk ≤ 0.01 
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Figure 8. Normalized Bidirectionality Reference Distributions for Null and Alternative 
Hypotheses: balance1, Output R1 
  
American Institute of Aeronautics and Astronautics 
 
 
25 
Obviously, we make the same inference from the normalized metric, , in Fig. 8 as we did from the non-
normalized metric, ; namely, that the bidirectionality is large enough to detect unambiguously (so we reject the 
null hypothesis that  = 0% at the 0.05 significance level), and it is also large enough that we cannot reject at the 
0.01 significance level the alternative hypothesis that  ≥ 0.5% of the primary gage output near maximum calibration 
load. We therefore conclude, as before, that for output R1 of balance1 the observed bidirectionality is both large 
enough to detect and large enough to be of concern. 
VII. Bidirectionality in Representative Balances 
The previous section illustrated the detailed recipes for computing normalized and non-normalized 
bidirectionality metrics and their corresponding standard errors (“one-sigma”) for one of the primary gage outputs of 
a multi-piece Task balance designated as “balance1.” Criteria for rejecting formal null and alternative hypotheses 
about bidirectionality were also presented for this case. In this section we provide the results of similar calculations 
for the other five outputs of balance1, as well as for all outputs of three additional representative balances for which 
calibration data sets were available. 
A. Balance1 
Table 4 extends the information in Table 3 to include all six primary load gages for balance1, the multi-piece 
Task force balance for which one of the outputs has been examined in some detail already. Formal inferences for 
each primary gage output—whether to reject the null hypothesis and conclude that bidirectionality is greater than 
zero or to reject the alternative and conclude that the true bidirectionality is less than the 0.5% tolerance level—are 
also summarized. 
 
 
Table 4 reveals that for all six outputs, we are able to infer that the level of bidirectionality is great enough to 
detect and great enough to be of concern. This agrees with our preconceived notion that such a multi-piece balance 
would be bidirectional; however, there are some surprises in this table. Note that for R6(AF), while the normalized 
bidirectionality metric has a value that exceeds the critical value for the alternative hypothesis so that we cannot 
reject it, it nonetheless has a value of bidirectionality that is less than the 0.5% tolerance level. In Fig. 9 the reference 
distributions shown separately in Figs. 6 and 7 for the R1 output of balance1 are combined for the R6 output, 
illustrating this case. This is the output corresponding to the axial force primary gage load. 
Figure 9 illustrates the importance of incorporating the uncertainty of the bidirectionality metric into the 
assessment of bidirectionality. While the normalized bidirectionality metric’s value of 0.31% is less than the 
tolerance level of 0.50%, the uncertainty associated with estimating the bidirectionality is great enough that we are 
unable to say with high confidence that this difference is due to anything other than experimental error. It is possible 
that the true bidirectionality metric is indeed below the tolerance level, but we are not justified in making such an 
inference given the variance in our experimental data. Prudence dictates in such a case that we treat this output as 
bidirectional. 
Table 4. Results of bidirectionality assessment for balance1, a multi-piece Task balance 
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There is another interesting feature in Fig. 9 that can be seen from Table 4 to apply also to outputs R3, R4, and R5 
as well as to R6. Note that the critical value for rejecting the null hypothesis (0.24%) is slightly greater than the 
critical value for rejecting the alternative hypothesis (0.21%). We see a somewhat more pronounced example of this 
behavior for output R5 in Fig. 10. This is output corresponding to the rolling moment primary gage load. 
 
 
Imagine in Figs. 9 and 10 if the bidirectionality metric were to fall between the red and green dashed lines 
representing the critical levels for rejecting H0 and HA. In such a case the bidirectionality metric would be too small 
to distinguish from zero with high confidence (that is, to the left of the green dashed line) and simultaneously too 
small to distinguish from a level of bidirectionality great enough to be of concern (that is, to the right of the red 
dashed line). This is a tell-tale sign of insufficient precision in the bidirectionality metric, in that we cannot clearly 
distinguish from zero certain levels of bidirectionality that are large enough to be of concern. For the R5 output of 
-0.50% -0.25% 0.00% 0.25% 0.50% 0.75% 1.00%
Normalized Bidirectionality Metric, , % Output Near Max Cal Load
Bidirectionality Hypothesis Test: Balance 1, R6(AF)
H0: No Bidirectionality  HA: Significant Bidirectionality
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Figure 9. Normalized Bidirectionality Reference Distributions for Null and Alternative 
Hypotheses: balance1, Output R6 
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Figure 10. Normalized Bidirectionality Reference Distributions for Null and Alternative 
Hypotheses: balance1, Output R5 
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balance1 corresponding to rolling moment, the normalized bidirectionality metric was large enough that it could be 
unambiguously detected even given the relatively large experimental error in estimating it (2.78% so off to the right 
of the range illustrated in Fig. 10). Likewise, the R6 output of balance1 corresponding to axial force can be seen in 
Fig. 9 to lie to the right of this criterion gap, suggesting that only the null hypothesis need be rejected. But this 
illustrates how calibration data quality can come into play in assessing bidirectionality. 
If Figs. 9 and 10 illustrate the effects of too little precision in estimating bidirectionality, Fig. 8 illustrates the 
effect of having too much. There is a gap between the criteria levels in this figure as there is in Figs. 9 and 10, but 
the critical value for rejecting the null hypothesis (0.15%) is to the left of the critical value for rejecting the 
alternative hypothesis (0.33%). If an empirical estimate of the bidirectionality metric were to fall between the red 
and green dashed lines in this figure representing critical levels for rejecting H0 and HA, both hypotheses would have 
to be rejected. This is because the bidirectionality would be large enough to distinguish from zero but too small to be 
of interest. 
This situation occurs when more resources have been expended than are necessary to achieve the precision 
necessary to make a reliable inference about the bidirectionality of the balance output. Not unlike the audiophile 
who has invested so much in his high fidelity stereo system that he can hear the conductor’s asthma during quiet 
interludes of a symphony, we have invested so much in the calibration data sample that we can clearly observe 
effects that may be real, but are too small to be of any interest. In such a case there is some potential for resource 
savings, by acquiring fewer data points, for example. This would have the effect of increasing the width of the 
reference distributions, closing the gap between the critical levels. 
The ideal scenario is one in which the critical levels for the null and alternative hypotheses coincide, so there is 
only one criterion for bidirectionality. In that case, metrics smaller than this criterion justify rejecting the alternative 
hypothesis, validating the output as free of bidirectionality, while larger metrics justify rejecting the null hypothesis, 
indicating that the output as bidirectional. The “scale” of the calibration experiment (that is, the volume of data 
acquired) can be optimized during the design of the calibration experiment to close the gap between the H0 and HA 
criteria levels. However, the current study utilized existing calibration data samples that were not scaled for 
bidirectionality. As a result, gaps exists between the H0 and HA criteria levels for all the balance outputs examined, 
indicating either a surplus or a deficit of precision depending on whether the H0 criterion was less than (to the left 
of) the HA criterion, or greater than (to the right) of it. Unlike the case for balance1, the estimated bidirectionality 
metric did fall within this gap for some of the outputs of other balances examined in this study. 
B. Balance2 
Calibration data for a second balance, identified as “balance2” in this study, were also analyzed to assess the 
bidirectionality of each of its outputs. This was a single-piece “hybrid” balance with outputs and load ranges as 
displayed in Table 5. 
 
 
Table 6 displays the same kind of bidirectionality assessment results for balance2 as are displayed in Table 4 for 
balance1. The normalized and non-normalized bidirectionality metrics for all six primary gage outputs of balance2 
are listed, as well as rejection criteria for the null hypothesis (no bidirectionality) and its alternative (bidirectionality 
great enough to be of concern). Formal inferences drawn by comparing the empirical estimates of bidirectionality 
with these criteria are summarized at the bottom of the table. 
Table 5. Load ranges for balance2 calibration data 
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There are a number of interesting observations to be made in Table 6. This balance has been regarded 
historically as “non-bidirectional,” with no special provisions for bidirectionality normally made during its 
calibration. However, bidirectionality at some level was detected in five of the six primary gage outputs; all except 
the R3 output corresponding to the forward side-force gage loading, S1. 
At 0.14%, the normalized bidirectionality metric for the S1 gage is indeed the lowest of all the outputs for 
balance2, but our inability to reject the null hypothesis for this gage is due at least as much to the relatively large 
standard error in estimating the metric for that gage as it is to the small size of the metric itself. At 0.082% the 
standard error (“one sigma” value) has a value of 58.7% of reading, over three times larger than the next-largest 
uncertainty expressed as a percent of reading. The 95% confidence interval (“two sigma”) encompasses both  = 0 
and  = 0.14%, rendering them indistinguishable with that level of confidence. This illustrates the importance of 
accounting not only for the magnitude of the bidirectionality metric, but the uncertainty in estimating it. 
Table 6 indicates that levels of bidirectionality large enough to be of concern were not observed in every gage 
for which non-zero bidirectionality was detected, but such levels were observed in two of those five gages. 
Specifically, the R4 and R5 outputs corresponding to primary gage loads for the aft side-force gage (S2) and for 
rolling moment, respectively, did display levels of bidirectionality large enough to be of concern, as Fig. 12 shows. 
Figures 11 and 12 graphically display the bidirectionality of each of the six primary gage outputs for balance2, in 
multiples of the standard deviation in estimating each. Normalizing the bidirectionality metric by its standard error 
in this way permits all six gage outputs to be compared in one figure to a single reference distribution, even though 
the standard errors of all gages differ. Note that the peak of the normalized reference distribution is 0 in both Fig. 11 
and Fig. 12 because in these normalized bidirectionality displays, the x-axis simply represents a displacement—a 
number of standard deviations away from where the reference distribution peaks. 
The reference distribution in Fig. 11 corresponds to the null hypothesis, for which the peak occurs at  = 0.0%. If 
the bidirectionality is greater than the criterion marked with a dashed line in this figure, we are entitled to reject the 
null hypothesis and conclude that the bidirectionality is non-zero, with no greater probability than 0.05 in this case 
of being in error. Figure 11 reveals that this was the case for five of the six primary gage outputs as noted earlier, 
with only the output corresponding to the forward side-force load (S1) displaying bidirectionality at too low a level 
to be distinguished from zero with 95% confidence. 
Figure 12 displays the reference distribution for the alternative hypothesis, for which the peak corresponds to 
= 0.5%. The alternative hypothesis states that bidirectionality exists at levels large enough to be of practical 
concern (≥ 0.5%). If we reject this hypothesis, we are concluding that any non-zero bidirectionality there may be is 
at such a low level that we can afford to ignore it. If the empirical estimate of bidirectionality is to the left of the 
dashed line in Fig. 12, we can reject the alternative hypothesis with a probability no greater than 0.01 of an improper 
inference. This value of 0.01 represents the inference error risk we are willing to assume, which, for a specified 
volume of data, is dictated by how far the criterion is placed from the mean of the reference distribution. In Fig. 12 it 
is nominally 2.3 standard deviations from the mean, where the area under the reference distribution to the left of the 
criterion is 0.01. 
Table 6. Results of bidirectionality assessment for balance2, a single-piece “hybrid” balance 
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We set the criterion somewhat further from the mean for the alternative hypothesis than for the null (2.3 sigma 
vs. 2.0 sigma) to make it less likely (p = 0.01 vs. p = 0.05) that we will erroneously reject the alternative hypothesis. 
The reason for this difference is that while erroneously rejecting either hypothesis is undesirable, the consequences 
are not the same. If we erroneously reject the null hypothesis, we attribute significant bidirectionality to a balance 
that is in fact free of significant bidirectionality. This may result in unnecessary precautions to account for the non-
existent bidirectionality, but except for the additional resources wasted in that effort, there is relatively little harm 
done. 
On the other hand, if we erroneously reject the alternative hypothesis, we declare a bidirectional balance to be 
free of significant bidirectionality, and validate the decision not to take bidirectionality into account in the 
calibration. This will result in an improper calibration, which we judge to be a more serious consequence than 
falsely indicting a non-bidirectional balance. For this reason, while we accept one chance in 20 of erroneously 
rejecting the null hypothesis, we only accept one chance in 100 of erroneously rejecting the alternative hypothesis. 
In Figs. 8 through 10 above, we displayed the reference distributions for both the null hypothesis and its 
alternative in a single figure for one gage output, but for multiple gages we are unable to display both reference 
distributions in a single figure without clutter. This is because the displacement between peaks of the two reference 
distributions for each gage would be different if expressed in multiples of their unique standard deviations. For the 
 
Figure 11. Balance2 Bidirectionality Reference Distribution for Null Hypothesis. 
Bidirectionality for each output expressed in multiples of its standard deviation. 
 
Figure 12. Balance2 Bidirectionality Reference Distribution for Alternative Hypothesis. 
Bidirectionality for each output expressed in multiples of its standard deviation. 
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purpose of making an inference about the bidirectionality of a given primary gage output, however, it is sufficient to 
consider the null and alternative hypotheses separately as in Figs. 11 and 12. 
C. Balance3 
A single-piece moment balance identified as “balance3” was included in this study. It featured outputs and load 
ranges as displayed in Table 7. 
 
 
Table 8 displays the bidirectionality assessment results for balance3. As in Tables 4 and 6, formal inferences 
were made by comparing empirical estimates of bidirectionality with criteria levels for the corresponding null and 
alternative hypotheses. These are summarized at the bottom of the Table 8. 
 
 
Even though balance3 is a single-piece balance historically assumed to be non-bidirectional, some level of 
bidirectionality was quantified for all six of its outputs. The bidirectionality of four of the six outputs was small 
enough to be of no practical significance, but the rolling moment output displayed rather substantial bidirectionality. 
The axial force output exhibited a level of bidirectionality that was less than the 0.5% tolerance threshold, but by so 
small a margin as to be indistinguishable from 0.5% within experimental error. Prudence would dictate in such a 
case that precautions should be taken in analyzing the axial force output to account for its bidirectionality, which we 
are unable to dismiss as too low to be of practical significance because of the uncertainty in estimating it. 
The bidirectionality of each of the six primary gage outputs for balance3 is displayed in Figures 13 and 14 as 
multiples of the standard deviation in estimating each. Taken together, the results presented in these two figures are 
rather surprising. They suggest that we may not be justified in assuming that a balance is non-bidirectional, simply 
because it has historically been regarded as such because of its single-piece construction. 
Table 7. Load ranges for balance3 calibration data 
 
Table 8. Results of bidirectionality assessment for balance3, a single-piece moment balance 
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D. Balance 4 
The fourth and final balance examined in this study is a single-piece direct-read semispan balance with five 
outputs, identified as “balance4.” The outputs and load ranges of this balance are displayed in Table 9. 
 
 
Table 10 displays the bidirectionality assessment results for balance4 in what by now the reader will recognize as 
a standard format used for all four balances of this study. As with the previous three balances, formal inferences 
 
Figure 13. Balance3 Bidirectionality Reference Distribution for Null Hypothesis. Bidirectionality 
for each output expressed in multiples of its standard deviation. 
 
Figure 14. Balance3 Bidirectionality Reference Distribution for Alternative Hypothesis. 
Bidirectionality for each output expressed in multiples of its standard deviation. 
Table 9. Load ranges for balance4 calibration data 
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made by comparing empirical estimates of bidirectionality with criteria levels for the corresponding null and 
alternative hypotheses are summarized at the bottom of this table. 
 
 
A glance at the summary of bidirectionality inferences at the bottom of Table 10 reveals a curious result. For 
three of the five outputs, the bidirectionality metric could not be distinguished from zero with 95% confidence, 
given the uncertainty in estimating it. These are the normal force, pitching moment, and rolling moment outputs. 
However, for these three outputs as well as the remaining two outputs of the balance, we are able to infer 
bidirectionality levels large enough to be of concern! 
 
 
How is it possible for the bidirectionality to be large enough to be troubling and at the same time small enough to 
be indistinguishable from zero, as with the NF, PM, and RM outputs of balance4? Figure 15 reveals how this 
mystery can be explained for the normal force output in terms of the unusually large experimental error in the 
bidirectionality metric for this output. The same explanation applies to the other balance outputs for which 
Table 10. Results of bidirectionality assessment for balance10, a single-piece semi-span balance 
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Figure 15. Normalized Bidirectionality Reference Distributions for Null and Alternative 
Hypotheses: balance4, Output R1 
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bidirectionality levels are observed that are large enough to be of concern at the same time they are indistinguishable 
from zero within experimental error. 
In the case of the normal force output illustrated in Fig. 15, the uncertainty in estimating bidirectionality is so 
large that the reference distributions for the null and alternative hypotheses overlap substantially. In fact, they 
overlap so much that the criteria for rejecting each hypothesis “switch sides.” That is, the criterion for rejecting the 
null hypothesis appears to the right of the criterion for rejecting the alternative hypothesis. If, as in Fig. 15, the 
bidirectionality metric falls in the gap between these two criteria, then it is to the left of the criterion for the null 
hypothesis (rendering it inappropriate to reject the null hypothesis) at the same time it is to the right of the criterion 
for the alternative hypothesis, rendering it likewise inappropriate to reject the alternative hypothesis. So for 
bidirectionality metrics falling in this gap, we can reject neither hypothesis; both must be embraced simultaneously! 
We might suppose that this lack of precision reflects an inadequate number of points in the calibration data 
sample. That is not likely to be the explanation for balance4, however. It can be shown18 that the volume of data 
necessary to generate a polynomial response model with a prediction error tolerance of  and inference error 
tolerances for erroneously rejecting the null and alternative hypotheses of  and , respectively, given a standard 
error in the measurements of , can be computed as follows, where p is the number of terms in the polynomial 
response model, including the intercept: 
  
2
2
n z z p 


  
   
   
 (43) 
As an absolute minimum one must have at least one data point for every term in a polynomial response model, 
so n = p is the fewest points that can be specified. The term in brackets is a multiplier that describes how much this 
minimum must be extended when data are acquired in a measurement environment characterized by a standard data 
error of , to account for specified levels of prediction tolerance, , and inference error risk tolerance,  and . 
The volume of data prescribed by Eq. (43) is sufficient to ensure that there will be a probability no greater than  
of erroneously declaring a residual to be an outlier, and a probability no greater than  of erroneously validating a 
residual as within the tolerance of  when it is not. The tolerance value is subject to the experimenter’s discretion but 
absent any other special preference, a reasonable value might be the “95% Least Significant Difference (LSD).” By 
definition, a response model prediction that differs by no more than the 95% LSD from a confirmation measurement 
at the same point is close enough that no difference between measurement and model prediction can be resolved at 
the 95% confidence level. A model that can be said with 95% confidence to predict responses that are 
indistinguishable from measurements would be regarded as adequate in many practical aerospace applications. 
The 95% LSD has a value of two times the square root of sigma. Establishing this as the prediction tolerance, we 
have 
 2 2   (44) 
Inserting this into Eq. (43) yields this result: 
 
2
1
2 2
z z
n p
 
  
   
   
 (45) 
That is, for a given measurement environment, once the prediction tolerance is established the data volume 
specification is simply a matter of how much inference error risk one is willing to tolerate. In the present study,  
and  had values of 0.05 and 0.01, respectively, for which the corresponding z-statistics (unit normal deviates) z 
and z are 1.96 and 2.33, respectively. Inserting these values into Eq. (45) produces this simple data volume 
specification: 
 2.3n p  (46) 
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That is, we need a minimum of 2.3 data points for each term in the response model to ensure that a well-fitted 
model produces residuals within the 95% Least Significant Difference such that true outliers are mislabeled as 
within tolerance no more than 1% of the time, and points that are within tolerance are mislabeled as outliers no more 
than 5% of the time. 
The number of terms, p, in the response model depends on the order of the model, the number of independent 
variables, and the fraction of model terms that survive the term reduction process by which terms are rejected from 
the model unless they are large enough compared to the uncertainty in estimating them. For balance4, the largest 
response model has a total of 26 terms. This happens to be the response model for the normal force primary load that 
is represented in Fig. 15. We would therefore expect that a calibration load schedule with at least 2.3 × 26 = 59.8 = 
60 data points would provide adequate precision for the calibration model. There were in fact 498 points in the 
calibration data sample. This is over eight times more data than necessary to produce an adequate calibration model 
by the quality specifications for , and  that have been specified. While Eq. (45) describes data volume 
requirements for an adequate calibration response model and not an adequate bidirectionality assessment per se, it is 
implausible that eight times more data than necessary to generate adequate calibration modeling precision would 
still be insufficient to ensure adequate precision for the evaluation of bidirectionality. 
A more likely explanation for the poor precision in estimating bidirectionality for balance4 is that the 
bidirectionality metric is a function of regression coefficients for which the uncertainty in estimating them is inflated 
by the presence of multicollinearity. A Variance Inflation Factor (VIF) quantifies the impact of multicollinearity on 
the uncertainty of each regression coefficient, and is typically computed automatically by standard regression 
analysis software packages. 
The VIF has a value of “1” when there is no inflation and thus no adverse impact of multicollinearity. For the 
normal force response model of balance4, VIF values as high as 7000 were associated with the regression 
coefficients upon which the bidirectionality assessment depends! This implies a high degree of correlation among 
the individual regressors in the response model. 
The multicollinearity exhibited in the calibration load schedule for balance4 was so pervasive that a full second-
order model could not be generated because the design matrix was of inferior rank. That is, there were fewer 
independent regressors than terms in the full second-order model. Only after the term reduction process had 
eliminated numerous model terms was the design matrix of sufficient rank to evaluate. 
 
 
Figure 16 illustrates the correlation among two of the balance4 regressors. The number of load combinations 
with identical levels of the two plotted loads (rolling moment and normal force) is displayed next to each point. The 
 
Figure 16. Correlation between two balance4 regressors. Numbers indicate replicated 
combinations of rolling moment and normal force. 
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clear correlation between these two regressors is evident. High levels of correlation were also observed among other 
balance4 regressors. 
The resulting inflation of variance in key regression coefficients no doubt contributed to the imprecision with 
which bidirectionality could be evaluated for this balance. See Section IV, Uncertainty in the Bidirectionality 
Indicator Variable, and especially Eqs. (26) and (29). These two equations reveal the relationship between the 
variance in normalized and non-normalized bidirectionality metrics and the variances of the regression coefficients 
upon which they depend (substantially inflated for balance4). It is the resulting inflation in the variance of the 
bidirectionality metric that is revealed graphically in Fig. 15. 
E. Summary of Bidirectionality Assessments 
Bidirectionality assessments were performed for all outputs of four representative balances to illustrate the 
statistical theory of bidirectionality developed earlier in this paper. Each assessment was based on the rejection of 
one of two formal hypotheses: a null hypothesis that no significant bidirectionality is detected, or an alternative 
hypothesis that bidirectionality, , is out of tolerance with levels that equal or exceed 0.5% of the output at full 
calibration load. Figure 17 displays a summary of all possible combinations of these two inferences. 
 
 
One normally expects the null and alternative hypotheses to be mutually exclusive, so that rejecting the null 
hypothesis implies that the alternative hypothesis is not rejected, and conversely. However, for the balance outputs 
assessed in this study, the variance in the bidirectionality metric tended to one of two extremes that each caused this 
convention to be violated, as in the upper left and lower right quadrants of Fig. 17. 
In some cases, the bidirectionality metric could be assessed with such high precision that levels too small to be 
of concern could be easily resolved. The null hypothesis could be rejected in such cases because the metric was 
large enough to be easily distinguished from zero, and at the same time the alternative hypothesis could be rejected 
because the metric was so small as to be clearly below the 0.5% tolerance level. Thus, whenever the bidirectionality 
metric was quantified with significantly greater precision than necessary to ensure acceptable inference error risk, it 
became necessary to reject both hypotheses. This happened in about a third of the cases examined (7 cases in 23, or 
31%). 
There were also cases in which the uncertainty in estimating bidirectionality was so great that neither the null 
hypothesis nor the alternative hypothesis could be rejected. These were cases in which the bidirectionality metric 
could not be clearly distinguished either from zero or from the specified tolerance level of 0.5%. The uncertainty in 
estimating the bidirectionality metric was so great that not even certain levels large enough to be of concern could 
not be distinguished from zero with acceptable levels of confidence. This imprecision, which has been attributed to 
multicollinearity in the load schedule, was observed in 3 of the 23 cases examined, or 13%. 
 
Figure 17. Possible outcomes of inferences made during bidirectionality assessment. 
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Figure 18 displays the frequency with which each of the outcomes displayed in Fig. 17 occurred in the present 
study. As noted, a total 23 balance outputs were assessed, from three 6-channel balances and one balance with only 
five outputs. 
 
 
Each quadrant of Fig. 18 displays a sketch of typical reference distributions for the null hypothesis (green, on the 
left, with a mean of 0%) and the alternative hypothesis (red, on the right, with a mean of 0.5%). The black vertical 
line in each sketch marks where the bidirectionality metric would typically lie for the scenario being illustrated, and 
the green and red dashed lines are critical values of the null and alternative hypotheses, respectively. The number of 
balance outputs represented by each quadrant is displayed, and in parentheses this number is expressed as a 
percentage of the 23 outputs that were examined. A brief comment describes the circumstances represented in each 
quadrant. 
The left column of Fig. 18 represents cases in which the bidirectionality was large enough to be distinguished 
from zero with 95% confidence, given the existing experimental error in the data. For scenarios depicted on the 
right, the signal-to-noise ratio was poor enough that bidirectionality could not be distinguished from zero with at 
least 95% confidence. This could be the result of a relatively small level of bidirectionality in the balance output, or 
relatively large experimental error in estimating it. Levels of bidirectionality great enough to distinguish from zero 
with at least 95% confidence were observed in a total of 19 of the 23 outputs examined, or 83% of the time. 
In at least two of the remaining four outputs, the bidirectionality metric was great enough to be indistinguishable 
from the 0.5% tolerance level within experimental error, but it still could not be distinguished from zero simply 
because the experimental error was so large. With more representative levels of bidirectional uncertainty, those two 
cases would also have been distinguishable from zero with at least 95% confidence, raising the total from 19 cases 
to 21 out of 23, or 91%. We conclude that bidirectionality is as ubiquitous a characteristic of balance outputs as non-
linearity and channel interactions. If the sample of balances examined in this study is representative, as we believe it 
to be, then situations in which no bidirectionality can be detected are expected to be rare. It appears not to be so 
much a question of whether a balance output displays bidirectionality, but how much bidirectionality it displays. 
The upper row in Fig. 18 depicts cases in which the alternative hypothesis is rejected because the empirical 
estimate of bidirectionality can be said with 99% confidence to lie below the 0.5% tolerance threshold at or beyond 
which the bidirectionality is judged to be great enough to warrant special precautions in the balance calibration. For 
the lower row, bidirectionality levels were detected that are either indistinguishable within experimental error from 
the 0.5% threshold, or unambiguously greater, so that special precautions to account for bidirectionality would be 
recommended when developing the calibration response models. 
In 15 of the 23 cases examined (65%), we were unable to say with 99% confidence that the true bidirectionality 
was small enough to validate it as within the 0.5% tolerance level. In only eight cases (35%) were we able to declare 
with 99% confidence that the true bidirectionality level was less than the 0.5% tolerance threshold. 
 
Figure 18. Frequency of inference combinations made during bidirectionality assessment. 
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Three overarching characteristics of bidirectionality emerge from this study. The first is that it is apparently 
ubiquitous; prudence requires a default assumption of some level of bidirectionality in every balance output. The 
second is that the bidirectionality of any given balance output is likely to be great enough to warrant special 
precautions when the calibration equation is developed. In this study the odds were 2:1 that bidirectionality would 
be large enough to be of concern in any given balance output. Such levels were observed across all balance types, 
including single-piece balances that may have been thought to be free of bidirectionality because of their 
construction details and other design characteristics. The third broad characteristic of bidirectionality observed in 
this study is that bidirectionality is more properly associated with individual balance outputs than with the balance as 
a whole. In general, a given balance is likely to feature some outputs with levels of bidirectionality large enough to 
be of concern, and others with bidirectionality levels well below the 0.5% tolerance threshold. 
One other generality can be offered based on the results of this study. Rolling moment seems to be especially 
vulnerable to bidirectionality. For all four balances, the bidirectionality metric for rolling moment either exceeded 
the 0.5% tolerance level or was indistinguishable from it within experimental error. 
VIII. Discussion 
Miscellaneous remarks on a number of topics are collected in this section. These topics include a clarification of 
why a two-sided null hypothesis is adopted when the bidirectionality metric is defined in terms of its absolute value, 
and a brief summary of how bidirectionality uncertainty assessments can provide insights into the nature of the 
calibration load schedule. We also outline ways that examining bidirectionality components can provide additional 
information about the balance and the calibration process. Finally, we discuss two topics that impact the mechanics 
of computing the bidirectionality metrics; namely the symmetry of the load schedules and the non-orthogonality of 
the calibration response models. 
A. Polarity of the Null Hypothesis 
There may seem to be a complication in the analysis due to the absolute value of the bidirectionality metric. It is 
not uncommon for a null hypothesis to be “two-sided,” meaning that it can be said to be true if the estimated metric 
of interest resides within a specified range on either side of the mean of some reference distribution. 
Because the bidirectionality metric is an absolute value, it may seem that the null hypothesis should be “one-
sided.” That is, it may seem that if we have associated with the null hypothesis an inference error probability of 
0.05, say, and we do not reject the null hypothesis, then we must mean that the probability is less than 0.05 that the 
estimated metric is more than a specified distance from zero, and the probability is 0 that it is negative. However, it 
is merely a labeling convention to express the bidirectionality metric as an absolute value, and such an arbitrary 
convention can have no actual impact on the probability of an inference error. 
The empirically estimated bidirectionality metric can be less than the true value of the metric or greater, since it 
is just as likely that experimental error will cause one to understate the true bidirectionality metric as overstate it. 
The null hypothesis is therefore properly regarded as two-sided. Nonetheless, because of the absolute value 
convention, we represent the bidirectionality metric as positive in various graphical depictions, with no loss of 
generality. We note in passing that no such ambiguity attaches to the alternative hypothesis, which is always one-
sided in hypothesis testing; we ask only if a potential effect is non-zero, not whether it is positive or negative. 
B. Insights into the Load Schedule 
The discussion surrounding Fig. 17 centers on the consequences of too much or too little precision in the 
empirical estimate of bidirectionality. The widths of the reference distributions associated with the null and 
alternative hypotheses provide a graphical indication of how adequate the precision is. If the widths of the two 
distributions are narrow compared to the 0.5% tolerance level so that a relatively broad range of bidirectionality 
levels lies between them, this is an indication that more loading combinations were included in the load schedule 
than necessary to assess the bidirectionality of the balance output. In that case, it is possible to detect bidirectionality 
levels much too low to be of interest. Since there is no need to pay for levels of precision so great that they permit 
uninteresting effects to be observed, a broad valley between two narrow peaks suggests that there is potential to save 
time and direct operating costs by acquiring fewer points in subsequent calibrations. 
It can be argued by those who use automated calibration machines that as a practical matter, once the purchasing 
costs have been incurred, data volume is an insignificant contributor to automated calibration costs because of the 
per-point efficiency of such machines. There is thus little incentive to control costs be acquiring less data. A 
comprehensive cost/benefit comparison of automated calibration machines versus manual dead-weight loading 
transcends the scope of the current paper, except to say that a specific volume of data suffices to perform an 
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adequate calibration and bidirectionality assessment (see Eqs. (43) through (46) and surrounding discussion). While 
acquiring substantially more than this does no real harm, the benefits are likewise limited. 
It is seldom the case in practice that calibration data sets are too small to provide adequate precision; the 
converse is much more likely. However, there are situations in which there can be insufficient precision to 
adequately calibrate a balance and assess the bidirectionality of its outputs even when an ample volume of data is 
available. This was discussed at some length above when the results of the balance4 bidirectionality assessment 
were presented. That discussion described how poor precision can result from multicollinearity inflating the variance 
of regression coefficients that comprise the calibration response model. 
Multicollinearity occurs when calibration loadings are correlated as in Fig. 16, which represents a two-
dimensional design space in which each data point is a site in that space. The design space site distribution can be 
optimized to reduce multicollinearity, however. One way, which can be applied to the full multidimensional design 
space that includes all regressors in the calibration model, is to use a D-optimal design. In a D-optimal design, the 
loading combinations are chosen to minimize the volume of the joint confidence ellipsoid for the response model 
regression coefficients. This can reduce the Variance Inflation Factor for these coefficients, which will reduce the 
variance in the normalized and non-normalized bidirectionality metrics, per Eqs. (26) and (29), as previously noted. 
D-optimal designs are readily available from various experiment design software packages14, 19, 20. 
In summary, while the level of the bidirectionality metric conveys important information about the calibration of 
the balance output, the uncertainty in estimating it reveals useful information about the calibration load schedule. If 
the reference distributions used to assess bidirectionality are very narrow, more data may have been acquired than 
are needed to make reliable inferences. If the data volume is ample but the reference distributions are still very wide, 
and especially if they are so wide that they overlap substantially, correlated loads may be producing levels of 
multicollinearity that result in excessive inflation of the regression coefficient variance. 
C. Insights into “Process Discontinuities” 
The bidirectionality metric is a function of coefficients that quantify the change in intercept, slope, and curvature 
that are induced by a change in load polarity. See Eqs. (16) and (20). The c0 coefficient in these equations quantifies 
the change in intercept that accompanies a load polarity change, and may be of special practical interest. 
While the c1 and c2 coefficients that quantify changes in sensitivity and non-linearity may provide some insight 
into the effects of certain balance design characteristics, the c0 coefficient could reveal something about the 
calibration process itself. If this coefficient is frequently found to be significant, it is possible that it might be 
attributable to subtle differences in the way that positive and negative loads are physically applied during the 
calibration, especially in dead-weight manual calibrations. This could lead to procedural improvements that 
minimize offsets associated with load polarity changes. The contrary is also true. If the c0 coefficient is consistently 
shown to be insignificant, this would tend to validate the “process methodology.” Either result would be useful. 
D. Asymmetry in the Calibration Loading Schedule 
The bidirectionality metrics proposed in this paper for a given primary gage output are only defined when the 
other independent variables in the calibration response model are zero. If the regression were performed with 
independent variables expressed in engineering units (typically pounds for forces and inch-pounds or foot-pounds 
for moments), this would imply zero physical loads on the other balance inputs. However, the bidirectionality 
metrics presented here were developed in terms of coded variables. 
Coded variables have a range of ±1, into which the range of a corresponding physical variable is linearly 
mapped. “Zero” in coded units corresponds to the center of the range of the corresponding physical variable, which 
is only zero in physical units if the range is symmetrical about zero. This is typically the case for balance calibration 
loads, so it is not usually an issue. 
Furthermore, the loading does not have to be perfectly symmetrical as long as the physical loads corresponding 
to coded variables ±1 differ only in sign and span enough of the load range to avoid excessive extrapolation in 
representing the largest physical loads. For example, the actual N1 load range for balance1 was -2073 lbs to +2126 
lbs. This was linearly mapped into a coded variable range for which ±1 corresponded to ±2100 lbs, which has the 
requisite symmetry. In this case, loads with the largest absolute values will not always be precisely 1.000 in coded 
units but might be slightly greater or smaller than 1. This has no impact on the analysis as long as customary 
cautions against extensive extrapolation are observed. 
If the load schedule included, say, axial force loads that were only of one polarity, then the coded variables 
would imply that the bidirectionality metric could only be defined for an axial force of half the maximum load. It 
would be possible to derive a more general metric that is dependent on all secondary loads instead of assuming them 
to be zero, but the complexity of that effort renders it beyond the scope of this initial effort. Therefore at the current 
  
American Institute of Aeronautics and Astronautics 
 
 
39 
stage, symmetry in the loading schedule is a prerequisite for a valid bidirectionality assessment using the metrics 
presented in the paper. 
E. Non-orthogonality Effects 
An orthogonal polynomial response model has a property that would be especially convenient for assessing 
bidirectionality. The numerical value of each coefficient in such a model is independent of whether any other term in 
the model is retained or rejected. Extending a first-order model by adding second-order terms would of course 
change model predictions because the second-order effects would be included, but the coefficient of each first-order 
term would remain unchanged by the addition of the higher-order terms. If the model is not orthogonal, then adding 
terms to the model or deleting them will not only alter model predictions, it can also change the numerical value of 
coefficients for retained terms that were previously in the model. 
Unfortunately, polynomial response models typically encountered in balance calibrations are not orthogonal. 
This is a complication, because it is common practice to improve the precision of calibration model predictions by 
rejecting as many terms from the full response model as possible. This is because the prediction variance averaged 
over all terms in the regression is directly proportional to p, the number of terms retained in the fitted polynomial. 
Terms are therefore only retained when the regression coefficient is sufficiently large compared to the standard error 
in estimating it. 
The assessment of “sufficiently large” entails some judgment, however. The situation is further exacerbated by 
the fact that each time a term is rejected from a non-orthogonal model, the coefficients of all other terms can shift by 
an amount that depends on which term was rejected. The order in which terms with small coefficients are rejected 
from the model is therefore also a factor in determining what the final ensemble of retained terms will be. Different 
analysts seldom generate identical reduced models. 
Equations (20) and (29) reveal that the normalized bidirectionality metric and its variance depend on only six 
regression coefficients, dubbed for the purposes of this analysis “the Cardinal Six” coefficients. These are bi and ci, 
for i = 0, 1, and 2. In the present analysis, the Cardinal Six terms were always retained during term reduction. 
Unfortunately, because of the non-orthogonality of each polynomial response model, the precise numerical value of 
these six coefficients will always depend to some degree on which additional terms are retained in the response 
model. That in turn can depend on how the final response model is constructed. This means that it is possible to 
develop somewhat different values for the bidirectionality metric and also the criteria for rejecting null and 
alternative hypotheses in the bidirectionality assessment process, depending on which terms appear in the final 
response model besides the Cardinal Six. 
The possible variance in bidirectionality assessment results due to non-orthogonality in the calibration response 
models is acknowledged, but there is good reason to believe that it will be small. Terms that are very nearly 
insignificant are very small indeed, so even if different subsets of them are retained in the final model causing 
different non-orthogonality effects in the Cardinal Six terms that determine the bidirectionality metric and its 
variance, those effects should likewise be small. Nonetheless, we should be sensitive to the fact that slightly 
different bidirectionality metrics might be produced by different analysts from the same calibration data sample. In 
certain borderline cases, it may even be possible for such differences to influence the assessment of bidirectionality, 
although this is expected to occur only rarely. 
F. Additional Caveats 
The current study utilized balances believed to be representative, and included a moment balance, a force 
balance, a hybrid balance, and a direct-read balance. However, the selection of balances to study was dictated 
largely by the availability of existing calibration data sets. A comprehensive assessment of the methodology will 
depend on its application to balances with a variety of construction/design details. 
IX. Summary and Concluding Remarks 
This paper extends the theory of bidirectionality introduced by Ulbrich10 at the 28th AIAA Aerodynamic 
Measurement Technology, Ground Testing, and Flight Testing Conference in 2012. That theory is extended in the 
following three ways: 1) the metric originally proposed by Ulbrich is normalized to permit easy comparisons with 
the tolerance level he proposed, 2) a categorical variable is introduced in the regression analysis to account for load 
polarity, and 3) the uncertainty in both the normalized and non-normalized bidirectionality metrics is quantified. 
These extensions are applied to four representative balances to quantify bidirectionality metrics for each, as well as 
the uncertainty in each metric. This information was used to make formal inferences regarding the bidirectionality of 
each balance. The following results were obtained: 
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1) Bidirectionality levels large enough to be distinguished from zero with 95% confidence were detected in 
83% of the balance outputs that were examined.  This is roughly five times out of six. 
2) In 65% of the cases examined, bidirectionality levels were large enough to either exceed the Ulbrich 
threshold of 0.5% of output at full calibration load, or to be indistinguishable from it due to experimental 
error. These results were not limited to multi-piece balances traditionally assumed to be bidirectional, but 
applied also to single-piece balances.  
3) Results 1 and 2 suggest that bidirectionality is common, and likely to be too large to prudently ignore in 
any given balance output. 
4) The categorical variable introduced to account for load polarity differences in the calibration model 
regression analysis facilitates an intuitively satisfying physical interpretation of bidirectionality as the net 
effect of changes in offset, sensitivity, and linearity induced when the load polarity changes. 
5) Absolute levels of bidirectionality are relatively small, typically ranging from a few tenths of one percent of 
the balance output at full calibration load to a percent or two. While small in absolute terms, these levels 
constitute a large fraction—and in some cases a large multiple—of the total error budget for a 
representative balance calibration, in which the standard error of residuals is typically expected to be less 
than 0.25% of the output at full calibration load. 
6) The precision with which bidirectionality is estimated can be great enough to resolve levels that are much 
too small to be of interest. These situations are common, and are attributed to calibration data samples with 
substantially more data than necessary to make adequate inferences. 
7) The precision with which bidirectionality is estimated can be so low that levels of bidirectionality great 
enough to be of concern nonetheless cannot be distinguished from zero within experimental error. This 
imprecision is attributed to the multicollinearity that characterizes calibration data samples with correlated 
loads. 
Appendix 
Dependence of Bidirectionality Uncertainty on Maximum Calibration Loads 
Equation (31), reproduced here for convenience as Eq. (A-1), represents the variance in estimating the 
normalized bidirectionality metric for positive and negative load: 
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In this appendix we derive the following useful result: For the commonly occurring situation in which the 
magnitudes of the maximum positive and negative calibration loads are nominally the same, the variance in the 
empirical estimate of the normalized bidirectionality metric is essentially the same for positive and negative loading. 
From Eq. (A-1) we have: 
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We introduce some notational simplification by defining t in a standard way as the ratio of some empirical 
estimate and the uncertainty in estimating it. Specifically, we have 
 ,   ,   ,   y y
y y
y y
t t t t
      
   
 
 
 
      
  
American Institute of Aeronautics and Astronautics 
 
 
41 
which, when inserted into Eq. (A-2), yields the following: 
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The t-values for y± represent the electrical gage outputs near maximum positive and negative calibration load as 
predicted by the calibration response model, in multiples of the standard error in those predictions. Because the 
maximum calibration loads can be relatively large, the corresponding response prediction estimates can also be 
relatively large, especially in comparison with the small standard errors in those predictions typically attributable to 
the high precision of a modern balance calibration. For example, y+ and y- values for the R1 output of balance1 were 
793.12 and -792.62 mV/Volt, respectively, while the standard error (identical for both of them) was only 
0.60 mV/Volt. The corresponding t-values were thus 1321.9 and 1321.0, respectively. 
The t-values for ± represent empirical estimates of the non-normalized bidirectionality metric for positive and 
negative load, expressed as multiples of the standard error in those estimates. Again for the R1 output of balance1 we 
have (see Eq. (35))  = 11.18 mV/Volt and  = 5.03 mV/Volt. The standard error is the same for both of them: 
0.349 mV/Volt. The corresponding t-values are thus 32.0 and 14.4, respectively. For the purpose of testing a null 
hypothesis that the bidirectionality is zero, these  t-values are large, in that a little more than 3 is sufficient to infer 
that the bidirectionality metric is non-zero with less than one chance in a thousand of being wrong (99.9% 
confidence). Nonetheless, they are two orders of magnitude smaller than the t-values for y±, so the squared t/ty 
ratios in the numerator and denominator of the square-bracket term in Eq. (A-3) are quite small. They are about four 
orders of magnitude less than one (5.9 E-04 and 1.2 E-04, respectively, in the case of the positive and negative R1 
outputs of balance1). The bracketed term in Eq. (A-3) is then, to an excellent approximation, “1” (actual numerical 
value for R1 of balance1: 0.99953). We therefore drop the square-bracketed term from Eq. (A-3) and arrive at this 
interesting result: 
 
y
y








  (A-4) 
Equation (A-4) suggests that for loading schedules resulting in balance outputs with nominally equal magnitudes 
near maximum positive and negative calibration load, the uncertainty in estimating the normalized bidirectionality 
metric, , is essentially independent of the polarity of the load. It also suggests an inverse relationship between the 
magnitude of the response near maximum calibration load of one polarity, and the uncertainty in estimating 
bidirectionality at the other polarity. That is, if the loading schedule is such that the magnitude of the output near 
maximum positive calibration load is greater than the magnitude of the output near maximum negative calibration 
load, then the uncertainty in estimating the normalized bidirectionality at negative load will be greater than the 
uncertainty in estimating the normalized bidirectionality at positive load, and conversely. 
For R1 of balance1, the magnitude of y-/y+ is 793.12/792.62 = 1.0006. By Eq. (A-4) this would mean that the two 
bidirectionality standard errors were identical to within about 6 parts in ten thousand (0.06%) but when one accounts 
for the square-bracketed term of Eq. (A-3), computed for this case to be 0.99953, the variances agree even more 
closely—within about 1 part in ten thousand or 0.01%. 
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