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概要
スマートフォンは近年広く普及し,日々その性能が向上している. 多くのスマート
フォンには System on a Chip(SoC) と呼ばれる, CPU を含めた様々な機能が含まれた
チップが組み込まれている. SoCには Graphics Processing Unit(GPU)が搭載されてお
り,通常描画支援等に用いられる. GPUの高い並列計算能力を利用することで,描画だ
けでなく様々な計算用途に用いる General Purpose computing on GPU(GPGPU)も活発
に研究されている.
他方,サブスクリプション型ストリーミングサービスやバーチャルリアリティ空間
におけるライブなど,音楽の楽しみ方が多様化している. 今後も新しいサービスの登場
が考えられ,よりよい音楽体験が求められる.ただし,スマートフォンでは Wi-Fi環境
外において高速通信量は有限であり,通信コストが大きな問題となる.
本研究では複数の音源によって構成された混合音源から元々の音源を取り出す処
理である複数音源分離を Android 端末上で実現し, GPU を利用することによる高速
化を検証した. 音源分離手法として音響処理手法, 深層学習手法の比較を行い, 性能
から Tensorflow Lite を利用した深層学習手法による実装を選択した. Android 端末上
で GPGPUを行う技術は数多く存在するが,速度や利用可能範囲などから比較を行い,
OpenCLによる実装を選択した. GPUを用いることで CPUによる実装に比べて最大約
3.2倍の性能を達成し,スマートフォンでもリアルタイムの音源分離が実現可能である
ことを示した.
また,実現した音源分離処理の活用例として 4つのタブレット端末を利用した 3D
モデルによるライブシステムを提案した. 各端末で分離した音源を再生し, 3Dモデル
が対応する楽器を演奏するモーションを行うことでライブ演奏を再現する. Nearbyに
よる端末間ネットワークを構築することで外部通信コストがかからない. 本システム
によって元音源のままでは行えない音源位置の再構成や各楽器の音量調整などが可能
となり,既存の音楽を用いながらもより能動的な音楽体験を提供できる.
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1 はじめに
本章では本研究の背景と目的を述べる.更に本論文の構成とその概要を述べる.
1.1 研究背景
近年,スマートフォンは広く普及し,世帯保有率は年々向上を続け PCの保有率を超えた
[1]. スマートフォンの多くは System on a Chip(SoC)と呼ばれる CPUやメモリなど多くの
機能を集約したチップを内蔵している. SoCには Graphics Processing Unit(GPU)も含まれ
ており,主に CPUで処理が難しい描画処理等のアクセラレータとして扱われている. また,
General Purpose computing on GPU(GPGPU)と呼ばれる, GPUの得意とする行列処理を計
算用途に利用する研究が盛んに行われている.
他方,サブスクリプション型のストリーミング配信サービスやバーチャルリアリティ空
間におけるライブに代表されるように,音楽の楽しみ方が多様化している. 今後も同様に
音楽を用いたサービスは多く登場すると考えられ,よりよい音楽体験が求められる. 本研
究では複数端末を利用した新しい音楽の楽しみ方を提案しているが, Wi-Fiなど無線通信
の環境外における高速通信量は個人の契約に依存して有限であり,通信を多く行うアプリ
ケーションは通信コストがかかってしまう. そのため,複数端末を使った場合においても
通信量を抑えた音楽体験の提示が有効であると考える.
1.2 目的
本研究では音楽体験として混合音源からそれぞれの音源要素を取り出す複数音源分離
を取り扱い, Android端末上での実装を行う. 処理内部で GPUを利用し,端末上での高速
な処理の実現を目指す. また, GPU利用の有無による性能を比較し,有効性を検討する.
加えて,音源分離を用いた音楽体験の一例として, 4つの端末上にてそれぞれ 3Dモデル
を動かしながら音楽を流すことでライブを再現するシステムを提案する.
1.3 本論文の構成
本論文は以下の章から構成される.
第 2章 複数音源分離
本研究にて取り扱う複数音源分離技術について述べる.
第 3章 Androidにおける GPGPU
Android端末で行う GPGPUに関して述べる.
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第 4章 Androidにおける深層学習
音源分離に用いる深層学習処理について述べる.
第 5章 既存技術・研究
本研究におけるシステムに関連する既存技術と研究について述べる.
第 6章 Android端末における音源分離の実装
深層学習を利用した音源分離の実装に関して述べる.
第 7章 3Dモデルライブシステムの実装
音源分離を用いた 3Dライブシステムの概要と実装に関して述べる.
第 8章 評価
実装を行ったシステムの評価を行う.
第 9章 おわりに
本研究のまとめと今後の展望を述べる.
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2 複数音源分離
本章では本論文にて扱う複数音源分離技術について述べる.
2.1 音源分離とは
音源分離とは,「複数の話者の音声から特定の人物の音声のみを取り出す」,「環境音
が混在する中から目的音を抜き出す」など,複数の音源から構成される混合音源から特定
の音源を復元する処理である. カクテルパーティー効果に代表されるように,人間が自然
にもつ能力をコンピュータにおいても実現するための技術となる.
音源分離は音声認識,ノイズ削減,音楽音源分離などに利用されるが,本研究では音楽へ
の適用,特にバンド楽曲を構成する音源の分離に着目する. 音楽へ音源分離を適用するこ
とにより,各音源の特徴を分析することができ,音源の自動採譜やコード分析など多くの
音楽周辺タスクへ応用することができる. よりユーザに近い利用例としては,ボーカルを
抽出したカラオケ音源の作成,楽器練習時に目的音のみの強調・削減などが挙げられる.
分離の対象となる音源とその音を拾うマイクの数によって,適用できる音源分離手法は
異なる. マイクの数が音源数以上存在する場合は優決定条件と言われ,多くの空間情報を
利用した高性能な音源分離が可能である. しかし,この条件を満たすには録音時に多くの
マイクが必要となる. CD等一般的に流通する音源は 2つのチャンネルで構成されるステ
レオ型が多い. このため,劣決定条件と呼ばれる音源数が 2よりも大きい場合がほとんど
であり,空間情報は利用できるが制約も多い. さらに 1つのチャンネルのみで構成される
モノラル音源も考えられるが,空間情報が得られず,音色を用いることでしか分離を行う
ことができない. ただしモノラル音源はステレオ音源と比較してチャンネル数が半分とな
るため,データサイズも半分となる. また,スマートフォンのハードウェア上の制約で内蔵
スピーカーから再生できるのはモノラルのみ,という端末も多く存在しているため,ステ
レオでの処理は必須ではない.
以上をふまえ,処理データ量と必要性の観点からモノラル音源での音源分離を考える.
2.2 音響処理的手法
モノラル音源への音源分離に用いられる主な手法として,非負値行列因子分解 (Nonneg-
ative Matrix factorization, NMF)が挙げられる.
NMFは疎な行列に適用されるアルゴリズムであり,以下のように定義される.
X ≃ X̂ = AB (1)
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NMFは元の非負値行列 Xに対して,近似解となる X̂を A, Bの積で表現することを考え
る. 分解を行うと, Aは繰り返し出現するパターンを表す基底, Bは基底の出現タイミング
と強度を表す行列となる. X を I行 J列とすると, Aは I行 K列, Bは K行 J列となり, K
を任意に取ることができる. Kは Aの基底数であり,低ランク性と精度を考慮しながら定
める.
NMFは次のような最適化問題を解くことにより求められる.
min
A,B
D(X|AB) subject to A ≥ 0, B ≥ 0 (2)
D(·|·)は距離関数であり,非負制約の元で距離関数の値が最小となる行列 A, Bを求める.
距離関数にKullback-Leibler Divergence(KL距離)DKL(·|·)を用いると,次のように表すこと
ができる.
DKL(X|AB) =
∑
i, j
xi, j log xi, j∑
k ai,kbk, j
− xi, j +
∑
k
ai,kbk, j
 (3)
[2]で述べられるように,この距離関数の元で最適化問題の更新式が次のように与えら
れる.
ai,k ← ai,k
∑
j xi, jbk, j∑
j bk, j
∑
k ai,kbk, j
(4)
bk, j ← bk, j
∑
i xi, jai,k∑
i ai,k
∑
k ai,kbk, j
(5)
この更新式を繰り返し適用することで,非負値制約の元で距離の最小化が図られる.
NMFを音源に適用する際,スペクトログラムと呼ばれる周波数・時間・強さの 3次元
データに変換することで非負値行列として扱うことができる. 音楽音源のスペクトログラ
ムは疎な行列であり,音源は同じようなメロディから構成されており低ランクであるため,
NMFの適用が有効である. スペクトログラムに NMFを適用すると,音源の特徴を捉えた
基底行列 Aと,アクティベーションと呼ばれる基底の時間変化による出現程度を表す行列
Bに変換できる. NMFを利用した音源分離は,基底行列 Aをクラスタリング等で音源毎に
分類することにより実現される. しかし,基底がどの音源を構成しているかを特定するの
は容易ではない.
特定の音源を NMFにて取り出す別のアプローチとして,対象音源データを利用した教
師あり NMFが研究されている [3] [4].
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教師あり NMFは学習と推論の 2つの処理に分かれている. 学習では対象音源のスペク
トログラム Ytargetに対してNMFを行い,基底行列 Fとアクティベーション Qに分離する.
推論では学習で得られた F を利用し,入力の混合音源 Y に対して次の式を考える.
Y ≃ Ŷ = FG + HU (6)
近似解 Ŷ を,目的音源の基底 FとそのアクティベーションGの積,目的以外の音源の基
底 Hとアクティベーション U の積の和で表す. この式は通常の NMFと同様に,距離関数
と更新式を考え距離の最小化を行うことで解が得られる. その際, Fの値は固定しG,H,U
のみを更新することで,目的音源のアクティベーションを得ることができ, FGが目的音源
のスペクトログラムとなる.
教師あり NMFは基底の特定が容易となるが,目的音源基底をあらかじめ用意する必要
がある. また,複数の音源に適用するには連続でこの手法を適用しなければならない.
NMFでは多くの行列計算が行われ, GPUによる高速化も見込める. しかし,基底数 Kの
取り方や更新回数などハイパーパラメータが多い上,後述する深層学習による音源分離と
比較すると精度が低い. そのため,本研究では深層学習手法に焦点を当てる.
2.3 深層学習手法
深層学習を利用した音源分離は近年盛んに行われており,その高い分離精度が注目され
ている.
深層学習は大量の教師データを用いて特徴を学習する機械学習手法のうち,多くのネッ
トワークの重ねあわせによって機械学習モデルを構築する手法を指す. 画像処理の分野を
中心に様々な深層学習モデルが提案され,様々な分野で高い性能を誇っている. 音楽分野
も例外でなく,音源分離の他にもジャンル認識,作曲などに深層学習モデルを用いる研究
が行われている.
深層学習モデルを用いた音源分離の多くは,スペクトログラムの 3次元データという部
分に着目し,画像処理と同様の手法が適用できないか,という観点からアプローチされて
いる. 実際,混合音源スペクトログラムから分離音源スペクトログラムを取り出す処理は,
画像処理分野における Image-to-Image,すなわち入力と出力が共に画像の場合の処理とほ
ぼ等価であるといえる. ただし,スペクトログラムは画像と異なり,それぞれの要素が周波
数特徴を表すため 1ピクセル分の情報欠落が音源の歪みに繋がる. 高品質な分離音源を手
に入れるには,画像以上に高精度な処理が必要となる.
Andreasらは Image-to-Imageの分野で提案されたU-Net構造を音源分離に適用した [5].
U-Net[6]は医療分野の画像処理,電子顕微鏡画像の神経構造セグメンテーションタスクに
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対して提案されたモデルである. モデルの概要を図 1に示す. U-Netは畳み込みを行い次
元削減を行った後にアップサンプリングを行い元の形状に戻す Encoder-Decoderモデルに
対して,アップサンプリング時に畳み込みで得られた同サイズの層を連結するスキップ構
造を加えたモデルである. 通常の Encoder-Decoderモデルを適用すると, 畳み込みを行う
際に解像度の高い情報が損失してしまう. そこでスキップ構造を加えることで圧縮前の高
解像度情報が得られ,アップサンプリング時に出力の解像度を高く保つことができる. [5]
中ではボーカルの分離のみに着目されているが,同様のモデル構造を持つ Spleeter[7]にお
いてドラムやベースなどの分離にも有効であると示されている.
一方で,音源データをそのまま扱う深層学習モデルも検討されている. DanielらはWave-
U-Netと呼ばれる End-to-Endな音源分離,すなわちスペクトログラム等への変換を行わな
い分離処理を実装した [8]. スペクトログラムへの変換は周波数情報などに欠落が生じる
ため,潜在的な性能低下が発生する. それを回避するため,音源データを直接深層学習モデ
ルの入力として扱い, 分離音源を出力とするモデルを提案している. モデルの概要を図 2
に示す. 全体的な構造は [6]と同様, Encoder-Decoderの形状を取る. Encoderでは 1次元畳
み込みとダウンサンプリングのブロック, Decoderではアップサンプリングと結合,そして
1次元畳込みのブロックをそれぞれ同数重ねている. スペクトログラムと同様に情報の欠
落が歪みへと繋がるため,それを回避するようにアップサンプリングでは 0埋めではなく
線形補間によって処理される. 同じデータセットによる学習を行うと,スペクトログラム
ベースのモデルよりも高い性能を誇る. しかし, 1次元畳み込みや音源に対する中間処理
を後述するような Android向け深層学習ライブラリで実現するのは現時点において困難
である.
U-Netは 2次元の畳込みとその逆処理のみで構成されており,単純かつ高速な処理となっ
ている. 本研究ではこの U-Net構造を利用した音源分離の実装を行う.
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図 1: U-Netモデル ([5]より引用)
図 2: Wave-U-Netモデル ([8]より引用)
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3 AndroidにおけるGPGPU
GPGPUは主にデスクトップ向け GPUを主として発展してきた. それとは大きく異な
るスマートフォンという環境下において,どのような技術が検討されるかを,本章にて述
べる.
3.1 CUDA
Compute Unified Device Architecture(CUDA)は Nvidia社が開発した, GPUにおいて汎
用計算を行うための開発環境である [9]. 言語記述は C, C++を元とした独自記述を行う.
計算を制御する CPU側を host,実際に計算を実行する GPU側を deviceとしばしば呼ぶ.
計算を実行する際には hostのメモリから deviceのメモリへとデータを転送し, deviceで処
理を行った後に hostへデータを戻す.
GPGPUといえば CUDAという程に普及した技術であり,他の技術と比較にならないほ
どに多くの参考文献,研究が存在する.
CUDAの計算モデルは後発の GPGPUを行う言語に影響を与えた. 後述する OpenCLも
その一つである. CUDAは Nvidia社製の GPU, GeForceや Tesla等においてのみ使用され
ることを想定している. その為,チューニング対象が限られる. GeForceや Teslaを利用す
る際はハードウェアの最大限の速度を発揮するが,他社製の GPUでは動作させることす
らままならない.
多くの Androidに搭載される GPUも例外ではなく,ほとんどの端末において CUDAは
利用できない. CUDAが利用できる Android端末として Teglaシリーズが存在するが,そ
の普及率は非常に低い. よって,スマートフォンにおける GPGPUとして CUDAを採用す
るのはほとんどの端末で利用できないという面で相応しくない.
3.2 RenderScript
RenderScriptはGoogleがAndroid向けに開発した並列計算用フレームワークである [10].
CUDAと同様に C言語のような記述を行い, GPUのみならずマルチコア CPUにも向けた
並列計算をサポートする.
Androidに向けたフレームワークであることから,各種関数が javaの APIとして呼び出
すことができる. 更に, Android特有である異なる端末におけるアーキテクチャの違いも最
初から考慮に入れられ,どんな端末でも動かせるように設計されている.
欠点としては, 利用例がほとんど無い点である. 参考となる文献は Googleの公式 API
詳細のみであり,研究もまだまだ進められていない. また, Androidのみの実装であるため,
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他の環境へのソースの移植性に欠ける.
3.3 OpenGL ES
Open Graphics Library for Embedded Systems(OpenGL ES) は Khronos Group が策定す
る,スマートフォンを含めた組み込みやモバイル端末における 2D, 3Dグラフィックスの描
画 APIである [11]. 様々な環境で 2D・3D描画を行う OpenGLのサブセットとして策定さ
れている.
OpenGL ESを利用したGPGPUはシェーダ計算を経由して行う. 描画に関係する処理と
して 4要素のベクトル型が用意されており,巨大な行列の演算には 4要素ずつ分割しなが
ら計算を行う.
OpenGL ESは描画を対象とした APIであり汎用性が高められているため,その他の技
術と比較すると実行速度が劣る. 一方で,モバイル端末に向けられた APIであることから,
対応するバージョンの違いはありながらもほぼ全ての端末で処理を行うことができる.
3.4 OpenCL
Open Computing Language(OpenCL)は Khronos Groupが策定する,ヘテロジニアスな環
境で並列計算を行うためのフレームワークである [12]. AMD社製など CUDAが利用でき
ない GPUや,マルチコア CPU,更には FPGAなど数多くの環境が混在した状態で並列計
算を行うことができる. 他の技術と同様に C, C++の記法で GPUに処理を命令する.
host側で OpenCLで用意された APIを呼び出しながら deviceを操作する. 処理内容を
一度書けば,同様のコードで様々な環境における GPGPUが実現できる.
多くのスマートフォンには OpenCLのライブラリである libOpenCL.soを端末内に保持
している. このライブラリを dlopenによって読み込むことで, Andoroidにおける OpenCL
実行が可能となる. しかし,一部の Android端末にはこのライブラリが存在していない.
OpenCLを利用することで, CUDAには性能で劣るものの, AMDの GPUに向けられた
OpenCLソースコード資源を,ほぼ改変することなく移植することが可能となる. また,数
多くの言語によるラッパーも存在し,最適化は必要なものの導入コストが低い. 更に,いく
つかの研究により Android上での OpenCL動作が確認され,高速化も望めている.
3.4.1 OpenCLのプログラムモデル
OpenCLにおけるプログラムは APIを通じて以下のような手順で実行される.
1. プラットフォームの決定
2. デバイスの決定
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3. コンテキストの作成
4. コマンドキューの作成
5. カーネルプログラムのビルド
6. ホストからカーネルへのデータ転送
7. 計算実行
8. カーネルからホストへのデータ転送
プラットフォームはOpenCLが利用できる環境を指す. 実行環境の差は,プラットフォー
ムを指定する部分にて吸収される. 利用するプラットフォームを決定し,保持するデバイ
スを検知,確定する. デバイスはカーネルソースを実行する部分である. Android,とりわけ
Qualcomm社の SoCでは, プラットフォームが SoC自体である SnapDragon, デバイスが
組み込まれた GPUである Adrenoとして認識される.
コンテキストは,後述するコマンドキューやメモリ,プログラム自体などを管理するも
のである. 利用するデバイスを指定し,作成を行う.
コマンドキューは,カーネルにて実行される命令を管理する. コマンドキューを通じて
カーネル側のメモリ確保,カーネル関数の実行などが指定できる.
カーネルプログラムはソースを文字列として読み込み,ビルドされる. ビルドはコンテ
キストを指定して実行される.
ホストからカーネル,またその逆の転送は前述のコマンドキューにおける関数を通じて
提供される. その際,読み込み専用,読み書き可能など,どのようなメモリを利用するかを
明示できる.
メモリの確保,カーネルのビルドを終えた後に,コマンドキューを通じてカーネル実行
が命令できる.
デバイスでは, WorkItem, WorkGroupという 2つの概念を利用して計算が実行される.
GPUで計算が実行される単位をWorkItemにて指定できる. このWorkItemをいくつかの
グループに分割した実行を指定できるのが, WorkGroupである. グループ単位でメモリを
共有することで高速化できる場合などに利用ができる.
WorkItemは自身を特定する IDが振られる. 全体で重複しないグローバル IDと, Work-
Group内で定められるローカル IDが存在する. ローカル IDはグループを跨ぐと重複する
が, WorkGroupを特定するワークグループ IDと併用することでWorkItemを特定できる.
14
WorkItemは,次元数を定めることで平方・立方方向に分割を行うことができる. IDは次
元毎に定められ,次元数 2の場合, get global id(0 or 1)にてそれぞれの次元の IDを取得で
きる. GPUでの計算を指定するカーネル関数内でこれらの IDを利用することで,並列な
計算が実装できる.
OpenCLでは,以下の 4種のメモリが存在する.
1. Global Memory
2. Constant Memory
3. Local Memory
4. Private Memory
下のメモリほど, 実行される workitem に近く, 高速にアクセスできる. Global Memory,
Constant Memory は workgroup 外に位置し, Local Memory, Private Memory はそれぞれ
WorkGroup, WorkItem毎にアクセスできるメモリである. プログラムに応じてメモリを適
切に指定することで高速化が期待できる.
15
4 Androidにおける深層学習
本章では Android端末で深層学習モデルによる処理を行うために,利用可能な技術の検
討を行う.
4.1 深層学習ライブラリ
深層学習を利用した処理を一から記述するのは非常に困難である. そのため,モデルの
構築や学習,そして推論など必要な処理が簡単に記述できる深層学習ライブラリの利用を
考える.
Android端末上でモデルの構築や学習を行うことは様々な計算資源の不足により現実的
ではない. そこであらかじめ PC等でモデルを用意し, Android端末向けに変換して推論さ
せる前提でライブラリを検討する.
4.1.1 PyTorch
PyTorchは Facebook社が主となって開発されているオープンソースの深層学習ライブ
ラリである [13]. 最大の特徴として define-by-runと呼ばれる,順伝搬計算時に計算グラフ
を動的に定める方式が挙げられる. また,ライブラリの設計原則で挙げられるように研究
者による利用が最優先とされており,最新手法の多くが PyTorchによって実装されている.
PyTorchで作成したモデルは PyTorch Mobileを利用することで Android端末上での推
論処理を行うことができる [14]. 処理手順は図 3の通りである. PyTorch上でモデルを構
築・学習の後に量子化をオプションに取りながら pt拡張子のモデル形式に保存する. モ
デルはAndroidのAssetsフォルダに配置し, Android向け PyTorchパッケージ内のModule
クラスから読込・実行が可能となる.
研究用途としては非常に優れているが, PyTorch Mobileはリリースされたばかりである
ため,本研究では対象外とする.
4.1.2 TensorFlow
TensorFlowは Google社が主となって開発されているオープンソースの深層学習プラッ
トフォームである [15]. モデルの構築や学習のためのライブラリに留まらず,後述するよ
うな幅広い推論環境など深層学習に関連する包括的なサポートが特徴である.
1.xバージョンでは define-and-runと呼ばれる計算前に計算グラフを決定してから順伝
搬等が行われていたが, 2.xバージョンより define-by-run方式がデフォルトで利用できる.
また, Keras API[16]を用いることで直感的なモデル記述ができる. そして, TensorFlowで
作成したモデルは TensorFlow Lite[17]等を利用することで Android端末上で推論を行う
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図 3: PyTorch Mobile処理手順 ([14]より引用)
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ことができる.
4.1.3 汎用深層学習ライブラリ
特定のフレームワークに依存しない深層学習ライブラリも多く存在している.
Open Neural Network Exchange(ONNX)は様々なフレームワークから変換・読み込みが
可能なモデルフォーマットである [18]. PyTorchや TensorFlowをはじめとして多くのラ
イブラリが対応しているため,可搬性に優れている. しかし,モデル変換時に ONNXに対
応していない計算オペレーションが含まれていると変換が不可能となるため,完全な統一
フォーマットとはなっていない. 推論処理は以下のMACE, SNPE等で実行できる.
Mobile AI Compute Engine(MACE)は XiaoMiによって開発される, モバイル端末に最
適化された深層学習フレームワークである [19]. ONNXや TensorFlowのモデルが利用可
能であり,推論処理は OpenCLによって実装されている. しかし, Java Native Interface(JNI)
から呼び出すことを前提としており, Javaから直接呼び出すことができない.
Snapdragon Neural Processing Engine(SNPE)は Snapdragonで深層学習を実行するため
の SDKである [20]. MACEと同様にONNXや TensorFlowのモデルに対応しており,コン
バータを通じて SNPE専用のモデルに変換することで推論処理が可能となる. Java環境,
JNI経由どちらからでも呼び出すことができるが, Snapdragon以外の SoCで利用できない.
以上をふまえ,本研究では汎用性と利便性から TensorFlowを利用したモデルの構築・学
習を行う.
4.2 TensorFlowモデルを利用した推論環境
TensorFlowを利用したモデルは,次のような環境で推論を行うことが可能である.
4.2.1 TensorFlow.js
TensorFlow.jsはブラウザや Node.js上など JavaScriptによって動作する TensorFlowラ
イブラリである [21]. 推論処理を行える他,モデルの構築や転移学習なども可能である. モ
デルは JSON形式で扱われ, converterを利用することで Kerasなどから変換される. GPU
の利用はWebGLを経由して行われる.
端末内にモデルをあらかじめ用意することで通信を行わず推論処理を行うことができ
る. しかし,基本的には外部通信を行う前提で設計されており,本研究の目的からは離れて
しまう. さらに,ネイティブアプリ実装と比較すると経由する処理が多く遅延が生じると
考えられるため,採用を見送った.
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4.2.2 ML Kit
ML Kitは後述する TensorFlow Liteを含む機械学習関連技術がまとめられた SDKであ
る [22]. Firebaseと呼ばれるWebやモバイルアプリを容易に開発できるプラットフォーム
の機能の 1つであり,簡単な記述で推論処理を実行できる.
SDKのため,ネイティブアプリへの組み込みやローカル実行も可能であるが,ベータ版
のため安定した運用が望めない. ただし,将来的にはML Kitを利用することで本論文での
実装よりも簡潔な実装を行える可能性を秘めている.
4.2.3 TensorFlow Lite
TensorFlow Liteはスマートフォンをはじめとして,組み込みや IoTデバイスにおける推
論処理を行うためのツール群である [17]. 外部との通信を挟まず,モデルサイズを抑える
ような設計となっているため,本研究の目的に沿っている.
TensorFlow Liteを利用する流れは図 4の通りである. あらかじめモデルの構築をサーバ,
すなわち PC等で行う. 学習を終えたモデルはTFLite Converterを利用することで Flatbuffer
形式の tfliteモデルへ変換できる. その際,モデルの重みに対して最適化処理を行うことが
可能である.
変換で得られた tfliteモデルを推論する端末,クライアントへ格納し, TFLite Interpreter
が読み込むことで推論処理が可能となる. APIは Javaと JNIを経由した C++が利用でき
る. GPUの利用は様々な端末での利用を可能とするため, OpenGL ESをベースとして実装
されている. また,バージョン 2.1より処理速度を重視した OpenCLによる実装も行われ
ている.
計算グラフの一部または全てを GPU等のアクセラレータで実行するには, TensorFlow
Lite delegateと呼ばれる機構を利用する. delegateを指定することで元の計算グラフをア
クセラレータで実行する形へ変換することができる. delegateには GPUを指定する GPU
delegateの他に, Digital Signal Processor(DSP)や Neaural network Processing Unit(NPU)を
含めて指定する Neaural Network API(NNAPI) delegateが存在する.
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図 4: TensorFlow Lite処理手順 ([17]より引用)
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5 既存技術・研究
本章ではこれまで言及していない本研究にて利用する既存技術について述べる. さらに,
本研究に関連する既存研究について述べる.
5.1 既存技術
3Dモデルによるライブシステムにて利用する,端末間通信に関して述べる.
5.1.1 端末間通信技術
複数の端末間の通信技術として Nearby が挙げられる [23]. Nearby はスマートフォン
の peer-to-peer通信を容易に可能とするプラットフォームである. 内部実装に Bluetoothや
Wi-Fiを利用し,外部との通信を挟むこと無く端末間でネットワークを構築することがで
きる. 端末間でネットワークを構築することで,音源分離だけでなくシステム全体として
外部通信を行うこと無く動作可能となる.
ライブラリの利用には Java版 [23],あるいは Unity版 [24]を用いる. 根幹となる通信機
能に大きな差は無いが,前者はそれに加えてネットワークトポロジや通信データ種別を明
示することができる.
5.2 既存研究
土橋らは音源分離を利用したタブレット演奏支援アプリを作成した [25]. 分離音源を利
用することで演奏者の楽器音量だけを落とし,それ以外の楽器に合わせた演奏練習が可能
となる. 本研究とは音源分離を用いる点で共通しているが, [25]においては分離処理を事
前に行い結果のみを格納しており,端末上で分離処理を行うという点で異なる.
Miuらは TensorFlow Liteを利用した物体の姿勢推定Unityアプリを作成した [26]. コン
ピュータビジョンの分野の代表的なリアルタイム処理手法である YOLOを土台とした姿
勢推定モデルを, C言語 APIを利用しながら TensorFlow Liteへ移植している. TensorFlow
Liteを利用しスマートフォンでの推論処理を行う点で共通しているが,本研究とは推論処
理の適用対象が異なる.
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6 Android端末における音源分離の実装
本章ではこれまでの章をふまえ, Android端末において複数音源分離を実装する.
6.1 短時間フーリエ変換による音源処理
本論文で扱う深層学習モデルは, 3次元データを入出力に取るため音源データをそのま
ま処理することが出来ない. そのため,あらかじめ音源に対して短時間フーリエ変換 (Short
Term Fourier Transform : STFT)を施し,その結果の絶対値を取る. これにより音源をスペ
クトログラムとして扱うことが出来る.
6.1.1 短時間フーリエ変換によるスペクトログラムの取得
STFTは以下のように定義される窓関数 wを対象データ xに掛け合わせてフーリエ変換
を行う処理を,窓関数を適用する範囲をずらしながら連続で行うものである.
w(m) =
 f (m) (0 ≤ m < N)0 (otherwise) (7)
ここで,窓関数の有効範囲となる窓幅 Nを 1024とし, f (m) = 0.56+ 0.46 cos 2πmと定義
されるハミング窓を用いた. また,窓関数をずらす幅 (オーバーラップ)Hを N/2,すなわち
512とした.
n番目に適用された周波数 ωにおける STFTの結果 X[n, ω]は次のように定義される.
X[n, ω] =
∞∑
m=−∞
x[nH + m]w[m]e−i2πωm (8)
ここで, xは適用順に応じて H ずつずらしながら参照される. フーリエ変換の区間は無
限区間を対象とするが,窓関数を掛けあわせることで 0 ≤ m < N の有限区間に絞ることが
できる.
得られた Xは複素数であり,絶対値 |X|を計算することでスペクトログラムが求まる. こ
のスペクトログラムに対して,次節で述べるような分離処理を行う.
6.1.2 逆短時間フーリエ変換による分離音源の取得
分離処理を行うことで,分離音源のスペクトログラム |X|′が得られる. |X|′に対して逆短
時間フーリエ変換 (inverse Short Term Fourier Transform : iSTFT)を施すことで分離音源を
得る.
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スペクトログラムは絶対値を取って得られた値であるため,位相情報を持たない. そこ
で, X の偏角 Arg(X)を用いて X′ = |X|′ exp(iArg(X))を計算することで位相情報を付加す
る. Arg(X)は X[s, t] = a + biと表されるとき, atan2(b, a)と tanの逆関数を適用することで
求められる.
iSTFTは以下のように計算される.
x′n[t] =
ωmax∑
ω=0
X′[n, ω]ei2πωt (9)
x′[t] =
∑
nx′n[t]w[t − nH]∑
nw[t − nH]2
(10)
式 (9)によって n毎に逆フーリエ変換を行い音源の形式に戻す. x′n[t]は窓関数を掛けあ
わせたデータの逆変換となるので,再度窓関数を掛け合わせ,オーバーラップを考慮しな
がら加算し,窓関数の 2乗和で割ることで補正する (式 (10)). これにより,分離音源 x′ を
得られる.
6.1.3 高速フーリエ変換の実装
STFT, iSTFTにおいてフーリエ変換を行っているが,離散データに対して実行するため,
実際には離散フーリエ変換となる. 離散フーリエ変換は高速フーリエ変換 (Fast Fourier
Transform : FFT)によって計算量を落としながら処理を行うことができる. FFTの計算は
大浦氏 [27]のライブラリを Javaへ移植したものを利用した [28].
計算対象となるデータは実数であるため,複素共役を取っても値は変化しない. この性
質から FFTの出力も複素共役の対称性を保ち,計算領域をおよそ半分にできる. [28]のラ
イブラリにはこの実数に対する FFTを行う rdftが提供されているため, STFTに利用した.
6.2 深層学習手法による音源分離
前節で述べたように音源に STFTを施し得られたスペクトログラムを利用して, [5]を
元に以下の手順で深層学習による音源分離を実装した.
6.2.1 深層学習モデルの構築
Android上での推論処理を TensorFlow Liteで行うことを考慮し, モデルの構築を Ten-
sorFlowにて行った. TensorFlowのバージョンは 2.0とした. 以降ではバージョン固有の表
現の際, TensorFlow2.0と表記した.
本研究では TensorFlow2.0にて推奨されている Keras[16]を用いたモデル構築を行った.
Kerasは高レベルな深層学習APIであり,このAPIを用いてリスト 10のような記述で深層
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学習モデルが構築できる. また,構築したモデルはKerasの標準的な保存形式であるHDF5
形式にて保存を行った. HDF5形式はモデル情報とその重みを含んでおり,モデルの復元
と変換が容易となる.
Kerasを用いて構築したモデルの概要を図 5に記した.
入力には混合音源のスペクトログラムを取った. 窓幅 1024で STFTを行うと周波数軸は
513要素となるため,聴覚にほとんど影響を及ぼさない直流成分である 0番目を除くこと
で入力要素数を 512に調整した. また,スペクトログラムの時間軸方向に 128要素で分割
し 1バッチとして扱った. なお,対象となる音源のサンプリング周波数を 44.1kHzとする
と, 1要素は N = 1024であるため約 23ミリ秒を表し, 1バッチはオーバーラップ H = 512
を考慮すると約 1.5秒の幅を表す.
主な処理として,二次元畳み込み処理であるConv2Dと,その逆処理であるConv2DTranspose
をそれぞれ 6層ずつ重ねた. Conv2D, Conv2DTransposeで用いたカーネルのサイズは (5,5),
ストライドは (2,2)とした. 活性化層は Conv2Dには LeakyReLU, Conv2dTransposeには
5 層目まで ReLU, 6 層目は Sigmoid とした. また, Conv2DTranspose の 6 層目を除いて
BatchNormalizationを適用した.
Conv2DTransposeの 6層目をマスクとして扱い,入力のスペクトログラムと積を取るこ
とで目的音源のスペクトログラムが出力される形とした. 出力も周波数軸は 512要素と
なっているので,入力時に除いた直流成分を付加し iSTFTが可能な形とした.
6.2.2 深層学習モデルの学習
学習するデータセットにはMUSDB18を利用した [29]. MUSDB18は図 6で示されるよ
うに,ボーカル,ドラム,ベース,その他楽器の 4種類とその混合音源,伴奏音源が提供され
る, 150曲約 10時間のデータセットである. 本研究では 150曲全てを学習に利用した.
入力に混合音源のスペクトログラムを取り,モデルによる出力と目的音源のスペクトロ
グラムの L1ノルムを損失関数として扱い,最適化手法には Adamを利用した.
学習時はmusdb18にて推奨されているように,各スペクトログラムに対して時間軸方向
に一定の長さでランダムに切り取り,バッチとして扱った. そしてこのバッチ集合の学習
を終えることを 1エポックとして扱った.
6.2.3 深層学習モデルの保存と変換
学習を目的音源毎に行い,それぞれの結果を HDF5形式にて保存した. 学習済みのモデ
ルに対して,リスト 6の記述により TensorFlow Liteモデルへの変換を行った.
変換を行う過程において,本来 32bit浮動小数点で表現される単精度の重みを, 16bit浮
動小数点で表現される半精度に落としたモデルも作成した. 重みの精度を落とすことによ
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1 import tensorflow as tf
2 from tensorflow.keras.layers import Input, BatchNormalization , Conv2D, LeakyReLU
3
4 def UNet():
5 x = Input(shape=(512,128,1,))
6 conv1 = Conv2D(filters=16, kernel_size=[5,5],strides=[2,2], padding="same")(x)
7 conv1 = LeakyReLU(alpha=0.2)(conv1)
8 norm1 = BatchNormalization()(conv1)
9 ...
リスト 1: Keras Model記述例
図 5: 構築モデル概要
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図 6: musdb18構成内容 ([29]より引用)
1 model = tf.keras.models.load_models("target_model.h5")
2 converter = tf.lite.TFLiteConverter.from_keras_model(model)
3 tflite_model = converter.convert()
4 open("convert_model.tflite", "wb").write(tflite_model)
リスト 2: TensorFlow Liteモデル変換
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1 dependencies {
2 ...
3 implementation ’org.tensorflow:tensorflow -lite:0.0.0-nightly’
4 implementation ’org.tensorflow:tensorflow -lite-gpu:0.0.0-nightly’
5 }
リスト 3: Gradle依存関係
1 android {
2 ...
3 aaptOptions {
4 noCompress "tflite"
5 }
6 }
リスト 4: Gradle非圧縮設定
り,モデルサイズの削減と計算の高速化を図った.
6.3 Android端末における分離処理
前節で作成した TensorFlow Liteモデルを利用し, Android端末での音源分離アプリを作
成した. アプリ作成において, Androidの統合開発環境である Android Studioを利用した.
6.3.1 Androidにおける Tensorflow Liteの利用準備
Android Studio上で TensorFlow Liteを扱うプログラムを記述するには,いくつかの準備
が必要となる.
Android Studioではアプリのビルドに Gradleが利用されている. Gradleの設定ファイル
には作成するアプリのライブラリ等の依存関係が記述できる. 本研究では TensorFlow Lite
とその GPU版を利用するため,リスト 6のようにライブラリを指定した. ライブラリバー
ジョンは OpenGL ESを利用する場合は 0.0.0-nightly, OpenCLを利用する場合は 2.1.0を
指定した.
作成した TensorFlow Liteモデルはアプリ内の assetsディレクトリに配置した. ただし,
アプリのビルドの過程で assets内のファイルは圧縮される可能性がある. そこでリスト 7
のように Gradleに記述を行い,明示的に圧縮を避けた.
6.3.2 TensorFlow Liteによる推論処理
TensorFlow Liteの推論を Interpreterクラスを介して行った.
assetsに配置したモデルはAssetFileDescriporを通じてMappedByteBufferとして読み込
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んだ. また, Interpreterクラスの内部クラス Optionsのインスタンスを作成し, Delegateに
よって GPUや NN APIの利用有無を指定した. Interpreterインスタンスはこのモデルバッ
ファとオプションを引数に取ることで作成した.
モデルの入出力にはByteBufferを利用した. Tensorflow Liteの入出力テンソルの大きさは
(1,512,128,1)となり,それぞれバッチ数,周波数軸,時間軸,チャネル数を表している. ここ
で各次元のサイズと単精度のバイト数を掛けあわせたサイズ,すなわち 1∗512∗128∗1∗4 =
262144byteのメモリを確保した.
推論の実行は入出力バッファを引数にとって Interpreterの runメソッドを実行すること
によって行った. 実行が終わると出力バッファにモデルでの処理結果が格納される. この
結果を利用してバッファからスペクトログラムを構築し,音源に復元することで分離音源
を得た.
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7 3Dモデルライブシステムの実装
本章では複数音源分離の活用例として音源分離を利用した 3Dモデルライブの提案と実
装を行う. なお,本システムを用いてエンタテインメントコンピューティング 2019(EC2019)
にてデモ発表を行った [30].
7.1 システム概要
3Dモデルライブのシステム概要を図 7に表す. また,その動作例を図 8に表す.
本システムにおいて,各端末をサーバとクライアントに分類した. 図 8では手前のスマー
トフォンがサーバ,奥の 4台のタブレット端末がクライアントである. サーバ端末は音源
分離処理を行い,クライアント端末へ結果を配信する. クライアント端末はサーバ端末か
ら送られてくる音源を受け取り,音源の楽器に合わせた 3Dモデルの演奏モーションを音
楽に合わせて再生させる. 端末間通信には Nearby[23]を利用した.
システムは次の手順で実行される.
i. クライアントがサーバに目的楽器情報と共に音源分離を要求
ii. サーバが目的楽器に応じて音源分離
iii. サーバが分離音源をクライアントに配信
iv. 全てのクライアントが分離音源を取得
v. サーバが全てのクライアントに対して再生命令
vi. 命令に応じてクライアントが同期再生
本システムを利用することにより,複数人でスマートフォンを持ち寄り,端末上にある
音楽を分離することで外部との通信なく聴覚・視覚で 3Dモデルライブを楽しむことがで
きる. また,各楽器が分離されているため,本来の音源では不可能な音源位置の再構成や音
量バランスの調整が可能となり,能動的な音楽体験がもたらされる.
7.2 Unity向け音源分離ライブラリの作成
前章で作成した音源分離機能は Androidネイティブアプリのみを動作対象としていた.
この機能を Unityで扱うため,ライブラリ化を行った.
7.2.1 Android Studioでのライブラリ作成
Androidライブラリは Android Archive(AAR)という形式となる. AARは JARファイル
に加え, AndroidManifestや assetsなどAndroid特有のファイルを含む. AARに TensorFlow
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図 7: 3Dモデルライブシステム概要
図 8: 3Dモデルライブ動作例
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1 dependencies {
2 ...
3 compileOnly fileTree(dir: ’libs’, include: [’*.jar’])
4 }
リスト 5: Gradle Unity対応
Liteモデルを統合することで,音源分離機能を提供した. Android Studioで AARを作成す
るため,ライブラリモジュールをプロジェクトに追加した.
本システムではUnityにおける利用のみを考え, UnityPlayerActivityを継承する形でUnity
からの呼び出しに対応した. UnityPlayerActivityは Unityアプリの主画面要素であり,一般
的な Androidの Activityを拡張したものである. このクラスを Android側で継承すること
で,更なる拡張が可能となる.
UnityPlayerActivityのクラス情報は Unityのインストール先に存在している. 該当する
JARファイルをコピーし,ライブラリモジュールに配置した. クラス情報はビルド時にAAR
内に含まれると Unityから呼び出す際に競合してしまうため,リスト 5のように Gradleに
記述した. これにより, libsディレクトリに配置した unityクラス情報を含む jarファイル
をコンパイル時のみの利用と明示し,競合を回避した.
AARの実行には各種ランタイムが必要となるが, Unityにはランタイムが存在しない. そ
のため, Unityのプロジェクト内に作成するAARを追加する際,ビルドした音源分離ライブ
ラリの他にランタイム関連の JARファイルを共に追加した. これらのファイルは Android
Studioの Gradleキャッシュより取得した.
Tensorflow Liteの実行には JARファイルに加えて, Java Native Interface(JNI)を経由し
たネイティブライブラリが用いられている. ネイティブライブラリは arm64-v8aや x86 64
などの Application Binary Interface(ABI)の違いによって命令セットが異なるため, ABI毎
に専用のライブラリが提供されている. ABI毎に読み込むため,リスト 9の記述を行った.
これにより, jniディレクトリ下に ABI名のディレクトリを作成し,更にその下にライブラ
リを置くことで ABI毎の実行を可能とした.
作成したライブラリモジュールは Gradlewコマンドを通じてビルドを行った. ただし,
前章で TensorFlow Liteモデルを assetsディレクトリに配置していたが, AAR形式でビル
ドを行うとオプションを指定していても圧縮が行われる. 圧縮を回避するため,モデルを
res/rawディレクトリに移動し, openFd経由で呼び出しを行った.
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1 android {
2 ...
3 sourceSets {
4 main {
5 jniLibs.srcDirs +=[’src/main/jni/’]
6 }
7 }
8 }
リスト 6: Gradle JNI対応
1 <application
2 ...>
3 <activity android:name="com.example.tfliteseparation.Separator">
4 ...
リスト 7: AndroidManifestクラス指定
7.2.2 Unityでのライブラリ利用
作成したライブラリをUnityプロジェクトへ追加し,音源分離処理をUnityから呼び出す.
ライブラリ群は Unity内プロジェクトの Assets/Plugins/Androidディレクトリへ格納し
た. また, UnityPlayerActivityを継承したクラスの指定を, AndroidManifestに対してリスト
5のように行った. com.example.tfliteseparationパッケージ内の Separatorクラスに継承を
行っており,これにより Unity側で Activityとして利用を可能とした.
Unityスクリプトはリスト 4のように記述した. 音源分離メソッドは Activityクラスに
存在しているため, UnityPlayerを経由して currentActivityを取得することでアクセス可能
となった. Activityを AndroidJavaObjectとして取得した後は, Callを呼び出すことでライ
ブラリメソッドを呼び出した. このとき,第一引数は呼び出したいメソッド名を指定し,そ
れ以降の引数を第二引数以降に渡した. また,返り値を持つメソッドはジェネリクスに指
定することで Unity側で結果を取得した.
7.3 端末間通信の実装
本システムでは Unityのスクリプトから呼び出す形で Nearbyによる端末間通信の実装
を行った [24]. Unity版の Nearbyは Google Play Games付属のプラグインとして提供さ
れており,関連する機能がまとまった unitypackageをインポートすることで利用が可能と
なった.
Nearbyは Advertiseと Discoveryに分かれて 1対多の両方向通信が可能である. ここで
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1 AndroidJavaClass cl = new AndroidJavaClass("com.unity3d.player.UnityPlayer");
2 AndroidJavaObject tflite = cl.GetStatic <AndroidJavaObject >("currentActivity");
3 var resData = tflite.Call<short[]>("Run", target);
リスト 8: UnityScriptライブラリ呼び出し
はサーバ端末を Advertise,クライアント端末を Discoveryをそれぞれ行う形とした.
Advertiseを開始する StartAdvertiseメソッドは接続要求を処理する関数を引数に取る.
本システムでは接続要求に対して無条件で受け入れた. その際,接続済み端末を管理する
リストを用意しながら接続先情報を保持した.
Discoveryを開始する StartDiscoveryメソッドは IDiscoveryListerインタフェースを実装
したクラスを引数にとる. このインタフェースは接続先の発見時に実行されるOnEndpoint-
Foundと見失った際に実行される OnEndpointLostにて構成される. OnEndpointFoundに
て Advertise中の接続先への接続要求処理を行った.
接続を確立する際,必ず IMessageListenerインタフェースを実装したクラスを引数に取
る. このインタフェースの要求するOnMessageReceivedメソッドを用いてデータの受信を
管理した. 受信するデータは分離後音源による配列データと,目的音源と時刻を表す文字
列の 2種を扱うため,その振り分けを状態管理変数を用いて行った. また,文字列の分類は
Advertiseか Discoverのどちらかを判別することで可能とした.
音源の送信は一度に全てのデータを送ることができないため,分割しながら行った. 音
源データは送信順に受信される必要があり,それを確約する SendReliableメソッドを利用
しながら送信した. 一度に送信できるデータサイズはMaxReliableMessagePayloadLength
で取得した. この値を利用しながら,データを分割し送信を繰り返した. 音源の受信は順番
が確約されているため,受信順にリストへ保管し,全て受信した後に音源へと変換した.
7.4 端末間の同期再生
端末間の同期再生は Network Time Protocol(NTP)を用いた実装とした. ただし, OS時間
の書き換えにはルート権限が必要となるので,プログラム上でのみ時間を扱った.
各端末は同期処理を行う前に NTPサーバへ接続し, サーバとの誤差をオフセットとし
て保持させた. 同期処理の開始はサーバ端末からクライアント端末へ同時に再生開始時間
を送信することにより行った. 再生開始時間は送信時より数秒後を指定し,送受信の大き
な遅延を考慮した. クライアント端末は再生開始時間情報を受け取り,オフセットを考慮
しながら現時刻との差分だけ処理を待機し,その後に再生を行う.
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7.5 3Dモデルによる演奏モーション
3Dモデルは音源分離によって得られる 4種類の楽器を演奏するものを用意した. 3Dモ
デルのモーションには FinalIK[31]を用いた.
分離音源は各々の楽器のみが鳴ることが期待されるため,音量が大きければその楽器が
演奏されているとみなせる. 再生している音源の音量が閾値を超えた場合に演奏モーショ
ンを動かし,そうでなければ止める形とした.
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8 評価
本章では実装した複数音源分離処理の評価を行う. 併せて, 3Dモデルライブに関する評
価と考察を行う.
8.1 音源分離精度評価
TensorFlow Liteモデルへの変換や半精度への変換, Androidでの実装で分離精度にどの
程度差が生じたのか,スペクトログラムを用いて評価した.
MUSDB18内の音源「A Classic Education - NightOwl」を利用し, 正解データと変換前
後のモデル出力のスペクトログラムを比較した. 楽器ごとに図 9, 10, 11, 12として示した.
色相の違いはあるが,各楽器ごとの特徴が捉えられており,大きな変化を生じることなく
実装が行われていることを確認した.
8.2 音源分離速度評価
8.2.1 速度計測結果
3種類の端末を用いて,音源分離の処理速度をGPUの使用有無やOpenGL ESとOpenCL
による実装の違い,モデルの半精度化によって条件を変えながら計測した. 利用端末は表
1として記した. 以下ではそれぞれタブレット端末, Galaxy, Pixelと表記する.
分離対象となる音源は 3分 20秒, 44.1kHz,モノラルのバンド音源とした. この評価にお
ける処理手順を図 13として示した. 「Specブロック作成」はあらかじめパッチサイズご
とに STFTを施し,得られたスペクトログラムを多次元配列として音源全体を処理するも
のである.
利用した端末毎に計測結果をそれぞれ図 14, 15, 16として記した. 図中の数字にて処理
時間をミリ秒で表した. また,各項目は図 13中の記述と対応させ,最上部の数字にて合計
時間を表した. なお, OpenCLによる実行時に半精度モデルを選択すること, GPUと NN
表 1: 利用端末
MediaPad T2 8 Pro Galaxy S8 Pixel 3
OS version 6.0.1 9.0 10.0
Snapdragon 615 835 845
Adreno 405 540 630
RAM GB 2.0 4.0 4.0
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 9: ボーカル音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 10: ベース音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 11: ドラム音源分離スペクトログラム比較
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i. 正解データ ii. 変換前モデル
iii. 単精度モデル iv. 半精度モデル
v. Androidでの単精度モデル vi. Androidでの半精度モデル
図 12: その他音源分離スペクトログラム比較
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APIを同時に選択することは実装上不可能なため, 条件から除外した. x軸方向はそれぞ
れ単精度モデルの CPU処理,半精度モデルの CPU処理, NNAPIを利用した単精度モデル,
NNAPIを利用した半精度モデル, OpenCLによる単精度モデルのGPU処理, OpenGLESに
よる単精度モデルの GPU処理, OpenGLESによる半精度モデル処理とした.
結果として,どの場合においても音源の長さよりも短い時間で処理が完結した. さらに,
CPUの処理時間に対して, GPUを利用することでタブレット端末では約 1.1倍, Galaxyで
は約 2.0倍, Pixelでは約 2.8倍の高速化を確認した.
8.2.2 処理速度に関する考察
どの端末においても GPUによる高速化は確認できたが, GPUの処理時間全体における
分離処理の占める割合は, 特に OpenCLによる処理において約 2～3割と低く, その反面
データ転送時間の割合が高い. 一般的に GPUによる処理はメモリ転送の割合が低い場合
に効果的であるが,本研究の結果としてはデータ転送量と比較すると処理負荷は軽いもの
であったといえる. しかし,本研究で採用した深層学習モデルは比較的小規模なものであ
るため,更に規模の大きく精度の良いモデルを採用する余地があるともいえる.
データ転送時間に関連する現象として,処理中に多くのガベージコレクション (GC)が
実行されていた点が挙げられる. 特に RAMの小さいタブレット端末は顕著であり, GCを
減らす設計とすることで速度向上が見込めると考えられる.
処理時間の多くを占めるもう 1つの要因として, スペクトログラム処理が挙げられる.
本研究では CPUによる処理としたが,この処理を GPUを用いて行うことで更なる速度向
上が見込める. さらに,本研究では TensorFlow Liteの実行を Java APIを用いて行っていた
が, JNIを経由した C++ APIも存在しているため,これらを組み合わせることでより高速
な処理も可能であるといえる.
OpenCLと OpenGL ESの処理を比較すると,明らかに OpenCLによる実装が高速な処
理を行っている. OpenCLは端末に対する実行可能範囲や半精度モデルの非対応など課題
は多いが,速度向上には欠かせないといえる.
半精度モデルの利用によって主に Galaxyにおける CPU処理時間が向上したが, GPU
においてはタブレット端末を除いて逆効果となった. ただし, 単精度モデルのサイズが
39.3MBに対して半精度モデルは 26.2MBと 2/3になっており,容量制約の大きい Android
端末では処理速度や精度と共に考慮する余地があるといえる.
NNAPIの利用は大きな速度低下を引き起こした. しかし, NNAPIは本来,半精度の 16bit
よりも更に精度を落とした 8bitモデルの利用を想定している. この場合,精度が犠牲とな
るため本研究においては相応しくないといえる.
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図 13: 音源分離処理手順と対象計測時間
図 14: タブレット端末速度比較
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図 15: Galaxy速度比較
図 16: Pixel速度比較
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8.3 3Dモデルライブ評価
8.3.1 Unityにおける音源分離速度
実装を行った音源分離ライブラリを Unityから呼び出し,その速度を計測した. Unityか
ら図 13の処理を呼び出すと「Specブロック作成」時点でメモリ不足により動作しないた
め,この評価におけるフローチャートを図 17のように変更した. あらかじめブロックとし
てメモリに確保するのではなく,都度 STFTを施し分離処理へ適用させていく形とした.
各端末におけるネイティブと Unityライブラリの処理速度比較を図 18, 19, 20として示
した. 各項目は図 17中の記述と対応させ,最上部の数字にて合計時間を表した. それぞれ
の処理は前節を踏まえ,単精度モデルを利用した CPU処理と OpenCLを利用した単精度
モデルによる GPU処理とした.
どの場合においても主にmemory処理時間の増加によって速度が低下しているが,元の
音源の時間よりも短い時間で処理が完結している. また,処理手順を変更したことにより,
ネイティブにおける CPUの処理時間に対して, GPUを利用することでタブレット端末で
は約 1.2倍, Galaxyでは約 3.2倍, Pixelでは約 2.0倍の高速化を確認した.
8.3.2 処理速度に関する考察
Unityは 3D空間の描画を行うためメモリの制約が非常に強く, 結果として分離処理に
割く計算資源が不足し速度低下を引き起こしたと考えられる. ただし,計算資源不足によ
る速度低下を鑑みても元の音源長に対して十分な処理速度といえるため,利用価値はある
といえる.
ネイティブでの処理時間は Galaxyにおいて前節での性能を大きく上回る高速な処理と
なった. 図 15の GPU処理速度と比較すると,明らかにメモリ周辺の実行時間が短縮され
ている. 処理時間の短縮にはメモリの最適化が重要であるといえる.
8.3.3 システムに関する考察
作成したシステムに関して, EC2019における展示を行った際に寄せられた意見を参考
に考察を行う.
音源分離ライブラリを作成したことにより, VRをはじめとした Unity上で開発される
マルチメディアコンテンツへの応用が期待される. 例えば,本システムでは現実上で端末
を持ち寄ることを想定したが, VR空間にて同様の音源分離と同時再生・演奏モーション
を行うことでより自由度の高いライブの構築も可能と考えられる.
同時再生には容易に同時刻を取得できる NTPを用いた. NTPを用いた正確な同期再生
を実現するのは困難である. ただし,ミリ秒単位の遅延であれば本システムにおけるライ
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図 17: 音源分離 Unityライブラリ処理手順と対象計測時間
図 18: タブレット端末 Unityライブラリ速度比較
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図 19: Galaxy Unityライブラリ速度比較
図 20: Pixel Unityライブラリ速度比較
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ブシステムという枠組みにおいて,音源位置の違いから生じる遅延のように知覚されるた
め直接的な違和感には繋がりにくい. そのため NTPを利用したシステムでも大きな問題
は生じないといえるが,更なるライブ感の向上にはこのような空間の伝達により生じる遅
延を制御できるよう,より正確な再生タイミングが必要と考えられる.
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9 おわりに
本章では本研究にて実現した内容をまとめ,今後の課題と展望を述べる.
9.1 まとめ
本研究では Android端末上において複数音源分離を実現するため,様々な観点から実現
手法を比較・検討を行い, TensorFlow Liteと OpenCLを主とした実装を行った. CPUによ
る処理と比較して最大で約 3.2倍の速度向上を確認し,リアルタイム処理が十分可能な速
度を実現した.
さらに,音源分離を利用した例として 4つのタブレット端末を利用した 3Dモデルによ
るライブ再現システムを提案した. Unityにて音源分離を行うため処理機構をライブラリ
化し,速度低下を生じながらもリアルタイム処理が可能な実行速度を確認した.
9.2 今後の課題と展望
9.2.1 音源分離プログラムの最適化
本研究における音源分離の処理フローは逐次処理となっていた. TensorFlow Liteでの推
論は一度に処理可能なパッチ数が限られているため,事前のスペクトログラム変換などと
並列に実行することで更なる高速化が見込める.
また,本研究では CPUによる処理としたが,スペクトログラムへの変換処理を GPUを
用いて行うことで更なる速度向上が見込める. さらに,本研究では TensorFlow Liteの実行
は Java APIを用いて行っていたが, JNIを経由した C++ APIも存在している. これらを組
み合わせることで余分なメモリ転送を削減でき,より高速な処理ができると考えられる.
9.2.2 リアルタイム再生機構
本研究では音源の再生時間と比較し,リアルタイムに匹敵する処理時間を実現した. し
かし,実際に分離した音源を再生する機構の実装までは至らなかった. 分離処理と再生処
理を組み合わせた上で真にリアルタイムに分離音源が再生できれば,さらに利用価値が上
がると予測される.
9.2.3 異なる深層学習モデルの利用
本研究で用いた深層学習モデルは CPUによる高速な処理も可能な小さなモデルだった.
そのため,更に巨大なモデルの利用によるリアルタイム処理の検証が必要であるといえる.
深層学習の分野は日々進歩しており,今回用いたモデルよりはるかに高い性能を誇るモ
デルの登場も期待される. 本研究で用いたモデルのパラメータ数を基準として,今後新た
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なモデルを利用した音源分離のリアルタイム処理実現の可否が検討できると考えている.
9.2.4 3Dモデルライブの演奏感向上
本研究で提案した 3Dモデルの演奏モーションは Final IKを利用したが,多くのモーショ
ンがループ再生によって実現されており,実際のライブでの演奏とは差が生じている. 音
源分離によって得られた分離音源は他の音楽関連のタスクへ利用することも期待されて
おり,たとえば音高を取得しそれに応じたモーションを追加することによるモデルの演奏
感向上などが期待される.
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