Quasicrystals are long-range ordered but not periodic, representing an interesting middle ground between order and disorder. We experimentally and numerically study the ground state of nonand weakly-interacting bosons in an eightfold symmetric quasicrystalline optical lattice. We find extended states for weak lattices but observe a localisation transition at a lattice depth of V0 = 1.78(2) Erec for the non-interacting system. We identify this transition by measuring the timescale required for adiabatic loading into the lattice, which diverges at the critical lattice depth for localisation. Gross-Pitaevskii simulations show that in interacting systems the transition is shifted to deeper lattices, as expected from superfluid order counteracting localisation. Our experimental results are consistent with such a mean-field shift. Quasiperiodic potentials, lacking conventional rare regions, provide the ideal testing ground to realise many-body localisation in 2D.
Quasiperiodic potentials give rise to fractal, selfsimilar structures both in momentum space [1] and in their energy spectrum [2] . The unique and intriguing status of quasiperiodicity as a middle ground between order and disorder has generated interests in a wide range of fields, from recent experiments with twisted bilayer graphene [3], topological photonics [4] , and ultracold atoms [5] [6] [7] [8] [9] , to a proof for the undecidability of the spectral gap theorem [10] . Combining two-dimensional (2D) quasicrystalline potentials with ultracold atoms will not only enable the observation of the 2D Bose glass [11, 12] but could prove essential for deciding the ultimate fate of many-body localisation (MBL) in 2D. Though established and confirmed in 1D [8, 13] , the existence of MBL in higher dimensions is -despite first experimental studies [14, 15] less clear, as rare ergodic enclosures might trigger a thermalisation avalanche that destabilises the localised state [16, 17] . In quasiperiodic systems, in contrast, the long-range ordered nature of the potential precludes such conventional rare ergodic regions [18] .
By studying the diverging timescale required for adiabatically loading a Bose-Einstein condensate (BEC) of ∼ 3 × 10 5 39 K atoms into a quasicrystalline optical lattice, we probe the disorderinduced localised phase and its resilience against interactions. We perform the investigation in momentum space by recording matterwave diffraction patterns, instead of employing the real space in-situ techniques mostly used so far. We create a quasicrystalline 2D optical lattice V (r) by superimposing four coplanar 1D lattices formed by retro-reflected laser beams (wavelength λ lat = 725 nm) under 45 • angles and mutually detuned by at least 10 MHz, as illustrated in Fig. 1a :
Analogously to solid-state quasicrystals [19] this potential exhibits a crystallographically forbidden eightfold rotational symmetry [20] . Fig. 1b shows the numerically calculated single-particle ground state of this potential for different lattice depths V 0 . In contrast to periodic lattices, there exists a critical lattice strength V loc at which the ground state undergoes a transition from an extended, quasiperiodic Bloch wave to an exponentially localised state. The quasiperiodic potential generically possesses a single absolute minimum and the absolute ground state in the localised phase is centred around this site.
Since disorder-induced localised phases cannot be detected in equilibrium, we rely on a dynamical probe: starting with a non-interacting BEC in a dipole trap (see [20] for details), we increase the lattice depth linearly from 0 to V 0 in a time τ before decreasing it back to 0 using the same ramp and performing time-of-flight imaging, as illustrated in Fig. 1c . Whenever the loading and unloading dynamics under this triangular ramp are fully adiabatic, all atoms return to the initial BEC wavefunction and we detect them all at zero momentum.
For V 0 < V loc , the lattice ground state is a quasiperiodic but extended wave ( Fig. 1b ) and the initially constant density only has to rearrange locally. Similarly to a periodic lattice [22] (discussed later), the BEC can hence be adiabatically loaded in a finite time. Above the localisation transition at V loc , on the other hand, the initially extended ground state wavefunction becomes exponentially localised around the typically unique global minimum and is characterised by a rapidly shrinking localisation length. Following this change adi-arXiv:2001.10912v1 [cond-mat.quant-gas] 29 Jan 2020 e Fig. 1 | Localisation in a 2D quasicrystalline optical lattice. a, Eightfold symmetric quasicrystalline optical lattice formed by superimposing four standing waves. b, Numerically computed singleparticle ground states for lattice depths below (V 0 /E rec = 0, 1) and above (V 0 /E rec = 2) the localisation transition. Grey lines denote the lattice potential. c, The lattice ramp used in all experiments. The final momentum distribution is detected using a time-of-flight of t tof = 33 ms. d, Numerically calculated ramp time (circles) needed for a 99% recovery of the zero-momentum peak population in the quasicrystalline lattice. This timescale diverges at a lattice depth (grey bar) compatible with the localisation transition (V loc ). The dashed line denotes a phenomenological fit [21] . e, Calculated Inverse Participation Ratio of the single-particle ground state in momentum space (IPR k ), exhibiting a cusp at the critical lattice depth V loc ≈ 1.78(2) E rec (grey bar). Darker blue lines correspond to larger basis sets; the red line marks the extrapolation to the infinite basis, see supplemental material [21]. abatically would require particle transport over large distances, leading to a diverging adiabatic- The zeromomentum fraction f 0 is fully recovered for all probed lattice depths already for rather short ramp durations of τ 40 µs. Different colors correspond to different maximum lattice depths V 0 ; solid lines denote numerical solutions to the single-particle Schrödinger equation [21] . Insets show time-offlight images for V 0 = 4.6 E rec and different ramp times τ : the optical density colorscale is chosen to highlight small excited populations, thereby saturating the zero-momentum peak. ity timescale in the thermodynamic limit. This prediction is confirmed by the numerical simulation shown in Fig. 1d : the ramp time τ needed to return > 99% of the atoms to the zero-momentum state diverges upon approaching the localisation transition [21] . In order to precisely pinpoint the critical lattice depth, we numerically calculate the single-particle ground state using a plane wave basis and compute its Inverse Participation Ratio in momentum space IPR k = j |ψ j | 4 , whereψ j denotes the amplitude of the j th plane wave [21] . As shown in Fig. 1e , this displays a sharp transition at V loc = 1.78(2) E rec , which is consistent with a numerical calculation of the localisation transition in real space [23] .
In our experiments, we first focus on noninteracting atoms (scattering length a ≈ 0 a 0 [24] ) and a regular square lattice generated by two of the four standing waves. In this periodic case there is no localisation transition and adiabatic loading should thus always be possible [22] . We individually fit all momentum peaks in the time-offlight images taken at the end of the lattice ramp and extract both the total number of atoms N and the atom number in the zero-momentum peak N 0 . Hence we define f 0 = N 0 /N as the zeromomentum fraction, plotted in Fig. 2 as a function of the ramp time τ . For τ = 0 the atoms have , also shown in b for longer ramp times. Both experiment and simulation show that the zero-momentum fraction f 0 ultimately recovers to one for V 0 < V loc , but tends to zero for V 0 > V loc . The red data denotes the lowest probed lattice depth above the localisation transition, which is also the first one not to recover. The turquoise star denotes the maximum recovery for 2.4 E rec . The first and last insets in a show time-of-flight images for 0.6 E rec , all others are for 2.4 E rec ; the colorscale is identical to Fig. 2 . The dashed line in b denotes 99% recovery, the ramp time required to reach this is plotted in Fig. 1d . c, Fitted slopes for τ = 50 − 100 µs: large negative slopes indicate localisation. no time to respond and they simply remain in the zero-momentum state, hence f 0 = 1. For small but finite ramp times, which mean rather abrupt lattice changes, the non-adiabatic dynamics gives rise to significant excitations that are strongest for ramp times around τ ≈ 10 µs. For slower ramps, the atoms begin to adiabatically follow the ground state and return to the initial state, eventually leading to a full recovery of the zero-momentum peak population for all inspected lattice depths. The oscillatory behaviour at intermediate ramp times stems from only a few discrete momenta being relevant to the dynamics [20, 22] . Our observations are in perfect agreement with a numerical solution of the single-particle Schrödinger equation for a homogeneous lattice without any trap (solid lines in Fig. 2) . The observed timescales for adiabatic loading (< 100 µs) are much shorter than those typically used (50 − 200 ms [25] ), as the system is non-interacting and we can neglect the harmonic trap on these short timescales [21].
In the quasicrystalline lattice, in contrast, the dynamics at long ramp times crucially depends on whether the maximum lattice depth lies below or above the localisation transition at V loc = 1.78(2) E rec . As shown in Fig. 3a , the dynamics starts similarly to the periodic case, also giving rise to a maximum depletion around τ ≈ 10 µs. For longer ramps, however, the quasiperiodic character leads to two dramatically distinct behaviours: while for low lattice depths the zero-momentum peak eventually fully recovers (see also Fig. 3b ), it never does for V 0 > V loc . Its population instead keeps decreasing and ultimately tends to zero for slower ramps, where atoms can reach higher diffraction orders. These include states at succes-sively lower momenta and lead to the atoms "getting lost" in the fractal momentum space of the quasicrystal [20] . This is directly visible in the time-of-flight pictures at the top of Fig. 3a , where the populated momenta are situated closer to the origin for longer τ . A numerical solution of the single-particle Schrödinger equation (solid lines in Fig. 3a ) not only agrees very well with the experimental data, but furthermore allows exploration of much slower ramps without trap effects (Fig.  3b ), confirming the two distinct dynamics for slow ramps. All traces show log-periodic oscillations, which are a sign of discrete scale invariance and of the fractal nature of the system [26] . Fig. 3c shows the gradients extracted from linear fits between τ = 50 − 100 µs. While the log-periodic oscillations can give rise to shallow negative slopes even below the transition, localisation causes stronger negative slopes that highlight the counterintuitive nature of the dynamics in this regime -the slower the ramps, the further away from adiabaticity. The small discrepancies at long ramp times are probably caused by slightly inaccurate lattice depth calibrations.
In order to investigate the effect of repulsive interactions on the localisation transition, we applied different magnetic fields during the lattice ramp to sample scattering lengths between 0 − 200 a 0 , as shown in Fig. 4 . In this rather deep lattice of V 0 = 2.4 E rec > V loc the non-interacting ground state is strongly localised, leading to a very low recovery of the zero-momentum fraction of f 0 ≈ 0.2 for a ramp time τ = 250 µs. Interestingly, adding sufficiently strong repulsive interactions increases the recovered fraction to almost unity. The dashed line at f 0 ≈ 0.9 denotes the recovered fraction at its maximum value for τ ≈ 30 µs (turquoise star in Fig. 3a ), which is essentially independent of the interaction strength (see supplemental material [21]). For weak interactions, the low recovered fraction after 250 µs therefore directly corresponds to strong negative slopes that signal localisation, whereas the close to perfect recovery for larger interactions suggest that no phase transition has been crossed. This is consistent with the expectation that repulsive interactions in a BEC shift the onset of localisation to deeper lattices. The same effect can also be observed in the Gross-Pitaevskii equation (GPE) simulations [21] shown in the main inset of Fig. 4 , where the superfluid fraction ψ SF vanishes only at deeper lattices in the interacting case.
By recording matterwave diffraction patterns after a triangular lattice ramp, we could observe the localisation transition in a 2D quasiperiodic potential, thereby establishing a novel and complementary observable to study disorder-induced localisation. The timescale required for adiabat- Fig. 4 | Effect of repulsive interactions. The zero-momentum fraction for a fixed slow ramp τ = 250 µs and deep lattice V 0 = 2.4 E rec increases with growing interaction strengths, given by the scattering length (a) and the resulting chemical potential (µ ∝ a 2/5 ). The black solid line denotes a phenomenological fit using the error function of equation (18) in [21] . Error bars denote the standard deviation of three measurements. The main inset is a mean-field GPE simulation of the superfluid stiffness or fraction ψ SF [21] showing that the localisation transition is pushed to deeper lattices in interacting systems. The colorscale used in the small insets is identical to Fig. 2 . The chemical potential scale has a systematic uncertainty on the order of 10−15% stemming from the atom number calibration.
ically loading a non-interacting condensate into the lattice diverges at the localisation transition at V loc ≈ 1.78(2) E rec , as the change from an extended to a localised wavefunction would require mass transport across the whole system. The localised phase is stable against adding small repulsive interactions and the observed behaviour is consistent with a mean-field shift of the transition point. Adding a strong 1D lattice along the third direction will extend these experiments into the 2D regime and allow for strong correlations. This will provide access to the full disorder versus interaction phase diagram, including the so far elusive 2D Bose glass and a re-entrant transition where adding disorder turns a Mott insulator back into a superfluid [12] . Localised states in 2D quasiperiodic potentials could prove crucial for studying MBL in 2D, as their long-range ordered nature ensures that conventional rare ergodic regions are absent [18] . They are also an ideal starting point to study interacting Floquet systems, where the non-ergodicity could effectively mitigate the typical Floquet heating [27, 28] 
SUPPLEMENTAL MATERIAL

Experimental details
The experimental apparatus and sequence is described in the supplemental material of [20] . We load 2.5 − 3 × 10 5 39 K BEC atoms from a (ω x , ω y , ω z ) = 2π · (19, 18, 115) Hz crossed-beam dipole trap into a λ lat = 725 nm blue-detuned lattice in the x, y-plane. In order to avoid interferences between the individual 45 • -spaced 1D lattices, they are detuned from each other by at least 10 MHz, much higher than any frequency the atoms could respond to. There is no lattice along the third direction.
All images are taken after a 33 ms time-of-flight, and 2 ms into it interactions are re-introduced to a value of a = 280 a 0 in order to "puff up" the diffraction orders and to minimise saturation of the images, which would otherwise prevent a reliable fitting procedure. The lack of visible scattering spheres in the images demonstrates that the effects of the "puffing up" on the dynamics is negligible.
We can neglect the effects of the harmonic trap, as they would start to dominate only after times on the order of 1/ω x,y ≈ 10 ms.
Population extraction
The populations of the individual momenta are extracted by fitting a Thomas-Fermi profile to each peak independently. A fit is performed instead of a pixel count as it allows for a reliable characterisation of the peaks even in the presence of noise and (more importantly) saturation. Despite the "puffing up" procedure, the zero-momentum peak (the original BEC) remains almost always severely saturated. Only points below a cutoff of OD= 3.4 are considered in the fit, OD being the optical density.
For higher diffraction orders, the fits are generally reliable for the square and for the shortterm dynamics of the eightfold quasiperiodic lattices, where the peaks are well separated. For the longest and deepest quasiperiodic lattice ramps, on the other hand, atoms start to occupy up to the 10 th diffraction order, such that peaks begin to overlap in the images.
The color scale chosen for all insets presented in the paper was capped at OD = 0.5 in order to emphasise small excited populations. This choice in turn visually over-emphasises the spatial extent and hence the population of the zero-momentum peak, which in the deeply localised regions is highly depleted. As shown in Extended Data Fig. 1 , different colorscales visually confirm that higher interaction strengths result in an almost complete recovery of the zero-momentum peak.
=5.0 OD max OD max =0.5 =2.5 OD max Extended Data Fig. 1 | Different colorscales. The four different rows, starting from the top one, correspond to a/a 0 = 0, 40, 100, and 200.
Simulations
Momentum space
The numerical data presented in Fig. 1e and Fig.  2 was produced by solving the single-particle problem using a momentum space representation. As the four 1D lattices (depicted in Fig. 1a ) are detuned from each other by at least 10 MHz, there is no relevant cross interference and the main interaction consists of atoms absorbing a photon from one laser beam and remitting it into the counterpropagating beam. This changes the atomic momentum by 2 k. The wavevectors of the four incoming beams have the same magnitude |k| = 2π/λ lat and only differ in their direction, as listed in equation (2).
Employing the language of synthetic dimensions [29] , the four 2D wavevectors can be chosen as orthogonal vectors in a four dimensional space:
where the common factor 2π/λ lat has been omitted.
Starting from a zero-momentum state (q = 0), the atoms can then reach the following momenta b p (matterwave diffraction vectors) by two-photon transitions:
(5) Each coefficient represents the number of twophoton transitions along one of the standing waves (1D lattices). The blue lines in Fig. 1e correspond to the following truncations:
|i| + |j| + | | + |m| n for n = 1 − 25. (6)
The single-particle d-dimensional Hamiltonian for q = 0, where d is the number of active lattice beams and hence the dimensionality of the augmented space, is then given by:
where b p is the basis vector of equation (5) with p = (i, j, , k) and P is the projection matrix from the augmented back to the physical 2D basis. For the regular square lattice d = 2, while for the eightfold quasicrystalline lattice d = 4, and the projection matrix P 4 is P 4 =     1 cos π /4 − cos π /4 0 0 sin π /4 sin π /4 1 0
We determine the ground state of H using Lanczos' algorithm and calculate the ground state IPR k shown in Fig. 1e .
The dynamical simulations of Fig. 2 were obtained by direct integration of the dimensionless Schrödinger equation:
where H = H/E rec and τ rec = /E rec . The simulation requires a truncation in the plane wave basis, which limits the reliability of its predicted dynamics near the localisation transition because of the large number of Fourier components involved. Hence, a real space simulation was employed in these regions (next section).
Real space
The numerical data in Fig. 1b, Fig. 1d, Fig. 3 , and in the inset of Fig. 4 was produced using the Extended Data Fig. 2 | Exponentially decaying wavefunction in the localised state. The GPE of equation (10) was evolved in imaginary time for α = 2 to find the (localised) ground state, whose density profile |ψ 0 | 2 is plotted here as a function of the dimensionless coordinate ξ x . The red dashed lines show the characteristic exponential localisation around the global minimum (chosen to lie at ξ x = 50 here). The dashed grey line denotes where the simulation stops being reliable due to float precision and finite evolution time, signalled by the loss of even symmetry.
dimensionless Gross-Pitaevskii equation (GPE) in real space. It was solved using the split-step Fourier method [30] in the presence of an external potential energy term:
with ξ = k lat x, a = ak lat and ψ = ψ/k 3/2 lat . The lattice depth in units of E rec is α. The noninteracting (single-particle) case was realised by setting a = 0. The use of this mean-field calculation is further justified by the absence of an additional lattice along the vertical direction, resulting in a weak confinement along that direction and therefore weak correlations.
This equation was evolved in imaginary time to find the (localised) ground state for α = 2, shown in Fig. 1b and in Extended Data Fig. 2 in log-scale. For the dynamical simulations of Figs. 3a and 3b , it was instead evolved in real time with a given ramp V 0 (t) from a uniform initial wavefunction.
The ramp times τ 99% in Fig. 1d were fitted with:
value error a 0.05 0.04 V loc 1.80 0.03 b 3.15 0.80 (11) which provided an estimate for V loc /E rec = 1.80(3), shown as the grey bar. For the inset in Fig. 4 , the simulation solved for the ground state of the lattice of equation (10) in the presence of twisted boundary conditions [31] , where the phase of the wavefunction is required to differ by a small angle θ between opposite boundaries of the simulation region. A wavefunction localised at the origin is unaffected by such twist, as its magnitude at the boundary vanishes: the ground state energy of the localised phase is hence independent of the twist. A delocalised wavefunction, in contrast, displays a phase difference θ over the system size L, corresponding to a phase velocity v ∝ θ/L and an associated additional kinetic energy. The sensitivity of the ground state energy between the untwisted and twisted systems (∆E g /θ 2 ) is directly proportional to the superfluid stiffness or superfluid fraction ψ SF and is plotted in the inset of Fig. 4 as a function of lattice depth. At the localisation transition, the superfluid fraction vanishes.
To quantify the strength of the interactions, we consider the spatially averaged interaction energy per atom in a 3D box of size L:
where n(r) is the 3D density of the system. Assuming a system with atom number N that is translationally invariant in z, the simulated wavefunction ψ is normalised such that |ψ| 2 d 3 r = L |ψ| 2 dx dy = ηL, where we defined η = N/L. This leads to:
and substituting in E rec = 2 k 2 /(2m) gives
For the red curve in the inset of Fig. 4 , a value of aη = 0.3 was used in a simulation volume of size kL = 14π, which corresponds to E int = 0.004E rec . We checked that performing the simulation in a volume of size kL = 64π while preserving E int does not qualitatively affect the results.
Inverse Participation Ratio in momentum space (IPR k )
A quantum state may be expressed in any complete orthonormal basis, for instance in the Wannier |w i or in the plane wave |φ j bases:
The Inverse Participation Ratio in momentum space IPR k is defined as
and measures how many plane waves contribute to a given state. A large and finite IPR k corresponds to the situation where only a handful of plane waves are of relevance -a large IPR is equivalent to a small participation ratio (PR), meaning a small ratio of participating states to available states. Normalisation imposes i |ψ i | 2 = 1, and hence i |ψ i | 4 1. The equality is only satisfied when the state consists of only one basis function, i.e. for a single plane wave. A state that is localised in real space, on the other hand, necessarily comprises an infinite number of planes waves and hence will have a vanishing IPR k .
For periodic lattices, the single-particle eigenstates are always extended Bloch waves with a finite IPR k , which approaches zero only asymptotically with lattice depth. The eightfold quasicrystalline lattice, in contrast, displays the sharp transition shown in Fig. 1e , signalling the localisation transition.
The following table provides a summary for the ground state IPR in real (IPR x ) and momentum (IPR k ) space characterising the delocalised (extended) and localised phases, highlighting the opposite behaviours: The IPR k of the first few tens of low-lying eigenstates was also computed and exhibited the same qualitative behaviour as the ground state. The red curve in Fig. 1e was obtained by extrapolating the blue curves to the n → ∞ limit -see equation (6) . To this end we plotted the computed data for each lattice depth against 1/n and extracted the intercept of a fitted straight line.
Interacting data
The interaction strength was varied by employing the Feshbach resonance at 402.70(3) G of the |1, 1 state in 39 K [24] .
We note that the maximum recovery of f 0 ≈ 0.9 at τ ≈ 30 µs (turquoise star in Fig. 3a ) for V 0 = 2.4 E rec is independent of the interaction strength in the investigated range: the chemical potential at a = 200 a 0 in our harmonic trap is µ/h ≈ 742 ± 84 Hz. This corresponds to an interaction timescale ∼ 1.5 ms, which is large compared to the τ ≈ 30 µs recovery time. This is additionally illustrated in Extended Data Fig. 3 , where the recovered zero-momentum fraction in the square lattice showed no change around Extended Data Fig. 3 | Absence of interaction effects on square lattice ramps. The zero-momentum fraction f 0 is fully recovered for square lattices even for moderate repulsive interaction strengths, quantified by the scattering length a. Here, V 0 = 7 E rec . The solid line is the same numerical solution to the single-particle Schrödinger equation shown in Fig. 2. τ ≈ 30 µs for small interactions (up to a = 20 a 0 ).
The recovered zero-momentum fractions at τ = 250 µs shown in Fig. 4 in the main text are therefore sufficient to determine the slope of the whole curve, which we use as an indicator of localisation (as shown in Fig. 3) .
The chemical potential was calculated using the following expression valid within the Thomas-Fermi approximation [32] :
where a is the scattering length,ω the geometric mean of the dipole trap frequencies, N the atom number andā ho = /mω the mean harmonic oscillator length.
The data in Fig. 4 is fitted phenomenologically with an error function: 
