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Resumo
O avanço das tecnologias de comunicação e a redução dos dispositivos computacionais
estão propiciando o desenvolvimento da Internet das Coisas (IoT). Esta rede integra desde
geladeiras, relógios, bicicletas até dispositivos computacionais, promovendo a interação entre os
objetos e os seres humanos em ambientes como domiciliares e industriais. Com a integração
da comunicação entre os objetos, dispositivos computacionais e seres humanos, vários serviços
personalizados poderão ser prestados em tempo real, tais como o monitoramento das funções
vitais, operações de gerenciamento de emergências e mensuração da temperatura. Contudo, a
grande quantidade de objetos inseridos nos ambientes produzem em velocidades elevadas um
enorme volume de dados. Esta gama de informações geradas coloca a IoT como um ponto
chave no desenvolvimento de aplicações de análise e processamento de dados. No entanto,
aspectos relacionados a processamento, encaminhamento e armazenamento dos dados precisão
ser revisados e aperfeiçoados para as aplicações da IoT, pois, o tráfego dos dados para os
provedores de serviços em nuvem pode degradar os canais de comunicação e aumentar a latência
nos serviços. Por este motivo, o conceito emergente da computação em Névoa (Fog) surgiu no
intuito de utilizar os recursos disponíveis próximo do usuário final para executar o processamento,
encaminhamento e armazenamento dos dados gerados na IoT. Assim, a Fog permite manter o
tráfego dos dados e o processamento na borda da rede. Este trabalho propõe uma abordagem para
gerenciamento de fluxo de dados da Internet das Coisas na Fog. Essa abordagem utiliza a Fog em
conjunto com uma plataforma para IoT, de modo a reduzir o tráfego de dados brutos e a latência
na rede. Desta forma, os dados brutos são processados na borda da rede e encaminhados direto
ao nó consumidor e/ou para a infraestrutura da Nuvem. A abordagem foi avaliado através de
simulações que mostraram sua eficácia no gerenciamento dos dados na borda da rede, reduzindo
a latência dos serviços.
Palavras-chave: IoT, Fog, Gerenciamento de fluxo de dados, Plataforma para IoT.

Abstract
The advancement of communication technologies and the reduction of computing
devices are enabling the development of the Internet of Things (IoT). This network integrates
from refrigerator, clock, bikes to computing devices, promoting the interaction between objects
and humans in environments such as home and industrial. With the integration of communication
between objects, computing devices, and many custom services humans can provided in real-
time as the monitoring of vital functions, emergency management operations, measurement of
temperature. However, the large amount of inserted objects in the environments at high speeds
produce a huge volume of data. This range of information generated puts the IoT as a key point
in the development of analysis and data processing applications. However, aspects related to
data processing, routing, and storage need to be reviewed and improved for IoT applications
because data traffic to cloud service providers can degrade communication channels and increase
service latency. For this reason, the emergent concept of Fog Computing has appeared to use
the available resources near the end-user to do the processing, routing and storage of the data
generated in IoT. Fog allows you to keep data traffic and processing at the edge of the network.
This paper proposes an approach to data flow management the Internet of Things in Fog. This
approach uses Fog with an IoT platform to cut raw data traffic and latency on the network. In this
way, the raw data is process at the edge of the network and send directly to the consumer node
and/or to the cloud infrastructure. The approach was test through simulations that showed its
effectiveness in data management at the edge of the network, reducing service latency.
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A Internet atual está passando por sua próxima evolução. Essa evolução permitirá que
as coisas do nosso cotiano como geladeiras, relógios e roupas sejam incorporadas à Internet,
surgindo a Internet das Coisas (IoT do acrônimo em inglês Internet of Things) [Perera et al., 2014].
A IoT enfatiza a interconexão de coisas por meio redes de curto alcance. Com essa interconexão,
as coisas poderão interagir entre si e/ou com dispositivos computacionais, proporcionando
serviços personalizados e eficientes às pessoas. Dessa maneira, o desenvolvimento da IoT é
considerado a próxima onda na indústria global da Internet [Chunli, 2012].
O paradigma da IoT resume-se em uma rede heterogênea que integra coisas à In-
ternet [Gubbi et al., 2013]. Esta integração proporciona uma mudança tanto na comunicação
quanto nos serviços oferecidos via Internet. A troca de informação centra-se na comunicação
de máquina-para-máquina (M2M do acrônimo em inglês machine-to-machine). A comuni-
cação entre as coisas permitem a coleta e/ou compartilhamento de informações do mundo
real [Vasseur e Dunkels, 2010]. Assim, a cooperação entre as coisas permitem o desenvol-
vimento de serviços personalizados como, mensuração de temperatura, monitoramento de
consumo elétrico e localização geográfica [Miorandi et al., 2012]. Além disso, através da IoT,
serviços mais complexos podem ser implementados como, operações de gerenciamento de
emergências [Yang et al., 2013].
A IoT pode ser inserida em vários ambientes do domínio urbano como doméstico, saúde,
transporte e industrial. Com a IoT, esses ambientes tornam-se inteligentes, pois, os dados gerados
pelas coisas podem agregar conhecimento útil na tomada de decisões [Atzori et al., 2010]. Por
exemplo, as coisas contidas no ambiente da saúde podem coletar dados vitais de pacientes
em tempo real, em ambientes industriais auxiliam em processos de produção, no ambiente
de transporte podem melhorar a logística na entrega de mercadorias e no ambiente doméstico
contribuem para o conformo e segurança das pessoas. Logo, a adoção da IoT contribui para o
desenvolvimento de cidades inteligentes.
O avanço das tecnologias de redes sem fio proporcionou o desenvolvimento da IoT. A
grande maioria das coisas possuem limitações de energia, processamento, armazenamento e
enlaces sem fio com perdas em comunicações multi-salto. Devido as estas restrições, os padrões
utilizados em outras redes não se adéquam às necessidades de comunicação da IoT. Desta maneira,
a IoT utiliza o padrão IEEE 802.15.4 [Khanafer et al., 2014] e 6LoWPAN [Sheng et al., 2013]
na comunicação entre as coisas. O padrão IEEE 802.15.4 especifica a camada física e o controle
de acesso para redes de área pessoal com baixas taxas de transmissão. A tecnologia 6LoWPAN
permite, com base no protocolo IPv6, a integração do grande número de coisas existente na IoT.
Portanto, estas tecnologias possibilitam a identificação e a troca de informações na IoT.
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A integração das de coisas da IoT causa um aumento no volume de dados gerados. Na lite-
ratura estima-se que em 2020 a IoT terá 20 bilhões de coisas conectadas à rede [Gubbi et al., 2013].
Essa ampla quantidade de coisas irá gerar, em velocidades elevadas, um grande volume de dados.
Esta gama de informação gerada coloca a IoT como um ponto chave no desenvolvimento de
aplicações de análise e processamento de dados. No entanto, a transmissão desses dados podem
consumir muitos recursos da rede. Assim, aspectos relacionados a armazenamento, análise
de fluxo de dados, e processamento distribuídos precisem ser revisados e aperfeiçoados em
aplicações da IoT.
Um dos pontos chave da IoT é a análise de dados gerados por coisas contidas nos
ambientes inteligentes. No entanto, gerenciar esses dados torna-se cada vez mais desafiador
devido ao grande volume de dados gerados por todas as coisas do mundo real. O aumento
no volume e na velocidade de dados gerados pode consumir os recursos de comunicação da
rede e piorar requisitos como a latência. Além disso, os tipos de dados gerados pela IoT, por
exemplo, fluxos de vídeo e medições em tempo real, aumentam o estresse sobre a infraestrutura
de rede. Desta forma, técnicas para filtrar, encaminhar e processar os dados na borda da rede são
cruciais para os ambientes da internet das coisas, pois, efetuam a redução do tráfego injetado na
infraestrutura de comunicações.
As abordagens que atualmente contribuem com o gerenciamento de dados da IoT
são geralmente baseadas nos conceitos de CC (Computação em Nuvem), Fog (Computação
em Névoa) ou SDN (Rede Definida por Software). A CC permite acesso ubíquo e sob
demanda a um conjunto de recursos computacionais elásticos e configuráveis como, rede,
servidores, armazenamento, aplicações e serviços [Mell e Grance, 2011]. A Fog fornece
parte dos recursos existentes no núcleo para a borda rede, ou seja, fornece processamento,
armazenamento e serviços de rede entre o dispositivo do usuário final e os servidores tradicionais
da computação em nuvem [Bonomi et al., 2012]. A SDN centraliza o plano de controle em
controladores baseados em software e transforma o dispositivo de rede em um encaminhador de
pacotes [Farhady et al., 2015].
Na literatura existem diferentes soluções que buscam gerenciar os dados da IoT. Um
grande número de projetos buscam desenvolver plataformas baseadas em CC que gerencie,
processe, armazene e ofereça como serviço os dados gerados pela IoT [Mineraud et al., 2016].
Os projetos Fiware [Fiware, 2017b] e OpenIoT [OpenIoT, 2017] são exemplos de plataformas
que integram as coisas da IoT com a CC. Os trabalhos [Gazis et al., 2015, Aazam e Huh, 2014]
utilizam infraestrutura da Fog para executar o pré-processamento dos dados da IoT antes de os
encaminhar para a nuvem. Em [Wu et al., 2015, Qin et al., 2014] são utilizados os conceitos de
SDN para minimizar os esforços de gerenciamento tanto da rede quanto do fluxo de dados.
Este trabalho apresenta uma abordagem para o gerenciamento de fluxo de dados da
IoT na Fog que busca reduzir a latência e o consumo excessivo dos recursos de rede. Ela
provê um filtro de dados definido por software na Fog. A abordagem utiliza a infraestrutura da
plataforma baseada em Nuvem para a IoT do projeto Fiware [Fiware, 2017b] em conjunto com
os conceitos de Fog para filtrar e encaminhar os dados gerados em ambientes da internet das
coisas. Desta forma, os dados brutos são processados na borda da rede e encaminhados direto
ao nó consumidor e/ou para a infraestrutura da nuvem. A abordagem foi avaliado através de
simulações que mostraram sua eficácia no gerenciamento dos dados na borda da rede, reduzindo
a carga e a latência na rede.
Esta proposta está organizada em quatro capítulos. O Capítulo 2 apresenta os funda-
mentos relacionados à IoT, suas características, seu funcionamento e os problemas. O Capítulo 3
apresenta algumas abordagens que buscam solucionar gerenciar os dados gerados na IoT. No
Capítulo 4 apresenta-se a abordagem para o gerenciamento de fluxo de dados da IoT na Fog, a
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sua estrutura e o seu funcionamento. O Capítulo 5 apresenta o ambiente utilizado para efetuar a
simulação e os resultados obtidos durante os experimentos. Por fim, no Capítulo 6 apresentam-se





O conceito de Internet das Coisas (IoT, do inglês Internet of Things) descreve uma
nova evolução na comunicação e computação na internet atual. A Figura 2.1 ilustra de
maneira simplificada esta evolução, que no início buscava conectar somente computadores. Em
seguida, a internet móvel surge da incorporação de dispositivos móveis a internet. E agora, a
integração de coisas com a Internet a coloca na direção da sua próxima evolução, denominada
Internet das Coisas. Esse conceito foi apresentado inicialmente por Mark Weiser no início de
1990 [Weiser, 1991]. No entanto, o termo Internet das Coisas se tornou popular após a publicação
do trabalho "Internet of Things" desenvolvido pelo centro de pesquisa Auto-ID localizado no
Instituto Tecnológico de Massachusetts (MIT, do Inglês Massachusetts Institute of Technology)
em 1999 [Sarma et al., 2000]. Com sua popularização, a IoT foi considerada a terceira onda na
indústria global da internet [Chunli, 2012].
Figura 2.1: Evolução da Internet, inspirado em [Perera et al., 2014].
O paradigma da IoT proporciona a integração de coisas em redes híbridas, abertas
e heterogêneas conectadas à Internet [Gubbi et al., 2013]. Esta integração proporciona uma
mudança tanto na comunicação quanto nos serviços oferecidos via internet. As coisas contidas
neste conceito resumem-se em qualquer objeto físico como, por exemplo, lâmpadas, geladeiras e
até roupas, que seja capaz de coletar e/ou transmitir informações [Vasseur e Dunkels, 2010]. Essas
propriedades permitem aos objetos coletar informações de um ambiente e as compartilharem entre
si e/ou com dispositivos computacionais. Assim, esta cooperação proporciona o desenvolvimento
de serviços personalizados.
A interação entre os objetos na IoT possibilita o desenvolvimento de um grande nú-
mero de serviços personalizados. A Tabela 2.1 apresenta alguns domínios como, transporte e
logística, saúde, ambiente residencial, pessoal e social, e possíveis aplicações que poderiam ser
desenvolvidas nesses domínios. O transporte e logística englobam o controle de tráfego através
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do sensoriamento de estradas, de veículos tanto de passeio quanto de transporte de mercado-
rias [He et al., 2014]. No domínio médico podemos ressaltar o monitoramento de pacientes,
obtenção automática de informações e identificação dos pacientes [Fernandez e Pallis, 2014].
Em ambientes residenciais as aplicações poderiam controlar temperatura, a iluminação ou
sistemas de alerta para evitar incidentes [Gubbi et al., 2013]. As aplicações no domínio pessoal
e social possibilitam a interação pessoal e meios para a construção de novos relacionamentos
sociais. As aplicações de domínio futurístico poderiam oferecer serviços como de táxi robô, onde
criaria um serviço de táxi que se adéqua em tempo real aos movimentos de tráfego. Desta forma,










Ambiente Residencial Conforto DomiciliarMonitoramento de Incidentes
Pessoal e Social Interação PessoalRelacionamento Social
Futurístico Táxi Robô
Tabela 2.1: Domínios de aplicação da IoT, adaptado de [Atzori et al., 2010].
Um ambiente torna-se inteligente quando obtêm conhecimento útil a partir de dados
brutos coletados por objetos [Atzori et al., 2010]. Seu funcionamento se divide em ambiente
físico e computação virtual [Whitmore et al., 2015]. O ambiente físico resume-se em uma área
do mundo real que possui em sua extensão, conjuntos de sensores e dispositivos computacionais
para a coleta de informações como, temperatura, úmida, etc. A computação virtual proporciona
o processamento, encaminhamento e análise dos dados coletados por sensores localizados no
ambiente físico. Assim, devido ao seu conceito de interconexão de coisa do mudo real, os
ambientes inteligentes da IoT podem gerar um grande volume de dados.
Na literatura estima-se que até 2020 a IoT terá em torno de 20 bilhões de coisas conectadas
à rede [Gubbi et al., 2013]. Essa ampla quantidade de coisas produz, em velocidades elevadas,
um grande volume de dados. Além disso, as coisas possuem capacidade de produzir sequências
potencialmente ilimitadas de dados, denominadas de fluxo de dados [Silva et al., 2013]. Esta
gama de informação gerada coloca a IoT como um ponto chave no desenvolvimento de aplicações
de análise e processamento de dados. No entanto, características como, variação no tempo de
geração, taxas de amostragem distintas e formatos não uniformes de dados, fazem com que
aspectos relacionados a armazenamento, análise de fluxos de dados, e processamento distribuído
precisem ser revisados e aperfeiçoados em aplicações da IoT.
O restante do capítulo apresenta os fundamentos necessários à compreensão do contexto
da pesquisa, do problema e da proposta. A Seção 2.1 apresenta sugestões de arquiteturas para a
IoT, bem como as tecnologias contidas na rede e as técnicas de comunicação existentes nesta
evolução da internet. A Seção 2.2 apresenta uma visão centrada nos dados da IoT, além de,
descrever as principais caraterísticas dos dados gerados pela internet das coisas. A Seção 2.3
mostra um resumo do conteúdo abordado no capítulo.
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2.1 Arquitetura
As organizações responsáveis pelo processo de padronização da internet das coisas
ainda não estabeleceram um padrão para sua arquitetura [Minerva et al., 2015]. Esta ausên-
cia de padronização contribuiu para o surgimento de diferentes modelos de arquitetura na
literatura, por exemplo, os modelos com três [Amaral et al., 2016], quatro [Xu et al., 2014] e
cinco [Aazam et al., 2014, Khan et al., 2012] camadas. Esses modelos provem meios para a
realização da comunicação entre os objetos e as aplicações [Li et al., 2015]. A comunicação deve
satisfazer requisitos como interoperabilidade e escalabilidade. A interoperabilidade garante a
comunicação transparente de sistemas e dispositivos que utilizam diferentes tipos de tecnologias.
A escalabilidade possibilita o gerenciamento do crescente número de dispositivos na IoT. Assim,
devido à existência de grande heterogeneidade na rede, esses requisitos possuem papel importante
no desenvolvimento de aplicações e serviços na IoT. A Figura 2.2 apresenta as arquiteturas em
três, quatro e cinco camadas.
(a) Três Camadas (b) Quatro Camadas (c) Cinco Camadas
Figura 2.2: Arquiteturas da IoT
Os três modelos de arquitetura possuem semelhanças em sua estrutura. Essa semelhança
ocorre na existência das camadas perceptual ou sensitiva, de rede ou transporte e aplicação em
todos os modelos. A arquitetura em três camadas, mostrada na Figura 2.2(a), se divide em
camada perceptual ou sensitiva, de rede ou transporte e aplicação [Amaral et al., 2016]:
Camada Perceptual ou Sensitiva: nessa camada estão inseridos os dispositivos de sen-
soriamento do ambiente físico. Estes dispositivos utilizam tecnologias como
RFID [Jia et al., 2012], RSSF [Rawat et al., 2014], Zigbee [Gungor e Hancke, 2009], e
Bluetooth [Chang, 2014]. O RFID fornece uma identificação única e em tempo real
para os objetos. Os sensores efetuam a coleta de dados como temperatura, movimento,
umidade e alterações químicas do ambiente físico. As tecnologias ZigBee e Bluetooth
definem um padrão de comunicação de curta distância com baixo consumo de energia
para os dispositivos. Desta forma, por ser a origem dos dados gerados pelo ambiente
físico, a camada perceptual é considera a base da IoT.
30
Camada de Rede ou Transporte: responsável pela transferência das informações coletadas
para as aplicações. Ela recolhe os dados a partir da camada inferior e os envia via
rede de acesso à Internet. O envio desses dados para Internet ocorre através de redes
de longa distância como LTE, LTE-A [Cao et al., 2014] e Satélite ou por redes Wi-
fi [Ferro e Potorti, 2005]. Além disso, esta camada deve gerenciar e controlar a grande
quantidade de dados gerados pela IoT.
Camada Aplicação: disponibiliza as informações coletadas para o usuário final da IoT.
Esta camada tem como objetivo integrar todas as funções das camadas inferiores e
disponibilizar serviços para os seres humanos. A partir desses serviços o usuário
final pode efetuar o processamento, a análise, e a filtragem das informações geradas
pelos dispositivos da IoT. Desta forma, esta camada fornece funções essenciais para o
desenvolvimento de aplicações para o bem da população, e, como tal, gerar melhoria na
saúde, no transporte, na logística, na indústria, entre outras.
O modelo de quatro camadas dispõe de uma camada adicional que diverge do modelo
anterior. Como pode ser visto na Figura 2.2(b), no modelo em quatro camadas possui a camada
de middleware [Xu et al., 2014]:
Camada de Middleware: busca prover uma flexibilidade na associação entre interfaces de
hardware e software. Os dispositivos da IoT utilizam diferentes tecnologias de comuni-
cação e podem fornecer diversos serviços. Desta forma, esta grande heterogeneidade
necessita de uma plataforma de middleware para garantir o gerenciamento dos serviços,
o armazenamento dos dados, e controle dos dispositivos. Esta plataforma pode ser
SOA (Service-Oriented Architecture) ou serviços de computação em nuvem como,
por exemplo, SaaS (Software-as-a-service), IaaS (Infrastructure-as-a-Service), e PaaS
(Platform-as-a-Service).
Na arquitetura em cinco camadas existe uma camada adicional que diverge do modelo
em quatro camadas. Como pode ser visto na Figura 2.2(c), no modelo em cinco camadas possui
a camada de gateway [Aazam et al., 2014]:
Camada de Gateway: responsável por ser o intermediário entre a camada perceptual e a de
rede. A camada de gateway controla a comunicação dos objetos inteligentes com a
internet. Este controle ocorre em redes de acesso à internet como, por exemplo, redes
LTE [Cao et al., 2014],Wi-Fi [Ferro e Potorti, 2005] ou outros tipos de redes de acesso.
A camada perceptual ou sensitiva, existente em todos os modelos, é considera a base da
IoT. Esta importância está diretamente ligada na identificação e integração das coisas existentes
nas redes da IoT. Além disso, ele possibilita a coleta dos dados gerados por cada coisa. Assim,
essa camada é a fonte de dados necessária para o desenvolvimento de aplicações e serviços
baseados na IoT.
2.1.1 Camada Perceptual ou Sensitiva
As tecnologias contidas na IoT variam de acordo com a finalidade do dispositivo
e o tipo de sensoriamento necessário em determinado ambiente inteligente. Geralmente,
os dispositivos responsáveis pelo sensoriamento do mundo físico utilizam tecnologias como
Identificação por Radiofrequência (RFID) [Jia et al., 2012], Comunicação de Campo Próximo
(NFC) [Coskun et al., 2013], e Redes de Sensores Sem Fio (RSSF) [Rawat et al., 2014]. Desta
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forma, a adoção dessas tecnologias possibilita a implementação e a evolução do paradigma da
IoT.
A RFID (Radio Frequency Identification) é uma tecnologia de comunicação sem fio de
identificação automática. As redes RFID possuem em sua composição, dispositivos leitores e as
etiquetas. O dispositivo leitor RFID efetua a leitura das informações de identificação contidas
nas etiquetas. No que lhe concerne, as etiquetas RFID armazenam e respondem as requisições
feitas pelo dispositivo leitor. As etiquetas de redes RFID se dividem em duas categorias, sendo
elas, passiva e ativa [Xu et al., 2014]. A primeira categoria resume-se em pequenos microchips
de silício com antenas que utiliza radiofrequência do leitor para transmitir seus dados. Ao
contrário da passiva, a etiqueta ativa não precisa utilizar a radiofrequência do dispositivo leitor
para transmitir seus dados, pois, conta com uma bateria própria para transmitir o sinal. Assim,
devido ao tamanho pequeno e o longo tempo de vida útil das etiquetas, as redes RFID podem
contribuir para o rastreio e a identificação de objetos, produtos ou até mesmo indivíduos em
diversos ambientes da IoT.
A NFC (Near Field Communication) permite uma comunicação de curto alcance e de
forma segura entre dispositivos. Esta comunicação ocorre automaticamente entre os objetos
quando se aproximam o suficiente um do outro. A troca de informação na NFC dá-se em faixa de
frequência 13.56MHz com velocidades de transmissão de 106 Kbits/s, 212 Kbits/s e 424 Kbits/s.
A NFC opera em modo ativo e passivo com alcance médio de 10 cm. O modo ativo, ombos
os dispositivos geram sinal de radiofrequência para transmitir seus dados. Em modo passivo,
apenas um dispositivo gera o sinal de conexão. Esta tecnologia pode ser aplicada em métodos de
pagamento, emissão de bilhetes de transporte, em veículos [Sukumar e Ravi, 2016], entre outros
serviços da IoT.
As Redes de Sensores Sem Fio (RSSF), tradução do inglêsWireless Sensor Networks
(WSN) consistem de um número grande de pequenos dispositivos (sensores) com recursos
computacionais limitados que atuam no sensoriamento do ambiente físico. Esses dispositivos
dispõem de bateria, processador, memória e rádio para efetuar a coleta de informações do mundo
real. Os sensores contidos nesta rede possuem limitação de recursos, mobilidade, cooperação e
tendem a ser autônomas. As características desta rede permite a coleta de informações como
temperatura, movimento, umidade, e alterações químicas no ambiente físico. As informações
coletadas servem como fonte de dados para diversos serviços que beneficiam o ser humano.
Esses serviços podem estar presentes em ambientes hospitalares, domiciliares, industriais, entre
outros. Assim, as RSSF são fundamentais no desenvolvimento dos ambientes da IoT.
A grande maioria dos dispositivos da IoT possuem limitações de energia, processamento,
armazenamento e enlaces sem fio com perdas em comunicações multi-salto. Devido as estas
restrições, os padrões utilizados em outras redes não se adéquam as necessidades de comunicação
da IoT. Desta forma, as organizações de padronização desenvolveram uma série de especificações
sobre a comunicação de dispositivos com alcance de transmissão reduzido, limitações de
energia e processamento. Assim, como ilustrado da Figura 2.3, a IoT utiliza o padrão IEEE
802.15.4 [Khanafer et al., 2014], 6LoWPAN [Sheng et al., 2013], RPL [Ishaq et al., 2013] e
CoAP [Karagiannis et al., 2015].
O padrão IEEE 802.15.4 especifica a camada física e o controle de acesso para redes
de área pessoal com baixas taxas de transmissão. Um padrão desenvolvido dentro do grupo de
trabalho IEEE 802.15 de rede área pessoal. O padrão 802.15.4 visa o baixo custo na transmissão
de dados em frequência 2.4 GHz, 915 MHz e 868 MHz entre dispositivos com no máximo 10
metros de distância. Devido às características de baixa potência e complexidade, a utilização do


















Figura 2.3: Pilha de comunicação
de normalização utilizam o padrão 802.15.4 como base no desenvolvimento de tecnologias, tais
como ZigBee e WirelessHart [Gungor e Hancke, 2009].
O 6LowPAN (IPV6 over Low Power Wireless Personal Area Network) atua na camada
de rede e descreve como aplicar o Ipv6 em camadas MAC e PHY do padrão 802.15.4. O
desenvolvimento do protocolo 6LowPAN pela Força Tarefa da Internet (Internet Task Force
- IETF) tem como principal objetivo a conectividade de redes IP (Internet Protocol) com
redes de área pessoal com baixas taxas de transmissão da IoT. O 6LowPAN realiza uma série
de fragmentações, desfragmentações e compressões nos cabeçalhos do protocolo IPv6 para
proporcionar a comunicação de dispositivos de baixa capacidade de transmissão. A utilização
desses processos de fragmentação e desfragmenta torna-se importante em redes na IoT, pois,
o IPv6 tem um MTU máximo de 1280 octetos enquanto no IEEE 802.15.4 é de 127 octetos.
Assim, o 6LowPAN cria entre o IEEE 802.15.4 e o IPv6 uma camada adaptada que mediante
necessidade pode adicionar ou remover alguns cabeçalhos específicos.
O protocolo RPL (Routing Protocol for Low-Power and Lossy) foi projetado para efetuar
o roteamento em redes de baixa potência e com perdas (LLN do inglês, Low-Power and Lossy
Networks). O encaminhamento de informações por dispositivos da IoT ocorre com o trabalho em
conjunto do protocolo RPL e o 6LoWPAN. O RPL possui suporte á tráfegos multiponto-a-ponto,
ponto-a-multiponto e ponto-a-ponto. Portanto, este protocolo lida tanto com os desafios do
roteamento de mensagens por dispositivos com limitações de recursos quanto com a topologia
dinâmica da IoT.
Na camada de aplicação o protocolo CoAP (Constrained Application Protocol) permite
a comunicação interativa de dispositivos com a Internet. Em seu desenvolvimento a IETF
estabeleceu condições mínimas para o CoAP ser compatível com o protocolo HTTP, mas
sempre mantendo o foco nas restrições energéticas e as altas taxas de falha na transmissão
de pacotes nas redes da IoT [Ishaq et al., 2013]. O CoAP possui um conjunto otimizado de
REST [Karagiannis et al., 2015] para M2M, com suporte a descoberta de recursos. Desta forma,
este protocolo foi desenvolvido para ser um protocolo web genérico para redes de baixa potência
e com perdas.
Esse conjunto de tecnologias permite a disseminação e encaminhamentos de informações
na IoT. Desta forma, mesmo com as limitações de processamento, energia e transmissão de dados,
esses protocolos permitem a troca de informações em redes de baixa potência e com perdas. A
utilização dos protocolos IEEE 802.15.4, 6LoWPAN, e RPL permite o envio de dados coletados
nos ambientes inteligentes da IoT. Assim, com a expectativa de ter 20 bilhões de dispositivos
conectados a sua rede em 2020 [Gubbi et al., 2013], a IoT conseguirá coletar e transmitir uma
enorme quantidade de dados.
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2.2 Perspectiva Centrada em Dados da IoT
O objetivo principal do paradigma da IoT é o fornecimento de dados em tempo real para
coisas, dispositivos computacionais, entidades inteligentes e pessoas [Aggarwal et al., 2013].
No entanto, sua heterogeneidade de dispositivos e sensores geram fluxo de dados com taxas
de amostragem que variam de uma vez por dia a centenas por segundo. Além disso, essa
característica divergente dificulta a coleta uniforme dos dados. Assim, desafios como coleta,
processamento, gerenciamentos e interpretação são questões críticas na IoT.
2.2.1 Características dos Dados
O desenvolvimento de aplicações para ambientes inteligentes da IoT tem como ponto
chave os dados coletados no mundo real. A IoT em seus ambientes possui uma grande
heterogeneidade tanto nos dispositivos de sensoriamento quanto nas redes locais que transmitem
os dados coletados distintos [Aggarwal et al., 2013]. Desta forma, aspectos como geração,
qualidade e interoperabilidade dos dados se tornam importantes no desenvolvimento de aplicações
nos domínios da IoT [Qin et al., 2016].
A geração de dados na IoT possui características como velocidade, escalabilidade,
dinamicidade e heterogeneidade. A velocidade dos dados gerados pode variar de acordo com
cada dispositivos, por exemplo, alguns sensores podem colher informações a uma taxa elevada
de elementos por segundos e outros com taxas inferiores. Outra característica importante é
a escalabilidade, pois, se espera que a extensa quantidade de coisas gere um volume grande
e continuo de dados. A dinamicidade dos dados ocorre com a mobilidade, fragilidade e
conectividade dos dispositivos. Por exemplo, um dispositivo pode se mover em diferentes
ambientes ou passar por falhas de hardware ou até mesmo sofrer falhas na comunicação com
outros dispositivos do ambiente. Por fim, a existência de vários coisas conectadas na IoT geram
dados em diferentes formatos com vocabulários distintos.
A qualidade dos dados dispõe de aspectos como incerteza, redundância, ambiguidade e
inconsistência. A incerteza nos dados refere-se a falta de leitura, leituras de identificadores não
existentes ou falta de precisão das informações coletadas. A obtenção da redundância ocorre
através da implantação de sensores de mesma características em um curto espaço do ambiente
para que gerem resultados de detecção semelhantes. A presença da ambiguidade ocorre devido à
existência de diferentes interpretações e necessidade dos consumidores dos dados gerados na IoT.
A inconsistência dos dados refere-se a problemas como perda de pacotes durante a transmissão
dos dados presentes no sensoriamento dos ambientes físicos.
A interoperabilidade dos dados refere-se a incompletude e semântica dos dados gerados.
A mobilidade dos dispositivos na IoT pode ser um dos pontos causadores de incompletude nos
dados. Por exemplo, uma determinada quantidade de dispositivos distribuídos em uma área
sensoreada pode ser de grande importância para uma aplicação. Caso estes dispositivos se
desloquem para outra localidade ocorrerá a incompletude dos dados necessários para uma tarefa
definida nesta aplicação. A semântica dos dados refere-se ao processo de dar sentido único às
informações da IoT. Assim, esse sentido único permite aos consumidores de informações da IoT
entender e processar os dados.
2.2.2 Fluxo de Dados
Um fluxo de dados constitui-se de uma sequência potencialmente ilimitada de objetos de
dados [Silva et al., 2013]. Esta sequência de objetos de dados pode ser gerada de forma contínua
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e/ou em taxas rápidas. Os fluxos de dados possuem algumas características como método de
chegada, tamanho, armazenamento e distribuição. A chegada dos objetos de dados ocorre de
forma contínua ou desordenada. O tamanho do fluxo de dados pode ser potencialmente ilimitado
e o armazenamento dos objetos de dados normalmente ocorre após o processamento. O processo
de geração dos dados pode mudar sua distribuição probabilística ao longo do tempo. Além disso,
essas características são importantes para o paradigma da IoT.
Na IoT, os fluxos de dados são gerados, em sua grande maioria, por sensores físicos
distribuídos em ambientes do mundo real. A geração de dados pelos sensores ocorre em séries
de tempo que podem variar de acordo com o domínio de aplicação. A taxa de amostragem pode
variar de uma vez por dia a centenas por segundo. Essa variação na coleta ocorre devido a
modelos heterogêneos de dispositivos, necessidades de configuração diferenciadas ou problemas
no canal de transmissão do dados [Shukla e Simmhan, 2017]. A heterogeneidade dos dispositivos
dificulta a coleta de uma amostra uniforme, pois, cada sensor possui características e tecnologias
distintas. O sensor pode ser configurado para enviar várias informações por segundo ou uma vez
por dia ou até mesmo somente transmitir dados quando existirem mudanças no valor observado.
Além disso, os problemas de transmissão de dados em redes contidas na IoT também podem
afetar o desempenho do encaminhamento dos dados coletados. Desta forma, pontos importantes
como processamento e análise de informações dependem dos fluxos de dados.
O fluxo de dados desempenha um papel importante na internet das coi-
sas [Qin et al., 2016]. Essa importância ocorre devido a grande quantidade de dados produzidos
por todas as coisas do mundo real. Assim, o gerenciamento deste fluxo de dados se torna
relevante para a IoT. Portanto, o gerenciamento do fluxo de dados possibilita uma melhora no
armazenamento, processamento e análise do grande volume de dados gerados na IoT.
2.3 Considerações Finais
Este capítulo apresentou os fundamentos sobre a Internet das Coisas. Esses fundamentos
mostram que o paradigma da IoT possibilita melhorias no bem-estar do ser humano em vários
domínios, como, medicinal, logístico e industrial. Além disso, abordou as arquiteturas, as
tecnologias contidas na rede e os padrões utilizados na comunicação entre as coisas contidas na
rede da IoT. O capítulo também apresentou uma breve explicação sobre os dados da IoT. Esta
explicação expôs as características dos dados e do fluxo de dados da internet das coisas, apontando
as propriedades de geração, qualidade e interoperabilidade do dodos. Portanto, esse capítulo
apresenta a fundamentação necessária para a compreensão da IoT e constrói um embasamento
para o entendimento do próximo capítulo.
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Capítulo 3
Gerenciamento de Fluxo de Dados na IoT
O gerenciamento de fluxos de dados na IoT torna-se cada vez mais desafiador com o
grande volume de dados gerados. O aumento no volume e na velocidade dos dados gerados
pode consumir os recursos de comunicação da rede e piorar requisitos como latência. Além
disso, os tipos de dados gerados pela IoT, por exemplo, fluxos de vídeo e medições em tempo
real, aumentam o estresse sobre a infraestrutura de rede. Desta forma, técnicas como filtragem
e processamento na borda da rede, minimizam a carga de tráfego injetada na infraestrutura de
comunicação são cruciais nos ambientes da IoT.
As técnicas de gerenciamento de fluxo de dados na IoT vem sendo desenvolvidas com
base em abordagens, por exemplo, baseadas em Computação em Nuvem (CC), Computação em
Névoa (Fog) e Rede Definida por Software (SDN). A CC (Cloud Computing) permite a utilização
de recursos computacionais e de armazenamento de servidores compartilhados via internet. A
Fog (Fog Computing) disponibiliza recursos de hardware e software mais próximos do utilizador
final. A SDN (Software Defined Networking) propõe uma arquitetura dinâmica e gerenciável
para o controle de fluxo da rede.
O restante do capítulo apresenta os fundamentos necessários à compreensão do contexto
da pesquisa, do problema e da proposta. A Seção 3.1 apresenta os conceitos de computação em
Nuvem, bem como as vantagens e desvantagens na integração da Nuvem com a IoT. A Seção 3.2
apresenta uma visão geral da computação em Névoa em conjunto com a IoT. A Seção 3.3
consiste de uma breve explicação sobre os conceitos das Redes Definidas por Software. Na
Seção 3.4 apresenta trabalhos contidos na literatura que utilizam as abordagens descritas nas
seções anteriores. A Seção 2.3 mostra um resumo do conteúdo abordado no capítulo.
3.1 Computação em Nuvem
O rápido avanço das tecnologias de processamento, armazenamento, comunicação e o
sucesso da internet, contribuíram para o desenvolvimento do modelo operacional denominado
Computação em Nuvem (CC - Cloud Computing). A CC não se trata de uma tecnologia, pois, é
vista como um modelo operacional de negócios originados de tecnologias já existentes como,
virtualização e Web [Bilal et al., 2014]. Seu modelo operacional fornece, por meio da internet,
acesso ubíquo e sob demanda a um conjunto de recursos computacionais elásticos e configuráveis.
Na literatura existe uma ampla quantidade de trabalhos que definem a CC.
[Zhang et al., 2010] define a CC como um ambiente de capacidade altamente elástica que
disponibiliza, via internet, recursos computacionais (hardware e software) sob demanda para
o usuário final. Na visão de [Mell e Grance, 2011] a CC é um modelo conveniente e sob
demanda para um pool compartilhado de recursos computacionais configuráveis que podem
36
ser rapidamente provisionados e lançados com um mínimo de esforço no gerenciamento.
Para [Rittinghouse e Ransome, 2009] a computação em nuvem é um sistema paralelo e dis-
tribuído composto por um pool compartilhado de recursos virtualizados (por exemplo, rede,
servidor, armazenamento, aplicativo e serviço) em centros de dados em larga escala. Esses
recursos podem ser provisionados, reconfigurados e explorados dinamicamente por um modelo
econômico pay-per-use (pagamento por uso) no qual o consumidor paga pela quantidade de
recursos utilizados.
O conceito da CC concentra os recursos de processamento e armazenado em grandes
centros de dados (DC - Data Center). Esses centros são compostos por máquinas de alto
desempenho que estão interligadas por conexões com alta largura de banda. Os recursos
disponíveis são concedidos aos usuários por meio da internet. Desta forma, independente da
plataforma utilizada, os usuários executam solicitações à nuvem e recebem os dados processados
sem a necessidade de adquirir máquinas de alto desempenho [Vacca, 2017]. Os autores
em [Mell e Grance, 2011] definem outras características essenciais na CC:
Recursos sob demanda: o usuário pode acrescentar ou reduzir os recursos computacionais
consumidos de acordo com a necessidade existente no momento e sem precisar ter
interação humana com o provedor dos recursos.
Agrupamento de recursos: o provedor visa disponibilizar recursos para múltiplos clientes via
modelo arquitetônico multi-tenant1. Esses recursos são alocados dinamicamente de
acordo com a demanda de consumo e sua localização é transparente aos clientes. Desta
forma, o cliente geralmente não tem controle ou conhecimento sobre a localização exata
dos recursos oferecidos.
Serviços mensuráveis: os sistemas em CC coordenam e otimizam automaticamente o uso de
recursos computacionais fomentando a capacidade de medição em diferentes níveis de
granularidade. Desta forma, o monitoramento e controle dos recursos proporcionam uma
transparência tanto para o provedor quanto para o consumidor dos serviços oferecidos.
Elasticidade rápida: os recursos computacionais podem ser providos e concedidos elasticamente,
ou seja, a escalabilidade de recursos segue em conformidade com a demanda. Desta
forma, a disponibilidade de recursos parece ilimitada para o consumidor. Assim, o
mesmo pode adquirir recursos computacionais em qualquer quantidade e a qualquer
momento.
A computação em nuvem possui uma série de implementações baseadas em servi-
ços. Esses serviços podem variar desde o provisionamento de aplicações até a recursos de
infraestrutura em rede. Os principais modelos de serviços em CC podem ser classificados
em Infraestrutura como Serviço (IaaS), Plataforma como Serviço (PaaS) e Software como
Serviço (SaaS) [Armbrust et al., 2010, Vacca, 2017]. O modelo de serviço IaaS (Infrastructure
as a Service) fornece ao cliente, recursos de infraestrutura sob demanda, ou seja, paga somente
pelos recursos utilizados. Esse modelo permite ao cliente contratar servidores virtuais e outros
dispositivos de infraestrutura de acordo com a necessidade exigida no momento. Por exemplo,
uma empresa poderia contratar servidores de acordo com a demanda de acesso ao seu site ao invés
de investir um capital alto em equipamentos físicos. Além disso, como mostra a Figura 3.1(b), o
cliente possui plena autonomia na implantação de sistemas operacionais e aplicativos, em geral.
Já, o provedor fica responsável por gerenciar e controlar a infraestrutura como, armazenamento,
método de virtualização e componentes de redes fornecidos em nuvem.
1modelo arquitetônico que permite múltiplos inquilinos (empresas ou clientes) compartilharem os mesmos
recursos físicos contidos em ambientes da CC.
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Gerenciado pelo cliente Gerenciado pelo provedor (Nuvem)
Figura 3.1: Comparação entre modelos de serviços, adaptado de [Vacca, 2017].
O modelo de serviço PaaS (Platform as a Service) disponibiliza um ambiente para o
desenvolvimento de aplicações simples e sofisticadas para empresas. Esse modelo provê um
ambiente de apoio ao ciclo de construção de aplicações, por exemplo, fornecimento de suporte ao
levantamento de casos de uso, codificação, teste até a manutenção. Além disso, como mostra a
Figura 3.1(c), o provedor abstrai as complexidades de implantação e gerenciamento de requisitos
de hardware e software como, rede, sistema operacional, middleware e outros recursos. Desta
forma, o cliente reduz o custo de implantação, gerencia somente as aplicações que desenvolve e o
provedor de serviços em nuvem efetua o gerenciamento do restante da estrutura.
O modelo de serviço SaaS (Software as a Service) provê sob demanda uma solução de
software completa para o cliente. Neste modelo, como apresenta a Figura 3.1(d), o provedor
de serviços é responsável por gerenciar toda a infraestrutura de hardware (por exemplo, rede,
servidor e armazenamento) e de software (por exemplo, sistemas operacionais e aplicações),
abstraindo toda a infraestrutura da nuvem para o cliente. Desta forma, o gerenciamento efetuado
pelo cliente se restringe a definições de configuração da aplicação. Assim, o mesmo utiliza
as aplicações fornecidas pelo provedor de serviços sem se preocupar com o gerenciamento ou





Figura 3.2: Modelos de implantação
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Os modelos de serviços providos pela CC são implementados de acordo com suas
propriedades. Elas podem variar desde o tamanho dos recursos existente na nuvem até as
restrições de acesso de cada cliente. Desta forma, como apresenta a Figura 3.2, existem três
modelos principais de implementação: nuvem pública, privada e híbrida [Mell e Grance, 2011].
Nuvem pública: são ambientes desenvolvidos e comercializadas por terceiros. Este terceiro
implementa uma infraestrutura que disponibiliza comercialmente um leque de recursos
computacionais para o público em geral. Como mostra a Figura 3.2(a), nesse ambiente
várias organizações ou indivíduos compartilham, através de virtualização, recursos
computacionais disponíveis em nuvem. Empresas como Google [Google, 2017] e
Amazon [Amazon, 2017] são exemplos de provedores de nuvem pública.
Nuvem privada: são ambientes implementados de forma centralizada em uma organização. Este
ambiente centraliza os recursos computacionais da organização e os oferecem aos seus
próprios departamentos. Desta forma, os departamentos da organização irão dispor de
recursos elásticos, sob demanda e escalável. Como mostra a Figura 3.2(b), a organização
assume ao mesmo tempo, o papel de provedor e consumidor de nuvem. Assim, ela
possui total controle na administração de recursos e nas garantias de segurança dos seus
dados.
Nuvem híbrida: combinação entre os ambientes da nuvem pública e privada. Apresentado
na Figura 3.2(c), na nuvem híbrida os ambientes públicos e privados atuam de forma
independente e se conectam quando necessário. A conexão entre os dois ambientes
permite somar vantagens existentes em ambas como, a segurança da nuvem privada e a
maior elasticidade da nuvem pública. Por exemplo, seria possível tratam as informações
sensíveis na nuvem privada que não possui compartilhamento com outras empresas e
armazenar dados não críticos na nuvem pública que possui menor custo em recursos.
3.1.1 Integração Nuvem e IoT
As limitações de recursos na IoT dificultam o desenvolvimento de serviços e aplicações
em sua rede. Os objetos contidos na IoT, em sua grande maioria dispõe de hardware restrito com
pouco poder de processamento, armazenamento e energia [Gubbi et al., 2013]. Essa inferioridade
em conjunto com a heterogeneidade de hardware agrega complexidades no desenvolvimento de
serviços para a IoT. Por este motivo, a integração entre IoT e Nuvem minimizam as dificuldades
referentes à comunicação, computação e armazenamento [Botta et al., 2016]. Na comunicação,
a Nuvem oferece uma solução eficaz e barata para conectar, controlar, e gerenciar qualquer coisa,
em qualquer lugar a qualquer momento. Na computação, os dados coletados na IoT são agregados
e processados em nós com recursos computacionais ilimitados. Por fim, no armazenamento,
a nuvem oferece uma estrutura de armazenamento em larga escala e de longa duração para a
grande quantidade de dados gerados na IoT.
A Figura 3.3 apresenta a integração entre ambientes da IoT e a CC. Na parte inferior da
figura contém três ambientes da IoT: domiciliar, transporte e hospitalar. Esses ambientes são
compostos por objetos como, relógio, lâmpadas, veículos, sensores de temperatura e velocidade
que utilizam a infraestrutura da Internet para enviar os dados coletados até a nuvem. Na nuvem
os dados são armazenados e processados sem preocupações com a disponibilidade de recursos
computacionais. Desta forma, a CC minimiza esforços no desenvolvimento de serviços e
aplicações baseadas no paradigma da IoT.
A integração entre IoT e CC contribui para o surgimento de novos de conceitos baseados







Figura 3.3: Integração IoT e CC
O SaaS (Sensing-as-a-Service) provê acesso ubíquo aos dados de sensores. O SenaaS (Sensor-
as-a-Service) proporciona o gerenciamento remoto e onipresente dos sensores. O DaaS
(Data-as-a-Service) possibilita o acesso ubíquo a qualquer dado coletado. Já, a TaaS (Things-
as-a-Service) permite agregar e abstrair recursos heterogêneos de acordo com a semântica
dos objetos. Assim, a integração entre IoT e Nuvem favorece a criação de novos projetos que
exploram a grade volume de dados da IoT.
O desenvolvimento de projetos para a IoT em conjunto com a CC cresce com o
amadurecimento da Internet das Coisas. Na literatura existe uma quantidade ampla de projetos que
desenvolvem plataformas de middleware baseadas em Nuvem para a IoT [Mineraud et al., 2016].
Essas plataformas facilitam o desenvolvimento de aplicações voltadas à IoT, por exemplo, os
projetos Fiware [Fiware, 2017b] eOpenIoT [OpenIoT, 2017] fornecem plataformas que gerenciam
tanto os dados gerados quanto os objetos contidos em ambientes da IoT. Além disso, esses
projetos baseados em Nuvem minimizam as complexidades da IoT. Desta forma, a integração
entre esses paradigmas colaboram para o desenvolvimento da IoT.
A computação em nuvem fornece vários benefícios para IoT, dentre eles, a elasticidade
de recursos computacionais [Yi et al., 2015]. No entanto, a IoT precisa enviar os dados coletados
até a nuvem para usufruir de seus recursos computacionais. Contudo, o volume do tráfego de
dados da IoT para a nuvem pode causar um consumo excessivo dos recursos da infraestrutura da
internet, visto que a IoT gera um grande volume de dados [Gubbi et al., 2013]. Além disso, na
IoT existem serviços que demandam de baixa latência, ou seja, serviços sensíveis ao atraso como,
operações de gerenciamento de emergências [Yang et al., 2013]. Desta forma, a IoT necessita de
modelos que ofereçam recursos computacionais com e baixa latência no acesso às informações.
3.2 Computação em Névoa
Uma perspectiva desenvolvida pela empresa Cisco Systems2, a computação em Né-
voa (Fog) se resume em uma plataforma altamente virtualizada que fornece recursos com-
putacionais entre os dispositivos finais e os provedores tradicionais de serviços em Nu-
vem [Bonomi et al., 2014]. Esse conceito fornece serviços de processamento, armazenamento e
comunicação na borda da rede sem depender diretamente dos servidores tradicionais da Nuvem.
Assim, a disponibilidade de recursos próximo da borda e reduz os problemas de latência na rede.
2http://www.cisco.com/
40
A Fog agrega várias vantagens no desenvolvimento de serviços e utilização de recursos
da rede. Um dos principais benefícios é a baixa latência no atendimento de requisições, tornando-
a ideal para serviços de voz sobre IP, jogos online, etc., além disso, o fato das requisições
serem processadas próximo ao usuário final, podem contribuir para a descentralização dos
serviços e na minimização da sobrecarga na Nuvem e no núcleo da rede. No entanto, por
ser constituída de dispositivos de recursos limitados e não dedicados, a Fog possui limita-
ções no fornecimento de recursos computacionais e complexidades no desenvolvimento de
aplicações [Mahmud e Buyya, 2016].
As complexidades existentes na computação em Névoa implicam em uma série de
características que a tornam uma extensão não-trivial da Nuvem. Essas características são listadas
em [Bonomi et al., 2012]:
Reconhecimento de localidade e baixa latência: a origem da computação em Névoa pode ser
atribuída às propostas anteriores envolvendo pontos de acesso com suporte a serviços
sofisticados na borda da rede, incluindo aplicações com requisitos de baixa latência.
Distribuição geográfica: em nítido contraste com a computação mais centralizada da Nuvem,
os serviços e aplicações orientadas para Névoa demandam implantações amplamente
distribuídas.
Suporte a redes de sensores em larga escala: redes de sensores para monitoramento do meio
ambiente e o Smart Grid são outros exemplos de sistemas inerentemente distribuídos,
que requerem recursos de computação e armazenamento distribuídos.
Grande número de nós: é uma consequência da ampla distribuição geográfica como evidenciada





Figura 3.4: Arquitetura Fog, adaptado de [Bonomi et al., 2012]
Suporte a computação móvel: em muitas aplicações de Névoa é essencial uma comunicação
direta com os dispositivos associados para permitir o suporte às diferentes técnicas que
podem ser empregadas na computação móvel.
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Interações em tempo real: as principais aplicações em Fog envolvem interações em tempo
real, em vez do processamento em lote. Como a Fog está localizada longe dos
principais centros de processamento em Nuvem, se faz necessário a disponibilização
e o gerenciamento dos recursos locais para auxiliar o cumprimento dos requisitos de
tempo de execução das aplicações.
Predominância do acesso sem fio: para os dispositivos IoT algum protocolo e co-
municação sem fio como RFID [Jia et al., 2012], Bluetooth [Chang, 2014], Zig-
Bee [Gungor e Hancke, 2009], Wi-Fi ou LTE [Cao et al., 2014] é a única forma possível
de conexão em rede.
Heterogeneidade: as Nuvens são geralmente ambientes fechados, que utilizam componentes
de hardware de um mesmo fornecedor ou ambientes e linguagens de programação
proprietárias. No entanto, os dispositivos da Fog podem ser oferecidos por diversos
fabricantes, empregar diferentes ambientes e envolver vários linguagens e protocolos.
Interoperabilidade e federação: o suporte contínuo e integrado de certos serviços requerem a
cooperação de diferentes provedores.
Análise de dados em tempo real: interagindo com a Nuvem e perto das fontes de dados, a
Fog esta bem localizada para desempenhar um papel significativo no processamento de
dados com restrições de tempo real.
A Figura 3.4 apresenta a arquitetura e ilustra uma implementação da computação em
Névoa. A camada inferior ilustra os milhares de dispositivos conectados que se comunicam entre
si em tempo real. A próxima camada, representa os dispositivos que compõem a infraestrutura
para implantação da Fog. Esses dispositivos proveem conectividade para a camada inferior
através de protocolos como, Bluetooth [Chang, 2014], ZigBee [Gungor e Hancke, 2009], Wi-Fi
ou LTE. Além disso, esta camada fornece a conectividade com os serviços disponíveis nos
provedores de Nuvem. A camada superior ilustra os recursos providos pela Nuvem, onde são
armazenados e processados dados que não requerem consumo em tempo real. Desta forna, a
computação em Névoa distribui e coloca os dados mais próximos do usuário final, minimiza a
latência dos serviços, melhora a qualidade dos serviços e remove outros possíveis obstáculos




















Figura 3.5: Comparação Fog e CC
A computação em Névoa não é um conceito que substitui totalmente a utilização da
computação em Nuvem. Na Figura 3.5 pode ser visto uma comparação na utilização da Fog e da
Nuvem na IoT. A Nuvem possui uma grande quantidade de recursos computacionais. Contudo,
o tráfego de dados brutos causam um consumo excessivo de recursos da rede para atingir seus
servidores. Além disso, agrega um aumento de latência aos serviços oferecidos na IoT. A Fog
oferece recursos mais próximos da borda e minimiza a latência em serviços da IoT, no entanto, a
disponibilidade dos recursos computacionais é limitada. Logo, tanto Fog quanto Nuvem agregam
benefícios ao desenvolvimento de serviços na IoT.
3.3 Rede Definida por Software
As redes definidas por software (SDN - Software Defined Networking) surgiram com o
objetivo de simplificar o gerenciamento das redes atuais. No modelo atual, os elementos de rede
são dependentes de APIs proprietárias que inviabilizam a implementação de novos protocolos e
arquiteturas. Por este motivo, a ideia de redes programáveis surgiram com o objetivo de separar a
camada de infraestrutura da camada de controle, facilitando o desenvolvimento de novas soluções
que atendam as limitações (endereçamento, mobilidade, etc) das redes atuais [Nunes et al., 2014].
O conceito SDN possibilita a dissociação do hardware de encaminhamento (plano
de dados) das decisões de controle (plano de controle) da rede [Farhady et al., 2015]. Com
este design, o controle de rede pode ser feito separadamente no plano de controle sem afetar
os fluxos de dados. Como tal, a inteligência de rede pode ser retirada dos dispositivos de
comutação e colocada em controladores. Além disso, os dispositivos de comutação agora podem
ser controlados externamente por software. O desacoplamento do plano de controle do plano
de dados oferece não apenas um ambiente programável mais simples, mas também uma maior
liberdade para o software externo definir o comportamento de uma rede.
Apresentada na Figura 3.6, a arquitetura da SDN está dividida em três camadas:
infraestrutura, controle e as aplicação. A camada de infraestrutura consiste em elementos de
rede e dispositivos que realizam a troca e o encaminhamento de pacotes (dados). A camada de







Figura 3.6: Arquitetura SDN
de uma interface aberta. A camada de aplicação engloba as aplicações desenvolvidas através de
API’s para usuários finais que utilizam os serviços de comunicação da SDN.
A utilização dos conceitos de SDN e IoT em um mesmo contexto flexibiliza o geren-
ciamento das redes da Internet das Coisas. Os ambientes da IoT possuem características que
impedem o uso de protocolos e mecanismos comumente utilizados em redes de computadores
tradicionais. A integração com SDN viabiliza a utilização de software e linguagens de alto nível
para programar as redes da IoT. Desta forma, a SDN permite lidar com as especificações dos
dispositivos, cenários e aplicações existentes na IoT de forma ágil e flexível.
3.4 Revisão Literária
Nesta seção serão apresentados os trabalhos selecionados na literatura sobre gerencia-
mento de dados da IoT. A revisão foi dividida em três abordagens, sendo elas, Rede Definida
por Software (SDN), Computação em Névoa (Fog) e Computação em Nuvem (CC). A seguir,
teremos o detalhamento e o apontamento sobre cada trabalho selecionado.
3.4.1 Abordagens Baseadas em SDN
Os benefícios de empregar técnicas baseadas em SDN nos ambientes da IoT estão se
tornando reconhecidos em múltiplos domínios além do transporte inteligente, que são discutidos
principalmente por pesquisadores e profissionais da indústria. No trabalho [Wu et al., 2015] é
proposto um sistema para controle de fluxo de dados baseado em SDN, denominado UbiFlow. O
sistema possui um controlador que diferencia a programação do fluxo baseado na exigência por
dispositivos. Além disso, o UbiFlow apresenta uma visão do estado da rede e otimiza os pedidos
de fluxo da IoT. Na avaliação, os autores comparam o UbiFlow com os sistemas DevoFlow e
Hedera, onde mostrou que seu sistema possui resultados melhores que ambos. Semelhante
ao [Wu et al., 2015], o artigo [Qin et al., 2014] busca desenvolver uma abordagem dinâmica com
níveis de qualidade diferenciados para as distintas tarefas na IoT. O projeto, denominado MINA
(Multinetwork INformation Architecture), visa criar um middleware com um controlador em
diferentes camadas da IoT. Este middleware permite suporta comandos para diferentes fluxos e
explora eficientemente os recursos de características multi-rede da Internet das Coisas.
Em [Nastic et al., 2015], os autores propõem um framework para sistema definido por
software em nuvem para IoT. Este framework, denominada SDG-Pro, permite o desenvolvimento
de um software definido por gateway com abstração de programação. Além disso, seus pontos
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de dados e controle possibilitam que desenvolvedores possam interagir com os fluxos de dados
sensoreados. Essa interação torna possível, funcionalidades que unificam os fluxos de dados,
independente da comunicação. No trabalho [Jararweh et al., 2015] são apresentados princípios
como, rede definida por software (SDN), armazenamento definido por software (SDStore) e
segurança definida por software (SDSec). Os autores utilizaram esses princípios para desenvolver
um modelo de arquitetura para IoT, denominada IoT definida por software (SDIoT). Esse modelo
permite acelerar e facilitar operações de controle e gerenciamento na IoT.
3.4.2 Abordagens Baseadas em Fog
Na literatura existem alguns trabalhos que propõem soluções baseadas em Fog para IoT.
O trabalho de [Gazis et al., 2015] propõem uma solução industrial no contexto de aplicações de
manutenção preventiva. Sua solução, denominada AOP (Adaptive Operations Platform), utiliza
a tecnologia proprietária DMo3 para manipular as regras de tráfego da rede. Esta plataforma
permite aos fabricantes de equipamentos, controle supervisionado e aquisição de dados de sua
infraestrutura. O artigo [Aazam e Huh, 2014] apresenta um gateway4 para minimizar os gastos
excessivos de recursos da rede e da nuvem. Ele propõe o Smart Gateway um intermediário que
faz um pré processamento dos dados antes de os enviar para a nuvem. Seu principal objetivo
é evitar comunicações desnecessárias com a nuvem. Semelhante ao [Aazam e Huh, 2014], o
trabalho de [Rahmani et al., 2015] apresenta um smart gateway, denominado UTGATE. Ele lida
com desafios em sistemas de saúde e explora meios para controlar os sensores distribuídos em
um ambiente e-Health5. Após a avaliação, os autores provaram que o gateway proposto permitiu
uma maior eficiência energética dos sensores contidos na rede.
O trabalho de [Prazeres e Serrano, 2016] introduz o paradigma FoT(Fog of Things) e
propõem o desenvolvimento de uma plataforma de auto-organização, denominada SOFT-IoT (Self-
Organizing Fog of Things). A plataforma fornece um middleware orientado a serviços que possui
uma interface de acesso aos dispositivos via serviço web RESTful [Karagiannis et al., 2015].
Além disso, sua plataforma utiliza um corretor MQTT [Karagiannis et al., 2015] que possibilita
a troca de mensagens entre o gateway e os dispositivos através de driver MQTT integrado
com o serviço web. Diferente de [Prazeres e Serrano, 2016], o artigo [Cheng et al., 2015] busca
desenvolver uma plataforma de análise de dados, denominada GeeLytics. Os autores afirmam
que esta plataforma pode executar o processamento em tempo real tanto na borda quanto na
nuvem de forma dinâmica e transparente. No entanto, o documento apenas discute a motivação e
o projeto preliminar de sua arquitetura.
3.4.3 Abordagens Baseadas em CC
Na literatura existem projetos que visam oferecer estruturas inteligentes que per-
mitem o desenvolvimento de aplicação para IoT em conjunto com a computação em
nuvem [Mineraud et al., 2016]. Esses projetos podem ser desenvolvidos como um pro-
duto proprietário, por exemplo, Arkessa [Arkessa, 2017], Carriots [Carriots, 2017] ou Nia-
gara [Niagara, 2017], mas também existem iniciativas de código aberto (Open Sourse) como, Ope-
nIoT [OpenIoT, 2017], Fiware [Fiware, 2017b], Sofia [Sofia, 2016b], Nimbits [Nimbits, 2016],
3 Tecnologia de software DMo (Data in Motion) fornece gerenciamento de dados e análise de primeira ordem na
borda da rede. Disponível em <https://developer.cisco.com/site/data-in-motion/>
4 Intermediário destinado a interligar redes, separar domínios, ou até mesmo traduzir protocolos.
5 Ambiente inteligente da área de saúde.
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LinkSmart [LinkSmart, 2016] e ThingSpeak [ThingSpeak, 2016b]. No entanto, este trabalha
busca descrever as características somente das plataformas de código aberto.
Projeto OpenIoT
O projeto OpenIoT (Open Source Cloud solution for the Internet of Things) oferece uma
plataforma de middleware de código aberto totalmente descentralizada [Soldatos et al., 2012].
Uma plataforma desenvolvida no projeto FP7-287305 com co-financiamento da Comissão
Europeia, o OpenIoT provê uma infraestrutura versátil que fornece conectividade com dispositivos
de capacidades restritas, tais como, sensor e RFID. Esta conectividade permite que a plataforma
disponibilize funcionalidades para a filtragem e seleção dinâmica dos fluxos de dados gerados
por estes dispositivos. O OpenIoT oferece também uma quantidade ampla de ferramentas de
visualização para o desenvolvimento de aplicações na IoT. Assim, a plataforma de middleware do
OpenIoT permite o desenvolvimento de aplicações para IoT baseadas em nuvem com um gasto
mínimo de codificação.
A plataforma OpenIoT possui uma arquitetura dividida em elementos, sendo eles,
middleware, armazenamento na nuvem, processo de agendamento, serviços de entrega e com-
ponente de solicitação, apresentação e monitoramento [Soldatos et al., 2015]. O middleware
do OpenIoT utiliza uma extensão das bibliotecas de redes mundiais de sensores, denominado
X-GSN (Extended Global Sensor Networks) [Calbimonte et al., 2014], como meio para a im-
plementação da interface, filtros e agregação de dados provenientes dos dispositivos e objetos
conectados na IoT. O armazenamento do fluxo de dados na nuvem ocorre por meio do LSM
(Linked Stream Middleware), que transforma os dados provenientes dos sensores em dados
vinculados semanticamente em formato RDF (Resource Description Format). O elemento
de agendamento efetua o processamento de solicitações para implementações de serviços sob
demanda e garante o acesso apropriado aos recursos. O serviço de entrega busca através de
consultas expressas em linguagem semântica os dados solicitados por serviços implementados
na plataforma. O componente de solicitação, apresentação e monitoramento disponibiliza um
conjunto de ferramentas para especificar, formular, apresentar e monitorar através de interface
gráfica (GUI do inglês, Graphical User Interface) as solicitações de dados feitos por um serviço.
Assim, esta arquitetura segmentada possibilita a implementação de serviços da IoT sobre a
plataforma OpenIoT.
A Figura 3.7 mostra o processo de implementação de serviços da IoT sobre a plataforma
OpenIoT [Soldatos et al., 2012]. A primeira etapa resume-se na definição dos serviços. Agora
ocorre a definição do serviço de solicitação e a identificação e seleção dos objetos. A etapa
seguinte permite a formulação e a apresentação do serviço no ambiente em nuvem. Nesta fase
realiza-se a composição do serviço de acordo com o contexto da aplicação, a localização, a
restrição e se o serviço atua em tempo real. Na terceira etapa ocorre a configuração dos objetos
envolvidos na prestação do serviço, onde se efetua a parametrização dos parâmetros de medição
utilizados no compartilhamento de recurso. O desenvolvimento de aplicações na plataforma
ocorre com um gasto mínimo com codificação, pois, todo o processo de implantação dá-se por
interface gráfica.
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Figura 3.7: Funcinamento OpenIoT, adaptado de [Soldatos et al., 2012].
A plataforma OpenIoT permite a convergência da IoT com a computação em nuvem.
Esta integração possibilita a incorporação do grade volume de dados e aplicações da IoT com
a infraestrutura elástica da computação em nuvem. Além disso, sua plataforma proporciona
a implantação de aplicações semanticamente interoperáveis e o controle de parâmetros asso-
ciados a qualidade de serviço. Desta forma, suas funcionalidades fornecem uma base para o
desenvolvimento de novas aplicações nos domínios da IoT.
Projeto Fiware
O projeto Fiware oferece uma infraestrutura baseada em nuvem para criação e en-
trega de serviços com um baixo custo de implantação. A plataforma Fiware fornece um
conjunto simples de APIs (Application Programming Interfaces) que facilitam o desenvolvi-
mento de aplicações inteligentes. Essas APIs possuem compatibilidade com OCCI (Open
Cloud Computing Interface) [Edmonds et al., 2015]. Além disso, o Fiware baseia-se no projeto
OpenStack [Sefraoui et al., 2012] uma plataforma de computação em nuvem de código aberto
onipresente para nuvens públicas e privadas. Assim, sua referência de código aberto permite
aos desenvolvedores, provedores de serviços, empresas e outras organizações desenvolverem
produtos inovadores com base em tecnologias Fiware.
A plataforma Fiware possui uma infraestrutura dividida em elementos funcionais,
denominado habilitador genérico (GE do inglês, Generic Enablers) [Palo et al., 2013]. A
principal plataforma fornecida pelo projeto Fiware dispõe de GE’s como, Estrutura de Entrega
de Serviço, Hospedagem na Nuvem, Gerenciamento de Dados, Segurança, Interface com a Rede
e Dispositivos (I2ND) e IoT. A Estrutura de Entrega de Serviço permite criar, publicar, gerenciar
e consumir serviços da internet do futuro (FI do inglês, Future Internet). A Hospedagem na
Nuvem fornece recursos para processamento, armazenamento e rede para os serviços fornecidos.
O Gerenciamento de dados fornece facilidades como, acesso eficiente, processamento e análise
de dados para gerar conhecimento a partir de um grande volume de dados. A Segurança
disponibiliza mecanismos que assegurem os requisitos de confidencialidade e privacidade dos
serviços utilizados. A I2ND supre a necessidade de conectividade dos serviços prestados. Para a
IoT, a plataforma dispõe de habilitadores genéricos que permitem a utilização de serviços em
dispositivos com recursos limitados e heterogêneos.
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O Fiware IoT fornece GE’s para objetos contidos na rede tornem-se disponíveis,
pesquisáveis, acessíveis e utilizáveis no desenvolvimento de aplicações. O Fiware IoT expõem
os dispositivos e recursos para os desenvolvedores como entidades de contexto NGSI (Next
Generation Services Interface) [Moltchanov e Rocha, 2014]. Desta forma, os desenvolvedores
se atentam somente na leitura de atributos de entidades para agregar as informações de sensores.
Alémdisso, os desenvolvedores não precisam lidar coma complexidade e a grande heterogeneidade
das tecnologias existente nos cenários IoT.
Figura 3.8: Arquitetura Fiware IoT, adaptado de [Fiware, 2016]
A Figura 3.8 apresenta um cenário simplificado do funcionamento do FIWARE
IoT [Fiware, 2016]. Este cenário simples considera somente a utilização da GE IDAS e
Orion. O componente IDAS gerencia e íntegra os dispositivos conectados ao ambiente. Ele
utiliza uma arquitetura modular, denominada de Agente IoT, para suporta os vários protocolos
existentes na rede. Desta forma, antes de selecionar o agente IoT, os integrantes da rede precisam
determinar o protocolo que será utilizado na comunicação. O elemento Orien ContextBroker
faz a tradução dos recursos da IoT para entidades de contexto NGSI [Fiware, 2017a]. Assim,
os desenvolvedores acessam dados da IoT como atributos de entidades representativas e podem
enviar comandos através de atualização atributos relacionados a dispositivos. Portanto, o Fiware
IoT dispõe de funcionalidades robustas com baixo grau de complexidade no desenvolvimento e
implementação.
O projeto Fiware oferece soluções com funcionalidades robustas e altamente escalável.
Sua plataforma permite conectar aplicações e serviços de forma inteligente e aproveitar todo o
potencial dos recursos oferecidos pela rede. Além disso, o projeto pode potencializar a integração
entre a computação em nuvem, redes inteligentes e a infraestrutura e serviços da IoT. Desta forma,
devido a suas funcionalidades, a publicidade do código fonte de seus componentes e sua proposta
de baixo custo de implantação, a plataforma Fiware pode emergir rapidamente no mercado.
Projeto SOFIA
O projeto SOFIA(Smart Objects For Intelligent Applications) fornece uma plataforma
multi-linguagem, multi-protocolo e de código fonte aberto para a implementação de aplicações
em ambientes inteligentes da IoT [Sofia, 2016a]. Um projeto desenvolvido pela organização
Artemis6, o SOFIA dispõem de uma plataforma de middleware que permite a interoperabilidade
6 https://artemis-ia.eu/about_artemis.html
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dos vários sistemas e dispositivos existentes na IoT. Além disso, o projeto também oferece uma
plataforma semântica que permite a troca de informações entre os dispositivos do ambiente
físico e as aplicações do mundo virtual. Assim, a plataforma SOFIA provê mecanismos para a
publicação, monitoramento e organização de sensores e atuadores existes no ambiente físico.
Figura 3.9: Conceito funcional SOFIA, baseado em [Sofia, 2016a]
A estrutura funcional da plataforma SOFIA se divide em processadores do conhecimento
(KP), corretores de informações semânticas (SIB) e protocolo de acesso ao espaço inteligente
(SSAP), como apresentado na Figura 3.9. O KP (do inglês, Knowledge Processor) processa os
pacotes de qualquer dispositivos, aplicação ou sistema que produz ou consome uma determinada
informação na plataforma. A SIB (do inglês, Semantic Information Brokers) mapeia, armazena e
íntegra semanticamente as informações trocadas entre os KP’s. O SSAP (do inglês, Smart Space
Access Protocol) fornece a interface para execução de operações como, por exemplo, inserir, sair,
juntar e remover na rede semântica. Essas funções definem os principais conceitos utilizados em
sua arquitetura.
A plataforma do projeto utiliza módulos para compor sua arquitetura. Essa arquitetura
modular está composta por módulos como, SIB Runtime, SIB Tools, Integral DB, SIB Web
Console, SDK e SIB API Manager. A SIB Runtime oferece a interface de comunicação para
diferentes clientes e protocolos. A SIB Tools processas as solicitações que chegam no módulo
anterior. O módulo Integral DB está divido em CDB ( Configuration Database) responsável
por armazenar os dados de configuração da plataforma, RTDB (do inglês, Real Time Database)
armazena as instâncias de ontologias recebidos dos KP durante um período de tempo e HDB
(Historic Database) que armazenam todos os dados não utilizados em tempo real. O módulo
SIB Web Console provê uma interface web simples para gerenciar e configuras a plataforma. Os
módulos SDK fornece API’s em várias linguagem e ferramentas para o desenvolvimento ágil de
aplicações. O SIB API Manager possibilita o gerenciamento das API’s desenvolvidas para os
clientes. Assim, sua arquitetura modular proporciona uma compatibilidade com as principais
plataformas em nuvem, existentes na atualidade.
Deste modo, o projeto SOFIA torna possível o acesso a dados do mundo real em
ambientes virtuais. Esses dados coletados no ambiente físico provê as informações necessárias
para o desenvolvimento de serviços para domínios inteligentes como Smart Home (Casa
Inteligente) e Smart City (Cidade Inteligente). Assim, esta plataforma permite utilizar o grande
volume de dados gerados por coisas da IoT em conjunto com a infraestrutura elástica da
computação em nuvem para o desenvolvimento ágil de serviços e aplicações.
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Projeto Nimbits
O projeto de código aberto da Nimbits [Nimbits, 2016] fornece uma plataforma de
conectividade M2M. A plataforma disponibiliza bibliotecas em Java como, nimbits.io, para o
desenvolvimento de soluções para IoT e nuvem. Essas soluções permitem a criação de uma
plataforma como serviço que provê a coleta, processamento, gravação e compartilhamento dos
dados de sensores da IoT. Desta forma, ela fornece meios para o desenvolvimento de soluções
de hardware e software que integram os dispositivos da IoT com a nuvem. Além disso, essas
soluções permitem o armazenamento e a recuperação do grande volume de dados gerados pelos
dispositivos físicos contidos na IoT.
Sua plataforma possui uma estrutura com árvore de entidades. As entidades da árvore
dispõem de um nome, ID único e um pai. Essas entidades baseiam-se em registros de dados e
tecnologias baseadas em regras. O registro de dados são armazenados em pontos de dados, que
consistem de um conjunto de valores armazenados em formatos como JSON ou XML. Além
disso, os pontos de dados podem ser configurados para gerar regras como cálculo, estatística,
alerta ou transmitir dados importantes para a nuvem. Desta forma, a plataforma tem um baixo
grau de complexidade no desenvolvimento de aplicações para a IoT.
A plataforma Nimbits foi projetada para funcionar em dispositivos com recursos
limitados. Seu projeto utiliza protocolos como XMPP [Karagiannis et al., 2015] na troca de
mensagens entre seus serviços. Além disso, a plataforma permite gerenciar e desenvolver
seus serviços via interface web. Desta forma, suas aplicações podem ser executados em
pequenos dispositivos como, Raspberry Pi [Raspberry, 2017b] e em nuvens como, Google App
Engine [Google, 2017] e Amazon EC2[Amazon, 2017]. Assim, a plataforma permite filtrar
ruídos dos sensores e transmitir seus dados até grandes servidores.
Projeto LinkSmart
Uma plataforma desenvolvida no âmbito do projeto Hydra7 e co-financiado pela
Comissão Europeia, o LinkSmart® [Kostelnik et al., 2011] desenvolve uma estrutura de serviços
com arquitetura distribuída para dispositivos heterogêneos. Sua plataforma demidleware dispõem
de ferramentas que possibilitam a detecção, incorporação e utilização de qualquer dispositivo
contido na IoT. Desta forma, o projeto LinkSmart soluciona os problemas de incompatibilidade
de protocolos entre os dispositivos. Além disso, suas ferramentas de desenvolvimento permitem a
construção de aplicações inteligentes que controlam através de serviços web qualquer dispositivo
físico distribuído nos ambientes inteligentes da IoT.
A plataforma LinkSmart® utiliza em suas soluções uma combinação de tecnologia
de serviços de web semântica com princípios baseados em aplicações SOA. O SOA permite
alcançar a interoperabilidade ao nível sintático, ou seja, especifica padrões para a troca de dados
e serviços entre os dispositivos. Os serviços de web semântica em conjunto ao uso de ontologias
proporciona a obtenção de interoperabilidade semântica, isto é, mapeia as informações dos
objetos físico e gera o conteúdo com significado em comum entre os dispositivos. Desta forma,
o projeto LinkSmart facilita o desenvolvimento de aplicações e provê acessibilidade uniforme
em seus serviços web.
As aplicações da plataforma LinkSmart são construídas fundamentalmente como
serviços web. A plataforma representa todos os dispositivos como um serviço web. Esta
abstração permite incorporar objetos a sua plataforma sem se preocupar com tecnologias de
rede como, RFID [Jia et al., 2012], Zigbee [Gungor e Hancke, 2009], e Bluetooth [Chang, 2014]
7 http://hydramiddleware.eu/news.php
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utilizadas por estes dispositivos. A plataforma também dispõem de gestores centrais que
fornecem funcionalidades úteis para serviços web como, funcionalidades para o desenvolvimento
de aplicações inteligentes. Esses gestores estão fracamente vinculados ao middleware. Esta
ligação fraca permite aos dispositivos com restrições de hardware executar fragmentos do
middleware sem a necessidade de servidores centrais. Assim, a arquitetura do projeto LinkSmart
permite que dispositivos com limitações cooperem na execução de aplicações complexas.
Figura 3.10: Arquitetura LinkSmart® [Kostelnik et al., 2011]
O projeto LinkSmart possui uma arquitetura divida em camada física, sistema operacio-
nal, middleware e aplicação, apresentado na Figura 3.10. A camada física fornece a interface de
conexão para os dispositivos. A camada de sistema operacional gerencia os objetos da camada
inferior e fornece métodos para os recursos de conexão de rede. Na camada de aplicação estão
as aplicações desenvolvidas pelos usuários, tais como, gerenciamento de fluxo. O middleware
resume-se em dois elementos, sendo eles, aplicação e dispositivo. O elemento aplicação se
encarrega do desempenho dos recursos utilizados e o elemento dispositivo fica responsável
pelo acesso remoto. Assim, ambos os elementos possuem funções como, detecção de contexto,
solicitação de serviço de transporte, gerenciamento da rede, sincronização, controle de acesso, e
entre outros. Desta forma, a plataforma LinkSmart permite a criação de uma rede para sistemas
embarcados com descoberta de dispositivo via semântica.
Plataforma ThingSpeak
O projeto ThingSpeak desenvolve uma plataforma de aplicações descentralizada com
código aberto (Open-source) para a IoT [ThingSpeak, 2016a]. Esta plataforma permite facilitar
o gerenciamento de serviços disponíveis a partir dos dispositivos heterogêneos da IoT. Desta
forma, sua plataforma permite coletar, armazenar, analisar, visualizar e agir sobre os dados
gerados por sensores e atuados como, por exemplo, Arduino® [Arduino, 2017] e Raspberry
Pi [Raspberry, 2017b]. Assim, o projeto ThingSpeak proporciona coleta em tempo real,
processamento e visualização dos dados de dispositivos integrados a sua plataforma.
A plataformaThingSpeak disponibiliza um servidor para o armazenamento e recuperação
de dados da Internet das coisas. Este servidor permite a abertura de canais de fluxo de dados
com suporte a formatos de dados em JSON e XML para os usuários. Além disso, ela também
dispõe de ferramentas de visualização que permitem a criação de widgets em linguagens de
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desenvolvimento web como, JavaScript, HTML e CSS. Assim, essas widgets possibilitam uma
visualização personalizada dos dados coletados por uma aplicação.
O desenvolvimento de aplicações na plataforma ThingSpeak utiliza a API ThingSpeak.
Esta API possui ferramentas para o processamento de solicitações HTTP, armazenamento de
dados numéricos e alfanuméricos, processamento de dados numéricos, rasteamento de localização,
e atualização de status. Assim, sua estrutura permite o desenvolvimento de uma infinidade de
serviços para a IoT como, aplicações de rastreamento de localização e rede social de coisas com
atualizações de status, podendo, por exemplo, controlar o termostato de sua com base em sua
localização atual.
3.4.4 Análise das Plataformas Baseadas em CC
Todas as plataformas descritas oferecem estruturas para o desenvolvimento de aplicações
em ambientes da IoT. Elas dispõem de ferramentas que facilitam o desenvolvimento de serviços
e aplicações, pois, a maioria dispõe de interface web. Além disso, as plataformas atendem
a necessidades de heterogeneidade e interoperabilidade existente na rede. No entanto, suas
estruturas não possuem soluções que realizem filtragem e encaminhamento dos fluxos de dados
na Fog. As análises feitas em [Mineraud et al., 2016] mostram que as plataformas baseadas em
nuvem, futuramente, incluirão soluções de apoio ao processamento de fluxos de dados na Fog
em seu conjunto de ferramentas.
A Tabela 3.1 lista as plataformas pesquisadas e resume as características consideradas
fundamentais para atender as expectativas dos usuários e desenvolvedores de aplicação. A
coluna (a) apresenta os tipos de dispositivos suportados pela plataforma. Esse suporte permite
integrar qualquer dispositivo da IoT, independente da tecnologia utilizada. Entre as plataformas,
somente a LinkSmart possui limitações no suporte à heterogeneidade dos dispositivos da IoT. Essa
limitação impede a plataforma de trabalhar com tecnologias emergentes, ocasionando problemas
na adoção de novos protocolos e suporte ao número crescente de dispositivos heterogêneos.






dos dados f) Fog
Fiware Sim Sim Sim Sim NGSI Não
LinkSmart Dispositivosembarcados Não Sim Sim Semântica Não
Nimbits Sim Sim Não Não Pontos dedados Não
OpenIoT Sim Não Sim Não Semântica Não
Sofia Sim Sim n/e Não Semântica Não
ThingSpeak Sim Sim Limitado Não Canal Não
Tabela 3.1: Comparação entre as plataformas, adaptado de [Mineraud et al., 2016].
A coluna (b) apresenta quais as plataforma que possuem suporte ao protocolo de
comunicação REST [Karagiannis et al., 2015]. As plataformas LinkSmart e OpenIoT não
dispõem de suporte à tecnologia REST. Esse protocolo utiliza os métodos HTTP8 get, post, put e
delete para fornecer um sistema de mensagens, onde todas as ações podem ser executadas através
de comandos HTTP de solicitação/resposta. O REST possui papel importante do IoT, pois, é
8 Protocolo de camada de aplicação da Web, define o formato e a sequência das mensagens que são passadas
entre o navegador e o servidor [Kurose e Ross, 2012].
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suportado por muitas plataformas de nuvem M2M. Além disso, ele pode ser implementado
facilmente em aplicativos de smartphone e tablet.
A coluna (c) resume a característica referente ao suporte à descoberta de serviço. Essa
característica é um ponto importante na IoT, pois, permite detectar automática de objetos e
serviços disponíveis em ambientes da IoT. Assim, a plataforma consegue encontrar os objetos e
os serviços disponíveis na IoT, mesmo com a alta mobilidade dos objetos. Na comparação entres
as plataformas pesquisadas, as plataformas ThingSpeak, Nimbits e Sofia obtiveram resultado
diferente das demais. A ThingSpeak apresenta limitações e a Nimbits não despõe de suporte à
descoberta de serviço. Já, a Sofia não específica em sua documentação se possui ou não suporte
à descoberta de serviço.
O processamento local, apresentado na coluna (d), especifica se a plataforma dispõe de
mecanismo que efetuem o processamento de dados próximo do usuário final. Essa característica
permite reduzir o envio de dados brutos aos centros de dados dos provedores de serviços em
nuvem. Entre as plataformas pesquisadas, somente as plataformas Fiware e LinkSmart dispõe de
mecanismo para processamento local de dados. A interoperabilidade dos dados, resumido na
coluna (e), refere-se ao processo de dar sentido único às informações da IoT. Assim, esse sentido
único permite aos consumidores de informações da IoT entender e processar os dados. Cada
plataforma possui ummétodo de interoperabilidade de dados, as plataformas LinkSmart, OpenIoT
e Sofia utiliza semântica para organizam e disponibilizar seus dados. A Fiware usa entidade de
contexto contida na tecnologia NGSI [Moltchanov e Rocha, 2014] e a Nimbits armazena seus
dados em pontos de dados, que consistem de um conjunto de valores em formatos JSON ou
XML. Já, a ThingSpeak utiliza canais de fluxos de dados com suporte a formatos JSON e XML.
A coluna (f) resume quais plataformas possuem suporta à Fog. Essa característica
permite utilizar os recursos computacionais disponíveis na borda de rede. O uso desses recursos
possibilita o encaminhamento, filtragem, processamento e armazenamento de dados próximos do
usuário final. Desta forma, os dados não precisam ser direcionados aos provedores de serviço em
nuvem. Dentre as plataformas pesquisadas, até o presente momento, nenhuma das plataformas
dispõe de suporte à Fog. Por fim, a partir das comparações feitas na Tabela 3.1 conclui-se que a
plataforma Fiware atende a mais requisitos que as demais plataformas.
3.5 Considerações Finais
O capítulo apresenta algumas soluções que buscam solucionar as necessidades no
gerenciamento de dados na IoT. Essas soluções estavam classificadas em três abordagens, sendo
elas, CC, Fog e SDN. A abordagem em CC mostrou plataformas de código aberto que buscam
desenvolver soluções que integram os recursos elásticos da computação em nuvem com a IoT. A
abordagem em Fog apresenta algumas soluções que propõem processar, armazenar e gerenciar
os dados mais próximo da fonte, diminuindo o tráfego desnecessário e a latência na rede. As
abordagens em SDNmostrou os projetos que utilizam a filosofia de flexível da SDN para controlar
os fluxos de dados da IoT. Portanto, este capítulo mostrou algumas soluções que buscam gerenciar
os fluxo de dados da IoT. Assim, no próximo capítulo será apresentado a proposta deste trabalho
para efetuar o gerenciamento de fluxo de dados na IoT.
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Capítulo 4
Abordagem para Gerenciamento de Fluxo
de Dados da IoT na Fog
O conceito da IoT têm como objetivo fornecer dados para o desenvolvimento de
servições e aplicações. No entanto, a grande quantidade de dispositivos inseridos na IoT
aumentam consideravelmente a velocidade e o volume de dados gerados. Além disso, como
apresentado no Capítulo 2, os dispositivos contidos na IoT possuem restrições de recursos
e heterogeneidade de hardware. Estas características agregam uma maior complexidade no
desenvolvimento de serviços na IoT. Por este motivo, como apresentado no Capítulo 3, a integração
entre Nuvem e IoT através de plataformas baseadas em Nuvem traz benefícios para a IoT, por
exemplo, processamento ilimitado, armazenamento em larga escala e soluções para conectar,
controlar e gerenciar qualquer coisa em qualquer lugar a qualquer momento [Botta et al., 2016].
No entanto, o tráfego dos dados gerados na IoT para os centros de dados da Nuvem pode agregar
uma maior latência nos serviços.
Diante desse cenário, apresenta-se uma abordagem para gerenciamento de fluxos de
dados da internet das coisas na Fog em conjunto com as plataformas para a IoT baseadas na
Nuvem. Essa solução proposta utiliza os recursos disponíveis na Fog para filtrar, agregar e
encaminhar os fluxos de dados da IoT na borda da rede. Assim, os dados são processados
próximo de sua origem e, consequentemente, minimiza a quantidade de dados encaminhados













Figura 4.1: Visão geral da abordagem
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A Figura 4.1 ilustra a visão geral do ambiente de atuação da abordagem proposta. O
ambiente é dividido em duas partes, a nuvem e a Fog. A nuvem dispõe de um conjunto elástico
de recursos computacionais. Além disso, na nuvem existem dois dispositivos importantes
para o funcionamento da abordagem proposta, os servidores e o indexador. Os servidores são
responsáveis por atenderem as requisições dos clientes, caso os recursos computacionais existentes
na Fog não sejam suficientes. O indexador são servidores responsáveis por fornecer uma lista
com os dispositivos contidos nos ambientes da IoT. Ele mantém uma lista que metodicamente
indica a localização e conteúdo disponível em objetos contidos na IoT. Em contrapartida, o
ambiente da Fog é composta por dispositivos existentes na borda da rede. Neste trabalho, os
dispositivos são denominados genericamente de agente Fog (AF). Os AF fornecem meios que
tornam possível filtrar e encaminhar os dados gerados pelos dispositivos da IoT.
O restante do capítulo apresenta as especificações da abordagem para gerenciamento
de fluxo de dados da IoT na Fog. A Seção 4.1 descreve o modelo da rede, mostrando o
funcionamento da solicitação e encaminhamentos dos dados. A Seção 4.2 descreve a abordagem
para gerenciamento de fluxo de dados da IoT na Fog e suas etapas de funcionamento. A Seção 4.3
apresenta as considerações finais do conteúdo abordado no capítulo.
4.1 Modelo da Rede
O modelo de rede considerado possui ambientes que comportam os objetos (coisas) da
IoT. Esses objetos interagem entre si de modo a transmitir os dados coletados. A Figura 4.2 ilustra
o modelo de rede considerado neste trabalho, apresentando cada elemento que compõe a rede.
Na Figura 4.2(a) estão contidos os ambientes da IoT (IoTy e IoTx) e o cliente (Cn). Os ambientes
da IoT possuem em sua extensão um conjunto de objetos n = {n1, n2, n3, ..., ni} que coletam e
encaminham as informações geradas no mundo real. No que lhe concerne, o nó cliente (Cn)
consome os fluxos de dados gerados nos ambientes da IoT. Na Figura 4.2(b) contém o ambiente
da Fog. Este ambiente possui um conjunto de dispositivos g = {g1, g2, ..., gn}, denominados
agente Fog (AF). Eles são responsáveis por intermediar a comunicação dos objetos da IoT com a



















Figura 4.2: Modelo da rede
A Figura 4.3 ilustra o tráfego do fluxo de dados contido na rede. O encaminhamento do
fluxo de dados na rede ocorre de duas formas, na Fog ou para a Nuvem. Para exemplificar será
utilizado uma solicitação fictícia de fluxo de dados gerados pelo objeto n1 contido no ambiente
IoTx . A Figura 4.3(a) apresenta o tráfego de dados na Fog. O objeto n1 encaminha os dados
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para o agente Fog g2 (seta 1). O AF g2 encaminha a localização dos objetos que constam em
sua base de dados para o indexador contido na nuvem (seta 2, 3 e 4). Para consumir os dados
gerados por n1, o cliente Cn efetua a solicitação, através da aplicação, para o AF em que possui
conexão, no caso o AF g1 (seta 5). Neste exemplo partimos do princípio que o AF g1 esteja
ciente da localização de n1, sem a necessidade de realizar uma consulta ao indexador. O AF g1
encaminha a solicitação para o AF g2 (seta 6). Por fim, o AF g2 encaminha os dados solicitados


















































(b) Consumo na Nuvem
Figura 4.3: Fluxo de dados
A Figura 4.3(b) ilustra o tráfego de dados na Nuvem. O objeto n1 encaminha as
informações para o agente Fog g2 (seta 1). O AF g2 processa as informações e encaminha para
os servidores contidos na nuvem (seta 2, 3 e 4). O cliente Cn solicita para o AF g1, através da
aplicação, os dados gerados por n1 (seta 5). O AF g1 encaminha a solicitação para a nuvem (seta
6, 7 e 8). Por fim, a nuvem responde a requisição e encaminha os dados solicitados (seta 9, 10,
11 e 12).
4.2 Descrição da Abordagem
A abordagem proposta para o gerenciamento de fluxos de dados da Internet das Coisas
na Fog está dividida em três componentes, agente Fog, appCliente e indexador. Apresentado
na Figura 4.4(b), o agente Fog é responsável por tornar acessível, manter uma base de dados e
encaminhar os dados gerados na IoT. Esse agente se divide em quatro componentes: gerenciador,
base, encIndex e o encUs. O gerenciadorminimiza as complexidades contidas na heterogeneidade
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dos objetos existentes na IoT. Além disso, ele disponibiliza meios para tornar os objetos contidos
na rede disponíveis, acessíveis e utilizáveis. A base mantêm uma base de dados dos objetos da
IoT e seus respectivos conteúdos de monitoramento do ambiente físico. O encUs é responsável
por receber as requisições e encaminhar para o solicitante os dados especificados nas requisições.
O encIndex encaminha para o indexador contido na nuvem a localização e os sensores existentes









Cliente Objetos da IoT
BA
Figura 4.4: Componentes da abordagem
No appCliente, apresentado na Figura 4.4(a), o cliente especifica, através de filtro, o
sensor e efetua a requisição das informações que deseja consumir. Além disso, esse componente
possui um mecanismo de controle de atraso. Esse mecanismo monitora o tempo de resposta do
agente Fog e caso o atraso seja alto, o appCliente direciona a requisição para os servidores da
nuvem. O indexador mantêm na nuvem uma lista que indica metodicamente a localização dos
objetos contidos nos agentes Fog.
4.2.1 Funcionamento
A partir do cenário existente na Figura 4.2, suponha que o cliente queira realizar a
aquisição de dados gerados por um objeto contido no ambiente da IoT. Além disso, considere
que o cliente tenha estabelecido comunicação com no mínimo um agente Fog (AF). No cenário
assumimos que o processo de solicitação dos dados pode ser encerrado de três maneiras distintas.
No Caso 1, o cliente obtém dados direto no AF em que possui comunicação. No Caso 2, o AF
encaminha mensagem de erro para o cliente, pois, o AF e nem o indexador existente em nuvem
conhecem a localização do objeto. Por fim, no Caso 3, o AF não possui o objeto em sua base,
mas encontra a localização do mesmo no indexador. A Figura 4.5 ilustra, através de fluxograma,
o processo de solicitação dos dados:
Caso 1: o cliente obtém os dados direto no AF em que possui comunicação:
1. Inicialmente, o cliente utiliza o appCliente para solicitar o consumo de dados de um
determinado objeto da IoT. Por meio da aplicação, o cliente solicita para o AF os dados
coletados pelo sensor.
2. O AF recebe a solicitação, verifica se o sensor existe em sua base, processa os dados e
posteriormente os encaminha para o cliente.
Caso 2: o AF encaminha mensagem de erro para o cliente, pois, o AF e nem o indexador contido
na nuvem conhecem a localização do objeto:
1. O cliente solicita por meio da aplicação o consumo de dados de um determinado sensor
da IoT. A aplicação envia a solicitação para o AF em que possui conexão.
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Encaminha o dado 
ao cliente
Figura 4.5: Fluxograma do funcionamento
2. O AF recebe a solicitação e verifica se o sensor existe em sua base. O AF não possui em
sua base o sensor, mas, consequentemente encaminha uma requisição para o indexador
contido na nuvem solicitando a localização do sensor em questão.
3. O indexador verifica a existência do sensor em sua base, mas, não consta na base. Então
o indexador envia uma mensagem de erro para AF.
4. O AF encaminha a mensagem de erro para o cliente.
Caso 3: o AF não possui o objeto em sua base, mas o encontra a localização do mesmo no
indexador:
1. Inicialmente, o cliente utiliza o appCliente para solicitar o consumo de dados de um
determinado objeto da IoT. A aplicação envia a solicitação para o AF em que está
diretamente conectado.
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2. O AF recebe a solicitação e verifica se o sensor existe em sua base. O sensor não consta
na base. Então o agente encaminha uma requisição para o indexador solicitando a
localização do sensor em questão.
3. O indexador verifica a existência do sensor em sua base e posteriormente responde a
requisição com a localização do AF que tenha em sua base o sensor em questão.
4. O AF (agente Fog em que o cliente possui comunicação) encaminha a solicitação para o
AF (agente Fog informado pelo indexador).
5. O AF (agente Fog informado pelo indexador) encaminha os dados solicitados para o
cliente.
O processo de solicitação para o indexador ocorre somente quando o agente Fog não
possui a localização do sensor. Após obter esta localização, todas a demais solicitação de dados
são efetuadas nos domínios da Fog. Desta forma, a latência na primeira solicitação será mais
elevada, pois, existe a necessidade de buscar na nuvem a localização do sensor que o cliente
deseja consumir os dados. No entanto, a latência nas requisições subsequentes será inferior à
obtida na primeira, pois, essas requisições ocorreram somente na Fog.
Uma das principais vantagens do encaminhamento de dados na borda de rede é a
baixa latência. No entanto, a Fog é composto por dispositivos que não dispõem de recursos
computacionais ilimitados. Essas limitações podem ocasionar atraso no encaminhamento dos
dados quando os dispositivos passam por algum estresse, por exemplo, um nó AF pode receber
uma grande quantidade de solicitações. Essas solicitações exigiriam uma quantidade maior de
processamento do dispositivo (CPU e memória) para serem atendidas. Assim, o estresse sobre o
hardware aumentaria o tempo de resposta do nó AF para o cliente.
Para amenizar o estresse sobre o hardware e, manter uma baixa latência, a aplicação
direciona as solicitações para a nuvem. OAlgoritmo 1 apresenta a sequência lógica do mecanismo
de prevenção do atraso. Ao solicitar o dado do sensor, a aplicação mantém um timeout com o
tempo máximo de espera da resposta vinda do nó AF. Se tempo de resposta do nó AF for inferior
ao tempo estipulado no timeout, o cliente mantém as solicitações na Fog. Caso contrário, se o
tempo de resposta for maior que o timeout, o cliente direciona as solicitações para os servidores
da nuvem. Assim, a aplicação minimiza a quantidade de novas solicitações direcionadas ao AF
sobrecarregado.
Algoritmo 1Mecanismo de prevenção do atraso:







Esta seção apresenta as especificações de implementação da abordagem proposta neste
trabalho. Alguns elementos (por exemplo, o agente Fog) utilizam habilitadores genéricos
disponíveis no projeto Fiware [Fiware, 2017b]. Esses habilitadores genéricos são componentes
funcionais que permitem aos desenvolvedores implementar funcionalidades no ecossistema
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Fiware. Além disso, a abordagem proposta também possui elementos (por exemplo, o appCliente)
que foram desenvolvidos em python 3.5.
Na Nuvem, ilustrada na Figura 4.2(c), estão localizados os serviços do indexador e servi-
dor. O indexador foi modelado emMongoDB versão 3.0.15, uma aplicação de código aberto com
alto desempenho que fornece uma base de dados orientado a documentação [MongoDB, 2017].
O servidor é responsável por armazenar os dados e atender as requisições dos clientes quando
o agente Fog estiver sobrecarregado. Nele foi implementado o habilitador genérico Orion
ContextBroker [Fiware, 2017a] do projeto Fiware. O Orion, através das interfaces NGSI9 e
NGSI10 [Moltchanov e Rocha, 2014], utiliza um sistema de publicação/assinatura (Publish/-
Subscribe) para registrar os objetos, atualizar informações e enviar notificações quando ocorrer
alteração na informação ou notificar em intervalo de tempo pré-estabelecido.
O agente Fog, apresentado na Figura 4.4(b), é responsável por tornar acessível, manter
uma base de dados e encaminhar as informações geradas na IoT. O componente gerenciador
utiliza o habilitador genérico Fiware IoT [Fiware, 2016] para torna os objetos contidos na rede,
disponíveis, pesquisáveis, acessíveis e utilizáveis no desenvolvimento de aplicações. O Fiware IoT,
descrito na subseção 3.4.3 do capítulo 3, possui suporte a vários protocolos existentes na IoT.
Sua arquitetura modular, denominada de Agente IoT, reduz as complexidades na integração dos
objetos. No entanto, para associar o objeto à rede é necessário informar o protocolo utilizado na
comunicação para selecionar o agente IoT correto. Os componentes base e encUs utiliza o Orien
ContextBroker para traduzir os recursos da IoT para entidades de contexto NGSI [Fiware, 2017a].
Assim, os desenvolvedores acessam os dados da IoT como atributos de entidades representativas
e podem enviar comandos, através de atualização atributos, relacionados a dispositivos. O
componente encIndex foi desenvolvido em python 3.5. Esse componente utiliza o protocolo de
comunicação REST1 para encaminhar ao indexador um arquivo JSON2 com a localização e os
atributos de cada objeto contido no agente Fog.
A appCliente, ilustrada na Figura 4.4(b), é a aplicação cliente responsável por consumir
os dados do agente Fog. Essa aplicação foi desenvolvido em python 3.5, com o uso da biblioteca
pycurl para efetuar requisição via protocolo de comunicação REST. O cliente efetua o filtro,
indicando o ID do objeto que deseja consumir os dados. Em seguida, a aplicação realiza
a requisição dos dados do objeto escolhido. Assim, o cliente solicita os dados dos objetos
disponíveis no elemento Orien ContextBroker contido no agente Fog.
4.3 Considerações Finais
Este capítulo apresentou uma descrição da abordagem proposta. Inicialmente foi
apresentado uma visão geral da solução, que consiste em uma abordagem de gerenciamento
de fluxo de dados da IoT na borda da rede. Esta solução possibilita aos clientes consumir com
uma baixa latência os dados gerados nos ambientes da IoT. Essa baixa latência foi obtida através
da utilização dos recursos disponíveis próximo do usuário final, ou seja, na Fog. O capítulo
também descreveu o modelo de rede considerado pelo trabalho, mostrando o funcionamento
das solicitações e encaminhamentos dos dados tanto na Nuvem quanto na Fog. Além disso, foi
apresentada a descrição da abordagem proposta e suas etapas de funcionamento, incluindo cada
etapa de execução e os possíveis casos que podem ocorrer durante o uso da abordagem. Por fim,
na última subseção efetuou a descrição de como a abordagem foi implementada.
1 Um estilo arquitetural que consiste de um conjunto coordenado de restrições arquiteturais aplicadas a compo-
nentes, conectores e elementos de dados dentro de um sistema de hipermídia distribuído [Karagiannis et al., 2015].





Neste capítulo são efetuadas as avaliações, por meio de simulação, a abordagem proposta
contida no capítulo antecedente. A Seção 5.1 apresenta o modelo de simulação e a metodologia
utilizada na experimentação. A Seção 5.2 descreve as métricas utilizadas para validar os
experimentos ocorrido durante a simulação. A Seção 5.3 apresenta os resultados obtidos nas
experimentações efetuadas. A Seção 5.4 mostra um resumo do conteúdo abordado no capítulo.
5.1 Modelo Simulação
Umambiente de simulação composto por uma combinação de dispositivos reais e virtuais
foi projetado e desenvolvido para validar a eficiência da abordagem proposta neste trabalho.
Os dispositivos reais foram utilizados com o intuito de fornecer maior grau de realidade na
perspectiva dos dispositivos. Enquanto isso, a adoção concomitante de dispositivos virtualizados
possibilitou a realização de experimentos com número maior de dispositivos e, consequentemente,
aumentar o grau de realidade na perspectiva da rede.











Figura 5.1: Cenário da validação
A Figura 5.1 ilustra os elementos contidos no cenário proposto para a validação. Esses
elementos caracterizam o nó cliente, os dispositivos e serviços contidos nos ambientes da IoT,
Fog e Nuvem. O nó cliente, apresentado na Figura 5.1(a), executa a aplicação appCliente.
Ela foi implementada em computadores que dispõem de CPU Intel Core i5-2400 @ 3.4GHz
e 6GB RAM. No total foram utilizados cinco computadores para solicitar dados aos agentes
Fog. A Figura 5.1(b) apresenta os objetos contidos no ambiente da IoT. Os objetos foram
simulados através da aplicação Fiware Device Simulator [Fiware, 2017c]. Essa aplicação simula
os dispositivos e suporta o formato JSON via HTTP e MQTT, possibilitando executar simulações
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em tempo real e em modos de avanço rápido. O simulador foi executado em um computador que
dispõe de CPU Intel Core i5-4210U @ 3.4GHz e 8GB RAM. A comunicação dos objetos da IoT
com o (agente Fog) ocorreu via tecnologia Wi-Fi.
O agente Fog (AF), ilustrado na Figura 5.1(c), representa os dispositivos existentes na
Fog. O AF foi implementado na terceira geração de dispositivos desenvolvidos pela Fundação
Raspberry [Raspberry, 2017b]. O Raspberry Pi 3 modelo B (Pi3) é um dispositivo popular
e financeiramente acessível, podendo ser adquirido por R$180 reais no comércio eletrônico
nacional. Este modelo possui as seguintes especificações de hardware [Raspberry, 2017c]:
• Processador: Broadcom BCM2837 Quad Core ARM Cortex-A53 1.2GHz 64 bits
• Memória RAM: 1GB LPDDR2 (900 MHz)
• Rede: Interface Ethernet 10/100Mbps e Wi-Fi 802.11 b/g/n 2.4GHz
• Bluetooth: Bluetooth 4.1 e Bluetooth Low Energy (BLE)
• Portas: 4x USB 2.0, 1x Full HDMI e 1x microUSB para alimentação
• Armazenamento: Cartão MicroSD 16GB SanDisk Ultra Classe 10
• Expansão: Conector GPIOs com 2x20 pinos, Interface Câmera (CSI) e Interface
Display (DSI)
O Pi3 executa o Pi64, um sistema operacional experimental de 64 bits para o Raspberry
Pi 3 [Amarni, 2017]. Esse sistema foi desenvolvido com base noDebian Stretch1 e possui oKernel
Linux 4.11.2 [Raspberry, 2017a]. A escolha do sistema Pi64 ocorreu pela falta de uma versão
oficial que seja executável em arquitetura 64 bits no Pi3. Até o momento, apenas a openSUSE
possui uma versão oficial para Raspberry Pi 3 na arquitetura 64 bits [openSUSE, 2017]. Contudo,
ao tentar executar o MongoDB no sistema foi encontrado um problema de incompatibilidade
de biblioteca. Por este motivo, utilizado-se o sistema operacional Pi64 que possui, através do
repositório Debian, uma versão estável do MongoDB.
Na Figura 5.1(d) contém os elementos providos via nuvem. Os serviços do indexador e
servidor foram implementadas em entidades contidas na infraestrutura doGoogle Cloud Platform,
uma suíte de computação em nuvem comercializada pelo Google [Google, 2017]. Nela, ambos
os serviços são executados em uma instância de máquina de virtual com sistema operacional
Linux CentOS versão 62. Essa instância dispõe de 4 vCPUs, 14 GB de memória e 30 GB de
disco de armazenamento. Por fim, a comunicação entre nó cliente, agente Fog e os serviços
providos em nuvem ocorrem via switch Edge-corE ES4548C.
5.1.1 Metodologia
No ambiente desenvolvido para a validação, os clientes requisitam dados de sensores
contidos no agente Fog. As solicitações foram realizadas com um número inicial de 1, 10 e
20 requisições por segundo. Posteriormente, as requisições foram aumentadas de 20 em 20 até
alcançar as 100 requisições. Após a primeira centena, as requisições foram aumentadas de 100
em 100 até alcançar as 1000 requisições. Em seguida as requisições foram aumentadas de 200
em 200 até as 2000 requisições por segundo. Por fim, o número de requisições foram aumentadas
de 1000 em 1000 até alcançar as 10000 requisições. O número de requisições direcionadas ao
1https://www.debian.org/
2A escolha do sistema operacional seguiu as especificações de utilização sugeridas pela plataforma Fiware.
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agente Fog foi dividida entre os cinco computadores do ambiente de simulação. Por exemplo, no
experimento com 100 requisições, cada computador realiza 20 requisições por segundo.
A validação da abordagem foi divida em duas partes. Na primeira parte, denominada
de SM, efetuou-se a validação num ambiente sem o uso do mecanismo de controle de atraso.
Desta forma, o processamento das requisições feitas pelos clientes é efetuado exclusivamente
pelo agente Fog. Assim, todo o gerenciamento e encaminhamento dos dados ocorre na Fog.
Na segunda parte, denominada de CM, efetuou-se a validação da abordagem com a utilização
do mecanismo de controle de atraso. Neste cenário utilizou-se em conjunto Fog e Nuvem. O
mecanismo de controle de atraso direciona o processamento das requisições para nuvem quando
o agente Fog estiver sobrecarregado. Desta forma, o mecanismo diminui o estresse sobre o
hardware do agente Fog e, consequentemente, reduz a latência da rede. Em ambos os cenários
parte-se do princípio que o cliente conheça a localização do objeto que deseja consumir os dados.
5.2 Métricas
Na avaliação da eficiência da abordagem proposta foram empregadas duas métricas.
Essas métricas de eficiência são definidas em latência, variação da latência e vazão. A seguir a
descrição das métricas utilizadas:
Latência: a latência representa o tempo decorrido (tr) em milissegundos. O (tr) equivale a
diferença temporal ocorrida entre o momento de realização de uma requisição pelo
cliente (treq) e a recepção da resposta correspondente (trep). A latência média (lm)







1 trep(i) − treq(i)
n
(5.1)
Variação da latência: mensura a variação do tempo decorrido em milissegundos entre as
requisições. Essa flutuação do atraso de encaminhamento entre as requisições está
expressa na Equação 5.2, onde ( jr) representa a diferença de tempo decorrido entre a
requisição decorrente (tr(i)) e a requisição antecedente (tr(i−1)). A variação da latência








1 |tr(i) − tr(i − 1)|
n
(5.2)
Vazão: (bwr) representa o número de bytes transmitidos em um período de tempo. A vazão
média (bwm) corresponde à média da vazão observada em todas as (s) rodadas de








Esta seção apresenta os resultados obtidos no ambiente de simulação. A validação da
abordagem foi divida em duas partes. Na primeira parte, efetuou-se a validação num ambiente
sem o uso do mecanismo de controle de atraso. Na segunda parte, realizou-se a validação da
abordagem com a utilização do mecanismo de controle de atraso.
5.3.1 Cenário Sem o Mecanismo - SM
Esta subseção apresenta os resultados obtidos no cenário sem o mecanismo de controle
de atraso. Neste cenário as requisições geradas pelos clientes são processadas somente na Fog.
Desta forma, o agente Fog processa e encaminha todos os dados requisitados pelo cliente. Os
resultados obtidos na simulação são apresentados em gráficos que realizam a comparação entre o
serviço em nuvem (CC) e o serviço no agente Fog (Fog).
A Figura 5.2 apresenta a média da latência experimentada por todos os clientes ao
requisitarem dados de um determinado sensor. O eixo Y representa em função de log(n) a latência
média em milissegundos (ms) e o eixo X apresenta o número de requisições por segundo (rps).
Os resultados obtidos mostram que na Fog a latência entre 1 e 400 rps mantém-se inferior aos
100 ms. Entre os 1400 e 1800 rps a latência experimentada, praticamente, equiparam-se entre
Fog e CC. No entanto, a partir das 2000 rps a latência do Fog ultrapassa os valores obtidos no
CC. Esses valores altos no Fog ocorrem devido ao número elevado de requisições por segundo e




































































A Figura 5.3 apresenta a média da variação da latência experimentada por todos
os clientes. O eixo Y representa em função de log(n) a média da variação da latência em
milissegundos (ms) e o eixo X apresenta o número de requisições por segundo (rps). O resultado
mostra que entre 1 e 40 rps o Fog obteve variação inferior a 1 ms. No entanto, a partir dos 200
rps, a Fog atinge valores superiores aos obtidos no CC. Essa variação elevada pode ser vista,
principalmente, nas 10000 rps, pois, o cliente experimenta latência que variam, aproximadamente,
entre 300 milissegundos e 7,8 segundos.
A Figura 5.4 apresenta o número de bytes transmitidos em um período de tempo. O
eixo Y representa em função de log(n) a média da vazão em quilobytes por segundos (kB/s) e
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Figura 5.3: Variação da latência
por estar na borda da rede o agente Fog pode alcançar uma maior vazão. Isso pode ser visto no




































































A Figura 5.5 ilustra a média do consumo de recursos do agente Fog. O eixo Y representa
o percentual de recursos utilizados e o eixo X apresenta o número de requisições por segundo (rps).
O resultado obtido mostra que o consumo de memória RAM sofre poucas alterações. Isso
pode ser visto entre 1 e 1800 rps, onde o consumo de memória mantêm-se próximo dos 10%.
A utilização de memória somente altera-se apos as 2000 rps. No entanto, o percentual não
ultrapassa os 30% de consumo. Diferente da memória, a CPU foi mais exigida. O percentual de
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Figura 5.5: Consumo do hardware
5.3.2 Cenário Com o Mecanismo - CM
Esta subseção apresenta os resultados obtidos no cenário com o mecanismo de controle
de atraso. Neste cenário as requisições geradas pelos clientes são processadas no Fog, mas
quando houver uma sobrecarga de requisições as solicitações são direcionadas para a nuvem. Os
resultados obtidos na simulação são apresentados em gráficos que realizam a comparação entre o




































































A Figura 5.6 apresenta a média da latência experimentada por todos os clientes ao
requisitarem dados de um determinado sensor. O eixo Y representa em função de log(n) a latência
média em milissegundos (ms) e o eixo X apresenta o número de requisições por segundo (rps).
Os resultados obtidos mostram que na Fog a latência entre 1 e 400 rps mantêm-se inferior aos 100
ms. Nas demais requisições por segundo, a latência experimentada pelos clientes ficam inferior
aos resultados obtidos na CC. NeA Figura 5.6 apresenta a média da latência experimentada
por todos os clientes ao requisitarem dados de um determinado sensor. O eixo Y representa
em função de log(n) a latência média em milissegundos (ms) e o eixo X apresenta o número
de requisições por segundo (rps). Os resultados obtidos mostram que na Fog a latência entre
1 e 400 rps mantém-se inferior aos 100 ms. Nas demais requisições por segundo, a latência
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experimentada pelos clientes ficam inferiores aos resultados obtidos na CC. Nestes cenários,
devido a grande quantidade de requisições simultâneas o mecanismo direciona o cliente para a
nuvem quando a latência no agente Fog for superior ao tempo de resposta da CC. Desta forma, o
mecanismo evita latência superior ao tempo de resposta da CC e diminui a sobrecarga no agente
Fog.
A Figura 5.7 apresenta a média da variação da latência experimentada por todos
os clientes. O eixo Y representa em função de log(n) a média da variação da latência em
milissegundos (ms) e o eixo X apresenta o número de requisições por segundo (rps). O resultado
mostra que entre 1 e 40 rps o Fog obteve variação inferior a 1 ms. No entanto, a partir dos 200
rps, a Fog atinge valores superiores aos obtidos no CC. Essa variação elevada pode ser vista,
principalmente, nas 10000 rps, pois, o cliente experimenta latência que variam, aproximadamente,
entre 300 milissegundos e 7,8 segundos.stes cenários, devido a grande quantidade de requisições
simultâneas o mecanismo direciona o cliente para a nuvem quando a latência no agente Fog for
superior ao tempo de resposta da CC. Desta forma, o mecanismo evita latências superiores ao
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Figura 5.7: Variação da latência
A Figura 5.8 apresenta o número de bytes transmitidos em um período de tempo. O
eixo Y representa em função de log(n) a média da vazão em quilobytes por segundos (kB/s) e
o eixo X apresenta o número de requisições por segundo (rps). O resultado obtido mostra que
por estar na borda da rede o agente Fog pode alcançar uma maior vazão. Isso pode ser visto no





































































A Figura 5.9 ilustra a média do consumo de recursos do agente Fog. O eixo Y representa
o percentual de recursos utilizados e o eixo X apresenta o número de requisições por segundo (rps).
O resultado obtido mostra que o consumo de memória RAM sofre poucas alterações. Isso
pode ser visto entre 1 e 1800 rps, onde o consumo de memória mantêm-se próximo dos 10%.
A utilização de memória somente altera-se apos as 2000 rps. No entanto, o percentual não
ultrapassa os 25% de consumo. Diferente da memória, a CPU foi mais exigida. O percentual de
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Figura 5.9: Consumo do hardware
5.3.3 Comparação entre os Cenários
A comparação entre os cenários sem e com o mecanismos de controle de atraso no
cliente foi feita por meio da latência, variação da latência, vazão e o consumo de recursos de
hardware. Para comparar a latência efetuamos o cálculo da média da latência experimentada
pelo cliente em cada cenário com e sem o mecanismo. A comparação da média da variação
da latência seguiu o mesmo calculo de média da latência. A vasão representa o número de
bytes transmitidos em um período de tempo O consumo de hardware é o percentual de recursos
computacionais utilizados em cada cenário.
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A Figura 5.10 apresenta a comparação das métricas latência, variação da latência e
vasão entre os dois cenários, SM e CM. O eixo Y representa a média de cada métrica e o eixo
X apresenta o número de requisições por segundo (rps). Além disso, tanto Y quanto X estão
representados em função de log(n). A Figura 5.10(a) apresenta a comparação da latência em
milissegundos, experimentada pelos clientes em cada senários. Nos cenários com 1, 10 e 100 rps
tanto SM quanto CM possuem distinção mínima. A partir das 100 rps, o CM começa a obter uma
pequena vantagem sobre SM. Os benefícios na utilização do mecanismo ficam mais claros nas
1000 e 10000 rps. A diferença no valor médio nessa quantidade de requisições ocorreu devido
ao direcionamento das requisições para a nuvem. Assim, a latência em CM se manteve com


























































Figura 5.10: Comparação entre os cenários
Na Figura 5.10(b) contém os valores médios da variação da latência em milissegundos,
experimentada pelos clientes nos cenários SM e CM. Com 1, 10 e 100 rps tanto SM quanto CM
possuem distinção mínima. Com 1000 e 10000 rps os benefícios de uso do mecanismo ficam
mais claros. A diferença no valor médio da variação da latência nos cenários com 1000 e 10000
clientes ocorreu devido ao direcionamento das requisições para a nuvem. Assim, a variação da
latência em CM manteve-se inferior. A Figura 5.10(c) apresenta os valores obtidos da vazão.
Com 1, 10 e 100 rps tanto SM quanto CM possuem distinção mínima. A distinção entre os dois
cenários fica mais clara com 10000 rps.
A Figura 5.11 apresenta a comparação de consumo de recursos de hardware obtidos
durante a simulação de cada cenário. Esse percentual do consumo foi obtido através de uma
aplicação desenvolvida em python, com o uso da biblioteca psutil. Nos cenários com 1, 10 e 100
clientes o percentual de consumo de tanto da CPU quanto memória RAM teve uma diferenciação
mínima. No entanto, nos cenários com 1000 e 10000 clientes, o CM diminui o consumo de CPU
e memória RAM do raspberry. Essa redução no consumo de CPU ocorreu devido ao cliente







































































Figura 5.11: Comparação consumo do hardware
5.4 Resumo
Este capítulo apresentou a avaliação da abordagem para consumo de dados na borda
da rede. Inicialmente foi apresentado o modelo da simulação. Nesta seção, foi exposto como
foi desenvolvida e executada cada entidade da simulação, especificando todos os dispositivos
utilizados no processo. Posteriormente, as métricas empregadas da validação foram apresentadas.
Por fim, a última seção apresentou os resultados obtidos durante a simulação. Nos cenários de
testes sem o mecanismo de controle de atraso no cliente, o aumento na quantidade de clientes
simultâneos fez o tempo de resposta do agente Fog chegar a valores que não condizem com
a latência esperada na borda da rede. Nos cenários com o uso do mecanismo de controle
proporcionou uma melhora na latência. Contudo, por estar direcionando os clientes para a nuvem,




Os dados desempenham papel importante na internet das coisas. Essa importância
ocorre devido a grande quantidade de dados produzidos por todas as coisas do mundo real.
Assim, o gerenciamento destes dados torna-se relevante para a IoT. Além disso, a grande
quantidade de dispositivos da IoT aumenta o volume de dados gerados na borda da rede.Portanto,
o gerenciamento dos dados possibilita uma melhora no armazenamento, processamento e análise
do grande volume de dados gerados na IoT. Desta forma, o desenvolvimento de soluções eficientes
para o gerenciamento de dados da IoT fá-se necessário.
Este trabalho apresentou uma abordagem de gerenciamento de dados da IoT na Fog.
Essa abordagem utilizou os dispositivos contidos na borda rede para encaminhar os dados
coletados na IoT para os cliente (consumidor). O cliente busca no indexador contido na nuvem o
endereço do dispositivo contido na Fog que possua os dados do sensor escolhido. Após encontrar
a localização, o cliente consome os dados exclusivamente na Fog sem precisar ir até a nuvem.
No entanto, com um número elevado de clientes consumindo dados de um único dispositivo da
Fog tende a estressar o hardware e aumentar a latência. Para minimizar o estresse no dispositivo,
foi proposto um mecanismo simples implementa no cliente que efetua o controle da latência.
Um ambiente de simulação composto por uma combinação de dispositivos reais e virtuais
foi projetado e desenvolvido para validar a eficiência da abordagem proposta neste trabalho. Os
dispositivos reais foram utilizados com o intuito de fornecer maior grau de realidade na perspectiva
dos dispositivos. Enquanto isso, a adoção concomitante de dispositivos virtualizados possibilitou
a realização de experimentos com número maior de dispositivos e, consequentemente, aumentar
o grau de realidade na perspectiva da rede. Por meio dessas simulações, foi possível avaliar as
métricas propostas. Nas métricas latência e variação da latência, os resultados demonstraram que
a abordagem proposta em cenários com no máximo 100 rps consegue manter um baixo tempo de
resposta. No entanto, em cenários maiores, como 1000 rps, o tempo de resposta ficam superiores
à latência existente em solicitações para a nuvem. Assim, a abordagem precisou da utilização de
um mecanismo que consigo minimizar a latência experimentada por um determinado cliente.
Esse aumento na latência ocorre devido à quantidade maior de requisições simultâneas que
agente Fog precisa responder. Desta forma, a inserção do mecanismo de controle do atraso na
abordagem permitiu minimizar o tempo de resposta do agente Fog. Outro ponto importa, as
simulações conseguiram apresentar o consumo de hardware. Os resultados obtidos mostraram
até que ponto do dispositivo embardo aguenta processar e encaminhar os dados na Fog.
Como trabalhos futuros, pretende-se utilizar ambientes complexos, outra base de
dados, outros modelos de embarcados e alterar a filtragem dos dados. Para validar melhor a
proposta, pretende-se realizar teste em ambientes mais complexos, com uma maior quantidade
de nós. Outro ponto importante, efetuar alteração da base de dados por uma base mais leve
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computacionalmente. Nos testes utilizou-se o mongoDB, uma base que exige um pouco mais
de recursos computacionais. A Fog é composta com dispositivos heterogêneos. Desta forma,
para uma melhor validação, pretende-se utilizar outros modelos de embarcados no ambiente
de simulação. Além disso, alterar o método de filtragem dos dados para filtrar por distribuição
geográfica. Atualmente, os dados são filtrados através do nome do sensor. Por fim, manter todos
os dados coletados na borda da rede e transferir o mecanismo de controle de atraso do cliente
para o agente Fog. Ao manter os dados na borda da rede, aumentaria a privacidade dos dados.
Pois, os dados seriam gerenciados e disponibilizados por seu próprio dono, sem a necessidade de
ter um terceiro envolvido. No entanto, como visto nos experimentos, com uma grande quantidade
de clientes o dispositivo da Fog tende a sobrecarregar. Desta forma, para evitar esta sobrecarga
será implementado um mecanismo baseado no consumo dos recursos existentes no dispositivo.
O mecanismo vai identificar o sensor mais acessado, encaminhar os dados deste sensor para
a nuvem e direcionar os clientes para a nuvem. Assim, somente será enviado os dados para a
nuvem quando o dispositivo da Fog estiver sobrecarregado.
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