The problem of finding the longest common subsequence (lcs) of a given set of sequences over an alphabet Σ occurs in many interesting contexts, such as data compression and molecular biology, in order to measure the "similarity degree" among biological sequences. Since the problem is NP-complete in its decision version (i.e. does there exist a lcs of length at least k, for a given k?) even over fixed alphabet, polynomial algorithms which give approximate solutions have been proposed. Among them, Long Run (LR) is the only one with guaranteed constant performance ratio.
Introduction
The problem of the longest common subsequence (LCS) is a well-known NPhard problem [13] . Given two finite sequences s = s 1 s 2 · · · s m , t = t 1 t 2 · · · t n over a finite alphabet Σ, then s is a subsequence of t if s can be obtained from t by removing some (possibly zero) symbols: for instance five is a subsequence of reflexive. An instance of LCS is a set S of sequences over Σ, and the solution is a longest sequence l over Σ such that l is a subsequence of each sequence in S, that is a longest common subsequence, shortly lcs, for S. The lcs of a pair of sequences is mainly related to the notion of edit distance, i.e. the number of editing steps (insertion or deletion of a single letter) required to obtain one string from the other one, but there are many others practical situations in which the LCS problem naturally arises. While traditional applications of it are in data compression, in syntactic pattern recognition and in file comparison [1] (for instance it is used in the diff command), recently the interest for finding efficient algorithms for it is mainly in the framework of molecular biology (the lcs is commonly used as a measure of similarity in the analysis of biological sequences [19] ).
The problem of computing the lcs of two sequences has been deeply investigated (see the survey in [15] ), and a number of algorithms have been proposed in order to improve the running time for typical instances [2, 16, 10, 17] , but all these algorithms still have a O(n 2 ) time complexity in the worst case. The only algorithm that has broken this barrier is the one by Masek and Paterson [14] based on the Four Russians' technique [3] ; their algorithm has O(n 2 / log n) time complexity.
Let us now consider the more general problem of computing the lcs of k sequences of length n; even this problem has been studied by several authors, proposing algorithms based on the dynamic programming technique [9, 7] , but they were not able to substantially improve the O(n k ) time and space cost in the worst case. These requirements however are unacceptable even for small k in most situations, since the parameter n is usually extremely large in practice (e.g. text-editing, analysis of biological sequences, where n can be greater than 500). Consequently people have moved their interest towards the search for heuristic algorithms to find an approximate solution for the LCS problem. But, also in this framework, negative results have been provided for the LCS problem over an arbitrary alphabet: Jiang and Li [11] proved that the problem has no polynomial time approximation algorithm with performance ratio n δ , for any constant δ < 1, unless P = NP . Despite the discouraging results, it has been proved that the LCS problem over a fixed alphabet can be indeed very well approximated on the average by using a simple algorithm called Long Run [11] : it gives as a solution of the LCS for a set S of sequences, the sequence σ l , such that σ l is the longest common subsequence of S of the form σ l , for σ ∈ Σ. The Long Run algorithm works quite well in practice since it can provide a solution which has a length close to the optimum. More precisely, in [11] , Jiang and Li proved that given n input sequences generated randomly according to the uniform probability distribution, all of the same length n and over fixed alphabet, then the Long Run algorithm approximates the lcs with an O(n 1/2+ǫ ) expected additive error (the additive error is given as the difference between the length of the optimum and of the approximation) for any ǫ > 0. Anyway this does not imply that Long Run performs well on instances made of a relatively small number (e.g. less than 30) of long sequences (more than 100 characters each). Moreover, even though Long Run gives a solution whose length is a good approximation of the optimal one, it is quite evident that this algorithm presents some deep shortcomings that are more relevant in the molecular biology setting. In fact the LCS is used in comparing biological sequences [6] and the actual lcs of a set of biological sequences should represent some regions that are common to all sequences, hence are highly conserved regions. This means that an lcs is a good candidate to contain encoding regions, that is subsequences of high biological relevance. Anyway it is not hard to realize that the subsequence given by Long Run seldom has a biological meaning, as it contains only one distinct symbol.
Another drawback of using Long Run to compute a subsequence is that it does not give the optimal solution even when the instance contains only one sequence, and hence the optimal solution is trivially the sequence in the instance. Moreover it is possible to prove that there are instances consisting of one sequence where Long Run gives a subsequence whose length is 1/|Σ| of that of the actual lcs, where |Σ| is size of the alphabet Σ. Actually, it is not difficult to prove that |Σ| is also the guaranteed performance ratio of Long Run.
In this paper we give a new approximation algorithm, called Expansion, for the LCS problem, which has a guaranteed performance ratio |Σ|, hence matching the one of Long Run, even though such bound is not tight for our algorithm. Moreover we will show experimentally that the average performance of our algorithm is definitely better than the one of Long Run. The algorithm is based on a technique similar to the one initially proposed for the Shortest Common Supersequence problem in [4] . The experiments have been executed on two main groups of instances: one consisting of sequences of length between 90 and 100 and the other consisting of sequences of length between 400 and 500.
The goals of the two experiments are different. In the first one we have instances containing random sequences and we compare the approximate solution with the optimum one, so that we can compute exactly the performance ratio of the algorithm on these instances. The instances of the second experiment contain a greater number of longer sequences, moreover the sequences are fairly homologous in order to point out the behavior of the algorithm over biological sequences. In fact each instance contains sequences generated from a random sequence simulating an evolution according to the Jukes-Cantor [12] model of evolution, hence are sufficiently representative of the sequences usually found in practice. Instances generated in this way contain sequences of at least 400 symbols, thus ruling out the possibility of comparing the approximate solution with the exact solution, since a dynamic programming algorithm for such instances would not be feasible. Nonetheless we are able to provide an upper bound on the performance ratio of the algorithm, based on the fact that a common subsequence of a set S of sequences cannot be longer than the shortest sequence in S. Since such bound is trivial we expect that the performance ratio of our algorithm is definitely better than the one we have obtained.
A comparison between the results obtained from the two main experiments has allowed to confirm that the Expansion algorithm achieves an average performance ratio less than 1.08, while the Long Run has an average performance ratio which is at least 1.34.
Preliminaries
Let Σ be a finite alphabet. As usual we will denote by Σ * the set of sequences of symbols from Σ. For a given σ ∈ Σ and i > 0, i integer, σ i will denote the sequence of length i containing only the symbol σ. The length of a sequence s ∈ Σ * , that is the number of symbols that are in s, is denoted by |s|. A basic sequence of length k over Σ is a sequence σ 1 · · · σ k , with σ i ∈ Σ for all 1 ≤ i ≤ k and σ i = σ i+1 for all i, 1 ≤ i < k; note that there are |Σ|(|Σ| − 1)
k−1 basic sequences of length k over an alphabet Σ. A stream of a set S of sequences is a basic sequence that is a common subsequence of S. When S contains only a sequence s, by stream of s we mean the stream of {s}. Given a sequence s its factorization into blocks is the sequence (
i is called the i-th block of s. The run of a sequence is the maximum length of one of its blocks.
The following set of instances will be used as an example. Let S be the set {aabbaabcbc, abbbbcbbabbaa, bcabbbab}, then
is the set of the factorizations of each sequence in S. The basic sequences of length 2 over the alphabet {a, b, c} are ab, ac, ba, bc, ca, cb, moreover ab is a stream of S while ca is not. Note that the sequences in S have run 2, 4, 3 respectively. Let c A (S) be the common subsequence which is returned as a solution by an approximation algorithm A for the instance S of the LCS problem, and let opt(S) be the optimum, i.e. the length of a lcs for S. Then, the performance ratio of the algorithm over an instance S is the value R A (S), where
Note that R a (S) is always bigger than or equal to 1, and that the closer it is to one, the better the approximate solution is. We say that algorithm A has the guaranteed performance ratio r, if R A (S) ≤ r, for every instance S.
There exists a dynamic programming algorithm to compute the lcs of a set S of k sequences [18], but it requires O(n k ) time and space, where n is the length of the longest sequence in S. Hence this algorithm is feasible only for small values of n and k. An improvement of such algorithm based on the Four Russians' technique [3] is possible and the time complexity would be O(n k / log n), but the hidden constants would not make such an algorithm more appealing than the one in [18] for practical cases. It is possible to generalize Hirschberg's algorithm [8] for the LCS of 2 sequences to our problem, leading to an O(n k ) time and O(n k−1 ) space algorithm, but with a time complexity that is twice as much as the one of the dynamic programming algorithm described in [18] .
When the number k of sequences is not fixed, but it is a part of the instance, the time complexities of the algorithms before mentioned are not polynomial. In fact it is known from [13] that in such case the decision version of the LCS problem is NP -complete also over binary alphabet. Hence the subsequent step is to look for efficient approximation algorithms; an example of such an algorithm is the Long Run.
It is rather straightforward to describe the Long Run algorithm. Given a set S of sequences over the alphabet Σ, let occur σ (s) be the number of occurrences of σ in a sequence s. Then, for each symbol σ ∈ Σ, let c σ be the minimum value of occur σ (s) over all sequences s ∈ S . Long Run returns α cα where α is the symbol of Σ maximizing c α .
While the Long Run algorithm over fixed alphabet gives an approximate common subsequence with a guaranteed performance ratio of |Σ|, it is easy to note that such subsequence contains only one symbol of the alphabet Σ, so it is rather useless in practice.
The Expansion algorithm
In this section we propose a different approach for computing an approximate solution of the LCS problem. Our algorithm is based on the following main observation: an lcs of a set S of sequences has a number n of blocks, with 1 ≤ n ≤ B, for B the length of a stream for S of minimum length. A strategy to obtain a good approximation consists of expanding streams of different lengths, so that we obtain a solution with factorization similar to the one of a lcs. Since the number of possible expansions of a stream (that is assigning an exponent to each symbol of the stream) is exponential in n, we develop a polynomial time strategy which takes into account the variation in the size
It scans e from left to right, block by block, and at each time it tries to obtain a new common subsequence of S by doubling the length of the examined block. Then, it continues to expand the sequence from left to right in this way, until no block of the sequence can be doubled. Finally, it examines again the sequence from left to right, trying each time to enlarge the size of each block, until the sequence cannot be further expanded, since otherwise the property of being a common subsequence of S is violated.
Expand(S,
|e| is a subsequence of S then
Computing the longest size of a block can be implemented with a binary search.
A simple example will help the reader in understanding the procedure. Let S be the set {a
The latter sequence is the one returned by the procedure.
The Expand procedure gives a way to obtain a common subsequence from a stream. The basic idea on which the Expansion algorithm relies is computing the lcs of a set S of sequences from a set T of streams of S, where each sequence x in T is expanded by the Expand procedure. At the end, a set C of common subsequences for S is obtained: then the sequence of maximum length in C is the solution returned by the algorithm.
Computing a set of streams requires two different approaches depending on the size of the alphabet; in fact the set of all streams over a binary alphabet is polynomial in the size of the instance, hence it is possible to compute all of them. This is not true in the case of arbitrary alphabets, where we have to use some sort of heuristic to compute a subset of all possible streams.
Binary alphabet
Let us first illustrate the main body of the algorithm in the case of binary alphabet: all streams of the instance are computed and then expanded by the Expand procedure. The best sequence among all returned by the various calls to Expand is the output of the algorithm.
ExpansionBinary(S)
Input: A set S of sequences. Let B be the minimum length of a stream of S.
, where σ 1 = 0 and σ 1 · · · σ t is a stream of S w t = Expand(S, σ 1 σ 2 · · · σ t ), where σ 1 = 1 and σ 1 · · · σ t is a stream of S EndFor Let cs be the longest sequence in the set {z t : 1 ≤ t ≤ B} ∪ {w t : 1 ≤ t ≤ B} Return(cs) Note that given the instance S = {a 4 b 3 a 4 b 2 a, a 3 b 4 a 4 b 3 } of the example in the previous section, the Expansion algorithm computes on input S an approximate solution of length at least 12, while Long Run returns the subsequence a 7 .
Arbitrary alphabet
As stated previously, in the case of an arbitrary alphabet there is an additional difficulty w.r.t. to the binary case in applying the technique of the Expand procedure, which is given by the fact that the number of the streams of the instance may be exponential in the length of the sequences in the instance. Thus we need to develop an heuristic to choose a subset of streams that will be expanded by the Expand procedure. The heuristic we give consists of two steps. Given a set S of sequences, we initially compute all streams of S of maximum length 2. Then we apply a greedy algorithm to S to obtain a stream st of S. All substrings of st are streams of S that are expanded by the Expand procedure. The algorithm is stated below, where we assume that an exact lcs of two sequences is computed by the dynamic programming algorithm in [5] . 
Greedy(S)
Input
Theoretical analysis
Given a set S of n sequences of length m, testing if a sequence is a common subsequence of S can be done in O(nm) time. A careful implementation of Expand requires exactly 1 unsuccesful test and at most O(log m) succesful tests for each block of the stream e. Consequently the total time to compute the exponent of each block is O(log m), as the last step is a binary search. Since there are at most m blocks, the time complexity of Expand is O(nm 2 log m).
The ExpansionBinary algorithm contains at most 2m calls to Expand, consequently the algorithm has O(nm 3 log m) time complexity.
The analysis of ExpansionArbitrary is slightly more involved. A careful implementation of the Greedy procedure has O(n 2 m 2 ) time complexity when it receives as input the set S of sequences, while it requires O(m 2 ) when it receives 2 sequences of maximum length m as input. The substrings of the output of Greedy(S) are at most m 2 , as such output must be a common subsequence of S, consequently the streams that are expanded are at most |Σ| 2 + m 2 . It follows that the time complexity of the algorithm is O((
Consequently when m > n and m > |Σ|, as in the instances of our experiments the time complexity is O(nm 4 log m).
Observe that we can describe the Long Run algorithm as a restricted case of the Expansion algorithm, thus showing that the solution computed by such algorithm over a set S of sequences can never be better that the solution computed by our Expansion algorithm.
Long Run(S)
Input: A set S of sequences. Initially lcs is the empty word; For each z ∈ Σ do w = Expand(S, z) If w is longer than cs then cs := w EndIf EndFor Return(cs) Hence the following results are immediate, since the set of streams expanded by LR is a subset of those expanded by EA. 
Corollary 1
The Expansion algorithm has |Σ| guaranteed performance ratio.
Experimental analysis
In this section, we describe the results of two different groups of experiments we have developped to study the average case behavior of our algorithm. The first group contains instances with 4 random sequences of length between 90 and 100, where the runs of the sequences are generated according to the uniform distribution. For these experiments we have been able to compare the approximate solution computed by the Expand algorithm with the one returned by Long Run and an exact lcs obtained by the dynamic programming algorithm. Besides a natural comparison based on the lengths of the solutions, we propose a measure representing how much the approximate solution resembles an optimal one. To achieve this goal we introduce a new parameter, called similarity, which is defined by the following formula relating the number N(S) of blocks of a lcs over the set S of sequences to the number A(S) of blocks of the approximate solution: E((N(S) − A(S)) 2 ), where E() is the expectation. Please note that it is desirable to have an algorithm which achieves a small similarity index.
The second group of experiments consists of instances with 5, 10 or 20 sequences whose lengths range from 400 to 500. Moreover the sequences in each set S are generated from a random sequence base(S) on which we simulated an evolution process according to the Jukes-Cantor model [12] . Moreover in our simulation only deletions and substitutions were allowed. In this way we can easily generate instances that are representative of the ones usually found in practice. It has not been possible to compute the exact solution of the LCS over such instances, due to both time and space constraints 4 , hence we have compared the length of our approximate solution with that of the shortest sequence in S, which is a (trivial) upper bound on the length of a lcs. Consequently the ratios stated in Tables 2 are upper bounds of the actual ones. Since we did not compute the actual lcs, it did not make sense to compute the similarity index, hence in this case we dealt only with the performance ratio. A fundamental parameter in all experiments is the maximum run of the sequences in the instances.
The results of the first group of experiments are summarized in Table 1 , where the the average performance ratio, the standard deviation of the performance ratio and the similarity index achieved by Expansion algorithm and Long Run are represented. The sequences of the experiments are over binary alphabet and are obtained by generating sequences of integer values according to a uniform distribution in the range between 1 and the maximum run: each of such sequence gives the lengths of the blocks. In particular this group of experiments contains input sequences with length between 90 and 100. Table 1 Experiments over sequences of length between 90 and 100
In Table 1 it is possible to note that the Expansion algorithm has outperformed the Long Run algorithm for each value of the maximum run parameter giving, on the average, a better solution both in terms of the length of the approximate solution and in terms of the number of blocks of the approximate solution w.r.t. the number of blocks of an actual lcs. In fact the Long Run algorithm has an average performance ratio which is always at least 1.34, while the Expansion algorithm has never achieved an average performance ratio greater than or equal to 1.08. The analysis of the similarity index shows clearly that the Expansion algorithm compute an approximate solution which is more similar to an actual lcs, as the similarity index of Long Run is always at least three times as the one of Expansion.
The second group of experiments have been run over sequences of maximum length 500 and alphabets of sizes 4 and 20, that is using the alphabet of DNA and protein sequences respectively. The results that we have obtained are very encouraging, since the Expansion algorithm has never had an average performance ratio larger than 1.16.
Studying how the performance of our algorithm depends on the size of the alphabet has been one of the goals of this paper. While it is obvious that the algorithm should perform better on alphabets of smaller size, we found out that the performance of the algorithm smoothly get worse when alphabet size increases from 4 to 20 (see Table 2 ).
Another goal of our experiments has been determining how the performance ratio is influenced by the number of sequences in each instance. In this case the degradation of the performance w.r.t. the size of the instances is noticeable, but it is still smooth. The Fig. 1 reports only part of the results shown in Table 2 , pointing out the dependence of the performance of the algorithm w.r.t. the minimum length of the sequences and the number of sequences in Table 2 Results of the experiment over sequences of maximum length 500 the instance. Such results are from experiments over sequences with maximum run 16 and alphabet size 4 are represented. Anyway, the trends of the results we have obtained for different maximum runs and different alphabet sizes are similar to the ones reported in such figure.
The third goal of the experiments has been to determine how the performance ratio of the algorithm depends on the maximum run of the sequences. An interesting fact that it is possible to devise from the results of the experiments is that the performance of the algorithm improves as the maximum run increases. This may seem quite surprising, but the Expand procedure is designed so that it is able to adapt its behavior according to the distribution of the runs in the sequences. In Table 2 , which summarizes the results of this group of experiments we have not stated the standard deviation, since the values found are along the same lines as those in the first experiment.
Conclusions
In the paper we have described the Expansion algorithm (EA), a new approximation algorithm for the longest common subsequence problem, and we have shown experimentally that it performs better than Long Run on the average. By running experiments on different alphabets, sequence runs, sequence lengths and instance sizes we have also proved the effectiveness of the algorithm for practical cases (i.e. biological sequences).
The Expansion algorithm, as pointed out in the paper, owes its simplicity and effectiveness to the Expand procedure, which implicitly takes into account the distribution of symbols of the specific instance. An interesting possible extension of our work might be to develop new expansion techniques that exploit a more refined analysis of the distribution of the symbols, such as randomized algorithms.
