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Introduccio´n
En los u´ltimos an˜os, un nuevo enfoque matema´tico ha emergido como una disci-
plina importante: la geometrı´a no conmutativa. Una de sus motivaciones primarias
ha sido la fı´sica cua´ntica, que sugiere que para describir la “geometrı´a del mundo”,
las tres (o cuatro) coordenadas cartesianas no son suficientes. Por otro lado, la
geometrı´a algebraica moderna pone gran e´nfasis en el tratamiento catego´rico de las
variedades, ma´s alla´ de los conjuntos de soluciones de ecuaciones polinomiales;
este tratamiento ha dado lugar a diversos tipos de “espacios generalizados”.
Desde 1980, cuando surgio´ el primer ejemplo de un espacio generalizado con
una geometrı´a diferencial bien definida, estas tendencias han sido concretadas en
una teorı´a impulsada por Alain Connes y sus seguidores. Este seminario pretende
ser una invitacio´n a los fundamentos de esta nueva geometrı´a. El prerrequisito
esencial es un buen curso de a´lgebra lineal.
Programa´ticamente, esta disciplina es una fusio´n de temas del a´lgebra y del
ana´lisis con los to´picos propios de la geometrı´a. En este sentido, ejemplifica la
unificacio´n de las matema´ticas que caracteriza el siglo XXI. Como tal, es un tema
“transversal” al pensum ordinario de matema´ticas en pregrado, ya que no se subdi-
vide fa´cilmente en cubı´culos.
Conceptualmente, se trata de una extensio´n de la geometrı´a diferencial ordi-
naria. Una variedad diferencial puede ser descrita, en buena medida, por su a´lgebra
de coordenadas, es decir, la coleccio´n de funciones suaves definidas sobre ella (con
valores reales o complejos, dependiendo del caso). En particular, un punto queda
determinada por la “evaluacio´n” en dicho punto, la cual asigna a cada funcio´n coor-
denada un valor nume´rico especı´fico. La generalizacio´n esencial consiste en reem-
plazar el juego de coordenadas por un a´lgebra no conmutativa —de ahı´ el nombre
de nuestra tema´tica— para luego extraer de ella la informacio´n geome´trica deseada.
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Ahora bien: las a´lgebras no conmutativas admiten pocos funcionales ana´logos
a las evaluaciones puntuales; por lo tanto, hay un riesgo de perder la posibilidad de
identificar puntos en el “espacio generalizado” subyacente. Esto es precisamente
una de las dificultades que presenta la fı´sica cua´ntica cuando impide la determi-
nacio´n simulta´nea de la posicio´n y momento de una partı´cula elemental: hay que
aprender a tolerar “espacios sin puntos”. Un hilo conductor de la geometrı´a no
conmutativa es la posibilidad que ofrece de contemplar el mundo subato´mico.
En este seminario, partiremos de unas variedades diferenciales muy sencillas
de baja dimensio´n y alta simetrı´a: la recta R y el cı´rculo S1, en dimensio´n uno; el
plano R2, el toro T2 y la esfera S2, en dimensio´n dos; y sus ana´logos R3, T3 y S3
en dimensio´n tres. Adema´s, conviene consider el ejemplo humilde de un espacio
finito F , el cual es un ejemplo trivial de variedad diferencial de dimensio´n cero.
Nuestra tarea consiste primeramente en aprender co´mo comprender cada uno de
estos espacios desde sus a´lgebras de coordenadas. En seguida, hay que darse cuenta
de las diversas maneras de generalizar estas a´lgebras coordenadas para introducir
las llamadas “espacios cua´nticos” que son sus primos hermanos. Un proceso apo-
dado “torcedura” da lugar al toro no conmutativo T2θ y al plano de Moyal R
2
θ . Una
receta diferente, llamada “q-deformacio´n”, produce las esferas cua´nticas S2q y S3q.
En cada caso, los nuevos objetos no son u´nicos, sino que dependen de uno o ma´s
para´metros reales θ o´ q. (En dimensio´n uno no se obtiene ejemplos nuevos.)
Los espacios no conmutativos pueden estudiarse en diversos niveles. En el
nivel topolo´gico, donde lo imporante es determinar si el espacio es compacto o
conexo, basta usar (el ana´logo de) un a´lgebra de funciones continuas como sus
coordenadas. En el nivel diferencial, hay que usar a´lgebras de funciones suaves.
En el nivel me´trico, hay que emplear una herramienta que, ordinariamente, permite
medir la distancia entre dos puntos. Esta herramienta, que se toma prestado de la
meca´nica cua´ntica, es el llamado operador de Dirac.
Es imperativo saber co´mo calcular el taman˜o global (longitud, a´rea o volumen,
segu´n la dimensio´n) de una espacio me´trico de taman˜o finito —en el caso ordinario,
de una variedad compacta. Una de los resultados ma´s profundos de la geometrı´a
no conmutativa es que esta informacio´n reside en los autovalores del operador de
Dirac. Se ejemplificara´ este ca´lculo en cada uno de los casos concretos menciona-
dos anteriormente.
A continuacio´n, se ofrece un ı´ndice de los to´picos que se pretende estudiar en
el seminario. Este podra´ sufrir pequen˜as modificaciones de acuerdo con el intere´s
de los participantes.
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Temario
? Espacios finitos discretos y no discretos: un preaviso de espacios cua´nticos.
? Algebras conmutativas de coordenadas. La correspondencia de Guelfand, el
teorema de Guelfand y Naı˘mark. Introduccio´n a las C∗-a´lgebras.
? El concepto de fibrado vectorial y su mo´dulo de secciones. Mo´dulos proyec-
tivos. La correspondencia de Serre y Swan.
? El cı´rculo S1. La coordenada z = eiθ y los polinomios de Fourier. Sus fibra-
dos de lı´nea y la franja de Mo¨bius. El operador−id/dθ y sus autovalores, la
fo´rmula de la longitud de arco.
? La geometrı´a de la esfera S2: coordenadas angulares y complejas. Fibrados
de lı´nea sobre S2, el fibrado de espı´n. Me´tricas, conexiones de Levi-Civita y
acciones de Clifford; fo´rmulas para el caso de S2. Armo´nicos esfe´ricos y la
diagonalizacio´n del operador de Dirac.
? La geometrı´a de la esfera S3: a´ngulos de Euler. El grupo de Lie SU(2) y el
isomorfismo entre SU(2) y S3. El fibrado de espı´n de S3 y su operador de
Dirac. Ca´lculo del espectro de este operador, con sus multiplicidades.
? El toro no conmutativo T2θ . La relacio´n de conmutacio´n de Weyl. Funciones
suaves sobre T2 y sus series de Fourier. La traza normalizada y un espacio
de Hilbert para el toro T2θ . El espacio de espinores y un operador de Dirac
para T2θ .
? La medicio´n de distancias: de las geode´sicas al me´todo espectral. El con-
cepto de triple espectral.
? El concepto de q-deformacio´n de un a´lgebra de coordenadas. Las coorde-
nadas del grupo cua´ntico SUq(2) y su a´lgebra de simetrı´a. El estado de Haar
y las representaciones de SUq(2). Su operador de Dirac isospectral.
? Area y volumen en geometrı´a no conmutativa. Trazas de operadores e inte-
grales de funciones, la fo´rmula de Connes. Ca´lculo de Area(S2) y Vol(S3)
por el me´todo espectral.
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1 Espacios y a´lgebras de coordenadas
Isaac Newton publico´ su gran libro sobre las leyes de movimiento y la gravitacio´n1
en 1687. Su tercera parte fue titulado De mundi systemate y explica co´mo la ley
de gravitacio´n concuerda con los movimientos de los planetas, sate´lites, cometas y
dema´s componentes del “sistema del mundo” (modernamente apodado el “sistema
solar”); de ahı´ se infiere su aplicabilidad a todo cuerpo celestial, incluyendo las
estrellas. Newton quiso entender el sistema del mundo, es decir, la composicio´n
del universo, mediante leyes universales de la fı´sica. Hoy en dı´a enfrentamos un
proyecto ma´s modesto: ¿co´mo entender la geometrı´a del mundo?
Durante los siglos XIX y XX, la ciencia empezo´ a comprender el universo en
escalas microsco´picas, en contraste con la escala cosmolo´gica que atrajo la atencio´n
de Newton. Con la teorı´a ato´mica de Dalton (anticipada, aunque sin respaldo
empı´rico, por los griegos antiguos) se llego´ a comprender que la materia no es
indefinidamente divisible, sino que se compone de a´tomos; los cuales, a su vez,
contienen protones, neutrones, electrones y diversas otras partı´culas; los protones
y neutrones son compuestos de tres “quarks” cada uno. Aque´llas partı´culas que
aparentemente no tienen estructura interna, como los quarks, electrones y neutri-
nos, son los “constituyentes fundamentales de la materia”, en la terminologı´a de
los fı´sicos.
Ahora bien, estos constituyentes fundamentales no se comportan como los “par-
tı´culas puntuales” de la meca´nica cla´sica, ni obedecen estrictamente las leyes de
movimiento de Newton. Cla´sicamente, un cuerpo pequen˜o (Newton hablaba de
corpusculi) se caracteriza por ciertas variables q1, . . . ,qr de configuracio´n (posi-
ciones y a´ngulos) que tienen parejas p1, . . . , pr (momentos y momentos angulares).
Una coordenada, es decir, una funcio´n especı´fica f (q1, . . . ,qr, p1, . . . , pr), propor-
ciona informacio´n no ambigua sobre el estado fı´sico de la partı´cula de marras. Sin
embargo, en escalas subato´micas no es posible determinar todas estas variables con
total precisio´n, debido al principio de incertidumbre descubierto por Heisenberg:
(∆qi)(∆pi) ≥ 4pi h¯, donde h¯ .= 1.0545716× 10−34 Joule-segundos es una pequen˜a
constante fı´sica, llamada la constante de Planck.2
Por lo tanto, en la geometrı´a en escalas subato´micas el concepto de “punto”
1Isaac Newton, Philosophiæ Naturalis Principia Mathematica, Londres, 1687.
2Aquı´ ∆qi denota la desviacio´n esta´ndar en la medicio´n de la variable qi; la desigualdad expresa
el hecho experimental de que una medida precisa de qi es incompatible con una medida precisa
de pi. La constante introducida originalmente por Planck fue h = 2pi h¯, pero la versio´n h¯ es ma´s
usado actualmente.
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pierde relevancia. De hecho, se estima que serı´a imposible efectuar medidas de
longitud ma´s pequen˜as que la longitud de Planck `P
.
= 1.6163× 10−35 metros.
Evidentemente, esta longitud es tan pequen˜a que puede despreciarse a escalas
macrosco´picas; pero es relevante no so´lo para la fı´sica de partı´culas elementa-
les sino tambie´n para la cosmologı´a (podrı´a ser el radio del universo un instante
despue´s del “Big Bang”).
Estas consideraciones histo´ricas motivan el problema matema´tico de concebir
una geometrı´a sin puntos que eventualmente, con suficiente desarrollo, podra´ mo-
delar la “geometrı´a del mundo”. Este proyecto matema´tico se llama la geometrı´a
no conmutativa.
1.1 Las coordenadas de espacios finitos
No hay problema fundamental alguno de
la meca´nica cua´ntica que no puede en-
tenderse en te´rminos de matrices 2× 2.
(Pero eso nos dice algo importante acer-
ca de las matrices 2×2.)
— Eugene P. Wigner
La idea clave de la geometrı´a no conmutativa es la de reemplazar los espacios
(con o sin puntos) por sus a´lgebras de coordenadas. Esta idea tambie´n esta´ pre-
sente en la llamada geometrı´a algebraica, donde una variedad algebraica es sustitu-
ida por su anillo de funciones regulares.3 Pero hay algunas diferencias de e´nfasis
entre los dos enfoques. En primer lugar, debido a sus orı´genes en ideas fı´sicas, el
cuerpo de base suele ser R (los nu´meros reales) o bien C (los nu´meros complejos).
En geometrı´a algebraica, debido a su patrocinio por la teorı´a de los nu´meros, el
cuerpo de base es arbitrario, muchas veces de caracterı´stica no cero, y el ejemplo
de mayor intere´s es Q (los nu´meros racionales). En an˜os recientes, ha habido un
rapprochement entre las dos teorı´as, pero por ahora solamente en la frontera de
investigacio´n.4
3Una variedad algebraica V en un espacio vectorial Kn (sobre un cuerpo K) es un conjunto en
donde se anulan ciertos polinomios de n variables; el cociente del anillo de polinomios por el ideal
de aquellos polinomios que se anulan sobre V se llama el anillo de funciones regulares en V .
4El libro reciente de Alain Connes y Matilde Marcolli, Noncommutative Geometry, Quantum
Fields and Motives (American Mathematical Society, Providence, RI, 2008) explora esta frontera
entra la geometrı´a no conmutativa y la teorı´a de los nu´meros.
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El calificativo no conmutativa indica que las coordenadas puedan formar un
a´lgebra no conmutativa, en contraste con la situacio´n “cla´sica” en donde un con-
junto de puntos posee un a´lgebra de coordenadas conmutativa.
Antes de seguir, conviene aclarar ciertos te´rminos.
Definicio´n 1.1. Un cuerpoK es un grupo abeliano bajo una operacio´n suma, junto
con un producto asociativo, conmutativo y distributivo sobre la suma, con elemento
unidad 1, tal que cada elemento no cero a ∈K posee un inverso multiplicativo a−1,
es decir, aa−1 = a−1a = 1 en K.
Un anillo R es un grupo abeliano bajo una operacio´n suma, dotado con un
producto asociativo y distributivo sobre la suma, con elemento unidad 1, que puede
ser conmutativo o no. Algunos de sus elementos no ceros, quiza´s no todos, poseen
inversos; ellos forman un grupo multiplicativo R×.
Un espacio vectorial V sobre el cuerpo K es un grupo abeliano bajo una ope-
racio´n suma, que posee una operacio´n de multiplicacio´n escalar (λ ,v) 7→ λv ∈V ,
para λ ∈K, v ∈V , que es distributiva sobre la suma y cumple 1v = v para v ∈V .
Un a´lgebra A sobre un cuerpoK es un anillo que es a su vez un espacio vectorial
sobre K, tal que λ (ab) = (λa)b = a(λb) para λ ∈K y a,b ∈ A.
Los ejemplos familiares de cuerpos incluyen Q, R y C. El anillo de cuater-
niones H (que se estudiara´ en detalle ma´s adelante) cumple todas las propiedades
de un cuerpo salvo la conmutatividad. Las matrices n×n con entradas enK forman
un a´lgebra sobre K, denotada Mn(K); no es conmutativa si n > 1.
En lo sucesivo, todas las a´lgebras discutidas sera´n complejas (es decir, con C
como su cuerpo de base), salvo indicacio´n contraria.5
I Si X = {x1, . . . ,xn} es un conjunto finito, lla´mese coordenada de X una asig-
nacio´n de un valor nume´rico a cada punto de X . De este modo, una coordenada es
una lista ordenada ( f (x1), . . . , f (xn)) de nu´meros (complejos), es decir, un elemento
de Cn; o equivalentemente, una funcio´n f : X → C. Tradicionalmente, la palabra
“coordenada” se aplica a una sola entrada f (xk) de esta lista, pero es preferible para
nuestros propo´sitos considerar todos las entradas a la vez. Para precisar el punto
5¿Por que´ conviene usar escalares complejos en vez de reales? Esto tambie´n es un legado del
principio de incertidumbre. Para dos cantidades observables A y B, hay un observable C que acota
inferiormente la observabilidad simulta´nea en un estado cua´ntico φ , es decir, (∆φA)(∆φB) ≥ φ(C)
para todo φ , si y so´lo si se usa el cuerpo C; la fo´rmula apropiada es C = i[A,B]. Para una discusio´n
axioma´tica, ve´ase el libro de Ge´rard G. Emch, Algebraic Methods in Statistical Mechanics and
Quantum Field Theory (Wiley, New York, 1972).
MA–707: Geometrı´a No Conmutativa 8
x j ∈ X , basta considerar la coordenada f j que es la funcio´n de X en C definida por
f j(xk) :=
{
1 si k = j,
0 si k 6= j.
(El lado derecho de esta fo´rmula es la llamada delta de Kronecker, δ jk.) Fı´jese que
las coordenadas forman un espacio vectorial sobre C, del cual { f1, . . . , fn} es una
base. Con el producto puntual dado por
( f g)(xk) := f (xk)g(xk),
las coordenadas forman un a´lgebra conmutativa sobre C, de dimensio´n finita n.
Esta a´lgebra sera´ denotada por C(X).
La notacio´n C(X) suele usarse para denotar la totalidad de funciones conti-
nuas sobre X (de valores complejos, salvo indicacio´n contraria). Pero ¿cua´l es la
topologı´a de X en este caso? Por definicio´n, f : X → C es una funcio´n continua
si la preimagen de cada disco abierto {z ∈ C : |z− z0| < ε } es una parte “abierta”
de X . Para que toda funcio´n sea continua, es suficiente que toda parte V ⊆ X sea
abierta, es decir, que X tenga la topologı´a discreta.
Conviene recordar la definicio´n de una topologı´a, antes de continuar.
Definicio´n 1.2. Una topologı´a sobre un conjunto X (no necesariamente finita) es
una familia T de partes U ⊆ X tales que:
(i) X ∈ T, /0 ∈ T;
(ii) T contiene uniones arbitrarias de sus miembros: si {Uα : α ∈ A} ⊆ T, en-
tonces
⋃
α∈AUα ∈ T;
(iii) T contiene intersecciones finitas de sus miembros: si V1, . . . ,Vr ∈ T, entonces⋂r
j=1Vj ∈ T.
El par (X ,T), un conjunto X dotado de una topologı´a especı´fica, se llama un espa-
cio topolo´gico.6 Los elementos de T se llaman conjuntos abiertos, o simplemente
abiertos, de X .
Dos ejemplos triviales de topologı´as son la topologı´a discreta, para la cual
T = P(X), la totalidad de partes de X ; y la topologı´a indiscreta, para la cual T =
{X , /0}.
6Es comu´n omitir la mencio´n de T si el contexto la determina, para poder decir “X es un espacio
topolo´gico”.
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Una funcio´n f : X → Y se llama funcio´n continua si la preimagen f−1(V ) =
{x ∈ X : f (x) ∈ V } de cualquier abierto V de Y es una abierto de X . Si X tiene la
topologı´a discreta, cualquier funcio´n f : X → Y es continua. En cambio, si X tiene
la topologı´a indiscreta, las u´nicas funciones continuas de X en Y son las funciones
constantes.
I Conside´rese un conjunto finito X = {x1, . . . ,xn} con la topologı´a discreta. Este
espacio topolo´gico posee dos propiedades importantes. Primero, X es compacto,
es decir, cualquier coleccio´n de abiertos {Uα : α ∈ A} cuya unio´n es X posee una
subcoleccio´n finita {Uα1, . . . ,Uαr} que cubre X , es decir, Uα1 ∪ ·· · ∪Uαr = X . (La
compacidad es trivial cuando X es finito.)
Adema´s, este espacio topolo´gico es de Hausdorff:7 dos elementos distintos
x,y ∈ X pueden ser “separados” por abiertos, es decir, hay dos abiertos U 3 x,
V 3 y y tales que U ∩V = /0. Esta propiedad es trivial cuando la topologı´a es
discreta, porque se puede tomar U = {x}, V = {y}.
La topologı´a usual de R esta´ formada por las uniones de intervalos abiertos
(s, t) := {r ∈ R : s < r < t }. Entonces R no es compacto, porque {(n−1,n+1) :
n ∈ Z} es un cubrimiento por abiertos que no posee un subcubrimiento finito. Pero
R sı´ es de Hausdorff, porque si s < t, sea δ := (s− t)/2; los intervalos abiertos
U := (s−δ ,s+δ ) y V := (t−δ , t+δ ) separan los puntos s, t.
Ejercicio 1.3. Mostrar que el plano complejo C, con su topologı´a usual de uniones
de discos abiertos D(z0;r) := {z ∈ C : |z− z0| < r}, no es compacto pero sı´ es de
Hausdorff.
Cuando un espacio topo´logico X es compacto y de Hausdorff, el a´lgebra C(X)
de las funciones continuas f : X → C proporciona informacio´n completa sobre X ,
por un teorema famoso de Guelfand y Naı˘mark, que luego veremos.
I Sobre el conjunto de dos puntos Z = {x,y} es posible establecer tres topologı´as
diferentes: la discreta Td = {Z,{x},{y}, /0}; la indiscreta Ti = {Z, /0}; y la llamada
topologı´a de Sierpin´ski, Ts = {Z,{x}, /0}. Fı´jese que en esta u´ltima, el singulete {x}
es abierto pero {y} no lo es; tampoco hay dos abiertos que separan los puntos x,y.
Los dos puntos x,y de Z (con la topologı´a discreta) se distinguen por sus coor-
denadas: basta hallar una funcio´n f : Z→ C tal que f (x) 6= f (y). Por ejemplo, la
funcio´n f1 : x 7→ 1, y 7→ 0 cumple el propo´sito.
7Felix Hausdorff (1868–1942) establecio´ la teorı´a de espacios topolo´gicos en su libro Grundzu¨ge
der Mengenlehre (Veit, Leipzig, 1914).
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Ahora bien, supo´ngase que se quiere borrar la distincio´n entre x y y mediante
un artificio con las coordenadas: ¿co´mo se debe proceder?8
Una posibilidad es de fundir los dos puntos al considerar solamente las coor-
denadas f : Z → C para las cuales f (x) = f (y). Estas forman una suba´lgebra, de
dimensio´n 1, del a´lgebra bidimensional C(Z). En otras palabras, se reemplaza C2
por su “suba´lgebra diagonal” C. Esto corresponde al proceso de pasar del espacio
topolo´gico Z = {x,y} a un espacio cociente con un so´lo punto (Figura 1.1).
•
x
•
y
••
Figura 1.1: Cociente de un espacio de dos puntos
Alternativamente, se puede mantener el conjunto Z = {x,y} mientras se reem-
plaza la topologı´a discreta por la topologı´a indiscreta: las u´nicas funciones conti-
nuas f : Z→C que son continuas, en el segundo caso, son las funciones constantes,
es decir, aquellas f que cumplen f (x) = f (y). Con so´lo estas coordenadas, no es
posible distinguir entre x y y.
Hay otra manera de concebir la indistinguibilidad de los dos elementos de Z,
la cual, en vez de reducirse a una suba´lgebra de C2, la sustituye con un a´lgebra
ma´s grande. Consideremos x, y como dos “estados” de un sistema abstracto en
donde se permite cambiar (o no cambiar) de estado con el avance del tiempo. En-
tonces conviene asignar para´metros nume´ricos fxx := f (x), fyy := f (y) a los dos
estados cuando no se cambian, pero adema´s se asignan otros dos para´metros a las
transiciones entre dos estados:
fyx : x 7−→ y, fxy : y 7−→ x.
Estos cuatro nu´meros forman un elemento de un espacio vectorial de dimensio´n 4
(sobre C). Para obtener un producto apropiado de dichas “coordenadas”, con-
side´rese una transicio´n en dos pasos al combinar dos procesos representados por
coordenadas g (la primera transicio´n) y f (la segunda transicio´n). Si h := f g es la
8Una motivacio´n para hacerlo viene de la fı´sica cua´ntica: la estructura molecular de un a´tomo
como el litio (nu´mero ato´mico 3) so´lo se comprende si sus tres electrones son indistinguibles. Ve´ase,
por ejemplo, Jens Peder Dahl, Introduction to the Quantum World of Atoms and Molecules (World
Scientific, Singapur, 2001).
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coordenada del proceso completo, el nu´mero hyx representa la combinacio´n de dos
transiciones x 7→ y:
x
gyx //
gxx

hyx
==
=
=
y
fyy

x
fyx
// y
lo cual sugiere la regla de combinacio´n
hyx := fyxgxx+ fyygyx.
De igual manera, se obtiene hxx := fxxgxx+ fxygyx, hxy := fxxgxy+ fxygyy y adema´s
hyy := fyxgxy+ fyygyy. Estas fo´rmulas pueden resumirse en la fo´rmula general
hi j := ∑k fikgk j.
En otras palabras, el a´lgebra de coordenadas apropiada es M2(C), las matrices 2×2
con entradas en C; una coordenada tı´pica es una matriz
f =
(
fxx fxy
fyx fyy
)
.
Las dos a´lgebras C (unidimensional) y M2(C) expresan la fusio´n de los dos
puntos de Z, pero no son isomorfos: la segunda a´lgebra M2(C) no es conmutativa.
Estas a´lgebras sı´ esta´n relacionadas de otro modo: son equivalentes en el sentido de
Morita.9 Un concepto importante en lo sucesivo es que es permisible mudar entre
dos a´lgebras de coordenadas equivalentes, si fuere oportuno.
I Para obtener un ejemplo ma´s intrincado del paso al cociente, conside´rese las
rotaciones de un cı´rculo S1. La rotacio´n por un a´ngulo α lleva z ∈ S1 en zeiα .
Las ima´genes del punto z ∈ S1 bajo repeticiones de esta rotacio´n (y de su rotacio´n
inversa) forman una o´rbita {zeinα : n ∈ Z} bajo una accio´n del grupo aditivo Z.
Si α/2pi = p/q ∈ Q, donde p ∈ Z, q ∈ N con mcd(p,q) = 1, dı´cese que esta
es una rotacio´n racional: cada o´rbita es un conjunto finito de q elementos —ve´ase
la Figura 1.2. Aquı´ hay una accio´n “efectiva” del grupo cı´clico finito Z/q: las
9Dos a´lgebras finitodimensionales A y B se dicen equivalentes en el sentido de Morita, si hay
un B-mo´dulo a la derecha E cuya a´lgebra de endomorfismos es isomorfo a A: EndB(E) ' A. En
este caso, resulta que E es tambie´n un A-mo´dulo a la izquierda, cuyos endomorfismos recuperan B:
A End(E)' B. Ve´ase, por ejemplo: Nathan Jacobson, Basic Algebra II (W. H. Freeman, New York,
1980).
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Figura 1.2: O´rbitas en el cı´rculo bajo una rotacio´n racional: α = 2pi/6
o´rbitas esta´n en una correspondencia biunı´voca con el arco circular semiabierto
Cq := {e2piiφ : 0 ≤ φ < 1/q}, porque hay un solo representante de cada o´rbita
en Cq. El espacio de o´rbitas S1/(Z/q) posee una topologı´a cociente natural: un
juego de o´rbitas se declara abierta si la unio´n de las o´rbitas es abierta en S1. O
bien, es cuestio´n de identificar los dos extremos del arco Cq: el espacio topolo´gico
cociente es otro cı´rculo.10
Ahora bien: en el caso de una rotacio´n irracional, α/2pi /∈ Q, cada o´rbita
{zeinα : n ∈ Z} es infinita y es densa en el cı´rculo S1: cualquier arco abierto de
S1 contiene un punto (de hecho, infinitos puntos) de cada o´rbita. En este caso, el
u´nico abierto no vacı´o de S1 que es una unio´n de o´rbitas es S1 mismo. El juego de
o´rbitas S1/Z esta´ bien definido como conjunto, pero su topologı´a es indiscreta.
En te´rminos de coordenadas, el a´lgebra apropiada para describir el espacios de
o´rbitas bajo una rotacio´n de a´ngulo α es
A = { f ∈C(S1) : f (eiαz) = f (z), para z ∈ S1 }.
En el caso racional, α = 2pi p/q, estas son funciones perio´dicas sobre el cı´rculo,
con perı´odo e2pii/q. La correspondencia C(S1)→ A : g 7→ f dada por
f (z) := g(zq)
es un isomorfismo de a´lgebras. En el caso irracional, las u´nicas funciones continuas
que cumplen la condicio´n definitoria de A son las funciones constantes, ası´ que
10Ma´s generalmente, cuando un espacio topolo´gico X posee una relacio´n de equivalencia ∼, hay
una aplicacio´n sobreyectiva pi : X →Y donde Y = X/∼ es el conjunto de clases de equivalencia. Se
declara U ⊆ Y un “abierto de Y ” si y so´lo si pi−1(U) = {x ∈ X : [x] ∈U } es un abierto de X ; ası´ se
define la topologı´a cociente sobre Y .
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A ' C en ese caso. Esto plantea el siguiente problema: ¿sera´ posible asociar al
juego de o´rbitas S1/Z un a´lgebra de coordenadas (no conmutativa) que mejor revela
la estructura del espacio cociente? Como se vera´ adelante, una tal a´lgebra debe
tener dimensio´n infinita.
I ¿Cua´les a´lgebras finitodimensionales son posibles a´lgebras de coordenadas?
Para conservar el papel de los nu´meros reales en el contexto de a´lgebras sobre C,
se pide que el a´lgebra sea involutiva.
Definicio´n 1.4. Una involucio´n sobre un a´lgebra compleja A es una biyeccio´n de
A en A, denotada a 7→ a∗, la cual
? es antilineal: (λa+µb)∗ = λ¯a∗+ µ¯b∗, para λ ,µ ∈ C y a,b ∈ A;
? es involutiva: (a∗)∗ = a para todo a ∈ A;
? es un antihomomorfismo: (ab)∗ = b∗a∗ para todo a,b ∈ A.
Ejemplos son el propio C, con conjugacio´n compleja, λ ∗ := λ¯ ; y el a´lgebra de
matrices Mn(C), donde [ai j]∗ := [a ji] es el adjunto (o conjugado hermı´tico) de [ai j].
Un a´lgebra sobre C dotado de una involucio´n se llama a´lgebra involutiva, o
bien ∗-a´lgebra.
¿Cua´l es la ventaja de emplear la ∗-a´lgebra M2(C) en vez de la ∗-a´lgebra con-
mutativaC para describir el espacio de dos puntos fundidos? Resulta que la primera
posee ma´s ∗-automorfismos (aplicaciones lineales del a´lgebra en sı´ mismo que
preservan el producto y la involucio´n.) En efecto, si u es una matriz unitaria 2×2,
u =
(
α β
γ δ
)
que cumple uu∗ = u∗u = 12 ≡
(
1 0
0 1
)
,
entonces a 7→ uau∗ es un automorfismo de M2(C); este automorfismo es trivial si
y so´lo si u = λ 12 con |λ | = 1. En cambio, el a´lgebra unidimensional C no posee
automorfismos no triviales.
I Las ∗-a´lgebras de dimensio´n finita son fa´ciles de describir: hay un nu´mero finito
de enteros positivos k1, . . . ,kr tales que
A'Mk1(C)⊕Mk2(C)⊕·· ·⊕Mkr(C). (1.1)
Como generalizacio´n del ejemplo anterior del espacio de dos puntos, esta puede
considerarse como el a´lgebra de coordenadas de un conjunto X de k1 + · · ·+ kr
elementos, con una topologı´a que so´lo permite distinguir r de esos elementos.
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Ejercicio 1.5. Describir una topologı´a sobre ese conjunto X que corresponde al uso
de esta a´lgebra de coordenadas.
Para algunas aplicaciones de la geometrı´a no conmutativa, hace falta considerar
a´lgebras reales en vez de complejas. Entonces entran en juego las a´lgebras de
matrices Mk(R), con involucio´n trivial; y tambie´n las a´lgebras Mk(H) sobre las
cuaterniones H. Las cuaterniones tienen la forma
a = a0+a1 i+a2 j+a3 k, con a0,a1,a2,a3 ∈ R,
y su producto obedece i2 = j2 = k2 = i jk =−1, lo cual implica que i j = k =− ji.
Adema´s, H = C⊕C j como un espacio C-vectorial11 y posee la involucio´n dada
por i∗ = −i, j∗ = − j, k∗ = −k. Las a´lgebras involutivas reales se clasifican como
sumas directas ana´logas a (1.1), donde los sumandos son a´lgebras de matrices sobre
R, C o bien H. Un caso histo´ricamente importante es el a´lgebra
A = C⊕H⊕M3(C),
que se ha propuesto como el a´lgebra de la “geometrı´a finita” asociado al Modelo
Esta´ndar de partı´culas elementales.12
1.2 La correspondencia de Guelfand
Cuando se trata de asignar coordenadas a un espacio no necesariamente finito, hay
que tomar bien en cuenta su topologı´a. El caso “ordinario” es un espacio topolo´gico
compacto y de Hausdorff. Se pide compacidad para evitar complicaciones innece-
sarias, al principio: se vera´ luego co´mo remover esta restriccio´n. La propiedad de
Hausdorff permite hallar un a´lgebra de coordenadas conmutativa.
Sea X , entonces, un espacio topolo´gico compacto y de Hausdorff.13 Con-
side´rese el a´lgebra
A =C(X) = { f : X → C, continua},
11Fı´jese que H es un a´lgebra sobre R pero no sobre C: ¿por que´ no?
12Las partı´culas elementales obedecen ciertas simetrı´as (aun no se sabe exactamente por que´) que
podrı´an aparecer como automorfismos de a´lgebras no conmutativas. Una posible justificacio´n del
a´lgebra C⊕H⊕M3(C) aparece en el artı´culo reciente: Ali H. Chamseddine y Alain Connes, “Why
the Standard Model”, Journal of Geometry and Physics 58 (2008), 38–47.
13En la geometrı´a algebraica, se emplea las llamadas topologı´as de Zariski, que en general no son
de Hausdorff. Sus practicantes usan el te´rmino cuasicompacto para designar un espacio topolo´gico
que no es de Hausdorff pero en donde cada cubrimiento por abiertos posee un subcubrimiento finito.
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con el producto puntual de funciones, f g(x) := f (x)g(x). La conjugacio´n compleja
de funciones es una involucio´n:
f ∗(x) := f (x).
Cada funcio´n continua sobre un espacio compacto es acotada: la siguiente cantidad
es finita, para cada f ∈C(X):
‖ f‖ := sup{| f (x)| : x ∈ X }. (1.2)
La asignacio´n f 7→ ‖ f‖ ∈ R+ es una norma sobre C(X), porque cumple estas tres
propiedades:14
? ‖λ f‖= |λ |‖ f‖, para todo λ ∈ C, f ∈ A;
? ‖ f +g‖ ≤ ‖ f‖+‖g‖, para todo f ,g ∈ A;
? ‖ f‖ ≥ 0, con igualdad si y so´lo si f = 0 en A.
Adema´s, C(X) es un a´lgebra normada involutiva, porque la norma es submulti-
plicativa y la involucio´n es isome´trica:
? ‖ f g‖ ≤ ‖ f‖‖g‖, para todo f ,g ∈ A;
? ‖ f ∗‖= ‖ f‖, para todo f ∈ A.
La norma define una topologı´a sobre C(X), al declarar abiertos las uniones arbi-
trarias de bolas abiertas B( f0;ε) := { f ∈ A : ‖ f − f0‖< ε }.
Las propiedades de la lista anterior expresan la continuidad de las operaciones
algebraicas. Por ejemplo, si f ∈ B( f0;ε) y g ∈ B(g0;ε), entonces
‖ f g− f0g0‖= ‖ f g− f g0+ f g0− f0g0‖ ≤ ‖ f g− f g0‖+‖ f g0− f0g0‖
≤ ‖ f‖‖g−g0‖+‖ f − f0‖‖g0‖
≤ (‖ f0‖+ ε)‖g−g0‖+‖ f − f0‖‖g0‖
≤ ε(‖ f0‖+‖g0‖+ ε).
De ahı´ se ve que el producto ( f ,g) 7→ f g es continuo.
En el a´lgebra normada C(X) las sucesiones de Cauchy convergen, porque si una
sucesio´n { fn} obedece ‖ fm− fn‖ < ε para m,n suficientemente grandes, entonces
14Aquı´ R+ = [0,∞) denota los nu´meros reales no negativos.
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tambie´n vale | fm(x)− fn(x)| < ε para todo x ∈ X ; defı´nase f (x) := limn→∞ fn(x)
en C. Es fa´cil mostrar que la funcio´n f : X → C es continua y que ‖ fn− f‖ → 0
cuando n→ ∞. Entonces el a´lgebra normada C(X) es completa: se dice que C(X)
es un a´lgebra de Banach.15
Hay a´lgebras de Banach involutivas y conmutativas que no son a´lgebras de fun-
ciones continuas sobre espacio alguno. Un ejemplo conocido es el a´lgebra L1(R)
de funciones integrables sobre la recta real,16 con la operacio´n de convolucio´n:
f ∗g(x) := ∫R f (t)g(x− t)dt. Para caracterizar las a´lgebras de funciones continuas
(con producto puntual), hace falta imponer una condicio´n extra sobre la norma.
Definicio´n 1.6. Una C∗-a´lgebra es un a´lgebra de Banach involutiva A (no nece-
sariamente conmutativa), cuya norma satisface
‖a∗a‖= ‖a‖2, para todo a ∈ A. (1.3)
Es evidente que C(X) es una C∗-algebra conmutativa, porque
‖ f ∗ f‖= sup{| f (x) f (x)| : x ∈ X }= sup{| f (x)|2 : x ∈ X }= ‖ f‖2.
El a´lgebra de matrices Mn(C) tambie´n es una C∗-a´lgebra (no conmutativa si
n > 1). Su norma se define como
‖a‖ := sup{|aξ | : ξ ∈ Cn,‖ξ‖ ≤ 1},
donde la longitud ‖ξ‖ del vector ξ ∈Cn es la euclidiana, ‖ξ‖2 := |ξ1|2+ · · ·+ |ξn|2.
Con el producto escalar usual
〈ξ |η〉 := ξ¯1η1+ · · ·+ ξ¯nηn,
la desigualdad de Schwarz dice que∣∣〈ξ |η〉∣∣≤ ‖ξ‖‖η‖. (1.4)
En consecuencia, cuando a ∈Mn(C) y ‖ξ‖ ≤ 1, vale
‖aξ‖2 = 〈aξ |aξ 〉= 〈ξ |a∗aξ 〉 ≤ ‖ξ‖‖a∗aξ‖ ≤ ‖a∗a‖.
15Stefan Banach (1892–1945) [pron. ba-naj] inauguro´ el estudio sistema´tico de operadores line-
ales con su libro Teoria operacji, tom I: Operacje liniowe (Kasa Mianowskiego, Varsovia, 1931),
traducido al france´s en 1932.
16Su norma es ‖ f‖1 :=
∫
R | f (t)|dt. Para eliminar funciones no negativas de integral cero, procede
declarar equivalentes dos funciones integrables f ,g si
∫
R | f (t)−g(t)|dt = 0; entonces, los elementos
de L1(R) no son funciones strictu sensu, sino clases de equivalencia mo´dulo funciones nulas.
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De ahı´ se obtiene ‖a‖2 ≤ ‖a∗a‖. Adema´s, vale ‖a∗a‖ ≤ ‖a∗‖‖a‖ = ‖a‖2 y se
concluye que ‖a∗a‖= ‖a‖2.
Las estimaciones para la norma de Mn(C) siguen va´lidas en dimensio´n infinita,
donde Cn queda reemplazada por un espacio de Hilbert cualquiera.
Definicio´n 1.7. Un espacio de Hilbert H es un espacio C-vectorial normado y
completo (es decir, un espacio de Banach) cuya norma proviene de un producto
escalar:
‖ξ‖ :=
√
〈ξ |ξ 〉.
Con ma´s detalle: un producto escalar sobre un espacio C-vectorial asocia un
nu´mero 〈ξ |η〉 ∈ C a cada par de vectores ξ ,η , de tal manera que
? 〈η |ξ 〉= 〈ξ |η〉;
? 〈ζ |αξ +βη〉= α〈ζ |ξ 〉+β 〈ζ |η〉, para todo α,β ∈ C;
? 〈ξ |ξ 〉 ≥ 0, con igualdad si y so´lo si ξ = 0.
Fı´jese que el producto escalar 〈· | ·〉 es lineal en la segunda variable pero antilineal
en la primera variable;17 en otras palabras, es una operacio´n sesquilineal. Su tercera
propiedad dice que es definida positiva.
Al igual que Cn, cualquier espacio de Hilbert posee una base ortonormal, esto
es, una familia de vectores {e j} j∈J tales que 〈e j |ek〉= 0 para j 6= k y ‖e j‖= 1 para
todo j, donde adema´s cada vector ξ tiene una expansio´n convergente que cumple
la fo´rmula de Parseval:
ξ = ∑
j∈J
〈e j |ξ 〉e j con ‖ξ‖2 = ∑
j∈J
∣∣〈e j |ξ 〉∣∣2.
Se dice que un espacio de Hilbert es separable si posee una base ortonormal nu-
merable (finita o infinita). Un ejemplo conocido de un espacio de Hilbert separable
es H = L2(R), con producto escalar
〈 f |g〉 :=
∫ ∞
−∞
f (t)g(t)dt.
17Algunos libros de matema´tica ponen, equivocadamente, la linealidad en la primera variable.
Aunque formalmente ese ha´bito es aceptable, la fı´sica cua´ntica nos ensen˜a que la linealidad a la
derecha es ma´s acorde con las buenas costumbres.
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Definicio´n 1.8. Un ejemplo de una C∗-algebra no conmutativa esL(H), la totalidad
de aplicaciones lineales y continuas de H en H. Una aplicacio´n lineal (u operador)
T : H→ H es continua si y so´lo si su norma es finita, donde
‖T‖ := sup{|Tξ | : ξ ∈ H,‖ξ‖ ≤ 1}.
El adjunto T ∗ de un operador se define por la receta
〈ξ |T ∗η〉 := 〈Tξ |η〉, para ξ ,η ∈ H.
El producto en L(H) es la composicio´n de operadores: ST (ξ ) := S(Tξ ). En par-
ticular, es L(Cn) ' Mn(C): un isomorfismo concreto viene de elegir una base
ortonormal para Cn. Los ca´lculos hechos para Mn(C) muestran, mutatis mutan-
dis, que ‖T ∗T‖= ‖T‖2 en L(H).
I En un famoso artı´culo en 1943, Guelfand y Naı˘mark establecieron18 que estos
dos ejemplos de C∗-a´lgebras son paradigmas para toda esta familia de a´lgebras,
mediante el siguiente par de teoremas:
1. Cualquier C∗-a´lgebra conmutativa es isomorfa a C(X) para algu´n espacio
topolo´gico compacto y de Hausdorff, X;
2. Cualquier C∗-a´lgebra, conmutativa o no, es isomorfa a alguna suba´lgebra
cerrada19 de L(H), para cierto espacio de Hilbert, H.
(Hay que tomar en cuenta que esta informacio´n no es suficiente para clasificar to-
das las C∗-a´lgebras, porque hay una enorme cantidad de suba´lgebras de L(H) que
no son isomorfos entre sı´. En el caso finitodimensional, la fo´rmula (1.1) com-
prende todas las posibilidades;20 pero cuando H es infinitodimensional y separa-
ble, la clasificacio´n de todas sus suba´lgebras cerradas es una tarea de investigacio´n
abierta.)
Conviene indicar, sin dar una demostracio´n completa, co´mo se obtiene el pri-
mero de estos teoremas. Para empezar, dado un espacio X que es compacto y de
Hausdorff, ¿co´mo se puede describir un punto x∈ X en te´rminos del a´lgebra C(X)?
Hay dos opciones.
18Israel Moiseyevich Guelfand y Mark Aronovich Naı˘mark, “On the embedding of normed rings
into the ring of operators in Hilbert space”, Matematicheskii Sbornik 12 (1943), 197–213.
19Una parte Y de un espacio topolo´gico X es cerrada si su complemento X \Y es abierto. Un
conjunto cerrado contiene los lı´mites de todas sus sucesiones convergentes.
20Hay una u´nica norma sobre el a´lgebra de matrices (1.1) que cumple las propiedades de una
C∗-a´lgebra; en el caso finitodimensional, la clasificacio´n algebraica es suficiente.
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? La evaluacio´n εx : C(X)→C : f 7→ f (x) es un cara´cter del a´lgebra, es decir,
es una aplicacio´n lineal y multiplicativa (un homomorfismo de a´lgebras) no
nula, con valores escalares.
? El subespacio Ix := {g ∈C(X) : g(x) = 0} es un ideal maximal de C(X).
Como Ix = kerεx, estas dos nociones son equivalentes: el nu´cleo de un cara´cter es
un ideal maximal; el paso al cociente por un ideal maximal C(X)→C(X)/I ' C
define un cara´cter.
Lema 1.9. Sea M(C(X)) el conjunto de todos los ideales maximales de C(X). En-
tonces hay una correspondencia biunı´voca X ←→M(C(X)).
Demostracio´n. Un ideal maximal I ⊂ C(X) es por definicio´n propio, es decir, no
es todo C(X). Para ver que I debe ser Ix para algu´n x, es suficiente mostrar que toda
funcio´n g ∈ I se anula en al menos un punto x (luego, I ⊆ Ix y la maximalidad de I
muestra la igualdad).
Si esto no fuera cierto, en cada y∈X habrı´a un elemento hy ∈ I tal que hy(y) 6= 0;
por la continuidad de la funcio´n hy, valdrı´a hy(z) 6= 0 en una vecindad abierta Vy
de y. Como X es compacto, habrı´a un juego finito de puntos y1, . . . ,yk ∈ X tal que
X =Vy1 ∪·· ·∪Vyk ; ahora la funcio´n
g :=
k
∑
j=1
hy j h¯y j =
k
∑
j=1
|hy j |2
serı´a un elemento de I tal que g(z)> 0 para todo z ∈ X . Pero entonces su recı´proco
1/g serı´a tambie´n continuo, ası´ que 1 = g(1/g) ∈ I, de modo que I no serı´a propio.
Adema´s, si x 6= y, los ideales Ix e Iy no coinciden, porque siempre puede hallarse
f ∈C(X) tal que f (x) = 0 y f (y) = 1, por ser X compacto y de Hausdorff.21
Conside´rese ahora una C∗-a´lgebra conmutativa con unidad, A. El conjunto
M(A) de los ideales maximales de A es un candidato obvio para un espacio topolo´-
gico X , si se quiere mostrar que A ' C(X). Hace falta, entonces, identificar una
topologı´a sobre M(A) para que sea compacto y de Hausdorff.
Como cada I ∈M(A) es de la forma I = kerµ , donde µ : A→ C es un cara´cter
de A, se puede reemplazar I por µ y considerar M(A) como el espacio de caracteres
21Este es el llamado Lema de Urysohn: un espacio compacto y de Hausdorff X posee la propiedad
de normalidad: si x 6= y en X , hay f : X → [0,1] continua, tal que f−1(0) sea una vecindad de x
mientras que f−1(1) es una vecindad de y.
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de A. Ahora bien, cada µ ∈M(A) es, en particular, un funcional lineal sobre A. Los
funcionales lineales continuos φ : A→C forman un espacio vectorial A∗, que posee
una norma natural
‖φ‖ := sup{|φ(a)| : a ∈ A, ‖a‖ ≤ 1}.
Resulta que cualquier cara´cter µ es automa´ticamente continuo,22 con ‖µ‖= 1. En-
tonces M(A) es una parte de la bola unitaria A∗1 := {φ ∈ A∗ : ‖φ‖ ≤ 1} y esta parte
es cerrada (el lı´mite de una sucesio´n de caracteres es un cara´cter, por la continui-
dad de las operaciones algebraicas). Pero ahora hay una dificultad importante: la
bola unitaria de un espacio normado de dimensio´n infinita no es compacta, en la
topologı´a dada por la norma.23
Sin embargo, la bola A∗1 admite una topologı´a diferente en la cual sı´ es com-
pacta. Sus abiertos son uniones de intersecciones finitas de las “franjas” de la forma
{φ ∈A∗1 : |φ(b)−φ0(b)|< 1}, para b∈A, φ0 ∈A∗1. De este modo, A∗1 aparece como
una parte cerrada del producto cartesiano de intervalos reales, ∏b 6=0
[−‖b‖,‖b‖].
Un teorema ba´sico de Tijonov (1935) dice que un producto cartesiano cualquiera
de compactos es compacto,24 lo cual fue usado por Alaoglu (1940) para mostrar
que A∗1 es compacto (y de Hausdorff). En consecuencia, su parte cerrada M(A) es
tambie´n compacto y de Hausdorff en esta topologı´a de Guelfand.
Definicio´n 1.10. Sea A una C∗-a´lgebra conmutativa con unidad y sea M(A) su
espacio de caracteres, dotado de la topologı´a de Guelfand. La transformada de
Guelfand de un elemento a ∈ A es la funcio´n continua aˆ : M(A)→ C dada por
aˆ(µ) := µ(a). (1.5a)
(La definicio´n de la topologı´a de Guelfand garantiza la continuidad de esta funcio´n
22Estas propiedades de funcionales lineales y caracteres esta´n explicadas en muchos textos de
ana´lisis. Ve´ase, por ejemplo, George F. Simmons, Introduction to Topology and Modern Analysis,
McGraw-Hill, New York, 1963.
23Esta falta de compacidad de bolas unitarias en dimensio´n infinita fue descubierta por Fre´de´ric
Riesz en 1918, cuando identifico´ una sucesio´n de vectores con ‖x j‖ = 1 pero ‖x j− xk‖ ≥ 12 para
j 6= k; luego esta sucesio´n no puede tener una subsucesio´n convergente. Ve´ase la seccio´n III.2 de:
Koˆsaku Yosida, Functional Analysis, 6a edicio´n Springer, Berlin, 1980.
24¿Que´ cosa es un producto cartesiano de una cantidad no numerable de conjuntos? Para identi-
ficar uno de sus elementos, hay que elegir simulta´neamente un nu´mero no numerable de entradas.
Por tanto, la construccio´n de Tijonov usa ineludiblemente el famoso axioma de eleccio´n de la teorı´a
de conjuntos. Los trabajos corolarios de Alaoglu, Guelfand y Naı˘mark cimentaron el papel del
axioma de eleccio´n en el ana´lisis contempora´neo.
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de evaluacio´n.) La transformacio´n de Guelfand es la aplicacio´n
G : A→C(M(A)) : a 7→ aˆ. (1.5b)
El (primer) teorema de Guelfand y Naı˘mark25 dice que la transformacio´n
GA : A→C(M(A)) es biyectiva, respeta la involucio´n —esto es,
aˆ∗(µ) = aˆ(µ) = µ(a) = µ(a∗) = â∗(µ);
y adema´s es isome´trica (respeta las normas) porque
‖aˆ‖ := sup{|aˆ(µ)| : µ ∈M(A)}= ‖a‖, para todo a ∈ A.
En otras palabras, GA es un ∗-isomorfismo isome´trico entre A y C(M(A)).
Este no es el lugar para demostrar el teorema de Guelfand y Naı˘mark en de-
talle.26 Sin embargo, conviene hacer un par de aclaraciones. En primer lugar,
la transformacio´n (1.5) esta´ definida para otras a´lgebras de Banach conmutativas;
pero en general no es inyectiva ni sobreyectiva. En segundo lugar, la propiedad
isome´trica ‖cˆ‖= ‖c‖ se demuestra inicialmente para los elementos de A de la forma
c = a∗a; luego se concluye que
‖aˆ‖2 = ‖aˆ∗ aˆ‖= ‖cˆ‖= ‖c‖= ‖a∗a‖= ‖a‖2,
en vista de la fo´rmula esencial (1.3).
Los elementos de la C∗-a´lgebra A de la forma a∗a se llaman elementos posi-
tivos (admitiendo 0 = 0∗0 como elemento positivo honorario). Es evidente que, si
t > 0, entonces t(a∗a) = (
√
t a)∗(
√
t a), ası´ que el juego de elementos positivos es
invariante bajo dilataciones positivas. No es nada evidente, pero sı´ es cierto, que
la suma de dos elementos positivos de una C∗-a´lgebra es positiva: dados a,b ∈ A,
existe c ∈ A tal que a∗a+ b∗b = c∗c. [En el caso conmutativo, esto se puede ver,
una vez establecido el teorema de Guelfand y Naı˘mark, al comprobarlo cuando
A =C(X).]
I Hay una versio´n del teorema de Guelfand y Naı˘mark para C∗-a´lgebras sin
unidad. En general, si A es un a´lgebra compleja sin unidad, se forma la suma
25Este teorema es el “Lemma 1” del artı´culo citado de 1943.
26Ve´ase el libro de Simmons, op. cit. para una prueba completa. Para una discusio´n abrevia-
da de las ideas de la demostracio´n, ve´ase la seccio´n 1.2 del libro (en adelante denotado E-NCG):
Jose´ M. Gracia Bondı´a, Joseph C. Va´rilly y He´ctor Figueroa, Elements of Noncommutative Geome-
try, Birkha¨user Advanced Texts, Birkha¨user, Boston, 2001.
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directa de espacios vectoriales A+ := A⊕C, con la involucio´n obvia; su producto
se define con la receta:
(a, t)(b,u) := (ab+ tb+ua, tu) para a,b ∈ A; t,u ∈ C.
Entonces A+ es un a´lgebra con unidad (0,1), que incluye A, al identificar a ∈ A
con (a,0) ∈ A+, como suba´lgebra de codimensio´n 1. Si A es una C∗-a´lgebra, se
introduce una norma en A+ por
‖(a, t)‖ := sup{‖ab+ tb‖ : b ∈ A, ‖b‖ ≤ 1}.
Con esta norma, A+ es una C∗-a´lgebra con unidad.
Ejercicio 1.11. Verificar que ‖(a, t)∗(a, t)‖= ‖(a, t)‖2 para (a, t) ∈ A+.
Cada cara´cter µ ∈ M(A) se extiende a un cara´cter de A+ al definir µ(a, t) :=
µ(a) + t. La C∗-a´lgebra A+ posee exactamente un cara´cter extra: la aplicacio´n
(a, t) 7→ t, que extiende el functional cero sobre A. De este modo, se ve que
M(A+) = M(A)unionmulti{0},
la unio´n disjunta de M(A) con un elemento extra.
En topologı´a, hay un proceso ana´logo. Si Z es un espacio topolo´gico compacto
y de Hausdorff, la omisio´n de un elemento z0 ∈ Z produce X = Z \{z0}, que es un
espacio localmente compacto: cada elemento de X posee una vecindad compacta.
En la otra direccio´n, si X es localmente compacto (y de Hausdorff), se le puede
agregar un elemento extra∞ de modo que X+ := Xunionmulti{∞} sea compacto. Se definen
las “vecindades abiertas de ∞” como los complementos de partes compactas de X .
(Por ejemplo, en el caso X = R, se usan los conjuntos {x ∈ R : |x| > r}unionmulti {∞},
para r ≥ 0, como vecindades ba´sicas de ∞.) Este proceso X  X+ se llama la
compactificacio´n por un punto de un espacio localmente compacto.
Si X es localmente compacto (y de Hausdorff), se dice que una funcio´n continua
f : X→C se anula en el infinito si, para cada ε > 0, hay una parte compacta K⊂X
tal que | f (x)|< ε para x /∈ K. Se denota la totalidad de funciones continuas que se
anulan en el infinito por C0(X). Es evidente que cada f ∈C0(X) se puede extender
a una funcio´n continua sobre X+ al colocar f (∞) := 0. Adema´s, cualquier funcio´n
continua g : X+→C tal que g(∞) = 0 se restringe a un elemento g|X ∈C0(X). Si se
identifica el escalar z ∈ C con la funcio´n constante de valor z sobre X+, se obtiene
una correspondencia biunı´voca
C(X+)←→C0(X)⊕C.
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Adema´s, esta biyeccio´n es lineal, multiplicativa, preserva la conjugacio´n compleja
de funciones y mantiene la norma ‖g‖ := sup |g(y)| : y ∈ X+; en otras palabras, es
un ∗-isomorfismo isome´trico.
Se ha comprobado el isomorfismo C(X+) 'C0(X)+, para X localmente com-
pacto y de Hausdorff. Por otro lado, si A es una C∗-a´lgebra sin unidad, se obtiene
un homeomorfismo M(A+)≈M(A)+, al identificar el cara´cter trivial de A+ con el
“punto en el infinito” de M(A).
1.3 La equivalencia entre espacios y a´lgebras
El teorema de Guelfand y Naı˘mark establece la existencias de dos corresponden-
cias, X 7→ C(X) y A 7→ M(A), que son mutuamente inversos. Ası´ se relacionan
espacios topolo´gicos compactos y de Hausdorff, por un lado, con C∗-a´lgebras con
unidad, por el otro lado. De hecho, esta es un ejemplo importante de una equiva-
lencia de categorı´as.
Las “categorı´as” fueron introducidas en los an˜os cuarentas para formalizar co-
rrespondencias parecidas, entre distintos tipos de objetos matema´ticos.27 Es muy
importante que, adema´s de asociar los objetos subyacentes, tambie´n se asocian las
aplicaciones apropiadas entre dichos objetos. La definicio´n formal es la siguiente.
Definicio´n 1.12. Una categorı´a C consta de una clase de objetos Ob(C), acompa-
n˜ado de una familia de conjuntos HomC(A,B), uno para cada par de objetos A,B;
los elementos de HomC(A,B) se llaman morfismos de A en B. Adema´s, debe
haber una regla de composicio´n de morfismos, la cual a cada par de morfismos
f ∈HomC(A,B) y g∈HomC(B,D) les asocia un morfismo g f ∈HomC(A,D). Hay
tres requisitos obligatorios:
(a) Los conjuntos de morfismos HomC(A,B) son disjuntos: cada morfismo f
determina unı´vocamente dos objetos A,B tales que f ∈ HomC(A,B).
(b) Para cada objeto A∈Ob(C) hay un u´nico morfismo ide´ntico 1A ∈HomC(A,A)
tal que f 1A = f y 1Ag = g cuando f ∈ HomC(A,B), g ∈ HomC(D,A).
(c) La composicio´n es asociativa: si f ∈HomC(A,B), g∈HomC(B,D) y adema´s
h ∈ HomC(D,E), entonces vale
h(g f ) = (hg) f en HomC(A,E).
27El artı´culo seminal es: Samuel Eilenberg y Saunders MacLane, “General theory of natural
equivalences”, Transactions of the American Mathematical Society 58 (1945), 231–294. En este
ensayo se introdujo el te´rmino “categorı´a” por primera vez.
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Hay muchas categorı´as ya conocidas:
? Los conjuntos son objetos de una categorı´a Set; el conjunto de morfismos
HomSet(X ,Y ) es simplemente la totalidad de funciones f : X → Y .
? Los grupos son objetos de una categorı´a Gr; sus morfismos son los homo-
morfismos entre grupos.
? Los espacios vectoriales sobre un cuerpo K son objetos de una categorı´a
K-Vect, cuyos morfismos son las aplicaciones K-lineales.
? Las a´lgebras sobre K son objetos de una categorı´a K-Alg; sus morfismos
son los homomorfismos de a´lgebras, es decir, aplicaciones K-lineales que
preservan productos.
? Los espacios topolo´gicos son objetos de una categorı´a Top, cuyos morfismos
son las funciones continuas.
La categorı´a Comp de los espacios topolo´gicos compactos y de Hausdorff for-
man una subcategorı´a de esta u´ltima.28
La categorı´a C∗-AlgCom de C∗-a´lgebras unitales conmutativas tiene como mor-
fismos los llamados ∗-homomorfismos: un elemento ϕ ∈ HomC∗-AlgCom(A,B)
es una aplicacio´n C-lineal ϕ : A→ B que preserva tanto el producto como la in-
volucio´n:
ϕ(aa′) = ϕ(a)ϕ(a′), ϕ(a∗) = ϕ(a)∗,
para a,a′ ∈ A. Una propiedad importante de estos morfismos es que cada ϕ es
automa´ticamente continua,29 porque ‖ϕ(a)‖ ≤ ‖a‖ para todo a ∈ A.
I Si f : X → Y es una funcio´n continua entre dos espacios compactos y de Haus-
dorff, la composicio´n a la derecha C f : h 7→ h ◦ f lleva C(Y ) en C(X) y es fa´cil
ver que C f es un morfismo de C∗-a´lgebras; por ejemplo, se ve que (h+ h′) ◦ f =
h◦ f +h′◦ f al evaluar los dos lados en cualquier elemento x∈X . En otras palabras,
f ∈ HomComp(X ,Y ) produce C f ∈ HomC∗-AlgCom(C(Y ),C(X)). (1.6)
Del mismo modo, si ϕ : A→ B es un ∗-homomorfismo de C∗-a´lgebras unitales
conmutativas, la composicio´n Mϕ : µ 7→ µ ◦ϕ lleva cada cara´cter µ ∈M(B) en un
28Esta subcategorı´a es plena, en el sentido de que HomComp(X ,Y ) = HomTop(X ,Y ) para todo
X ,Y ∈ Ob(Comp).
29Esta propiedad no es evidente; su verificacio´n requiere el estudio del “espectro” de un elemento
de una C∗-a´lgebra.
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cara´cter µ ◦ϕ de M(A) y ası´ define una funcio´n Mϕ : M(B)→M(A). Esta funcio´n
es continua en virtud de la topologı´a de Guelfand de M(A), ya que es necesario y
suficiente que aˆ◦Mϕ : M(B)→ C sea continua para todo a ∈ A. Pero
aˆ(Mϕ(µ)) = aˆ(µ ◦ϕ) = (µ ◦ϕ)(a) = µ(ϕ(a)) = ϕ̂(a)(µ),
ası´ que aˆ ◦Mϕ = ϕ̂(a) es efectivamente una funcio´n continua sobre M(B). La
conclusio´n es que
ϕ ∈ HomC∗-AlgCom(A,B) produce Mϕ ∈ HomComp(M(B),M(A)). (1.7)
En resumen, los procesos X 7→ C(X), f 7→ C f y respectivamente A 7→ M(A),
ϕ 7→Mϕ son ejemplos de funtores (contravariantes).
Definicio´n 1.13. Un funtor covariante F : C→ D entre dos categorı´as consta de:
? una aplicacio´n Ob(C)→ Ob(D) : A 7→ FA;
? y una familia de funciones HomC(A,B)→ HomD(FA,FB) : h 7→ Fh para
todo A,B ∈ Ob(C),
que respeta unidades y preserva el orden de composicio´n:
(a) F1A = 1FA para todo A ∈ Ob(C),
(b) F(kh) = (Fk)(Fh) toda vez que h ∈ HomC(A,B), k ∈ HomC(B,C).
Un funtor contravariante (a veces llamado cofuntor) G : C→ D consta de:
? una aplicacio´n Ob(C)→ Ob(D) : A 7→ GA;
? y una familia de funciones HomC(A,B)→ HomD(GB,GA) : h 7→ Gh para
todo A,B ∈ Ob(C),
que respeta unidades y revierte el orden de composicio´n:
(a′) G1A = 1GA para todo A ∈ Ob(C),
(b′) G(kh) = (Gh)(Gk) toda vez que h ∈ HomC(A,B), k ∈ HomC(B,C).
Lema 1.14. Las dos correspondencias C : Comp→ C∗-AlgCom, respectivamente
M : C∗-AlgCom→ Comp, son funtores contravariantes.
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Demostracio´n. En vista de (1.6) y (1.7), basta comprobar las propiedades (a′) y (b′)
de la Definicio´n 1.13, en ambos casos.
Para mostrar que C 1X = 1C(X) para X compacto y de Hausdorff, so´lo hay que
notar que, para todo f : X→Y y k : Z→X continuas, las composiciones f 7→ f ◦1X
y k 7→ 1X ◦ k son triviales.
Para mostrar que M 1A = 1M(A) para A una C∗-a´lgebra unital conmutativa, so´lo
hay que notar que, para todo ϕ : A→ B y ψ : C→ A ∗-homomorfismos, las com-
posiciones ϕ 7→ ϕ ◦1A y ψ 7→ 1A ◦ψ son triviales.
Para mostrar que C(g◦ f ) =C f ◦Cg cuando f : X → Y y g : Y → Z son conti-
nuas, so´lo hay que notar que, para cada h : W → X continua, vale
C(g◦ f )(h) = h◦ (g◦ f ) = (h◦g)◦ f
=C f (h◦g) =C f (Cg(h)) = (C f ◦Cg)(h),
usando la composicio´n ordinaria de funciones continuas.
Para mostrar que M(ψ ◦ϕ) = Mϕ ◦Mψ cuando ϕ : A→ B y ψ : B→ C son
∗-homomorfismos, basta notar que, para cada ∗-homomorfismo χ : D→ A, vale
M(ψ ◦ϕ)(χ) = χ ◦ (ψ ◦ϕ) = (χ ◦ψ)◦ϕ
= Mϕ(χ ◦ψ) = Mϕ(Mψ(χ)) = (Mϕ ◦Mψ)(χ),
usando la composicio´n ordinaria de ∗-homomorfismos.
I Debe ser evidente que la composicio´n de dos funtores contravariantes es un
funtor covariante. El Lema 1.14 entonces muestra que hay dos “endofuntores” (de
una categorı´a en sı´ mismo) dados por MC : Comp→ Comp y CM : C∗-AlgCom→
C∗-AlgCom. Sin embrago, MC no es el “funtor identidad” X 7→ X , f 7→ f ; y CM
tampoco es el funtor identidad A 7→ A, ϕ 7→ ϕ .
En otras palabras, los funtores C y M no son inversos uno del otro; se puede
afirmar que las categorı´as Comp y C∗-AlgCom no son “isomorfos”. En efecto,
el concepto apropiado es bastante ma´s sutil. Se trata de dos categorı´as que son
equivalentes, en un sentido ma´s amplio que el mero isomorfismo. (Se ampliara´
este concepto en el apartado 2.6, ma´s adelante.)
Para ver que no hay pe´rdida de informacio´n al pasar de la categorı´a de espacios
Comp a la categorı´a de a´lgebras C∗-AlgCom, hay que razonar como sigue.
Sea X un espacio compacto y de Hausdorff. Si x ∈ X , la evaluacio´n f 7→ f (x)
define un cara´cter εx ∈ M(C(X)), y la funcio´n εX : x 7→ εx : X → M(C(X)) es un
homeomorfismo, es decir, una biyeccio´n continua con inverso continuo.
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Por otro lado, Si A es una C∗-a´lgebra unital conmutativa, la transformacio´n de
Guelfand GA : a 7→ aˆ : A→C(M(A)) es un ∗-isomorfismo.30
Las familias {εX : X ∈ Ob(Comp)} y {GA : A ∈ Ob(C∗-AlgCom)} dan lugar a
dos diagramas:
X
f //
εX

Y
εY

M(C(X))
MC f // M(C(Y ))
A
ϕ //
GA

B
GB

C(M(A))
CMϕ //C(M(B))
(1.8)
que son diagramas conmutativos. Por ejemplo, para ver la conmutatividad del
segundo diagrama, to´mese a ∈ A, ν ∈M(B); entonces
(CMϕ ◦GA)(a)(ν) = (CMϕ)(aˆ)(ν) =C(Mϕ)(aˆ)(ν) = aˆ(M(ϕ)(ν))
= aˆ(ν ◦ϕ) = ν(ϕ(a)) = ϕ̂(a)(ν) = (GB ◦ϕ)(a)(ν),
de modo que CMϕ ◦GA = GB ◦ϕ , en efecto. De manera similar se verifica que
MC f ◦ εX = εY ◦ f .
La conmutatividad de los diagramas (1.8) dice que las flechas verticales cons-
tituyen “morfismos entre funtores”, ε• : 1Comp→MC y G• : 1C∗-AlgCom→CM.31
Las flechas verticales son reversibles, porque cada εX [respectivamente, cada
GA] es un isomorfismo en la categorı´a apropiada. De hecho, el Lema 1.9 dice que
εX : X → M(C(X)) es una biyeccio´n (despue´s de identificar el cara´cter εy con el
ideal maximal Iy = kerεy) y no es muy difı´cil comprobar que εX y su aplicacio´n in-
versa son continuas. Por otro lado, el teorema de Guelfand y Naı˘mark dice precisa-
mente que cada GA : A→C(M(A)) es un ∗-isomorfismo isome´trico de C∗-a´lgebras.
Mediante la familia de transformaciones de Guelfand G• cada concepto rela-
cionado con espacios compactos y de Hausdorff puede emparejarse con un con-
cepto ana´logo para C∗-a´lgebras unitales conmutativas. De este modo, la topologı´a
de X puede expresarse completamente en te´rminos de la estructura algebraica de
C(X). La “topologı´a no conmutativa” entonces consiste en “olvidar” la conmuta-
tividad del a´lgebra y abarcar el estudio de la C∗-a´lgebras unitales en general.
30En general, un morfismo f ∈ HomC(A,B) se llama isomorfismo si hay otro morfismo g ∈
HomC(B,A) tal que g◦ f = 1A y f ◦g = 1B. Un homeomorfismo es un isomorfismo en la categorı´a
Comp; un ∗-isomorfismo de a´lgebras involutivas es un isomorfismo en la categorı´a C∗-AlgCom.
31Si C y D son dos categorı´as fijas, es posible crear una categorı´a Fun= Fun(C,D) cuyos objetos
son los funtores covariantes de C en D. Una transformacio´n natural, o morfismo de funtores en
HomFun(F,G) es una familia θ• = {θA : A ∈ Ob(C)}, con θA ∈ HomD(FA,GA), que entrelaza las
acciones de F y G sobre morfismos: Gh ◦θA = θB ◦Fh para h ∈ HomC(A,B). Dı´cese que θ• es un
isomorfismo natural si cada morfismo θA es invertible.
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2 Fibrados vectoriales y mo´dulos proyectivos
En esta seccio´n nos dedicaremos a averiguar que´ tipo de objeto es el ana´logo no
conmutativo de un fibrado vectorial (sobre una variedad diferencial compacta M).
La forma de hacerlo es a trave´s del teorema (o correspondencia) de Serre y
Swan,1 el cual dice que existe una equivalencia entre la categorı´a de fibrados vecto-
riales sobre una variedad diferencial compacta M y la categorı´a de mo´dulos proyec-
tivos finitamente generados sobre el a´lgebra C∞(M) de funciones suaves sobre la
variedad.
2.1 Variedades diferenciales
Una variedad diferencial es un espacio topolo´gico, cada uno de cuyos puntos posee
un vecindario que se ve como un conjunto abierto en Rn, donde el mismo n sirve
para todos estos puntos. Dichas descripciones locales se llaman cartas. Para com-
pletar la definicio´n de una variedad diferencial, hay que pedir que si dos cartas
describen vecindarios distintos de un mismo punto, entonces el cambio entre esas
descripciones locales sea “suave”.
Al valor comu´n n se le llama dimensio´n de la variedad. Intuitivamente, las
curvas son variedades diferenciales de dimensio´n uno, n = 1, las superficies son
variedades diferenciales de dimensio´n dos, n = 2, los so´lidos son variedades dife-
renciales de dimensio´n tres, n = 3, etce´tera.
Definicio´n 2.1. Sea M un espacio topolo´gico de Hausdorff, conexo2 y paracom-
pacto.3 Un atlas (o estructura diferencial) n-dimensional en M es una familia
(Uα ,ϕα)α∈A de partes abiertas Uα ⊂M y homeomorfismos ϕα : Uα → ϕα(Uα)⊆
Rn tales que:
1La versio´n original aparece en: Jean-Pierre Serre, “Faisceaux alge´briques cohe´rents”, Annals of
Mathematics 61 (1955), 197–278; en el contexto de fibrados vectoriales en variedades algebraicas
sobre cuerpos algebraicamente cerrados. Richard Swan publico´ unos an˜os ma´s tarde “Vector bun-
dles and projective modules”, Transactions of the American Mathematical Society 105 (1962), 264–
277; una versio´n complementaria, que trata de fibrados vectoriales sobre variedades diferenciales
compactas.
2En general las variedades diferenciales no tienen por que´ ser conexas, y pueden estar formadas
por diversos componentes, de modo tal que las condiciones para variedad se satisfacen en cada
componente con la misma dimensio´n n en todos.
3Dı´cese que M es paracompacto si cada cubrimiento por abiertos (Vα)α de M tiene un refi-
namiento localmente finito, i.e., un cubrimiento (Wβ )β tal que cada Wβ es una parte de algu´n Vα
y cada punto p ∈M tiene un vecindario U con U ∩Wβ 6= /0, solamente para una cantidad finita de
los β . Un espacio compacto es evidentemente paracompacto.
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? la coleccio´n (Uα)α∈A es un cubrimiento abierto de M;
? cada ϕα(Uα) es abierta en Rn y toda vez que Uα ∩Uβ 6= /0, la aplicacio´n
ϕβ ◦ϕ−1α : ϕα(Uα ∩Uβ )→ ϕβ (Uα ∩Uβ )
es un difeomorfismo entre partes abiertas de Rn.
Rn Rn
M
Uα Uβ
ϕα(Uα)
ϕα(Uα ∩Uβ )
ϕβ (Uβ )
ϕβ (Uα ∩Uβ )
ϕβ ◦ϕ−1α
ϕα ϕβ
Figura 2.1: Una funcio´n de transicio´n entre dos cartas locales
Al espacio M junto con una familia maximal4 que cumple esas dos propiedades,
se le llama una variedad diferencial de dimensio´n n. Cada par (Uα ,ϕα) es una
carta (local) de la variedad diferencial M. La aplicacio´n inversa ϕ−1α : ϕ(Uα)→Uα
se le llama parametrizacio´n local de M.
Para cada carta (Uα ,ϕα), escribimos ϕα = (x1α , . . . ,xnα) donde cada xiα : Uα →
R es una funcio´n continua. A los xiα se les llaman coordenadas locales determi-
nadas por la carta (Uα ,ϕα). Las aplicaciones suaves
ϕβ ◦ϕ−1α : ϕα(Uα ∩Uβ )→ ϕβ (Uα ∩Uβ )
4La maximalidad del atlas no es indispensable. Cualquier atlas, puede ser extendido a un atlas
maximal por el Lema de Zorn, usando el orden parcial: (U,ϕ) ≤ (V,ψ) si y so´lo si U ⊆ V y
ψ|U = ϕ . De este modo, dos atlases definen la misma variedad diferencial si su unio´n es tambie´n
un atlas, en cuyo caso se dice que los atlases (o las estructuras diferenciales) son compatibles.
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son las funciones de transicio´n de este atlas: ve´ase la Figura 2.1.
Ejemplo 2.2. Algunas variedades diferenciales:
1. El espacio euclidiano Rn con la sola carta 1Rn : Rn → Rn. En este caso el
atlas maximal esta dado por los pares (U,1U) con U abierto en Rn. En con-
secuencia, la dimensio´n de Rn como variedad diferencial coincide con su
dimensio´n como espacio vectorial.5
En forma similar, cualquier abierto U ⊂ Rn con 1U : U →U es una variedad
diferencial n-dimensional.
2. Cualquier parte abierta V de una variedad diferencial M es tambie´n una va-
riedad diferencial de la misma dimensio´n. Para cada carta (Uα ,ϕα) de M tal
que Uα ∩V 6= /0, to´mese (Uα ∩V,ϕα |V ) como una carta para V .
3. El cı´rculo S1 = {(x,y) ∈ R2 : x2+ y2 = 1} es una variedad diferencial unidi-
mensional. Unas posibles cartas esta´n dadas por
U = S1 \{(−1,0)}, ϕU = (ψ|(−pi,pi))−1,
y
V = S1 \{(1,0)}, ϕV = (ψ|(0,2pi))−1
donde ψ(t) := (cos t,sen t).
4. La esfera Sn = {(x1, . . . ,xn+1) ∈ Rn+1 : (x1)2+ · · ·+(xn+1)2 = 1}. ¿Cua´les
serı´an las cartas y cua´l es la dimensio´n? ♦
I Las cartas locales permiten trasladar la nocio´n de aplicaciones diferenciables de
Rn a las variedades diferenciales.
Definicio´n 2.3. Una aplicacio´n continua f : M → N entre variedades diferencia-
les es diferenciable si para cada carta (U,ϕ) de M y cada carta (V,ψ) de N, la
composicio´n de aplicaciones
ψ ◦ f ◦ϕ−1 : ϕ(U ∩ f−1(V ))⊂ Rm→ Rn
es diferenciable.
5Aquı´ se ha usado la notacio´n “catego´rica” de escribir 1X para denotar la aplicacio´n identidad
sobre un conjunto X . Otros autores escriben id o a veces Id, con resultados lamentables.
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Si ψ ◦ f ◦ϕ−1 es suave,6 entonces la aplicacio´n f tambie´n se le llama suave.
Usando en R la sola carta 1R : R→ R, una funcio´n continua g : M → R es
diferenciable [respectivamente, suave] si para cada carta (U,ϕ) de M la funcio´n
g◦ϕ−1 : ϕ(U)⊆ Rn→ R es diferenciable [respectivamente, suave].
I La forma natural de identificar variedades diferenciales es un difeomorfismo,
i.e., una aplicacio´n diferenciable e invertible con inverso diferenciable.7
Definicio´n 2.4. Una aplicacio´n suave f : M → N es un difeomorfismo si es una
biyeccio´n y su inverso es suave,8 en tal caso las variedades M y N se llaman difeo-
morfas. La aplicacio´n f se llama un difeomorfismo local en el punto p ∈ M si
existen vecindarios U de p y V de f (p) tales que f |U : U → V sea un difeomor-
fismo.
De la definicio´n se sigue que si (U,ϕ) es una carta local entonces ϕ : U→ϕ(U)
es un difeomorfismo.
Ejemplo 2.5. Algunas variedades diferenciales difeomorfas:
1. En R2 conside´rese {(x,0) ∈R2 : x ∈R}, el eje x, y el grafo {(x,ex) : x ∈R}
de la funcio´n f (x) = ex. La biyeccio´n obvia (x,0) 7→ (x,ex) es un difeomor-
fismo.
2. Cualesquiera dos esferas {(x1, . . . ,xn) ∈ Rn : (x1)2 + · · ·+(xn)2 = r2i } con
r1 6= 0 6= r2 son difeomorfas.
3. Si n 6= m, las esferas Sn y Sm no son difeomorfas.9 ♦
Definicio´n 2.6. Sea M una variedad diferencial de dimensio´n n. Una parte N ⊆M
es una subvariedad d-dimensional de M si para todo p∈N existe una carta (U,ϕ)
de M con p ∈U tal que ϕ(U ∩N) = (Rd×0)∩ϕ(U). En tal caso se dice que n−d
es la codimensio´n de N en M.
6Una funcio´n f : Rn → Rm es suave, o indefinidamente diferenciable, si posee derivadas par-
ciales continuas de todos los ordenes.
7Dicho de otro modo: un difeomorfismo es un isomorfismo en la categorı´a de variedades dife-
renciales.
8Algunos autores llaman difeomorfismo a una biyeccio´n diferenciable con inverso diferenciable,
sin requerir suavidad (es decir, sin hablar de derivadas parciales de orden superior). Aquı´ se usa la
categorı´a VarDif cuyos objetos son variedades diferenciales y cuyos morfismos son aplicaciones
suaves. Es factible considerar morfismos que son diferenciables una sola vez, pero se trata de una
categorı´a distinta.
9Esto no es evidente. De hecho, Sn y Sm tampoco son homeomorfas, por el llamado teorema de
invariancia del dominio.
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I Para obtener las propiedades globales de una variedad diferencial a partir de sus
cartas locales, que son copias de Rn, se puede usar el siguiente instrumento.
Definicio´n 2.7. Sea M una variedad diferencial y sea (Vα)α un cubrimiento por
abiertos de M. Una familia ( fβ )β de funciones suaves fβ : M→R es una particio´n
de la unidad, subordinada al cubrimiento (Vα)α , si:
? fβ (p)≥ 0 para cada p ∈M;
? los soportes10 Wβ := sop( fβ ) de cada funcio´n fβ forman un refinamiento
localmente finito de (Vα);
? ∑β fβ (p) = 1 para todo p ∈M.11
Teorema 2.8. Sea M una variedad diferencial. Para cada cubrimiento por abiertos
(Vα)α de M existe una particio´n de la unidad subordinada a e´l. Si M es compacta,
hay una particio´n finita de la unidad.
Demostracio´n. Sea Br := {x ∈Rn : ‖x‖< r} la bola abierta de radio r centrado en
el origen. Hay una funcio´n suave h : Rn→ R tal que
h(x) = 1 si ‖x‖ ≤ 1,
0 < h(x)< 1 si 1 < ‖x‖< 2,
h(x) = 0 si ‖x‖ ≥ 2,
Por ejemplo, to´mese h(x) := g(‖x‖), donde g : [0,∞)→ [0,1] es una funcio´n suave
tal que g(t) = 1 para 0≤ t ≤ 1 y g(t) = 0 para t ≥ 2. La existencia de una funcio´n
suave g con estas propiedades es una ejercicio esta´ndar de ca´lculo diferencial.12
Dada el cubrimiento (Vα)α de M, se puede fabricar un atlas (Uβ ,ϕβ )β para M
tal que Uβ = ϕ−1β (B3) para cada β y tal que (Uβ )β sea un cubrimiento localmente
finito de M que refina (Vα)α —esto es, para cada β hay algu´n α = α(β ) con
10Si X es un espacio topolo´gico, el soporte de una funcio´n g : X → R (o bien g : X → C) es la
clausura de la parte de X donde g no se anula: sopg := {y ∈ X : g(y) 6= 0}.
11En cada punto p ∈M, la sumatoria ∑β fβ (p) es una suma finita, en virtud de la “finitud local”
del recubrimiento (Wβ )β . Si M es compacta, se puede asumir que tanto (Vα)α como ( fβ )β sean
familias finitas.
12Es posible fabricar g con modificaciones apropiadas de la funcio´n suave f (t) := e−1/t2 si t 6= 0,
f (0) := 0. Esta funcio´n cumple f (k)(0) = 0 para todo k ≥ 1, luego no coincide con la suma de
su serie de Taylor en t = 0. Es un ejemplo de una funcio´n de una variable real que es suave pero
no analı´tica. No hay funciones de una variable compleja con dicha propiedad, lo cual implica la
inexistencia de particiones de la unidad para variedades holomorfas.
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Uβ ⊆ Vα . Si M es compacta, se puede suponer que (Vα)α y luego (Uβ )β son
cubrimiento finitos. Entonces, para p ∈M, se pone
hβ (p) :=
{
h(ϕβ (p)) si p ∈Uβ
0 si p /∈Uβ
}
y fβ (p) :=
hβ (p)
∑β hβ (p)
.
No´tese que esta definicio´n de fβ tiene sentido pues en cualquier punto p∈M resulta
que hβ (p) > 0 para algu´n β pero so´lo para una cantidad finita de los β ; de modo
que 0 <∑β hβ (p)<∞. Adema´s, resulta que sop( fβ ) = sop(hβ )⊂Uβ ⊆Vα(β ). De
este modo, las funciones ( fβ )β forman una particio´n de la unidad subordinada al
cubrimiento (Vα)α .
2.2 Fibrados vectoriales
Los fibrados vectoriales son una estructura que, intuitivamente, an˜ade a una varie-
dad una copia de un mismo espacio vectorial en cada punto, de modo que se obtiene
una nueva variedad.
Un fibrado vectorial es un caso particular de una estructura ma´s general (que se
llama simplemente fibrado).
Definicio´n 2.9. Un fibrado
pi : E F−→M
consiste de cuatro elementos: tres variedades diferenciales E,M y F llamadas res-
pectivamente el espacio total, el espacio base, y la fibra (tı´pica); y una aplicacio´n
suave y sobreyectiva pi : E → M (usualmente llamada la proyeccio´n) de modo
que:13
? para cada x ∈M, la preimagen Ex := pi−1(x) es una subvariedad diferencial
de E la cual es difeomorfa a F ; a Ex se le llama la fibra sobre x,
? pi define localmente una estructura de producto (cartesiano) sobre E en el si-
guiente sentido; cada punto de M posee un vecindario O y un difeomorfismo
ψ : pi−1(O)→ O×F,
de modo que Π1 ◦ψ = pi , donde Π1 : O×F → O es la proyeccio´n sobre el
primer factor.
13Si se considera pi como el elemento esencial del fibrado, entonces se obtiene una forma de
descomponer E en “hojas”. Si se considera F como el elemento esencial, entonces lo que se logra
es construir una nueva variedad diferencial que proyecta sobre M.
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Ejercicio 2.10. Mostrar que dimE = dimM+dimF .
Sea pi : E→M un fibrado con fibra F , y sea (Oα)α un cubrimiento del espacio
base M por abiertos de modo tal que cada pi−1(Oα) sea difeomorfo a Oα×F . Para
cada α hay un difeomorfismo
ψα : pi−1(Oα)→ Oα ×F
de modo que Π1 ◦ψα = pi . De este modo podemos escribir
ψα(b) = (x,ψα,x(b))
donde b ∈ pi−1(Oα) con x = pi(b). Ası´, ψα,x : Ex→ F es un difeomorfismo entre
la fibra sobre x y la fibra tı´pica.
Si β 6= α y Oα ∩Oβ 6= /0 entonces para cualquier x ∈ Oα ∩Oβ la fibra sobre
x se identifica con la fibra F de dos maneras; mediante ψα,x y mediante ψβ ,x. La
comparacio´n entre ambas produce un difeomorfismo
ψα,x ◦ψ−1β ,x : F → F.
Definicio´n 2.11. Para cada punto x∈Oα ∩Oβ corresponde un difeomorfismo de F ,
y ası´ una aplicacio´n ψαβ de Oα ∩Oβ hacia el grupo de difeomorfismos de F , lla-
mado la funcio´n de transicio´n sobre Oα ∩Oβ , definida mediante
ψαβ (x) := ψα,x ◦ψ−1β ,x.
Lema 2.12. Las funciones de transicio´n satisfacen
ψαβ (x) = ψβα(x)−1 para x ∈ Oα ∩Oβ ,
ψαβ ◦ψβγ(x) = ψαγ(x) para x ∈ Oα ∩Oβ ∩Oγ .
Observacio´n. En casos de intere´s la fibra F posee estructuras adicionales. Esta
estructura puede ser de espacio vectorial, de espacio con producto interno, o de
grupo de Lie,14 por ejemplo. Los difeomorfismos de F que preservan dicha estruc-
tura muchas veces forman un grupo de Lie. Se dice que la fibracio´n pi : E → M
es compatible con la estructura de F si cada fibra de E posee dicha estructura y
si adema´s cada ψα,x es un isomorfismo en el sentido apropiado, para algu´n cubri-
miento (Oα)α de M.
14Un grupo de Lie es una variedad diferencial que posee una estructura de grupo, tal que las
operaciones de producto e inversio´n sean aplicaciones suaves. Los ejemplos “cla´sicos” son los
grupos de matrices invertibles que comparten alguna propiedad particular, como por ejemplo las
matrices ortogonales, unitarias o unimodulares.
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En el siguiente ejemplo se ve co´mo usar un subgrupo G del grupo de automor-
fismos sobre F para definir un fibrado sobre M.
Ejemplo 2.13 (La cinta infinita de Mo¨bius). Sea M el cı´rculo S1, F = R la recta
real, y G el grupo de dos elementos {1,−1}, actuando en R por multiplicacio´n.
Cubramos el cı´rculo con dos partes abiertas O1, O2 cada uno difeomorfo a un in-
tervalo abierto, de modo que O1 ∩O2 es la unio´n de dos componentes disjuntas,
P y Q, cada una difeomorfa a un intervalo abierto. Sea ψ12(x) := 1 para x ∈ P
y ψ12(x) := −1 para x ∈ Q. Las condiciones para las funciones de transicio´n del
Lema 2.12 esta´n satisfechos. Definamos E como la totalidad de las clases de equi-
valencia de triples (x, i,z) donde x ∈M; i = 1 o´ 2; z ∈ F , mediante15
(x, i,z)∼ (y, j,w) si y so´lo si x = y, w = ψ ji(x)z.
El resultado es un fibrado llamado la cinta infinita de Mo¨bius. ♦
Definicio´n 2.14. Sean M y F dos variedades diferenciales. El fibrado trivial con
base M y fibra F es el fibrado que se obtiene al considerar como espacio total
la variedad diferencial E = M×F junto con la proyeccio´n sobre el primer factor
pi :=Π1.
Todo fibrado es localmente difeomorfa a un fibrado trivial mediante una trivi-
alizacio´n local ψ : pi−1(O)→ O×F . Si es posible tomar O = M “globalmente”,
el fibrado tambie´n se llama trivial. En detalle, pi : E F−→ M es un fibrado trivial si
existe un difeomorfismo ψ : E→M×F tal que Π1 ◦ψ = pi .
I Para empezar el camino hacia la algebraizacio´n de los fibrados, conviene intro-
ducir el concepto ba´sico de seccio´n.
Definicio´n 2.15. Una seccio´n del fibrado pi : E F−→M es una aplicacio´n suave
s : M→ E, tal que pi ◦ s = 1M,
15Este es un caso particular de una construccio´n ma´s general que permite recuperar un fibrado
a partir de sus funciones de transicio´n. De hecho, supo´ngase que se conoce el conjunto de fun-
ciones de transicio´n {ψαβ : α,β ∈ A} asociadas al cubrimiento (Oα)α∈A del espacio base M y que
satisfacen las propiedades del Lema 2.12. Como el espacio total to´mese el conjunto de clases de
equivalencia {(x,α,y) : α ∈ A, x ∈ Oα , y ∈ F }/∼, donde (x,α,y) ∼ (x′,β ,y′) si y so´lo si x = x′,
y′ = ψβα(x)(y). La proyeccio´n es pi[x,α,y] := x. La identificacio´n de la fibra sobre x con F se
obtiene al fijar α y de la aplicacio´n [x,α,y]→ y. Por u´ltimo, pi−1(Oα) se identifica con Oα ×F
mediante la aplicacio´n [x,α,y] 7→ (x,y).
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es decir, pi ◦ s es la aplicacio´n identidad de la base M. El conjunto de secciones
suaves16 del fibrado sera´ denotado por Γ(M,E).
La existencia de tales secciones “globales” exige un buen dia´logo con las fun-
ciones de transicio´n. Pero no hay obsta´culo si se restringe el dominio a un vecin-
dario que admite una trivializacio´n local.17 Una seccio´n local es una aplicacio´n
suave s : O→ E tal que pi ◦ s = 1O, para alguna parte abierta O de M.
Una seccio´n de un fibrado es una forma de elegir un punto s(x) en la fibra Ex
para cada punto x de la variedad base de un fibrado, de manera compatible con
las estructuras diferenciales involucradas. Grosso modo, esta eleccio´n generaliza la
nocio´n del grafo de una funcio´n.
Ejercicio 2.16. Una aplicacio´n suave de M en F puede describirse como una
seccio´n del fibrado trivial de base M y fibra F . ¿Co´mo?
Definicio´n 2.17. Un fibrado pi : E V−→M se llama fibrado vectorial18 si cada fibra
Ex es un espacio vectorial (real o complejo,19 de dimensio´n finita) y cada aplicacio´n
ψα,x de la fibra Ex a la fibra tı´pica V , la cual se puede tomar comoRk o bienCk para
algu´n k, es un isomorfismo lineal. El rango del fibrado vectorial es la dimensio´n,
k, de la fibra tı´pica.
I Se pueden formar combinaciones lineales de secciones de fibrados vectoriales
usando como coeficientes unas funciones suaves sobre la variedad base. De hecho,
16A veces conviene usar secciones que son solamente continuas, sin pedir diferenciabilidad. Al
sustituir la palabra “suave” con “continua” por doquier, es posible definir variedades topolo´gicas y
fibrados topolo´gicos: sus funciones de transicio´n serı´an homeomorfismos en vez de difeomorfismos,
etc. Cada fibrado diferencial es tambie´n topolo´gico, porque toda funcio´n suave es automa´ticamente
continua. Esta es una instancia del uso de un funtor olvidadizo de la teorı´a de categorı´as.
17En el caso particular de fibrados vectoriales, siempre existen al menos una seccio´n global: la
seccio´n cero, que asigna a cada punto x ∈M el cero del espacio vectorial Ex.
18El ejemplo por excelencia es el fibrado tangente T M a una variedad diferencial n-dimensional
M, cuya fibra sobre cada punto x ∈ M es el espacio tangente TxM. Si ϕ = (x1, . . . ,xn) es una
carta local alrededor del punto x ∈M, el espacio vectorial real TxM posee por base el conjunto de
aplicaciones lineales {(∂x1)x, . . . ,(∂xn)x} de C∞(M) enR definidas por las derivadas parciales enRn,
(∂xi)x( f ) :=
(
f ◦ϕ−1)xi(ϕ(x)).
19Si bien los fibrados vectoriales mejor conocidos en la geometrı´a diferencial, el fibrado tangente
y el fibrado cotangente de una variedad n-dimensional poseen como fibra tı´pica Rn, en la geometrı´a
no conmutativa se encuentran muchas fibrados vectoriales complejos. El contexto dira´ si es mejor
usar escalares reales o complejos.
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sea pi : E V−→ M un fibrado vectorial complejo20 y sean s1 y s2 dos secciones del
fibrado, y f1, f2 ∈C∞(M). Como para cada punto x ∈M existe un vecindario O de
x y un difeomorfismo ψ : pi−1(O)→ O×V , de modo que Π1 ◦ψ = pi , se puede
definir f1s1+ f2s2 como la seccio´n cuyo valor en x ∈M esta´ dado por
( f1s1+ f2s2)(x) := ψ−1
(
x, f1(x)Π2 ◦ψ ◦ s1(x)+ f2(x)Π2 ◦ψ ◦ s2(x)
)
, (2.1)
teniendo en cuenta que V es un espacio C-vectorial. Como pi ◦ψ−1 = Π1, se ob-
serva que pi(( f1s1+ f2s2)(x)) = x.
Para ver que dicha seccio´n esta´ bien definida, hay que mostrar que no depende
del par (O,ψ) y que es una aplicacio´n suave de M en E. Esta se comprueba en
seguida, al usar las funciones de transicio´n.
Lema 2.18. La expresio´n (2.1) define una nueva seccio´n del fibrado vectorial
pi : E V−→M.
Demostracio´n. Primero, conside´rese otro vecindario O′ de x y otro difeomorfismo
ψ ′ : pi−1(O′)→ O′×V , de modo que Π1 ◦ψ ′ = pi . Escribimos
ψ(b) = (x,ψx(b)) y ψ ′(b) = (x,ψ ′x(b)),
para b ∈ pi−1(O∩O′) con x = pi(b). Con esta notacio´n, la fo´rmula (2.1) para ψ ′ se
escribe como
( f1s1+ f2s2)(x) = ψ ′−1
(
x, f1(x)ψ ′x(s1(x))+ f2(x)ψ
′
x(s2(x))
)
.
Ambos ψx,ψ ′x : Ex → V son difeomorfismos. Su cociente produce un difeo-
morfismo ψ ′x ◦ψ−1x : V →V , la cual es adema´s una transformacio´n lineal. De este
modo, se obtiene
( f1s1+ f2s2)(x) = ψ ′−1
(
x, f1(x)ψ ′x(s1(x))+ f2(x)ψ
′
x(s2(x))
)
= ψ ′−1
(
x, ψ ′x ◦ψ−1x
(
f1(x)ψx(s1(x))+ f2(x)ψx(s2(x))
))
= ψ−1
(
x, f1(x)ψx(s1(x))+ f2(x)ψx(s2(x))
)
,
lo cual demuestra la independencia del par (O,ψ) en la definicio´n de f1s1+ f2s2.
La suavidad de la aplicacio´n f1s1 + f2s2 : M → E es consecuencia de su ex-
presio´n explı´cita (2.1), y de la suavidad de ψ , ψ−1, s1, s2, f1, f2 y las proyec-
ciones.
20La elementos de C∞(M) son funciones suaves f : M→ C, de valores complejos. Si se prefiere
trabajar exclusivamente con funciones suaves reales f : M → R, toda la discusio´n sigue va´lida al
cambiar Ck a Rk y C∞(M) a C∞(M,R).
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La conclusio´n es que el conjunto Γ(M,E) de secciones de pi : E V−→ M es un
espacio vectorial sobre C y adema´s es un mo´dulo21 sobre el a´lgebra C∞(M).
Observacio´n. La trivialidad local de un fibrado vectorial asegura la existencia de
bases de secciones locales. Dado un abierto O del espacio base M que admite una
trivializacio´n local, hay un juego de secciones locales s1, . . . ,sk : O→ pi−1(O) tales
que para cada x ∈ O, {s1(x), . . . ,sk(x)} es una base vectorial para la fibra Ex.
La naturaleza de la fibras de un fibrado vectorial nos permite realizar mu´ltiples
operaciones con los fibrados vectoriales, por ejemplo formar fibrado duales y sumas
directas o productos tensoriales de dos o ma´s fibrados vectoriales. Se examinara´
algunas de estas construcciones oportunamente.
2.3 Mo´dulos sobre anillos
En este apartado se estudiara´ los mo´dulos proyectivos sobre anillos. Los mo´dulos
son una generalizacio´n de los espacios vectoriales, si para el cuerpo (que propor-
ciona los coeficientes para las combinaciones lineales de vectores) se sustituye un
anillo cualquiera. Los mo´dulos de mayor intere´s para la geometrı´a no conmutativa
tienen una propiedad adicional, la de proyectividad, que los espacios vectoriales
poseen automa´ticamente.
Conviene recordar las definiciones de anillo y de a´lgebra (Definicio´n 1.1).
Ejemplo 2.19. El conjunto C∞(M) de funciones suaves (de valores complejos)
sobre una variedad diferencial M es un anillo conmutativo.22 De hecho, C∞(M) es
un a´lgebra sobre C. ♦
Definicio´n 2.20. Un A-mo´dulo derecho E sobre un anillo A es un grupo abeliano
(E,+) junto con una operacio´n E ×A→ E (llamada multiplicacio´n escalar) de
modo tal que para todo a,b ∈ A y x,y ∈ E se satisfacen:
? (x+ y)a = xa+ ya;
21Los mo´dulos esta´n discutidos ampliamente en la pro´xima subseccio´n.
22Por definicio´n, un anillo posee un elemento unidad 1. En C∞(M), esta es la funcio´n constante
de valor 1 ∈ C. Si M no es compacta, el anillo C∞(M) es muy grande y es preferible reemplazarlo
por C∞0 (M) =C
∞(M)∩C0(M), las funciones suaves que se anulan en el infinito; ve´ase la discusio´n
al final del apartado 1.2. (Cualquier variedad diferencial es localmente compacta.) Ahora bien,
C∞0 (M) no es unital si M no es compacta: las funciones constantes no ceros no se anulan en el
infinito. En parte para evitar los llamados “anillos sin unidad”, conviene limitarnos por ahora al
caso de variedades compactas.
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? x(a+b) = xa+ xb;
? x(ab) = (xa)b;
? x1 = x para la unidad 1 de A (i.e., todos nuestros mo´dulos son unitarios).
En forma similar se definen los A-mo´dulos izquierdos.23 Si B es otro anillo, dı´cese
que E es un B-A-bimo´dulo si E es un mo´dulo derecho sobre A y a la vez es un
mo´dulo izquierdo sobre B y si adema´s las acciones de B y A conmutan: b(xa) =
(bx)a para todo x ∈ E, a ∈ A, b ∈ B.
Si el anillo A es conmutativo, cada A-mo´dulo a la derecha E resulta ser tambie´n
un A-mo´dulo a la izquierdo (y vice versa) al poner ax := xa para a ∈ A, x ∈ E. En
este caso, se habla de “A-mo´dulo” sin ambigu¨edad.
Si A es un cuerpo, un A-mo´dulo es, ni ma´s ni menos, un espacio vectorial
sobre A.
Una funcio´n f : E → E ′ entre dos A-mo´dulos (derechos) es un homomor-
fismo24 de A-mo´dulos (o bien un A-homomorfismo) si para todo a,b∈ A y x,y∈ E
se tiene que
f (xa+ yb) = f (x)a+ f (y)b.
Un epimorfismo (monomorfismo, isomorfismo, respectivamente) de A-mo´dulos
es un A-homomorfismo sobreyectivo (inyectivo, biyectivo, respectivamente).
Ejercicio 2.21. Comprobar que el espacio Γ(M,E) de secciones de un fibrado vec-
torial pi : E V−→M es un mo´dulo sobre C∞(M).
Ejemplo 2.22. Conside´rese el espacio vectorial Cn como la totalidad de “vectores
de columna” con n entradas. Este es un mo´dulo izquierdo para el a´lgebra de ma-
trices B = Mn(C), bajo el producto de matrices por columnas. Por otro lado, la
multiplicacio´n por escalares xλ = λx hace de Cn un C-mo´dulo derecho; entonces
Cn es un Mn(C)-C-bimo´dulo. ♦
I Cualquier espacio K-vectorial (finitodimensional) posee una base, es decir, un
juego (finito) de vectores que genera el espacio vectorial y a la vez es linealmente
independiente. Estas dos propiedades de una base no se generalizan a A-mo´dulos
23Algunos textos de a´lgebra hablan de A-mo´dulos (a la izquierda) y de mo´dulos-A (a la derecha).
Es mejor evitar semejante pedanterı´a, pero resulta u´til nombrar las categorı´as de estos mo´dulos
como AMod y ModA, respectivamente.
24En el caso particular de espacios vectoriales sobre cuerpos, los homomorfismos son precisa-
mente las transformaciones lineales.
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cualesquiera. Sin embargo, hay dos clases de mo´dulos que admiten familias fini-
tas de elementos espaciales: los mo´dulos libres y ma´s ampliamente, los mo´dulos
proyectivos. (Cada mo´dulo libre es proyectivo.)
Definicio´n 2.23. Si E es una A-mo´dulo derecho, una parte X genera E si25
E = {x1a1+ · · ·+ xnan : n ∈ N, x j ∈ X , a j ∈ A}.
En particular, si E tiene una parte generante X de cardinalidad finita, se dice que E
es finitamente generado como A-mo´dulo derecho.
Si adema´s el conjunto X es A-linealmente independiente, esto es, si la relacio´n
x1a1 + · · ·+ xnan = 0 para todo x j ∈ X , a j ∈ A implica necesariamente que cada
a j = 0, se dice que X es una base de E. Un A-mo´dulo derecho E se llama libre si
y so´lo si posee una base.
Ejemplo 2.24. En contraste con el caso de espacios vectoriales, un A-mo´dulo no
posee una base necesariamente (si A no es un cuerpo). Por otro lado, si An denota
la totalidad de columnas con n entradas que son elementos de A, entonces An es
un A-mo´dulo derecho con una base esta´ndar. En efecto, sea u j la columna cuya
j-e´sima entrada es 1 y cuyas dema´s entradas son 0. Entonces u1a1+ · · ·+unan es
la columna (a1, . . . ,an)>, la cual es nula26 si y so´lo si cada a j = 0.
Si J es un conjunto arbitrario (no necesariamente finita), hay un A-mo´dulo libre
A(J) =
⊕
j∈J A cuya base tiene la cardinalidad de J. Esta es una suma directa27 de
copias de A, indexada por los elementos de J. ♦
Definicio´n 2.25. La suma directa E⊕F de dos A-mo´dulos derechos E y F es la
totalidad de pares ordenados {(x,y) : x ∈ E, y ∈ F }. La operacio´n de suma y la
accio´n de A se definen “entrada por entrada”, como es de esperar:
(x1,y1)+(x2,y2) := (x1+ x2,y1+ y2), (x,y)a := (xa,ya) para a ∈ A.
Es usual identificar E con E⊕0 y F con 0⊕F , para poder considerar E y F como
submo´dulos de E⊕F .
25Las expresiones x1a1+ · · ·+xnan se llaman combinaciones lineales de los elementos x1, . . . ,xn,
por supuesto. Para n = 0, el elemento nulo 0 ∈ E se cuenta como una “combinacio´n lineal vacı´a”.
26La notacio´n > significa transpuesta. A veces se escribe columnas como transpuestas de filas.
27Se emplea la notacio´n AJ =∏ j∈J A para el producto cartesiano de |J| copias de A; sus elementos
son todas las funciones j 7→ a j de J en A. Los elementos de AJ tales que a j = 0 excepto por una
cantidad finita de ı´ndices j forman la llamada suma directa, denotada por A(J).
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Si H es un A-mo´dulo derecho isomorfo a E⊕F , se dice que H es “una” suma
directa28 de E y F . Por ejemplo, es A2 ' A⊕A y ma´s generalmente, se ve que
Am+n ' Am⊕An.
De igual manera, se define la suma directa de tres o ma´s A-mo´dulos derechos;
por ejemplo, se define E⊕F⊕G := {(x,y,z) : x ∈ E, y ∈ F,z ∈ G}. Hay isomor-
fismos evidentes (E⊕F)⊕G' E⊕F⊕G' E⊕ (F⊕G).
Definicio´n 2.26. Un A-mo´dulo derecho E es proyectivo si es un sumando directo
de un A-mo´dulo derecho libre. En otras palabras, E es proyectivo si (y so´lo si) hay
un A-mo´dulo libre L y si hay otro A-mo´dulo derecho F tales que E⊕F ' L.
Fı´jese que todo A-mo´dulo libre L es proyectivo: basta tomar F = 0, porque
L⊕0' L.
Ejemplo 2.27. He aquı´ un ejemplo tı´pico de un A-mo´dulo derecho proyectivo pero
no necesariamente libre. Conside´rese An como A-mo´dulo derecho libre y sea p ∈
Mn(A) una matriz tal que p2 = p; se dice que p es un elemento idempotente del
anillo Mn(A). Defı´nase
E := pAn ≡ { px : x ∈ An }, (2.2)
donde px denota el producto de la matriz p por la columna x; el resultado es la
columna cuya i-e´sima entrada es ∑nj=1 pi jx j ∈ A. Es ma´s o menos evidente que E
es un A-submo´dulo derecho de An, porque (px)a = p(xa) para todo a ∈ A.
La relacio´n p2 = p implica que la matriz 1− p∈Mn(A) es tambie´n idempotente:
(1− p)2 = 1−2p+ p2 = 1−2p+ p = 1− p.
defı´nase F := (1− p)An = {x− px : x ∈ An }. Entonces F es otro A-submo´dulo
derecho de An. Si z ∈ E ∩F , entonces z = py = x− px para algunos x,y ∈ An. Esto
implica que
z = py = p2y = pz = px− p2x = px− px = 0.
Se concluye que E ∩F = 0. Adema´s, cada elemento x ∈ An cumple la ecuacio´n
x = px+(x− px) ∈ E⊕F.
Se concluye que E⊕F ' An; luego, E es proyectivo. ♦
28Los textos de a´lgebra hacen alarde de una distincio´n entre la suma directa externa E⊕F , que es
la definicio´n actual, y una suma directa interna: este es un A-mo´dulo derecho H que incluye copias
de E y F como submo´dulos que satisfacen E ∩F = 0. Hay un isomorfismo evidente (E⊕F)' H.
El punto de vista catego´rico desprecia las distinciones entre objetos isomorfos.
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Este ejemplo es “tı´pico” porque cada A-mo´dulo derecho proyectivo y finita-
mente generado tiene esta forma. Si E es generado por un juego finito de sus
elementos {x1, . . . ,xn}, hay un A-homomorfismo sobreyectivo φ : An→ E determi-
nado por φ(u j) := x j para j = 1, . . . ,n. Es posible mostrar que hay un idempotente
q = q2 ∈Mn(A) tal que qAn = kerφ como submo´dulos de An; y que (1− q)An '
imφ ' E. Entonces es cuestio´n de tomar p := 1−q. Para los detalles, remitimos a
cualquier texto de a´lgebra superior.29
I La siguiente caracterizacio´n de mo´dulos proyectivos por “diagramas y flechas”
suele ser bastante u´til.
Lema 2.28. Las siguientes condiciones son equivalentes:
(a) E es un A-mo´dulo proyectivo;
(b) dados dos A-homomorfismos f : E → G y g : F → G con g sobreyectivo,
existe un A-homomorfismo h : E→ F tal que g◦h = f . En otras palabras, el
siguiente diagrama conmuta:30
E
f

h




F
g // G // 0
(c) toda sucesio´n exacta corta
0 // C
f // D
g // E // 0 (2.3)
(i.e., f es un monomorfismo, g es un epimorfismo y kerg = im f ) de A-homo-
morfismos de mo´dulos, escinde (i.e., D'C⊕E).
Demostracio´n. Ad(b) =⇒ (c): Dada la sucesio´n exacta corta (2.3), hay un dia-
grama conmutativo cuya flecha vertical es 1E :
E
1E

h
 
 
 
 
0 //C // D
g // E // 0,
29Hay un tratamiento muy detallado en: Lekh R. Vermani, An Elementary Approach to Homolo-
gical Algebra (Chapman & Hall/CRC Press, Boca Raton, FL, 2003). Para un bosquejo ma´s terso,
ve´ase el apartado 2.A del libro E–NCG.
30En el diagrama la fila inferior es exacta en G: la sobreyectividad de g dice que img = G =
ker(G→ 0).
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La existencia de h : E → D tal que g ◦ h = 1E viene de la condicio´n (a). Defı´nase
un A-homomorfismo j : C⊕E → D por j(c⊕ e) := f (c)+ h(e). Si j(c⊕ e) = 0
entonces f (c) = −h(e) y 0 = g f (c) = −gh(e) = −e de donde e = 0; y adema´s
c ∈ ker f = 0; luego j es inyectivo. Por otra parte, cualquier d ∈ D cumple g(d−
h(g(d))) = 0, ası´ que d− h(g(d)) ∈ kerg = im f ; luego existe c ∈ C con f (c) =
d− h(g(d)) y por tanto es posible escribir d = f (c)+ h(g(d)) = j(c⊕ g(d)); se
concluye que j es tambie´n sobreyectivo. En resumen, j es un isomorfismo entre
C⊕E y D.
Ad(c) =⇒ (a): Todo mo´dulo proyectivo E es la imagen bajo un homomor-
fismo de un mo´dulo libre. Si el conjunto {x j : j ∈ J } genera E, sea L := AJ , un
A-mo´dulo libre con la “base esta´ndar” {e j : j ∈ J }. Entonces hay un homomor-
fismo sobreyectivo q : L→ E determinado por q(e j) := x j para todo j. Ahora, si
K = kerq, entonces la sucesio´n corta de A-homomorfismos
0 // K i // L
q // E // 0,
donde i es la inclusio´n de K en L, es exacta. La condicio´n (b) dice que hay un
isomorfismo L' K⊕E, ası´ que E es proyectivo.
Ad(a) =⇒ (b): Si existe un A-mo´dulo libre L y un A-mo´dulo K tales que
L'K⊕E, sea q : L→E el A-homomorfismo sobreyectivo dado por (k,e) 7→ e y sea
i : E → L el A-homomorfismo inyectivo dado por e 7→ (0,e); fı´jese que q◦ i = 1E .
Conside´rese el siguiente diagrama de A-homomorfismos de mo´dulos:
L
q //
h′


 E
f

h




F
g // G // 0.
Como L es libre y por ende proyectivo, hay un A-homomorfismo h′ : L→ F tal
que g◦h′ = f ◦q. Ahora sea h : E → F el A-homomorfismo compuesto h := h′ ◦ i.
Entonces g◦h = g◦h′ ◦ i = f ◦q◦ i = f .
2.4 Operaciones con fibrados vectoriales
A continuacio´n desarrollamos una poco de intuicio´n sobre la relacio´n entre fibrados
vectoriales y mo´dulos proyectivos.
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Definicio´n 2.29. Sean pi1 : E ′
V−→M y pi2 : E ′′ W−→M dos fibrados vectoriales sobre
la misma base, de rangos respectivos k y l. Su suma de Whitney es el fibrado
vectorial con base M, de rango k+ l, cuya fibra sobre x ∈M es la suma directa
E ′x⊕E ′′x = pi−11 (x)⊕pi−12 (x)'V ⊕W.
Para completar la descripcio´n de este fibrado, hay que describir su estructura
local como producto cartesiano. Si (O′β )β y (O
′′
γ )γ son cubrimientos por abiertos
de M que admiten trivializaciones locales de E ′ y E ′′ respectivamente, tienen un
refinamiento comu´n formado por todas las intersecciones no vacı´as O′β ∩O′′γ . De
este modo, se construye un atlas (Oα ,ϕα)α de M que trivializa los dos fibrados
dados simulta´neamente.
El espacio total E de la suma de Whitney es el conjunto
E := {(e′,e′′) : e′ ∈ E ′, e′′ ∈ E ′′, pi1(e′) = pi2(e′′)}.
Ası´, e′ ∈ E ′x y e2 ∈ E ′′x quedan en dos fibras sobre el mismo punto x = pi1(e′) =
pi2(e′′) de M. Defı´nase la aplicacio´n pi : E → M mediante pi(e′,e′′) := pi1(e′) =
pi2(e′′). Para dotar a E de estructura de variedad diferencial, conside´rese el atlas
formado por las cartas (Uα , ϕ̂α)α donde Uα := pi−1(Oα) y ϕ̂α : Uα → Rn+k+l esta´
dado por dado por
ϕ̂α(e′,e′′) :=
(
ϕα(x),ψ ′α,x(e
′),ψ ′′α,x(e
′′)
)
,
donde x = pi(e′,e′′), mientras ψ ′α,x : E ′x → V ' Rk y ψ ′′α,x : E ′′x →W ' Rl son los
isomorfismos lineales31 determinados por las trivializaciones locales de E ′ y E ′′.
De este modo, pi : E V⊕W−−−→M es un fibrado vectorial con fibras Ex ' E ′x⊕E ′′x .
Sus trivializaciones locales son las aplicaciones
ψα : Uα → Oα × (V ⊕W ) : (e′,e′′) 7→ (x,ψ ′α,x(e′),ψ ′′α,x(e′′)).
Es usual escribir E ′⊕E ′′ := E para denotar el espacio total de la suma de Whitney.
Los fibrados vectoriales reales y complejos son los objetos de dos categorı´as,
VectR y VectC, con los siguientes morfismos. (Para mayor comodidad, omitimos
la mencio´n explı´cita del cuerpo R o C.)
31En la notacio´n, se ha supuesto que las fibras tı´picas V y W son espacios vectoriales reales. Si
se trata de fibrados vectoriales complejos, cada ϕ̂α lleva Uα en Rn+2k+2l .
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Definicio´n 2.30. Un morfismo entre fibrados vectoriales pi : E V−→M, pi ′ : E ′ V ′−→M′
es un par de funciones suaves f : E→ E ′ y g : M→M′ tal que g◦pi = pi ′ ◦ f y para
cada x ∈M, la restriccio´n de f a las fibras Ex→ E ′g(x) es una transformacio´n lineal:
E
f //
pi

E ′
pi ′

M
g // M′
Ex
f |Ex //
pi

E ′g(x)
pi ′

{x} g // {g(x)}
Un tal morfismo es invertible si f y g son biyecciones suaves con inversos suaves
f−1 : E ′ → E, g−1 : M′ → M, en cuyo caso ( f−1,g−1) es un morfismo inverso
de ( f ,g); dı´cese que ( f ,g) es un isomorfismo de fibrados y que estos dos fibra-
dos son isomorfos. Para que haya isomorfismo, es necesario que dimE = dimE ′,
dimM = dimM′ y que los rangos coincidan.
En el caso particular en que M = M′ y g = 1M, se obtiene una subcategorı´a32
Vect(M) de fibrados vectoriales con base M, cuyos morfismos de denotan simple-
mente por f en vez de ( f ,1M):
E
f //
pi
3
33
33
3 E ′
pi ′








M
Ex
f |Ex //
pi
3
33
33
33
3
E ′g(x)
pi ′




{x}
Un isomorfismo en esta categorı´a se le llama una equivalencia de fibrados vecto-
riales sobre M. Obse´rvese que un fibrado vectorial pi : E V−→M es trivial si y so´lo si
es equivalente al fibrado Π1 : M×V V−→M.
I En la categorı´a Vect(M), la suma de Whitney cumple el mismo papel de la suma
directa en la categorı´a An de anillos. Hay un “objeto cero”, el cual es el fibrado
nulo 1M : M
0−→ M de rango cero, usualmente denotado por 0. Para cada fibrado
vectorial pi : E−→M podemos identificar M con la subvariedad s0(M) de E, donde
s0 es la seccio´n global nula. Ası´, el fibrado nulo se identifica con un subfibrado33
32Por definicio´n, una subcategorı´a D de una categorı´a C consta de una subclase de objetos
de C, denotada Ob(D) y partes HomD(A,B) ⊆ HomC(A,B) para todo A,B ∈ Ob(D), tales que:
(a) 1A ∈ HomD(A,A) para todo A ∈ Ob(D); (b) si f ∈ HomD(A,B) y g ∈ HomD(B,E), entonces
g f HomD(A,E). Estas condiciones garantizan que D sea tambie´n una categorı´a.
33Un subfibrado de un fibrado vectorial pi : E−→M es un fibrado vectorial pi ′ : E ′−→M tal que
E ′ es una subvariedad de E, pi|E ′ = pi ′ y para todo x∈M la fibra E ′x es una subvariedad de la fibra Ex.
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de cada fibrado vectorial. Hay morfismos inyectivos f ′ : e′ 7→ (e′,s′′0 ◦ pi ′(e′)) y
f ′′ : e′′ 7→ (s′0 ◦pi ′′(e′′),e′′), con s′0 y s′′0 las respectivas secciones nulas; y tambie´n
hay morfismos sobreyectivos g′ : (e′,e′′) 7→ e′ y g′′ : (e′,e′′) 7→ e′′ tales que las dos
composiciones:
0−→E ′ f
′
−→E ′⊕E ′′ g
′′
−→E ′′−→0,
0−→E ′′ f
′′
−→E ′⊕E ′′ g
′
−→E ′−→0,
sean sucesiones exactas cortas34 de fibrados vectoriales sobre M.
I El siguiente resultado permite concluir que un morfismo entre fibrados vectoria-
les es un isomorfismo si su restriccio´n a cada fibra es un isomorfismo de espacios
vectoriales.
Lema 2.31. Si f es un morfismo entre fibrados vectoriales pi : E→M y pi ′ : E ′→M
(con la misma base) cuya restriccio´n a cada fibra fx : Ex→ E ′x es un isomorfismo
de espacios vectoriales, entonces los fibrados vectoriales son equivalentes ( f es un
isomorfismo).
Demostracio´n. Basta mostrar que f es un difeomorfismo entre las variedades dife-
renciales E y E ′ (lo cual garantiza que f−1 : E ′ → E es suave). De la teorı´a de
variedades diferenciales se sabe35 que es suficiente mostrar que dy f es un isomor-
fismo entre los espacios tangentes TyE y Tf (y)E ′, para cada y ∈ E. Como ambas
variedades diferenciales E y E ′ poseen la misma dimensio´n, ambos espacios tan-
gentes TyE y Tf (y)E ′ poseen la misma dimensio´n. Basta, entonces, mostrar que cada
dy f es un monomorfismo. De la relacio´n pi ′ ◦ f = pi se obtiene d f (y)pi ′ ◦dy f = dypi
por la regla de la cadena. Si dy f (v) = 0, entonces dypi(v) = 0, lo cual implica que
v queda en el subespacio TyEpi(y) de TyE.36 Hay una identificacio´n natural entre los
34Si f : A→ B y g : B→C son morfismos de anillos, el triple A f−→B g−→C se dice exacto en B
si kerg = im f . Una cadena de dos o ma´s morfismos que es exacta en cada anillo intermedio se
llama una sucesio´n exacta. Una sucesio´n exacta corta es de la forma 0−→A f−→B g−→C−→0;
su exactitud dice que f es inyectiva, g es sobreyectiva y adema´s kerg = im f . Este concepto tiene
sentido en cualquier categorı´a abeliana, como Vect(M), por ejemplo.
35La diferencial dh de una aplicacio´n h : M→ N entre variedades diferenciales es una familia de
aplicaciones lineales dh(x)≡ dxh : TxM→ Th(x)N, para x ∈M, entre los espacios tangentes corres-
pondientes. Los diferenciales cumplen la regla de la cadena d(g◦h)x = dh(x)g◦dxh.
36Como pi es una proyeccio´n, dypi : TyE→ Tpi(y)M es sobreyectiva para todo y∈E. Por el teorema
del rango, dim(kerdypi) es igual a la dimensio´n de cada fibra. De la definicio´n de dppi y de la regla
de la cadena se concluye que Ty(pi−1(pi(y))) = TyEpi(y) esta´ incluido en kerdypi .
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espacios vectoriales TyEpi(y) ≡ Epi(y). Como cada restriccio´n de f a las fibras es un
isomorfismo lineal, podemos identificar estos espacios con E ′pi ′( f (y))≡ Tf (y)E ′pi ′( f (y))
mediante v 7→ dy f (v), de modo que v = 0.
Lema 2.32. Sobre una misma base M, toda sucesio´n exacta corta
0 // E ′
f // E
g // E ′′ // 0 (2.4)
de fibrados vectoriales escinde: el te´rmino medio es la suma Whitney de sus dos
vecinos, E ' E ′⊕E ′′.
Observacio´n. Antes de demostrar el lema, conviene hacer algunas observaciones
sobre su enunciado.
Para cada x ∈M, la respectiva sucesio´n de restricciones a las fibras
0 // E ′x
f |E′x // Ex
g|Ex // E ′′x // 0 (2.5)
es una sucesio´n exacta corta de aplicaciones lineales entre espacios vectoriales. En
particular k′+ k′′ = k, g es sobreyectiva y f es inyectiva, dado que la restriccio´n a
las fibras es una transformacio´n lineal.
El cero 0 al inicio y al final de la sucesio´n (2.4) representa el fibrado trivial
M×0→M de rango cero. De este modo, 0→ E ′ es la aplicacio´n que envı´a cada
punto (x,0)∈M×0 hacia el punto en τ ′0(x)∈ pi ′−1(x)⊂ E ′, donde se usa la seccio´n
(global) nula τ ′0 del fibrado vectorial E
′ → M. En forma ana´loga, la aplicacio´n
E ′′→ 0 envı´a cada punto b′′ ∈ E ′′ al punto (pi ′′(b′′),0) ∈M×0.
Por exactitud en el nodo E, se entiende que g◦ f (b′) = τ ′′0 (x), para todo b′ ∈ E ′
con pi ′(b′) = x. Aquı´, τ ′′0 es la seccio´n (global) nula del’ fibrado vectorial E
′→M.
Demostracio´n. Como para cada x ∈ M, el espacio vectorial E ′′x es un mo´dulo li-
bre, se sabe del lema 2.28 que la sucesio´n exacta corta (2.5) escinde. Entonces
resulta que Ex ' E ′x⊕E ′′x para cada x, aunque eso no es suficiente para garantizar la
equivalencia deseada de fibrados vectoriales E ' E ′⊕E ′′.
To´mese un cubrimiento abierto (Oα)α de M Localmente finito, por ser M
paracompacto) de modo que los fibrados vectoriales E ′, E y E ′′ son triviales so-
bre cada Oα (ve´ase la Definicio´n 2.29). Para cada x ∈ M, elı´jase Oα que con-
tiene x, junto con los difeomorfismos correspondientes ψ ′ : pi ′−1(Oα)→ Oα ×V ,
ψ : pi−1(Oα)→ Oα × (V ⊕W ) y ψ ′′ : pi ′′−1(Oα)→ Oα ×W .
La exactitud de la sucesio´n corta de fibrados sobre la base Oα ,
0 // (pi ′)−1(Ox)
f // pi−1(Ox)
g // (pi ′′)−1(Ox) // 0 (2.6)
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con las respectivas restricciones, es una consecuencia de la exactitud de (2.4). De
este modo, la sucesio´n corta asociada
0 // Ox×V f˜ // Ox× (V ⊕W ) g˜ // Ox×W // 0 (2.7)
de fibrados vectoriales triviales, con f˜ := ψ ◦ f ◦ψ ′−1 y g˜ := ψ ′′ ◦ g ◦ψ−1, es
tambie´n exacta.
Al identificar Oα× (V ⊕W ) con la suma de Whitney (Oα×V )⊕ (Oα×W ), es
inmediato que la sucesio´n (2.7) escinde. Usando los difeomorfismos locales,
pi ′−1(Oα)⊕pi ′′−1(Oα) ψ
′⊕ψ ′′−−−−→Oα ×V ⊕Oα ×W 'Oα × (V ⊕W ) ψ
−1
−−→ pi−1(Oα),
se concluye que la sucesio´n (2.6) tambie´n escinde. Ası´, para cada α hay un mor-
fismo de fibrados vectoriales invertible entre pi−1(Oα) y pi ′−1(Oα)⊕ pi ′′−1(Oα).
De la observacio´n que sigue a la demostracio´n del Lema 2.28, se sabe que existe
un morfismo jα : (pi ′′)−1(Oα)→ pi−1(Oα) tal que g◦ jx = 1pi ′′−1(Oα ).
Sea (hα)α una particio´n de la unidad subordinada al cubrimiento localmente
finito (Oα)α de M. Ahora defı´nase un morfismo j : E ′′→E mediante j :=∑α hα jα .
De este modo g◦ j = 1E y podemos concluir que E ' E ′⊕E ′′.
Lema 2.33. Si pi : E V−→M es un fibrado vectorial con M compacto, entonces existe
otro fibrado vectorial pi ′ : E ′ W−→ M tal que E ⊕E ′ sea equivalente a un fibrado
trivial.
Demostracio´n. Por hipo´tesis, podemos asumir que existe un cubrimiento finito
{O1, . . . ,Om} de M de modo que el fibrado vectorial E es trivial sobre cada Oi.
Si el rango de este fibrado es k, por la trivialidad local existen secciones locales
si1, . . . ,sik : Oi→ E tales que si1(x), . . . ,sik(x) son linealmente independientes para
cada x ∈ Oi. Elı´jase una particio´n de la unidad {h1, . . . ,hm} subordinada al cubri-
miento {O1, . . . ,Om}; entonces cada hisi j se anula fuera de Oi.
Defı´nase una aplicacio´n g : M×Ckm → E mediante g(x, t) := ∑i, j ti jhisi j(x).
Por su definicio´n, g es un morfismo sobreyectivo de fibrados,37 por lo cual podemos
formar la sucesio´n exacta corta, donde E ′ := kerg:
0 // E ′
f // M×Ckm g // E // 0
37La aplicacio´n g es sobreyectiva porque para cada y ∈ E existe una seccio´n s con y =
s(pi(y)) —ve´ase la demostracio´n de unicidad en la Proposicio´n 2.45— y con x = pi(y), los
{hisi1(x), . . . ,hisik(x)} expanden la fibra Ex.
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donde f es la inclusio´n cano´nica. Se obtiene E ⊕E ′ ' E ′⊕E ' M×Ckm, del
Lema 2.32.
Observacio´n. Las hipo´tesis del enunciado se satisfacen si M es una variedad dife-
rencial, no necesariamente compacta. No es evidente, pero sı´ es cierto, que para un
fibrado vectorial dado E−→M, es posible encontrar un cubrimiento abierto finito
de M que trivializa el fibrado (es decir, cada E|Oi−→Oi es un fibrado vectorial
trivial).38 La finitud de un tal cubrimiento es evidente si M es compacta.
Lema 2.34. Si E = E ′⊕E ′′ es una suma de Whitney de fibrados vectoriales sobre
M, entonces Γ(M,E) = Γ(M,E ′)⊕Γ(M,E ′′) como mo´dulos sobre C∞(M).
Demostracio´n. En la notacio´n de la Definicio´n 2.29, si s ∈ Γ(M,E) entonces es
posible definir s′ ∈ Γ(M,E ′) y s′′ ∈ Γ(M,E ′′) mediante
s′(x) :=Π1 ◦ s(x), s′′(x) :=Π2 ◦ s(x), para todo x ∈M,
donde Π1 : E ′⊕ E ′′ → E ′, Π2 : E ′⊕ E ′′ → E ′′ son las sobreyecciones naturales.
Como resultado se identifican s(x)↔ (s′(x),s′′(x)) ∈ E ′x⊕E ′′x para todo x ∈ M, y
entonces
Γ(M,E)' Γ(M,E ′)⊕Γ(M,E ′′).
Corolario 2.35. Si pi : E V−→M es un fibrado vectorial sobre una variedad diferen-
cial compacta M, entonces su C∞(M)-mo´dulo de secciones Γ(M,E) es finitamente
generado y proyectivo.
Demostracio´n. De la suma de Whitney E⊕E ′ 'M×Ckm se obtiene la suma di-
recta de mo´dulos de secciones Γ(M,E)⊕Γ(M,E ′)' Γ(M,M×Ckm). Ahora bien,
una seccio´n del fibrado trivial M×Ckm−→M es simplemente un juego de km fun-
ciones f1, . . . , fkm : M → C, de modo que Γ(M,M×Ckm) ' C∞(M)km. En otras
palabras, Γ(M,E) es un sumando directo del C∞(M)-mo´dulo libre de rango km; lo
cual establece su proyectividad.
La generacio´n finita de Γ(M,E) sigue de la demostracio´n del Lema 2.33. De
hecho, las secciones {hisi j : i = 1, . . . ,m; j = 1, . . . ,k} generan Γ(M,E).
Ejemplo 2.36. Veamos ahora como encontrar el idempotente p asociado (por el
Ejemplo 2.27) al C∞(M)-mo´dulo de secciones Γ(M,E) de un fibrado vectorial de
rango r sobre una variedad diferencial compacta M.
38Para una demostracio´n, ve´ase el Teorema 7.5.16 de: Lawrence Conlon, Differentiable Mani-
folds, 2a edicio´n, Birkha¨user, Boston, 2001.
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En este caso A = C∞(M) y se identifica Ar ≡ Γ(M,M×Cr).39 Se busca una
matriz cuadrada p ∈Mk(C∞(M)) para algu´n k, tal que p2 = p y
Γ(M,E)' pAk ≡ { px : x ∈ Ak }.
Por hipo´tesis, existe un cubrimiento finito {O1, . . . ,Om} de M tal que el fi-
brado vectorial E es trivial sobre cada Oi. Tambie´n existen funciones no negativas
f1, . . . , fm tales que { f 21 , . . . , f 2m} es una particio´n de la unidad subordinada a este
cubrimiento; en particular, se cumple f 21 + · · ·+ f 2m = 1.
Para cada funcio´n de transicio´n ψi j : Oi ∩O j → GL(r,C), defı´nase la funcio´n
pi j := fi f jψi j, de modo tal que
m
∑
k=1
pik pk j =
m
∑
k=1
fi f 2k f jψikψk j = fi f j
( m
∑
k=1
f 2k
)
ψi j = pi j.
To´mese como p = p2 la matriz mr×mr en Mmr(C∞(M)) cuyas entradas son es-
tos pi j.
Si s es una seccio´n en Γ(M,E), entonces la restriccio´n de s a cualquier Oi coin-
cide con una seccio´n local si, de modo que si =ψi js j sobre Oi∩O j. De esta manera,
s puede considerarse como el vector columna s = ( f1s1, . . . , fmsm)> ∈C∞(M)mr tal
que
ps =
m
∑
k=1
(p1k fksk, . . . , pmk fksk)> =
m
∑
k=1
( f1 f 2k ψ1ksk, . . . , fm f
2
k ψmksk)
>
=
m
∑
k=1
( f1 f 2k s1, . . . , fm f
2
k sm)
> = s.
Esta identificacio´n muestra que Γ(M,E)' pAmr. ♦
2.5 La correspondencia de Serre y Swan
La asociacio´n que envı´a un fibrado vectorial pi : E V−→ M de base compacta a su
C∞(M)-mo´dulo de secciones Γ(M,E) es biunı´voca, como se vera´ en esta seccio´n.
Esta asociacio´n nos permite expresar las propiedades geome´tricas de un fibrado
vectorial en un lenguaje algebraico. Como muestra un boto´n!
Lema 2.37. Un fibrado vectorial pi : E V−→M es trivial si y so´lo si su C∞(M)-mo´dulo
de secciones Γ(M,E) es libre.
39O bien C∞(M,R)r ≡ Γ(M,M×Rr), en el caso real.
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Demostracio´n. Sea φ : E → M×V un isomorfismo de fibrados vectoriales y sea
{e1, . . . ,ek} una base vectorial de V . Para cada x ∈M, defı´nase si(x) := φ−1(x,ei).
El conjunto {s1, . . . ,sk} es una base para el C∞(M)-mo´dulo Γ(M,E) y por tanto
este mo´dulo es libre.
Para el recı´proco, si Γ(M,E) es un mo´dulo libre con base {s1, . . . ,sk}, entonces
la aplicacio´n φ : E→M×Ck dada por
k
∑
i=1
t isi(x) 7−→ (x, t1, . . . , tk)
es un isomorfismo de fibrados vectoriales.
Ejercicio 2.38. Verificar los detalles de la demostracio´n del Lema 2.37.
Corolario 2.39. Si E es un C∞(M)-mo´dulo libre con un nu´mero finito k de ge-
neradores, entonces E es isomorfo como C∞(M)-mo´dulo al mo´dulo de secciones
del fibrado trivial M×Ck. Dicho de otro modo: existe un fibrado vectorial cuyo
mo´dulo de secciones es isomorfo a E.
Teorema 2.40. Para M una variedad diferencial compacta (y conexa), un C∞(M)-
mo´dulo P es isomorfo al mo´dulo de secciones Γ(M,E) de un fibrado vectorial
pi : E→M sobre M si y so´lo si P es finitamente generado y proyectivo.
Demostracio´n. Por el Corolario 2.35, el mo´dulo de secciones Γ(M,E) de todo fi-
brado vectorial pi : E−→M es proyectivo y finitamente generado.
Ahora sea P un C∞(M)-mo´dulo proyectivo y finitamente generado cualquiera.
Hay que fabricar un fibrado vectorial pi : E−→M tal que P sea isomorfo al mo´dulo
de secciones Γ(M,E).
Por el lema 2.28, P es un sumando directo de un C∞(M)-mo´dulo libre y por el
Corolario 2.39, podemos tomar dicho mo´dulo libre como el mo´dulo de secciones
Γ(M,M×V ) del fibrado trivial M×V , donde dimV = k para algu´n k. Escribimos
Γ(M,M×V ) = P⊕Q, para algu´n C∞(M)-mo´dulo Q.
Para cada x ∈M defı´nase Ex := { p(x)∈V : p∈ P} y Fx := {q(x)∈V : q∈Q}.
Veamos que Ex⊕Fx = V . Para b ∈ V sea s ∈ Γ(M,M×V ) una seccio´n tal que
s(x)= (x,b) y escrı´base s=: p+q con p∈P y q∈Q. Ası´, b= p(x)+q(x)∈Ex+Fx.
Por otra parte, si b ∈ Ex∩Fx, entonces b = p(x) = q(x) para algunos p ∈ P y q ∈Q
y (p− q)(x) = 0. Como M×V es un fibrado trivial, existe una base global de
secciones {s1, . . . ,sk} de modo que
p−q =
k
∑
i=1
f isi =
k
∑
i=1
f i pi+
k
∑
i=1
f iqi
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para algunas funciones f i ∈C∞(M) y cada si = pi+qi ∈ P⊕Q. Sin perder genera-
lidad, se puede asumir que f i(x) = 0 para i = 1, . . . ,k. Como P∩Q = 0 se ve que
p = ∑ki=1 f i pi. Ası´, b = p(x) = 0 y por ende Ex∩Fx = 0.
Veamos ahora que la unio´n disjunta E :=
⊎
x∈M Ex de todos los Ex, x ∈ M,
constituye un fibrado vectorial sobre M (de hecho, un subfibrado de M×V ) y que
P coincide con su mo´dulo de secciones Γ(M,E).
Primero, la dimensio´n de Ex no depende de x. Sea d = dimEx y sean p1, . . . , pd
secciones en P tales que los p1(x), . . . , pd(x) generan el espacio vectorial Ex. Basta
con usar la continuidad de las secciones para concluir que en un vecindario U
de x los p1(y), . . . , pd(y) son linealmente independientes40 para todo y ∈U . Ası´,
dimEy ≥ dimEx mientras y ∈ U . Un argumento similar muestra que dimFy ≥
dimFx. Como dimEy + dimFy = k es constante, se concluye que dimEx es una
funcio´n localmente constante. Como M es conexa, esta es una constante global.41
Segundo, si {p1(x), . . . , pd(x)} es una base para Ex para algu´n x ∈M, entonces
el conjunto {p1(y), . . . , pd(y)} forma una base para el espacio Ey para todo y en
un vecindario de x, por lo cual los Ex poseen localmente una base que depende
suavemente de x y por tanto podemos identificarlos con una parte abierta de Gk,d ,
el grassmanniano.42
Tercero, P coincide con Γ(M,E). Por construccio´n, es P ⊆ Γ(M,E). Si s ∈
Γ(M,E)⊆ Γ(M,M×V ), existen p ∈ P, q ∈ Q con s = p+q. Como Ex∩Fx = 0 y
s(x)− p(x) = q(x) para todo x ∈M, se concluye que q= 0 y por lo tanto s ∈ P.
40En una base para Ex los vectores p1(x), . . . , pd(x) poseen una representacio´n matricial cuyo
determinante es diferente de cero (pues son linealmente independientes). Como la funcio´n deter-
minante es continua, y cada pi es continuo, se obtiene una funcio´n continua que no se anula en el
punto x. De ahı´ que hay un abierto U 3 x tal que el determinante de la representacio´n matricial de
los p1(y), . . . , pd(y) no se anula para todo y ∈U .
41Por definicio´n, una funcio´n f : X → Y entre espacios topolo´gicos es localmente constante si
cada x ∈ X posee un vecindario V tal que f |V sea contante. Por lo tanto, f es constante en cada
componente conexo de X ; o bien, en todo X si X es conexo.
42El espacio grassmanniano Gn,m es el conjunto de todos los subespacios m-dimensionales
de Rn. Al tomar coordenadas (x1,x2, . . . ,xn) en Rn y al ser U la totalidad de los subespacios de
dimensio´n m que satisfacen el sistema de ecuaciones xm+i = ∑mj=1 ai jx j, para i = 1, . . . ,n−m, con
ϕ : U → Rm(n−m) la aplicacio´n que envı´a cada subespacio a los coeficientes del sistema, se obtiene
una carta local (U,ϕ). Para cubrir el espacio Gn,m basta con permutar el orden de las coordenadas.
La compatibilidad de las cartas se obtiene de la dependencia suave de las soluciones del sistema
sobre sus coeficientes. Como resultado, Gn,m es una variedad diferencial de dimensio´n m(n−m).
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2.6 Una equivalencia de categorı´as
El teorema de Serre y Swan puede expresarse de modo elegante como una equi-
valencia de categorı´as. Recordemos la Definicio´n 1.12 de una categorı´a. Cabe
preguntar ahora que´ significa que dos categorı´as sean “esencialmente la misma”.
Definicio´n 2.41. Dos categorı´as C y D son equivalentes si hay un funtor F : C→D
que satisface las siguientes condiciones:
? F es pleno: para todo A,B ∈ Ob(C), la aplicacio´n h 7→ Fh : Hom(A,B)→
Hom(FA,FB) es sobreyectiva;
? F es fiel: para todo A,B ∈ Ob(C), esa aplicacio´n es inyectiva; y
? F es esencialmente sobreyectivo: para todo D ∈ Ob(D), existe A ∈ Ob(C)
tal que FA y D son isomorfos.43
En tal caso dı´cese que el funtor F es una equivalencia entre las categorı´as C y D.
Ejemplo 2.42. Al final de la subseccio´n 1.3 se construyo´, avant la lettre, una
equivalencia entre las categorı´as Comp y C∗-AlgCom. Dada un funtor F : C→ D
que cumple las propiedades de la Definicio´n 2.41, no es difı´cil construir un funtor
G : D→ C con las mismas propiedades, el cual, aunque no sea un inverso strictu
sensu de F, sı´ es un “inverso hasta isomorfismo”, en el siguiente sentido. Si 1C
es la identidad tanto sobre los objetos como los morfismos de la categorı´a C, hay
isomorfismos naturales44 entre funtores GF ' 1C y FG' 1D.
Los dos funtores C : Comp→C∗-AlgCom y M : C∗-AlgCom→Comp, definidos
anteriormente, son equivalencias de categorı´as. ♦
Ejemplo 2.43. La coleccio´n de mo´dulos (a la derecha) sobre un anillo A, junto con
sus A-homomorfismos, forma una categorı´a denotada por ModA. Los A-mo´dulos
proyectivos finitamente generados forman una subcategorı´a plena ModPFGA. ♦
Hay un funtor evidente entre la categorı´a Vect(M) de fibrados vectoriales de
base M, y la categorı´a ModC∞(M) de mo´dulos (a la derecha) sobre el anillo A =
C∞(M).
43Esto es: hay un morfismo invertible en HomD(FA,D).
44Ve´ase la u´ltima nota al pie de la subseccio´n 1.3.
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Ejemplo 2.44. La aplicacio´n Γ que asigna a un fibrado vectorial45 pi : E V−→M su
C∞(M)-mo´dulo de secciones Γ(M,E), y a cada morfismo f : E → E ′ —esto es,
f ∈ HomVect(M)(E,E ′)— le asigna el C∞(M)-homomorfismo de mo´dulos Γ f que
envı´a cada seccio´n s∈ Γ(M,E) a la seccio´n Γ f (s)∈ Γ(M,E ′) dada por Γ f (s) : x 7→
f (s(x)), o bien Γ f (s) := f ◦ s.
En efecto, hemos definido un funtor Γ : Vect(M)→ModC∞(M).
La igualdad Γ1E = 1Γ(M,E) es evidente. Para verificar que para cada f en
HomVect(M)(E,E ′) se obtiene un elemento Γ f en HomModC∞(M)(Γ(M,E),Γ(M,E
′)),
debemos comprobar la C∞(M)-linealidad de s 7→ f ◦s. En efecto, si s1,s2 ∈Γ(M,E)
y h ∈C∞(M), entonces
Γ f (s1+hs2) = f ◦ (s1+hs2) = f ◦ s1+h f ◦ s2 = Γ f (s1)+hΓ f (s2)
por la C-linealidad de cada fx : Ex→ E ′f (x), esto es, f (h(x)s2(x)) = h(x) f (s2(x)).
Por ende, Γ f es un C∞(M)-homomorfismo de mo´dulos.
Por u´ltimo, si f : E → E ′ y g : E ′→ E ′′ son morfismos de fibrados vectoriales,
entonces
Γ(g◦ f )(s) = (g◦ f )◦ s = g◦ ( f ◦ s) = Γg(Γ f (s)) para s ∈ Γ(M,E),
ası´ que Γ(g ◦ f ) = Γg ◦Γ f . En fin, las correspondencias E 7→ Γ(M,E), f 7→ Γ f
cumplen las propiedades de un funtor covariante. ♦
Proposicio´n 2.45. Para cada dos fibrados vectoriales pi : E V−→ M y pi ′ : E ′ W−→ M
sobre una variedad compacta M, el funtor Γ determina una biyeccio´n entre los
morfismos en HomVect(M)(E,E ′) y en HomModC∞(M)(Γ(M,E),Γ(M,E
′)).
Demostracio´n. Vamos a mostrar que para cada C∞(M)-homomorfismo de mo´dulos
ϕ ∈ HomModC∞(M)(Γ(M,E),Γ(M,E ′)) existe un u´nico morfismo de fibrados vecto-
riales f ∈ HomVect(M)(E,E ′) tal que Γ f = ϕ .
Para la unicidad: si f , f ′ : E → E ′ cumplen Γ f = Γ f ′, entonces para toda
seccio´n s ∈ Γ(M,E) y todo x ∈M se verifica f (s(x)) = f ′(s(x)). Ahora si b ∈ E,
entonces b ∈ Ex para x = pi(b) ∈ M. Si O es un abierto alrededor de x sobre el
cual podemos trivializar E localmente, es fa´cil definir una seccio´n local s : O→ E
con s(x) = b. Al multiplicar s por una funcio´n suave que se anule fuera de O y
de valor 1 en x, se extiende s a una seccio´n global con valor b en x. Por lo tanto,
f (b) = f ′(b) para todo b ∈ E y se concluye que f = f ′.
45Serı´a ma´s correcto denotar este funtor por Γ(M,−) y ası´ se hace en algunos textos. Aquı´
dejamos fija la base M para poder simplificar un poco la notacio´n.
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Para la existencia: si ϕ es un C∞(M)-homomorfismo de mo´dulos entre Γ(M,E)
y Γ(M,E ′) y si b ∈ E, entonces b ∈ Ex para algu´n x ∈ M. Justo como en el
pa´rrafo anterior, existe una seccio´n s ∈ Γ(M,E) tal que s(x) = b. Defı´nase f (b) :=
ϕ(s)(x) ∈ E ′x. Hay que comprobar que f esta´ bien definido, que f es un morfismo
de fibrados vectoriales de E en E ′ y que Γ f = ϕ .
Si s y s′ son dos secciones de E con s(x) = s′(x) entonces (s− s′)(x) corres-
ponde al punto (x,0) bajo cualquier trivializacio´n local de E. Como la restriccio´n
a cada fibra es una transformacio´n lineal, tambie´n ϕ(s− s′)(x) corresponde al
punto (x,0) bajo cualquier trivializacio´n local de E ′. De este modo, se ve que
ϕ(s)(x) = ϕ(s′)(x), por lo cual f esta´ bien definido.
Por su definicio´n, pi = pi ′ ◦ f y es fa´cil verificar que la restriccio´n de f a cada fi-
bra es una transformacio´n lineal. Para concluir que f es un morfismo entre fibrados
vectoriales; falta verificar que f sea suave. Sea O un vecindario de x sobre el cual
tanto E como E ′ son triviales. Como la suavidad es un asunto local, basta verificar
que la restriccio´n de f a pi−1(O) es suave.
Para t ∈ Γ(O,pi−1(O)) y x ∈ O se ve que
f
∣∣
pi−1(O)(t(x)) = ϕO(t)(x), (2.8)
donde ϕO es un C∞(O)-homomorfismo entre Γ(O,pi−1(O)) y Γ(O,(pi ′)−1(O))) in-
ducido46 por ϕ . Como estos dos mo´dulos son libres (gracias al Lema 2.37), pode-
mos elegir bases para cada uno de ellos de modo que podemos representar ϕO
como una matriz sobre el anillo C∞(O). Por la relacio´n (2.8), esta misma matriz
representa a la restriccio´n de f a pi−1(O); por lo tanto, dicha restriccio´n es suave.
Por u´ltimo, Γ f (s)(x) = f (s(x)) = ϕ(s)(x), para todo s ∈ Γ(M,E) y x ∈M. Por
lo tanto Γ f (s) = ϕ(s) para todo s y entonces Γ f = ϕ .
46Sea A un anillo conmutativo y S ⊂ A una parte multiplicativa (contiene al 1, no contiene al
0 y es cerrado bajo multiplicacio´n). En el conjunto A× S se define la relacio´n de equivalencia
(a,s) ∼ (a′,s′) si y so´lo si existe s′′ ∈ S tal que s′′(as′− a′s) = 0. La totalidad S−1A de las clases
de equivalencia [a,s] =: a/s es un anillo bajo la suma y producto usuales de fracciones, llamado la
localizacio´n del anillo A sobre S. Hay un homomorfismo cano´nico A→ S−1A : a 7→ a/1.
Si P es un A-mo´dulo se define similarmente S−1P := (P× S)/∼ con (p,s) ∼ (p′,s′) si y so´lo si
existe s′′ ∈ S tal que s′′(s′p− sp′) = 0. Esta es la localizacio´n de P sobre S.
En resumen, a cada parte multiplicativa S ⊂ A se le asigna un funtor de la categorı´a ModA a la
categorı´a ModS−1A.
Ahora bien, si O es un abierto en M y si S = { f ∈ C∞(M) : f (x) = 0 para x ∈ O}, entonces
S−1C∞(M) = C∞(O) y el homomorfismo cano´nico C∞(M)→ C∞(O) coincide con la restriccio´n
f 7→ f |O. Dejamos la verificacio´n de los detalles al lector, quien puede consultar: Jet Nestruev,
Smooth Manifolds and Observables, Graduate Texts in Mathematics 220 (Springer, Berlin, 2003).
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Observacio´n. Por el Teorema 2.40, el funtor Γ entre las categorı´as Vect(M) y
ModPFGC∞(M) es esencialmente sobreyectivo. Por la Proposicio´n 2.45, el funtor
Γ es tanto pleno como fiel. Es decir, las categorı´as Vect(M) y ModPFGC∞(M) son
equivalentes.
I En estas notas utilizamos mo´dulos sobre el a´lgebra C∞(M). En su trabajo ori-
ginal,47 Swan considero´ fibrados vectoriales topolo´gicos pi : E−→M sobre una
base compacta M (las trivializaciones locales son continuas pero no necesariamente
suaves), junto con sus secciones continuas Γcont(M,E), que forman un mo´dulo so-
bre el a´lgebra C(M) de funciones continuas; obtuvo una equivalencia de categorı´as
entre Vecttop(M) y ModPFGC(M).
I Motivados por estas equivalencias, nos atrevemos a definir un fibrado vecto-
rial no conmutativo como un A-mo´dulo (derecho) proyectivo y finitamente gene-
rado E para un a´lgebra A, no necesariamente conmutativa. En general, A sera´ una
suba´lgebra densa de una C∗-a´lgebra A.
47La referencia es: Richard G. Swan, “Vector bundles and projective modules”, Transactions of
the American Mathematical Society 105 (1962), 264–277.
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3 El cı´rculo S1
Continuando con las motivaciones sobre la geometrı´a no conmutativa como una
geometrı´a sin puntos, en esta seccio´n desarrollamos un caso particular de uno de los
resultados centrales de la geometrı´a no conmutativa.1 Trabajando sobre el cı´rculo
S1, vamos a ver como es posible recuperar la distancia d(p,q) entre dos puntos p
y q (usualmente la longitud del arco ma´s corto que los une), como el supremo
sup{| f (p)− f (q)| : f ∈A, ‖ f ′‖∞ ≤ 1}= d(p,q),
donde A en una suba´lgebra del a´lgebra de funciones continuas sobre el cı´rculo.
El cı´rculo S1 como parte de R2 es tradicionalmente descrito en los cursos de
ca´lculo como el lugar geome´trico de los puntos (x,y) que satisfacen la ecuacio´n
x2+ y2 = 1. Si deseamos tomar como base el plano complejo, podemos identificar
el cı´rculo S1 con el conjunto de puntos z ∈ C tales que |z| = 1, y gracias a la
fo´rmula de Euler, estos puntos z ∈ S1 satisfacen z = eiθ , para algu´n θ ∈ R, donde
para obtener unicidad de dicha representacio´n serı´a necesario restringir la variable
θ a un intervalo semiabierto de longitud 2pi .
Como parte de C (o bien de R2), el cı´rculo S1 hereda una topologı´a que lo hace
un espacio de Hausdorff y compacto. Ma´s au´n, como vimos en el ejemplo 2.2,
S1 posee una estructura de variedad diferencial unidimensional. Como tal, pode-
mos considerar el a´lgebra C∞(S1) de funciones suaves sobre S1. Si so´lo tomamos
en cuenta su naturaleza como espacio topolo´gico, podemos considerar un a´lgebra
ma´s amplia, C(S1), la cual consiste so´lo de las funciones continuas de S1 en C.
Evidentemente, C∞(S1)⊂C(S1).
3.1 Una complecio´n de C(S1)
Sobre el espacio vectorial C(S1) podemos definir el producto escalar
〈 f |g〉 := 1
2pi
∫ pi
−pi
f (eiθ )g(eiθ )dθ =
1
2pii
∫
S1
f (z)g(z)
dz
z
, (3.1)
1Este resultado aparece por primera vez en: Alain Connes, “Compact metric spaces, Fredholm
modules, and hyperfiniteness”, Ergodic Theory and Dynamical Systems 9 (1989), 207–220.
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el cual hemos normalizado para obtener2
〈zk | zl〉= 1
2pi
∫ pi
−pi
ei(l−k)θ dθ =
{
1 si k = l,
0 si k 6= l.
Es decir, el conjunto de funciones {z 7→ zk : k ∈ Z} es una familia ortonormal en
C(S1), con la norma inducida por el producto escalar (3.1),
‖ f‖22 := 〈 f | f 〉=
1
2pi
∫ pi
−pi
| f (eiθ )|2 dθ . (3.2)
El espacio de funciones f : S1→C tales que ‖ f‖2 <∞ suele denotarse L2(S1).
Si f ,g ∈ L2(S1) son tales que
1
pi
∫ pi
−pi
| f (eiθ )−g(eiθ )|2 dθ = 0,
no es necesariamente cierto que f sea igual a g, por ejemplo si f (eiθ ) 6= g(eiθ ) so´lo
en una cantidad contable de puntos eiθ . Vale la pena entonces identificar estas dos
funciones. Se declara una relacio´n de equivalencia en L2(S1) al tomar f ∼ g si y
so´lo si ‖ f −g‖2 = 0. Estas clases de equivalencia forman un espacio normado,3 que
se denota L2(S1). Este es un espacio normado completo, segu´n el teorema de Riesz
y Fischer4 de hecho, en vista de que ‖ f‖22 = 〈 f | f 〉 por (3.1), este es un espacio de
Hilbert.
Ahora bien, si dos funciones continuas f ,g ∈ C(S1) cumplen ‖ f − g‖2 = 0,
entonces la funcio´n continua no negativa θ 7→ | f (eiθ )− g(eiθ )|2 es ide´nticamente
cero. Por tanto, cada clase de equivalencia en L2(S1) contiene a lo sumo un solo
representante continuo. Dicho de otro modo, la aplicacio´n f 7→ [ f ] : C(S1) →
2Gracias a la fo´rmula de Euler:
1
2pi
∫ pi
−pi
ei(l−k)θ dθ =
1
2pi
∫ pi
−pi
cos(l− k)θ dθ + i
2pi
∫ pi
−pi
sin(l− k)θ dθ .
3El espacio cociente L2(S1)/∼ hereda la seminorma (3.2), en vista de la desigualdad triangular;
y por definicio´n, ‖ f‖2 = 0 implica f ∼ 0, ası´ que la clase de f es nula en L2(S1).
4Frigyes Riesz (1880–1956), matema´tico hu´ngaro, alcanzo´ la fama con su “teorema de repre-
sentacio´n de Riesz” (1909), en la cual mostro´ que cada funcional lineal continuo sobre C([a,b]) es
una integral de Stieltjes con respecto a alguna funcio´n de variacio´n acotada sobre el intervalo [a,b].
El austriaco Ernst Sigismund Fischer (1875–1954) completo´, en 1907, un trabajo anterior de Riesz,
al estudiar a fondo la convergencia de funciones en la norma del integral del cuadrado; en particular,
mostro´ la completitud del espacio L2([a,b]).
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L2(S1) es inyectiva. Entonces, se acostumbra cometer el pecado venial de llamar
“funciones” a los elementos de L2(S1), al escribir f en vez de [ f ]. De este modo,
se considera C(S1) como un subespacio vectorial de L2(S1), sin ambigu¨edad, y es
permisible escribir C∞(S1)⊂C(S1)⊂ L2(S1).
El espacio normado C(S1) no es completo en la norma (3.2). De hecho, con-
side´rese la sucesio´n de funciones continuas fn : S1→ C dadas por
fn(eiθ ) :=

∣∣∣2θpi ∣∣∣n si − pi2 ≤ θ ≤ pi2 ,
1 si −pi ≤ θ ≤−pi2 o´ pi2 ≤ θ ≤ pi,
y sea f la funcio´n que vale 0 para −pi2 < θ < pi2 y 1 en cualquier otro punto. Por la
simetrı´a θ ↔−θ de los integrandos, se obtiene
‖ fn− f‖22 =
2
pi
∫ pi/2
0
(
2θ
pi
)2n
dθ =
∫ 1
0
t2n dt =
1
2n+1
−→0 cuando n→ ∞.
Por lo tanto, ( fn)n es una sucesio´n que converge en la norma ‖ · ‖2 a la funcio´n f .
En particular, ( fn)n es una sucesio´n de Cauchy —con respecto a esta norma— en
C(S1) cuyo lı´mite es una funcio´n discontinua; y no hay funcio´n continua alguna
que sea equivalente a esta f en el sentido antedicho.5
I Es legı´timo preguntarse ¿co´mo se puede verificar que la complecio´n de C(S1)
en la norma ‖ · ‖2 es todo L2(S1)?
Dado que el conjunto de funciones {z 7→ zk : k ∈ Z} es una familia ortonormal
en C(S1), con respecto a la norma (3.2), una forma natural de responder a esta
pregunta es generar un espacio —necesariamente un subespacio de L2(S1)— con
dichos elementos y luego tratar de identificarlo.
Con un poco ma´s de generalidad, supo´ngase que hay una familia ortonormal
contable de funciones (uk)k en un espacio de Hilbert H y conside´rese un elemento
de H generado por los uk de la forma ∑k akuk, con ak ∈ C. Entonces∥∥∑k akuk∥∥22 = 〈∑k akuk ∣∣ ∑k arur〉= ∑k |ak|2, (3.3)
al usar la continuidad del producto escalar en H. Por lo tanto, los posibles coefi-
cientes de una tal serie deben de formar una sucesio´n de cuadrado sumable en C.
Al retomar el caso uk(z) = zk en L2(S1), se llega a la siguiente definicio´n.
5En la seccio´n 1.2, se considero´ otra norma sobre el espacio C(S1), es decir, la norma del
supremo (1.2). Resulta que C(S1) sı´ es completo en esa norma, la cual define la topologı´a de
convergencia uniforme sobre C(S1). Por un teorema cla´sico de Weierstrass, un lı´mite uniforme de
funciones continuas es continua, sea en un intervalo compacto real [a,b] o bien en S1. De esta forma
se aprende que la norma ‖ · ‖2 no es equivalente a la norma del supremo.
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Definicio´n 3.1. Para una funcio´n f ∈L2(S1) se definen sus coeficientes de Fourier
(ak)k mediante
ak := 〈zk | f 〉= 12pi
∫ pi
−pi
e−ikθ f (eiθ )dθ =
1
2pii
∫
S1
zk f (z)
dz
z
.
Si la serie
F f (z) := ∑
k∈Z
akzk (3.4)
es convergente en la norma (3.2), se le llama la serie de Fourier para la funcio´n f .
A las sumas parciales ∑nk=−m akz
k se les llama polinomios de Fourier de f .
Observacio´n. De (3.3), si F f es convergente en la norma (3.2), entonces sus coe-
ficientes forman una sucesio´n de cuadrado sumable. Por la desigualdad triangular,
las funciones sobre S1 cuyas series de Fourier convergen en la norma (3.2) forman
un subespacio vectorial de L2(S1). En el corolario 3.2 se vera´ que este subespacio
es todo L2(S1).
Para una funcio´n f ∈ L2(S1) y cualesquiera nu´meros bk ∈ C,∥∥∥∥ f − n∑
k=−m
bkzk
∥∥∥∥2
2
=
1
2pi
∫ pi
−pi
∣∣∣∣ f (eiθ )− n∑
k=−m
bkeikθ
∣∣∣∣2 dθ
= ‖ f‖22+
n
∑
k=−m
|bk|2− (a¯kbk +akb¯k)
= ‖ f‖22+
n
∑
k=−m
|ak−bk|2−|ak|2. (3.5)
De este modo, la integral es mı´nima cuando bk = ak, los coeficientes de Fourier de
f , y en dicho caso ∥∥∥∥ f (z)− n∑
k=−m
akzk
∥∥∥∥2
2
= ‖ f‖22−
n
∑
k=−m
|ak|2. (3.6)
Corolario 3.2. La suma parcial ∑nk=−m akz
k de la serie de Fourier (3.4) de una
funcio´n f (z) es la que minimiza el lado izquierdo de (3.5). Adema´s, los coeficientes
de Fourier ak de f satisfacen
‖F f‖22 = ∑
k∈Z
|ak|2 ≤ ‖ f‖22.
En particular, si f ∈ L2(S1), la serie de Fourier F f es convergente en la norma
(3.2) y define un elemento de L2(S1).
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Observacio´n. En general, para cualquier familia ortonormal (uk)k en un espacio de
Hilbert H, para cualquier f ∈ H es va´lida la desigualdad
∑
k
∣∣〈uk | f 〉∣∣2 ≤ ‖ f‖22
y se le conoce como desigualdad de Bessel.
Lema 3.3. Si (bk)k es una sucesio´n de cuadrado sumable enC, entonces existe una
funcio´n f ∈L2(S1) tal que los bk son precisamente los coeficientes de Fourier de f
y adema´s
∑
k∈Z
|bk|2 = ‖ f‖22.
Demostracio´n. Basta con definir la funcio´n f := ∑bkzk. Esta funcio´n tal vez no
converge puntualmente en S1, pero tiene sentido como lı´mite de sumas parciales
en L2(S1). Por construccio´n, los bk son los coeficientes de Fourier de f y dado
que los zk forman una familia ortonormal completa,6 resulta ‖ f‖22 = ∑ |bk|2 y f ∈
L2(S1).
Por (3.6), la convergencia a f de la serie de Fourier de f en la norma (3.2) es
equivalente a la identidad de Parseval:
‖F f‖22 = ∑
k∈Z
|ak|2 = ‖ f‖22, (3.7)
i.e., el caso de igualdad en la desigualdad de Bessel. La identidad de Parseval es
va´lida en todo espacio de Hilbert H con una familia ortonormal completa (uk)k:
∑
k
∣∣〈uk | f 〉∣∣2 = ‖ f‖22.
Este u´ltimo argumento es la parte central del llamado Teorema de Riesz y Fischer.7
En resumen, dada una funcio´n f ∈ L2(S1), la serie F f converge (en norma)
precisamente a la funcio´n f . Se ve, entonces, que los monomios zk generan un
subespacio denso de L2(S1).
6Una familia ortonormal (uk)k en un espacio de Hilbert H se dice completa, o que es una base
ortonormal, si es maximal; o lo que es equivalente, si 〈uk | x〉 = 0 para todo k implica x = 0.
Para las familias ortonormales completas, la desigualdad de Bessel se cumple con igualdad. La
maximalidad de la familia ortonormal {zk : k ∈ Z} en L2(S1) es un teorema del ana´lisis cla´sico;
consu´ltese el Teorema II.9 del libro: Michael Reed y Barry Simon, Functional Analysis (Academic
Press, New York, 1972).
7Para los detalles, consu´ltese, por ejemplo: Reed y Simon, op. cit.
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Observacio´n. Como los polinomios de Fourier son funciones continuas (de hecho,
son funciones suaves) sobre S1, la complecio´n del subespacio C(S1) [o bien, del
espacio C∞(S1)] en la norma de L2(S1) es todo L2(S1). Ası´, C(S1) y C∞(S1) son
subespacios densos de L2(S1). Ma´s au´n, el subespacio O(S1) de los polinomios
de Fourier es tambie´n denso en L2(S1), aunque este subespacio no es completo en
norma alguna.8 Hay, entonces, una cadena de subespacios densos:
O(S1)⊂C∞(S1)⊂C(S1)⊂ L2(S1).
3.2 Operadores de multiplicacio´n
De la seccio´n anterior identificamos en forma preliminar el a´lgebra A = C(S1)
de funciones continuas sobre el cı´rculo, y el espacio de Hilbert H = L2(S1) de
funciones de cuadrado integrable, dentro del cual el a´lgebra forma un subespacio
denso.
Cada elemento a del a´lgebra A define un operador lineal acotado sobre el
espacio de Hilbert H de la siguiente manera:
Ma : f 7→ a f , para todo f ∈ H.
De hecho,
‖a f‖22 =
1
2pi
∫ pi
−pi
|a(eiθ ) f (eiθ )|2 dθ ≤ ‖a‖2∞ ‖ f‖22, (3.8)
donde ‖a‖∞ := sup{|a(z)| : z∈ S1 } es la “norma del supremo” (1.2) introducida en
la seccio´n 1.2; se usa el subı´ndice ∞ para distinguirla de la norma de los elementos
de L2(S1). Luego, el operador Ma, el cual denotamos tambie´n por a simplemente,
esta´ bien definido y es trivialmente un operador lineal. A este operador le llamamos
multiplicacio´n por a. La relacio´n (3.8), gracias a la linealidad, muestra adema´s
que el operador Ma es acotado y por tanto continuo9 en la topologı´a que la norma
determina sobre el espacio de Hilbert H.
Sobre un espacio de Hilbert H la cantidad
‖A‖ := sup{‖A( f )‖2 : ‖ f‖2 ≤ 1, f ∈ H}, (3.9)
8Un espacio de Banach (un espacio normado y completo) no puede tener dimensio´n infinito
contable, debido a un teorema de Baire. Ve´ase Reed y Simon, op. cit.
9En general, una aplicacio´n lineal A entre dos espacios normados es continua si y so´lo si satisface
una estimacio´n de la forma ‖A( f )‖≤C‖ f‖ para alguna constante no negativa C; la menor C posible
coincide con la norma dada por la fo´rmula (3.9).
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llamada la norma del operador A, define una norma sobre el espacio de operadores
lineales continuos L(H). De (3.8) se ve que
‖Ma‖ ≤ sup{|a(z)| : z ∈ S1}=: ‖a‖∞, para todo a ∈ A =C(S1).
Para mostrar que esta desigualdad se cumple con igualdad, como S1 es compacto,
existe z∗ = eiθ∗ ∈ S1 tal que ‖a‖∞ = |a(z∗)|. Para cada ε > 0, suficientemente
pequen˜o para que a(z) 6= 0 si z = eiθ con |θ −θ∗|< ε , defı´nase la funcio´n
fε(z) :=
0, si z = e
iθ con |θ −θ∗|> ε,
cε
a(z)
, si z = eiθ con |θ −θ∗| ≤ ε,
donde la constante cε satisface
|cε |2 = piε inf{|a(z)|
2 : z = eiθ con |θ −θ∗| ≤ ε }.
Primero, obse´rvese que
‖ fε‖22 =
1
2pi
∫ θ∗+ε
θ∗−ε
|cε |2
|a(eiθ )|2 dθ ≤
ε|cε |2
pi inf{|a(z)|2 : z = eiθ con |θ −θ∗| ≤ ε } = 1.
Segundo, fı´jese que
‖Ma( fε)‖22 = ‖a fε‖22 =
1
2pi
∫ θ∗+ε
θ∗−ε
|cε |2 dθ
= inf{|a(z)|2 : z = eiθ con |θ −θ∗| ≤ r}→ |a(z∗)|2
cuando ε → 0, lo cual muestra que
‖Ma‖= ‖a‖∞ para todo a ∈ A =C(S1). (3.10)
Por otra parte, con f = 1, la funcio´n constante —que cumple ‖1‖2 = 1 en vista
de (3.2)— se obtiene ‖Ma(1)‖2 = ‖a‖2 para toda a ∈ A =C(S1), de donde
‖a‖2 ≤ ‖Ma‖= ‖a‖∞.
(Entre otras cosas, esta desigualdad muestra que la inclusio´n C(S1) ↪→ L2(S1) es
continua.)
En el caso particular en que consideramos a(z) := zk para algu´n k ∈ Z, la iden-
tidad de Parseval muestra que∥∥zk(∑l al zl)∥∥22 = ∥∥∑l al zk zl∥∥22 = ∥∥∑l al zl+k∥∥22 = ∑l |al|2 = ∥∥∑l al zl∥∥22.
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Es decir, ‖zk f‖2 = ‖ f‖2 para todo f ∈ L2(S1) y en consecuencia el operador de
multiplicacio´n por zk posee norma 1, para todo k ∈ Z.10
3.3 La fo´rmula de la longitud de arco
Como ya sabemos que toda funcio´n f ∈ L2(S1) puede escribirse como una serie en
los zk usando los coeficientes de Fourier de f , tiene sentido considerar el operador
d
dθ
: f (eiθ ) = ∑
k∈Z
ak eikθ 7−→ ∑
k∈Z
ik ak eikθ .
En el caso particular en el que f ∈C∞(S1), f ′ existe y pertenece al espacio C∞(S1).
De este modo, usando integracio´n por partes, se obtiene
f ′(eiθ ) = ∑
k∈Z
(
1
2pi
∫ pi
−pi
e−ikφ f ′(eiφ )dφ
)
eikθ
= ∑
k∈Z
(
1
2pi
∫ pi
−pi
−ie−i(k+1)φ d
dφ
(
f (eiφ )
)
dφ
)
eikθ
= ∑
k∈Z
(
1
2pi
∫ pi
−pi
d
dφ
(
ie−i(k+1)φ
)
f (eiφ )dφ
)
eikθ
= ∑
k∈Z
(
1
2pi
∫ pi
−pi
(k+1)e−i(k+1)φ f (eiφ )dφ
)
eikθ
= ∑
k∈Z
k
(
1
2pi
∫ pi
−pi
e−ikφ f (eiφ )dφ
)
ei(k−1)θ =−ie−iθ d
dθ
(
f (eiθ )
)
,
al ajustar los ı´ndices en la u´ltima serie. Es decir, el operador d/dθ esta´ bien definido
en C∞(S1), el cual es denso en L2(S1), y en este subespacio11 actu´a mediante
d
dθ
(
f (eiθ )
)
= i eiθ f ′(eiθ ), o bien
d
dθ
( f (z)) = i z f ′(z).
La relacio´n〈
∑ak zk
∣∣ ∑ il bl zl〉= ∑ ik a¯k bk = 〈∑−ik ak zk ∣∣ ∑bl zl〉,
10Los operadores de multiplicacio´n por zk son operadores unitarios, es decir, operadores U en
un espacio de Hilbert que satisfacen las relaciones U∗U =UU∗ = 1H , donde el operador adjunto
U∗ : H→H esta´ definido por la fo´rmula 〈 f |U∗g〉 := 〈U f |g〉, para todo f ,g ∈H. En nuestro caso,
(zk)∗ = z−k dado que
〈
∑alzl+k
∣∣ ∑b jz j〉= ∑ a¯lbl+k = ∑ a¯ j−kb j = 〈∑alzl ∣∣ ∑b jz j−k〉.
11Basta con considerar el subespacio C1(S1).
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sugiere que (d/dθ)∗ = −d/dθ . Para obtener un operador que sea formalmente
autoadjunto12 al actuar sobre C∞(S1), conviene ajustar el operador d/dθ multi-
plica´ndolo por una constante imaginaria.
Lema 3.4. El operador
D≡−i d
dθ
: f (eiθ ) = ∑
k∈Z
ak eikθ 7−→ ∑
k∈Z
k ak eikθ = eiθ f ′(eiθ ), (3.11)
esta´ bien definido sobre C∞(S1) —incluso sobre C1(S1)—, es lineal y satisface
〈 f |Dg〉= 〈D f |g〉, para todo f ,g ∈C∞(S1). 
Observacio´n. Si f ∈ C1(S1) es una funcio´n una vez continuamente diferencia-
ble, entonces D( f ) ∈ C(S1) es una funcio´n continua. Por tanto, sus coeficientes
de Fourier forman una sucesio´n de cuadrado sumable: si f (eiθ ) = ∑k∈Z ak eikθ ,
entonces ∑k∈Z |k ak|2 < ∞. Para f ∈ C1(S1), se obtiene D( f ) ∈ C1(S1), luego
D2( f ) = D(D( f )) existe y pertenece a C(S1); por ende, la sucesio´n (k2ak)k es
de cuadrado sumable. Por induccio´n, se concluye que las coeficientes de Fourier
(ak)k de una funcio´n suave f ∈C∞(S1) cumplen la regla
(krak)k es de cuadrado sumable, para todo r ∈ N. (3.12)
Un juego (ak)k de nu´meros (reales o complejos) que satisface la condicio´n (3.12)
se le llama sucesio´n ra´pidamente decreciente o bien sucesio´n declinante (en
france´s).13
En resumen: los coeficientes de Fourier de una funcio´n suave forman una
sucesio´n ra´pidamente decreciente. Hay un resultado inverso (el cual es un caso
particular del llamado Lema de Sobolev): cualquier elemento de L2(S1) cuyos co-
eficientes de Fourier forman una sucesio´n ra´pidamente decreciente es (equivalente
a) una funcio´n suave sobre S1. Dicho de otro modo: la condicio´n caracteriza los
elementos de C∞(S1) dentro de C(S1) o de L2(S1).
12La fo´rmula 〈y |T ∗x〉 := 〈Ty | x〉, que define el adjunto de un operador T sobre un espacio de
Hilbert finitodimensional H, resulta insuficiente para definir el concepto de adjunto en los casos
infinitodimensionales, ma´s aun si T so´lo esta´ definido en un subespacio denso, como en el caso del
operador d/dθ de marras. Entonces suele decirse que T es formalmente autoadjunto sobre un
subespacio V ⊂ H si la relacio´n 〈y |T x〉= 〈Ty | x〉 es va´lida para vectores x,y ∈ V , sin prejuicio de
lo que pueda ocurrir para vectores fuera de V .
13A veces la condicio´n de decrecimiento ra´pido aparece como “la sucesio´n (kmak)k es acotada,
para todo m ∈N”. Es un ejercicio de ana´lisis comprobar que esta condicio´n es equivalente a (3.12).
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I Como para cada k ∈ Z resulta que D(zk) = k zk, es evidente que cada k ∈ Z
es un autovalor de D con autovector zk correspondiente. Los nu´meros enteros
{k : k ∈ Z} forman una lista, tal vez parcial, de los autovalores de D. ¿Existirı´a
algu´n otro autovalor para D, aparte de estos? Resulta que no: en efecto, D( f ) = λ f
si y so´lo si ∑(k−λ )ak eikθ = 0, si y so´lo si (k−λ )ak = 0 para todo k ∈Z—gracias
a la identidad de Parseval— si y so´lo si λ = k para algu´n k ∈ Z y al = 0 para todo
l 6= k.
La invocacio´n de la identidad de Parseval es apropiada porque la lista de auto-
vectores {zk : k ∈ Z} genera L2(S1) como espacio de Hilbert.14 (De hecho, cons-
tituyen una base ortonormal.) Por tanto, no puede haber otro autovector para D que
fuera ortogonal a todos los anteriores; e ipso facto, no puede haber ma´s autovalores
para D. Como cada autovector zk conlleva un autovector k distinto, tambie´n se con-
cluye que todos los autovalores de D tienen multiplicidad 1, es decir, el subespacio
{ f ∈ L2(S1) : D( f ) = k f } es unidimensional en cada caso.
Ma´s au´n, dado que cada ‖zk‖2 = 1 y
‖D(zk)‖2 = ‖k zk‖2 = |k|,
perdemos toda esperanza de extender el operador D a un operador acotado15 sobre
L2(S1). Sin embargo, el conmutador entre D y el operador de multiplicacio´n zk
satisface
[D,zk]
(
∑l al eilθ
)
= D
(
∑l al ei(k+l)θ
)− zk∑l l al eilθ
= ∑l(k+ l)al ei(k+l)θ −∑l l al ei(l+k)θ
= ∑l k al ei(k+l)θ = k zk∑l al eilθ ,
de donde [D,zk]( f ) = k zk f . Este es otro operador de multiplicacio´n, el cual es
acotado por (3.8). Por lo tanto, se puede extender [D,zk] en forma u´nica (por su
continuidad) a todo L2(S1), para cualquier k ∈ Z. Evidentemente dicha extensio´n,
14Es decir, las combinaciones lineales de los zk forman un subespacio denso de este espacio de
Hilbert.
15El operador D es un ejemplo de un operador no acotado. Un operador lineal T : E → F entre
dos espacios de Banach puede estar definido so´lo en un subespacio denso DomT ⊂ E (su dominio).
En el caso de un operador entre espacios de Hilbert T : H → K, la densidad del dominio DomT es
suficiente para la existencia de un operador adjunto. Si y∈K es tal que x 7→ 〈T x |y〉K es un operador
lineal y acotado sobre DomT , entonces se extiende por continuidad a todo H y ası´, por un teorema
de representacio´n de Riesz, hay un u´nico vector z ∈ H tal que 〈T x | y〉K = 〈x | z〉H . El operador
adjunto T ∗ : K→ H se define por T ∗y := z.
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la cual se denota tambie´n mediante [D,zk], coincide con el operador de multipli-
cacio´n por k zk.
En general, si f ,g∈C∞(S1), entonces [D, f ](g) :=D( f g)− f D(g) es la funcio´n
z 7−→ z( f (z)g(z))′− f (z)zg′(z) = z f ′(z)g(z) = D( f )(z)g(z),
y ası´ el conmutador [D, f ] es igual al operador de multiplicacio´n por D( f ) : z 7→
z f ′(z), para toda funcio´n f ∈C∞(S1).
Observacio´n. La igualdad (3.10) permite calcular la norma del operador acotado
[D, f ] para f ∈C∞(S1):
‖[D, f ]‖= ‖z f ′(z)‖∞ = ‖ f ′‖∞.
De hecho, esta igualdad es va´lida para f ∈C1(S1); no se requiere derivar f ma´s de
una sola vez.
La distancia como un supremo sobre coordenadas. Si p = eiθp y q = eiθq (con
0≤ θq ≤ θp < 2pi) son dos puntos en S1, entonces la distancia d(p,q) entre p y q
(sobre S1) es precisamente la longitud del arco ma´s corto16 que une p con q. Sin
pe´rdida de generalidad supongamos 0≤ |θp−θq| ≤ pi .
Si f ∈C1(S1), por el teorema del valor medio, existe un valor θ0 entre θp y θq
tal que
| f (p)− f (q)|= | f (eiθp)− f (eiθq)|= |θp−θq| | f ′(eiθ0)|
≤ |θp−θq|‖ f ′‖∞ = |θp−θq|‖[D, f ]‖,
donde usamos (3.10). Por lo tanto,
sup{| f (p)− f (q)| : f ∈C1(S1), ‖[D, f ]‖ ≤ 1} ≤ |θp−θq|= d(p,q).
Evidentemente, si A⊆C1(S1) es un a´lgebra de funciones, sigue siendo cierto que
sup{| f (p)− f (q)| : f ∈A, ‖[D, f ]‖ ≤ 1} ≤ |θp−θq|= d(p,q).
Uno de los resultados centrales de la geometrı´a no conmutativa establece que
hay igualdad en la desigualdad anterior.
16Se rechaza el uso de la distancia cordal, es decir, la longitud |eiθp − eiθq | de la cuerda del
cı´rculo cuyos extremos son p y q, porque la medicio´n de esa cuerda depende del encaje del cı´rculo
en el plano R2. La longitud del arco circular, en cambio, depende de la geometrı´a intrı´nseca del
cı´rculo, sin referencia a su colocacio´n dentro de una variedad de dimensio´n superior.
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θq+θp
2 − pi
θp−pi
θq θq+θp
2
θp
θq+pi
θq+θp
2 + pi
θq
θq+θp
2
θp
•
• •
• •
•
· · · · · · ·
·
·
Si 0≤ θp−θq < pi , existe una funcio´n fp−q tal que
fp−q(eiθ ) =
 θ , si θq ≤ θ ≤ θp,−θ , si θp+θq2 −pi ≤ θ ≤ θp−pi o´ θq+pi ≤ θ ≤ θp+θq2 +pi,
y para θp−pi ≤ θ ≤ θq y θp ≤ θ ≤ θq+pi se define de modo que fp−q pertenece a
A=C1(S1) —o alternativamente A=C∞(S1)— con ‖ f ′p−q‖∞ ≤ 1.
Para esta funcio´n, fp−q(eiθp)− fp−q(eiθq) = θp−θq, y entonces
sup{| f (p)− f (q)| : f ∈A, ‖[D, f ]‖∞ ≤ 1}= |θp−θq|= d(p,q).
Si p−q = pi la funcio´n fpi esta´ dada por
fpi(eiθ ) =
 θ si θq ≤ θ ≤ θp,−θ si θp+θq2 −pi ≤ θ ≤ θp−pi o´ θq+pi ≤ θ ≤ θp+θq2 +pi,
la cual es de clase C1(S1) excepto en los puntos eiθp y eiθq . No obstante, esta
funcio´n fpi sı´ cumple la condicio´n de Lipschitz | fpi(eiα)− fpi(eiβ )| ≤ |α −β | para
cada par de puntos de S1.
θq+θp
2 − pi
θq
θq+θp
2
θp
θq+θp
2 + pi
θq
θq+θp
2
θp
•
•
•
•
· · · · ·
·
·
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En este caso,
sup{| f (p)− f (q)| : f ∈A, ‖[D, f ]‖∞ ≤ 1}= |θp−θq|= d(p,q), (3.13)
donde el a´lgebra A ⊂ C(S1) es la totalidad de funciones de Lipschitz sobre el
cı´rculo.
La fo´rmula (3.13) es una de las piezas claves de la geometrı´a no conmutativa,
porque mide la distancia entre dos puntos p y q sin hacer referencia a los posibles
puntos intermedios entre estos dos extremos. En otras palabras, se mide la longitud
del arco entre p y q sin mencionar los dema´s puntos de este arco, sino solamente
las coordenadas que pertenecen a un a´lgebra apropiada y un operador especial D.
De hecho, el operador D entra en la fo´rmula solamente a trave´s de sus conmuta-
dores [D, f ], que son tambie´n coordenadas. El lado izquierdo de (3.13) indica la
separacio´n ma´xima entre coordenadas, de gradiente no mayor que 1, evaluados en
los dos puntos de intere´s. Esta separacio´n ma´xima resulta ser una distancia entre p
y q porque el operador D es un operador muy especial. En los capı´tulos que siguen,
la presencia de un operador distinguido D jugara´ el papel principal.
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4 La geometrı´a de la esfera S2
Hasta ahora, los ejemplos que ilustran los principios generales de la geometrı´a no
conmutativa han tenido escaso contenido geome´trico, por su baja dimensio´n. Los
espacios finitos, cuyas a´lgebras de coordenadas son finitodimensionales, poseen
“dimensio´n cero” en un sentido geome´trico que se espera aclarar pro´ximamente.
El cı´rculo S1 es unidimensional como variedad diferencial, aunque su a´lgebra de
coordenadas (una complecio´n del a´lgebra de las series de Fourier) incluye una in-
finitud de elementos linealmente independientes (los monomios zk, por ejemplo).
En este capı´tulo se abordara´ el ejemplo de una variedad diferencial compacta bidi-
mensional: la esfera S2.
Nuestro programa, hasta donde se podra´ percibir a esta altura, comienza con
espacios “ordinarios” cuyas a´lgebras de coordenadas son conmutativas, antes de
proceder al caso no conmutativo. (En realidad, un nombre ma´s exacto para esta
disciplina habrı´a sido “geometrı´a no necesariamente conmutativa” pero este apela-
tivo incumple los requisitos de marketing.) En todo caso, uno de nuestros objetivos
es asociar a una variedad diferencial M de dimensio´n n un concepto de dimensio´n
que es transferible a casos no conmutativos pero que debe coincidir con n = dimM
en el caso ordinario.
Ahora bien: un paso inicial es ejemplificar este proceso en el caso de una va-
riedad ordinaria de dimensio´n 2. El ejemplo evidente serı´a el plano R2; pero como
este espacio no es compacto, habrı´a que abordar algunos considerandos te´cnicos
antes de examinarlo. Hay dos ejemplos compactos bidimensionales que pueden
sustituir al plano: el toro T2 = S1×S1, el producto cartesiano de dos cı´rculos,1 o
bien la esfera S2, que resulta ser homeomorfo a la compactificacio´n de un punto
del plano: (R2)+ ≈ S2, ve´ase el final de la seccio´n 1.2. El estudio del toro serı´a
esencialmente una repeticio´n del capı´tulo anterior, porque se reduce al estudio de
series de Fourier en dos variables. La esfera S2 exhibe unos feno´menos nuevos.
4.1 Fibrados de lı´nea sobre la esfera
La esfera es una variedad de dimensio´n 2: si se omite un punto cualquiera, el
complemento es homeomorfo al planoR2. Si se omite un par de puntos antipodales
N y S, se obtiene dos abiertos UN := S2 \ {N} y US := S2 \ {S} cuya unio´n es
toda S2. Este es un cubrimiento por abiertos homeomorfos a R2; so´lo falta verificar
1El producto cartesiano de n cı´rculos, Tn = S1× ·· ·×S1 (n veces) se llama un toro n-dimen-
sional —de ahı´ viene la letra T. Para n = 1, se usa T como sino´nimo de S1.
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que en la interseccio´n hay una funcio´n de transicio´n suave.
Hay tres maneras bien conocidas para describir la esfera S2 mediante coorde-
nadas locales. Una de ellas es considerar la esfera como una superficie encajada
en R3:
S2 = {(x1,x2,x3) ∈ R3 : x21+ x22+ x23 = 1}.
El uso de las tres coordenadas cartesianas (x1,x2,x3), una de las cuales serı´a redun-
dante, exige un manejo delicado de la ligadura x21+ x
2
2+ x
2
3 = 1. Alternativamente,
se puede optar por el uso de las coordenadas esfe´ricas (θ ,φ), con atencio´n a su
comportamiento singular en los polos norte y sur.2
C
0
N
z
z¯
h(z)
S
S2
•
•
•
•
•
•
La tercera opcio´n, que mejor nos conviene, es considerar S2 como la compacti-
ficacio´n de un punto del plano complejo:
S2 ≈ C∞ = Cunionmulti{∞}.
Como de costumbre, se escribe z = x+ iy para identificar C con R2; una fraccio´n
c/0, donde c 6= 0 en C, se identifica con el punto extra ∞. La proyeccio´n estereo-
gra´fica h : C∞→ S2 es la funcio´n dada por3
h(z) :=
(
2x
x2+ y2+1
,
−2y
x2+ y2+1
,
x2+ y2−1
x2+ y2+1
)
, h(∞) := (0,0,1).
2En contraste con la costumbre en los libros de ca´lculo integral, aquı´ θ denota la coordenada
polar mientras φ denota la coordenada acimutal; en cuyo caso, las fo´rmulas de cambio de variable
son x1 = senθ cosφ , x2 = senθ senφ , x3 = cosθ .
3Esta funcio´n h combina la proyeccio´n estereogra´fica tradicional —dada por lı´neas rectas que
pasan por el polo norte y cortan la esfera y el plano— con la reflexio´n z 7→ z¯, para que h preserve
las orientaciones usuales del plano y de la esfera.
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Aquı´ se esta´ usando implı´citamente en encaje de S2 enR3. No es difı´cil ver que esta
h es una biyeccio´n continua, cuyo inverso z= h−1(x1,x2,x3) := (x1− i x2)/(1−x3)
se expresa en coordenadas esfe´ricas por la fo´rmula
z = e−iφ ctg θ2 . (4.1a)
(Fı´jese que en los polos norte, donde θ = 0 y z = ∞; y sur, donde θ = pi y z = 0, el
valor de φ es irrelevante.) Si se excluye el polo norte N de S2 y el punto ∞ de C∞,
esta funcio´n inversa define una carta local (UN ,ϕN), donde ϕN : UN → C = R2 es
el homeomorfismo h−1|UN .
Conside´rese tambie´n la fo´rmula
ζ = eiφ tg θ2 . (4.1b)
La aplicacio´n (θ ,φ) 7→ ζ lleva S2 en C∞ de otro modo, pero ahora el polo norte
θ = 0 corresponde con ζ = 0 mientras el polo sur θ = pi corresponde con ζ = ∞.
Al excluir el polo sur, se obtiene una carta local (US,ϕS), donde ϕS : US→C=R2
es un homeomorfismo.
Al comparar las dos fo´rmulas en (4.1), es evidente que
ζ =
1
z
en UN ∩US,
ası´ que la funcio´n de transicio´n z 7→ ζ es la funcio´n racional z 7→ 1/z, la cual es
suave.4 Luego estas dos cartas locales determinan una estructura de variedad dife-
rencial bidimensional sobre la esfera S2.
Observacio´n. Al conjunto C∞ = Cunionmulti{∞} se le llama la esfera de Riemann.
Con el uso de las fo´rmulas (4.1), se puede reemplazar todas las fo´rmulas tradi-
cionales que usan las coordenadas esfe´ricas (θ ,φ) por fo´rmulas que emplean z, z¯
en UN , o bien ζ , ζ¯ en US. Conviene introducir las cantidades reales positivas
q := 1+ zz¯ =
2
1− cosθ , q
′ := 1+ζ ζ¯ =
2
1+ cosθ
.
Como z¯ = eiφ ctg θ2 , las diferenciales dz y dz¯ satisfacen
dz =− e
−iφ
1− cosθ (dθ + isinθ dφ), dz¯ =−
eiφ
1− cosθ (dθ − isinθ dφ),
4De hecho, la funcio´n z 7→ 1/z es holomorfo en el dominioC\{0}; por lo tanto, como aplicacio´n
de R2 \{0} en sı´ mismo, es suave (y adema´s obedece las ecuaciones de Cauchy y Riemann).
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de modo que
q−1 dz =−12e−iφ (dθ + isinθ dφ), q−1 dz¯ =−12eiφ (dθ − isinθ dφ).
De igual manera, se obtiene
q′−1 dζ = 12e
iφ (dθ + isinθ dφ), q′−1 dζ¯ = 12e
−iφ (dθ − isinθ dφ).
La forma de a´rea para S2 esta´ dada por5
ω = sinθ dθ ∧dφ = 2iq−2 dz∧dz¯ = 2iq′−2 dζ ∧dζ¯ . (4.2)
En general, para cada expresio´n en las variables z, z¯ hay una expresio´n ana´loga
en las variables ζ , ζ¯ que se obtiene fa´cilmente de la transformacio´n ζ = 1/z. En
adelante se usara´ mayormente las variables z, z¯ en la carta (UN ,ϕN), dejando al
lector la tarea de obtener las fo´rmulas ana´logas para la otra carta (US,ϕS).6
I Sobre la variedad S2 hay varios fibrados de lı´nea complejos, es decir, fibrados
vectoriales complejos de rango 1. Cada fibrado de lı´nea pi : L C−→ S2 esta´ caracter-
izado por su mo´dulo de secciones suaves E = Γ(S2,L) en vista de la equivalencia
catego´rica de la seccio´n 2.6. El teorema de Serre y Swan (Teorema 2.40) dice que E
es un mo´dulo proyectivo finitamente generado sobre el a´lgebraA=C∞(S2). Como
tal, es E' pAn en vista del Ejemplo 2.27, donde n ∈N y p ∈Mn(A) es una matriz
idempotente. La demostracio´n del teorema sen˜ala que en cada x ∈ S2, el rango de
la matriz px ∈ Mn(C) debe ser 1 para que la fibra Lx = pxCn tenga dimensio´n 1.
Hace falta, entonces, encontrar los idempotentes p ∈Mn(A) de rango constante 1.
Esta tarea se simplifica un poco al darse cuenta que es suficiente considerar
aquellos idempotentes que son tambie´n autoadjuntos:
p2 = p = p∗ en el a´lgebra Mn(A).
Definicio´n 4.1. Si A es un a´lgebra involutiva sobre C, un elemento p ∈ A que
es idempotente y autoadjunto, p2 = p = p∗, es un proyector (a veces, proyector
ortogonal).
Lema 4.2. Para cada elemento idempotente e = e2 en una C∗-a´lgebra B, hay un
proyector p ∈ B que cumple: ep = p, pe = e.
5Esta es una 2-forma diferencial, donde la operacio´n ∧ es antisime´trica: dθ ∧dφ =−dφ ∧dθ .
6El lector perezoso puede consultar la siguiente referencia, que de hecho forma la base de todo
este capı´tulo: William J. Ugalde Go´mez, “Operadores de Dirac en fibrados de base esfe´rica”, tesis
de maestrı´a, Universidad de Costa Rica, 1996.
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Demostracio´n. Conside´rese, en la C∗-a´lgebra B, el siguiente elemento:7
r := ee∗+(1− e∗)(1− e) = 1+(e− e∗)(e∗− e).
Este r es positivo e invertible, porque es de la forma 1+b∗b, donde b = e∗− e. En
particular, es r∗ = r. Es fa´cil comprobar que
er = ee∗e = re y e∗r = e∗ee∗ = re∗.
Como r conmuta con e y e∗, su inverso r−1 tambie´n conmuta con e y e∗.
Defı´nase p := ee∗r−1. Entonces p∗ = r−1ee∗ = p; y adema´s
p2 = ee∗ee∗r−2 = e(e∗r)r−2 = ee∗r−1 = p,
usando las relaciones ya establecidas. Luego, p es un proyector en A. Es claro que
ep = e2e∗r−1 = ee∗r−1 = p ya que e2 = e. Por otro lado, como per = ee∗e = er,
resulta pe = (per)r−1 = (er)r−1 = e.
Ejemplo 4.3. Si A = Mm(C), cualquier idempotente es semejante a una matriz
de bloques e =
(
1 c
0 0
)
donde c es una submatriz rectangular. Los pasos de la
demostracio´n anterior dan
e∗ =
(
1 0
c∗ 0
)
, ee∗ =
(
1+ cc∗ 0
0 0
)
, r =
(
1+ cc∗ 0
0 1+ c∗c
)
, p=
(
1 0
0 0
)
en donde las relaciones ep = p, pe = e son obvias. ♦
Observacio´n. En el Lema 4.2, la hipo´tesis de que B sea una C∗-a´lgebra se usa
u´nicamente para garantizar que un elemento de la forma 1+b∗b es invertible. Esta
propiedad es va´lida en algunas otras a´lgebras, por ejemplo en B=Mn(C∞(M)) para
M una variedad compacta.
En particular, el resultado del Lema 4.2 es aplicable cuando B = Mn(A) con
A = C∞(S2). Las relaciones ep = p y pe = e garantizan que eAn = pAn. Para
clasificar los mo´dulos proyectivos finitamente generados de la forma E= pAn con
p idempotente, no hay pe´rdida de generalidad si se asume que p es tambie´n autoad-
junto.
Hay que exhibir proyectores p ∈ Mn(C∞(S2)) que tengan rango constante 1.
Para clasificar los fibrados de lı´nea, resulta ser suficiente examinar el caso n = 2 de
matrices 2×2.
7Esta manera de obtener p a partir de e aparece en el Teorema 26 del libro: Irving Kaplansky,
Rings of Operators (Benjamin, New York, 1968). Es una versio´n abstracta del Ejemplo 4.3.
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Definicio´n 4.4. Las matrices de Pauli8 son las siguientes tres matrices hermı´ticas
en M2(C),
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
. (4.3)
Fı´jese que σ21 = σ
2
2 = σ
2
3 =
(
1 0
0 1
)
y que σ1σ2 = iσ3, σ2σ3 = iσ1, σ3σ1 = iσ2.
Estas matrices anticonmutan: σiσ j =−σ jσi para i 6= j, ası´ que
[σ1,σ2] = 2iσ3, [σ2,σ3] = 2iσ1, [σ3,σ1] = 2iσ2.
Las cuatro matrices {1,σ1,σ2,σ3} forman una base del espacio vectorial M2(C).
Ejercicio 4.5. Si A = a0 1+ a1σ1 + a2σ2 + a3σ3 ≡ a0 1+~a ·~σ y B = b0 1+~b ·~σ
son dos matrices hermı´ticas en M2(C), con a0,b0 ∈ R y~a,~b ∈ R3, verificar que
AB = (a0b0+~a ·~b)1+(a0~b+b0~a+ i~a×~b) ·~σ .
Comprobar que cada proyector de rango 1 en el a´lgebra M2(C) es de la forma
p =
1
2
(
1+n3 n1− in2
n1+ in2 1−n3
)
= 12(1+~n ·~σ), (4.4)
donde~n ∈ S2; es decir,~n ∈ R3 y se cumple n21+n22+n23 = 1.
I Este ejercicio permite obtener todos los proyectores en M2(C∞(S2)) de rango
constante 1, al interpretar el vector ~n de la fo´rmula (4.4) como ~n =~n(~x), con una
dependencia del punto~x ∈ S2. Dicho de otro modo, hay que considerar~n como una
funcio´n suave~n : S2→ S2.
Una modificacio´n suave de esta funcio´n ~n cambia el proyector p y de rebote
cambia el fibrado correspondiente en otro fibrado equivalente. Pero no siempre es
posible cambiar una aplicacio´n suave (o continua) de S2 en S2 en otra mediante
deformaciones continuas: hay un invariante discreto, el grado de la aplicacio´n, que
clasifica tales~n.
8Wolfgang Pauli (1900–1958), fı´sico austriaco, fue uno de los fundadores de la meca´nica
cua´ntica. En 1924 propuso su principio de exclusio´n, que prohı´be que dos electrones ocupen el
mismo estado cua´ntico; esto conlleva que cada electro´n tenga un nuevo grado de libertad, su espı´n.
Logro´ expresar los operadores cua´nticos asociados con el espı´n mediante estas tres matrices 2×2.
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Es mejor transferir el ca´lculo de la esfera encajada S2 a la esfera de Riemann
C∞ al poner
z = h−1(~x) =
x1− i x2
1− x3 , f (z) := h
−1(~n(~x)) =
n1− in2
1−n3 .
En este caso, el proyector (4.4) se convierte en la funcio´n p : C∞ → M2(C) dado
por
p(z) =
1
1+ | f (z)|2
(
| f (z)|2 f (z)
f (z) 1
)
.
Fı´jese que esta matriz tiene traza constante 1, lo cual se espera de un proyector de
rango constante 1.
−1 1
∞
0
i
−i
C∞
•
•
•
•
•
•
Si m ∈ N, el monomio f (z) := zm es una aplicacio´n de grado m sobre la esfera
de Riemann: deja fijos los polos 0 y ∞ y permuta los cı´rculos |z| = r, para r > 0.
Mientras z recorre uno de estos cı´rculos una vez, zm recorre un cı´rculo de la imagen
m veces. En cambio, la aplicacio´n conjugada z 7→ z¯m recorre ese mismo cı´rculo
m veces en el sentido contrario; su grado es −m. Cada elemento de Z es entonces
el grado de alguna aplicacio´n suave de la esfera en sı´ mismo.9
9La clasificacio´n de los mo´dulos proyectivos “de rango uno” sobre A = C∞(S2) por el grado
de la aplicacio´n f depende de dos consideraciones ma´s. Primero, que dos mo´dulos p1A2 y p2A2
corresponden con fibrados de lı´nea equivalentes si y so´lo si las funciones correspondientes f1 y f2
son homoto´picas, es decir, continuamente deformables entre sı´. Segundo, que la totalidad de clases
de homotopı´a de aplicaciones continuas (o suaves) de S2 en S2 constituyen un grupo denotado
pi2(S2) y que un teorema de Hurewicz establece que pi2(S2) ' Z: el grado de una aplicacio´n la
clasifica hasta homotopı´a. De ahı´ se concluye que, con so´lo exhibir un proyector en M2(C∞(S2))
para cada grado m∈Z, se obtiene todos los fibrados de lı´nea complejos sobre S2, hasta equivalencia.
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La funcio´n ide´ntica f (z) := z, de grado 1, proporciona el llamado proyector de
Bott:10
p1(z) =
1
q
(
zz¯ z
z¯ 1
)
, p1(∞) =
(
1 0
0 0
)
.
Ma´s generalmente, los siguientes proyectores { pm : m ≥ 0} y { p−m : m > 0} co-
rresponden con fibrados de lı´nea inequivalentes Lm, L−m:
pm(z) =
1
1+ zmz¯m
(
zmz¯m zm
z¯m 1
)
, p−m(z) =
1
1+ zmz¯m
(
zmz¯m z¯m
zm 1
)
.
Fı´jese que para m = 0, donde f (z)≡ 0, el proyector p0(z) =
(
0 0
0 1
)
es constante
y el mo´dulo p0A2 = 0⊕A es un submo´dulo libre de A2 = A⊕A. El fibrado de
lı´nea asociado es el fibrado trivial S2×C.
I Conviene elegir bases locales de secciones para estos fibrados; como son de
rango uno, basta tomar una sola seccio´n local en cada caso. Para m ∈ N, defı´nase
smN ∈ Γ(UN ,Lm), smS ∈ Γ(UN ,Lm) por
smN(z) :=
1√
1+ zmz¯m
(
zm
1
)
, smS(ζ ) :=
1√
1+ζmζ¯m
(
1
ζm
)
.
Una seccio´n global s ∈ Em esta´ dada por un par de funciones suaves fN : UN→C y
fS : US→ C que cumplen fN smN = fS smS en UN ∩US. En otras palabras, estas dos
funciones son relacionadas por una transformacio´n de gauge:
fN(z) = (z¯/z)m/2 fS(z−1) para z 6= 0. (4.5a)
Para los mo´dulos E−m, haya fo´rmulas ana´logas con los intercambios z↔ z¯ y ζ ↔ ζ¯ .
Se definen secciones locales s−m,N ∈ Γ(UN ,L−m), s−m,S ∈ Γ(UN ,L−m) ana´loga-
mente; un elemento de E−m consta de dos funciones gN : UN → C y gS : US → C
que cumplen gN s−m,N = gS s−m,S en UN ∩US, ası´ que
gN(z) = (z/z¯)m/2gS(z−1) para z 6= 0. (4.5b)
10La suma de Whitney de fibrados vectoriales complejos (de rango cualquiera) sobre una varie-
dad M corresponde con la suma directa de proyectores (de taman˜o matricial ilimitada). Bajo esta
suma directa, unos clases de equivalencia de los proyectores generan un semigrupo. Hay una cons-
truccio´n natural que convierte este semigrupo en un grupo abeliano, denotado K0(M). En el caso
M = S2, la clase [p1] es el generador del grupo K0(S2) ' Z. Este elemento de Bott juega un papel
central en las pruebas modernas de un teorema de periodicidad de Raoul Bott (1923–2005) que
establece patrones repetitivos en la homotopı´a de ciertos grupos de Lie.
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Definicio´n 4.6. La recta proyectiva compleja CP1 es el conjunto de los subes-
pacios unidimensionales de C2. Si (z0,z1) 6= (0,0) en C2, deno´tese11 por [z0 : z1]
el subespacio C(z0,z1) = {(λ z0,λ z1) : λ ∈ C}. Cada una de estas rectas es de la
forma [z : 1] para algu´n z ∈ C, con la sola excepcio´n de la recta [1 : 0]. Al escribir
z := z1/z0 si z0 6= 0 y ζ := z0/z1 si z1 6= 0, se ve que hay biyecciones obvias entre
los conjuntos CP1; S2 =UN ∪US; y C∞, tales que [1 : 0]↔ N↔ ∞.
El fibrado L C−→S2 cuyo mo´dulo de secciones es E1 = Γ(S2,L) admite la si-
guiente descripcio´n. A cada punto [z0 : z1] de CP1 se le asocia la propia recta
L[z0:z1] := C(z0,z1) como fibra. No es difı´cil comprobar, sobre UN = {z0 6= 0} y
sobre US = {z1 6= 0}, que esto define un fibrado localmente trivial complejo de
rango 1. Este es el fibrado de lı´nea tautolo´gico sobre CP1. La seccio´n local en
Γ(UN ,L) dada por [z : 1] 7→ (zλ (z),λ (z)), donde λ : UN → C es alguna funcio´n
suave, se identifica con el elemento z 7→
(
zλ (z)
λ (z)
)
= λ (z)
(
z
1
)
de E1.
Tambie´n se define el fibrado de hiperplanos H C−→CP1 como el dual del fi-
brado de lı´nea tautolo´gico: la fibra H[z0:z1] := L
∗
[z0:z1]
es el espacio vectorial dual de
la fibra correspondiente de L. De modo ma´s concreto, se puede definir H[z0:z1] :=
C(z¯0, z¯1), de modo que secciones locales sobre Un son los mu´ltiples de
(
z¯
1
)
, ası´
que Γ(S2,H)' E−1.
Lema 4.7. El fibrado de rango dos L⊕H C2−→S2 es trivial.
Demostracio´n. Basta comprobar que el mo´dulo E1⊕ E−1 ' Γ(L⊕H,S2) es un
mo´dulo libre. Obse´rvese que la matriz unitaria u =
(
0 1
−1 0
)
cumple la siguiente
relacio´n:
up−1u−1 =
1
1+ zz¯
(
0 1
−1 0
)(
zz¯ z¯
z 1
)(
0 −1
1 0
)
=
1
1+ zz¯
(
1 −z
−z¯ zz¯
)
=
(
1 0
0 1
)
− 1
1+ zz¯
(
zz¯ z
z¯ 1
)
= 1− p1.
Es necesario establecer una equivalencia p1 + p−1 ∼ p1 + up−1u−1 = 1 que con-
lleva un isomorfismo E1⊕E−1 = p1A2 + p−1A2 ' A2 y de este modo trivializa
el fibrado vectorial L⊕H. Esta equivalencia esta´ dada por una deformacio´n suave
11Estas son las llamadas coordenadas homoge´neas de un punto de la recta proyectiva.
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de 1 en u en el a´lgebra M2(A) = M2(C∞(S2)), la cual no puede cambiar los gra-
dos de las aplicaciones de S2 en sı´ mismo. Es suficiente considerar la familia de
matrices constantes12
vt =
(
cos t sen t
−sen t cos t
)
, para 0≤ t ≤ pi
2
,
que satisfacen v0 = 1, v1 = u.
Definicio´n 4.8. El fibrado espinorial sobre S2 es el fibrado trivial L⊕H C2−→S2.
Su mo´dulo de secciones suaves es el mo´dulo espinorial S = S+⊕ S−, donde se
escribe S+ ≡ E1, S− ≡ E−1. A los elementos de S se les llama espinores sobre la
esfera.13
En concordancia con (4.5), cada espinor esta´ dado por dos pares de funciones
(ψ+N ,ψ
−
N ) y (ψ
+
S ,ψ
−
S ), sujetos a las reglas de transformacio´n:
ψ+N (z)≡
√
z¯/z ψ+S (z
−1), ψ−N (z)≡
√
z/z¯ ψ−S (z
−1). (4.6)
Por ejemplo, los pares de funciones(
ψ+N (z)
ψ−N (z)
)
:=
1√
1+ zz¯
(
1
z
)
,
(
ψ+S (ζ )
ψ−S (ζ )
)
:=
1√
1+ζ ζ¯
(
ζ¯
1
)
cumplen las condiciones (4.6) y por ende definen un espinor ψ =
(
ψ+
ψ−
)
∈ S.
4.2 La geometrı´a me´trica de la esfera
La esfera S2 es un espacio curvo. ¿Co´mo se aborda el concepto de curvatura en
te´rminos de coordenadas sobre la esfera?
Una me´trica riemanniana sobre una variedad M atribuye una longitud a cada
vector tangente y determina un a´ngulo entre dos vectores tangentes en el mismo
punto de M. Se trata de la asignacio´n de un producto escalar (real) a cada espacio
12En la terminologı´a de la topologı´a algebraica, esta funcio´n t 7→ vt es una homotopı´a suave
entre sus extremos 1 y u. Entonces t 7→ (1⊕vt) es una homotopı´a entre p1⊕ p−1 y 1 en M4(A). Un
lema de la llamada K-teorı´a establece que si dos proyectores en una C∗-a´lgebra son homoto´picos,
entonces sus rangos son mo´dulos isomorfos. Ve´ase, por ejemplo: Gerard J. Murphy, C∗-Algebras
and Operator Theory (Academic Press, San Diego, 1990).
13Los elementos de los submo´dulos S± son llamados medioespinores por los matema´ticos, pero
espinores quirales por los fı´sicos.
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vectorial tangente TxM, el cual es una fibra del fibrado tangente T M
Rn−→M. Al
considerar estos productos escalares en todos los puntos de M simulta´neamente, la
me´trica asigna una funcio´n sobre M a cada par de secciones del fibrado tangente.
La definicio´n formal es la siguiente.
Definicio´n 4.9. Sea M una variedad diferencial de dimensio´n n. Sea C∞R(M) la
totalidad de funciones suaves f : M→ R con valores reales.14 Esta es un a´lgebra
sobre R. Un campo vectorial real sobre M es una derivacio´n de esta a´lgebra, es
decir, una aplicacio´n R-lineal X : C∞R(M)→C∞R(M) que cumple la siguiente regla
de Leibniz:
X( f h) = f X(h)+X( f )h para todo f ,h ∈C∞R(M). (4.7)
Se denota XR(M) la totalidad de campos vectoriales reales; este es un mo´dulo sobre
el anillo conmutativo C∞R(M), al escribir hX : f 7→ hX( f ) para h ∈C∞R(M).
En una carta local (U,ϕ) de M que define coordenadas locales ϕ = (x1, . . . ,xn),
ve´ase la Definicio´n 2.1, las derivadas parciales
∂ j ≡ ∂∂x j
forman una base local: se puede escribir X = f 1 ∂1 + · · ·+ f n ∂n con coeficientes
f 1, . . . , f n ∈C∞R(U).
Una me´trica riemanniana sobre M es una funcio´n
g : XR(M)×XR(M)→C∞R(M)
que es C∞R(M)-bilineal y sime´trica, y cumple g(X ,X) > 0 para X 6= 0 en XR(M).
En te´rminos de una base local, g se expresa mediante una matriz sime´trica [gi j] de
elementos de C∞R(U), dados por gi j := g(∂i,∂ j).
Resulta que los campos vectoriales pueden identificarse como las secciones
suaves del fibrado tangente T M R
n−→M. De hecho, un vector tangente Xt ∈ TtM
no es ma´s que una aplicacio´n R-lineal Xt : C∞R(U)→ R, para algu´n vecindario U
de t, que cumple la regla de Leibniz Xt( f g) = f (t)Xt(g) +Xt( f )g(t). De igual
manera, la me´trica g puede considerarse como una seccio´n de un fibrado cuya fibra
en t es la totalidad de formas bilineales sime´tricas definidas positivas sobre TtM.
Sin embargo, el punto de vista “no conmutativo” proclama que es mejor trabajar
directamente con las secciones de estos fibrados.
14Si se quiere, estas son las funciones suaves complejas en C∞(U) que son iguales a sus conjuga-
dos complejos, f = f¯ .
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Definicio´n 4.10. Una forma diferencial real de primer grado (una 1-forma diferen-
cial) es una aplicacio´n α : XR(M)→C∞R(M) que es lineal sobre el anillo C∞R(M),
esto es,15
〈α,hX〉= h〈α,X〉 para todo h ∈C∞R(M), X ∈ XR(M).
Ellas constituyen un mo´dulo A1R(M) sobre C
∞
R(M).
En una carta local (U,ϕ) de M, hay una base local de 1-formas {dx1, . . . ,dxn}
la cual es dual a la base local de campos vectoriales:
〈dxi,∂ j〉= δ ij ≡
{
1 si i = j,
0 si i 6= j.
Esto dice que es posible escribir localmente α = a1 dx1+ · · ·+an dxn.
La me´trica g se expresa localmente como una suma de productos sime´tricos de
estas 1-formas locales:
g = gi j dxi dx j,
donde se sobreentiende una sumatoria16 sobre los dos ı´ndices i, j = 1, . . . ,n. De
esta manera, la evaluacio´n de g en dos campos vectoriales locales es
g( f i ∂i,h j ∂ j) = gi j f i h j.
Observacio´n. Es u´til considerar campos vectoriales y 1-formas de valores comple-
jas en vez de reales. (En general, cualquier espacio vectorial real V da lugar a una
“complexificacio´n” VC = V ⊕ iV .) De esta forma, se puede reemplazar C∞R(M) y
XR(M) por sus complexificaciones C∞(M) y X(M), con supresio´n de la etiqueta C.
Entonces X(M) es un mo´dulo sobre C∞(M); de hecho, es el mo´dulo de secciones
suaves del fibrado (T M)C→M, cuyas fibras son (TxM)C = TxM⊕ iTxM.
De igual modo, las 1-formas complejas A1(M) son un mo´dulo sobre C∞(M).
Por ejemplo, si z = x+ iy ∈ C, se escribe dz = dx+ idy y tambie´n dz¯ = dx− idy.
Su producto sime´trico es dzdz¯ = (dx)2+(dy)2.
15Se usa la notacio´n 〈α,X〉 ≡ α(X) para la evaluacio´n de una 1-forma sobre un campo vectorial
para enfatizar la dualidad entre estos dos objetos. Esta notacio´n tiene la ventaja de mermar las
cantidades de pare´ntesis empleados.
16Este es el convenio de Einstein: se suma sobre cada ı´ndice repetido que aparece una vez abajo
(como subı´ndice) y una vez arriba (como exponente). Fue introducido en: Albert Einstein, “Grund-
lage der allgemeinen Relativita¨tstheorie”, Annalen de Physik 49 (1916), 769–822.
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Ejemplo 4.11. La me´trica redonda sobre la esfera S2 esta´ dada en coordenadas
esfe´ricas o complejas por:
g = dθ 2+ sin2θ dφ2 = 4q−2 dzdz¯ = 4q′−2 dζ dζ¯ . (4.8)
Esta me´trica se dice redonda porque es invariante bajo una accio´n natural del grupo
de rotaciones de la esfera.
Fı´jese que los campos vectoriales locales sobre el abierto UN dados por
E1 := 12q∂x, E2 :=
1
2q∂y
forman una base ortonormal local para XR(UN):
g(E1,E1) = g(E2,E2) = 1, g(E1,E2) = 0,
porque g = 4q−2 (dx)2+4q−2 (dy)2 sobre UN . ♦
Por su definicio´n, la me´trica g es definida positiva y en particular es invertible,
en el siguiente sentido. La matriz de funciones [gi j] en Mn(C∞R(U)) tiene un de-
terminante que es una funcio´n estrictamente positiva en U ; por tanto, existe una
matriz inversa [grs] ∈ Mn(C∞R(U)), la cual es la expresio´n local de una funcio´n
C∞R(M)-lineal, sime´trica y definida positiva
g−1 :A1R(M)×A1R(M)→C∞R(M).
Localmente, se obtiene grs = g−1(dxr,dxs) como las entradas de la matriz in-
versa.17
Con esta forma bilineal positiva, se puede definir la ortogonalidad de 1-formas
diferenciales. En la esfera, una base ortonormal local de 1-formas sobre UN esta´
dada por
ϑ 1 := 2q−1 dx, ϑ 2 := 2q−1 dy,
y se obtiene g−1(ϑ 1,ϑ 1) = g−1(ϑ 2,ϑ 2) = 1, g−1(ϑ 1,ϑ 2) = 0.
17La positividad definida de g establece unos isomorfismos musicales X 7→ X [ : X(M)→A1(M)
y α 7→ α] : A1(M)→ X(M) por las recetas 〈X [,Y 〉 := g(X ,Y ) y g(α],Y ) := 〈α,Y 〉. De ahı´ se
obtiene la relacio´n g−1(α,β ) = g(α],β ]). En coordenadas locales, las fo´rmulas son (∂i)[ = gi j dx j
y (dxr)] = grs ∂s. Estas fo´rmulas subtienden lo que los fı´sicos llaman “el yoga de subir y bajar
ı´ndices”.
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I La coordenada compleja z sobre UN (y tambie´n ζ sobre US) se aprovecha mejor
cuando se reemplazan estas bases ortonormales locales por bases isotro´picas lo-
cales.18 Es cuestio´n de tomar
q∂z = E1− iE2, q−1 dz = 12(ϑ 1+ iϑ 2),
q∂ z = E1+ iE2, q−1 dz¯ = 12(ϑ
1− iϑ 2), (4.9)
donde se escribe ∂z := ∂/∂ z = 12(∂x− i∂y) y tambie´n ∂ z := ∂/∂ z¯ = 12(∂x + i∂y)
como abreviaturas.19
I Una me´trica Riemanniana influye en el ca´lculo diferencial sobre una variedad M
a trave´s del concepto de la derivada covariante o conexio´n que induce en los fibra-
dos tangente y cotangente.
Definicio´n 4.12. Una conexio´n en un fibrado vectorial E V−→M es una familia de
aplicaciones C-lineales20
∇X : Γ(M,E)→ Γ(M,E), para todo X ∈ X(M),
que es C∞(M)-lineal en X :
∇X+Y = ∇X +∇Y y ∇hX = h∇X para h ∈C∞(M), X ,Y ∈ X(M).
y que cumple la siguiente regla de Leibniz:
∇X(s f ) = (∇X s) f + sX( f ), para s ∈ Γ(M,E), f ∈C∞(M). (4.10)
En el caso particular en que E = T M es el fibrado tangente (o su complexificacio´n),
se dice que ∇ es una conexio´n afı´n. En coordenadas locales, una conexio´n afı´n
18Si V es un espacio vectorial real dotado de una forma R-bilineal sime´trica d, se puede extender
d a una forma C-bilineal y sime´trica (no hermı´tica) sobre la complexificacio´n VC = V ⊕ iV al
tomar d(u+ iv,u′+ iv′) := d(u,u′)+ id(u,v′)+ id(v,u′)−d(v,v′). Dı´cese que un vector w ∈VC es
isotro´pico si d(w,w) = 0. Si d es definida positiva sobre V , el u´nico vector isotro´pico en V o en iV
es el vector cero; pero cualquier vector de la forma u+ iv, con {u,v} ortonormal en V , es un vector
isotro´pico no nulo en VC.
19Si z = x+ iy con x,y ∈ R, se escribe ∂/∂ z := 12 (∂/∂x− i∂/∂y) y ∂/∂ z¯ := 12 (∂/∂x+ i∂/∂y),
con atencio´n a los signos. Las ecuaciones de Cauchy y Riemann para una funcio´n h(z, z¯) entonces
toman la forma ∂h/∂ z¯ = 0, de modo que “h depende so´lo de z y no de z¯”.
20Hay una manera de “eliminar X” usando ciertos productos tensoriales sobre el anillo A =
C∞(M). Escrı´base A1(M,E) := Γ(M,E)⊗A A1(M). La forma diferencial d f , para f ∈ C∞(M),
se define por 〈d f ,X〉 := X( f ) cuando X ∈ X(M). La correspondencia X 7→ ∇X determina una
aplicacio´n C-lineal ∇ : Γ(M,E)→A1(M,E) cuya regla de Leibniz es ∇(s f ) = (∇s) f + s⊗d f .
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queda determinada para una familia de funciones Γki j ∈C∞(U) llamadas sı´mbolos
de Christoffel, definidos por
∇∂i ∂ j = Γ
k
i j ∂k. (4.11)
En ma´s detalle: cada ∇∂i lleva X(U) en X(U); y si X = f
i ∂i ∈ X(U), entonces
∇X ∂ j = f i∇∂i ∂ j. El lado derecho de (4.11) es el desarrollo del lado izquierdo en
la base local {∂k : k = 1, . . . ,n} de X(U).
Definicio´n 4.13. En la presencia de una me´trica riemanniana g, hay una u´nica
conexio´n afı´n que es (a) libre de torsio´n; y (b) compatible con la me´trica. Estas
condiciones se expresan mediante las siguientes fo´rmulas:21
∇XY −∇Y X = [X ,Y ], para todo X ,Y ∈ X(M), (4.12a)
g(∇ZX ,Y )+g(X ,∇ZY ) = Z(g(X ,Y )) para todo X ,Y,Z ∈ X(M). (4.12b)
En coordenadas locales, la u´nica solucio´n a estas ecuaciones resulta ser22
Γki j = 12g
kl(∂ig jl +∂ jgil−∂lgi j).
La conexio´n afı´n ∇ determinada por las condiciones (4.12) se llama la conexio´n de
Levi-Civita para la me´trica g sobre la variedad M.
Para la carta local (UN ,ϕN), la me´trica redonda g de (4.8) tiene matriz [gi j] con
gi j = 4q−2 δi j para z= x1+ i x2; luego gkl = 14q
2 δ kl y adema´s ∂lgi j =−16xlq−3δi j.
Los sı´mbolos de Christoffel en estas coordenadas locales son
Γki j =−2q−1(xi δ kj + x j δ ki − xk δi j).
Ejercicio 4.14. Verificar las siguientes relaciones para los campos locales Eα que
son ortonormales23 sobre UN , con α = 1,2:
∇EαEβ = (δαβ x
γ −δ γα xβ )Eγ ,
en vista de la regla de Leibniz (4.10).
21El corchete [X ,Y ] se define por [X ,Y ]( f ) := X(Y ( f ))−Y (X( f )) para f ∈C∞(M). El corchete
cumple la regla de Leibniz (4.7), ası´ que pertenece a X(M). La libertad de torsio´n es equivalente a
la simetrı´a de los sı´mbolos de Christoffel en sus dos subı´ndices: Γki j = Γkji.
22Estas fo´rmulas se obtienen por un ca´lculo sencillo pero largo; consu´ltese cualquier libro mo-
derno de geometrı´a diferencial. Recomendamos: Theodore Frankel, The Geometry of Physics
(Cambridge University Press, Cambridge, 1997).
23Es tradicional usar ı´ndices latinos i, j,k para los campos vectoriales ba´sicos como ∂1,∂2 pero
ı´ndices griegos α,β ,γ para los campos vectoriales ortonormales como E1,E2.
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Al emplear las versiones complejas (4.9), se obtienen las siguientes fo´rmulas:
∇q∂z(q∂z) =−z¯ q∂z, ∇q∂z(q∂ z) = z¯ q∂ z,
∇q∂ z(q∂z) = zq∂z, ∇q∂ z(q∂ z) =−zq∂ z. (4.13a)
Las expresiones al lado derecho de estas ecuaciones son secciones locales del fi-
brado tangente complexificado (TS2)C−→S2. Habida cuenta de la regla de Leib-
niz (4.10), se ve que ∇q∂z y ∇q∂ z son operadores diferenciales de primer grado
sobre tales secciones.
Sobre las secciones locales del fibrado dual —este es el fibrado cotangente com-
plexificado (T ∗S2)C−→S2— se definen operadores diferenciales de primer orden
por el mismo proceso. Las secciones de este fibrado son precisamente las 1-formas
diferenciales (complejas). Sobre las 1-formas se define una nueva conexio´n ∇,
que tambie´n suele llamarse una conexio´n de Levi-Civita, por la siguiente regla de
compatibilidad:24
〈∇Xα,Y 〉= X(〈α,Y 〉)−〈α,∇XY 〉,
donde la conexio´n afı´n ya considerada aparece al lado derecho. Si 〈α,Y 〉 es una
funcio´n constante, el te´rmino X(〈α,Y 〉) se anula, ası´ que los sı´mbolos de Christof-
fel para la nueva conexio´n son los negativos de los anteriores de (4.11):
∇∂i dx
k =−Γki j dx j.
Para las 1-formas complejas, en el abierto UN , esta conexio´n de Levi-Civita viene
dada por:
∇q∂z(q
−1 dz) = z¯ q−1 dz, ∇q∂z(q
−1 dz¯) =−z¯ q−1 dz¯,
∇q∂ z(q
−1 dz) =−zq−1 dz, ∇q∂ z(q
−1 dz¯) = zq−1 dz¯. (4.13b)
I Sobre la carta (US,ϕS) se puede escribir fo´rmulas totalmente ana´logas. No
hace falta escribir los detalles, pero vale la pena considerar las transformaciones
de gauge para las 1-formas. Si α = fN(z)q−1 dz+ gN(z)q−1 dz¯ es una 1-forma
24Esta fo´rmula, reescrita como X(〈α,Y 〉) = 〈∇Xα,Y 〉+ 〈α,∇XY 〉, es una nueva regla de Leibniz
para el campo vectorial X . En la teorı´a general de conexiones, se habla de conexiones asociadas
sobre dos fibrados. Esta asociacio´n suele definirse en te´rminos de las acciones de grupos de simetrı´a
sobre las diversas fibras. Aquı´ es preferible adoptar un recetario pedestre, en te´rminos de reglas de
Leibniz. Para una discusio´n detallada, ve´ase: Werner Greub, Stephen Halperin y Ray Vanstone,
Connections, Curvature, and Cohomology (Academic Press, New York, 1972).
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cualquiera, cuya expresio´n sobre US es α =− fS(ζ )q′−1 dζ −gS(ζ )q′−1 dζ¯ con un
signo negativo por convenio, las formas ba´sicas se relacionan sobre UN ∩US por
q′−1 dζ =
zz¯
q
(−z−2 dz) =− z¯
z
q−1 dz, q′−1 dζ¯ =
zz¯
q
(−z¯−2 dz¯) =−z
z¯
q−1 dz¯,
las funciones coeficientes son ligadas, necesariamente, por
fN(z)≡ (z¯/z) fS(z−1), gN(z)≡ (z/z¯)gS(z−1). (4.14)
Al comparar estas reglas de transformacio´n con las fo´rmulas generales (4.5), se
concluye que
A1(S2)' E(2)⊕E(−2).
La equivalencia catego´rica dada por el teorema de Serre y Swan permite concluir
que el fibrado cotangente complexificado es una suma de Whitney de fibrados de
lı´nea, (T ∗S2)C ' L2⊕L−2, y como tal, este fibrado de rango 2 sobre la esfera no
es trivial.25
Ejercicio 4.15. Obtener las reglas de transformacio´n para los campos vectoriales
complejas
X = hN(z)q∂z+ kN(z)q∂ z =−hS(ζ )q∂ζ −hS(ζ )q∂ ζ
sobre UN ∩US; concluir que X(S2)' E(−2)⊕E(2) como C∞(S2)-mo´dulos.26
4.3 El operador de Dirac para la esfera S2
Las derivadas covariantes de campos vectoriales y 1-formas, dadas explı´citamente
por las fo´rmulas (4.13), no son suficientes para crear un ca´lculo diferencial so-
bre los espinores en S ' E(1)⊕E(−1), porque estos sumandos no aparecen como
submo´dulos de X(S2) ni de A1(S2). Para derivar espinores, hace falta introducir
un ingrediente nuevo.
25El lector astuto habra´ notado que no hemos definido explı´citamente el fibrado cotangente sobre
una variedad. Para los efectos de la geometrı´a no conmutativa, ya no es necesario hacerlo: las
1-formas, locales y globales, contienen toda la informacio´n pertinente.
26El isomorfismo X(S2) ' A1(S2) dado por este ejercicio coincide con el isomorfismo musical
X 7→ X [, con inverso α 7→ α]: fı´jese en los signos en la fo´rmulas (4.9).
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Definicio´n 4.16. Sea V un espacio vectorial real de dimensio´n finita n y sea d una
forma bilineal sime´trica no degenerada27 sobre V . El a´lgebra de Clifford C`(V,d)
es el a´lgebra real generada por elementos {c(v) : v ∈V } tal que v 7→ c(v) es lineal,
sujeta a las relaciones
c(u)c(v)+ c(v)c(u) = 2d(u,v)1, para todo u,v ∈V. (4.15)
En particular, cada c(u)2 = d(u,u)1 es un escalar (esto es, un mu´ltiplo de la iden-
tidad 1 del a´lgebra).
Sobre la complexificacio´n VC = V ⊕ iV se define C`(V ) := C`(VC,d), gene-
rado por {c(u+ iv) = c(u)+ i c(v) : u,v ∈V }. Este es un a´lgebra de Clifford com-
pleja.
Hay varias maneras de mostrar la existencia y la unicidad (hasta isomorfismo)
del a´lgebra de Clifford C`(V,d). Por ahora, la siguiente construccio´n sera´ sufi-
ciente.28 Sea {e1, . . . ,en} una base ortonormal29 de V , cuyos elementos satisfacen
d(ei,e j) = 0 para i 6= j y d(e j,e j) = ±1 para todo j. En vista de (4.15), los pro-
ductos c(ei1)c(ei2) . . .c(eik), con i1 < i2 < · · ·< ik, junto con la identidad 1 (para el
caso trivial k = 0), forman una base lineal para C`(V,d). Entonces
dimRC`(V,d) = dimCC`(V ) =
n
∑
k=0
(
n
k
)
= 2n.
El a´lgebra compleja C`(V ) es un a´lgebra involutiva, al definir c(w)∗ := c(w¯)
para w= u+ iv ∈VC, con w¯ := u− iv. Entonces (c(w)c(z))∗ = c(z¯)c(w¯), etce´tera.
27Dı´cese que una forma bilineal d es no degenerada si la condicio´n “d(u,v) = 0 para todo u”
implica v = 0. Una forma definida positiva (o negativa) es no degenerada, obviamente. Por un
teorema de Sylvester, cualquier forma bilineal sime´trica real puede ser expresada, con respecto a
una base apropiada, como d(u,v) = u1v1 + · · ·+urvr−ur+1vr+1−·· ·−ur+svr+s; esta forma es no
degenerada si y so´lo si r+ s = n. Al entero r− s se la llama la signatura de d.
28La clasificacio´n de las a´lgebras de Clifford reales y complejas viene de artı´culo seminal:
Michael F. Atiyah, Raoul Bott y Arnold Shapiro, “Clifford modules”, Topology 3 (1964), 3–38.
Hay varias exposiciones detalladas; ve´ase, por ejemplo, el capı´tulo 5 de E–NCG, o bien el primer
capı´tulo de: H. Blaine Lawson and Marie-Louise Michelsohn, Spin Geometry, (Princeton Univer-
sity Press, Princeton, NJ, 1989).
29Si d es definida positiva, entonces d(e j,e j) = +1 para cada j. Si la signatura de d es r− s,
con r+ s = n, habra´ r casos de d(e j,e j) = +1 y s casos de d(e j,e j) =−1. En el caso complejo, se
puede tomar todos los signos positivos, al sustituir ek 7→ i ek si fuera d(ek,ek) =−1. La signatura es
un invariante hasta isomorfismo so´lo en el caso real.
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El elemento quiral χ ∈ C`(V ) se define por30
χ := (−i)m c(e1)c(e2) . . .c(en) para
{
n = 2m, o´
n = 2m+1.
(4.16)
Las propiedades esenciales de este elemento son:
χ∗ = χ, χ2 = 1, χ c(v) = (−1)n−1c(v)χ para v ∈V.
En una representacio´n matricial, χ corresponde a una matriz hermı´tica con auto-
valores ±1. Cuando n es impar, χ es central, es decir, conmuta con todos los
elementos del a´lgebra, sin ser un escalar. Cuando n es par, χ anticonmuta con
todos los generadores del a´lgebra (pero sı´ conmuta con el producto de un nu´mero
par de generadores).31
I En el caso concreto que nos interesa, to´mese V = R2, con base ortonormal
{e1,e2}. Los generadores correspondientes son las primeras dos matrices de Pauli:
c(e1) := σ1 =
(
0 1
1 0
)
, c(e2) := σ2 =
(
0 −i
i 0
)
,
y el elemento quiral es la tercera matriz de Pauli (4.3):
χ :=−iσ1σ2 = σ3 =
(
1 0
0 −1
)
.
Como VC =C2, conviene introducir combinaciones complejas de los generadores:
σ+ := 12(σ1+ iσ2) =
(
0 1
0 0
)
, σ− := 12(σ1− iσ2) =
(
0 0
1 0
)
.
Fı´jese que χσ± =±σ± pero σ±χ =∓σ±.
30Un cambio de base ortonormal de V se efectu´a por ei 7→ Aei donde A es una matriz ortogonal.
La expresio´n (4.16) cambia mediante χ 7→ (det A)χ = ±χ . Luego, la fo´rmula que define χ es
independiente de la base ortonormal, si se conserva su orientacio´n al demandar det A =+1.
31Las representaciones de C`(V ) forman un subcapı´tulo interesante de a´lgebra. Para n= 2m, par,
resulta que el a´lgebraC`(V ) es simple, conC`(V )'MN(C) donde N = 2m. Para n= 2m+1, impar,
se obtiene C`(V )'MN(C)⊕MN(C) con N = 2m. En ambos casos, se identifica χ con una matriz
de bloques
(
1 0
0 −1
)
. Ve´ase, por ejemplo: Barry Simon, Representations of Finite and Compact
Groups (American Mathematical Society, Providence, RI, 1996).
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Ejercicio 4.17. Mostrar que las siguientes tres matrices 4×4 generan el a´lgebra de
Clifford compleja C`(C3). Identificar el elemento quiral correspondiente:
γ1 :=
(
σ1 0
0 −σ1
)
, γ2 :=
(
σ2 0
0 −σ2
)
, γ3 :=
(
σ3 0
0 −σ3
)
.
Sobre una variedad compacta M, esta estructura puede replicarse en cada es-
pacio tangente TxM, donde la me´trica g induce una forma bilineal sime´trica gx; o
alternativamente en cada espacio cotangente T ∗x M, donde g−1 induce una forma
bilineal sime´trica g−1x . De esta manera, es posible construir un fibrado vectorial
cuyas fibras son las a´lgebras involutivas C`(T ∗x M).
Sin embargo, es preferible trabajar directamente con las secciones del fibrado
de a´lgebras C`(T ∗M)−→M, mediante la definicio´n que sigue.
Definicio´n 4.18. Dada una variedad compacta M con una me´trica riemanniana g,
una accio´n de Clifford de las 1-formas A1(M) es una familia de operadores c(α),
parametrizada por α ∈A1(M), tal que α 7→ c(α) sea C∞(M)-lineal y que satisface
las siguientes relaciones de anticonmutacio´n:
c(α)c(β )+ c(β )c(α) = 2g−1(α,β )1, para todo α,β ∈A1(M). (4.17)
Dichos operadores deben preservar un C∞(M)-mo´dulo S, esto es,
c(α) : S→ S, para α ∈A1(M).
El mo´dulo S, si existe, sera´ llamado un mo´dulo espinorial para el par (M,g).
Antes de discutir el caso general, conviene examinar el ejemplo de la esfera S2,
donde el mo´dulo espinorial ya ha sido definido.
Lema 4.19. En el caso M = S2, las relaciones (4.17) esta´n satisfechos sobre UN por
una familia de matrices c(α) ∈M2(C∞(UN)), donde α 7→ c(α) es C∞(UN)-lineal,
determinados por las dos fo´rmulas siguientes:
c(q−1 dz) := σ+ =
(
0 1
0 0
)
, c(q−1 dz¯) := σ− =
(
0 0
1 0
)
.
Demostracio´n. Si α = fN(z)q−1 dz+ gN(z)q−1 dz¯ en A1(UN), es inmediato que
c(α) = fN(z)c(q−1 dz)+gN(z)c(q−1 dz¯). Como la expresio´n g−1(α,β ) es bilineal
en α y β para el anillo de coeficientes C∞(UN), basta examinar las 1-formas ba´sicas
q−1 dz y q−1 dz¯.
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Por las relaciones (4.9) y la ortonormalidad de {ϑ 1,ϑ 2}, se obtiene
g−1(q−1 dz,q−1 dz) = g−1(q−1 dz¯,q−1 dz¯) = 0, 2g−1(q−1 dz,q−1 dz¯) = 1.
Por otro lado, las matrices σ+ y σ− cumplen las relaciones
(σ+)2 = (σ−)2 =
(
0 0
0 0
)
, σ+σ−+σ−σ+ =
(
1 0
0 1
)
.
Entonces las relaciones (4.17) quedan satisfechas para α,β = q−1 dz o´ q−1 dz¯,
como habı´a que mostrar.
La demostracio´n del lema anterior aprovecha que el mo´dulo A1(UN) es libre
sobre C∞(UN). Sobre el abierto US, se obtienen relaciones ana´logas. Mediante las
transformaciones de gauge (4.14), se comprueba la compatibilidad de las fo´rmulas
para c(α) en las dos cartas, de modo que c(α) ∈ M2(C∞(S2)) para α ∈ A1(S2).
Dicho de otro modo, la fo´rmula
c
(
fN(z)q−1 dz+gN(z)q−1 dz¯
)
:=
(
0 fN(z)
gN(z) 0
)
determina α 7→ c(α) globalmente sobre S2.
Lema 4.20. El mo´dulo espinorial S= S+⊕S− es un bimo´dulo para la accio´n a la
derecha del a´lgebra C∞(S2) y para la accio´n a la izquierda del a´lgebraB generado
por {c(α) : α ∈A1(S2)}.
Demostracio´n. Por la Definicio´n 4.8, un espinor ψ ∈ S se escribe como una ma-
triz 2× 1 de la forma ψ =
(
ψ+
ψ−
)
cuyas funciones coeficientes cumplen (4.6). El
a´lgebra C∞(S2) actu´a a la derecha, al multiplicar ψ+ y ψ− para la misma funcio´n
suave. El a´lgebra B, cuyos elementos son matrices 2×2, actu´a a la izquierda me-
diante el producto de matrices.
Si α = fN(z)q−1 dz+gN(z)q−1 dz¯, entonces
c(α)ψ =
(
0 fN(z)
gN(z) 0
) (
ψ+N (z)
ψ−N (z)
)
=
(
fN(z)ψ−N (z)
gN(z)ψ+N (z)
)
,
y las reglas de transformacio´n (4.6) y (4.14) muestran que el lado derecho es
tambie´n un elemento de S:
fN(z)ψ−N (z) =
√
z¯/z fS(z−1)ψ−S (z
−1), gN(z)ψ+N (z) =
√
z/z¯ gS(z−1)ψ+S (z
−1).
Es claro que las acciones de B y de C∞(S2) conmutan.
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I Hay dos estrategias posibles para establecer la existencia de la familia de opera-
dores c(α) en general, para una variedad compacta M con me´trica g. Una de ellas
es trabajar fibra por fibra, mostrando que C`(T ∗x M) ' L(Sx), donde los Sx son las
fibras de un fibrado espinorial S−→M. (Habra´ que tener cuidado con las depen-
dencias suaves del punto x y con los cambios de cartas locales.) La otra estrategia
es considerar el a´lgebraB= Γ(M,C`(T ∗M)) generado por unos c(α) que cumplen
(4.17) in abstracto, establecer su existencia como suba´lgebra densa de una cierta
C∗-a´lgebra, y buscar un bimo´dulo S para las a´lgebras B y A. El teorema de Serre y
Swan, posteriormente, permitira´ identificar S como las secciones suaves de cierto
fibrado vectorial: S= Γ(M,S).
Hay un teorema de Plymen que ejecuta la segunda estrategia.32 Dada una va-
riedad compacta M con me´trica riemanniana g, siempre es posible construir un
a´lgebra B, u´nico hasta isomorfismo cuando n = dimM es par, cuyos generadores
c(α) satisfacen (4.17). La bu´squeda de unB-A-bimo´dulo S, sin embargo, no siem-
pre es posible: hay una “obstruccio´n” topolo´gica en general.33 Las variedades para
las cuales S existe se llaman variedades de espı´n; S se llama su mo´dulo espino-
rial; al poner S= Γ(M,S), el fibrado S−→M se llama su fibrado espinorial, cuyo
rango es 2m. Cuando hay al menos una solucio´n, puede haber varias soluciones
inequivalentes: se habla de un surtido de “estructuras de espı´n” sobre M.
En el caso de la esfera S2, que resulta ser una variedad de espı´n con estructura
de espı´n u´nica, el Lema 4.20 exhibe la solucio´n explı´citamente.
Definicio´n 4.21. Sea M una variedad de espı´n compacta con me´trica riemanniana g
y sea ∇ la conexio´n de Levi-Civita sobre las 1-formas, ∇X : A1(M)→A1(M) para
todo X ∈ X(M). Sea S = Γ(M,S) un mo´dulo espinorial para (M,g), es decir, un
B-A-bimo´dulo donde A = C∞(M) y B es el a´lgebra generado por una accio´n de
Clifford {c(α) : α ∈A1(M)} sobre S.
32El trabajo original es: Roger J. Plymen, “Strong Morita equivalence, spinors and symplectic
spinors”, Journal of Operator Theory 16 (1986), 305–324. Es un resultado fundamental de la
geometrı´a no conmutativa. Para una exposicio´n, ve´ase el Capı´tulo 9 de E–NCG.
33Para que haya un fibrado espinorial S, se requiere que la llamada clase de Dixmier y Douady
δ (M) ∈H3(M,Z) se anule. En el caso contrario, las versiones locales (triviales) del fibrado espino-
rial no se pueden compaginar para formar un fibrado globalmente bien definido. Si δ (M) = 0, se
dice que M posee una estructura de espı´nc. Luego, hay una obstruccio´n secundaria, la anulacio´n de
la llamada clase de Stiefel y Whitney w(M) ∈ H2(M,Z/2), para que el fibrado espinorial tenga una
versio´n real. Si w(M) = 0 tambie´n, se dice que M posee una estructura de espı´n. Estos grupos de
cohomologı´a tambie´n sirven para parametrizar las diversas estructuras de espı´n que pueden existir
sobre M. Ve´ase el capı´tulo 9 de E–NCG y tambie´n el libro de Lawson y Michelsohn, op. cit.
MA–707: Geometrı´a No Conmutativa 92
La conexio´n de espı´n para S es la familia ∇S de operadores C-lineales
∇SX : S→ S, para todo X ∈ X(M),
que es C∞(M)-lineal en X y que cumple las dos reglas de Leibniz siguientes:34
∇SX(ψ f ) = (∇
S
Xψ) f +ψ X( f ), (4.18a)
∇SX(c(α)ψ) = c(∇Xα)ψ+ c(α)∇
S
Xψ, (4.18b)
para X ∈ X(M), ψ ∈ S, f ∈C∞(M) y α ∈A1(M). La primera regla dice que ∇S es
una conexio´n; la segunda es su compatibilidad con la accio´n de Clifford deA1(M).
Ejemplo 4.22. Para el caso de la esfera S2, hay que exhibir los operadores dife-
renciales ∇SX en la carta local (UN ,ϕN). Una vez ma´s, podemos considerar ψ ∈ S,
restringido a UN , como una columna de dos funciones suaves. Los siguientes ope-
radores definen la conexio´n de espı´n:
∇Sq∂z = q∂z+
1
2 z¯χ, ∇
S
q∂ z
= q∂ z− 12zχ. (4.19)
Para comprobarlo, se puede calcular los casos ba´sicos uno por uno, usando el for-
mulario (4.13b). Por ejemplo,
∇Sq∂z
(
c(q−1 dz)ψ
)
= q∂z(σ+ψ)+ 12 z¯χσ
+ψ = q∂z(σ+ψ)+ 12 z¯σ
+ψ
= z¯σ+ψ+q∂zσ+ψ− 12 z¯σ+ψ
= z¯σ+ψ+σ+(q∂zψ+ 12 z¯χψ)
= c(z¯ q−1 dz)ψ+ c(q−1 dz)∇Sq∂zψ
= c
(
∇q∂z(q
−1 dz)
)
ψ+ c(q−1 dz)∇Sq∂zψ,
donde tambie´n se ha usado las identidades χσ+ = σ+ y σ+χ = −σ+. Dejamos
los dema´s casos al lector. ♦
Ejercicio 4.23. Usar las fo´rmulas (4.6) para comprobar que los operadores dife-
renciales (4.19) preservan S, es decir, que los componentes q∂zψ+N (z)+
1
2 z¯ψ
+
N (z),
q∂zψ−N (z)− 12 z¯ψ−N (z) de ∇Sq∂z ψ obedecen la regla de transformacio´n (4.6); y simi-
larmente para los componentes de ∇S
q∂ z
ψ .
34Se omite una prueba de la existencia y unicidad de esta conexio´n de espı´n. Los ca´lculos que
siguen para la esfera S2 sirven para indicar la estructura de esa prueba. En el pro´ximo capı´tulo
aparecera´ una fo´rmula ma´s general para ∇S.
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Definicio´n 4.24. Sea M una variedad de espı´n compacta con me´trica riemanniana g,
mo´dulo espinorial S y conexio´n de espı´n ∇S sobre S. El operador de Dirac D/ es
el operador lineal sobre S dado por:35
D/ :=−i c(dx j)∇S∂ j : S→ S. (4.20a)
(Hay una sumatoria implı´cita sobre j, por el convenio de Einstein; el factor −i
garantiza autovalores reales para D/ .)36
Esta es una expresio´n en coordenadas locales, al parecer. Sin embargo, como
α 7→ c(α) y X 7→∇SX son C∞(M)-lineales, cualquier cambio de coordenadas locales
induce jacobianos inversos ∂ j 7→ hkj ∂k y dxr 7→ f rs dxs, con [ f rs ] = [hkj]−1, de modo
que se recupera la expresio´n ana´loga en las nuevas coordenadas. En particular,
esta observacio´n se aplica a las funciones de transicio´n donde dos cartas locales
traslapan: la fo´rmula (4.20) da un operador globalmente bien definido.
Igualmente, se puede cambiar las bases locales {∂1, . . . ,∂n} y {dx1, . . . ,dxn}
para X(M) y A1(M) en bases ortonormales locales {E1, . . . ,En} y {ϑ 1, . . . ,ϑ n},
mutuamente duales. En este caso, la fo´rmula (4.20a) se convierte en
D/ =−i c(ϑα)∇SEα : S→ S. (4.20b)
Ejemplo 4.25. Conside´rese el caso del cı´rculo, M = S1. Este es un grupo mul-
tiplicativo: tiene un cubrimiento por abiertos que son traslaciones (alrededor del
cı´rculo) de un vecindario de 1. Concretamente, se puede tomar S1 =U ∪V , donde
U := {eiθ :−pi < θ < pi }= S1 \{−1}, V := {eiθ : 0 < θ < 2pi }= S1 \{+1}.
En los dos casos, d/dθ es un campo vectorial local; de hecho, este es un campo
vectorial global porque las dos versiones coinciden sobre U ∩V . Por lo tanto,
X(S1) = { f (eiθ )d/dθ : f ∈ C∞(S1)} es un mo´dulo libre37 de rango uno sobre
C∞(S1), con base {d/dθ}.
35En breve, se extendera´ como un operador autoadjunto (no acotado) sobre un espacio de Hilbert
que incluye S como subespacio denso. Esta versio´n extendida es lo que se entiende comu´nmente
como el “operador de Dirac”. Sin embargo, las propiedades algebraicas de D/ son determinadas por
su accio´n sobre S; conviene empezar ahı´.
36La notacio´n D/ , una letra D rayada, sigue una costumbre iniciado por Feynman. Los fı´sicos
escriben la fo´rmula (4.20a) como D/ = −iγµ ∇Sµ donde los “matrices gamma” γµ = c(ϑ µ) son
generadores del a´lgebra de Clifford. Tambie´n usan otras abreviaturas como 6 p := γµ pµ para la
accio´n del cuadrivector de momento, etce´tera.
37En consecuencia, el fibrado tangente TS1 R−→S1 es trivial. Desde luego, es fa´cil probar que
TS1 ≈ S1×R por los me´todos convencionales de la geometrı´a diferencial.
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De igual manera, la diferencial dθ es una 1-forma global, porque sus dos ver-
siones en U y V coinciden sobre U ∩V . LuegoA1(S1) = {h(eiθ )dθ : h ∈C∞(S1)}
es otro mo´dulo libre de rango uno sobre C∞(S1). Para definir una me´trica rieman-
niana g sobre S1, so´lo hay que declarar que
g(d/dθ ,d/dθ) = 1, g−1(dθ ,dθ) = 1.
Como mo´dulo espinorial, to´mese S := C∞(S1), trivial de rango uno.38 La accio´n
espinorial tambie´n es trivial; hay que tomar c(dθ) := 1. La conexio´n de espı´n
queda determinada por ∇Sd/dθ := d/dθ .
Como resultado, el operador de Dirac es simplemente D/ := −id/dθ , definido
en primera instancia sobre C∞(S1). Los autovalores y autovectores de este operador
han sido discutidos en la seccio´n 3.3. ♦
El caso de S2 es menos trivial, porque los mo´dulos X(S2), A1(S2) y S no son
libres. Aquı´ se puede usar adema´s las combinaciones lineales (4.9) de E1,E2 y
ϑ 1,ϑ 2 para obtener
D/ =−i c(q−1 dz)∇Sq∂z− i c(q−1 dz¯)∇Sq∂ z
=−i c(q′−1 dζ )∇Sq′∂ζ − i c(q
′−1 dζ¯ )∇S
q′∂ ζ
.
La primera de estas expresiones es
D/ =−iσ+∇Sq∂z− iσ−∇Sq∂ z
=−iσ+ (q∂z+ 12 z¯χ)− iσ− (q∂ z− 12zχ)
=−i(q∂z− 12 z¯)σ+− i(q∂ z− 12z)σ−
=−i
(
0 q∂z− 12 z¯
q∂ z− 12z 0
)
.
Observacio´n. Hay una notacio´n co´moda para las dos operadores diferenciales que
aparecen en la u´ltima matriz:39
ðz := q∂z− 12 z¯, ðz := q∂ z− 12z. (4.21)
38Hay que advertir que este no es la u´nica posibilidad para el mo´dulo espinorial S sobre S1. La
otra alternativa es tomar las secciones de una cinta infinita de Mo¨bius.
39La letra ð (pron. eth) fue una variante de la letra ‘d’ en el viejo abecedario anglosajo´n; se usa hoy
so´lo en el islande´s y en el faroe´s. Fue introducido para representar los componentes de este operador
de Dirac sobre S2 en: Edward T. Newman y Roger Penrose, “Note on the Bondi–Metzner–Sachs
group”, Journal of Mathematical Physics 7 (1966), 863–870.
MA–707: Geometrı´a No Conmutativa 95
Aquı´ los te´rminos q, 12 z¯,
1
2z son operadores de multiplicacio´n sobre C
∞(S2) y por
ende no conmutan con el operador diferencial ∂z. Es fa´cil comprobar que
q∂z− 12 z¯ = q3/2 ◦∂z ◦q−1/2
donde el lado derecho es la composicio´n de tres operadores sobre C∞(S2). Con esta
notacio´n, la expresio´n local del operador de Dirac sobre UN es
D/ =−i
(
0 ðz
ðz 0
)
. (4.22)
Vale la pena calcular el cuadrado de D/ . Se obtiene
D/2 =
(−ðzðz 0
0 −ðzðz
)
=−
(
q∂z q∂ z 0
0 q∂ z q∂z
)
+ 12q(z∂z+ z¯∂ z+1)− 14zz¯
=−q2 ∂z ∂ z+ 12 + 14zz¯+ 12q(z∂z− z¯∂ z)χ
el cual es un operador diagonal (en te´rminos de la expresio´n matricial 2× 2). Sus
dos componentes diagonales son operadores diferenciales de segundo orden; en
adelante se vera´ que todos los autovalores de D/2 son positivos.
4.4 El espectro del operador de Dirac
Ya es hora de considerar espacios de Hilbert asociados con la esfera. Es posible
completar C(S2) con respecto a una norma conveniente, tal como ya se hizo para S1.
Hay que introducir, entonces, una integral sobre la esfera y definir un producto
escalar de funciones. Si f ,h ∈ C(S2) se expresan en coordenadas esfe´ricas, es
tradicional definir
〈 f |h〉 :=
∫ pi
−pi
∫ pi
0
f (θ ,φ)h(θ ,φ) senθ dθ dφ .
La forma de a´rea ω = senθ dθ ∧ dφ es invariante bajo rotaciones.40 En vista
de (4.2), tambie´n es posible escribir
〈 f |h〉= 2i
∫∫
C
f (z)h(z)q−2 dzdz¯ = 2i
∫∫
C
f (ζ )h(ζ )q′−2 dζ dζ¯ , (4.23)
40Una rotacio´n de la esfera es una transformacio´n (θ ,φ) 7→ (θ ′,φ ′) de la esfera que (a) es
isome´trica, en el sentido de preservar la distancia geode´sica entre pares de puntos; y (b) es ori-
entada, es decir, tiene jacobiano positivo. Las rotaciones forman un grupo de Lie, denominado
SO(3); resulta que senθ ′ dθ ′∧dφ ′ = senθ dθ ∧dφ para cualquier rotacio´n. Es tradicional omitir el
sı´mbolo ∧ en la cola de integracio´n senθ dθ dφ al calcular integrales con respecto a esta a´rea.
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para f ,h∈C(S2), si se quiere parametrizar estas dos funciones por las coordenadas
locales de UN o bien de US.
La complecio´n de C(S2) en la norma ‖ · ‖2 asociada a este producto escalar se
llama L2(S2,ω); este es un espacio de Hilbert.41
I Una base ortonormal de este espacio de Hilbert emerge de las soluciones poli-
nomiales de la ecuacio´n de Laplace en R3:
∆ f = 0, donde ∆≡− ∂
2
∂x21
− ∂
2
∂x22
− ∂
2
∂x23
.
Se dice que f (x1,x2,x3) es una funcio´n armo´nica so´lida si ∆ f = 0. Hay soluciones
que son polinomios homoge´neos de grado l ∈ N,
Hl(x1,x2,x3) = ∑
m+n+p=l
cmnp xm1 x
n
2 x
p
3 ,
y estas soluciones forman un espacio C-vectorial42 de dimensio´n 2l + 1. Se ob-
tienen funciones bien definidas sobre S2 al dividir estos polinomios armo´nicos
Hl por el factor de escala rl , donde r2 := x21 + x
2
2 + x
2
3. Las funciones resultantes
Yl := r−l Hl satisfacen la ecuacio´n de Laplace modificada:
∆Yl− l(l+1)r2 Yl = 0.
El operador diferencial −i∂/∂φ conmuta con ∆ y sus autovalores m en este espa-
cio de polinomios cumplen |m| ≤ l. Esto indica que las habra´ 2l + 1 soluciones
independientes de la ecuacio´n anterior de la forma Ylm(θ ,φ) = eimφ blm(θ).
Definicio´n 4.26. Los armo´nicos esfe´ricos {Ylm : l ∈ N; m = −l, . . . , l } son las
funciones continuas sobre S2 definidos, en te´rminos de coordenadas esfe´ricas, por
Ylm(θ ,φ) :=
√
2l+1
4pi
(l−m)!
(l+m)!
eimφ Pml (cosθ)
donde las
Pml (cosθ) =
(−1)l+m
2l l!
sinmθ
dl+m
d(cosθ)l+m
sin2l θ
41De nuevo, se toma el espacio L2(S2,ω) de funciones de cuadrado integrable con respecto a la
forma de a´rea ω; y se identifican dos funciones f ,h si ‖ f − h‖2 = 0. Cada clase de equivalencia
contiene a lo sumo una funcio´n continua, ası´ que la inclusio´n C(S2) ↪→ L2(S2,ω) esta´ bien definida.
42Este es un simple ejercicio de conteo: hay
(l+2
2
)
maneras de elegir los exponentes m,n, p; el
polinomio ∆Hl es de grado l− 2, ası´ que ∆Hl = 0 da
( l
2
)
ecuaciones lineales para los coeficientes
cmnp; el nu´mero de soluciones independientes de dichas ecuaciones es
(l+2
2
)− ( l2)= 2l+1.
MA–707: Geometrı´a No Conmutativa 97
son las llamadas funciones asociadas de Legendre.43 Con la normalizacio´n dada,
los Ylm forman una base ortonormal de L2(S2,ω).
Ejercicio 4.27. Comprobar que las armo´nicos esfe´ricos tiene la siguiente forma en
las coordenadas locales (z, z¯) de la carta (UN ,ϕN):
Ylm(z) = clm q−l ∑
s−r=m
(
l
r
)(
l
s
)
zr(−z¯)s, con (4.24a)
clm = (−1)l−m
√
2l+1
4pi
√
(l+m)!(l−m)!
l!
. (4.24b)
I Resulta, sin embargo, que L2(S2,ω) no es el espacio de Hilbert “correcto” para
nuestros propo´sitos. Hay que tomar una complecio´n, no del a´lgebra de funciones
C(S2), sino del mo´dulo S= S+⊕S− de los espinores.
Lema 4.28. Los operadores ð y ð de (4.21) son formalmente antiadjuntos; es decir,
para cada par de espinores ψ,ϕ ∈ S, se cumple
〈ϕ+ |ðzψ−〉=−〈ðzϕ+ |ψ−〉 (4.25)
con respecto al producto escalar (4.23).
Demostracio´n. La fo´rmula emplea productos escalares de elementos de S±, identi-
ficadas con funciones sobre ϕN(UN) =C. De la expresio´n ðz = q∂z− 12 z¯ se obtiene
〈ϕ+ |ðzψ−〉=
∫
C
ϕ+(z)ðzψ−(z)q−2 dzdz¯
=
∫
C
ϕ+(z)∂zψ−(z)q−1 dzdz¯− 12
∫
C
ϕ+(z) z¯ψ−(z)q−2 dzdz¯
=−
∫
C
∂z
(
q−1ϕ+(z)
)
ψ−(z)dzdz¯− 1
2
∫
C
ϕ+(z) z¯ψ−(z)q−2 dzdz¯
=−
∫
C
q−1 ∂z(ϕ+(z))ψ−(z)dzdz¯+
1
2
∫
C
ϕ+(z) z¯ψ−(z)q−2 dzdz¯
=−
∫
C
q−1 ∂ zϕ+(z)ψ−(z)dzdz¯+
1
2
∫
C
zϕ+(z)ψ−(z)q−2 dzdz¯
=−
∫
C
q−2ðzϕ+(z)ψ−(z)dzdz¯ =−〈ðzϕ+ |ψ−〉,
43La bibliografı´a sobre los armo´nicos esfe´ricos es amplio y vasto. Recomendamos, para la no-
tacio´n tradicional y un buen cata´logo de resultados, el libro: Nikolai N. Lebedev, Special Functions
and their Applications (Dover, New York, 1972). Para un tratamiento moderno sin prerrequisi-
tos, ve´ase: Miguel Pe´rez Saborid, “The coordinate-free approach to spherical harmonics”, preprint,
Sevilla, 2008, arXiv:0806.3367.
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donde la segunda igualdad es integracio´n por partes, la tercera viene de−∂z(q−1) =
q−2 ∂z(q) = z¯ q−2 puesto que q = 1+ zz¯. Esta z¯ q−2 se combina con −12 z¯ q−2 del
segundo te´rmino para producir +12 z¯ q
−2. El resto es (o debe de ser) evidente.
El lema anterior indica co´mo hay que completar S para formar un espacio de
Hilbert espinorial.
Definicio´n 4.29. Dı´cese que un espinor ψ ∈ S = Γ(S2,S) es de cuadrado inte-
grable si sus componentes ψ+N y ψ
−
N esta´n en L
2(S2,ω) donde ω = 2iq−1 dz∧dz¯.
[Como los factores de la transformaciones de gauge (z¯/z)±1 tienen valor absoluto 1,
esto es equivalente a la condicio´n ana´loga para los componentes ψ+S y ψ
−
S para la
otra carta local.]
El espacio de espinores H para S2 es el espacio de Hilbert obtenido al comple-
tar S con respecto al producto escalar
〈ϕ |ψ〉 := 〈ϕ+N |ψ+N 〉+ 〈ϕ−N |ψ−N 〉
= 〈ϕ+S |ψ+S 〉+ 〈ϕ−S |ψ−S 〉
donde los productos escalares al lado derecho son los de L2(S2,ω). En otras pala-
bras, H es la suma directa ortogonal44 de dos copias de L2(S2,ω).
Proposicio´n 4.30. El operador de Dirac D/ = −i
(
0 ðz
ðz 0
)
es formalmente auto-
adjunto sobre espinores en S.
Demostracio´n. Si ψ,ϕ ∈ S, la Definicio´n 4.29 da el producto escalar
〈ϕ |D/ψ〉=−i
〈(
ϕ+
ϕ−
) ∣∣∣∣ (ðzψ−ðzψ+
)〉
=−i〈ϕ+ |ðzψ−〉− i〈ϕ− |ðzψ+〉
donde se ha suprimido el subı´ndice N de los componentes. Con dos aplicaciones
del Lema 4.28, se obtiene
〈ϕ |D/ψ〉= 〈D/ψ |ϕ〉= i〈ðzψ− |ϕ+〉+ i〈ðzψ+ |ϕ−〉
= i〈ϕ+ |ðzψ−〉+ i〈ðzψ+ |ϕ−〉
=−i〈ðzϕ+ |ψ−〉− i〈ψ+ |ðzϕ−〉
=−i〈ðzϕ+ |ψ−〉− i〈ðzϕ− |ψ+〉= 〈D/ϕ |ψ〉,
para todo ψ,ϕ ∈ S.
44La suma directa ortogonal de dos espacios de Hilbert H y K es el espacio vectorial H⊕K;
es cuestio´n de definir bien el producto escalar. Al poner 〈(ξ ,η) | (ξ ′,η ′)〉 := 〈ξ | ξ ′〉+ 〈η |η ′〉, es
evidente que los dos sumandos H y K son ortogonales entre sı´.
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I Para determinar los autovalores y autovectores para el operador de Dirac, no es
suficiente que sea formalmente autoadjunto. Se requiere extender el dominio de D/ ,
ma´s alla´ de los espinores suaves, para que el operador extendido sea autoadjunto
tout court. Como D/ es un operador no acotado, este asunto es algo delicado.45 En
el caso presente, los problemas desaparecen: como D/ es un operador diferencial
elı´ptico sobre una variedad compacta, tiene una extensio´n autoadjunta que posee
un juego completo de autovectores, los cuales son espinores suaves.46
El problema de hallar los autovalores de D/ consiste en resolver un par de ecua-
ciones diferenciales (parciales) de primer orden. La solucio´n no es inmediata
porque hay una “condicio´n de frontera”: cualquier solucio´n local sobre UN o´ US
debe cumplir las reglas de transformacio´n de gauge (4.6), para poder representar
un espinor. Nuestra estrategia es cortar el nudo gordiano al exhibir los autovectores
explı´citamente.47
Ejercicio 4.31. Comprobar las siguientes fo´rmulas para derivadas de polinomios
en z, z¯ y q−1, si l,r,s≥ 0:
ðz
(
q−lzr(−z¯)s)= (l+ 12 − r)q−lzr(−z¯)s+1+ r q−lzr−1(−z¯)s,
−ðz
(
q−lzr(−z¯)s)= (l+ 12 − s)q−lzr+1(−z¯)s+ sq−lzr(−z¯)s−1, (4.26)
(La primera es un ca´lculo con la regla de Leibniz, la segunda sigue por conjugacio´n
compleja.)
45Si un operador A so´lo esta´ (inicialmente) definido en un subespacio denso DomA de un espacio
de Hilbert H, la validez de la fo´rmula 〈A∗ξ |η〉 := 〈ξ |Aη〉 exige tomar el subespacio {ξ ∈H : η 7→
〈ξ |Aη〉 es continuo} como DomA∗. Dı´cese que A es hermı´tico (algunos autores dicen sime´trico)
si DomA∗ ⊇DomA, con A∗ξ = Aξ para ξ ∈DomA. Al repetir este proceso para formar el adjunto
doble A∗∗, se obtiene DomA⊆ DomA∗∗ ⊆ DomA∗. El operador A es autoadjunto si es hermı´tico,
con DomA∗ = DomA, en cuyo caso se escribe A∗ = A, por supuesto. Esta condicio´n exige que el
dominio inicial de A no sea demasiado pequen˜o ni demasiado grande. (Si A es acotado, se extiende
por continuidad a todo H y estas consideraciones de dominios se vuelven triviales.)
46Dı´cese que un operador no acotado es esencialmente autoadjunto si posee una u´nica extensio´n
en operador autoadjunto. Un teorema de Wolf dice que un operador de Dirac sobre una variedad
de espı´n completa (en particular, compacta) es esencialmente autoadjunto. Para la prueba, ve´ase el
Teorema 9.15 de E–NCG, o bien el libro de Lawson y Michelsohn, op. cit.
47Estos autovectores fueron introducidos por Newman y Penrose, op. cit. y estudiados en detalle
en: Joshua N. Goldberg, A. J. Macfarlane, Edward T. Newman, Fritz Rohrlich y E. C. G. Sudarshan,
“Spin-s spherical harmonics and ð”, Journal of Mathematical Physics 8 (1967), 2155–2161.
Cuenta la leyenda que el rey macedonio Alejandro, a su paso por Gordio´n, la capital de Frigia,
en 333 a. C., acepto´ el reto de desatar un nudo muy complicado; al no encontrar las terminaciones
del nudo, lo partio´ en dos con su espada.
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Las fo´rmulas (4.26) indican una esperanza de formar autovectores para D/ con
ciertas combinaciones lineales de las funciones q−lzr(−z¯)s, con l y (s− r) fijos.
El otro requisito para esos autovectores es que sus dos componentes deben ser
medioespinores, es decir, deben cumplir una regla de transformacio´n de gauge.
Resulta que esta condicio´n impone restricciones sobre los exponentes l,r,s.
En efecto, conside´rese una funcio´n de la forma
φ(z) := ∑
r,s≥0
a(r,s)q−lzr(−z¯)s,
donde la suma es finita, es decir, a(r,s) = 0 excepto por un nu´mero finito de pares
(r,s). Se ve de inmediato que√
z¯/z φ(z−1) = (−1)l+ 12 ∑
r,s≥0
a(r,s)q−lzl−
1
2−r(−z¯)l+ 12−s .
Para que φ represente un medioespinor en S+, se requiere (y es suficiente) que
φ(z)≡√z¯/zφ(z−1). Los exponentes de z y z¯ a los lados derechos de ambos desar-
rollos deben ser enteros no negativos. Esto exige que
l− 12 ∈ N; r ∈ {0,1, . . . , l− 12}, s ∈ {0,1, . . . , l+ 12}.
En otras palabras, es necesario que l ∈ N+ 12 y que a(r,s) = 0 fuera de los rangos
indicados para r y s.
Para que φ represente un medioespinor en S−, so´lo hay que intercambiar los
requisitos sobre r y s. Los coeficientes de las sumatorias tambie´n deben cumplir la
relacio´n de simetrı´a a(r,s) = (−1)l± 12 a(l∓ 12 − r, l± 12 − s) para que φ ∈ S±.
Estos consideraciones conducen a la siguiente definicio´n.48 Compa´rese sus
fo´rmulas con (4.24).
Definicio´n 4.32. Para cada l ∈ {12 , 32 , 52 , . . .} y cada m ∈ {−l,−l + 1, . . . , l− 1, l},
defı´nase
Y+lm(z) :=Clm q
−l ∑
r−s=m− 12
(
l− 12
r
)(
l+ 12
s
)
zr(−z¯)s, (4.27a)
Y−lm(z) :=Clm q
−l ∑
r−s=m+ 12
(
l+ 12
r
)(
l− 12
s
)
zr(−z¯)s, (4.27b)
48Estas fo´rmulas, con un ana´lisis de su simetrı´a, aparecen en Goldberg et al (1967), op. cit.
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donde las constantes Clm son
Clm := (−1)l−m
√
2l+1
4pi
√
(l+m)!(l−m)!
(l+ 12)!(l− 12)!
. (4.27c)
Con estos componentes, defı´nanse los siguientes espinores:
Y ′lm :=
1√
2
(
Y+lm
iY−lm
)
, Y ′′lm :=
1√
2
(−Y+lm
iY−lm
)
.
Fı´jese que los ı´ndices m = s− r± 12 son semienteros, al igual que los ı´ndices l.
Si l = 32 , entonces m =−32 ,−12 , 12 , 32 , por ejemplo.49
Es un ejercicio tedioso comprobar que todos estos espinores forman una familia
ortonormal en el espacio de Hilbert H. Por construccio´n, todos ellos pertenecen al
subespacio denso S de espinores suaves. Es menos evidente, pero cierto, que esta
familia ortonormal {Y ′lm,Y ′′lm : l ∈N+ 12 , m=−l, . . . , l } ya es una base ortonormal
para H, en donde se cumple la identidad de Parseval:50
‖ψ‖2 =∑
l,m
∣∣〈Y ′lm |ψ〉∣∣2+ ∣∣〈Y ′′lm |ψ〉∣∣2 para todo ψ ∈ H.
Estos espinores son autovectores para D/ , en vista del lema siguiente.
Lema 4.33. Si l ∈ {12 , 32 , 52 , . . .} y m ∈ {−l,−l+1, . . . , l−1, l}, entonces
ðzY−lm = (l+
1
2)Y
+
lm y ðzY
+
lm =−(l+ 12)Y−lm .
Demostracio´n. En vista de la fo´rmula (4.26), se calcula que
ðzY−lm(z) =Clm q
−l ∑
r−s=m+ 12
(
l+ 12
r
)(
l− 12
s
)[
(l+ 12 − r)zr(−z¯)s+1+ rzr−1(−z¯)s
]
=Clm q−l ∑
j−k=m− 12
[
(l+ 12 − j)
(
l+ 12
j
)(
l− 12
k−1
)
+( j+1)
(
l+ 12
j+1
)(
l− 12
k
)]
z j(−z¯)k.
El te´rmino entre corchetes es igual a
(l+ 12)
(
l− 12
j
)(
l− 12
k−1
)
+(l+ 12)
(
l− 12
j
)(
l− 12
k
)
= (l+ 12)
(
l− 12
j
)(
l+ 12
k
)
.
49La notacio´n esta´ motivada por la teorı´a cua´ntica de momento angular, donde l cuenta el mo-
mento angular total (orbital y de espı´n) en unidades de h¯, mientras m =−l,−l+1, . . . , l−1, l es un
“nu´mero cua´ntico magne´tico”.
50La demostracio´n depende de la teorı´a de representaciones de grupos de Lie compactos, fuera
de nuestra alcance: ve´ase la Proposicio´n 9.28 de E–NCG.
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Por lo tanto, se obtiene
ðzY−lm(z) = (l+
1
2)Clm q
−l ∑
j−k=m− 12
(
l− 12
j
)(
l+ 12
k
)
z j(−z¯)k = (l+ 12)Y+lm.
La segunda relacio´n del enunciado sigue por un ca´lculo similar.
Corolario 4.34. Los espinores Y ′lm, Y
′′
lm son autovectores para el operador de Dirac:
D/Y ′lm = (l+
1
2)Y
′
lm, D/Y
′′
lm =−(l+ 12)Y ′′lm,
y cada autovalor entero no cero ±(l+ 12) tiene multiplicidad (2l+1).
Demostracio´n. La forma matricial (4.22) de D/ muestra que
D/Y ′lm =−
i√
2
(
iðzY−lm
ðzY+lm
)
=
1√
2
(
(l+ 12)Y
+
lm
i(l+ 12)Y
−
lm
)
= (l+ 12)Y
′
lm ,
D/Y ′′lm =−
i√
2
(
iðzY−lm
−ðzY+lm
)
=
1√
2
(
(l+ 12)Y
+
lm
−i(l+ 12)Y−lm
)
=−(l+ 12)Y ′′lm .
Para cada autovalor ±(l + 12), hay (2l + 1) valores posibles de m, que corres-
ponden a autovectores linealmente independientes. Como la familia (Y ′lm,Y
′′
lm)l,m es
una base ortonormal para H, no puede haber ma´s autovectores, ası´ que (2l+1) es
la multiplicidad de ±(l+ 12) en cada caso.
Definicio´n 4.35. Si un operador autoadjunto T (no necesariamente acotado) sobre
un espacio de Hilbert H posee una base ortonormal de autovectores, la coleccio´n
de sus autovectores es el espectro de T , denotado por sp(T ). Esta es una parte
discreta de la recta real R.
La multiplicidad m(λ ) de un autovalor λ ∈ sp(T ) es la dimensio´n del subespa-
cio de autovectores correspondientes, esto es, m(λ ) := dimker(T −λ ).
Ma´s generalmente, el espectro de un operador S sobre H, no necesariamente
autoadjunto, es la totalidad de los λ ∈C para las cuales S−λ no tiene un operador
inverso acotado. Si S es acotado, un teorema de Guelfand establece que sp(S) es
una parte compacta de C; y si S∗ = S, entonces sp(S)⊂ R.
I En conclusio´n: para el operador de Dirac D/ sobre la esfera S2, se ha comprobado
que
sp(D/) = {±(l+ 12) : l ∈ N+ 12 }= {±1,±2,±3, . . .}= Z\{0}.
Hay que notar que el valor 0 no pertenece a sp(D/). Entre otras cosas, esto dice que
el operador D/ posee un inverso acotado.
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5 La geometrı´a de la esfera S3
Siguiendo con la agenda planteada en la seccio´n anterior, desarrollamos ahora el
ejemplo de la esfera tridimensional S3. En esta oportunidad se identificara´ la varie-
dad S3 con un grupo de Lie SU(2), para tratar de obtener ventaja de su estructura.
Al igual que en el caso de la esfera S2, el programa se divide en tres partes.1
Primero se dara´ una descripcio´n adecuada de la variedad en uso, en este caso S3,
con su me´trica riemanniana. Segundo se determinara´ el fibrado de espinores sobre
la variedad. Tercero, se describira´ el operador de Dirac correspondiente.
El en ejemplo del cı´rculo estos mismos tres pasos estaban presentes, aunque de
manera ma´s discreta, y al final pudimos ejemplificar como obtener la distancia in-
herente al cı´rculo a partir de esta informacio´n. Uno de los objetivos de esta seccio´n
y la anterior es prepararse para ilustrar co´mo obtener la distancia entre puntos de
estas variedades diferenciales de baja dimensio´n, haciendo uso de esta informacio´n
no conmutativa.
5.1 La esfera S3 es un grupo
La esfera S3 se define como el conjunto de puntos (t0, t1, t2, t3) ∈ R4 que satisfacen
la relacio´n
t20 + t
2
1 + t
2
2 + t
2
3 = 1.
Como tal, es una variedad diferencial compacta, sin frontera, de dimensio´n 3.
Como en el caso de la esfera S2, existe un juego finito de cartas locales que la
describen. Esta vez, sin embargo, es preferible identificar la esfera S3 con el grupo
de Lie SU(2) para obtener ventaja de su estructura de grupo.
Por definicio´n, SU(2) es el grupo (bajo multiplicacio´n matricial) de matrices
2×2 con entradas complejas que son unitarias2 y poseen determinante 1. Una tal
matriz tiene la forma
u =
(
a b
−b¯ a¯
)
∈M2(C), con aa¯+bb¯ = 1. (5.1)
Al poner a = t0− it3, b =−t2− it1, con los ti reales, se obtiene
u = t0 1+ t1 i+ t2 j+ t3 k,
1Los despachos militares desde Galia del proconsul C. Iulius Caesar, publicados posteriormente
como sus Commentationes de bello Gallico, comienza con la oracio´n: “Gallia est omnis divisa in
partes tres”.
2Una matriz compleja u es unitaria si uu† = u†u = 1, donde u† es su transpuesta conjugada.
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donde i↔−iσ1, j↔−iσ2, k↔−iσ3 corresponden a los tres cuaterniones imagi-
narios ba´sicos (haciendo uso de las matrices de Pauli), mencionados al final de la
Seccio´n 1.1.
De este modo, el grupo SU(2) se puede ver como un subgrupo del grupo U(2)
de matrices unitarias 2× 2, o bien como el grupo de cuaterniones de mo´dulo 1.
Como t20 + t
2
1 + t
2
2 + t
2
3 = 1 porque det u = 1, hay una identificacio´n
3 de SU(2)
con S3.
Representaciones de SU(2)
Es usual estudiar un grupo abstracto al hacer uso de sus representaciones. Por
definicio´n una representacio´n de un grupo G en un espacio vectorial V (sobre un
cuerpo K) es un homomorfismo del grupo G en el grupo GL(V ) de transforma-
ciones lineales invertibles de V en V , es decir, una aplicacio´n ρ : G→ GL(V ) tal
que ρ(gh) = ρ(g)ρ(h) para todo g,h ∈ G. A V se le llama el espacio de la repre-
sentacio´n y a n= dimV se le llama el grado (o dimensio´n) de la representacio´n. Es
usual decir que V es un “G-mo´dulo”. Si n es finita. entonces se pueden identificar
GL(V ) y GL(n,K).
Una representacio´n de un grupo describe el grupo parcialmente, en te´rminos de
transformaciones lineales sobre espacios vectoriales. Si la representacio´n es fiel,
es decir, si ρ(g) = 1V so´lo para g = 1 ∈ G, entonces los elementos del grupo y la
operacio´n del grupo se pueden ver como matrices y multiplicacio´n de matrices.4
Para todo grupo G, en particular para SU(2), existe la representacio´n trivial uni-
dimensional, que lleva g 7→ 1 para todo g∈G. Una representacio´n no trivial sencilla
para SU(2) es la autorepresentacio´n dada por la inclusio´n SU(2) ↪→M2(C).
Veamos una segunda representacio´n no trivial. Si v ∈ SU(2) con trv = 0, en-
tonces v es un “cuaternio´n puro” con parte escalar cero. De este modo,
v =−i(t1σ1+ t2σ2+ t3σ3) =−i~t ·~σ
con~t ∈ S2. Es decir, se identifica S2 con los elementos de SU(2) de traza cero.
Para u ∈ SU(2) fijo, las propiedades de la traza implican que tr(uvu−1) = tr(v).
La transformacio´n v 7→ uvu−1 es R-lineal, lleva R3 en R3 y S2 en S2; esta es una
3Es usual escribir S3 cuando se quiere “olvidar” la estructura de grupo de SU(2) y considerar
esta esfera solamente como variedad diferencial.
4Un grupo de Lie compacto siempre posee una representacio´n fiel finitodimensional. Ve´ase, por
ejemplo: Theodor Bro¨cker y Tammo tom Dieck, Representations of Compact Lie Groups, (Springer,
Berlin, 1985).
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rotacio´n Ru de la esfera S2. Obtenemos ası´ una representacio´n 3-dimensional para
SU(2), dada en forma explı´cita por u 7→ Ru.5
El conjunto de las representaciones nos permite entender un grupo abstracto
determinado. Es va´lido preguntarse ¿cua´ntas representaciones hay, hasta equiva-
lencia?6 Para un grupo compacto como SU(2), cada representacio´n irreducible
debe ser finitodimensional,7 y ası´, el grado ayuda a distinguir las representaciones.
Ma´s au´n, en el caso particular de SU(2), hay una u´nica representacio´n (hasta equi-
valencia) en cada dimensio´n.
Denotamos con Vj al espacio de la representacio´n compleja cuya dimensio´n
es 2 j+ 1, con Vj ' C2 j+1, donde j ∈ {0, 12 ,1, 32 ,2, 52 ,3, . . .} es semientero.8 A la
representacio´n la llamaremos pi j : SU(2)→ L(Vj).
Es tradicional parametrizar SU(2) con tres a´ngulos de Euler α,β ,γ mediante9
u =
(
ei(α+γ)/2 cos 12β e
i(α−γ)/2 sin 12β
−e−i(α−γ)/2 sin 12β e−i(α+γ)/2 cos 12β
)
≡ k(α)h(β )k(γ), (5.2)
donde
k(α) =
(
eiα/2 0
0 e−iα/2
)
, h(β ) =
(
cos 12β sin
1
2β
−sin 12β cos 12β
)
.
5Puede considerarse como un homomorfismo de SU(2) en SO(3) = {M ∈ GL(3,R) : MM> =
M>M = I, det M = 1}, el grupo especial ortogonal de grado 3. El nu´cleo del homomorfismo
ρ : SU(2)→ SO(3) : u 7→ u(·)u−1 es el subgrupo de matrices escalares {±1}.
6Dados dos espacios vectoriales V y W y un grupo G, dos representaciones ρ1 : G→ GL(V ) y
ρ2 : G→GL(W ) se llaman equivalentes si existe un isomorfismo de espacios vectoriales ψ : V →W
tal que ψρ1(g)ψ−1 = ρ2(g), para todo g ∈ G.
7Una representacio´n ρ : G → GL(V ) es reducible si V = V1 ⊕ V2, con ρ(g)(V1) ⊆ V1 y
ρ(g)(V2) ⊆ V2 para cada g ∈ G. Para un grupo compacto, resulta que (a) cada representacio´n ir-
reducible es finitodimensional; y (b) cualquier representacio´n puede descomponerse en una suma
directa de representaciones irreducibles. Ve´ase, por ejemplo: Barry Simon, Representations of
Finite and Compact Groups (American Mathematical Society, Providence, RI, 1996.)
8El uso de etiquetas semienteras es un legado histo´rico de la teorı´a cua´ntica de momento angular.
El llamado momento angular orbital de una partı´cula subato´mica, como un electro´n, se describı´a
inicialmente por ciertos operadores, ligados a las representaciones del grupo de rotaciones SO(3),
con autovalores mh¯ que son mu´ltiplos enteros de la constante de Planck h¯. El espı´n fue introducido
como otra especie de momento angular, pero los autovalores ba´sicos eran ± 12 h¯, ligados al “cubri-
miento doble” SU(2) del grupo de rotaciones. Es usual tomar unidades fı´sicas en las cuales h¯ = 1.
De este modo, el llamado momento angular total (orbital ma´s espı´n) posee autovalores semienteros.
9Toda las parametrizaciones y los ca´lculos relativos a la teorı´a de SU(2) y sus representaciones
pueden encontrarse en: Lawrence C. Biedenharn y James D. Louck, Angular Momentum in Quan-
tum Physics: Theory and Application (Addison-Wesley, Reading, MA, 1981).
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Su imagen en SO(3) es la composicio´n de una rotacio´n en el eje y con un a´ngulo β ,
entre dos rotaciones en el eje z por a´ngulos respectivos α y γ .10
Con esta parametrizacio´n, se puede escribir explı´citamente las entradas de las
matrices (complejas) cuadradas, de lado 2 j+ 1, que representan SU(2) sobre el
espacio vectorial Vj. Las filas y columnas son etiquetadas por
m,n ∈ {− j,− j+1, . . . , j−1, j}, (5.3)
ası´ que pi j
(
k(α)h(β )k(γ)
)
=
[
D jmn(α,β ,γ)
]
, donde
D jmn(α,β ,γ) :=
√
( j+n)!( j−n)!
( j+m)!( j−m)!e
i(nα+mγ)(sin 12β )
2 j
×∑
r
(−1) j+m−r
(
j+m
r
)(
j−m
r−m−n
)
(ctg 12β )
2r−m−n.
Observacio´n. Los armo´nicos esfe´ricos Ylm y los armo´nicos espinoriales de la sec-
cio´n 4.4 son casos particulares:11
Ylm(θ ,φ) =
√
2l+1
4pi
Dl0m(−φ ,θ ,0),
Y±lm(e
−iφ ctg 12θ) =
√
2l+1
4pi
Dl∓ 12 ,m
(−φ ,θ ,−φ).
5.2 La me´trica y la conexio´n de Levi-Civita en S3
Como para cada punto p = (t0, t1, t2, t3) ∈ S3, el espacio tangente TpS3 es (un
traslado al nuevo origen p de) un subespacio vectorial de R4, podemos conside-
rar como producto interno gp sobre TpS3 la restriccio´n del producto escalar usual
de R4. De este forma, la me´trica en S3 es precisamente la me´trica inducida12 por
la me´trica riemanniana en R4:
gS3(p)(u,v) := gR4(p)(u,v) = u · v.
10En particular, los cuaterniones parametrizan el grupo de rotaciones: esta es una observacio´n
de Rodrigues (e´l de las fo´rmulas), en: Olinde Rodrigues, “Des lois ge´ome´triques que re´gissent
les de´placements d’un syste`me solide dans l’espace, et de la variation des coordonne´es provenant
de ces de´placements conside´re´s inde´pendamment des causes qui puevent les produire”, Journal de
Mathe´matiques 5 (1840), 380–440.
11Estas fo´rmulas se obtienen por sustitucio´n directa. Ve´ase tambie´n E–NCG, p. 418; y Goldberg
et al, op. cit.
12La longitud de curvas en S3 con respecto a esta me´trica inducida es simplemente la longitud
usual de estas curvas en R4.
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Recordemos que v = (v0,v1,v2,v3) ∈ TpS3 si y so´lo si v · p = 0. Ahora bien,
el elemento unidad del grupo SU(2) corresponde al punto 1≡ (1,0,0,0) ∈ S3. En
este punto,
T1S3 = {(0,v1,v2,v3) ∈ R4},
por lo cual
g1((0,v1,v2,v3),(0,w1,w2,w3)) = v1w1+ v2w2+ v3w3.
En T1S3 los vectores E(1)1 = (0,1,0,0) = ∂1, E(1)2 = (0,0,1,0) = ∂2, E(1)3 =
(0,0,0,1) = ∂3 forman una base ortonormal. Evidentemente, para cada TpS3 pode-
mos elegir una base ortonormal. La estructura de S3 ≡ SU(2) nos permite hacerlo
en forma cano´nica.
Para cada u ∈ SU(2) la aplicacio´n λu : v 7→ uv es un difeomorfismo de SU(2)
en si mismo, y entonces su diferencial es un isomorfismo entre TvS3 y TuvS3. Quer-
emos verificar que dicho isomorfismo preserva los respectivos productos internos.
De hecho, de cualquier curso de geometrı´a diferencial sabemos que este isomor-
fismo esta´ dado por λu mismo, es decir
dp(λu)(v) = λu(v) ∈ TupS3,
para todo p ∈ S3, v ∈ TpS3 y u ∈ SU(2). Ma´s au´n, un ca´lculo largo pero sencillo
muestra que λu preserva el producto interno:
gS3(p)(v,w) = gS3(λu(p))
(
λu(v),λu(w)
)
.
En conclusio´n, λu transporta la base ortonormal {E(1)1,E(1)2,E(1)3} de T1S3 a
una base ortonormal E(u)i = λu(E(1)i) de TuS3. De ahora en adelante se suprimira´
la referencia al punto en la notacio´n al escribir simplemente Ei ≡ E(p)i. En forma
explı´cita, si u ∈ SU(2) corresponde con el punto (t0, t1, t2, t3) ∈ S3 obtenemos tres
campos vectoriales13 en R4:
E1 = (−t1, t0, t3,−t2)≡−t1 ∂0+ t0 ∂1+ t3 ∂2− t2 ∂3,
E2 = (−t2,−t3, t0, t1)≡−t2 ∂0− t3 ∂1+ t0 ∂2+ t1 ∂3,
E3 = (−t3, t2,−t1, t0)≡−t3 ∂0+ t2 ∂1− t1 ∂2+ t0 ∂3, (5.4)
13El campo vectorial radial (o “campo de Euler”) en R4 es E0 := t0 ∂0 + t1 ∂1 + t2 ∂2 + t3 ∂3, el
cual es ortogonal a los otros: gR4(E0,Ei) = 0 para i = 1,2,3. El espacio tangente TpS3 puede ser
identificado con el complemento ortogonal del vector E(p)0 en R4.
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donde las expresiones de la derecha representan la forma en que los campos vecto-
riales Ea actu´an sobre una funcio´n f . Por ejemplo, en el punto p = (t0, t1, t2, t3),
E1 f (p) =−t1 ∂ f∂ t0 (p)+ t0
∂ f
∂ t1
(p)+ t3
∂ f
∂ t2
(p)− t2 ∂ f∂ t3 (p).
Calculemos ahora la conexio´n de Levi-Civita para S3 correspondiente a la me´-
trica inducida por R4. Para esto usamos la fo´rmula de Leibniz y la propiedad
∇∂i∂ j = Γ
k
i j∂k = 0 en R4 (ve´ase la expresio´n para Γki j en te´rminos de coordenadas
locales en la Definicio´n 4.13).
∇ f i ∂i(h
j ∂ j) = f i∇∂i(h
j ∂ j) = f i ∂i(h j)∂ j + f ih j∇∂i∂ j = f
i∂i(h j)∂ j.
Al usar las expresiones explı´citas para los Ea, obtenemos que ∇EaEa = 0 y
∇E1E2 = E3 =−∇E1E2, ∇E2E3 = E1 =−∇E3E2, ∇E3E1 = E2 =−∇E1E3.
Observacio´n. Es una vieja costumbre denotar el sı´mbolo totalmente antisime´trico
sobre tres ı´ndices por ε , esto es,
ε312 = ε
1
23 = ε
2
31 =+1, ε
2
13 = ε
3
21 = ε
1
32 =−1.
Tambie´n se define εcab := 0 si dos ı´ndices coinciden.
En resumen: la fo´rmula ∇EaEb = εcab Ec (sin suma sobre c), donde ε
c
ab es anti-
sime´trico en sus tres ı´ndices con ε312 = 1, expresa los sı´mbolos de Christoffel para
S3, para la base ortonormal de campos vectoriales.
Recordemos que A1R(S
3) es el mo´dulo de secciones del fibrado sobre S3 cuyas
fibras son T ∗p S3; este fibrado real tiene rango 3. La base de 1-formas {ϑ 1,ϑ 2,ϑ 3}
para A1R(S
3) dual a la base ortonormal {E1,E2,E3} de XR(S3) esta´ dada, como es
usual, por 〈ϑ a,Eb〉= δ ab . En forma explı´cita,
ϑ 1 =−t1 dt0+ t0 dt1+ t3 dt2− t2 dt3,
ϑ 2 =−t2 dt0− t3 dt1+ t0 dt2+ t1 dt3,
ϑ 3 =−t3 dt0+ t2 dt1− t1 dt2+ t0 dt3,
con los dtk la base dual14 en A1R(R
4) de los ∂k.
14Los fibrados tangente TS3 R
3−→ S3 y cotangente T ∗S3 R3−→ S3 son triviales porque S3 es un grupo
de Lie. Por tanto, sus mo´dulos de secciones (globales) poseen bases. En cambio, los fibrados
tangente y cotangente de la esfera S2 no son triviales; para ellos, hubo que usar bases de secciones
locales.
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Veamos ahora la extensio´n de la conexio´n de Levi-Civita a las 1-formas,
∇X : A1(S3)→A1(S3)
para todo X ∈ X(S3). Por definicio´n, si α ∈ A1(S3) y X ,Y ∈ X(S3), entonces
∇Xα ∈A1(S3) y
〈∇Xα,Y 〉 := X(〈α,Y 〉)−〈α,∇XY 〉.
En particular
〈∇X( fα),Y 〉= X(〈 fα,Y 〉)−〈 fα,∇XY 〉= f 〈∇Xα,Y 〉+X( f )〈α,Y 〉,
para cada f ∈C∞(S3). Luego, si f1, f2, f3 ∈C∞(S3) entonces
〈∇X( faϑ a),Y 〉= fa 〈∇Xϑ a,Y 〉+X( fa)〈ϑ a,Y 〉.
Dado que cada ϑ a y ∇Xϑ b es C∞(S3)-lineal sobre X(S3) y ∇ f Xα = f ∇Xα , nos
basta con determinar ∇Eaϑ b para cada a,b = 1,2,3.
Si ∇Eaϑ b = f ba1ϑ
1+ f ba2ϑ
2+ f ba3ϑ
3, entonces
f bac = 〈∇Eaϑ b,Ec〉= Ea(〈ϑ b,Ec〉)−〈ϑ b,∇EaEc〉=−εdac 〈ϑ b,Ed〉=−εbac.
Por lo tanto ∇Ea ϑ c = −εcabϑ b donde εcab es antisime´trico en sus tres ı´ndices con
ε312 = 1.
5.3 La conexio´n de espı´n en S3
De la definicio´n 4.18, dada la variedad compacta S3 con la me´trica g inducida por
la me´trica de R4 y una accio´n de Clifford c de las 1-formas A1(S3), si existe un
C∞(S3)-mo´dulo S, tal que
c(α) : S→ S, para α ∈A1(M),
a dicho mo´dulo le llamaremos un mo´dulo espinorial para el par (S3,g). Para
identificar este mo´dulo espinorial, es cuestio´n de identificar las fibras Sp de un
fibrado espinorial S de modo tal que cada fibra Sp es invariante bajo los c(α)(p);
entonces se pone S= Γ(S3,S), el mo´dulo de secciones sobre el fibrado S−→S3.
Como para cada α ∈A1(S3), la correspondencia α 7→ c(α) es C∞(M)-lineal y
cada c(α)(p) es un operador lineal sobre la fibra Sp del mo´dulo espinorial, para
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obtener una accio´n de Clifford hay que identificar γa ≡ c(ϑ a) para a = 1,2,3. Del
Ejercicio 4.17 se sabe que las tres matrices
γ1 :=
(
σ1 0
0 −σ1
)
, γ2 :=
(
σ2 0
0 −σ2
)
, γ3 :=
(
σ3 0
0 −σ3
)
,
generan el a´lgebra de Clifford compleja C`(C3), cuya base esta´ formada por los 8
elementos
1, γ1, γ2, γ3, γ1γ2, γ1γ3, γ2γ3, γ1γ2γ3,
donde el elemento quiral correspondiente esta´ dado por la matriz 4×4 (escrito en
bloques 2×2):
χ =−iγ1γ2γ3 =
(
1 0
0 −1
)
.
Ahora bien, una 1-forma α ∈ A1(S3) esta´ dada por una combinacio´n lineal de
la forma α = faϑ a, con fa ∈C∞(S3). Al aplicar c se obtiene
c(α) = fa c(ϑ a) =
(
f1σ1+ f2σ2+ f3σ3 0
0 − f1σ1− f2σ2− f3σ3
)
.
Es fa´cil ver, dada la forma explı´cita de los σa, que el espacio vectorial Sp que es
invariante bajo el a´lgebra C`(C3) es precisamente C4. Los c(α) actu´an sobre este
espacio en forma de matrices diagonales en bloques 2×2, donde el bloque inferior
es simplemente el negativo del bloque superior. En el lenguaje de representaciones,
esto quiere decir que la accio´n del a´lgebra de Clifford sobre el fibrado espinorial es
reducible.15 Para obtener una accio´n irreducible, se limita la accio´n de cada c(α)
a su bloque superior, y en lugar de considerar como fibrado espinorial al fibrado
trivial S3×C4, se considera S = S3×C2, de modo tal que cada seccio´n de este
fibrado, es decir un espinor ψ ∈ S = Γ(S3,S), es una aplicacio´n suave de S3 en
C2, donde la accio´n del a´lgebra de Clifford esta´ dada solamente por la accio´n del
bloque superior. En particular, fı´jese que, χψ = ψ para todo ψ ∈ S.
I Veamos ahora la conexio´n de espı´n para S. De la definicio´n 4.21, se sabe que
dicha conexio´n es la familia ∇S de operadores C-lineales
∇SX : S→ S, para todo X ∈ X(S3),
15La aplicacio´n c, que lleva el a´lgebra A1(S3) en operadores lineales sobre un mo´dulo E de
secciones, es una representacio´n de a´lgebras, porque preserva las operaciones de suma, producto y
multiplicacio´n escalar. Como en el caso de las representaciones de grupos, dicha representacio´n se
llama reducible si E = E1⊕E2, donde c(α)(E1)⊆ E1 y c(α)(E2)⊆ E2 para cada α ∈A1(S3). En
el caso presente, los elementos de E aparecen como columnas de 4 funciones; en los submo´dulos
E1 y E2 se anulan las 2 entradas inferiores o las 2 entradas superiores, respectivamente.
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que es C∞(S3)-lineal en X y que, de acuerdo con (4.18), cumple las dos reglas de
Leibniz siguientes:
∇SX(ψ f ) = (∇
S
Xψ) f +ψ X( f ),
∇SX(c(α)ψ) = c(∇Xα)ψ+ c(α)∇
S
Xψ,
para X ∈ X(S3), ψ ∈ S, f ∈C∞(S3) y α ∈A1(S3).
Como S= Γ(S3,S3×C2)≡C∞(S3)⊕C∞(S3), cada espinor ψ se puede repre-
sentar como una columna de dos funciones suaves fi : S3→ C, o bien, como una
C∞(S3)-combinacio´n lineal de dos espinores globales ba´sicos ψ i:
ψ =
(
f1
f2
)
= f1
(
1
0
)
+ f2
(
0
1
)
=: f1ψ1+ f2ψ2.
Para identificar ∇SX nos basta con identificar 12 funciones suaves h
j
ai ∈C∞(S3) tales
que
∇SEaψ
j := h jaiψ
i,
para a = 1,2,3 e i, j = 1,2, dado que la regla de Leibniz implica
∇SEaψ = ∇
S
Ea( f1ψ
1+ f2ψ2) = Ea( f1)ψ1+Ea( f2)ψ2+ f1∇SEaψ
1+ f2∇SEaψ
2
= Eaψ+ f1h1aiψ
i+ f2h2aiψ
i = Eaψ+
(
h1a1 h
2
a1
h1a2 h
2
a2
)
ψ.
La clave es la relacio´n
∇SEa
(
c(ϑ b)ψ i
)
= c
(
∇Eaϑ
b)ψ i+ c(ϑ b)∇SEaψ i =−εbad c(ϑ d)ψ i+hia j c(ϑ b)ψ j.
Con b = 3 e i = 1, obtenemos
h1a jψ
j = ∇SEaψ
1 = ∇SEa
(
c(ϑ 3)ψ1
)
=−ε3ab c
(
ϑ b
)
ψ1+h1a j c(ϑ
3)ψ j,
donde c(ϑ 3)ψ1 = σ3ψ1 = ψ1 y c(ϑ 3)ψ2 = σ3ψ2 =−ψ2. De este modo,
h112 =− i2 , h122 = 12 , h132 = 0.
Similarmente, con b = 1 e i = 1, obtenemos
h211 =− i2 , h212 = h111, h221 =−12 , h222 = h121, h231 = 0, h232 = i+h131.
Tambie´n se puede calcular que
h111 = h
2
12 = h
1
21 = h
2
22 = 0, h
1
31 =− i2 , h232 = i2 .
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Al identificar γa ≡ γa := c(ϑ a), para facilitar la notacio´n, la conexio´n de espı´n
sobre S3 esta´ dada por la relacio´n:
∇SEaψ := Eaψ−
1
4
εcab γ
bγcψ,
donde
Eaψ = Ea
(
ψ1
ψ2
)
:=
(
Ea(ψ1)
Ea(ψ2)
)
.
Como para nuestro mo´dulo espinorial S = C∞(S3)⊕C∞(S3), los generadores γa
del a´lgebra de Clifford actu´an como las matrices de Pauli σa ≡ σa, con a = 1,2,3,
entonces la fo´rmula anterior para la conexio´n de espı´n sobre S3 se reduce a
∇SEaψ = Eaψ−
1
4
εcabσ
bσcψ. (5.5)
5.4 El operador de Dirac en S3
Ya tenemos todo lo necesario para plantear el operador de Dirac D/ para S3, visto
como aplicacio´n del mo´dulo espinorial S en sı´ mismo. La fo´rmula general (4.20b)
dice que
D/ =−i c(ϑ a)∇SEa : S→ S,
empleando una base ortonormal de campos vectoriales (Ea)a y su base ortonormal
dual de 1-formas (ϑ a)a. En el caso de S3 estamos usando c(ϑ a) = σa y al emplear
la fo´rmula (5.5) se obtiene
D/ :=−iσa
(
Ea− 14ε
c
abσ
bσc
)
=−iσa Ea− 32 . (5.6)
Para a = 1, por ejemplo, se obtiene
i
4
σ1 εc1bσ
bσc =
i
4
σ1 (σ2σ3−σ3σ2) = i4σ
1 (2iσ1) =−12
(
1 0
0 1
)
.
Los casos a= 2 y a= 3 contribuyen otros−12 cada uno, ası´ que el segundo te´rmino
del operador de Dirac es la constante −3/2 (multiplicado por una matriz identidad
2×2); como operador, este te´rmino es ψ 7→ −32 ψ .
I Para investigar los autovalores del operador (5.6), hay que completar el mo´dulo
espinorial S = C∞(S3)⊕C∞(S3) para formar un espacio de Hilbert, de la forma
H = L2(S3)⊕L2(S3).
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Para definir L2(S3) con ma´s precisio´n, es necesario determinar su forma de
volumen, esto es, la “cola de integracio´n” que entra en la definicio´n del producto
escalar. En la parametrizacio´n (5.2) por los a´ngulos de Euler, se define
〈 f |h〉 := 1
16pi2
∫ 2pi
−2pi
∫ pi
0
∫ pi
−pi
f (α,β ,γ)h(α,β ,γ) senβ dα dβ dγ.
El factor 1/16pi2 es una normalizacio´n convencional, para que la funcio´n constante
de valor 1 tenga norma uno, esto es, ‖1‖2 = 1. Esta 3-forma es invariante bajo
traslaciones a la izquierda en el grupo SU(2): si se escribe, como de costumbre,16
du =
1
16pi2
senβ dα dβ dγ,
de modo que 〈 f |h〉= ∫SU(2) f (u)h(u)du, entonces resulta que∫
SU(2)
F(v−1u)du =
∫
SU(2)
F(u′)du′.
En consecuencia (al tomar F = f¯ h), se obtiene 〈λv f | λvh〉 = 〈 f | h〉 para todo
v ∈ SU(2): los operadores de traslacio´n f 7→ λv f , definidos anteriormente, son
operadores unitarios sobre L2(S3).
Ejercicio 5.1. Comprobar esta invariancia, con el uso de la factorizacio´n u =
k(α)h(β )k(γ) dada en (5.2). Si se escribe u′ = vu, es suficiente considerar los ca-
sos v= k(φ) y v= h(θ). En el primer caso, se obtiene u′= vu= k(α+φ)h(β )k(γ)
y du′ = du es evidente. En el segundo caso, el ca´lculo es ma´s intrincado.
I Los autovectores del operador de Dirac para la esfera S2 resultaron ser expre-
siones polinomiales en ciertas variables locales; en aque´l caso, los componentes
de los espinores Y ′lm y Y
′′
lm eran polinomios en z, z¯,q
−1. Esto nos motiva a buscar
autovectores polinomiales tambie´n para el caso de la esfera S3. Como antes, es
preferible usar variables complejas en vez de reales. Introducimos
z := t0− it3, w :=−t2− it1,
16Esta costumbre de denotar la cola de integracio´n por “du” va en contra de su naturaleza como
3-forma diferencial. Algunos autores hablan de du como una medida de integracio´n, determinada
por la 3-forma de volumen (1/16pi2) senβ dα ∧ dβ ∧ dγ . Este es un ejemplo de una medida de
Haar: por un teorema de Haar, cada grupo localmente compacto posee una medida invariante a la
izquierda, que es u´nico hasta un factor de escala; si el grupo es compacto, es posible tomar el factor
de escala, que es 1/16pi2 para SU(2), para que la funcio´n constante 1 tenga integral 1.
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de modo que
zz¯+ww¯ = t20 + t
2
1 + t
2
2 + t
2
3 = 1.
Esta misma identificacio´n de S3 con SU(2) ya aparece en el despliegue (5.1):
u =
(
z w
−w¯ z¯
)
∈M2(C), con zz¯+ww¯ = 1,
pero ahora usamos (z,w) en vez de (a,b) con la intencio´n de considerar esta matriz
como punto de la esfera S3, “olvidando” su estructura de grupo. Fı´jese que las
variables z, z¯,w, w¯ son 4 para´metros reales para C2 =R4, y la ligadura zz¯+ww¯= 1
determina la esfera S3 en te´rminos de estas variables.
Ejercicio 5.2. Comprobar que los campos vectoriales ortonormales E1, E2, E3 de
(5.4) se expresan en las variables z, z¯,w, w¯ de este modo:17
E1 =−iw∂z+ iw¯∂ z− iz∂w+ iz¯∂w,
E2 = w∂z+ w¯∂ z− z∂w− z¯∂w,
E3 =−iz∂z+ iz¯∂ z+ iw∂w− iw¯∂w. (5.7)
Usando la ortonormalidad g(Ea,Eb) = δab, obtener la fo´rmula g = dzdz¯+ dwdw¯
para la me´trica riemanniana (en R4 y tambie´n, por restriccio´n, en S3).
Si se expresa (5.6) como
D/ +
3
2
=−iσa Ea =−i
(
E3 E1− iE2
E1+ iE2 −E3
)
,
se observa que al igual que en el capı´tulo anterior, vale la pena introducir dos cam-
pos “isotro´picos”:
E+ := E1− iE2 =−2iw∂z+2iz¯∂w ,
E− := E1+ iE2 = 2iw¯∂ z−2iz∂w ,
que cumplen g(E+,E+) = g(E−,E−) = 0 y g(E+,E−) = 2.
El conmutador [E+,E−] = E+E−−E−E+ es un operador diferencial de primer
orden, porque en la diferencia de los productos se cancelan los te´rminos de se-
gundo orden; por ejemplo, 4ww¯∂z ∂ z−4w¯w∂ z ∂z = 0 por la igualdad de segundas
17El cuarto campo radial E0 (campo de Euler) es E0 = z∂z− z¯∂ z +w∂w− w¯∂w. Obse´rvese que
Ea(zz¯+ww¯) = 0 para a = 0,1,2,3.
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derivadas parciales mixtas. Por la regla de Leibniz, sobreviven los te´rminos como
−2iw∂z(−2iz)∂w =−4w∂w. Se obtiene
[E+,E−] = 4z∂z−4z¯∂ z−4w∂w+4w¯∂w = 4iE3.
De este modo, se obtienen tres conmutadores de campos vectoriales:
[E3,E+] = 4w∂z−4z¯∂w = 2iE+ ,
[E3,E−] =−4w¯∂ z−4z∂w =−2iE− ,
[E+,E−] = 4z∂z−4z¯∂ z−4w∂w+4w¯∂w = 4iE3. (5.8)
Estas relaciones de conmutacio´n sera´n u´tiles en el ca´lculo del espectro del operador
de Dirac.
I Obse´rvese, en primer lugar, que el monomio zkz¯lwmw¯n es formalmente un auto-
vector para el operador diferencial E3:
E3 =−iz∂z+ iz¯∂ z+ iw∂w− iw¯∂w ,
E3(zkz¯lwmw¯n) = i(l− k+n−m)(zkz¯lwmw¯n).
Para j ∈ 12N = {0, 12 ,1, 32 ,2, . . .} y para m ∈ {− j,− j+1, . . . , j−1, j}—fı´jese
que los nu´meros ( j+m) y ( j−m) son enteros en {0,1,2, . . . ,2 j}— conside´rese el
polinomio
| j,m〉 := z j+m w j−m. (5.9)
La notacio´n | j,m〉 se usa cuando se considera este polinomio como vector en el
espacio de Hilbert L2(S3). (Este tipo de notacio´n fue introducido por el propio
Dirac.)18
Lema 5.3. Los vectores | j,m〉 son autovectores de E3. Adema´s, el ı´ndice m cambia
por un monto de ±1 bajo los operadores de escalera E+, E−:
E3 | j,m〉=−2im | j,m〉,
E+ | j,m〉=−2i( j+m) | j,m−1〉,
E− | j,m〉=−2i( j−m) | j,m+1〉. (5.10)
18Los matema´ticos suelen escribir un autovector como vλ si el autovalor correspondiente es λ .
Dirac escribio´ |λ 〉 simplemente; adema´s de ahorrar la letra v para otros usos, estos autovectores se
combinan de una forma elegante: el producto escalar de |λ 〉 y |µ〉 es 〈λ | µ〉. Si un vector es un
autovector simulta´neo de dos operadores, puede denotarse por dos etiquetas, como nuestro | j,m〉. A
veces es preferible estipular que |λ 〉 tenga norma 1, pero en el ejemplo actual no lo haremos, porque
todavı´a no es evidente co´mo calcular la norma de | j,m〉.
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Demostracio´n. Los sumandos iz¯∂ z− iw¯∂w de E3 anulan los monomios “holomor-
fos” z j+m w j−m, ası´ que E3 actu´a en efecto como si fuera −iz∂z+ iw∂w. Como
z∂z(z j+m) = ( j+m)z j+m y w∂w(w j−m) = ( j−m)w j−m,
se obtiene
E3(z j+m w j−m) =
(−i( j+m)+ i( j−m))z j+m w j−m =−2imz j+m w j−m
lo cual demuestra la primera relacio´n.
De manera similar, E+ = −2iw∂z + 2iz¯∂w actu´a como −2iw∂z sobre el poli-
nomio z j+m w j−m y lo transforma en
E+(z j+m w j−m) =−2iw∂z(z j+m w j−m) =−2i( j+m)z j+m−1 w j−m+1 .
Del mismo modo, E− = 2iw¯∂ z−2iz∂w actu´a como −2iz∂w, ası´ que
E−(z j+m w j−m) =−2i( j−m)z j+m+1 w j−m−1 .
En particular, fı´jese que E+ | j,− j〉= 0 y E− | j, j〉= 0. Tomando en cuenta las
relaciones (5.8), el a´lgebra generado por los tres operadores E3, E+, E− preserva el
espacio finitodimensional19
Vj := lin〈 | j,m〉 : m =− j,− j+1, . . . , j−1, j〉
para cualquier j ∈ 12N. Los | j,m〉 son linealmente independientes, porque son
monomios de diferentes exponentes, ası´ que dimVj = 2 j+1.
I Los mismos considerandos rigen para los monomios “antiholomorfos”
| j,m〉′ := z¯ j−m w¯ j+m,
aunque la accio´n concreta de E3, E+, E− es levemente distinta. Para j fijo, estos
vectores generan otro subespacio V ′j , tambie´n de dimensio´n 2 j+1, que tiene inter-
seccio´n nula con cualquier Vk. Todos ellos son subespacios finitodimensionales de
L2(S3).
19La notacio´n Vj indica que estos espacios tambie´n son espacios de representacio´n del grupo
SU(2). Ası´ sucede, en efecto; pero no se requiere la representacio´n explı´cita en el trabajo entre
manos. Resulta que los campos vectoriales E1,E2,E3 constituyen una versio´n “infinitesimal” del
grupo de Lie SU(2), llamado su a´lgebra de Lie; y su accio´n da lugar a una representacio´n de SU(2)
por un proceso de exponenciacio´n. Consu´ltese el libro de Simon, op. cit.
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Ma´s generalmente, conside´rese los monomios “mixtos”:
| j,m〉′′ := z j1+m1 z¯ j2−m2 w j1−m1 w¯ j2+m2 ,
toda vez que j1+ j2 = j y m1+m2 = m. De hecho, para cada entero 2 j2 fijo en el
rango {0,1,2, . . . ,2 j}, se repite el patro´n del caso holomorfo, en donde 2 j2 = 0; o
del caso antiholomorfo, en donde 2 j2 = 2 j.
En resumen: el espacio de Hilbert L2(S3) contiene (2 j+1) copias del espacio
Vj, cuya suma directa tiene dimensio´n (2 j+1)2; las bases de los diversos sumandos
cumplen las relaciones (5.10), bajo la aplicacio´n de los operadores E3, E+, E−.
Adema´s, todos los vectores de la forma | j,m〉′′ resultan ser ortogonales en
L2(S3). Al normalizarlos apropiadamente, se obtiene una familia ortonormal en
L2(S3). Lo difı´cil, como siempre, es probar que esta familia es una base ortonor-
mal de este espacio de Hilbert. Esta es consecuencia de un teorema de Peter y Weyl
(1927), no demostrado aquı´.20
I Con estos preparativos, podemos obtener el espectro del operador D/ sobre el
espacio de Hilbert H = L2(S3)⊕L2(S3), por un me´todo sugerido por Hitchin.21
Partiendo del operador
D/ +
3
2
=−iσa Ea =−i
(
E3 E+
E− −E3
)
,
es fa´cil calcular su cuadrado:
(D/ + 32)
2 =−
(
E23 +E+E− [E3,E+]
[E−,E3] E23 +E−E+
)
.
En vista de las relaciones de conmutacio´n (5.8), esto es
(D/ + 32)
2 =−
(
E23 +E+E− 2iE+
2iE− E23 +E−E+
)
,
20El teorema de Peter y Weyl es la pieza clave de la teorı´a de representaciones de un grupo
compacto G. En el a´lgebra C(G) de funciones continuas, hay ciertas funciones f cuyos traslados λv f
generan un subespacio finitodimensional; ellas forman una suba´lgebra O(G) de C(G). El teorema
afirma esta suba´lgebra es densa en C(G) en la norma ‖·‖∞. Como corolario, O(G) tambie´n es densa
en el espacio de Hilbert L2(G) para la norma ‖ · ‖2. Por tanto, una familia ortonormal que genera
O(G) como espacio vectorial es una base ortonormal para L2(G). Para los detalles de la prueba,
consu´ltese el libro de Bro¨cker y tom Dieck, op. cit.
21Ve´ase le artı´culo: Nigel Hitchin, “Harmonic Spinors”, Advances in Mathematics 14 (1974),
1–55.
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ası´ que el siguiente operador es “diagonal”:
(D/ + 32)
2−2(D/ + 32) =−
(
E23 −2iE3+E+E− 0
0 E23 +2iE3+E−E+
)
.
Ma´s aun, la relacio´n E+E−−E−E+ = 4iE3 muestra que los dos te´rminos diagona-
les son iguales. Basta entonces averiguar los autovalores de cualquiera de ellos, en
el espacio de Hilbert L2(S3).
Lema 5.4. El vector | j,m〉 := z j+m w j−m en el subespacio Vj de L2(S3) es un auto-
vector para el operador −(E23 −2iE3+E+E−), con autovalor 4 j2+4 j.
Demostracio´n. Si se aplica uno de los productos E+E− o E−E+ a este vector, se
obtiene del Lema 5.3:
E+E−| j,m〉=−2i( j−m)E+| j,m+1〉=−4( j−m)( j+m+1) | j,m〉,
E−E+| j,m〉=−2i( j+m)E+| j,m−1〉=−4( j+m)( j−m+1) | j,m〉.
Como | j,m〉 es tambie´n un autovector para E3, con autovalor −2im, es evidente
que
−(E23 −2iE3+E+E−) | j,m〉=
(
4m2+4m+4( j−m)( j+m+1)) | j,m〉
= (4 j2+4 j) | j,m〉.
En consecuencia, si λ es un autovalor (necesariamente real) del operador au-
toadjunto D/ + 32 , entonces se verifica la ecuacio´n cuadra´tica
λ 2−2λ = 4 j2+4 j,
o bien (λ − 1)2 = (2 j+ 1)2, cuyas soluciones son λ = 2 j+ 2 y λ = −2 j. Los
posible autovalores para D/ serı´an:
λ − 32 = 2 j+ 12 , λ − 32 =−2 j− 32 .
Cada 2 j es un nu´mero entero no negativo; los autovalores de D/ entonces son
semienteros (positivos y negativos) pero no enteros.
Veamos ahora la multiplicidad de cada uno de estos autovalores. Queremos
encontrar vectores (u,v)> en el espacio vectorial Vj ⊕Vj que sean autovectores
para el operador D/ + 32 con autovalores −2 j o´ (2 j+2), con j ∈ 12N.
En lo sucesivo, el vector | j,m〉 representa un monomio (holomorfo, antiholo-
morfo o mixto) de la base de cualquiera de las (2 j+ 1) copias de Vj incluido en
L2(S3). Cada autovector exhibido con primer ı´ndice j es uno de (2 j+1) variantes;
luego hay que contar su multiplicidad (2 j+1) veces.
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Lema 5.5. Las siguientes relaciones determinan autovalores y autovectores para
el operador D/ + 32 en el subespacio Vj, para m =− j,− j+1, . . . , j−1:
−i
(
E3 E+
E− −E3
)( −| j,m〉
| j,m+1〉
)
= (2 j+2)
( −| j,m〉
| j,m+1〉
)
, (5.11a)
−i
(
E3 E+
E− −E3
)(
( j+m+1)| j,m〉
( j−m)| j,m+1〉
)
=−2 j
(
( j+m+1)| j,m〉
( j−m)| j,m+1〉
)
. (5.11b)
Demostracio´n. Sea ψ =
(ψ+
ψ−
)
un espinor en Vj⊕Vj tal que (D/ + 32)ψ = λψ para
algu´n autovalor λ . Entonces sus componentes son
ψ+ =
j
∑
m=− j
am | j,m〉, ψ− =
j
∑
m=− j
bm | j,m〉,
para algunos coeficientes am,bm ∈ C. Entonces
λψ+ =
j
∑
m=− j
λam | j,m〉=−i
j
∑
m=− j
am E3| j,m〉+bm E+| j,m〉
=−2
j
∑
m=− j
am m | j,m〉+bm( j+m) | j,m−1〉,
λψ− =
j
∑
m=− j
λbm | j,m〉=−i
j
∑
m=− j
am E−| j,m〉−bm E3| j,m〉
=−2
j
∑
m=− j
am( j−m) | j,m+1〉−bm m | j,m〉.
Por lo tanto,
j
∑
m=− j
(λ +2m)am | j,m〉=−2
j
∑
m=− j+1
bm( j+m) | j,m−1〉
=−2
j−1
∑
m=− j
bm+1( j+m+1) | j,m〉,
j
∑
m=− j
(λ −2m)bm | j,m〉=−2
j−1
∑
m=− j
am( j−m) | j,m+1〉
=−2
j
∑
m=− j+1
am−1( j−m+1) | j,m〉,
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al ajustar los ı´ndices de las sumatorias al lado derecho por m 7→m±1. La indepen-
dencia lineal de los vectores | j,m〉 entonces muestra que
(λ +2 j)a j = 0, (λ +2 j)b− j = 0,
y adema´s, para cada m ∈ {− j,− j+1, . . . , j−1}, se cumplen
(λ +2m)am+2( j+m+1)bm+1 = 0,
2( j−m+1)am−1+(λ −2m)bm = 0.
Es necesario que (λ +2m) : 2( j+m+1) = 2( j−m) : (λ −2m−2) para que estas
ecuaciones sean consistentes, lo cual implica unas ecuaciones cuadra´ticas para λ :
(λ +2m)(λ −2m−2) = 4( j+m+1)( j−m).
Todas ellas se simplifican a λ 2 − 2λ = 4 j2 + 4 j, como era de esperar; ası´ que
λ = 2 j+2 o bien λ =−2 j.
En el caso λ = 2 j+2, se obtiene
a j = 0, b− j = 0, y am =−bm+1 para m =− j, . . . , j−1.
Entonces ψ es una combinacio´n lineal de los 2 j espinores independientes (5.11a).
En el caso λ =−2 j, se obtiene
( j−m)am = ( j+m+1)bm+1 para m =− j, . . . , j−1,
y los valores de a j y b− j quedan libres. En este caso, ψ es una combinacio´n lineal
de los 2 j espinores independientes (5.11b) y de los dos espinores siguientes:(| j, j〉
0
)
y
(
0
| j,− j〉
)
. (5.12)
En sı´ntesis, hay 2 j espinores independientes para el autovalor 2 j+2; y hay 2 j+2
espinores independientes para el autovalor −2 j.
El Lema 5.5 muestra un total de 2 j+(2 j+2) = 4 j+2 autovectores linealmente
independientes en cada subespacio Vj⊕Vj, de dimensio´n 2(2 j+1). Los espinores
(5.11) y (5.12) generan este subespacio, ası´ que la lista es completa. Ahora bien,
cada uno de estos casos se repite (2 j+ 1) veces, para las distintas versiones de
Vj en L2(S3). Como punto final, hay que restar 32 de cada autovalor, ya que los
autovalores de D/ son de la forma λ − 32 . El resultado final es el siguiente.
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Teorema 5.6. Los autovalores de D/ para la esfera S3 son:
(2 j+ 12), para j > 0; con multiplicidad 2 j(2 j+1),
−(2 j+ 32), para j ≥ 0, con multiplicidad (2 j+2)(2 j+1).
Obse´rvese que la sustitucio´n j = k− 12 , en el caso positivo, restaura la simetrı´a
entre los autovalores positivos y negativos. El espectro de D/ es sime´trico alrededor
de cero; en efecto, estos autovalores son
(2k+ 32), para k ≥ 0; con multiplicidad (2k+2)(2k+1),
−(2 j+ 32), para j ≥ 0, con multiplicidad (2 j+2)(2 j+1).
Si se omite la multiplicidad, el espectro de D/ es
sp(D/) = {±32 ,±52 ,±72 , . . .}.
Fı´jese, en particular, que 0 no pertenece a sp(D/).
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6 El toro no conmutativo
La geometrı´a no conmutativa, entendida como una teorı´a de “espacios no conmuta-
tivos” en los cuales actu´a una geometrı´a diferencial, comenzo´ a finales de los an˜os
setentas con el estudio de los toros no conmutativos. Hubo varios antecedentes
histo´ricos: en la meca´nica cua´ntica, con la versio´n integrada de Weyl de las rela-
ciones de conmutacio´n de Heisenberg; y tambie´n en la llamada teorı´a ergo´dica,
con la foliacio´n de Kronecker del toro bidimensional por una rotacio´n irracional.
Alrededor de 1980, se logro´ una clasificacio´n “topolo´gica” de ciertas a´lgebras no
conmutativas de coordenadas ligadas al toro; el avance clave fue dado por Connes,
con la introduccio´n de su estructura diferencial.1
6.1 Las a´lgebras de coordenadas de toros no conmutativos
En la Seccio´n 3.1, se ha visto que cada funcio´n continua sobre el cı´rculo S1 admite
un desarrollo en una serie de Fourier, de tal manera que los monomios zk, para
k ∈ Z, forman una base ortonormal para el espacio de Hilbert L2(S1), que incluye a
C(S1) como subespacio denso. Aquı´ z = eiθ es el generador del a´lgebra involutiva
O(S1) de los polinomios de Fourier. Esta ∗-a´lgebra O(S1) es conmutativa, al ser
generado por un solo elemento unitario, y su complecio´n C(S1) es, ipso facto, una
C∗-a´lgebra conmutativa.2
El producto cartesiano de varios cı´rculos es un toro. Se escribe
Tl := S1×S1×·· ·×S1 (con l factores).
(Cuando l = 1, la nomenclatura T es sino´nimo de S1, aunque es usual emplear T
cuando se considera el cı´rculo como grupo multiplicativo; mientras S1 denota el
cı´rculo como variedad unidimensional, al “olvidar” su estructura de grupo.)3 Para
parametrizar el toro Tl como variedad diferencial, debemos emplear l variables
angulares φ1, . . . ,φl . Es co´modo usar la notacio´n francesa en la cual 0 ≤ φk < 1
1Los artı´culos principales son estos tres: Mihai V. Pimsner y Dan Voiculescu, “Imbedding the
irrational rotation C∗-algebra into an AF-algebra”, Journal of Operator Theory 4 (1980), 201–210;
Marc A. Rieffel, “C∗-algebras associated with irrational rotations”, Pacific Journal of Mathematics
93 (1981), 415–429; Alain Connes, “C∗-alge`bres et ge´ome´trie diffe´rentielle”, Comptes Rendus de
l’Acade´mie des Sciences de Paris 290A (1980), 599–604.
2La unitariedad de z es la relacio´n zz¯ = z¯z = 1. Obse´rvese de nuevo que O(S1) esta´ dotado de
dos normas y por ende posee dos compleciones: su complecio´n en la norma ‖ · ‖∞ es la C∗-a´lgebra
C(S1), mientras su complecio´n en la norma ‖ · ‖2 es el espacio de Hilbert L2(S1).
3En la teorı´a de los grupos de Lie y su aplicacio´n a las partı´culas elementales, se denota el grupo
T por U(1), es decir, el grupo de matrices unitarias 1×1.
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para k = 1, . . . , l, en vez de recorrer un rango de 2pi , por ejemplo.4 De esta manera,
el desarrollo de Fourier de una funcio´n f ∈C(Tl) se escribe ası´:
f (φ1, . . . ,φl) = ∑
r∈Zl
cr e2pii(r1φ1+···+rlφl). (6.1a)
Fı´jese que r∈Zl es un multiı´ndice, es decir, r=(r1, . . . ,rl) es un juego de l nu´meros
enteros.
Las funciones suaves
uk(φ1, . . . ,φl) := e2piiφk , para k = 1, . . . , l
generan el a´lgebra de polinomios de Fourier, O(Tl). Sus elementos son de la
forma
f = ∑
r∈Zl
cr u
r1
1 u
r2
2 . . .u
rl
l (6.1b)
donde la suma es finita (es decir, cr 6= 0 so´lo para una cantidad finita de los multi-
ı´ndices r). En general, cada f ∈C(Tl) puede representarse en esta forma —por una
generalizacio´n directa de los argumentos para el caso l = 1, del cı´rculo— donde la
suma en general es infinita y habrı´a que poner atencio´n a su convergencia.
Al denotar por u∗k el conjugado complejo de la funcio´n uk, es inmediato que los
uk son elementos unitarios del a´lgebra O(Tl), esto es,
uku∗k = u
∗
kuk = 1,
y que adema´s los uk conmutan entre sı´:
uku j = u juk, para todo j,k = 1, . . . , l.
La complecio´n C(Tl) de O(Tl) es entonces una C∗-a´lgebra (unital, conmutativa)
generado por estos l elementos unitarios. Su espacio de caracteres es el toro Tl , de
acuerdo con el teorema de Guelfand y Naı˘mark; cada cara´cter es una evaluacio´n
f 7→ f (φ1, . . . ,φl).
Aparte de las relaciones anteriores que expresan su unitariedad y su conmuta-
tividad, no hay otra relacio´n algebraica alguna entre los generadores u1, . . . ,ul .
4Los practicantes del ana´lisis de Fourier todos conocen la igualdad fundamental: “2pi = 1”.
Mejor dicho, como todos los ca´lculos esta´n plagados de factores de 2pi , es preferible ignorarlos
hasta el momento de determinar alguna constante. La “solucio´n francesa” a esta dificultad consiste
en colocar el factor de 2pi en los exponentes, al escribir e2piiφ en vez de eiθ ; o bien, si se quiere, al
medir a´ngulos con el para´metro φ = θ/2pi .
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I Hay una variante no conmutativa de estas relaciones cuando l ≥ 2. Para aliviar
la notacio´n, conviene enfatizar el caso ma´s sencillo, l = 2. Escribiremos u := u1,
v := u2, ası´ que en C(T2) estos u,v son dos elementos unitarios que conmutan:
uv = vu.
Definicio´n 6.1. Sea θ ∈ R un nu´mero real cualquiera. La notacio´n Aθ denotara´
la C∗-a´lgebra universal generado por dos elementos unitarios u,v que cumplen la
relacio´n de conmutacio´n
vu = e2piiθ uv. (6.2)
La relacio´n (6.2) es una de las fo´rmulas ba´sicas de la meca´nica cua´ntica.5
Lema 6.2. Sobre el espacio de Hilbert L2(R) de funciones f : R→C de cuadrado
integrable, hay operadores unitarios Uθ y Vθ , dados por
Uθ f (t) := e2piit f (t), Vθ f (t) := f (t+θ). (6.3a)
Estos operadores cumplen la relacio´n
VθUθ = e2piiθ UθVθ . (6.3b)
Demostracio´n. El producto escalar en L2(R) esta´ dado por
〈 f |h〉 :=
∫ ∞
∞
f (t)h(t)dt.
Las relaciones 〈Uθ f |Uθh〉= 〈 f |h〉 y 〈Vθ f |Vθh〉= 〈 f |h〉 son evidentes, la segunda
de ellas por la invariancia por traslacio´n6 expresada vulgarmente en la fo´rmula
de cambio de variable d(t + θ) = dt. Como tambie´n se verifica 〈Uθ f |Uθh〉 =
〈 f |U∗θUθh〉 por la definicio´n del operador adjunto U∗θ , se concluye que U∗θUθ = 1
y de igual modo V ∗θVθ = 1. Adema´s, los operadores Uθ y Vθ son obviamente
5Heisenberg introdujo un par de operadores, Q y P, para representar observables de “posicio´n”
y “momento” (para un solo grado de libertad) en un sistema cua´ntico, notando que los resultados
experimentales implicaban la relacio´n de conmutacio´n QP−PQ = ih¯1. Esta relacio´n no puede
realizarse con matrices de taman˜o finito, porque las matrices QP y PQ tendrı´an los mismos auto-
valores —un buen ejercicio del a´lgebra lineal— y no podrı´an diferir por una constante. Luego P
y Q deben ser operadores no acotados, cuyo manejo es problema´tico. Hermann Weyl resolvio´ el
problema analı´tico al introducir los grupos uniparame´tricos de operadores unitarios U(t) := eitQ y
V (s) := eisP, que cumplen relaciones de conmutacio´n de la forma (6.2).
6La recta R es un grupo abeliano no compacto; la invariancia por translacio´n de la medida de
Lebesgue ‘dt’ dice que e´sta es una medida de Haar para el grupo R.
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biyectivos,7 ası´ que U−1θ = U
∗
θ y V
−1
θ = V
∗
θ . Luego, los operadores Uθ y Vθ son
unitarios.
La relacio´n de conmutacio´n para Uθ y Vθ es consecuencia de un ca´lculo directo:
(VθUθ f )(t) =Uθ f (t+θ) = e2pii(t+θ) f (t+θ)
= e2piiθ e2piit f (t+θ) = e2piiθ e2piit Vθ f (t)
= e2piiθ (UθVθ f )(t).
Podemos identificar L2(S1) con un subespacio de L2(R), que consiste de las
funciones perio´dicas f , con perı´odo 1, que son de cuadrado integrable:
L2(S1)' { f ∈ L2(R) : f (t+1)≡ f (t)}.
Es evidente que tanto Uθ como Vθ dejan invariante este subespacio —hay que in-
terpretar (t + θ) “mo´dulo 1”, por supuesto— de modo que, al restringirlos a este
subespacio, se obtiene un par de operadores unitarios sobre L2(S1) que satisfacen
las fo´rmulas (6.3). Hemos exhibido un ejemplo concreto de la relacio´n (6.2). En
adelante llamaremos Aθ a la C∗-suba´lgebra de L(L2(S1)) generada por estos ope-
radores Uθ y Vθ .
Es posible mostrar que este ejemplo es universal: dado algu´n otro C∗-a´lgebra
A generado por dos unitarios u,v que cumplen (6.2), la correspondencia Uθ 7→ u,
Vθ 7→ v se extiende, por linealidad y continuidad, a un morfismo de C∗-a´lgebras
pi : Aθ → A. Cuando θ es un nu´mero irracional, este morfismo es un isomorfismo.8
Estos considerandos muestran la existencia (y unicidad, hasta isomorfismo) de la
C∗-a´lgebra universal de la Definicio´n 6.1.
De esta definicio´n, es evidente que Aθ+m ' Aθ para cualquier m ∈ Z, porque
e2pii(θ+m) = e2piiθ . Como uv = e−2piiθ vu, el intercambio u↔ v conlleva un iso-
morfismo Aθ ' A−θ ' A1−θ . Resulta que no hay otros isomorfismos: el intervalo
0≤ θ ≤ 12 parametriza una familia de C∗-a´lgebras no isomorfos.
7Una matriz w que cumple w†w = 1 tambie´n cumple |det w|2 = 1, ası´ que w es invertible, con
w−1 = w† y en particular ww† = 1. En dimensio´n infinita, por contraste, un operador W sobre
un espacio de Hilbert es una isometrı´a si W ∗W = 1, porque esta condicio´n es equivalente a la
propiedad 〈W f |Wh〉 = 〈 f | h〉 para todo f ,h; pero una isometrı´a no es necesariamente unitaria,
salvo si tambie´n es biyectiva.
8La existencia del morfismo pi no es difı´cil, pero requiere un poco de la tecnologı´a de las C∗-
a´lgebras. Se obtiene un isomorfismo en el caso irracional, porque en ese caso Aθ resulta ser una C∗-
a´lgebra simple (no tiene un ideal cerrado propio). Ve´ase, por ejemplo, la Seccio´n 12.3 de: Niels Erik
Wegge-Olsen, K-theory and C∗-algebras: a Friendly Approach (Oxford University Press, Oxford,
1993).
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Cuando θ = 0, la relacio´n de conmutacio´n (6.2) se reduce a vu = uv. La C∗-
a´lgebra conmutativa A0 es simplemente C(T2), generados por los dos monomios
de Fourier u1,u2.
Lema 6.3. Si θ es un nu´mero racional θ = p/q no entero (con p,q ∈ N relativa-
mente primos), Ap/q es isomorfo al a´lgebra de secciones continuas Γcont(T2,E) de
un fibrado cuya fibra tı´pica es el a´lgebra finitodimensional Mq(C).
Demostracio´n. Sean u1,u2 los monomios de Fourier que generan C(T2). Escrı´base
λ = e2piip/q. Las dos matrices en Mq(C) dadas por
R :=

1 0
λ
λ 2
. . .
0 λ q−1
 , S :=

0 1
1 0
1 . . .
. . . 0
0 1 0
 , (6.4)
son unitarias (sus columnas forman bases ortonormales de Cq) y cumplen las rela-
ciones
Rq = 1, Sq = 1, RS = λ SR.
Si f ∈ C(T2), T = [ti j] ∈ Mq(C), deno´tese9 por T ⊗ f el elemento de Mq(C(T2))
cuya entrada (i, j) es ti j f . Los elementos u := S⊗u1 y v := R⊗u2 de Mq(C(T2))
son unitarios y cumplen vu = λ uv.
Pero estos elementos no generan todo el a´lgebra Mq(C(T2)). Hay dos endo-
morfismos10 que dejan fijos a u y v:
ϕ1 : T ⊗uk1ul2 7→ RT R−1⊗λ−k uk1ul2, ϕ2 : T ⊗uk1ul2 7→ ST S−1⊗λ l uk1ul2.
Estos endomorfismos conmutan y satisfacen ϕq1 =ϕ
q
2 = 1, ası´ que generan un grupo
abeliano H de orden q2. El a´lgebra Ap/q generado por u y v es la suba´lgebra de
Mq(C(T2)) dejada fija por ϕ1 y ϕ2.
Ahora bien, Mq(C(T2)) no es ma´s que el a´lgebra de secciones continuas del
fibrado trivial Eq = T2×Mq(C)−→T2 cuyas fibras son copias del a´lgebra fini-
todimensional Mq(C). Por el teorema de Serre y Swan, a la accio´n del grupo H
9Esta es una instancia del producto tensorial de a´lgebras: Mq(C(T2)) es isomorfo al producto
tensorial Mq(C)⊗C(T2), cuyos elementos son sumas finitas de “tensores simples” de la forma
T ⊗ f .
10Un endomorfismo de una C∗-a´lgebra A es un morfismo (una aplicacio´n lineal y multiplicativo
que respeta la involucio´n) de A en sı´ mismo.
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sobre las secciones le corresponde una accio´n paralela por morfismos de fibrados,
dados por
g1 : (z1,z2;T ) 7→ (λ−1z1,z2;RT R−1), g2 : (z1,z2;T ) 7→ (z1,λ z2;ST S−1),
donde (z1,z2) = (e2piiφ1,e2piiφ2) son los elementos del espacio base T2. A las sec-
ciones fijas por el grupo H le corresponde las secciones de un fibrado cociente
Eq/H−→T2/H, cuya fibra tı´pica sigue siendo Mq(C).
La base T2/H del nuevo fibrado es el cociente de T2 bajo rotaciones (z1,z2) 7→
(λ−kz1,λ lz2). Al poner w1 := z
q
1, w2 := z
q
2, sus elementos pueden identificarse con
los puntos (w1,w2) de una nueva versio´n de T2. Junto con E := Eq/H, se obtiene
un fibrado E→ T2, que ya no es trivial, pero es tal que Ap/q ' Γcont(T2,E).
El a´lgebra Ap/q obtenida por la construccio´n anterior no es conmutativa: su
centro consiste de las secciones continuas s : T2→ E donde cada s(w1,w2) es una
matriz escalar. Este centro es isomorfo a C(T2): una funcio´n es la asignacio´n de
un nu´mero escalar en cada punto.
En el caso irracional, θ /∈ Q, la situacio´n es ma´s grave: el centro de Aθ es
simplemente C (mu´ltiplos escalares de la unidad 1) en ese caso. Sin embargo,
resulta que los polinomios de Fourier tambie´n pueden definirse en todos los casos,
lo cual permite la construccio´n de una suba´lgebra de “funciones suaves”.
6.2 El a´lgebra suave de un toro no conmutativo
En el Capı´tulo 3 sobre el cı´rculo (ve´ase la observacio´n despue´s del Lema 3.4) se
caracterizaron las funciones suaves en C∞(S1) como aquellos elementos de la C∗-
a´lgebra C(S1) cuyos coeficientes de Fourier formaban una sucesio´n ra´pidamente
decreciente.
La misma observacio´n es aplicable a la suba´lgebra C∞(T2) de C(T2), con la
u´nica complicacio´n de trabajar con dos ı´ndices. La serie de Fourier (6.1b) para
f ∈C(T2) es simplemente
f = ∑
r,s∈Z
crs urvs (6.5)
para el caso θ = 0. Se dice que la sucesio´n (ars)r,s, cuyo conjunto ı´ndice es Z2, es
ra´pidamente decreciente si y so´lo si
(rmsnars)r,s es de cuadrado sumable, para todo m,n ∈ N,
como generalizacio´n directa de (3.12). Las funciones suaves sobre T2 son aquellas
f cuyos coeficientes de Fourier crs son ra´pidamente decrecientes.
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Hasta ahora, no se ha hablado de la topologı´a ma´s adecuado para el espacio
vectorial C∞(M) asociado a una variedad compacta. Para el caso M = T2, los
desarrollos de Fourier ofrecen una manera directa de definir normas sobre C∞(M).
Definicio´n 6.4. Para cada k ∈ N, defı´nase una norma pk sobre el espacio C∞(T2)
por
pk( f )2 := ∑
r,s∈Z
(1+ r2+ s2)k |crs|2
si f tiene el desarrollo de Fourier (6.5). Cada sumatoria pk( f )2 es finita porque
(crs) es ra´pidamente decreciente. Por su definicio´n, las normas pk crecen con k,
esto es, pk( f )≤ pk+1( f ). Ellas definen una topologı´a de Hausdorff sobre C∞(T2),
donde los conjuntos Uk,ε := { f : pk( f )< ε } forman una base de vecindarios de 0.
Sin embargo, esta topologı´a no esta´ dada por una sola norma.11
Una sucesio´n de funciones ( fn)n en C∞(T2) es una sucesio´n de Cauchy si es de
Cauchy para cada norma pk por separado: pk( fn− fm)→ 0 cuando m,n→ ∞ para
cada k. Similarmente, se dice que ( fn)n converge a un lı´mite f si pk( fn− f )→ 0
cuando n→ ∞ para cada k. Una sucesio´n de Cauchy debe converger: en princi-
pio, podrı´a haber un lı´mite para cada k, pero el ordenamiento de las pk garantiza
que estos lı´mites coinciden. Luego, el espacio vectorial C∞(T2) es completo en la
topologı´a dada.12
Definicio´n 6.5. La suba´lgebra suave Aθ de la C∗-a´lgebra Aθ (generada por unita-
rios u,v que cumplen vu = e2piiθ uv) es la totalidad de elementos de Aθ de la forma
a = ∑
r,s∈Z
ars urvs con (ars) ra´pidamente decreciente.
Con respecto a la familia de normas dadas por
pk(a)2 := ∑
r,s∈Z
(1+ r2+ s2)k |ars|2 (6.6)
definidas inicialmente sobre las sumas finitas de te´rminos ars urvs, esta es un a´lgebra
cuya topologı´a es completa. La inclusio´n Aθ ↪→ Aθ es continua y densa.
11Una familia alternativa de normas esta´ dada por qk( f ) := supr,s∈Z(1+ r2 + s2)k/2 |crs|. Resulta
que las dos familias de normas {pk}k y {qk}k determinan la misma topologı´a sobre C∞(T2). Como
q0( f ) = ‖ f‖∞ y p0( f ) = ‖ f‖2, las inclusiones C∞(T2) ↪→C(T2) y C∞(T2) ↪→ L2(T2) son continuas.
12El espacio vectorial completo, cuya topologı´a esta´ definida por una familia contable de
(semi)normas, es un espacio de Fre´chet. Cualquier espacio de Banach (normado y completo)
es de Fre´chet, pero C∞(T2) no es de Banach. Un a´lgebra con una familia contable de (semi)normas,
cuyo producto es continuo en la topologı´a que ellas definen, se llama un a´lgebra de Fre´chet.
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Para una θ fija, se adopta el siguiente convenio de notacio´n:
Aθ ≡C(T2θ ), Aθ ≡C∞(T2θ ), lin〈urvs : r,s ∈ Z〉 ≡ O(T2θ ). (6.7)
Entonces O(T2θ ) ⊂ C∞(T2θ ) ⊂ C(T2θ ). Al objeto misterioso T2θ presente en esta
notacio´n,13 se le llama el toro no conmutativo con para´metro θ .
Con λ = e2piiθ , las fo´rmulas para el producto y la involucio´n en O(T2θ ) son
ab = ∑
m,n,r,s
ar−n,mλmn bn,s−m urvs, a∗ =∑
r,s
λ rs a¯−r,−s urvs. (6.8)
A la hora de calcular pk(ab), se toma el mo´dulo cuadrado |crs|2 de cada coeficiente
crs de urvs. Luego, las potencias de λ son irrelevantes porque |λ | = 1. Basta
entonces comprobar la continuidad del producto en el caso conmutativo λ = 1. Por
otro lado, es evidente que pk(a∗) = pk(a) para cada k. Estas operaciones continuas
se extienden a la complecio´n Aθ = C∞(T2θ ), ası´ que e´sta tambie´n es un a´lgebra
involutiva.
6.3 Un espacio de Hilbert para el toro no conmutativo
La introduccio´n de a´lgebras de coordenadas no conmutativas, que extendio´ el estu-
dio de las funciones (sobre variedades) a los operadores (sobre espacios de Hilbert)
dio un nuevo sesgo a la vieja pregunta ¿cua´l es la integral de una funcio´n? Si
se considera una integral como un proceso de “sumar todos los valores” de una
funcio´n, el proceso ana´logo que serı´a aplicable a operadores es la de “sumar todos
sus autovalores”. Aunque en ambos casos hay que considerar ciertas sutilezas —
como la de ponderar las integrales con ciertas funciones de densidad, o manipular
operadores que no poseen un espectro discreto de autovalores— el ana´logo directo
de la integral de funciones es la traza de un operador.
En los an˜os cincuentas, Irving Segal propuso una teorı´a de integracio´n no
conmutativa14 para el a´lgebra L(H) de todos los operadores sobre un espacio de
13Lo que hay en juego con esta notacio´n es una dualidad catego´rica. Si θ /∈ Z, Aθ no conmuta
y el teorema de Guelfand y Naı˘mark no ofrece un espacio topolo´gico cuyas funciones continuas
devuelven Aθ . Entonces la escritura de C(T2θ ) es una mentira piadosa. Sin embargo, conviene
alegar la existencia de un tal espacio no conmutativo T2θ (se dice espacio cua´ntico en polaco) para
poder usar el lenguaje de espacios topolo´gicos y variedades diferenciales directamente, y no so´lo a
trave´s de sus a´lgebras de coordenadas.
14El artı´culo seminal es: Irving E. Segal, “A noncommutative extension of abstract integration”,
Annals of Mathematics 57 (1953), 401–457.
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Hilbert H. La “integral” de un operador A, segu´n Segal, es su traza Tr(A); cuando
A = T ∗T es un operador positivo, con espectro discreto, Tr(A) es la suma de los
autovalores de A si esta suma converge. Como hay muchas funciones no inte-
grables, tambie´n hay muchos operadores no trazables en L(H). Sin embargo, Se-
gal mostro´ que la traza se parece a una integral en muchos aspectos, debido a su
propiedad ba´sica Tr(AB) = Tr(BA).
La dificultad esencial con el a´lgebra L(H) es que el operador unidad no es
trazable cuando H es infinitodimensional, porque Tr(1) = dimH. Sin embargo,
para ciertas suba´lgebras unitales de L(H) —una clase que contiene todas la C∗-
a´lgebras unitales, por el segundo teorema de Guelfand y Naı˘mark— es posible
encontrar algunas trazas finitas.
Definicio´n 6.6. Sea A una C∗-a´lgebra unital. Una aplicacio´n lineal ϕ : A→ C es
un forma lineal positiva si ϕ(a∗a)≥ 0 para todo a ∈ A; esto es, si lleva elementos
positivos de A en nu´meros no negativos.15 Esta forma lineal positiva se llama fiel
si ϕ(a∗a) = 0 so´lo cuando a = 0.
Una forma lineal positiva es automa´ticamente continua, porque satisface
|ϕ(a)| ≤ ‖a‖ϕ(1), para todo a ∈ A.
Si ϕ(1) = 1, se dice que ϕ es un estado de A.16
Una traza (finita) sobre A es una forma lineal positiva τ : A→ C que cumple
τ(ab) = τ(ba), para todo a,b ∈ A. (6.9)
Ma´s generalmente, es posible considerar funcionales lineales positivos y trazas
que so´lo toman valores finitos en una suba´lgebra de A; este es el caso de la traza de
operadores en L(H).
To´mese un valor θ fijo en el intervalo [0, 12 ]. Sobre la C
∗-a´lgebra Aθ =C(T2θ )
del toro no conmutativo, hay una traza finita fiel17 τ : Aθ → C dada, sobre la
15Hay que recordar que 0 = 0∗0 es un elemento positivo, de oficio.
16La terminologı´a viene de la fı´sica cua´ntica: un sistema fı´sico posee observables y estados. Se
puede afirmar, grosso modo, que los observables son las cantidades que se miden experimental-
mente; y que un estado del sistema asigna un valor (o valor esperado, si hay feno´menos aleatorios
presentes) a cada observable. En los sistemas cua´nticos, los observables son elementos de ciertas
C∗-a´lgebras y un estado asigna un valor no negativo a cada observable positivo.
17Es evidente que τ(a∗a)> 0 cuando a 6= 0 es un elemento de la suba´lgebra densa C∞(T2θ ). Por
desgracia, esto no es suficiente para asegurar la fidelidad de τ en todo C(T2θ ). La demostracio´n de
la fidelidad se encuentra en: Stephen C. Power, “Simplicity of C∗-algebras of minimal dynamical
systems”, Journal of the London Mathematical Society 18 (1978), 534–538.
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suba´lgebra C∞(T2θ ), por
τ(a) := a00 cuando a = ∑
r,s∈Z
ars urvs.
La positividad de τ , para elementos de C∞(T2θ ), viene de (6.8):
τ(a∗a) = ∑
m,n∈Z
λ−nm a¯n,−mλmn an,−m = ∑
r,s∈Z
|ars|2 ≥ 0.
La propiedad tracial tambie´n sigue de (6.8):
τ(ab) = ∑
m,n∈Z
a−n,mλmn bn,−m = ∑
m,n∈Z
bn,−mλmn a−n,m = τ(ba).
Cuando θ = 0, τ( f ) es el te´rmino constante en la serie de Fourier para f ∈
C(T2). La Definicio´n 3.1 de estos te´rminos para el cı´rculo S1, que se extiende
trivialmente al caso de T2 = S1×S1, muestra que esta es la integral de f sobre T2:
a00 =
∫ 1
0
∫ 1
0
f (e2piiφ1,e2piiφ2)dφ1 dφ2.
De esta manera, se ve que la traza τ es una extensio´n genuina de la integral (nor-
malizada para que la integral de la funcio´n constante 1 tenga valor 1) a los toros no
conmutativos.
I En el Capı´tulo 3, se construyo´ el espacio de Hilbert L2(S1) a partir de la integral
normalizada sobre S1. El cuadrado de la norma ‖ f‖2, para f ∈ L2(S1), es la integral
de la funcio´n | f |2 = f¯ f . De hecho, se definio´ ‖ f‖2 inicialmente para los elementos
de la C∗-a´lgebra C(S1), antes de definir L2(S1) como la complecio´n de C(S1) en la
norma ‖ · ‖2. Siguiendo los pasos de Irving Segal, se introduce ahora, por estricta
analogı´a, un espacio de Hilbert como una complecio´n de la C∗-a´lgebra Aθ del toro
no conmutativo.
Definicio´n 6.7. Sobre la C∗-a´lgebra Aθ =C(T2θ ) se define un producto escalar
〈a |b〉 := τ(a∗b), para todo a,b ∈ Aθ . (6.10a)
La norma correspondiente es
‖a‖2 :=
√
τ(a∗a), para todo a ∈ Aθ . (6.10b)
La continuidad de τ y la relacio´n τ(1) = 1 implican que
‖a‖22 = τ(a∗a)≤ ‖a∗a‖= ‖a‖2 para a ∈ Aθ ,
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donde se ha usado la propiedad ba´sica de una C∗-a´lgebra.
Defı´nase L2(Aθ ,τ) como la complecio´n de Aθ en la norma ‖ · ‖2. Este es un
espacio de Hilbert, porque el producto escalar se extiende a la complecio´n.
Los elementos del a´lgebra Aθ son tambie´n elementos de L2(Aθ ,τ), porque la
desigualdad ‖a‖2 ≤ ‖a‖ garantiza que cada ‖a‖2 es finita. Conviene usar la no-
tacio´n de subrayar a cuando el elemento a ∈ Aθ es considerado como vector en el
espacio de Hilbert L2(Aθ ,τ).
I Cada elemento a ∈ Aθ define un operador de multiplicacio´n a la izquierda
sobre este espacio de Hilbert:
La : b 7→ ab.
Como
Laa′(b) = aa
′b = La(a′b) = LaLa′(b),
la correspondencia lineal piτ : a 7→ La es lineal y multiplicativa. Adema´s, se verifica
〈La(c) |b〉= 〈ac |b〉= τ((ac)∗b) = τ(c∗a∗b) = 〈c |La∗(b)〉,
ası´ que piτ(a)∗ = (La)∗ = La∗ = piτ(a∗). En otras palabras, piτ : Aθ → L(L2(Aθ ,τ))
es un morfismo de C∗-a´lgebras. Equivalentemente, piτ es una representacio´n de la
C∗-a´lgebra Aθ sobre el espacio de Hilbert L2(Aθ ,τ).
Fı´jese que esta es una instancia concreta del segundo teorema de Guelfand y
Naı˘mark. La construccio´n de este espacio de Hilbert por complecio´n de una C∗-
a´lgebra en una nueva norma, junto con la representacio´n del a´lgebra por operadores
de multiplicacio´n a la izquierda, fue otra contribucio´n de Segal: hoy en dı´a se le
llama la construccio´n GNS.18
Para distinguir mejor entre un elemento del a´lgebra a y el vector correspon-
diente a, conside´rese la siguiente aplicacio´n Jτ : L2(Aθ ,τ)→ L2(Aθ ,τ):
Jτ : b 7→ b∗.
18La etiqueta ‘GNS’ es, por supuesto, un acro´nimo de Guelfand, Naı˘mark y Segal. Obse´rvese que
la propiedad tracial de τ no es esencial: para cualquier estado ϕ de una C∗-a´lgebra A, se construye un
espacio de Hilbert L2(A,ϕ) a partir del producto escalar 〈a |b〉 := ϕ(a∗b), y los operadores b 7→ ab
definen una representacio´n piϕ de A. El morfismo a 7→ piϕ(a) es inyectivo si y so´lo si ϕ es fiel. La
construccio´n aparece por primera vez en: Irving E. Segal, “Irreducible representations of operator
algebras”, Bulletin of the American Mathematical Society 53 (1947), 73–88. Una discusio´n detalla-
da aparece en el libro: Gerard J. Murphy, C∗-algebras and Operator Theory (Academic Press, San
Diego, CA, 1990).
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Sobre el subespacio denso {b : b∈Aθ }, esta aplicacio´n Jτ es antilineal e isome´trica
porque
‖Jτ(b)‖2 = ‖b∗‖2 =
√
τ(bb∗) =
√
τ(b∗b) = ‖b‖2,
al emplear la propiedad tracial de τ . En particular, Jτ es continua y por tanto se
extiende por continuidad a todo L2(Aθ ,τ); se denota esta extensio´n por Jτ tambie´n.
Ası´ definida, Jτ es un operador antilineal acotado sobre L2(Aθ ,τ), cuyo cuadrado
es la identidad: J2τ = 1.
Adema´s, Jτ es antiunitario: preserva el producto escalar con un cambio del
orden de los dos vectores. En efecto,
〈Jτ(c) | Jτ(b)〉= 〈c∗ |b∗〉= τ(cb∗) = τ(b∗c) = 〈b | c〉,
para todo b,c ∈ Aθ ; como estos vectores forman un subespacio denso del espacio
de Hilbert, se concluye que
〈Jτ(ξ ) | Jτ(η)〉= 〈η |ξ 〉 para todo ξ ,η ∈ L2(Aθ ,τ).
Con la ayuda de Jτ , podemos considerar una segunda representacio´n de Aθ
sobre L2(Aθ ,τ), dado por pi ′τ(a) := Jτ piτ(a∗)Jτ ; o bien
pi ′τ(a)(b) := Jτ piτ(a
∗)Jτ(b) = Jτ piτ(a∗)(b∗) = Jτ(a∗b∗) = ba.
Entonces pi ′τ(a) ≡ Ra es el operador de multiplicacio´n a la derecha por a, esto es,
Ra : b 7→ ba. Este pi ′τ revierte el orden de productos, pi ′τ(ac) = pi ′τ(c)pi ′τ(a). Dicho
de otro modo, pi ′τ es una representacio´n del a´lgebra opuesta A
op
θ ' A−θ sobre el
mismo espacio de Hilbert.19
La asociatividad del producto en Aθ , manifestado en la relacio´n a(bc) = (ab)c,
implica que
piτ(a)pi ′τ(c) = pi
′
τ(c)piτ(a) para todo a,c ∈ Aθ .
En otras palabras, el espacio de Hilbert L2(Aθ ,τ) es un bimo´dulo para los dos
a´lgebras Aθ (a la izquierda) y A−θ (a la derecha). El operador antiunitario Jτ que
19Si A es un a´lgebra, el a´lgebra opuesta Aop es el mismo espacio vectorial A con un nuevo pro-
ducto dado por a ·c≡ ca en te´rminos del producto original. En el caso de los toros no conmutativos,
esto implica un cambio de generadores u↔ v, lo cual es equivalente a la sustitucio´n θ ↔−θ .
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entrelaza las dos acciones de estas a´lgebras es la llamada involucio´n de Tomita20
para la representacio´n piτ .
6.4 Derivaciones y un operador de Dirac para T2θ
Para el toro ordinario T2, parametrizada por los a´ngulos (φ1,φ2), el ca´lculo dife-
rencial esta´ determinada por las dos derivadas parciales ∂/∂φ1 y ∂/∂φ2. Si
f (φ1,φ2) = ∑
r,s∈Z
crs urvs = ∑
r,s∈Z
crs e2pii(rφ1+sφ2),
entonces
∂ f
∂φ1
= ∑
r,s∈Z
2piir crs e2pii(rφ1+sφ2),
∂ f
∂φ2
= ∑
r,s∈Z
2piiscrs e2pii(rφ1+sφ2).
Los coeficientes de Fourier de estas derivadas parciales se forman por las sustitu-
ciones crs 7→ 2piir crs y crs 7→ 2piiscrs, simplemente. Esta observacio´n nos permite
generalizar las derivadas parciales a las a´lgebras suaves de todos los toros no con-
mutativos.
Definicio´n 6.8. Defı´nase dos aplicaciones lineales δ1,δ2 : C∞(T2θ )→C∞(T2θ ) por
δ1a≡ δ1
(
∑r,s ars urvs
)
:= ∑r,s 2piir ars urvs,
δ2a≡ δ2
(
∑r,s ars urvs
)
:= ∑r,s 2piisars urvs. (6.11)
Estas aplicaciones lineales son continuas como operadores sobre el a´lgebra
suave C∞(T2θ ). En efecto, la fo´rmula (6.6) muestra que
pk(δ1a)2 = ∑
r,s∈Z
4pi2r2(1+ r2+ s2)k |ars|2
≤ 4pi2 ∑
r,s∈Z
(1+ r2+ s2)k+1 |ars|2 = 4pi2 pk+1(a)2,
ası´ que pk(δ1a) ≤ 2pi pk+1(a) y de igual modo pk(δ2a) ≤ 2pi pk+1(a). Estas esti-
maciones establecen la continuidad deseada.21
20Las representaciones GNS para estados de una C∗-a´lgebra A que no son trazas requiere un
tratamiento mucho ma´s delicado del operador antilineal b 7→ b∗ el cual no es acotado en general.
Tomita (1967) y luego Takesaki (1970) mostraron, con un trabajo de ana´lisis muy profundo, que
este operador posee una “descomposicio´n polar” como producto de un operador lineal positivo (que
es simplemente 1 en el caso tracial) y un operador antiunitario Jτ , de tal modo que Jτ(·)Jτ entrelaza
la accio´n a la izquierda de A con el a´lgebra de operadores que conmutan con esta accio´n.
21En ma´s detalle: para que el operador lineal sea continuo, basta ver que es continuo en 0. La
continuidad en 0 de δ j es consecuencia de las relaciones δ−1j (Uk,ε)⊇Uk+1,ε/2pi para j= 1,2; porque
la preimagen de un vecindario ba´sico de 0 es otro vecindario de 0.
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Lema 6.9. Los operadores δ1, δ2 son derivaciones de C∞(T2θ ), es decir, son linea-
les (sobre C) y cumplen las reglas de Leibniz:
δ j(ab) = (δ ja)b+a(δ jb), j = 1,2.
Estas derivaciones son sime´tricas y subordinadas a la traza τ:
(δ1a)∗ = δ1(a∗), (δ2a)∗ = δ2(a∗), τ(δ1a) = τ(δ2a) = 0.
Demostracio´n. Basta ver el caso j = 1, el argumento para j = 2 es ide´ntico. El
coeficiente de Fourier (r,s) de ∂1(ab), a partir de la fo´rmula (6.8), es
2piir
(
∑m,n ar−n,mλmn bn,s−m
)
= ∑m,n 2pii(r−n)ar−n,mλmn bn,s−m+∑m,n ar−n,mλmn (2piin)bn,s−m
y el lado derecho es el coeficiente de Fourier (r,s) de la suma (δ1a)b+a(δ1b).
Tambie´n se verifica
δ1(a∗) = 2pii∑r,s rλ rs a¯−r,−s urvs = 2pii∑r,s r a¯−r,−s vsur
= 2pii∑r,s(−r)a¯rs v−su−r =−2pii∑r,s r a¯rs (v∗)s(u∗)r = (δ1a)∗,
donde se ha usado la relacio´n vu = λuv unas rs veces para obtener λ rs urvs = vsur;
fı´jese que v−1 = v∗ y u−1 = u∗ porque u,v son elementos unitarios del a´lgebra.
Las relaciones τ(δ1a) = τ(δ2a) = 0 son evidentes, porque los coeficientes cons-
tantes al lado derecho de (6.11) son ceros.
I El toro ordinario T2 posee una me´trica riemanniana plana,22 que viene de su
identificacio´n como un espacio cociente T2 ' R2/Z2. (Este cociente se obtiene al
identificar el a´lgebra de coordenadas C(T2) con la suba´lgebra de funciones con-
tinuas f ∈ C(R2) para las cuales f (φ1,φ2) es perio´dica, con perı´odo 1, en ambas
variables.) Para la me´trica plana, los campos vectoriales
∂1 ≡ ∂∂φ1 , ∂2 ≡
∂
∂φ2
son ortonormales, g(∂i,∂ j) = δi j; y Γki j = 0 porque ∇∂i∂ j = 0.
22Hay otras me´tricas sobre el toro, que no son planas. Por ejemplo, dados dos radios a,b con
b > a > 0, hay un encaje de T2 en R3 dada por la ecuacio´n (r− b)2 + z2 = a2 en coordenadas
cilı´ndricas; la me´trica usual en R3 restringida a esta superficie impone sobre T2 una me´trica curva,
es decir, una me´trica con algunos coeficientes de Christoffel no nulos.
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El toro T2 tambie´n posee23 un mo´dulo espinorial libre, S=C∞(T2)⊕C∞(T2);
la accio´n de Clifford de A1(T2) sobre S esta´ dada por
c(dφ1) := σ1, c(dφ2) := σ2.
La conexio´n de espı´n satisface ∇S∂ j = ∂ j, actuando como derivada parcial sobre los
dos componentes de un espinor, ya que cada Γki j = 0. Entonces el operador de Dirac
sobre T2 esta´ dado por
D/ :=−iσ1∂1− iσ2 ∂2 =−i
(
0 ∂1− i∂2
∂1+ i∂2 0
)
,
como operador lineal D/ : S→ S. Al completar S = C∞(T2)⊕C∞(T2) al espacio
de Hilbert H = L2(T2)⊕L2(T2), se obtiene un operator autoadjunto (no acotado)
sobre H, tambie´n denotado por D/ .
Definicio´n 6.10. Para definir un operador de Dirac para un toro no conmutativo
T2θ , es cuestio´n de seguir estos pasos por estricta analogı´a, omitiendo aquellos pa-
sos que exigen construcciones “puntuales” (como por ejemplo, la identificacio´n
de un fibrado espinorial). Entonces C∞(T2) se reemplaza por el a´lgebra suave
Aθ = C∞(T2θ ); las derivadas parciales ∂1,∂2 —vistos como campos vectoriales
sobre T2— se mudan en las derivaciones ba´sicas δ1,δ2 del a´lgebra C∞(T2θ ). El
mo´dulo espinorial para T2 queda sustituido por la suma directa directa de dos
copias del a´lgebra suave, S :=C∞(T2θ )⊕C∞(T2θ ). El operador de Dirac D se define
sobre este dominio como24
D :=−iσ1δ1− iσ2 δ2 =−i
(
0 δ1− iδ2
δ1+ iδ2 0
)
. (6.12)
El espacio espinorial es el espacio de Hilbert
H := L2(Aθ ,τ)⊕L2(Aθ ,τ),
en la cual S es un subespacio denso. El operador D de (6.12) debe considerarse
como operador autoadjunto no acotado sobre H, con dominio denso S.
23En contraste con los casos de S2 y S3, hay varias posibilidades inequivalentes para el mo´dulo
espinorial sobre T2. El caso libre, que corresponde a un fibrado espinorial trivial S = T2×C2, es el
caso ma´s sencillo.
24En adelante, conviene reservar la notacio´n de Feynman D/ para el caso conmutativo, usando
la letra D para sus homo´nimos no conmutativos. Es fa´cil comprobar que tanto D/ como D son
formalmente autoadjuntos sobre sus dominios S en cada caso. Un teorema de Wolf (1972) asegura
que D/ se extiende a un dominio ma´s grande, como operador autoadjunto; y lo mismo vale para D.
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Sobre el espacio espinorial H tambie´n se distinguen otro los siguientes opera-
dores, expresadas en una notacio´n matricial:
pi(a) :=
(
piτ(a) 0
0 piτ(a)
)
, Γ :=
(
1 0
0 −1
)
, J :=
(
0 −Jτ
Jτ 0
)
.
El operador Γ, que coincide con σ3 en este caso, es el ana´logo directo del (operador
de multiplicacio´n por) χ , el elemento quiral para la accio´n de Clifford sobre el
toro. Este Γ es un operador de graduacio´n: es acotado, autoadjunto y unitario a
la vez; como tal, su espectro consta de dos autovalores, +1 y −1. La suma directa
H = L2(Aθ ,τ)⊕L2(Aθ ,τ) descompone H en los autoespacios correspondientes.
Los operadores {pi(a) : a∈ A} constituyen una representacio´n de la C∗-a´lgebra
A = C(T2θ ) sobre H. Esta representacio´n es par, es decir, conmuta con la grad-
uacio´n:
pi(a)Γ= Γpi(a) para todo a ∈ A,
porque es diagonal en su presentacio´n matricial.
En cambio, el operador “antidiagonal” J es impar, es decir, anticonmuta con Γ;
y adema´s, su cuadrado es −1:
JΓ=−ΓJ, J2 =−1.
Una propiedad importante del operador de Dirac es que sus conmutadores con
los operadores de multiplicacio´n son operadores acotados. En este caso no con-
mutativo, se considera pi(a) como un operador de multiplicacio´n a la izquierda
sobre H. Para calcular, los conmutadores [D,pi(a)], conviene abreviar
δ := δ1− iδ2, δ := δ1+ iδ2,
de modo que
[D,pi(a)] =−i
[(
0 δ
δ 0
)
,
(
piτ(a) 0
0 piτ(a)
)]
=−i
(
0 [δ ,piτ(a)]
[δ ,piτ(a)] 0
)
.
Para a,b ∈Aθ y j = 1,2, se obtiene
[δ j,piτ(a)](b) = δ j(ab)−piτ(a)δ j(b) = piτ(δ ja)(b),
porque δ j(ab)− aδ j(b) = δ j(a)b en Aθ . Luego [δ ,piτ(a)] = piτ(δa) y tambie´n
[δ ,piτ(a)] = piτ(δa), ası´ que
[D,pi(a)] =−i
(
0 piτ(δa)
piτ(δa) 0
)
, (6.13)
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el cual es un operador acotado, si a ∈ Aθ =C∞(T2θ ). Fı´jese que es necesario que
el elemento a este´ al menos en el dominio comu´n de las derivaciones δ1 y δ2 para
que [D,pi(a)] fuera acotado.
El operador J es antiunitario si H es dotado de la suma directa de los productos
escalares de las dos copias de L2(Aθ ,τ); esto es, 〈Jξ |Jη〉= 〈η |ξ 〉 para ξ ,η ∈H.
El uso de J permite definir operadores de multiplicacio´n a la derecha sobre H, por
pi ′(c) := Jpi(c∗)J−1 =
(−Jτpiτ(c∗)Jτ 0
0 −Jτpiτ(c∗)Jτ
)
=−
(
pi ′τ(c) 0
0 pi ′τ(c)
)
.
Como cada pi ′τ(c) conmuta con piτ(δa) y piτ(δa) para a,c ∈ Aθ , se concluye que
estos operadores sobre H tambie´n conmutan:
[D,pi(a)] conmuta con pi ′(c), para todo a,c ∈Aθ . (6.14)
¿Cua´l es el significado de esta condicio´n? Si se regresa por un momento al caso
conmutativo θ = 0, se ve que [D/,pi(a)], para a ∈ C∞(T2), es una matriz (impar)
de operadores de multiplicacio´n, porque D/ es un operador diferencial de primer
orden; mientras pi ′(c) es una matriz (par) de operadores de multiplicacio´n, que
conmuta con aquella. La relacio´n (6.14) entonces expresa el sentimiento que D es
“moralmente” un operador diferencial de primer orden; por tanto, a esta fo´rmula
(6.14) se le llama la condicio´n de primer orden para los tres objetos Aθ , H y D.
Esta es una primera instancia no trivial de un triple espectral.
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7 Distancia y dimensio´n
El operador de Dirac sobre las variedades riemannianas compactas y con estructura
de espı´n ha sido, en las secciones anteriores, el objeto central de nuestra atencio´n.
En primer lugar, la interaccio´n del operador de Dirac con el a´lgebra de coorde-
nadas de la variedad proporciona la distancia geode´sica entre dos puntos,1 como
ya fue ejemplificado en el caso del cı´rculo en el Capı´tulo 3. En segundo lugar,
como luego veremos, el espectro del operador de Dirac determina la dimensio´n de
la variedad. El operador de Dirac juega un tercer papel, que veremos ma´s ade-
lante, porque facilita una realizacio´n algebraica de la forma de volumen sobre la
variedades riemanniana,
7.1 El operador de Dirac revisitado
Despue´s de haber visto varios ejemplos particulares de operadores de Dirac en los
capı´tulos anteriores, ya es hora de recapitular su construccio´n en general. Nuestro
punto de partida es una variedad diferencial M compacta y sin frontera, dotada de
una me´trica riemanniana g. A cada tal par (M,g) le corresponde una u´nica conexio´n
∇= ∇g : X(M)×X(M)→ X(M) : (X ,Y ) 7→ ∇XY,
llamada de Levi-Civita, libre de torsio´n y compatible con la me´trica en el sentido
de las relaciones (4.12). Despue´s de una eleccio´n de bases locales {Ea} de campos
vectoriales, que son ortonormales con respecto a la me´trica: g(Ea,Eb) = δab, dicha
conexio´n se expresa en la forma
∇EaEb = Γ̂
c
ab Ec,
para ciertas funciones suaves Γ̂cab ∈C∞(M).
La conexio´n de Levi-Civita es un primer ejemplo del concepto de una conexio´n
sobre el C∞(M)-mo´dulo de secciones E= Γ(M,E) de un fibrado vectorial E→M:
∇E : X(M)×E→ E : (X ,s) 7→ ∇EX s,
que es C∞(M)-lineal en X yC-lineal en s, de modo tal que cada aplicacio´n s 7→∇EX s
cumple una regla de Leibniz: ∇EX(s f ) = (∇EX s) f + sX( f ) para f ∈C∞(M).
1Esta propiedad de la distancia me´trica fue observada en: Alain Connes, “Compact metric
spaces, Fredholm modules, and hyperfiniteness”, Ergodic Theory and Dynamical Systems 9 (1989),
207–220.
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En ciertos casos, es posible asociar una tal conexio´n ∇E a la conexio´n ∇ de
Levi-Civita, si el fibrado E se construye a partir del fibrado tangente por alguna re-
ceta particular. Para el fibrado cotangente T ∗M−→M, cuyas fibras son los espacios
vectoriales duales de los espacios tangentes: T ∗x M = (TxM)∗ = HomVect(TxM,R),
hay una conexio´n dual (tambie´n denotado por ∇) de Levi-Civita:
∇ : X(M)×A1(M)→A1(M) : (X ,α) 7→ ∇Xα,
donde A1(M) = Γ(M,(T ∗M)C) es el mo´dulo de 1-formas diferenciales complejas.
Si se eligen bases ortonormales locales {ϑ a}, duales a las bases locales de campos
vectoriales {Ea}, la conexio´n dual de Levi-Civita queda determinada por
∇Eaϑ
c =−Γ̂cabϑ b,
como ya fue ejemplificado en la Seccio´n 5.2.
El segundo ejemplo de una conexio´n asociada requiere que la variedad rie-
manniana posea una estructura de espı´n, dada por un un (bi)mo´dulo espinorial S.
Este es un mo´dulo (a la derecha, digamos) para C∞(M) y a la vez un mo´dulo a la
izquierda2 para una accio´n de Clifford c de las 1-formas A1(M) en el sentido de la
Definicio´n 4.18, dado por operadores
c(α) : S→ S, para α ∈A1(M),
tales que esta accio´n sea irreducible.3 Por el teorema de Serre y Swan, el mo´dulo
de Clifford S es de la forma S = Γ(M,S), donde S−→M es el fibrado espinorial
correspondiente. Hay una conexio´n de espı´n sobre S asociada a la conexio´n de
Levi-Civita,
∇S : X(M)×S→ S : (X ,ψ) 7→ ∇SXψ,
Dicha conexio´n de espı´n se expresa localmente por la fo´rmula
∇SEa = Eaψ− 14 Γ̂cab γbγcψ,
2La accio´n de Clifford deA1(M) conmuta con la multiplicacio´n por funciones de C∞(M) porque
c(α) f = c( fα) = f c(α). Entonces S debe ser un B-A-bimo´dulo, donde A=C∞(M) es un a´lgebra
conmutativa, mientras B es el a´lgebra formado por sumas finitas de productos c(α)c(β ) . . .c(κ)
sujetas a las relaciones (4.17).
3Siempre es posible hallar mo´dulos reducibles para una accio´n de Clifford de A1(M). Un ejem-
plo es A•(M) =
⊕n
k=0A
n(M), las formas diferenciales de todos los o´rdenes, al poner c(α)(ω) :=
α ∧ω+ ια]ω , donde el segundo sumando es la contraccio´n de la forma diferencial ω con el campo
vectorial α]. Pero este mo´dulo de Clifford no es irreducible. La bu´squeda de un mo´dulo espinorial,
irreducible, enfrenta obstrucciones topolo´gicos; la variedad M es de espı´n cuando estas obstruc-
ciones resultan superables. Ve´ase, por ejemplo, la seccio´n 9.2 de [E–NCG].
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donde γa ≡ γa := c(ϑ a) son las llamadas “matrices gamma”4 y Eaψ denota la
accio´n del campo vectorial Ea sobre los componentes, en una base local, del es-
pinor ψ .
En la Definicio´n 4.24, introducimos el operador de Dirac como una aplicacio´n
lineal D/ : S→ S. Su expresio´n local (4.20) es independiente de las bases locales de
campos vectoriales y 1-formas usadas (siempre que estas bases sean mutuamente
duales). Con respecto a las bases locales ortonormales Ea, este operador es
D/ =−iγa(Ea− 14 Γ̂cabγbγc). (7.1)
Para poder hablar sin ambigu¨edades de los autovalores y autovectores de D/ , es
necesario completar el mo´dulo espinorial S en un espacio de Hilbert H, a cuyos ele-
mentos se les llama espinores.5 (El mo´dulo S posee un producto escalar, cuya natu-
raleza sera´ discutida ma´s abajo.) Como la variedad riemanniana M es compacta,
resulta que el operador D/ no so´lo es formalmente autoadjunto sobre su dominio S,
sino que se extiende a un operador autoadjunto sobre H (definido en un dominio
mayor), con un espectro discreto pero no acotado.
4Por lo visto, cada conexio´n ∇E asociada a ∇ tiene el aspecto local ∇EX = X + µ˙(X), donde µ˙
es una representacio´n “infinitesimal” del a´lgebra de Lie generado por los campos vectoriales X ;
esto es, una aplicacio´n lineal con valores el el fibrado de endomorfismos EndE−→X , que cumple
µ˙([X ,Y ]) = [µ˙(X), µ˙(Y )]. Los coeficientes Γ̂cab son antisime´tricas en los ı´ndices b,c, debido a la
ortogonalidad de los campos vectoriales Ea. En cada punto x, la aplicacio´n Γ̂•a•(x) 7→ 14 Γ̂cab(x)γbγc
lleva matrices antisime´tricas en End(TxM) en operadores lineales de End(Sx), respetando los con-
mutadores. Esta es la llamada representacio´n de espı´n infinitesimal. Ve´ase, por ejemplo, la
seccio´n 5.3 de [E–NCG].
5Un operador autoadjunto D sobre un espacio de Hilbert H cumple el teorema espectral, que
permite expresar D como un tipo de integral de Stieltjes D =
∫
Ωλ dE(λ ), de modo que la fo´rmula
f (D) =
∫
Ω f (λ )dE(λ ) es va´lida para una amplia clase de funciones definidas sobre el espectro
Ω= sp(D). Este espectro se define como sp(D) := {λ ∈ C : (D−λ )−1 no existe}. El operador de
Dirac sobre una variedad de espı´n compacta M posee un espectro discreto de multiplicidad finita y
esta integral es una sumatoria D=∑ j λ jE j donde cada λ j es un autovalor y cada E j es un proyector
ortogonal en L(H) con rango finitodimensional; con f (D) = ∑ j f (λ j)E j.
El espectro es real si D es autoadjunto. Si T es un operador acotado sobre H, su espectro es
una parte compacta de C; T posee una presentacio´n integral del mismo tipo. Toda esta maquinaria
requiere que H sea un espacio de Hilbert; un mero espacio de Banach no serı´a suficiente. La
completitud de H es necesario para garantizar la existencia de operadores como f (H) que podrı´an
definirse como lı´mites de ciertas sumas de Riemann.
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7.2 Medicio´n de distancias con el operador de Dirac
De la expresio´n explı´cita (4.20a) para el operador de Dirac, se verifica la siguiente
fo´rmula6 para el conmutador [D/, f ]≡ [D/,M f ], si f ∈C∞(M), si ψ ∈ S:
[D/, f ]ψ ≡ D/( fψ)− f D/ψ =−iγa(Ea( fψ)− f Eaψ)=−i(Ea f )γaψ,
porque el operador de multiplicacio´n por f conmuta con el te´rmino i4 Γ̂
c
ab γ
aγbγc
de (7.1). Por lo tanto,
[D/, f ]ψ =−i(Ea f )c(ϑ a)ψ =−i(∂ j f )c(dx j)ψ =−i c(d f )ψ,
donde d f = (∂ j f )dx j = (Ea f )ϑ a es la diferencial de f . En particular, [D/, f ] es
un operador acotado sobre el subespacio denso S de H; como tal, se extiende
por continuidad a un operador acotado sobre H, que sera´ denotado por el mismo
nombre:
[D/, f ] =−i c(d f ) ∈ L(H). (7.2)
Para confirmar que c(d f ) es efectivamente un operador acotado, hay que explicar
en ma´s detalle el origen del producto escalar en el espacio de Hilbert de espinores.
Definicio´n 7.1. Sea E−→M un fibrado vectorial complejo sobre una variedad
compacta M. Dı´cese que este es un fibrado vectorial hermı´tico si cada fibra Ex
esta´ dotado de un producto escalar definida positiva 〈· | ·〉x, de tal manera que si
s, t ∈ Γ(M,E) son dos secciones, entonces el apareamiento hermı´tico7
(s | t) : x 7→ 〈s(x) | t(x)〉x
es una funcio´n suave sobre M. De esta manera, se define una funcio´n
(· | ·) : Γ(M,E)×Γ(M,E)→C∞(M)
que es sesquilineal, es decir, C∞(M)-antilineal en la primera variable y C∞(M)-
lineal en la segunda variable; obedece (s | t) = (t | s); y es definida positiva, en el
sentido de que la funcio´n (s | s) es no negativa para todo s pero es la funcio´n nula
so´lo si s = 0.
Como ejemplo, si g es una me´trica riemanniana sobre M, el fibrado tangente
complexificado (T M)C−→M es un fibrado vectorial hermı´tico, al definir
(Y |Z) : x 7→ gx(Yx,Zx), para todo Y,Z ∈ X(M).
6Es tradicional escribir f , en vez de M f , para el operador de multiplicacio´n por la funcio´n f .
7Algunos autores dicen que (· | ·) es un producto interno, lo cual arriesga una confusio´n con el
producto escalar 〈· | ·〉 de un espacio de Hilbert.
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Dualmente, el fibrado cotangente complexificado (T ∗M)C−→M es otro fibrado
vectorial hermı´tico, donde (α |β ) : x 7→ g−1x (α(x),β (x)), para α,β ∈A1(M).
Definicio´n 7.2. Si M es una variedad riemanniana compacta de espı´n, con di-
mensio´n n = 2m o´ n = 2m+ 1, entonces la fibra tı´pica F del fibrado espinorial
S F−→ M es un espacio vectorial complejo de dimensio´n 2m, dotado de un pro-
ducto escalar.8 De este modo, el fibrado espinorial resulta ser un fibrado espinorial
hermı´tico.
Cada me´trica riemanniana g determina una n-forma de volumen νg ∈ An(M),
que define una integral sobre M, normalizada (si se quiere)9 tal que
∫
M νg = 1. La
integral del apareamiento (φ |ψ) de dos espinores define un producto escalar:
〈φ |ψ〉 :=
∫
M
(φ |ψ)νg. (7.3)
La complecio´n del mo´dulo espinorial S= Γ(M,S) con respecto a este producto es-
calar es el espacio de Hilbert H = L2(M,S) de “espinores de cuadrado integrable”.
Antes de calcular la norma como operador de c(d f ), para f ∈C∞(M), conviene
introducir el dual de la 1-forma d f .
Definicio´n 7.3. Sea (M,g) una variedad riemanniana. El gradiente de una funcio´n
f ∈C∞(M) es el campo vectorial que corresponde a la 1-forma d f bajo es isomor-
fismo X(M)'A1(M) determinada por la me´trica g:
grad f := (d f )], o bien g(grad f ,Y ) = 〈d f ,Y 〉= Y ( f ) si Y ∈ X(M). (7.4)
En la me´trica usual de Rn, para la cual (dx j)] = ∂ j, la expansio´n d f = (∂ j f )dx j
implica que grad f = ∑ j(∂ j f )∂ j, como ya se sabe.
Obse´rvese que si f ,h ∈C∞(M), entonces
g(grad f ,gradh) = 〈d f ,gradh〉= g−1(d f ,(gradh)[) = g−1(d f ,dh).
8Serı´a fatigoso construir este fibrado en detalle, pero estas son las ideas principales. En el
caso par, n = 2m, el espacio vectorial real T ∗x M ' R2m puede identificarse con el espacio vectorial
complejo Cm, con su producto escalar usual, de muchas maneras (es cuestio´n de hallar un operador
gx-ortogonal Jx sobre T ∗x M tal que J2x = −1, que juega el papel de la multiplicacio´n por i). Luego
se forma el a´lgebra exterior Sx := Λ•Cm, de dimensio´n 2m. Es posible construir ∗-isoformismos
cx : C`(T ∗x M)→ L(Sx) de tal manera que todo depende suavemente de x. Para los detalles de estas
representaciones de Fock, remitimos a la seccio´n 5.3 de [E–NCG].
9Estas formas de volumen normalizadas para las esferas Sn (n = 1,2,3) son las siguientes: para
S1, νg = (2pi)−1 dθ ; para S2, νg = (4pi)−1 senθ dθ dφ ; para S3, νg = (16pi2)−1 senβ dα dβ dγ .
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En el espacio X(M) de campos vectoriales (complejos), se puede introducir la
“norma del supremo” z 7→ ‖Z‖∞ por
‖Z‖2∞ := sup
x∈M
|Zx|2x ≡ sup
x∈M
gx(Zx,Zx),
es decir, como el supremo de la longitud del vector Zx para x ∈ M. Entonces la
norma de c(d f ) esta´ dada por10
‖c(d f )‖2 = sup
x∈M
|c(d f (x))|2x = sup
x∈M
g−1x (d f¯ (x),d f (x))
= sup
x∈M
gx((grad f¯ )x,(grad f )x) = ‖grad f‖2∞. (7.5a)
Al combinar esta igualdad con (7.2), obtenemos
‖[D/, f ]‖= ‖grad f‖∞, para todo f ∈C∞(M). (7.5b)
De hecho, esta igualdad sigue va´lida para una clase de funciones f ma´s amplia. Es
suficiente que la funcio´n f sea continua, diferenciable una vez salvo en un nu´mero
finito de singularidades, con un gradiente acotado (la funcio´n x 7→ |(grad f )x|x, des-
contando los puntos singulares, debe ser acotada). A tales f se les llama funciones
de Lipschitz con respecto a la me´trica g, que entra en la definicio´n del gradiente.
Lema 7.4. La distancia geode´sica d(p,q) entre dos puntos de una variedad rie-
manniana (M,g) compacta y conexa esta´ dada por la fo´rmula
d(p,q) = sup{| f (p)− f (q)| : f ∈C(M), ‖grad f‖∞ ≤ 1}. (7.6)
Demostracio´n. La definicio´n de la distancia geode´sica d(p,q) involucra la mini-
mizacio´n de la longitud de los caminos en M, suaves por trozos, que proceden
desde p a q. (Un camino de longitud mı´nima, si existe, es una geode´sica de M
entre p y q; la conexidad de M garantiza que hay al menos un camino entre p y q.)
Entonces se parte de la fo´rmula definitoria
d(p,q) := inf{`(γ) : γ(0) = p, γ(1) = q},
donde cada camino γ : [0,1]→ M es suave por trozos. La suavidad por trozos
dice que en cada t ∈ [0,1] —descartando un nu´mero finito de excepciones— hay
10En este ca´lculo se usan implı´citamente las ∗-isomorfismos de C∗-a´lgebras finitodimensionales
cx : C`(T ∗x M)→ L(Sx) para obtener la coincidencia de normas en la segunda igualdad de (7.5).
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un vector tangente γ˙(t) ∈ Tγ(t)M; la longitud del camino γ es (por definicio´n) la
integral de las longitudes de estos vectores tangentes:
`(γ) :=
∫ 1
0
|γ˙(t)|γ(t) dt.
Ahora bien, si f : M→ C es una funcio´n suave (o inclusive, de Lipschitz), el
teorema fundamental del ca´lculo y la regla de la cadena muestran que
f (q)− f (p) =
∫ 1
0
d
dt
f (γ(t))dt =
∫ 1
0
〈d fγ(t), γ˙(t)〉dt
=
∫ 1
0
gγ(t)((grad f )γ(t), γ˙(t))dt.
La desigualdad de Schwarz, aplicada en el espacio finitodimensional (TxM)C, con
x = γ(t), permite estimar el integrando:∣∣gx((grad f )x, γ˙(t))∣∣x ≤ ∣∣(grad f )x∣∣x ∣∣γ˙(t)∣∣x .
El primer factor a la derecha es mayorizado por su supremo ‖grad f‖∞. La de-
sigualdad triangular para integrales conduce a la estimacio´n
| f (q)− f (p)| ≤
∫ 1
0
∣∣gγ(t)((grad f )γ(t), γ˙(t))∣∣γ(t) dt
≤ ‖grad f‖∞
∫ 1
0
|γ˙(t)|γ(t) dt = ‖grad f‖∞ `(γ).
Al tomar el supremo sobre todas las funciones admisibles f y el ı´nfimo sobre todos
los caminos relevantes γ , se obtiene
sup{| f (p)− f (q)| : f ∈C(M), ‖grad f‖∞ ≤ 1} ≤ d(p,q).
Para establecer la igualdad en esta relacio´n, hay que encontrar una funcio´n de
Lipschitz f en donde le supremo se alcanza. Basta considerar, por ejemplo, la
funcio´n fp : q 7→ d(p,q). Como indica el ejemplo del cı´rculo, esta funcio´n general-
mente no es suave en el punto p, pero sı´ es de Lipschitz.
Corolario 7.5. La distancia geode´sica d(p,q) entre dos puntos de una variedad
riemanniana (M,g) compacta y conexa esta´ dada por la fo´rmula
d(p,q) = sup{| f (p)− f (q)| : f ∈C(M), ‖[D/, f ]‖ ≤ 1}. (7.7)
Demostracio´n. Basta sustituir la relacio´n (7.5b) en la fo´rmula (7.6).
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Observacio´n. Esta fo´rmula para la distancia entre dos puntos admite una generali-
zacio´n para “espacios no conmutativos” donde los puntos son escasos. Si A es
un a´lgebra unital, no necesariamente conmutativa, actuando sobre un espacio de
Hilbert H, su complecio´n en la norma de operadores es una C∗-algebra unital A.
Los estados de A —las formas lineales positivas µ : A→ C tales que µ(1) = 1—
forman un conjunto convexo en el espacio vectorial dual A∗. En el caso de que
A = C(X) es conmutativa, los puntos extremos de este conjunto convexo, los lla-
mados estados puros, son precisamente los caracteres {εx : x ∈ X } que evalu´an las
funciones coordenadas en los puntos de X . Un a´lgebra no conmutativa puede tener
pocos caracteres, pero siempre posee muchos estados (las combinaciones lineales
de los estados llenan el espacio dual).
Si D es un operador autoadjunto sobre H tal que el operador [D,a] es acotado11
para toda a ∈A, entonces la expresio´n
d(µ,ν) := sup{|µ(a)−ν(a)| : a ∈ A, ‖[D,a]‖ ≤ 1}
define una funcio´n de distancia entre los estados del a´lgebra A. La aplicacio´n a 7→
‖[D,a]‖ es una seminorma sobre A.12
7.3 Dimensio´n espectral
La segunda propiedad interesante del operador de Dirac es la observacio´n que la
dimensio´n n de la variedad de espı´n M puede determinarse a partir del “crecimiento
espectral” (el comportamiento de los autovalores grandes) del operador de Dirac.
En esta seccio´n exploramos esta relacio´n, ejemplificando con las esferas de baja
dimensio´n que hemos estudiado hasta ahora.
Sobre variedades compactas, el operador de Dirac posee espectro discreto, con
cada autovalor de multiplicidad finita.13 Ma´s au´n, el siguiente resultado es va´lido.
11En forma ma´s precisa: cada a ∈A debe preservar el dominio DomD y [D,a] debe ser acotado
como operador sobre DomD, de modo que se extiende a un operador acotado sobre H. Como
de costumbre, se denota este operador y su restriccio´n al subespacio denso DomD por el mismo
nombre [D,a].
12Hasta cierto punto, se puede sustituir el papel del operador de Dirac, al estudiar en su lugar tales
seminormas de Lipschitz. Este punto de vista ha sido desarrollado por Marc Rieffel en una teorı´a
de espacios me´tricos no conmutativos. Ve´ase, por ejemplo: Marc A. Rieffel, “Compact quantum
metric spaces”, Contemporary Mathematics 365 (2004), 315–330.
13Estas propiedades se deben, en u´ltima instancia, a la propiedad de elipticidad de D/ , por ser un
operador diferencial de primer orden sobre una variedad compacta.
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Lema 7.6. Existe una base ortonormal completa {ψ1,ψ2,ψ3 . . .} del espacio de
Hilbert L2(M,S) que consiste de autoespinores del operador de Dirac,14
D/ψn = λnψn, con lim
n→∞ |λn|= ∞. 
Es precisamente este crecimiento de los autovalores del operador de Dirac lo
que permitira´ obtener una pieza de informacio´n geome´trica, a saber, la dimensio´n
me´trica o dimensio´n espectral de la variedad compacta sobre la cual esta´ definido
el operador de Dirac.
Lo primero que hay que observar es que, como el operador de Dirac posee
nu´cleo finitodimensional, el operador |D/ |−s = (D/2)−s/2 esta´ bien definido, para
cualquier valor s > 0, sobre el complemento ortogonal de ker(D/). Sobre este es-
pacio de Hilbert15 L2(M,S)	 ker(D/), este |D/ |−s es un operador positivo cuyos
autovalores son precisamente
|λ1|−s ≥ |λ2|−s ≥ ·· · ≥ |λn|−s ≥ ·· · con limn→∞ |λ1|
−s = 0.
Como {k : |λk|−s > ε } es finito para cada ε > 0, esto quiere decir que cualquier
autovalor especı´fico aparece repetido so´lo un nu´mero finito de veces, es decir, los
autovalores positivos de |D/ |−s tiene multiplicidad finita. (Fı´jese que la sucesio´n
(|λk|−s)k es una enumeracio´n con repeticiones de estos autovalores positivos.)
En un espacio de Hilbert H, los operadores compactos y positivos se carac-
terizan por esta propiedad,16 es decir, un operador compacto y positivo A sobre
un espacio de Hilbert H posee por espectro una cantidad contable de autovalores
positivos {α1,α2, . . .}, cada uno de multiplicidad finita, y dicha coleccio´n de auto-
valores se puede arreglar en orden decreciente a 0.
14Para una demostracio´n detallada, ve´ase la Seccio´n 4.2 del libro: Thomas Friedrich, Dirac Op-
erators in Riemannian Geometry (American Mathematical Society, Providence, RI, 2000).
15La formacio´n de “suma directa ortogonal” de dos espacios de Hilbert H⊕K, con el producto
escalar formado de la suma de los productos escalares originales, es una operacio´n⊕ que no admite
inversos. Sin embargo, cuando K es un subespacio cerrado de H, es ttradicional escribir H	K para
el complemento ortogonal de K en H, porque hay un isomorfismo H ' (H	K)⊕K que preserva
productos escalares.
16Un operador acotado T ∈ L(H) es positivo si 〈ξ |Tξ 〉 ≥ 0 para todo ξ ∈H; esta es una gener-
alizacio´n del concepto de matriz definida positiva. Es un teorema de ana´lisis que T es positivo si y
so´lo T es autoadjunto con espectro positivo; si y so´lo T = S∗S para algu´n operador S (esta condicio´n
es el concepto de positividad en una C∗-a´lgebra); si y so´lo si T = R2 para otro operador positivo, el
cual es u´nico: se escribe R = T 1/2 en este caso.
Un operador T es compacto si la imagen {Tξ : ‖ξ‖ ≤ 1} de la bola unitaria cerrada es una parte
compacta de H. En este caso, T posee un espectro de autovalores tal que sp(T )\{0} es discreto, es
decir, los autovalorers no nulos convergen a 0.
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Un tal operador compacto y positivo A sobre un espacio de Hilbert H se dice
trazable si las sumas parciales de su serie de autovalores positivos,
σn(A) := ∑
0≤k<n
αk, para n ∈ N,
converge a un lı´mite finito,
TrA := lim
n→∞σn(A) =
∞
∑
k=0
αk .
Esta traza cumple la propiedad tracial,17 en el sentido de que Tr(UAU∗) = TrA
para cualquier operador unitario U . (Esta es una consecuencia de su definicio´n
como funcio´n de los autovalores del operador A.)
Esta es la traza usada por Segal para introducir su teorı´a de “integracio´n no
conmutativa” alrededor de 1950. Sin embargo, esta traza no es la traza correcta
para generalizar la integracio´n ordinaria de funciones sobre una variedad. En 1966,
Dixmier introdujo una nueva traza, empleando otra funcio´n de los autovalores:18
Tr+A := lim
n→∞
σn(A)
logn
,
toda vez que este lı´mite existe. Esta Tr+ es la llamada traza de Dixmier19 del
operador positivo A. Es importante notar que Tr+A puede ser +∞, en el sentido de
que la sucesio´n (σn(A)/ logn)n puede ser divergente. Tambie´n hay que notar que
un opewrador positivo que es trazable en el sentido ordinario cumple Tr+A = 0,
porque σn(A)/ logn→ 0 cuando la sucesio´n (σn(A))n es acotada.
I En el caso particular de los operadores |D/ |−s, se observa que existe un u´nico
entero s > 0, la dimensio´n espectral para el cual el operador |D/ |−s tiene traza de
17No se escribe “Tr(AB) = Tr(BA)” para enunciar la propiedad tracial, porque el producto de dos
operadores positivos no es positivo en general. Sin embargo, esta ecuacio´n sı´ es va´lida sobre un
cierto dominio. Dı´cese que un operador S (no necesariamente positivo) es trazable si el operador
positivo |S| := (S∗S)1/2 tiene traza finita. Resulta que Tr(ST ) = Tr(T S) si S es trazable y T es
acotado. Consu´ltese el libro de Reed y Simon, op. cit.
18La traza de Dixmier fue introducida en: Jacques Dixmier, “Existence de traces non normales”,
Comptes Rendus de l’Acade´mie des Sciences de Paris 262A (1966), 1107–1108. Para una dis-
cusio´n de su definicio´n y propiedades, ve´ase el Capı´tulo 5 de: Joseph C. Va´rilly, An Introduction to
Noncommutative Geometry (European Mathematical Society, Zu¨rich, 2006).
19De hecho, hay una enorme familia de trazas de Dixmier Trω que dependen de diversos “lı´mites
generalizados” ω de sucesiones acotadas. Sin embargo, en todos los operadores A cuyas trazas
de Dixmier son calculables, ellas coinciden; y su valor comu´n Tr+A puede llamarse la traza de
Dixmier.
MA–707: Geometrı´a No Conmutativa 149
Dixmier finito y positivo. Como veremos en los ejemplos que siguen, este s es un
nu´mero entero que coincide con la dimensio´n de la variedad de espı´n M. En forma
equivalente, la suma de autovalores
σn(|D/ |−s) := ∑
0≤k<n
λk(|D/ |−s)∼ Tr+(|D/ |−s) logn conforme n→ ∞,
con 0 < Tr+(|D/ |−s) < ∞. El operador positivo |D/ |−s es compacto para todo s > 0
y la condicio´n 0 < Tr+(|D/ |−s)< ∞ determina el valor de s en forma u´nica.20
7.3.1 La dimensio´n del cı´rculo
Para el caso del cı´rculo S1, el operador de Dirac viene dado por (3.11):
D/ =−i d
dθ
,
porque en este caso unidimensional, el a´lgebra de Clifford C`(R) ' C esta´ con-
stituido por “matrices 1× 1” sobre C, ası´ que γ1 = c(dθ) = 1. Cada k ∈ Z es un
autovalor de D/ con u´nico autovector zk.
Debemos calcular
Tr+(|D/ |−s) = Tr+(D/2)−s/2,
para s > 0. En principio, como el operador D/2 = −d2/dθ 2 tiene un nu´cleo no
trivial (las funciones constantes sobre S1 son autovectores para el autovalor λ = 0),
la formacio´n de sus potencias negativas es problema´tico. En general, el nu´cleo de
un operador de Dirac sobre una variedad de espı´n compacta es finitodimensional,
cuando no es el subespacio nulo. Podemos, entonces, reemplazar el espacio de
Hilbert H por el complemento ortogonal de este nu´cleo, a la hora de calcular trazas
de Dixmier.21 El espectro de |D/ |−s entonces esta´ dado por {k−s : k ∈ N, k > 0},
con cada autovalor de multiplicidad 2.
20Se observara´ el siguiente comportamiento: la proporcionalidad entre σn(|D/ |−s) y logn tiende
a +∞ si s es pequen˜o; toiende a 0 si s es grande; y hay un u´nico valor positivo de s para el cual
esta proporcio´n tiende a un valor finito y positivo. Este comportamiento es observado en el ca´lculo
de otras funciones de “dimensio´n”. En particular, las llamadas medidas de Hausdorff ms(X) de
un espacio topo´logico X poseen un u´nico “valor crı´tico” s tal que 0 < ms(X) < ∞, el cual es la
dimensio´n de Hausdorff de X . (Esta dimensio´n no es necesariamente entero: el conjunto de Cantor
usual, por ejemplo, tiene dimensio´n de Hausdorff s = log2/ log3).
21Un procedimiento ma´s sistema´tico consiste en sustituir |D/ | = (D/ 2)1/2 por el operador 〈D/〉 :=
(1+D/ 2)1/2, cuyo nu´cleo es trivial. Los ca´lculos se vuelven un poco ma´s engorrosos, desde luego.
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La traza de Dixmier es el resultado del siguiente ca´lculo:
Tr+
(|D/ |−s) := lim
n→∞
σn(|D/ |−s)
logn
= lim
n→∞
2
logn
n
∑
k=1
k−s.
La serie de los k−s converge22 siempre que s > 1, ası´ que Tr+
(|D/ |−s)= 0, si s > 1.
Para 0 < s < 1, obse´rvese que
1
logn
n
∑
k=1
k−s =
1
logn
n
∑
k=1
∫ k+1
k
k−s dt
≥ 1
logn
n
∑
k=1
∫ k+1
k
t−s dt
=
1
logn
∫ n+1
1
t−s dt =
1
logn
(n+1)1−s−1
1− s → ∞,
por lo cual Tr+
(|D/ |−s) diverge a +∞, si 0 < s < 1.
Por u´ltimo, para s = 1, podemos emplear dos cotas para las sumas parciales de
la serie armo´nica para obtener
logn =
∫ n
1
1
t
dt =
n−1
∑
k=1
∫ k+1
k
1
t
dt
≤
n−1
∑
k=1
∫ k+1
k
1
k
dt <
n
∑
k=1
1
k
= 1+
n
∑
k=2
∫ k
k−1
1
k
dt
< 1+
n
∑
k=2
∫ k
k−1
1
t
dt = 1+
∫ n
1
1
t
dt = 1+ logn,
de modo que
2 <
2
logn
n
∑
k=1
1
k
<
2+2logn
logn
= 2+
2
logn
para n≥ 2,
de donde se concluye que
Tr+
(|D/ |−1)= lim
n→∞
2
logn
n
∑
k=1
1
k
= 2.
22La suma infinita ∑∞k=1 1/ks =: ζ (s) es la funcio´n zeta de Riemann, para s > 1. Esta serie
diverge para s = 1, porque en ese caso es la serie armo´nica. Como funcio´n de variable compleja, es
posible extender ζ (s) a otras valores de s, como una funcio´n meromorfa con un polo en s = 1.
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Si Hn := ∑nk=1 1/k es la n-e´sima suma parcial de la serie armo´nica, hemos
observado que logn < Hn < 1+ logn. Entonces se ve que Hn/ logn→ 1 cuando
n→ ∞ tambie´n. En otras palabras,23
Hn ∼ logn conforme n→ ∞.
En resumen, para el cı´rculo S1,
Tr+
(|D/ |−s)=

∞ si s < 1,
2 si s = 1,
0 si s > 1,
por lo cual la dimensio´n me´trica de S1 es 1.
7.3.2 La dimensio´n de la esfera S2
Para la esfera S2, el operador de Dirac esta´ dado por la fo´rmula (4.22). En este
caso, como vimos al final del Capı´tulo 4,
sp(D/) = {±1,±2,±3, . . .}= Z\{0},
donde la multiplicidad de cada autovalor ±k es 2k, para k > 0 en N (ve´ase el Coro-
lario 4.34).
Una vez ma´s queremos calcular Tr+(|D/ |−s), donde el espectro de |D|−s esta´
dado por {k−s : k ∈ N, k > 0}, ahora con cada autovalor k−s de multiplicidad 4k.
En definitiva, queremos calcular
Tr+
(|D/ |−s)= lim
n→∞
σn(|D/ |−s)
logn
= lim
n→∞
4
logNn
n
∑
k=1
k−(s−1),
donde Nn = ∑nk=1 4k = 2n(n+ 1), ası´ que logNn = log2+ logn+ log(n+ 1) ∼
2logn.
Esta vez se puede notar que el valor crı´tico para la divergencia de la serie
de autovalores es s = 2. Al usar el ca´lculo anterior para el cı´rculo, y el lı´mite
23En general, se escribe “ f (x) ∼ g(x) conforme x→ ∞” si limx→∞ f (x)/g(x) = 1. Dı´cese que
las funciones f , g son asinto´ticamente iguales cuando x→ ∞. La misma frase es aplicable para
funciones de una variable discreta. De hecho, Leonhard Euler (1735) observo´ que hay una constante
γ .= 0.5772156649, hoy en dı´a llamado la constante de Euler, tal que Hn ∼ (logn)+ γ conforme
n→ ∞. Ve´ase: Julian Havil, Gamma (Princeton University Press, Princeton, 2003).
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4Hn/2logn→ 2 cuando n→ ∞, el resultado para la esfera S2 es
Tr+
(|D/ |−s)=

∞ si s < 2,
2 si s = 2,
0 si s > 2,
por lo cual la dimensio´n me´trica de la esfera S2 es 2.
7.3.3 La dimensio´n de la esfera S3
En la Seccio´n 5 calculamos el operador de Dirac para la esfera S3 y su espectro. La
fo´rmula explı´cita para D/ esta´ dada por (5.6). Su espectro, segu´n el Teorema 5.6, es
sp(D/) =
{±32 ,±52 ,±72 , . . .}= {±(k+ 32) : k ∈ N},
al escribir k = 2 j ∈ N para simplificar la notacio´n. Cada autovalor ±(k+ 32) tiene
multiplicidad (k+ 1)(k+ 2). Como resultado, el operador positivo |D/ |−s posee
espectro:
sp(|D/ |−s) = {(k+ 32)−s : k ∈ N}, con multiplicidades 2(k+1)(k+2).
No es pra´ctico calcular σn(|D/ |−s) para cada valor de n. Sin embargo, como
esta expresio´n crece con n, por ser una suma de te´rminos positivos, basta estimar
su crecimiento para cierto valores espaciales de n. Para R ∈ N, la totalidad de
autovalores de |D/ | en las primeras R cascarones es24
NR :=
R
∑
k=0
2(k+1)(k+2) = 23(R
3+6R2+11R).
Fı´jese que
logNR = log
2
3
+ log(R3+6R2+11R)∼ log(R3) = 3logR conforme R→ ∞.
24La terminologı´a se toma prestado de la quı´mica cua´ntica, donde los niveles acotados de energı´a
de los electrones de un a´tomo (que son autovalores del operador hamiltoniano) se distribuyen en
“cascarones” alrededor del nu´cleo.
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Continuando con el ca´lculo para los valores n = NR solamente, se obtiene25
σNR(|D|−s)
logNR
=
1
logNR
R
∑
k=0
2(k+1)(k+2)(k+ 32)
−s
∼ 2
3logR
R
∑
k=0
(k+ 32)
2(k+ 32)
−s ∼ 2
3logR
∫ R+3/2
3/2
t2−s dt.
La integral a la derecha es acotado por
∫ ∞
3/2
t2−s dt, la cual converge para 2−s<−1.
En cambio, si 2− s >−1, es decir, si 0 < s < 3, el lado derecho es asinto´ticamente
igual a
(2
3(3− s)
)
R3−s/ logR, la cual diverge cuando R→ ∞. En el valor crı´tico
s = 3, la integral es igual a log(R+ 32)− log 32 ∼ logR, ası´ que
Tr+
(|D/ |−s)=

∞ si s < 3,
2/3 si s = 3,
0 si s > 3,
por lo cual la dimensio´n me´trica de la esfera S3 es 3.
7.4 Triples espectrales
Un triple espectral es un conjunto de datos que codifica de alguna manera aspectos
geome´tricos. Un triple espectral (A,H,D) posee tres ingredientes principales:
? un a´lgebra unital A, no necesariamente conmutativa;
? un espacio de Hilbert H junto con una representacio´n fiel de A por operado-
res acotados, de modo que podemos considerar A como una suba´lgebra de
L(H); y
? un operador autoadjunto D sobre H, tal que 1+D2 tiene inverso compacto,26
tal que cada conmutador [D,a] es un operador acotado sobre H, para cada
a ∈A.
25Si NR < n < NR+1, entonces σNR(|D|−s)/ logNR+1 < σn(|D|−s)/ logn < σNR+1(|D|−s)/ logNR.
A partir de ahı´, es un ejercicio comprobar que limn→∞σn(|D|−s)/ logn coincide con el lı´mite, si
existe, de la subsucesio´n obtenida al tomar n = NR solamente.
26Este D2 es un operador positivo; se le agrega 1 (el operador identidad) para que 1+D2 sea in-
vertible. Si kerD = {0}, entonces tanto D−2 como (1+D2)−1 son operadores compactos positivos.
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Dı´cese que un triple espectral es par si existe un operador de graduacio´n Γ
sobre H tal que Γ = Γ∗ ∈ L(H), Γ2 = 1, Γa = aΓ para todo a ∈ A, y ΓD = −DΓ.
En caso contrario, el triple espectral es impar; y se escribe por conveniencia Γ= 1.
A lo largo de estos apuntes hemos encontrado motivacio´n en variedades de
espı´n (compactas), en donde el a´lgebra A =C∞(M) viene dada por un a´lgebra de
funciones actuando sobre el espacio de Hilbert de espinores de cuadrado integrables
H = L2(M,S) y el operador D es el operador de Dirac D/ asociado a la estructura de
espı´n. Del conocimiento de estos tres objetos hemos recuperado aspectos me´tricos
como la distancia geode´sica, la cual identifica la variedad como espacio me´trico27
y tambie´n su dimensio´n como variedad.
I Otro ejemplo, genuinamente no conmutativo, viene del toro T2θ . En este caso,
to´mese A=C∞(T2θ ), el “a´lgebra suave” del toro no conmutativo; H = L
2(T2θ ,τ)⊕
L2(T2θ ,τ) como el espacio de “espinores”; y D el operador definido por (6.12) por
analogı´a con el operador de Dirac ordinario sobre T2.
La representacio´n pi : A→ L(H) es un isomorfismo de ∗-a´lgebras, lo cual nos
permite identificar la ∗-a´lgebra abstracta A como una ∗-a´lgebra de operadores so-
bre H. De ahora en adelante, escribiremos a en lugar de pi(a) para denotar el
operador correspondiente al elemento a de A.
La fo´rmula (6.13), que ahora podemos reescribir como
[D,a] =−i
(
0 piτ(δa)
piτ(δa) 0
)
,
muestra que cada [D,a], para a ∈A, es un operador acotado sobre H.
Para calcular la dimensio´n espectral del toro no conmutativo, hay que determi-
nar el espectro de D (o al menos el de D2). El operador positivo D2 es
D2 =−
(
0 δ
δ 0
)2
=−
(
δδ 0
0 δδ
)
,
donde
δδ = (δ1− iδ2)(δ1+ iδ2) = δ 21 +δ 22 ,
δδ = (δ1+ iδ2)(δ1− iδ2) = δ 21 +δ 22 ,
27La distancia geode´sica entre puntos de M cumple la desigualdad triangular, es decir, d(p,r)≤
d(p,q)+d(q,r) y ası´ define una topologı´a sobre la variedad M que coincide con su topologı´a origi-
nal. Un teorema de Myers y Steenrod (1935) dice que esta distancia determina la me´trica rieman-
niana g sobre M unı´vocamente, ası´ que d implı´citamente impone la estructura riemanniana de la
variedad.
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porque δ1δ2 = δ2δ1 : urvs 7→ −4pi2rsurvs. Adema´s, es evidente que el operador
−δ 21 − δ 22 sobre el espacio de Hilbert L2(T2θ ,τ) tiene los siguientes autovalores y
autovectores:
(−δ 21 −δ 22 )(urvs) = 4pi2(r2+ s2)urvs.
Estos autovectores forman una familia ortonormal:
〈umvn |urvs〉= τ(v−nu−murvs) = λ n(m−r)τ(ur−mvs−n) = δrm δsn,
y generan un subespacio denso de L2(T2θ ,τ), ası´ que hemos identificado una base
ortonormal de autovectores para este operador.
Los autovectores para D2 ya son evidentes:
D2
(
urvs
0
)
= 4pi2(r2+ s2)
(
urvs
0
)
, D2
(
0
urvs
)
= 4pi2(r2+ s2)
(
0
urvs
)
.
Entonces sp(D2) = {4pi2(r2+ s2) : r,s ∈ Z} con doble multiplicidad para cada par
(r,s) ∈ Z2.
Para s > 0, entonces, los autovalores de (D2)−s/2 son (2pi)−s(r2+ s2)−s/2 para
r2+ s2 ≥ 1; hay que omitir los dos autovectores en el nu´cleo de D2.
A la hora de contar σn((D2)−s/2), hay que arreglar los pares de enteros en
anillos conce´ntricos alrededor de (0,0), donde R2 := r2 + s2 es constante en cada
anillo. (Es un problema interesante de la teorı´a de nu´meros averiguar la cardinali-
dad de cada anillo.) Sea
NR := #{(r,s) ∈ Z2 : 1≤ r2+ s2 ≤ R2 } para R > 0,
que es el nu´mero de puntos con coordenadas enteros —omitiendo el origen (0,0)—
en un disco de radio R2. Entonces NR ∼ piR2 conforme R→ ∞. En consecuencia,
logNR ∼ 2logR conforme R→ ∞. En consecuencia,
σNR((D
2)−s/2)∼ 2 ∑
1≤r2+s2≤R2
(2pi)−s(r2+ s2)−s/2 ∼ 2
∫ pi
−pi
∫ R
1
(2piρ)−sρ dρ dθ .
(Se ha reemplazado la suma sobre cuadrados de lado 1 dentro del disco de radio R
por la integral doble sobre le disco, en coordenadas polares.)
Fı´jese que la integral radial es proporcional a
∫ R
1 ρ1−s dρ . Esta integral diverge
ma´s ra´pidamente que logR para 0 < s < 2; y converge a un valor finito para s > 2.
Para el valor crı´tico s = 2, se obtiene
σNR(D−2)
logNR
∼ 2(2pi)
2logR
∫ R
1
(2pi)−2
dρ
ρ
=
1
2pi
.
Entonces Tr+(D−2) = 1/(2pi) para s = 2. La dimensio´n espectral del toro no con-
mutativo T2θ es 2, como siempre era de esperar.
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8 El grupo cua´ntico SUq(2)
Los espacios no conmutativos, a veces llamados “espacios cua´nticos”, son cier-
tos “objetos” X que se definen u´nicamente a trave´s de sus a´lgebras de coorde-
nadas. Dichas a´lgebras se construyen de dos maneras principales. Por un lado, hay
a´lgebras finitamente generadas, cuyos generadores satisfacen ciertas relaciones de
conmutacio´n; una tal a´lgebra se denota por A = O(X), como si fuera el a´lgebra
de polinomios sobre un espacio X (cosa que puede ser cierta si A es conmutativa).
Por otro lado, hay diversos ejemplos de C∗-a´lgebras unitales, no necesariamente
conmutativas, que se escriben A = C(X), como si fueran a´lgebras de funciones
continuas. En este segundo caso, X serı´a un objeto en la categorı´a dual a la cate-
gorı´a de las C∗-a´lgebras, como una extensio´n putativa del trabajo de Guelfand y
Naı˘mark.
En el primer caso, se trata de exhibir un nu´mero finito de generadores del
a´lgebra, junto con una cantidad finita de relaciones de conmutacio´n que estos gene-
radores deben satisfacer. (En caso de necesidad, se les agrega el elemento unidad 1
como generador trivial.) Las sumas finitas de (mu´ltiplos de) productos finitos de
generadores entonces conforman el a´lgebra A de “polinomios”. En determinados
casos, es posible dotar esta a´lgebra de polinomios de una norma de tipo C∗, y ası´
formar su complecio´n A en la norma, la cual es una C∗-a´lgebra unital.
El enfoque C∗-algebraico tiene la ventaja de decidir fa´cilmente la cuestio´n de
existencia del nuevo a´lgebra de coordenadas, al poder representarla como un juego
de operadores sobre un espacio de Hilbert. En el enfoque polinomial, hay que
averiguar si las relaciones de conmutacio´n son consistentes, es decir, si es posible
encontrar una solucio´n “concreta”. De todos modos, en los ejemplos que siguen,
cada C∗-a´lgebra A sera´ la complecio´n de un a´lgebra finitamente generada A, de
modo que podemos dejar las cuestiones de existencia a un lado por ahora.
8.1 Algebras de coordenadas para grupos compactos
Definicio´n 8.1. Un grupo compacto es un grupo G que posee una topologı´a com-
pacta y de Hausdorff, de modo que las operaciones de grupo sean continuas. Estas
operaciones son:
? la multiplicacio´n o el producto, m : G×G→ G : (s, t) 7→ st; y
? la inversio´n i : G→ G : t 7→ t−1.
El a´lgebra de coordenadas es la C∗-a´lgebra unital C(G). La estructura de grupo
se refleja en tres operaciones algebraicas, que son las siguientes:
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(a) el coproducto ∆ : C(G)→C(G×G) dada por ∆ f (s, t) := f (st);
(b) la counidad ε : C(G)→ C dada por ε( f ) := f (1);
(c) el antı´poda s : C(G)→C(G) dado por S f (t) := f (t−1).
Para poder dar una generalizacio´n algebraica de esta estructura, es importante
aclarar la relacio´n entre las a´lgebras C(G) y C(G×G). Conside´rese, en primera
instancia, el caso de un grupo finito. Si n= #(G) es el orden del grupo —el nu´mero
de elementos en G— entonces C(G) es un espacio vectorial de dimensio´n n, porque
tiene como base las funciones {δr : r ∈ G} definidas por δr(t) := δr t (delta de
Kronecker, al lado derecho).1
Definicio´n 8.2. Si V y W son dos espacios vectoriales sobre C, su producto tenso-
rial V ⊗W es el espacio vectorial formado por sumas finitas de “tensores simples”
v⊗w, con v ∈V y w ∈W , sujeto a las siguientes reglas:
(v1+ v2)⊗w = v1⊗w+ v2⊗w,
v⊗ (w1+w2) = v⊗w1+ v⊗w2,
λ (v⊗w) = (λv)⊗w = v⊗ (λw),
para v,v1,v2 ∈ V ; w,w1,w2 ∈W ; λ ∈ C. Si {v1, . . . ,vm} y {w1, . . . ,wn} son bases
para V y W , entonces {vi⊗w j : i= 1, . . . ,m; j = 1, . . . ,n} es una base de V⊗W , de
modo que dim(V ⊗W ) = (dimV )(dimW ) cuando V y W son finitodimensionales.
Si ϕ : V →V ′ y ψ : W →W ′ son aplicaciones lineales, se define otra aplicacio´n
lineal ϕ⊗ψ : V ⊗W →V ′⊗W ′ por
ϕ⊗ψ : v⊗w 7−→ ϕ(v)⊗ψ(w).
Si A y B son dos a´lgebras sobre C, su producto tensorial A⊗ B tambie´n es un
a´lgebra, bajo el producto que se define ası´ sobre tensores simples:
(a1⊗b1)(a2⊗b2) := a1a2⊗b1b2.
Si G es un grupo finito y A =C(G) es el a´lgebra de todas las funciones (con-
tinuas) sobre G con valores en C, entonces hay un isomorfismo entre C(G×G)
y C(G)⊗C(G), dado por la aplicacio´n lineal biyectiva que lleva δ(r,s) en δr⊗ δs,
1Un grupo finito es automa´ticamente compacto. Es de Hausdorff para la topologı´a discreta
(u´nicamente), ası´ que todas las funciones f : G→ C son continuas.
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la cual es un homomorfismo de a´lgebras. De hecho, si f ,h ∈ C(G), entonces la
fo´rmula
( f ⊗h)(s, t) := f (s)h(t)
identifica f ⊗h ∈C(G)⊗C(G) con un elemento2 de C(G×G).
El producto (de funciones) en C(G) puede verse como una operacio´n bilineal
( f ,h) 7→ f h, o bien como una aplicacio´n lineal3
µ : f ⊗h 7→ f h : C(G)⊗C(G)→C(G).
La unidad en C(G), que es la funcio´n constante de valor 1, puede verse como una
aplicacio´n lineal η : λ 7→ λ que a cada escalar le asocia una funcio´n constante. En
resumen, A es un espacio vectorial que posee cinco aplicaciones lineales:
µ : A⊗A→ A, η : C→ A,
∆ : A→ A⊗A, ε : A→ C, S : A→ A. (8.1)
Ejemplo 8.3. Conside´rese el a´lgebra (infinitodimensional) generado por las fun-
ciones ti j : Mn(C)→ C que hacen corresponder a cada matriz B ∈ Mn(C) su en-
trada (i, j), esto es,
ti j(B) := bi j.
Estas n2 funciones ti j son linealmente independientes y generan un a´lgebra conmu-
tativa A= O(Mn(C)), cuyos elementos son polinomios en las “variables” ti j. Para
introducir un homomorfismo de a´lgebras de A en alguna otra a´lgebra, basta definir
la imagen de cada generador. Hay dos homomorfismos ∆ : A→A⊗A y ε : A→C
dados por
∆(ti j) :=
n
∑
k=1
tik⊗ tk j, ε(ti j) := δi j. (8.2)
Cada elemento de A puede ser considerado como una funcio´n de dos variables
sobre Mn(C)×Mn(C); para B,C ∈Mn(C), se obtiene
∆ ti j(B,C) =
n
∑
k=1
tik(B) tk j(C) =
n
∑
k=1
bik ck j = ti j(BC).
2Si G no es finito, no todos los elementos de C(G×G) son de esta forma; pero las funciones
en C(G)⊗C(G) forma una suba´lgebra densa en C(G×G), de modo que e´sta es la C∗-a´lgebra
conmutativa generada por todos los tensores simples f ⊗h.
3Una definicio´n ma´s sofisticada del producto tensorial V ⊗W es el espacio vectorial “univer-
sal” (u´nico hasta isomorfismo u´nico) tal que a cada aplicacio´n bilineal V ×W →U le asocia una
aplicacio´n lineal V ⊗W →U . Consu´ltese cualquier buen libro de a´lgebra lineal.
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De esta manera, se ve que el homomorfismo ∆ incorpora la regla de multiplicacio´n
de dos matrices. ♦
I El producto de funciones es asociativa: ( f h)k = f (hk). Dualmente, la aso-
ciatividad del producto en el grupo, r(st) = (rs)t, se refleja en una propiedad del
coproducto ∆ que se conoce como su coasociatividad. Para explicarla mejor, con-
viene introducir la notacio´n4
∆(a) =: ∑a1⊗a2 , (8.3)
donde el sı´mbolo ∑ indica que el elemento ∆(a) de A⊗ A es una suma finita
de tensores simples. El coproducto matricial de (8.2), ∆(ti j) = ∑k tik ⊗ tk j, es
un paradigma para tales sumas finitas.5 La coasociatividad de ∆ es entonces la
relacio´n
∑a1⊗a21⊗a22 = ∑a11⊗a12⊗a2 , (8.4a)
o equivalentemente, (1⊗∆)◦∆= (∆⊗1)◦∆ : A→A⊗A⊗A. Esta doble aplicacio´n
del coproducto puede ser reescrito como
∆(2)(a) = ∑a1⊗a2⊗a3,
donde el lado derecho se define como cualquiera de los dos lados de (8.4a). En el
ejemplo matricial, se obtiene
∆(2)(ti j) =∑
k,l
tik⊗ tkl⊗ tl j,
cuya evaluacio´n en tres matrices (A,B,C) produce el elemento (i, j) del producto
A(BC) = (AB)C = ABC.
La identidad multiplicativa 1 t = t 1 = t para elementos t ∈ G es expresable
como la siguiente propiedad de la counidad:
∑ε(a1)a2 = ∑a1 ε(a2) = a, para todo a ∈ A. (8.4b)
4Esta notacio´n fue introducido por Sweedler, quien escribio´ el lado derecho como ∑a(1)⊗a(2).
A veces se omite la ∑, dejando una sumacio´n implı´cita, como hizo Einstein. Otros autores escriben
a1⊗ a2, con o sin sı´mbolo de sumacio´n. El ha´bito de subrayar las dos “patas”, como en (8.1), ha
sido recomendado en: Tomasz Brzezin´ski y Robert Wisbauer, Corings and Comodules (Cambridge
University Press, Cambridge, 2003).
5Un paradigma es un ejemplo modelo que ilustra los rasgos esenciales del tema en discusio´n.
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Definicio´n 8.4. Sea A un a´lgebra sobre C, con producto asociativo µ y aplicacio´n
unidad η : C→ A. Si hay un coproducto ∆ : A→ A⊗A y una counidad ε : A→ C
que cumplen (8.4), y si adema´s ∆ y ε son homomorfismos de a´lgebras (es decir,
respetan productos), entonces se dice que A es una bia´lgebra6 sobre C.
La inversio´n de matrices ejemplifica el antı´poda S; obviamente, hay que consi-
derar funciones sobre matrices invertibles solamente. Las funciones sobre el grupo
general lineal GL(n,C) := {B ∈ Mn(C) : det B 6= 0} son dignas de considerar.
Pero, en vista de la regla de Cramer, serı´a mejor tomar funciones sobre el grupo
especial lineal, definido por
SL(n,C) := {B ∈Mn(C) : det B = 1}.
Los generadores del a´lgebra A son las funciones ti j de antes, restringidas al do-
minio SL(n,C). Esta es una bia´lgebra, con los mismos ∆ y ε definidos por (8.2).
Ahora bien, las entradas de la matriz B−1 son polinomios en las entradas de B,
obtenidas de los “cofactores” de la regla de Cramer. (El denominador comu´n de
cada cofactor es 1, ya que det B = 1.) Al reemplazar cada bkl en la expansio´n del
cofactor (−1)i+ j det Bi j por la funcio´n tkl , se obtiene un polinomio en A, denotado
por S(ti j).
Como (BC)−1 = C−1B−1 para B,C ∈ SL(n,C), hay que extender S a todo A
como un antimorfismo de a´lgebras. Es decir, S es lineal pero revierte el orden de
productos: S(ab) = S(b)S(a) para a,b ∈ A. Las identidades matriciales BB−1 =
B−1B = 1 se traducen en las reglas
a1 S(a2) = S(a1)a2 = ε(a)1 para todo a ∈ A. (8.5)
Definicio´n 8.5. Sea A = (A,µ,η ,∆,ε) una bia´lgebra sobre C. Si existe una apli-
cacio´n lineal antimultiplicativa S : A→ A que cumple (8.5), S es un antı´poda para
la bia´lgebra. El antı´poda, si existe, es u´nico. Una bia´lgebra con antı´poda es un
a´lgebra de Hopf7 sobre C.
Si G es un grupo finito, entonces C(G) es un a´lgebra de Hopf. Si G es un grupo
compacto y de Hausdorff pero infinito, la C∗-a´lgebra C(G) no es un a´lgebra de Hopf
strictu sensu, porque C(G)⊗C(G) no coincide con C(G×G) en este caso; muchos
elementos f ∈ C(G) son tales que ∆ f /∈ C(G)⊗C(G). Sin embargo, C(G) posee
6En ma´s detalle: el triple (A,µ,η) es un a´lgebra, el triple (A,∆,ε) es una coa´lgebra si
cumple (8.4) y el quı´ntuple (A,µ,η ,∆,ε) es una bia´lgebra si adema´s ∆ y ε son multiplicativos.
7Esta estructura fue estudiada por Heinz Hopf (1941), como parte de sus investigaciones sobre
la topologı´a de los grupos de Lie.
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una suba´lgebra O(G) —cuyos elementos son funciones suaves— generada por los
elementos matriciales tpii j : g 7→ pi(g)i j de las representaciones8 finitodimensionales
pi : G→ L(V ). Resulta que el coproducto ∆ de la Definicio´n 8.1 lleva O(G) en
O(G)⊗O(G); y el antı´poda S lleva O(G) en O(G) tambie´n. El a´lgebra polinomial
O(G) es un a´lgebra de Hopf.
I El grupo SL(n,C) no es compacto, pero incluye un subgrupo compacto: el
grupo especial unitario SU(n), definido por
SU(n) := {U ∈Mn(C) : UU∗ =U∗U = 1, det U = 1}.
Por ejemplo, ya sabemos que SU(2)≈ S3 como variedad compacta.
Dado un grupo compacto G, el a´lgebra de Hopf O(G) es generado por los ele-
mentos matriciales tpii j de las representaciones pi que son unitarias e irreducibles.
9
Esta a´lgebra es involutiva, para la involucio´n definida por f ∗(t) := f (t), el con-
jugado complejo de funciones. Esta involucio´n es respetada por el coproducto y
la counidad: ∆( f ∗) = (∆ f )∗ y ε( f ∗) = ε( f ). El antı´podo, en cambio, cumple la
siguiente regla:
S(S(a∗)∗) = a para todo a ∈ A. (8.6)
Dicho de otra manera: si I denota la involucio´n a 7→ a∗, entonces S◦ I ◦S◦ I = 1; la
aplicacio´n S ◦ I : A→ A : a 7→ S(a∗) es un homomorfismo antilineal del a´lgebra A
cuyo cuadrado es la identidad.
Definicio´n 8.6. Un a´lgebra de Hopf con una involucio´n respetado por ∆ y ε que
adema´s cumple (8.6) puede llamarse una ∗-a´lgebra de Hopf.
8Los elementos de O(G) a veces se llaman funciones representativas sobre G. Si Rs f (t) :=
f (t s), una funcio´n f ∈C(G) es representativa si y so´lo si sus “traslados a la derecha” {Rs f : s ∈G}
generan un subespacio finitodimensional de C(G). Una de las consecuencias del teorema de Peter
y Weyl es que el a´lgebra O(G) es una suba´lgebra densa de C(G).
9Si pi es una representacio´n del grupo compacto G sobre el espacio de Hilbert H, se puede
fabricar una representacio´n equivalente que es unitaria, mediante el truco unitario de Weyl. Es
cuestio´n de cambiar el producto escalar en H al nuevo producto escalar dado por 〈〈ξ | η〉〉 :=∫
G〈pi(t)ξ | pi(t)η〉dt, al integrar con respecto a la medida de Haar normalizado sobre G. Cada
pi(s), para s ∈ G, preserva el nuevo producto escalar: 〈〈pi(s)ξ |pi(s)η〉〉 = 〈〈ξ |η〉〉, es decir, cada
operador pi(s) es unitario.
Cada representacio´n de un grupo compacto es completamente reducible, por otro teorema de
Weyl: es una suma directa de representaciones irreducibles. Sus elementos matriciales son sumas
de elementos matriciales para sus componentes irreducibles.
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Lema 8.7. El a´lgebra polinomial O(SU(2)) del grupo de Lie compacto SU(2)
esta´ generada como ∗-a´lgebra involutiva por dos elementos a,b que cumplen las
relaciones
ba = ab, b∗a = ab∗, aa∗ = a∗a, bb∗ = b∗b, a∗a+b∗b = 1. (8.7)
Demostracio´n. Las primeras cuatro relaciones en (8.7) expresan la conmutatividad
del a´lgebra generado por los elementos a, a∗, b, b∗ (es decir, de la ∗-a´lgebra gene-
rado por a y b). Falta verificar la quinta relacio´n y mostrar que esta suba´lgebra es
toda O(SU(2)).
Defı´nase a y b como las entradas (1,1) y (1,2) de la autorepresentacio´n de
SU(2):
u =
(
a b
−b¯ a¯
)
=
(
a b
−b∗ a∗
)
∈ SU(2).
En otras palabras, a = u11, b = u12 como funciones del elemento u ∈ SU(2); y
la involucio´n coincide con el conjugado complejo de estas funciones. La relacio´n
a∗a+b∗b = 1 expresa la condicio´n det u = 1 en te´rminos de los generadores.
La matriz inversa de u es
u−1 =
(
a∗ −b
b∗ a
)
=:
(
S(a) S(b)
−S(b∗) S(a∗)
)
,
ası´ que esta fo´rmula define S sobre los generadores del a´lgebra:
S(a) := a∗, S(a∗) := a, S(b) :=−b, S(b∗) :=−b∗.
(En este caso, la aplicacio´n S ◦ I queda determinada por a 7→ a; b 7→ −b∗ y su
cuadrado es la identidad.)
Para ver que la ∗-suba´lgebra generada por a y b es toda O(SU(2)), se requiere
algunos aspectos de la teorı´a de representaciones. En primer lugar, una base vecto-
rial de O(SU(2)) esta´ dada por todas las funciones D jmn de la seccio´n 5.1. Estos, a
su vez, son sumas de productos de las funciones que corresponden al caso j = 12 ,
como se ve de la forma explı´cita10 de los D jmn y la fo´rmula (5.2):
a = D
1
2
1
2 ,
1
2
, b = D
1
2
1
2 ,− 12
.
10Hay una explicacio´n ma´s sofisticada, por supuesto: cada representacio´n unitaria irreducible
pi j de SU(2) es una subrepresentacio´n del producto tensorial de 2 j copias de la representacio´n
fundamental pi 1
2
. Los elementos matriciales D jmn de pi j entonces son polinomios, de grado no mayor
de 2 j, en las variables a, a∗, b, b∗.
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Luego cada elemento de O(SU(2)) es un polinomio en las cuatro variables a, a∗,
b, b∗. Opcionalmente, se puede simplificar este polinomio al emplear la relacio´n
a∗a+b∗b = 1.
8.2 Generadores y simetrı´as de SUq(2)
El ejemplo del toro no conmutativo T2θ ofrece una indicacio´n de co´mo obtener
nuevas a´lgebras de coordenadas que conservan ciertos rasgos de la geometrı´a di-
ferencial ordinaria. Se trata de describir la C∗-a´lgebra conmutativa en te´rminos de
sus generadores u,v que cumplen cinco relaciones independientes (cuarto de uni-
tariedad y una de conmutacio´n):
uu∗ = u∗u = 1, vv∗ = v∗v = 1, vu = uv; (8.8)
en seguida se propone una deformacio´n de estas relaciones al introducir una cons-
tante diferente de 1 en la u´ltima: vu = λ uv donde λ = e2piiθ . Si se mantiene la uni-
tariedad de los generadores u,v, entonces la nueva constante es necesariamente11
un nu´mero complejo de mo´dulo 1. Esta deformacio´n de la relacio´n de conmutacio´n
por un nu´mero de mo´dulo 1 ha sido bautizado “twisting” o torcedura de las rela-
ciones (8.8).
En 1987, Lech Woronowicz encontro´ una manera diferente de deformar ciertas
relaciones algebraicas, mediante un para´metro real q, donde q = 1 corresponde al
a´lgebra “original” no deformada. Su primer ejemplo fue basado en la C∗-a´lgebra
C(SU(2)); pero luego sus ideas fueron generalizadas a un surtido de ejemplos mu-
cho ma´s amplio, que incluye todos los grupos de Lie compactos y buena cantidad
de sus espacios cocientes.12
11El producto de dos operadores es unitario; entonces los espectros sp(vu) y sp(uv) forman parte
del cı´rculo S1. Adema´s, estos espectros coinciden: como α 1− vu = u−1(α 1− uv)u, se ve que
α ∈ sp(vu) si y so´lo si α ∈ sp(uv). Como sp(λ uv) = λ sp(uv), la multiplicacio´n por λ debe ser una
rotacio´n de sp(uv) alrededor del origen en C, ası´ que λ ∈ T; esto es, λ = 2piiθ para algu´n θ real.
(Tambie´n, por ser sp(uv) compacto y no vacı´o, se concluye que sp(uv) = S1 cuando θ es irracional.)
12Woronowicz llamo´ µ a su para´metro y permitio´ que µ fuera un nu´mero complejo cualquiera; el
caso µ = 0 es degenerado. Si se quiere conservar la estructura de ∗-a´lgebra unital, µ debe ser real.
(El caso en donde µ es una raı´z de la unidad, esto es, µ = e2piiβ con β ∈ Q, tambie´n es de mucha
intere´s para los algebristas.) El ejemplo ba´sico aparece en: Stanisław Lech Woronowicz, “Twisted
SU(2) group. An example of a noncommutative differential calculus”, Publications of the RIMS,
Kyoto 23 (1987), 117–181.
MA–707: Geometrı´a No Conmutativa 164
Definicio´n 8.8. Sea q un nu´mero real con 0 < q < 1. Defı´nase A = O(SUq(2))
como la ∗-a´lgebra generado dos elementos a,b, sujetos (u´nicamente) a las siguien-
tes relaciones de conmutacio´n:13
ba = qab, b∗a = qab∗, bb∗ = b∗b,
a∗a+q2b∗b = 1, aa∗+bb∗ = 1. (8.9a)
Como consecuencias, valen a∗b = qba∗ y a∗b∗ = qb∗a∗.
Tambie´n se definen un coproducto ∆, una counidad ε y un antı´poda S como
siguen; ellos hacen de O(SUq(2)) una ∗-a´lgebra de Hopf:
∆(a) := a⊗a−qb⊗b∗,
∆(b) := b⊗a∗+a⊗b,
ε(a) := 1,
ε(b) := 0,
(8.9b)
S(a) := a∗, S(a∗) := a, S(b) :=−qb, S(b∗) :=−q−1b∗. (8.9c)
Observacio´n. Para entender mejor las definiciones de ∆, ε y S, conviene introducir
el elemento unitario fundamental:
u :=
(
a b
−qb∗ a∗
)
∈M2(O(SUq(2))). (8.10)
En vista de las siguientes igualdades:
uu∗ =
(
a b
−qb∗ a∗
)(
a∗ −qb
b∗ a
)
=
(
aa∗+bb∗ ba−qab
a∗b∗−qb∗a∗ a∗a+q2b∗b
)
,
u∗u =
(
a∗ −qb
b∗ a
)(
a b
−qb∗ a∗
)
=
(
a∗a+q2bb∗ a∗b−qba∗
b∗a−qab∗ aa∗+b∗b
)
,
se ve que las cinco relaciones de conmutatio´n (8.9a) son equivalentes a la uni-
tariedad de u, en la forma uu∗ = u∗u = 12 ≡
(
1 0
0 1
)
.
Si ∆2, ε2, S2 denotan la aplicacio´n de ∆, ε , S entrada por entrada en una matriz
2×2; y si el sı´mbolo ⊗2 denota la formacio´n de productos tensoriales entrada por
entrada, entonces las fo´rmulas (8.9b) y (8.9c) pueden resumirse ası´:
∆2(u) = u⊗2 u, ε2(u) = 12, S2(u) = u−1.
13Si se escribe c =−qb∗ y d = a∗, las primeras dos relaciones son ba = qab, ca = qac y tambie´n
valen db= qbd y dc= qcd. En estos cuatro casos, un factor de q restaura el orden alfabe´tico; este es
el “convenio lexicogra´fico” de Majid (1995). Los trabajos de Woronowicz usa un convenio distinto,
pero equivalente.
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En un a´lgebra de Hopf cualquiera, un elemento g es grupesco (“group-like”)14 si
∆(g) = g⊗g; los generadores de C(G) tienen esta propiedad cuando G es un grupo
finito. Cada elemento grupesco g obedece ε(g) = 1 y S(g) = g−1. Entonces la
afirmacio´n es que el unitario fundamental u es un elemento grupesco de M2(A).
I Un grupo de Lie G es una variedad con simetrı´a: las traslaciones a la izquierda
λs : t 7→ st, para s ∈ G, son difeomorfismos de G en sı´ mismo. Muchas veces,
es preferible trabajar con una simetrı´a infinitesimal, que genera un grupo uni-
parame´trico de traslaciones. Se trata de fijar un vector tangente en cada punto
de G y luego seguir las geode´sicas cuyas direcciones iniciales esta´n dadas por estos
vectores. Si este campo vectorial es invariante bajo traslacio´n a la izquierda, en-
tonces el seguimiento de sus geode´sicas desemboca en unas traslaciones globales
sobre el grupo. La invariancia del campo significa que esta´ determinado por un
vector tangente en el elemento unidad 1; ası´ que las simetrı´as infinitesimales de G
corresponden biunı´vocamente a los elementos del espacio vectorial g= T1G.
Estas simetrı´as infinitesimales, vistos como campos vectoriales, son operado-
res diferenciales de primer orden: cada campo vectorial X ∈ X(G) es un operador
sobre C∞(G) que cumple una regla de Leibniz. La composicio´n de dos campos vec-
toriales XY : f 7→ X(Y ( f )) esta´ definida, pero en general es un operador diferencial
de segundo orden. Por otro lado, el corchete [X ,Y ] : f 7→ X(Y ( f ))−Y (X( f )) es de
primer orden, es decir, es otro campo vectorial. (Este corchete no es asociativo.)
Si X ,Y son invariantes bajo traslaciones, su composicio´n XY y su corchete
[X ,Y ] tambie´n son invariantes.15 El espacio vectorial finitodimensional g = T1G,
dotado del corchete obtenido por restriccio´n a los campos vectoriales invariantes,
es el a´lgebra de Lie del grupo G. Sus elementos generan un a´lgebra asociativa
U(g), que puede identificarse con la totalidad de operadores diferenciales invarian-
tes sobre G, de cualquier orden. Esta es el a´lgebra envolvente de g.
Si G es un grupo de Lie compacto, entonces, ame´n del a´lgebra de coordenadas
O(G) hay otra a´lgebra de simetria´s U(g) asociada a G. Resulta que el a´lgebra de
simetrı´as es tambie´n un a´lgebra de Hopf : para los generadores x ∈ g se definen16
∆(x) := x⊗1+1⊗ x, ε(x) := 0, S(x) :=−x.
14El vocablo grupesco es un invento nuestro; el te´rmino te´cnico apropiado (group-like in English,
gruppenartig auf Deutsch) aun no ha sido asimilado al castellano.
15Dada una base {x1, . . . ,xn} del espacio vectorial g= T1G, el corchete de dos elementos ba´sicos
[xi,x j] es una combinacio´n de elementos ba´sicos: [xi,x j] = cki j xk. Estos coeficientes c
k
i j son las
llamadas constantes de estructura del grupo de Lie G.
16Cualquier elemento de un a´lgebra de Hopf que cumple estas relaciones es un elemento primi-
tivo. Los elementos primitivos de U(g) conforman el subespacio vectorial g.
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Hay una dualidad entre las dos a´lgebras de Hopf U(g) y O(G). Esta es un
apareamiento bilineal dado por17
〈Z, f 〉 := Z( f )(1),
donde Z ∈ U(g) actu´a como operador diferencial sobre la funcio´n f , antes de eva-
luar en la unidad 1. En particular, si X ∈ g y f ,h ∈ O(G), entonces
〈X , f h〉= X( f h)(1) = X( f )(1)h(1)+ f (1)X(h)(1)
= (X⊗1+1⊗X)( f ⊗h)(1,1)
= ∆(X)( f ⊗h)(1,1) = 〈∆(X), f ⊗h〉,
al considerar elementos de O(G)⊗O(G) como funciones sobre el grupo G×G,
cuya unidad es (1,1). Como ∆ es un homomorfismo de a´lgebras, es fa´cil comprobar
por induccio´n sobre r que tambie´n vale 〈Z, f h〉= 〈∆(Z), f ⊗h〉 para Z =X1X2 . . .Xr.
La dualidad transpone18 el producto en O(G) al coproducto en U(g).
I El a´lgebra de Hopf O(SUq(2)) tambie´n posee una pareja, denotada Uq(su(2)),
la cual es una segunda a´lgebra de Hopf dotada de una dualidad con la primera.
Definicio´n 8.9. El a´lgebra de Hopf U= Uq(su(2)) es el a´lgebra generado por tres
elementos e, f ,k, con k invertible, que satisfacen las relaciones siguientes:
ek = qke, k f = q f k, k2− k−2 = (q−1−q)(e f − f e). (8.11a)
Su coproducto ∆, su counidad ε y su antı´poda S esta´n dadas por
∆(k) := k⊗ k,
∆(e) := e⊗ k+ k−1⊗ e,
∆( f ) := f ⊗ k+ k−1⊗ f ,
ε(k) := 1,
ε( f ) := 0,
ε(e) := 0,
S(k) := k−1,
S( f ) :=−q f ,
S(e) :=−q−1e,
(8.11b)
De hecho, Uq(su(2)) es una ∗-a´lgebra de Hopf, bajo la involucio´n dada por
k∗ = k, f ∗ = e, e∗ = f . (8.11c)
17Hay que tener cuidado con el manejo de espacios duales de espacios vectoriales en dimensio´n
infinita. En particular, el dual de V⊗W no coincide con V ∗⊗W ∗ en general. Para evitar dificultades,
se dice que dos espacios vectoriales V y V ′ esta´n en dualidad si hay un apareamiento bilineal sobre
V ×V ′ que es no degenerado: 〈v,v′〉= 0 para todo v′ ∈V ′ so´lo si v = 0 en V ; y 〈v,v′〉= 0 para todo
v ∈V so´lo si v′ = 0 en V ′. La dualidad entre U(g) y O(G) cumple esta condicio´n.
18La transposicio´n de productos en coproductos tambie´n obra en la otro direccio´n: 〈XY, f 〉 =
〈X ⊗Y,∆( f )〉 para X ,Y ∈ U(g), f ∈ O(G). Para mostrarlo, se requiere la fo´rmula X( f )(1) =
(d/dt)|t=0 f (exp tX), donde t 7→ exp tX es el subgrupo uniparame´trico generado por X ∈ g. Ve´ase,
por ejemplo, la seccio´n 14.4 de [E–NCG].
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Observacio´n. Algunos autores denotan por Uq(sl(2)) el a´lgebra de Hopf determi-
nada por (8.11a) y (8.11b), sin la involucio´n, porque es una deformacio´n del a´lgebra
envolventeU(sl(2)) para el grupo de Lie complejo SL(2,C), de matrices invertibles
en M2(C) con determinante 1. El grupo especial unitario SU(2) es una forma real
de SL(2,C): esto quiere decir que el a´lgebra de Lie de SL(2,C) es la complexifi-
cacio´n del a´lgebra de Lie de SU(2), esto es, sl(2) = su(2)C. Concretamente, sl(2)
es el espacio C-vectorial tridimensional de matrices 2× 2 de traza cero, mientras
su(2) consiste de matrices 2×2 hermı´ticas de traza cero. Este u´ltimo es tridimen-
sional como espacio vectorial real.
Conside´rese estas tres matrices de traza nula en M2(C):
e = σ− =
(
0 0
1 0
)
, f = σ+ =
(
0 1
0 0
)
, h = σ3 =
(
1 0
0 −1
)
.
Su independencia lineal (sobre C) muestra que sl(2) = C- lin〈e, f ,h〉, mientras
su(2) = R- lin〈e+ f , ie− i f ,h〉 = R- lin〈σ1,σ2,σ3〉. Hemos visto anteriormente
que el uso de las matrices σ+ y σ− simplifican los ca´lculos con matrices de Pauli.
Una vez ma´s, se trata de reemplazar un espacio vectorial real con un espacio vec-
torial complejo dotado de una involucio´n.
Bajo este convenio, en vez de considerar U(su(2)) como un a´lgebra real, se usa
su complexificacio´n que es un a´lgebra compleja, dotada de la involucio´n determi-
nada por h∗ = h y e∗ = f .
Las fo´rmulas (8.11b) muestran que el generador k de Uq(su(2)) es grupesco.
En el caso q = 1, hay que tomar k := 1, en cuyo caso e y f se reducen a elementos
primitivos de U(su(2)); el elemento “diagonal” h entra como el tercer generador
no trivial. Entonces la “deformacio´n” del caso especial q = 1 en el caso general
0 < q < 1 es un poco singular.19 Fı´jese que la ∗-a´lgebra determinada por (8.11a) y
(8.11c) tiene una representacio´n como matrices 2×2:
k 7→
(√
q 0
0 1/
√
q
)
, e 7→
(
0 0
1 0
)
, f 7→
(
0 1
0 0
)
.
En otras palabras, k 7→ qh/2, la matriz diagonal con autovalores q1/2 y q−1/2.
19Se puede notar que las relaciones (8.11) funcionan tanto para q > 1 como para 0 < q < 1. En
efecto, la correspondencia k↔ k−1, e↔ f , q↔ 1/q define un isomorfismo (de ∗-a´lgebras de Hopf)
entre Uq(su(2)) y U1/q(su(2)). Por lo tanto, no hay pe´rdida de generalidad en tomar 0 < q < 1.
Este isomorfismo es evidente en la literatura sobre a´lgebras de Hopf. Nuestro U1/q(su(2)), por
ejemplo, se denota U˘q(su(2)) en el libro: Anatoli Klimyk y Konrad Schmu¨dgen, Quantum Groups
and their Representations (Springer, Berlin, 1997).
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I Para ver la ∗-a´lgebra de Hopf Uq(su(2)) como simetrı´as de O(SUq(2)), se intro-
duce una dualidad inspirada en este representacio´n matricial y en la forma matricial
del unitario fundamental (8.10).
Definicio´n 8.10. Hay un aparejamiento bilineal entre las dos ∗-a´lgebras de Hopf
U= Uq(su(2)) y A= O(SUq(2)), definida en los generadores de a´lgebras por
〈k,a〉 := q1/2, 〈k,a∗〉 := q−1/2, 〈e,−qb∗〉= 〈 f ,b〉 := 1, (8.12)
con valor 0 en las otras pares de generadores. Se extiende esta dualidad para definir
〈h,x〉 para cualesquiera h ∈ U, x ∈A al usar la bilinealidad sobre U×A y al pedir
que el producto de dos elementos en un lado transponga al coproducto del elemento
al otro lado:
〈h,xy〉= 〈∆(h),x⊗ y〉, 〈gh,x〉= 〈g⊗h,∆(x)〉. (8.13a)
En estas fo´rmulas, se usa la aparejamiento de U⊗U con A⊗A dado por
〈g⊗h,x⊗ y〉 := 〈g,x〉〈h,y〉,
extendida por bilinealidad a sumas finitas en los dos lados. Los casos h = 1 en U y
x = 1 en A deben satisfacer20
〈1,x〉 := ε(x), 〈h,1〉= ε(h). (8.13b)
Ejercicio 8.11. Para mostrar que las fo´rmulas (8.12) y (8.13) definen una dualidad
bien definida entre Uq(su(2)) y O(SUq(2)), hay que verificar que ella es compa-
tible con las relaciones algebraicas entre los generadores de las dos a´lgebras. Por
ejemplo,
〈k,a∗a+q2b∗b〉= 〈k,a∗a〉+q2〈k,b∗b〉= 〈∆(k),a∗⊗a〉+q2〈∆(k),b∗⊗b〉
= 〈k⊗ k,a∗⊗a〉+q2〈k⊗ k,b∗⊗b〉= 〈k,a∗〉〈k,a〉+q2〈k,b∗〉〈k,b〉
= q1/2q−1/2+q2(0)(0) = 1
es compatible con 〈k,1〉= ε(k) = 1. Comprobar que las dema´s relaciones en (8.9)
y (8.11) son compatibles con (8.12) y (8.13).
20Es una consecuencia de (8.13) que los dos antı´podos en U y enA son transpuestos uno del otro:
〈S(h),x〉= 〈h,S(x)〉 para h ∈ U, x ∈A.
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I Esta dualidad permite transponer el producto en U en acciones de U sobre A.
Las fo´rmulas
〈g,h. x〉 := 〈gh,x〉, 〈g,x/h〉 := 〈hg,x〉, para g,h ∈ U, x ∈A,
definen una accio´n a la izquierda x 7→ h . x y una accio´n a la derecha x 7→ x / h
del elemento h ∈ U sobre A. En te´rminos de la notacio´n de Sweedler (8.3) para el
coproducto, las recetas explı´citas para estas acciones son:
h. x := ∑x1 〈h,x2〉, x/h := ∑〈h,x1〉x2. (8.14)
Para comprobar las fo´rmulas (8.14), fı´jese que si g,h ∈ U, x ∈A, entonces〈
g,∑x1 〈h,x2〉
〉
= ∑〈g,x1〉〈h,x2〉= ∑〈g⊗h,x1⊗ x2〉= 〈g⊗h,∆(x)〉= 〈gh,x〉,
y de igual modo se obtiene
〈
g,∑〈h,x1〉x2
〉
= 〈h⊗g,∆(x)〉= 〈hg,x〉.
Definicio´n 8.12. Ma´s generalmente, una accio´n a la izquierda de un a´lgebra U
sobre un espacio vectorial V no es ma´s que una representacio´n de U sobre V , es
decir, un homomorfismo pi : U→L(V ). Escrı´base h.x := pi(h)(v) si h ∈U, x ∈V .
Entonces las propiedades homomo´rficos pi(gh) = pi(g)pi(h) y pi(1) = 1 se traducen
en las fo´rmulas:
(gh). x = g. (h. x), 1. x = x.
Si adema´s U es una bia´lgebra y V =A es un a´lgebra, se puede pedir compatibilidad
del coproducto en U con el producto en A. Una accio´n de Hopf (a la izquierda) es
una accio´n del a´lgebra U sobre A que adema´s cumple21
h. (xy) = ∑(h1 . x)(h2 . y), para h ∈ U, x,y ∈A. (8.15)
La accio´n natural definida por (8.14) mediante un aparejamiento bilineal no de-
generado22 entre dos a´lgebras de Hopf que cumplen (8.13) es una accio´n de Hopf,
porque
〈g,h. (xy)〉= 〈gh,xy〉= 〈∆(gh),x⊗ y〉= ∑〈∆(g)(h1⊗h2),x⊗ y〉
= ∑〈∆(g),(h1 . x)⊗ (h2 . y)〉=
〈
g,∑(h1 . x)(h2 . y)
〉
para todo g ∈ U.
21Cuando U y A son ∗-a´lgebras de Hopf, se puede pedir tambie´n que la accio´n de Hopf sea
compatible con las involuciones x 7→ x∗ en A y h 7→ S(h)∗ en U, en el sentido de que h . x∗ =
(S(h)∗ . x)∗. La accio´n dada por (8.14) cumple esta propiedad si y so´lo si 〈S(h)∗,x〉 = 〈h,x∗〉.
Esta u´ltima relacio´n esta´ satisfecha por el apareamiento (8.12); basta verificarla sobre pares de
generadores.
22El aparejamiento dado por (8.12) es no degenerado. Ve´ase, por ejemplo, el Teorema 4.21 de
Klimyk y Schmu¨dgen, op. cit.
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Conside´rese la dualidad entre U(g) y O(G), en el caso de un grupo de Lie
compacto. Si X ∈ g es un campo vectorial invariante a la izquierda sobre G, la
accio´n de X sobre funciones en O(G) cumple
〈Z,X . f 〉= 〈ZX , f 〉= ZX( f )(1) = Z(X( f ))(1) = 〈Z,X( f )〉
para cualquier Z ∈ U(g), ası´ que X . f = X( f ), simplemente. Ahora el coproducto
∆(X) = X⊗1+1⊗X y la propiedad (8.15) de accio´n de Hopf implican que
X( f h) = X . ( f h) = (X . f )(1.h)+(1. f )(X .h)
= (X . f )h+ f (X .h) = X( f )h+ f X(h).
En otras palabras, la fo´rmula ∆(X) = X ⊗ 1+ 1⊗X codifica la regla de Leibniz
para la accio´n usual de campos vectoriales (invariantes) sobre funciones.23
Lema 8.13. Si U yA son dos a´lgebras de Hopf en dualidad, las acciones naturales
(8.14) de U sobre A (a la izquierda y a la derecha) conmutan.
Demostracio´n. Si h,g ∈ U y x ∈A, entonces
(h. x)/g = ∑(x1 〈h,x2〉)/g = ∑〈g,x1〉x2 〈h,x3〉= ∑h. (〈g,x1〉x2) = h. (x/g),
en vista de la coasociatividad del coproducto en A.
8.3 Un espacio de Hilbert para SUq(2)
Para poder incorporar SUq(2) como un “espacio no conmutativo” en la construccio´n
que hemos abordado en ejemplos anteriores, hay que hallar la plataforma sobre la
cual esta construccio´n puede montarse. En otras palabras, hay que describir un
espacio de Hilbert en donde las coordenadas en O(SUq(2)) quedan representadas.
Como ya se ha hecho anteriormente, esta construccio´n procedera´ en dos etapas.
Primero, se buscara´ el ana´logo del espacio L2(SU(2)) para el caso 0< q< 1. Luego
se construira´ otro espacio de Hilbert, el de los “espinores”, cuyos elementos sera´n
pares de vectores del primer espacio de Hilbert.
Hay dos maneras para obtener el primero de estos espacios de Hilbert. Una de
ellas parte de la descripcio´n de L2(SU(2)) como la complecio´n del espacio vectorial
generado por todos los “elementos de matriz” Dlmn descritos en la Seccio´n 5.1; es
23En resumen: si h ∈ U es grupesco, ∆(h) = h⊗h, entonces su accio´n x 7→ h. x es un homomor-
fismo de a´lgebras; en cambio, si h es primitivo, ∆(h) = h⊗ 1+ 1⊗ h, su accio´n x 7→ h . x cumple
una regla de Leibniz. El concepto de una accio´n de Hopf unifica estas dos “reglas de producto”.
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cuestio´n de describir el producto escalar en te´rminos de estos objetos. Con respecto
a la medida invariante (bajo traslaciones) du=(16pi2)−1 senβ dα dβ dγ , un ca´lculo
explı´cito muestra que
〈D jrs |Dlmn〉=
∫
SU(2)
D jrs(u)Dlmn(u)du =
1
2l+1
δ jl δrm δsn,
de modo que {√2l+1Dlmn : 2l ∈ N; m,n = −l, . . . , l } es una base ortonormal de
L2(SU(2)).
Por otro lado, los elementos de matriz Dlmn, sin factor de normalizacio´n, forman
una base vectorial ordinaria de la ∗-a´lgebra O(SU(2)), la cual es a su vez un subes-
pacio denso de L2(SU(2)). La u´nica dificultad es que la fo´rmula para el producto
de dos elementos de matriz es un poco complicado:
D jrs D
l
mn =
j+l
∑
k=| j−l|
C
(
j l k
r m r+m
)
C
(
j l k
s n s+n
)
Dkr+m,s+n,
donde los nu´meros C
(
j l k
r m r+m
)
son los llamados coeficientes de Clebsch y
Gordan.24 Por otro lado, el coproducto de uno de estos elementos es sencillo:
∆(Dlmn) :=
l
∑
p=−l
Dlmp⊗Dlpn.
En otras palabras, la coa´lgebra O(SU(2)) es la suma directa de las coa´lgebras ma-
triciales O(M2l+1(C) del Ejemplo 8.3, para l = 0, 12 ,1,
3
2 ,2, . . . .
La C∗-a´lgebra de funciones continuas C(SU(2)) es una complecio´n (con res-
pecto a la norma ‖ · ‖∞ de funciones) de la ∗-a´lgebra O(SU(2)). La integral nor-
malizada sobre SU(2) define un estado (funcional lineal positiva, de valor 1 en la
unidad) sobre esta C∗-a´lgebra, que se llama el estado de Haar:
ψ( f ) :=
∫
SU(2)
f (u)du.
24Si pi j y pil son dos representaciones unitarias irreducibles de SU(2) sobre los respectivos es-
pacios vectoriales Vj y Vl , hay un producto tensorial de representaciones pi j⊗pil sobre el espacio
vectorial Vj ⊗Vl que generalmente no es irreducible. Ma´s bien, este producto tensorial es equi-
valente a una suma directa (de bloques diagonales de matrices) de las representaciones pik para
k = | j− l|, . . . , j+ l. Concretamente, hay una matriz unitaria C, independiente de u ∈ SU(2), tal
que pi j(u)⊗ pil(u) = C
(
pi| j−l|(u)⊕ ·· ·⊕ pi j+l(u)
)
C−1 para todo u. Esta C es una matriz cuadrada
de lado (2 j+ 1)(2l+ 1) y sus entradas se llaman coeficientes de Clebsch y Gordan. En la teorı´a
cua´ntica de momento angular, se emplean fo´rmulas explı´citas para estos coeficientes: ve´ase el libro
de Biedenharn y Louck, op. cit.
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La invariancia bajo traslaciones a la izquierda de la “medida de Haar” du, que se
expresa por la fo´rmula∫
SU(2)
f (vu)du =
∫
SU(2)
f (u)du para todo v ∈ SU(2),
tambie´n puede escribirse en la forma
(1⊗ψ)(∆ f ) = η(ψ( f )), para todo f ∈C(SU(2)).
En esta fo´rmula, ∆ f (v,u) = f (vu); el lado izquierdo (1⊗ψ)(∆ f ) es la funcio´n
continua v 7→ ∫SU(2) f (vu)du; el lado derecho es la funcio´n constante cuyo valor es∫
SU(2) f (u)du.
I Con estos preparativos, la estructura del a´lgebra de HopfO(SUq(2)) puede abor-
darse de una manera bastante paralela a la descripcio´n del a´lgebra O(T2θ ) por poli-
nomios de Fourier generalizados.
Observacio´n. De ahora en adelante, hay un convenio de notacio´n que es necesario
adoptar. Para 0 < q 6= 1 y n ∈ Z, defı´nase
[n]≡ [n]q := q
−n−qn
q−1−q . (8.16)
Fı´jese que [n]q ∈ R con limq→1[n]q = n; y que [n]1/q = [n]q. A veces se dice que
[n]q es un “q-entero”. Cuando q es fijo con 0 < q < 1, se suele omitir el subı´ndice
para escribir [n] simplemente.
Hay elementos { t lmn : 2l ∈ N; m,n = −l, . . . , l } que forman una base vectorial
para O(SUq(2)), dadas por
t000 := 1, t
1
2
1
2 ,
1
2
:= a, t
1
2
1
2 ,− 12
:= b, t
1
2
− 12 , 12
:=−qb∗, t
1
2
− 12 ,− 12
:= a∗,
para l = 0 y l = 12 ; y luego por induccio´n sobre l, mediante las fo´rmulas
t jrs t
l
mn =
j+l
∑
k=| j−l|
Cq
(
j l k
r m r+m
)
Cq
(
j l k
s n s+n
)
tkr+m,s+n, (8.17)
donde los coeficientes Cq
(
j l k
r m r+m
)
son ciertos nu´meros reales que forman
las entradas de una matriz unitaria de lado (2 j+1)(2l+1). Conviene exhibir so´lo
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el caso particular25
Cq
(
l l 0
−m m 0
)
= (−1)l+m q
−m√
[2l+1]
. (8.18)
La fo´rmula (8.17) permite expresar un polinomio en a,a∗,b,b∗ como combinacio´n
lineal de los t lmn. La involucio´n en la ∗-a´lgebra O(SUq(2)) viene dada por
(t lmn)
∗ = (−1)2l+m+nqn−m t l−m,−n. (8.19)
(Fı´jese que esta fo´rmula, para el caso l = 12 , es consistente con a↔ a∗, b↔ b∗.)
Los elementos ba´sicos t lmn cumplen ∆(t lmn) = ∑lp=−l t
l
mp⊗ t lpn en la coa´lgebra
O(SUq(2)).
Definicio´n 8.14. El estado de Haar sobre O(SUq(2)) —o bien sobre su com-
plecio´n C(SUq(2)) en una C∗-a´lgebra— se define por
ψ(t000) := 1, ψ(t
l
mn) := 0 para l > 0. (8.20)
Las relaciones (8.17), (8.18) y (8.19) tiene la consecuencia
ψ((t jrs)
∗ t lmn) =
q−2m
[2l+1]
δ jl δrm δsn. (8.21)
En particular, valeψ((t lmn)∗ t lmn) = q−2m/[2l+1]. La positividad deψ es inmediata,
porque ahora ψ(x∗x) > 0 cuando x es una combinacio´n lineal no nula de los t lmn.
Es claro que ψ(1) = 1.
Obse´rvese la analogı´a con la traza normalizada τ sobre C(T2θ ). Sin embargo,
este estado ψ no es una traza, porque
ψ(a∗a) =
q−1
[2]
=
q−1
q−1+q
=
1
1+q2
pero ψ(aa∗) =
q
[2]
=
q
q−1+q
=
q2
1+q2
.
El estado de Haar ψ es invariante en el sentido de que (1⊗ψ)(∆ t lmn) = η(ψ(t lmn))
ya que los dos lados se anulan para l > 0 y coinciden con 1 para l = 0; por linealidad
[y continuidad de ψ], se obtiene (1⊗ψ)(∆x) = η(ψ(x)) para todo x en O(SUq(2))
[o bien en C(SUq(2))].
25Si t l denota la matriz cuadrada con entradas t lmn, las matrices t
j ⊗ t l y t | j−l|⊕ ·· · ⊕ t j+l , que
pertenecen a MN(A) donde N = (2 j+ 1)(2l + 1), son semejantes bajo conjugacio´n por una ma-
triz Cq ∈ MN(C) —de hecho, las entradas de esta matriz son reales. Cada t l define una “corepre-
sentacio´n” de O(SUq(2)), muy ana´logo a la representacio´n pil del grupo SU(2). Para los valores
nume´ricos de las entradas de Cq, ve´ase el Capı´tulo 3 de Klimyk y Schmu¨dgen, op. cit.
MA–707: Geometrı´a No Conmutativa 174
Definicio´n 8.15. Las relaciones de ortogonalidad (8.21) muestran que O(SUq(2))
admite un producto escalar dado por
〈x | y〉 := ψ(x∗y), para x,y ∈ O(SUq(2)),
para la cual los t lmn son ortogonales entre sı´. Defı´nase
|l,m,n〉 := qm
√
[2l+1] t lmn. (8.22)
Entonces {|l,m,n〉 : 2l ∈N; m,n=−l, . . . , l } es una base ortonormal para la com-
plecio´n de O(SUq(2)) con respecto a este producto escalar. Este espacio de Hilbert
sera´ denotado por L2(SUq(2),ψ).
Hay una representacio´n natural piψ de O(SUq(2)) sobre este espacio de Hilbert,
dada por (8.17): su lado izquierdo define (un mu´ltiplo) de pi(t jrs) |l,m,n〉, el lado
derecho de esta fo´rmula es una combinacio´n lineal de los vectores |k,r+m,s+n〉
con k = | j− l|, . . . , j + l. Sin embargo, no es evidente todavı´a que estos pi(t jrs)
definen operadores acotados. Para ello, bastarı´a verificar que pi(a) y pi(b) son aco-
tados y que pi(a∗) = pi(a)∗, pi(b∗) = pi(b)∗, para que pi se extienda a una repre-
sentacio´n de C(SUq(2)) por operadores acotados sobre L2(SUq(2),ψ). Esta es la
llamada representacio´n regular (a la izquierda) del grupo cua´ntico SUq(2).
I La segunda construccio´n de L2(SUq(2),ψ) hace uso del a´lgebra de simetrı´as
U = Uq(su(2)). Esta a´lgebra tiene una familia de representaciones finitodimen-
sionales,26 obtenidas en el caso q= 1 de las representaciones irreducibles del grupo
compacto SU(2). Para cada l ∈ 12N, sea Vl el espacio de Hilbert de dimensio´n finita
(2l+1) y deno´tese por {|l,m〉 : 2l ∈ N; m = −l, . . . , l } una base ortonormal. En-
tonces los tres operadores lineales σl(k), σl(e), σl( f ) definidos por
σl(k) |l,m〉= qm |l,m〉,
σl(e) |l,m〉=
√
[l−m+1][l+m] |l,m−1〉,
σl( f ) |l,m〉=
√
[l−m][l+m+1] |l,m+1〉, (8.23)
cumplen las relaciones (8.11a):
σl(e)σl(k) = qσl(k)σl(e), σl(k)σl( f ) = qσl( f )σl(k),
σl(k)2−σl(k)−2 = (q−1−q)
(
σl(e)σl( f )−σl( f )σl(e)
)
.
26Estas representaciones esta´n clasificadas en el Capı´tulo 3 de Klimyk y Schmu¨dgen, op. cit.
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(El caso l = 12 ya fue mencionado en la seccio´n anterior.)
Fı´jese que σl(k) tiene una matriz diagonal para la base dada, mientras σl(e),
σl( f ) son operadores de escalera que corren el segundo ı´ndice de |l,m〉 por ±1.
La fo´rmula (8.23) sugiere la posibilidad de que las dos a´lgebras O(SUq(2))
y Uq(su(2)) aparezcan como operadores sobre el mismo espacio de Hilbert. En
efecto, esto es lo que ocurre con L2(SUq(2),ψ). Obviamente, las dos representa-
ciones tendra´n algunas relaciones de compatibilidad. Esta es la idea detra´s de la
siguiente definicio´n, introducido por Da¸browski y Sitarz.27
Definicio´n 8.16. Sean U y A dos algebras de Hopf en dualidad y sea H un es-
pacio de Hilbert. Una representacio´n pi : A→ L(H) por operadores acotados es
una representacio´n U-equivariante si H posee un subespacio denso V tal que
pi(x)(V )⊆V para x ∈A, y si hay una representacio´n ρ de U por operadores linea-
les sobre V tal que28
ρ(h)pi(x)ξ = ∑pi(h1 . x)ρ(h2)ξ , para h ∈ U, x ∈A,ξ ∈V, (8.24)
donde h.x denota la accio´n de Hopf (a la izquierda) de U sobreA determinado por
la dualidad (8.14). Generalmente, cada ρ(h) es un operador no acotado sobre H.
El a´lgebra de Hopf U tambie´n posee una accio´n natural a la derecha de U so-
bre A, dada por (8.14). Para convertir e´sta en una accio´n (de Hopf) a la izquierda,
de alguna manera hay que cambiar el orden de productos en U sin afectar la es-
tructura de coa´lgebra. El antı´poda S revierte el orden de productos, pero no es un
isomorfismo de coa´lgebras.29
Para el caso de SUq(2), resulta provechoso componer el inverso de S con un
cierto automorfismo de U.
27Las representaciones equivariantes fueron introducidos, en el contexto de un “espacio cociente
no conmutativo” S2q de SUq(2), en el artı´culo: Ludwik Da¸browski y Andrzej Sitarz, “Dirac opera-
tor on the standard Podles´ quantum sphere”, in Noncommutative Geometry and Quantum Groups
(Instytut Matematyczny Polskiej Akademiej Nauk, Warszawa, 2003), pp. 49–58.
28Si U es un a´lgebra de Hopf con una accio´n de Hopf (a la izquierda) sobre un a´lgebraA, hay una
nueva a´lgebraAoU, llamada el producto fundido (“smash product”) o producto cruzado deA yU,
la cual esA⊗U como espacio vectorial, con el producto dado por (y⊗h)(x⊗g) :=∑y(h1.x)⊗h2g.
Una representacio´n U-equivariante de A es lo mismo que una representacio´n del a´lgebra AoU.
29La aplicacio´n lineal τ : V ⊗W →W ⊗V dada por τ(v⊗w) := w⊗ v, el volteo (“flip”), juega
un papel importante en la teorı´a de coa´lgebras. Una coa´lgebra es coconmutativa si τ ◦∆ = ∆; de
hecho, una a´lgebra es conmutativa si y so´lo si su aplicacio´n de producto µ satisface µ ◦ τ = µ . Una
aplicacio´n lineal T entre coa´lgebras es un cohomomorfismo si ∆ ◦T = (T ⊗T ) ◦∆; pero T es un
coantimorfismo si ∆ ◦ T = (T ⊗ T ) ◦ τ ◦∆. El antı´poda es a la vez un antimorfismo de a´lgebras,
S(gh) = S(h)S(g), y un coantimorfismo de coa´lgebras, ∑S(h)1⊗S(h)2 = ∑S(h2)⊗S(h1).
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Lema 8.17. Hay un automorfismo del a´lgebra Uq(su(2)), definido sobre genera-
dores por30
ϑ(k) := k−1, ϑ( f ) :=−e, ϑ(e) :=− f .
La composicio´n ϕ := S−1 ◦ϑ es un antiautomorfismo de Uq(su(2)), definido sobre
generadores por
ϕ(k) := k, ϕ( f ) := qe, ϕ(e) := q−1 f .
Adema´s, la aplicacio´n lineal S−1ϑ , de Uq(su(2)) en sı´ mismo, es un isomorfismo
de coa´lgebras.
Demostracio´n. Para ver que ϑ es un automorfismo de Uq(su(2)), so´lo hay que
comprobar el cumplimiento de las relaciones (8.11a):
ϑ(e)ϑ(k) = qϑ(k)ϑ(e), ϑ(k)ϑ( f ) = qϑ( f )ϑ(k),
ϑ(k)2−ϑ(k)−2 = (q−1−q)(ϑ(e)ϑ( f )−ϑ( f )ϑ(e)),
esto es,
− f k−1 =−qk−1 f , −k−1e =−qek−1, k−2− k2 = (q−1−q)( f e− e f ),
que coinciden con las relaciones (8.11a).
Las fo´rmulas S−1(k) = k−1, S−1( f ) = −q−1 f , S−1(e) = −qe comprueban la
definicio´n de ϕ sobre los generadores. Como S y S−1 revierten el orden de multi-
plicacio´n, ϕ es un antiautomorfismo.
Adema´s, ϕ conserva el coproducto ∆ de U = Uq(su(2)), en el sentido de que
∆◦ϕ = (ϕ⊗ϕ)◦∆ : U→ U⊗U; sobre generadores,
∆(k) = k⊗ k, ∆(q−1 f ) = q−1 f ⊗ k+ k−1⊗q−1 f , ∆(qe) = qe⊗ k+ k−1⊗qe.
Por lo tanto, ϕ es un antiautomorfismo de a´lgebras pero a la vez un automorfismo
de coa´lgebras.
El empleo de ϕ convierte la accio´n natural a la derecha de U sobre A en una
accio´n de Hopf a la izquierda:
h · x := x/ϕ(h) para h ∈ U, x ∈A,
30El automorfismo ϑ fue introducido en el siguiente artı´culo, que forma la base del presente
capı´tulo: Ludwik Da¸browski, Giovanni Landi, Andrzej Sitarz, Walter van Suijlekom y Joseph C.
Va´rilly, “The Dirac operator on SUq(2)”, Communications in Mathematical Physics 259 (2005),
729–759.
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ya que
g · (h · x) = (x/ϕ(h))/ϕ(g) = x/ (ϕ(h)ϕ(g)) = x/ϕ(gh) = gh · x.
Obse´rvese que las dos acciones a la izquierda de U conmutan, por el Lema 8.13:
g · (h. x) = (h. x)/ϕ(g) = h. (x/ϕ(g)) = h. (g · x).
Consideremos entonces la posibilidad de una representacio´n pi del a´lgebra A=
O(SUq(2)) por operadores acotados sobre algu´n espacio de Hilbert con un subes-
pacio denso V , que sea U-equivariante bajo dos representaciones λ y ρ de U que
conmutan entre sı´: ρ(g)λ (h) = λ (h)ρ(g) : V →V para g,h ∈ U; y adema´s
λ (h)pi(x)ξ = pi(h1 · x)λ (h2)ξ ,
ρ(g)pi(x)ξ = pi(g1 . x)ρ(g2)ξ , (8.25)
para todo g,h ∈ U, x ∈A, ξ ∈V .
I Conviene hacer una pausa para recordar el caso conmutativo q = 1, en donde el
espacio de Hilbert L2(SU(2)) posee (2l + 1) copias del espacio vectorial Vl de la
representacio´n irreducible pil del grupo SU(2), para cada l ∈ 12N. Ahora es posible
reconocer la suma directa de estos (2l + 1) copias de Vl como el producto tenso-
rial Vl ⊗Vl , donde cada pil(u) actu´a sobre el primer factor tensorial; una base del
segundo factor tensorial sirve para enumerar las copias.
Entonces el subespacio denso generado algebraicamente (sin completar) por la
base ortonormal de L2(SU(2)) vista en la Seccio´n 5.4 tiene la siguiente estructura:
V :=
∞⊕
2l=0
Vl⊗Vl,
donde la suma directa es algebraica (no es completa en norma alguna). Habida
cuenta de las representaciones irreducibles (8.23) de Uq(su(2)) sobre cada Vl , es
posible definir dos representaciones de U sobre V , que llevan cada Vl ⊗Vl en sı´
mismo, por las recetas:
λ (h) := σl(h)⊗1Vl sobre Vl⊗Vl,
ρ(g) := 1Vl ⊗σl(g) sobre Vl⊗Vl.
Hay una descripcio´n ma´s concreta, en te´rminos de una base vectorial de Vl ⊗Vl .
Sea {|l,m〉 : m =−l, . . . , l } una base vectorial de Vl y escrı´base
|l,m,n〉 := |l,m〉⊗ |l,n〉 ∈Vl⊗Vl.
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Estos vectores, para m,n =−l, . . . , l, forman una base del espacio vectorial Vl⊗Vl ,
de dimensio´n (2l+1)2. La notacio´n es ide´ntica a la de (8.22), porque luego habra´
que comparar los dos espacios vectoriales. Con este convenio, se obtiene
λ (k) |l,m,n〉= qm |l,m,n〉,
λ (e) |l,m,n〉=
√
[l−m+1][l+m] |l,m−1,n〉,
λ ( f ) |l,m,n〉=
√
[l−m][l+m+1] |l,m+1,n〉,
ρ(k) |l,m,n〉= qn |l,m,n〉,
ρ(e) |l,m,n〉=
√
[l−n+1][l+n] |l,m,n−1〉.
ρ( f ) |l,m,n〉=
√
[l−n][l+n+1] |l,m,n+1〉, (8.26)
De estas fo´rmulas, se ve que λ (h)ρ(g) |l,m,n〉= ρ(g)λ (h) |l,m,n〉 cuando g,h son
generadores de U; y luego tambie´n para g,h ∈ U cualesquiera.
Notacio´n. En los ca´lculos que siguen, habra´ muchos ajustes de semienteros como
l 7→ l± 12 . Para aliviar la notacio´n, conviene introducir las abreviaturas:
l± := l± 12 , m± := m± 12 , n± := n± 12 .
Proposicio´n 8.18. Una ∗-representacio´n pi del a´lgebra A = O(SUq(2)) sobre V ,
que es U-equivariante bajo λ y ρ de (8.26), en el sentido de (8.25), debe tener la
forma siguiente:
pi(a) |l,m,n〉= A+lmn|l+,m+,n+〉+A−lmn|l−,m+,n+〉,
pi(b) |l,m,n〉= B+lmn|l+,m+,n−〉+B−lmn|l−,m+,n−〉, (8.27)
donde las constantes A±lmn y B
±
lmn esta´n dadas, hasta factores de fase que dependen
solamente de l, por:
A+lmn = q
1
2 (−2l+m+n−1)
(
[l+m+1][l+n+1]
[2l+1][2l+2]
) 1
2
,
A−lmn = q
1
2 (2l+m+n+1)
(
[l−m][l−n]
[2l][2l+1]
) 1
2
,
B+lmn = q
1
2 (m+n−1)
(
[l+m+1][l−n+1]
[2l+1][2l+2]
) 1
2
,
B−lmn =−q
1
2 (m+n−1)
(
[l−m][l+n]
[2l][2l+1]
) 1
2
. (8.28)
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Demostracio´n. Los valores de pi(a) y pi(b) sobre los vectores ba´sicos |l,m,n〉 deben
obedecer las condiciones de equivariancia (8.25) para h ∈ U. Como λ y ρ son re-
presentaciones de U, es decir, aplicaciones lineales y multiplicativas de U en ope-
radores lineales sobre V , basta considerar los casos en donde h = k,e, f .
Como ∆(k) = k⊗ k, la equivariancia bajo λ (k) toma la forma
λ (k)pi(x)ξ = pi(k · x)λ (k)ξ , ρ(k)pi(x)ξ = pi(k . x)ρ(k)ξ ,
para x ∈A, ξ ∈V . Las acciones a la izquierda de k sobre los generadores de A son
k .a = ∑a1 〈k,a2〉= a〈k,a〉−qb〈k,b∗〉= q 12 a,
k ·a := a/ k = ∑〈k,a1〉a2 = 〈k,a〉a−q〈k,b〉b∗ = q 12 a,
y de modo similar k .b = q−
1
2 b pero k ·b = q 12 b.
Para x = a, h = k, la equivariancia se reduce a la fo´rmulas
λ (k)pi(a) |l,m,n〉= pi(q 12 a)(qm|l,m,n〉)= qm+ 12pi(a) |l,m,n〉,
ρ(k)pi(a) |l,m,n〉= pi(q 12 a)(qn|l,m,n〉)= qn+ 12pi(a) |l,m,n〉.
Entonces el vector pi(a) |l,m,n〉 debe pertenecer al subespacio de V generado por
los vectores |l′,m+,n+〉, donde l′ ∈ 12N. Ana´logamente, pi(b) |l,m,n〉 debe de estar
en el subespacio generado por los |l′,m+,n−〉.
Ahora conside´rese el caso h = f , x = a. Como
f ·a := a/qe = q〈e,a〉a−q2〈e,b〉b∗ = 0,
k−1 ·a = a/ k−1 = 〈k−1,a〉a = q− 12 a,
se obtiene
λ ( f )pi(a)ξ = pi( f ·a)λ (k)ξ +pi(k−1 ·a)λ ( f )ξ = q− 12pi(a)λ ( f )ξ .
Por induccio´n, para r = 1,2,3, . . . , se concluye que
λ ( f )rpi(a) |l,m,n〉= q−r/2pi(a)λ ( f )r ∝ pi(a) |l,m+ r,n〉= 0,
y el lado derecho es cero cuando m+ r > l. Por otro lado, λ ( f )r|l′,m+,n+〉 es un
mu´ltiplo no nulo de |l′,m++ r,n+〉, toda vez que m+ r+ 12 ≤ l′. La conclusio´n es
que l′ ≤ l+ 12 en la expansio´n de pi(a) |l,m,n〉.
Un argumento similar, con las sustituciones a 7→ a∗ y f 7→ e, tomando en cuenta
que 〈l′,m′,n′ |pi(a) | l,m,n〉 es el conjugado complejo de 〈l,m,n |pi(a∗) | l′,m′,n′〉,
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muestra que l′ ≥ l + 12 en dicha expansio´n. El caso l′ = l es inadmisible porque
tanto l −m como l′−m− 12 deben ser enteros (en vez de semienteros). Luego
l′ = l± 12 solamente; en otras palabras, pi(a) |l,m,n〉 es una combinacio´n lineal de
los dos vectores |l+,m+,n+〉 y |l−,m+,n+〉.
El mismo proceso muestra que pi(b) |l,m,n〉 es una combinacio´n lineal de los
dos vectores |l+,m+,n−〉 y |l−,m+,n−〉. Hemos verificado la fo´rmula (8.27) pero
falta la evaluacio´n de los coeficientes A±lmn y B
±
lmn.
Volvamos el caso h = f , x = a, con ρ en lugar de λ . Como f .a = 0 y adema´s
k−1 .a = q−
1
2 a, se obtiene
ρ( f )pi(a)ξ = pi( f .a)ρ(k)ξ +pi(k−1 .a)ρ( f )ξ = q−
1
2pi(a)ρ( f )ξ .
Con ξ = |l,m,n〉, se obtiene
ρ( f )pi(a) |l,m,n〉= A+lmnρ( f ) |l+,m+,n+〉+A−lmnρ( f ) |l−,m+,n+〉
= q−
1
2pi(a)ρ( f ) |l,m,n〉= q− 12
√
[l−n][l+n+1]pi(a) |l,m,n+1〉.
Al examinar los coeficientes de |l+,m+,n++1〉 y |l−,m+,n++1〉 en estas expre-
siones, salen dos relaciones de recurrencia para los A±lmn:
A+lmn
√
[l+n+2] = q−
1
2 A+lm,n+1
√
[l+n+1],
A−lmn
√
[l−n−1] = q− 12 A−lm,n+1
√
[l−n].
Como tambie´n vale f ·a= 0, al aplicar λ ( f ) en ambos lados de la primera ecuacio´n
de (8.27), salen otras dos relaciones de recurrencia:
A+lmn
√
[l+m+2] = q−
1
2 A+l,m+1,n
√
[l+m+1],
A−lmn
√
[l−m−1] = q− 12 A−l,m+1,n
√
[l−m],
La solucio´n general para estas relaciones de recurrencia es
A+lmn = q
(m+n)/2
√
[l+m+1]
√
[l+n+1]a+l ,
A−lmn = q
(m+n)/2
√
[l−m]
√
[l−n]a−l ,
donde los te´rminos a+l y a
−
l son independientes de m,n.
Al aplicar ρ(e) y λ ( f ) a la segunda ecuacio´n de (8.27), habida cuenta de que
e.b = 0 y f ·b = 0, un ana´lisis semejante simplifica los coeficientes B±lmn en
B+lmn = q
(m+n)/2
√
[l+m+1]
√
[l−n+1]b+l ,
B−lmn = q
(m+n)/2
√
[l−m]
√
[l+n]b−l ,
donde los te´rminos b+l y b
−
l son independientes de m,n.
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Hay otra relacio´n de equivariancia disponible:
ρ(e)pi(a) = pi(e.a)ρ(k)+pi(k−1 .a)ρ(e) = pi(b)ρ(k)+q−
1
2pi(a)ρ(e).
Al aplicarla al vector |l,m,n〉, se obtiene una combinacio´n lineal de los dos vectores
|l+,m+,n−〉 y |l−,m+,n−〉, con coeficientes respectivos
A+lmn
√
[l−n+1][l+n+1] = qnB+lmn+q−
1
2
√
[l−n+1][l+n]A+lm,n−1,
A−lmn
√
[l−n][l+n] = qnB−lmn+q−
1
2
√
[l−n+1][l+n]A−lm,n−1.
Las relaciones anteriores simplifican estas igualdades, con el resultado:
qnb+l = ([l+n+1]−q−1[l+n])a+l , qnb−l = ([l−n]−q−1[l−n+1])a−l .
Explı´citamente, estas relaciones son
(q−1−q)qn b+l =
(
q−l−n−1−ql+n+1−q−1(q−l−n−ql+n))a+l
= ql+n(q−1−q)a+l ,
(q−1−q)qn b−l =
(
q−l+n−ql−n−q−1(q−l+n−1−ql−n+1))a−l
=−q−l+n−1(q−1−q)a−l ,
o bien
b+l = q
la+l , b
−
l =−q−l−1a−l .
La u´ltima relacio´n de equivariancia que se requiere es
λ (e)pi(b) = pi(e ·b)λ (k)+pi(k−1 ·b)λ (e) = q−1pi(a∗)λ (k)+q− 12pi(b)λ (e).
Al insertar los dos lados de esta ecuacio´n en el corchete 〈l′,m′,n′ | · | l,m,n〉 y
despue´s de un poco de simplificacio´n, se obtiene
(a−
l+ 12
)∗ = q2l+
3
2 a+l .
Falta entonces determinar los para´metros a+l para cada l ∈ 12N. La equivarian-
cia bajo U no puede ofrecer ma´s informacio´n. Pero aun quedan la relaciones de
conmutacio´n en el a´lgebra A. Conside´rese la ecuacio´n ba= qab y su consecuencia
pi(b)pi(a) |l,m,n〉= qpi(a)pi(b) |l,m,n〉.
Los dos lados de esta igualdad son combinaciones lineales de los tres vectores
|l′,m+1,n〉 para l′ = l−1, l, l+1. Los coeficientes de |l,m+1,n〉 dan la relacio´n:
A+lmnB
−
l+m+n++A
−
lmnB
+
l−m+n+ = q(B
+
lmnA
−
l+m+n−+B
−
lmnA
+
l−m+n−).
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Esta se simplifica en
q[2l+2] |a+l |2 = [2l] |a+l− 12 |
2.
Esta es una relacio´n de recurrencia para los a+l , cuya solucio´n general es
a+l =
Cζl q−l√
[2l+1]
√
[2l+2]
,
donde C es una constante positiva y cada ζl es un factor de fase, es decir, un nu´mero
complejo tal que |ζl|= 1.
Para determinar la constante C, se dispone de la relacio´n a∗a+ q2b∗b = 1. Al
insertarla en el corchete 〈0,0,0 | · |0,0,0〉, se obtiene
1 = 〈0,0,0 |pi(a∗a+q2b∗b) |0,0,0〉= ∥∥pi(a) |0,0,0〉∥∥2+q2∥∥pi(b) |0,0,0〉∥∥2
= |a+0 |2+q2|b+0 |2 = (1+q2) |a+0 |2 =
(1+q2)C2
q−1+q
= qC2,
ası´ que C = q−
1
2 . Los coeficientes A±lmn y B
±
lmn entonces quedan completamente
determinados, excepto por los valores de los factores de fase ζl . Si se decide poner
ζl = 1 para todo l, es un ejercicio fa´cil reconstituir los coeficientes para obtener las
fo´rmulas explı´citas (8.28).
Conside´rese la representacio´n piψ deA sobre L2(SUq(2),ψ), definida implı´cita-
mente por (8.17) y (8.22). El subespacio denso V coincide con A = O(SUq(2))
como espacio vectorial. Al tomar |l,m,n〉 := qm√[2l+1] t lmn, la ecuacio´n (8.17)
implica que
piψ(a) |l,m,n〉= q− 12 [2l+1]
1
2
[2l+2]
1
2
Cq
(1
2 l l
+
1
2 m m
+
)
Cq
(1
2 l l
+
1
2 n n
+
)
|l+,m+,n+〉
+q−
1
2
[2l+1]
1
2
[2l]
1
2
Cq
(1
2 l l
−
1
2 m m
+
)
Cq
(1
2 l l
−
1
2 n n
+
)
|l−,m+,n+〉
y una fo´rmula similar para piψ(b) |l,m,n〉. Un ca´lculo31 con los valores explı´citos
de los Cq(−) muestran los coeficientes de piψ(a) y piψ(b) son exactamente los que
aparecen en (8.28). En particular, estos coeficientes son nu´meros reales.
Hay dos conclusiones: primero, que la llamada representacio´n regular piψ de
O(SUq(2)) es Uq(su(2))-equivariante bajo λ y ρ; y segundo, la decisio´n de tomar
31Este ca´lculo aparece en el artı´culo de Da¸browski et al, op. cit.
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cada ζl = 1 queda justificada a posteriori por la existencia de la representacio´n
regular.
Obse´rvese tambie´n que los operadores pi(a) y pi(b) de la Proposicio´n 8.18 se
extienden a operadores acotados sobre el espacio de Hilbert H obtenido al com-
pletar V con respecto al producto escalar que hace de los |l,m,n〉 una base ortonor-
mal.32 La acotacio´n viene de la relacio´n
pi(a)∗pi(a)+q2pi(b)∗pi(b) = pi(a∗a+q2b∗b) = pi(1) = 1H ,
la cual implica que ‖pi(a)ξ‖2 ≤ ‖ξ‖2 y ‖qpi(b)ξ‖2 ≤ ‖ξ‖2 para todo ξ ∈ H. En-
tonces los operadores pi(a) y pi(b) tienen normas finitas:33
‖pi(a)‖ ≤ 1, ‖pi(b)‖ ≤ q−1.
8.4 Espinores y el operador de Dirac para SUq(2)
El espacio espinorial para SUq(2) se define, como era de esperar, como la suma di-
recta de dos copias de L2(SUq(2),ψ). Es posible anticipar, a partir del tratamiento
de espinores para S3, que los espinores ba´sicos deben ser reorganizados en autoes-
pacios finitodimensionales del operador de Dirac, con dimensiones y multiplici-
dades iguales o parecidas a las que aparecen al final de la Seccio´n 5.4. Inspirado
por la construccio´n de representaciones equivariantes a` la Da¸browski y Sitarz, aquı´
se emprende un camino inverso. Inicialmente se construira´ el espacio de Hilbert
de espinores, a partir de su descomposicio´n en una suma directa de subespacios de
dimensio´n finita. Luego se mostrara´ la unicidad esencial (hasta algunos factores de
fase) de una representacio´n equivariante deO(SUq(2)) en este espacio de espinores.
Finalmente, se introduce un operador autoadjunto sobre los espinores mediante sus
autovalores y autovectores; este sera´ nuestro operador de Dirac para SUq(2).
Nuestro punto de partida es el isomorfismo de Clebsch y Gordan
Vl⊗V1
2
'Vl+ 12 ⊕Vl− 12 ,
donde las dimensiones cumplen 2(2l+ 1) = (2l+ 2)+ 2l. En el caso “ordinario”
q = 1, esta es la descomposicio´n de un producto tensorial de dos representaciones
32Los elementos de H son todas las series ∑l,m,n Clmn |l,m,n〉 donde los coeficientes Clmn ∈ C
cumplen ∑l,m,n |Clmn|2 < ∞. La identidad de Parseval implica la convergencia de la serie en H; esta
serie pertenece al subespacio denso V si y so´lo si solamente una cantidad finita de los Clmn son
distintos de cero.
33De hecho, la otra relacio´n de conmutacio´n aa∗+bb∗ = 1 da una cota mejor, ‖pi(b)‖ ≤ 1.
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de SU(2), escrito pil⊗pi 1
2
' pil+ 12 ⊕pil− 12 en la teorı´a de representaciones de grupos.
En nuestra presentacio´n algebraica de SUq(2), e´sta queda reemplazada por el pro-
ducto tensorial de dos representaciones finitodimensionales del a´lgebra de Hopf de
simetrı´as.
Definicio´n 8.19. Si λ y σ son dos representaciones de un a´lgebra de Hopf U
sobre los espacios vectoriales respectivos V y K, se define su producto tensorial
mediante el coproducto en U:
(λ ⊗σ)(h) := ∑λ (h1)⊗σ(h2). (8.29)
El lado derecho es un operador sobre V ⊗K para cada h. Como el coproducto es un
homomorfismo de a´lgebras, ∆(gh) =∆(g)∆(h) =∑g1h1⊗g2h2, se ve que λ⊗σ es
un homomorfismo de U en End(V ⊗K), ası´ que λ ⊗σ es una nueva representacio´n
de U sobre V ⊗K.
En particular, para U=Uq(su(2)), sean λ y ρ las representaciones (8.26) sobre
el espacio vectorial V =
⊕
2l≥0Vl⊗Vl . Defı´nase las representaciones λ ′ y ρ ′ sobre
W :=V ⊗C2 por
λ ′ := λ ⊗σ 1
2
, ρ ′ := ρ⊗1. (8.30)
Aquı´ 1 denota la representacio´n trivial sobre C2 dado por k 7→ 1, e 7→ 0, f 7→ 0.
Entonces
ρ ′(h)
( |l,m,n〉
|l,m′,n′〉
)
:=
(
ρ(h)|l,m,n〉
ρ(h)|l,m′,n′〉
)
para todo h ∈ U.
Basta comprobar esta fo´rmula para h = k,e, f .
Para obtener fo´rmulas co´modas para λ ′, conviene introducir ahora un elemento
cuadra´tico especial del a´lgebra U.
Definicio´n 8.20. En el a´lgebra de Hopf Uq(su(2)), conside´rese el elemento
Cq := qk2+q−1 k−2+(q−1−q)2e f . (8.31)
Es inmediato que kCq =Cq k. Obse´rvese que
eCq = qek2+q−1 ek−2+ e(q−1−q)
(
(q−1−q) f e+ k2− k−2)
= q−1 ek2+qek−2+(q−1−q)2e f e
= qk2e+q−1 k−2e+(q−1−q)2e f e =Cq e.
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De modo similar, se obtiene f Cq =Cq f . Por lo tanto, Cq conmuta con los genera-
dores y por ende con todos los elementos del a´lgebra; es decir, Cq es un elemento
central de Uq(su(2)). Este es el elemento de Casimir de esta a´lgebra.34
Lema 8.21. Los siguientes dos elementos de V⊗C2 =V⊕V son autovectores para
el operador λ ′(Cq):(
c˜lm |l,m−1,n〉
s˜lm |l,m,n〉
)
,
(
−s˜lm |l,m−1,n〉
c˜lm |l,m,n〉
)
,
donde
c˜lm := q−(l+m)/2
√
[l−m+1]√
[2l+1]
, s˜lm := q(l−m+1)/2
√
[l+m]√
[2l+1]
.
Los autovalores correspondientes son (q2l + q−2l) y (q2l+2 + q−2l−2), respectiva-
mente.
Demostracio´n. Este es un ca´lculo explı´cito, usando las relaciones
λ ′(k)
(
ξ
η
)
=
(
q
1
2λ (k)ξ
q−
1
2λ (k)η
)
y otras relaciones similares para λ ′(e) y λ ′( f ), obtenidas de (8.29). Los detalles se
dejan como un ejercicio. Obse´rvese que c˜2lm+ s˜
2
lm = 1.
En vista de la asimetrı´a entre λ ′ y ρ ′ en su definicio´n (8.30), y el aspecto visual
de los autovalores de λ ′(Cq), conviene correr el ı´ndice l por un monto de ±12 ,
sustituye´ndolo por un nuevo ı´ndice j. Hay dos casos que considerar.
? Para j = l− 12 , µ = m− 12 , con µ =− j, . . . , j y n =− j− 12 , . . . , j+ 12 , sea
| j,µ,n,↑〉 :=
(
c j+1,µ | j+,µ−,n〉
−s j+1,µ | j+,µ+,n〉
)
. (8.32a)
34Cada a´lgebra de Lie semisimple g posee una base {x1, . . . ,xn} tal que C = x21 + · · ·+ x2n es un
elemento central del a´lgebra envolvente U(g). Este es el elemento de Casimir de U(g). Si σ es
una representacio´n del a´lgebra de Lie g, entonces σ(C) es un operador escalar (un mu´ltiplo de la
identidad) cuando σ es irreducible, por el Lema de Schur. En los casos g = so(3) y g = su(2),
el operador σ(C) = J2 puede interpretarse como el cuadrado del momento angular total, como fue
sen˜alado por el fı´sico Hendrik Casimir en 1931; de ahı´ su nombre.
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? Para j = l+ 12 , µ = m− 12 , con µ =− j, . . . , j y n =− j+ 12 , . . . , j− 12 , sea
| j,µ,n,↓〉 :=
(
s jµ | j−,µ−,n〉
c jµ | j−,µ+,n〉
)
. (8.32b)
En los dos casos, los coeficientes son
c jµ := q−( j+µ)/2
√
[ j−µ]√
[2 j]
, s jµ := q( j−µ)/2
√
[ j+µ]√
[2 j]
,
que obedecen c2jµ+s
2
jµ = 1. El segundo caso | j,µ,n,↓〉 no esta´ definido para j = 0,
ya que no hay posibilidades para el ı´ndice n.
Los espinores | j,µ,n,↑〉 y | j,µ,n,↓〉 son los mismos del Lema 8.21; solamente
se ha hecho un cambio de notacio´n. Ellos son autovectores de los dos operadores
de Casimir λ ′(Cq) y ρ ′(Cq), como sigue:
λ ′(Cq)| j,µ,n,↑〉= (q2 j+1+q−2 j−1) | j,µ,n,↑〉,
λ ′(Cq)| j,µ,n,↓〉= (q2 j+1+q−2 j−1) | j,µ,n,↓〉,
ρ ′(Cq)| j,µ,n,↑〉= (q2 j+2+q−2 j−2) | j,µ,n,↑〉,
ρ ′(Cq)| j,µ,n,↓〉= (q2 j +q−2 j) | j,µ,n,↓〉. (8.33)
Para cada j fijo, estos espinores son bases de los subespacios
W ↑j := lin〈| j,µ,n,↑〉 : |µ| ≤ j; |n| ≤ j+ 12〉 'Vj+ 12 ⊗Vj, para 2 j ≥ 0;
W ↓j := lin〈| j,µ,n,↓〉 : |µ| ≤ j; |n| ≤ j− 12〉 'Vj− 12 ⊗Vj, para 2 j ≥ 1.
Concretamente, se ha obtenido una nueva descomposicio´n del espacio vectorial
W =V ⊗C2, en la forma
W =W ↑0 ⊕
⊕
2 j≥1
(W ↑j ⊕W ↓j ).
Las dimensiones de estos subespacios se obtienen al contar los posibles ı´ndices µ,n
en cada caso:
dimW ↑j = (2 j+1)(2 j+2),
dimW ↓j = 2 j(2 j+1),
para j = 0, 12 ,1,
3
2 , . . . ,
para j = 12 ,1,
3
2 , . . . .
Fı´jese que esto corresponde exactamente con los autoespacios del operador de
Dirac D/ para la esfera S3.
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I El siguiente ı´tem en nuestra agenda es la construccio´n de una representacio´n
del a´lgebra A = O(SUq(2)) por operadores acotados en un espacio de Hilbert
que incluye W como subespacio denso. Esta representacio´n debe ser Uq(su(2))-
equivariante bajo λ ′ y ρ ′, para poder aprovechar la base (8.32) de W .
Definicio´n 8.22. Sea H el espacio de Hilbert obtenido al completar W con res-
pecto al (u´nico) producto escalar sobre W tal que todos los elementos | j,µ,n,↑〉
y | j,µ,n,↓〉 forman una familia ortonormal. Esta familia sera´, entonces, una base
ortonormal de H. Los elementos de H se llaman espinores y se dice que H es el
espacio espinorial para SUq(2).
Como W =V ⊗C2 'V ⊕V , la ortonormalidad de los |l,m,n〉 confiere un pro-
ducto escalar sobre V y de rebote sobre V ⊕V . Para ello, los | j,µ,n,↑〉 y los
| j,µ,n,↓〉 forman dos familias ortonormales, en vista de la relacio´n c2jµ + s2jµ = 1.
Adema´s, los miembros de cada familia son ortogonales entre sı´: so´lo que que com-
probar los casos
〈 j−1,µ,n,↑ | j,µ,n,↓〉
= c jµs jµ〈 j−,µ−,n | j−,µ−,n〉− s jµc jµ〈 j−,µ+,n | j−,µ+,n〉= 0.
El isomorfismo lineal W 'V⊕V entonces preserva los productos escalares. Luego,
la complecio´n de W en un espacio de Hilbert satisface
H ' L2(SUq(2),ψ)⊕L2(SUq(2),ψ),
donde el isomorfismo esta´ dado por un cambio de bases ortonormales.
Definicio´n 8.23. Defı´nase pi ′(x) := pi(x)⊕pi(x) en L(H), para x∈A=O(SUq(2)).
Como cada pi(x) es un operador acotado sobre L2(SUq(2),ψ), se ve que pi ′ es una
representacio´n de A por operadores acotados sobre H.
La representacio´n pi ′ es U-equivariante bajo las representaciones λ ′ y ρ ′ de
U = Uq(su(2)) sobre el subespacio denso W . En otras palabras, se cumplen los
ana´logos de (8.25) en este caso:
λ ′(h)pi ′(x)ψ = pi ′(h1 · x)λ ′(h2)ψ,
ρ ′(g)pi ′(x)ψ = pi ′(g1 . x)ρ ′(g2)ψ, (8.34)
para todo g,h ∈ U, x ∈A, ψ ∈W .
En efecto, si ψ =
(ξ
η
)
con ξ ,η ∈V , se ve que
ρ ′(g)pi ′(x)ψ =
(
ρ(g)pi(x)ξ
ρ(g)pi(x)η
)
=
(
pi(g1 . x)ρ(g2)ξ
pi(g1 . x)ρ(g2)η
)
= pi ′(g1 . x)ρ ′(g2)ψ.
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Adema´s, como pi ′ = pi⊗1 como representaciones de a´lgebras sobre W = V ⊗C2,
se obtiene
λ ′(h)pi ′(x) =
(
λ (h1)⊗σ 1
2
(h2)
)(
pi(x)⊗1)
= pi(h1 · x)λ (h2)⊗σ 1
2
(h3) =
(
pi(h1 · x)⊗1
)(
λ (h2)⊗σ 1
2
(h3)
)
= pi ′(h1 · x)λ ′(h2),
al usar la coasociatividad de U.
Una vez ma´s, es posible comprobar que solamente hay una representacio´n deA
sobre H que seaU-equivariante para λ ′ y ρ ′, hasta algunos factores de fase que so´lo
dependen del ı´ndice j de los subespacios W ↑j y W
↓
j . La prueba es esencialmente
una repeticio´n de la demostracio´n de la Proposicio´n 8.18 y sera´ omitida.35 Para
el enunciado, conviene tratar los dos espinores | j,µ,n,↑〉 y | j,µ,n,↓〉 como una
pareja: escrı´base
| j,µ,n〉〉 :=
(| j,µ,n,↑〉
| j,µ,n,↓〉
)
∈ H⊕H,
para j ∈ 12N, con µ = − j, . . . , j y n = − j− 12 , . . . , j+ 12 ; en los casos j = 0 o bien
n =±( j+ 12), el segundo espinor de esta pareja es 0.
Proposicio´n 8.24. La representacio´n pi ′ := pi⊗1 de A sobre H esta´ dada por
pi ′(a) | j,µ,n〉〉= α+j,µ,n| j+,µ+,n+〉〉+α−j,µ,n| j−,µ+,n+〉〉,
pi ′(b) | j,µ,n〉〉= β+j,µ,n| j+,µ+,n−〉〉+β−j,µ,n| j−,µ+,n−〉〉, (8.35)
donde α±jµn y β
±
jµn son las siguientes matrices 2×2 triangulares:
α+jµn = q
(µ+n− 12 )/2
√
[ j+µ+1]
q− j−
1
2
√
[ j+n+ 32 ]
[2 j+2] 0
q
1
2
√
[ j−n+ 12 ]
[2 j+1] [2 j+2] q
− j
√
[ j+n+ 12 ]
[2 j+1]
 ,
α−jµn = q
(µ+n− 12 )/2
√
[ j−µ]
q j+1
√
[ j−n+ 12 ]
[2 j+1] −q
1
2
√
[ j+n+ 12 ]
[2 j] [2 j+1]
0 q j+
1
2
√
[ j−n− 12 ]
[2 j]
 ,
35Para los detalles de esta prueba, ve´ase la Proposicio´n 4.4 del artı´culo de Da¸browski et al, op. cit.
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β+jµn = q
(µ+n− 12 )/2
√
[ j+µ+1]

√
[ j−n+ 32 ]
[2 j+2] 0
−q− j−1
√
[ j+n+ 12 ]
[2 j+1] [2 j+2] q
− 12
√
[ j−n+ 12 ]
[2 j+1]
 ,
β−jµn = q
(µ+n− 12 )/2
√
[ j−µ]
−q−
1
2
√
[ j+n+ 12 ]
[2 j+1] −q j
√
[ j−n+ 12 ]
[2 j] [2 j+1]
0 −
√
[ j+n− 12 ]
[2 j]
 .
Cualquier representacio´n de A sobre H que sea U-equivariante para λ ′ y ρ ′ esta´
dada por fo´rmulas similares, donde las matrices α±jµn y β
±
jµn pueden tener ciertos
factores de fase que dependen de j solamente.
I Finalmente, teniendo ya una representacio´n del a´lgebra de coordenadas sobre el
espacio de espinores, expresada por fo´rmulas explı´citas sobre una base ortonormal
de espinores, es hora de introducir el operador de Dirac.
En el caso de SUq(2), no disponemos de la base tecnolo´gica que da origen a
los operadores usuales de Dirac: la me´trica riemanniana, los coeficientes de Levi-
Civita, la conexio´n de espı´n, la accio´n de Clifford de las 1-formas. Ma´s bien, hemos
visto que el operador de Dirac proporciona la distancia geode´sica (e indirectamente,
la me´trica riemanniana); adema´s, a trave´s de la fo´rmula [D/, f ] = −i c(d f ), el ope-
rador de Dirac proporciona la accio´n de Clifford de 1-formas. Lo que hay que
hacer, entonces, es promover el operador de Dirac a la posicio´n principal de la
teorı´a, tratando de definir los dema´s conceptos en te´rminos de este operador o de
su espectro. Este es la razo´n de ser del concepto de triple espectral.
¿Co´mo, entonces, debe elegirse un operador adecuado? Los requisitos mı´nimos
son:
? que D sea un operador autoadjunto sobre H;
? que D2 o bien 1+D2 tenga inverso compacto (lo cual implica que D tenga
un espectro discreto de autovalores, no acotado); y
? que cada [D,pi(x)], para x en una “suba´lgebra suave” de coordenadas, se
extienda a un operador acotado sobre H.
Ma´s alla´ de esos requisitos mı´nimos, podemos pedir que D se comporte bien en
presencia de simetrı´as del a´lgebra de coordenadas.
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Por ejemplo, si D es un operador adjunto sobre H que conmuta36 con los opera-
dores de Casimir λ ′(Cq) y ρ ′(Cq), entonces D debe preservar los autoespacios W ↑j
y W ↓j de estos operadores de Casimir, ve´ase las fo´rmulas (8.33). Como tal, D se
descompone en una suma directa de matrices sobre estos espacios finitodimensio-
nales.
Definicio´n 8.25. Un operador autoadjunto D sobre H es U-equivariante para las
representaciones λ ′ y ρ ′ si W ⊂Dom(D) con D(W )⊆W y si D conmuta con cada
operador λ ′(h) y ρ ′(g), para g,h ∈ U.
Si D es U-equivariante en ese sentido, entonces D conmuta en particular con
λ ′(Cq) y ρ ′(Cq), ası´ que D(W ↑j ) ⊆W ↑j y D(W ↓j ) ⊆W ↓j . Adema´s, se verifica fa´cil-
mente que
λ ′(k)| j,µ,n,↑〉= qµ | j,µ,n,↑〉, ρ ′(k)| j,µ,n,↑〉= qn| j,µ,n,↑〉,
λ ′(k)| j,µ,n,↓〉= qµ | j,µ,n,↓〉, ρ ′(k)| j,µ,n,↓〉= qn| j,µ,n,↓〉,
ası´ que λ ′(k) y ρ ′(k) tiene matrices diagonales sobre estos subespacios, con auto-
valores distintos. La conmutacio´n de D con λ ′(k) y ρ ′(k) implica que D tiene una
matriz escalar sobre cada subespacio:
D| j,µ,n,↑〉= d↑j | j,µ,n,↑〉, D| j,µ,n,↓〉= d↓j | j,µ,n,↓〉,
para ciertos autovalores d↑j y d
↓
j , cuyas multiplicidades son (2 j + 1)(2 j + 2) y
2 j(2 j+1), respectivamente.
Ahora, hay que decidir cua´les sera´n estos autovalores. En vista del ejemplo de
D/ para S3 = SU(2) —este es el caso lı´mite q= 1, en cierto sentido— la opcio´n ma´s
simple es el operador isospectral D determinado por
d↑j := (2 j+
3
2), d
↓
j :=−(2 j+ 12). (8.36)
En otras palabras, se decreta que D debe tener el mismo espectro que D/ , con
los mismas multiplicidades (ve´ase el Teorema 5.6). Entonces el espectro de D
es sime´trico alrededor de 0, porque para los d↓j el caso j = 0 esta´ excluido:
sp(D) = {±32 ,±52 ,±72 , . . .}.
36La conmutacio´n de operadores no acotados es un asunto delicado, porque sus dominios so´lo
son subespacios densos. Dı´cese que dos operadores no acotados conmutan “fuertemente” si sus
proyectores espectrales (que son operadores acotados) conmutan. La hipo´tesis actual es que D
conmuta fuertemente con λ ′(Cq) y ρ ′(Cq). Para ver algunas patologı´as de la conmutacio´n formal,
consu´ltese la Seccio´n 8.5 del libro de Reed y Simon, op. cit.
MA–707: Geometrı´a No Conmutativa 191
Fı´jese que las propiedades del triple espectral (O(SUq(2)),H,D) que dependen
so´lo del espectro de D son ide´nticas con las del triple espectral (C∞(S3),H,D/). En
particular, la dimensio´n espectral de SUq(2) es
dim SUq(2) = 3.
Como hay un isomorfismo de espacios de Hilbert entre nuestro H y L2(S3)⊕L2(S3)
de la Seccio´n 5.4, definido por hacer corresponder sus bases ortonormales de auto-
vectores de D y de D/ , nuestro D se extiende a un operador autoadjunto sobre H tal
que Dom(D) corresponde con Dom(D/). Evidente, kerD= {0} y D−2 es compacto,
porque (2 j+ 32)
−2→ 0 conforme j→ ∞.
Falta ver que cada [D,pi ′(x)] es un operador acotado sobre H. Como la con-
mutacio´n con D es lineal y cumple la regla de Leibniz:
[D,pi ′(xy)] = [D,pi ′(x)]pi ′(y)+pi ′(x) [D,pi ′(y)],
y adema´s
[D,pi ′(x)]∗ =−[D,pi(x∗)],
basta verificar esta propiedad para x = a,b, que generan la ∗-a´lgebra O(SUq(2)).
Para el caso x = a, se obtiene
[D,pi ′(a)] | j,µ,n,↑〉
=∑
±
α±jµn↑↑(d
↑
j± 12
−d↑j ) | j±,µ+,n+,↑〉+α+jµn↓↑(d↓j+ 12 −d
↑
j ) | j+,µ+,n+,↓〉,
[D,pi ′(a)] | j,µ,n,↓〉
=∑
±
α±jµn↓↓(d
↓
j± 12
−d↓j ) | j±,µ+,n+,↓〉+α−jµn↑↓(d↑j− 12 −d
↓
j ) | j−,µ+,n+,↑〉,
donde los coeficientes α±jµn↑↑, etce´tera, son las entradas de las matrices 2×2 trian-
gulares α±jµn. Las diferencias de autovalores son
d↑
j+ 12
−d↑j = 1, d↓j+ 12 −d
↓
j =−1, d↑j− 12 −d
↑
j =−1, d↓j− 12 −d
↓
j = 1,
d↓
j+ 12
−d↑j =−(4 j+3), d↑j− 12 −d
↓
j = 4 j+1.
Para el caso x = b, hay un resultado similar, con la matriz β±jµn en el lugar de α
±
jµn.
Todo depende, entonces, del crecimiento de las entradas de la matrices α±jµn y
β±jµn para j grande. Como 0 < q < 1, se obtiene [N] ∼ (q−1)N−1 cuando N → ∞.
Un ana´lisis caso por caso de los coeficientes que aparecen en (8.35) muestra que
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los coeficientes “diagonales” α±jµn↑↑, α
±
jµn↓↓, β
±
jµn↑↑, β
±
jµn↓↓ son uniformemente
acotados conforme j→ ∞, mientras las entradas “no diagonales” cumplen
α+jµn↓↑ = O(q
2 j+1),
α−jµn↑↓ = O(q
2 j),
β+jµn↓↑ = O(q
2 j+ 12 ),
β−jµn↑↓ = O(q
2 j+ 12 ), conforme j→ ∞.
Entonces los coeficientes no diagonales en [D,pi ′(a)] y [D,pi ′(b)] son todos del or-
den O( j q2 j) conforme j→ ∞. Como 0 < q < 1, estos coeficientes decrecen con
rapidez exponencial, y la norma de estos operadores esta´ determinada por sus coefi-
cientes diagonales. Esto es suficiente para mostrar que son operadores acotados.37
I Esta construccio´n de un operador ana´logo al operador de Dirac, y su buena
interaccio´n con el a´lgebra de coordenadas O(SUq(2)), es muy delicada. El patro´n
de autovalores de D no tiene que ser isospectral al de D/ para S3, como en (8.36).
Pero la supresio´n de los te´rminos “no diagonales” en los conmutadores [D,pi ′(x)]
exige que las sucesiones (d↑j ) y (d
↓
j ) crezcan linealmente con j: es necesario que
d↑j = c1 j+ c2, con un patro´n similar para d
↓
j . Aparte de modificaciones triviales
(cambio de escala o adicio´n de una constante), el caso isospectral es esencialmente
una consecuencia de la condicio´n de conmutadores acotados.
La leccio´n principal del ejemplo de SUq(2) es que la estructura riemanniana y
la conexio´n de espı´n, presentes en los casos conmutativos, esconden la naturaleza
esencial de la geometrı´a de las esferas. Hemos logrado montar una construccio´n to-
talmente algebraica para extraer el espectro de un “operador de Dirac” sin la ayuda
de la geometrı´a diferencial. Sus autovalores son determinados por: la simetrı´a (el
juego recı´proco entre el a´lgebra de coordenadas A y el a´lgebra de simetrı´as U)
que conduce a sus multiplicidades “correctas” de los autovalores; y la exigencia de
conmutadores acotados, que gobierna su crecimiento.
Otro tema importante es la eleccio´n del espacio de Hilbert “correcto” en donde
las coordenadas actu´an como “operadores de multiplicacio´n”. Este es el espacio H
que porta la representacio´n de espı´n del a´lgebra de coordenadas.
Otro requisito deseable del triple espectral (A,H,D) es la condicio´n de primer
orden (6.14): cada [D,pi(x)] debe conmutar con las operadores de multiplicacio´n
a la derecha pi ′′(y) := Jpi ′(y∗)J−1, donde J es un operador antiunitario especial.
Resulta, sin embargo, que no es posible cumplir este requisito en forma exacta, si
q 6= 1. Una versio´n aproximada de esta condicio´n ha sido propuesto en el citado
artı´culo de Da¸browski et al.
37Esta discusio´n de la acotacio´n de los operadores es un tanto informal. Para ma´s detalles, ve´ase
la Proposicio´n 5.2 del artı´culo de Da¸browski et al, op. cit.
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9 Area y volumen en la geometrı´a no conmutativa
Los alcances de la geometrı´a no conmutativa son muchos y variados; hasta ahora
so´lo hemos atravesado el umbral. Tomando ventaja del camino recorrido hasta
ahora, en esta seccio´n se pone de manifiesto una u´ltima pieza de informacio´n
geome´trica que se puede extraer del espectro del operador de Dirac. Este es el
ca´lculo del a´rea o volumen total del espacio (conmutativo o no) subyacente al triple
espectral.
Naturalmente, regresamos una vez ma´s a las variedades compactas y de espı´n
que tenemos a la mano: S1, S2, T2, S3 y los espacios no conmutativos T2θ y SUq(2).
El volumen total de un espacio no conmutativo depende so´lo del espectro del
operador D. Sin embargo, detra´s de e´l se esconde un concepto ma´s amplio, que
depende de la interaccio´n de D con el a´lgebra de coordenadas. En la geometrı´a di-
ferencial ordinaria, el volumen total de una variedad riemanniana compacta (M,g)
es la integral de una forma de volumen, la cual es una forma diferencial de orden
maximal νg ∈ An(M) que depende de la me´trica.1 Si f ∈ C∞(M), entonces f νg
es tambie´n una n-forma sobre M y como tal, posee una integral
∫
M f νg que es un
nu´mero (real o complejo) finito.2
En la geometrı´a no conmutativa, hay que reemplazar tanto la forma de volumen
νg y la integral
∫
M por otros conceptos que deben permitir una generalizacio´n del
ca´lculo de la integral de una coordenada f 7→ ∫M f νg. (Nuestro objetivo limitado,
en este capı´tulo, es calcular la integral de 1, el volumen total.)
Hay tres candidatos para reemplazar la integral
∫
M. Uno de ellos es la traza
de Dixmier Tr+ de un operador, introducida en la Seccio´n 7.3. Otro es el llamado
residuo zeta de un operador. Si A es un operador positivo con espectro discreto, sin
autovalor cero, este es el residuo3 en s = 1 de la funcio´n ζA(s) := ∑k≥0λk(A)s. En
1Ma´s generalmente, una forma de volumen sobre una variedad n-dimensional M es una n-forma
ω ∈An(M) que no se anula: como An(M) = Γ(M,ΛnT ∗M), esta condicio´n significa que ωx es un
elemento no nulo del espacio vectorial real unidimensional ΛnT ∗x M, para todo x ∈M. Su existencia
implica que M es orientable, condicio´n necesaria para que M tenga una estructura de espı´n. Si M es
orientable y posee una me´trica riemanniana g, la fo´rmula local νg =
√
det [gi j]dx1∧·· ·∧dxn define
globalmente una fo´rma de volumen.
2Las formas de volumen νg para las esferas S1, S2, S3, con sus “me´tricas redondas” han sido
mencionadas repetidamente. Para la “me´trica plana” del toro T2, to´mese νg := dφ1 ∧ dφ2. Quiza´s
la definicio´n ma´s elegante de una forma diferencial es la de la primera pa´gina del libro de Flanders:
“las formas diferenciales son las cosas que viven debajo de signos integrales”. Ve´ase: Harley
Flanders, Differential Forms (Academic Press, New York, 1963).
3El residuo en z = z0 de una funcio´n compleja f que admite una expansio´n convergente f (z) =
∑n∈Z an(z− z0)n es el coeficiente a−1; este es cero si f es holomorfo en un vecindario de z0, pero
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muchos casos de intere´s, este residuo zeta coincide con la traza de Dixmier.4
El tercer candidato, que existe en los casos de triples espectrales conmutativos,
es el llamado residuo de Wodzicki de un operador pseudodiferencial. El inverso T−1
de un operador diferencial T de primer orden sobre M se llama pseudodiferencial;
ma´s generalmente, un operador de la forma f T−k con f ∈C∞(M) y k ∈N se llama
pseudodiferencial de orden (−k). En particular, el operador f |D/ |−n es un operador
de esta clase, cuyo residuo de Wodzicki esta´ dada por 5
Wres( f |D/ |−n) := 2mΩn
∫
M
f (x)νg(x), (9.1)
donde n = 2m o´ 2m+ 1, el coeficiente 2m es el rango del fibrado espinorial, y el
te´rmino Ωn es el volumen total de la esfera Sn−1:
vol(Sn−1) =
2pin/2
Γ(n/2)
=

2pim
(m−1)! si n = 2m,
2(2pi)m
(2m−1)!! si n = 2m+1.
(9.2)
[En particular, la longitud de la circunferencia del cı´rculo S1 esΩ2 = vol(S1) = 2pi;
el a´rea superficial de la esfera S2 es Ω3 = vol(S2) = 4pi; el volumen de la esfera S3
es Ω4 = vol(S3) = 2pi2; adema´s, para el caso n = 1, donde S0 = {1,−1} ⊂ R1, la
fo´rmula da Ω1 = vol(S0) = 2.]
La nocio´n de integral no conmutativa es una consecuencia del Teorema de la
traza de Connes,6 el cual establece la fo´rmula siguiente, para una variedad rieman-
niana compacta n-dimensional M, con n = 2m o´ n = 2m+1:
Tr+( f |D/ |−n) = 1
n(2pi)n
Wres( f |D/ |−n) = 2
mΩn
n(2pi)n
∫
M
f (x)νg(x). (9.3)
a−1 6= 0 si f posee un polo simple en z0.
4Si A es un operador positivo con espectro discreto sin 0, la coincidencia del residuo zeta con la
traza de Dixmier es un asunto del comportamiento asinto´tico de una sucesio´n de nu´meros positivos.
Para un argumento sencillo, debido a Ricardo Estrada, ve´ase los lemas 7.19 y 7.20 de [E–NCG].
5Este residuo fue descubierto por Wodzicki, incorporando casos particulares notados por Adler y
Guillemin, como un funcional sobre el llamado a´lgebra de sı´mbolos cla´sicos asociados a operadores
pseudodiferenciales cla´sicos sobre una variedad. Su resultado, nada trivial, es que este funcional es
una traza sobre el a´lgebra de sı´mbolos. El te´rmino Ωn aparece en la fo´rmula (9.1) porque el residuo
se calcula al integrar una cierta funcio´n sobre el fibrado coesfe´rico S∗M, cuya fibra tı´pica es Sn−1.
Ve´ase la Seccio´n 7.3 de [E–NCG]. El artı´culo orginal es: Mariusz Wodzicki, “Local invariants of
spectral asymmetry”, Inventiones Mathematicae 75 (1984), 143–178.
6Ve´ase la Seccio´n 7.5 de [E–NCG]. El resultado original se encuentra en: Alain Connes, “The
action functional in noncommutative geometry”, Communications in Mathematical Physics 117
(1988), 673–683.
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Definicio´n 9.1. Sea (M,g) una variedad riemanniana compacta, con la forma de
volumen νg. El volumen total vol(M)≡ volg(M) es la integral de la funcio´n cons-
tante 1:
vol(M) :=
∫
M
νg(x).
El teorema de la traza proporciona una forma de calcular este volumen, cuando
M posee una estructura de espı´n. En ese caso, el volumen es proporcional, por
un factor que so´lo depende de la dimensio´n, a la traza de Dixmier del operador
|D/ |−n = (D/2)−n/2:
vol(M) =
n(2pi)n
2mΩn
Tr+(|D/ |−n). (9.4)
I Para el caso del cı´rculo S1, nos basamos en la subseccio´n 7.3.1. Se omite el
autovalor 0 del espectro de D/ , ası´ que |D/ | tiene espectro {1,2,3, . . .} con multipli-
cidad 2 para cada autovalor k. En este caso, con n = 1 y m = 0, la fo´rmula (9.4) se
reduce a
vol(S1) =
2pi
2
Tr+(|D/ |−1) = pi lim
n→∞
2
logn
n
∑
k=1
1
k
= 2pi lim
n→∞
Hn
logn
= 2pi.
Obse´rvese que se ha usado la fo´rmula “vol(S0) = 2” en el ca´lculo de vol(S1); pero
la fo´rmula para Ω2 no ha sido usado.
I Para la esfera S2, nos referimos a la subseccio´n 7.3.2. En este caso, D/ no posee
autovalor cero y D/ es invertible. La fo´rmula (9.4), para n = 2 y m = 1, se reduce a
vol(S2) =
2(2pi)2
2Ω2
Tr+ |D/ |−2 = 2pi Tr+(D/2)−1.
El operador D/2 posee espectro sp(D/2)= {k2 : k∈N, k≥ 1}, donde la multiplicidad
de cada autovalor es 4k. Su traza de Dixmier fue calculada en la subseccio´n 7.3.2;
se obtuvo
Tr+(D/2)−1 = lim
n→∞
σn((D/2)−1)
logn
= lim
n→∞
1
logNn
n
∑
k=1
4k
k2
= lim
n→∞
4Hn
2logn
= 2,
donde logNn ∼ 2logn en este caso.
Por lo tanto, vol(S2) = 2(2pi) = 4pi , como era de esperar.
I Para la esfera S3, el operador de Dirac tampoco posee autovalor cero. La
fo´rmula (9.4), para n = 3 y m = 1, se reduce a
vol(S3) =
3(2pi)3
2Ω3
Tr+ |D/ |−3 = 3pi2 Tr+(D/2)−3/2.
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En este caso el operador positivo D/2 posee espectro {(k+ 32)2 : k ∈ N}, con multi-
plicidades respectivas 2(k+1)(k+2).
Una vez ma´s, al igual que en la subseccio´n 7.3.3, la totalidad de autovalores
de |D/ | en los primeras R cascarones es NR = 23(R3+6R2+11R)+2, que satisface
logNR ∼ 3logR conforme R→ ∞. Para calcular la traza de Dixmier basta usar una
subsucesio´n de valores n = NR solamente, que satisface
σNR((D/
2)−3/2)
logNR
=
1
3logR
R
∑
k=0
2(k+1)(k+2)
(k+ 32)
3
=
2
3logR
R
∑
k=0
(k+ 32)
2− 14
(k+ 32)
3
∼ 2
3logR
∫ R+3/2
3/2
(
1
x
− 1
4x3
)
dx∼ 2logR
3logR
=
2
3
,
y por lo tanto
vol(S3) = 3pi2 (2/3) = 2pi2.
El caso del grupo no conmutativo SUq(2) con su operador D, que es isospectral
al D/ de SU(2) = S3, puede incluirse en este cı´rculo de ideas al tomar la fo´rmula
(9.4) como definicio´n (con D en lugar de D/ , por supuesto). Fı´jese que el entero n
es la dimensio´n espectral, tambie´n obtenido del espectro de D. Entonces
vol(SUq(2)) = vol(SU(2)) = 2pi2,
como una consecuencia trivial de la isospectralidad.
I Obse´rvese que el ca´lculo de vol(S2) = 4pi requiere el valor de Ω2 = vol(S1) =
2pi; y el ca´lculo de vol(S3) = 2pi2 requiere el valor de Ω3 = vol(S2) = 4pi . De este
modo, la familia de fo´rmulas (9.2) puede ser calculado por induccio´n, a partir de
Ω1 = 2. Eso sı´, hay que disponer de una fo´rmula general para el espectro de los
operadores de Dirac para estas esferas.
De todos modos, las fo´rmulas para los Ωn no contribuyen a la determinacio´n
de los espectros de D/ para las esferas Sn (con la me´trica redonda y la estructura de
espı´n cano´nica). Estos espectros han sido calculados para cada n. Los autovalores
son7
sp(D/) = {±(k+ n2) : k ∈ N}, con multiplicidades 2m
(
k+n−1
k
)
.
7Es cuestio´n de aprovechar la simetrı´a de Sn como un espacio cociente de un grupo de rota-
ciones, Sn ≈ SO(n+1)/SO(n) y de obtener los autoespacios a partir del teorema de Peter y Weyl.
El espectro de D/ fue determinado por Sonia Sulanke en su tesis doctoral (Humboldt-Universita¨t
zu Berlin, 1979); consu´ltese, por ejemplo, la Seccio´n 2.1 de: Nicolas Ginoux, The Dirac Spectrum
(Springer, New York, 2009).
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La suma de las multiplicidades de los autovalores en los primeros R “cascarones”
de sp(D/2) es
NR :=
R
∑
k=0
2m+1
(
k+n−1
k
)
= 2m+1
(
R+n
R
)
=
2m+1
n!
(R+n)(R+n−1) . . .(R+1),
y entonces logNR ∼ n logR. Por otro lado, se obtiene
σNR(|D/ |−n) =
R
∑
k=0
2m+1
(
k+n−1
k
)
(k+ n2)
−n =
R
∑
k=0
2m+1
(k+n−1) . . .(k+1)
(n−1)!(k+ n2)n
∼ 2
m+1
(n−1)!
R
∑
k=0
(k+ n2)
n−1
(k+ n2)
n ∼
2m+1
(n−1)! logR,
ası´ que Tr+ |D/ |−n = 2m+1/n! como una generalizacio´n de los resultados vistos en la
Seccio´n 7.3 para n= 1,2,3. Ahora la fo´rmula de volumen (9.4) implica la siguiente
receta recursiva para los volumenes totales de las esferas:
Ωn+1 =
n(2pi)n
2mΩn
2m+1
n!
=
2(2pi)n
(n−1)!Ωn .
Las fo´rmulas (9.2) siguen, al tomar Ω1 := 2.
I Los u´ltimos ejemplos que hay que investigar son los toros T2 y T2θ . Hemos
empleado (φ1,φ2) para las coordenadas de T2, lo cual implica considerar el toro
T2 como el espacio cociente R2/Z2, es decir, con el cuadrado [0,1]2 mo´dulo iden-
tifaciones de sus segmentos de frontera. Entonces es de esperar que este toro T2
tenga a´rea total 1, en vez de 4pi2. (En otras palabras: la integral sobre T2 ha sido
normalizada.)
El ca´lculo de la traza de Dixmier fue llevado a cabo en la Seccio´n 7.4, para
el toro no (necesariamente) conmutativo T2θ . Una vez ma´s, el espectro de D no
depende de θ : este es otro caso isospectral. De hecho, cuando θ = 0, el operador
D es el operador de Dirac D/ para la me´trica plana sobre T2 y la estructura de espı´n
cano´nica. (Hay un par de autovalores nulos, que sera´n desechados.)
Basta recordar que sp(D2) = {4pi2(r2+ s2) : r,s ∈ Z} con doble multiplicidad
para cada par (r,s) ∈ Z2. En el disco circular dado por 1≤ r2+ s2 ≤ R2, el nu´mero
de autovalores es NR ∼ piR2, de modo que logNR ∼ 2logR. En la Seccio´n 7.4 se
mostro´ que
Tr+D−2 = lim
R→∞
σNR(D−2)
logNR
= lim
R→∞
2(2pi)
2logR
∫ R
1
dρ
4pi2ρ
=
1
2pi
.
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Ahora la fo´rmula/definicio´n (9.4) implica que
vol(T2θ ) = vol(T
2) =
2(2pi)2
2(2pi)
Tr+D−2 = 2pi
1
2pi
= 1,
como ya se habı´a anticipado.
Postscriptum La fo´rmula (9.4) calcula el volumen total de una variedad rieman-
niana compacta M a partir de los datos del triple espectral (C∞(M),L2(M,S),D/). La
presencia de este triple espectral depende de la existencia de una estructura de espı´n
sobre M, manifestado por un mo´dulo espinorial S, lo cual da lugar a un fibrado es-
pinorial S−→M; al espacio de espinores L2(M,S); y por u´ltimo, al operador de
Dirac D/ sobre este espacio de Hilbert. Ahora bien, hay variedades compactas que
no admiten estructura de espı´n alguna;8 ¿co´mo, entonces, calcular su volumen por
el me´todo espectral?
Cualquier variedad riemanniana posee un operador de Laplace o laplaciano,
definido sobre el espacio de L2(M,νg). Sobre funciones suaves, la expresio´n en
coordenadas del laplaciano ∆ es:9
∆ f :=−gi j(∂i ∂ j−Γki j ∂k)( f ) para f ∈C∞(M).
Esta definicio´n se extiende a un operador sobre mo´dulos de secciones de un fibrado
E−→M, al reemplazar cada ∂ j por un componente de una conexio´n, ∇Ej . En par-
ticular, si M admite un fibrado espinorial S→ M, el laplaciano espinorial ∆S se
define por la fo´rmula local
∆Sψ :=−gi j(∇Si ∇Sj −Γki j∇Sk)(ψ) para ψ ∈ Γ(M,S).
Cada ∇Sj tiene la forma local ∂ j +ω j, donde la derivada parcial ∂ j se aplica a cada
una de los 2m componentes en una expresio´n local de ψ (el fibrado espinorial tiene
rango 2m) mientras ω j tiene orden diferencial cero.
8La existencia de un mo´dulo espinorial S confiere sobre M una estructura de espı´nc, un poco ma´s
general que una estructura de espı´n: esta estructura admite una familia de operadores de Dirac “tor-
cidos”, para los cuales la fo´rmula (9.4) todavı´a es aplicable. Cada variedad de dimensio´n n≤ 4 tiene
una estructura de espı´nc. En dimensio´n 5, hay un contraejemplo, M = SU(3)/SO(3), el cociente del
grupo de Lie de matrices 3×3 unitarias de determinante 1 por su subgrupo de matrices ortogonales
reales: su clase de Dixmier y Douady no se anula, δ (M) 6= 0, ası´ que no admite espinores.
9Para la me´trica plana gi j = δ i j, Γki j = 0, sobre un toro Tn por ejemplo, esta fo´rmula se reduce
a la expresio´n familiar ∆=−∑ j ∂ 2j (el signo menos es una convencio´n para que ∆ sea un operador
positivo). En coordenadas esfe´ricas, se recupera la expresio´n conocida para el laplaciano sobre S2.
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Ahora bien, en el ca´lculo de trazas de Dixmier (o de residuos de Wodzicki,
a los cuales estas trazas son proporcionales) de operadores diferenciales o de sus
inversos, se puede descontar te´rminos de orden diferencial inferior. Este argumento
conduce a la siguiente fo´rmula:
Tr+(∆S)−n/2 = 2m Tr+(∆−n/2).
Otra fo´rmula importante, descubierta por Schro¨dinger y luego redescubierta por
Lichnerowicz, establece una relacio´n entre el Laplaciano espinorial y el cuadrado
del operador de Dirac.10 La fo´rmula de Lichnerowicz dice que
D/2 = ∆S+ 14 s
donde s ∈C∞(M) es la curvatura escalar de (M,g). Para las esferas, esta funcio´n
es constante: s(x)≡ n(n−1) cuando M = Sn con la me´trica redonda.11 Al suprimir
el te´rmino 14s (su orden diferencial es cero, mientras ∆
S es un operador diferencial
de orden 2), arribamos a una fo´rmula alternativa para el volumen total:
vol(M) =
n(2pi)n
Ωn
Tr+(∆−n/2).
De hecho, esta fue la fo´rmula de volumen descubierta por Connes, en la versio´n
original de su teorema de la traza.12
10Esta fo´rmula aparece en unas notas de lecciones de Schro¨dinger en 1932, cuando fur profesor
en Berlin. Fue publicado en: Andre´ Lichnerowicz, “Spineurs harmoniques”, Comptes Rendus de
l’Acade´mie des Sciences de Paris 257A (1963), 7–9. Para su demostracio´n, ve´ase, por ejemplo, el
Teorema 9.16 de [E–NCG].
11Geome´tricamente, la curvatura escalar determina la proporcio´n entre el volumen de una bola
de radio dado y centro p en la variedad M, comparada con una bola del mismo radio en Rn:
vol(Bε(p)⊂M)
vol(Bε(0)⊂ Rn) = 1−
s
6(n+2)
ε2+O(ε4).
La curvatura escalar de Sn es n(n− 1). En particular, S2 tiene curvatura constante 2 y S3 tiene
curvatura constante 6. Esta caracterizacio´n de la curvatura escalar aparece en: Lee C. Loveridge,
“Physical and geometric interpretations of the Riemann tensor, Ricci tensor, and scalar curvature”,
preprint gr-qc/0401099, Los Angeles, 2004.
12Ve´ase su artı´culo sobre “The action functional”, op. cit.
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