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Abstract 
In this study, the job shop scheduling problem is analysed with respect to numerous objectives, 
and a multi-objective model is developed to optimise the makespan, maximum job earliness, 
maximum job tardiness, maximum machine idle time, total machine idling penalties, total job 
untimed penalties, and total penalties (multi-objective) using the genetic algorithm. 
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1. Introduction 
 
The adoption of job shop scheduling (JSS) enables the achievement of various benefits, such as 
cost reduction, time reduction, and customer satisfaction, which are the most desirable objectives 
in modern industries. Most previous research has been concerned with time reduction objectives, 
such as minimising the makespan and/or flow time. 
 
Reducing the overall time undoubtedly has an effect on cost reduction, but in certain cases, 
reducing the holding time of one machine may have a significant effect on other machines. This 
cost may be defined as the leasing cost if the machine is leased, as is the case in most projects, and 
may be the nonutilised capacity or depreciation cost in other cases. This holding time may be 
significantly reduced by decreasing the idle time between starting and finishing the machine use. 
Moreover, finishing jobs before or after the predefined due date may add certain costs as penalties; 
thus, reducing the earliness and tardiness of the jobs should affect the total cost, although not all 
jobs have the same effect or penalty. French [1] and Sridhar and Rajendran [2] stated that the 
objective of the minimisation of the makespan, flow time, and idle time is the reduction of 
scheduling costs. 
 
Numerous studies have been conducted in the scheduling field. The majority of these studies have 
involved solving the flow shop scheduling problem (FSSP) by focusing on minimising the 
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makespan. However, various other important objectives exist in addition to the makespan, such as 
the total flow time and total machine idle time, which are very important performance measures 
for minimising the total scheduling cost [3]. The first research concerned with the FSSP was 
carried out by Johnson (1954) [4].  
 
The FSSP has been the subject of numerous efforts. Rajendran [3] presented one branch-and-
bound algorithm and two heuristic algorithms for a two-machine FSSP to optimise the makespan 
and total flow time. Neppalli, Chen, and Gupta [5] proposed two genetic algorithms for the FSSP. 
Gupta, Palanimuthy, and Chen [6, 7] developed a heuristic algorithm and a tabu search algorithm 
for this purpose. Moreover, T’kindt, Gupta, and Billaut [8] presented a branch-and-bound 
algorithm, mathematical programming formulations, and a heuristic algorithm. Later, Huang and 
Lim [9] presented a fragmental optimisation heuristic algorithm combining dynamic programming 
and local search strategies. For two-machine FSSPs, Nagar, Haddock, and Heragu [10] developed 
a branch-and-bound algorithm to minimise a weighted combination of the total flow time and 
makespan. Furthermore, Yeh [11] created a memetic algorithm to solve this problem. 
 
Rajendran [12], Framinan, Leisten, and Ruiz-Usano [13], as well as Ravindran, Noorul Haq, 
Selvakuar, and Sivaraman [14], proposed efficient heuristic algorithms in which weights were 
assigned to each objective with respect to its importance. Moreover, Daniels and Chambers [15], 
Ishibuchi and Murata [16], Chang, Hsieh, and Lin [17], Varadharajan and Rajendran [18], and 
Pasupathy, Rajendran, and Suresh [19] presented multi-objective algorithms in which sets of 
efficient (or nondominated or Pareto-optimal) solutions were developed. 
 
Sridhar et al. [2] developed a flow shop multi-objective model that minimised the makespan, total 
flow time, and machine idle time; however, their model aimed to optimise the makespan and flow 
time in the cell; therefore, we cannot introduce exceptional elements into this approach. 
 
In job shop scheduling problems (JSSPs), minimising the maximum completion time has been the 
common objective of the majority of the research. The JSSP is an NP-hard problem; therefore, it 
is difficult to determine an exact solution within a reasonable computation time [20]. A variety of 
optimisation methods have been developed to solve the JSSP, including mathematical 
programming [21, 22], the tabu search [23, 24], genetic algorithms [25, 26], simulated annealing 
[27, 28], particle swarm optimisation [29, 30], goal programming [31], and ant colony optimisation 
[32, 33]. 
 
The majority of studies have tackled scheduling problems as mono-objective problems [22, 25, 
26, 34, 35]. The scheduling process requires multi-objective treatment to consider conflicting 
objectives [36]. Thus, researchers often deal with problems involving multiple, usually conflicting, 
criteria [37]. 
 
The aim of this study is to present a multi-objective JSSP model using genetic algorithms to 
optimise the makespan, maximum job earliness, maximum job tardiness, maximum machine idle 
time, total machine idling penalty, total job untimed penalty, and total penalty (multi-objective). 
The spreadsheet-based genetic algorithm solver “Evolver” [38] was used to optimise this problem. 
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2. Problem Description and Assumptions 
 
The problem considered in this research is the scheduling of N jobs with predefined processing 
sequences and due dates on M different machines for predetermined durations, to optimise 
different objectives such as makespan, maximum job earliness, maximum job tardiness, maximum 
machine idle time, total machine idling penalties, total job untimed penalties, and total penalties 
(multi-objective), considering the following assumptions: 
• All jobs are ready for processing at time zero. 
• All machines are available at the starting time of the first processed job. 
• Any machine may be used in any other work directly after finishing the required jobs. 
• Each job does not visit the same machine twice. 
• Processing times are known and deterministic, and include the setup time. 
• The operation cannot be interrupted. 
• The idle time is the time between processing different jobs. 
• No breakdown of machines is considered. 
 
3. Model Formulation 
 
Parameters: 
N: Number of jobs 
M: Number of machines 
Pji: Processing time for job j on m/c, j = 1, 2, …, N and i = 1, 2, …, M 
Dj: Due date of job j, j =1, 2, …, N 
EPj: Job j earliness penalty per unit time 
TPj: Job j tardiness penalty per unit time 
MIPi: Machine i idling penalty per unit time 
SEQ: Processing sequence array 
NUMT: Number of machines (tasks) for each job 
NUMJ: Number of jobs per machine J 
DISJ: Disjunction array 
 
Decision Variables: 
Cj: Completion time of job j 
Sji: Starting time of job j on machine i 
Fji: Finishing time of job j on machine i 
Ej: Earliness of job j = (Dj - Cj) if Dj > Cj, and 0 otherwise 
Tj: Tardiness of job j = (Cj - Dj) if Cj > Dj, and 0 otherwise 
Pji: Processing time for job j on m/c, j = 1, 2, …, N and i = 1, 2, …, M 
MITi: Idle time of machine i =  𝑀𝐴𝑋(𝐹𝑗𝑖) − ∑ 𝑃𝑗𝑖
𝑗∈𝑁
  
MITi: Idle time of machine i = (Cj - Dj) if Cj > Dj, and 0 otherwise 
 
3.1. Objective Functions 
 
The following seven objectives were considered in the developed model: 
1) minimisation of the makespan; 
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2) minimisation of the maximum job earliness; 
3) minimisation of the maximum job tardiness; 
4) minimisation of the maximum machine idle time; 
5) minimisation of the total machine idling penalties; 
6) minimisation of the total job untimed penalties; and 
7) minimisation of the total penalties (multi-objective).  
 
These seven objectives are formulated in Equations (1) to (7), respectively. 
 
minimise f 1 = MAX (C𝑗), ∀ j ∈ N                                                                                    (1) 
 
minimise f 2 = MAX (T𝑗), ∀ j ∈ N                                                                                    (2) 
 
minimise f 3 =  MAX (E𝑗), ∀ j ∈ N                                                                                   (3) 
 
minimise f 4 =  MAX (MIT𝑖), ∀ i ∈ M                                                                               (4)  
 
minimise f 5 =  ∑ (MIT𝑖 ∗ MIP𝑖)𝑖∈𝑀                                                                                     (5) 
 
minimise f 6 =  ∑ (T𝑗 ∗ TP𝑗 + E𝑗 ∗ EP𝑗)𝑗∈𝑁                                                                           (6)     
 
minimise f 7 =  ∑ (MIT𝑖 ∗ MIP𝑖)𝑖∈𝑀 +  ∑ (T𝑗 ∗ TP𝑗 + E𝑗 ∗ EP𝑗)𝑗∈𝑁                                           (7) 
 
3.2. Constraints 
 
Disjunction constraints (to avoid overlapping between tasks): 
 
(Sij − Sij) ≥ Pij − M Yhij , ∀i, j ∈ N, ∀i ∈ M                                                                        (8) 
 
(Sij − Sij) ≥ Pij − M (1 − Yhij) , ∀i, j ∈ N, ∀i ∈ M                                                               (9) 
 
Conjunction constraints (to satisfy operational precedence): 
 
∑ (SSEQ(j,i),j + PSEQ(j,l),j)i∈M ≥ ∑ SSEQ(j,i+1),ji∈M , ∀ j ∈ N, ∀i ∈ M − 1.                                 (10) 
 
4. Computational Results and Analysis 
 
In this section, the results of applying the proposed model are discussed. The model was solved 
using the Evolver solver, which runs on an Intel® Core™ i3-2310M CPU @2.10 GHz (3 GB 
RAM). The genetic algorithm parameters include: population size N = 50, number of generations 
G = 40,000, probability of crossover Pc = 0.5, and probability of mutation Pm = 0.1. 
The model accuracy and capability were verified through solving and analysing a 5J*4M problem, 
which was solved seven times to optimise seven different objectives, as follows: 
1) Minimum makespan 
2) Minimax job earliness 
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3) Minimax job tardiness 
4) Minimax machine idle time (to increase machine utilisation and reduce leasing costs) 
5) Minimum total machine idling penalties (to decrease machine leasing costs) 
6) Minimum total job penalties (to reduce customer dissatisfaction) 
7) Minimum total penalties (multi-objective). 
 
The model inputs, processing sequences, durations, and due dates were assumed as displayed in 
Tables 1 and 2, while Table 3 presents a summary of the results of the seven cases. 
 
Table 1: Job processing sequences 
Job Processing sequence 
J1 1 3 4     
J2 1 2 3 4   
J3 4 3 2     
J4 2 3 4 1   
J5 1 3       
 
Table 2: Duration matrices of processes and job due dates 
M/J J1 J2 J3 J4 J5 
M1 19 10   14 15 
M2   30 15 10   
M3 10 18 18 20 16 
M4 19 11 31 19   
Due dates 100 115 90 85 31 
 
The earliness and tardiness penalties per unit time may be determined from the customer 
contracting terms, but in this research, the values were assumed as 100, 10, 10, 10, and 10 for the 
five jobs for both earliness and tardiness, respectively. 
 
The idling penalty per unit time for each machine may be equal to the leasing cost for leased 
machines, or to the depreciation rate for owned machines. In this research, these values were 
assumed as 50, 5, 5, and 5 for the four machines, respectively. 
 
Table 3: Obtained results of seven objectives 
Case 1 2 3 4 5 6 7 
Makespan 92 220 109 93 93 115 115 
Maximum earliness 31 0 6 26 26 0 21 
Maximum tardiness 61 189 0 62 62 0 15 
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Maximum idle time 18 146 31 11 11 35 35 
Total m/c idling penalties 475 8,745 1,675 445 445 1,780 700 
Total job penalties 4,370 14,660 310 3,550 3,550 0 360 
Total penalties 4,845 23,405 1,985 3,995 3,995 1,780 1,060 
 
The first case of minimising the makespan is considered as the master case, in which optimising 
the makespan is the objective of the majority of research on JSS, and all other case behaviours are 
compared therewith. The Gantt chart of the master case of 92 optimal makespans is depicted in 
Figure 1.  
 
 
Figure 1: Gantt chart of makespan objective 
 
The detailed schedule of the second case of minimising the maximum earliness is presented in 
Table 3, from which it can be observed that the maximum earliness is zero, but the makespan and 
all other objectives obtained the lowest and unacceptable values. Thus, it is not recommended to 
optimise the maximum earliness. Figure 2 depicts the Gantt chart of the third case of minimising 
the maximum tardiness, which is more reasonable but does not consider penalty costs. 
 
Table 3: Schedule of second case of optimising maximum earliness 
 J1 J2 J3 J4 J5 
M1 127 - 146 146 - 156 --- 177 - 191 158 - 173 
M2 --- 156 - 186 186 - 201 128 - 138 --- 
M3 158 - 168 186 - 204 168 - 186 138 - 158 204 - 220 
M4 177 - 196 204 - 215 127 - 158 158 - 177 --- 
 
 
Figure 1: Gantt chart of maximum tardiness objective 
M1
M2
M3
M4
76-92
0-31 31-50 50-69 76-87
10-30 30-40 40-58 58-76
29-44 50-64
0-10 10-40 58-73
0-10 10-29
J1 J2 J3 J4 J5
M1
M2
M3
M4
70-840-15
15-31 69-79
15-25
33-63
79-97
79-98
25-44
0-31
51-69
71-860-10
31-51
51-70
J1 J2 J3 J4 J5
98-109
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The schedules of the fourth and fifth cases of optimising the maximum machine idle time and total 
idling penalties are presented in Figures 3 and 4, respectively. Both schedules have the same 
values, with a slight difference in the loading of the third machine, where the two objectives are 
almost compatible. The shortcoming of these two cases is neglecting the job earliness and tardiness 
penalties, while considering only the machine idling, in contrast to the sixth case illustrated in 
Figure 5, which considered only the job earliness and tardiness penalties, while neglecting the 
machine idling. 
 
 
Figure 3: Gantt chart of maximum idle time objective 
 
 
Figure 4: Gantt chart of total idling penalties objective 
 
 
Figure 5: Gantt chart of total job penalties objective 
 
Figure 6 presents the schedule of the seventh case of optimising the total penalties relating to job 
earliness and tardiness in addition to the machine idling. It can be concluded that the sixth and 
seventh cases are the most reasonable, as the sixth case is more suitable for ensuring the Just In 
Time (JIT) strategy, while case seven is more suitable for reducing the total cost. 
M1
M2
M3
M4
49-640-10
31-50
77-9349-59
J1 J2 J3 J4 J5
10-29
59-78
0-10
10-40
59-77
50-6429-44 (6)
(9)
(9)
11-31(11)
78-890-31
31-49
Idle
M1
M2
M3 1
M4
J1
78-890-31
31-49
49-640-10
10-30
31-50
50-6429-44
77-93
(9)
10-29
49-59
(6)
(9)
(10)
0-10
10-40
59-77
J2 J3 J4 J5
59-78
Idle
M1
M2
M3
M4
J1 J2 J3 J4 J5
42-61
70-80
81-100
20-30
40-70
80-98
104-1150-31
52-70
75-9020-30
31-52
51-70
71-850-15
15-31
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Figure 6: Gantt chart of total penalties objective 
 
5. Conclusion 
 
This research successfully solved the JSSP respecting numerous objectives, such as makespan, 
maximum job earliness, maximum job tardiness, maximum machine idle time, total machine idling 
penalties, total job untimed penalties, and total penalties (multi-objective), by using the genetic 
algorithm. 
 
Reducing the makespan undoubtedly has an effect on decreasing the cost, but in many cases, the 
holding cost of one machine may expend substantial costs for other machines in the form of the 
leasing cost or nonutilised capacity or depreciation cost. Moreover, finishing jobs before or after 
the predefined due date may add certain costs as penalties, so reducing the earliness and tardiness 
of the jobs also affects the total cost, although not all jobs have the same effect or penalty. 
Therefore, it is necessary to optimise the total penalty in order to overcome the aforementioned 
penalties. 
 
It is also concluded that optimising the maximum earliness time is not recommended. 
 
It can be concluded that optimising the total job penalties is more suitable for ensuring the JIT 
strategy, while optimising the total penalties, including those of jobs and machines, is more 
suitable for reducing the total cost. 
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