Abstract-Over the decades, multiple approaches have been proposed to solve convex programs. The development of interior-point methods allowed solving a more general set of convex programs known as semi-definite and second-order cone programs. However, these methods are excessively slow for high dimensions. On the other hand, optimization algorithms on manifolds have shown great abilities in finding solutions to non-convex problems in a reasonable time. This paper suggests using a Riemannian optimization approach to solve a subset of convex optimization problems wherein the optimization variable is a doubly stochastic matrix. Optimization over the set of doubly stochastic matrices is crucial for multiple communications and signal processing applications, especially graph-based clustering. The paper introduces and investigates the geometries of three convex manifolds, namely the doubly stochastic, the symmetric, and the definite multinomial manifolds which generalize the simplex, also known as the multinomial manifold. Theoretical complexity analysis and numerical simulation results testify the efficiency of the proposed method over state-of-the-art algorithms. In particular, they reveal that the proposed framework outperforms conventional generic and specialized approaches, especially in high dimensions.
I. INTRODUCTION

N
UMERICAL optimization is the foundation of various engineering and computational sciences. Consider a map f from a subset D of R n to R. The goal of optimization algorithms is to find a point x * ∈ D such that f (x * ) ≤ f (y) for all points y in the neighborhood of x * . Unconstrained Euclidean optimization refers to the setup in which the domain of the objective function is the whole space R n . On the other hand, constrained optimization denotes the scenario in which the search set is constrained, i.e., D R n . Optimization over the set of doubly stochastic matrices is a particularly interesting class of problems for connection with probability density functions and its numerous applications in communications and signal processing, especially in graphbased clustering [2] - [5] . Furthermore, doubly stochastic matrices play an important role in graph theory such as in critical arcs for strongly connected graphs [6] and in optimizing the mixing time of Markov chains with applications in network coding [7] and epidemics [8] , [9] , respectively. In addition to the aforementioned applications, the study and optimization over doubly stochastic matrices are crucial for some communication systems such as satellite-switched, time-division, multiple-access systems [10] . Finally, these matrices are also exploited in linear optimization and more specifically in the assignment problem, e.g., see [11] and references therein, which appears in various discrete optimization problems such as the resource scheduling problem.
Historically initiated with the study of least-squares and linear programming problems, convex optimization plays a crucial role in the design of optimization algorithms thanks to the desirable convergence properties it exhibits. The development of interior-point methods allowed solving a more general set of convex programs known as semi-definite and second-order cone programs. However, convex approaches are excessively slow for high dimensional problems.
Riemannian optimization is proposed as a solution for solving large problems by taking advantage of the fact that the manifold is of lower dimension than the embedding or ambient space and by exploiting its underlying geometric structure. Indeed, by exploiting the constraints of the problem, Riemannian optimization reduces the ambient dimension of the system. In Riemannian optimization, the problem is transformed from a constrained Euclidean optimization into an unconstrained optimization over a restricted search space, a.k.a., a Riemannian manifold. Thanks to the aforementioned low dimensions feature, optimization over Riemannian manifolds is expected to be highly efficient [12] . This paper introduces a framework for solving optimization problems in which the optimization variable is a doubly stochastic matrix. As stated earlier, such class of optimization is particularly interesting for clustering applications. In such problems, e.g., [2] - [5] , one wishes to recover the structure of a graph given a similarity or adjacency matrix. The recovery is performed by minimizing a predefined cost function over the set of doubly stochastic matrices. This work provides a unified framework to carry such optimization.
A. State-of-the-Art
Optimization algorithms on Riemannian manifolds appear in the optimization literature as early as the 1970 s with the work of Luenberger [13] wherein the standard Newton's method is adapted to problems on Riemannian manifolds. A decade later, Gabay [14] introduces the steepest descent and quasi-Newton algorithms on embedded submanifolds of R n . The author investigates the global and local convergence properties of both the steepest descent and Newton's method. The analysis of the convergence of these algorithms is extended in [15] from R n to Riemannian manifolds.
Instead of using the intuitive but costly exponential map, the authors in [16] suggest approximating it up to a given order. Such approximate operator is referred to as a "retraction" and is shown to exhibit the same quadratic convergence as the exponential map for Newton's method but with a notably lower computation cost. The seminal work in [16] initiated more sophisticated optimization algorithms [17] , [18] such as the trust region method on Riemannian manifolds. The analysis of the convergence properties of Riemannian algorithms on manifolds, e.g., conjugate gradient descent, Newton's method, using general retractions is available in [19] .
Thanks to the theoretical convergence guarantees mentioned above, optimization algorithms on Riemannian manifolds are gradually gaining momentum in the optimization field [12] . However, despite the advantages cited above, the use of optimization algorithms on manifolds is relatively limited. This is mainly due to the lack of systematic mechanisms to turn constrained optimization problems into optimization over Riemannian manifolds, provided that the search space forms a manifold, e.g., convex optimization. Such reformulation usually requires some level of understanding of differential geometry and Riemannian manifolds and thus is prohibitively complicated for regular use. This paper addresses the aforementioned problem by introducing three convex manifolds that allow solving a non-negligible class of optimization problems in which the variable of interest is a doubly stochastic matrix which can be identified with a multidimensional probability distribution function.
B. Contributions
In a context of tensor decomposition, the authors in [20] propose a framework to optimize functions of stochastic matrices. This manuscript proposes extending the results to a more general class of manifolds by introducing a framework for solving a subset of convex programs in which the optimization variable is represented by a doubly stochastic and possibly symmetric and/or definite matrix. To this end, the paper introduces three convex manifolds which generalize the multinomial manifold. While the multinomial manifold represents stochastic matrices, the proposed manifolds characterize doubly stochastic, symmetric and definite matrices. To the best of the authors' knowledge, these manifolds have not been introduced nor studied in the literature.
The first part of the manuscript introduces the problems of interest, all relevant concepts of Riemannian geometry, and provides insights on optimization algorithms on such manifolds. In an effort to make the content of this document accessible to a larger audience, it does not assume any prerequisite on differential geometry. As a result, the definitions, concepts, and results in this paper are tailored to the problems of interest and may not be applicable in general, e.g., for abstract manifolds.
The paper investigates the first and second order geometries of the proposed Riemannian manifolds endowed with the Fisher information metric which guarantees a differentiable structure. For each manifold, the tangent space, Riemannian gradient, Hessian, and retraction are derived so as to formulate first and second order optimization algorithms. The convergence properties and theoretical complexity of these algorithms is analyzed, and simulation results are provided to further illustrate the efficiency of the proposed method against state-of-the-art algorithms.
The rest of the manuscript is organized as follows: Section II lists the problems of interest in this paper and introduces the manifolds. In Section III, the doubly stochastic manifold is introduced and its first and second order geometry derived. Section IV iterate a similar study for the symmetric and definite multinomial manifolds. The convergence and complexity analysis of the proposed algorithms can be found in Section V. Finally, before concluding in Section VII, the simulation results are plotted and discussed in Section VI.
II. OPTIMIZATION ON RIEMANNIAN MANIFOLDS
The paper's main contribution is to propose a framework for solving a subset of convex programs wherein the optimization variable is a doubly stochastic and possibly symmetric and/or definite matrix, i.e., a multidimensional probability distribution function. In other words, for a convex function f : R n×m −→ R, the paper proposes solving the following problem:
wherein constraints (1b)-(1c) produce a stochastic matrix, (1b)-(1d) a doubly stochastic one, (1b)-(1e) a symmetric stochastic one, and (1b)-(1f) a definite symmetric matrix. As stated in the introduction, the study of these optimization problems is crucial as they appear in multiple communications and signal processing applications. The paper suggests a Riemannian approach to solve the above convex problem. To that end, the rest of the section introduces numerical optimization methods on smooth matrix manifolds. The first part introduces Riemannian manifolds notations and operations and the second part extends first and second order Euclidean optimization algorithms to the Riemannian manifolds and introduces the necessary machinery. 
A. Manifold Notation and Operations
The study of optimization algorithms on smooth manifolds engaged significant attention in previous years. However, it requires some level of knowledge of differential geometry. In this paper, only smooth embedded matrix manifolds are considered. Hence, the definitions and theorems herein may not apply to abstract manifolds. In addition, the authors opted for a coordinate-free analysis omitting charts and differentiable structures of manifolds. For an introduction to differential geometry, abstract manifolds, and Riemannian manifolds, we refer the readers to the following references [21] - [23] , respectively.
An embedded matrix manifold M is a smooth subset of a vector space E included in the set of matrices R n×m . The set E is called the ambient or the embedding space. By smooth subset, we mean that M can be mapped by a bijective function, i.e., a chart, to an open subset of R d where d is called the dimension of the manifold. The dimension d roughly represents the degrees of freedom of the manifold. In particular, a vector space E is a manifold.
Along the lines of approximating a function locally by its derivatives, a manifold M of dimension d can be approximated locally at a point X by a d-dimensional vector space T X M generated by taking derivatives of all smooth curves going through X at the origin. Formally, let γ(t) : I ⊂ R −→ M be a curve on M with γ(0) = X and denote by γ (0) its derivative at 0. The space generated by all such γ (0) represents a vector space T X M called the tangent space of M at X. Figure 1 shows an example of a two-dimensional tangent space generated by a couple of curves. The tangent space plays a primordial role in Riemannian optimization algorithms in the same way that derivatives of functions play an important role in Euclidean optimization. The union of all tangent spaces T M is referred to as the tangent bundle of M, i.e.,:
To optimize functions on manifolds, besides the notion of a tangent space described above, one needs the notion of direction and length which can be achieved by endowing each tangent space T X M by an inner product ξ X , η X X , ∀ ξ X , η X ∈ T X M. Such metric, known as the Riemannian metric, turns the manifold into a Riemannian manifold. The norm on the tangent space T X M is denoted by ||.|| X and defined by:
Since both the ambient space and the tangent space are vector spaces, one can define the orthogonal projection Π X : E −→ T X M verifying Π X • Π X = Π X . The projection is said to be orthogonal with respect to the restriction of the Riemannian metric to the tangent space, i.e., Π X is orthogonal in the ., . X sens which means that Π X (Z), Z − Π X (Z) X = 0, ∀ Z ∈ E.
B. First and Second Order Algorithms
The general idea behind unconstrained Euclidean numerical optimization methods is to start with an initial point X 0 and to iteratively update it according to certain predefined rules in order to obtain a sequence {X t } ∞ t=0 which converges to a local minimum of the objective function. A typical update strategy is X t+1 = X t + α t p t where α t is the step size and p t the search direction. Let Grad f (X) be the Euclidean gradient of the objective function defined as the unique vector satisfying:
Grad
where ., . is the inner product on the vector space E and Df (X)[ξ] is the directional derivative of f given by:
In order to obtain a descent direction, i.e., f (X t+1 ) < f(X t ) for a small enough step size α t , the search direction p t is chosen in the half space spanned by −Grad f (X). In other words, the following inequality holds:
Grad f (X t ), p t < 0.
(2) In particular, the choices of the search direction satisfying
yields the celebrated steepest descent (3) and the Newton's method (4), wherein Hess f (X)[ξ] is the Euclidean Hessian of f at X defined as an operator from E to E satisfying:
The Riemannian version of the steepest descent follows similar steps as the Euclidean one. The search direction is obtained with respect to the Riemannian gradient which is defined in a similar manner as the Euclidean one with the exception that it uses the Riemannian geometry, i.e.,:
Definition 1: The Riemannian gradient of f of a manifold M at X, denoted by grad f (X), is defined as the unique tangent vector in T X M that satisfies:
After choosing the search direction as mandated by (2) , the step size is selected according to Wolfe's conditions using the backtracking procedure. While the update step X t+1 = X t + α t p t is trivial in Euclidean optimization thanks to its vector space structure, it might result in a point X t+1 outside the manifold. Moving in a given tangent direction while remaining Algorithm 1: Gradient Descent on Riemannian Manifolds. Require: Manifold M, function f , and retraction R.
Compute Armijo step size α using backtracking.
5:
Retract X = R X (αξ X ). 6: end while 7: Output X.
on the manifold is realized by the retraction operator. The ideal retraction is the exponential map Exp X as it maps a tangent vector ξ X ∈ T X M to a point on the manifold along the geodesic curve (straight line on the manifold) that goes through X in the direction of ξ X . However, computing geodesic curves is challenging and may be more difficult that solving the original optimization problem. Luckily, one can use a first-order approximation of the exponential map, called a retraction herein, without compromising the convergence properties of the algorithms.
Definition 2: A retraction on a manifold M is a smooth map R from the tangent bundle T M onto M. For all X ∈ M, the restriction of R to T X M, denoted by R X , satisfies the following properties:
• Centering: R X (0) = X.
• Local rigidity:
Therefore, the generalization of the steepest descent algorithm to Riemannian manifolds is obtained by finding the search direction that satisfies equation (3) for the Riemannian metric. The update is, then, mapped to the manifold using the retraction. The steps of the method are summarized in Algorithm 1 and an illustration of one iteration of the algorithm is given in Figure 2 .
Generalizing Newton's method to the Riemannian setting requires computing the Riemannian Hessian which can be accomplished by taking a directional derivative of a vector field. As vectors belong to different tangent spaces, one needs the notion of a connection ∇, also called the covariant derivative, that generalizes the notion of directional derivative to vector fields. The definition of a connection is given below:
Definition 3: An affine connection ∇ is a map from T M × T M to T M that associate to (η, ξ) the tangent vector ∇ η ξ satisfying for all η, ξ, χ ∈ T M, for all smooth f, g : M −→ R, and for all reals a, b ∈ R:
wherein the vector field ξ acts on the function f by derivation, i.e., ξ(f ) = D(f )[ξ] also noted as ξf in the literature.
On a Riemannian manifold, the Levi-Civita connection is the canonical choice of affine connections as it preserve the Riemannian metric. Indeed, the Levi-Civita connection is the unique affine connection on M with the Riemannian metric ., . that satisfy for all η, ξ, χ ∈ T M:
Update step for the two-dimensional sphere embedded in R 3 . The update direction ξ t X and step length α t are computed in the tangent space T X t M. The point X t + α t ξ t X lies outside the manifold and needs to be retracted to obtain the update X t+1 .
Algorithm 2:
Newton's Method on Riemannian Manifold. Require: Manifold M, function f , retraction R, and affine connection ∇.
Retract X = R X (ξ X ). 5: end while 6: Output X.
where [ξ, η] is the Lie bracket, i.e., a function from the set of smooth function to itself defined by
Definition 4: The Riemannian Hessian of f at X, denoted by hess f (X), of a manifold M is a map from T X M into itself defined by:
where grad f (X) is the Riemannian gradient and ∇ is the Riemannian connection on M.
Given the above definitions, the generalization of Newton's method to Riemannian manifolds is accomplished by replacing both the Euclidean gradient and Hessian by their Riemannian counterparts in (4) . Hence, the search direction is the tangent vector ξ X that satisfies hess f (X)[ξ X ] = −grad f (X). The update is obtained by retracting the tangent vector to the manifold similar to the steepest descent algorithm. The full steps of the algorithm are illustrated in Algorithm 2.
C. Manifolds of Interest
As shown earlier, computing the Riemannian gradient and Hessian for a given function over some manifold M and designing a retraction allows the development of efficient first and second order optimization algorithms that exploit the geometrical structure of the problem. Let 1 be the all ones vector and define the multinomial, doubly stochastic multinomial, symmetric multinomial, and definite multinomial, respectively, as follows:
wherein the notation X > 0 refers to an element-wise positive matrix and the notation X 0 to a positive definite matrix. For all above manifolds, the paper uses the Fisher information as the Riemannian metric whose restriction to T X M is computed in [24] (Section 3.2) as follows
Endowing the above manifolds with the Fisher information metric ensures a differential structure that is invariant to the choice of a coordinate system. More information about the Fisher information metric and its uses in information geometry can be found in [25] . Using the definitions above, the optimization problems of interest in this paper can be reformulated as: min
In the rest of the paper, the notation A B refers to the Hadamard, i.e., element-wise, division of A by B. Similarly, the symbol denotes the Hadamard product.
III. THE DOUBLY STOCHASTIC MULTINOMIAL MANIFOLD
A. Manifold Geometry
The set of doubly stochastic matrices is the set of square matrices with positive entries such that each column and row sums to 1. It can easily be shown that only a square matrix can verify such property. As a consequence of the Birkhoff-von Neumann theorem, DP n is an embedded manifold of R n×n . A short proof of the Birkhoff-von Neumann theorem using elementary geometry concepts can be found in [26] . The dimension of DP n is (n − 1) 2 which can be seen from the fact that the manifold is generated from 2n − 1 linearly independent equations specifying that the rows and columns all sum to one. Let X ∈ DP n be a point on the manifold, the tangent space T X DP n is given in the following proposition.
Proposition 1: The tangent space T X DP n is defined by:
Proof: Let X(t) be a smooth curve such that X(0) = X. Since X(t) ∈ DP n for some t in the neighborhood of the origin, then the curve satisfies:
Differentiating both equations above concludes that the tangent space is a subset of
From the Birkhoff-von Neumann theorem [26] , the degrees of freedom of the set of doubly stochastic matrices is d = (n − 1)
2 . Similarly, one can note that the above space is generated by 2n − 1 independent linear equations. Indeed, all 2n − 1 sums of columns and rows are independent except the sum of the last column which is the difference of the sum of all rows and all except the last column. In other words, the dimension of the space is n 2 − (2n − 1) = (n − 1) 2 . Therefore, the set identified above has the same dimension as the tangent space which concludes that the tangent space is equal to the set above.
Let Π X : R n×n −→ T X DP n be the orthogonal projection from the ambient space onto the tangent space. Such projection is of great interest as it allows to relate the Riemannian gradient and Hessian to their Euclidean equivalents. The expression of such operator for the doubly stochastic multinomial is given below.
Theorem 2: The orthogonal projection Π X has the following expression:
wherein vectors α and β are a solution to the following overdetermined but consistent 2n × 2n system of equations
Proof: The expression of the orthogonal projection Π X onto the tangent space T X DP n is obtained by deriving a parameterization of the orthogonal complement of the tangent space T ⊥ X DP n and computing the decomposition onto the tangent space and its orthogonal complement. The full proof can be found in Appendix A.
Although its representation in terms of α and β is not unique, the projection Π X (Z) is unique and does not depend on the choice of the solution to the over-determined system. The nonuniqueness of the representation follows from the fact that the 2n − 1-dimensional space T ⊥ X DP n is parametrized with 2n variables, namely α and β.
B. Riemannian Gradient and Retraction Computation
For the Fisher information metric, the Riemannian gradient grad f (X) can be expressed as the projection of a scaled version of the Euclidean gradient Grad f (X). Indeed, the authors in [20] demonstrate that the Riemannian gradient for the multinomial manifold is given by
Therefore, given the expression of the orthogonal projection onto the tangent space in Theorem 2, the Riemannian gradient can be computed from its Euclidean counterpart using equation (5) . Besides, note that the relationship in (5) depends solely on the expression of the Riemannian metric and thus applies to the three manifolds of interest in this paper.
As stated in Section II, one needs to define a retraction from the tangent bundle to the manifold to take advantage of optimization algorithms on Riemannian manifolds. The canonical approach to derive an efficient retraction, e.g., a retraction that can be computed quickly, is to exploit the linear structure of the embedding space. The construction of such retraction rely on the following theorem whose proof can be found in [19] .
Theorem 3: Let M be an embedded manifold of the Euclidean space E and let N be an abstract manifold such that dim(M) + dim(N ) = dim(E). Assume that there is a diffeomorphism
where E
* is an open subset of E, with a neutral element I ∈ N satisfying
Under the above assumptions, the map Theorem 4: The map R : T DP n −→ DP n whose restriction R X to T X DP n is given by:
represents a well-defined retraction on the doubly stochastic multinomial manifold provided that ξ X is in the neighborhood of 0 X , i.e., X + ξ X > 0.
Proof: This proof uses Sinkhorn's theorem [27] to derive an expression for the map φ. Sinkhorn's theorem states that for an element-wise positive matrix A ∈ R n×n , there exists two strictly positive diagonal matrices D 1 and D 2 such that D 1 AD 2 is doubly stochastic. Due to the invariance of the above theorem for scaling D 1 and D 2 , the rest of the paper assumes that (D 1 ) 11 = 1 without loss of generality. Define the map φ as follows:
Note that R 2n−1 is an open subset of R 2n−1 and thus is a manifold by definition. Similarly, R n×n is an open subset of
. Also, the all one element of R 2n−1 satisfies φ(A, 1) = A. Furthermore, given that this paper is interested in points on the manifold DP n , then all entries of A are strictly positive which guarantees, according to Sinkhorn and Knopp [28] , that the map φ is invertible. Clearly, the map φ is smooth given the smoothness of the matrix product. The existence of the inverse map is guaranteed by Sinkhorn and Knopp [28] as discussed above. Such an inverse map is obtained through Sinkhorn's algorithm [27] that scales the rows and columns of the matrix. Hence, the smoothness of the inverse map derives from the fact that the map is computed as a finite sequence of smooth operations over an open set, namely the positive quadrant. Finally, we conclude that φ represents a diffeomorphism.
Using the result of Theorem 3, we obtain that π 1 (φ −1 (X + ξ X )) is a valid retraction for ξ X in the neighborhood of 0 X , i.e., (X + ξ X ) ∈ R n×n which can explicitly written as
Using the properties of the manifold and its tangent space, the inverse map reduce the identity. Indeed, it holds true that:
Hence, the retraction is defined by R X (ξ X ) = X + ξ X . The performance of the above retraction is satisfactory as long as the optimal solution X * does not have vanishing entries, i.e., some X * ij that approaches 0. In such situation, the update procedure results in tiny steps which compromise the convergence speed of the algorithm. Although the projection on the set of doubly stochastic matrices is costly [28] , this paper proposes a highly efficient retraction that takes advantage of the structure of both the manifold and its tangent space. Let P : R n×n −→ DP n be the map to the set of doubly stochastic matrices obtained using the Sinkhorn-Knopp algorithm [27] . The proposed retraction, using the element-wise exponential of a matrix exp(.), is given in the following lemma Lemma 5: The map R : T DP n −→ DP n whose restriction R X to T X DP n is given by:
is a first-order retraction on the doubly stochastic multinomial manifold for all ξ X ∈ T DP n .
Proof: This proof of this lemma relies on showing that the operator satisfies the centering and local rigidity conditions. The full proof can be found in Appendix B.
C. Connection and Riemannian Hessian Computation
The computation of the Riemannian Hessian requires the derivation of the Levi-Civita connection ∇ η ξ. Using the result of [19] , the Levi-Civita connection of a submanifold M of the Euclidean space R n×n can be obtained by projecting the Levi-Civita ∇ η X ξ X of the embedding space onto the manifold, i.e., ∇ η X ξ X = Π X (∇ η X ξ X ). From Koszul's formula, the connection ∇ η X ξ X on R n×n solely depends on the Riemannian metric. In other words, the connection ∇ η X ξ X on the embedding space is the same for all manifolds in this paper. For manifolds endowed with the Fisher information metric, the Levi-Civita connection on R n×n is given in [20] as
Therefore, the Riemannian Hessian can be written as a function of the Euclidean gradient and Hessian as follows: Theorem 6: The Riemannian Hessian hess f (X)[ξ X ] can be obtained from the Euclidean gradient Grad f (X) and the Euclidean Hessian Hess f (X)[ξ X ] using the identity:
Proof: Recall that the Riemannian Hessian is related to the Riemannian connection and Riemannian gradient through the following equation:
with the Levi-Civita connection ∇ η X ξ X , i.e., covariant derivative, being defined in (6) . Therefore, the computation of the Hessian only requires computing the covariant derivative of the Riemannian gradient and projecting it onto the tangent space which is omitted herein for conciseness. However, for compleness purposes, all the computation steps are available in the online technical report [29] .
IV. THE SYMMETRIC AND DEFINITE MULTINOMIAL MANIFOLDS
This section derives the first and second order geometries of the symmetric and the definite multinomial manifolds. As the geometries of both manifolds are alike, SubSection IV-A and IV-B derive the expression of the tangent space, Riemannian gradient and Hessian, and retraction. Finally, SubSection IV-C provides an expression of a retraction that exploits the structure of the definite multinomial manifold.
Whereas the doubly stochastic multinomial manifold is regarded as an embedded manifold of the space of matrices R n×n , the symmetric and definite multinomial manifolds are seen as embedded manifolds of the set of symmetric matrices. In other words, the embedding Euclidean space is the space of symmetric matrices S n defined as:
Such choice of ambient space allows to reduce the ambient dimension from n 2 to n(n+1) 2 and thus enables the simplification of the projection operator. As a result, the Riemannian gradient and Hessian expressions can be computed more efficiently.
A. Manifold Geometry, Gradient, and Retraction
Let X ∈ SP n be a point on the manifold, the tangent space T X SP n is given in the following proposition.
Proposition 7: The tangent space T X SP n is defined by:
Proof: A smooth curve X(t) that goes through a point X ∈ SP n satisfies:
which concludes that the tangent space T X DP n is included in the set {ξ X ∈ S n ξ X 1 = 0}. Now consider ξ X in the above set and the smooth curve γ(t) = X + tξ X . Clearly, γ(t) = γ(t)
T for all t ∈ R. Furthermore, we have:
Finally, since X > 0 defines an open set, there exists an interval I ⊂ R such that γ(t) > 0. Finally, it is clear that γ(0) = X and γ (0) = ξ X which concludes that:
Let Π X : S n −→ T X SP n be the orthogonal projection from the ambient space onto the tangent space. Note that the ambient space for the symmetric multinomial SP n is the set of symmetric matrices S n and not the set of all matrices R n×n as in Section III. The following theorem gives the expression of the projection operator:
Theorem 8: The orthogonal projection Π X onto the tangent space T X SP n has the following expression
wherein the vector α is computed as:
Proof: Using similar steps as in Lemma 13, the expression of the orthogonal complement of the tangent space is given by the following set:
for some α ∈ R n . Let Z ∈ S n be a vector in the ambient space and X ∈ DP n . The decomposition of Z gives
wherein the steps of the computation are obtained in a similar fashion as in (A.2). Therefore, the orthogonal projection on the tangent space of the symmetric multinomial manifold is given by:
with α being derived in (7) . Given the expression of the projection onto the tangent space, the Riemannian gradient can be efficiently computed as:
Similar to the doubly stochastic multinomial manifold, the canonical retraction on the symmetric multinomial manifold can be efficiently computed as shown in the following corollary.
Corollary 9: The map R : T SP n −→ SP n whose restriction R X to T X SP n is given by:
represents a well-defined retraction on the symmetric multinomial manifold provided that ξ X is in the neighborhood of 0 X , i.e., X + ξ X > 0. The proof of this corollary is omitted herein as it follows similar steps than Theorem 4. However, instead of using Sinkhorn's theorem to find the adequate matrix decomposition, we use its extension to symmetric matrices known as the DAD theorem [30] .
The canonical retraction suffers from the same limitations discussed in the previous section. Indeed, the performance of the optimization algorithm heavily depend on whether the optimal solution has vanishing entries or not. This section shows that the retraction proposed in Lemma 5 is a valid retraction on the set of symmetric double stochastic matrices. However, instead of the Sinkhorn-Knopp algorithm [27] , this part uses the DAD algorithm [30] to project the retracted vector. Let S n = {X ∈ R n×n X > 0, X = X T } represent the set of symmetric, element-wise positive matrices. The map to the set of symmetric doubly stochastic matrices is denoted by the operator P + : S n −→ SP n . The retraction is given in the following corollary whose proof is omitted as it mirrors the steps used in the proof of Lemma 5.
Corollary 10: The map R : T SP n −→ SP n whose restriction R X to T X SP n is given by:
is a first-order retraction on the symmetric multinomial manifold for all ξ X ∈ T SP n .
B. Connection and Riemannian Hessian Computation
As discussed earlier, the Levi-Civita connection solely depends on the Riemannian metric. Therefore, the symmetric multinomial manifold shares the same connection on the embedding space as the doubly stochastic multinomial manifold. The Riemannian Hessian can be obtained by differentiating the Riemannian gradient using the projection of the Levi-Civita connection onto the manifold as shown in the below corollary:
Corollary 11: The Riemannian Hessian hess f (X)[ξ X ] can be obtained from the Euclidean gradient Grad f (X) and the Euclidean Hessian Hess f (X)[ξ X ] using the identity:
Proof: The proof of this corollary follows similar steps like those of Theorem 6 and thus is omitted herein. Nevertheless, a full proof is available in the online technical report [29] .
C. Extension to the Definite Multinomial Manifold
The geometry of the definite multinomial manifold is similar to the symmetric multinomial manifold and thus one can use the machinery developed above to design optimization algorithms on the definite multinomial manifold. However, even though the proposed retraction is valid, its implementation is more problematic as it includes a condition on the eigenvalues. Indeed, the positive-definiteness constraint is a difficult one to retract. In order to produce highly efficient algorithms, one usually needs a re-parameterization of the positive-definiteness condition of the manifold and to regard the new structure as a quotient manifold, e.g., a Grassmann manifold. However, this falls outside the scope of this paper and is left for future investigation. Nonetheless, this subsection proposes another retraction that exploits the definite structure of the manifold and uses the matrix exponential to retract tangent vectors as shown in the following theorem.
Theorem 12: Define the map R X from T X SP + n to SP + n by:
wherein e X the matrix exponential of matrix X and ω X is a scalar that ensures:
for all ξ X ∈ T X SP + n in the neighborhood of 0 X , i.e., ||ξ X || 2 F ≤ for some > 0. Then, the map R : T SP + n −→ SP + n , whose restriction R X to T X SP + n , is a retraction on the definite multinomial manifold.
Proof: Unlike the canonical retraction that relies on the Euclidean structure of the embedding space, this retraction is obtained by direct computation of the properties given in Section II. The organization of the proof is the following: First, assuming the existence of ω X , we show that the range of the map R X is included in the definite symmetric manifold. Afterward, we demonstrate that the operator satisfies the centering and local rigidity conditions. Therefore, the operator represents a retraction. Finally, showing the existence of the scalar ω X for an arbitrary X ∈ SP + n concludes the proof. Recall that the matrix exponential of a symmetric real matrix ξ X with eigenvalue decomposition ξ X = UΛU T is given by e ξ X = U exp(Λ)U T , where exp(Λ) is the usual element-wise exponential of the element on the diagonal and zeros elsewhere. From the derivation of the tangent space of the definite symmetric multinomial manifold T X SP + n , we have ξ X 1 = 0. Therefore, ξ X has an eigenvalue of 0 corresponding to the eigenvector 1. One can see from the definition of the matrix exponential that the eigenvalues are exponentiated while the eigenvectors are unchanged. Therefore, e ξ X (and thus e −ω X ξ X ) has an eigenvalue exp(0) = 1 corresponding to the eigenvector 1, i.e., e −ω X ξ X 1 = 1. Now, computing the rows summation gives:
Hence R X (ξ X ) is stochastic. Besides, all matrices in the expression of R X are symmetric which concludes that the matrix is doubly stochastic. Finally, the conditions on ω X ensure the element-wise positiveness and the definiteness of the matrix which concludes that R X (ξ X ) ∈ SP + n . The centering property can be easily checked by evaluating the retraction R X at the zero-element 0 X of T X SP + n . Indeed, we obtain:
The speed of the rigidity curve γ ξ X (τ ) = R X (τ ξ X ) at the origin is given by:
Therefore, we conclude that R X (ξ X ) is a well-defined retraction. The existence of the weight ω X is ensured by the fact that S 
The proof that {X m } ∞ m=1 uniformly converges to the constant X ∈ S + n is omitted herein due to space limitation but can be found in the technical report [29] . Since S n is an open subset of S n allows us to conclude the existence of ω X such that both conditions (8) and (9) are satisfied for all tangent vectors ξ X ∈ T X SP + n around 0 X .
V. CONVERGENCE AND THEORETICAL COMPLEXITY
All proposed manifolds in this manuscript are open convex manifolds. Therefore, given a convex objective function, the resulting Riemannian optimization problem is convex. As a result, local first and second order Riemannian methods are globally convergent to the global minimum of the objective function [19] . Mirroring their Euclidean counterparts, the Riemannian steepest descent algorithm and Riemannian Newton's methods have a linear and a super-linear (at least quadratic) rate of convergence to the optimum. For general objective functions, these local methods converge to an extreme point of the problem which, in practice, is very likely to be a local minimum unless the initial point is carefully crafted [19] . The rest of this section analyses the complexity of the proposed steepest descent algorithm and Newton's method. These complexities are summarized for each manifold in Table I .
A. Riemannian Gradient Descent Complexity
The complexity of computing the gradient for the doubly stochastic multinomial manifold can be decomposed into the complexity of computing γ, α, and grad f (X). The term γ is a simple Hamadard product that can be computed in n 2 operations. The term α is obtained by solving a system of equations which takes (2/3)(2n) 3 when using an LU factorization. Finally, the expression of grad f (X) requires a couple of additions and an Hadamard product which can be done in 3n 2 operations. Finally, the complexity of computing the retraction can be decomposed into the complexity of computing the update vector and the complexity of the projection. The update vector requires an Hadamard product and division that can be computed in at most 3n 2 . The complexity of projecting a matrix A onto the set of doubly stochastic manifold [31] with accuracy is given by:
wherein V = max(A) and v = min(A). Therefore, the total complexity of an iteration of the gradient descent algorithm on the doubly stochastic multinomial manifold is (16/3)n 3 + 7n 2 + log(n) √ n. The complexity of the symmetric multinomial manifold can be obtained in a similar manner. Due to symmetry, the term γ only requires n(n + 1)/2 operations. The term α is the solution to an n × n system of equations which can be solved in (1/3)n 3 . Similarly, grad f (X) requires 3/2n(n + 1) operations. Therefore, the total complexity can be written as:
The retraction on the cone of positive matrices requires n 3 + 2n 2 which gives a total complexity of the algorithm for the definite multinomial manifold of n 3 + 3n 2 + 3n.
B. Riemannian Newton's Method Complexity
Computing Newton's method involves computing the Riemannian gradient and Hessian and solving an n × n linear system of equations. However, from the expression of the Riemannian Hessian, one can note that the complexity of computing the Riemannian gradient is included in the Riemannian Hessian. For the doubly stochastic manifold, the complexity of computing the Riemannian Hessian is controlled by the complexity of the projection and the inversions. The projection onto the tangent space requires solving a n × n system of equations and a couple of additions and an Hadamard product. The total cost of the operation is 2/3(2n)
3 + 3n 2 . The and˙ terms are inversions and matrices products that require 4n
3 . The other terms combined require 9n 2 operations. The retraction costs 3n 2 + log(n) √ n and solving for the search direction requires 2/3(2n)
3 which gives a total complexity of:
A similar analysis as the one above allows to conclude that the total complexity of a second order method on the symmetric and positive doubly stochastic manifold require, respectively, the following number of iterations:
4/3n 3 + 13/2n 2 + 7n.
VI. SIMULATION RESULTS This section attests the performance of the proposed framework in efficiently solving optimization problems in which the optimization variable is a doubly stochastic matrix. The experiments are carried out using Matlab on an Intel Xeon Processor E5-1650 v4 (15 M Cache, 3.60 GHz) computer with 32 GB 2.4 GHz DDR4 RAM. The steepest descent algorithm (denoted by Steep. Des.) is implemented directly in Matlab for comparison purposes with successful algorithms, i.e., Quadratic Programming (denoted by Quad. P.), Interior Point Method (denoted by IPM), Sequential Quadratic Programming (denoted by SQP), and the Active Set Method (denoted by Act. Set). More sophisticated Riemannian algorithms, e.g., the Conjugate Gradient (denoted by Conj. Grad.) and Trust Regions (denoted by Trust R.), are implemented using the Matlab manifold optimization toolbox "ManOpt" [32] . The performance of all algorithms is averaged over 1000 iterations and the mean value is presented herein.
The section is divided into three subsections: Subsection VI-A compares the running time of the proposed Riemannian methods against popular convex and non-convex algorithms. Subsection VI-B solves a convex clustering problem [2] and testifies the efficiency of the proposed algorithms against popular methods from the literature. Finally, Subsection VI-C shows that the proposed framework outperforms a specialized algorithm [3] in finding the solution of a non-convex clustering problem. 
A. Performance of the Proposed Manifolds
This section solves the following convex optimization problem min X∈M ||A − X|| 2 F , wherein the manifold M is the doubly stochastic, symmetric, and definite multinomial manifold, respectively. For each of the experiment, matrix A is generated by A = M + N with M ∈ M belonging to the manifold of interest and N is a zero-mean white Gaussian noise of unit variance. The variance of the noise has a negligible impact on the performance of the different algorithms as the optimization problem is convex.
The optimization problem is first solved using the steepest descent algorithm to obtain the optimal solution X * with a predefined precision = 10 −4 . All other algorithms are executed using the same initialization and carried on until the desired optimal solution X * is reached with the same precision . The total execution time is displayed in the corresponding table. Table II illustrates the execution time of the proposed method in denoising a doubly stochastic matrix against the problem dimension. The table reveals a significant gain in the execution time for the steepest descent method, conjugate gradient, and trust region algorithms against all simulated algorithms. The gain in performance can be explained by the fact that the proposed method uses the geometry of the problem efficiently unlike generic optimization algorithms which convert the problem in a standard form and solve it using standard methods. The second order method performs poorly as compared with the first order method due to the fact that the expression of the Riemannian Hessian is complex to compute. The problem can be circumvented with the use of quasi-Newton methods, e.g., BHHH, BFGS. Table III shows the running time of the proposed algorithms on the symmetric multinomial manifold against the problem size. One can note that the gain is more important than in Table II . Indeed, the symmetric manifold enjoys a larger dimension reduction as compared with the doubly stochastic which makes the required ingredients easier to compute. One can note that the computation of the Riemannian Hessian on the symmetric multinomial manifold is more efficient than on the doubly stochastic manifold which is reflected in a better performance against state-of-the-art algorithms. Table IV displays the execution time for the definite multinomial manifold. The proposed Riemannian algorithms efficiently find the solution to the problem thanks to the fact that the optimal solution does not include vanishing entries or eigenvalues as pointed out in Section IV-C. Given that such condition is not fulfilled in Subsections VI-B and VI-C, the performance of the positive definite manifold is omitted, and a relaxed version using the symmetric manifold and regularization is presented.
B. Similarity Clustering via Convex Programming
This section suggests using the proposed framework to solve a convex clustering problem [2] . Given an entry-wise nonnegative similarity matrix A between n data points, the goal is to cluster these data points into r clusters. The similarity matrix for n = 473 images dogs from the Stanford Dogs Dataset [33] is obtained from crowdsourcing on Amazon Mechanical Turk in [34] . These images are divided into r = 3 different breeds, i.e., Norfolk Terrier (172), Toy Poodle (151) and Bouvier des Flandres (150). Around 15% (17260 edges) of the total number of entries in the matrix A are queried with an error rate of 22% as compared with the ground truth. Under the above conditions, the reference guarantees the recovery of the clusters by solving the following optimization problem: wherein λ is a regulizer parameter whose expression is derived in [2] . The optimal solution to the above problem is a block matrix (up to a permutation) of rank equal to the number of clusters. Due to such rank deficiency of the optimal solution, the definite positive manifold cannot be used to solve the above problem. Therefore, we reformulate the problem on SP n by adding the adequate regulizers as below: (16) wherein ρ is the regularization parameter. The expression of such regulizer can be obtained by expressing the Lagrangian of the original problem and deriving the expression of the Lagrange multipliers. However, this falls outside the scope of this paper. Clearly, the expression ||X|| * − Tr(X) = n i=1 |λ i | − λ i is positive and equal to zero if and only if all the eigenvalues are positive which concludes that X is positive. Similarly, the problem can be reformulated on DP n as follows:
where f (X) is the original objective function in (15) regularized with ρ and μ to promote positiveness and symmetry. The nuclear norm of a matrix is a non-smooth function. However, the function is differentiable for full-rank matrices. Indeed, given a full-rank matrix X = UΣV T , the gradient is computed in [35] as δ||X|| * δX = UV T which can be written as
. The non-smoothness arises for rank deficient matrices for which the gradient can be arbitrarily perturbed to produce an approximate gradient. More concretely, for singular matrices, the positive semi-definite matrix X T X is offset by I to produce a positive definite matrix. Therefore, we obtain the approximate gradient δ||X|| * δX = X(X T X + I)
for some small perturbation > 0. The above described approximate gradient is not valid for all applications. In general, one needs to perform a change a variable ||X|| * ≤ y ⇔
and Tr(W 1 + W 2 ) ≤ 2y. However, the convex and smooth nature of our simulation allows convergence to the global optimum with the aforementioned approximate gradient. Table V shows the running time for solving the convex clustering problem (17) along with the achieved variation of information and error rate for the different methods. Clearly, the proposed Riemannian optimization algorithms largely outperform the standard approach with gains ranging from 15 to 700 fold for the first order methods. As the problem is convex, all the above methods are expected to produce similar results up to some numerically insignificant differences. Indeed, the precision of the proposed algorithms is satisfactory as they all achieve the same accuracy as state-of-the-art methods. Also, note that using the symmetric multinomial manifold produces better results. This can be explained by the fact that not only the objective function (16) is simpler than (17) but also by the fact that the manifold contains fewer degrees of freedom which makes the projections more efficient.
C. Clustering by Low-Rank Doubly Stochastic Matrix Decomposition
This last part tests the performance of the proposed method for clustering by low-rank doubly stochastic matrix decomposition in the setting proposed in [3] . Given a similarity matrix as in the previous section, the authors in the above reference claim that a suitable objective function to determine the clusters structure is the following non-convex cost:
The authors propose a specialized algorithm, known as "Relaxed MM," to efficiently solve the problem above. This section suggests solving the above problem using the positive and the symmetric multinomial manifold (with the proper regularization as shown in the previous subsection). In order to reach the same solution, all algorithms are initialized with the same value. The objective function achieved by the algorithm of [3] is taken as a reference, and the other algorithms stop as soon as their cost drops below such value. Table III illustrates the running time of the different algorithms in order to reach the same solution. The plot reveals that the proposed framework is highly efficient in high dimension with significant gain over the specialized algorithm. The performance of the first order method is noticeably better than the second order one. This can be explained by the complexity of deriving the Riemannian Hessian. As stated before, in practical implementations, one would use an approximation of the Hessian to remedy to the complexity of computing the Hessian. Finally, one can note that the symmetric multinomial performs better than the positive one which can be explained by the fact that the optimal solution has vanishing eigenvalues which make the retraction on the cone of positive matrices non-efficient.
VII. CONCLUSION
This paper proposes Riemannian geometry-based optimization algorithms to solve a subset of convex (and non-convex) optimization problems in which the variable of interest is a doubly stochastic matrix. The optimization problems are reformulated from constrained optimization into unconstrained one over a restricted search space. The fundamental philosophy of Riemannian optimization is to take advantage of the low-dimension feature of the manifold in which the solution exists and to design efficient unconstrained optimization algorithms while ensuring that each update remains feasible. The geometrical structure of the doubly stochastic, symmetric stochastic, and the definite multinomial manifold is studied and efficient first and second order optimization algorithms are proposed. Simulation results reveal that the proposed approach outperforms conventional generic and specialized methods in efficiently solving the problem, particularly for high dimensions.
APPENDIX A PROOF OF THEOREM 2
In order to obtain the orthogonal projection Π X onto the tangent space T X DP n , one needs to derive a parameterization of the orthogonal complement of the tangent space T ⊥ X DP n is given in the following lemma.
Lemma 13: The orthogonal complement of the tangent space of the doubly stochastic multinomial has the expression:
However, by definition of the tangent space, the first term in the right hand side in the above equation vanishes. Similarly, from Lemma 13, the second term can be replaced by its parameterization (α1 T + 1β T ) X. Therefore equation (A.1) implies
