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Abstract
In this paper, we present a new method for finding the optimal smoothing parameter α for the abstract
smoothing spline σα . The latter is defined as the solution of the minimization problem
σα := argmin
x
{α‖T x‖2 + ‖Ax − z‖2},
and, given an estimate  for the noise, the standard choice for α is that σα should satisfy the residual
equation
‖Aσα − z‖ = .
Whereas the classical algorithm for solving this equation based on Newton’s method converges quadrati-
cally, our new method can have any given order of convergence.
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1. Introduction
The abstract smoothing spline σα is defined as the solution of the minimization problem
σα := argmin
x∈X
Φα(x), Φα(x) := α‖T x‖2Y + ‖Ax − z‖2Z, (1.1)
where X, Y and Z are real Hilbert spaces, T : X → Y and A : X → Z are bounded linear
operators, z ∈ Z is a given vector, and α > 0 is the smoothing parameter.
A typical example is the univariate polynomial spline σα of degree 2m − 1 which smooths
(rather than interpolates) given data z = (z1, . . . , zN )T; in this case
Φα(x) := α‖x (m)‖2L2[a,b] +
N∑
i=1
|x(ti )− zi |2.
Given an estimate  for the noise, a standard choice for the parameter α is that σα should
satisfy the residual equation
φ(α) := ‖z − Aσα‖ = . (1.2)
Note that as α → 0, the smoothing spline σα tends to the interpolating spline σ0 such that
Aσ0 = z, and, as α → ∞, σα tends to the least-squares solution σ∞ of Ax = z from the
subspace T x = 0. It is obvious that φ(α) is monotone, non-decreasing function. Therefore, Eq.
(1.2) has a solution if  ≤ max := φ(∞), and we would assume that the latter condition is
fulfilled.
For -noised data, it does not make much sense to go close to interpolation, this is why the
choice based on (1.2) is being used.
In the standard Reinsch algorithm [6], Eq. (1.2) is transformed to the equation
ψ(β)−1 = −1 (1.3)
with ψ(β) := φ(1/β) and β := 1/α, which is then solved with Newton’s method. Gordonova
and Morozov [4] investigated the convergence rate of Newton’s method for the general equation
ψ(β)s = s and showed that it is maximal if s = −1.
In this paper, we present a new method for solving the residual equation (1.2). In comparison
with Newton’s method which converges quadratically, the convergence rate of our method can
be of any specified order.
The paper is organized as follows.
In Sections 2–3, some auxiliary facts regarding the residual operator Rα : z 7→ z − Aσα are
given. We prove that its spectrum belongs to [0, 1] and derive a series expansion for Rα in a
neighborhood of α0. This series was obtained in [7] by proving the formula for kth derivative of
Rα with respect to α,
R(k)α = (−1)k+1
k!
αk
Rkα(I − Rα), k ≥ 1,
and using Taylor expansion of α 7→ Rαz in powers of the operator Rα0 in a neighborhood of α0.
A simpler way for deriving the series expansion for Rα used in this paper was suggested by one
of the referees.
Our method for solving (1.2) is based on approximation of Rα by n-partial sums of its series.
The main results of this paper are given in Sections 4–5 as Theorems 4.1 and 5.1, where two-
A.I. Rozhenko / Journal of Approximation Theory 162 (2010) 1117–1127 1119
sided estimates for the values of residual functions φ(α) = ‖Rαz‖ and ψ(β) = ‖R1/β z‖ are
established.
Finally, in Section 6, a new iterative procedure for solving the residual equation is given and,
in Section 7, its advantage over Newton’s method is illustrated by numerical examples.
2. The residual operator Rα and its spectrum
With R(B) and N (B) the range and the null space of an operator B, respectively, we will
assume satisfaction of the following standard conditions on the operators T and A introduced in
(1.1):
(a) R(A) andR(T ) are closed in Z and Y, respectively;
(b) N (A)+N (T ) is closed in X;
(c) N (A) ∩N (T ) = {0}.
(2.1)
Then, as is well known (see, e.g., [5, Sect. 4.4], [1, Sect. 1.1]), the smoothing spline σα exists
and is unique. (The possibly non-obvious condition (b) is satisfied if N (T ) or R(A) are finite-
dimensional, which is the case in most practical applications.)
It is easy to derive from (1.1) that σα is characterized by the equation
α(Tσα, T x)Y + (Aσα, Ax)Z = (z, Ax)Z, ∀x ∈ X, (2.2)
with (·, ·)H the inner product in the Hilbert space H , so that
α(T ∗Tσα, x)X + (A∗Aσα, x)X = (A∗z, x)X, ∀x ∈ X, (2.3)
hence σα is the solution to the equation
(αT ∗T + A∗A)σα = A∗z. (2.4)
We define the residual operator Rα : Z→ Z by the rule
Rαz := z − Aσα, (2.5)
where σα = σα,z is the smoothing spline (1.1) for the data z ∈ Z. It follows from (2.4) that Rα is
given by the formula
Rα = IZ − A(αT ∗T + A∗A)−1A∗. (2.6)
Here IZ is the identity operator on Z.
Theorem 2.1. For any α > 0, the operator Rα is self-adjoint, with spectrum in [0, 1].
Proof. Self-adjointness of Rα is straightforward from (2.6).
To establish the spectral bounds, we will use expression (2.6) for Rα with conjugations in a
different inner product. It is clear that (2.3) is valid with any inner product that induces in X an
equivalent norm, therefore (2.4), hence (2.6), are valid with conjugations taken with respect to
any such inner product in X, — our choice will be
(x1, x2)? := α(T x1, T x2)Y + (Ax1, Ax2)Z. (2.7)
It is well known (see, e.g., [2], [5, Sect. 4.4]) that, under assumptions (2.1), the norms ‖ · ‖?
and ‖ · ‖X are equivalent, and we denote by A? and T ? the operators conjugate to A and T with
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respect to (·, ·)?. (We put the ?-sign instead of ∗-sign for this conjugation operation to make a
distinction.) Then(
(αT ?T + A?A)x1, x2
)
?
= α(T ?T x1, x2)? + (A?Ax1, x2)?
= α(T x1, T x2)Y + (Ax1, Ax2)Z (2.7)= (x1, x2)?,
therefore,
αT ?T + A?A = IX, (2.8)
and the formula (2.6) for Rα is reduced to
Rα = IZ − AA?.
It is well known that ‖A‖ = ‖A?‖. Hence
‖AA?‖ = ‖A?‖2 = ‖A‖2 = ‖A?A‖ ≤ 1. (2.9)
The bound in (2.9) follows from (2.8). Therefore, the spectrum of Rα lies within [0, 1]. 
3. Series expansion of the residual operator Rα
Lemma 3.1. For any α > 0 and α0 > 0,
(α − α0)RαRα0 = αRα0 − α0Rα. (3.1)
Proof. We transform the identity (2.6) as follows:
Rα = I − 1
α
A
(
T ∗T + 1
α
A∗A
)−1
A∗ =: I − 1
α
AB−1α A∗
and derive
αRα − α0Rα0 = (α − α0)I − AB−1α A∗ + AB−1α0 A∗
= (α − α0)I − AB−1α (Bα0 − Bα)B−1α0 A∗
= (α − α0)I − α − α0
αα0
AB−1α A∗AB−1α0 A
∗
= (α − α0)[I − (I − Rα)(I − Rα0)]
= (α − α0)(Rα + Rα0 − RαRα0).
Hence, (α − α0)RαRα0 = αRα0 − α0Rα . 
Remark 3.2. Formula (3.1) was pointed out to us by one of the referees. Our proof is a bit di-
fferent from the one suggested.
From Eq. (3.1), we obtain
Rα
(
I + α − α0
α0
Rα0
)
= α
α0
Rα0 . (3.2)
To give subsequent formulas a more convenient and compact form, we make the substitution
α→ γ := α0 − α
α0
, R(γ ) := Rα.
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Then applying Theorem 2.1 and assuming that |γ | < 1, we derive from (3.2)
R(γ ) = (1− γ )Rα0(I − γ Rα0)−1 = (1− γ )
∞∑
k=0
γ kRk+1α0
=
∞∑
k=0
γ kRk+1α0 −
∞∑
k=0
γ k+1Rk+1α0 = Rα0 +
∞∑
k=1
γ kRk+1α0 −
∞∑
k=1
γ kRkα0
= Rα0 −
∞∑
k=1
γ kRkα0(I − Rα0). (3.3)
All the series in (3.3) converge absolutely for α ∈ (0, 2α0). Actually, we proved in [7] that the
interval of absolute convergence of the last series in (3.3) includes the closed interval [0, 2α0].
4. Two-sided estimates for Rα for 0 < α < α0
From now on, we assume that dimZ =: N <∞.
Based on the first and the last series in (3.3), we define two partial sums for the series of R(γ ):
R−n (γ ) := (1− γ )
n∑
k=0
γ kRk+1α0 , (4.1)
R+n (γ ) := Rα0 −
n∑
k=1
γ kRkα0(I − Rα0), (4.2)
and note that
R−n (γ ) = R+n (γ )− γ n+1Rn+1α0 . (4.3)
Theorem 4.1. For any n ≥ 0, z ∈ Z, and γ ∈ [0, 1], we have:
(a) the norms ‖R(γ )z‖ and ‖R±n (γ )z‖ are non-increasing in γ ∈ [0, 1].
(b) the norms ‖R±n (γ )z‖ are monotone in n:
‖R−n (γ )z‖ ≤ ‖R−n+1(γ )z‖ ≤ ‖R(γ )z‖ ≤ ‖R+n+1(γ )z‖ ≤ ‖R+n (γ )z‖, (4.4)
and
(c)
|‖R(γ )z‖ − ‖R±n (γ )z‖| ≤ γ n+1‖z‖. (4.5)
Proof. (1) Since Rα0 is a self-adjoint operator on an N -dimensional space Z, its eigenvectors zi
form an orthonormal basis for Z, and any vector z ∈ Z can be expanded as the sum
z =
N∑
i=1
ai zi .
Clearly, zi are also eigenvectors for the operators R(γ ) and R±n (γ ), with corresponding eigen-
valuesµi (γ ) andµ
±
i,n(γ ), respectively, so that, with Rˆ(γ ) being any of these operators and µˆi (γ )
being the corresponding eigenvalues, we have
‖Rˆ(γ )z‖2 =
∥∥∥∥∥∑
i
ai µˆi (γ )zi
∥∥∥∥∥
2
=
∑
i
a2i µˆi (γ )
2,
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and
|‖R(γ )z‖ − ‖R±n (γ )z‖|2 ≤ ‖R(γ )z − R±n (γ )z‖2 =
∑
i
[µi (γ )− µ±i,n(γ )]2a2i ‖zi‖2
≤ max
i
|µi (γ )− µ±i,n(γ )|2‖z‖2.
Therefore, it is sufficient to prove statements (a)–(c) of the theorem for the eigenvalues of R(γ )
and R±n (γ ).
(2) Let zi be an eigenvector of Rα0 , so that Rα0 zi = λi zi . Then, from (4.1)–(4.2), we derive
µ−i,n(γ ) = µ−i,n−1(γ )+ γ n(1− γ )λn+1i , µ−i,0(γ ) = (1− γ )λi , (4.6)
µ+i,n(γ ) = µ+i,n−1(γ )− γ nλni (1− λi ), µ+i,0(γ ) = λi , (4.7)
where λi ∈ [0, 1] by Theorem 2.1, and γ ∈ [0, 1] by assumption.
Now, monotonicity in n is obvious from (4.6)–(4.7),
µ−i,n−1(γ ) ≤ µ−i,n(γ ), µ+i,n(γ ) ≤ µ+i,n−1(γ ),
and we also have µ−i,n(γ ) ≤ µi (γ ) ≤ µ+i,n(γ ) since µ±i,n(γ )→ µi (γ ). Also, from (4.7), we see
that
µ+i,n(γ )
′ ≤ µ+i,n−1(γ )′ ≤ · · · ≤ µ+i,0(γ )′ = 0,
i. e., µ+i,n(γ ) is non-increasing in γ . Finally, from (4.3), we have the equality
µ−i,n(γ ) = µ+i,n(γ )− γ n+1λn+1i , (4.8)
and it shows µ−i,n(γ )′ ≤ µ+i,n(γ )′, i.e., that µ−i,n(γ ) is non-increasing in γ , too. Also, from Eq.
(4.8), the estimate
|µi (γ )− µ±i,n(γ )| ≤ µ+i,n(γ )− µ−i,n(γ ) ≤ γ n+1
follows. 
5. Two-sided estimates for Rα for α0 < α <∞
For α > α0, i.e., for γ < 0, the series in (4.1)–(4.2) alternate in sign and are not that
convenient. Therefore, for this case, we introduce the operators
Rˆβ := R1/β , Qβ := I − Rˆβ , β := 1/α.
It follows from Lemma 3.1 that
(β − β0)QβQβ0 = βQβ0 − β0Qβ . (5.1)
Therefore, with the substitution
β → δ := β0 − β
β0
, Q(δ) := Qβ
and under the assumption |δ| < 1, the operator Qβ can be expanded in the same series as Rα
in (3.3):
Q(δ) = (1− δ)
∞∑
k=0
βkQk+1β0 = Qβ0 −
∞∑
k=1
δkQkβ0(I − Qβ0). (5.2)
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We need, however, an approximation to Rˆ(δ) := I −Q(δ), so, from formula (5.2), we define two
partial sums by the following rule:
Rˆ−n (δ) :=
n∑
k=0
δkQkβ0(I − Qβ0), (5.3)
Rˆ+n (δ) := I − (1− δ)
n∑
k=0
δkQk+1β0 . (5.4)
The following theorem is proved in the same manner as Theorem 4.1.
Theorem 5.1. For n ≥ 0, z ∈ Z, and δ ∈ [0, 1], we have:
(a) the norms ‖Rˆ(δ)z‖ and ‖Rˆ±n (δ)z‖ are non-decreasing in δ ∈ [0, 1].
(b) the norms ‖Rˆ±n (δ)z‖ are monotone in n:
‖Rˆ−n (δ)z‖ ≤ ‖Rˆ−n+1(δ)z‖ ≤ ‖Rˆ(δ)z‖ ≤ ‖Rˆ+n+1(δ)z‖ ≤ ‖Rˆ+n (δ)z‖, (5.5)
and
(c)
|‖Rˆ(δ)z‖ − ‖Rˆ±n (δ)z‖| ≤ δn+1‖z‖. (5.6)
6. A new method for finding the optimal smoothing parameter
For simplicity, we assume that
R(A) = Z and z 6∈ AN (T ). (6.1)
As is known, in this case, the residual
φ(α) := ‖Rαz‖ = ‖z − Aσα‖
is a strictly monotone function of α ∈ [0,∞] such that
φ(0) = 0, φ(∞) =: max <∞,
therefore, the residual equation
φ(α) =  (6.2)
has a unique solution for any  ∈ [0, max]. (We mentioned in the introduction that, in the limits,
we obtain the interpolating spline σ0, respectively the least-squares solution σ∞ to the equation
Ax = z on N (T ).)
Let us make some general remarks on how and where the costs of the numerical solution
of (6.2) are accumulated for spline smoothing at a multidimensional scattered mesh. With any
method, we generate a sequence (αm) such that φ(αm) = m →  =: φ(α∗), and at the mth step,
for a given αm , we need to perform the following operations:
(1) Form a dense system of linear equations Wmx = y for finding the coefficients of σαm .
(2) Factorize the matrix Wm of this system (say, by LU-factorization).
(3) Solve Wmx = yi for several (say, n) right-hand sides.
If dimZ = N and dimN (T ) = s  N , then Wm are (N + s)× (N + s)matrices, and the cost of
Step 2 is O(N 3) operations, while the two other steps require just O(N 2) operations. Therefore,
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it makes sense to put more effort in Step 3 into finding a better approximation to αm+1, thus
reducing the number of new iterations (thus the number of Steps 2).
Newton’s iterations for solving Eq. (1.3) look as follows (c.f. [7]):
αm+1 = αm 1− ω(αm)
φ(αm)/ − ω(αm) , ω(α) =
(Rαz, R2αz)
(Rαz, Rαz)
. (6.3)
The resulting sequence converges monotonely if we start from a large enough α0 such that
φ(α0) ≥ . At Step 3 of each iteration, we calculate two residual vectors, Rαm z and R2αm z.
In our algorithm, we calculate n residual vectors at Step 3 of every iteration, and in order to
provide monotone convergence for any starting value α0, we distinguish between two cases.
Case 1: φ(α0) ≥ , i.e., 0 < α∗ ≤ α0.
Assuming that φ(αm) ≥ , hence 0 < α∗ ≤ αm after m iterations, we seek the next
αm+1 ∈ [0, αm] as a solution to the equation
φn,αm (α) = , (6.4)
where, with γ = αm−α
αm
(see (4.1)),
φn,αm (α) := ‖R−n−1(γ )z‖ :=
∥∥∥∥∥ ααm
n−1∑
k=0
(αm − α
αm
)k
Rk+1αm z
∥∥∥∥∥ .
Since
φn,αm (0) = 0, φn,αm (αm) = φ(αm) ≥ ,
and by Theorem 4.1,
φn,αm (·)↗ and φn,αm (·) ≤ φ(·) on [0, αm],
Eq. (6.4) has a solution αm+1 ∈ [0, αm], moreover
φ(α∗) =  = φn,αm (αm+1) ≤ φ(αm+1).
Hence α∗ ≤ αm+1 ≤ αm , convergence αm → α∗ is monotone, and we repeat the Case 1
algorithm at the next iteration if necessary.
For the numerical solution of (6.4), we first compute the vectors Rk+1αm z for 0 ≤ k ≤ n − 1, at
the cost of O(nN 2) operations. After that, for any α, the value of φn,αm (α) can be computed in
O(nN ) operations. Therefore, Eq. (6.4) can be efficiently solved, say, by the secant method.
Case 2: φ(α0) ≤ , i.e., α0 ≤ α∗ <∞.
It is a good idea to calculate the value of max = φ(∞) before solving the residual equation
in this case in order to cut off the case  > max when a solution does not exist.
We set β∗ := 1/α∗, βm := 1/αm , and assuming that ψ(βm) := φ(1/βm) ≤ , hence
0 < β∗ ≤ βm after m iterations, we seek the next βm+1 ∈ [0, βm] as a solution to the equation
ψn,βm (β) = , (6.5)
where, with δ = βm−β
βm
(see (5.4)),
ψn,βm (β) := ‖Rˆ+n−1(δ)z‖ :=
∥∥∥∥∥z − ββm
n−1∑
k=0
(βm − β
βm
)k
Qk+1βm z
∥∥∥∥∥ .
This time, we have
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ψn,βm (0) = ‖z‖ ≥ max, ψn,βm (βm) = ψ(βm) ≤ ,
and, by Theorem 5.1,
ψn,βm (·)↘ and ψn,βm (·) ≥ ψ(·) on [0, βm].
As in Case 1, it follows that Eq. (6.5) has a solution βm+1 ∈ [β∗, βm], i.e., convergence βm → β∗
is monotone, and we repeat the Case 2 algorithm at the next iteration if necessary.
The proposed algorithm has a higher convergence rate than Newton’s method. Indeed, by
Theorem 4.1, we have the estimate
|φn,αm (α)− φ(α)| ≤
(αm − α
αm
)n‖z‖, α ∈ (0, αm). (6.6)
It is of the same order as the estimate for the approximation of the function φ(α) by its Taylor
polynomial pn−1(α) of degree n−1 at the point αm . It is known [10, Section 5.3] that the iteration
process based on using such pn−1 has nth order of convergence. So, we can expect nth order of
convergence for our algorithm in both Cases 1 and 2.
7. Numerical experiments
We randomly generate a scattered mesh of N nodes in Ω = [0, 1] × [0, 1] and approximate
at this mesh the function
f (x) = f (x1, x2) = sin x1 + exp(−(x1 − 0.5)2 − (x2 − 0.5)2)+ cos x2,
using the RBF-spline approximation with the pseudo-cubic radial basis function g(x, t) =
|x − t |3, where x = (x1, x2), t = (t1, t2), and |x − t | is the Euclidean distance between x
and t . The pseudo-cubic smoothing spline has the following form:
σα(x) =
N∑
i=1
aig(x, t
(i))+ b0 + b1x1 + b2x2,
where (t (i)) are the nodes of the mesh, and coefficients a = (ai ) and b = (b j ) depend on α and
z. (For the definition of the functional space X native for this spline and other theoretical details
see [3,9].)
Given α and z, the linear system for finding the coefficients of the smoothing spline σα as the
minimizer to (1.1) with the standard Euclidean norm in Z = RN looks as follows:(
G + α I U
UT O
)(
a
b
)
=
(
z
0
)
. (7.1)
Here, G is the N × N matrix with the entries gi j = g(t (i), t ( j)), U is the N × 3 matrix with the
rows (1, t (i)1 , t
(i)
2 ) (the values of the linear basis at the i-th mesh node), a ∈ RN and b ∈ R3 are
the vectors of unknown coefficients of the spline, and z ∈ RN is the vector of the values of f to
be approximated (zi = f (t (i))).
The residual operator Rα acts on z as follows: with the vector [a, b]T being a solution to the
system (7.1) for such z, Rαz = αa.
For the given , we solve the weighted residual equation(
1
N
N∑
i=1
(σα(t
(i))− zi )2
)1/2
=  (7.2)
(the residual function is multiplied by the weight N−1/2).
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Fig. 1. Behavior of residual estimates near γ = 1 for α0 = 1 and N = 100.
Table 1
Comparison of Newton’s method (6.3) with the method based on Eq. (6.4).
Method Accuracy at iteration Time (s)
0 1 2 3 4
N = 100
Newton 33.6224 0.689811 0.038224 0.000255 1.2E−8 0.025
rˆ3 33.6224 0.698069 0.018332 1.4E−6 9.5E−8 0.027
rˆ10 33.6224 0.468078 4.5E−6 8.0E−8 0.022
rˆ20 33.6224 0.298078 1.0E−7 0.020
N = 400
Newton 11.0471 0.584230 0.034747 0.000247 1.3E−8 1.047
rˆ3 11.0471 0.492354 0.011390 5.6E−7 0.830
rˆ10 11.0471 0.198387 2.1E−7 0.673
rˆ20 11.0471 0.092431 9.7E−8 0.759
Numerical experiments were performed by E.D. Ivanova, a student at the Novosibirsk State
University. Her program was based on the software library “Sdm.net” [8].
Fig. 1 shows the graphs of the residual estimates r+n (γ ) := ‖R+n (γ )z‖ and r−n (γ ) :=
‖R−n−1(γ )z‖ whose behavior is in good agreement with our theoretical results.
In Table 1, comparison of Newton’s method (6.3) with the method based on Eq. (6.4) is given.
For both methods, iterations had the starting value α0 = 1, and the residual equation (7.2) was
solved for  = 0.001 until the relative accuracy |φ(α)/ − 1| < 10−6 was achieved. The last
column shows the calculation time in seconds spent for the whole iteration process (with the
average over a cycle of 10 runs). The benchmarks were executed on a PC Intel Celeron CPU
2 GHz, 1 Gb RAM.
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