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A reducing operator 8 is defined assigning, to any generalized combinatorial 
system C, a generalized combinatorial system 8C in such a way that C, 8C 
generate the same language and that 8C is, in a certain sense, smaller than or 
equal to C. The language generated by a generalized combinatorial system C 
can be generated by a combinatorial system smaller than or equal to C if and 
only if 8C is a combinatorial system. Since any language is generated by a 
greatest generalized combinatorial system Co, we have the result hat it can be 
generated by a combinatorial system if and only if 8C0 is a combinatorial system. 
Similar results are proved for certain special classes of combinatorial systems. 
1. INTRODUCTION 
In  Novotn1~ (1974a) a reducing operator 8 is introduced assigning, to any 
generalized semi-Thue system G, a generalized semi-Thue system 8G in such a 
way that G, 8G generate the same language, 8G being, in a certain sense, smaller 
than or equal to G. The main result is: The language generated by a generalized 
semi-Thue system G can be generated by a semi-Thue system smaller than or 
equal to G iff 8G is a semi-Thue system. Since every language can be generated 
by a greatest generalized semi-Thue system G O , we have the result hat it can be 
generated by a semi-Thue system iff 8G o is a semi-Thue system. 
The theory of reducing operators can be transferred to Lindenmayer systems 
(cf. Novotn:~ (1974b)). The aim of the present paper is to generalize the methods 
of Novotn~ (1974a) to combinatorial systems. 
If V is an arbitrary set, then we denote by If* the free monoid over V, i.e., 
the set of all finite sequences of elements of V, including the empty sequence A, 
provided by the binary operation of concatenation. The elements of V* are 
called strings. If x ~ V*, then there exists an integer p /> 0 and some elements 
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x 1 ,x2 , . . . , x~ in  Vsuchthat  x =x lx  2 ' ' ' x~.Weput  I x l  =P .  I fx  i=a~V 
for i = 1, 2,..., p, we write a~ instead of xlx ~ ... x~. 
I f  V i sa  set andL  C V*, then the ordered pair (V ,L )  is called a language. 
2. A REDUCING OPERATOR FOR COMBINATORIAL SYSTEMS 
Let V be a set, 
R C (V*) 6 ~_ V* X V* × .'- X V* . 
6 times 
I f  r ~ (x 1 , x 2 ,..., x6) ~ R, then r is said to be a production on V; we put 
I r ]  = max{] x¢ l ; i  -= 1, 2,..., 6}. 
For t, z z V*, we put t =, z (R) if there exist r = (x l ,  x2,..., x6) ~ R and u, 
v ~ V* such that t ~ xlux2vx 3 , xaux~vx 6 = z. I f  t ~ z (R), then there exists 
r ~ R such that t ~ z ({r}). We put 
I(t, z)] R =- min{I r l; reR  and t ~ z ({r})). 
Let us have t, z ~ V*, an integer p >~ 0 and strings t o , t 1 , . . . ,  t~ in V* such 
that t = to, t~ -= z and h-1 =~ ti (R) for i = 1, 2,..., p. Then the sequence of 
t ~ strings ( i)i=o is said to be a t-derivation of z in R. The norm ll(ti)v=0 I[R of the 
t-derivation (ti)i=o in R is defined by 
t0 if p•0 ,  
/l(h)~=o IIR = (max{l(ti_i, ti)l R ; i = 1, 2,..., p} if p > 0. 
I f  t, z ~ V* are strings, we put t ~ z (R) whenever there exists at least one 
t-derivation of z in R. Suppose t *=> z (R); then we define the norm II(t, z)ll~ 
of the ordered pair (t, z) to be the minimum of norms of all t-derivations of z in R. 
I f  V is a set, S C If* and R _C (V*) 6, then the ordered triple C = <V, S, R> 
is said to be a generalized combinatorial system. We denote by GCS the class of 
all generalized combinatorial systems. Generalized combinatorial systems can be 
compared: for arbitrary C = (V, S, R>, C' -~ (V' ,  S',  R'> in GCS we put 
C ~< C' if V = V', S _C S', and R C R'. Clearly, ~< is a (partial) ordering on 
the class GCS.  
For an arbitrary C = <V, S, R> E GCS we put 
~(C)  = {z; z ~ V* and there is s E S such that s *~ z (R)}. 
The language (/7, d~(C)) is said to be the language generated by C. 
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A mapping ~7 of the class GCS into itself such that ~C ~ C and ~c¢'(~/C) = 
f (C)  for every C ~ GCS is called a reducing operator for generalized com- 
binatorial systems. 
A generalized combinatorial system C = (V, S, R) is said to be a com- 
binatorial system if the sets K, S, R are finite. This definition differs slightly 
from that introduced in Davis (1958), p. 84, where the set S is supposed to 
contain precisely one nonempty string. We denote by CS the class of all com- 
binatorial systems in our sense. 
We are interested in the following problem. Let (V, L) be a language generated 
by a generalized combinatorial system C. Find necessary and sufficient conditions 
for (V, L) to be generated by a combinatorial system C' such that C' ~< C. 
We shall construct a reducing operator 8 for generalized combinatorial systems 
with the following property. A language (V, L) generated by a C ~ GCS can be 
generated by a C' ~ CS with the property C' <~ C iff 8C ~ CS. Hence, a solution 
of our problem can be formulated by means of the operator 3. 
Now we give the definition of 3. 
Suppose C = (V, S, R)  EGCS. We put 
B(S, R) = {s; s ~ S, and for every t E S, the condition t N s (R) implies ] t [ ) ] s I}, 
tiC = (V, B(S, R), R). 
I f  z ~ ~°(C), then we define 
l! z I[ s ~ min{l[(s, z)ilR ; s ~ S and s *~ z (R)}. 
Further, we put 
Z(S, R) -~- {r; r a R and there exists z E ~(C)  with } r I ~/ i  z Ils}, 
~c = < v, s, z(s, R)). 
Clearly, fi, ~ are mappings of GCS into itself. It follows that the composite 
= ~fi of these two mapping is a mapping of GCS into itself. Further, tiC ~ C, 
{C <~ C for every C~GCS;  it implies that ~C = ~C <~/~C ~ C for every 
generalized combinatorial system C. Thus, 8C is smaller than or equal to C for 
every C a GCS. 
These definitions are motivated by analogy with Novotn3~ (1974a) where 
several reducing operators for generalized semi-Thue systems are studied in 
detail. Especially,/~, { and their composites are proved to be reducing operators. 
Example 3.15 proves that fi~ =~ ~fl. The above mentioned problem is solved for 
languages generated by generalized semi-Thue systems (= special generalized 
grammars) by means of the operator 8 = ~.  
We intend to transfer these results to generalized combinatorial systems. The 
results for generalized semi-Thue systems are based on some simple properties 
of norms introduced for those systems; since the norms defined for generalized 
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combinatorial systems have similar properties, we may, step by step, simulate 
the argumentation included in 3.2, 3.3, 3.5, and 3.6. In this way, we obtain two 
of the three assertions of the following theorem; the third is a consequence of the 
first two. 
1. TI~OgEM. I f  C e GCS and ~ ~ {13, ~, ~}, then ~2~(~1C) = ~q~(C). 
Hence, ~, ~, ~ are reducing operators for generalized combinatorial systems. 
Note that the operator oJ< V, S, R) = < V, B(S, R), Z(S, R)) is not a reducing 
one since in general ~Lz°(C) and ~°(o)C) need not coincide. 
Simulating the arguments of Novotn3Y (1974a), 4.6 and 4.7, we obtain 
2. THEom~a. Let C = (V, S, R )  ~ GCS. Then the following two assertions 
are equivalent. 
(i) ~c  e cs .  
(ii) There exists C' = (V,  S', R ' )  ~CS such that S' C_C_ S, R' C__ R, and 
.~(c')  = ~(c ) .  
Outline ofaproof. (1) Let (ii) be satisfied. We put 
~0 if S' = Z, 
N = tmax{] s ]; s ~ S'} if 
~0 if R' = fg, 
M= Imax{l r ]; r E R'} if 
t0 if S '=N,  
P = Imax{[ [ t [l~(s'm; t e S'} 
Q = max{M, P}. 
S '¢  ~,  
R' =~ ~,  
if S' =/= Z, 
Since the sets R', S' are finite, these definitions are correct. Clearly, [] z ]]~; ~ M 
for every z ~ ~(C'). 
(2) Similarly as in Novotn3~ (1974a), 4.6 (2), we prove that I zl ~< N 
for every z E B(S, R) which implies the finiteness of B(S, R). 
(3) Similarly as in Novotn~" (1974a), 4.6 (4), we find, for every z ~ ~.q~(C), 
some strings te S' and s e B(S, R) such that t N z (R), [l(t, Z)IIR ~< M, s *~ t (R), 
and ]](s, t)llR ~< P. It implies that [I z ]]~(S,R) <~ Q. 
(4) If r GZ(B(S, R), R), then there exists z ~ ~((V,  B(S, R), R)) such 
that [ r [ ~< [] z [1~ w'm . By 1, we have z ~ ~(C) whence l]z []~cs,m ~< Q by (3). 
Thus, [ r ] ~< Q for any r ~Z(B(S, R), R) which implies that Z(B(S, R), R) is 
finite. 
By (2) and (4), we have 3(V, S, R) E CS. Thus, (ii) implies (i). 
(5) If (i) holds, then SC = (V, S', R') has the following properties: 
~C ~ CS, S' C S, R' C R, and ~°(3C) = ~(C). Thus, (i) implies (ii). 
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3. LANGUAGES GENERATED BY COMBINATORIAL ~YSTEMS 
Let (If, L) be a language. For (xl, x2 ,... , x6) ~ (V*) 6, we put (xl, x2 ,... , x6) e 
C(V,L) if, for any u, v ~ V*, the condition xlux2vx ~~L implies x4uxsvx 6 eL. 
Hence yeL ,  xe  V* and y ~ x(C(V,L)) imply xeL.  It follows thatyeL ,  
x e V* andy *~ x (C(V,L)) imply x eL. 
3. LEMMA. Let (V,L) be a language. Then the following assertions hold. 
(i) <V,L, C(V,L)) eGCS and ¢~f(<V,L, C(V,L))) - -L .  
(if) I f (V ,  S, R) EGCS generates (V,L), then S C_L and R C_C_ C(U,L). 
Proof. (i) Clearly, L C_C_ £f((V,L, C(V, L))). Suppose z e ~ct~((V,L, C(V, L))). 
Then there exists s eL  such that s *=> z (C(I/-,L)) and so from the definition of 
C(V, L), z ~ L. Thus ~(< If, L, C(V, L))) C_ L, and we have (i). 
(2) If (V, S, R)E  GCS generates (V, L), then, clearly, S _C L. Suppose 
r e R, t eL, t ~ z ({r}). SinceL = 5¢((V, S, R)), there is s E S such that s G t (R). 
It follows that s *~ z (R) and, therefore, z ~ ~L~°(< V, S, R)) = L. Thus, r e C(V, L) 
and we have (if). 
From 3, it follows that, for any language (V, L), the generalized combinatorial 
system (V, L, C(V, L)) is the greatest (with respect to the ordering ~<) element 
in GCS generating (V, L). This fact enables us to give necessary and sufficient 
conditions for a language to be generated by a combinatorial system. 
4. THEOm~M. I f  (V, L) is a language, then the following two assertions are 
equivalent. 
(i) (V, L) is generated by a combinatorial system. 
(if) ~<V,L, C(V,L)~ ecs .  
Proof. By 30) and 1, (if)implies (i). 
If (i) holds, then there exists <V, S, R )e  CS generating (V, L) such that 
S _CL and R C C(V,L), by 3(if). By 3(i), we have (V,L, C(V ,L ) )eGCS and 
5~(<V,L, C(V,L))) = L = 5¢(<V, S, R)). By 2, we obtain 8(V, L, C(V, L)) e 
CS, which is (if). 
4. SPECIAL CLASSES OF COMBINATORIAL SYSTEMS 
The results included in 2 and 4 and concerning combinatorial systems will be 
transferred to some special classes of combinatorial systems. We formulate their 
definitions. 
In the sequel, we put I = (1, 2, 3} × {4, 5, 6}. 
Let V be a set and (i,j) c I  be fixed. 
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A production (xl, xe,..., xa) c (V*) 6 is said to be an (i, j)-production if x~ • A 
for every k E {1, 2,..., 6} with the property i =# h =# j; e.g., (xl, A, A, xd, A, A) 
is a (1, 4)-production, (A, x2, A, A, xs, A) is a (2, 5)-production, (xa, A, A, 
A, A, x6) is a (1, 6)-production. 
A generalized combinatorial system (V, S, R)  is said to be a generalized 
(i,j)-system if every r 6 R is an (i,j)-production. For example, every generalized 
(2, 5)-system has only (2, 5)-productions; clearly, it coincides with a special 
generalized grammar in the sense of Novotn3~ (1974a). 
We denote by ( i , j ) -GCS the class of all generalized (i,j)-systems. Further, 
we put (i,j)-CS = (i,j)-GCS n CS. The elements of (i,j)-CS are called 
(i,j)-systems. 
Some of these (i, j)-systems are well known from the literature: (2, 5)-systems 
coincide with semi-Thue systems, (1, 6)-systems with normal systems, (3, 4)- 
systems with antinormal systems, (1, 4)-systems with right regular systems, and 
(3, 6)-systems with left regular systems. 
Let V be a set and r ~ (xa, x2, x3, xd, xs, x6) ~ (V*) 6 a production; then we 
put r - l~(xd ,xa ,x  6 ,x  1,xz ,xa)  and the production r-1 is said to be the 
inverse of r. I f  R C (V*) 6 is a set of productions, we put R -1 = {r-l; r ~ R}. 
Clearly, -1 is a bijection of the set 2 (v*? of all subsets of the set (V*) 6 of all 
productions into 2 (v*¢. It follows that (X-l) -1 = X, (X u y ) - i  = X-1 k3 y- l ,  
(X n Y)-I  = X -~ c~ y-a for any X C (V*) 6 and any Y C (V*) 6. 
Let M C (V*) 6 be a set of productions. The set M is said to be closed if 
r -1 ~ Mfor  every r E M. The following are all true: 
(a) M is closed iff M = M -1. 
(b) I f  M -1 __ M, then M is closed. 
(c) Mtd  M -a, M c3 M -a are closed for any set M. 
(d) I f  M, N are closed, then so are M k) N, M r3 N. 
5. LEMMA. If < V, S, R) ~ GCS and if R is closedl then Z(S, R) is also closed. 
Indeed, if r ~ Z(S, R), then r ~ R and r -1 6 R. Since [ r -a ] = I r l, we obtain 
r -1 e Z(S, R). 
6. LEMMA. Let  N be a set of productions, Z a closed set of productions. Then 
Z n (N u X -  0 : (Z C~ N) U (Z n N) -1. 
Proof. Z n (N u N -1) = (Z n N) u (Z c3 N -a) = (Z c3 IV) tJ (Z -an N -1) = 
(Z t3 N) w (Z t3 N) -1. 
Let (i,j) e l  be fixed. A generalized combinatorial system C = (V, S, R)  
is said to be a generalized (i, j)-P-system if there exists a set IV C R such that any 
r ~ N is an (i, j)-production and that R = N k3 N -1. Note that R is closed and 
that every r c R is either an (i, j)-production or the inverse of an (i, j)-production. 
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We denote by ( i , j ) -GPS the class of all generalized (i, j)-P-systems. We put 
( i , j ) -PS = ( i , j ) -GPS ~ CS; the elements of ( i , j ) -PS are called (i,j)-P-systems. 
It is easy to see that (1, 6)-P-systems coincide with Post systems and (2, 5)- 
P-systems with Thue systems. For fixed (i, j), note that if N is a set of (i, j)- 
productions, N -1 is also a set of (i, j)-productions whenever (i,j) e {(1, 4), (2, 5), 
(3, 6)}; but that for (i,j) ~ {(1, 6), (3, 4)}, N -~ is just of the other type. 
7. LES~MA. Let (i,j) e L let X be either the symbol C or P. Then, for every 
C e ( i , j)-GXS, we have t ic  E ( i , j )-GXS, ~C e (i , j)-GXS, 3C e (i , j)-GXS. 
Proof. For every C = (V, S, R) e ( i , j ) -GCS and every fl e{fi, ~}, we have 
~?C = (V, S , ,  R,)  where R, ~ R by definition of/3 and ~. It follows that 
/~C e (i , j)-GCS, ~C ~ ( i , j ) -GCS for every C e (i , j)-GCS. Combining these 
two results, we obtain that ~C ~ ( i , j ) -GCS for every C e (i , j)-GCS. 
For every C ~ ( i , j ) -GPS, we have t ic  e ( i , j ) -GPS, because C,/~C have the 
same sets of productions. 
For every C e (i, j ) -GPS,  there exist V, S, N such that C • (V, S, N u N -1) 
where N is a set of (i, j)-productions. Then Z(S, N tAN -1) = Z(S, N k) N -1) n 
(N" w N -~) = (Z(S, N u N -~) n N)  tA (Z(S, N kJ N -~) n N) -~ by 6. Since, 
Z(S, N k) JV -1) (3 AT is a set of (i, j)-productions, we have ~C = (V,  S, 
Z(S, N w N- l ) )  E CAPS. Thus, for every C e ( i , j )-GPS, we have ~C e ( i , j)-GPS. 
Combining the last two results, we obtain SC E (i, j ) -GPS  for every C ~ (i, j)- 
GPS. 
8. LEMMA. Let (i,j) E land  C = (V,  S, R)  e ( i , j ) -GPS. 
I f  there exists C' = (V,  S', R ' )  ~ CS such that S' C S, R' C R and ~(C ' )  = 
f (C ) ,  then there exists C" = (V,  S", R")  e ( i , j ) -PS such that S" C S, R" C_ R, 
a,~,{ ~(c") = s(c). 
Pro@ We put S" = S', R" = R' td (R')-I; clearly, the sets V, S", R" are 
fillite and R" is closed. There exists a set N _C R of (i, j)-productions uch that 
R = N k) N -1. It follows that R" = R' kJ (R') -1 _C_C R k) R -1 = R because R 
is closed. Further, R" = R" n R = R" n (N  ~d N -a) = (R" n N)  w (R" n N)  -1 
by 6 and R" n N is a set of (i,j)-productions. It follows that (V,  S", R") e 
( i , j)-PS. 
We have S'_CS"_CS, R ' _CR"CR which implies 5~( (V ,S ' ,R ' ) )C  
f ( (V ,  S", R")) C ~°((V, S, R)), and therefore ~(C ' )  = ~(C" )  = ~(C) .  
9. THEOREM. Let (i, j)  ~ I, let X be either the symbol C or P, C = (If, S, R)  
( i , j)-GXS. Then the following assertions are equivalent. 
(i) ~c  ~ ( i , / ) -xs .  
(ii) 3Cc  CS. 
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(iii) There exists C' = (V, S', R'} ~CS such that S' C_ S, R' C R, and 
Se(C') = ~(C).  
(iv) There exists C" = (V, S', R')  ~ (i,j)-XS such that S" C S, R" ~ R, 
and ~(C ' )  = ~e(c). 
Proof. Since (i, j)-XS C CS, the condition (i) implies (ii). The condition (ii) 
implies (iii) by 2. If X ~ C and (iii) holds, then R' _C R implies C' ~ (i,j)-CS = 
(i, j)-XS and (iv) holds for C" =- C'. If X = P and (iii) holds, then (iv) holds 
by 8. If (iv) holds, then 8C e CS by 2; since 3C ~ (i,j)-GXS by 7, we obtain 
8C m (i,j)-XS which is (i). 
Let (V, L) be a language, (i, j) 61 be fixed. We put 
eli(V, L) = {r; r E C(V, L) and r is an (i,j)-produetion}, 
Plj( V, L) = {r; r E C(V, L) n (C(V, L)) -a and either  or r -1 is an (i,j)-production}. 
10. L~MA. Let (V,L) be a language, (i,j) eL  let X be either the symbol C 
or P. Then the following assertions hold. 
(i) (V,L,  Xij(V,L)) e (i,j)-GXS and £#((V,L, Xij(V,L))) = L. 
(ii) If<V, S, R) ~ ( i , j)-GXS generates ( V,L ), then S C_L and R C_ Xij(V,L). 
Proof. (1) Clearly, L C_ £~<V,L, X~j(V,L))). Since X~j(V,L) C C(V,L), we 
have ~(<V, L, X~j(V, L))) C ~(<V, L, C(V, L))) = L by 3(i). Thus, 5¢(<V, L, 
x , j (v ,  L)) )  = ~t. 
If X ~- C, then, clearly, (V,L,  X~(V,L)) q (i,j)-GXS. 
Suppose X ~ P. Let N be the set of all (i,j)-productions on V. Then 
Pij(V, L) = (N t.) N -1) n C(V, L) n (C(V, L)) -~ is a closed set because N w N -1 
and C(V, L) c) (C(V, Z)) -a are closed; further, P~j(V, L) -~ (C(V, L) n 
(C(V, L)) -~ n N) u (C(V, L) n (C(V, L)) -~ c~ N) -a by 6 and C(V, L) n 
(C(V, L)) -I n N is a set of (i, j)-productions. It follows that (V, L, Pij(V, L)) 
(i,j)-GPS, i.e., (V, L, X~j(V, L)) E GXS. 
We have proved (i). 
(2) If (V, S, R) E (i,j)-GXS generates (V,L), then S C_L, R C C(V,L) 
by 3(ii). 
I fX  = C, then any production of R is an (i,j)-production and R C C~j(V, L) = 
X~(V, L). 
If X ~ P, then there exists a set M of (i,j)-productions such that R = 
/1//k) M -~. Thus, if r c R, then r ~C(F-, L) and r-a6 R which implies r -1 
C(V,L). Clearly, either or r -1 is an (i,j)-production. Thus, r ~ Pi~(V, L) and 
we have R C P~(V, L) = X~j(V, L). 
We have proved (ii). 
11. THeoReM. Let (V,L) be a language, (i,j) ~I, let X be either the symbol C 
or P. Then the following assertions are equivalent. 
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(i) (V, L) is generated by a C ~ (i, I)-XS. 
(ii) S(V,L ,  Xo(V,L)} ~CS.  
(iii) ~(V,L,  X i j (V,L) )  ~ ( i , j ) -XS. 
Proof. Since (i , j)-XS _CCS, the condition (iii) implies (ii). By 10(i), 
(V ,L ,  Xi~(V, L)} ~ ( i , j ) -GXS and it generates (V,L).  If (ii) holds, we obtain 
S(V,L ,  X i j (V ,L ) )~( i , j ) -XN by 7 and it generates (V,L) by 1. Thus, (ii) 
implies (i). If (i) holds, then there exists C = (/7, S, R} ~ (i , j)-XS generating 
(V,L).  By 10(ii), we have S _CL and R _C X~j(V,L). By 10(i), it follows that 
:~((g ,  L, X~5 (V, L)}) = L = ~4~((g, S, R}). By 9, it implies S(V, L, Xz;(lf, L)} 
(i, j ) -XS which is (iii). 
5. EXAMPLES 
Knowing the properties of the set Cij(V, L) for a language ( V, L) and a fixed 
(i,j) ~I, we conclude, on the basis of our theorems, whether (V,L) can be 
generated by an (i,j)-system or not. 
12. EXAMPLE. Let us have V = {a, b}. We put Zi = A. If n ) 1, x 1 , x 2 ,..., 
x ,  e V, and x = xlx 2 "" x , ,  then we put 2 = x=x~__ 1 "" x l .  We define L = 
{x2; x ~ V*}; strings inL will be said to be symmetrical. For the language (V, L), 
we have proved in Novot@ (1972) (cf. 3.18) that (A, x=, A, A, xb, A) e C2~(V, L) 
implies xz = x~. It follows that s *~ z (C=5(V, L)) implies s = z. Thus, B(L, 
C25 (If, L)) = L is an infinite set. Since 3( V, L, C25(V, L)} = (V, B(L, C25 (V, L)), 
Z(B(L, C25(V, L)), C25(V, L))}, we obtain ~( V, L, C25(V, L)} 6 CS. By 11, it 
follows that (V, L) is generated by no (2, 5)-system. 
On the other hand, we put S = {A, a z, b2}, R = {(a, A, a, a S, A, aZ), (a, A, a, 
ab, A, ha), (b, A, b, b~, A, ~b), (b, A, b, b~, A, b~)}, C = < V, S, R). 
Clearly, all strings in S are symmetrical. If s is a symmetrical string, z e V* 
and s ~ z (R), then it is easy to see that z is also symmetrical. Thus, ~(C)  
contains only symmetrical strings. But, for any symmetrical string z, we can 
easily find an s e S and an s-derivation of z in R. Thus, ~(C)  is the set of all 
symmetrical strings and C generates (V, L). 
Knowing whether a language (V, L) can be generated by an (i,j)-system for 
a fixed (i,j) e I ,  we can decide, on the basis of our theorems, whether 8(V,L,  
ei j (v ,  L)} is a combinatorial system or not, i.e., the last generalized combinatorial 
system can be tested without having been constructed. This is illustrated by the 
following example. 
13. EXAMPLE. Let V = {a, b}, L ={amb*"; m ~ 1}. We put S = {ab}, 
R = ((A, ab, A, A, a~b z, A)}. It is easy to see that C = (V, S, R} is a (2, 5)- 
system generating (V, L). 
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Suppose the existence of a (1, 4)-system C' = (V ,  S ' ,  R ' )  generating (V, L) .  
We put N ---- max{[ r [; r E R '}  and we take an n > AT. Then anb ~* eL .  Thus, 
there exist s e S', p /> 0, and t o , tl ,..., t~ in V* such that s = to, t~ = a~b ~, 
and t¢_~ ~ t¢ (R ' )  for i ~ 1, 2,..., p. We have t~_ 1 ~ t~ (R'). Thus there exists 
(x l  , A ,  A ,  x 4 , A ,  A )  ~ R '  and u e V* such that x lu  - -  t~- i ,  x4u = t~ . We have 
ix41 ~<N<n- - - -  ]a ~[. It  follows that u =a¢b n for some q >0.  Hence, 
xlaeb ~ ---- t~_ 1 eL  which implies x 1 = a '~-e and t~_ 1 = anb ~ ~- t~.  By induction, 
we prove a'~b ~ ~ t o = s ~ S ' ;  thus, anb ~ e S '  for any n > N. I t  follows that S'  
is infinite which is a contradiction. 
Thus, there exists no (1,4)-system generating (V ,L ) .  By 11, we obtain 
~< v, L, C~(V, L)> ¢ CS. 
I t  follows from our examples that the class of languages generated by all right 
regular systems does not include the class of languages generated by all semi- 
Thue systems and that the latter is properly included in the class of languages 
generated by all combinatorial systems. 
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