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Abstrakt
Umele´ neuro´nove´ siete predstavuju´ paralelne´ syste´my. Ta´to cˇast’ umelej inteligencie je
sta´le sku´mana´. Neuro´nove´ siete su´ definovane´ ako maly´ vy´pocˇtovy´ procesor. Tieto siete
disponuju´ zna´mkami l’udskej inteligencie, pretozˇe maju´ schopnost’ ucˇenia sa. Ich ciel’om je
simula´cia l’udske´ho mozgu, avsˇak vytvorenie siete so vsˇetky´mi schopnost’ami je vzhl’adom
k pocˇtu neuro´nov a prepojen´ı nemozˇne´. Preto su´ simulovane´ len niektore´ aspekty l’udske´ho
myslenia. Mojou u´lohou bolo vytvorit’ simula´tor a ladiaci na´stroj pre tieto siete. Program
mal umozˇnˇovat’ krokovanie algoritmu pre ucˇenie siete. Taktiezˇ ciel’om bolo implementovat’
editor, ktory´ by umozˇnil vytvorenie a edita´ciu neuro´novej siete.
Kl´ıcˇova´ slova
umele´ neuro´nove´ siete, simula´tor, objektovo orientovane´ programovanie, Java, krokovanie
algoritmu, ucˇenie, umela´ inteligencia
Abstract
Artificial neural networks represent computational parallel systems. This part of artificial
intelligence is still researched. Basically neural network is the set of neurons, which are
connected together. These networks have aspects of human intelligence, because they have
an ability to learn. Their main goal is to simulate human brain, but creating such a network
with large number of neurons and connections between them is impossible. They simulate
some parts of human thinking. My task was to create visual simulator and debugger of these
networks. The program was supposed to have a choice to debugging and stepping the algo-
rithm for learning. My goal was also to implement editor, which allows creating and editing
neural networks.
Keywords
artificial neural networks, simulator, object-oriented programming, Java, debugging of al-
gorithm, learning, artificial intelligence
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Kapitola 1
U´vod
Projekt sa zaobera´ problematikou neuro´novy´ch siet´ı. Su´ to matematicke´ modely nervovej
su´stavy zˇivy´ch organizmov. Modely maju´ napodobnit’ paralelizmus a vy´pocˇtovu´ silu l’ud-
ske´ho mozgu. Spadaju´ do odvetvia umelej inteligencie.
Mojou u´lohou v tomto bakala´rskom projekte bolo navrhnu´t’ a implementovat’ knizˇnicu
pre pra´cu s neuro´novy´mi siet’ami. Presˇtudoval som roˆzne druhy topolo´gi´ı a typy. Pre moju
pra´cu som si vybral viacvrstvove´ dopredne´ siete.
Nad knizˇnicou bola realizovana´ aplika´cia s graficky´m rozhran´ım. Aplika´cia slu´zˇi ako edi-
tor a simula´tor. Simula´cia umozˇnˇuje animovat’ alebo krokovat’ vy´pocˇet siete alebo algorit-
mus ucˇenia siete. Meto´du ucˇenia som zvolil najpouzˇ´ıvanejˇs´ı algoritmus - meto´du spa¨tne´ho
sˇ´ırenia chyby a jeho tri modifika´cie. Aplika´cia bola vyvinuta´ hlavne pre vy´ukove´ u´cˇely.
Vd’aka krokovaniu algoritmov a graficke´mu zna´zornˇovaniu jednotlivy´ch u´konov je mozˇne´
demonsˇtrovat’ ako tieto siete funguju´. V editore je poskytnuta´ znacˇna´ vol’nost’ pri vytva´ran´ı
siete, takzˇe je mozˇne´ s ty´mto roˆzne experimentovat’.
V d’alˇs´ıch kapitola´ch som zhrnul poznatky a teo´riu viacvrstvovy´ch neuro´novy´ch siet´ı.
Pop´ısany´ je aj na´vrh a implementa´cia simula´tora.
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Kapitola 2
Neuro´n
V tejto kapitole bude pop´ısane´, cˇo je to neuro´n, ako sa modeluje biologicky´ neuro´n a ak-
tivacˇne´ funkcie neuro´nu. Pre popis neuro´nu som vycha´dzal z [6] a popis jednotlivy´ch funkci´ı
som cˇerpal z predna´sˇiek [8].
2.1 Model neuro´nu
Neuro´n je sˇpecia´lnym typom nervovej bunky v organizme. Tieto bunky su´ prevazˇne urcˇene´
na efekt´ıvne ovla´danie organizmu. Neuro´n sa sklada´ z tela bunky, ktore´ je zabalene´ v mem-
bra´ne. Dˇalej obsahuje vstupy (dendrites) a vy´stupy (axons). Vy´stup neuro´nu je rozvetveny´
a je spojeny´ so vstupmi druhy´ch neuro´nov pomocou synopticky´ch va´h. Na obra´zku 2.1 je
zna´zorneny´ biologicky´ neuro´n s popisom jeho cˇast´ı.
Vstupne´ signa´ly sa limituju´ va´hou jednotlivy´ch vstupov a na´sledne vstupuju´ do tela
neuro´nu. V tele bunky sa signa´l spracuje. Po spracovan´ı je generovany´ vy´stupny´ signa´l,
ktory´ ide cez axon azˇ k synapticky´m va´ham. Cez synapticke´ va´hy je signa´l transformovany´
do nove´ho vstupne´ho signa´lu d’alˇs´ıch neuro´nov. Tento signa´l moˆzˇe byt’ pozit´ıvny alebo
negat´ıvny, za´vis´ı na type synapsie.
Obra´zek 2.1: Biologicky´ neuro´n
Na podnet biologicky´ch neuro´nov boli navrhnute´ ich matematicke´ modely. Tieto modely
maju´ schopnost’ ucˇit’ sa a zobecnˇovat’ predcha´dzaju´ce sku´senosti. Vykazuju´ teda zna´mky
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l’udskej inteligencie. Toto je zrejme doˆvod, precˇo sa stali pozornost’ou mnohy´ch laikov ale
i odborn´ıkov. [2].
• Prvy´ forma´lny model uviedli McCulloch a Pitts (1943), ktory´ skombinovali neuro-
fyziolo´giu a matematiku. Uka´zali ako moˆzˇe byt’ pomocou excitacˇny´ch, inhibicˇny´ch
hra´n a prahu zostrojena´ sˇiroka´ sˇka´la neuro´nov. Model pracuje s diskre´tnym cˇasom.
Na obra´zku 2.3 je uka´zane´ ako moˆzˇu byt’ nastavene´ va´hy a prah neuro´nu, aby reali-
zovali logicke´ funkcie AND, OR a NOT [1].
• Umely´ neuro´n (obra´zok 2.2) pr´ıjme mnozˇinu vstupny´ch signa´lov, ktore´ su´ zvycˇajne
vy´stupmi iny´ch neuro´nov. Kazˇdy´ vstup ma´ urcˇitu´ va´hu, ktory´ urcˇity´m spoˆsobom
ovplyvnˇuje vstupny´ signa´l – analo´gia neuro´novy´ch synapsi´ı. Tieto hodnoty su´ d’alej
spracovane´ v tele neuro´nu, kde sa zvycˇajne nacha´dzaju´ funkcie. Prva´ funkcia je tzv.
ba´zova´ funkcia. Druhou funkciou je aktivacˇna´ funkcia (kapitola 2.4). Hodnota je spra-
covana´ a vy´stupom tejto funkcie je tzv. aktivita neuro´nu (jeho hodnota).
Obra´zek 2.2: Umely´ neuro´n
Dˇalej by som doplnil, zˇe podl’a [8] existuju´ dva druhy ba´zovy´ch funkci´ı:
• linea´rne ba´zove´ funkcie LBF, napr´ıklad u =
n∑
i=1
xiwi
• radia´lne ba´zove´ funkcie RBF, napr´ıklad u = ‖~x− ~w‖ =
√
n∑
i=1
(xi − wi)2,
kde u je aktivita pocˇ´ıtane´ho neuro´nu, n je pocˇet vstupny´ch signa´lov vstupuju´cich
do neuro´nu a wi je i-ta´ va´ha prepojenia. Premenna´ xi potom uda´va hodnotu vstupne´ho
signa´lu.
2.2 Aktivacˇne´ funkcie
Neuro´ny su´ za´kladnou vy´pocˇtovou jednotkou v neuro´novy´ch siet’ach. Je to druh jednodu-
che´ho procesoru, ktory´ pr´ıjme va´hovany´ su´cˇet vstupny´ch signa´lov, aplikuje na ne nelinea´rnu
funkciu (nie nevyhnutne linea´rnu), ktora´ sa nazy´va aktivacˇna´. Je to uskutocˇnene´ predty´m
ako neuro´n odosˇle vy´stupny´ signa´l k d’alˇs´ım neuro´nom [3].
Aktivacˇne´ funkcie sa delia na:
• nespojite´ (sekcie 2.2.3, 2.2.4)
• po cˇastiach spojite´ (sekcie 2.2.1, 2.2.2)
• spojite´
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Obra´zek 2.3: McCullochov a Pittsov neuro´n. (a) Neuro´n “vystrel´ı” v cˇase t+1 iba v pr´ıpade,
zˇe jeho aktua´lna hodnota je va¨cˇsˇia alebo rovna´ prahu v cˇase t. (b) Nastavenie va´h a prahu,
aby neuro´n fungoval ako hradlo AND - vy´stup je 1 v pr´ıpade, zˇe oba vstupy su´ 1 (c) Hradlo
OR - vy´stup je 1 ak jeden zo vstupov je 1 (d) Hradlo NOT - vy´stup neuro´nu je 1 len ak
vstup je 0. Obra´zok bol prevzaty´ z [1].
V tejto podkapitole si predstav´ıme aktivacˇne´ funkcie, ktore´ som pouzˇil v aplika´cii. Exis-
tuje viacero aktivacˇny´ch funkci´ı, ktore´ je mozˇne´ pouzˇit’. V pr´ıpade pouzˇitia linea´rnej ba´zovej
funkcie su´ najvhodnejˇs´ımi tie, ktore´ splnˇuju´ nasleduju´ce podmienky:
lim
x→−∞(x) = 0 (2.1)
lim
x→∞(x) = 1 (2.2)
kde x je hodnota vstupne´ho signa´lu.
V d’alˇs´ıch cˇastiach budeme predpokladat’, pouzˇitie linea´rnej ba´zovej funkcie,
u =
n∑
i=1
xiwi (2.3)
kde n je pocˇet vstupov konkre´tneho neuro´nu, xi je hodnota vstupu i a wi je i-ta´ va´ha.
2.2.1 Po cˇastiach linea´rna funkcia
Predpis tejto funkcie je dany´ vzt’ahom 2.4. Na obra´zku 2.4 (a) je zna´zorneny´ priebeh.
Nazy´va sa tiezˇ rampova´, pretozˇe ako z obra´zka vidiet’, ma´ tvar rampy.
ynove´ =

a pre u < c
b pre u > d
a+ (b−a)(u−c)d−c pre c ≤ u ≤ d
(2.4)
Parameter u je vy´stup linea´rnej ba´zovej funkcie (rovnica 2.3), a je minima´lna hodnota
grafu, b je maxima´lna hodnota grafu, c je hodnota x-ovej osi, od ktore´ho zacˇ´ına funkcia
stu´pat’ a parameter d je hodnota, po ktoru´ funkcia stu´pa.
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Obra´zek 2.4: Aktivacˇne´ funkcie: (a) po cˇastiach linea´rna funkcia, (b) signum (skokova´), (c)
sigmoida´lna, (d) hyperbolicky´ tangens a (e) cˇiastocˇne linea´rna/cˇiastocˇne spojita´
2.2.2 Skokova´ funkcia (signum)
Skokova´ funkcia (signum) je dana´ vzt’ahom 2.5. Na obra´zku 2.4 (b) je zna´zorneny´ priebeh
s hodnotami konsˇta´nt: a = −1, b = 1, θ = 0,5.
ynove´ =

a pre u < θ
b pre u > θ
ystare´ pre u = θ
(2.5)
Parameter funkcie a je spodna´ hodnota grafu, parameter b naopak uda´va hodnotu hornej
cˇasti grafu. Symbol θ je hodnota x-ovej osy, odkial’ funkcia zmen´ı svoju hodnotu a u je opa¨t’
definovane´ ako v rovnici 2.3.
2.2.3 Sigmoida´lna funkcia
Sigmoida´lna funkcia patr´ı medzi spojite´ funkcie. Je to jedna z najpouzˇ´ıvanejˇs´ıch aktivacˇny´ch
funkci´ı pre neuro´nove´ siete. Jej predpis ma´ tvar 2.6. Avsˇak premenne´ a, b, c maju´ cˇasto
hodnoty a = 0, b = 1, c = 0 (zjednodusˇeny´ predpis 2.7). Pre tieto hodnoty ma´ graf tvar
uvedeny´ na obra´zku 2.4 (c). Parameter λ urcˇuje ostrost’ (sklon) funkcie. Tieto parametre
su´ nejake´ vhodne zvolene´ konsˇtanty.
y = a+
b− a
1 + e(−λu +c)
(2.6)
y =
1
1 + e(−λu)
(2.7)
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2.2.4 Hyperbolicky´ tangens
Hyperbolicky´ tangens je opa¨t’ d’alˇsou spojitou funkciou, pouzˇ´ıvanou v neuro´novy´ch siet’ach.
Funkcia tanh(u) je definovana´ ako 2.8, jej graf je vykresleny´ na obra´zku 2.4 (d).
y = tanh(u) =
sinh(u)
coshu
=
eu − e−u
eu + e−u
(2.8)
2.2.5 Po cˇastiach linea´rna/spojita´ funkcia
V aplika´cii bola pouzˇita´ esˇte jedna aktivacˇna´ funkcia 2.9 (obra´zok 2.4 (e)), ktora´ bola
uvedena´ v zdroji [4], v pr´ıkladoch na precvicˇenie.
ynove´ =

0 pre u ≤ 0
2u2 pre 0 ≤ u ≤ 0.5
1− 2(u− 1)2 pre 0.5 ≤ u ≤ 1
1 pre u ≥ 1
(2.9)
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Kapitola 3
Umela´ neuro´nova´ siet’
Ta´to kapitola ma´ za ciel’ predstavit’ neuro´nove´ siete. Popisuje sˇtruktu´ru neuro´novy´ch siet´ı
a vyuzˇitie v praxi. Podklad k textu som cˇerpal zo zdroju [4]. Pr´ıpadne´ ine´ pouzˇite´ zdroje
boli citovane´ priamo za textom, ktory´ bol prebraty´.
3.1 Neuro´nove´ siete obecne
Pocˇ´ıtacˇe su´ programovane´, aby riesˇili urcˇite´ proble´my, pouzˇ´ıvaju´c sekvencˇne´ algoritmy.
Narozdiel od nich l’udsky´ mozog pouzˇ´ıva mas´ıvnu siet’ paralelny´ch vy´pocˇtovy´ch elemen-
tov zvany´ch neuro´ny(2.1). Vel’ky´ pocˇet prepojen´ı spa´jaju´cich tieto elementy produkuje
vel’mi mocnu´ schopnost’ ucˇenia sa. Vedci motivovany´ ty´mto vel’mi efekt´ıvnym biologicky´m
vy´pocˇtovy´m modelom sa desat’rocˇia poku´sˇali zostrojit’ podobne´ vy´pocˇtove´ syste´my. Syste´my,
ktore´ by umozˇnˇovali spracovat’ informa´cie zalozˇene´ na tomto princ´ıpe. Tieto syste´my sa
nazy´vaju´ umele´ neuro´nove´ siete[3].
Neuro´nove´ siete su´ povazˇovane´ za tzv. “cˇierne skrinky” (black boxes). Ich hlavnou
vy´hodou oproti von neumanovskej architektu´ry je schopnost’ ucˇit’ sa a adaptovat’. Na rozdiel
od algoritmov a funkci´ı, nie je definovany´ presny´ postup riesˇenia proble´mu. Siet’ sama
prispoˆsobuje svoje va´hy v adaptacˇnom procese, pri ktorom sa ucˇ´ı zo vzorovy´ch pr´ıkladov
[2].
3.2 Sˇtruktu´ra neuro´novy´ch siet´ı
Sˇtruktu´ra (topolo´gia) odpoveda´ zoradeniu a organiza´cii uzlov zo vstupnej vrstvy k vy´stupnej
vrstve. Spoˆsob aky´m su´ neuro´ny a prepojenia usporiadane´ vo vrstva´ch danej neuro´novej
siete urcˇuje jej topolo´giu. Vy´ber pouzˇitia urcˇitej topolo´gie je zalozˇeny´ na proble´me, ktory´
ma´ riesˇit’.
Za´kladne´ delenie siet´ı je na jednovrstvove´ a viacvrstvove´. Jednovrstvove´ siete (3.2.2.a)
doka´zˇu riesˇit’ proble´my, ktore´ su´ linea´rne oddelitel’ne´. Ovel’a va¨cˇsˇiu vy´pocˇtovu´ silu maju´
viacvrstvove´ siete (3.2.2.b,c). Tieto siete obsahuju´ jednu alebo viac skryty´ch vrstiev (teo-
reticky stacˇ´ı jedna skryta´ vrstva). Nazy´vaju´ sa skryty´mi, pretozˇe ich vstupy a vy´stupy nie
su´ pr´ıstupne´ z vonkajˇsieho sveta. Definovane´ su´ dva vektory. Vstupny´ vektor pre vstupnu´
vrstvu a pozˇadovany´ vy´stupny´ (poslednu´ vrstvu siete).
Dˇalej sa budem zaoberat’ len viacvrstvovy´mi topolo´giami, pretozˇe boli predmetom mojej
pra´ce. Zna´me sˇtruktu´ry viacvrstvove´ho rozlozˇenia su´ dopredne´ a rekurentne´ architektu´ry
(3.2.3).
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3.2.1 Acyklicka´ siet’
Ta´to siet’ je podmnozˇinou vrstvovy´ch siet´ı. Acyklicke´ siete nemaju´ prepojenia neuro´nov
v ra´mci jednej vrstvy. Iny´mi slovami prepojenia moˆzˇu existovat’ len medzi uzlom vo vrstve
i a druhy´m uzlom vo vrstve j pre i < j, ale prepojenia pre i = j nie su´ povolene´ (tak je to
vo vrstvovy´ch siet’ach).
Vy´pocˇtovy´ proces v acyklickej sieti je ovel’a jednoduchsˇ´ı nezˇ s ty´mi siet’ami, ktore´ ob-
sahuju´ cykly a vza´jomne´ prepojenia vo vrstve. Siete, ktore´ nie su´ acyklicke´ su´ povazˇovane´
za rekurentne´ siete 3.2.3.
3.2.2 Dopredna´ siet’
Obra´zek 3.1: Typicke´ sˇtruktu´ry dopredny´ch neuro´novy´ch siet´ı, (a) viacvstupova´, jed-
novrstvova´ s jedny´m vy´stupom, (b) viacvstupova´, jeden vy´stup, jedna skryta´ vrstva (c)
viacvstupova´, viacvy´stupova´ s jednou skrytou vrstvou
Dopredne´ siete su´ podmnozˇinou acyklicky´ch siet´ı. Siet’ sa sklada´ z prepojeny´ch uzlov
z vrstvy i len s uzlami vo vrstve i+ 1.
Vy´stup siete vzˇdy za´vis´ı len od konkre´tneho vstupu, neberie ohl’ad nad predcha´dzaju´ce
vstupy. Pouzˇ´ıva sa aj modifika´cia ty´chto siet´ı, ktory´ch vy´stup za´vis´ı na predcha´dzaju´cich
hodnota´ch. Vstup z predcha´dzaju´ceho vy´pocˇtu sa prilozˇ´ı opa¨t’ na vstup spolu s novy´m
vstupny´m vektorom. Viac o ty´chto siet’ach je mozˇne´ nasˇtudovat’ v ty´chto kniha´ch [4, 6, 3].
Tieto siete su´ zvycˇajne strucˇne pop´ısane´ sekvenciou cˇ´ısiel, ktore´ urcˇuju´ pocˇet uzlov
v kazˇdej vrstve. Napr´ıklad ta´to sekvencia cˇ´ısiel 3-2-3-2 reprezentuje doprednu´ siet’, ktora´
pozosta´va z troch vstupny´ch uzlov vo vstupnej vrstve, dvoch neuro´nov v prvej skrytej
vrstve, troch neuro´nov v druhej skrytej vrstve a dvoch neuro´nov vo vy´stupnej vrstve.
Dopredne´ siete zvycˇajne s nie viac ako sˇtyrmi taky´mito vrstvami patria medzi bezˇne
pouzˇ´ıvane´ neuro´nove´ siete. Pod pojmom “neuro´nove´ siete” va¨cˇsˇina uzˇ´ıvatel’ov rozumie pra´ve
len dopredne´ siete. Na obra´zku 3.2.2 su´ zna´zornene´ viacvrstvove´ dopredne´ siete (b, c).
V nasleduju´com texte, budeme povazˇovat’ za dopredne´ siete vsˇetky siete, ktore´ sa nedaju´
povazˇovat’ za rekurentne´ (teda aj acyklicke´). Tento pojem vyjadruje smer sˇ´ırenia sa signa´lu
(smerom vpred od vstupu k vy´stupu).
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3.2.3 Rekurentna´ siet’
Ta´to topolo´gia je jednou zo siet´ı, ktore´ sa pouzˇ´ıvaju´ na predikciu. Rekurentne´ siete moˆzˇu
pozosta´vat’ z prepojen´ı z vy´stupnej vrstvy do skryty´ch vrstiev a/alebo do vstupnej vrstvy.
Povolene´ su´ prepojenia v ra´mci jednej vrstvy a taktiezˇ spojenia medzi skryty´mi vrstvami.
Vel’a druhov rekurentny´ch siet´ı bolo navrhnuty´ch, za´visiac na podstate proble´mu, ktore´mu
boli adresovane´.
Obra´zek 3.2: Pr´ıklad rekurentnej neuro´novej siete
Nazacˇiatku ma´ siet’ definovany´ pocˇiatocˇny´ stav. Cez spa¨tne´ va¨zby, ktore´ sa vyskytuju´
v tejto topolo´gii, sa sˇ´ıria v cˇase t hodnoty neuro´nov z cˇasu t− 1. Ty´mto je dosiahnute´, zˇe
su´cˇasny´ stav siete je ovplyvneny´ predcha´dzaju´cimi vstupny´mi vektormi.
Jednoduchy´ pr´ıklad, kedy potrebujeme, aby sme pre konkre´tny vstup mali viacero
vy´stupov je jednoduchy´ konecˇny´ automat1. Na obra´zku 3.3 je pr´ıklad take´hoto automatu.
Stav S je sˇtartovac´ı bod a F je naopak koncovy´ stav. Cˇ´ıslo pred lomı´tkom znacˇ´ı vstup,
cˇ´ıslo za lomı´tkom koresˇponduju´ci vy´stup. Ak sa nacha´dzame v stave S a vstupom je 0
vy´stup je 0. Avsˇak ak sa dostaneme do stavu F a pr´ıde na vstup 0 vy´stupom je uzˇ 1. Ak by
sme chceli naucˇit’ neuro´novu´ siet’, aby doka´zala simulovat’ taky´to automat, museli by sme
pouzˇit’ niektoru´ vhodnu´ z rekurentny´ch topolo´gi´ı, pretozˇe pre jeden vstup moˆzˇeme mat’ viac
vy´stupov (konkre´tne 2).
3.3 Vyuzˇitie v praxi
• Klasifika´cia objektov do urcˇitej triedy (jednou z viacery´ch definovany´ch) je doˆlezˇity´m
za´kladom rozpozna´vania cˇ´ısiel z obra´zku, rozpozna´vania recˇi. K dispoz´ıcii ma´me
tre´novaciu mnozˇinu, ktora´ obsahuje uka´zˇkove´ vzory, ktore´ su´ za´stupcami jednotlivy´ch
tried. Pouzˇit´ım tejto mnozˇiny si neuro´nova´ siet’ vydedukuje pravidla´, ktore´ rozhodnu´
o cˇlenstve objektu danej triedy. Napr´ıklad kazˇdy´ vy´stup siete predstavuje jednu triedu.
Vstupna´ vzorka je priradena´ k triede i, ak i-ty vy´stupny´ neuro´n vypocˇ´ıtal najva¨cˇsˇiu
hodnotu so vsˇetky´ch vy´stupny´ch neuro´nov, ked’ bola ta´to vzorka prilozˇena´ na vstup
siete. V niektory´ch siet’ach je doˆlezˇite´, aby hodnota vy´stupne´ho neuro´nu prekrocˇila
1Jednoduchy´ neforma´lny popis: Konecˇne´ automaty pozosta´vaju´ zo stavov a z hra´n spa´jaju´ce tieto stavy.
Podl’a vstupu a konkre´tneho stavu sa automat presunie do d’alˇsieho stavu. Viac o automatoch a proble´moch,
ktore´ riesˇia je mozˇne´ nasˇtudovat’ v literatu´re, ktore´ sa nimi zaoberaju´.
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Obra´zek 3.3: Pr´ıklad jednoduche´ho konecˇne´ho automatu
zadany´ prah. Neuro´nove´ siete boli u´spesˇne pouzˇite´ vo vel’kom mnozˇstve prakticky´ch
rozpozna´vac´ıch u´loha´ch, ako napr´ıklad rozpozna´vanie rucˇne p´ısany´ch znakov alebo
analy´za sonarovy´ch a radarovy´ch da´t na zistenie poˆvodu zdroja signa´lu
• Mnoho vy´pocˇtovy´ch modelov moˆzˇe byt’ pop´ısany´ch ako funkcia mapuju´ca vstupne´
vektory na vektory vy´stupne´. Vy´stupy koresˇponduju´ce k nejaky´m vstupny´m vektorom
moˆzˇu byt’ zna´me z tre´novac´ıch da´t, ale nemus´ıme vediet’ matematicku´ funkciu popi-
suju´cu aktua´lny proces, ktory´ generuje vy´stupy zo vstupny´m vektorov. Aproxima´cia
funkci´ı je u´lohou zostrojovania funkcie, ktora´ generuje priblizˇne rovnake´ vy´stupy ako
proces, ktory´ je modelovany´, zalozˇeny´ na dostupny´ch tre´novac´ıch da´tach.
• Existuje vel’a skutocˇny´ch u´loh, ktore´ potrebuju´ predpovedat’ udalosti v budu´cnosti
na za´klade udalost´ı minulosti. Pr´ıkladom moˆzˇe byt’ vy´voj ceny na marketingovom
trhu. Perfektna´ predikcia nie je skutocˇne mozˇna´, ale neuro´nove´ siete moˆzˇu byt’ pouzˇite´
na z´ıskanie rozumne dobrej predikcie v mnohy´ch pr´ıpadoch.
• A esˇte vel’a d’alˇs´ıch ako ovla´danie aplika´ci´ı, optimaliza´cia, riadenie automobilu, pre-
hl’ada´vanie . . .
12
Kapitola 4
Ucˇenie
4.1 Ucˇenie s ucˇitel’om a bez ucˇitel’a
Za ucˇenie neuro´novy´ch siet´ı sa povazˇuje proces, pri ktorom sa menia hodnoty va´h jed-
notlivy´ch prepojen´ı. Po vytvoren´ı siete je dobre´ inicializovat’ vsˇetky va´hy na na´hodne´
hodnoty (v rozmedz´ı od −0, 5 azˇ 0, 5). Ucˇen´ım sa tieto va´hy upravuju´, aby sa dosiahli
pozˇadovane´ vy´sledky (napr´ıklad urcˇity´m vstupom produkovali koresˇponduju´ce vy´stupy).
Neuro´nove´ siete akceptuju´ urcˇitu´ tolerovatel’nu´ chybu. Vel’kost’ tejto chyby za´vis´ı na prob-
le´me, ktore´mu su´ vystavene´.
Schopnost’ ucˇit’ sa je typickou zna´mkou l’udskej inteligencie. Najva¨cˇsˇ´ım proble´mom
pri hodnoten´ı generalizacˇny´ch schopnost´ı neuro´novy´ch siet´ı je urcˇit’ cˇo je to spra´vna gene-
raliza´cia. Napr´ıklad pri urcˇen´ı d’alˇsieho cˇlenu rady 1, 2, 3 · · · , by va¨cˇsˇina l’ud´ı doplnila cˇ´ıslo
4. Avsˇak nejaky´ matematik by si mohol vsˇimnu´t’, zˇe cˇ´ıslo 3 je su´cˇtom predcha´dzaju´cich
dvoch cˇ´ısiel a doplnil by ako d’alˇsie cˇ´ıslo 5. Nie je voˆbec jasne´, ktore´ z uvedeny´ch doplnen´ı
je spra´vnou generaliza´ciou postupnosti. [2]
Algoritmy pre ucˇenie siet´ı sa rozdel’uju´ do dvoch hlavny´ch skup´ın[5]:
1. kontrolovane´ ucˇenie vyzˇaduje “ucˇitel’a”, ktory´ urcˇ´ı zˇelany´ vy´stup k prilozˇene´mu vstu-
pu. Algoritmy pre ucˇenie potom prispoˆsobuju´ vsˇetky potrebne´ va´hy (moˆzˇe byt’ vel’mi
komplikovane´) a cely´ proces sa opakuje pokial’ su´ da´ta siet’ou spra´vne analyzovane´.
2. nekontrolovane´ ucˇenie, ktore´ nevyzˇaduje “ucˇitel’a”, pretozˇe vyprodukuje svoj vlastny´
vy´stup, ktory´ je esˇte d’alej vyhodnoteny´ a spracovany´.
Pr´ıklad [4]:
1. Archeolo´g na´jde l’udsku´ kostru a mus´ı urcˇit’, cˇi patrila zˇene alebo muzˇovi. Vd’aka
predcha´dzaju´cim sku´senostiam z minulosti je mozˇne´ urcˇit’ komu kostra patr´ı. Sku´ma-
nie ty´chto znalost´ı (zvany´ch tre´novacia mnozˇina) dovol’uje archeolo´govi rozpozna´vat’
rozdiel medzi muzˇskou a zˇenskou kostrou. Toto je pr´ıklad ucˇenia sa s ucˇitel’om a vy´sle-
dok tohto procesu moˆzˇe byt’ pouzˇity´ na urcˇenie, cˇi novoobjavena´ kostra patr´ı muzˇovi.
2. Majme inu´ situa´ciu, archeolo´g mus´ı rozhodnu´t’ cˇi skupina u´lomkov z kostry patr´ı tomu
iste´mu dinosaurovi alebo patria roˆznym druhom. Pre tu´to u´lohu nemusia existovat’
zˇiadne predcha´dzaju´ce da´ta, ktore´ jasne urcˇia zˇivocˇ´ıˇsny druh pre kazˇdy´ u´lomok kosti.
Archeolo´g rozhodne, cˇi tieto u´lomky su´ dostatocˇne podobne´ na to, aby patrili jedne´mu
druhu. Ak su´ vel’mi rozdielne rozdel´ı ich do odliˇsny´ch druhov. Tento pr´ıklad popisuje
ucˇenie sa bez ucˇitel’a, ktora´ odhaduje stupenˇ rozdielov medzi jednotlivy´mi u´lomkami.
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Jeden archeolo´g moˆzˇe byt’ presvedcˇeny´, zˇe u´lomky patria k viacery´m druhom, zatial’
cˇo iny´ nemus´ı su´hlasit’ a nie je tu absolu´tne krite´rium na urcˇenie toho, kto ma´ pravdu.
4.2 Meto´da spa¨tne´ho sˇ´ırenia chyby (backpropagation)
Najzna´mejˇs´ı a najpouzˇ´ıvanejˇs´ı algoritmus pre ucˇenie viacvrstvovy´ch dopredny´ch siet´ı je
meto´da spa¨tne´ho sˇ´ırenia chyby, ktoru´ pouzˇ´ıva 80% vsˇetky´ch aplika´ci´ı, ktore´ pouzˇ´ıvaju´
neuro´nove´ siete [2].
Pri d’alˇsom popise algoritmu som sa insˇpiroval z ty´chto zdrojov [3, 4].
Algoritmus je zalozˇeny´ na vy´pocˇte kumulat´ıvnej chyby Ec na vy´stupnej vrstve, vy´pocˇtu
gradientu a sˇ´ırenia chyby do skryty´ch vrstiev. Chyba Ec reprezentuje sumu n sˇtvorcovy´ch
chy´b E(k), kde
E(k) =
q∑
i=1
[(ti(k)− oi(k))2] (4.1)
Predstavuje chybu medzi k-ty´m zˇelany´m vy´stupny´m vektorom t(k) a k-ty´m aktua´lnym
vy´stupny´m vektorom o(k) siete. Index i definuje i-ty´ neuro´n vo vy´stupnej vrstve, ktora´
pozosta´va z q neuro´nov.
Po vypocˇ´ıtan´ı gradientu sa pre kazˇdy´ neuro´n spocˇ´ıtaju´ delty a jednotlive´ va´hy su´ modi-
fikovane´ koresˇponduju´cou deltou. Tento postup je vykona´vany´ iterat´ıvne azˇ po prekrocˇen´ı
urcˇite´ho cˇasu, cˇi pocˇtu itera´ci´ı alebo dosiahnutie chyby akceptovatel’ne malej chyby Ec,
ktora´ je definovana´ ako
Ec =
1
2
n∑
k=1
E(k) (4.2)
Pocˇet vzorov v tre´novacej mnozˇine urcˇuje n. Aby sme minimalizovali chyby Ec alebo
E(k) mus´ıme na´jst’ spra´vne hodnoty va´h. Existuju´ dva pr´ıpady minimaliza´cie:
• aktualiza´cia va´h prebieha azˇ po naucˇen´ı celej tre´novacej mnozˇiny (oﬄine ucˇenie)
• va´hy su´ aktualizovane´ po kazˇdom tre´novacom vzore z mnozˇiny (online ucˇenie)
Pre online ucˇenie plat´ı:
4w(l) = −η∂E(k)
∂w(l)
(4.3)
kde w ja taky´ vektor vsˇetky´ch va´hovy´ch prepojen´ı siete, ktory´ vedie k minimaliza´cii
chyby E(k) a ∂E(k)
∂w(l)
je gradient chyby E(k). Symbol w(l), ktory´ zodpoveda´ vsˇetky´m pre-
pojeniam medzi vrstvou (l) a predcha´dzaju´cou vrstvou (l − 1). Koeficient ucˇenia je dany´
symbolom η, je to male´ pozit´ıvne cˇ´ıslo (obvykle medzi 0 a 1). Koeficient η sa odzrkadl’uje
na konvergencii a stabilite ucˇiaceho algoritmu. Symbol 4w(l) oznacˇuje rozdiel medzi vek-
torom w(l)(k + 1) a w(l)(k), reprezentuju´ca va´hove´ prepojenia smeruju´ce k vrstve (l) po,
respekt´ıve pred pouzˇit´ım tre´novacieho vzoru k.
Pr´ırastok, respekt´ıve u´bytok va´hy prepojenia spa´jaju´ceho bunku j z vrsvty (l − 1)
s bunkou i nacha´dzaju´cou sa vo vrstve l oznacˇ´ıme ako 4w(l)ij . Dˇalej ak o(l−1)j reprezentuje
vy´stup bunky j a hodnota tot(l)i predstavuje sumu vy´stupov vsˇetky´ch predcha´dzaju´cich
buniek z vrstvy (l − 1), ktore´ vstupuju´ do neuro´nu i, moˆzˇeme definovat’:
4w(l) = 4w(l)ij = −η
[∂E(k)
∂o
(l)
i
][ ∂o(l)i
∂tot(l)i
][∂tot(l)i
∂w
(l)
ij
]
(4.4)
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Pre vy´stupnu´ vrstvu (L) je defin´ıcia 4.4 vyjadrena´ ako
4w(l)ij = η[ti − o(L)i ][f ′(tot(L)i )]o(L−1)j (4.5)
kde f ′(tot(L)i ) =
∂f(tot
(L)
i )
∂tot
(L)
i
.
Ked’ oznacˇ´ıme δ(L)i = [ti − o(L)i ][f ′(tot(L)i )] ako chybu signa´lu i-teho neuro´nu vy´stupnej
vrstvy, dostaneme vy´raz pre zmenu va´h vo vy´stupnej vrstve (L):
4w(L)ij = ηδ(L)i oL−1j (4.6)
V pr´ıpade, zˇe aktivacˇna´ funkcia f je sigmoida´lna funkcia, chybovy´ signa´l ma´ tvar:
δ
(L)
i = (ti − o(L)i )o(L)i (1− o(L)i ) (4.7)
Dˇalej sa chyba sˇ´ıri spa¨tne pre ostatne´ vrstvy. Ak vrstva (l) reprezentuje skrytu´ vrstvu
(l < L), vy´pocˇet pre 4w(l)ij je dany´ vzt’ahom:
4w(l)ij = ηδ(l)i ol−1j (4.8)
kde chybovy´ signa´l δ(l)i je teraz vyjadreny´ ako funkcia vy´stupu predcha´dzaju´cej pocˇ´ıtanej
vrstvy (l + 1):
δ
(l)
i = f
′(tot(l)i )
nl∑
p=1
δ(l+1)p w
(l+1)
pi (4.9)
Znova, ak aktivacˇna´ funkcia je sigmoida´lna, δ(l)i je vyjadrena´ ako:
δ
(l)
i = o
(l)
i (1− o(l)i )
nl∑
p=1
δl+1p w
(l+1)
pi (4.10)
Index nl v rovniciach 4.9 a 4.10 znacˇia celkovy´ pocˇet neuro´nov vo vrstve (l + 1), index
i reprezentuje neuro´n vrstvy (l) a index p je neuro´n vrstvy (l + 1). Na´zov algoritmu je
odvodeny´ od toho, zˇe δ(l)i je pocˇ´ıtana´ z δ
(l+1)
p d’alˇsej vrstvy, teda je spa¨tne sˇ´ırena´.
V prvom spomı´nanom pr´ıpade, zvany´m aj ako oﬄine tre´novanie, sa pravidlo pre vy´pocˇet
u´bytku delty pocˇ´ıta ako:
4w(l) = −η ∂Ec
∂w(l)
(4.11)
Vsˇetky predcha´dzaju´ce kroky spomı´nane´ pre vy´pocˇet online tre´novania su´ reproduko-
vane´ na oﬄine ucˇenie tak, zˇe E(k) je nahradene´ Ec. V kazˇdom cykle ako je mozˇne´ vidiet’
z definici´ı 4.5 a 4.6, hodnoty va´h su´ sˇ´ırene´ spa¨tne, zacˇ´ınaju´c vo vy´stupnej vrstve pokracˇuju´c
cez vsˇetky skryte´ vrstvy azˇ po vstupnu´ vrstvu siete. Zatial’ cˇo vel’ka´ hodnota η moˆzˇe zry´chlit’
proces ucˇenia, takisto to moˆzˇe viest’ k oscila´cii.
4.3 Modifika´cia algoritmu
Predcha´dzaju´ci popisovany´ algoritmus pre online ucˇenie sa taktiezˇ nazy´va vanilla backpro-
pagation. Pre tento algoritmus sa pr´ırastok, respekt´ıve u´bytok va´hy prepojenia od bunky i
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k bunke j 4wij(t+ 1) vypocˇ´ıta podl’a vzt’ahu 4.8. Batch backpropagation je naopak na´zov
algoritmu pre oﬄine ucˇenie.
Zdokonaleny´ backpropagation (enhanced backpropagation) je modifika´ciou vanilla algo-
ritmu. Pr´ırastok 4wij(t+ 1) sa pocˇ´ıta ako:
4wij(t+ 1) = ηδjoi + α4wij(t) (4.12)
kde α je tzv. momentum. K aktua´lnemu pr´ırastku v cˇase t sa pripocˇ´ıta pr´ırastok z cˇasu
(t+1), ktory´ je limitovany´ momentom α. Touto u´pravou je mozˇne´ neuro´novu´ siet’ ry´chlejˇsie
adaptovat’.
Dˇalˇsou modifika´ciou algoritmu vanilla je meto´da rozpadania va´h (angl. weight decay):
4wij(t+ 1) = ηδjoi − dwij(t) (4.13)
Rozpadanie va´h prida´va urcˇitu´ penaltu kazˇdej va´he. Ta´to penalta je dana´ predosˇlou
hodnotou va´hy, ktora´ je limitovana´ konsˇtantou d. Tento algoritmus je podmnozˇinou regu-
larizacˇny´ch meto´d. Pravidlo udel’ovania pena´lt penalizuje hlavne va´hy, ktore´ maju´ vel’ke´
hodnoty. Tieto penalty spoˆsobuju´ konvergenciu va´h k maly´m absolu´tnym hodnota´m. Viac
o tomto algoritme je pop´ısane´ v [7].
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Kapitola 5
Na´vrh aplika´cie
5.1 Su´cˇasny´ stav
Bolo navrhnuty´ch a zrealizovany´ch viacero simula´torov pre neuro´nove´ siete. Va¨cˇsˇina z nich
je zlozˇita´ na ovla´danie a pochopenie samotnej aplika´cie. Tieto simula´tory simuluju´ konkre´tny
druh siet´ı. Pre vytvorenie siete sa sˇpecifikuje pocˇet vrstiev a pocˇet neuro´nov. Nestretol som
sa so simula´torom, ktory´ by umozˇnˇoval krokovat’ vy´pocˇet ucˇenia.
Moj´ım ciel’om bolo vytvorit’ aplika´ciu, ktorej ovla´danie bude takmer intuit´ıvne. Vytvore-
nie siete bude pripomı´nat’ kreslenie v grafickej aplika´cii. Vy´sledny´ produkt by mal slu´zˇit’ ako
vy´ukova´ pomoˆcka pre neuro´nove´ siete. Hlavnou u´lohou simula´toru je krokovanie algoritmu
pre ucˇenie siete a graficke´ zna´zornenie jednotlivy´ch u´konov pre l’ahsˇie pohopenie toho ako
siete funguju´.
5.2 Implementacˇny´ jazyk
Pre implementa´ciu bol vybraty´ programovac´ı jazyk Java. Java je cˇisto objektovo orien-
tovany´ jazyk. Zadanie pozˇadovalo prenositel’nost’ a tento jazyk je platformovo neza´visly´.
Pre tvorbu uzˇ´ıvatel’ske´ho rozhrania bola zvolena´ technolo´gia swing. Swing je celkom neza´visly´
na host’ovskom operacˇnom syste´me, pretozˇe svoje komponenty vykresl’uje pomocou Java 2D
api.
5.3 Na´vrh knizˇnice
Knizˇnica bola navrhnuta´ tak, aby poskytovala mozˇnost’ vytvorenia l’ubovol’nej viacvrstvovej
siete. Knizˇnica funguje ako jeden celok. Obsahuje informa´cie o prepojeniach, jednotlivy´ch
va´hach ty´chto prepojen´ı a da´tovy´ch buniek 5.1. Knizˇnica obsahuje meto´dy pre pra´cu s jed-
notlivy´mi bunkami, vrstvami, spojeniami. Navrhnuta´ knizˇnica neobsahuje radia´lne ba´zove´
funkcie, to moˆzˇe byt’ pr´ıpadny´m rozsˇ´ıren´ım.
5.3.1 Neuro´ny a vstupy (bunky)
Neuro´ny museli byt’ patricˇne odl´ıˇsene´ od vstupny´ch jednotiek. Vstupy nesu´ informa´ciu
len o ich aktua´lnej hodnote. Neuro´n predstavuje va¨cˇsˇiu vy´pocˇtovu´ jednotku v sieti. Ob-
sahuje hodnotu vy´stupu, pr´ıpadne je mozˇne´ ukladat’ vy´stupy z roˆznych cˇasovy´ch jednotiek
(pri pouzˇit´ı rekurentnej siete). Kazˇdy´ neuro´n taktiezˇ nesie informa´ciu o svojej aktivacˇnej
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Obra´zek 5.1: Neuro´nova´ siet’ (NeuralNetwork) obsahuje prepojenia (Connection), sche´mu
(NeuralSchema) a algoritmus na ucˇenie siete (Runner).
funkcii, ktora´ modifikuje vy´stup z linea´rnej ba´zovej funkcie. Pri ucˇen´ı je mozˇne´ ukladat’
hodnotu delty, ktorou sa budu´ menit’ jednotlive´ va´hy.
Bunky neobsahuju´ informa´cie o prepojeniach s iny´mi neuro´nmi. Kazˇdy´ neuro´n ma´ svoje
jedinecˇne´ identifikacˇne´ cˇ´ıslo medzi ostatny´mi neuro´nmi. Taktiezˇ vsˇetky vstupy su´ rozl´ıˇsene´
svoj´ım id.
5.3.2 Vrstvy
Siet’ vzˇdy obsahuje vstupnu´ vrstvu, ktora´ obsahuje len vstupy. Ta´to vrstva sa nemus´ı
vytva´rat’, po vytvoren´ı siete je automaticky vytvorena´. Po vstupnej vrstve nasleduje jedna
alebo niekol’ko skryty´ch vrstiev, pricˇom posledna´ skryta´ vrstva sa vzˇdy povazˇuje za vy´stupnu´.
Skryte´ vrstvy a vy´stupna´ vrstva obsahuju´ uzˇ len jednotlive´ neuro´ny.
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Obra´zek 5.2: Reprezenta´cia vrstiev a buniek v NeuralSchema
Podobne ako neuro´ny aj vrstvy maju´ svoje id. Id vrstvy a id bunky su´ neza´porne´
cˇ´ıselne´ hodnoty, ktore´ su´ automaticky generovane´. Jednoznacˇna´ identifika´cia neuro´nu (alebo
vstupu) v konkre´tnej vrstve je dana´ identifika´torom ”i:j”. kde i je id vrstvy a j je id neuro´nu.
5.3.3 Prepojenia
Ako som uzˇ spomı´nal, informa´cie o prepojen´ı siete nie su´ su´cˇast’ou dany´ch buniek. Je mozˇne´
spa´jat’ nielen vrstvu i s vrstvou i+1, ale aj s l’ubovol’nou skrytou alebo vy´stupnou vrstvou,
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aby bolo mozˇne´ vytva´rat’ acyklicke´ a rekurentne´ siete.
Spojenie je urcˇene´ ret’azcom ”id1,id2”, kde id1 je identifika´tor zdrojovej bunky a id2
je ciel’ovy´ uzol. Kazˇde´ prepojenie je potom jednoznacˇne odl´ıˇsitel’ne´ od ostatny´ch, pricˇom
nemoˆzˇu existovat’ dve alebo viac spojen´ı medzi ty´mi isty´mi bunkami.
5.3.4 Ucˇenie
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Obra´zek 5.3: UML diagram algoritmu BackPropagation, vyuzˇitie sˇtyroch konecˇny´ch au-
tomatov pre krokovanie vy´pocˇtu a ucˇenia siete. (Konecˇne´ automaty su´ reprezentovane´
triedami s predponou FA - finite automata)
Ucˇenie je najdoˆlezˇitejˇsou su´cˇast’ou knizˇnice. Knizˇnica bude umozˇnˇovat’ rozsˇ´ırenie a dal’ˇsie
algoritmy ucˇenia. Ucˇenie bude mozˇne´ krokovat’ po jednotlivy´ch u´konoch alebo sa siet’
vypocˇ´ıta bez krokovania kvoˆli ry´chlosti. Pre ucˇenie dopredny´ch siet´ı bol zvoleny´ algorit-
mus spa¨tne´ho sˇ´ırenia chyby a jeho tri modifika´cie popisovane´ v kapitole 4. 4.2.
5.4 Aplika´cia
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Obra´zek 5.4: Hlavne´ okno (MainWindow) obsahuje menu (Menu), panel na´strojov
(ToolPanel), pracovnu´ plochu (Scene) a panel zobrazuju´ci informa´cie o bunka´ch
(ControlPanel).
Hlavne´ okno obsahuje pracovnu´ plochu obsahuju´cou neuro´novu´ siet’. Aplika´cia ma´ dva
rezˇimy. Prvy´ je editacˇny´ mo´d, ktory´ je implicitne spusteny´ pri sˇtarte aplika´cie. Druhy´m
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rezˇimom je simulacˇny´ mo´d, kde prebieha samotna´ simula´cia vy´pocˇtu a ucˇenia siete.
5.4.1 Graficky´ editor
V editacˇnom mo´de obsahuje aplika´cia prvky pre vytvorenie a edita´ciu siete. Pri vytva´ran´ı
a edita´cii siete sa vytva´ra nielen graficka´ podoba, ale na pozad´ı sa tvor´ı da´tova´ (fyzicka´)
podoba siete.
Vrstvy
V tomto mo´de aplika´cia vyuzˇ´ıva funkcie knizˇnice pre vytva´ranie alebo mazanie jednotlivy´ch
vrstiev. Po vytvoren´ı vrstvy je mozˇne´ prida´vat’ l’ubovol’ny´ pocˇet neuro´nov. Prvou vrstvou
je vstupna´ a posledna´ je vzˇdy vy´stupna´ vrstva.
Bunky
Kvoˆli va¨cˇsˇej flexibilite je umozˇnene´ prida´vat’ vstupy na ploche aj do skryty´ch vrstiev. Na po-
zad´ı su´ vsˇak vstupy pridane´ do vstupnej vrstvy, kam patria. Neuro´ny je mozˇne´ presu´vat’
z jednej vrstvy do druhej, pricˇom sa zachovaju´ poˆvodne´ prepojenia s ostatny´mi neuro´nmi
a vstupmi. Je mozˇne´ presu´vat’ aj vstupy, tie su´ vsˇak presu´vane´ len graficky, fyzicky su´ sta´le
vo vstupnej vrstve. Po presunut´ı neuro´nu z jednej vrstvy do druhej sa zmen´ı aj jeho fyzicka´
poloha v sieti, nielen poz´ıcia na pracovnej ploche.
Kazˇde´mu neuro´nu sa po pridan´ı do siete implicitne nastav´ı aktivacˇna´ funkcia, ktora´
bude modifikovat’ vy´stup z ba´zovej funkcie. Po zmene tejto funkcie bude konkre´tny neuro´n
pouzˇ´ıvat’ nastavenu´ funkciu.
Vstupy su´ rozliˇsovane´ ako klasicke´ alebo konsˇtantne´. Klasicky´m vstupom sa men´ı hod-
nota a tieto vstupy su´ pocˇ´ıtane´ ako vstupy od uzˇ´ıvatel’a. Konsˇtantne´ vstupy predstavuju´
sta´le hodnoty. Po nastaven´ı ich konsˇtantnej hodnoty v editacˇnom mo´de, nie je mozˇne´ v si-
mulacˇnom tu´to hodnotu menit’.
Prepojenia
Dˇalej je tu interakt´ıvna mozˇnost’ vytva´rania prepojen´ı medzi jednotlivy´mi uzlami. Vytvo-
ren´ım spojenia sa nastav´ı na´hodna´ hodnota va´hy tohto prepojenia. Kazˇde´ prepojenie sa
viazˇe na urcˇite´ dva uzly. Prepojenie je vektor, ktory´ urcˇuje z ktore´ho uzlu sa vycha´dza
a do ktore´ho uzlu sa vstupuje.
Ukladanie a nacˇ´ıtanie
Po ukoncˇen´ı edita´cie sa da´ neuro´nova´ siet’ exportovat’ do forma´tu XML. Taktiezˇ je mozˇne´
kedykol’vek v editacˇnom mo´de siet’ z XML nacˇ´ıtat’. Editor umozˇnˇuje interakt´ıvnu tvorbu
siete, kde je mozˇne´ odstra´nit’ jednotlive´ vrstvy a l’ubovol’ne vrstvy umiestnˇovat’. Preto
pred ulozˇen´ım siet’e alebo prepnut´ım sa do simulacˇne´ho mo´du je siet’ optimalizovana´. Op-
timaliza´cia spocˇ´ıva v odstra´nen´ı nadbytocˇny´m vrstiev, ktore´ neobsahuju´ neuro´ny a zmena
identifika´torov neuro´nov a vrstiev, aby boli zoradene´ vzostupne.
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5.4.2 Simula´cia
Tre´novacie mnozˇiny
Prepnut´ım do simulacˇne´ho mo´du sa predpoklada´ vytvorenie alebo nacˇ´ıtanie tre´novac´ıch
mnozˇ´ın. Tre´novacie mnozˇiny obsahuju´ jednotlive´ vzory, zlozˇene´ zo vstupne´ho vektoru a zˇe-
lane´ho vy´stupne´ho vektoru. Mnozˇina moˆzˇe obsahovat’ l’ubovol’ny´ pocˇet vzorov a taktiezˇ
aplika´cia moˆzˇe definovat’ viacero tre´novac´ıch mnozˇ´ın. Kazˇda´ mnozˇina ma´ svoje jedinecˇne´
pomenovanie, ktory´m je urcˇena´. Je to aj hlavne kvoˆli prehl’adnosti, vhodny´m pomenovan´ım
mnozˇiny je zrejme´, cˇo obsahuje. Tre´novacie da´ta su´ tvorene´ cˇ´ıslami v pla´vaju´cej desatinnej
cˇiarke.
Krokovanie
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Obra´zek 5.5: Diagram zna´zornˇuju´ci triedy a ich vzt’ahy pre krokovanie a spustenie vy´pocˇtov.
Aplika´cia v simulacˇnom mo´de umozˇnˇuje krokovat’ ucˇenie alebo krokovat’ vy´pocˇet sie-
te. Dˇalej je tu mozˇnost’ zry´chlit’ krokovanie ucˇenia predbehnut´ım jednej itera´cie. Toto
predbehnutie sa vypocˇ´ıta na pozad´ı a nijako sa neanimuje. Ta´to mozˇnost’ bola zahrnuta´
z doˆvodu, zˇe ucˇenie siete je v mnohy´ch pr´ıpadoch vel’mi cˇasovou na´rocˇnou opera´ciou, a tak
pri krokovan´ı jednotlivy´ch u´konov by sa pozˇadovany´ vy´sledok nedosiahol v prijatel’nom
cˇase. Krokovanie jednotlivy´ch u´konov ucˇenia, krokovanie vy´pocˇtu itera´ci´ı a aj krokovanie
vy´pocˇtu siete je mozˇne´ spustit’ ako anima´ciu.
Ucˇenie alebo vy´pocˇet siete je taktiezˇ mozˇne´ spustit’ na pozad´ı. Tento spoˆsob ucˇenia,
respekt´ıve vy´pocˇtu siete je najry´chlejˇs´ı pretozˇe nie je nutne´ si pama¨tat’ jednotlive´ vykonane´
kroky.
Nastavenia
V nastaveniach su´ taktiezˇ aktivacˇne´ funkcie, kde je spr´ıstupnena´ zmena jednotlivy´ch pa-
rametrov funkcie. Aby bolo jasne vidiet’ ako sa funkcia zmen´ı po prestaven´ı parametrov,
je priebeh funkcie a jej deriva´cia vykreslena´ na grafe. Vel’kost’ prijatel’nej chyby, koeficient
ucˇenia, u´bytok koeficientu ucˇenia a d’alˇsie parametre ako aj ry´chlost’ anima´cie je mozˇne´
menit’ v nastaveniach. Dˇalˇsou drobnost’ou je zmena farieb jednotlivy´ch polozˇiek na pracovnej
ploche.
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Obra´zek 5.6: Triedy prezentuju´ce panel nastaven´ı.
Simula´cia
Samotna´ simula´cia algoritmu ucˇenia je graficky zna´zornˇovana´. Jednotlive´ cˇasti algoritmu
su´ vykonane´ a zna´zornene´ na pracovnej ploche, pricˇom informa´cie o aktua´lnom kroku su´
uzˇ´ıvatel’ovi vypisovane´. Ako napr´ıklad rovnica, ktora´ bola pra´va spocˇ´ıtana´, ake´ hodnoty
boli do rovnice dosadene´ a vy´sledok rovnice. Po prejden´ı jedne´ho vzorku sa vyp´ıˇse aktua´lna
chyba. Po aplikovan´ı celej tre´novacej mnozˇiny sa vypocˇ´ıta globa´lna chyba, ktorej priebeh
v cˇase sa zobrazuje na grafe, aby bolo vidiet’ ako sa men´ı stav siete.
Parametre
Naucˇene´ parametre siete (hodnoty jednotlivy´ch va´hovy´ch prepojen´ı) je taktiezˇ mozˇne´ expor-
tovat’ do XML su´boru. Aby pre jednu danu´ siet’ bolo mozˇne´ definovat’ viacero parametrov,
za´visiac na tom cˇo predstavuju´, siet’ a parametre su´ ukladane´ zvla´sˇt’. Majme napr´ıklad siet’,
ktora´ obsahuje dva vstupy a jeden neuro´n vo vy´stupnej vrstve. Tu´to siet’ moˆzˇeme naucˇit’, aby
prezentovali funkcˇnost’ jednotlivy´ch hradiel (AND, OR, XOR). Pre kazˇde´ hradlo budu´ hod-
noty parametrov roˆzne, takzˇe pre jednu konkre´tnu siet’ ma´me viacero nastaven´ı. Ukladan´ım
zvla´sˇt’ do su´borov sa vyhneme redundancii da´t, ktora´ by vznikla viacna´sobny´m ulozˇen´ım
siete. Aby potom bolo mozˇne´ nacˇ´ıtat’ parametre pre tu´ siet’, pre ktoru´ boli vytvorene´,
vypocˇ´ıta sa hesˇ konkre´tnej siete. Hesˇ sa pocˇ´ıta z umiestneny´ch neuro´nov v konkre´tnej
vrstve a z prepojen´ı medzi uzlami s resˇpektom na poradie siete.
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Kapitola 6
Implementa´cia
Sˇtruktu´ra aplika´cie sa sklada´ z troch cˇast´ı:
1. knizˇnica pre neuro´nove´ siete
2. bal´ıcˇek pre graficke´ uzˇ´ıvatel’ske´ rozhranie (GUI )
3. simula´tor, ktory´ okrem riadenia simula´cie obsluhuje GUI a vyuzˇ´ıva funkcie knizˇnice
Pri implementa´cii knizˇnice a aplika´cie bol cˇasto pouzˇity´ na´vrhovy´ vzor zvany´ unika´t (sing-
leton). Trieda, ktora´ vyuzˇ´ıva tento model, obsahuje insˇtanciu sama na seba. Konsˇtruktor
triedy je priva´tny, takzˇe nie je mozˇne´ vytvorit’ insˇtanciu triedy pomocou obvykle´ho spoˆsobu.
Tento vzor definuje staticku´ meto´du, ktora´ vracia insˇtanciu danej triedy. Meto´da pri prvom
zavolan´ı vytvor´ı insˇtanciu, ulozˇ´ı si jej odkaz do statickej premennej a pri d’al’ˇsom zavolan´ı
sa vracia uzˇ len insˇtancia danej triedy. Toto umozˇnˇuje spr´ıstupnenie triedy v programe
na ktoromkol’vek mieste, bez potreby prena´sˇat’ referenciu na tu´to triedu. Taktiezˇ je zarucˇene´,
zˇe trieda nebude vytvorena´ viac ako jeden kra´t.
6.1 Knizˇnica
6.1.1 Neuro´nova´ siet’
Cela´ knizˇnica je zabalena´ v triede NeuralNetwrok. Po vytvoren´ı insˇtancie tejto triedy je
mozˇne´ s knizˇnicou pracovat’. V hlavnej triede su´ vlastne´ a delegovane´ meto´dy z iny´ch tried.
Konkre´tne su´ to Connection, ktora´ definuje prepojenia celej siete a trieda NeuralSchema,
v ktorej su´ definovane´ vsˇetky vrstvy, neuro´ny a vstupy.
6.1.2 Vrstvy
Skryta´ vrstva HiddenLayer a vstupna´ vrstva InputLayer dedia od abstraktnej triedy
Layer. Jedna vstupna´ vrstva a mnozˇina skryty´ch vrstiev su´ su´cˇast’ou triedy NeuralSchema.
Skryte´ vrstvy obsahuju´ neuro´ny a vstupy su´ ulozˇene´ vo vstupnej vrstve. Za vy´stupnu´ vrstvu
sa povazˇuje posledna´ skryta´ vrstva. Je to kvoˆli tomu, zˇe tieto vrstvy maju´ spolocˇne´ rysy.
Vrstvy je mozˇne´ prida´vat’ na koniec zoznamu alebo na l’ubovol’nu´ poz´ıciu. Pra´cu s vrstvami
poskytuje trieda NeuralSchema.
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6.1.3 Vstupy a neuro´ny
Trieda InputData predstavuje vstup a Neuron je trieda, ktora´ zabal’uje funkcie neuro´nu.
Obe tieto triedy su´ potomkovia abstraktnej triedy DataCell. Ta´to trieda definuje ake´
meto´dy by mala bunka obsahovat’.
Bunka obsahuje informa´ciu o svojom aktua´lnom vy´stupe, pr´ıpadne pri pouzˇit´ı rekurent-
ny´ch siet´ı je mozˇne´ ukladat’ vsˇetky vy´stupy od cˇasu t0 azˇ po cˇas t, kde t0 je pocˇiatocˇny´
cˇas a t je aktua´lny cˇas. Vstup neobsahuje zˇiadne d’alˇsie informa´cie. Neuro´n obsahuje odkaz
na triedu, ktora´ implementuje rozhranie ActivationFce. V knizˇnici bolo zahrnuty´ch pa¨t’
aktivacˇny´ch funkci´ı. Tieto triedy implementuju´ rozhranie ActivationFce a boli umiestnene´
ako staticke´ triedy v tomto rozhran´ı.
6.1.4 Prepojenie siete
Vsˇetky prepojenia siete uklada´, modifikuje a mazˇe trieda Connection. Prepojenia su´ defi-
novane´ na za´klade identifika´torov jednotlivy´ch neuro´nov, respekt´ıve vstupov. Prepojenia su´
ulozˇene´ v hesˇovacej tabul’ke. Kl’´ucˇom je uzol idkey, z ktore´ho spojenie vycha´dza a hodnota
je zoznam vsˇetky´ch id0, id1, · · · idn uzlov, do ktory´ch uzol dkey vstupuje. Ta´to informa´cie
je ukladana´ aj opacˇny´m spoˆsobom v druhej tabul’ke, kvoˆli ry´chlemu vyhl’adaniu vsˇetky´ch
prepojen´ı dane´ho neuro´nu. Trieda Connection poskytuje pra´cu pre manipula´ciu s ty´mito
tabul’kami. Hodnoty va´h prepojen´ı su´ ukladane´ v tabul’ke, kde kl’´ucˇom do tabul’ky je id
prepojenia.
6.2 Ucˇenie
Abstraktna´ trieda Runner predstavuje rozhranie pre algoritmy ucˇenia siete. Obsahuje meto´-
dy na krokovanie vy´pocˇtu a na okamzˇity´ vy´pocˇet. Taktiezˇ obsahuje koeficient ucˇenia η, ma-
xima´lnu povolenu´ chybu vy´pocˇtu a maxima´lny pocˇet itera´ci´ı. Pri krokovan´ı vracia meto´da
insˇtanciu triedy InfoData, ktora´ obsahuje informa´cie o prevedenom kroku. Obsahuje na´zov
spra´vy, detail spra´vy a akciu. Na za´klade akcie je okrem ine´ho mozˇne´ zistit’, cˇi sa uzˇ vy´pocˇet
u´spesˇne skoncˇil, alebo naopak bol prekrocˇeny´ pocˇet itera´ci´ı.
Algoritmus backpropagation predstavuje trieda BackPropagation, ktora´ ded´ı z triedy
Runner a je teda pouzˇita´ pre ucˇenie vytvorenej siete. Krokovanie algoritmu bolo definovane´
pomocou sˇtyroch konecˇny´ch automatov. Hlavnou u´lohou prve´ho automatu FAGeneral je
volanie ostany´ch troch automatov. Jeden ma´ na starost’ krokovanie vy´pocˇtu siete, druhy´
pocˇ´ıta spa¨tny´m sˇ´ıren´ım delty pre kazˇdy´ neuro´n. Posledny´ konecˇny´ automat slu´zˇi na aktu-
aliza´ciu va´hovy´ch prepojen´ı siete, na za´klade vypocˇ´ıtany´ch delt. Algoritmus bol rozdeleny´
do sˇtyroch automatov kvoˆli prehl’adnosti a jednoznacˇnej funkcii kazˇde´ho z nich. Typ algo-
ritmu backpropagation sa urcˇ´ı pri vytva´ran´ı triedy. Tento typ urcˇuje, cˇi bude trieda pracovat’
ako vanilla, enhanced, weight decay alebo batch backpropagation, ktore´ boli pop´ısane´ v kapi-
tole 4.
Algoritmus pre ucˇenie rekurentny´ch neuro´novy´ch siet´ı nebol implementovany´. Tieto
siete umozˇnˇuju´ simulovat’ len vy´pocˇet siete.
6.2.1 Tre´novacie mnozˇiny
Tre´novaciu mnozˇinu predstavuje trieda TrainSet. V tejto triede su´ d’alej ukladane´ jed-
notlive´ tre´novacie vzorky, ktore´ predstavuje trieda TrainPattern. TrainSet poskytuje
funkcˇnost’, ktora´ umozˇn´ı pra´cu so vzorkami. Vzorky je mozˇne´ prida´vat’ a uberat’. Su´ dve
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mozˇnosti vy´beru vzoriek z mnozˇiny. Prvou je na za´klade indexu ulozˇene´ho vzorku. Druhou
mozˇnost’ou je na´hodny´ vy´ber, ktory´ sa mus´ı inicializovat’ pred prvy´m pozˇadavkom na tre´-
novaciu vzorku. Tieto vzory su´ pouzˇ´ıvane´ ako parametre v meto´dach pre ucˇenie siete, podl’a
nich sa urcˇuje zˇelany´ vy´stup.
6.3 Graficke´ uzˇ´ıvatel’ske´ rozhranie
Druhy´m bal´ıkom je skupina graficky´ch prvkov, ktore´ tvoria vizua´lnu cˇast’ aplika´cie. Hlavne´
okno je definovane´ v MainWindow. Toto okno obsahuje menu, panel na´strojov, hlavny´ panel
obsahuju´ci pracovnu´ plochu a panel zobrazuju´ci informa´cie o zvolenej bunke a jej prepoje-
niach.
Obra´zek 6.1: Hlavne´ okno aplika´cie v editacˇnom mo´de.
6.3.1 Pracovna´ plocha
Najdoˆlezˇitejˇsou su´cˇast’ou graficke´ho rozhrania je pracovna´ plocha, kde sa vykresl’uje a editu-
je cela´ neuro´nova´ siet’. Plocha je definovana´ v Scene. Trieda Scene predstavuje komplexnu´
funkcˇnost’. V nej su´ ulozˇene´ poz´ıcie jednotlivy´ch neuro´nov a vstupov. V tejto triede nie
su´ ulozˇene´ prepojenia, vyuzˇ´ıva sa vysˇsˇie spomenuta´ trieda Connection, ktora´ spojenia
definuje.
Scene obsahuje mnozˇstvo funkci´ı na zmenu vel’kosti plochy, na prekreslenie plochy,
prida´vanie a mazanie neuro´nov, respekt´ıve vstupov. Cela´ sce´na je najprv vykreslena´ do od-
kladacieho priestoru zvany´m buffer. Je to hlavne kvoˆli tomu, aby sa pri kazˇdom prekreslen´ı
plochy nemusela znova nacˇ´ıtavat’ cela´ siet’. Pri vykreseln´ı do buffera sa zist’uju´ poz´ıcie uzlov
a ich prepojen´ı a na za´klade toho su´ vykreslene´. Tento vy´pocˇet a prechod vsˇetky´mi uzlami
je pri vel’ky´ch siet’ach na´rocˇny´. Ak je cela´ siet’ ulozˇena´ v bufferi, pri vykreslen´ı sa jednoducho
buffer vykresl´ı a nie je potrebne´ nicˇ pocˇ´ıtat’. Buffer je nutne´ prekreslit’ v pr´ıpade ak je pri-
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dany´ alebo zmazany´ uzol, cˇ´ım sa zmenila podoba siete a jej podoba v bufferi nezodpoveda´
konkre´tnemu stavu.
Pri presu´van´ı uzlov na ploche sa zist´ı poz´ıcia uzlu ktory´ sa bude presu´vat’. Buffer sa
mus´ı prekreslit’ a to tak, zˇe sa vykresl´ı cela´ siet’, okrem presu´vane´ho uzlu a jeho prepojen´ı.
Presu´vany´ uzol a jeho prepojenia k ostatny´m neuro´nov su´ prekreslovane´ cez buffer na
ploche, pri hy´ban´ı kurzorom mysˇi. Po vlozˇen´ı uzlu na konkre´tne miesto sa terajˇs´ı stav
aktualizuje a buffer je opa¨t’ modifikovany´.
6.3.2 Nastavenia
Obra´zek 6.2: Okno pre roˆzne nastavenia aplika´cie.
Okno s nastaveniami obsahuje viacero za´lozˇiek. V hlavnej za´lozˇke, ktora´ sa zobraz´ı
po zobrazen´ı okna obsahuje hlavne´ nastavenia aplika´cie. V d’alˇs´ıch za´lozˇka´ch sa nastavuju´
farby prvkov a parametre aktivacˇny´ch funkci´ı. Kazˇdy´ panel, ktory´ sa nacha´dza v nastave-
niach implementuje rozhranie IApply. Toto rozhranie definuje dve meto´dy, ktore´ su´ volane´
pri aplikovan´ı prevedeny´ch zmien, alebo naopak pre zrusˇenie ty´chto zmien.
6.3.3 Panel na´strojov
Na paneli na´strojov sa nacha´dzaju´ roˆzne komponenty. V editacˇnom rezˇime sa tu nacha´dzaju´
najma¨ na´stroje pre vytvorenie a u´pravu siete. Skupina tlacˇidiel pre kreslenie a editovanie sa
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kliknut´ım aktivuje, a d’alej pri klikan´ı na plochu sa vykona´va zvolena´ akcia. Nacha´dzaju´ sa
tu aj dve komponenty, ktory´m je mozˇne´ nastavit’ urcˇitu´ celocˇ´ıselnu´ hodnotu. Prva´ kompo-
nenta slu´zˇi na nastavenie vzdialenosti medzi jednotlivy´mi vrstvami. Druha´ definuje vy´sˇku
pracovnej plochy. Sˇ´ırka plochy je dana´ pocˇtom vrstiev a vzdialenost’ou medzi nimi.
Panel na´strojov obsahuje taktiezˇ komponentu, ktorou je mozˇne´ priblizˇovat’ alebo od-
dial’ovat’ pracovnu´ plochu. Implicitne´ zobrazenie je 100%. Plochu je mozˇne´ pribl´ızˇit’ azˇ
na 200%, alebo oddialit’ na 10%. Ked’zˇe je cela´ plocha vykresl’ovana´ do bufferu, nie je
vhodne´ pr´ıliˇs vel’ke´ siete maxima´lne priblizˇovat’. Explicitne je mozˇne´ spustit’ program s pa-
rametrami pre navr´sˇenie pama¨te. Viac je pop´ısane´ v sekcii 6.5.
Pri simulacˇnom rezˇime sa nacha´dzaju´ nove´ tlacˇidla na paneli na´strojov. Tieto slu´zˇia
na spustenie, zastavenie alebo krokovanie simula´cie.
6.3.4 Informacˇne´ okno
Pri prepnut´ı programu do simulacˇne´ho rezˇimu sa zobraz´ı vpravo na obrazovke nove´ okno.
Po zavret´ı okna, je ho mozˇne´ znova otvorit’ pr´ıslusˇny´m tlacˇidlom na paneli na´strojov.
Na tomto okne sa zobrazuju´ informa´cie pri simula´cii.
Navrchu sa nacha´dzaju´ dve komponenty zobrazuju´ce globa´lnu a aktua´lnu chybu. Pod ni-
mi je zobrazena´ aktua´lna tre´novacia vzorka, ktora´ je prilozˇena´ na vstupnom vektore siete.
Nizˇsˇie sa vypisuje pra´ve vykona´vana´ akcia. Pod nˇou v textovej komponente je vyp´ısany´ de-
tail tejto akcie. Na spodku okna sa v grafe vykresl’uje globa´lna chyba od cˇasu 0 po doterajˇs´ı
cˇas. Toto umozˇnˇuje sˇpecia´lna komponenta Graph, pop´ısana´ nizˇsˇie v 6.3.6. Ak graf zaplnˇuje
celu´ plochu, jednotky grafu su´ zva¨cˇsˇene´, graf sa zmensˇ´ı. Graf sa d’alej posu´va v cˇase azˇ
pokial’ nenaraz´ı opa¨t’ na koniec, kedy je graf opa¨t’ zmensˇeny´.
6.3.5 Okno pre definovanie tre´novac´ıch da´t
Trieda TrainSetDialog definuje rozmiestnenie a logiku zada´vania tre´novac´ıch da´t do pro-
gramu. Je mozˇnost’ vytvorenia alebo edita´cie viacery´ch mnozˇ´ın obsahuju´cich tre´novacie
vzorky. Da´ta su´ vkladane´ do tabul’ky, ktora´ farebne odliˇsuje st´lpce, ktore´ urcˇuju´ vstupy
a st´lpce definuju´ce zˇelane´ vy´stupy. Po defin´ıcii alebo u´prave su´ da´ta pripravene´ k pouzˇitiu.
6.3.6 Uzˇitocˇne´ na´stroje
Pre graficku´ reprezenta´ciu neuro´nov, vstupov, prepojen´ı, vrstiev a mriezˇky na pracovnej
ploche bola vytvorena´ trieda GraphicElements. Pomocou graficky´ch primit´ıv su´ vykresl’o-
vane´ jednotlive´ prvky. Trieda je vyuzˇ´ıvana´ hlavne triedou Scene.
Uplatnenie ma´ aj v d’alˇsom uzˇitocˇnom na´stroji Graph. Graph je trieda, ktora´ reprezen-
tuje dvojdimenziona´lny (2D) graf. Podl’a konsˇtruktoru je urcˇene´ cˇi bude graf vykresl’ovat’ len
prvy´ kvadrant alebo sa vykreslia vsˇetky sˇtyri kvadranty. Komponenta umozˇnˇuje prida´vat’
jednotlive´ body grafu pomocou cˇ´ısiel s pla´vaju´cou desatinnou cˇiarkou. V Jave je su´radnica
[0 : 0] v l’avom hornom rohu komponenty pricˇom hodnota y rastie smerom dole a x
smerom doprava. Aby bolo mozˇne´ graf spra´vne vykreslit’, su´radnice sa musia prepocˇ´ıtavat’
vzhl’adom na zobrazovane´ su´radnice. Kazˇdy´ bod je ukladany´ s poˆvodny´mi su´radnicami,
pri vykresl’ovan´ı grafu sa bod prepocˇ´ıta na su´radnice komponenty. Pri zmene vel’kosti
komponenty Graph sa zmen´ı jej su´radny´ syste´m, takzˇe pri prepocˇ´ıtan´ı su´ body zobrazene´
spra´vne. Na´stroj umozˇnˇuje vykresl’ovat’ graf ako jednotlive´ body, alebo su´ tieto body spojene´
cˇiarou. Graph umozˇnˇuje nastavovat’ pocˇet zobrazovany´ch jednotiek su´radn´ıc zvla´sˇt’ pre x
a zvla´sˇt’ pre y. Taktiezˇ sa da´ nastavit’ kol’ko jednotiek zobrazuje jedno pol´ıcˇko grafu.
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Obra´zek 6.3: Komponenta graf, ktora´ umozˇnˇuje vykreslenie 2D grafu v jednom alebo
vsˇetky´ch sˇtyroch kvadrantoch. Na obra´zku je pr´ıklad vykreslenia hyperbolicke´ho tangensu.
Tento na´stroj je pouzˇity´ v nastaveniach aplika´cie, kde zobrazuje priebehy aktivacˇny´ch
funkci´ı a pri procese ucˇenia sa na nej animuje priebeh globa´lnej chyby.
Trieda Colours obsahuje vsˇetky nastavitel’ne´ farby aplika´cie. Ty´ka sa to hlavne prvkov
pracovnej plochy. Implicitne´ farby je mozˇne´ v nastaveniach menit’.
Boli vytvorene´ aj d’alˇsie triedy, ktore´ maju´ charakter na´stroja. Pr´ıkladom je trieda
Picture, ktora´ nacˇ´ıtava obra´zky aplika´cie, d’alej triedy pre zjednodusˇenu´ pra´cu s dialo´gmi
a dialo´gmi pre ukladanie a nacˇ´ıtavanie su´borov z pevne´ho disku.
6.4 Simula´tor
Poslednou cˇast’ou programu je samotny´ simula´tor. Va¨cˇsˇina udalost´ı graficke´ho uzˇ´ıvatel’ske´ho
rozhrania je odchyta´vany´ch a spracova´vany´ch priamo v tomto bal´ıcˇku. Niektore´ konkre´tne
udalosti su´ spracova´vane´ priamo v triede, ktora´ definuje aj vzhl’ad komponenty.
Simula´tor ma´ na starost’ spu´sˇt’anie vla´kien na vykona´vanie simula´ci´ı. Je hlavny´m vstup-
ny´m bodom cele´ho programu. Definuje triedu ktora´ odchyta´va nezachytene´ vy´nimky pro-
gramu.
6.4.1 Udalosti
Udalosti su´ spracova´vane´ pomocou viacery´ch tried. Kazˇda´ graficka´ cˇast’ ma´ svoju protil’ahlu´
triedu, ktora´ sa stara´ o udalosti. Napr´ıklad trieda ToolPanel predstavuje graficku´ podobu
panelu na´strojov a trieda ToolControl odchyta´va udalosti kliknut´ı tlacˇidiel a zmenu stavu
komponenty, ktora´ predstavuje tre´novacie prvky.
Trieda MouseControl spracova´va udalosti pri kliknut´ı kurzora mysˇi na pracovnu´ plochu.
Zist’uje ake´ tlacˇidlo na paneli na´strojov je momenta´lne stlacˇene´ a podl’a toho je vykonana´
akcia. Po kliknut´ı sa musia prera´tat’ su´radnice s resˇpektom na pribl´ızˇenie alebo oddialenie
plochy. Touto triedou je realizovane´ kreslenie a editovanie siete. Pri prida´van´ı, odoberan´ı
a o vsˇetky d’alˇsie u´kony su´ oznamovane´ triede Scene, ktora´ ich patricˇne spracuje. Scene
sa stara´ o graficku´ podobu siete, pricˇom v MouseControl sa modifikuje podoba skutocˇnej
siete.
Dˇalˇsie triedy sa staraju´ o udalosti menu a spodne´ho panelu zobrazuju´ceho informa´cie
a prepojenia uzlu. Niektore´ triedy odchyta´vaju´ce udalosti zdiel’aju´ svoju funkcˇnost’ pre via-
cere´ graficke´ triedy. Je to v pr´ıpade, zˇe tlacˇidlo menu ma´ rovnaku´ funkcˇnost’ ako tlacˇidlo
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na paneli na´strojov. Potom udalost’ pre obe je rovnaka´ a spracovana´ jednou triedou.
6.4.2 Simula´cia
V bal´ıcˇku simula´tora sa nacha´dzaju´ aj triedy, ktore´ su´visia priamo s behom simula´cie. Trieda
Control odchyta´va udalosti pri spu´sˇt’an´ı alebo zastavovan´ı simula´cie. Taktiezˇ je mozˇnost’
resetovania simula´cie. Trieda NetRunner a Learn predstavuju´ vla´kna, ktore´ spocˇ´ıtaju´ siet’,
respekt´ıve ucˇia siet’ okamzˇite. Vytvor´ı sa insˇtancia triedy, na´sledne je vla´kno spustene´, aby
bola mozˇna´ d’alˇsia komunika´cia s aplika´ciou.
Obra´zek 6.4: Okno aplika´cie v simulacˇnom rezˇime. Na popred´ı je okno zobrazuju´ce in-
forma´cie o simula´cii.
Trieda SynThread predstavuje vla´kno, ktore´ je pouzˇite´ v d’alˇs´ıch triedach. Ta´to trieda
umozˇnˇuje spustenie vla´kna, ktore´ je spustene´ pri anima´cii a pri zastaven´ı je zastavene´.
Pri znovu spusten´ı je vytvorene´ d’alˇsie vla´kno. Obsahuje meto´dy na spustenie a zastavenie
vla´kna, pri behu je volana´ meto´da z triedy, ktora´ ded´ı abstraktnu´ triedu Player. Ta´to trieda
definuje rozhranie pre spustenie vla´kna SynThread pri spusten´ı anima´cie, pri zastaven´ı
anima´cie ozna´mi vla´knu, zˇe sa ma´ v d’alˇsom cykle zastavit’ a vla´kno je odstra´nene´. Triedu
Player rozsˇiruju´ triedy StepLearn a StepRun. Prva´ krokuje vy´pocˇet ucˇenia a druha´ vy´pocˇet
siete. Implementuju´ dane´ meto´dy, ktore´ definuje otcovska´ trieda Player. Potom je mozˇne´
algoritmy krokovat’ pomocou konecˇny´ch automatov implementovany´ch v knizˇnici.
6.4.3 XML
Ukladanie a nacˇ´ıtavania z XML maju´ na starost’ viacere´ triedy. Pra´ca s va´hami, siet’ou
a tre´novac´ımi mnozˇinami je kazˇda´ zvla´sˇt’ v inej triede. Kazˇda´ obsahuje dve meto´dy pre ulo-
zˇenie, respekt´ıve nacˇ´ıtanie da´t z a do su´boru. XML je technolo´gia na sˇtruktualiza´ciu
da´t v dokumente, slu´zˇi na zjednodusˇenie pra´ce s cˇ´ıtan´ım a za´pisom da´t. Je platformovo
neza´visle´, preto som sa rozhodol tu´to technolo´giu pouzˇit’. Knizˇnica dom4j zabal’uje jedno-
duchu´ pra´cu s XML. Je to verejne dostupna´ knizˇnica.
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6.4.4 Dˇalˇsie triedy
Uzˇitocˇnou triedou je TrainHolder, ktora´ obsahuje vsˇetky definovane´ alebo nacˇ´ıtane´ tre´no-
vacie mnozˇiny. Na za´klade pocˇtu vstupov a pocˇte vy´stupov sa urcˇ´ı “dimenzia” siete. Podl’a
tejto dimenzie su´ mnozˇiny ukladane´ do hesˇovacej tabul’ky. Umozˇnˇuje z´ıskanie aktua´lne
zvolenej tre´novacej mnozˇiny, takisto prida´vanie novy´ch. Dˇalˇsou triedou v tomto bal´ıcˇku je
Refactor. Ta´to trieda ma´ za u´lohu minimalizovat’ a upravit’ identifika´tory siete, tak aby
boli vzostupne smerom od vstupnej k vy´stupnej vrstve. Minimaliza´cie spocˇ´ıva v odstra´nen´ı
nadbytocˇny´m vrstiev a vel’kosti pracovnej plochy.
6.5 Odporu´cˇania a obmedzenia programu
Program bol testovany´ pod operacˇny´m syste´mom Windows XP od firmy Microsoft a tak-
tiezˇ pod unixovy´m syste´mom Ubuntu 8. Ked’zˇe je aplika´cia nap´ısana´ v Jave, nie je za´visla´
na platforme, ale urcˇite´ rozdielnosti su´. Napr´ıklad bolo treba zmenit’ vel’kosti urcˇity´ch kom-
ponent, pretozˇe pod unixom boli niektore´ komponenty o niecˇo va¨cˇsˇie.
Program je vhodne´ spu´sˇt’at’ s parametrami -XmsNN -XmxNN, kde NN je hodnota. Ta´to
hodnota urcˇuje vel’kost’ priradenej pama¨te programu. Toto je vhodne´ pri simula´cii vel’ky´ch
siet´ı. Ak program vyuzˇije vsˇetky svoje zdroje, vedie to k chybe, pretozˇe program nema´
dostatok pama¨te pre d’alˇs´ı beh. V tomto pr´ıpade je zobrazene´ chybove´ hla´senie a program
sa poku´si terajˇsie hodnoty a siet’ ulozˇit’ do XML.
6.6 Na´vod na pouzˇitie programu
Na´vod je mozˇne´ na´jst’ priamo v aplika´cii. Nacha´dza sa v menuHelp >Help. Na´vod aj pro-
gram je p´ısany´ v anglickom jazyku. Najprv su´ predstavene´ vsˇetky okna´ pouzˇite´ v aplika´cii
a ich jednotlive´ cˇasti. Popis je doplneny´ obra´zkami, ktore´ boli vytovrene´ pri p´ısan´ı tohto
na´vodu. Demonsˇtracˇny´ pr´ıklad je zahrnuty´ ako posledna´ kapitola. Pr´ıklad demonsˇtruje
pouzˇitie editacˇne´ho a simulacˇne´ho rezˇimu. Najskoˆr je podrobne pop´ısane´ a zna´zornene´
vytva´ranie neuro´novej siete, jej edita´cia a nakoniec pra´ca s nˇou.
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Kapitola 7
Za´ver
Pocˇas pra´ce na tomto projekte som sa zozna´mil s novy´m odvetv´ım umelej inteligencie.
S neuro´novy´mi siet’ami som sa predty´m nestretol. Preto bolo nutne´ si zohnat’ a nasˇtudovat’
roˆzne materia´ly. Ako som zistil neuro´nove´ siete su´ esˇte sta´le sku´man´ım odvetv´ım. Avsˇak ich
pouzˇitie v roˆznych aplika´cia´ch sta´le rastie. Neuro´nove´ siete tvoria istu´ cˇast’ v aplika´ciach,
netvoria teda cely´ program.
V mojej pra´ci som sa snazˇil zhrnu´t’ nasˇtudovane´ poznatky, navrhnu´t’ aplika´ciu a na´sledne
ju implementovat’. Snazˇil som sa vytvorit’ program, ktory´ by umozˇnˇoval jednoduchu´ inter-
akt´ıvnu pra´cu s neuro´novy´mi siet’ami. Dbal som na zrozumitel’ne´ vypisovanie a zna´zornˇo-
vanie informa´ci´ı pri simula´cii.
Poˆvodne moj´ım pla´nom bolo zahrnu´t’ aj ucˇenie rekurentny´ch neuro´novy´ch siet´ı. Toto
sa mi bohuzˇial’ nepodarilo najma¨ kvoˆli ich zlozˇitosti a cˇasovy´m podmienkam. Preto je toto
jedna z mozˇnost´ı na rozsˇ´ırenie aplika´cie. Aplika´ciu by bolo vhodne´ rozsˇ´ırit’ tak, aby sa nove´
algoritmy pre ucˇenie siet´ı mohli prida´vat’ formou za´suvny´ch modulov (pluginov). Kazˇdy´
taky´to modul by obsahoval triedu, ktora´ by dedila z triedy Runner. Druhou triedou by
bol panel, ktory´ by sa pridal do nastaven´ı. Tento panel by umozˇnˇoval nastavit’ parametre
algoritmu.
Dˇalˇs´ım rozsˇ´ıren´ım alebo zmenou by bolo zada´vanie tre´novac´ıch vzoriek. Vzorky by sa
nezada´vali ako cˇ´ıselna´ informa´cia, ale v podobe obra´zku. Od pocˇtu vstupny´ch jednotiek by
sa urcˇilo rozl´ıˇsenie obra´zku, uzˇ´ıvatel’ by mohol nakreslit’ napr´ıklad jednotlive´ cˇ´ıslice, ktore´
by sa bina´rne zako´dovali. Ty´mto by sa dalo implementovat’ rozpozna´vanie rucˇne p´ısany´ch
znakov.
Pra´ca na bakala´rskom projekte mala pre mnˇa vel’ky´ vy´znam, pretozˇe som bol nu´teny´
naucˇit’ sa niecˇo nove´ a pokrocˇit’ s dobou. Ta´to te´ma ma zaujala a chcem sa d’alej zaoberat’
ty´mito siet’ami, vysku´sˇat’ naprogramovat’ nejake´ aplika´cie, ktore´ budu´ priamo vyuzˇ´ıvat’
neuro´nove´ siete. Vel’ky´m pr´ınosom neboli len teoreticke´ znalosti, ale aj zlepsˇenie sa v pro-
gramovacom jazyku Java.
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