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1 INTRODUCTION 
The general idea and aim of the thesis is research what the clustering technology 
consists of, study its terms and aspects, and to create and run a server cluster 
after the choosing the best methods and technologies to do that. The role of 
server is web server. 
 
As mentioned above, desired goal of the thesis is getting a deeper knowledge, 
both theoretical and practical, in server clustering. The second important aim of 
writing this thesis is to learn manage time properly in and put tasks in order. The 
additional aim of the thesis is to code an application to run on a cluster. It also 
benefits my skills as a developer. 
 
The thesis consists of four main chapters. The first one is a theoretical study on 
what a cluster is, its advantages and disadvantages, and why it can be useful in 
real life. The second one is also theoretical, it covers the principles of clusters’ 
workflow in general. The third one is about researching differences between 
different software: which virtualization/cloud technologies to use, which OS to 
select and, of course, deciding which operating system and software suit the best 
for the needs of the project. It also includes description of methods and 
technologies specific to certain OSs. The fourth part is a description of the 
practical implementation, in other words, it lists all the steps of configurations, 
settings and code. 
 
Main reference in everything related to Windows, including Microsoft Azure, is 
MSDN (Microsoft, 2017), for VMWare it is VMWare Documentation Center 
(VMWare, 2017). Main reference for practical part is AWS website (Amazon Web 
Services, Inc, 2017). Technologies change over time, and there aren’t a lot of 
books written during the last 5-10 years, that’s the main reason of using web 
portals over books. 
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2 SERVER CLUSTERING CONCEPTS 
In this part I will cover the theory related to clusters. This includes network 
concepts, server concepts and other complex principles specific to clusters. 
 
Terms and brief overview of technologies related to clustering will be also 
covered in this part. 
 
It’s possible to find needed terms on the Internet, a proper guide is present at 
DigitalOcean website: https://www.digitalocean.com/community/tutorials/an-
introduction-to-networking-terminology-interfaces-and-protocols.  
 
2.1 Clusters as technology 
The core term of server clustering is server itself. It is a powerful computer able to 
provide demanding services over a network during a long period of time. The 
proper server should be durable and oriented on providing needed service during 
the maximum time possible without interruptions and lose of data. 
 
The server cluster is a set of servers which are connected to each other and 
communicate to provide highly redundant and available services. The main 
difference between a cluster and just a group of servers is the fact that each 
server within a cluster does the same tasks, therefore, clusters are generally 
used for demanding applications and services, because such tasks will have 
more processing power to use. 
 
The main goal of using clustering is to establish failure-tolerant network,  
implement quality of service improvements and also structurize the servers within 
a network. Example technologies used in clustering are, for example, server 
consolidation, load balancing etc. 
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2.2 Cluster roles and architecture 
A typical cluster consists of server manager (supervisor), servers themselves 
(server nodes) and networking equipment. In complex solutions, there could be 
any number of clusters within the same LAN.  
 
Figure 1. Part of LAN representing typical cluster architecture (Paul Chin, 2004) 
 
Very important term is LAN. It is a network with a relatively small area of 
coverage which is considered as the smallest possible network. It connects to 
other LANs and thus forms WANs, and, in the highest extent, the Internet. The 
term Internet will mean the theoretical group of all other networks except the one 
given. 
 
LAN usually consists of networking equipment, couple of servers and client (user) 
devices. It can be wireless (WLAN) or wired, although I will not cover wireless 
solution in this project. In other words, the term LAN will mean only the wired 
option. 
 
User is any device which doesn’t provide any services within the given LAN, but 
uses them. In this project client devices will consist of desktop computers as long 
as I will concentrate on enterprise appliances and not cover mobile devices. 
 
The role of server supervisor is to manage nodes and be able to transfer data 
from cluster and to it. During the process of configuration, a special software is 
installed to nodes in order to be able to be managed by supervising server, but 
with the fact that this server will see all the nodes as one big cohesive machine. 
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This special software is called cluster management agent. It provides abstraction. 
This is a special technique which principle is in hiding or removing all unneeded 
elements and presenting only the essential data. In clustering, all the cluster 
members are represented as one big set with clear information about status of 
them, and cluster settings which are easy to configure (this is the way cluster is 
shown in cluster management software) while other information such as 
hardware details is hidden or even not present. Examples of cluster management 
agents are MySQL cluster management agent and Oracle Managent Agents. 
There are plenty of others as well. 
 
The role of the server nodes is very straightforward. A cluster uses their 
processing power (hardware power) to run applications, store data, provide 
continuing services etc. Nodes will exchange a lot of data among each other, 
therefore hardware should be fault-tolerant. 
 
Network equipment in the easiest case can consists only of cables and one 
switch, but when there are several clusters and more complex network structure, 
use of other devices is encouraged. Most used networking devices in general are 
switch and router. All of them will almost always be used in enterprise networks 
with clustering, though router is not obligatory to have. 
 
Switch is a network device whose main task is to receive, process and forward 
data packets within the network. It is capable of multicasting and this 
differentiates it from a hub, an obsolete “version of switch” which will not be 
covered in this document. 
 
Router is a network device capable of inter-networking communication. It is also 
capable of receiving, processing and forwarding data. 
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Figure 2. Example of a more complex LAN with clusters (no author) 
 
In LAN pictured in Figure 2 there are three clusters (data, management and 
database ones) which are connected with a powerful switch. LAN connects to the 
internet via a router with a firewall enabled. Cluster manager is not present in the 
figure as long as its main point is to show the use of switches and routers in 
clustering. Despite that this network is relatively complex, it’s still not an 
enterprise-level example. 
 
2.3 Hierarchical internetworking model and clustering 
HIM is a network design model which was proposed by Cisco corporation. 
According to this model, networks should be designed and build with logical 
division to core, distribution and access layers. 
 
Figure 3. An example of network built following a hierarchical internetworking model (Cisco) 
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The goal of the core layer is to provide extremely fast forwarding of data. It 
consists of very powerful switches, routers and the best possible cables (10+Gbit 
Ethernet). The best possible technologies are preferred, all the devices should be 
new and perfectly operating not to slow down the data transfer. 
 
The task of the distribution layer is the brain of the network. All the routing, 
security, domain settings and policies are applied and managed from this layer. 
Access layer is the layer client nodes connect to. This layer focuces on having 
the best possible connectivity such as Ethernet ports, servers to connect to etc. 
As can be seen in Figure 3, clusters belong to the access layer. They are not 
involved into high-speed transferring of data and they do not process any 
networking logics, but their task is to provide access to the services. 
 
2.4 Cluster benefits 
The benefits of clusters (in case of the functions needed being enabled) in 
comparison to non-cluster options: 
 
a) Higher performance 
b) Load balancing 
c) Much better fault tolerance 
d) Scalability 
e) Less need for maintenance 
f) Ease of server management 
g) Server consolidation 
 
Higher performance is the core aspect of clustering technology. Several servers 
forming a cluster are considered as one machine by other network devices. 
Therefore processing power is almost the same as the sum of processing power 
of separate servers, i.e. there is less overhead. 
 
Load balancing is a feature which is very crucial as well. It helps cluster nodes to 
share their hardware usage data to allow a manager to evenly distribute workload 
among all the server nodes. This greatly reduces the hardware wear because the 
feature will prevent situations when one node is loaded at 95% and other ones at 
12 
5%. This also helps to reduce downtime, so that there will be no extremely high 
and low workloads. 
 
Fault tolerance is also one of the main features of clustering. Connected servers 
immediately take over the tasks from a failed one. Therefore, all servers in a 
cluster need to shut down at the same time in order to get access error. 
Complete shutdown is possible in case of power (electricity) failure. Thus, 
uninterruptible power supplies (UPSs) should be properly installed to the cluster 
servers. 
 
Scalability is present in clusters due to the fact that the system is easily 
expandable. If somebody has a cluster and wants to add a new server to it, there 
is a need just to connect all the cables needed, enable clustering on a server and 
it will be ready for use. All the other nodes in a cluster will start to communicate 
with it, and there will be no need to enable anything on them. Scalability also 
means that the system adjusts to almost everything automatically, if it can afford 
it. 
 
Network administrators will be happier because of the possibility to spend less 
time on clusters in comparison to a group of separated servers. As mentioned 
before, in most cases a cluster tries to repair itself, and usually there is no need 
to configure something in the whole cluster system in case only one node 
experiences issues, it can be stopped and configured independently from other 
nodes. Unfortunately, while being a time-saving technology, clustering is money-
spending one, the cost of setting up a cluster is quite high. 
 
There is relative advantage in terms of management. All commands and 
configurations can easily be shared to all cluster nodes and it saves a lot of time, 
and also reduces the chance of human error. Unfortunately, server clustering is a 
complex technology and it leads to specific risks, which are listed below. 
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Server consolidation is a method reducing configuration and operating costs via 
decreasing the number of servers. This can be easily achieved via using virtual 
servers. My aim is to use them in my projecs. 
 
As a whole, these benefits make clustering an extremely useful technology in 
both simple and complex enterprise solutions, although it has some flaws. I will 
cover them and explain how to avoid them. 
 
2.5 Cluster limitations and avoiding them 
Clusters have the following (and some others) disadvantages: 
 
a) High costs 
b) Compatibility issues 
c) Physical limitations 
d) Complexity 
 
High costs can be avoided by using virtualization. I will use cloud servers, thus I 
will spend the least amount of money possible, aroud EUR 5-10 for running 
servers. The whole project will be virtualized. Unfortunately, although 
virtualization will help in enterprise environment, clustering will still be expensive. 
 
Compatibility issues could also be avoided via pre-choosing the software needed. 
I will analyze all the options in the chapter four, section six of this project. In an 
enterprise environment the same method will also help. 
 
Physical limitations will not apply to this project, because it will run in a cloud 
environment. Obviously, companies should consider this in a real environment. 
 
Complexity leads to the need for a high-qualified specialist to work with clusters. 
As long as this is my study and practical project and not a real situation, this 
disadvantage doesn’t affect me. 
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To sum up, I can say that the disadvantages of clustering almost do not relate to 
my project, although they will affect companies which want to set up clusters in 
their networks, and this should be taken into account. 
 
2.6 Failover types 
As long as failure protection is one of the most important features of clustering, I 
will cover this benefit in detail. There are three types of failover methods which 
can be used in clusters, though not all are preferred. 
 
2.6.1 Hot failover 
 
Hot failover, as all “hot” technologies, means that a service application was 
designed specifically for cluster needs, and the application can easily switch 
nodes without interruptions and errors. It’s the most preferred method for all main 
services of clusters, e.g. financial (banking or e-commerce) apps, continuous web 
apps etc, although there could be less need for hot failover for less important 
services. 
 
Hot failover is achieved via very frequent backing up of data. It is extremely 
expensive and requires a lot of disk space, but hot failover is necessary when the 
cost of recovery from a potential error is very high. This technology also requires 
a lot of pre-configurations, the use of the power backup hardware like UPSs 
(uninterruptible power supplies) and the best networking hardware and 
equipment possible. 
 
2.6.2 Warm failover 
 
This type of failover is provided by a lot of software creators. It basically means 
that an app can restart itself automatically with the minimal possible or even no 
downtime. If software developers offer this type of failover, it is a good idea to use 
it for non-crucial service, because it will save time and human resources. 
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Warm failover doesn’t require very frequent backing up of data, but that also 
leads to possible delays in case of cluster errors. This type of failover is much 
less expensive to establish than hot failover, but still requires qualified network 
engineers and high-quality hardware. 
 
2.6.3 Cold failover 
 
This type of failover is not automatical, i.e. it means that a network engineer 
should power the new node up and start the app there. This type of failover is the 
cheapest one and the easiest to establish (because it doesn’t require any specific 
changes), but causes long delays and requires human attention even in case of 
the simplest possible errors. The main goal of clustering is to provide highly 
available services, and therefore, it leads to the need of avoiding cold failovers as 
much as possible. 
 
2.6.4 Conclusion for failovers 
 
Downtime losses, building and configuration costs and potential recovery costs 
must always be considered while setting up a new cluster with a new service. 
Warm failover is balanced solution, it is not as expensive as hot failover but 
provides good protection (unlike the cold one), i.e. on average it is used the most 
in enterprise environment. 
 
2.7 Cluster management 
As mentioned before, in order to use a cluster manager to supervise and 
configure nodes it’s needed to, first of all, enable clustering on them. This will 
install a special tool called cluster management agent. The agent will be installed 
on the top of node OS and server as an intermediator between the manager and 
the node itself, in other words, cluster agents will receive the command from the 
manager and then send it to nodes. 
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In normal conditions all the needed configurations and changes can be applied 
through a server manager. Windows Server provides a special tool called 
Microsoft Failover Cluster Manager (former Microsoft Cluster Server), although 
other options can be used as well. 
 
 
Figure 4. Modern version of Windows Failover Cluster Manager (Microsoft) 
 
Linux, as always, offers a lot of freedom to a network administrator. Usually 
different programs should be used for each aspect of the configuration, for 
example separate tools are for parallel configuration of servers, deployment of 
packages into several nodes and monitoring. I will name and cover them in 
chapter four, section two. 
 
In case something goes wrong with one or several (not all) nodes, they can be 
stopped, thus isolated, from properly operating servers, and then configured 
directly. It will not affect the work of the cluster due to the load balancing feature. 
Certainly, there could be a need to shut all the server nodes down and configure 
them, but clustering technology allows to minimize the necessity of such 
procedures. 
 
3 PRINCIPLES OF CLUSTERS’ WORKFOLOW 
A very important part of studying and working with technology is to understand 
how exactly it operates. I will cover the main ideas and terms in this part and the 
features specific to Windows and Linux in chapter four. 
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3.1 Quorum as a technology 
Quorum is one of the most important terms in clustering. Roughly speaking, it is a 
joint storage for some or all cluster nodes (depending on a cluster type) which 
each node with access to it will use to maintain its configuration appropriate for 
cluster. 
 
Quorum resource helps a cluster to provide two of its main features. Firstly, it 
stores constantly an updated version of the cluster database and each new / 
recovered node will compare its state to the state stored in the quorum resource. 
Secondly, it prevents cluster nodes from splitting caused by node interaction 
issues which cause the existence of two separate groups with different states 
within one cluster. 
 
A cluster distinguishes two type of cluster members – nodes and the disk witness 
(also known is file share witness). A disk witness is a disk (part of quorum) which 
keeps the cluster configuration. 
 
Quorum can belong to one of the several types. Each type represents the 
configuration of the quorum and the quantity of failures that a cluster can survive. 
The important point is the fact that the cluster must stop running, if the number of 
failures is higher than prescribed for the chosen quorum type in order to prevent 
further and more crucial errors. This is calculated by the technology called votes. 
Vote distribution methodology depends on which type of a cluster and quorum 
are used. 
 
3.2 Quorum types 
The quorum types can easily resemble RAID types because basically quorum is 
an array of a disk, and the storage arrays principles generally work the same way 
in any storage solution. 
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The important term for all the types is vote. Vote is a special technology which is 
used by quorum to determine, if a cluster must stop operating or not. There are a 
lot of different quorum types depending on the operating system, hardware 
provider and the software provider used. For example, IBM provides its own 
quorum types, if cluster uses specific IBM technologies (IBM, Quorum types). 
 
3.3 Prevention of data corruption 
There is a special method called fencing which is used to avoid quorum 
corruption. Quorum corruption can be caused by node recovering from a shut 
down, when it will propagate its state the other machines. 
 
 
Figure 5. RedHat example of fencing enabled on a cluster (RedHat) 
 
The principle of fencing is in isolating a crashed device from a quorum device to 
not let it corrupt the quorum storage. Fencing technique depends on the software 
used, but usually it sends a special command or script to nodes and those unable 
to respond will be shut down. Sometimes smart power switches are used to 
implement fencing. 
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3.4 Prevention of brain splitting 
Brain splitting is an issue already mentioned adbove, it happens when two or 
more groups of nodes lose connection to each other, and after the connection is 
restored, there are two separate cluster states which will cause a conflict. 
 
Figure 6. Very basic example of brain splitting (no author) 
 
For determining the “dominating” part the vote system will be used. The part with 
the most votes will write its state to the quorum device and other parts will need 
to use this state. In case of a vote tie, there should be a special tie-braker 
algorithm which will determine the master cluster part. 
 
4 SOFTWARE FOR IMPLEMENTATION 
In this part I will cover the differences between Windows and Linux clustering, 
and clustering software. The most common abbreviations in this part will be 
Command Line Interface (CLI) and Graphical User Interface (GUI). There could 
also be abbreviations of some tools, but during the first time they are mentioned 
there will be a full name. 
 
4.1 Windows in server clustering 
Windows is a proprietary operating system and its main feature is very high 
dependability on Microsoft services, and this causes limitations of options to 
choose from, although the given ones are quite good. 
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The default stack (set of software) for typical Windows cluster is Windows Server 
itself which runs on top of Hyper-V. The typical management software is 
Microsoft Failover Cluster Manager and the typical cloud service is Microsoft 
Azure. In the perfect (for Microsoft) case there will also be Internet Information 
Service (IIS) as a web server and Microsoft SQL server for hosting a database. 
The two most popular Windows stacks are called WISA and WINS. Another 
important aspect is that Microsoft solutions rely more on GUI tools whereas Linux 
is more CLI-oriented. 
 
4.1.1 Management tools 
Clustering is available only in the server edition of Windows. There are several 
GUI tools available. The main one is a special tool mentioned above which is 
called Microsoft Failover Cluster Manager. It’s enabled as a role in the Tools 
section in Server Manager. It is a pre-built management tool in Windows Server. 
 
 
Figure 7. The process of installing Failover Cluster Manager tool (Microsoft, 2012) 
 
The tool itself is straight-forward and offers a clean interface which helps to 
manage the cluster without difficulties. There is the possibility to configure a 
cluster via a command line (PowerShell) as well. As always, GUI is generally 
more intuitive, but the command line causes less overhead. 
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Figure 8. Dashboard of MFCM (Microsoft) 
 
A good benefit of MFCM is in the supporting tests. For example, there is a feature 
called planned failover. It simulates errors on nodes, and thus network engineers 
can learn what will happen in case of a real threat. 
 
As for command line configuration, there is also a possibility to manage a cluster 
from PowerShell. First of all, it should be launched with administrator privileges. 
Secondly, cluster management tools should be installed using the command 
import-module failoverclusters. 
 
There are a lot of commands (cmdlets) available which are useful and can easily 
be a proper replacement for MFCM if network administrators prefers CLI 
solutions to GUI ones. For the list of cmdlets, visit Microsoft PowerShell guide, 
2008. 
 
4.1.2 Windows quorum types 
The first aspect I want to mention is the types of quorum in Windows. There are 
several of them and their main difference is the organization of the vote system. 
The figures below will show the most extreme (closest to the shutdown) example 
of a cluster which will still operate with given configurations. 
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a) Node Majority 
 
 
Figure 9. Node majority cluster structure (Penton, ITPro) 
 
In this type of cluster there is no disk witness. Therefore, all the data is duplicated 
only to nodes. That also means that nodes get the votes, one per each node. A 
cluster considers itself working and the changes commited if it’s possible to apply 
the changes to half of the all nodes plus one (n/2+1) nodes. This type of quorum 
is good for organizing clusters with an odd number of nodes (including a single-
node cluster) and when there is no possibility to have a special quorum storage. 
This type of quorum is easy to configure but not really reliable. 
 
b) Node and Disk Majority 
 
Figure 10. Node and disk majority cluster structure (Penton, ITPro) 
 
In this type of quorum each node and a disk witness get the vote. There must be 
a majority of votes available, i.e. at least half of the nodes should be operating, if 
the disk witness is working and one more than a half (n/2+1), if the disk witness is 
shut down. This type of quorum is good for clusters with an even number of 
nodes. 
 
c) Node and File Share Majority 
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Figure 11. Node and file share majority cluster structure (Penton, ITPro) 
 
It’s completely the same type of quorum as the previous one, but the disk witness 
is replaced with a file share (file storage) witness. Everything stated above for 
node and disk majority is also valid for this type. 
 
d) No Majority / Disk Only 
 
 
Figure 12. No majority / Disk only cluster structure (Penton, ITPro) 
 
This type of quorum always operates, if a data witness is available and never 
operates, if the data witness is shut down. The status of nodes doesn’t matter. 
This is the worst possible solution for quorum in Windows, because a single error 
can stop the whole cluster from operating. It’s unreliable and unrecommended. 
 
e) Dynamic quorum 
 
This type of quorum was introduced in Windows Server 2012. It can dynamically 
assign votes to nodes and adjust quorum value to prevent a cluster from shutting 
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down. This type of a cluster can work with one node up, this situation is called 
last-man standing. This is a default quorum type for Windows Server 2012 and 
later versions. 
 
f) Cloud witness 
 
 
Figure 13. Cloud witness cluster(s) structure (no author, 2016) 
 
The newest method of quorum organization was introduced only in the latest 
edition of Windows Server 2016. In this type of quorum nodes are connected to 
an Azure cloud storage via HTTPS. This storage also gets the vote and works the 
same way as a node and disk / node and file share majority, although the same 
Azure storage can be attached to several clusters. Azure will store different IDs 
for each cluster and distinguish them via this. This is an expensive but secure 
and reliable solution. 
 
g) Conclusion 
 
To summarize all the quorum types, table lists the best possible uses for each of 
them. 
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Table 1. Brief comparison of quorum types available in Windows Server. 
Quorum Type Odd-
numbered 
clusters 
Even-
numbered 
clusters 
Multi-site 
clusters 
Good without 
shared 
storage 
NM +  + + 
NaDM  +   
NaFSM  + + + 
NM/DO     
DQ + +  + 
CW  + + + 
 
Node majority is the best option for an odd number of nodes, including single-
node solutions, and quite good for multi-site clusters 
 
Node and disk majority is the best option for an even number of nodes (including 
two-node solutions). 
 
Node and file share majority is the same as for NaDM, but is also good for multi-
site clusters. 
 
No majority / Disk only must be avoided at all costs as long as a single error ruins 
the whole cluster. 
 
Dynamic quorum is the best solution in newer editions of Windows Server, 
because it helps to sustain a lot of simultaneous errors. 
 
Cloud witness is without a doubt the best option for multi-site clusters, the same 
storage can support several clusters at a time, very good option when there is no 
physical storage available. 
 
4.1.3 Virtualization and clusters in Windows 
The very good benefit of Windows Server is built-in support for virtualization. It is 
available via the use of Hyper-V. Virtualization is one of the most important 
26 
techniques in IT. It includes all the methods of creating a virtual, abstract version 
of devices, plaftorms and resources. The main benefits of virtualization are higher 
utilization of servers through their consolidation, reduced costs, and better control 
over the system which is good for network administrators. 
 
Clusters benefit from all of these main advantages of virtualization, and this 
means that it should be used in all cases, when it is needed and the company 
can afford it. Other solutions can be used as well, but I will cover them in chapter 
four, section three, because they are not developed by Microsoft. 
 
4.1.4 Microsoft Azure in clustering 
Cloud services, apps and solutions are extremely important, even core, aspects 
of nowadays’ technology. Cloud computing refers to using a network or the 
Internet for storing and locating services, files and applications instead of running 
them locally. It covers all aspects of IT, from simple mobile apps to complex 
enterprise networks. 
 
Microsoft Azure is a proprietary cloud service which has a lot of very useful 
appliances and roles. I will cover only the ones somehow related to clustering 
(though almost all of them are very important in clusters). The first two roles are 
very crucial and the next ones are supplementary but still in high demand. 
 
Azure can serve as a virtual machine. This is an example of Infrastructure as a 
Service (IaaS). Azure allows VMs (both Windows and Linux, which is extremely 
good and allows flexibility) to be installed in a cloud within a very short time. It 
also supports templating (creating several VMs according to pre-given template), 
and that makes Azure a very convenient solution for network engineers. As long 
as clusters could and should be virtualized in order to reduce the installation 
costs, this use of Azure is in high demand. 
 
It can also serve as a storage. This is the second most important use of Microsoft 
Azure. As covered before, cloud storage is the core aspect of the Cloud Witness 
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quorum type. Using Azure in this role will significantly ease the management of 
multi-site clustering systems and will provide extra flexibility. 
 
Azure can serve as a SQL database for one or several clusters. Cluster nodes 
almost always need databases to fetch data from. This use of Azure is not 
directly related to the installation of servers, but can still help to reduce costs 
because there will be no need to configure a local data server within the network. 
 
Azure can also serve as a location for different types of apps and application 
programming interfaces (APIs). It allows the cluster to have permanent and quick 
access to the functions needed. There is a plenty of useful tools which can serve 
from Azure. For example, Microsoft itself provides Office 365 API for better 
service management. 
 
Azure can serve as cloud manager for Active Directory. In theory it can be used 
to manage policies, security and other additional settings. This role is really 
useful because, as was already mentioned, the same Azure cloud can be 
connected to several clusters. 
 
Summing up, Microsoft Azure is a very useful service whose main disadvantage 
is its exlusiveness to Windows Server (which is a disadvantage in general, but 
not for Windows-oriented networks), though Azure provides a lot of Linux related 
apps and OSs which almost neglect the disadvantage. 
 
The main reasons to use Azure are the following: 
 
- Cost: Azure is neither free nor very cheap but it’s still less expensive than 
creating the new infrastructure from scratch. This is especially important 
for small companies which cannot afford big data centers with a lot of 
physical devices. 
- Flexibility: As mentioned above, Azure provides both Windows and Linux 
oriented services, APIs, apps and OSs, which gives possibility to choose 
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from several options (which is always better because different companies 
require different methods and technologies). 
- Solid background: Azure is not only a very solid service, but, what is more 
important, it is developing fast. Microsoft is interested in having all their 
main services represented as Azure API or app and it means that network 
engineers and developers have a lot of technologies to choose from. 
- Ease of access and recovery: Microsoft has a lot of servers and Azure 
nodes throughout the globe, and that gives high-speed access to the 
Azure cloud, and such strong IT company as Microsoft can ensure the 
stability of this cloud service. 
4.1.5 Conclusion for Windows 
The two main disadvantages of Windows as a clustering operating system are its 
cost (it’s impossible to create a Windows cluster for free if company doesn’t own 
Windows Server license yet) and limited flexibility. The first one is crucial, 
because not all companies can afford to buy a stack of Microsoft apps, although, 
as it was already mentioned in the disadvantages of clustering in general, this 
drawback doesn’t relate to my thesis. Limited flexibility can be expanded via the 
use of external cross-platform solutions. 
 
The advantages of Windows in clustering are good and long-lasting customer 
support from Microsoft, and a human-friendlier and more intuitive interface in 
comparison to Linux and Microsoft Azure as a platform. Clearly distributed 
quorum types are also good. 
 
4.2 Linux in server clustering 
Linux is well-known for its open-sourceness. This leads to the possibility to 
choose between very big number of different software, because there is no 
operating system owner which will force its solutions to be used. 
 
This can also result in several drawbacks. First of all, Linux options are not as 
obvious as Windows ones, and thus network administrators will need to research 
possible solutions and then create or find the most suitable stack. The second 
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disadvantage is the absence of customer support. It’s not very crucial, because 
Linux has great documentation, but having a possibility for support is never a bad 
option. The third drawback is that Linux is harder to configure properly. It requires 
more qualified people to work with, because all the aspects of configuring and 
managing are less obvious in Linux. 
 
4.2.1 Management tools 
There are plenty of different tools for networks with different needs. I will mention 
the most popular ones which will suit the most popular needs. All the tools in this 
part of the study are considered open-source, and thus free to download and use, 
until stated otherwise. 
 
There are several GUI management tools for Linux but they are less common 
than CLI solutions. One of the most popular one is Linux Cluster Manager (LCM). 
 
 
Figure 14. LCM Dashboard (LCM) 
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Figure 15. LCM Image manager (LCM) 
 
The principle of this tool is the same as that Microsoft Failover Cluster Manager. 
It also has a dashboard and different views to manage and configure different 
aspects of the cluster. Examples can be seen in figures 14 and 15 above. The 
interface may look more outdated in comparison to MFCM, but it is valid for the 
majority of open-source tools. 
 
 
Figure 16. Cluster Administration GUI (Cluster Configuration Tool window) from Red Hat (Red 
Hat, Inc) 
 
The second option is a special GUI tool which is a part of Red Hat Cluster Suite. 
It doesn’t have an official name and is called Cluster Administration GUI. Unlike 
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the previous option, this one is not free because it comes with suite which costs a 
lot of money. Red Hat has a policy close to Microsoft – it sells its distributions of 
Linux, but at the same time offers high-quality customer support. The majority of 
other distributions doesn’t have a company behind them. Thus, customer support 
is mostly limited to official documentation. 
 
 
Figure 17. Cluster Status Tool. (Red Hat, Inc) 
 
This software is divided into two main tools – Cluster Configuration Tool and 
Cluster Status Tool. The first one is used for creating, editing and propagating 
cluster files, whereas the second one is used for management. The use of two 
given tools is quite apparent. Cluster Administration GUI is a part of paid suite 
and should be used, if the clusters run software from Red Hat. If not, there is 
much more sense in using Linux Cluster Manager or other free tools. 
 
There are more GUI tools but I wanted to point these out as examples of one free 
and open commercial software. The example of other commercial solutions (but 
not embedded into the distributive) can be CFEngine (Northern.tech, Inc). 
 
There is an extremely high number of CLI management tools for Linux. I will not 
cover all of them, but will mention the most important ones for each aspect of 
clustering management. As in the GUI section, all the software is free until stated 
otherwise. 
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Two necessary requirements for a clustering management tool (or stack of tools) 
is the possibility to configure (implement commands) and manage (gather the 
status) clusters. 
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Popular tools for configuring clusters via a command line are: 
 
- GNU Parallel (Free Software Foundation, Inc.). It provides the possibility to 
execute commands parallelly (to several machines at the same time). This 
is extremely useful in clustering because all the clusters must always have 
the same state. 
- Fabric (Jeff Forsier, 2017). It’s an extremely useful tool for executing 
commands both remotely and locally, uploading and downloading files and 
for some additional functionality. It requires Python to run because the 
commands in Fabric are written in Python as well. 
- Munge (Chris Dunlap, 2017). This is a tool for implementing authentication 
on cluster nodes if it’s needed. 
 
Popular tools for managing clusters via a command line are: 
 
- RDDtool (Tobias Oetiker, 2017). It logs the servers’ actions and state and 
draws the graph if needed. Its good feature is the possibility to embed the 
tool into scripts and apps written in different languages like Perl, Python, 
Ruby etc. 
- FreeIPMI (FreeIPMI Core Team, 2017). It is a tool used for collecting data 
about temperature of hardware, electrical data (e.g. voltage, power supply 
data), basic errors. 
To sum up, there are plenty of tools for different tasks. Almost all tools have 
analogs based on another programming language or designed for another 
distribution. That leads to the main advantage of Linux over Windows – it is much 
more flexible and offers much more freedom. 
 
4.2.2 Quorum in Linux 
Unlike in Windows, there are no pre-configured quorum types in Linux. Linux 
clusters should also have fencing a device which will isolate a stopped node from 
other ones, and a quorum device which will store the state of the nodes, although 
it is not obligatory to have it. 
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The new term which is connected to quorum is introduced in Linux and called 
fencing wars. It is quite similar to brain-splitting, but the action causing the 
problem is different. If there are two nodes in a cluster and they lose connection 
to each other, they will both try to fence (isolate) another node and restart all the 
services in a cluster, because both nodes will suppose that the other one is 
broken. The quorum device will solve this issue by propagating the last saved 
state to both nodes after they are recovered. Two-node clusters are the most 
prone to fencing wars, so in Linux there is more need to use a quorum device for 
them than for others, although the quorum device is always a good solution for 
clusters. 
 
4.2.3 Cluster virtualization in Linux 
Some distributions, e.g. Red Hat and CentOS, can create virtual clusters through 
using built-in tools. A good guide about setting up a virtual cluster in Red Hat 
Linux is present on TechTarget (Stuart Burns, 2016). Unfortunately, as long as 
Linux doesn’t have one company behind it, there are no universal solutions. 
There are a lot of good external options for virtualization, and I will cover them in 
chapter four, sections three and four. 
 
4.2.4 Conclusion for Linux 
The main disadvantages of Linux are generally reversed advantages of Windows. 
It’s less user-friendly and intuitive, and has problems with customer support 
which is mostly limited to six months of support and good official documentation. 
The advantages of Linux are, again, reversed disadvantages of Windows: much 
lower costs and more flexibility in software to choose from. 
 
All the advantages and disadvantages of Linux are mostly not valid for Red Hat 
distributions (Red Hat Enterprise Linux and partly Fedora with CentOS) because 
this company utilizes the same business model as Microsoft, for example they 
sell the product but offer proprietary solutions limited to their system and also 
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offer long support. This means that it’s possible to choose Linux, but to organize 
cluster technologies in the Microsoft way. 
 
4.3 VMware in server clustering 
VMware is a company which is currently a market leader in virtualization 
software. It also provides possibilities for virtualized clustering which can run on 
top of any existing OS (using a web application) or using native Windows-based 
software. I will introduce VMware more briefly than Linux and Windows, despite it 
being the current market leader in clustering, because I will not be able to use 
VMware. It is a paid option and unftortunately I have no credits for virtualizing it 
and thus for implementing virtualization in virtual environment. 
 
4.3.1 VMware stack 
 
VMware solution requires several applications to be installed. I will call them 
“VMware stack”. 
 
 
Figure 18. Structure of the VMware cluster (VMware HA) with an example of a hardware issue 
and reboot process (vStackL, 2016) 
 
The core one is VMware ESXi. ESXi is a bare-metal hypervisor, i.e. it runs on top 
of the hardware and provides OS elements needed such as kernel, services etc. 
It also runs hosts. Platform called vSphere works on top of ESXi. First of all, 
vSphere has its own server called vCenter Server. vSphere clients connect to 
vCenter Server (or to hosts directly) and it’s possible to manage virtual servers 
using them.  
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4.3.2 Cluster types 
 
There are two types of VMware clusters – DRS (distributed resource scheduler) 
and HA (high availability). 
 
- DRS cluster has a pool which consists of resources of hosts and is 
expanded when a new host is added. In this type of cluster load balancing 
(even load distribution), power management and virtual machines 
placement can be enabled and used. 
- HA cluster gathers all hosts into itself and manages them. Once some host 
has experienced failures, the cluster transfers all its virtual machines to 
other hosts in case there is enough storage space available. 
 
4.3.3 Cluster management 
 
Management process is done via one of the two methods. The first one is the tool 
mentioned before (vSphere Client). It runs on top of the host and gives at 
opportunity to create virtual servers (nodes) and also manage them. The client is 
available only on Windows. 
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Figure 19. vSphere Client window running in the old version of Windows Server (VirtuallyLG, 
2012) 
 
The interface of the applications resembles Microsoft Failover Cluster Manager a 
lot, and this is valid for user experience. Options and views are intuitive and well-
structurized, the client is human-friendly. Another option is to use vSphere Web 
Client. As it follows from the title, this version of the client runs from a browser. It 
is cross platform, but has limited functionality in comparison to the native client, 
and cannot connect directly to hosts. Only connection to vCenter Server is valid. 
 
Table 2 summarizes both options. 
 
Table 2. Comparison of vSphere Client and vSphere Web Client 
 vSphere Client vSphere Web Client 
Location needs to be insalled runs from browser 
Platform only Windows cross-platform 
Valid connections to hosts and vCenter 
Server 
only to vCenter Server 
Functionality all functionality present possible to desploy VMs 
and manage clusters’ 
state. Impossible to 
configure anything 
Extendability absent supports plug-ins 
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The desktop application is suitable for network administrator and engineers, in 
other words, for people who will configure the network. For people working with 
status management, like help desk, operators and managers Web Client will be 
more appropriate. 
 
4.3.4 vCloud Air 
 
vCloud Air is a cloud computing service very similar to Microsoft Azure, it’s also 
Infrastructure as a Service (IaaS) product. About half a year ago, in the second 
quarter of 2017, vCloud was sold to a French cloud provider called OVH, but its 
services were well integrated into the new owner’s existing ones and are 
basically intact. OVH provides server solutions (virtual private server, dedicated 
server etc.), cloud solutions (private cloud, public cloud) and other types of 
services (CDN, email, Software as a Service solutions). 
 
4.3.5 Conclusion for VMware 
VMware solutions are a very solid choice for most types of companies. Its 
emphasis on virtualization makes it cheaper than Windows, although it will still 
cost a lot, but at the same time it’s still more user-friendly than Linux. VMware is 
a very good compromise solution. 
 
The main disadvantage is the necessity to use VMware, and OVH in case of 
cloud solutions, software, in other words, VMware is not a flexible solution when it 
comes to the management and hypervisor software. 
 
4.4 Other solutions 
There are a lot of different clustering options available, but I only cover Docker 
Swarm briefly. Docker is a containers technology. Container is an abstract 
virtualization of an operating system. Therefore it can be considered as a virtual 
server. 
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Docker Swarm is a special mode which provides a possibility to form a group 
(basically a cluster) of Docker Engines (containers, i.e. virtual servers). Swarm 
has a lot of benefits, e.g. it supports basic clustering features (load balancing, 
scalability, easy management etc.). It’s secure due to Transport Layer Security 
mutual authentication, it’s flexible, for example it’s possible to declare different 
functionality to different parts of the clusters, and a lot of companies (Red Hat, 
Microsoft, IBM) openly support Docker. Therefore, it is updated periodically and is 
a very promising technology. The last big advantage of Docker is its cross-
platform availability. It’s available for Windows, Linux, MacOS and even 
FreeBSD. 
 
A lot of other solutions by different companies utilize Docker containers 
technology (Mesos by Apache, Kubernetes by Google and others). All of these 
technologies are listed by Anand Akela, 2016. 
 
4.5 Choosing the proper OSs 
Windows released a new Server edition last year (Windows Server 2016). This is 
the main reason why I decided to choose it. I’m very interested in Docker 
containers technology as well, and due to its virtualizing nature and the possibility 
to run on any operating system I would have a chance to implement a Docker 
cluster, if I had time. Windows Server will allow me to do this. Windows will be 
ran in a cloud environment.  
 
4.6 Software for the project 
As long as I plan to use Windows, the obvious choice for virtualization is Hyper-V. 
I have no plans for using VMware solutions but, as mentioned above, I will try to 
work with Docker, if I had time. 
 
As for non-virtualization software, I plan to use software mentioned in chapter 
four, section two. 
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4.7 Cloud provider 
There are a lot of cloud service providers, but the three main ones are Microsoft 
Azure, Amazon Web Service and DigitalOcean. All of them are commercial 
options, but with a possibility for free trial and credits for students. I have used 
DigitalOcean before and had never any problems with it. I also have credits there, 
but for this project this option is not considered by me because it doesn’t offer 
Windows. Microsoft Azure is Windows-centered, but Xamk is not able to provide 
credits for me, thus I will use Amazon Web Service (AWS). 
 
5 PRACTICAL PART 
In this part of the thesis covers the installation, configuration and testing 
processes. These include CMD commands, all the necessary configurations 
done with GUI and other important steps. Very basic theory can also be present 
in this part, but mostly in form of explanations. 
 
HPC cluster is high performance cluster and nowadays this term means the 
same as just term cluster because all the clusters are designed for continuous 
service work. 
 
All the figures appearing in this chapter are captured by me unless stated 
otherwise, and thus have no official source. 
 
5.1 Setting up Virtual Private Cloud and testing 
The first important step of installing and configuring a cluster is to set up virtual 
private cloud (VPC). In order to this, I need to run VPC wizard. Creation of 
instance and security group is used to check if VPC is able of hosting a server or 
accepting security settings. 
 
Amazon has extremely useful tutorials. For the installation and configuration 
purposes, I will mostly use them as guidelines (Amazon Web Services, Inc, 
2017). 
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5.1.1 Creating a network 
The first window is about creating a private network, subnet inside this network 
and using gateway. It also automatically creates routing table for possible future 
needs. This step is very straightforward. 
 
 
Figure 20. Window of network configuration in VPC wizard 
 
The only knowledge needed for setting VPC up is understanding of subnet masks 
and what the default gateway is. Wizard provides values by default, thus almost 
nobody can face issues while completing this step. I haven’t faced them as well 
and successfully created a VPC. 
 
 
Figure 21. Confirmation of VPC being created 
 
My VPC is created in Ohio (Eastern USA) zone. Due to Ohio being located half a 
globe away from Finland, this can cause some issues related to connection 
speed, but they should not be crucial enough to affect the project. 
 
42 
5.1.2 Configure security groups 
The next important step is configuring security groups. This is very similar to 
creating access lists on Cisco devices. The purpose of this step is to establish 
security on VPC and therefore protect possible instances from attacks and thefts. 
 
 
Figure 22. Creation of the security group in AWS console 
 
As well as in Cisco devices’ access control lists, there are inbound and outbund 
rules which regulate and filter the traffic going to, within and from the network. 
Summing up, this step can be described as configuring ACLs using web GUI. 
 
Figure 23. Configuration of inbound rules for my VPC 
 
5.1.3 Creating an instance 
The next step is to launch an instance in the VPC. Purpose of it is mainly in the 
testing of possibility of VPC to host instances, but it helps to orient in AWS 
configuration windows as well. There are a lot of sub-steps but they are all 
straightforward. A lot of options are provided by default using customer’s VPC 
data. 
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Figure 24. Selection of instance's hardware 
 
 
Figure 25. Selection of assosiated network and subnet 
 
 
Figure 26. Selection and configuration of storage option 
 
 
Figure 27. Selection of tag pairs 
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Figure 28. Selection of security groups 
 
 
Figure 29. Configuration of key pair 
 
As a result of these steps, my VPC now hosts a Windows Server 2016 instance. 
It’s possible to connec to it using Remote desktop file which can be downloaded 
from AWS console, though I will not do it right now. 
 
 
Figure 30. Status screen of my instance 
 
5.1.4 Configuring elastic IP address 
The next step is to configure elastic IP address. In AWS non-default VPC (i.e. the 
VPC created by customer) doesn’t have any public IP addresses, therefore it 
needs one to communicate with the Internet. 
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Figure 31. Confirmation of new public IP address being allocated 
 
 
Figure 32. Process of association the instance with IP 
 
This step was straightfoward as well. To receive an elastic IP, there is only a 
need to press button ”Get IP”, and as for association, there is only a need to 
select customer’s instance’s data from dropdown menus. 
 
5.2 Setting up cluster 
This section is about creating and configuring a domain controller and nodes. 
This process is also straightforward and consists of web GUI forms, but I will 
cover them anyway. 
 
5.2.1 Creating security group for domain members 
The first step is a prerequisite to actual creation of the domain controller. Its goal 
is to create several security groups and assign rules to them. This process is 
done via Windows PowerShell, and this caused problems for me because I am a 
Mac user. In my opinion, this is one of the worst aspects of AWS because people 
using different OSs should be able to configure Windows Server instances, and 
not only Windows users. Thus, I was forced to install Windows as secondary 
operating system to my MacBook. In order to connect to Amazon servers, I used 
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a special tool called AWS tools for Windows PowerShell. It is available at AWS 
website (Amazon Web Services, Inc.). 
 
Figure 33. PowerShell with errors and process of policy changing 
 
By default, PowerShell resuses to run the scripts due to its security policy being 
set to restricted mode. As mentioned in guide present on Microsoft website (Juan 
Pablo Jofre et al.), this mode means that PowerShell is allowed to run single 
commands, but prohibited to run scripts from any sources. In order to change the 
mode to unrestricted, I ran set-ExecutionPolicy –ExecutionPolicy unrestricted. 
This is insecure, and thus not recommended in real working environment, but as 
long as I change the security policy on my local machine, it is acceptable. The 
next thing was to import Amazon Web Services Power Shell module and it was 
done via import-module AWSPowerShell. 
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Figure 34. Process of configuring Amazon credentials and creating security groups 
 
In order to apply settings to my VPC, I needed to provide my data to AWS tools. 
Since my VPC is located in Ohio, USA, the command Set-DefaultAWSRegion –
Region us-east-2 was used to make Ohio server zone a default one for me. 
 
Then I used command Set-AWSCredentials –AccessKey “xxx” –SecretKey “xxx”. 
Where both xxx stand for Amazon Access Key and Amazon Secret Access Key. 
They are both provided by Amazon secretly and are used in same way as login 
and password, the second one is even not accessible once it was assigned to a 
user and shown once. Due to thesis being publicly available and Theseus, I hid 
these keys. The next command was Initialize-AWSDefauls and it initializes 
(activates) two previous commands. 
 
The next step was to create three security groups. This was implemented via 
issuing the same command, New-EC2SecurityGroup –VpcId vpcid_of_users_vpc 
–GroupName “desired security group name” –Description “desired description for 
security group”  three times with slightly different attributes. All the outputs shown 
in Figure 34 are security group IDs used in next steps. 
 
 
Figure 35. Sreenshot from AWS tutorial containing an error 
 
48 
The next step was a little bit confusing for me because AWS tutorial contained a 
crucial error. As can be seen in Figure 35, second line in commands snippet has 
an opening quotes but doesn’t have a closing one. This error repeats in all three 
code snippets for different security groups. I tried provided commands and found 
out the error empirically. Luckily, incorrect settings didn’t ruin the existing settings 
because these commands executed incorrectly just don’t work. 
 
 
Figure 36. Configurations for domain members security group 
 
 
Figure 37. Configurations for domain controller security group 
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Figure 38. Configurations for HPC nodes security group 
 
 
Figure 39. Verification of the result in web GUI 
 
As can be seen in figures 36, 37, 38 and 39, needed commands are applied and 
the result is accepted by VPC. The figure 36 has one incorrect command but this 
command was overridden with the same command using correct attributes on the 
next line. 
 
The process could have also been done using web GUI, but, first of all, tutorial 
provides only PowerShell commands, and I decided not to spent time converting 
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commands to manual GUI settings one rule by one, and, secondly, I was 
interested in having experience in both web GUI and CLI configuring, although 
the need in PowerShell forced me to use another operating system and that I 
faced the errors in tutorial. 
 
5.2.2 Installing prerequisites for a domain controller 
The beginning is completely the same as the one mentioned in chapter five, 
section one, step three, I also create a “general purpose” Windows Server 2016 
Amazon Machine Image (AMI) and then assign 30 GB to it as a storage. The 
following steps differ, and thus I will mention them more thoroughly. 
 
Figure 40. Process of tag assigning 
 
 
Figure 41. Process of assigning domain controller security group to a new instance 
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First of all, I needed to create a pair of tags. As can be seen in Figure 40, the key 
is “name” and the value is “domain controller”. The next step was to assign a 
domain controller security group, which was created by me in chapter five, 
section two, step one, to a new instance. This can be seen in Figure 41. Both 
steps were easy and straightforward. 
 
 
Figure 42. The window with elastic IPs 
 
 
The next thing to do was the association of elastic (public) IP address to an 
instance. This process as completely the same as mentioned in chapter five, 
section one, step four, and thus I will not cover it. The result can be seen in 
Figure 42. The selected IP is the new one. 
 
5.2.3 Configuration of domain controller 
The next important part of creating of a cluster is configuration of domain 
controller. I fulfilled all the needed pre-requisites and the next step was to 
connect to the new instance. Each operating system has its own method of 
connection. I use MacOS, and the needed tool for it is Microsoft Remote 
Desktop. It can be found in Mac App Store, and it’s free. 
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Figure 43. Window of Microsoft Remote Desktop 8.0 in Mac App Store 
 
After the actions done in chapter five, section two, step two, RDP access was not 
enabled on the instance. Therefore, I needed to manually create a new rule in 
web GUI. I allowed RDP traffic via 3389 port from everywhere (this is acceptable 
because instance still asks for password which is encrypted). 
 
Figure 44. Process of installation of Active Directory Domain Services 
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As a result, I succeeded to connect to a server using the credentials provided by 
Amazon.  The system operated quite slow, but in my opinion this happened due 
to the fact that me and the server are in almost opposite parts of the globe. 
 
Figure 45. Window of creation of a new forest 
 
Figure 46. The window with domain controller options 
  
While completeing this step I did not follow the tutorial completely. The tutorial 
suggests that I need to use hpc.local as my domain name, but I used 
maksimthesis.com. This should not cause any errors in the future, I will just need 
to use maksimthesis.com in each step mentioning hpc.local. After the creation of 
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the new forest the server restarted. After the reboot I logged in as a member of 
the new forest. 
 
Figure 47. Creation of a domain user in Windows Server 
 
 
Figure 48. Domain user password policies in Windows Server 
 
While configuring a user, I improvised a little, and created a user with the name 
maksim instead of hpcuser. It should not affect the later configurations if I replace 
all hpcuser’s with maksim. 
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5.2.4  Creation of head node 
First of all, I need to create an instance and associate it with two of previously 
created security groups, hpc cluster and domain member ones. I’ve covered the 
process of creation of instances, and thus I will not do it again. Then I needed to 
connect to this instance. Unlike domain controller instance, HPC head one should 
not have an elastic (public) IP address, but I was not able to connect to the 
instance without it. Therefore, I associated an IP address with it. I found out DNS 
settings using command IPConfig /all. 
 
 
Figure 49. Network Connections window with IPv4 properties window open 
 
Then I went to the Network Connections, where I edited the DNS addresses. 
These addresses can be seen in Figure 52. The next thing to was the assigning 
of new instance to eisting domain.  
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Figure 50. Login window for maksimthesis.com domain 
 
 
Figure 51. Approval message from maksimthesis.com domain 
 
I was successful to add the new instance to the maksimthesis.com domain using 
administrator credentials from domain controller instance. The next step was 
adding previously created maksim user to administrators group locally. 
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Figure 52. Administrators list for HPC-head instance 
 
The next important part of the configuration of HPC-head node is installing HPC 
pack. There is a prerequisite, I needed to disable Internet Explorer Enhanced 
Security Configuration in Server Manager. This is required because in the next 
step I downloaded the file from Microsoft website. 
 
 
Figure 53. Window with IE ESC settings 
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I decided not to use HPC Pack 2016 and instead of it switch to HPC Pack 2012 
R2. 2016 version requires a signed and encrypted cryptography archive with .pfx 
extension. I made a small research about self-generating these archives, but in 
the end just abandoned this idea and selected a 2012 version. 
 
I faced another issue while doing this. The problem was in the fact that HPC Pack 
2012 R2 requires Windows Server 2012 R2. Therefore, I was forced to abandon 
my old instance, create the new one as Windows Server 2012 R2 and repeat all 
the steps on it. I will not replace the previous figures mentioned in this big step, 
because everything except the operating system interface is completely the 
same. 
 
Figure 54. Initiual configuration Window right after HPC Pack 2012 R2 installation process 
 
The next required action is to actually create a cluster. This is done via HPC 
cluster manager, which was installed with HPC Pack 2012 R2. The process is 
quite easy in comparison to all the issues I faced during the pack installation. 
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Figure 55. Window of HPC Cluster Manager 
 
The whole process of configuring things in HPC Cluster Manager mostly consists 
of accepting the default values provided by the software. The whole process is 
described in AWS tutorial (Amazon Web Services, Inc.), and thus I will not attach 
any figures for this step. After this process, head node is created and configured, 
and there is a need to create a compute node. 
 
5.2.5 Creation of compute node 
The first big substep is completely the same as in chapter five, section two, step 
five, and this is the creation of an instance, configuration of DNS and domain 
user accounts. I didn’t want to repeat my own mistakes and created Windows 
Server 2012 R2 version from the very beginning. I will skip the description of this 
substep because of the reasons mentioned above. 
 
The second big substep also almost completely repeats the process mentioned in 
the chapter five, section two, step five. The only crucial difference during HPC 
Pack 2012 R2 installation is that instead of choosing the option “Create a new 
HPC cluster by creating a head node” the option “Join an existing HPC cluster by 
creating a new compute node” needs to be selected. I will neither attach any 
figures nor describe this process as well. 
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The next important configuration to be done is to add the new compute node to 
existing cluster. This is done via head node, thus, I need to connect to HPC-Head 
instance once again and make the configurations from there. 
 
 
Figure 56. Compute node listed as unapproved in head node's cluster manager 
 
As can be seen in Figure 59, the compute node is listed as unapproved in HPC 
Pack 2012 R2 Cluster Manager on HPC-Head node. It’s the way it should be. 
The next thing to do is just to bring that unapproved node to life. After that, my 
cluster is ready. 
 
I decided not to implement any apps on my Windows cluster, because head and 
compute nodes lost connection to each other very often, and I initially had plans 
on implementing Docker in practical part of the project as well. I decided to stick 
with this idea, but implement it on Linux server instead of Windows one. 
 
5.3 Experimenting with Docker 
As mentioned before, I am really interested in trying Docker, a containers 
technology which supports clustering as well. I used tutorials from DigitalOcean 
website (finid et al., 2014-2017). 
61 
 
5.3.1 Installing prerequisites 
First of all, I needed to run a server to host a docker. I chose a DigitalOcean for 
this task, and created the very basic Ubuntu 16.04 droplet possible. Droplet is a 
DigitalOcean name for a server instance. 
 
 
Figure 57. Properties of my droplet 
 
The command used to get connection to a server is ssh root@192.81.223.108. 
This command will probably not run on Windows machines, but will work on Linux 
and MacOS ones. I ran all the commands from my MacBook, and thus it worked. 
 
The first prerequisite mentioned in a main guide (finid, 2017) is installation of 
Docker. For this, I needed a non-root user with sudo priveleges. It was 
implemented via issuing adduser maksim and usermod –aG sudo maksim. The 
next steps are straightforward because the DigitalOcean guide (finid, 2016) 
covers in a proper and clear way. The step mostly included the usage of apt-
related commands. As can be seen in Figure 61 below, the Docker was installed 
successfully. 
 
 
Figure 58. Validation of Docker being installed 
 
The next task was to receive a DigitalOcean token. I used the guide (Mitchell 
Anicas, 2014) which was very clear and easy to follow. The process included the 
receiving of a token via web GUI, and assigning this token to a variable in Linux. I 
didn’t face any issues. For security reasons, I will not provide my security token in 
this document. 
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The third, and the last, step to do was installation of Docker Machine. As in case 
with Docker installation, I also used a guide by a user finid (finid, 2016) which 
was also very straightforward. The installation mostly included configurations via 
built-in editors and permissions-changing commands.  
 
Figure 59. Validation of Docker machine being installed 
 
5.3.2 Creation of a cluster 
First of all, I needed to write a Bash script which would automate the process of 
creating several nodes. It acts as a loop. 
 
 
Figure 60. My first Bash script for Docker machine 
 
The Figure 63 shows an example script for this purpose. In the end, I decided to 
run only three nodes, as in tutorial, instead of five. The nodes are created as 
separate DigitalOcean droplets. 
 
 
 
 
Figure 61. Nodes of my Docker cluster in terminal 
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Figure 62. Nodes of my Docker cluster in DigitalOcean web GUI 
 
The next configuration to do was the firewall one. A very useful feature of docker 
is possibility to access nodes within terminal window of docker via issuing sudo 
docker-machine ssh *the_name_of_the_node*. It works exactly the same way as 
ssh user@ip in Terminal, but runs all the commands as root by default. Using this 
command and method one mentioned in another excellent tutorial by Finid (finid, 
2017), I configured the firewall on each of the three nodes. 
 
The next step in configuration was to initialize the cluster manager. As in the 
tutorial, my cluster’s manager will be thesisnode-1. 
 
Figure 63. Promotion command issued on thesisnode-1 and its output 
 
After that, the remaining nodes must be added to my cluster. It was very easy 
due to the needed command being provided by swarm initializer. This command 
required a Swarm token, or a Swarm ID, which shows which Swarm is the target 
to join, and IP of the manager, pointed at 2377 port. Exactly the same process 
was repeaten twice, for both thesisnode-2 and thesisnode-3. 
 
Figure 64. Command for joining the swarm, and its output 
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Figure 65. Cluster overview command issued on thesisnode-1, and its output 
 
 
Figure 66. Creation of nginx webserver on the cluster and its verification 
 
As a result, Nginx startpage can be accessed via typing any of the cluster’s IP 
addresses in a web browser. http://138.197.95.134/, http://104.236.212.119/ and 
http://104.236.247.227/ show exactly the same page, which means, that they 
operate as the whole one machine.  
 
6 RESULTS & CONCLUSION 
The theory part was very interesting and beneficial for me. The initial goal was 
achieved, and I studied the principles and the appliances of the clustering. I also 
learned a lot about how different operating systems and technologies have 
different methods of implementing the same models and solving the same issues. 
One of the new interesting aspects of this project for me was the study about 
virtualization and cloud technologies, which are closely related to the clustering. 
 
As for practical part, the initial goal, which is the implementation of cluster, was 
also achieved. Moreover, in the end it became a comparison of AWS + Windows 
+ GUI with DigitalOcean + Linux + Docker + CLI. Implementing two completely 
different solutions was an interesting thing to do, and I can subjectively judge 
what method I liked the most. 
 
As for cloud providers, I prefer DigitalOcean over AWS for several reasons. 
Firstly, DigitalOcean has clearer design, and thus it’s easier to find needed 
settings. Secondly, the tutorial base is supported by both DigitalOcean 
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employees and users, and it leads to a much greater choice. The main 
disadvantage of DigitalOcean for my project was impossibility to run Windows in 
there, but in general DigitalOcean is more targeted on small-sized solutions, 
whereas AWS is much more enterprise-oriented. 
 
As for Windows against Linux, I prefer Linux for server projects. During the 
configuration process of Windows, I faced a lot of problems. Sometimes I was 
forced to recreate the instance just because Windows failed an installation or lost 
connection to a domain. Linux always worked for me in exactly the same way as 
it was written in either documentation or tutorial. Docker was an extremely useful, 
and at the same time, very easy-to-follow technology, which allowed me to create 
a cluster within an evening. As for Windows, I spent about 5 days on different 
configurations, reinstallations of instances and troubleshooting of Windows 
issues, and decided not to implement any apps on Windows cluster due to it’s 
connectivity issues. 
 
As for method of implementation, GUI-oriented solutions are generally much 
harder to configure incorrectly, although, I prefer CLI-oriented configurations for 
their fast and clear principles of work. Moreover, the more enterprise-oriented the 
network become, the more sence there is for the use of CLI methods due to 
much less overhead. 
 
To sum up, as a result of this project, I managed to research the concept of 
clustering and implemented two clusters with completely different technologies, 
and also succeded to run a service on one of them. 
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