Abstract-Existing parallel mining algorithms for frequent itemsets lack a mechanism that enables automatic parallelization, load balancing, data distribution, and fault tolerance on large clusters. As a solution to this problem, we design a parallel frequent itemsets mining algorithm called FiDoop using the MapReduce programming model. To achieve compressed storage and avoid building conditional pattern bases, FiDoop incorporates the frequent items ultrametric tree, rather than conventional FP trees. In FiDoop, three MapReduce jobs are implemented to complete the mining task. In the crucial third MapReduce job, the mappers independently decompose itemsets, the reducers perform combination operations by constructing small ultrametric trees, and the actual mining of these trees separately. We implement FiDoop on our in-house Hadoop cluster. We show that FiDoop on the cluster is sensitive to data distribution and dimensions, because itemsets with different lengths have different decomposition and construction costs. To improve FiDoop's performance, we develop a workload balance metric to measure load balance across the cluster's computing nodes. We develop FiDoop-HD, an extension of FiDoop, to speed up the mining performance for high-dimensional data analysis. Extensive experiments using real-world celestial spectral data demonstrate that our proposed solution is efficient and scalable.
algorithms running on a single machine suffer from performance deterioration. To address this issue, we investigate how to perform FIM using MapReduce-a widely adopted programming model for processing big datasets by exploiting the parallelism among computing nodes of a cluster. We show how to distribute a large dataset over the cluster to balance load across all cluster nodes, thereby optimizing the performance of parallel FIM.
Frequent itemsets mining algorithms can be divided into two categories [1] , [2] , namely, Apriori and FP-growth schemes. Apriori is a classic algorithm using the generate-and-test process that generates a large number of candidate itemsets; Apriori has to repeatedly scan an entire database [3] . To reduce the time required for scanning databases, Han et al. [4] proposed a novel approach called FP-growth, which avoids generating candidate itemsets. Most previously developed parallel FIM algorithms were built upon the Apriori algorithm [5] [6] [7] [8] . Unfortunately, in Apriori-like parallel FIM algorithms, each processor has to scan a database multiple times and to exchange an excessive number of candidate itemsets with other processors. Therefore, Apriori-like parallel FIM solutions suffer potential problems of high I/O and synchronization overhead, which make it strenuous to scale up these parallel algorithms. The scalability problem has been addressed by the implementation of a handful of FP-growth-like parallel FIM algorithms [9] [10] [11] [12] . A major disadvantage of FP-growthlike parallel algorithms, however, lies in the infeasibility to construct in-memory FP trees to accommodate large-scale databases. This problem becomes more pronounced when it comes to massive and multidimensional databases.
Rather than considering Apriori and FP-growth, we incorporate the frequent items ultrametric tree (FIU-tree) in the design of our parallel FIM technique. We focus on FIU-tree because of its four salient advantages, which include reducing I/O overhead, offering a natural way of partitioning a dataset, compressed storage, and averting recursively traverse [13] . More importantly, the existing parallel algorithms lack a mechanism that enables automatic parallelization, load balancing, data distribution, and fault tolerance on large computing clusters. To solve the aforementioned open problems, we design a parallel FIM algorithm called FiDoop using the MapReduce programming model (see [14] [15] [16] [17] for details on MapReduce).
Compared with the existing frequent items ultrametric tree (FIUT) algorithm [13] , FiDoop has distinctive features. In FiDoop, the mappers independently and concurrently decompose itemsets; the reducers perform combination operations by constructing small ultrametric trees as well as mining 2168 -2216 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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these trees in parallel. We implement FiDoop on our in-house Hadoop cluster. We observe that data partitioning and distribution are critical issues in FiDoop, because itemsets with different lengths have various decomposition and construction costs. To optimize the performance of FiDoop, we propose a new data partitioning method to well balance computing load among the cluster nodes; we develop FiDoop-HD, an extension of FiDoop, to meet the needs of high-dimensional data processing.
The main contributions of this paper are summarized as follows.
1) We made a complete overhaul to FIUT (i.e., the frequent items ultrametric trees method), and addressed the performance issues of parallelizing FIUT. 2) We developed the parallel frequent itemsets mining method (i.e., FiDoop) using the MapReduce programming model. 3) We proposed a data distribution scheme to balance load among computing nodes in a cluster. 4) We further optimized the performance of FiDoop and reduced running time of processing high-dimensional datasets. 5) We conducted extensive experiments using a wide range of synthetic and real-world datasets, and we show that FiDoop is efficient and scalable on Hadoop clusters. The remainder of this paper is organized as follows. Section II describes the background knowledge. Section III gives an overview of the process of FiDoop on MapReduce. Section IV presents the design issues of FiDoop built on the MapReduce framework, followed by the implementation details are discussed in Section V, in which we pay particular attention to the performance optimization of the last MapReduce job. Section VI implements dimension reduction techniques (FiDoop-HD) to optimize FiDoop. Section VII evaluates the performance of FiDoop on a real-world cluster. Section VIII discusses the related work. Finally, Section IX concludes this paper.
II. PRELIMINARY
In this section, we first briefly review association rules. Then, we summarize the basic idea of the FIUT algorithm along with its core data structures. To facilitate the presentation of FiDoop, we introduce the MapReduce programming framework.
A. Association Rules
ARM provides a strategic resource for decision support by extracting the most important frequent patterns that simultaneously occur in a large transaction database. A typical ARM application is market basket analysis. An association rule, for example, can be "if a customer buys A and B, then 90% of them also buy C." In this example, 90% is the confidence of the rule.
Apart from confidence, support is another measure of association rules, each of which is an implication in the form of X ⇒ Y. Here, X and Y are two itemsets, and X ∩ Y = ∅. The confidence of a rule X ⇒ Y is defined as a ratio between support(X ∪ Y) and support(X). Note that, an itemset X has support s if s% of transactions contain the itemset. We denote s = support(X); the support of the rule X ⇒ Y is support(X ∪ Y).
The ultimate objective of ARM is to discover all rules that satisfy a user-specified minimum support and minimum confidence. The ARM process can be decomposed into two phases: 1) identifying all frequent itemsets whose support is greater than the minimum support and 2) forming conditional implication rules among the frequent itemsets. The first phase is more challenging and complicated than the second one. As such, most prior studies are primarily focused on the issue of discovering frequent itemsets.
B. FIUT
The FIUT approach adopts the FIU-tree to enhance the efficiency of mining frequent itemsets. FIU-tree is a tree structure constructed as follows. named item-name and count. The count of an item-name is the number of transactions containing the itemset that is the sequence in a path ending with the itemname. Nonleaf nodes in the FIU-tree contains two fields: named item-name and node-link. A node-link is a pointer linking to child nodes in the FIU-tree. The FIUT algorithm consists of two key phases. The first phase involves two rounds of scanning a database. The first scan generates frequent one-itemsets by computing the support of all items, whereas the second scan results in k-itemsets by pruning all infrequent items in each transaction record. Note that, k denotes the number of frequent items in a transaction. In phase two, a k-FIU-tree is repeatedly constructed by decomposing each h-itemset into k-itemsets, where k + 1 ≤ h ≤ M (M is the maximal value of k), and unioning original k-itemsets. Then, phase two starts mining all frequent k-itemsets based on the leaves of k-FIU-tree without recursively traversing the tree. Compared with the FP-growth method, FIUT significantly reduces the computing time and storage space by averting overhead of recursively searching and traversing conditional FP trees.
C. MapReduce Framework
MapReduce is a promising parallel and scalable programming model for data-intensive applications and scientific analysis. A MapReduce program expresses a large distributed computation as a sequence of parallel operations on datasets of key/value pairs. A MapReduce computation has two phases, namely, the Map and Reduce phases. The Map phase splits Hadoop-one of the most popular MapReduce implementations-is running on clusters where Hadoop distributed file system (HDFS) stores data to provide high aggregate I/O bandwidth. At the heart of HDFS is a single NameNode-a master server that manages the file system namespace and regulates access to files. The Hadoop runtime system establishes two processes called JobTracker and TaskTracker. JobTracker is responsible for assigning and scheduling tasks; each TaskTracker handles Map or Reduce tasks assigned by JobTracker.
III. OVERVIEW OF FIDOOP
In light of the MapReduce programming model, we design a parallel frequent itemsets mining algorithm called FiDoop. The design goal of FiDoop is to build a mechanism that enables automatic parallelization, load balancing, and data distribution for parallel mining of frequent itemsets on large clusters. To facilitate the presentation of FiDoop, we summarize the notation used throughout this paper in Table I .
Aiming to improve data storage efficiency and to avert building conditional pattern bases, FiDoop incorporates the concept of FIU-tree rather than traditional FP trees. We observe that parallelizing the serial algorithm FIUT is a challenge [see also the main program of the FIUT algorithm in Algorithm 1(A)]. After h-itemsets are generated in phase 1, an iterative process is repeatedly running to construct k-FIU trees and to discover frequent k-itemsets until the k value is from M to 2. In other words, the construction of k-FIU
h-itemsets = k-itemsets generation(D, MinSup); 3:
for k = M down to 2 do 4:
k-FIU-tree = k-FIU-tree generation (h-itemsets); 5: frequent k-itemsets Lk = frequent k-itemsets generation (k-FIUtree); 6: end for 7: end function
Create the root of a k-FIU-tree, and label it as null (temporary 0th root) 10:
decompose each h-itemset into all possible k-itemsets, and union original k-itemsets; 12:
for all (k-itemset) do 13:
· · · build k-FIU-tree( ); here, pseudo code is omitted; 14:
end for 15:
end for 16: end function trees and the discovery of frequent k-itemsets are executed in a sequential way. Even worse, it is nontrivial to construct k-FIU-tree, which is the most important and time consuming phase. The k-FIU-tree-generation algorithm (h-itemsets) [see Algorithm 1(B)] constructs a k-FIU tree by decomposing each h-itemset into k-itemsets, where k + 1 ≤ h ≤ M. Then, the union of original k-itemsets is calculated to construct the k-FIU tree. The generation of the k-itemsets requires decomposing all possible h-itemsets (h > k); thus, the decomposition process is sequentially performed starting from long to short itemsets. As such, we improve the serial FIUT algorithm as follows.
1) The first phase of FIUT involving two rounds of scanning a database is implemented in the form of two MapReduce jobs. The first MapReduce job is responsible for the first round of scanning to create frequent oneitemsets. The second MapReduce job scans the database again to generate k-itemsets by removing infrequent items in each transaction. 2) The second phase of FIUT involving the construction of a k-FIU tree and the discovery of frequent k-itemsets is handled by a third MapReduce job, in which h-itemsets
. . , and twoitemsets. In the third MapReduce job, the generation of short itemsets is independent to that of long itemsets. In other words, long and short itemsets are created in parallel by our parallel algorithm. Such an optimization approach solves the parallelization problem of Algorithms 1(A) and (B). The three MapReduce jobs of our proposed FiDoop are described in detail.
The first MapReduce job discovers all frequent items or frequent one-itemsets (see Algorithm 2) . In this phase, the input of Map tasks is a database, and the output of Reduce tasks is all frequent one-itemsets. The second MapReduce job scans the database to generate k-itemsets by removing infrequent items in each transaction (see Algorithm 3). The last MapReduce job-the most complicated one of the three-constructs k-FIU-tree and mines all frequent k-itemsets. In this paper, for all (T) do 4:
items ← split each T; 5:
for all (item in items) do 6:
if (item is not frequent) then 7: prune the item in the T; 8:
end if 9:
k-itemset ←(k, itemset) /*itemset is the set of frequent items after pruning, whose length is k */ 10: output(k-itemset, output(k, k-itemset+sum);//sum is support of this itemset 20: end function we pay particular attention to the third MapReduce job, which is a performance bottleneck of the FiDoop algorithm.
At the core of FiDoop is the third MapReduce job, which is in charge of decomposing, building an FIUT tree, and mining the FIUT tree. Let us outline the process of the third MapReduce job by considering a case where each itemset has k items. Note that, the initial value of k is set to M. First, FiDoop handles a set of mappers, each of which repeatedly decomposes h-itemsets (2 < h ≤ M) into a list of (h − 1)-itemsets, (h − 2)-itemsets, . . . , and two-itemsets. Applying multiple mappers to decompose h-itemsets in parallel improves data storage efficiency and I/O performance. Then, FiDoop leverages multiple reducers to merge itemsets with the same item number including original itemsets and to construct a k-FIU-tree from the itemsets decomposed and emitted by the mappers. FiDoop's tree-construction procedure takes full advantage of the Hadoop runtime system, in which the shuffling phase copies result pairs with a same key generated by mappers to a reducer. During the shuffling phase of FiDoop's third MapReduce job, we choose item numbers as output keys of key-value pairs emitted by the mappers. Finally, the k-FIU-tree is mined without necessity to mine recursively; the k-FIU-tree is immediately discarded after frequent k-itemsets are mined.
From the aforementioned description of the processes, we show that frequent one-itemsets are directly generated by scanning a database. FiDoop carries out a two-stage process to construct a k-FIU-tree (2 ≤ k ≤ M) from k-itemsets. In the first stage, k-itemsets are obtained by pruning infrequent items of each transaction in the second scan for database. The second stage is the combination of k-itemsets generated by decomposing all h-itemsets (k < h). Please note that the two-stage process is similar to that of the FIUT algorithm, which ensures the correctness of our algorithm.
The following preliminary findings motivate us to address a pressing issue pertinent to balancing load in FiDoop: 1) large itemsets give rise to high-decomposition overhead and 2) and small decomposed itemsets lead to a large number of itemsets. To achieve good load balancing performance, we incorporate constraints in the shuffling phase of the MapReduce jobs in FiDoop, thereby balancing the number of itemsets across reducers (see Section V-A for details on load balancing).
IV. MAPREDUCE-BASED FIDOOP
In this section, we present the design issues of FiDoop built on the MapReduce framework. 
A. First MapReduce Job
The first MapReduce job is responsible for creating all frequent one-itemsets. A transaction database is partitioned into output( h, frequent h-itemset); 22: end function multiple input files stored by the HDFS across data nodes of a Hadoop cluster. Each mapper sequentially reads each transaction from its local input split, where each transaction is stored in the format of pair<LongWritable offset, Text record>. Then, mappers compute the frequencies of items and generate local one-itemsets. Next, these one-itemsets with the same key emitted by different mappers are sorted and merged in a specific reducer, which further produces global oneitemsets. Finally, infrequent items are pruned by applying the minsupport; and consequently, global frequent one-itemsets are generated and written in the form of pair<Text item, LongWritable count> as the output from the first MapReduce job. Importantly, frequent one-itemsets along with their counts are stored in a local file named F-list, which becomes the input of the second MapReduce job in FiDoop. The pseudocode of the first MapReduce job is detailed in Algorithm 2.
B. Second MapReduce Job
Given frequent one-itemsets generated by the first MapReduce job, the second MapReduce job applies a secondround of scanning on the database to prune infrequent items from each transaction record. The second job marks an itemset as a k-itemset if it contains k frequent items (2 ≤ k ≤ M, where M is the maximal value of k in the pruned transactions).
Each mapper of the second job takes transactions as input. Then, the mapper emits a set of pair <ArrayWritable itemsets, Longwritable ONE>, in which itemsets is composed of the number of the items produced by pruning and the set of items. These pairs obtained by the second MapReduce job's mappers are combined and shuffled for the second job's reducers.
After performing the combination operation, each reducer emits key/value pairs, where the key is the number of each itemset and the value is each itemset and its count.
More formally, the output of the second MapReduce job is pair<IntWritable itemnumber, MapWritable<ArrayWritable k-item, LongWritable SUM>>. Algorithm 3 outlines the pseudocode of the second job's Map and Reduce functions. It is important to ensure that frequent items in each transaction should retain their lexicographical order in order to facilitate the next phase.
C. Third MapReduce Job
The third MapReduce job-a computationally expensive phase-is dedicated to: 1) decomposing itemsets; 2) constructing k-FIU trees; and 3) mining frequent itemsets.
The main goal of each mapper is twofold: 1) to decompose each k-itemset obtained by the second MapReduce job into a list of small-sized sets, where the number of each set is anywhere between 2 to k − 1 and 2) to construct an FIU-tree by merging local decomposition results with the same length.
The third MapReduce job is highly scalable, because the decomposition procedure of each mapper is independent of the other mappers. In other words, the multiple mappers can perform the decomposition process in parallel. The local procedure of constructing an FIU-tree is described in Section II-B. Such an FIU-tree construction improves data storage efficiency and I/O performance; the improvement is made possible thanks to merging the same itemsets in advance using small FIU trees.
The Map function of the third job generates a set of key/value pairs, in which the key is the number of items in an itemset and the value is an FIU-tree that is comprised of nonleaf and leaf nodes. Nonleaf nodes include item-name and node-link; leaf nodes include item-name and its support. In doing so, itemsets with the same number of items are delivered to a single reducer. By parsing the key-value pair (k2, v2), the reducer is responsible for constructing k2-FIU-tree and mining all frequent itemsets only by checking the count value of each leaf in the k2-FIU-tree without repeatedly traversing the tree.
Algorithm 4 illustrates the Map and Reduce functions. Here, the details on the function of t-FIU-tree generation (t-itemset) can be found in [13] . In Algorithm 4, the decompose() function is a recursive one, decomposing an h-itemset into a list of k-itemsets, where k is an integer between 2 and h. Our implementation of the decompose() function is shown in Algorithm 5.
V. IMPLEMENTATION DETAILS
Now, we discuss the implementation details of FiDoop. We pay particular attention to the last MapReduce job in FiDoop, because the last job is computationally expensive. We show how to optimize the performance of the third MapReduce job in two approaches.
A. Load Balance
The decompose() function of the third MapReduce job accomplishes the decomposition process. If the length of an itemset is m, the time complexity of decomposing the itemset is O(2 m ). Thus, the decomposition cost is exponentially proportional to the itemset's length. In other words, when the itemset length is going up, the decomposition overhead will dramatically enlarged. The data skewness problem is mainly induced by the decomposition operation, which in turn has a significant performance impact on FiDoop.
The first step toward balancing load among data nodes of a Hadoop cluster is to quantitatively measure the total computing load of processing local itemsets. We achieve this first step by developing a workload-balance metric to quantify load balance among the data nodes.
We consider a database partitioned across p data nodes. Let Given an itemset IS m , the computing-load weight of IS m over all the itemsets is defined as Given a transaction database D partitioned over p nodes and a random itemset X, the computing load of node i is expressed as
The summation of all the computing-load over all nodes is one; thus, we have 1, p] ) are identical. On the other hand, a large discrepancy of the W i gives rise to poor load-balancing performance. We introduce the entropy measure as a load-balancing metric. Given a database D partitioned over p nodes, the load-balancing metric is expressed as
The WB(D) metric defined in the form of entropy has the following properties. 
B. High-Dimensional Optimization
The aforementioned analysis confirms that if the length of itemsets to be decomposed is large, the decomposition cost will exponentially increase. In this section, we conduct experiments to investigate the impact of dimensionality on FiDoop. We also compare FiDoop with a popular solution parallelization of FP-growth (Pfp) [18] . Section VI presents an optimization algorithm called FiDoop-HD for high-dimensional data processing.
When it comes to mining frequent itemsets, varying dimensionality leads to a wide range of itemset lengths. Our algorithm needs to decompose each itemset generated by pruning infrequent items for each transaction. Fig. 2 shows the impact of dimensionality on the processing time of the tested algorithms. We made use of the series of D1000W, which are described in detail in Section VII (see Synthetic Dataset). In the group of experiments, the number of transactions is 10 000 000 and the average transaction size is anywhere between 10 and 50. Fig. 2(a) demonstrates that the running times of FiDoop and Pfp sharply go up when the number of dimensions increases. In other words, both approaches are heavily sensitive to the number of dimensions. When the number of dimensions is small, FiDoop is faster than Pfp thanks to the fact that FiDoop can avert building conditional pattern bases and conditional sub-FP trees for short patterns. Pfp has poor performance, because it has to recursively traverse conditional FP trees. Furthermore, in order to facilitate parallelism, Pfp groups frequent one-itemsets and distributes the data corresponding to these items to each computing node; such a grouping strategy is both time and space consuming. Nevertheless, when the dimensionality approximately reaches 30, FiDoop's performance starts degrading. This is because the cost of decomposing a k-itemset is very expensive (i.e., 2 m , m is determined by the dimensionality of the dataset). The increasing value of the m exponentially enlarges the running time of FiDoop. To address this performance issue, we propose in Section VI an optimization approach to boost the speed of processing high-dimensional data. 
VI. FIDOOP-HD
Recognizing that FiDoop exhibits high performance for lowdimensional databases, we design and implement a dimensionality reduction scheme to efficiently handle high-dimensional data processing. This approach called FiDoop-HD is an extension of the FiDoop algorithm. FiDoop-HD carries out the following steps to judiciously process high-dimensional data.
1) The output data of the second MapReduce job in FiDoop are, respectively, stored in multiple cache files according to itemset lengths. Thus, all k-itemsets are recorded in a file named k-file, whereas all (k −1)-itemsets are written to another file named (k − 1)-file. for all (t-itemset in (k-1)-file) do 7:
t − FIU − tree ← t-FIU-tree generation(local-FIU-tree, t-itemset); 8:
output(t, t-FIU-tree); 9: end for 10: end for 11:
end for 12: end function decompose k-itemset into (k − 1)-itemsets rather than into two-itemsets (see Algorithm 6) . In case of multiple files stored on a data node, the node sequentially loads and processes the files. 
The time complexity of FiDoop-HD is much lower than that of FiDoop. Such a performance improvement is evident from the experimental results plotted in Fig. 2(b) . We conduct the scalability study using datasets that containing 10 000 000 transactions, in which the average transaction size varies anywhere from 20 to 100 in step 20. For example, Fig. 2(b) reveals that our solution substantially improves the performance of FiDoop. We implement FiDoop on a Hadoop cluster, where massive amounts of data are managed by HDFS. It is essential and critical to address the I/O performance issues in FiDoop-HD due to the following reasons. First, itemsets decomposed in the previous stages have to be saved in new files for subsequent phases. Second, FiDoop-HD does inherently incorporate a load-balancing policy, because each node processes the files storing itemsets with an identical length.
VII. EXPERIMENTAL EVALUATION
We evaluate the performance of FiDoop on our in-house Hadoop cluster equipped with 16 data nodes. Each node has an Intel Pentium-4 3.0 GHz processor, 512 MB main memory, and runs on the Ubuntu 10.10 operating system, on which Java JDK 1.6.0_37 and Hadoop 1.1.1 are installed. All the data nodes in the cluster have Gigabit Ethernet network interface cards connected to Gigabit ports on the switch; the nodes can communicate with one another using the secure shell protocol. We use the default Hadoop parameter configurations to set the replication factor (i.e., 3) and the number of Map and Reduce tasks.
To evaluate the performance of the proposed FiDoop, we use both synthetic and real-world datasets in our experiments. 1) Synthetic Dataset: We generated a series of synthetic datasets (i.e., the D1000W datasets) using the IBM quest market-basket synthetic data generator, which can be configured to create a wide range of datasets to meet the needs of various test requirements [19] . The number of items in each D1000W dataset is set to 1000 (represents the number of varieties of goods); while conducting the experiments, we vary the average transaction size and the number of transactions in the D1000W datasets.
In the empirical study, we make use of the D1000W datasets to investigate the impacts of dimensions and the data size on the performance of the tested algorithms. 2) Celestial Spectral Dataset: We apply FiDoop to implement a parallel data mining application for celestial spectral data. We use the real-world celestial spectral dataset to evaluate speedup, load-balancing performance, as well as the impact of minimum support. The celestial spectral dataset used in our experiments has 5 000 000 transactions and 44 dimensions. Note that, if not specified the minsupport is set as 0.0001 and the number of nodes is on four nodes, 10-and 40-dimension in the D1000W datasets are respective the representatives of low-and high-dimensional synthetic datasets in the following set of experiments.
A. Minimum Support
Minimum support plays an important role in mining frequent itemsets. We increase minimum support thresholds from 0.0001% to 0.0003% with an increment of 0.00005%, thereby evaluating the impact of minimum support on Pfp and our proposed algorithms containing three MapReduce jobs using both celestial spectral and synthetic datasets. Fig. 3(a) -(c) shows the execution times of the three algorithms on 10-and 40-dimensional synthetic datasets and celestial spectral dataset, respectively. In this set of experiment, we increase the minsupport from 1×10 −4 to 3×10 −4 with an increment of 0.5×10 −4 . A small minimum support slows down the performance of the evaluated algorithms. This is because an increasing number of items satisfy the small minimum support when the minsupport is decreased; it takes an increased amount of time to process the large number of items. We also observe from Fig. 3(a) that the proposed algorithms are superior to Pfp in processing the lowdimensional dataset. When it comes to the high-dimensional dataset [see Fig. 3(b) and (c) ], FiDoop-HD behaves optimally and FiDoop shows its downside. These performance trends are reasonable, because the decomposition cost of FiDoop will exponentially increase, which in turn gradually offsets the gain in mining capacity with the increase of the itemset length. It is evident from these experimental results that FiDoop-HD improves the performance of FiDoop in the case of high-dimensional datasets. This observation is consistent with those drawn from Fig. 3(d)-(f) , which show the running time of the three stages of FiDoop, FiDoop-HD, and Pfp on celestial spectral dataset. Although Pfp is seemingly superior to FiDoop in running time when high-dimensional datasets are processed, Pfp's space consumption and the shuffling cost in the parallel process are higher than those of our solution. As a result, FiDoop-HD's performance is better than that of Pfp. Fig. 3(d) and (e) reveals that the running time of the first and second MapReduce jobs in FiDoop and FiDoop-HD are insensitive to minimum support. The mappers in FiDoop and FiDoop-HD have to scan the entire dataset and the reducers combine the output produced by the mappers; a similar case applies for the first MapReduce job of Pfp [see Fig. 3(f) ]. Interestingly, the running times the third MapReduce job of our algorithms and the second MapReduce job of Pfp sharply increase with the decreasing value of minimum support. Recalls that k-itemsets generated in the second MapReduce job of FiDoop and FiDoop-HD are the input of the third MapReduce job (see Fig. 1 ). A small minimum support gives rise to an increasing number of k-itemsets to be decomposed by the third MapReduce job. For the Pfp case, the time spent in grouping and processing FP-tree goes up as the number of k-itemsets increases.
B. Load Balancing
In this group of experiments, we measure FiDoop's workload balance metric on a low-and high-dimensional datasets. In the case of high-dimensional dataset, we test our algorithms using the celestial spectral dataset. Recall that our analysis shows that the load balancing mechanism of the third MapReduce job substantially improves the performance of FiDoop. Section V-A formally introduces the workload balance metric. We measure FiDoop's workload balance metric when the celestial spectral dataset is used as an input.
We partition the initial input using the default settings. The workload balance metric defined in Section V-A does not incorporate the skewness of initial input; rather, the balance metric is measured based on the load of decomposing itemsets in the third MapReduce job. In this experiment, we use a partition function to obtain the measurement of workload balance metric [see (3)]. Fig. 4 shows the impact of workload balance metric on running time measured in the unit of 1000 s. The experimental results plotted in Fig. 4 clearly indicate that a Hadoop cluster with good intrinsic balance in workload leads to high performance of our FiDoop algorithm, because an increasing value of workload balance metric significantly shortens the running time of FiDoop and FiDoop-HD.
Importantly, the placement of initial input data is a major factor affecting the load-balance performance of FiDoop running on Hadoop clusters. Initial data placement has certain impacts on the performance of the first two MapReduce jobs in FiDoop. Because the third MapReduce job of FiDoop is more sensitive to the initial data placement than the first two MapReduce jobs, we are focusing on the load-balancing performance of the third MapReduce job rather the first two.
C. Speedup
We evaluate the speedup performance of Pfp, FiDoop, and FiDoop-HD by increasing the number of data nodes in the test Hadoop cluster from 4 to 16 with an increment of 2.
The celestial spectral dataset is applied to drive the speedup analysis of the three algorithms. Fig. 5 reveals the speedup of the three schemes as a function of the number of data nodes in the Hadoop cluster.
The experimental results illustrated in Fig. 5(a) show that the speedups of the three algorithms scale linearly when the number of data nodes increases from 4 to 14. When the number of data nodes is further increased from 14 to 16, the speedup improvement marginally slows down. Such a speedup trend can be attributed to the fact that increasing the number of data nodes under a fixed input data size inevitably: 1) reduces the amount of itemsets being handled by each node and 2) increases communication overhead between mappers and reducers.
There is a slowdown in speedup improvement and the reason is twofold. First, each node has to load input itemsets from the HDFS; such input load has more noticeable impacts on FiDoop-HD than on FiDoop. Second, the cost of shuffling intermediate results between mappers and reducers goes up sharply when there are an excessive number of data nodes to store a fixed amount of input itemsets. Although the overall computing capacity is improved by increasing the number of nodes, the cost of synchronization and communication among data nodes tends to offset the gain in computing capacity. For example, the results plotted in Fig. 5(b) confirm that the shuffling cost is linearly increasing when computing nodes are scaled from 4 to 16. Furthermore, the shuffling cost of Pfp is much larger than those of FiDoop and FiDoop-HD, because a large number of transactions have to be transmitted when they are not in the specified group of nodes. Consequently, Pfp is significantly inferior to FiDoop and FiDoop-HD in terms of the speedup performance. 
D. Scalability
In this group of experiments, we evaluate the scalability of FiDoop when the size of input dataset grows dramatically. Fig. 6 shows the running time of FiDoop and FiDoop-HD when we scale up and process the dimensionality of the series of D1000W. Fig. 6(a) and (b) shows the performance of FiDoop and FiDoop-HD processing a low-and high-dimensional datasets, respectively. Fig. 6 clearly reveals that the overall execution time of FiDoop and FiDoop-HD goes up when the input data size is sharply enlarged. The parallel mining process is slowed down by the excessive data amount that has to be scanned twice. The increased dataset leads to a long scanning time. Interestingly, FiDoop scales better than FiDoop-HD. For example, when data size is large, the cost of reading and writing files from and to HDFS in the FiDoop-HD case grows much faster than that of the FiDoop case.
Recall that (see Section VI) the outputs of the second MapReduce job are distributed and stored in intermediate files based on the length of itemset; these files are accessed by the third MapReduce job as an input. Further, the decomposed results are written into these external files. In summary, the scalability of FiDoop is higher than that of FiDoop-HD when it comes to parallel mining of an enormous amount of data. Fig. 6(a) and (b) shows that when the dimension is relatively high, FiDoop-HD is superior to FiDoop in terms of execution time; FiDoop is faster than FiDoop-HD for datasets with low dimensions. This performance trend is expected, and the reason is twofold. First, the cost of decomposing itemsets in the third MapReduce job of FiDoop-HD is a whole lot smaller than that of FiDoop. Second, the performance improvement offered by FiDoop-HD during the third MapReduce job exceeds the FiDoop-HD's high cost of reading and writing intermediate files from and to HDFS. This performance trend becomes more pronounced for parallel mining of high-dimensional datasets.
The aforementioned experimental results conclude that for the case of large low-dimensional datasets, FiDoop and FiDoop-HD outperforms Pfp. More importantly, FiDoop-HD optimizes the performance of FiDoop for processing highdimensional data (see Fig. 3 ); FiDoop-HD is superior to FiDoop when itemsets to be decomposed are large. Pfp is seemingly better than FiDoop when high-dimensional datasets are processed. Nevertheless, we observe from Fig. 5 that Pfp exhibits poor speedup and shuffling cost, because Pfp has to transmit a large number of transactions that are not in the specified group nodes. Compared with FiDoop and FiDoop-HD, Pfp has high space consumption due to recursively generating and searching conditional FP trees. Our findings suggest that one can judiciously choose a solution between FiDoop and FiDoop-HD depending on the dimensionality of input datasets.
VIII. RELATED WORK

A. Mining of Frequent Itemsets
The Apriori algorithm is a classic way of mining frequent itemsets in a database [3] . A variety of Apriori-like algorithms aim to shorten database scanning time by reducing candidate itemsets. For example, Park et al. [20] proposed the direct hashing and pruning algorithm to control the number of candidate two-itemsets and prune the database size using a hash technique. In the inverted hashing and pruning algorithm [21] , every k-itemset within each transaction is hashed into a hash table. Berzal et al. [22] designed the tree-based association rule algorithm, which employs an effective data-tree structure to store all itemsets to reduce the time required for scanning databases.
To improve the performance of Apriori-like algorithms, Han et al. [4] proposed a novel approach called FP-growth to avoid generating an excessive number of candidate itemsets. The main idea of FP-growth is projecting database into a compact data structure, and then using the divide-and-conquer method to extract frequent itemsets. The main bottlenecks of FP-growth are: 1) the construction of a large number of conditional FP trees residing in the main memory and 2) the recursive traverse of FP trees. To address this problem, Tsay et al. [13] proposed a new method called FIUT, which relies on frequent items ultrametric trees to avoid recursively traversing FP trees. Zhang et al. [23] proposed a concept of constrained frequent pattern trees to substantially improve the efficiency of mining association rules.
B. Parallel Mining of Frequent Itemsets
Parallel frequent itemsets mining algorithms based on Apriori can be classified into two camps, namely, count distribution (e.g., count distribution (CD) [6] , fast parallel mining [24] , and parallel data mining (PDM) [25] ) and data distribution (e.g., data distribution (DD) [6] and intelligent data distribution [26] ). In the count distribution camp, each processor of a parallel system calculates the local support counts of all candidate itemsets. Then, all processors compute the total support counts of the candidates by exchanging the local support counts. The CD and PDM algorithms have simple communication patterns, because in every iteration each processor requires only one round of communication. In the data distribution camp, each processor only keeps the support counts of a subset of all candidates. Each processor is responsible for sending its local database partition to all the other processors to compute support counts. In general, DD has higher communication overhead than CD, because shipping transaction data demands more communication bandwidth than sending support counts.
The cascade running mode in existing Apriori-based parallel mining algorithms leads to high communication and synchronization overheads. To reduce time required for scanning databases and exchanging candidate itemsets, FP-growthbased parallel algorithms were proposed as a replacement of the Apriori-based parallel algorithms. A few parallel FP-growth-based parallel algorithms (see [9] , [10] ) were implemented using multithreading on multicore processors. A major disadvantage of these parallel mining algorithms lies in the infeasibility to construct main-memory-based FP trees when databases are very large. This problem becomes pronounced when it comes to massive and multidimensional databases.
C. Parallel Data Mining on Clusters
Clusters and other shared-nothing multiprocessor systems are scalable computing platforms that address the aforementioned main memory issue raised in parallel mining of large-scale databases. For example, Pramudiono and Kitsuregawa [27] proposed a parallel FP-growth algorithm running on a cluster. Javed and Khokhar [11] developed an efficient parallel algorithm using message passing interface on a shared-nothing multiprocessor system. Their PFP-tree-based parallel algorithm minimizes synchronization overheads by efficiently partitioning FP-tree and the frequent-element list over processors. Tang and Turkia [28] used the extended conditional databases and k-prefix search space partitioning to parallelize FIM, and an implementation of the new scheme with FP trees is presented. Yu and Zhou [29] proposed two parallel mining algorithms, Tidset-based parallel FP-tree (TPFP-tree) and balanced Tidset-based parallel FP-tree (BTP-tree). The TPFPtree algorithm uses a transaction identification set to directly select transactions rather than scanning an entire database with a vertical database layout. Like most parallel mining algorithms running on clusters, TPFP-tree was implemented using the message passing interface programming model.
Load balancing techniques have been exploited to improve performance of parallel mining algorithms. Cong et al. [30] designed a sampling-based framework for parallel data mining. This framework addressed the load balancing issues by partitioning frequent items and assigning each frequent-item subset to a processor. After computing the projection of databases for assigned items, each processor asynchronously mines its projected database in a pattern-growth manner without interprocessor communication. To optimize the performance of heterogeneous computing environments, Yu et al. [31] developed the BTP-tree algorithm, which is an extension of the TPFP-tree algorithm. The load balancing scheme adopted in the BTPtree algorithm takes into account the heterogeneous processing power of computing nodes, thereby delivering an effective approach to parallel mining of frequent patterns. Zhou et al. [32] proposed a balanced parallel FP-growth algorithm balanced parallel FP-growth based on the Pfp algorithm [18] .
Recently, increasing attention has been paid to supporting parallel data mining over cloud computing environments and the MapReduce framework. For example, Li et al. [18] proposed the Pfp algorithm on distributed machines. Pfp partitions computation to make each machine execute an independent group of mining tasks, thus, eliminating communication cost. Lin et al. [33] proposed a method for mining frequent itemsets from very large database. It used an efficient data structure for storing and retrieving FP trees and used the disk as the secondary memory. Yang et al. [34] proposed a distributed Distributed Hash-Trie frequent pattern algorithm using java persistence API based on Hadoop. Riondato et al. [35] proposed PARMA which cut down the data-size-dependent part of the cost by using a random sampling approach to FIM to improve the efficiency of mining. Hong et al. [36] proposed an improved FP-growth algorithm in MapReduce for discovering frequent patterns. Choi et al. [37] designed a scheme for applying MapReduce to the FP-growth algorithm to ensure efficient distribution of important resources (CPU, network, and storage). Different from the above techniques that make use of FP trees, our FiDoop incorporates FIU trees to achieve compressed storage and avoid building conditional pattern bases.
IX. CONCLUSION
To solve the scalability and load balancing challenges in the existing parallel mining algorithms for frequent itemsets, we applied the MapReduce programming model to develop a parallel frequent itemsets mining algorithm called FiDoop. FiDoop incorporates the frequent items ultrametric tree or FIU-tree rather than conventional FP trees, thereby achieving compressed storage and avoiding the necessity to build conditional pattern bases. FiDoop seamlessly integrates three MapReduce jobs to accomplish parallel mining of frequent itemsets. The third MapReduce job plays an important role in parallel mining; its mappers independently decompose itemsets whereas its reducers construct small ultrametric trees to be separately mined. We improve the performance of FiDoop by balancing I/O load across data nodes of a cluster.
We designed and implemented FiDoop-HD-an extension of FiDoop-to efficiently handle high-dimensional data processing. FiDoop-HD decomposes the M-itemsets into a list of (M − 1)-itemsets, which are further decomposed into (M − 2)-itemsets to be unioned into the original (M − 2)-itemsets. This procedure is repeatedly carried out until the entire decomposition process is accomplished.
We implemented FiDoop and FiDoop-HD on a real-world Hadoop cluster. The extensive experiments using real-world Celestial Spectral data show that our proposed solution is sensitive to both data distribution and dimensions, because the lengths of itemsets have significant impacts on decomposition and construction cost. The experimental results reveal that for large low-dimensional datasets, FiDoop performs better than FiDoop-HD, where FiDoop-HD outperforms FiDoop for high-dimensional data processing. FiDoop-HD improves the performance of FiDoop when long itemsets are decomposed. Our new findings suggest that it is flexible for data mining users to judiciously switch a solution between FiDoop and FiDoop-HD depending on the size of input itemsets and the number of dimensions.
In this paper, we introduced a metric to measure the load balance of FiDoop. As a future research direction, we will apply this metric to investigate advanced load balance strategies in the context of FiDoop. For example, we plan to implement a data-aware load balancing scheme to substantially improve the load-balancing performance of FiDoop. In one of our previous studies (see [38] ), we have addressed the data-placement issue in heterogeneous Hadoop clusters, where data are placed across nodes in a way that each node has a balanced data processing load. Our data placement scheme [38] is conducive to balancing the amount of data stored in each heterogeneous node to achieve improved data-processing performance. We will integrate FiDoop with the data-placement mechanism on heterogeneous clusters. One of the goals is to investigate the impact of heterogeneous data placement strategy on Hadoop-based parallel mining of frequent itemsets. In addition to performance issues, energy savings and thermal management will be of our future research interests. We will propose various approaches to improving energy efficiency of Fidoop running on Hadoop clusters.
