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ABSTRACT
We develop numerical methods to solve the linear scalar conservation law fulfilling
the maximum principle. To do this we use continuous and discontinuous Galerkin
finite elements and achieve the preservation on the maximum principle via the Flux
Corrected Transport (FCT) method. We use high-order polynomial spaces with
Bernstein basis functions and obtain the optimal convergence rates with spaces of
up to third order for smooth solutions that are monotone. This methodology pro-
duces good quality results for spaces up to (around) third order. However, when
higher-order spaces are used non-physical oscillations are introduced, which is true
nevertheless the methods are maximum principle preserving. These oscillations can
be highly reduced by defining tighter bounds. Using discontinuous Galerkin finite el-
ements we present a new FCT-like methodology based on single cell flux corrections.
This method combines a mass conservative low-order Maximum Principle Preserving
(MPP) solution with a non mass conservative high-order MPP solution. The process
is designed to recover mass conservation locally (with respect to degrees of freedom).
Using this scheme we obtain the optimal convergence rates with spaces of up to third
order for smooth solutions that are monotone. The method is designed to overcome
problems when high-order spaces are used and, under this context, we obtained better
results than with the standard FCT method. We present two methods to transport
a smoothed Heaviside level set function using a one-stage reinitialization based on
artificial compression. The first method allows arbitrarily large compression which
might lead to non-physical behavior. To over come this difficulty the second method
self balances the artificial dissipation and compression. Finally, we use the level set
solver with a Navier-Stokes solver to simulate incompressible two-phase flow.
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1. INTRODUCTION
In fluid mechanics the interaction of fluids with distinguishable material properties
(e.g. water and air) is referred to as multiphase flow. This problem is important due
to its wide range of applications such as water-oil-gas interaction within reservoirs and
oil industry equipment, heat exchangers, combustion problems, water-air interaction
as a substage of fluid solid interaction and many others. In this work we consider
the problem of two-phase incompressible flow. Moreover, we assume the fluids (also
known as phases) don’t mix; i.e., at every moment it is possible to distinguish one-
phase from the other. We are interested in the numerical solution of this problem.
1.1 Literature review
1.1.1 Fluid motion: model and description
The problem of two-phase incompressible flow is modeled by the Navier-Stokes equa-
tions with variable material parameters; i.e., variable density and viscosity. The
Navier-Stokes equations describe the motion of fluids. They can be derived from
conservation principles (conservation of mass and momentum) and can be seen as
Newton’s second law for fluids. Any initial state of two-phases determines density
and viscosity fields. From these fields one needs to solve the Navier-Stokes equa-
tions to obtain a velocity field that determines the infinitesimal motion of the initial
phases, which yields new density and viscosity fields.
We consider finite elements to obtain a finite dimensional representation of the
equations, which requires the use of a computational domain. There exists two main
approaches to describe the motion of fluids: Lagrangian and Eulerian descriptions
[59]. With Lagrangian algorithms the nodes of the computational domain move via
1
the physical velocity field. This implies that every node is related to a single point
in the fluid and their location is always the same. These methods are convenient
for tracking material interfaces. However, they can’t be used for large fluid motion
since the computational grid can easily get entangled. In Eulerian methods the
fluid movement occurs on a fixed computational grid. These methods can handle
large fluid deformations but (since the motion is independent on the computational
domain) they require a representation of the interface. An alternative that merges
good characteristics of each description is known as Arbitrary Lagrangian-Eulerian
(ALE) method [12,37,41]. In ALE methods the nodes are allowed to move arbitrarily.
They can move by the fluid velocity (as in Lagrangian algorithms), by some other
velocity (e.g., a smooth version of the fluid velocity) or they can be held fixed (as in
Eulerian codes). An extensive description of Lagrangian, Eulerian and ALE methods
for fluid motion can be found (for instance) in [5]. In this work we use an Eulerian
description of the fluid motion.
1.1.2 Interface representation in Eulerian descriptions
As explained before, Eulerian algorithms require a representation of the interface.
There is an extensive list of methods to treat material interfaces. Popular choices
include the Volume of Fluid (VOF) method [38] and level set techniques [65, 71].
The VOF method uses a characteristic function to define the location of the phases;
e.g., define the function to be one for fluid A and zero for fluid B. The average
of this function over any given cell defines the fraction of the cell occupied by fluid
A. Therefore, cells with average between zero and one contain an interface. The
characteristic function is transported via the fluid velocity obtained by solving the
Navier-Stokes equations. Finally, an interface reconstruction is required to represent
the boundary of the phases. The level set method represents the interface of the
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phases using a function called the level set function (e.g. a signed distance function
from the interface). An interface is defined by a prescribed value of the level set
function (e.g., zero). Therefore, the phases are easily determined by the value of
the function. The level set function is transported via the fluid velocity obtained
by solving the Navier-Stokes equations. The main disadvantage of the VOF method
is the difficulty in a-posteriori interface reconstruction. Level set methods don’t
require interface reconstruction; however, they suffer from loss of area enclosed by
the interface. There are hybrid methods combining ideas of the VOF and the level
set method. See for instance [14,42,70]. In this work we use the level set method.
1.1.3 Level set method
As previously discussed, the level set represents the interface between phases as a
prescribed value of a level set function. Regardless of the level set function one
needs to solve the transport equation. It is well known that solving this equation
(and hyperbolic partial differential equations in general) tends to introduce non-
physical oscillations near large gradients. There is an extensive choice of methods
to reduce this behavior. We discuss some of them in the following paragraphs. In
general, all of these techniques introduce some type of artificial dissipation to reduce
non-physical oscillations. Unfortunately, these methods tend to also dissipate the
solution. Dissipation increases the loss of the area enclosed by the level set, which
produces loss of area on one of the fluids. For this reason, it is common, within
the level set methodology, to introduce a reinitialization stage, which is meant to
recover the original shape of the level set function and, hence, reduce loss of area.
When the level set function is a signed distance function the reinitialization can be
performed following [71,76] and others. See [6,15,17,28,65,69,76] for some examples
of applications of these reinitialization ideas.
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Another popular level set function, which we consider in this work, is a smoothed
Heaviside function. See for example [10, 61, 63]. In this case one can (for instance)
define the function to be negative and positive one for each of the phases. The two
states are then connected via a smooth but sharp profile. Again the zero level set
represents the interface of the phases. In this case, the reinitialization consists on
sharpening the interface. To do this we use an artificial compression operator as
in [29, 30]. It is important to do this without introducing non-physical oscillations
or other instabilities.
1.1.4 Monotonicity treatment
It is well known that numerical solutions of hyperbolic partial differential equations
are prone to produce non-physical oscillatory behavior. There is an extensive list of
methodologies to reduce or eliminate this behavior. To do this it is useful to un-
derstand some notions and properties of the exact solution. We consider divergence
free velocities. Under this setting the transport equation can be written as a linear
scalar conservation law. Some important properties of the solution of this conser-
vation law are that the solution is monotone, Total Variation Diminishing (TVD),
monotonicity preserving [56], Maximum Principle Preserving (MPP) [79] and oth-
ers. It is natural to desire the solution of a numerical method to preserve some (or
all) of these properties. For example, monotone methods are TVD, monotonicity
preserving and MPP [56], always converge [11] and satisfy a discrete entropy condi-
tion [11,33]. Popular examples of monotone methods are given by Godunov [19] and
Lax-Friedrichs [54]. Requiring a method to be monotone is, however, too restric-
tive. It is shown in [33] that a monotone method is at most first-order accurate. To
obtain better than first-order convergence, it is necessary to impose less restrictive
conditions. For example, it is common to develop TVD and MPP methods.
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It is known, by Godunov’s theorem [19], that a monotonicity preserving linear
method is at best first-order accurate. Being monotonicity preserving is a weaker
restriction than being monotone and TVD; moreover, TVD methods (and hence
monotone methods) are monotonicity preserving [56]. Therefore, linear TVD meth-
ods are at best first-order accurate. For this reason, to achieve better than first-
order convergence, nonlinear methods have to be used. In this work we concentrate
on MPP methods, a weaker restriction. However, we impose this condition locally.
The numerical solution of a locally maximum principle preserving method at some
point in space is bounded by the solution at the previous time step around some
neighborhood.
An obvious attempt to obtain high-order nonlinear methods to achieve solutions
with some kind of monotonicity constraint (monotone, TVD, MPP, etc.) is to use
consistent high-order nonlinear artificial viscosity terms. This idea starts with the
work by [77] and is also suggested in [53]. Many more nonlinear approaches have
been proposed. In this work we consider a nonlinear artificial viscosity (based on
the entropy residual of the solution) proposed in [25]. Nevertheless, it is difficult to
introduce the correct amount of artificial viscosity to guarantee the solution posses
the desired monotonicity property. For this reason, it is more common to impose the
monotonicity restriction directly. There are different alternatives to do this.
Within finite volume methods, it is common to use slope limiters to impose
monotonicity constraints. For instance, a class of methods known as Monotonic
Upstream-Centered Scheme for Conservation Laws (MUSCL) [64], and in a series of
publications [72–75], extend the ideas of the Godunov scheme to second-order via
higher-order reconstructions (instead of the piecewise constant reconstruction in the
Godunov’s method) and using slope limiters to obtain TVD methods. Based on
these ideas, in [13] and later in [57], second-order TVD methods are proposed also
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for unstructured triangular grids.
Following this methodology, TVD second-order methods have been developed.
When higher than second-order is desired, TVD schemes near local extrema degen-
erate to first-order in the L∞ norm and second-order in the L1 norm [32]. A common
approach to overcome this barrier is to relax the monotonicity restriction near local
extrema. Popular examples are UNO [34], ENO [32,35] and WENO [58] methods.
Another popular approach to impose maximum principle preservation is to use
flux limiting. Flux limiting methods utilize a low- and a high-order solution selec-
tively. The idea is to use the high-order solution when the solution is smooth and
switch to the low-order method near discontinuities. This is usually done via nonlin-
ear limiting factors computed based on the solution. A popular flux limiting method,
which we use extensively in this work, is the Flux Corrected Transport (FCT) intro-
duced for a one dimensional linear problem using finite differences in [7]. Later in [78]
the methodology is presented in a more generalized format for multi-dimensions
and considering nonlinear problems. An extensive and detailed description of this
method can be found in [47]. A similar class of methods in [31,36], known as hybrid
self-adjusting schemes, automatically and smoothly switches between a first- and a
second-order solution depending on the steepness of the solution. The method uses
an “automatic switch” parameter to smoothly and automatically switch between the
two methods.
1.2 Objectives
The objective of this work is to develop numerical methods to solve the transport
equation reducing or eliminating the non-physical oscillations introduced by the nu-
merical methods. We assume the velocity field is divergence free and consider the
transport equation in conservation form. To control the oscillatory behavior we de-
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velop methods that satisfy the maximum principle locally. We use continuous and
discontinuous Galerkin finite element methods with high-order spaces. Afterwards,
we use some of these methods to transport a level set function given by a smoothed
Heaviside profile with a reinitialization given by a sharpening operator. Finally, we
are interested in using the level set and a Navier-Stokes solver to simulate two-phase
incompressible flows. We now specify more clearly the objectives of the main chapters
of this work.
1.2.1 High-order Maximum Principle Preserving methods with
continuous Galerkin finite elements
Within the context of continuous Galerkin finite elements we start with the work
in [24] where first-order spaces are used and second-order MPP solutions are achieved.
Our objective is to use high-order spaces to extend these results to higher-order
accuracy.
1.2.2 High-order Maximum Principle Preserving methods with
discontinuous Galerkin finite elements
Using discontinuous Galerkin finite elements we start with the work in [2] where third
order MPP solutions are achieved. In this work they focus on the linear problem
and apply it to remap a solution between two meshes coming from an Arbitrary
Lagrangian Eulerian (ALE) simulation. Applying the same technique to higher order
spaces (around 4th order and above) yields highly oscillatory solutions. It is our aim
to propose methods to eliminate these non-physical oscillations.
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1.2.3 High-order Maximum Principle Preserving methods with
artificial compression for the transport equation
We consider an artificial compression operator based on [29, 30]. Our objective is
to incorporate this operator within a stabilized linear scalar conservation law to
transport a smoothed Heaviside level set. The artificial compression is meant to
reinitialize the level set profile by reducing numerical dissipation. Finally, we intend
to use this methodology within the FCT method to obtain MPP solutions.
1.2.4 Multiphase flow
Finally, we intend to use the methods for solving the level set with reinitialization
with an incompressible Navier-Stokes solver to simulate multiphase simulations in
two and three dimensions.
1.3 Methodology
In general we consider the Flux Corrected Transport (FCT) method as in [7] and [78]
to obtain Maximum Principle Preserving (MPP) solutions considering high-order
spaces. In addition, we present a new FCT-like method to solve the transport equa-
tion using discontinuous Galerkin finite elements. Finally, we use artificial compres-
sion operators within the context of the FCT method to reduce numerical dissipation.
We present now some details on the methodology followed to fulfill each of the ob-
jectives.
1.3.1 High-order Maximum Principle Preserving methods with
continuous Galerkin finite elements
We start by considering the low-order MPP method in [26] and a high-order contin-
uous Galerkin method. Considering these two solutions we apply the FCT method
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on high-order spaces to obtain high-order solutions. See §3.3 for details and results
on this method. Using this method on high-order spaces introduces small oscilla-
tions, which is true nevertheless the solution is maximum principle preserving. To
reduce these oscillations we compute the bounds using a localized stencil that mimics
the stencil of first-order spaces. To improve the accuracy we use the iterated FCT
method as in [68].
1.3.2 High-order Maximum Principle Preserving methods with
discontinuous Galerkin finite elements
Here we start with the method in [2] where the authors use the FCT method with a
low-order solution as in [51,52] and a high-order method via a discontinuous Galerkin
discretization with upwind Godunov numerical flux [55,67]. The authors use second-
order spaces and obtain the expected third-order convergence rates. When high-order
spaces (4th-5th and above) are used, non-physical oscillations appear. We propose
two methods to solve this problem.
For the first method we modify the definition of the bounds to consider a first-
order stencil. By doing this the oscillatory behavior is highly reduced, but not com-
pletely eliminated. We also observe lesser quality solutions as higher-order polyno-
mials are considered (for fixed number of degrees of freedom). This is a consequence
of having a low-order solution of lesser quality. See §4.4 for details and results on
this method.
The second method is a new methodology using discontinuous Galerkin finite
elements. We start with two MPP solutions. One is mass conservative and low-
order and the other is non mass conservative and high-order. We interpolate from
the low- to the high-order solution guaranteeing the solution remains on bounds and
recovering mass conservation. See section §4.5 for details and results on this method.
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1.3.3 High-order Maximum Principle Preserving methods with
artificial compression for the transport equation
We consider an artificial compression operator as in [29, 30]. This operator has the
structure of an anti-diffusion operator. Therefore, we can use it within the FCT
methodology. We do that using different low-order methods and two approaches. In
chapter 5 we describe this methodology in detail and show some results.
1.3.4 Multiphase flow
We are interested in solving multiphase incompressible flow problems. To do this we
require a Navier-Stokes solver. In chapter 6 we use a projection scheme based on [27]
and use a continuous Galerkin discretization in space. After revisiting the method
we validate it via convergence tests. Finally, we present results of flow around low
pressure turbine blades at relatively high Reynolds numbers. Finally, in chapter
7 we use the Navier-Stokes solver and the level-set method in §5.3.6.1 to simulate
multiphase incompressible flow in two and three dimensions.
1.3.5 Implementation of the numerical methods
We use the MFEM library [60] for all numerical simulations in chapter 4. All nu-
merical experiments in chapters 3, 5, 6 and 7 are performed using deal.II [4]. The
visualization is performed via GLVis [18], Paraview [1] and MATLAB R2015a.
The rest of the dissertation is divided as follows. In chapter 2 we review theory
and definitions required to understand and develop the work during the subsequent
chapters. In chapters 3 and 4 we propose different methodologies to obtain maximum
principle preserving solutions using continuous and discontinuous Galerkin finite el-
ements respectively. In chapter 5 we propose two maximum principle preserving
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methods to transport and reinitialize a smoothed Heaviside level set using continu-
ous Galerkin finite elements. In chapter 6 we revisit an incompressible Navier-Stokes
solver for variable density. Finally, in chapter 7 we use one of the proposed level set
methods with the Navier-Stokes solver to simulate two-phase incompressible flow.
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2. PRELIMINARIES
This chapter is dedicated to review important and relevant material necessary through
the rest of this work. In particular, we present the transport equation, describe the
process to obtain the initial condition, review the concept of discrete maximum
principle and revisit the Flux Corrected Transport (FCT) and the iterative FCT
methods.
2.1 Transport equation
Let Ω ⊂ Rd be an open domain and 0 < T ∈ R be the final time. The boundary of
this domain is denoted as ∂Ω. We consider the transport equation given by
∂tu(x, t) +∇ · (v(x, t)u(x, t)) = 0, ∀(x, t) ∈ Ω× (0, T ), (2.1a)
u(x, t = 0) = u0(x), ∀(x) ∈ Ω, (2.1b)
u(x, t) = ub(x, t), ∀(x, t) ∈ ∂Ω− × (0, T ), (2.1c)
where u : Ω × (0, T ) → R is the transported solution, v : Ω × (0, T ) → Rd is the
velocity field with d = {1, 2, 3} being the spatial dimension, u0 : Ω → R is the
initial condition, ub : Ω × (0, T ) → R is the boundary condition and ∂Ω− = {x ∈
∂Ω | v · n < 0}, where n is the outer normal vector. We assume ∇ · v = 0; i.e., the
velocity is divergence free.
2.2 The initial condition
Given a finite element space Xh we consider a basis, say B = {φ1, . . . , φN} where
N is the dimension of Xh. Let uh ∈ Xh be the finite element approximation of u.








the degrees of freedom of the solution. In this work we consider high-order spaces
to achieve high-order accuracy. Therefore, each element in the basis function is a
high-order polynomial. For reasons explained in §3.2 and §4.2 we consider positive
basis functions given by Bernstein polynomials. These basis functions are not nodal
(except for first-order spaces). As a result, to set the initial condition U0 we can’t
simply evaluate uh(x, t = 0) at the nodal points.
We consider two alternatives. The first approach is to perform a projection onto









uh(x, t = 0)φi(x)dx,
which requires inverting the mass matrix. This process recovers the high-order ac-
curacy of the space but introduces spurious oscillations. If the solution is smooth
these oscillations are small and can be neglected (for some applications). However, if
the solution is discontinuous the oscillatory behavior is enlarged and this process is
unacceptable. We obtain the initial condition U0 via a projection in all convergence
tests whenever we expect to achieve high-order accuracy.
Another alternative is to use Bernstein polynomials to approximate the initial
condition. See chapter 7 of [66] for details and properties of this approximation.









where br,k(x) is the r-th Bernstein polynomial of order k. This approximation is
monotone which implies that m ≤ f(x) ≤ M,∀x ∈ [0, 1] =⇒ m ≤ Bk(f ;x) ≤
M,∀x ∈ [0, 1]. The approximation is at best second-order in the L1 norm for poly-
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nomials of any order. If we associate a grid to the points xr =
r
k






are the nodal values of the function f at the nodes of the grid. Consid-
ering this and using tensor products to consider more than one spatial dimension (in
quadrilateral finite elements) we obtain the approximation of the initial condition to
be




where U0i is the i-th degree of freedom of the finite element approximation and it is
given by the nodal value of the function uh(x, t = 0) at the location of the i-th node.
2.3 Discrete Maximum Principle and solution on bounds
It is our aim to obtain methods that preserve the maximum principle locally. Given
a solution Uni at some time t = tn, the solution U
n+1






i ≤ Un+1i ≤ Umaxi := max
j∈Ni
Unj , (2.2)
where Ni defines some neighborhood of the i-th degree of freedom. Conventionally,
this is given by the sparsity pattern of the transport operator. With continuous
Galerkin finite elements it is given by the support of the i-th shape function. With
discontinuous Galerkin finite elements it is given by all degrees of freedom on the
given cell and on adjacent cells sharing a face with it. It is common to refer to a
solution that preserves the maximum principle as being “on bounds”. We follow this
convention.
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2.4 Flux Corrected Transport
In this section we revisit the Flux Corrected Transport (FCT) methodology by [7]
and [78]. We also refer to [47] for more details and to [24] and [2] for examples
of the FCT method using continuous and discontinuous Galerkin finite elements
respectively. The FCT method considers a low-order Maximum Principle Preserving
(MPP) method and a high-order non-MPP method and interpolates from the low-
to the high-order solution assuring the result is on bounds.
2.4.1 Low-order method






+ TUn +DLUn = 0, (2.3)
and assume the solution is on bounds. Here ML is the lumped mass matrix, T is
the transport operator and DL is a linear diffusive operator that introduces enough
dissipation to assure the solution is on bounds. There are some alternatives for
the low-order method. In particular, we concentrate on three low-order methods
proposed in [23], [26] and [51,52]. We explain the details of these methods in §3.2.1,
§3.2.2 and §4.2 respectively.
Remark 2.4.1.1 (The matrix −DL is a diffusive operator). The matrix −DL is









ij = 0. These are the typical characteristics of the dis-
cretization of the Laplace operator −∆ [51].
Remark 2.4.1.2 (Mass conservation). The method (2.3) is assumed to be mass
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conservative in the following sense:
∫
Ω
uLh (x, t)dx =
∫
Ω










φi(x)dx is the i-th diagonal element of M
L.
Remark 2.4.1.3 (First-order accurate). Since the method (2.3) is MPP and linear
with respect to the solution Un, by Godunov’s theorem [19], it is at most first-order
accurate.
2.4.2 High-order method






+ TUn +DHUn = 0, (2.4)
where M is the consistent mass matrix and DH is a high-order diffusive operator.
There are also different alternatives for the high-order method. With continuous
Galerkin spaces we use DH given by an artificial viscosity based on the entropy
residual of the solution as presented in [25]. With discontinuous Galerkin finite
elements we don’t introduce any artificial viscosity since the solution is stabilized via
the numerical flux, which is included in the definition of the transport matrix.
2.4.3 Flux limiting
The high-order method (2.4) can be rewritten as
ML(UH − UL) = (ML −M)(UH − Un) + ∆t(DL −DH)Un (2.5)
where UL is the low-order solution given by (2.3) and the right hand side is a flux
correction. Note that for any i = 1, . . . , N ,
∑
j(M
















(Unj − Uni )(DL −DH)ij =
∑
j
(Unj − Uni )(DL −DH)ij,
and since DL − DH is symmetric, the matrix with entries (Unj − Uni )(DL − DH)ij
forms a skew-symmetric matrix. Similarly,
∑
j(M




M)ij(δUj − δUi), where δU := UH − Un. Here the matrix with entries (ML −
M)ij(δUj − δUi) also forms a skew-symmetric matrix. Let us introduce the so-called
flux correction matrix F with entries
fij := (M
L −M)ij(δUj − δUi) + ∆t(DL −DH)ij(Unj − Uni ). (2.6)
The above arguments show that fij = −fji, i.e., F is skew-symmetric. Then the









From here we can see that the flux correction improves the accuracy of the low-
order method to make it high-order. In addition, it is responsible for the high-order
solution to be off bounds. The idea behind FCT is to limit this correction whenever
it makes the solution to be off bounds. Following [78] we introduce a symmetric flux
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, if P−i 6= 0,













i − ULi ), Q−i := mi(Umini − ULi ). (2.9d)
Theorem 2.4.3.1 (Maximum Principle). Assume that UL satisfies the local discrete
maximum principle; i.e., Umini ≤ ULi ≤ Umaxi for all i = 1, . . . , N . Then the solution
of (2.8) satisfies the local discrete maximum principle; i.e., Umini ≤ Un+1i ≤ Umaxi for
all i = 1, . . . , N .


































i − ULi );
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therefore, Un+1i ≤ Umaxi . If P+i = 0, then
mi(U
n+1









and, provided ULi ≤ Umaxi , we get P+i = 0 ≤ mi(Umaxi − ULi ), which implies Un+1i ≤
Umaxi . The lower bound U
min
i ≤ Un+1i is proven similarly.

















φi(x)dx. To see this consider the symmetry properties of αij and fij













αijfij + αjifji =
∑
i,j
αij(fij − fij) = 0.
2.5 Iterative Flux Corrected Transport
In this section we revisit the iterative Flux Corrected Transport method in [48,49,68].
We recall the FCT method revisited in the previous section:
mi(U
n+1




where UL is a MPP low-order solution, fij’s are flux corrections and αij’s are the flux
limiters that prevent the solution to be off bounds. The idea of the iterated FCT is
to consider the solution Un+1 to be a “low-order” solution on bounds and repeat the
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FCT process.
Renaming the solution Un+1 in equation (2.10) to be U˜L yields
mi(U˜
L




Subtract UH from equation (2.7) (the high-order method) to obtain
mi(U
H




where the right hand side is a flux correction that modifies the solution U˜L to become
the high-order solution UH . We now apply the flux limitation as explained in the
previous section to obtain
mi(U
n+1








i − ULi ) =
∑
j
αijfij + (1− αij)α˜ijfij. (2.14)
Since the limiters 0 ≤ αij ≤ 1 (see (2.9)) we can interpret the right hand side of
(2.14) as a convex combination of two fluxes: a non-limited flux fij and a limited
flux α˜ijfij. This process can be repeated as many times as desired.
To verify the result of different iterations we use a method proposed in chapter 3.
The method, which is presented in §3.4, uses continuous Galerkin finite elements and
is based on the FCT methodology as revisited in §2.4. The main idea of this method
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is that the bounds are computed using a smaller stencil mimicking a first-order space.
In §3.4 we explain all the details of this methodology. Consider an initial condition
given by
uh(x, t = 0) =

1, ∀x ∈ (0.4, 0.6)
0, otherwise
. (2.15)
The domain is given by Ω = (0, 1) ⊂ R and the velocity by v = 1. We consider
Q1, Q2, Q4 and Q8 spaces and adjust the number of cells to have 256 degrees of
freedom in all cases. Table 2.1 shows the L1 error at time T = 1 considering different
number of FCT iterations. We also show the error normalized with respect to the
error by doing a single FCT iteration. An important remark is that doing multiple
FCT iterations seems to have a little effect when Q1 spaces are used. For higher
order spaces we obtain a substantial reduction of the error of around 25% by doing
two FCT iterations. However, doing more iterations seems to have little effect on
the error. Unless otherwise noted we use one FCT iteration for Q1 spaces and two
iterations otherwise.
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Table 2.1: L1 error for iterative Flux Corrected Transport. We use Q1, Q2, Q4 and
Q8 spaces and consider different number of FCT iterations.
22
3. FLUX CORRECTED TRANSPORT WITH CONTINUOUS
GALERKIN FINITE ELEMENTS
We start this chapter following the work in [24] where the authors use the Flux
Corrected Transport (FCT) methodology with P1 continuous Galerkin finite elements
to obtain a second-order Maximum Principle Preserving (MPP) method for the first-
order conservation law. The low-order MPP method is given by [23] and the high-
order method is stabilized via a nonlinear artificial viscosity based on the entropy
residual of the solution as presented in [25]. The goal of this chapter is to extend
these results to third and higher-order. The chapter is split as follows. In §3.1 and
§3.2 we present the high- and low-order methods we consider. Afterwards, in §3.3,
we apply the FCT method as revisited in §2.4. In §3.4 we use tighter bounds within
the FCT methodology. Finally, in §3.5 we present convergence tests and numerical
experiments.
3.1 High-order non-Maximum-Principle Preserving method
3.1.1 Spatial discretization
Consider a computational mesh Th and define the continuous finite dimensional space
Xh = {φ : φ|K ∈ Q|K ,∀K ∈ Th, [[φ]] = 0} where Q|K is a polynomial space over
the element K. We consider a Galerkin approximation; i.e., we use the space Xh for
the trial and test functions. Let φ ∈ Xh be a shape function, multiply the transport
equation (2.1) by it and integrate over the domain Ω. In addition, let uh ∈ Xh be
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[∇ · (vuh)]φdx = 0. (3.1)




+ T (U(t)) = 0, (3.2a)






and T (U(t)) is a discretization of the transport operator acting on the solution Un.
We use different expressions depending on the method. The details are given in the
corresponding sections (see (3.4b) and (3.6b)).
In this chapter we don’t consider any stabilization for the high-order method. In
chapter 5 we incorporate a nonlinear high-order stabilization to (3.2).
3.1.2 Time discretization
For simplicity we present the full discretization considering Forward Euler integration
in time. However, we extend the results to high-order approximations in time via
Strong Stability Preserving (SSP) methods [20]. Indeed, all numerical experiments,
unless otherwise noted, are performed via a third-order (with three stages) Runge-








+ T (Un) = 0, (3.3)
where UH and Un are the degrees of freedom at time tn+1 and tn respectively.
3.2 Low-order Maximum Principle Preserving method
We consider two different linear methods that preserve the maximum principle.
These methods are given by [23] and [26]. Since we attempt to obtain high-order
convergence rates (better than 2) we must consider approximations on high-order
polynomial spaces (at least Q2). Under the standard FCT theory for finite elements
the low- and high-order methods are approximated by the same finite element space.
This means that we need to obtain the low-order solution on polynomial spaces of
any order. For this reason we explore in this section the behavior of the low-order
methods by [23] and [26] for finite element spaces of different order.
3.2.1 Graph Laplacian based low-order method







+ T (U)n +DLUn = 0, (3.4a)
where ML is the diagonal lumped mass matrix whose entries are given by MLij =∫
Ω





∇ · (vuh)φidx. (3.4b)
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nK−1 , if i 6= j, i, j ∈ IK






∣∣∣∫Sij ∇ · (vφj)φidx∣∣∣
−∑T⊂Sij bT (φi, φj) , (3.4e)
where K ∈ Th is a cell, nK is the number of degrees of freedom in K, IK is the index
set of all degrees of freedom on cell K and Sij = Si ∩ Sj with Si being the support
of the i-th shape function and similarly for Sj.
Remark 3.2.1.1 (Properties of the low-order method (3.4)). The method (3.4) is
maximum principle preserving under a CFL condition, the matrix DL is a graph
Laplacian dissipative matrix and the method is mass conservative (assuming no in-
flow/outflow of the domain). For the details and proofs of these remarks see [23].
We now study the behavior of this method under polynomial spaces of different
order and with different basis functions. We consider an initial profile given by
uh(x, t = 0) = cos (2pi(x− 0.5)) , (3.5)
over Ω = (0, 1) ⊂ R and velocity v = 1. We impose periodic boundary conditions
and compute the solution at time T = 1. In figure 3.1a we show the results using
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Q1, Q2 and Q4 spaces with nodal basis functions given via Lagrange polynomials.
The number of cells is adjusted to have 256 degrees of freedom in all cases. We
try the same experiment using positive modal basis functions given by Bernstein
polynomials. The results are shown in figure 3.1b. From this experiment we observe
that more dissipation is introduced as the order of the space is increased. In addition,
non-physical oscillations are introduced in the solution. For these reasons we avoid
using this low-order method on any space different than Q1; consequently, we can’t
use this low-order method within a standard FCT methodology to obtain better than
second-order convergence.
(a) Nodal basis via Lagrange polynomials (b) Modal basis via Bernstein polynomials
Figure 3.1: Low-order (graph Laplacian based) method with positive v.s. nodal
basis functions using continuous Gelerkin finite elements. We consider the low-order
method (3.4) and use Q1, Q2 and Q4 spaces. The number of cells is adjusted to have
256 degrees of freedom in all situations.
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3.2.2 Edge based low-order method






+ T (Un) +DLUn = 0, (3.6a)
where ML is the diagonal lumped mass matrix (defined in the previous section),




(vuh)j · cij (3.6b)
and DL is a dissipative matrix whose elements are given by
DLij = −max(|vi · cij|, |vj · cji|), ∀i 6= j, (3.6c)









and (vuh)j, j = 1, ..., N are the degrees of freedom of the projection of vuh onto the










Remark 3.2.2.1 (Properties of the low-order method (3.6)). The method (3.6) is
maximum principle preserving under a CFL condition, the matrix DL is an edge based
dissipative matrix and the method is mass conservative (assuming no inflow/outflow
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of the domain). For the details and proofs of these remarks see [26].
We now study the behavior of this method using different polynomial spaces
with nodal and modal basis functions. We consider the same problem as in the
previous section and show the results in figure 3.2 using Q1, Q2 and Q4 spaces,
the number of cells is adjusted to have 256 degrees of freedom in all cases. With
nodal basis we observe an slightly oscillatory behavior as the order of the polynomial
space is increased. This doesn’t happen with the positive modal basis via Bernstein
polynomials.
(a) Nodal basis via Lagrange polynomials (b) Modal basis via Bernstein polynomials
Figure 3.2: Low-order (edge based) method with positive v.s. nodal basis functions
using continuous Gelerkin finite elements. We consider the low-order method (3.6)
and use Q1, Q2 and Q4 spaces. The number of cells is adjusted to have 256 degrees
of freedom in all situations.
Remark 3.2.2.2 (More dissipative solutions with higher-order spaces). It is clear,
from figure 3.2b, that the solution is more dissipated as the order of the polynomial is
increased. This is crucial to consider when the FCT methodology is applied. Within
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FCT an interpolation from the low- to the high-order solution is performed. Having
a low-order solution more dissipated decreases the accuracy of the FCT solution.
Remark 3.2.2.3 (Similarity with low-order method by [51,52]). For the linear prob-
lem, method (3.6) introduces a dissipative matrix very similar to that used in [51,52].
It is not surprising that both low-order methods behave similarly for the linear prob-
lem under different spaces and with different basis functions. See section 4.2 for
experiments using the low-order method by [51, 52]. It is important, however, to
remark that the methods differ for nonlinear problems, as noted in [26].
From these results we decide to use the low-order method by [26] with modal
basis functions via Bernstein polynomials. We expect, however, to lose accuracy on
the FCT solution as we use higher-order polynomial spaces.
3.2.2.1 Numerical validation
We perform a convergence test in space for the low-order method (3.6). Consider
the same problem as in §3.2.1. We use positive basis functions given by Bernstein
polynomials. The results for different spaces are shown in table 3.1. Observe that
the error with the 8-th order space is about 3 times smaller than with the 1-st order
space; nevertheless, the number of degrees of freedom is vastly (8 times) larger. This
indicates that the quality of the low-order solution decreases as we consider higher-
order spaces. We expect this to affect the quality of the FCT solution for high-order
spaces. This was also observed in §3.2.2.
3.3 Edged-based Flux Corrected Transport with continuous Galerkin
finite elements
In this section we consider the standard edge-based FCT methodology, as revisited in
§2.4, using the low- and high-order methods in sections §3.2.2 and §3.1 respectively.
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Cells Q1 rate Q2 rate Q3 rate Q4 rate
32 2.94E-01 2.15E-01 1.75E-01 1.52E-01
64 1.69E-01 0.796 1.19E-01 0.860 9.46E-02 0.889 8.10E-02 0.906
128 9.11E-02 0.894 6.23E-02 0.928 4.92E-02 0.944 4.19E-02 0.952
256 4.73E-02 0.946 3.19E-02 0.963 2.51E-02 0.971 2.13E-02 0.976
512 2.41E-02 0.972 1.62E-02 0.981 1.27E-02 0.985 1.07E-02 0.988
Cells Q5 rate Q6 rate Q7 rate Q8 rate
32 1.36E-01 1.25E-01 1.16E-01 1.09E-01
64 7.21E-02 0.916 6.58E-02 0.923 6.09E-02 0.929 5.70E-02 0.933
128 3.71E-02 0.957 3.38E-02 0.961 3.12E-02 0.964 2.92E-02 0.966
256 1.88E-02 0.978 1.71E-02 0.980 1.58E-02 0.982 1.48E-02 0.983
512 9.49E-03 0.989 8.61E-03 0.990 7.95E-03 0.991 7.42E-03 0.991
Table 3.1: L1 convergence of edge based low-order method (3.6).
We consider first 1D simulations with discontinuous data given by
uh(x, t = 0) =

1, ∀x ∈ (0.4, 0.6)
0, otherwise
. (3.7)
The domain is given by Ω = (0, 1) ⊂ R and the velocity by v = 1. The initial
condition is obtained as explained in §2.2. We use Q1, Q2, Q4 and Q8 spaces and
consider different refinements. For each refinement we adjust the number of cells
to have the same number of degrees of freedom between all spaces. The results are
shown in figure 3.3. We observe immediately two problems. Oscillations are present
for high-order spaces and we obtain more dissipated solutions as we increase the order
of the space. We propose to eliminate the oscillations by considering tighter bounds;
in particular, we compute bounds mimicking first-order stencils. This is analogous
to the method proposed in §4.4 for discontinuous spaces. Since the FCT solution
interpolates from the low- to the high-order solution and the low-order solution is
clearly more dissipated as the order of the space is increased, see figure 3.2b, we
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expect to have more dissipation in the FCT solution as the order of the space is
increased. A convergence study is needed to determine the feasibility of the high-
order methods to give better results after some refinements. We do this in §3.5.
128 DOFs 256 DOFs 512 DOFs
Figure 3.3: Standard Flux Corrected Transport method on a 1D problem with dis-
continuous initial condition using continuous Galerkin finite elements. The method
is given by (2.8) with the low- and high-order methods in sections §3.2.2 and §3.1
respectively. We consider different polynomial spaces and multiple refinements. For
each refinement the number of cells is adjusted to have the same number of degrees
of freedom in all spaces.
3.4 Localized Flux Corrected Transport with continuous Galerkin finite
elements
In this section we propose to localize the bounds as in §4.4. Under the FCT method-
ology with continuous Galerkin finite elements the bounds (for a given degree of
freedom) are computed considering the support of the corresponding shape function.
For high-order spaces this process might involve a high number of degrees of free-
dom. The method loses locality with respect to degrees of freedom. For this reason
we consider tighter bounds; in particular, we localize the bounds by mimicking the
stencil of a first-order space. Let Ni be the conventional neighborhood for the i-th
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degree of freedom. For the Qk space, we use the tighter bounds given by the stencil
N∗i =
{






where d ∈ {1, 2, 3} is the space dimension and dist(i, j) is the Euclidean distance
between the i-th and j-th degrees of freedom’s images on the reference element.
Defining N∗i with respect to the reference element makes the approach applicable
to unstructured grids. In figure 3.4 we consider representative degree of freedom in
thick blue and show the tighter stencil (3.8) in red. The stencil also includes the
blue degree of freedom. We show the rest of the conventional stencil with black
marks. We consider three possible situations. First when the representative degree
of freedom is inside the cell. The second scenario is when the degree of freedom is at
the face of two cells. Finally, we consider the situation when a degree of freedom is
at the vertex of a cell.
Figure 3.4: Full and localized stencil to compute bounds using continuous spaces.
The thick blue marks represent the degree of freedom for which we compute the
bounds. The red thick marks represent the degrees of freedom included to compute
the bounds. The blue degree of freedom are also considered to compute the bounds.
The non-thick black marks are the rest of degrees of freedom on the conventional
stencil. We consider three situations. On the left the degree of freedom is inside the
cell. On the middle we consider a degree of freedom at the face of two adjacent cells.
On the right we consider a degree of freedom at the vertex of four cells.
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Remark 3.4.0.4 (Low-order method is non Maximum Principle Preserving on the
tighter bounds). The low-order method (3.6) is guaranteed to produce a MPP solution
on the conventional bounds. Since the tighter bounds consider a smaller set of degrees
of freedom there is no guarantee the low-order solution is MPP in this set.
Due to remark 3.4.0.4 we can’t use the standard FCT with the bounds in (2.2)















which assure the low-order solution is on bounds. We can apply now the FCT
method. We repeat the simulations in §3.3 and show the results in figure 3.5. The
oscillatory behavior is highly reduced. For all these simulations we obtained better
results with Q2 than Q1 spaces. However, as we consider higher-order spaces we
obtain more dissipated solutions. This is expected since the low-order solution is
more dissipative for higher-order spaces, see figure 3.2b. In the next section we
perform convergence studies to asses if using higher- (than second)-order spaces can
potentially lead to better solutions (for a fixed number of degrees of freedom).
3.5 Numerical experiments
In this section we perform numerical experiments using the edge-based FCT method
in §3.3 with the full or conventional stencilNi and the edge-based FCT method in §3.4
with the localized stencil N∗i given by (3.8). We perform convergence tests for a two
dimensional smooth profile without local extrema, a one dimensional discontinuous
profile and a one dimensional smooth profile with local extrema. In addition, we
solve two benchmark problems in two dimensions.
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128 DOFs 256 DOFs 512 DOFs
Figure 3.5: Localized Flux Corrected Transport method on a 1D problem with dis-
continuous initial condition using continuous Galerkin finite elements. We use the
low- and high-order methods in sections §3.2.2 and §3.1 respectively. We consider dif-
ferent polynomial spaces and multiple refinements. For each refinement the number
of cells is adjusted to have the same number of degrees of freedom in all spaces.
3.5.1 Convergence test: two dimensional smooth profile without local
extrema
Consider an initial condition given by
uh(x, y, t = 0) = tanh((y − 0.5)/0.25), (3.10a)
over Ω = (0, 1)× (0, 1) with velocity
v =
 sin(pix) cos(piy) sin(2pit)
− cos(pix) sin(piy) sin(2pit)
 (3.10b)
Since the velocity field is periodic and the problem is linear the exact solution at
T = 1 coincides with the initial condition. We consider Q1, Q2 and Q3 spaces. For
this experiment we use a 4-th order with 4 stages Runge Kutta method. Tables 3.2a
and 3.2b show the convergence results for the edge-based FCT method with the full
stencil Ni and with the localized stencil N
∗
i respectively. We obtain the expected
(optimal) convergence rates.
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Cells Q1 space rate Q2 space rate Q3 space rate
64 6.36E-03 6.53E-04 5.18E-05
128 1.21E-03 2.38 8.97E-05 2.86 1.47E-06 5.14
256 2.83E-04 2.10 1.17E-05 2.94 8.39E-08 4.12
512 6.88E-05 2.03 1.42E-06 3.03 5.00E-09 4.06
(a) Edge-based FCT with the standard or full stencil Ni
Cells Q1 space rate Q2 space rate Q3 space rate
64 6.40E-03 6.73E-04 5.21E-05
128 1.21E-03 2.39 9.14E-05 2.88 1.47E-06 5.14
256 2.83E-04 2.10 1.17E-05 2.96 8.41E-08 4.12
512 6.88E-04 2.03 1.42E-06 3.04 5.01E-09 4.06
(b) Edge-based FCT with the localized stencil N∗i
Table 3.2: L1 convergence of maximum principle preserving methods using continu-
ous Galerkin finite elements for s smooth solution that is monotone. We use a 4-th
order with 4 stages Runge Kutta method.
3.5.2 Convergence test: one dimensional discontinuous profile
Now consider the same problem with discontinuous initial data as in §3.3 The initial
condition is given by
uh(x, t = 0) =

1, ∀x ∈ (0.4, 0.6)
0, otherwise
. (3.11)
The domain is given by Ω = (0, 1) ⊂ R and the velocity by v = 1. We consider
Q1, Q2 and Q4 spaces. Tables 3.3a and 3.3b show the convergence results for the





DOFs Q1 space rate Q2 space rate Q4 space rate
256 1.44E-02 1.13E-02 2.04E-02
512 9.57E-03 0.58 6.73E-03 0.74 1.02E-02 1.00
1024 6.54E-03 0.55 4.12E-03 0.70 5.21E-03 0.96
2048 3.83E-03 0.77 2.60E-03 0.66 2.63E-03 0.98
4096 2.13E-03 0.84 1.70E-03 0.61 1.33E-03 0.98
(a) Edge-based FCT with full stencil Ni
DOFs Q1 space rate Q2 space rate Q4 space rate
256 1.44E-02 1.06E-02 3.35E-02
512 9.57E-03 0.58 6.27E-03 0.75 2.29E-02 0.55
1024 6.54E-03 0.55 3.86E-03 0.70 1.33E-02 0.78
2048 3.83E-03 0.77 2.44E-03 0.65 6.92E-03 0.94
4096 2.13E-03 0.84 1.59E-03 0.61 3.50E-03 0.98
(b) Edge-based FCT with localized stencil N∗i
Table 3.3: L1 convergence of maximum principle preserving methods using continu-
ous Galerkin finite elements for a discontinuous solution.
3.5.3 Convergence test: one dimensional smooth profile with local
extrema
Finally we consider as initial condition
uh(x, t = 0) = cos(2pi(x− 0.5)),
over Ω = (0, 1) ⊂ R with velocity v = 1. We impose periodic boundary conditions
and use the initial condition as exact solution at T = 1. We useQ1, Q2 andQ3 spaces.
In tables 3.4a and 3.4b we show the convergence tests via the edge-based FCT with
full stencil Ni and with the localized stencil N
∗
i respectively. No better than (slightly
higher than) second-order is achieved (in the L1 norm). This is a common problem
for methods imposing some type of monotonicity constraint and it is an active area
of research. See for instance [34] where it is shown that Total Variation Diminishing
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(TVD) methods can’t achieve better than second-order convergence (in the L1 norm)
around local extrema. We make more comments on this problem in §4.6.3.
Cells Q1 space rate Q2 space rate Q3 space rate
128 7.43E-04 2.99E-04 2.89E-04
256 1.76E-04 2.07 6.64E-05 2.17 8.05E-05 1.84
512 4.31E-05 2.03 1.42E-05 2.22 2.24E-05 1.84
1024 1.04E-05 2.04 3.03E-06 2.23 4.74E-06 2.24
2048 2.58E-06 2.01 6.26E-07 2.27 9.59E-07 2.30
(a) Edge-based FCT with the standard or full stencil Ni
Cells Q1 space rate Q2 space rate Q3 space rate
128 7.43E-04 3.09E-04 4.63E-04
256 1.76E-04 2.07 7.07E-05 2.12 1.59E-04 1.54
512 4.31E-05 2.03 1.60E-05 2.14 4.92E-05 1.69
1024 1.04E-05 2.04 3.47E-06 2.20 1.37E-05 1.84
2048 2.58E-06 2.01 7.28E-07 2.25 3.83E-06 1.83
(b) Edge-based FCT with the localized stencil N∗i
Table 3.4: L1 convergence of maximum principle preserving methods using continu-
ous Galerkin finite elements for a smooth solution with local extrema.
3.5.4 Two dimensional advection with constant velocity field
Consider the discontinuous initial data shown in figure 3.6. In this problem the
domain is given by Ω = (0, 100) × (0, 100) and the velocity field by v = (10, 10).
The initial profile is, therefore, transported along the diagonal. We consider Q1 and
Q2 spaces with number of cells adjusted to have 160801 degrees of freedom in all
situations. We solve the problem using the edge-based FCT method with the full
stencil Ni and the localized stencil N
∗
i . The solution at T = 4 is shown in figure 3.6.
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(min,max) = (0, 1) (7.97× 10−28, 0.9984) (3.23× 10−20, 0.9978) (1.4× 10−19, 0.9928)
Figure 3.6: Two dimensional advection via different Flux Corrected Transport meth-
ods using continuous Galerkin finite elements. Left: Initial condition. Middle-
left: standard/localized flux corrected transport method with Q1 space. Middle-
right: standard flux corrected transport method with Q2 space. Right: localized
flux corrected transport method with Q2 space. We adjust the number of cells be-
tween the spaces to have 160801 of freedom in all situations.
3.5.5 Two dimensional Zalesak disk
Now consider the test first proposed in [78]. The initial data is the characteristic
function of a disc of radius r = 0.15 centered at the point x0 = (0.5, 0.75) with a
thin rectangular area removed. The removed area is {x ∈ (x, y) ∈ R2 | |x − 0.5| <
0.025, y−0.75 < 0.1125}. The velocity field is given by v = (−2pi(y−0.5), 2pi(x−0.5))
which produces a rigid circular motion so that the exact solution coincides with the
initial data at T = 1. We consider Q1 and Q2 spaces with number of cells adjusted to
have 16641 degrees of freedom in all situations. We solve the problem using the edge-
based FCT method with the full stencil Ni and the localize stencil N
∗
i . The solution
at T = 1 is shown in figure 3.7. In addition we show the solution (considering the
localized stencil) along the cross section y = 0.75.
3.6 Conclusions
In this chapter we used the flux corrected transport method with high-order contin-
uous Galerkin finite elements. We explored the behavior of two low-order methods
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(7.97× 10−28, 0.9984) (3.23× 10−20, 0.9978) (1.4× 10−19, 0.9928)
FCT with localized stencil
Figure 3.7: Two dimensional Zalesak disk via different Flux Corrected Transport
methods using continuous Galerkin finite elements. Left: standard/localized flux
corrected transport method with Q1 space. Middle-left: standard flux corrected
transport method with Q2 space. Middle-right: localized flux corrected transport
method with Q2 space. Right: plots at y = 0.75 comparing the localized flux
corrected transport method with Q1 and Q2 spaces. We adjust the number of cells
between the spaces to have 16641 of freedom in all situations.
under spaces of different order using positive and nodal basis functions. From these
experiments we decided to use positive basis functions with the low-order method
by [26]. This low-order method was used with a high-order continuous Galerkin
discretization under the standard edge-based flux corrected transport methodology.
We localize the bounds to solve the oscillatory behavior introduced with high-order
spaces. See figure 3.4. This is the same idea as the method in §4.4 with discon-
tinuous Galerkin finite elements. By using the localized bounds we highly reduced
the oscillatory behavior but introduced high dissipation for higher-order spaces. See
figure 3.5. We performed convergence tests for both methods (standard and localized
bounds) and recover the expected high-order accuracy for smooth solutions that are
monotone (using Q1, Q2 and Q3). We observed no better than second-order (in the
L1 norm) with a smooth solution with local extrema for any space. This is a known
problem for methods that impose monotonicity constraints.
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4. FLUX CORRECTED TRANSPORT WITH DISCONTINUOUS
GALERKIN FINITE ELEMENTS
We start this section motivated by the work in [2] where the authors apply the Flux
Corrected Transport (FCT) method as revisited in §2.4. The spatial discretization is
based on a discontinuous finite element space with positive shape functions given by
Bernstein polynomials. The low-order method is an algebraic method given by [51,52]
and the high-order method is based on Godunov (upwind) numerical flux. Under
this setting the authors use up to Q2 spaces and obtain the expected third-order
convergence and good quality results. However, if one applies the same methodology
for higher order polynomials (around fourth and above) spurious oscillations are
introduced. This is true even though the method is maximum principle preserving.
The objective in this chapter is to explore alternatives to the FCT methodology to
eliminate these non-physical oscillations under the same setting; i.e., using the same
low- and high-order methods with the same finite element space and positive shape
functions. This chapter is split as follows. We first revisit the high- and low-order
methods in sections 4.1 and 4.2 respectively. Then we use the FCT method as in §2.4
and present results using polynomial spaces of different order where the non-physical
oscillations are clear. Finally, in §4.4 and §4.5 we propose two methodologies to solve
this problem.
4.1 High-order non-Maximum Principle Preserving method
4.1.1 Spatial discretization
We follow the spatial discretization of the high-order method in [2]. Consider a
computational mesh Th with internal faces Fh. We define the discontinuous finite
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dimensional space Xh = {φ(x) ∈ L2(Ω) : φ|K ∈ Q|K ,∀K ∈ Th} where Q|K is a
polynomial space over the element K. Let {φ1, ..., φN} be a basis of Xh, where
N = dim(Xh), such that
∑
i φi(x) = 1 and φi(x) ≥ 0,∀x ∈ Ω for any i = 1, ..., N .
We use Bernstein polynomials to construct such basis; moreover, we use this basis
as shape functions for the finite element discretization.
Consider the transport equation (2.1) multiply it by φ ∈ Xh, integrate over Ω













u(v · nf )φds = 0, (4.1)
where s ∈ Rd−1 and nf is the unit normal vector at face f . Let uh ∈ Xh be the finite
element approximation of u. Since uh is discontinuous across f we can’t replace u by
uh in (4.1) or we would obtain multiple values over f . Therefore, we define numerical













{uhv · nf}∗[[φ]]ds = 0, (4.2a)
where [[φ]] := φ− − φ+, φ±(x) = limξ→0+ φ(x± ξnf (x)) and








|v · nf |[[uh]], (4.2b)





+ TUH(t) = 0, (4.3a)
where UH(t) = [UH1 (t), ..., U
H(t)N ]
t are the degrees of freedom of the finite element
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solution uh(x, t) at time t and M and T are the mass and transport matrices whose













{φjv · nf}∗[[φi]]ds. (4.3c)





























































UHj (t = 0)mj,
























by partition of unity; i.e.,
∑
i φi = 1.
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4.1.2 Time discretization
For simplicity we present the full discretization considering Forward Euler integra-
tion in time. However, we extend the results to high-order approximations in time
via Strong Stability Preserving (SSP) methods [20]. Moreover, all numerical exper-
iments, unless otherwise noted, are performed via a third-order (with three stages)







+ TUn = 0, (4.4)
where Un and UH are the degrees of freedom of the high-order finite element solution
uh(x, t) at time t = t
n and t = tn+1 respectively.
4.1.3 Numerical validation
In this section we perform a convergence test in space of the high-order method (4.4).
To do this we consider a 1D problem over Ω = (0, 1) ⊂ R, with velocity v = 1 and
initial condition given by u(x, t = 0) = cos(2pi(x− 0.5)). We use periodic boundary
conditions and use the initial condition as exact solution at T = 1. In table 4.1
we show the results using different polynomial spaces. For these experiments we
consider a fourth-order Runge-Kutta time integration.
4.2 Low-order Maximum Principle Preserving method
We consider the first-order MPP approach in [51, 52]. This method is based on
applying a discrete upwinding to the transport matrix T of a high-order scheme and
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Cells Q1 rate Q2 rate Q3 rate
32 1.516E-03 1.943E-05 2.398E-07
64 3.567E-04 2.087 2.421E-06 3.005 1.497E-08 4.002
128 8.633E-05 2.047 3.023E-07 3.001 9.355E-10 4.000
256 2.122E-05 2.024 3.778E-08 3.000 5.847E-11 4.000
Table 4.1: L1 convergence of discontinuous Galerkin method (4.4) for a smooth
solution with local extrema. We use a 4-th order Runge Kutta method.






+ T ∗Un = 0, (4.5a)
where Un and UL are the degrees of freedom of the low-order solution at time tn
and tn+1 respectively and ML and T ∗ are the lumped mass matrix and the upwinded
transport matrix respectively. They are given as follows:
ML = M + L, (4.5b)
T ∗ = T −D, (4.5c)
where M and T are the consistent mass matrix and the transport matrix in the
high-order method (4.4) and L and D are given by
Lij = −Mij, Dij = max(0, Tij, Tji), (4.5d)









otherwise. Note that the elements of T ∗ are non-positive.
Remark 4.2.0.1 (The matrices L and −D are diffusive matrices). The matrices L
and D are symmetric, have non-positive off-diagonal entries and have zero row and
column sum. These are the typical characteristics of the discretization of the Laplace
operator −∆ [51].

















φi(x)dx is the i-th diagonal element of M
∗. To see this consider the























i Tij = 0 from conservation of the high-order method (see remark 4.1.1.1).
Remark 4.2.0.3 (Maximum Principle Preserving). The method (4.5) is maximum
principle preserving. To see this it is enough to show that for any i = 1, ..., N , ULi is







where the off-diagonal entries of Rij = [(M
L)−1(ML − ∆tT ∗)]ij are positive by the
construction of ML (given positive shape functions) and T ∗ and the diagonal ones
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can be made positive via a CFL condition. Let 1 be the vector of ones, then
R1 = (ML)−1(ML −∆tT ∗)1 = (1−∆t(ML)−1T ∗1) = 1,
which is true since T ∗1 = (T + D)1 = 0 by conservation of the high-order method
and the properties of the diffusive operator D. Therefore, for any i = 1, ..., N , ULi is
a convex combination of Un.
4.2.1 Numerical validation
We perform a convergence test in space for the low-order method (4.5). Consider Ω =
(0, 1) ⊂ R with velocity v = 1 and initial condition given by u(x, t = 0) = cos(2pi(x−
0.5)). We impose periodic boundary conditions and use the initial condition as exact
solution at T = 1. In table 4.2 we show the results using different polynomial spaces.
As expected, we obtain close to first-order convergence for all polynomial spaces.
Observe that the error with the 23-rd order space is about 3 times smaller than with
the 1-st order space; nevertheless, the number of degrees of freedom is vastly (12
times) larger. This indicates that the quality of the low-order method decreases as
we consider higher-order spaces. We expect this to affect the quality of the FCT
solution for high-order spaces. In the next section we reiterate on this problem.
4.2.2 Low-order MPP method with positive v.s. non-positive basis
functions
We explore the quality of the solution considering the 1D problem in §4.2.1 using
positive and nodal basis functions. In particular, we consider Gauss-Legendre and
Gauss-Lobatto nodal basis. The results are shown in figure 4.1. The solution is
qualitatively similar for lower order polynomials. However, as we increase the order,
the quality of the solution with nodal basis functions is highly reduced. With Gauss-
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Cells Q1 rate Q2 rate Q3 rate
32 1.708E-01 1.534E-01 1.385E-01
64 9.163E-02 0.898 8.186E-02 0.906 7.340E-02 0.916
128 4.752E-02 0.947 4.231E-02 0.952 3.780E-02 0.957
256 2.420E-02 0.974 2.151E-02 0.976 1.918E-02 0.979
Cells Q5 rate Q11 rate Q23 rate
32 1.189E-01 8.942E-02 6.585E-02
64 6.247E-02 0.928 4.641E-02 0.946 3.383E-02 0.961
128 3.202E-02 0.964 2.364E-02 0.973 1.715E-02 0.981
256 1.622E-02 0.982 1.193E-02 0.987 8.630E-03 0.990
Table 4.2: L1 convergence of edge based low-order method (4.5).
Legendre the solution is extremely dissipated for the larger order polynomials. With
Gauss-Lobatto the solution is also more dissipated than if positive basis functions are
used but not as much as with Gauss-Legendre; however, the solution is less smooth
than before.
(a) Positive basis functions (b) Gauss-Legendre nodal basis (c) Gauss-Lobatto nodal basis
Figure 4.1: Low-order method with positive v.s. nodal basis functions using discon-
tinuous Galerkin fintie elements. We consider the low-order method (4.5) and use
Q2, Q5, Q11 and Q23 spaces. The number of cells is adjusted to have 384 degrees of
freedom in all simulations.
It is also important to note that even with positive basis functions the solution is
more dissipated as we increase the order of the polynomials. To further study this,
we consider the same experiment with the same polynomial spaces but increase the
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number of degrees of freedom. In figure 4.2 we show the solution with 768, 1536 and
3072 degrees of freedom. In all situations we obtained more dissipated solutions as
the order of the polynomial space is increased. However, the solutions get closer as
we refine the mesh. In table 4.2 we can see that the convergence rate is slightly higher
as the order is increased. From these two results we expect that using higher-order
polynomials eventually gives better results. However, the resolution needed might
be too large. As mentioned in the previous section, this is important to consider
when the low-order method is used within the FCT methodology.
(a) 768 degrees of freedom (b) 1536 degrees of freedom (c) 3072 degrees of freedom
Figure 4.2: Low-order method with positive basis functions using discontinuous
Galerkin fintie elements with multiple refinements. We consider the low-order
method (4.5) and use Q2, Q5, Q11 and Q23 spaces. The number of cells is adjusted
to have (a) 768, (b) 1536 and (c) 3072 degrees of freedom.
4.3 Edged-based Flux Corrected Transport with discontinuous
Galerkin finite elements
In this section we use the standard edge-based FCT methodology revisited in §2.4
using the low- and high-order methods (4.5) and (4.4) respectively. We consider first
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1D simulations with discontinuous initial data given by
uh(x, t = 0) =

1, ∀x ∈ (0.4, 0.6)
0, otherwise
(4.6)
over Ω = (0, 1) ⊂ R and velocity given by v = 1. The initial condition is obtained as
explained in §2.2. We use Q2, Q5 and Q11 spaces and consider different refinements.
For each refinement the number of cells is adjusted to have the same number of
degrees of freedom between all spaces. We impose periodic boundary conditions and
show the solution at t = 1. The results are shown in figure 4.3. In addition, we
consider a more complicated discontinuous initial condition in 2D, shown in figure
4.4, with Ω = [0, 100] × [0, 100] ⊂ R2 and velocity v = (10, 10). We compute the
solution at time t = 4 using Q2 and Q5 spaces with the number of cells adjusted to
have the same number of degrees of freedom in both spaces. The results are shown
in figure 4.4. The problem is clear, as we consider higher-order spaces large non-
physical oscillations are introduced making the solution unacceptable. This is true
nevertheless the solution is maximum principle preserving. In the remainder of this
chapter we propose two approaches to overcome this issue.
4.4 Localized Flux Corrected Transport with discontinuous Galerkin
finite elements
The FCT method in §2.4 is local in the sense given by the sparsity pattern of the
transport matrix T . For discontinuous Galerkin finite elements this sparsity pattern
includes all degrees of freedom on a given cell and on cells sharing a face with it, see
figure 4.5a. When the order of the polynomial space is small, the sparsity pattern
includes few degrees of freedom; however, as we increase the order, the number of
degrees of freedom in the sparsity pattern increases. The method loses locality with
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192 degrees of freedom 384 degrees of freedom 768 degrees of freedom
Figure 4.3: Standard Flux Corrected Transport method on a 1D problem with discon-
tinuous initial condition using discontinuous Galerkin finite elements. The method
is given by (2.8) with the low- and high-order methods in sections §4.2 and §4.1
respectively. We consider different polynomial spaces and multiple refinements. For
each refinement the number of cells is adjusted to have the same number of degrees
of freedom in all spaces.
respect to degrees of freedom; nevertheless, it is fixed with respect to number of
cells. In an extreme case we can consider a single cell with a polynomial space of
order as large as needed to have roughly certain number of degrees of freedom. In
this situation, being on bounds means nothing since the sparsity pattern includes all
degrees of freedom in the finite element space. This motivates the idea of considering
tighter bounds. We propose to localize the bounds by mimicking the stencil of a first-
order space; i.e., for a given i-th degree of freedom we consider those at locations
adjacent to i. Let Ni be the conventional neighborhood for the i-th degree of freedom.
For the finite element space Qk, we use tighter bounds given by the stencil
N∗i =
{






where d ∈ {1, 2, 3} is the space dimension and dist(i, j) is the Euclidean distance
between the i-th and j-th degrees of freedom’s images on the reference element.
Defining N∗i with respect to the reference element makes the approach applicable
to unstructured grids. In figure 4.5 we consider a representative degree of freedom
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Q2, (min,max) = (−2.587× 10−15, 1.99) Q5, (min,max) = (−1.363× 10−14, 1.632)
Figure 4.4: Standard Flux Corrected Transport method on a 2D problem with discon-
tinuous initial condition using discontinuous Galerkin finite elements. The method
is given by (2.8) with the low- and high-order methods given by (4.5) and (4.4) re-
spectively. We use Q2 and Q5 spaces with the number of cells adjusted so that 90000
degrees of freedom are used in both simulations. For each case, we show (left) the
initial condition with the grid and (right) the solution at t = 4.
in thick blue and show the conventional or full stencil via the sparsity pattern of
the transport matrix T . In addition, we show the tighter bounds (4.7), mimicking a
stencil of a first-order space. Note that since DG discretization is used we have two
degrees of freedom at the faces. This is denoted by using a red circle and a black
cross in those locations.
Remark 4.4.0.1 (Low-order method is non Maximum Principle Preserving in the
tighter bounds). The low-order method (4.5) is guaranteed to produce a MPP solution
on the conventional bounds; i.e., including all degrees of freedom in the sparsity
pattern of T . Since the tighter bounds consider a smaller set of degrees of freedom
there is no guarantee the low-order solution is MPP in this set.
Due to remark 4.4.0.1, we can’t use the standard FCT methodology with the
bounds in (2.2) given by the tighter stencil (4.7). To overcome this, we modify the
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(a) Full stencil (b) First-order stencil
Figure 4.5: Full and localized stencil to compute bounds using discontinuous spaces.
In (a) we show the conventional or full stencil in a DG discretization. In (b) we
mimic a Q1 space. The thick blue mark represents the degree of freedom for which
we compute the bounds. The thick red marks represent the degrees of freedom
included to compute the bounds. The non-thick black dots in (b) represent all
degrees of freedom in the sparsity pattern of T and the non-think red marks in (b)
indicate a double degree of freedom (due to DG finite element spaces), which are
also considered for the computation of the bounds.















which guarantees the low-order solution is on bounds and, therefore, we can apply the
FCT methodology. We now repeat the simulations in §4.3 using the tighter bounds
(4.8). The results are shown in figures 4.6 and 4.7. We observe the oscillatory
behavior, although not completely eliminated, is highly reduced. It is clear also the
high amount of dissipation introduced as the order of the polynomial is increased.
In the next section we propose a FCT-like methodology that reduces the oscillatory
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behavior even more and yields less dissipated solutions.
192 DOFs 384 DOFs 768 DOFs
Figure 4.6: Localized Flux Corrected Transport method on a 1D problem with dis-
continuous initial condition using discontinuous Galerkin finite elements. We use
the low- and high-order methods (4.5) and (4.4) respectively. We consider different
polynomial spaces and multiple refinements. For each refinement the number of cells
is adjusted to have the same number of degrees of freedom in all spaces.
4.5 Element based Flux Corrected Transport with discontinuous
Galerkin finite elements
In the standard FCT method revisited in §2.4 we start with two methods that are
mass conservative. One is low-order and MPP and the other is high-order but non-
MPP. Then, an interpolation is made from the low- to the high-order solution to
obtain a solution that is MPP. For any degree of freedom Un+1i there are as many
interpolating parameters as degrees of freedom in the support of Un+1i . These inter-
polating parameters are designed to preserve conservation of mass.
In this section we introduce a FCT-like method that considers two MPP solutions.
One is low-order and mass conservative and the other is (presumably) high-order but
non mass conservative. Then, we interpolate from the low- to the high-order solution
to recover mass conservation cell-wise. For any degree of freedom Un+1i we have just
one interpolating parameter. This interpolating parameter is designed to maintain
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Q2, (min,max) = (−2.309× 10−17, 1.976) Q5, (min,max) = (−1.686× 10−20, 1.322)
Figure 4.7: Localized Flux Corrected Transport method on a 2D problem with dis-
continuous initial condition using discontinuous Galerkin finite elements. The bounds
are given by (4.8). The low- and high-order methods are given by (4.5) and (4.4)
respectively. We use Q2 and Q5 spaces with the number of cells adjusted so that
127872 degrees of freedom are used in both simulations. For each case we show (left)
the initial condition with the grid and (right) the solution at t = 4.
the solution on bounds. It is important to emphasize that the recovery on mass con-
servation is obtained per cell and not globally. Moreover, we propose a methodology
to localize even more this redistribution of mass inside a cell. Recovering the conser-
vation of mass within a cell is possible due to local mass properties of the low- and
high-order methods we consider in this work and by using discontinuous Galerkin
finite elements. We explain this in more detail in the next section.
4.5.1 Mass conservation of low- and high-order methods
In this section we show that the low- and the high-order solutions in (4.5) and (4.4)









where IK is the index set of all degrees of freedom in cell K. This is true by
using the low- and high-order methods with discontinuous Galerkin finite elements
described in §4.2 and §4.1 and the positive shape functions described in §4.1.1. First,
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we rewrite the high-order method as
mi(U
H
i − ULi ) = fHi , (4.9a)










Here δUj := U
H
j − Unj . Then we use the following:
Lemma 4.5.1.1 (Flux correction is massless on any cell). Using positive shape func-
tions and the low- and high-order methods with discontinuous Galerkin finite elements
described in §4.2 and §4.1, the flux correction fH (4.9b) is massless on any cell; i.e.,∑
i∈IK f
H
i = 0,∀K ∈ Th.




















i = 0. Since we use a DG discretization, any shape













From remark 4.2.0.1, we recall that
∑
i∈[1,...,N ] Dij = 0. Now we show that Dij = 0
whenever i and j belong to different cells. Recall the definition of Dij from (4.5):
Dij = max(0, Tij, Tji), ∀i 6= j (4.10)
and Dij = −
∑
j 6=iDij, otherwise. We just need to consider the off-diagonal elements
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and assume they belong to different cells. From §4.1, the i, j-th element of the









{φjv · nf}∗[[φi]]ds, (4.11)
where the first integral is zero since i and j belong to different cells and each shape
function is supported on its corresponding cell. Recall the definition of the numerical
flux:








|v · nF |[[φ]], (4.12a)
[[φ]] = φ− − φ+, (4.12b)
φ±(x) = lim
ξ→0+
φ(x± ξnf (x)). (4.12c)
We choose a definition for the normal vector nF to go from cell K1 to cell K2. Using
this definition we get [[φ]] = φ|K1 − φ|K2 . Assume φj is supported on cell K1 and φi
on cell K2, then [[φj]] = φj|K1 and [[φi]] = −φi|K2 , which leads to






which is non-positive regardless of the sign of v · nF provided the shape functions
are positive. Similarly, if φj is supported on cell K2 and φi on cell K1, then [[φj]] =
−φj|K2 and [[φi]] = φi|K1 , which leads to






which is also non-positive provided we use positive shape functions. Therefore, Tij ≤
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0 whenever i and j don’t belong to the same cell. This implies that Dij = 0 whenever
i and j don’t belong to the same cell.
From
∑
i∈[1,...,N ] Dij = 0 and Dij = 0 whenever i and j don’t belong to the same
cell we conclude that
∑
























i ; i.e., the low- and
the high-order methods have the same mass on any cell K ∈ Th. This allow us to
consider non mass conservative flux corrections that assure the solution is on bounds
and then adjust those fluxes to recover mass conservation per cell. To do this we
need to adjust the fluxes on any cell without modifying fluxes in other cells. This is
possible since we consider discontinuous Galerkin finite elements.
4.5.2 Clipped solution
The first stage of this method is to clip the solution considering some local bounds.
We can consider different options depending on the stencil; i.e., we can consider the
full or conventional stencil Ni (figure 4.5a) or the tighter stencil N
∗
i from equation
(4.7) (figure 4.5b). In either case we compute the bounds via (2.2) to obtain Umini
and Umaxi . Then we consider the high-order solution U








where U∗i is the clipped solution.
In figure 4.8 we consider the 1D problem with discontinuous initial data and show
the results of clipping the solution with the bounds computed via the full and the
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tighter stencil. We useQ5 andQ11 spaces. It is clear that non-physical oscillations are
present when the full stencil is considered. For this reason we compute the bounds
(2.2) using the tighter stencil N∗i (4.7). Finally, in figure 4.9 we show the results
of the same problem considering different spaces and different refinements. Two
observations can be made. First, phase errors appear due to not conserving mass.
Mass conservation is addressed in the next section. Second, the clipped solution
becomes more dissipated as one considers higher order spaces.
Remark 4.5.2.1 (Clipped solution is MPP in the tighter and the full bounds). The





i ≤ U∗i ≤ Umaxi := max
j∈N∗i
Unj ,
where N∗i denotes the tighter stencil. Being on bounds in N
∗
i ⊂ Ni implies being on
bounds in any larger set of degrees of freedom; in particular, in the conventional or





i ≤ U∗i ≤ Umaxi := max
j∈Ni
Unj .
Therefore, the clipped solution is on bounds in both the tighter and the full stencil.
4.5.3 Local recovery on mass conservation
In this section we consider the clipped solution U∗i and recover mass conservation
per cell. In §4.5.1 we saw that the high-order flux correction
fHi = mi(U
H
i − ULi ) (4.14)
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(a) Q5 (b) Q11
Figure 4.8: Clipped solution via the full stencil v.s. the localized stencil on a 1D
problem with discontinuous initial condition using discontinuous Galerkin finite ele-
ments. The method is given by (4.13). We use Q5 and Q11 spaces. The number of
cells is adjusted so that 768 degrees of freedom are used in both simulations.
(a) 192 DOFs (b) 384 DOFs (c) 768 DOFs
Figure 4.9: Clipped solution via the localized stencil on a 1D problem with discon-
tinuous initial condition using discontinuous Galerkin finite elements. The method is
given by (4.13). We use Q2, Q5, Q11 and Q23 spaces. The number of cells is adjusted
to have (a) 192, (b) 384 and (c) 768 degrees of freedom.




i = 0,∀K ∈ Th. Given the clipped solution
U∗i , define
f ∗i := mi(U
∗
i − ULi ). (4.15)
Here f ∗i is a flux correction from the low-order to the clipped solution. To recover




0,∀K ∈ Th. The modification of the fluxes has to be done without creating violations
on the maximum principle; i.e., the solution must remain on bounds.
4.5.3.1 Mass conservation via flux scaling
Let 0 ≤ αi ≤ 1 and define Un+1i via
mi(U
n+1
i − ULi ) = αif ∗i (4.16)




i = 0,∀K ∈ Th. Note that this is always
possible. In particular, one might choose αi = 0 which gives back the low-order
solution.













i = 0,∀K ∈ Th, then the
method (4.16) is mass conservative.































Theorem 4.5.3.1 (Maximum-Principle Preservation (MPP)). Given 0 ≤ αi ≤ 1
and provided U∗i and U
L
i are on bounds; i.e., U
min
i ≤ U∗/Li ≤ Umaxi , the method















i − ULi ) = αU∗i + (1− αi)ULi .
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Since 0 ≤ αi ≤ 1 and U∗/Li ≤ Umaxi , we get
Un+1i ≤ αiUmaxi + (1− αi)Umaxi = Umaxi =⇒ Un+1i ≤ Umaxi .
The lower bound is proven similarly.
There are different strategies to choose the interpolating parameters. A first
approach, which we refer as uniform mass-distribution, is to scale down the dominant
fluxes by the same factor. Consider a representative cell K ∈ Th, let IK denote the
















If S+K + S
−





if f ∗i > 0
1 otherwise
. (4.17a)
If S+K + S
−
K < 0, i ∈ IK we choose
αi :=





and if S+K + S
−
K = 0, i ∈ IK then αi = 1. It is easy to see that 0 ≤ αi ≤ 1 and∑
i∈IK αif
∗
i = 0,∀K ∈ Th.
In figure 4.10 we show results of the 1D problem with discontinuous initial data
considering the uniform mass-distribution method (4.16), (4.17) with Q2, Q5, Q11
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and Q23 spaces. We consider multiple refinements and for each adjust the number
of cells to have the same number of degrees of freedom between all spaces. We can
easily identify a problem, namely, the solution is more dissipated as we consider
higher-order spaces. We recall from figures 4.2 and 4.9 that the low-order method
and the clipping process produce more dissipative results as we increase the order.
This is part of the problem. In addition, the redistribution of mass to preserve mass
conservation is introducing more dissipation as the order is increased.
The recovery of mass conservation is performed cell-wise. When higher-order
spaces are used, more degrees of freedom have to be considered within a cell to
recover mass conservation. Therefore, locality is lost with respect to degrees of
freedom. Motivated by this, in the following section, we propose a process to recover
mass conservation that is more localized; i.e., the distribution of mass is performed
differently in different parts of a given cell.
(a) 192 DOFs (b) 384 DOFs (c) 768 DOFs
Figure 4.10: Element based Flux Corrected Transport with uniform mass-
distribution on a 1D problem with discontinuous initial condition. The method is
given by (4.16), (4.17). We consider different polynomial spaces and multiple refine-
ments. For each refinement the number of cells is adjusted to have the same number
of degrees of freedom in all spaces.
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4.5.3.2 Mass conservation via penalization
In this section the recovery of mass conservation is done at a sub-cell level. We
discuss two possible strategies.
In [16] a repair is done to obtain a MPP mass conservative method. This repair
considers a given cell and those adjacent to it. If a criteria-satisfying solution cannot
be found, more cells are considered until a mass conservative solution that is on
bounds is obtained. We can apply this idea to redistribute the mass restricted to a
cell; i.e., consider a degree of freedom within a cell and try to distribute the mass
considering just adjacent degrees of freedom in such a way that the mass for this
set of degrees of freedom equals the mass of the high-order flux fH on the set. If
that is not possible without violating the maximum principle, we consider a larger
set. In the worst case scenario, we would have to consider the entire cell and use an
approach similar to that presented in §4.5.3.1.
Another approach to distribute the mass within a cell is as follows. In [46], the
author obtains a solution on bounds by clipping the solution and doing a global fix
in mass using a Lagrange multiplier. We use that same idea but restricted to a single
cell. Doing so we get
mi(U
n+1
i − ULi ) = f ∗i − λKzi, (4.18a)








Remark 4.5.3.2 (Mass conservation). Given any choice of zi’s provided that at











































i . By conservation



















Assume the low-order solution ULi and the clipped solution U
∗
i are on bounds; i.e.,
Umini ≤ U∗/Li ≤ Umaxi and that the penalization terms zi’s satisfy the following condi-
tions:
(1). If δK = 0 then zi = 0,
(2). If δK > 0 and f
∗
i ≤ 0 then zi = 0,
(3). If δK < 0 and f
∗
i ≥ 0 then zi = 0,






then the method (4.18) is MPP; i.e., Umini ≤ Un+1i ≤ Umaxi , where Umini := minj∈Ni Unj
and Umaxi := maxj∈Ni U
n
j .
Proof. Assume δK = 0. By assumption (1) zi = 0, then mi(U
n+1
i − ULi ) = f ∗i =
mi(U
∗
i − ULi ) =⇒ Un+1i = U∗i and since U∗i is on bounds Umini ≤ Un+1i ≤ Umaxi .
Assume δK > 0. If f
∗
i ≤ 0, by assumption (2), zi = 0 =⇒ Un+1i = U∗i and since
U∗i is on bounds U
min
i ≤ Un+1i ≤ Umaxi . If f ∗i > 0, by assumption (4) and using the
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definition of λK we get λKzi > 0 and then
mi(U
n+1
i − ULi ) = f ∗i − λKzi ≤ f ∗i = mi(U∗i − ULi ) =⇒ Un+1i ≤ U∗i ≤ Umaxi
=⇒ Un+1i ≤ Umaxi .
For the lower bound consider assumption (5) to get
mi(U
n+1
i − ULi ) = f ∗i − λKzi ≥ 0 =⇒ Un+1i ≥ ULi ≥ Umini =⇒ Un+1i ≥ Umini .
If δK < 0 we proceed similarly but using assumption (3) instead of (2).




i = 0). To obtain a solu-
tion on bounds if δK = 0 we choose zi = 0 in cell K. In this situation λK in (4.18b)
is not properly defined and the assumptions of remark 4.5.3.2 are not satisfied. How-
ever, if δK = 0 the corresponding flux correction is massless and it doesn’t contribute
on loosing mass conservation.
Remark 4.5.3.4 (Mass-recovery via flux scaling v.s. flux penalization). Both ap-
proaches to recover mass conservation are equivalent. This can be seen by choosing
the scaling factor in (4.16) to be
αi =






Remark 4.5.3.5 (Uniform mass-distribution via flux penalization). The uniform
mass-distribution method presented in equation (4.16) with interpolating parameters





max(0, f ∗i ) if δK > 0
min(0, f ∗i ) if δK < 0
0 if δK = 0
.
4.5.3.3 Localized mass-distribution
In this section we propose penalization parameters zi’s to redistribute the mass at
sub-cell level. The idea is to penalize (modify) fluxes corresponding to degrees of
freedom that created loss in mass conservation in the first place; moreover, we pe-
nalize also the neighbors of those degrees of freedom. The penalization terms are
chosen based on the sign of δK and are designed to fulfill the assumptions in theorem
4.5.3.2. If δK = 0 we choose zi = 0 to fulfill assumption (1). Assume δK > 0. If
f ∗i ≤ 0 we choose zi = 0 to satisfy assumption (2). If f ∗i > 0 we choose
zi = wi + f
∗
i /λK min(0, 1− λKwi/f ∗i ), (4.19a)
with
wi = (1− θ)mi|U∗i − ULi |+ θmax
j∈N∗i
mj|U∗j − UHj |, (4.19b)
where θ ∈ [0, 1) and N∗i is the tighter stencil described in figure 4.5. Having |U∗i −UHi |
large indicates that clipping the i-th degree of freedom created a big contribution
on losing mass conservation; therefore, the term maxj∈N∗i mj|U∗j −UHj | penalizes the
degrees of freedom that created loss in mass conservation. The maximum is taken to
also penalize the neighbors. The term mi|U∗i −ULi | is used to relax the penalization.
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We use θ to tune the influence of the localized penalization. Higher θ increases the
influence of the localized penalization. In all experiments in this chapter we set
θ = 0.99.
Note that zi > 0 and since f
∗
i > 0 assumption (4) is fulfilled. The minimum
operator in the penalization term zi is taken to assure assumption (5) is satisfied. If
λKwi/f
∗
i ≤ 1 then zi = wi; otherwise, zi = f ∗i /λK . In both cases assumption (5) is
fulfilled.
Now assume δK < 0. If f
∗
i ≥ 0 we choose zi = 0 to fulfill assumption (3);
otherwise,
zi = wi + f
∗




(1− θ)mi|U∗i − ULi |+ θmax
j∈N∗i
mj|U∗j − UHj |
]
. (4.19d)
It is easy to see that assumptions (4) and (5) are also satisfied.
Remark 4.5.3.6 (Discontinuous, nonlinear problem per cell). To achieve mass con-
servation via the penalization method (4.18) we need λK to be given by (4.18b). Since
zi = zi(λK) in (4.19) is a nonlinear function of λK we need to solve the nonlinear
problem




to find λK. This has to be done at every cell.
In figure 4.11 we consider the 1D problem with discontinuous initial data and
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show the solution with the method in this section. We consider different spaces and
multiple refinements. For each refinement we adjust the number of cells to have
the same number of degrees of freedom between all spaces. It is clear that more
dissipation is introduced as the order of the space is increased. This is expected
since the low-order method and the clipping process introduce more dissipation as
the order is increased. In the next section we perform a series of convergence tests to
asses the capability of the method to produce higher convergence rates as the order
is increased.
(a) 192 DOFs (b) 384 DOFs (c) 768 DOFs
Figure 4.11: Element based Flux Corrected Transport with localized mass-
distribution on a 1D problem with discontinuous initial condition. The method is
given by (4.18), (4.19). We consider different polynomial spaces and multiple refine-
ments. For each refinement the number of cells is adjusted to have the same number
of degrees of freedom in all spaces.
4.6 Numerical examples
In this section we present numerical experiments of the three methods proposed in
this chapter: the edge-based FCT method with localized stencil in §4.4, the element-
based FCT with uniform mass distribution in §4.5.3.1 and the element-based FCT
with localized mass distribution in §4.5.3.3. We begin by presenting the methods’
converging properties on smooth and discontinuous solutions. Afterwards, we con-
sider two benchmark problems in two dimensions.
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4.6.1 Convergence tests: two dimensional smooth profile without local
extrema
Consider an initial condition given by
uh(x, y, t = 0) = tanh((y − 0.5)/0.25), (4.20a)
over Ω = (0, 1)× (0, 1) with velocity
v =
 sin(pix) cos(piy) sin(2pit)
− cos(pix) sin(piy) sin(2pit)
 (4.20b)
Since the velocity field is periodic and the problem is linear the exact solution at
T = 1 coincides with the initial condition. We consider Q1, Q2 and Q3 spaces. For
this experiment we use a 4-th order with 4 stages Runge Kutta method. Tables
4.3a, 4.3b and 4.3c show the convergence rates of the edge-based FCT method with
localized stencil and the element-based FCT methods with uniform and localized
mass distribution respectively. We obtain the expected (optimal) convergence rates.
4.6.2 Convergence tests: one dimensional discontinuous profile
Now we consider the problem with discontinuous initial data as in §4.3. The initial
condition is given by
uh(x, t = 0) =

1, ∀x ∈ (0.4, 0.6)
0, otherwise
. (4.21)
The domain is given by Ω = (0, 1) ⊂ R and the velocity by v = 1. We consider Q2,
Q5 and Q11 spaces. Tables 4.4a, 4.4b and 4.4c show the convergence rates of the
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Cells Q1 space rate Q2 space rate Q3 space rate
64 2.12E-03 1.89E-04 1.60E-05
128 5.23E-04 2.01 1.72E-05 3.45 9.41E-07 4.08
256 1.29E-04 2.01 1.44E-06 3.57 5.35E-08 4.13
512 3.15E-05 2.03 1.30E-07 3.46 2.84E-09 4.23
(a) Edge-based FCT with localized stencil
Cells Q1 space rate Q2 space rate Q3 space rate
64 6.85E-03 5.30E-04 5.12E-05
128 1.77E-03 1.94 6.18E-05 3.09 3.66E-06 3.80
256 4.18E-04 2.08 6.91E-06 3.16 2.19E-07 4.05
512 1.01E-04 2.05 7.73E-07 3.15 1.15E-08 4.25
(b) Element-based FCT with uniform mass distribution
Cells Q1 space rate Q2 space rate Q3 space rate
64 6.85E-03 5.30E-04 5.12E-05
128 1.77E-03 1.94 6.18E-05 3.09 3.66E-06 3.80
256 4.18E-04 2.08 6.91E-06 3.16 2.19E-07 4.06
512 1.01E-04 2.05 7.73E-07 3.15 1.15E-08 4.25
(c) Element-based FCT with localized mass distribution
Table 4.3: L1 convergence of maximum principle preserving methods using discon-
tinuous Galerkin finite elements for a smooth solution that is monotone. We use a
4-th order with 4 stages Runge Kutta method.
edge-based FCT method with localized stencil and the element-based FCT methods
with uniform and localized mass distribution respectively.
4.6.3 Convergence test: one dimensional smooth profile with local
extrema
Finally we consider as initial condition
uh(x, t = 0) = cos(2pi(x− 0.5)),
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DOFs Q2 space rate Q5 space rate Q11 space rate
192 1.83E-02 5.15E-02 1.55E-01
384 1.00E-02 0.87 3.06E-02 0.75 1.12E-01 0.46
768 5.52E-03 0.86 1.95E-02 0.65 7.92E-02 0.49
1536 3.07E-03 0.84 9.77E-03 0.99 5.55E-02 0.51
(a) Edge-based FCT with localized stencil
DOFs Q2 space rate Q5 space rate Q11 space rate
192 1.82E-02 2.25E-02 5.54E-02
384 9.85E-03 0.88 1.08E-02 1.05 3.91E-02 0.50
768 5.38E-03 0.87 5.65E-03 0.93 2.95E-02 0.40
1536 2.95E-03 0.86 2.71E-03 1.05 2.16E-02 0.44
(b) Element-based FCT with uniform mass distribution
DOFs Q2 space rate Q5 space rate Q11 space rate
192 1.82E-02 2.25E-02 3.51E-02
384 9.85E-03 0.88 1.07E-02 1.06 2.00E-02 0.81
768 5.38E-03 0.87 5.65E-03 0.92 1.08E-02 0.88
1536 2.95E-03 0.86 2.69E-03 1.07 6.14E-03 0.81
(c) Element-based FCT with localized mass distribution
Table 4.4: L1 convergence of maximum principle preserving methods using discon-
tinuous Galerkin finite elements for a discontinuous solution.
over Ω = (0, 1) ⊂ R with velocity v = 1. We impose periodic boundary conditions
and use the initial condition as exact solution at T = 1. We use Q1, Q2 and Q3
spaces. Tables 4.5a, 4.5b and 4.5c show the convergence rates of the edge-based FCT
method with localized stencil and the element-based FCT methods with uniform and
localized mass distribution respectively.
One can see that no better than (slightly higher than) second-order is achieved
(in the L1 norm). This issue is already discussed in [2], where the authors show that
the dominating error is localized in the extremal regions, while high-order accuracy
is obtained in the rest of the domain. Additional details about this problem can be
found in [34], where it is shown that Total Variation Diminishing (TVD) methods
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can’t achieve better than second-order convergence (in the L1 norm) around local
extrema. To solve this problem, within the context of finite volumes, it is common
to allow small violations on the total variation near local extrema. Popular examples
are UNO [34], ENO [32,35] and WENO [58] methods. In [79,80] finite volumes and
discontinuous Galerkin methods are used to obtain a solution that satisfies a strict
(or global) maximum principle. To achieve high-order accuracy at local extrema, the
authors reconstruct a polynomial inside cells from where the bounds are computed.
Alternatively, a parameter-free smoothness indicator based on a hierarchical slope
limiter for high-order DG methods may be used as regularity criterion for deactivation
of FCT corrections at smooth extrema [50].
Cells Q1 space rate Q2 space rate Q3 space rate
32 2.93E-03 2.72E-03 2.18E-03
64 6.73E-04 2.12 5.88E-04 2.20 3.95E-04 2.46
128 1.55E-04 2.12 1.19E-04 2.30 7.74E-05 2.35
256 3.57E-05 2.11 2.34E-05 2.34 1.51E-05 2.35
(a) Edge-based FCT with localized stencil
Cells Q1 space rate Q2 space rate Q3 space rate
32 2.93E-03 3.78E-03 2.00E-03
64 6.73E-04 2.12 7.21E-04 2.39 3.82E-04 2.38
128 1.55E-04 2.12 1.32E-04 2.44 7.04E-05 2.44
256 3.57E-05 2.11 2.38E-05 2.47 1.21E-05 2.53
(b) Element-based FCT with uniform mass distribution
Cells Q1 space rate Q2 space rate Q3 space rate
32 2.93E-03 3.61E-03 1.99E-03
64 6.73E-04 2.12 6.96E-04 2.43 3.82E-04 2.38
128 1.55E-04 2.12 1.29E-04 2.43 7.04E-05 2.43
256 3.57E-05 2.11 2.33E-05 2.46 1.22E-05 2.53
(c) Element-based FCT with localized mass distribution
Table 4.5: L1 convergence of maximum principle preserving methods using discon-
tinuous Galerkin finite elements for a smooth solution with local extrema.
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4.6.4 Two dimensional advection with constant velocity field
We consider Ω = (0, 100)×(0, 100) ⊂ R2, velocity v = (10, 10) and the discontinuous
initial profile shown in the left panel in figure 4.12. We compute the solution using
the element based FCT method with uniform mass-distribution (equations (4.16)
and (4.17)) and with the localized mass-distribution (equations (4.18), (4.19)). The
results are shown in figure 4.12. For comparison we also show the results of the
standard FCT method revisited in §2.4 and the localized FCT method from §4.4.
For all situations we use Q2 and Q5 spaces with number of cells adjusted to have
90000 degrees of freedom.
(min,max) = (0, 2) (−1.29E-15, 1.99) (−2.30E-17, 1.97) (−1.69E-18, 1.95) (−8.20E-17, 1.96)
(min,max) = (0, 1) (−1.68E-20, 1.32) (−6.81E-15, 1.64) (−5.44E-18, 1.58) (−1.27E-16, 1.77)
Figure 4.12: Two dimensional advection via different Flux Corrected Transport
methods using discontinuous Galerkin finite elements. We consider top: Q2 and
bottom: Q5 spaces with number of cells adjusted to have 90000 degrees of freedom
in all situations. Left: initial condition with the mesh. Middle-left: solution via
the standard FCT method (2.8). Middle-middle: solution via the localized FCT
method from §4.4. Middle-right: solution via the element based FCT method
with uniform mass-distribution (4.16), (4.17). Right: solution via the element
based FCT method with localized mass-distribution (4.18), (4.19).
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4.6.5 Two dimensional Zalesak disk
Now consider the test first proposed in [78]. The initial data is the characteristic
function of a disc of radius r = 0.15 centered at the point x0 = (0.5, 0.75) with a
thin rectangular area removed. The removed area is {x ∈ (x, y) ∈ R2 | |x − 0.5| <
0.025, y − 0.75 < 0.1125}. The velocity field is given by v = (−2pi(y − 0.5), 2pi(x −
0.5)), which produces a rigid circular motion; therefore, the exact solution coincides
with the initial data at T = 1. We compute the solution using the element based
FCT method with uniform mass-distribution (equations (4.16) and (4.17)) and with
the localized mass-distribution (equations (4.18), (4.19)). The results are shown in
figure 4.13. For comparison we also show the results of the standard FCT method
revisited in §2.4 and the localized FCT method from §4.4. For all situations we use
Q2 and Q5 spaces with number of cells adjusted to have 90000 degrees of freedom.
4.7 Conclusions
We have presented two methods that address robustness issues with maximum prin-
ciple preserving solutions of the transport equation with high-order (above Q3) dis-
continuous Galerkin spaces via the flux corrected transport. These problems are
clearly depicted in figures 4.3 and 4.4. Non-physical oscillations are introduced.
Both methods are based on combined effects of Bernstein polynomial basis func-
tions, discontinuous Galerkin approximation and localized bounds.
The first method is a simple modification to the classical or standard flux cor-
rected transport by [7] and [78]. The idea is to redefined the bounds to mimic
a first-order stencil. See figure 4.5. The method highly reduces the non-physical
oscillations but introduces high dissipation for higher-order spaces. We performed
convergence tests and recover the expected high-order accuracy for monotone solu-
tions (using Q1, Q2 and Q3). When the solution is discontinuous, we observe a drop
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(min,max) = (0, 1) (−2.56E-15, 0.99) (−2.4E-16, 0.99) (−5.29E-18, 0.99) (−2.51E-16, 0.99)
(min,max) = (0, 1) (−3.08E-14, 1) (−1.77E-19, 0.92) (−3.17E-18, 0.98) (−6.29E-16, 0.99)
Figure 4.13: Two dimensional Zalesak disk via different Flux Corrected Transport
methods using discontinuous Galerkin finite elements. We consider top: Q2 and
bottom: Q5 spaces with number of cells adjusted to have 90000 degrees of freedom
in all situations. Left: initial condition with the mesh. Middle-left: solution via
the standard FCT method (2.8). Middle-middle: solution via the localized FCT
method from §4.4. Middle-right: solution via the element based FCT method
with uniform mass-distribution (4.16), (4.17). Right: solution via the element
based FCT method with localized mass-distribution (4.18), (4.19).
in the convergence for higher-order spaces; in particular, for Q11 spaces and above.
Finally, we performed a convergence study with a smooth solution with local extrema
and obtained no better than second-order (in the L1 norm) for any space. This is a
known problem for methods that impose monotonicity constraints.
The second method presents a high improvement from the previous approach.
It incorporates the ideas of element based flux correction and nonlinear and local
mass redistribution. Opposed to the standard flux corrected transport method this
approach considers two solutions on bounds: a first-order mass conservative solution
and a high-order non mass conservative solution. An interpolation is performed
from the low- to the high-order solution to recover mass conservation. The main
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advantage of this method (opposed to the standard flux corrected transport) is the
usage of a single interpolating parameter. In addition, this method gives felxibility on
the process to recover mass conservation. In particular, we propose two approaches.
First, we consider a linear and uniform mass distribution per cell. Later, we improve
the process by localizing the mass distribution within a cell to the level of degrees of
freedom. This process requires solving a nonlinear problem at every cell. We remark
that the nonlinear problem is non-smooth and that since it is defined per cell the
process is highly parallelizable. We performed convergence tests (for the linear and
the nonlinear redistribution of mass) and recover the expected high-order accuracy
for monotone solutions (using Q1, Q2 and Q3). For the problem with discontinuous
solution we obtained better results via the method with localized mass redistribution.
We remark that for the higher-order spaces (Q11) we observe a clear improvement
through the localized mass redistribution. When the solution is smooth with local
extrema we obtained no better than second-order (in the L1 norm) convergence.
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5. ARTIFICIAL COMPRESSION WITH THE FLUX CORRECTED
TRANSPORT
As explained in the introduction we are interested in applying numerical methods
to solve the linear scalar conservation law to transport a level set function. We
consider a smoothed Heaviside level set function that consists of constant states
connected by a smooth but sharp transition as in [10,61,63]. To transport this level
set function we assume divergence free velocity fields and solve the transport equation
in conservation form. Doing this allows us to obtain mass conservative methods. We
add artificial viscosity to stabilize the solution; i.e., to reduce numerical oscillations.
Unfortunately, this viscosity also introduces dissipation on the level set, which leads
to loss in area enclosed by the interface. For this reason it is a common practice to
reinitialize the level set. A reinitialization process is meant to force the dissipated
level set profile to recover its original profile. The specific reinitialization depends
on the level set function itself. In the case of a smoothed Heaviside function the
reinitialization is given by sharpening the interface. To do this we use artificial
compression operators as in [29,30].
In the previous chapters we used u and v to denote the solution and the velocity
of the linear conservation law and φ to denote a shape function of the finite element
space. This is a common notation when solving conservation laws. In this chapter
and in chapter 7, however, we change the notation to a common notation when
solving the level set method and for multiphase simulations. We let φ and u denote
the level set function and the velocity field respectively. The shape functions of the
finite element space are denoted by ψ.
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We present two methods for solving the level set described in the previous para-
graph. The first approach uses a high-order nonlinear viscosity and a nonlinear arti-
ficial operator based on the weak formulation of a negative Laplace’s like operator.
In the second approach we use an edge based artificial compression.
5.1 Non balanced artificial compression based on weak formulation of
Laplace’s operator
In this section we present a first approach to reinitialize the smooth Heaviside level
set.
5.1.1 Formulation of the problem
We start by introducing the model in the continuous level. The idea is to consider
the transport equation in conservative form. Then we add artificial viscosity. Finally,
we remove some of this viscosity via a nonlinear artificial compression acting near











φ∗ − h2∆φ∗ = φ, (5.1b)
where µ is an artificial viscosity coefficient (to be defined), cC = O(1) is a user
defined constant, h is the mesh size and φ∗ is a smooth version of φ. As pointed
out we first add artificial viscosity to stabilize the equation. This viscosity can be
linear or nonlinear depending on the coefficient µ. We consider first a linear and
first-order viscosity that preserves the maximum principle. Later we improve the
accuracy by using a nonlinear high-order viscosity. The last term in equation (5.1a)
is responsible for removing some of the dissipation. The idea is to remove dissipation
near the interface; i.e., near φ = 0. In particular, observe that if φ = −1, 1 the
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compression is disabled. This term must change if a different level set is used. For
example, if φ ∈ [0, 1] then we use φ(1 − φ) instead of 1 − φ2. Using φ∗ instead of φ
reduces the compression of small numerical perturbations avoiding them to grow.
5.1.2 Spatial discretization
Here we describe the finite element discretization simply of the transport equation
without artificial viscosity and without artificial compression. In the following sec-
tions we describe the discretization of those operators. Consider a computational
mesh Th and define the continuous finite dimensional space Xh = {ψ : ψ|K ∈
Q|K ,∀K ∈ Th, [[ψ]] = 0} where Q|K is a polynomial space over the element K.
We consider a Galerkin approximation; i.e., we use the space Xh for the trial and
test functions. Let ψ ∈ Xh be a shape function, multiply the transport equation
(2.1) by it and integrate over the domain Ω. In addition, let φh ∈ Xh be the finite






[∇ · (uφh)]ψdx = 0. (5.2)




+ T (Φ(t)) = 0, (5.3a)







and T (Φ(t)) is a discretization of the transport operator acting on the solution Φ(t).
We use different expressions depending on the method. The details are given in the
corresponding sections (see (5.5b) and (5.16c)).
5.1.3 Time discretization
For simplicity we present the full discretization considering Forward Euler integration
in time. However, we extend the results to high-order approximations in time via
Strong Stability Preserving (SSP) methods [20]. Indeed, all numerical experiments,
unless otherwise noted, are performed via a third-order (with three stages) Runge-







+ T (Φn) = 0, (5.4)
where Φn+1 and Φn are the degrees of freedom at time tn+1 and tn respectively.
Remark 5.1.3.1. (Scaling). Note that each term in equation (5.4) scales like
(speed)× (units of φ)× |K|
h
.
It is important to consider this scaling for designing some parameters with the arti-
ficial viscosity and artificial compression operators in the following sections.
5.1.4 Artificial viscosity
In this section we consider a spatial discretization of the artificial viscosity in equa-
tion (5.1a). We start in the next section with a first-order viscosity that preserves the
maximum principle. Afterwards, we introduce a high-order nonlinear artificial viscos-
ity, which enhances the accuracy properties of the solution but introduces violations
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on the maximum principle. We eliminate those violations via the Flux Corrected
Transport (FCT) method.
5.1.4.1 First-order viscosity
Here we consider the first-order viscosity by [23], which we revisited in §3.2.1. The






+ T (Φn) +DLΦn = 0, (5.5a)
where ΦL is the low-order solution at time tn+1, ML is the diagonal lumped mass




∇ · (uφh)ψidx (5.5b)









nK−1 , if i 6= j, i, j ∈ IK







−∑T⊂Sij bT (ψi, ψj) , (5.5e)
where K ∈ Th is a cell, nK is the number of degrees of freedom in K, IK is the index
set of all degrees of freedom on cell K and Sij = Si ∩ Sj with Si being the support
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of the i-th shape function and similarly for Sj. See §3.2.1 for some properties of this
method.






which implies that DLij ∼ (speed)× |K|h and that for any i ∈ [1, . . . , N ] [DLΦn]i scales
like
[DLΦn]i ∼ (speed)× (units of φ)× |K|
h
,
which is the correct scaling.
5.1.4.2 High-order viscosity
Now we consider a high-order artificial viscosity based on the entropy residual of the






+ T (Φn) +DHΦn = 0, (5.6a)
where ΦH denotes the high-order solution at time tn+1, M is the consistent mass
matrix, T is the column vector with entries given by (5.5b) and DH is a high-order
nonlinear artificial viscosity based on the entropy residual of the solution. The entries




νNLK bK(ψi, ψj), (5.6b)
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Here νLK is the linear viscosity given by (5.5e), cE = O(1) is a user defined constant,
E(φh) is a convex entropy function and RK is the entropy residual. We use as entropy
E(φh) = − log(|1−φ2h|+ ),  = 10−14, which is specially effective for the level set we









Remark 5.1.4.2 (Properties of the diffusive operator DH). The diffusive operator
DH has the same structure as DL in §3.2.1 but with a nonlinear coefficient νNLK .








ij = 0, see remark 3.2.1.1.

















which implies that νNLK ∼ (speed) × 1h , DHij ∼ (speed) × |K|h and that for any i ∈
[1, . . . , N ] [DHΦn]i scales like




which is the correct scaling.
5.1.5 Artificial compression






+ T (Φn) +DHΦn +GΦ∗ = 0, (5.7a)
where ΦH denotes the high-order solution at time tn+1, M is the consistent mass
matrix, T is the column vector with entries given by (5.5b), DH is the high-order
dissipative operator given by (5.6b), G is a nonlinear artificial compression based on
a weak formulation of the Laplace’s operator and Φ∗ are the degrees of freedom of
φ∗, which is an smooth version of φ given by
φ∗h − h2∆φ∗h = φh. (5.7b)
To obtain the entries of the artificial compression operator G, consider the last
term in equation (5.1a), multiply it by ψi, integrate over the domain Ω and integrate





















Note that Gij must scale like
Gij ∼ (speed)× |K|
h
,





(∇ψi · ∇ψi)dx ∼ |K|
h
we need µ/h ∼ (speed). We are interested in using the high-order nonlinear artificial
viscosity in the previous section which scales like νNLK ∼ (speed)× 1h . Therefore, we












||∇φh||`2 (∇ψi · ∇ψj)dx, (5.7d)
where we allow the possibility of having variable mesh size and set h = hK , the mesh
size of cell K.
Remark 5.1.5.1 (Properties of the artificial compression operator G). The artificial




























j Gij = 0.
5.1.6 Maximum Principle Preserving solution
In this section we consider the second-order non-MPP method with artificial com-
pression (5.7) and via the FCT methodology obtain a method that fulfills the maxi-
mum principle. To do this we need a MPP low-order method. We use the low-order
method in §5.1.4.1. By subtracting the low-order method (5.5a) from the high-order
method (5.7a), we obtain:
ML(ΦH − ΦL) = (ML −M)(ΦH − Φn) + ∆t(DL −DH)Φn −∆tGΦ∗, (5.8)
Note that for any i = 1, . . . , N we have
∑
j(M
L −M)ij = 0 by definition of the
lumped mass matrix and (DL−DH)ii = −
∑
j 6=i(D
L−DH)ij since the matrices have











(DL −DH)ij(Φnj − Φni ) =
∑
j
(DL −DH)ij(Φnj − Φni ),




(ML −M)ij(ΦHj − Φnj ) =
∑
j
(ML −M)ij(δΦj − δΦi),
where δΦ := ΦH − Φn. Again the matrix with entries (ML −M)ij(δΦj − δΦi) is
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j − Φ∗i ).
The matrix G is symmetric which implies the matrix with entries Gij(Φ
∗
j − Φ∗i ) is
skew-symmetric. We introduce the so-called flux correction matrix F with entries
fij := (M
L −M)ij(δΦj − δΦi) + ∆t(DL −DH)ij(Φnj − Φni )−∆tGij(Φ∗j − Φ∗i ),



















where αij are the flux limiters.
5.2 Numerical experiments
5.2.1 One dimensional advection
Consider the initial condition given by
φh(x, t = 0) =





The domain is given by Ω = (0, 1) ⊂ R and the velocity by u = 1. We impose periodic
boundary conditions; therefore, the initial condition coincides with the exact solution
at t = 1, 2, . . . . We consider the MPP method (5.10) and perform a convergence test
using Q1 spaces. Table 5.1 shows the results. In figure 5.1 we show the exact solution
and the solution at t = 1, t = 10 and t = 20 considering the low-order method (5.5),
the high-order non-MPP method (5.7) and the high-order MPP method (5.10). We
use cC = 1 and cC = 0 (i.e., with and without artificial compression). It is clear
the improvement in the solution between the low- and the high-order method even
without compression; i.e., using cC = 0. Similarly, the numerical dissipation is clearly
reduced when we incorporate artificial compression; i.e., using cC = 1.





Table 5.1: L1 convergence of non balanced artificial compression method.
5.2.2 Solid rotation: circle and ring
Let r =
√
(x− 0.25)2 + (y − 0.5)2, r0 = 0.05, r1 = 0.1 and r2 = 0.15 and define the
initial condition to be
















which represents the interface by a smoothed Heaviside function. The initial con-
dition is shown in figure 5.2a. The domain is given by Ω = [0, 1] × [0, 1] and the
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(a) Non maximum principle preserving method (5.7).
(b) Maximum principle preserving method (5.10).
Figure 5.1: One dimensional advection problem with non balanced artificial com-
pression. We use Q1 spaces and compare the low-order method (5.5) against the (a)
high-order non-MPP method (5.7) and the (b) high-order MPP method (5.10) with
and without compression (i.e., using cC = 0, 1). The solutions are shown at times






The velocity field makes any initial profile to turn around the domain; therefore,
after any number of complete revolutions the exact solution coincides with the initial
condition. We start considering the MPP method (5.10) with cE = 1 and cC = 0, 1
and show in figure 5.2 surface plots at t = 1, 4 (one and four revolutions). In figure
5.3 we show contour plots for φh ∈ [−0.5, 0.5] at t = 4. For this figure we consider
in the left panel the MPP method (5.10) with cC = 0, in the middle panel the non-
MPP method (5.7) with cC = 1 and in the right panel the MPP method (5.10) with
cC = 1. From these experiments it is clear that the numerical dissipation is highly
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reduced when artificial compression is used. It also appears that the shape of the
profile is better conserved by using artificial compression and flux limiters. These
experiments are performed using an structured mesh with cell size h = 7.80× 10−3.
Finally, we repeat the numerical experiment using a refined mesh with cell size
h = 3.90× 10−3. The results are shown in figure 5.4. In this case we consider cE = 1
and cC = 1 in figure 5.4a and cE = 0.5 and cC = 2 in figure 5.4b. It is clear that
using larger compression constants produces sharper results. This, however, may
produce undesired non-physical effects (see the right panel of figure 5.9 in §5.2.4).
(a) Exact sol. (b) t = 1, 4 with cE = 1, cC = 0. (c) t = 1, 4 with cE = 1, cC = 1.
Figure 5.2: Surface plots of the circular rotation problem with non balanced artificial
compression. We show the (a) exact solution and the solution via the MPP method
(5.10) with (b) cC = 0 and (c) cC = 1. For each case we show the solution at (left)
t = 1 and (right) t = 4. For these simulations the mesh size is h = 7.80× 10−3.
5.2.3 Solid rotation: Zalesak disk
Now consider the test first proposed in [78]. The initial condition is given by
φh(x, t = 0) =





(min,max) = (−1, 0.82) (−1.01, 1.01) (−1, 0.84)
Figure 5.3: Contour plots of the circular rotation problem with non balanced artificial
compression. We show contour plots for φh ∈ [−0.5, 0.5] at t = 4. First panel: MPP
method (5.10) with cC = 0. Second panel: non-MPP method (5.7) with cC = 1.
Third panel: MPP method (5.10) with cC = 1. For these simulations the mesh size
is h = 7.80× 10−3.
where
A = {(x, y) ∈ R2 |
√
(x− 0.5)2 + (y − 0.75)2 ≤ 0.15}, (5.13b)
B = {|x− 0.5| < 0.025, y − 0.75 < 0.1125}. (5.13c)





which produces a rigid circular motion so that the exact solution coincides with
the initial data after any number of complete revolutions. In figure 5.5 we show
the initial condition and the solution after one and four revolutions using the MPP
method (5.10) with cE = 1 and cC = 0, 1. In addition, we show in figure 5.6 contour
plots for φh ∈ [−0.5, 0.5] at times t = 1, 2, 3, 4. These experiments are performed
using an structured mesh with cell size h = 7.80× 10−3. It is clear the solution with
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(a) t = 1, 4 with cE = 1, cC = 1. (b) t = 1, 4 with cE = 0.5, cC = 2. (c) φh = 0, t = 4.
Figure 5.4: Refined circular rotation problem with non balanced artificial compres-
sion. We consider the MPP method (5.10) with (a) cE = 1 and cC = 1 and (b)
cE = 0.5 and cC = 2 after (left) one and (right) four revolutions. In addition, we
show the zero contour plots for (black) the exact solution and the solution at t = 4
with (green) cE = 1 and cC = 1 and (red) cE = 0.5 and cC = 2. For these simulations
the mesh size is h = 3.90× 10−3.
artificial compression is less dissipated. Finally, we repeat the numerical experiment
using a refined mesh with cell size h = 3.90× 10−3. The results are shown in figure
5.7. We use different compression constants and observe sharper results with larger
compression constants.
(a) Exact sol. (b) t = 1, 4 with cE = 1, cC = 0. (c) t = 1, 4 with cE = 1, cC = 1.
Figure 5.5: Surface plots of the Zalesak disk problem with non balanced artificial
compression. We show the (a) exact solution and the solution via the MPP method
(5.10) with (b) cC = 0 and (c) cC = 1. For each case we show the solution at (left)
t = 1 and (right) t = 4. For these simulations the mesh size is h = 7.80× 10−3.
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Figure 5.6: Contour plots of the Zalesak disk problem with non balanced artificial
compression. We consider the MPP method (5.10) with (top) cE = 1 and cC = 0 and
(bottom) cE = 1 and cC = 1 and show the solution at (from left to right) t = 1, 2, 3, 4.
For these simulations the mesh size is h = 7.80× 10−3.
5.2.4 Non-periodic vortex
In this case we consider an initial profile and distort it via a non-periodic velocity
field. The problem is given by:







−2 sin2(pix) sin(piy) cos(piy)
2 sin2(piy) sin(pix) cos(pix)
 (5.14b)
Ω = [0, 1]× [0, 1], (5.14c)
where r =
√
(x− 0.5)2 + (y − 0.75)2 and r0 = 0.15. The velocity profile distorts the
initial profile into thin regions where numerical dissipation can fade them creating
the zero contour plot {φh = 0} to be lost. In these cases artificial compression
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(a) t = 1, 4 with cE = 1, cC = 1. (b) t = 1, 4 with cE = 0.5, cC = 2. (c) φh = 0, t = 4.
Figure 5.7: Refined Zalesak disk problem with non balanced artificial compression.
We consider the MPP method (5.10) with (a) cE = 1 and cC = 1 and (b) cE = 0.5
and cC = 2 after (left) one and (right) four revolutions. In addition, we show the zero
contour plots for (black) the exact solution and the solution at t = 4 with (green)
cE = 1 and cC = 1 and (red) cE = 0.5 and cC = 2. For these simulations the mesh
size is h = 3.90× 10−3.
helps preventing this problem. In figure 5.8 we show the zero contour plot at t =
0, 1, 2, 3 and 4 considering the MPP method (5.10) with cE = 1 and cC = 0, 1. These
experiments are performed using an structured mesh with cell size h = 7.80× 10−3.
One can appreciate that using artificial compression reduces numerical dissipation
that helps preserving the zero contour plot. Finally, in figure 5.9 we repeat this
numerical experiment with a refined mesh. The mesh size is given by 3.90 × 10−3.
We use in the left panel cE = 1 and cC = 1, in the middle panel cE = 0.5 and cC = 2
and in the right panel cE = 5 and cC = 20. We remark that using larger compression
constants produce sharper regions; nevertheless, this might produce non-physical
effects. In the right panel of figure 5.9 the zero level set in the thin regions detaches.
For this reason we advise caution with the use of large compression constants.
5.3 Self balanced artificial compression based on an edge-based
dissipative operator
Now we present a second approach to reinitialize the smooth Heaviside level set. We
remark that we perform some one dimensional experiments and convergence tests on
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Figure 5.8: Non-periodic vortex with non balanced artificial compression. We con-
sider the MPP method (5.10) with (top) cE = 1 and cC = 0 and (bottom) cE = 1
and cC = 1 and show the zero contour plot at (from left to right) t = 0, 1, 2, 3, 4. For
these simulations the mesh size is h = 7.80× 10−3.
Q2 spaces. We use Q1 spaces for all the numerical experiments in two dimensions.
5.3.1 Formulation of the problem
Here we introduce the model in the continuous level. The idea, as with the first
approach in §5.1, is to consider the transport equation in conservative form. Then
we add artificial viscosity and remove some of it via nonlinear artificial compression
acting near the interface. In §5.1 the artificial compression can be stronger that the
artificial viscosity, which might over compress the solution. This is controlled by
the viscosity and compression coefficients cE and cC respectively. This is part of
the reason for using the smoothed solution φ∗h instead of φh in (5.1) (to reduce over













cE = 1, cC = 1 cE = 0.5, cC = 2 cE = 5, cC = 20
Figure 5.9: Refined non-periodic vortex with non balanced artificial compression. We
consider the MPP method (5.10) with (left) cE = 1 and cC = 1, (middle) cE = 0.5
and cC = 2 and (right) cE = 5 and cC = 20 and show the zero contour plot at t = 4.
For these simulations the mesh size is h = 3.90× 10−3.
where cC = O(1) is a user defined constant and µ is an artificial viscosity coefficient
(to be defined). In this case we can see the compression as a modifier of the arti-
ficial viscosity coefficient. By taking the (·)+ operator, we never over compress the
solution; i.e., the combination of artificial viscosity and compression always remains
as viscosity.
5.3.2 Spatial discretization
We use the finite element space as in §5.1.2. We start considering just the transport
equation without artificial viscosity and without artificial compression. Since we
consider the first-order viscosity by [26] (see §3.2.2) we follow the authors to define the





+ T (Φ(t)) = 0, (5.16a)
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∇ψjψidx and (uφh)j, j = 1, ..., N are the degrees of freedom of the











Just as in §5.1.3 we present the full discretization considering Forward Euler in-
tegration in time. However, all experiments are obtained using a third-order with
three stages Strong Stability Preserving Runge Kutta method, see [20]. The time






+ T (Φn) = 0, (5.17)
where Φn+1 and Φn are the degrees of freedom at time tn+1 and tn respectively.
Remark 5.3.3.1. (Scaling) Note that each term in (5.17) scales like




It is important consider this scaling for designing some parameters with the artificial
viscosity and the artificial compression operators in the following sections.
5.3.4 Artificial viscosity
In this section we consider a spatial discretization of the artificial viscosity in equa-
tion (5.15). We start in the next section with a first-order method that preserves
the maximum principle. Afterwards, we introduce a high-order nonlinear artificial
viscosity. This viscosity enhances the accuracy properties of the solution but intro-
duces violations on the maximum principle, which we later eliminate via the Flux
Corrected Transport method.
5.3.4.1 First-order viscosity
As explained in the beginning of this section we are interested in using Q1 and Q2
spaces. For this reason we need a first-order maximum principle preserving method
that is suitable for high-order spaces. Based on the conclusions of chapter 3 (see






+ T (Φn) +DLΦn = 0, (5.18a)
where ΦL denotes the low-order solution at time tn+1, ML is the lumped mass matrix,
T (Φn) is the column vector with entries given by (5.16c) and DL is a dissipative
matrix with entries given by
DLij = −max(|ui · cij|, |uj · cji|), ∀i 6= j, (5.18b)
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See §3.2.2 for some properties of this method.
Remark 5.3.4.1. (Scaling) Note that cij ∼ |K|h , which implies that DLij ∼ (speed)×
|K|
h
and that for any i ∈ [1, . . . , N ] [DLΦn]i scales like
[DLΦn]i ∼ (speed)× (units of φ)× |K|
h
,
which is the correct scaling.
5.3.4.2 High-order viscosity






+ T (Φn) +DHΦn = 0, (5.19a)
where ΦH denotes the high-order solution at time tn+1, M is the consistent mass ma-
trix, T (Φn) is the column vector with entries given by (5.16c) and DH is a nonlinear







, ∀i 6= j, (5.19b)




ij . Here D
L
ij are the entries of the low-order dissipative operator
with entries given by (5.18b) and Rij is the entropy residual defined as follows:
Rij =








where Si is the support of the i-th shape function and similarly for Sj, E(φ) =
− log(|1− φ2h|+ 1E − 14) + ),  = 1× 10−14 is a convex entropy function. Note that




for polynomial spaces of any order.
Remark 5.3.4.2 (Properties of the diffusive operator DH). The diffusive operator









has zero column/row sum).
Remark 5.3.4.3 (Scaling). Note that Rij ∼ (speed)× (units of E(φnh))× |K|h , which
implies that DHij ∼ (speed)× |K|h and that for any i ∈ [1, . . . ] [DHΦn]i scales like
[DHΦn]i ∼ (speed)× (units of φ)× |K|
h
,
which is the correct scaling.
5.3.5 Artificial compression






+ T (Φn) +DCΦn = 0, (5.20a)
where ΦC is the artificially compressed solution at time tn+1, M is the consistent
mass matrix, T (Φn) is the column vector with entries given by (5.16c) and DC is a











, if i 6= j (5.20b)




ij . Here Φij :=
1
2
(Φi + Φj). Note that D
C inherits the same
structure as DH . Moreover, the artificial compression is simply a nonlinear modifi-
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cation of the strength of the viscosity operator DH . Note that for this to be true the
compression term must be dimensionless, which is clearly true. Taking the positive
part in (5.20b) assures DCij has always the correct sign to be a dissipative operator.
This is one of the main advantages of this approach in comparison to the method
introduced in §5.1.
5.3.6 Maximum Principle Preserving solution
The last step is to obtained a maximum principle preserving solution via the Flux
Corrected Transport method. We do this through two approaches.
5.3.6.1 Low-order to artificially compressed solution via Flux
Corrected Transport
The first approach consists on applying directly the FCT method to (5.20). Firstly,
we need a MPP low-order solution. We use the method in §5.3.4.1. Then, we require
a high-order non-MPP method. We use the method in §5.3.5. By subtracting the
low-order method (5.18a) from the high-order method (5.20a) we obtain
ML(ΦC − ΦL) = (ML −M)(ΦC − Φn) + ∆t(DL −DC)Φn.
Note that for any i = 1, . . . , N we have
∑
j(M
L −M)ij = 0 by definition of the
lumped mass matrix and (DL − DC)ii = −
∑
j 6=i(D
L − DC)ij, by definition of the











(DL −DC)ij(Φnj − Φni ) =
∑
j
(DL −DC)ij(Φnj − Φni ),
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(ML −M)ij(ΦCj − Φnj ) =
∑
j
(ML −M)ij(δΦj − δΦi),
where δΦ := ΦC − Φn. Again the matrix with entries (ML −M)ij(δΦj − δΦi) is
skew-symmetric. We introduce the so-called flux correction matrix F with entries
fij := (M
L −M)ij(δΦj − δΦi) + ∆t(DL −DC)ij(Φnj − Φni ),



















where αij are the flux limiters.
5.3.6.2 High-order to artificially compressed solution via Flux
Corrected Transport
Here we present a second approach. First we obtain a high-order maximum princi-
ple preserving solution without the artificial compression. Afterwards, we use this
solution as “low-order” maximum principle preserving solution and combine it with
the artificially compressed solution via the FCT method. We recall the methods in
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§5.3.4.1, §5.3.4.2 and §5.3.5.
ML
(
ΦL − Φn)+ ∆t [T (Φn) +DLΦn] = 0, (5.22a)
M
(
ΦH − Φn)+ ∆t [T (Φn) +DHΦn] = 0, (5.22b)
M
(
ΦC − Φn)+ ∆t [T (Φn) +DCΦn] = 0, (5.22c)
where ΦL, ΦH and ΦC denote the low-order, high-order and the artificially com-
pressed solution respectively. By combining (5.22a) with (5.22b) we obtain
mi(Φ
H






L −M)ij(δΦHj − δΦHi ) + ∆t(DL −DH)ij(Φnj − Φni ),
δΦH = ΦH − Φn.
Applying the FCT method to (5.23) yields
mi(Φ˜
H






where Φ˜H is the limited high-order solution and αHij are the corresponding flux lim-
iters. Now combine equation (5.24) with (5.22c) to get
mi(Φ
C
i − Φ˜Hi ) =
∑
j




L −M)ij(δΦCj − δΦCi ) + ∆t(DL −DC)ij(Φnj − Φni ),
δΦC = ΦC − Φn.
Applying the FCT method to (5.25) yields
mi(Φ
n+1





fCij − αHij fHij
)
, (5.26)
where Φn+1i is the maximum principle preserving artificially compressed solution at
time tn+1 and αCij are the flux limiters of the flux f
C
ij − αHij fHij . Finally, by plugging
in (5.24) into (5.26) we obtain
mi(Φ
n+1





ij + (1− αCij)αHij fHij . (5.27)
Since the limiters 0 ≤ αCij ≤ 1 (see (2.9)) we can interpret the right hand side of





5.4.1 One dimensional advection
Consider the initial condition given by
φh(x, t = 0) =





The domain is given by Ω = (0, 1) ⊂ R and the velocity by u = 1. We impose
periodic boundary conditions so that the initial condition coincides with the exact
solution at t = 1, 2, . . . . We consider the MPP methods (5.21) and (5.27) and perform
a convergence test using Q1 and Q2 spaces. Table 5.2 shows the results. For each
row we adjust the number of cells to have the same number of degrees of freedom.
Better convergence rates and eventually smaller errors are obtained with Q2 spaces.
It is important to emphasize that although the method (5.27) gives better results
than (5.21) the improvement is negligible. This is also observed in two dimensional
tests (see next section).
DOFs Q1 space rate Q2 space rate
65 8.05E-02 9.31E-02
129 4.90E-02 0.71 4.82E-02 0.95
257 2.98E-02 0.71 2.67E-02 0.85
513 1.80E-02 0.72 1.47E-02 0.85
(a) MPP artificially compressed solution via (5.21).
DOFs Q1 space rate Q2 space rate
65 8.01E-02 9.18E-02
129 4.86E-02 0.71 4.74E-02 0.95
257 2.96E-02 0.71 2.64E-02 0.84
513 1.78E-03 0.73 1.46E-02 0.85
(b) MPP artificially compressed solution via (5.27).
Table 5.2: L1 convergence of self balanced artificial compression method.
We now explore the qualitative behavior of the method using the same one-
dimensional problem. In figures 5.10a and 5.10b we use Q1 and Q2 spaces and
compare the low- and the high-order non-MPP method with entropy viscosity with
and without compression. For now we don’t use flux limiters; i.e., we use method
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(5.20) with cC = 0, 1. It is clear the improvement from the low- to the high-order
solution. Similarly, it is easy to observe the reduction in numerical dissipation when
we use artificial compression. The results are qualitatively similar with Q1 and Q2
spaces. The next step is to use flux limiters via the FCT methodology; i.e., to use
method (5.21) or (5.27) (we use the latter). We do this and show the results in
figures 5.10c and 5.10d. First observe figure 5.10c where Q1 spaces are used. In
the left we don’t use artificial compression and compare the solution via the high-
order entropy viscosity method with and without limitation. The solutions are close
together. The limitation process doesn’t change the solution drastically (for this
example). The reason for this is that the solution with entropy viscosity is close
to be maximum principle preserving; therefore, minor limitation is needed. Now
consider the figure on the right in 5.10c. Here we compare the solution with artificial
compression with and without limitation. It is clear the limitation changes the
solution considerably. In this experiment, using the FCT eliminates most of the
improvement in the solution in order to preserve the maximum principle. In the
next sections we consider other problems where the improvement by using artificial
compression and limitation via the FCT is more evident. Finally we remark that
(for this experiment) the improvement by using artificial compression within the
FCT methodology is more evident with Q2 spaces. See figure 5.10d.
5.4.2 Solid rotation: circle and ring
Let r =
√
(x− 0.25)2 + (y − 0.5)2, r0 = 0.05, r1 = 0.1, r2 = 0.15 and consider the
initial condition

















(a) Low-order and non-MPP method (5.20) with cE = 1 and cC = 0, 1 using Q1 spaces.
(b) Low-order and non-MPP method (5.20) with cE = 1 and cC = 0, 1 using Q2 spaces.
(c) Q1 space (d) Q2 space
Figure 5.10: One dimensional advection problem with self balanced artificial com-
pression. In (a) and (b) we use Q1 and Q2 spaces respectively and compare the
low-order and the high-order solutions with and without compression (i.e., using
cC = 0, 1) for (from left to right) t = 1, 5, 10. In (c) and (d) we use Q1 and Q2 spaces
respectively. For each case we compare (left) the high-order method using cE = 1
and cC = 0 with and without limitation and (right) the high-order method using
cE = 1 and cC = 1 with and without limitation.
which represents the interface by a smoothed Heaviside function. The initial con-







The velocity field makes any initial profile to turn around the domain; therefore, after
one rotation the exact solution coincides with the initial condition. We considered
the MPP method (5.21) with cE = 1 and cC = 0, 1 and use an structured mesh with
cell size h = 7.80× 10−3. In figure 5.11 we show surface plots of the (zoomed) initial
condition and the solution at times t = 1 and 4. In figure 5.12 we show contour plots
for φh ∈ [−0.5, 0.5] at t = 4 using different methods. In the first panel we use the
MPP method (5.21) with cC = 0. In the second panel we use the non-MPP method
(5.20) with cC = 1. The third panel corresponds to the MPP method (5.21) with
cC = 1. Finally, the fourth panel shows the solution of the MPP method (5.27) with
cC = 1. Firstly, we observe that the solution is less dissipated by using artificial
compression (all panels except the first one). Secondly, we remark that, as expected,
not using limiters yields sharper solutions (second panel). Finally, it is important
to note (as in §5.4.1 with the one dimensional experiment) that both MPP methods
(5.21) and (5.27) produce similar results (third and fourth panel). Finally, we repeat
the numerical experiment using a refined mesh with cell size h = 3.90 × 10−3. The
results are shown in figure 5.13. In this case we consider cE = 1 and cC = 1 in
figure 5.13a and cE = 0.5 and cC = 2 in figure 5.13b. We remark that using larger
compression constants produces no significant changes in the solution. This is due
to the (·)+ operator in (5.15). This remark is more evident in figure 5.13c where we
compare the zero contour plots.
5.4.3 Solid rotation: Zalesak disk
Now consider the test first proposed in [78]. The initial condition is given by
φh(x, t = 0) =





(a) Exact sol. (b) t = 1, 4 with cE = 1, cC = 0 (c) t = 1, 4 with cE = 1, cC = 1
Figure 5.11: Surface plots of the circular rotation problem with self balanced artificial
compression. We show the (a) initial exact solution and the solution via the MPP
method (5.21) with (b) cC = 0 and (c) cC = 1. For each case we show the solution at
(left) t = 1 and (right) t = 4. For these simulations the mesh size is h = 7.80× 10−3.
where
A = {(x, y) ∈ R2 |
√
(x− 0.5)2 + (y − 0.75)2 ≤ 0.15}, (5.30b)
B = {|x− 0.5| < 0.025, y − 0.75 < 0.1125}. (5.30c)





which produces a rigid circular motion so that the exact solution coincides with
the initial data after any number of complete revolutions. In figure 5.14 we show
the initial condition and the solution after one and four revolutions using the MPP
method (5.21) with cE = 1 and cC = 0, 1. In addition, we show in figure 5.15 contour
plots for φh ∈ [−0.5, 0.5] at times t = 1, 2, 3, 4. These experiments are performed
using an structured mesh with cell size h = 7.80× 10−3. It is clear the solution with
artificial compression is less dissipated. Finally, we repeat the numerical experiment
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(min,max) = (−1, 0.82) (−1.01, 1.01) (−1, 0.84) (−1, 0.85)
Figure 5.12: Contour plots of the circular rotation problem with self balanced ar-
tificial compression. We show contour plots for φh ∈ [−0.5, 0.5] at t = 4. First
panel: MPP method (5.21) with cC = 0. Second panel: non-MPP method (5.20)
with cC = 1. Third panel: MPP method (5.21) with cC = 1. Fourth panel: MPP
method (5.27) with cC = 1. For these simulations the mesh size is h = 7.80× 10−3.
using a refined mesh with cell size h = 3.90× 10−3. The results are shown in figure
5.16. Again, we observe no significant difference as we increase the compression
constant.
5.4.4 Non-periodic vortex
In this case we consider an initial profile and distort it via a non-periodic velocity
field. The problem is given by:






[u, v] = [−2 sin2(pix) sin(piy) cos(piy), 2 sin2(piy) sin(pix) cos(pix)], (5.31b)
Ω = [0, 1]× [0, 1], (5.31c)
where r =
√
(x− 0.5)2 + (y − 0.75)2 and r0 = 0.15. We solve the problem using the
MPP method (5.21) with cC = 0, 1. In figure 5.17 we show zero contour plots (i.e.,
{φh = 0}) at t = 0, 1, 2, 3 and 4. Due to the velocity profile, the initial profile gets
distorted into thin regions. In these areas the numerical dissipation might produce
111
(a) t = 1, 4 with cE = 1, cC = 1. (b) t = 1, 4 with cE = 0.5, cC = 2. (c) φh = 0, t = 4.
Figure 5.13: Refined circular rotation problem with self balanced artificial compres-
sion. We consider the MPP method (5.21) with (a) cE = 1 and cC = 1 and (b)
cE = 0.5 and cC = 2 after (left) one and (right) four revolutions. In addition, we
show the zero contour plots for (black) the exact solution and the solution at t = 4
with (green) cE = 1 and cC = 1 and (red) cE = 0.5 and cC = 2. For these simulations
the mesh size is h = 3.90× 10−3.
(a) Exact sol. (b) t = 1, 4 with cE = 1, cC = 0 (c) t = 1, 4 with cE = 1, cC = 1
Figure 5.14: Surface plots of the Zalesak disk problem with self balanced artificial
compression. We show the (a) exact solution and the solution via the MPP method
(5.21) with (b) cC = 0 and (c) cC = 1. For each case we show the solution at (left)
t = 1 and (right) t = 4. For these simulations the mesh size is h = 7.80× 10−3.
loss in the zero level set. It is clear (specially from the last panels in figure 5.17) that
artificial compression helps against this problem. Finally, in figure 5.18 we repeat
this numerical experiment with a refined mesh. The mesh size is given by 3.90×10−3.
We use in the left panel cE = 1 and cC = 1, in the middle panel cE = 0.5 and cC = 2
and in the right panel cE = 5 and cC = 20. We remark, once again, that increasing
the compression constant produces no significant changes in the solution.
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Figure 5.15: Contour plots of the Zalesak disk problem with self balanced artificial
compression. We consider the MPP method (5.21) with (top) cE = 1 and cC = 0 and
(bottom) cE = 1 and cC = 1 and show the solution at (from left to right) t = 1, 2, 3, 4.
For these simulations the mesh size is h = 7.80× 10−3.
5.5 Conclusions
We presented two approaches to reinitialize a smoothed Heaviside level set. The
methods are mass conservative and maximum principle preserving. Both methods
are one-stage methods. This means that the reinitialization process is done through
the solution of the transport equation by incorporating a nonlinear anti-diffusion
term based on [29, 30]. The anti-diffusion is balanced and the equation is stabilized
with a nonlinear artificial viscosity based on the entropy residual of the solution
following the ideas in [24, 25]. Both methods impose the maximum principle by
using the flux corrected transport method by [7,78].
The model (in the continuous level) for the first approach is given by (5.1). We
emphasize that artificial dissipation and compression are added. Ideally, one desires
to keep these terms balanced and, for stability reasons, to have the dissipative term to
be predominant. However, if the compression constant is large enough the net effect
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(a) t = 1, 4 with cE = 1, cC = 1. (b) t = 1, 4 with cE = 0.5, cC = 2. (c) φh = 0, t = 4.
Figure 5.16: Refined Zalesak disk problem with self balanced artificial compression.
We consider the MPP method (5.21) with (a) cE = 1 and cC = 1 and (b) cE = 0.5
and cC = 2 after (left) one and (right) four revolutions. In addition, we show the zero
contour plots for (black) the exact solution and the solution at t = 4 with (green)
cE = 1 and cC = 1 and (red) cE = 0.5 and cC = 2. For these simulations the mesh
size is h = 3.90× 10−3.
of these two terms can be anti-diffusion. If this happens large under/over shoots can
be created and their amplitude can increase in time (see figure 5.1a). This can be
avoided via flux limiting (see figure 5.1b). Having large compression might also create
a non-physical behavior. This problem is depicted in (the right panel of) figure 5.9
where the zero level set is detached in thin regions. It is important to consider this
effect when choosing the user parameters for specific applications. In particular, we
observe a good behavior with cE = 1 and cC = 1 in all the experiments we performed.
We use continuous Galerkin finite elements to discretize (5.1) in space. We consider
first a linear viscosity as in [23]. This viscosity introduces enough dissipation to
assure the solution is maximum principle preserving. The accuracy of the viscosity
is later enhanced to second-order by considering a shock capturing scheme based
on the entropy residual of the solution as in [24, 25]. This, however, introduces
violations on the maximum principle that are later removed via the flux corrected
transport. These dissipative operators are edge based instead of a (commonly used)
weak formulation of the Laplace’s operator. This gives the advantage of not requiring
the mesh to satisfy the acute angle condition assumption. See for instance [9, 24].
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Figure 5.17: Non-periodic vortex with self balanced artificial compression. We con-
sider the MPP method (5.21) with (top) cE = 1 and cC = 0 and (bottom) cE = 1
and cC = 1 and show the zero contour plot at (from left to right) t = 0, 1, 2, 3, 4. For
these simulations the mesh size is h = 7.80× 10−3.
The artificial compression operator is based on [29,30] and a weak formulation of the
negative Laplace’s operator. The main drawbacks of this method are:
• The inability of guaranteeing that the balance of artificial viscosity and com-
pression is viscosity.
• The usage of the low-order method in [23] prevents the use of high-order spaces
(see §3.2.1).
• Discretizing the artificial compression operator via a weak formulation of a
negative Laplace’s like operator prevents the use of arbitrary meshes.
The second approach is given by (5.15) and is designed to overcome the drawbacks
of the first approach. Again artificial viscosity and compression are added to the
transport equation. However the (·)+ operator guarantees the net effect of viscosity
and compression to be viscosity. Because of this one can use large compression
constants without significant change. We use continuous Galerkin finite elements to
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cE = 1, cC = 1 cE = 0.5, cC = 2 cE = 5, cC = 20
Figure 5.18: Refined non-periodic vortex with self balanced artificial compression.
We consider the MPP method (5.10) with (left) cE = 1 and cC = 1, (middle) cE = 0.5
and cC = 2 and (right) cE = 5 and cC = 20 and show the zero contour plot at t = 4.
For these simulations the mesh size is h = 3.90× 10−3.
discretize (5.15) in space. We consider first the linear viscosity in [26]. This operator
is first-order and assures the maximum principle is preserved. In addition, we have
observed the operator yields qualitatively good results with high-order spaces (see
§3.2.2). The accuracy of the viscosity is improved by using a nonlinear high-order
viscosity operator based on the entropy residual of the solution as proposed by [25].
Doing this, however, introduces violations on the maximum principle, which are
removed by the flux corrected transport method. Finally, the artificial compression
is discretized using an edge based anti-diffusive operator, which gives the advantage
of not requiring the mesh to satisfy the acute angle condition.
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6. NAVIER-STOKES SOLVER WITH VARIABLE DENSITY
Let d = {2, 3} be the space dimension. We denote Ω ⊂ Rd to be the domain with
boundary ∂Ω ⊂ Rd and consider the time interval [0, T > 0]. The incompressible
Navier-Stokes equations with variable material parameters are given by
ρ(∂tu + (u · ∇)u)−∇ · (µ∇u) +∇p = f , ∀(x, t) ∈ Ω× (0, T ) (6.1a)
∇ · u = 0, ∀(x, t) ∈ Ω× (0, T ) (6.1b)
where ρ, µ : Ω×(0, T )→ R are the density and viscosity respectively, u : Ω×(0, T )→
Rd is the velocity field, p : Ω× (0, T )→ R is the pressure and f : Ω× (0, T )→ Rd is
the force field.
6.1 Numerical discretization of Navier-Stokes equations
We follow a projection scheme based on [27]. The method is given as follows:
ρn+1
(
3un+1 − 4un + un−1
2∆t
)
+ ρn+1(u∗ · ∇)un+1 −∇ · (µn+1∇un+1) +∇p∗ = fn+1,
(6.2a)





and δψ is a pressure correction given by:
−∆δψn+1 = −3 minx(ρ(x, t = 0))
2∆t
∇ · un+1, ∂nδψn+1|∂Ω = 0, (6.2b)
qn+1 = −µn+1∇ · un+1, (6.2c)
pn+1 = pn + δψn+1 + qn+1, (6.2d)
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where ∂n(·)|∂Ω is the normal derivative of (·) at the boundary. The initial conditions
are as follows:
u(x, t = 0) = u0, (6.2e)
δψ(x, t = 0), q(x, t = 0), p(x, t = 0) = 0. (6.2f)
6.1.1 Spatial discretization
We use continuous Galerkin finite elements to discretize (6.2) in space. Consider a
computational mesh Th and define Xh = {φ : φ|K ∈ Q2,∀K ∈ Th, [[φ]] = 0} and
Yh = {φ : φ|K ∈ Q1,∀K ∈ Th, [[φ]] = 0}. Let uh, φ ∈ Xh and ph, δψh, qh, θ ∈ Yh. The







































∇δψn+1h · ∇θdx = −




∇ · un+1h θdx, (6.3c)∫
Ω
qn+1h θdx = −
∫
Ω








Note that equation (6.3a) represent a system of d uncoupled equations. Assume,
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µn+1(∂xφ∂x + ∂yφ∂y + ∂zφ∂z)u
n+1
h ]dx,
and similarly for vh and wh. Let {φ1, . . . , φN} and {θ1, . . . , θM}, where N = dim(Xh)
and M = dim(Yh), be basis functions of Xh and Yh respectively. Since the solu-





j Qjθj and so on, where Uj and Qj are the degrees of freedom of uh and qh
respectively. Plug these expansions into system (6.3) and let φ = φi and θ = θi to
get:
AU = B(x), (6.4a)
AV = B(y), (6.4b)
AW = B(z), (6.4c)
SδΨ = F1, (6.4d)
MQ = F2, (6.4e)
P n+1 = P n + δΨn+1 +Qn+1, (6.4f)
where we use capital letters to denote the degrees of freedom of the corresponding
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and B(x), F1 and F2 are vectors whose i-th elements are given by
B(x),i = b(x)(φi),








µn+1∇ · un+1h θidx,
and similarly for B(y) and B(z).
6.1.1.1 Validation of Navier-Stokes solver
In this section we perform convergence studies for method (6.3). We define a 2D
computational domain to be Ω = (0, 1)× (0, 1) and an exact solution given by
u(x, t) = (sin(x) sin(y + t), cos(x) cos(y + t)), (6.5a)
p(x, t) = cos(x) sin(y + t), (6.5b)
ρ(x, t) = sin2(x+ y + t) + 1, (6.5c)
µ(x, t) = 1, (6.5d)
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and compute the corresponding force term via (6.1). Note that ∇ · u = 0,∀(x, t) ∈
(Ω× (0, T )). The force term f = (f (x), f (y)) is given by:
f (x) = x sin(x){sin(t+ y) + cos(x)[1 + sin2(t+ x+ y)]
+ cos(t+ y)[1 + sin2(t+ x+ y)]}
(6.6a)
f (y) = 3 cos(x) cos(t+ y)− 0.5 sin[2(t+ y)][1 + sin(t+ x+ y)]
− cos(x) sin(t+ y)[1 + sin2(t+ x+ y)]
(6.6b)
We perform convergence studies in space and time and obtain the results in
tables 6.1 and 6.2 respectively. We observe similar convergence rates as reported in
the mentioned reference; i.e., we observe close to second-order convergence in time.
h ||E(u)||L2 Rate ||E(u)||H1 Rate
6.25E-2 1.04E-4 8.94E-4
3.13E-2 1.51E-5 2.78 1.94E-4 2.20
1.56E-2 2.05E-6 2.88 4.50E-5 2.11
7.81E-3 2.67E-7 2.93 1.09E-5 2.04
h ||E(p)||L2 Rate ||E(p)||H1 Rate
6.25E-2 9.71E-4 4.22E-2
3.13E-2 1.99E-4 2.28 2.09E-2 1.01
1.56E-2 4.47E-5 2.15 1.04E-2 1.00
7.81E-3 1.07E-5 2.06 5.21E-03 0.99
Table 6.1: Convergence in space of Navier-Stokes solver (6.2). Here E(·) 
denotes the error of (·).
6.2 Air flow through low-pressure turbine blades
We test the previously revisited Navier-Stokes solver to simulate one-phase fluid flow
at high Reynolds numbers through turbine blades. This work is done in collabora-
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∆t ||E(u)||L2 Rate ||E(u)||H1 Rate
1.00E-1 3.12E-3 1.56E-2
5.00E-2 1.02E-3 1.61 5.26E-3 1.56
2.50E-2 2.93E-4 1.80 1.55E-3 1.75
1.25E-2 7.95E-5 1.88 4.43E-4 1.81
6.25E-3 2.09E-5 1.92 1.24E-4 1.83
∆t ||E(p)||L2 Rate ||E(p)||H1 Rate
1.00E-1 2.01E-2 1.21E-1
5.00E-2 6.61E-3 1.60 5.81E-2 1.05
2.50E-2 1.93E-3 1.77 2.36E-2 1.29
1.25E-2 5.36E-4 1.84 9.26E-3 1.34
6.25E-3 1.45E-4 1.88 3.79E-3 1.28
Table 6.2: Convergence in time of Navier-Stokes solver(6.2). Here E(·) 
denotes the error of (·).
tion with Prof. Meinhard T. Schobeiri and his Ph.D. student Ali Nikparto from the
Mechanical Engineering department at Texas A&M University. The objective is to
obtain Direct Numerical Simulations (DNS) of a single fluid moving around a set of
turbine blades accommodated in cascade, see figure 6.1. The material properties are
ρ = 1.185, (6.7)
µ = 1.831× 10−5, (6.8)
with a velocity magnitude at the inlet (left) boundary of U = 3.9284. This corre-
sponds to a Reynolds number of Re ≈ 1.6× 105, which is computed by considering
L = 0.25 and Umax = 10. In figure 6.2 we show different sections of the computational
grid.
Due to computational restrictions we couldn’t afford running simulations with
much finer grids. The finest grid we have has a smallest mesh size of h = 3.01×10−4.
When the Reynolds number is large, physical small scales in the velocity are present.
In this situation, not having a fine enough mesh introduces instabilities. In particular,
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Figure 6.1: Low pressure turbine blades. We show (left) multiple blades in cascade
and (right) a zoomed single blade.
Figure 6.2: Zoomed low pressure turbine blades. We show multiple zoomed-in pic-
tures of the computational grid.
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if the cell-Reynolds number ρUh
µ
is larger than a small multiple of one, instabilities
appear in the solution, see for instance [22]. We observe these instabilities with the
parameters we aim for and the finest mesh we have. There is an extensive list of
methodologies to reduce these instabilities. See for instance [3, 8, 40, 44] for the so
called Galerkin Least Squares (GaLS) stabilization methods and variations to it, [45,
62] for the use of grad div stabilization, [21,22] for stabilization via subgrid modeling,
[39, 43] for multiscale methods; in addition, discontinuous Galerkin methods [55, 67]
can be used. Nevertheless, all these methods are introducing artificial dissipation
in some form; i.e., they are not Direct Numerical Simulations (DNS). To solve the
problem without extra stabilization terms (i.e., to perform DNS) we require to refine
the computational grid, which is something out of our computational capabilities.
The largest Reynolds number we could afford to run DNS is of Re ≈ 5.393 × 104
(one third of the objective). In figure 6.3 we show the magnitude of the velocity field
at T = 1.5 for such Reynolds number.
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Figure 6.3: Navier-Stokes velocity on low pressure turbine blades. We show the
velocity magnitude at T = 1.5 for Re ≈ 5.393× 104.
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7. MULTIPHASE FLOW
In this section we use the maximum principle preserving method with artificial com-
pression presented in §5.3.6.1 along with an incompressible Navier-Stokes solver to
simulate two-phase flow. The method used to solve the Navier-Stokes equations is
documented in [27] and revisited in chapter 6.
7.1 Overview of the methodology
The methodology for solving the two-phase field problem is as follows. For an initial
state of density and viscosity fields we compute the velocity and pressure by solving
the Navier-Stokes equations, following [27]. This velocity field is used to transport
the level set, using the method in §5.3.6.1. Afterwards, the level set function is used























where φ ∈ [−1, 1] is the level set function and H is a regularized Heaviside function.
In particular, the set {φ = 1} represents water and the set {φ = −1} represents air.
Ideally, the transition from −1 to 1 should be maintained as sharp as possible since
values of φ in the range (−1, 1) give non-physical values for the reconstructed fields.
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The regularized Heaviside is given by
H(φ) =

1 if φ > 
−1 if φ < −
φ/ otherwise
. (7.2)
All the experiments reported in this section are done with quadrangular meshes and
 = h where h = ∆x = ∆y is the cell size. The velocity is approximated using
Q2 elements and the pressure is approximated using Q1 elements. This process is
repeated until the final time is reached.
For all experiments in this chapter the material parameters are given by
ρwater = 1000, ρair = 1, µwater = 1, µair = 1× 10−2, (7.3)
and the gravity coefficient is g = −1.
7.2 Two-dimensional falling drop
In this problem we consider a drop of water, surrounded by air, falling towards water
in rest. The domain is given by Ω = [0, 0.3]× [0, 0.9]. The initial condition consists
of water and air occupying the domain
W = {(x, y) | y ≤ 0.2} ∪ {(x, y) |
√
(x− 0.15)2 + (y − 0.75)2 ≤ 0.1}
A = Ω \W.
Both water and air are at rest at the initial time. At t = 0 the system evolve under the
action of gravity; i.e., the drop of water falls hitting the water in rest in the bottom
of the domain. We impose u = 0 at all the boundaries; i.e., we consider the no-slip
127
boundary condition. The mesh size of the spatial discretization is h = 2.343× 10−3.
In figure 7.1 we show the zero level set {φ = 0} for different times.
Figure 7.1: Two dimensional falling drop problem. We consider the MPP method
(5.21) with cE = 1, cC = 1. The times shown are (from left to right and top to
bottom) t = [0, 0.2, . . . 5].
7.3 Two-dimensional dam breaking
We consider the two-dimensional dam breaking problem on a domain defined by
Ω = [0, 1]× [0, 0.5]. The initial data consists of water and air occupying the domain
W = {(x, y) | |x− 0.5| ≤ 0.15, y ≤ 0.35}
A = Ω\W.
Both water and air are at rest at the initial time. At t = 0 we let the system evolve
under the action of gravity; i.e., the column of water collapses under its own weight
and spreads over the tank. We impose u = 0 at all the boundaries; i.e., we consider
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the no-slip boundary condition. The mesh size of the spatial discretization used is
h = 1.953× 10−3. The zero level set {φ = 0} is depicted, for various times, in figure
7.2.
Figure 7.2: Two dimensional dam breaking problem. We consider the MPP method
(5.21) with cE = 1, cC = 1. The times shown are (from left to right and top to
bottom) t = [0, 0.2, . . . , 4.8].
7.4 Two-dimensional tank filling
The tank-filling test problem simulates water entering a tank filled with air. The
domain is given by Ω = [0, 0.4] × [0, 0.4]. The initial data consists of water and air
occupying the domain
W = {(x, y) | x ≤ 0.01, |y − 0.325| ≤ 0.025},
A = Ω \W.
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Both water and air are at rest at the initial time. The boundary conditions on the
velocity are:
u = uleft :=

(0.25, 0), ∀x = 0, y ∈ [0.3, 0.35],
(0, 0), ∀x = 0, y 6∈ [0.3, 0.35],
u = utop :=

(0, 0.25), ∀x ∈ [0.3, 0.35], y = 0.4,
(0, 0), ∀x 6∈ [0.3, 0.35], y = 0.4,
u =: uright = 0 if x = 0.4 and u =: ubottom = 0 if y = 0. The boundary condition for
the level set is: φ = 1,∀x = 0, y ∈ [0.3, 0.35]; i.e., water is introduced. The mesh
size of the spatial discretization used is h = 1.562× 10−3. The zero level set {φ = 0}
is shown, for various times, in figure 7.3.
7.5 Three-dimensional tank filling
Now we simulate a three dimensional version of the tank-filling problem. The domain
is given by Ω = [0, 0.4]× [0, 0.4]× [0, 0.1]. The initial data consists of water occupying
the domain W = {(x, y, z) | x ≤ 0.01, |y − 0.325| ≤ 0.025, |z − 0.05| ≤ 0.025} and
air occupying the domain A = Ω \W . Both water and air are at rest at the initial
time. The boundary conditions on the velocity are:
u = uleft :=

(0.25, 0, 0), ∀x = 0, y ∈ [0.3, 0.35], z ∈ [0.025, 0.075],
(0, 0, 0), ∀x = 0, y 6∈ [0.3, 0.35], z 6∈ [0.025, 0.075],
u = utop :=

(0, 0.25, 0), ∀x ∈ [0.3, 0.35], y = 0.4, z ∈ [0.025, 0.075],
(0, 0, 0), ∀x 6∈ [0.3, 0.35], y = 0.4, z 6∈ [0.025, 0.075],
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Figure 7.3: Two dimensional filling tank. We consider the MPP method (5.21)
with cE = 1, cC = 1. The times shown are (from left to right and top to bottom)
t = [0, 0.2, . . . , 4.6].
u =: uright = 0 if x = 0.4, u =: ubottom = 0 if y = 0, u =: ufront = 0 if z = 0 and
u =: uback = 0 if z = 0.1. The boundary condition for the level set is: φ = 1,∀x =
0, y ∈ [0.3, 0.35], z ∈ [0.025, 0.075]; i.e., water is introduced. The mesh size of the
spatial discretization used is h = 7.654× 10−3. The zero level set {φ = 0} is shown,
for various times, in figure 7.4.
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Figure 7.4: Three dimensional filling tank. We consider the MPP method (5.21)
with cE = 1, cC = 1. The times shown are (from left to right and top to bottom)
t = [0, 0.5, . . . , 9.5].
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8. CONCLUSIONS
In this work we present methods to solve the linear conservation law preserving the
maximum principle. To do this we consider continuous and discontinuous Galerkin
finite elements. We use high-order polynomial spaces with positive basis functions
given by Bernstein polynomials.
In chapter 3 we used the standard Flux Corrected Transport (FCT) method with
continuous Galerkin finite elements. By doing this we obtained the expected (and
optimal) high-order accuracy with Q1, Q2 and Q3 spaces when we used smooth so-
lutions that are monotone. However, non-physical oscillations are introduced with
high-order spaces. This is true nevertheless the method is maximum principle pre-
serving. To eliminate this behavior we considered a localized stencil to compute the
bounds. This process reduced the oscillatory behavior but introduced dissipation for
the higher-order spaces. However, the method preserves its convergence properties.
In chapter 4 we considered discontinuous Galerkin finite element spaces and pro-
posed two methods. The first approach consists on applying the FCT method with
localized bounds. By doing this we reduced oscillatory behavior when high-order
spaces are used. Similar than with continuous spaces, using localized bounds leads
to more dissipative solutions. However, this method recovers the expected (and op-
timal) high-order accuracy with Q1, Q2 and Q3 spaces for smooth solutions that
are monotone. The second approach presents a shift in the paradigm used on the
“classical” FCT methodology. Instead of using a mass conservative low-order Max-
imum Principle Preserving (MPP) and a mass conservative high-order non-MPP
solution we use the same low-order solution and a non mass conservative MPP so-
lution. Then, we interpolate from the low- to the high-order solution using a single
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parameter designed to recover mass conservation. By solving a nonlinear problem
per cell we localize this process inside a cell to the level of degrees of freedom. We
obtained clearly less dissipated solutions using this approach with high-order spaces.
The expected high-order accuracy is also recovered with Q1, Q2 and Q3 for smooth
solutions that are monotone.
The optimal accuracy with all methods in chapters 3 and 4 is lost around local
extrema. No better than second-order (in the L1 norm) was obtained regardless of
the polynomial space. This is a common problem with methods that impose some
type of monotonicity constraint. There are alternatives (mainly within finite volume
methods) to solve this issue. Most of these methods relax the monotonicity constraint
around local extrema. This is a possible direction to improve the methods presented
in this work.
In chapter 5, we used one of the methods presented in chapter 3 to transport
a smoothed Heaviside level set function with a one-stage reinitialization based on
artificial sharpening. We proposed two alternatives. The first method allows for large
compressions that yield sharp solutions but might introduce non-physical behavior
(if excessive compression is used). To overcome this problem we proposed a second
approach that controls the strength of the artificial compression.
In chapter 6 we revisited a projection method to solve the incompressible Navier-
Stokes equations by [27] for variable material density. We validated the implementa-
tion via convergence tests in space and time. In addition, we used this Navier-Stokes
solver to simulate one-phase flow around low pressure turbine blades at (relatively)
large Reynolds numbers.
Finally, in chapter 7 we used one of the methods in chapter 5 to transport a level
set function and the Navier-Stokes solver revisited in chapter 6 to solve two-phase
incompressible flows in two and three dimensions.
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