Abstract-We consider the symbol asynchronous Gaussian multiple access channel in which each user is allowed to linearly modulate a set of orthogonal waveforms and the symbol periods for each user are not aligned at the receiver. This models the case in which asynchronous users may employ quadrature signaling in a multiple access scenario. The case in which each user is only allowed to linearly modulate a fixed waveform in each symbol period was considered by Verdu. He explicitly evaluated the capacity region of this class of multiple access channels for the case where the transmitters know the symbol period offset and also extended it to the case where the transmitters have no knowledge of the offset. In this paper, we characterize the capacity region for the scenario in which each user is allowed to modulate K orthogonal waveforms and the users know the symbol period offset. We note that the orthogonal waveforms need not be identical for both users. Similar to the case where each user is allowed to modulate a fixed waveform, the result holds regardless of whether or not the transmitters are frameasynchronous.
I. INTRODUCTION
In the information-theoretic study of multiple access channels (MAC), there are two types of asynchronism that may occur, namely, frame asynchronism and symbol asynchronism. In discrete MAC, frame asynchronism occurs when the codewords for the different users are not aligned at the receiver as shown in Fig. 1 . The frame offset is an integer satisfying 0 ~ ~ < N, where N is the framelblock length.
For continuous-time waveform MAC, besides the possibility of frame asynchronism, symbol asynchronism may also occur when the symbol periods for the different users are not aligned at the receiver. A two-user MAC is said to be frame synchronous and symbol asynchronous if the offset between the two frames is less than a symbol period (see Fig. 2 ).
The capacity region of the discrete memoryless MAC (DM-MAC) with frame synchronism was completely characterized by Ahlswede [1] and Liao [2] in the early 1970s and is given by the following: • Cover [4] and Wyner [5] gave an explicit expression for the capacity region of the memoryless Gaussian MAC with both frame and symbol synchronism. The capacity region is given by the pentagon satisfying 1 (
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RI + R2 < 210g2 1 + N (6) where PI is the power constraint on sender 1 and P2 is the power constraint on sender 2. The restriction of frame synchronism was first removed for the DMMAC by Cover, McEliece and Posner [6] . They determined the capacity region of the two-user frame asynchronous DMMAC for the case where the offset (~) between the two frames as a fraction of the frame length (N) goes to zero as the frame length increases, i.e., ~ ---> 0 as N ---> 00. They showed that the capacity region remains unchanged in this case and is given by Theorem 1. Poltyrev [7] , and Hui and Humblet [8] determined the capacity region of the totally frame asynchronous DMMAC. They showed that the effect on the capacity region in this case is the removal of the convex hull operation from Theorem 1.
Verdu considered the continuous-time waveform memoryless Gaussian MAC with symbol asynchronism [9] where each transmitter is allowed to linearly modulate a fixed signature waveform. User j, j E {1,2}, transmits a codeword [ bj (1) , where Sj (t) is a fixed signature waveform in the interval [ 0, T ). The channel output is given by
n=l where 71, 72 E [ 0, T ) and n (t) is white Gaussian noise with power spectral density equal to a 2 • Verdu first considered the case where the transmitters have knowledge of the symbol period offset before extending the result to the case where the transmitters have no knowledge of the offset. In this paper, we extend the result, where the transmitters have knowledge of the symbol period offset at the receiver, to the case where each user is allowed to modulate K orthogonal waveforms, instead of only one signature waveform. This allows us to model a larger class of asynchronous Gaussian MAC. For example, this encompasses the situation where each user is allowed to linearly modulate two phase-quadrature carriers in each symbol period and the carrier frequency for each user may be different (see Fig. 3 ). This may also encompass the dual channel direct-sequence spread spectrum system. In this system, each user has two data streams that linearly modulate two phase-quadrature signals and each stream uses a different spreading code (see Fig. 4 ). Even though the two spreading codes for each user may not be orthogonal, from Lemma 1, the dual channel direct-sequence spread spectrum system is equivalent to the continuous-time waveform MAC where each user linearly modulates two orthogonal waveforms.
Our extension closely follows the approach of Verdu. In [9] , an explicit expression for the capacity region relied on the evaluation of the eigenvalues of Toeplitz matrices. In our case, the extension relies on the evaluation of the eigenvalues of block Toeplitz matrices rather than Toeplitz matrices. Hence, we will also give some relevant background information on the spectrum of Hermitian block Toeplitz matrices.
The paper is organized as follows:
• In Section II, we first introduce some of the mathematical preliminaries necessary to understand the paper.
• In Section III, we review some of the results in [9] .
• In Section IV, we describe the channel model and also the equivalent channel model with discrete time outputs.
• In Section V, we describe the main result, Theorem 4,  for the case where transmitters have knowledge of the mutual offset.
• In Section VI, we show that the capacity region given in Theorem 4 is obtained with stationary inputs. Hence, the same capacity region also holds for the case where the transmitters are frame-asynchronous.
• In Section VII, we give the main details of the proof of our main result.
II. MATHEMATICAL PRELIMINARIES
In this section, we give a brief review of some results on the spectrum of Hermitian block Toeplitz matrices [10] .
A. Notation and preliminary considerations
We denote by ~ the set of real numbers, by C the set of complex numbers and by lHI KxK the set of Hermitian matrices of size K x K. In the following, we will only consider Lebesgue-integrable Hermitian matrix-valued functions defined (almost everywhere) over the interval Q = (-7T, 7T 
B. Asymptotic spectra of Hermitian block ToepUtz matrices
A Hermitian matrix TN has a N x N block Toeplitz structure with K x K blocks if E CKNxKN (10) with (11) We consider the case where the blocks An are the Fourier JH[KXK) and
where i is the imaginary unit. The integration is understood to be carried out on each entry of the K x K matrix.
For every natural number N, we associate the block Toeplitz matrix (10) with the Hermitian matrix-valued function f, and we say that {TN} is the set of block Toeplitz matrices generated by f. Each matrix TN has a N x N block Toeplitz structure and each block (12) is a K x K matrix with complex entries (no structure is imposed upon these blocks). • Theorem 3: Suppose that f E £00 (Q,JH [KXK) and that {TN} is the set of block Toeplitz matrices generated by f; then for any function F, continuous on the interval [inf f, sup fl, the following holds:
Proof Refer to proof of [10, Theorem 3.3] .
•
III. A REVIEW OF PAST RESULTS
Verdu first considered the frame synchronous and symbol asynchronous Gaussian MAC where each user knows the symbol period offset. In addition, each user is allowed to linearly modulate a fixed waveform 8j (t), j E {1,2}, of unit energy defined on the interval [ 0, T ). Hence, the channel output is given by (8) 
(n+1)T+'Tj
By defining the cross correlations between the assigned waveforms as follows (assuming without loss of generality that T1 ::; T2): (19) the equivalent discrete MAC can be expressed as
where R is given by (2) + n2 (2) 
and the noise vector is Gaussian with zero-mean and covariance matrix a 2 R.
Verdu then made use of the limiting characterization of the discrete MAC with memory [11, Theorem 3] 
For both cases where the transmitters know the symbol period offset and where the transmitters only have knowledge of the uncertainty set \[I, the channel capacities are achieved with stationary inputs. Hence, the channel capacities for both cases also hold regardless of whether the transmitters are frame asynchronous or not.
In this paper, we will only consider the case where the transmitters know the symbol period offset. However, each user is allowed to modulate K orthogonal waveforms instead of only one fixed waveform and the set of K waveforms need b1k(n)
Cross correlation coefficients between waveform k for first user and waveform k' for the second user.
not be identical for both users. Our proof follows along the lines of the proof of Verdu and we will give the relevant extensions where necessary.
IV. CHANNEL MODEL
For simplicity of notation, we denote n as an element taking values in the set {1, 2, ... , N}, j as an element taking values in the set {1,2}, and k and k' as elements taking values in the set {1, 2, ... , K}.
In this paper, we assume the two-user scenario in which user j linearly modulates each of its K orthogonal waveforms Sjk (t). The waveforms occupy the symbol period [0, T) and are assumed to be of unit energy. The symbol periods for the K orthogonal waveforms are also assumed to be aligned for each user. Hence, we can write the channel output as follows:
where 710 72 E [0, T), n (t) is white Gaussian noise with power spectral density equal to a 2 and b1k (n), b2k
n=1 k=1
We obtain an equivalent model with discrete time outputs by passing the received waveform through a matched filter for each of the signals Sjk (t) as follows:
The discrete outputs obtained, {{Y1k (n)} Z:f} ::~ and { {Y2k (n)} Z:f} n:N, are sufficient statistics for the transmitted messages (Se; [9, Pg. 735] or [12] ). Since the K assigned waveforms for each user are assumed to be orthogonal, we only need to define the cross correlations between assigned waveforms for different users.
Referring to Fig. 5 
It is easy to verify that the N -block asynchronous Gaussian
can be written as follows:
where IK denotes the identity matrix of size K and the noise vector is Gaussian with zero-mean and covariance matrix (T2M and M is given by
We note that the noise sequence thus obtained is correlated. However, to invoke [11, Theorem 3] for the limiting characterization for capacity regions of discrete MAC with memory, we need the outputs to be conditionally independent given the inputs. Following the Gram-Schmidt orthonormalization procedure, we can obtain an equivalent discrete MAC (Refer to Appendix A), with the same capacity region and where the noise process is independent. Hence, we can directly make use of coding theorems where the outputs are conditionally independent given the inputs. r (e) = aa T + ppT + apT e io + paT e-io . 
V. CAPACITY REGION

VI. ACHIEVABILITY OF THE CAPACITY REGION BY STATIONARY INPUTS
We assume that the inputs to channel (39) are stationary Gaussian processes where the power spectral density matrices Sj (e), j E {1,2}, are non-negative definite Hermitian matri- Since the capacity region is achieved with stationary inputs, Theorem 4 holds also for the case where the transmitters are frame asynchronous.
VII. PROOF OF THE CAPACITY REGION
The transmitters know the actual symbol period offset at the receiver and hence, the exact cross-correlation matrices a and p. Next, let us define the following vectors: X2 (I)T, ... ,XdN)T,X2 (N)Tr. (60) As the capacity region of the asynchronous Gaussian MAC is equivalent to a discrete MAC with memory where the outputs are conditionally independent given the inputs, [11, Theorem 3] is applicable in evaluating the capacity region of the asynchronous Gaussian MAC. Hence, a limiting characterization for the capacity region of the asynchronous Gaussian MAC is given by where ~l and ~2 represents the covariance matrices of xf and xf, respectively. We note from (39) that the output covariance matrix is given by MlE 
Hence, we can also bound the third term as follows:
where S is given by
1 0
and Q9 denotes the Kronecker product. The equality above follows along the lines of the proof of the identity in [9, We note that the sequence of symmetric, block Toeplitz matrices, {TN}, can be generated by the K x K Hermitian matrix-valued function r. We can readily check that the functions r, 'Yj and 9 satisfy the conditions of Theorem 3.
Hence, for every fixed positive pair ((31, (32), we have the following: (31, (32) dO, j = {1,2}.
This completes the proof of the capacity region.
ApPENDIX A EQUIVALENT DISCRETE MAC WITH INDEPENDENT NOISE PROCESS
We first state the following theorem necessary to obtain the equivalent discrete MAC model with independent noise process: 
We then obtain an equivalent model with discrete time outputs by passing the received waveform through a matched filter for 
It is easy to verify that the noise process thus obtained is conditionally independent given the inputs.
Lemma 2:
ApPENDIX B PROOF OF LEMMA 2
I~:]] .
(92)
Proof: Let us assume that A, B, C, D are N x N matrices with elements in ~KxK and P is a 2N x 2N matrix with elements in ~K x K. If we assume that the Kronecker product is carried out entry by entry and that the multiplication of the elements is taken to be the matrix multiplication of the elements, it is then straightforward (see also [9, 
