Sensor nodes have limited local storage, computational power, and battery life, as a result of which it is desirable to minimize the storage, processing and communication from these nodes during data collection. The problem is further magnified by the large volumes of data collected. In real applications, sensor streams are often highly correlated with one another or may have other kinds of functional dependencies. For example, a group of sound sensors in a given geographical proximity may pick almost the same set of signals. Clearly, since there are considerable functional dependencies between different sensors, there are huge redundancies in the data collected by sensors. These redundancies may also change as the data evolve over time. In this paper, we discuss real time algorithms for reducing the volume of the data collected in sensor networks. The broad idea is to determine the functional dependencies between sensor streams efficiently in real time, and actively collect the data only from a minimal set of sensors. The remaining sensors collect the data passively at low sampling rates in order to detect any changing trends in the underlying data. We present real time algorithms in order to minimize the power consumption in reducing the data collected and show that the resulting data retains almost the same amount of information at a much lower cost.
INTRODUCTION
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are often limited by battery power, and therefore limits on battery life can reduce the life time of the sensor network [1, 14] . When the number of sensor nodes is very large, the aggregate amount of data produced may be very large. This creates the dual problems of too much power consumption and information overload.
Sensor networks are inherently redundant, and have a much larger number of nodes than is needed to collect the data necessary to describe the underlying phenomenon. This is often by design in order to avoid loss of information during special circumstances such as node failure. There are two common kinds of redundancies which are built into sensor networks:
• Direct Redundancies: In many cases, sensor nodes may collect very similar kinds of data from related sensor nodes. An example is that of audio sensor nodes in geographically proximate locations. Sensors in geographically proximate locations may pick up almost the same signals from multiple nodes, though there may be some differences because of local differences and noise. In some cases, there may be small lag correlations in order to account for small temporal differences between different signals.
• Implicit Redundancies: In this case, external events may cause different kinds of characteristic behavior in different sensors. Typically, such characteristic behavior may not show up as the same signal on different sensors, but the signal on one sensor can be predicted from the signal on the other. For example, a seismic signal on one sensor may be correlated with an audio signal on another sensor. Typically such signals may show up as statistical correlations in the underlying sensor streams.
While the redundancy in data collection is essential, it comes at a huge cost, because of the aggregate power consumption requirements of the network. This increases the costs to maintain the sensor network effectively, and it also increases the complexity of managing the huge information overload from the large number of sensors. Furthermore, heavy power consumption implies frequent maintenance and replacement of the batteries in order to ensure uninterrupted coverage. Therefore, intelligent and selective choice of transmission of data from sensors is essential in maintaining both the robustness and cost-effectiveness of the signal collection process. A further challenge is that the underlying data streams may evolve over time. Therefore, the dependencies in the data streams may also change over time. Therefore, it is critical to design dynamic methods for reducing the power-consumption and information overload issues by sensor selection.
This paper is organized as follows. The remainder of this section is devoted to related work. In the next section, we will discuss the overall formulation of the problem, and the problem of optimizing the redundancies in the underlying sensor stream. In section 3, we will propose the algorithm for dynamic sensor selection. The experimental results are contains in section 4. Section 5 contains the conclusions and summary.
Related Work
Since sensors are isolated devices which work on batteries, power is one of the most important constraints in their operation. The work in [6] reduces the data size with data reduction techniques at a particular sensor in order to compress the representation. The technique does not however try to use the correlations across different sensor nodes in order to reduce the collected data. The methods in [6] are in fact orthogonal to our work, and can be combined with our methods, if required. The problem of data reduction from correlated data has been widely studied in the conventional database literature, in the context of principal component analysis [11] . We note that this is simply a data transformation process which requires input from all the original dimensions in the data. While this is useful in reducing the size of the data, it is not useful from the perspective of power-efficiency or cost of collection. This is because, in our application, the reduction can only be in terms of the original dimensions, since this allows us to decide which sensors to keep in activated mode. Furthermore, the relative costs of different sensors are extremely important in making such decisions.
A number of techniques have been designed in recent years in order to determine correlations between multiple streams in real time [17, 18, 20, 21] . The techniques in [17, 18] use statistical measures in order to find lag-correlations and forecast the behavior of the underlying data stream. The works in [2, 8] propose methods for sensor selection with the use of domain-specific linkage knowledge and utilityfeedback, respectively. Methods for observation selection are proposed in [12] , when the importance of a sensor-set can be pre-modeled as a submodular function. Methods for using adaptive models for time-series prediction were proposed in [19] . The works in [3, 4] propose methods for using adaptive querying in the context of pairwise covariances between sensor streams for reducing the communication costs. The method in [20] uses linear regression in order to determine the correlations in the underlying data and use them for forecasting. The technique in [21] proposes general monitoring techniques to determine statistical correlations in the data in real time. While many of these techniques do detect correlations and redundancies with the use of forecasting and regression techniques, they do not propose a method to systematically reduce the collection complexity in a costefficient way with these redundancies. In this paper, we will design cost-sensitive senor selection techniques which are able to minimize loss of information.
SENSOR SELECTION FORMULATION
One solution to increasing the power-efficiency and complexity of data collection is to "switch-off" the redundant sensor nodes, and collect data only at the non-redundant nodes from which all other data can be predicted. Of course, if we completely switch off the redundant sensor nodes, then we have no way of knowing when the underlying data correlations change, and a different set of nodes become redundant. A solution is that the data collection and transmission rates at most sensor networks are highly adjustable. It is possible to operate most nodes in a very low and powerefficient mode which provides sufficient data in order to keep track of the underlying correlations. This reduces both the information overload and the power consumption for data collection. Based on the analysis from this low-rate of sampled data, it is possible to keep track of the non-redundant nodes. Therefore, we assume two modes of sensor data collection:
• Power-efficient Mode: All sensor nodes sample in a normal mode, which is a power-efficient and uses a low rate of data collection. We assume that the data streams are collected at multiple sensor nodes which are indexed as {1 . . . n}. The data at different sensor nodes are received in the form of ticks. We assume that the ith tick of the jth sensor is denoted by xij. Therefore, the values of the ticks in the jth stream are denoted by x1j, x2j . . . xrj . . .. For simplicity, we assume that the data collection at different sensors happen at the same rate, and the corresponding ticks are synchronized. We note that the synchronization may not happened at the individual sensor nodes, though a variety of simple imputation techniques can be used to convert the data into synchronized ticks at the centralized server at which the data is received. While this sampling mode is sufficient to determine the relative behavior of different streams, it may not be sufficient to make real-time decisions for the sensor network. We note that the data collected in power-efficient mode is essentially considered training data which is used to make decisions on the nature of the redundancy in the different nodes at any given moment in time.
• Active Mode: A higher mode of sampling may often be required in order to make effective real time decisions in a sensor network. This is expensive both in terms of power consumption and storage costs. In general, we would like to use the active mode of sampling for only a small subset of nodes which minimizes the power consumption, without significantly compromising the total amount of information relative to a network in which all nodes operate in the active mode.
The data from the power-efficient mode (or training data) is used to determine the subset of non-redundant nodes which are actively sampled for the data. By minimizing the number of such nodes, we can reduce both the power consumption and the complexity of storing the underlying data. We assume that the (additional) power costs required to activate the different sensor nodes are denoted by p 1 . . . pn.
The different values of pi are typically not identical, and may vary considerably. This is natural since an audio-sensor would have very different power consumption from a seismic sensor.
A centralized architecture is assumed for the sensor network in which all nodes transmit their signals to a centralized node. We note that we have picked this architecture, since it is the simplest form of organizing the sensor network. The ideas in this paper can also be generalized to networks with arbitrary clusters with a hierarchical structure, since the redundancy reduction algorithms can be applied within a particular cluster of the hierarchy. The data repository is assumed to have the computational power to process and analyze the sensor streams in real time. It is also assumed that the sampling rate of sensor streams can be controlled in an automated way by using signals from the centralized data repository. Therefore, it is critical to continuously monitor and analyze the streams from the centralized data repository in order to minimize the error in estimation. The aim of this paper is to design an effective method for determining the set of sensors which are actively monitored.
Let us denote the set of active sensor nodes by J. We note that the signals from J can be used to estimate approximations on the active (higher frequency) signals from other (power-efficient) low sampled nodes. A variety of techniques such as lag-correlations or the regression-based MUSCLES technique [18, 20] can be used in order to perform this estimation. Let us denote an estimation model by M. The key is that such a model needs to be efficient and real time in order to handle the large volume of data stream, and react to the evolution of the underlying data. Let i be any sensor node which is not included in J. Then, we define the approximation error of the sensor node i as the error in estimation of the tick values with the use of a model M.
Definition 2.1. Let M be a model used in order to estimate the signals on inactive nodes from the actively sampled nodes. We denote E(J, i, M) as the error in estimation of the sensor node i from the set J with the use of model M.

Specifically, if Y (J, i, t, M) be the estimated value of the tth tick of sensor i with use of model M and subset J of nodes, then the estimation error E(J, i, M)
is defined as the cumulative error over the last window of length w from current time t. Therefore, we have:
The corresponding average error over all sensor nodes is defined by
. Note that the error is defined only over the nodes which are not drawn from J. The key optimization problem is to determine the optimal set J which minimizes the average estimation error over any node which is not in J, subject to a total power consumption constraint on the nodes which are included in J.
Problem 2.1. For any given model M, determine J so as to find the optimum value of F (J, M), while ensuring that i∈J pi ≤ P . We note that the quality of the reduction also depends upon the model M which is picked for forecasting the behavior of the passive nodes. This is especially difficult, since the model M needs to be a real time model which can quickly detect the changing inter-dependencies, and correspondingly adjust the set of non-redundant sensor nodes J.
LOCAL REGRESSION CLUSTERING
In this section, we will discuss a regression-clustering approach for data reduction. In the regression-clustering approach, we create clusters of the different streams. At any
AlgorithmMaintainActiveS(Sensors Streams: [1 . . . n]
Power Constraint: P ); { This algorithm describes one iteration of the process of maintaining an active set of nodes;} begin J = Randomly sampled set of sensor nodes with aggregate power requirement less than P ; At the next (passively-sampled) tick do repeat Add a sensor to J, which leads to maximum decrease in P Error(J); while J violates the power constraint begin Drop the sensor from J which leads to least increase of P Error(J) end until(J did not change in last iteration) Collect active ticks for current set J; Predict active ticks for all other sensors using regression analysis from the current assignment; end given moment in time, each stream belongs to a particular cluster. These clusters may evolve over time as the underlying stream patterns change. The clustering is constructed in conjunction with a base of active sensor-stream medoids, around which the data is appropriately clustered. This is essentially a k-medoid based partitioning approach in which the data is clustered around k medoids [13] . These medoids are the representatives around which the different streams are clustered. This base of sensor-streams is also the set of the sensors J which are kept in active mode in order to collect the underlying data. Therefore, the representatives need to be chosen so that the signals for the passive sensors can be accurately predicted from at least one of the active sensor. The continuous clustering provides us with the realtime assignment of the passive sensors to the active sensors. This assignment is utilized in order to perform a one-to-one regression of the underlying data, and fill in the unsampled data points for the passive sensors. In the clustering process, each of sensor streams are assigned to one of the sensor nodes J with the use of a regression-error based distance function. This distance function computes the distance as the regression error of assigning a sensor node to each of these alternative sensor-streams, and computes the distance based on the error of the appropriate prediction. Next, we describe the details of the regression distance function used for similarity computation and analysis. Let us consider to sensors i and j such that j is a passively-sampled sensor, in which the last w passively sampled ticks are given by z 1(j) . . . zw(j). The corresponding ticks from the sensor i are given by z1(i) . . . zw(i). We would like to compute the predictability of the signals z1(j) . . . zw(j) from the signals z1(i) . . . zw(i). We assume that a lag of r ticks may be required in order to predict the signals z1(j) . . . zw(j) from the signals z1(i) . . . zw(i). Furthermore, since the sensor j is predicted from sensor i, the lag can only be in one direction for the purpose of predictability i.e. j lags i. It is assumed that the maximum lag allowed in terms of the number of ticks is denoted by maxlag. For a lag of r ticks, we assume that the regression takes on the following form:
Here a and b are constants. We would like to pick a and b, so as to minimize the least squares error of estimation. The total square error e(i, j, r) of predicting j from i is given by the following expression:
In order to minimize e(i, j, r) we need to pick a and b such δe(i, j, r)/δa = 0 and δe(i, j, r)/δb = 0. This corresponds to the following two relationships:
We note that these are linear relationships in a and b, which can be easily solved for the optimal values a * and b * . Let e * (i, j, r) be the minimized value of the error, when we set a = a * and b = b * respectively. We note that the value of e * (i, j, r) over different values of r cannot be compared with one another, since we use different window lengths for computing the different errors. Therefore, we compute the pertick optimized error E * (i, j, r) by averaging the error over the number of ticks over which it is computed. Therefore, we have:
The distance function D(i, j) between sensors i and j is defined as the minimum value of E * (i, j, r) over all possible values of the lag r ∈ [0, maxlag]. Therefore, we have:
The optimized value of r denotes the optimal value of the lag at which the sensor signal j can be predicted from the sensor signal i most accurately. This accounts for lag-correlations in the underlying data. Thus, the distance function D(i, j) defines the best predictability of sensor j from sensor i over all possible lag values in the range [0, maxlag] . This distance function is used in order to create an effective partitionbased clustering algorithm.
Constructing Regression Clusters
In this section, we will discuss the procedure for constructing regression clusters from the underlying data. We will design a clustering algorithm which uses the regression distance function in order to cluster all sensors around a bunch of representative (active) sensors, so as to maximize predictability. Therefore, we will rely on the class of k-median techniques [10] which utilize a bunch of clusterrepresentatives which are picked from the original data. The traditional k-median algorithm for clustering uses repeated interchange operations on a set of selected cluster representatives. In our algorithm, this set of cluster representatives is the active set J. The algorithm starts off by setting the active set J using random assignment. Subsequently, the algorithm uses an iterative approach in order to improve the quality of the active set J. We note that the quality of the active set J is defined by the accuracy of the prediction of all other sensor signals from the active set J. This is denoted by P Error(J), and is defined by assigning each sensor to its closest sensor in J with the use of the distance function D(·, ·). The average error of this assignment is denoted by P Error(J). This assignment error is calculated from the set J as follows:
for each pair of sensors j ∈ [1, n] and sensor i ∈ J compute D(i, j); Assign j to the sensor with the least value of D(i, j); Let P Error(J) be the corresponding average of the predictability error of the assignment across all sensors;
The overall algorithm for dynamically maintaining the sensor set J is illustrated in Figure 1 . This set J serves as the medoids, which is also the active sensor set. Typically, k-median algorithms use interchange operations on the medoids in order to compute the representatives from which the cluster partitions are created. However k-median algorithms use a fixed number of representatives, whereas we need to use a power constraint in this case in order to regulate the number of representatives. Therefore, in this case, we separate out the interchange into separate representative addition and deletion operations, and the number of sensors may vary over the course of the algorithm. However, we ensure that the power requirement of the sensors in J is less than the total power constraint P . The algorithm re-computes the active sensor set J after the receipt of each passive tick. This re-computed sensor set is used in order to perform the regression based prediction of the active ticks received between the current passive tick and the next passive tick. Therefore, in each iteration, we first add a sensor to the set J, which minimizes the average assignment error (computed by D(·, ·) ) as much as possible. We note that the addition of this sensor may result in a violation of the power constraint. Therefore, we need to remove some sensors from J, so that the resulting set continues to satisfy the power constraint. To this effect, we remove the sensors, which result in the least increase in prediction error, until the power constraint is satisfied again. We note that it is possible that the same sensor may be removed, which was added during a given iteration. In such a case, the set J does not change. This implies that the current set of active sensors is critical and we can terminate the algorithm. We note that this overall approach is continuously applied in order to maintain the active set J. This set is used in order to make the predictions for the other sensors for which the ticks are not collected actively.
Speeding up with Ranking Variations
One of the challenges with the use of the technique is that it can sometimes be too slow, when the algorithm requires a large number of iterations. Instead of going through all sensors and finding the one that minimizes the error for every iteration, we only do this process for the first iteration. Subsequently, we rank all the sensor by the errors in terms of regression predictability. In this way, we can get a ranking list of all sensors. From the second iterations, sensors are added sequentially with the use of the ranking list. When there is no change to the active set in a cycle through the ranking list, the process is terminated.
Leveraging Local-Regression Clusters for Prediction
The prediction of the active ticks from the sensors can be performed in two ways, once the data for the different sensors has been collected:
• For a given sensor j can use a least-squares regression from the sensor i ∈ J to which the sensor j is assigned in order to predict the corresponding active ticks.
• We can use multi-variate regression on the entire set J in order to predict the active ticks for any sensor i.
We note that the second variation requires more computational power, but can be somewhat more accurate if the remaining sensor set retains information which relates to the prediction effectively. On the other hand, most of the predictive information is encoded in the local sensor node. In such cases, the use of multi-variate regression can add further noise to the predictive process, and in some cases, the quality of multi-variate regression may not be higher. Therefore, it seems like a reasonable tradeoff to use the information in the local sensor node for predictive purposes. In the next section, we will study the experimental effectiveness of the technique over different size of the sensor node sets J. We will see that the local method for prediction turns out to be quite efficient and effective over a wide range of data sets and parameters.
EXPERIMENTAL RESULTS
In this section, we will present the experimental evaluation of our algorithm on several real data sets. To be more specific, three real data sets are used for test purposes. The first two are derived from the intel berkeley lab data set [22] . This data set has 54 sensors, and each record includes four values of temperature, humidity, light and voltage. Since the values of light and voltage did not change too much over time, we only used temperature and humidity in our experiments. The third data set is the chlorine data set [16] , which is downloadable from [23] . The data set was collected from 166 sensors. In addition, we need to generate a synthetic power requirement for each sensor. In our experiments, the power requirements of the different sensors are uniformly distributed in the range [0, 1].
For each data set, several techniques are adopted to illustrate the effectiveness and efficiency of our proposed approach. The overall approach comprises the process of picking the active sensors and making predictions. The average error in prediction of the sensor values is the key metric, which is used for evaluating the effectiveness of our approach. This section will provide detailed results and is organized as follows. In the first part, we will analyze the effectiveness and accuracy of the technique. In the second part, the efficiency of the algorithm will be analyzed. Finally, we will provide some insights about how the underlying active set of sensors may change over time.
Accuracy Analysis
In this section, we will provide an accuracy analysis of the sensor data reduction technique. The aim of the approach is to use cluster-based regression techniques to provide a high quality reduction of the sensors over which the data needs to be collected. The best way to measure the effectiveness is to analyze the accuracy of the prediction. To test the effectiveness, we compared the results of several variations of our proposed technique for regression and prediction. In addition, we used a couple of baselines in order to measure the qualitative accuracy. The different algorithms are discussed below, of which the last two are baselines:
• Univariate Power Efficient Selection( PES Univariate): Note that at the end of the process, each sensor gets assigned to at least one other sensor. The assigned sensor is used for prediction purposes with the use of univariate regression.
• Multivariate Power Efficient Selection(PES Multivariate) : We use multi-variate regression from a subset of the sensors in J in order to make the prediction. For regression purpose, the number of such sensors picked is the minimum of the number of active sensors and w−maxlag−2. In each iteration, the errorminimization criterion is used in order to add sensors to the active set. A multivariate prediction approach is used in conjunction with the selected sensors in order to perform the prediction.
• Multivariate Power Efficient Selection with Ranking List (PES Multivariate(RL)): In this case, we use the same technique as PES Multivariate for the first iteration. We also obtain a ranking list of sensors as well based on their predictive power. For the remaining iterations within a particular update interval, we do not use the error minimization criterion, but we use the next senor in the ranking list. Multivariate regression is used to perform the prediction.
• Univariate sampling: Baseline (Sampled Univariate): In this case, we use sampling in order to determine the set of active sensors. The number of sampled sensors is the same as the PES Univariate technique. As in the case of the PES Univariate technique, we use univariate regression in order to perform the prediction.
• Multivariate sampling: Baseline (Sampled Multivariate): As in the previous case, we use sampling in order to determine the set of active sensors. The number of sampled sensors is the same as the PES multivariate technique. As in the case of the PES Multivariate technique, we use multivariate regression in order to perform the prediction.
We will test the effectiveness of the technique over a wide range of parameters. The most relevant parameter is the power constraint, since it defines the resources which are relevant to the data reduction process. Clearly, a larger power allowance provides greater accuracy for the prediction process, since it allows us to retain a larger number of active sensors. The variations in effectiveness with increasing power constraint for the different data sets are illustrated in Figures 2(a) , 2(b) and 2(c) respectively. In the experiment, we use a window size w of 10, a maximum lag maxlag of 5 and an update interval of 5. The power constraint is illustrated on the X-axis, and the error is illustrated on the Y-axis. It is clear that in each case, a larger power constraint provides greater accuracy. The power efficient variations provided much greater accuracy than the sampled variations. An additional observation was that the multivariate versions were significantly more accurate than the univariate prediction techniques. The reason for the greater accuracy of the multivariate prediction techniques was the fact that a larger number of sensors could be used to make more accurate predictions. In each case, the PES Multivariate technique provided the greatest accuracy. The ranked technique approximated the PES Multivariate technique quite closely. As we will see, this is an excellent practical alternative for the optimal multivariate scheme.
The window size is a parameter related to the number of data points used for regression. The power constraint P was set to 3, the maximum lag maxlag was set to 5, and the update interval was set to 5. With a fixed max lag, a larger window size leads to the use of greater number of data points. Extremely small window sizes leads to lack of robustness in prediction. At the same time, very large window sizes can lead to smoothing of the trends in the data which have predictive power. The results of the three data sets are illustrated in Figures 3(a), 3(b) and 3(c) . The window size is illustrated on the X-axis, and the error is illustrated on the Y -axis. It is evident that different window sizes work better with different data sets. In practice, this corresponds to the core periodicity of the different data sets. However, it is also evident that the effectiveness and efficiency ordering among the different techniques does not vary across the different ranges of parameters tested.
The choice of update interval is a key parameter which decides the refresh rate for our algorithm. The results are illustrated in Figures 4(a), 4(b) and 4(c) . The update interval is illustrated on the X-axis and the error is illustrated on the Y-axis. The value of the power constraint P was 3, the value of the window size w was 3, and the value of the maximum lag maxlag was 5. It is evident that higher update intervals lead to better quality results. This is because higher update intervals lead to the use of less stale data and will therefore naturally lead to more accurate results. On the other hand, a higher update interval also requires more computational processing. This is a natural tradeoff between computational processing and accuracy.
The regression analysis uses a maximum lag value to perform the prediction. The larger the value of this maximum lag is, the greater the flexibility of the algorithm is in being able to perform the regression analysis. The results are illustrated in Figures 5(a) , 5(b) and 5(c) respectively. The power constraint P was set to 3, the window size w was set to 10, and the update interval was set to 5. The maximum lag is illustrated in the X-axis, and the error is illustrated on the Y -axis. It is clear that the error reduces with the increase in the maximum lag value. The tradeoff is that it results in some delay in the predictive data received from the sensors.
Computational Efficiency
All experiments were performed on a Microsoft Windows XP machine with Intel Core2 Duo 2.5GHz CPU and 1.5GB main memory. The algorithm was implemented in C++. We will examine the computational complexity of performing each update. Since the sampling techniques do not require such a computational process, they will not be included in this analysis. The running times for updates are mostly determined by the underlying parameter setting. These settings are set to the same values as those used for the effectiveness results. Since the efficiency results for the three data sets were extremely similar, we present the results only on the intel-humidity data set.
Before examining each parameter separately, we will provide a brief overview of the relative trends between the different figures. The PES Multivariate technique required the greatest amount of time, because it requires an iterative approach in order to determine the optimal set. Furthermore, it requires us to determine the prediction with the use of optimal multivariate analysis. Between PES Univariate and PES Multivariate(RL), the two techniques were very close to one another in terms of running time. This is essentially because most of the time was spent in the update process, and the difference between univariate and multivariate analysis was relatively small.
The results with increasing power constraint are illustrated in Figures 6(a) . For test purpose, we fixed window size w to be 10, maximum lag to be 5, and update interval to be 5. As the power constraint increases, it is easy to understand that the running time will become longer. This is because the use of a higher power constraint leads to the use of a larger number of sensors. The use of a larger number of sensors naturally increases the running time, because the regression analysis and optimization needs to be performed over a larger number of sensors. However, it is important to note that the running time increases only linearly with the power constraint. This means that the scheme can be implemented fairly efficiently over a large number of sensors.
It is generally expected that a larger window size should increase the running time. However, this is not always the case. The reason is that the running time is also dependent upon the number of iterations required by the algorithm. When the active sensor set changes considerably from one iteration to the other, a larger number of iterations are required. This change over different runs dictates the running time to a greater extent than the window size. The results with increasing window size for the humidity data set are illustrated in Figure 6 (b). Here, the power constraint P was 3, the maximum lag maxlag was 5, and the update interval was 5. It is clear that the time is not necessarily monotonically increasing. This will be explained elaborately in similarity analysis. This also means that the scheme can be used over larger window sizes when required without substantially increasing the running time.
The sensitivity of the running time to the maximum lag for regression analysis is illustrated in Figures 6(c) . The maximum lag is illustrated on the X-axis and running time is illustrated on the Y-axis in each of the figures. The power constraint P was set to 3, the window size w was set to 10, and the update interval was set to 5. We note that the maximum lag affects the number of possible computations performed by the algorithm. Clearly, a larger lag increases the number of computations, since a larger number of possibilities need to be checked for optimality. While it has been shown that this leads to higher quality results, the corresponding cost is the higher running time. Therefore, the running times also increase with increasing value of the maximum lag. It is evident that the running times increase only modestly with the increase in the maximum lag. Therefore, all the three trend figures on running time show modest scalability with different parameters such as the power constraint, maximum lag, and window size. This suggests good scalability characteristics with increasing data size. 
Similarity Analysis
As stated in previous sections, the dependencies between different sensors may change as the data evolves over time. When the active set changes considerably from one iteration to the next, this affects both the prediction errors and the running time. Therefore, it is useful to examine how the sensor set changed during the progression of the algorithm. One way of doing so is to examine the change in the active sensor set from one iteration to the next. To quantify the change of two sets, we adopt the definition of jaccard similarity coefficient between the sensor sets between two iterations. Given two sets A and B, the Jaccard similarity is defined as: J(A, B) = |A B| |A B| . According to the previous analysis, the prediction error for different window sizes is influenced by the ability of the system to adapt to changes in the underlying data distribution. Since the prediction error was rather sensitive to window size, we test the average similarity against window size in Figure 7(a) . The results clearly show that the average similarity increases with window size. This suggests that the active set changes more slowly with increasing window size. This is because regressions which are based on larger window sizes, tend to change the active set more slowly. As a result the prediction error is better for smaller window sizes, in which the system is able to adjust more rapidly to the changes in the underlying data distribution. This is also the reason for our earlier counterintuitive observation that the execution time is sometimes longer even though we have a smaller window size. If the similarity measure is low, it indicates that it requires more update time to determine the new set. Figure 7 (b) shows the details of the similarity change over time. Here we use a window size of 10 as an example. The results show that the similarity values suddenly drop at specific times. These correspond to the times at which the patterns in the regression stream change a lot, and correspondingly the active set changes. Thus, this figure illustrates the adaptivity of our approach in dynamically changing the sensor set in responses to changes in the underlying sensor stream patterns and correlations.
The other measurement of the change of the active set used in our experiment is the distribution of number of appearances, which is illustrated in Figures 7(c) . The X-axis of the histograms is the percentage of time that a particular sensor stays active, while the Y -axis shows the proportion of the sensors whose activity lies within that range. It is clear that most sensors do not stay active for a very long time span. In most cases, they appear to be active only for a few ticks. This suggests that in practical scenarios, it may be possible to use the redundancy inherent in a sensor network and collect most of the relevant information, while keeping only a small fraction of the sensors active at a given time.
CONCLUSIONS AND SUMMARY
In this paper, we presented a new power efficient data reduction scheme for sensor networks. The key idea of the technique is to use regression analysis in order to determine a small active set with minimal power requirements. This small active set is used to predict the values on many of the other redundant sensors. We show the effectiveness of using such a technique and show its applicability for a number of different data sets. We present several variations of the scheme and show its efficiency and effectiveness over a number of data sets. The results suggest that it is possible to use a small number of sensors to continuously predict all the streams for the purpose of mining. This allows significant savings in power and storage requirements, while retaining predictive accuracy.
