Abstract
Introduction
The exciting new possibilities posed by the growth of electronic media collections and digital libraries bring with them a new set of new challenges to overcome. While there are undoubtedly technical problems associated with storage and delivery of digital media that have yet been solved, some of the most challenging problems are less obvious. Electronic collections of documents are fundamentally changing the way users interact with a document. When a document is prepared, stored and presented electronically, the potentials for integrating, categorising and offering the data it contains are greatly enriched. For instance, users need new means to locate specific information, to get an overview of the structure and layout of a document, and to browse through the different sections within the document. Electronic documents (e-documents) have also made possible manipulation of information objects in novel multiple complimentary ways. Users no longer approach a document as passive recipients. They need to be instead, active composers and manipulators of information to fulfil their various information needs and to get additional values out of e-documents.
New user interface challenges are emerging because users need to explore and perform many diverse tasks involving huge quantities of abstract information contained within an e-document. Effective environments to provide user interface mechanisms that support multiple information gathering and analysis tasks are needed. For instance, interacting with electronic journals (e-journals) might include tasks such as:
• searching for, analysing and narrowing the scope of information to relevant subsets;
• re-organising information to create new knowledge;
• filtering information to focus on relevant and important information;
• controlling the level of details (on-demand) of information in display;
• checking details-on-demand while maintaining context of the overall tasks;
• detecting important patterns and relationships;
• communicating and collaborating, and learning from other users, and • acting directly on information through interactive tools.
Visualising information is one approach to address these challenges. However, visualisation must engage much more than merely permitting users to "see" information. Users must also for instance, be able to manipulate it to focus on what is relevant, and reorganise it to create new information. Exploration is only the beginning. Users must also share and communicate information in collaborative settings, and act directly to perform their information-seeking tasks based on this information. These goals essentially suggest the need for innovative information workspaces with new interaction approaches.
Earlier studies of enhancing interaction and value-adding to e-documents have mostly focused on isolated solutions. Some of these works have dealt specifically with the information presentation aspect 1, 2 . Others are concerned with providing access to additional information via means such as hyperlinks 3, 4, 5 . Some researches into ejournals 6, 7, 8 are also increasingly addressing the possibilities of transcending the limitation of the printed journals to include unprintable materials -multimedia files that contain audio, video, animation and 3D graphics.
The need to support a wide variety of basic information manipulation and analysis tasks has also given rise to many new interactive techniques, visualisations and applications. Some applications support for instance, creating new information and visualising relationships among them 9 . Others support controlling the level of aggregation of data and rapid filtering of data subsets 10, 11 . Still others support navigation through large data spaces 12, 13, 14 . A fundamental user interface design question is how one can use the complimentary features of various visualisation and analysis tools in a uniform and coordinated manner. Even for just these few example activities for instance, how can one create new data attributes with one tool, filter the same data with another and visualise the resulting subsets with a third tool?
Little research has been carried out on this broader problem of supporting the wide range of information-seeking, analysis and communicating tasks within a single user interface environment. This embraces an appreciation of how to create a consistent information workspace where users can make seamless transitions in their utilisation of multiple tools, visualisations and applications. In the earlier phase of our work 15 , we have explored some design considerations for such an environment, based on our reviews and analyses of user-information interaction needs and requirements, developments in electronic information organisation and management, and of novel user interface technologies. We have identified and presented a set of desired properties for both the interaction environment and the information objects within the environment. These properties form the foundation features for a range of new interfaces that are designed to provide an enhanced level of user-information interaction, and to support e-documents value-adding. This paper describes the conceptual design of a proposed information environment (PIE) that attempts to respond to them.
A central element of our study and approach is to provide users of e-documents with multiple means for expressing their intentions during various information-seeking tasks. Multiple means of expression in this context refers to visualisation and interaction techniques that are useful for different purposes, but are often effective when used in combination as they support representations of different kinds of objects, actions and goals.
The Proposed Information Environment (PIE) Interface Overview
The PIE is divided into four workspaces. The use of multiple workspaces enables an integrated and unifying environment that allows for visual sovereignty. Figure 1 shows the main interface and the four basic parts of the PIE together with the 'PIE Control'. The PIE Control is not part of the PIE but is used for carrying out the PIE evaluation experiments. Each of the workspaces serves a specific (yet complimentary) function within the environment. The workspaces operate in an independent yet closely coordinated manner. At any given time, users can move information objects form one workspace to any other workspace to perform different tasks to fulfil their various needs. Similarly, users have the autonomy and flexibility to use either all the workspaces in a unified manner, or to use each of them independently according to different needs. They can for instance, call up only the necessary workspaces, minimise or maximise them, and move the workspaces around in the environment according to their preferences and needs. Figure 1 The PIE main interface.
We begin the presentation of the PIE with a brief overview of the whole environment and each of its basic components (workspaces). This will be followed by a more detailed description of each workspaces and the purposes they each serves. Along the way, we introduce a number of concepts and analogies applied within the PIE. This in turn, will be followed by a scenario (containing a set of mini scenarios) that is extensively intended to demonstrate the use of the various features and tools within the PIE to support a user's various information-seeking needs in interacting with an e-journal.
Basic Parts of the PIE

1.
InfoSphere Organiser -This is the part of a wider information work sphere whereby users organise and display their information collections. These include their personal collections of information, or information available outside the user's current work environment (e.g. collections of journal articles that the user has subscribed to from various digital libraries). Various interaction and information visualisation techniques can be applied here to provide user with a view into this sphere and the various items in the collections. Users could for instance, want an overview of the items in a collection to quickly select some relevant items, and to be able to extract the information (objects) that they are interested to further explore. A search mechanism is in place for user to quickly locate desired items. Within the Infosphere Organiser, users can for instance, zoom in on the information clusters (e.g., by using a continuous zoom mechanism on a document map view) and navigationally explore the information object collections in detail until they eventually locate the actual information (e.g., an article within a journal collection).
To further explore an object, user simply drags the object and drops it into other workspaces. This broader workspace is closely integrated with the following user's personal workspaces.
2.
Object Viewer -This is the workspace whereby users get a first glance of the content of the selected object. For instance, once a journal article has been selected and dragged into Object Viewer , users will be given an option to either have the first page of the article or only the abstract displayed to get a quick view of the contents of the object. This part of the PIE is closely integrated and co-ordinated with the Structure Viewer/Overviewer. The user can make use of the co-ordinated display and directednavigation to browse through the document. To further explore an information object, the user can select (e.g. the whole article or a diagram within the article) and drops into the Object Explorer.
3. Structure Viewer/Overviewer -Next to the Object Viewer is where an overview of the object structure is displayed. Users will be given a set of display options to examine the structure and layout of the object. By default, the display would be selected based on the object's inherent structure (i.e. the most suitable display). For example, if the selected object is a set of articles by a particular author, the information may be represented in the form of multiple timeline, showing multiple facets of and relationships between the records using selectable icons. If the object under examination is an article, thumbnail pages of the document are displayed. This workspace also offers the users a set of tools to interact with the display. Users can interact with the interface to display the records in multiple representations to explore various patters and to discover potential new information.
4.
Object Explorer -This is the 'value-adding' aspect of the PIE that allows users to perform a variety of other tasks to further analyse various information objects. Users could interact with more than one (set of) object simultaneously. The user is able to for instance, specify one set (e.g., of words) to be used as a query, and another set (e.g., of articles) to be used as the ad hoc collection to be searched on. The system then returns a third set (i.e. matches) which the user can save as a personal collection (in the InfoSphere Organiser), or to perform further exploration. Here, users are given a set of widgets (e.g., a set of functional lens, tools to view and add digital comments and annotations, and tools to browse through related works) available from the 'Tool' menu to interact with various information objects. There is also a 'History Cabinet' -serving as a 'store' for the user to keep track of search and browse interactions, and a 'Pocket Register' -serving as a 'back pocket' whereby information objects can be deposited temporarily, staying ready-at-hand while the user explore some other objects in the workspace. These two widgets are governed by certain authorisation (i.e. access control) and protection (i.e. security) mechanisms.
The 'Body & Clone' Analogy Applied in the PIE
An important operation in the PIE interface is the movement or transfer of information objects throughout the environment. Information objects can be moved directly in group or individually among the various workspaces. The advantage of having multiple workspaces for interaction in the PIE is that while the user is navigating through an information space with various information objects, the user often needs to focus on certain objects (e.g. in checking out a link provided in a journal article) while still maintaining context of the whole exploration space (e.g. where the link lies within the original article in its context). During and after the focusing, it is also important for the user to be able to tell where they are in the information space. One method to allow this is to attach a 'handle/switch' (to invoke a set of tools) to an object in its original space. However, some context may be lost in this case as expanding an object may cause other objects in the original space to be occluded. Another method is to make all other objects (other than the selected object) invisible, but this also sacrifices scene context. Yet, another method is to employ a 'body & clone' analogy, where object(s) can be moved to a separate workspace.
In the PIE, the 'body & clone' analogy is applied. In doing so, context is maintained as object 'bodies' are left (highlighted) in the original (home) space while the 'clones' are drawn out and explored in a separate (action) space. Object 'bodies' always appear in its original form and context. A new physic is introduced to objects -an object may pass through other objects in the space and have its position and form altered in a separate space. Using this analogy, users can also move and slide objects (focus) back and forth more intuitively and easily between 'home' and 'action' space. This also allows the user to switch between focus sets in order to quickly locate objects that are relevant to current task. The user can also interact with more than one object (or set of objects) to for instance, compare, to reveal pattern, to discover new relationships and doing all these while maintaining context of the whole information space. It also allows users to examine multiple object sets based on non-spatial properties (i.e. they may not be located close to each other in the original space). For instance, users may want to extract a few objects (e.g. links, images) scattered within an article and examine them later in the separate space to tease out new information.
The advantage of the 'body & clone' analogy is obvious. It allows users to interact with any part of the information space at anytime, with multiple objects (or sets) and apply various operations to these objects -allowing multiple operations depending on the tools or features selected. The analogy can be extended to include a 'multi-clone' analogy whereby users may have more than one 'clone' of the same object in the 'action' space to perform various queries on the 'clones' to for instance, compare various sets of query results on the same information object. This 'body & clone' analogy is illustrated in one of the mini scenarios to be presented in the next section of this paper.
At this point, it is appropriate to summarise how the design desideratum 15 are shaping the PIE interface. The single unifying environment with independent yet co-ordinated workspaces and ubiquitous movement of information objects is meant to enable a more integrated environment to support the carrying out of a sequence of related tasks. Direct manipulation is the fundamental mode of interaction. Tools to enhance information gathering and analysis tasks (e.g. navigation via information layout and structure, and infinite zoom) are incorporated into the PIE. The information objects within the environment are fractionally structured and can be laid out on the information surface to depict this fractal structure. All objects (each associated with a rich prescription of metadata) at any granularity are queriable and navigable. Objects collected at any of the workspaces can be temporarily stored into the 'Pocket Register' that serves as an interactive, multi-object, visible 'back pocket' which helps reduce space contention. The 'History Cabinet' meanwhile, maintains a record of history for backtracking.
The PIE for Interacting with E-Journals -A Scenario
In order to further examine and convey the use of the PIE for interaction with edocuments, it will be useful to study each of the interface components with regards to the functions that they support. We demonstrate this through a typical scenario and some representative displays in which an Information Science student interacts with e-journals via the PIE to gather relevant and useful information and images for a digital libraries project.
The student is interested in locating some journal articles with regard to the many issues such as user interface, search and retrieval, and delivery mechanisms used in digital libraries.
Browsing through collections
The student wants to first, check his external collection. The external collection is the student's subscription to journal collections from various digital libraries based on his research needs and interests. He does this in the InfoSphere Organiser. The InfoSphere Organiser of the PIE provides the functionality to allow him to organise, browse, and highlight relevant aspects of his collection. He can get a quick view of the list of items (e.g. arranged either by subject/topic, author or journal titles) and a search mechanism is available for him to quickly locate and retrieve desired items. There are a number of options to display this collection. For example, the student can seek out works on various user interface technologies and displays this information in the form of a timeline. shows how the information can be displayed in a 'TimeLine' view -depicting the distribution of work done on various technologies and the period these work had been carried out. To check details of work included here, he first pause his mouse cursor over a point along the time bars. Each time he pauses over a point, a small panel pops up unobtrusively near the point, providing a quick indication of the documents contained within the selected point. He can select an article of interest and check its details. To avoid cluttering the space in InfoSphere Organiser, once the student has selected the article, a separate panel pops up in another workspace -Object Explorer, displaying more details of the selected article. More than one panel can be displayed, allowing the student to examine and compare different articles simultaneously. Different coordinating background colours are used to distinguish different panels and information highlighted (see Figure 2) .
Seamless access to other information sources
The student notices the term 'visualisation' and wishes to find out more about this term.
Instead of having to check out the term in, for instance, a printed thesaurus, he can now perform this task directly within the PIE. He highlights the term and drags it into Object Explorer. From the 'Tool' menu, he selects the 'Thesauri & Knowledge Package' option.
A new panel pops-up, grouping standard relationships and a knowledge package capturing and listing events, people, products, amongst others that are associated with 'visualisation'. The 'Thesauri & Knowledge Package' can be thought of as a tool that groups together terms based on how their corresponding concepts are represented and organised in an intelligent reasoning system. Such knowledge-rich approach has been found to be very useful to enhance search and retrieval in digital libraries 16 . Figure 3 shows the invoked feature. The student can also call up the 'Glossary/Definition Lens' and the 'Translation' options in Object Explorer to get an explanation and translation (see Figure 1 ) of a selected object of interest. 
Locating items of interest
The student now recalls that he has accumulated similar articles of such nature in the past and has probably kept some of these in his personal collection. There are a number of options for him to display the items in his personal collections. The student can select the most suitable view for the task he wants to carry out. He can manipulate the information in display to locate items of interest. He can for instance, drag and drop items within the Forager view to bring different items into focus, and to get a quick view of the available items. He can also make use of pop-up labels and document detail panels to help identify articles of interest.
Extracting items of interest
Once the student has located an article of interest in InfoSphere Organiser, he can extract the article from this broader information world to his own personal workspace(s) within the PIE for further exploration. He highlights the selected article and drags it into Object Viewer. At this point of time, he can choose to close InfoSphere Organiser. It should be apparent that the integration of the broader information world and the student's personal workspaces has facilitated the launch of exploration based on current work, and hence, enables a uniform paradigm for accessing both his own personal workspace and the information world at large.
Browsing through items of interest
Once the selected article is dropped into Object Viewer, the first page of the article is displayed. The student can change the display to, for example, display the section headings of the article. He wants to quickly assess the document length, structure and layout. He does this quickly through the highlight-directed navigation -a co-ordination between Object Viewer and Structure Viewer/ Overviewer workspaces. The tight coordination between these two workspaces provide a 'panorama view' -offering additional navigation aids by displaying an outline of the article in a separate navigation window through which the student can move easily from page to page or section to section. By default, the 'Thumbnails' of the article pages are displayed in Structure Viewer/ Overviewer (see Figure 1) . Other display options are available for the student's selection according to his preference and needs -such as a 'Book' 18 format or a 'DocLens' 19 format as shown in Figure 5 . A 'Book format' allows the student to 'turn the pages' as if he is flipping through a printed document, bookmark the pages, and so on. A 'DocLens' provides an 'overview and detail' view. The student can use the 'outliner' to bring different section into focus, and to examine different sections of the document.
Co-ordinated highlighting (Navigation)
The student next wants to locate all the 'user interface' phrases within the article to assess the tendency of the article. Instead of scrolling through the whole article to do so, he decides to use the co-ordinated highlighting between Object Viewer and Structure Viewer/Overviewer. He can also highlight more than one term or phrase and use different colours to distinguish them. By (colour-) highlighting a subset of information units that occur close together in a display, multiple display may be visually co-ordinated. Figure 6 shows an example where two terms have seen highlighted using different coordinating colours and a 'Statistics' tool in the Structure Viewer/Overviewer is used to examine the distribution of the two terms within the article. Figure 6 Co-ordinated highlighting used in determining terms distribution within an article.
Filtering
While scanning through the article, Student A notes the pages containing the selected phrase and decides to have only these pages displayed so as to avoid cluttering Structure Viewer/Overviewer and to help him focus on these pages. He applies a 'Filter' from the 'Tool' menu in this workspace to achieve this.
'Focus+Context' viewing and exploration
While browsing through the pages, the student comes across a link to another article that seems interesting. He decides to check out the details of the article but with the original article under exploration remaining in context. He highlights the link in Object Viewer, drags and drops it into Object Explorer. The 'body' of the link remains in its original context while the 'clone' of the link is now in Object Explorer ready for further exploration. The student can also drag the same object twice into Object Explorer to simultaneously carry out two different operations on the same object (see Figure 7) . The information-centric interface approach throughout the PIE allows for 'focus+context' view. The user can focus on different information objects in detail while still keeping them in context of the full information set. 
Controlling the amount of information
The student can control the amount of information (details) to be displayed by a zooming mechanism in the Object Explorer. Depending on the zoom level, different amount of details is displayed. At one level, only the abstract is displayed, for example. At another level, the abstract and breakdown of sections are displayed. Still at another level, the user gets the full-text view of the article. Zooming interface is an intuitive way to control the amount of displayed details smoothly in a graphical interaction environment.
Collaborating
Tools are also incorporated within the PIE to allow the student to learn from other users and to contribute his thoughts and ideas. With the article still highlighted, the student selects the 'Comment-View' option from the 'Tool' menu in Object Explorer. He looks at what other researchers alike (including some renowned researchers in the field) have commented on the article. He can also add his comments (through the 'Comment-Add' option). Similarly, he can examine annotations by other researchers attached to the article through the 'Annotation-View' option. Annotations appear as thumbnail files embedded throughout the article at points where annotations have been added. The thumbnail images are displayed when mouse cursor is paused over them. When there is only a single annotation embedded in the thumbnail, a double-click brings the student directly to the details (in Object Explorer). When there is more than one annotation, the user can browse and search through a list (database) of them. He can also add his annotation(s) to the article through the 'Annotation-Add' option.
Temporarily storing items of interest
At any point of time, should the student comes across an object of interest in any part of the environment, but wishes to explore it only at a later stage, he can store them temporarily in the 'Pocket Register' available in Object Explorer while returning to his original task. The 'Pocket Register' hence, allows the student to carry out another task within the environment or return to the original task. All objects (e.g. articles, images, annotations) stored in the 'Pocket Register' are staying ready-at-hand for later exploration.
Browsing through related work
The student now wishes to examine other works that are related to this particular article. . He can also carry out a search to locate works based on specific author or keywords. The 'Citation Linking' applies the use of co-ordinated colours pop-up labels and document detail panels to present detailson-demand to the user (see Figure 8 ). Figure 8 'Citation Linking' -checking details using pop-up labels and panels.
Interacting with multimedia objects
The student wants to view a live demo file embedded in the article without losing context of the article. The demo is dragged into and run in Object Explorer while the article remains in Object Viewer. Next, he comes across a graph and some equations in the document. Instead of a static graph of an equation (with a particular parameter set to few common values), the equations and parameters are held here as a live-math set. The student inputs his own sets of data to the interactive equation provided. He interacts with parts of the author's data and observations by submitting a query to the author's programme -to for example, produce graphs for values he chooses to enter (to for instance, readily compare or verify the results presented).
The student wishes to get a quick view of all the images within the article. From the 'Tool' menu in Object Explorer, he selects the 'Image Quick View' option. A panel pops up, displaying a set of thumbnail images. Using the 'Magnifying Lens' in the 'Image Quick View' panel, the student zooms in (to magnify) at different levels for details of selected images. He uses the 'BioLens' to access detailed description and explanation of the images. An audio file that explains an image in auditory output can also be accessed. Figure 9 shows an example of a 'zoomed' image and the 'BioLens' in use. Within the 'Image Quick View' panel, the student can also arrange (and re-arrange) the images according to for example, colour tendencies. For instance, to upward, images are aligned in the weight of a particular colour, to rightward, in order of the weight of another particular colour, to downward and so on. 
Backtracking
The student decides that he has had enough exploration of the article. He now wishes to check out his temporary collection in the 'Pocket Register' (in Object Explorer). Using 'View Pocket', he scans through the list of items to determine whether he wants to explore them, or to save them into his personal collection in InfoSphere Organiser or to discard them. There is a search mechanism for a quick search and retrieval of items. After checking the details of each, he selects a couple of items to be saved into his personal collections. The integration of the broader information sphere and the student's personal workspaces has simplified this task. The student then realises that he is in need of some more images to illustrate the points he is trying to make for one of the papers he is working on. He decides to examine his current search history to find in his early queries for some potentially useful images. He does this by taking items stored in the 'History Cabinet' and uses them as query sets to locate relevant images.
Discussion
The above scenario shows how a user might interact with e-journals within the PIE. The PIE extensively attempts to satisfy the following six design requirements that have been derived from the set of desired properties as proposed in a previous paper 15 :
(i) Integration of workspaces -The PIE integrates both the user's personal workspace (Object Viewer, Structure Viewer/ Overviewer and Object Explorer) and the broader information world (InfoSphere Organiser) to allow easy transition between user's main tasks and sub-tasks. This integration of the various workspaces also simplifies the task of consolidating intermediate and final seeking results into one's initial task.
(ii) User-controlled malleability -Throughout the PIE environment, users are able to perform direct manipulation on information objects.
(iii) Visual sovereignty -The user is provided with visual representation to the various conceptual items of the user's information gathering and analysis tasks. A collection of information objects related to the tasks is presented to the users. The student in the scenario has been given contextualised views during his exploration-for example, how an item fits within a collection set and within the broader information world.
(iv) Multiple representation and views -The PIE interface also allows the user to directly manipulate various aspects of the representation and view of information objects and their organisations. The user can choose a view of interest from multiple display (and organisation) options according to his task(s) at hand and needs.
(v) Integration with appropriate tools -The PIE provides user with a suite of interactive tools for querying, navigation, organising and authoring information. The user can for instance, specify a query against a set of objects, browse and navigate with aids of visual clues about where items are, and to seek for specific information by a zoom mechanism. The user can also make digital comments and annotations and attach these to an object (e.g. an article or a sentence or an image).
(vi) Malleable information objects -To support a variety of information-seeking tasks, the information objects in the environment are fractionally structured. Users can manipulate the objects at multiple levels of granularity in a coherent manner. The structure of each object is also explicitly visible to the user -for instance, stating precisely where they fit into various larger structures. All objects at any granularity are queriable and navigable. We note how the student in the scenario can interact with a collection of articles, a selected article, a page of the article, and down to the level of interacting with an image or a word within the article. History sequences of the objects generated are visualisable and malleable (as allowed in the 'History Cabinet'). The information objects in the environment are also affiliated with a large prescription of metadata and other additional layers of information (e.g. comments, reviews and annotations attached) that are all value-adding properties that provide a user with additional information to facilitate decision-making.
Overall, we have observed the combination of characteristics arrived at in response to the design desideratum to be abounding -propagating a variety of possible rich interactions within one environment.
Current Work
The PIE has undergone a first-tier user evaluation. A scenario-based evaluation 20, 21 supported by 'concept prototyping' i is used to provide the platform and settings that are both realistic to real needs, and motivating and revealing for the evaluation. The scenario used is similar to the one presented in this paper. A set of 72 tasks with their respective interface mock-ups is used in the first-tier evaluation that involved 22 participants, most of whom are part-time graduate students undertaking the Masters of Science in Information Studies programme at Nanyang Technological University, Singapore. The evaluation was conducted in the "Systems Analysis and User Interface Design" course as part of the hands-on laboratory sessions. The results and feedback gathered are currently being analysed and used as the basis to plan for the next tier of user evaluation. Certain aspects of the evaluation may be up-scaled or down-scaled if deemed necessary. This second-tier evaluation will be carried out with a larger pool of participants (targeted at between 50 to 60 participants). The set of 'features and tools' that is being tested in the first-tier evaluation is included in the Appendix of this paper.
This research seeks to further understand the potential and impact of an innovative information environment in enhancing user activities in using e-documents for various information-seeking purposes. Therefore, the overall objectives are to assess the representative users' overall perception and acceptance of the various concepts introduced within the PIE, and the strengths and weaknesses of the various features and tools in the interface.
Conclusion
In this paper, we have described the conceptual overview of an information environment proposed to support enhanced user-e-document interaction and also value-adding to such documents. Following the discussion of the overview of the environment, we present a set of scenarios to introduce and discuss in details, the various features and tools within the PIE based on a set of information gathering and analysis tasks a user of e-journals performs. We demonstrate the use of the PIE throughout the scenarios, based on possible applications and utilizations of the environment interface in a real work setting. Current work on a first-tier evaluation of the PIE is briefly reported. The findings of the these evaluations will be used to develop a set of recommendations to improve designs of such environment for enhanced interaction and value-adding to e-journals. Figure 4) .
Display
(Pop-up labels and panels are employed within these various displays to present details-ondemand on user request) Timeline Used to depict the distribution of works done (e.g. by topics) using a graph form according to a timeline. User can select each point in the graph to obtain additional information of the selected point (See Figure 2) . Tool Zooming User can use this tool to zoom for more details (-on-demand) of selected items of interest from the collections of documents, or to get a magnified view of a selected item.
Object Viewer Select
User can select various information objects in the document (e.g. a whole article, a highlighted paragraph, a highlighted page, or a highlighted term, diagram, word, etc.) for further exploration.
Display
Displays the content of a document according to user-defined preference (e.g. page-by-page, selected section headings, etc.) Find/Search Find/search feature is used for locating specific information/section (e.g. specific term/word/image) within the article. The found items are automatically highlighted for the user's attention.
Tool
Highlighter To highlight item(s) of interests. Different colours/ highlighting methods (e.g. underlining) can be used to distinguish various items. Used for 'coordinated-highlighting/navigation' purposes (See Figure 6 ).
Structure Viewer/ Overviewer
Book Display the document in a book format (See Figure 5) . DocLens Display the document using a Document Lens (See Figure 5 ).
Display
Thumbnails
Display the document as a series of thumbnail images (See Figure 1) .
Arrange A tool to arrange information for display. User can juxtapose or superimpose items, or freely arrange items within the workspace, such as placing focussed item in centre of attention, for quick referencing and cross-referencing, etc. Filter A tool to help reduce space contention by filtering out unnecessary or irrelevant details on display to help focus on more important information.
Statistics
To check distribution of selected information objects (e.g. terms/phrases) to assess a document's tendency for instance. Provides a summary/ quick view of distribution (See Figure 6 ).
Tool
Zooming A zooming tool for more details (-on-demand) of selected items of interest from a document, or a magnified view of a selected item (e.g. an image).
Object Explorer Pocket Register
Serves as an interactive, multi-object, visible 'back pocket' that allows the user to temporarily store items of interest for later exploration. (Also refer to scenario discussion on 'Temporarily storing items of interest' and 'Backtracking').
History Cabinet
Stores user's search and browse activities. The historical records are malleable for the purpose of e.g. backtracking. Alerting/Updating A tool to inform the user of recent works related to a selected item/chosen topic. A number of different displays (e.g. list, timeline) can be selected. The support of an intelligent agent that helps define 'clusters' of related work is assumed here. Annotation-View/Add A tool for viewing and adding annotations in the document (Refer to the scenario on 'Collaborating'). Comments-View/Add A tool for viewing and adding comments about the document (Refer to the scenario on 'Collaborating'). Glossary/ Definition Lens A tool to present user with definitions/ glossaries related to an unfamiliar information object (e.g. word/term).
Image Quick View
Tools to show and manipulate a list of thumbnails of all images in the document (See Figure 9 ).
Research Compass
For browsing related work using one of the following 3 tools: Citation Linking Shows all "cited" and "cited by" works of the document (See Figure 8) . Document Mapping Mapping item of interests using a 'topographical map' concept. User can choose to map by various options (e.g. topics, author). Pop-up labels and panels are used to display details-on-demand. Document Similarity Adopts a 'galaxy' concept that clusters related work according to four closest topics/criterion (based on the content of the item of interest) and uses a variety of visual coding principles e.g. shape/colour coding to indicate the no. of criteria satisfied; proximity coding whereby the closer a document is located to a criterion, the more likely it is that the document contents are related to it. Thesauri & Knowledge Package
A thesauri tool plus a list of related events, people, places, things that are associated with the selected information object (See Figure 3) . Translation A translation tool to support selected term/word/article translation into various languages (by selection). (see Figure 1 ).
Tool
Zooming Zooming tool for more details (-on-demand) of selected items of interest, or magnified view of a selected item (e.g. an image).
