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Abstract We unify three approaches within the vast body of gauge-theory research
that have independently developed distinct representations of a geometrical surface-
like structure underlying the vector-potential. The three approaches that we unify are:
those who use the compactified dimensions of Kaluza-Klein theory, those who use
Grassmannian models (also called gauge theory embedding orCPN−1 models) to rep-
resent gauge fields, and those who use a hidden spatial metric to replace the gauge
fields. In this paper we identify a correspondence between the geometrical represen-
tations of the three schools. Each school was mostly independently developed, does
not compete with other schools, and attempts to isolate the gauge-invariant geometri-
cal surface-like structures that are responsible for the resulting physics. By providing
a mapping between geometrical representations, we hope physicists can now isolate
representation-dependent physics from gauge-invariant physical results and share re-
sults between each school. We provide visual examples of the geometrical relation-
ships between each school for U(1) electric and magnetic fields. We highlight a first
new result: in all three representations a static electric field (electric field from a fixed
ring of charge or a sphere of charge) has a hidden gauge-invariant time dependent
surface that is underlying the vector potential.
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1 Introduction
In this study, we unify three small but largely independently developed schools within
the vast body of gauge-theory research that have developed distinct representations
of a geometrical surface-like structure underlying the vector-potential. By school we
mean a grouping of conceptual approaches which share a common methodology. The
approaches are not in competition with each other. They are simply our grouping of
mathematical tools that make use of a surface-like representation from which one can
derive or induce a gauge field. Each school has been employed by Fields Medalist
and Nobel Prize winners to extract or to separate gauge-invariant key physics from
gauge-dependent artifacts. Each school has been largely independently invented; each
school has had distinct strands of papers with very little reference to papers of other
schools. We highlight the easily overlooked commonalities of the different strands
within each school, and then we tie the geometric representations of each school
onto a common representation. This paper’s new results are: the direct geometrical
relationship between each school, the explicit examples that we work out, and third
we will show that in all three representations, a static electric field has a hidden time
dependence that is not captured by our normal notation.
Although the ‘spell’ of gauge theory has captured most modern physicists, most
of the research on gauge theory does not fall into one of the three schools that we
describe. Fig. 1 shows a map of gauge theory and where this paper contributes. Our
contribution, as depicted in Fig. 1, is represented by the dotted red lines.
Historically electric and magnetic fields were thought to be the fundamental ob-
jects in the model. This is the top layer in the figure. Vector potentials were introduced
as a mathematical trick, but were not ascribed as physical objects in the model. It was
not until the the Aharonov-Bohm effect was predicted and observed that the vector
potential was elevated from a representational convenience to something with predic-
tive power. As depicted in the Fig. 1 vector potentials are a layer deeper as we dig for
the foundations of gauge theory. Today we recognize that electromagnetic fields are
a curvature 2-form that originates from the vector potential, which is a connection
1-form.
But what is the geometrical surface that gives rise to this 1-form? This is the
deeper foundation of gauge theory that is represented on the third row down on Fig. 1.
There have been at least three schools providing possible geometrical surface-like
foundations to the vector potential. This paper reviews these three schools and ex-
plores the relationships between them depicted by the red dotted lines. In this paper
we will observe that in all three schools there is a gauge-invariant hidden time depen-
dence to the surface-like geometrical structures of electric fields that is not captured
in the connection 1-form representation nor in the curvature 2-form representation.
Before going into details on the three representations, one might ask why differ-
ent representations might be expected to give new physics? Richard Feynman once
remarked: “every theoretical physicist who is any good knows six or seven different
theoretical representations for exactly the same physics. He knows that they are all
equivalent . . . but he keeps them in his head hoping that they will give him different
ideas for guessing (new physical laws)” [18, pg 168]. Therefore, we do not expect
new physics at this stage. We do hope that finding the commonalities between deeper
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representations of gauge theory will provide insights that may help us “guess” new
physical laws. The time-dependence of electric fields in the surface-like layer is one
such insight.
The first attempt to find a surfrace underlying the vector potential was started by
Theodor Kaluza and Oskar Klein [31,32]. They use a 4+ n dimensional space-time
where extra dimensions are curled up and result in a gauge theory (see [43,40] for
reviews). This well-known school has over 1600 papers. The second school uses a
Grassmannian manifold to represent gauge fields using a type of gauge-theory em-
bedding [35,36,3,13,15,17,9,11,10,49,5,6,47,48,51,44,45,22,16,21,14,4,39,12]
[34,27,30]. The third school introduces alternative variables for gauge theory that un-
cover a hidden spatial metric which reproduces the gauge fields [23,19,20,33,28,29,
41,38,53]. Each of the schools start with a different geometrical representation which
then faithfully maps onto the traditional gauge fields Aµ . This paper directly unifies
the geometrical representations of the three schools without appealing to their com-
mon gauge-field image-space. Our unified geometrical representation allows physi-
cists to better identify gauge-invariant foundations underlying the physical results.
As an example, we will discuss a hidden time dependence that we reveal is present
even in static electric fields. Our unification will also help translate results, such as
instanton solutions, between each independent school.
Mathematicians describe both gauge theory and Riemannian manifolds with the
language of fiber bundles. Fiber bundles are not a geometrical representation, but
Fig. 1 Map of geometric foundations of gauge theory. This paper contributes the connections depicted in
the dotted lines.
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(a) (b)
Fig. 2 Shown is a geometrical representation of the magnetic field (left) and the electric field (right). The
angular change in the phase of a wave function after parallel transport around a closed loop in space-time
yields electric and magnetic fields multiplied by the area of the loop enclosed. This parallels Riemannian
geometry where the Riemann tensor gives the rotation matrix that results from parallel transport around a
loop.
rather a rigorous lexicon used to describe a wide array of geometrical structure. This
language enables descriptions of gauge theories on topologically non-trivial spaces.
However, the power gained by abstraction to the fiber bundle language often leaves
out insight that may be gained from explicit examples. Here we concern ourself only
with local descriptions of gauge fields on topologically trivial flat space-time; there-
fore, we will avoid extensive use of the bundle language in favor of explicit examples.
This paper is organized as follows: In section 2 we review the development and re-
search activity of each school. Sections 3 and 4 contain our new research results: they
present the connections between the Kaluza-Klein and Grassmannian school, and be-
tween the Hidden-Spatial-Geometry and the Grassmannian school respectively. Fi-
nally in section 5 we provide examples with familiar electric and magnetic fields. In
our conclusion, we discuss the hidden time dependence that is revealed to be in static
electric fields.
2 Literature Survey of the Three Schools
All the geometrized representations that we discuss emphasize non-integrable phase
factors to define the internal curvature [52]. The Wilson loop ∆θ =
∮
A ·dr gives the
phase-angle shift1 resulting from parallel transport of the wave function around an
infinitesimal loop. The non-integrable phase is similar to how curvature is found in
Riemannian geometry.
For example, the magnetic field is equal to the phase-angle change in the wave
function after parallel transporting the wave function around a closed loop on a spatial
1 We have chosen to work in units where h¯ = c = 1 and where we absorb the electron’s charge e into
the definition of Aµ .
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slice of space-time. In the limit of an infinitesimal loop, the magnetic field is given in
terms of the phase-shift ∆θ as
Bz =
∆θ
∆x∆y
=
∮
A ·dr
∆x∆y
=
∫ ∫
(∇×A) · (dx×dy)
|dx×dy| (1)
where we have used the Wilson loop and classic vector identities.
Figs. 2a and 2b show this non-integrable phase angle using the tools of the Grass-
mannian school described in section 2.2. In this figure, the complex plane on which
the wave function lives is represented by the plane spanned by the two red basis vec-
tors. The complex plane is inserted into a trivial internal space at each space-time
point and is represented by a disk. A wave function is shown as a vector (black or
yellow) on the disk inserted at each space-time point. We parallel transport the wave
function along two paths (A and B) represented by the black and yellow vectors.
Comparing path A with path B gives the non-integrable phase shift ∆θ . Because of
this phase shift, the wave front of a plane wave is pulled and the plane wave changes
directions.
Fig. 2a shows the case of the magnetic field where the loop is all spatial. Likewise,
Fig. 2b shows the electric field is equal to parallel transporting the wave function or
matter field around a closed loop on a part spatial and part temporal slice of space-
time.
As we delve into a review of the three schools, there will be a proliferation of
notations for each of the schools and the past papers. To help clarify this, we provide
a table in appendix A to help define the different variables as we use it to express the
basis vectors in each school and the various index types.
2.1 The Kaluza-Klein School
Kaluza Klein theories unify classical electromagnetism with Einstein’s general rel-
ativity [31] [32]. They posit extra spatial dimensions that are compactified within
ordinary space-time along a very small radius R. All tensor quantities are indepen-
dent of this fifth coordinate (the cylinder condition).
In traditional Kaluza-Klein theory the line element of the five-dimensional space
is2
ds2 = gµνdxµdxν +(RAµ dxµ +dx5)2, (2)
where we omit the dilaton field for simplicity of presentation. Here gµν is the familiar
four-dimensional metric from general relativity, Aµ is the four-vector potential, x5 is
the fifth dimension’s coordinate, and R is the radius of the curled up fifth dimension.
2 Throughout this paper we use the convention that lower-case Latin letters near the beginning of the
alphabet a,b, ... will be gauge-theory color indices, Greek letters µ,ν , ... will be space-time coordinates,
upper-case Latin letters A,B, ... will be used for Kaluza-Klein metric indices, and lower-case Latin let-
ters towards the middle of the alphabet i, j, ... will be used for the variables corresponding to subspaces
of space-time and the embedding dimensions, where context will keep them distinct. The Kaluza-Klein
index values 0 through 3 are the usual space-time coordinates t,x,y,z and the index value 5 is the fifth di-
mension coordinate x5, which is used to parameterize the tiny compact dimension. The appendix provides
a summary.
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In Kaluza-Klein theory charge is explained as motion of a neutral particle along
the fifth dimension, where the two directions it can go in x5 explain the two different
types of charge. Electric fields are four-dimensional manifestations of the inertial-
dragging effect in the fifth dimension [24] [26] [25]. Furthermore coordinate trans-
formations of the fifth dimension are shown to be U(1) gauge transformations.
One pitfall of the classical theory is that there are no measurable new predictions.
Another pitfall occurs with quantum mechanics. The wave function around the fifth
dimension gives particles a mass-spectrum tower of m2 = (n/R)2, where n is an ar-
bitrary integer. For an R near the Planck scale, particles would be either massless or
have Planck-scale masses, which implies that the model must be modified to be used
in new physical theories. Modified Kaluza-Klein theories play a large role in string
theory. For a further review of Kaluza-Klein theory see references [40,43] and the
references therein.
2.2 The Grassmannian School
Grassmannian representations of gauge fields started in 1961 when Narasimhan and
Ramanan showed that every U(n) gauge theory could be represented by a section of
a Grassmannian Gr(n,N) fiber bundle [35,36]. A Grassmannian manifold Gr(n,N)
is the set of orientations an n-plane can take in a larger N-dimensional space with
a fixed origin. Another way to view Gr(n,N) fiber bundle is as a n-plane embedded
into a higher-dimensional N-Euclidean space that is inserted into each point in space
and time. The Grassmannian school is essentially a gauge theory version of the 1956
Nash embedding theorem which proved that every Riemannian manifold could be
embedded in a higher-dimensional Euclidean space [37].
In the language of bundles, Narasimhan and Ramanan proved for anyU(n) gauge
field and d space-time dimensions, the gauge field can be constructed by insert-
ing a Cn vector bundle into a trivial CN vector bundle if N ≥ (d + 1)(2d + 1)n3.
Narasimhan’s condition guarantees us an embedding for this N, but we can some-
times represent the embedding for specific field configurations for smaller N as we
will do in section 5. For an O(n) gauge field Rn vector bundles are embedded in a
trivial RN vector-bundle.
In the Grassmannian school, wave functions are sections of the n-dimensional
vector bundle. That is, they are a vector on the Cn or Rn vector space. By definition
the vector bundles have a fixed origin. All the embedding-school approaches have a
set of n orthonormal gauge basis vectors ea that span the gauge fiber internal to each
space-time point. The dual basis vectors e a satisfy e a · eb = δ ab . There are n vectors
ea in a real or complex Euclidean N-dimensional embedding space. The matter field
(wave function) exists as a vector on the gauge fiber spanned by the gauge-fiber basis
vectors:
φ = φ aea. (3)
The projection operator is the outer product P jk = e
j
ae ak . The gauge field is then
(Aµ)ab = ie
a ·∂µeb. (4)
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Fig. 3 A graphical representation of the Grassmannian school. A set of two basis vectors span the internal
vector space attached to every point in space-time. How they vary determines the electromagnetic field.
Notice that if n = N then Aµ is a pure gauge with a vanishing Fµν . In all the cases
that we study here, N > n. Fig. 3 shows the Gr(2,3) Grassmannian model visually.
The bubbles show the N = 3 trivial vector space inside each space-time point. The
red vectors are the gauge-fiber basis vectors ea which span the displayed disk. The
gauge fields depend on all the ways one can orient the R2 space within the trivial R3
space. The wave function or matter field φ is the black vector that lives on the disks.
A gauge transformation is a rotation of the basis vectors ea accompanied by the
inverse rotation on the matter vector coefficients φ a that preserves their inner product
and leaves the wave function φ = φ aea and the projection operator P jk = e
j
ae ak invari-
ant. It is very central to our argument to understand that gauge transformations leave
two objects invariant: (1) the plane spanned by the basis vectors ea, and (2) the vector
formed by the wave function φ a. Global transformations on the embedding space do
not affect Eq.(4).
A long list of notable physicists have employed the Grassmannian-model as a part
of their gauge theory research. In the following review, we map the notation used in
these previous approaches onto the notation introduced above. Atiyah in 1979 [3]
defined the linear maps ux : Rn → RN , whose image was in the trivial space RN .
Atiyah’s u’s play the role of the gauge-fiber basis vectors ea. The projection operator
is written as P= uu∗, with u∗u= 1, and the gauge potential is Aµ = u∗∂µu, where u∗
is the dual to u. Atiyah, Drineld, Hitchin, and Manin (ADHM) used the rectangular
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matrices of the Grassmannian school as one of the tools in their construction of self-
dual instanton solutions in Euclidean Yang-Mills Theory [2]. Corrigan and followers
[13,1] used the embedding representation in finding Green’s functions for self-dual
gauge fields. Dubois-Violette [15] created a formulation of gauge theory using only
globally defined complex N×n matrices V (analogous to e ja) such that V †V = I and
VV † = P, and Aµ =V †(x)∂µV (x).
An independent research line refers to the Grassmannian school asCPN−1 models
[16,21,14,4,39,12,34,27,30]. In the CPN−1 models a setup is created with z† · z= 1
where z, which is sometimes called a zweibein, is a complex N-vector. The gauge
field Aµ = z†∂µ · z is discovered in the equations of motion. Here the complex vector
z plays the role of a gauge basis vector e ja with complex dimensions 1×N.
Felsager, Leinaas, and Gliozzi [22,17] had a similar approach. In a manner very
similar to Fig. 3 and section 5, they geometrically represented magnetic fields by
use of plane bundles in R3, where the distribution of the planes in each point was
characterized by a curvature related to the magnetic field strength. For two vectors
e1,e2 orthonormal to each other and to the normal vector of the plane, the vector
potential is A j = λe1 ·∇ je2, where the e’s play the same role as ea introduced in the
beginning of this section, and λ is a constant for dimensionality. Since the nineties,
Cahill [9,10,11,8] has used gauge basis vectors ea in lattice simulations and in his
most recent textbook [7, Sections 11.51 and 11.52].
In finding projectors for the fuzzy sphere, Valtancoli [49] used the connection
A∇n = 〈ψn,dψn〉 for n-monopoles. Here |ψ〉 plays the role of ea.
In another variant of the Grassmannian school, Bars [5,6] used a separate em-
bedding for each of the spatial dimensions of the gauge field (corner variables), as
opposed to using a single embedding for all the gauge-fiber basis vectors. He used
n×n unitary matrices Bi j13,Bi j23 to rewrite the canonical variables Aai and Eai . For exam-
ple, Aa1 was written as T
aAa1 = iB
†
13∂1B13, where T
a is a generator of SU(n). Stoll [48,
47] introduced angle variables in the Hamiltonian formulation of QCD to investigate
the low-energy properties in terms of gauge invariant degrees of freedom. The angle
variables are similar to corner variables and are the exponents of SU(n) matrices, and
the gauge fields are defined as A j(x) = igVj(x)∂ jV
†
j (x) (no summation).
Zee and Wilczek, building on work by Simon, also independently developed a
Yang-Mills structure associated with Barry’s phase and degenerate spaces (see [46,
51,53,54]). A given wave function is expanded in terms of eigenfunctions span-
ning a degenerate subspace Ψ(t) = caψa(t). One finds in the adiabatic limit that
dcb
dt = −Abaca, where Aba(t) = i〈ψb(t)| ∂ψa∂ t 〉. For a Hamiltonian H(t) that depends
on parameters λ 1, ...,λ d , when one traces out a path in the parameter space the time
derivative of cb becomes
dcb
dt = −(Aµ)baca dλ
µ
dt , where (Aµ)ba = i〈ψb|∂µψa〉. In Zee
and Wilczek’s approach, |ψa〉 plays the role of ea.
In the early 2000’s one of us (MS) and Cahill used the Narasimhan and Ramanan
theorem to visualize the geometry of simple electromagnetic fields with an SO(2)
gauge group. To gain some visual intuition they found SO(2) gauge basis vectors ea
embedded in an R3 trivial fiber for certain vector potentials [44]. For a matter vec-
tor on the gauge fiber, as represented visually in their work, a clockwise rotation in
the momentum direction corresponded to a positive charge, while a counterclockwise
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rotation corresponded to a negative charge. In addition to this they observed an in-
dication for a geometry-based explanation of charge quantization. This is similar to
the representation of charge in Kaluza-Klein. Although all free fundamental particles
have ±e charge, quarks have fractional charge. The fractional charge would follow
from a GUT gauge theory, such as that ofU(1)×SU(2)×SU(3)⊂ SU(5)⊂ SU(10).
These GUTs always enable one to absorb eA = A′. We can only absorb e into Aµ if
every field couples with the same coefficient as in most GUTs.
2.3 The Hidden-Spatial-Geometry School
The next school maps a hidden spatial geometry onto the gauge fields. The gauge
potential transforms inhomogeneously and makes unclear the physical nature of the
theory. In 1978, Goldstone and Jackiw [23] made the electric field in an SU(2) gauge
theory diagonal, which made easier separating the gauge-invariant parts of gauge
angles. They wed these ideas to a 4-space ‘spinning top’ analogy.
In 1994 Lunev [33] formulated a tetrad-based mapping from Aaj to a tetrad vari-
able. In 1995 Freedman, Haagensen, Johnson, and Latorre also introduced tetrad vari-
ables uaj as a replacement to A
a
j [19,20,28,29], where the index a denotes the color
index and j denotes the spatial index. In our work we follow the notation of Haa-
gensen and Johnson. The uaj variables serve as a mapping from the basis vectors that
span an internal color space at a space-time point to the coordinate tangent vectors
of a hidden spatial metric at that space-time point. For this approach to work, the
color-space dimension of the tetrad must be equal to the space-time dimension of a
chosen slice.
Haagensen and Johnson used an SU(2) gauge group, with structure constants
f abc = εabc for the color index and GL(3,R) for the spatial component. They worked
in the temporal gauge Aa0 = 0 so they could map the three vector potentials A
j
a to the
three dimensions of the space slice. The constraint imposed on uaj was that the color
index had to transform as a covariant vector under SU(2) and the spatial index had to
transform as GL(3,R). The condition that uaj transform as a vector leads to the gluon
‘spin’ operator constraint
ε i jk(∂ juak+ ε
abcAbju
c
k) = 0, (5)
which is similar to the spinning top analogy given in Jackiw and Goldstone. The end
result is that, for a given set of tetrads uaj , a unique vector potential A
a
j can be found;
however, the other direction is not unique. For a given Aaj several u
a
j exist. Given a set
of tetrad fields uaj , the SO(3) vector potential is given by
Aaj =
(εnmk∂mubk)(u
a
nu
b
j − 12ubnuaj)
det u
. (6)
In using the constraint of Eq. (5), a hidden spatial metric was implicitly intro-
duced. The anti-symmetric tensor in Eq. (5) implies
∂ juak+ ε
abcAbju
c
k = Γ
s
jku
a
s , (7)
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where Γ sjk is a quantity symmetric in the indices j,k. Notice that Eq.(7) is the standard
covariant derivative of a tetrad. It therefore implicitly defines the relationship between
spin-connection Aµ , the Levi-Civita-connection Γ si j , and the tetrad uak .
Standard manipulation shows that Γ si j is indeed the Christoffel symbols of the
Levi-Civita-connection for a Riemannian manifold:
Γ ijk =
1
2
gim(∂ jgmk−∂kg jm−∂mg jk), (8)
where gi j = uai u
a
j . Thus, imposing Eq. (5) implicitly introduced a covariant derivative
of a tetrad in Eq.(7), and therefore a Riemannian geometry with a tetrad u and a
metric.
The matter fields are vectors in the tangent space of the manifold,
φ = φ iti. (9)
Towards the end of the nineties Schiappa adapted these local gauge-invariant vari-
ables for supersymmetric gauge theory [41]. An independent variation of this school
was pursued by Slizovskiy and Niemi [38].
In summary, the variables uaj map basis vectors that span the internal color space
to coordinate tangent vectors of a hidden spatial metric.
2.4 A Hidden Time Dependence to Electric Fields
At first it seems odd to suggest that a static electric field has a time dependence.
If we have a single non-accelerating charge, Coulomb’s law produces a static elec-
tric field. As nothing is moving, one would not expect any time dependence. When
we introduce gauge fields, we can either choose to describe a static electric field as
the negative gradient of a static voltage or as the time derivative of A. The two de-
scriptions are related by a gauge transformation, but only one has an explicit time
dependence. Is this time dependence real or an artifact of poor choice of gauge?
The language of gauge theory has long suggested that the time dependence of an
the electric field is fundamental but often hidden. The electric field is given by the
0-i component of the field strength tensor which geometrically measures curvature
of an internal space after parallel transporting a wave function through a part spatial
and part temporal space-time loop. For this curvature to be non-zero, it seems that
something must be changing with time. The Lagrangian is typically written as the
kinetic energy minus the potential energy. In gauge theories the Lagrangian density
L = 12 (E
2 − B2) has the electric field play the role of kinetic energy. This again
suggests there may be a time-dependence to the electric field.
The explicit time dependence for electric fields in the Grassmannian school can
be seen in the work Dubois-Violette and Georgelin [15]. They expressed the field
strength Fµν in terms of the projection operators P(x)
j
k = e
j
a(x)e ak (x) formed from the
outer-product of the Grassmannian school’s basis vectors. Their expression
eka(Fµν)
a
be
b
j = (P(x)[∂µP(x),∂νP(x)])
k
j (10)
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shows that for F0i to be non-zero, then at a minimum ∂0P(x) must be non-zero. This
means if there is a non-zero electric field, then the vector-space spanned by the gauge
fiber as seen in the Grassmannian school will be time-varying.
Is this time dependence an artifact of the Grassmannian representation? What
does it look like? The explicit time-dependence is not unambiguously present in the
traditional field-strength description F0i, nor in the vector potential Aµ , nor in the
Kaluza-Klein representation, nor in the Hidden-spatial metric representation. By pro-
viding the mapping between these different geometrical representation schools in the
following sections, we hope to show that this time dependence should be taken more
seriously. In the subsequent examples, we’ll be able to visualize a few special cases
of this time-dependence in all three schools discussed in this paper.
3 Mapping the Grassmannian School onto the Kaluza-Klein School
We now wish to map the Grassmannian school of section 2.2 to the Kaluza-Klein
school of section 2.1. We begin with the Grassmannian school representation of an
SO(2) gauge theory. We then construct an explicit isometric immersion into an (4+
N)-dimensional Lorentzian space. Finally, we calculate the induced 5-dimensional
metric. This induced metric will be the Kaluza-Klein 5-dimensional metric with the
the gauge field Aµ in the µ 5 off-diagonal element of the metric
gµ5 = tµ · t5 ∝ Aµ (11)
as is required in Kaluza-Klein theory. The domain of the map is the Grassman-
nian schools representation given by ea(x) where the vector potential is given by
Eq.(4). Narasimhan and Ramanan [35,36] and the additional references in section
2.2 showed that this rectangular matrix can be found for any vector potential (Aµ)ab.
The final target or image of the map will be the 5-dimensional Kaluza-Klein metric.
The generalization to non-abelian gauge fields is straight forward.
The first step of the map is that we insert the traditional space-time manifold
and gauge fiber into an SO(1,3+N) embedding with a Lorentzian signature η =
diag(−1,1,1, . . . ,1). The explicit embedding being considered is
X =
(
t,x,y,z,Re1 cos
x5
R
+Re2 sin
x5
R
)
, (12)
where ea is the rectangular N × n-dimensional matrix from Grassmannian school
explained in section 2.2. Because we are mapping an SO(2) gauge theory to a Kaluza-
Klein metric, the index a will only run from 1 to 2. The variable x5 is the fifth Kaluza-
Klein space-time coordinate which runs from 0 to 2pi R in our notation. As is true for
the Grassmannian school, the matrix ea(x) depends only on the first four space-time
coordinates xµ . This inserts a ring in the embedding space. The tangent vectors used
in Eq. (11) are given by tA = ∂AX. For the first 4 space-time coordinates the tangent
vectors tµ are given by
tkµ = ∂µX
k = δ kµ +Θ(k−5)R
(
cos(
x5
R
)∂µek−41 + sin(
x5
R
)∂µek−42
)
, (13)
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where the discrete Heaviside functionΘ(x−a) is defined to be 1 if x≥ a and 0 when
x< a and k indexes the 4+N coordinates of the embedding space. The tangent vector
t5 is given by
tk5 = Θ(k−5)∂5
(
Rek−41 cos(
x5
R
)+Rek−42 sin(
x5
R
)
)
= Θ(k−5)
(
−ek−41 sin(
x5
R
)+ ek−42 cos(
x5
R
)
)
. (14)
The resulting five-dimensional space-time metric g˜AB for this embedding to first order
in R is gµν = tkµ t
l
νηkl = ηµν +O(R2), gµ5 = tkµ t l5ηkl = RAµ , and g55 = t
k
5t
l
5ηkl =
1 where we have used Eq. (4) from the Grassmannian school applied to SO(2) to
relate Aµ = e 2 ·∂µe1 =−e 1 ·∂µe2 and ea = e a. The dilaton field Φ(x) follows if we
allow the size of the curled up dimension to vary: R→ RΦ(x). This 5-dimensional
metric is the target of this explicit map between these previously defined geometrical
representations of gauge theory.
A few general comments. The geometry of the embedding, which reproduced the
Kaluza-Klein metric, has a compactified ring at every point in space-time on the same
plane spanned by the Grassmannian-school’s basis vectors. Visual examples will be
shown in section 5.
Although we have shown a general map to first order in R between the Kaluza-
Klein theory and the Grassmannian school, the Kaluza Klein school has a different
representation of the wave function. In the Grassmannian school there is one wave
function at a space-time point and it is a vector on the tangent space spanned by
the basis vectors ea. In the Kaluza-Klein picture we see that the wave function is a
function of each point in space-time including x5. It can vary circularly as we vary
position of the fifth coordinate. It is this feature that is responsible for the Kaluza-
Klein tower of masses m2 = (n/R)2, where n is again an integer. The other schools
lack such a mass tower.
Let us discuss the coordinate dependence and independence of the relationship
between the Kaluza-Klein and Grassmannian models. In the Kaluza-Klein school,
the value of the x5 coordinate is the same as the θ that delineates the angle on the ring
inserted in the Grassmannian school. In the immersion Eq.(12), coordinate changes
such as gauge transformations leave the surface formed by the immersion unchanged.
This does not mean that the surface in Eq.(12) is unique: there are many surfaces that
lead to the same gauge field Aµ .3 The many to one relationship does not mean that
there is a coordinate dependence to the mapping. Notice that all coordinate transfor-
mations leave the surface formed by immersion unchanged. For example, see Figs. 3
and 5 of Ref. [44]. Fig. 3 of Ref. [44] shows two different Grassmannian represen-
tations for the magnetic field of a solenoid. Both representations give the exact same
gauge field, but they are not related by a gauge transformation. Fig. 5 of Ref. [44]
shows the same magnetic field in two different gauges. You can see the surface-like
structure is unchanged by the change of gauge.
3 Some specific many-to-one mappings will be provided in section 5 in Eqs.(39) and (40).
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4 Mapping the Hidden-Spatial-Geometry School onto the Grassmannian
School
Next we show how the hidden-spatial-geometry school of section 2.3 is mapped onto
the Grassmannian school of section 2.2. The domain of the mapping is the tetrads uaj
of section 2.3. The target space will be the Grassmannian school representation.
The first step of the mapping is to use the Nash embedding theorem [37] to define
an immersion of the hidden spatial metric of section 2.2 into a larger-dimensional
Euclidean space. Nash guarantees that such an immersion exists for any metric given
the dimension N of the Euclidean space is sufficiently large. Given this guaranteed
immersion, the coordinate tangent vectors t j of dimension N× n will reproduce the
hidden-spatial-geometry metric
g jk = uaju
a
k = t j · tk. (15)
Next, we identify theN-dimensional embedding-space dimensions that Nash guar-
antees exist with the trivial N-dimensional vector bundle used by Narasimhan and
Ramanan in the Grassmannian representation. The tetrads uaj from the hidden-spatial-
metric school will map the coordinate tangent vectors t j to the orthonormal frame ea:
ea = u iati, (16)
or its dual,
e a = uai t
i. (17)
The tetrads uia may be obtained by using the Gram-Schmidt orthogonalization process
on the coordinate tangent vectors of the hidden spatial metric.
The target space of the mapping is this orthonormal frame eaj which we will show
is exactly the defining N× n rectangular matrix of the Grassmannian school repre-
sentation.
Repeating the definitions from the literature presented in section 2.3, we note
that the color-space dimension of the tetrad must be equal to the dimension of the
space-time slice under consideration. For SO(3) we need a three-dimensional slice
of space-time to identify with the three color dimensions of the SO(3) gauge fiber.
For the SO(2) representation used in section 5, we need a two-dimensional slice of
space-time to identify with the two real dimensions of SO(2).
We have proposed that Eq.(16) maps the hidden-spatial-metric school to the Grass-
mannian school. To verify this claim, we will use Eq.(16) in the Grassmannian defini-
tion of the gauge field Aµ from Eq.(4). We will check that it reproduces the defining
relation in section 2.3. We express Eq. (4) not in terms of the gauge basis vectors
but the coordinate tangent vectors ti associated with the hidden spatial metric of the
Grassmannian school via Eq. (16), then Eq. (4) becomes
(uai t
i) ·∂ j(ukbtk) =−iA aj b, (18)
uai δ
i
k∂ ju
k
b+ iA
a
j b+u
a
i u
k
bΓ
i
jk = 0. (19)
Multiplying by −ubl and using the identity ukb∂ juak+uak∂ jukb = 0 yields
∂ juak− iA aj bubl δ lk−uai Γ ijk = 0. (20)
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Now we specialize to SU(2), where the form of the generators are4
(T c)ab =−iεabc. (21)
Thus Eq. (18) leads to
∂ juak+ ε
abcAbju
c
k = u
a
i Γ
i
jk, (22)
which is Eq. (7) of the hidden-spatial-metric school, but this time derived by the
Grassmannian school’s methods. A similar relationship was independently observed
by Refs. [42,27] but without noting the generality of the relationships to the long
research records of the two schools.
As for the wave function in the Grassmannian school, it is a vector on the gauge
fiber in the internal space. In the hidden-spatial-metric school, it is a vector on the
tangent space. As the gauge fiber is the same vector space in the two schools, then
the wave functions are the same vector in these two schools. This is in contrast to the
Kaluza-Klein model, where the wave function is a scalar function of each point in the
five-dimensional space-time.
Now let us discuss the coordinate dependence and independence of the relation-
ship between the Grassmannian school and the hidden-spatial-metric school. When
formulated at MIT, there was no embedding space associated with the hidden-spatial-
metric school. Johnson, Haagensen, Schiappa, et.al. highlighted that the metric formed
by contracting over the color indicies in the tetrad gi j = uai u
b
j δab was invariant un-
der gauge transformations which only act on the internal color indices. They also
discussed the many-to-one relationship between metrics and gauge-fields. Nash’s
[37] embedding theorem guarantees that we can represent the metric that represents
the hidden-spatial-metric school as an isometric immersion into a trivial embedding
space. We observe that in the Grassmannian school, the tangent plane to the coor-
dinates of a space-time point of the hidden-spatial metric, as viewed by the embed-
ding, provide the element of the Grassmannian that corresponds to that space-time
point. Coordinate changes on the space-time slice do not change the surface. Gauge-
transformations do not change the metric nor the element of the Grassmannian that
represents that point. There are no special coordinates that enable the relationship
between Eq.(7), which was derived from symmetry principles without an embedding
space, and Eq.(22), which was derived from a surface immersed in the embedding
space guaranteed by Nash. The mapping is general and does not depend on special
coordinates.
5 Examples in Electromagnetism
We now apply the geometric representations from the different schools to an abelian
U(1) gauge theory, namely ordinary electromagnetism. We work with SO(2) (which
is isomorphic toU(1)) so that everything is real. In SO(2), there is only one generator;
the gauge potential is
A aj b = T
a
bA j, (23)
4 The distinction between lower and upper indices are dropped in the epsilon term for convenience (see
Weinberg [50], chapter 15 appendix A).
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where T ab =−iεab.
Each electromagnetic field configuration has at least one (sometimes many) ge-
ometric representations in each school. In order to demonstrate the hidden spatial
geometry, we need to select a space-time slice of equal dimension to the dimension
of the gauge fiber. For SO(2) we will need to select two-dimensional slices. We will
analyze two-dimensional slices of space-time denoted by xµ(σ ,τ) and show each
school’s representation in this slice. We use the pullback to map the four-dimensional
field-strength tensor Fµν and vector potential Aµ onto the 2-D slice of space-time
using
Fi j =
∂xµ
∂xi
∂xν
∂x j
Fµν , A j =
∂xµ
∂x j
Aµ . (24)
The SO(2) analog of Eq. (22) is
∂ juak+ ε
abA jubk−uai Γ ijk = 0. (25)
Solving this for A j gives
A j =
−1
2
εac gklucl (∂ ju
a
k−Γ ijkuai ). (26)
The Grassmannian and Kaluza-Klein school’s equations are unaltered in special-
izing to SO(2) examples.
We now proceed to illustrate the above connections for three elementary electro-
magnetic field configurations: a y-polarized plane wave, an electrically charged ring,
and a spherical charge. These examples were chosen for their familiarity and because
their hidden spatial metrics correspond to a sphere, a paraboloid, and a funnel-shaped
object respectively.
5.1 The Y -Polarized Plane Wave
Consider the four-potential for a y-polarized plane wave traveling in the x-direction
Ay = A0 cos(k(x− t)), (27)
where A0 =
E0
k =
B0
k . We take a yt slice of space-time. This is parameterized by
t(σ ,τ) = τ,x(σ ,τ) = x0,y(σ ,τ) = σ , and z(σ ,τ) = z0, where x0 and z0 are fixed
coordinates.
Using the pullback the SO(2) vector potential for the plane wave is
Aσ = A0 cos(k(x0− τ)). (28)
The question now is: What two-dimensional shape from the hidden-spatial-metric
school has this specific vector potential? Using trial and error, we considered shapes
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until we found the ones whose tangent vectors led to Eq. (28). The plane wave follows
from a sphere parametrized as 5
X =
ρ sin(k(x0− τ))cos(A0σ)ρ sin(k(x0− τ))sin(A0σ)
ρ cos(k(x0− τ))
 , (29)
where σ = y and τ = t, and ρ is a positive real value on which Ai and Fi j do not
depend.
Fig. 4a shows the domain of the variables σ and τ , which parameterize the yt slice
of space-time. This shape in Fig. 4a helps map space-time points to the corresponding
locations in the other figures. There are two lines, one in the direction of increasing
σ on the outer ring and one in the direction of increasing τ on the inner ring. Fig. 4b
shows the diagram as it appears parameterized on the surface of the hidden spatial
geometry where we let ρ = 1 m, k= 1 m−1, and A0 = 1 m−1. This corresponds to an
average intensity beam of about 5× 10−17 Watt/m2. Here we see that increasing σ
corresponds to a line of longitude on the sphere, whereas increasing τ corresponds to
a line of latitude.
Let us verify that the embedding from Eq. (29) produces Eq. (28). The coordinate
tangent vectors, tσ and tτ , are found by differentiating Eq. (29) by the respective
coordinates tτ = ∂τX and tσ = ∂σX. The hidden-spatial-metric gi j is found by taking
the dot products between each of the tangent vectors gi j = ti · t j. The resulting line
element is
ds2 = k2ρ2dσ2+A20ρ
2 sin2(k(x0− τ))dτ2. (30)
This is the metric of the surface shown in Fig. 4b. Notice that each space-time
points (σ ,τ) correspond to points on the shape in Fig. 4b. The shape as parameter-
ized is not the curvature of space-time, but a surface whose curvature represents the
electric and magnetic fields of a plane wave. If we were to perform a change of co-
ordinates on (σ ,τ)→ (σ ′,τ ′) neither the shape nor the electric and magnetic fields
would change. This is because a point on surface of Fig. 4b maps to a point on space-
time. Coordinate re-parameterizations leave this mapping unchanged. If instead one
were to map the points on the surface to different space-time points, then the resulting
electric and magnetic fields would be potentially very different.
Next we find the Grassmannian school representation. The lack of off-diagonal
terms in the line-element of Eq.(30) means that the tangent vectors are orthogonal
(such is generally not the case for coordinate tangent vectors, the sphere is kind
enough to permit this simplicity). The gauge basis vectors ea on the gauge fibers
are orthogonal and normalized. While tσ and tτ are orthogonal, they are not normal-
ized. The tetrads u ja, which map t j to ea, are uσ1 =
1
|tσ | =
1
kρ , u
σ
2 = 0, u
τ
1 = 0, and
uτ2 =
1
|tτ | =
1
A0ρ sin(kτ)
.
Normalizing the tangent vectors gives the Grassmannian’s basis vectors
e1 =
−sin(A0σ)cos(A0σ)
0
 , e2 =
−cos(k(x0− τ))cos(A0σ)−cos(k(x0− τ))sin(A0σ)
sin(k(x0− τ))
 . (31)
5 We have reused the variable name X to parametrize each immersion. This is not not same immersion
as Eq.(12) nor the same as in the other examples.
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(a)
(b)
(c)
(d)
Fig. 4 The geometry of a y-polarized plane wave for a yt slice, with k = A0 = 1 m−1,ρ = 1 m. (a):
Reference pattern which will be shown parameterized on the geometries of the three schools. (b): A hidden-
spatial-geometry representation of the y-polarized plane wave, yt slice. (c): A Grassmannian representation
of the y-polarized plane wave, yt slice. (d): A hidden-spatial-geometry representation with the disks of the
Grassmannian representation mapped to their corresponding location of the shape.
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Now we map the Grassmannian representation back to the gauge field represen-
tation. The only nonzero value of A j is
(Aσ )ab = ie
a ·∂σeb =−iA0 cos(k(x0− τ))εab (32)
which shows that this parameterization of the sphere leads to the geometry of the
yt slice of the y-linearly-polarized plane wave. Likewise if we calculate A j from the
hidden-spatial-geometry school via the tetrads uaj and Eq.(26), we also find the plane
wave.
Eq.(31) is visually displayed in Fig. 4c. We can see that each space-time point
(σ ,τ) has the same tangent plane as the corresponding space-time point in Fig. 4b.
As we move toward smaller σ on Fig. 4c, we see the tangent planes approaching a
common plane which maps to the north pole of Fig. 4b. These vectors e1 and e2 are
visualized in Fig. 4c as the red basis vectors which span the disks. The figure is to be
interpreted as in Fig. 3, but without the bubbles. The reference pattern from Fig. 4a is
again shown to help visualize the directions of σ and τ in both spaces. A rotation of
the red basis vectors on the disks corresponds to a gauge transformation.
Next Fig. 4d shows the disks from the Grassmannian-school representation rear-
ranged into the shape associated with the hidden-spatial-metric school. The reference
pattern is removed, but one can see the tangent plane associated with each space-time
point mapped across all three Figs. 4 b, c, and d.
From the Kaluza-Klein picture, we have at each point in space-time a curled up
fifth dimension. This is represented by a ring in the Grassmannian’s space on the
same tangent plane. The ring’s embedding is parameterized by x5 as
r(x5) = Re1 cos(
x5
R
)+Re2 sin(
x5
R
), (33)
where r is a three-dimensional vector in a trivial Grassmannian’s embedding space
over space-time. Fig. 5 shows the representation of the Kaluza-Klein school, where
the rings are shown at several space-time points for our given slice. We have changed
the scale of R to better see the ring. Thus, Figs. 4b, 4c, and 5 are the three school’s
geometrical representations of the plane wave; all share a common set of tangent
planes as represented in the embedding.
A shape by-itself does not represent an electric or magnetic field configuration.
The points on the shape must be mapped to space-time points. If we change the space-
time point to which a point on the shape maps, then it manifests as a different gauge
field. For example if we map a shape to an xy slice of space, it will manifest as a z-
directed magnetic field. If we map a shape to an xt slice of space-time it will manifest
as an x-directed electric field.
As an example consider the Aµ of Eq. (27). Now we want to understand the mag-
netic field. We consider the xy slice of space-time: t(σ ,τ) = t0,x(σ ,τ) = σ ,y(σ ,τ) =
τ, and z(σ ,τ) = z0 where t0 and z0 are fixed values. The pullback of the vector po-
tential on the xy slice is
Aσ =
B0
k
cos(k(σ − t0)). (34)
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Fig. 5 A Kaluza-Klein representation of the y-polarized plane wave from a yt space-time slice.
The shape corresponding to this slice is also a sphere 5:
X =
ρ sin(k(σ − t0))cos(A0τ)ρ sin(k(σ − t0))sin(A0τ)
ρ cos(k(σ − t0))
 . (35)
To the best of our understanding, the similarity to Eq. (29) is not general.
5.2 The Electrically Charged Ring
Next consider the electric field due to a ring of charge −Q and radius b centered at
the origin on the xy plane:
Ez =
−Qz
4pi(b2+ z2)
3
2
. (36)
The associated vector potential pulled-back onto a zt slice (z= σ , t = τ , x= 0, y= 0)
is given by
Aτ =
Q
4pi
1√
b2+σ2
. (37)
We found the hidden-spatial-geometry shape to be a paraboloid parametrized as 5:
X =
 σ2b cos( Q4pibτ)σ
2b sin(
Q
4pibτ)
( σ2b )
2
 . (38)
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(a)
(b)
(c)
Fig. 6 The geometry of an electrically charged ring, along the z axis only, for Q = 2pi and b = 12 m. In
SI units this is a charge of 1.24 µC. (a): A Grassmannian representation showing the R2 subspaces along
points of space-time. (b): A Kaluza-Klein representation showing the gauge subspaces at each space-time
point for an electrically charged ring. (c): A hidden-spatial-geometry representation of the electrically
charged ring.
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After calculating the tangent vectors t j and the tetrads uaj that create the basis vectors
ea, we calculate the associated vector potential Aτ to verify that it gives the same
z-directed electric field of the negatively charged ring.
Fig. 6a shows the charged ring from the Grassmannian school with the choice of
b= 12 m and Q= 2pi . The associated electric-field pictured corresponds to a 1.24 µC
ring when converted to SI units. Fig. 6b shows the gauge subspace from the Kaluza-
Klein school, and Fig. 6c shows the hidden-spatial-metric picture.
Now let us carefully study these figures. The electric field in Eq.(36) is constant in
time. The corresponding gauge field (voltage) shown in Eq.(37) is also independent
of time. If we had chosen a different gauge, e.g. the temporal gauge with A0 = 0,
then there would be a linear time dependence. Is this time-independence a gauge
artifact then, or is it part of the actual physics about our charged ring? By using Fig. 6
which shows a gauge-invariant representation of the electric field, we can uncover
the underling gauge-invariant time dependence common to all three representations.
In Fig. 6a one sees the tangent planes repeating a pattern as the coordinate cτ
advances. Notice that this time dependency cannot be eliminated by a gauge transfor-
mation or clever coordinate choice. This corresponds to the periodicity of the cosine
function with respect to τ in Eq.(38). The embedding space is a fixed reference which
enables one to see the gauge-invariant phenomena.
From the Kaluza-Klein picture in Fig. 6b, we also see a repetition in the disk
arrangements in the τ direction. This again follows from to the periodicity of the
cosine function with respect to τ in Eq.(38). Notice that at the metric-level, the terms
which represent the gauge field g5t ∝ RA0 do not depend on the time coordinate τ .
When we view the Kaluza-Klein surface from an embedding, we can see that the
off-diagonal terms follow from the time dependency of the orientation of the ring
parametrized by x5 as viewed from the embedding.
In the hidden-spatial-geometry school shown in Fig. 6c, we see that time de-
pendence corresponds to an oscillation around a paraboloid shape. The direction of
increasing σ is along the vertical dimension of the paraboloid. As σ increases the
shape becomes flatter which corresponds to distances farther from the ring (with a
weaker electric field along the axis). The τ direction is along the circular dimension
of the paraboloid. Our position on the paraboloid changes with time showing the
hidden-time dependence from another vantage.
Note that the charged ring has an explicit time dependence in all three gauge-
invariant geometric representations, as shown by t = τ in Eq. (38). The time de-
pendence disappears when we project to the scalar potential and the electric field.
Although the charged ring gives a static electric field, the geometrical representations
makes clear there is a hidden gauge-invariant time dependence.
5.3 The Spherically Charged Shell
For a bounded scalar potential At = Φ(x) of a static electric field, a funnel-shaped
surface can be found for a given two-dimensional slice of space-time. In this case,
Aµ =
(
Φ , 0, 0, 0
)
, and Aτ = ∂ t∂τAt is a function of σ only. The first derivative of A0
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(a)
(b)
(c)
Fig. 7 The geometry of a spherical charge for q = 4pi and ω = 1nm−1. (a): A Grassmannian school
representation of the charged sphere. (b): A hidden-spatial-geometry representation of the charged sphere.
(c): A Kaluza Klein representation which shows rings at each space-time point for a spherical charge.
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must be strictly negative, and 0 < Aτ ≤ ω . If we use the shape 5
X =

Aτ (σ)
ω sin(ω τ)
Aτ (σ)
ω cos(ω τ)√
1− (Aτ (σ)ω )2+ ln(
Aτ (σ)
ω
1+
√
1−( Aτ (σ)ω )2
)
 (39)
with a t(τ) = τ,xi = xi(σ) slice of space. The variable ω represents a continuous
class of geometries which give rise to a single Aτ . Notice that ω must be nonzero and
larger than the maximum value of Aµ in the given domain.
Consider a spherical shell of charge q with radius smaller than q/4piω , and let
x(σ) = σ ,y= 0,z= 0. The only nonzero component of the field tensor, when looking
strictly along the x-axis, is Ftx = Ex =
q
4pix2 . The pullback gives Fστ =
q
4piσ2 and Aτ =q
4piσ . Using Eq. (39), we find that the surface that is associated with the charged
sphere, looking along the x-axis, is 5
X =

q
4ωpiσ sin(ω τ)q
4ωpiσ cos(ω τ)√
1− ( q4ωpiσ )2+ ln(
q
4ωpiσ
1+
√
1−( q4ωpiσ )2
)
 . (40)
Letting q= 4pi and ω = 1nm−1, Fig. 7a shows the spherical charge from the Grass-
mannian school, Fig. 7 b is the hidden-spatial-metric picture, and Fig. 7c shows it
from the Kaluza-Klein picture. In SI units this corresponds to the field of a 2.2×
10−17 C charge where σ > 1 nm. From the reference Fig. 7a, we see that increasing
σ is down toward the tip of the funnel and increasing τ is on the circular dimension.
This makes geometrical sense, as σ increases, we move towards the narrow throat
of the funnel, and the shape gets more cylinder-like. Given that we have potential
Aτ =
q
4piσ , as we move farther from the sphere, the weaker the field becomes, leading
to a less curved surface.
Finally, note that the value of ω [> max(Aτ)] is arbitrary in this case. The time
dependence of ω , which is clearly present in all three gauge-invariant geometrical
representations, vanishes in the scalar potential and electric field. Again, the geomet-
ric relationships make it clear that there is a hidden gauge-invariant time dependence
in the electric field of the charged sphere.
Let us study Fig. 7 more carefully. We are again showing a time-independent elec-
tric field, but we see time dependence when we dig down to the surfaces that underlie
the 1-form connection. The figures show a cutout in time. If we had continued the
figures towards larger τ , you would again see a periodic pattern for all three schools.
In the Grassmannian representation shown in Fig. 7a, let us look at σ = 0.004 as
we vary τ . If we continued τ towards larger values, we would see the disks com-
plete a complete cycle and repeat. A change of gauge will change the choice of red
basis vectors that span the disks, but the disks (the actual element of the Grassman-
nian) remains unchanged. Fig. 7b shows the hidden-spatial-geometry where we see
the cutout of a funnel shape explicitly. The sinωτ and cosωτ in Eq.(40) show that
if we continued to plot points of larger τ , we would fill out the funnel and begin
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to repeat. Fig. 7c show the rings that live on the same tangent plane as the Grass-
mannian school. All three figures show a surface-like geometrical representation that
gives rise to the 1-form connection. All three figures use the embedding space so that
the geometrical objects (shape and disks) are independent of the gauge choice. In all
three representations, we can see the time dependence that is absent (or ambiguous)
in the 1-form connection. This does not mean that the figures here are unique. The
freedom to choose ω is an example of the many-to-one map that is associated with
this phenomena.
6 Discussion and Conclusion
The field of gauge theory geometry is vast. Fig. 1 shows the curvature 2-form electric
and magnetic fields as the layer with which most physicists are familiar. By digging
down to find the connection 1-form that gives rise to the curvature, physicists discov-
ered the Aharonov-Bohm effect. We wish to dig one layer deeper. We have grouped
into three schools the past efforts to find a surface-like layer that would give rise to the
connection 1-form. Our paper shows the dotted-red line connections between these
past efforts.
We have shown how these three representations of gauge theory that isolate gauge-
invariant surface-like structures are related geometrically without appealing to their
common gauge-field image space. For the Kaluza-Klein school every point in space-
time has a bundled-up fifth dimension. With an immersion given by Eq.(12) that in-
serts a ring on the Grassmannian school’s tangent-planes, we can recover the Kaluza-
Klein metric and visualize this 5th dimension. The Grassmannian school uses vector
bundles to describe gauge fields. We can visualize the subspace represented by these
disks at each point in space-time using an embedding space inside at each space-time
point. Finally, by combining the embedding with a shape unearthed in the hidden-
spatial-metric school, we can associate a spatial geometry with a gauge field config-
uration.
The similarities are deep. All three schools share a common gauge-invariant tan-
gent plane. The wave function and projection operator are invariants of the gauge
transformations. This is because gauge transformations correspond to a rotation of the
basis vectors that leave the tangent-plane unchanged. This tangent-plane is the same
plane in both the Grassmannian and hidden-spatial-metric schools. Gauge transfor-
mations in Kaluza-Klein theory change the 0 point of the x5 coordinate on the ring
defined in Eq.(12). The tetrads in the hidden-spatial metric school change the coor-
dinate basis vectors of the hidden spatial geometry to orthonormal basis vectors on
the gauge fiber. The Kaluza-Klein ring lies along the gauge fiber. There are also sim-
ilarities related to charge: in the Grassmannian and hidden-spatial-metric schools a
positive or negative charge corresponds to a clockwise or counterclockwise rotation
of a matter field vector on the gauge fiber, and in the Kaluza-Klein school a posi-
tive or negative charge corresponds to opposite movement along the ring (which lies
along the gauge fiber). The opposite charge corresponds to reverse rotation in all three
schools.
Unifying Geometrical Representations of Gauge Theory 25
Each of the three schools considered in this paper uses a gauge-invariant surface-
like geometrical structure to induce the gauge field. Normally we must work very
hard to isolate what is gauge-invariant. For example, Killing-vector methods identify
symmetries that can help reveal gauge-invariant physical results like conservation
laws. We in contrast are digging down to reach the gauge-invariant surfaces which
induce the gauge-dependent gauge field. No Killing-vector-like approach is needed.
In each of the three schools, one might have thought the resulting metric or Grass-
mannian representation was a special mathematical trick, and didn’t say something
very profound. However we have shown how the surface-like structures underlying
each school are related to each other. This suggests that perhaps results regarding
this surface-like foundation have some meaning. As of now, they are just representa-
tions so no new physics should be present. However, our new understanding of the
mappings between the representations may help us “better guess” new physical laws
[18].
In section 2.4 we showed how previously published work indicated a time depen-
dence for electric fields when represented in the Grassmannian school. The mappings
we provide between the three schools show that this gauge-invariant time depen-
dence exists for all three schools. This agreement suggests the hidden time depen-
dence should be taken more seriously and may be a new feature at the foundation of
physics.
In section 5, we showed examples of what this time dependence ‘looks’ like in
static electric fields. In the charged ring and the charged sphere, we show that even
static electric fields have a hidden, gauge-invariant time dependence in the surface-
like structures underling the gauge-field. In both cases, it is a time-harmonic repeat-
ing wobble in the underlying surface. Is this time dependence physical or an artifact
of the geometric representation? The surface-like structure is common to all three
schools. The surface-like structure does not change with a gauge transformation.
The time-dependence in the surface-like structures are therefore not an artifact of
the parametrization or the coordinate system choice.
If we take the generalized time-dependent gauge-invariant features here seriously,
there are several questions to pursue in future research. What is the underlying surface
that is moving in the case of gauge theories. What is the time-dependent source of
the electric field’s time dependence? The wave function has a time dependent phase.
It would causally make sense if the wave function’s time dependence was the source
for the electric field’s time dependence, but these two time dependencies are cur-
rently uncorrelated. We suspect that resolving this tension will force a deeper form
of Guass’s Law. Are there any new observable consequences to this deeper Gauss’s
Law? A deeper form of Gauss’s law may also help address the mysteries of the mass
gap in Yang-Mills theory.
Another area of development lies within the study of instanton and other less-
well-known semi-classical solutions. Many of the papers previously published in
each school were geared towards identifying and studying instanton solutions. By
using the mappings we identify, checking and categorizing instanton solutions may
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become easier, and it would be another tool for finding other semi-classical solutions
that would need to be included in the path integral quantization.6
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A Appendix: Variable definitions reference
ea or e
j
a The basis vector for the Grassmannian school. The a coordinate is an
internal ‘color’ index. If there is a Latin index like j, it refers to the
embedding space. Forms a rectangular matrix.
tµ or t
j
µ Coordinate tangent vector for the coordinate xµ . Used in defining a met-
ric. If there is a Latin index like j, it refers to the embedding-space
dimension. Forms a rectangular matrix.
uaj The tetrad of the hidden-spatial-geometry school. Notice the a index
specifies the ‘frame’ in color space and j is a ‘frame’ in a slice of space-
time. This maps the color index a to the space-time coordinate tangent
vector j of a spatial metric which represents the gauge field and corre-
sponding electric and magnetic fields. Must be a square matrix.
X or X j Is the generic vector used to denote an explicit isometric embedding
which will be used to induce a metric. The Latin index j refers to the
embedding space.
φa Coefficients of the basis element ea which specify a vector in color-
space. φa changes with a gauge transformation but the vector φ =
φaea = φ ′be′b is gauge invariant.
a,b,c Lower-case Latin letters near the beginning of the alphabet will be
gauge-theory color indices
µ,ν , ... Greek letters will be space-time coordinates
A,B, ... Upper-case Latin letters will be used for Kaluza-Klein metric indices.
Kaluza-Klein index values 0 through 3 are the usual space-time coordi-
nates t,x,y,z and the index value 5 is the fifth dimension coordinate x5,
which is used to parameterize the tiny compact dimension.
i, j, ... Variables corresponding to subspaces of space-time and the embedding
dimensions, where context will keep them distinct.
