Abstract. One designs an internal stabilizing feedback controller, for the Navier-Stokes equations, which steers, in finite time, the initial value Xo in Xe + Xs, where Xe is any equilibrium solution and Xs is a finite codimensional space, consisting of stable modes.
1. Introduction. We consider here the stabilization of equilibrium solution X e to Navier-Stokes equation 
is well-posed, and its solution X = X(t, x) satisfies, for some γ > 0, the estimate
, ∀t ≥ 0, for all X o in a neighbourhood of the steady-state solution X e .
The boundary stabilization problem for (1) consists to find a feedback controller u = G(X) such that, the corresponding solution X to the system 
exists and is exponentially convergent, for t → ∞, to X e , for all X o in a neighbourhood of X e .
The stabilization problems, presented above, were extensively studied in the last 6-7 years, and we refer to the works [2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 15, 16] , as well as to the recent book [8] , for significant results in this direction. In a few words, the main results, established in these works, amounts to saying that, independently of ν, the stabilization problem has a solution for a feedback controller of finite dimensional structure, that is u = N j=1 F j (X)Ψ j (the boundary controllability problem is somewhat more delicate and such a result still remains true, unless special assumptions).
Our purpose here is to design, for equation (3), a stabilizing feedback controller of the form
which steers X o into X s + X e in a finite time T , where X s is a finite codimension space, consisting of stable modes (see the definition in (8) below). For the linear Stokes-Oseen equations, the codimension can be chosen arbitrarly large (see Theorem 3.1 below). It should be mentioned that the result of this paper is connected with the one in [17] , where it is obtained the exact controllability in projections for the Navier-Stokes equations. However, it is not an overlap and the technique, used here, is completely different. With respect to [17] , here we impose less conditions on the domain O; moreover, here we obtain the exact controllability only in the projection P N , into the unstable space X u (see the definition in (8) below).
2. Notations and preliminaries. We denote by H the space
where n denotes the vector of the external normal of the boundary ∂O. Next, we denote by P :
We set
and
Then, setting Y := P (X − X e ), we may rewrite (3) as
since applying the Leray projector to the controlled Navier-Stokes equation (3) , reduces the pressure. It is convenient to extend (5) to the complex space as follows:H := H + iH and
In what follows, for simplicity, we shall write H, A, B when refering to the extensions H,Ã,B, respectively. The operator −A has compact resolvent in H, and, therefore, A has a countable set of eigenvalues λ j with property that, given γ ≥ 0, there is a finite number of eigenvalues {λ j } N j=1 such that λ j ≤ γ, for j = 1, ..., N . Each eigenvalue λ j has a finite algebraic multiplicity m j , and we repeat each λ j according to its multiplicity. We denote by
for the linear space generated by the eigenfunctions (possible generalized) {φ j } N j=1
of A corresponding to the eigenvalues {λ j } N j=1 , and the linear space generated by the eigenfunctions {φ j } ∞ j=N +1 of A corresponding to the eigenvalues {λ j } ∞ j=N +1 , respectively. We have H = X u ⊕X s as algebraic sum. Next, we set P N the algebraic projection and its adjoint P * N , defined by , respectively). We set
for the restrictions of A to X u and X s , respectively. This projection commutes with A. We then have that the spectra of A on X u and X s coincide with {λ j } N j=1
and {λ j } ∞ j=N +1 , respectively (for more details about the projection P N see [8] This means that the geometric multiplicity of all λ j , j = 1, ..., N coincides with the algebraic multiplicity, and so, for all j = 1, ..., N , we have
If denote by φ * j , the eigenfunctions of the dual operator A * of A, we have
An immediate consequence of the assumption (A 1 ) is that the system φ j , φ * j N j=1
can be chosen biorthonormal, that is
(< ·, · > denotes the scalar product in H, and · the corresponding norm in H) We notice that the property (A 1 ), or more generally that λ j are simple eigenvalues, is generic with respect to X e (for more details see [9, 8] ).
The plan of the paper is the follwing: in Section 3, we design a stabilizing feedback controller for the linearized Oseen-Stokes system
and in Section 4, we show that this feedback controller is stabilizing (locally) for the Navier-Stokes system (7). Finally, in Section 5, we design a real stabilizing feedback controller for the linearized Oseen-Stokes system and the nonlinear system (3).
3. Stabilization of Oseen-Stokes system. Here we take γ ≥ 0 arbitrary but fixed, and choose N such that λ j ≤ γ for j = 1, ..., N and λ j > γ for j = N + 1, N + 2, .... We consider the nonlinear feedback controller
where sign is the multivalued function on C, defined by
and Φ j ∈ H are defined by
, and existence of the inverse Λ −1 follows by the unique continuation property of eigenfunctions φ * j to the adjoint Oseen-Stokes operator A * . More precisely, we have that (see
clearly, implies that Λ is nonsingular. Theorem 3.1 below amounts to saying that for η sufficiently large, the feedback controller (14) is exponentially stabilizing, with exponent −γ, in system (13), and it steers Y o into X s in a finite time T > 0.
where m = 1 O0 , and let T > 0 be arbitrary but fixed. Then, for η such that
we have
for some C > 0. If for some j ∈ {1, ..., N }, we have λ j = 0 then, in (18) we take λj e λ j T −1 to be 1 T . Remark 1. In Theorem 3.1, N can be taken arbitrarly large. In fact, for each N there is γ such that max 1≤j≤N λ j ≤ γ, and for η satisfying (18), then (19) and (20) hold. Roughly speaking, this means that for each N there is a controller of the form (14) , which steers Y o into X s .
Proof. We apply the projector P N on the system (17) , and obtain that
where 
for all j = 1, ..., N. Here we have used the relations (11), (12) and (16) .
It should be said that the multivalued ordinal differential system (22) is well posed because the multivalued function z −→ sign(z) is maximal monotone on C. Hence, there is a unique absolutely continuous solution {Y j } N j=1 to the system (22). Moreover, if take account of the relation
we have by (22) that
and therefore,
It is easy to see that, since η satisfies (18), we have
which, together with (23), implies immediately relation (19). Next, we apply to the system (17) the projector I − P N , and get that
where Y s := (I − P N )Y . If take account of the relation (10), we have that
This, together with relation (19), implies (20), as desired.
Remark 2. As mentioned, the results obtained above hold true in the case when the eigenvalues are not necessarily semi-simple, as well. Indeed, let us assume, for example, that the matrix Aφ i , φ * j N i,j=1 has the form
Thus, in this case, (22) has the next form
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The same as in the proof of the Theorem 3.1, one can obtain that e λj t |Y j (t)| − |Y j (0)| + η λ j (e λj t − 1) = 0, t ≥ 0, j = 1 and j = 3, 4, ..., N.
It follows, in particular, that
We multiply the second equation of (26) byȲ 2 and take the real part of the resut, to obtain that 1 2
This yields
Using realtions (27), (28) and (29), it is easy to see that
Now, let us treat another case. Let us assume that
We get immediately that
We sum the first two equations of (31), to see that
It is easy to see that if
we obtain, via (31) and (32),
as wanted. We conclude that, in the case when the unstable eigenvalues are not necessarily semi-simple, one can choose η > 0 in an appropiate way, sufficiently large, in order to obtain the same results as in Theorem 3.1.
4.
Stabilization of the Navier-Stokes equations (7) . In what follows, we shall consider γ to be 0, and so, N is such that X s is generated by the eigenfunctions corresponding to the stable eigenvalues, i.e., λ j > 0, j = N + 1, N + 2, .... Hence, in this case, λ j ≤ 0, for j = 1, ..., N . We denote by β := min { λ j , j = N + 1, ...} . Thus, in this case we have the next estimate for the operator A s e −Ast
The main result of this paper is the next theorem which amounts to saying that the feedback controller (14) exponentially stabilizes the nonlinear system (7) and, the same as for the linear equation, it steers Y o into X s in finite time T > 0.
is well posed on W with unique solution
if η is such that
Moreover, these solutions satisfy
for some C > 0. Here k is given by relation (42) below, and
If for some j ∈ {1, ..., N }, we have λ j = 0 then, in (35) we take λj e λ j T −1 to be 1 T . Proof. For any r ≤ 1, let us introduce the ball of radius r, centered at the origin, of the space L 2 (0, ∞; Z):
For any Z ∈ S(0, r), let us consider the system
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The idea of the proof is as follows: we show that for any Z ∈ S(0, r), problem (38) has a unique solution Y Z ∈ S(0, r), for T, ρ and r sufficiently small. Moreover, we show that P N Y Z (t) = 0, ∀t ≥ T . Next, we denote by Γ the operator which associates Z to the solution Y Z . Then, we get that Γ : S(0, r) → S(0, r) is a contraction on S(0, r), for T, r sufficiently small. It follows that there exists a unique solution Y ∈ S(0, r) for (34). Next, we show that Y ∈ C([0, ∞); W) and Y (t) ∈ B(0, b) := {f ∈ W : f W ≤ b} , t ≥ T , for some b > 0, which implies the exponential decay (37) claimed, as we shall see.
In the proof, we shall use the same strategy as in the works [5] and [8] . More precisely, using the same ideas as in [5] 
for some c > 0. Next, we denote by (N Z)(t) := 
Using these and the estimate (40), one can show, as in
Step(c) of the proof of [5, Proposition 5.6 ], that we have the next estimate for the operator N , defined by (41),
Finally, we denote by
Following the same ideas as in [5, Proposition 5.2] , one can get that
Having these key results, we can proceed with the proof. To prove that there exists a solution to the equation (38), one can argue as in the proof of the Theorem 3.1, using the fact that the function sign is maximal monotone on C. Next, we show that this solution remains in S(0, r), for r sufficiently small, and it satisfies (36) and (37). We apply the projector P N to (38), and get that 1 2
for all j = 1, ..., N , where
Y j φ j . Next, using the Schwarz inequality, we
This, together with (47), yields
for all j = 1, ..., N . Multiplying (48) by e λj τ and integrating over (0, t), we obtain that
for all j = 1, ..., N. Now, using estimate (42), we get that
since Z ∈ S(0, r). Hence, (50)- (51) and (47) yield
for all j = 1, ..., N . It is easy to see that, if η satisfies relation (35), we get that |Y j (t)| = 0, ∀t ≥ T , for all j = 1, ..., N . Moreover, we get also from (52) that
We choose T > 0 sufficiently small such that
where α = 
(for more details see [18] ). Thus, one can obtain, via (53), (55) and (54), that
Now, applying the projector I − P N to (38), we get that
where Y s = (I − P N )Y . Using the variation of constant formula, we have that
It is easy to see that, via (58), (41) and (45), we have the equality
Thus, from (46), we obtain that
Taking ρ and r sufficiently small such that
we get from (59) that
Finally, we conclude that, if T , ρ and r are small enough such that they satisfy relations (54) and (60), we have
if take account of the relations (56)- (59) and (61). This means that the solution Y remains in the ball S(0, r). Hence, if we denote by Γ the operator which associates Z to the corresponding solution Y to the system (38), we have that Γ maps the ball S(0, r) into itself. Thus, in order to complete the proof, it is enough to show that Γ is a contraction on S(0, r). To this end we have: let Z 1 , Z 2 be two functions in S(0, r), and Y 1 , Y 2 ∈ S(0, r) the corresponding solutions to the system (38). Hence,
Applying, as before, the projector P N to (63) and (64), and decomposing
VIOREL BARBU AND IONUŢ MUNTEANU
for all j = 1, ..., N . Subtracting (65) and (66), we obtain
for all j = 1, ..., N . Taking into account that sign is a maximal operator, we get from (67) multiplied byȲ 1j −Ȳ 2j , that
for all j = 1, ..., N . Hence,
for all j = 1, ..., N, by using (43). Hence,
for all j = 1, ..., N .
In the same manner as in relation (56) we obtain, via relation (70), that
To obtain estimates for (I − P N )(Y 1 − Y 2 ), we apply the projector (I − P N ) to (63) and (64), use the variation of constant formula as above, and get that
Using (44), we obtain that
Now, (71) and (73) together yield
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Thus, if we take T and r sufficiently small, such that
we get that
with µ < 1. Hence, Γ is a contraction on S(0, r), as wanted. We conclude that: if T, r, ρ are small enough such that they satisfy relations (54),(60) and (75) 
where b := Cρ + Ckr 2 . It follows via (76) that 
from which, using the classical strategy for nonlinear autonomous systems [1, p. 178], we get as in [5, Proposition 5.9] , the exponential decay (37) claimed.
5. The design of a real stabilizing feedback controller. In applications, it is convenient to design a real stabilizing controller of the form (14) . To this, we consider again γ ≥ 0 to be arbitrary but fixed. We set
(we assume, for simplicity, that all λ j , 1 ≤ j ≤ N, are complex and so, N is even). We setX
, and denote byP N : H →X u , the algebraic projection onX u . Here and in the sequel, H denotes the real space defined in (6) . We set alsoX s = (I − P N )H, and
We have, of course,Â u = A u andÂ s = A s . Moreover, we can orthogonalize {ψ j } N j=1 , via the Schmidt procedure, and get therefore ψ j , ψ i = δ ij , i, j = 1, ..., N.
Now, we consider the feedback controller
where
(We can choose α jk in this way because the system
Then, substituting u into the linearized Stokes-Oseen system, we have
Arguing as in the proof of Theorem 3.1, and take account of the fact that 
Proof. For simplicity, let us assume that N = 4. The other cases can be treated similarly. We haveÃ (φ 1 ) =Ã(ψ 1 + iψ 2 ) = Aψ 1 + iAψ 2 .
On the other hand, we havẽ A(φ 1 ) = λ 1 φ 1 = λ 1 (ψ 1 + iψ 2 ).
Hence, Aψ 1 = λ 1 ψ 1 − λ 1 ψ 2 and Aψ 2 = λ 1 ψ 2 + λ 1 ψ 1 .
In the same manner, we get also that Aψ 3 = λ 2 ψ 3 − λ 2 ψ 4 and Aψ 4 = λ 2 ψ 4 + λ 2 ψ 3 .
Thus, in this case, the finite dimensional system 
Multiplying the first equation of (86) In the same manner, following the ideas in the proof of Theorem 4.1, one can obtain for the nonlinear system 
and 
