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Abstract
It is well known that Seifert 3-manifold groups are residually finite. Niblo [J. Pure Appl. Algebra
78 (1992) 77–84] showed that they are double coset separable. Applying this result we show that,
except for some special cases, most of the Seifert 3-manifold groups are conjugacy separable.
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1. Introduction
Let S be a subset of a group G. Then G is said to be S-separable if, for each x ∈ G\S,
there exists a normal subgroup Nx of finite index in G such that x /∈ NxS. Equivalently
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482 R.B.J.T. Allenby et al. / Journal of Algebra 285 (2005) 481–507S is a closed subset of G in the profinite topology of G. If S = {1}, then G is residu-
ally finite (RF ). If for each x ∈ G, G is {x}G-separable, where {x}G is the conjugacy
class of x in G, then G is called conjugacy separable (c.s.). Residual and separabil-
ity properties are of interest to both group theorists and topologists. They are related
to the solvability of the word problem, conjugacy problem and generalized word prob-
lem (Mal’cev [11] and Mostowski [12]). Topologically they are related to problems on
the embeddability of equivariant subspaces in their regular covering spaces (Scott [16],
Niblo [13]).
Seifert 3-manifold groups have nice residual and separability properties. It is well
known that they are residually finite (Hempel [7]). In general it is not known which 3-man-
ifold groups are residually finite. Thurston [22] proved that fundamental groups of Haken
manifolds are residually finite. Scott [16] showed that Fuchsian groups and Seifert 3-man-
ifold groups are subgroup separable (or Lerf). The results were improved by Niblo [13]
who showed that these groups are double coset separable. In [5], Fine and Rosenberger
showed that Fuchsian groups are conjugacy separable. It is natural to ask whether Seifert
3-manifold groups are conjugacy separable. In this paper we show that most of the Seifert
3-manifold groups are conjugacy separable. Formanek [6] showed that polycyclic groups
are conjugacy separable. Ribes, Segal and Zalesskii [15] showed that generalized free
products of polycyclic groups amalgamating cyclic subgroups are conjugacy separable.
Applying this result it is easy to show that Seifert 3-manifold groups with non-empty
boundary are conjugacy separable. Using this, in [3], Allenby, Kim and Tang proved that
the outer automorphism groups of these groups are residually finite.
There are a number of other results on conjugacy separability. In particular, Stebe
proved the following results:
(1) Free products of conjugacy separable groups are conjugacy separable [17];
(2) The group obtained by adjoining a root to a free group is conjugacy separable [18];
(3) Groups of hose knots are conjugacy separable [19];
(4) The linear groups GL2(Z), SL2(Z), GLn(Zp), SLn(Zp) for all positive integers n and
primes p are conjugacy separable [20].
Tang [21] showed that generalized free products of surface groups amalgamating a cyclic
subgroup are conjugacy separable. Wilson and Zalesskii [23] showed that the Bianchi
groups PSL2(Od), where Od is the ring of integers of Q(
√−d) for d = 1,2,7,11, are
conjugacy separable.
In Section 2, we list the terms and notation which we shall be using. We also state the
known results we use frequently. In Section 3, we prove a criterion for generalized free
products, amalgamating a direct product of cycles, to be conjugacy separable. In Section 4,
we discuss the conjugacy separability of G1(s, r) for s  1. In Section 5, we discuss the
conjugacy separability of G1(0, r). We conclude that except for G1(0,3) and G1(1,1),
all the G1(s, r) are conjugacy separable. We believe similar results hold for G2(s, r). We
conjecture that all Seifert 3-manifold groups are conjugacy separable.
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Throughout this paper we use standard terms and notations.
The letter G always denotes a group.
If x ∈ G, {x}G denotes the set of all conjugates of x in G.
x ∼G y means x, y are conjugate in G.
We use ZA(x) = {g ∈ A | gx = xg}.
N f G means N is a normal subgroup of finite index in G.
If x ∈ G = A ∗H B then ‖x‖ denotes the free product length of x in G.
We useRF to denote the class of residually finite groups. By abuse of notation, we also
use RF to mean residually finite.
Let S be a subset of a group G. Then G is said to be S-separable if for every x ∈ G\S,
there exists N f G such that g /∈ NS. Equivalently, S is a closed subset in the profinite
topology on G.
Let x, y ∈G be such that x G y. If there exists Nf G such that, in Gˆ=G/N , xˆ Gˆ yˆ
then x, y are said to be conjugacy distinguishable in G. If each pair of nonconjugate ele-
ments x, y ∈ G are conjugacy distinguishable then G is said to be conjugacy separable.
The following results will be used extensively in this paper:
Theorem 2.1 [10, Theorem 4.6]. Let G = A ∗H B and let x ∈ G be of minimal length in
its conjugacy class. Suppose that y ∈ G is cyclically reduced, and that x ∼G y.
(1) If ‖x‖ = 0, then ‖y‖  1 and, if y ∈ A, then there is a sequence h1, h2, . . . , hr of
elements in H such that y ∼A h1 ∼B h2 ∼A · · · ∼A(B) hr = x.
(2) If ‖x‖ = 1, then ‖y‖ = 1 and, either x, y ∈ A and x ∼A y, or x, y ∈ B and x ∼B y.
(3) If ‖x‖ 2, then ‖x‖ = ‖y‖ and y ∼H x∗ where x∗ is a cyclic permutation of x.
Theorem 2.2 [4, Theorem 4]. If A and B are conjugacy separable and H is finite, then
A ∗H B is conjugacy separable.
Theorem 2.3 [13]. Seifert 3-manifold groups are double coset separable.
Theorem 2.4 [9, Theorem 3.1]. Let G1,G2 be conjugacy separable and let G1, G2 be finite
extensions of the residually finitely generated torsion-free nilpotent groups B1, B2, respec-
tively. If B1, B2 are conjugacy separable, then G = G1 ∗〈h〉 G2 is conjugacy separable.
In particular, if x, y ∈ G are cyclically reduced of length 2n such that x 〈h〉 y,
then there exist M f G1 and L f G2 such that M ∩ 〈h〉 = L ∩ 〈h〉 and, in Gˆ =
G1/M ∗〈hˆ〉 G2/L, ‖xˆ‖ = 2n = ‖yˆ‖, and xˆ 〈hˆ〉 yˆ.
3. A criterion
Let M be a Seifert fibered space. Its fundamental group π1(M) has one of the following
three possible presentations, where αi,βi are coprime integers and γ is an integer (see [2]
or [14]).
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G1(s, r) =
〈
a1, b1, . . . , as, bs, q1, . . . , qr , h: h
aj =h±1, hbj =h±1, hqi = h,qαii =hβi ,
(
r∏
i=1
qi
)(
s∏
j=1
[aj , bj ]
)
= hγ
〉
.
(2) M is closed with nonorientable Seifert surface,
G2(s, r) =
〈
c1, c2, . . . , cs, q1, . . . , qr , h: h
cj = h±1, hqi = h, qαii = hβi ,
(
r∏
i=1
qi
)(
s∏
j=1
c2j
)
= hγ
〉
.
(3) M has nonempty boundary,
G3(s, r) =
〈
x1, x2, . . . , xs, q1, . . . , qr , h: h
xj = h±1, hqi = h, qαii = hβi
〉
.
The group G3(s, r) is a tree product of polycyclic groups 〈xi, h〉 and 〈qj ,h〉 amalga-
mating a single subgroup 〈h〉. Hence, by [15], G3(s, r) is conjugacy separable (see [3]). In
this paper we shall prove the conjugacy separability of the group G1(s, r). In most cases,
G1(s, r) can be expressed as generalized free products of two groups amalgamating a direct
product of two cycles. In this section, we derive a criterion for the conjugacy separability
of these generalized free products.
Definition 3.1. Let G be a group with a subgroup W . G is W -conjugacy separable if, for
each x ∈ G such that {x}G ∩ W = ∅, there exists N f G such that {xˆ}Gˆ ∩ Wˆ = ∅, where
Gˆ = G/N .
Theorem 3.2. Let A and B be conjugacy separable. Let G = A∗W B , where W = 〈h〉×〈k〉
and 〈h〉 is normal in both A and B . Suppose
C1: For each M1f A and N1f B , there exist Mf A and Nf B such that M ∩W =
N ∩ W , M ⊂ M1 and N ⊂ N1.
C2: For each pair w1,w2 ∈ W such that w1 G w2, there exist M f A and N f B
such that M ∩ W = N ∩ W and, in Gˆ = Aˆ ∗
Wˆ
Bˆ , wˆ1 Gˆ wˆ2, where Aˆ = A/M and
Bˆ = B/N .
C3: A and B are W -conjugacy separable.
C4: G is WxW -separable for each x ∈ G.
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M f A and N f B such that M ∩ W = N ∩ W , in Gˆ = Aˆ ∗Wˆ Bˆ , ‖xˆ‖ = ‖x‖ and
xˆkˆβ hˆα 
Wˆ
xˆ, where Aˆ = A/M and Bˆ = B/N .
Then G is conjugacy separable.
Proof. Let x, y ∈ G such that x G y. Without loss of generality we can assume that x
and y are of minimal lengths in their conjugacy classes in G. We note that G is W -sep-
arable by C4. It follows that G is RF by C2. Hence, we may assume x = 1 = y. To prove
our result, we shall find M f A and N f B such that M ∩ W = N ∩ W and xˆ Gˆ yˆ,
where Gˆ = A/M ∗
Wˆ
B/N . Since finite groups are conjugacy separable, we see that Gˆ is
conjugacy separable by Theorem 2.2.
Case 1. ‖x‖ = 0 = ‖y‖. By C2, this case is obvious.
Case 2. ‖x‖ = 0 and ‖y‖ = 1 (or ‖y‖ = 0 and ‖x‖ = 1). Let x ∈ W and y ∈ A\W . Since
y is of minimal length 1 in its conjugacy class in G, we certainly have {y}A ∩ W = ∅.
Moreover, since A is W -conjugacy separable by C3, there exists M1 f A such that
{M1y}A/M1 ∩ M1W/M1 = ∅. Now, by C1, there exist M f A and N f B such that
M ∩ W = N ∩ W , M ⊂ M1 and N ⊂ B . Let Gˆ = A/M ∗Wˆ B/N . Then {yˆ}Aˆ ∩ Wˆ = ∅,
where Aˆ = A/M . Clearly yˆ is of minimal length 1 in its conjugacy class in Gˆ. Hence by
Theorem 2.1 xˆ 
Gˆ
yˆ, as required.
Case 3. ‖x‖ = ‖y‖ and ‖x‖ 2 (or ‖y‖ 2). Since x is of minimal length in its conjugacy
class, it is cyclically reduced. Let x = a1b1 · · ·anbn and y = e1f1 · · · emfm, say, where
ai, ej ∈ A\W and bi, fj ∈ B\W . Since A,B are W -separable (by C4), we can find M1f
A and N1 f B such that ai, ej /∈ M1W and bi, fj /∈ N1W . By C1, there exist M f A
and N f B such that M ∩ W = N ∩ W , M ⊂ M1 and N ⊂ N1. Let Gˆ = A/M ∗Wˆ B/N .
Then ‖xˆ‖ = ‖x‖ and ‖yˆ‖ = ‖y‖. Thus xˆ is cyclically reduced and is of minimal length in
its conjugacy class and ‖xˆ‖ = ‖yˆ‖. Hence, by Theorem 2.1, xˆ 
Gˆ
yˆ, as required.
Case 4. ‖x‖ = 1 = ‖y‖.
(i) x, y ∈ A\W (or x, y ∈ B\W ). Since x is of minimal length in its conjugacy class,
{x}G ∩ W = ∅. Now A is conjugacy separable and W -conjugacy separable. Therefore,
there exists M1 f A such that M1x A/M1 M1y and {M1x}A/M1 ∩ M1W/M1 = ∅. By
C1, there exist Mf A and N f B such that M ∩W = N ∩W , M ⊂ M1 and N ⊂ B . Let
Gˆ = A/M ∗
Wˆ
B/N . Then xˆ 
Aˆ
yˆ and {xˆ}Aˆ ∩ Wˆ = ∅, where Aˆ = A/M . Clearly xˆ is of
minimal length 1 in its conjugacy class in Gˆ. Hence, by Theorem 2.1, xˆ 
Gˆ
yˆ, as required.
(ii) Suppose x ∈ A\W and y ∈ B\W . As in (i) above, there exist M f A and N f B
such that M ∩ W = N ∩ W , {xˆ}Aˆ ∩ Wˆ = ∅ and {yˆ}Bˆ ∩ Wˆ = ∅, where Aˆ = A/M and
Bˆ = B/N . Let Gˆ = Aˆ ∗
Wˆ
Bˆ , then xˆ, yˆ are of minimal length 1 in their conjugacy classes
in Gˆ with xˆ ∈ Aˆ and yˆ ∈ Bˆ . Hence, by Theorem 2.1, xˆ 
Gˆ
yˆ, as required.
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we only consider the case y W x, since the others are similar.
(1) Suppose y /∈ WxW . Then, by C4, there exists S f G such that y /∈ SWxW . By
C4, A,B are W -separable. Thus, by C1, we can find M1 f A and N1 f B such that
M1 ∩ W = N1 ∩ W , M1,N1 ⊂ S and, in G˜ = A/M1 ∗W˜ B/N1, ‖x˜‖ = ‖x‖ = ‖y‖ = ‖y˜‖.
Then y˜ /∈ W˜ x˜W˜ , whence y˜ 
W˜
x˜.
(2) Suppose y ∈ WxW . Since 〈h〉G, we can assume y = kβ1xkβ2hα ∼W xkβ1+β2hα .
Hence, without loss of generality, we can assume y = xkβhα W x. Thus, by C5, there
exist M1f A and N1f B such that M1 ∩W = N1 ∩W , in G˜ = A˜∗W˜ B˜ , y˜ = x˜k˜β h˜α W˜
x˜ and ‖x˜‖ = ‖x‖, where A˜ = A/M1 and B˜ = B/N1.
We have found, say, M1 f A and N1 f B such that M1 ∩ W = N1 ∩ W , and in
A/M1 ∗W˜ B/N1, y˜ W˜ x˜ and ‖x˜‖ = ‖x‖ = ‖y‖ = ‖y˜‖. Let x = u1u2 · · ·un be an alternat-
ing product from A ∗W B , where n = ‖x‖. Let x∗i = ui · · ·unu1 · · ·ui−1 be cyclic permu-
tations of x. Since y W x∗i for each i, we can similarly find Mi f A and Ni f B such
that Mi ∩ W = Ni ∩ W , and in A/Mi ∗W¯ B/Ni , y W¯ x∗i and ‖x∗i ‖ = ‖x‖ = ‖y‖ = ‖y‖.
Let M = M1 ∩ · · · ∩ Mn and N = N1 ∩ · · · ∩ Nn. Then, in Gˆ = Aˆ ∗Wˆ Bˆ , yˆ Wˆ xˆ∗i for all
cyclic permutations xˆ∗i of xˆ, where Aˆ = A/M and Bˆ = B/N . Therefore, by Theorem 2.1,
we have xˆ 
Gˆ
yˆ, as required. 
4. Conjugacy separability of G1(s, r) for s  1
Let s  2 or s = 1 and r  2. Then G1(s, r) = A ∗W B , where
A = 〈as, bs, h: has = h±1, hbs = h±1〉, (4.1)
B = 〈a1, b1, . . . , as−1, bs−1, q1, . . . , qr , h: haj = h±1, hbj = h±1,
hqi = h, qiαi = hβi
〉
, (4.2)
W = 〈k〉 × 〈h〉 by setting k = hγ [as, bs]−1 =
r∏
i=1
qi ·
s−1∏
j=1
[aj , bj ]. (4.3)
In the above presentations, we assume that αi and βi are coprime and qi /∈ 〈h〉 for each i.
Throughout this section, we shall let G = G1(s, r) = A ∗W B . To discuss the conjugacy
separability of G1(s, r) we need the following lemmas:
Lemma 4.1. A and B are conjugacy separable.
Proof. We note that A = 〈as, h: has = h±1〉 ∗〈h〉 〈bs, h: hbs = h±1〉 and B is a generalized
free product of groups 〈aj ,h: haj = h±1〉, 〈bj ,h: hbj = h±1〉 and 〈qi, h: hqi = h,qαii =
hβi 〉, amalgamating a single cyclic subgroup 〈h〉. Thus A and B are generalized free prod-
ucts of polycyclic groups amalgamating a cycle. Hence A and B are conjugacy separable
by [15]. 
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kˆI hˆα 
Aˆ
kˆI hˆβ .
Proof. Suppose kˆI hˆα ∼
Aˆ
kˆI hˆβ for 0  α,β < ε. Then, for some a ∈ A, aˆ−1kˆI hˆαaˆ =
kˆI hˆβ . Hence a−1kIhαa = kIhβhλε for some λ. Let A˜ = A/〈h〉. Then a˜−1k˜I a˜ = k˜I . Since
〈k˜〉 is the maximal cycle in the free group A˜ = 〈a˜s , b˜s〉 and since I = 0, we have a˜ ∈
Z
A˜
(k˜) = 〈k˜〉. Thus a = kδ1hδ2 for some δ1, δ2. Hence, since hk = kh, we have a−1kIhαa =
kIhα . This implies kIhα = kIhβhλε . Hence hα = hβ+λε , that is hα−β = hλε . Since 0 
α,β < ε, we have α = β . 
Lemma 4.3. Let A be as above. For each ε > 0, there exists Lf A such that L ∩ 〈k〉 =
〈kε〉 and L ∩ 〈h〉 = 〈h〉 and, if Lki ∼A/L Lkj for 0 i, j < ε then i = j , equivalently, if
Lks ∼A/L Lkt for integers s, t then Lks = Lkt .
Proof. Let A˜ = A/〈h〉. Note A˜ = 〈a˜s , b˜s〉 is free and k˜ = [a˜s , b˜s]−1 ∈ Γ2(A˜)\Γ3(A˜). Let
Aˆ = A˜/Γ3(A˜). Then Aˆ is a finitely generated free nilpotent group of class 2 and kˆ ∈ Z(Aˆ).
Hence there exists Lˆf Aˆ such that Lˆ∩〈kˆ〉 = 〈kˆε〉. Let L be the preimage of Lˆ in A. Then
L ∩ 〈k〉 = 〈kε〉 and L ∩ 〈h〉 = 〈h〉. Now if Lki ∼A/L Lkj for 0 i, j < ε, then Lˆkˆi ∼Aˆ/Lˆ
Lˆkˆj . Since kˆ ∈ Z(Aˆ), Lˆkˆi = Lˆkˆj . Thus kˆi−j ∈ Lˆ ∩ 〈kˆ〉 = 〈kˆε〉. Since 0  i, j < ε, this
implies that i = j . 
Lemma 4.4. Let M , X and 〈k,h〉 = 〈k〉 × 〈h〉 be subgroups of a group G such that M ∩
〈k〉 = 〈ks〉, M ∩ 〈h〉 = 〈ht 〉, X ∩ 〈k〉 = 〈kzs〉 and X ∩ 〈h〉 = 〈h〉. Then M ∩ X ∩ 〈k,h〉 =
〈kzs〉 × 〈ht 〉.
Proof. Clearly 〈kzs〉 and 〈ht 〉 ⊆ M ∩ X ∩ 〈k,h〉. On the other hand suppose kihj ∈ M ∩
X ∩ 〈k,h〉. Then kihj ∈ X ∩ 〈k,h〉 hence ki ∈ X ∩ 〈k〉 = 〈kzs〉. Let i = zsf for some
integer f . So kzsf hj ∈ M ∩ 〈k,h〉. But ks ∈ M ∩ 〈k,h〉. Hence hj ∈ M ∩ 〈h〉 = 〈ht 〉.
Therefore kihj ∈ 〈ksz, ht 〉. This proves M ∩ X ∩ 〈k,h〉 ⊂ 〈kzs〉 × 〈ht 〉. Hence M ∩ X ∩
〈k,h〉 = 〈kzs〉 × 〈ht 〉. 
Lemma 4.5. Let A be as above and let I = 0 be a fixed integer. For each ε1, ε2 > 1, there
exist an integer µ > 0, depending on ε1, and Lf A such that L ∩ W = 〈hε1〉 × 〈kµε2〉
and,
(1) for 0 α,β < ε1, if LkIhα ∼A/L LkIhβ then α = β; and
(2) for 0 i, j < µε2, if Lkihα ∼A/L Lkjhβ then i = j .
Proof. Let Aˆ = A/〈hε1〉. Then Aˆ = 〈aˆs , hˆ: hˆaˆs = hˆ±1〉∗〈hˆ〉 〈bˆs , hˆ: hˆbˆs = hˆ±1〉 is conjugacy
separable by Theorem 2.2. By Lemma 4.2, kˆI hˆα 
Aˆ
kˆI hˆβ for 0 α = β < ε1. Hence there
exists Lˆ1f Aˆ such that Lˆ1 ∩〈hˆ〉 = 1 and Lˆ1kˆI hˆα Aˆ/Lˆ1 Lˆ1kˆI hˆβ for 0 α = β < ε1. Let
L1 be the preimage of Lˆ1 in A and suppose L1 ∩ 〈k〉 = 〈kµ〉. Then L1 f A and we have
L1 ∩ 〈h〉 = 〈hε1〉 and L1kIhα A/L1 L1kIhβ for all 0 α = β < ε1. By Lemma 4.3, there
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0 i, j < µε2 then i = j . Let L = L1 ∩L2. Then, by Lemma 4.4, L∩W = 〈hε1〉×〈kµε2〉.
Since L ⊂ L1,L2, (1) and (2) hold. 
We consider the following two cases:
(I) s  2, or s = 1 and r  3, or s = 1, r = 2 and either α1 = 2 or α2 = 2.
(II) s = 1, r = 2 and α1 = 2 = α2.
Groups having the properties (I), (II) we call type (I), type (II), respectively. In particular,
if B is of type (II), then we have
B = B2 =
〈
q1, q2, h: q
2
1 = hβ1 , q22 = hβ2, [qi, h] = 1
〉
, (4.4)
where (βi,2) = 1 and k = q1q2. Hence β1 and β2 are odd and h ∈ Z(B2).
Remark 4.6. Let B2 be as in above. Then we have
(1) q−11 kiq1 = k−ih(β1+β2)i = q1kiq−11 , and
(2) if kjhλ ∼B2 ki , then either j = i and λ = 0 or j = −i and λ = (β1 + β2)i.
Proof. We assume i > 0. The proof with i < 0 is similar.
(1) We note that q−11 kiq1 = (q2q1) · · · (q2q1) = (q−12 hβ2q−11 hβ1) · · · (q−12 hβ2q−11 hβ1) =
(q1q2)−ih(β1+β2)i = k−ih(β1+β2)i . Then q1kiq−11 = q21 (q−11 kiq1)q−21 = hβ1(q−11 kiq1)h−β1
= q−11 kiq1, since h ∈ Z(B2).
(2) Note that if g ∈ B2 then g = qc1kdhe, where c = 0,1. Suppose kjhλ = gkig−1 where
g = qc1kdhe . If c = 0 then kjhλ = gkig−1 = ki . Hence i = j and hλ = 1. If c = 1 then
kjhλ = gkig−1 = q1kdhekih−ek−dq−11 = q1kiq−11 = k−ih(β1+β2)i by (1) above. Thus j =
−i and hλ = h(β1+β2)i . 
Lemma 4.7. Let B be of type (I) or (II). Let i = 0 be a given integer and let w1 = kihα and
w2 = kjhβ . If w1 B w2 then wT1 B wT2 for all integers T = 0.
Proof. If s  2, write B = B1 ∗〈h〉 〈bs−1, h〉, where B1 is the generalized free product
of polycyclic groups 〈qi, h〉, 〈aj ,h〉 and 〈bj ,h〉—except 〈bs−1, h〉, amalgamating 〈h〉. If
s = 1 and r  2, write B = B1 ∗〈h〉 〈qr, h〉, where B1 is the generalized free product of
cyclic groups 〈qi, h〉—except 〈qr , h〉, amalgamating 〈h〉. Then, for T = 0, wT1 = kiT hαT
and wT2 = kjT hβT are cyclically reduced of length  2. Thus, if wT1 ∼B wT2 then, by The-
orem 2.1, wT1 ∼〈h〉 (wT2 )∗ for some cyclic permutation (wT2 )∗ of wT2 . Thus wT1 = (wT2 )∗,
since [h, k] = 1. Hence
kiT hαT = (kjT hβT )∗. (4.5)
Suppose B is of type (I). Then (4.5) implies iT = jT and αT = βT , that is w1 = w2,
a contradiction. Hence wT B wT .1 2
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kiT hαT−βT ∼B kjT . By Remark 4.6, we have either iT = jT and αT = βT or iT =
−jT and βT = αT + (β1 + β2)iT . Thus either i = j and α = β or i = −j and
β = α + (β1 + β2)i. Both cases give w1 ∼B w2, a contradiction. Hence wT1 B wT2 . 
Remark 4.8. Let B be of type (I) or type (II) and Bˆ = B/〈h〉.
(1) In type (I), if kˆi ∼
Bˆ
kˆj then i = j .
(2) In type (II), we have kˆ ∼
Bˆ
kˆ−1 and if kˆi ∼
Bˆ
kˆj then i = ±j .
Proof. If s  2, write Bˆ = Bˆ1 ∗ 〈bˆs−1〉 where Bˆ1 is the free product of the 〈qˆi〉, 〈aˆj 〉 and
〈bˆj 〉—except 〈bˆs−1〉. If s = 1 and r  2, write Bˆ = Bˆ1 ∗ 〈qˆr 〉 where Bˆ1 is the free product
of the 〈qˆi〉—except 〈qˆr 〉. Call these cases (C) and (D). Then kˆ =∏ri=1 qˆi ·∏s−1j=1[aˆj , bˆj ] is
cyclically reduced of length 4 in the case (C) and length 2 in case (D). Now, in each case,
Bˆ is free-by-finite. Hence, if kˆi ∼
Bˆ
kˆj then i = ±j and, by [10, p. 188], kˆi = (kˆj )∗ for
some cyclic permutation (kˆj )∗ of kˆj .
This implies kˆi = kˆj , i.e., i = j in type (I). On the other hand, in type (II), qˆ1 and qˆ2 are
of order 2. Hence kˆ = qˆ1qˆ2 = qˆ1qˆ2qˆ1qˆ−11 = qˆ1kˆ−1qˆ−11 . Hence kˆ ∼Bˆ kˆ−1. 
Lemma 4.9. Let G be a finite extension of a free group F and let g ∈ G such that F ∩〈g〉 =
〈gT 〉 for some integer T > 0. For any integer ε > 0, there exists Nεf G such that Nε ⊂ F ,
Nε ∩ 〈gT 〉 = 〈gεT 〉 and NεgT ∈ Z(F/Nε).
Proof. See Lemma 2.3 in [1]. 
Definition 4.10. Let G be a finite extension of a free group F . Let g ∈ G. If F ∩〈g〉 = 〈gn〉,
then we define TG(F,g) = n.
We note that if B is of type (I) then Bˆ = B/〈h〉 is a finite extension of a free normal
subgroup Fˆ , say. Then we have the following lemma:
Lemma 4.11. Let B be of type (I) and let T = T
Bˆ
(Fˆ , kˆ) be as in Definition 4.10. Let
i, n > 0 be given integers. Then there exists an integer R > 0 such that, for any ε > 0,
there exists M f B such that
(1) M ∩ 〈k〉 = 〈kεinT R〉 and M ∩ 〈h〉 = 〈h〉; and
(2) in B/M , if MkinT ∼B/M MkjnT for an integer j , then MkinT = MkjnT .
Proof. (1) Let Bˆ = B/〈h〉. Then Bˆ has a free normal subgroup Fˆ of finite index. Let
Fˆ ∩ 〈kˆ〉 = 〈kˆT 〉. Since 〈kˆ〉 is a maximal cycle in Bˆ , Z
Bˆ
(kˆ) = 〈kˆ〉 [10, p. 187]. Let Cˆ =
Z
Bˆ
(kˆ).
Let xˆ0 = 1, xˆ1, . . . , xˆl be coset representatives of Fˆ Cˆ in Bˆ . We prove that, for each
p = 0, {fˆ−1kˆinT fˆ | fˆ ∈ Fˆ } ∩ 〈xˆpkˆT xˆ−1p 〉 = ∅. For, if fˆ−1kˆinT fˆ = xˆpkˆT d xˆ−1p for
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kˆT d . By Remark 4.8(1), this implies kˆinT = kˆT d . Hence kˆinT =
fˆ xˆpkˆ
inT (fˆ xˆp)
−1
. Since Bˆ is a free product, by Corollary 4.1.6 in [10], kˆinT and fˆ xˆp are
powers of the same element. Since 〈kˆ〉 is maximal, fˆ xˆp ∈ 〈kˆ〉 = Cˆ. This implies xˆp ∈ Fˆ Cˆ.
Hence p = 0. Thus, for each p = 0, {fˆ−1kˆinT fˆ | fˆ ∈ Fˆ } ∩ 〈xˆpkˆT xˆ−1p 〉 = ∅.
Since Fˆ is free, Fˆ is 〈xˆpkˆT xˆ−1p 〉-conjugacy separable [4]. Hence there exists a charac-
teristic subgroup Mˆ1 of Fˆ with finite index such that, for each p = 0, {Mˆ1kˆinT }Fˆ /Mˆ1 ∩
〈Mˆ1xˆpkˆT xˆ−1p 〉 = ∅ and kˆc /∈ Mˆ1〈kˆinT 〉 for all 1  c < inT . Then Mˆ1 ∩ 〈kˆ〉 ⊂ 〈kˆinT 〉. Let
Mˆ1 ∩ 〈kˆ〉 = 〈kˆinT R〉 for some R > 0. Let M1 be the preimage of Mˆ1. Then M1 f B and
M1 ∩〈k〉 = 〈kinT R〉 and M1 ∩〈h〉 = 〈h〉. Moreover, {M1kinT }F/M1 ∩〈M1xpkT x−1p 〉 = ∅ for
all p = 0. By Lemma 4.9, there exists Mˆ2 f Bˆ such that Mˆ2 ⊂ Fˆ , Mˆ2 ∩ 〈kˆT 〉 = 〈kˆεinT R〉
and Mˆ2kˆT ∈ Z(Fˆ /Mˆ2). Let M2 be the preimage of Mˆ2 in B . Then M2 f B such that
M2 ∩ 〈k〉 = 〈kεinT R〉, M2 ∩ 〈h〉 = 〈h〉. Let M = M1 ∩ M2. Then M f B , M ∩ 〈k〉 =
〈kεinT R〉 and M ∩ 〈h〉 = 〈h〉.
(2) Suppose MkinT ∼B/M MkjnT . Then Mx−1p f−1kinT f xp = MkjnT for some f ∈ F
and for some xp . Since M ⊂ M1, this implies p = 0, that is xp = 1. Then Mf−1kinT f =
MkjnT . Since M ⊂ M2 and Mˆ2kˆT ∈ Z(Fˆ /Mˆ2), Mˆ2kˆinT = Mˆ2fˆ−1kˆinT fˆ = Mˆ2kˆjnT . Thus
kˆ(i−j)nT ∈ Mˆ2 ∩〈kˆ〉 = 〈kˆεinT R〉. Hence k(i−j)nT ∈ M2 ∩〈k〉 = 〈kεinT R〉. Since M1 ∩〈k〉 =
〈kinT R〉, k(i−j)nT ∈ M1 ∩ M2 = M . Thus MkinT = MkjnT . 
Lemma 4.12. In G = A ∗W B , for each L1 f A and M1 f B , there exist Lf A and
M f B such that L ⊂ L1, M ⊂ M1, and L ∩ W = M ∩ W .
Proof. Let W1 = L1 ∩ M1 ∩ W . Then W1 f W . Let x0 = 1, x1, . . . , xn be coset repre-
sentatives of W1 in W so that 1 = xi /∈ W1 for 1  i  n. By Theorem 2.3, there exists
N f G such that xi /∈ NW1 for all 1 i  n. Then N ∩ W ⊂ W1. Let L = L1 ∩ N and
M = M1 ∩ N . Then L f A and M f B such that L ⊂ L1, M ⊂ M1, and L ∩ W =
N ∩ W = M ∩ W . 
Lemma 4.13. Let B be of type (I). For w1,w2 ∈ W such that w1 G w2, there exist Lf A
and Mf B such that L∩W = M ∩W and, in Gˆ = Aˆ∗Wˆ Bˆ , wˆ1 Gˆ wˆ2, where Aˆ = A/L
and Bˆ = B/M .
Proof. Let w1 = kihα and w2 = kjhβ . Since G is RF by Theorem 2.3, we may assume
w1 = 1 = w2.
Case 1. Suppose i = j . Let Gˆ = G/〈h〉. Then Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/〈h〉 and Bˆ =
B/〈h〉. Note that kˆi 
Gˆ
kˆj for i = j . For, if kˆi ∼
Gˆ
kˆj then kˆi ∼
Aˆ
kˆε1 ∼
Bˆ
kˆε2 ∼
Aˆ
· · · ∼
Aˆ
kˆεl ∼
Bˆ
kˆj for some εi . Since Aˆ is free, kˆεi ∼Aˆ kˆεi+1 implies kˆεi = kˆεi+1 . Hence kˆi ∼Bˆ kˆj .
Then, by Remark 4.8, i = j . Thus wˆ1 = kˆi Gˆ kˆj = wˆ2. Since Gˆ is conjugacy separable,
we can find Nˆ f Gˆ such that Nˆwˆ1 Gˆ/Nˆ Nˆwˆ2. Let N be the preimage of Nˆ in G. Let
L = N ∩ A and M = N ∩ B . Then L ∩ W = M ∩ W and, in G˜ = A˜ ∗
W˜
B˜ , w˜1 G˜ w˜2,
where A˜ = A/L and B˜ = B/M .
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(1) i = 0. Since w1 = 1 = w2, we have α = 0 = β . Also w1 = hα G hβ = w2. Hence
hα A h
β and hα B hβ . Clearly α = β .
(i) Suppose β = −α. Without loss of generality, let 0 = |β| < α. By Theorem 2.3,
G is 〈hα〉-separable. This implies that G˜ = G/〈hα〉 is RF . Hence there exists N˜ f G˜
such that 〈h˜〉 ∩ N˜ = 1. Let N be the preimage of N˜ in G. Then N ∩ 〈h〉 = 〈hα〉. In Gˆ =
A/(N ∩ A) ∗
Wˆ
B/(N ∩ B), wˆ1 = hˆα = 1 and wˆ2 = 1. Hence wˆ1 Gˆ wˆ2.
(ii) Suppose β = −α. Since w1 = hα G h−α = w2, haj = h = hbj for all j . Hence
h ∈ Z(A) and A = A1 × 〈h〉, where A1 = 〈as, bs〉 is free. Since B is conjugacy separable
by Lemma 4.1, there exists Mf B such that Mhα B/M Mh−α . Since Γ3(A1) is charac-
teristic in A1 and A1A, Γ3(A1) is a normal subgroup of A. Let A¯ = A/Γ3(A1). Then k =
hγ [as, bs]−1 ∈ Z(A¯). Thus W¯ = 〈h, k〉 ⊂ Z(A¯). Hence M ∩ WA¯ and M ∩ Wf W¯ . Let
A˜ = A¯/(M ∩ W). Since A˜ is f.g. nilpotent and W˜ is finite, there exists L˜f A˜ such that
L˜ ∩ W˜ = 1. Let L be the preimage of L˜ in A. Then Lf A and L ∩ W = M ∩ W . More-
over, Lk,Lh ∈ Z(A/L). Let Gˆ = A/L ∗
Wˆ
B/M . Suppose wˆ1 = hˆα ∼Gˆ hˆ−α = wˆ2. Then
there exist εp, δp such that
wˆ1 = hˆα ∼Aˆ kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 ∼Aˆ · · · ∼Aˆ kˆεl hˆδl ∼Bˆ hˆ−α = wˆ2. (4.6)
Since hˆ, kˆ ∈ Z(Aˆ), (4.6) implies
wˆ1 = hˆα = kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 = · · · = kˆεl hˆδl ∼Bˆ hˆ−α = wˆ2. (4.7)
Hence wˆ1 = hˆα ∼Bˆ hˆ−α = wˆ1, contradicting the choice of M . Hence wˆ1 Gˆ wˆ2.
(2) i = 0. We may assume i > 0. Since w1 B w2, by Lemma 4.7 wT1 B wT2 , where
T = T
Bˆ
(Fˆ , kˆ) is given by Definition 4.10. Since B is conjugacy separable, there exists
M1 f B such that M1wT1 B/M1 M1wT2 . Suppose M1 ∩ 〈h〉 = 〈hm1〉 and M1 ∩ 〈k〉 =〈km2〉. Let R be as determined in Lemma 4.11 by taking n = 1. In Lemma 4.5 taking
ε1 = m1 and ε2 = m2iRT , there exists Lf A such that L ∩ W = 〈hm1〉 × 〈km2iRT µ〉 for
some suitable µ and, in Aˆ = A/L, (1) for 0  δ,λ < m1, if kˆiT hˆδ ∼Aˆ kˆiT hˆλ then δ = λ;
and (2) for 0 i1, j1 < m2iRT µ, if kˆi1 hˆδ ∼Aˆ kˆj1 hˆλ then i1 = j1. By Lemma 4.11, there
exists M2 f B such that M2 ∩ 〈h〉 = 〈h〉, M2 ∩ 〈k〉 = 〈km2iRT µ〉 and if M2kiT ∼B/M2
M2kjT then M2kiT = M2kjT . Let M = M1 ∩ M2. Then M ∩ W = 〈km2iRT µ〉 × 〈hm1〉. In
Bˆ = B/M , wˆT1 Bˆ wˆT2 and if kˆiT hˆδ ∼Bˆ kˆjT hˆλ then kˆiT = kˆjT .
Let Gˆ = A/L ∗
Wˆ
B/M . We shall show that wˆ1 Gˆ wˆ2. Suppose wˆ1 ∼Gˆ wˆ2. Then there
exist εp, δp such that
wˆ1 = kˆi hˆα ∼Aˆ kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 ∼Aˆ · · · ∼Aˆ kˆεl hˆδl ∼Bˆ kˆi hˆβ = wˆ2. (4.8)
Let εp ≡ ε′p (mod m2iRµ), where 0 ε′p < m2iRµ, and δpT ≡ δ′p (mod m1), where 0
δ′p < m1. Since kˆiT hˆαT ∼Aˆ kˆε1T hˆδ1T = kˆε
′
1T hˆδ1T , we have iT = ε′1T by the choice of L.
Hence kˆiT = kˆε′1T = kˆε1T . Let αT ≡ α′ (mod m1), where 0  α′ < m1. Then hˆαT = hˆα′
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Aˆ
kˆiT hˆδ
′
1
. Thus α′ = δ′1 by the choice of L. Hence hˆαT = hˆα
′ = hˆδ′1 =
hˆδ1T . Therefore, kˆi hˆα ∼
Aˆ
kˆε1 hˆδ1 in (4.8) implies kˆiT hˆαT = kˆε1T hˆδ1T . Now, from (4.8),
consider kˆε1 hˆδ1 ∼
Bˆ
kˆε2 hˆδ2 . We have kˆiT hˆδ′1 = kˆε1T hˆδ1T ∼
Bˆ
kˆε2T hˆδ2T . This implies kˆiT =
kˆε2T by the choice of M . Inductively, we have kˆiT = kˆεpT for all 1  p  l. From (4.8),
we have
wˆT1 = kˆiT hˆαT = kˆε1T hˆδ1T ∼Bˆ kˆiT hˆδ2T = · · · = kˆiT hˆδlT ∼Bˆ kˆiT hˆβT = wˆT2 . (4.9)
Hence wˆT1 ∼Bˆ wˆT2 , contradicting the choice of M1. Therefore, wˆ1 Gˆ wˆ2. 
Lemma 4.14. A and B are W -conjugacy separable.
Proof. Let b ∈ B such that {b}B ∩W = ∅. Consider Bˆ = B/〈h〉. Then {bˆ}Bˆ ∩ Wˆ = {bˆ}Bˆ ∩
〈kˆ〉 = ∅. Since Bˆ is free-by-finite, Bˆ is 〈kˆ〉-conjugacy separable by [8]. Thus, there exists
Mˆf Bˆ such that {Mˆbˆ}Bˆ/Mˆ ∩〈Mˆkˆ〉 = ∅. Let M be the preimage of Mˆ in B . Then Mf B
such that {b˜}B˜ ∩ W˜ = ∅, where B˜ = B/M . Thus B is W -conjugacy separable. Similarly,
A is W -conjugacy separable. 
Lemma 4.15. Let x ∈ G = A ∗W B be cyclically reduced with ‖x‖ > 1. If β = 0, then
y = xkβhα W x and there exist Lf A and M f B such that L∩W = M ∩W , and in
Gˆ = Aˆ ∗
Wˆ
Bˆ , we have ‖xˆ‖ = ‖x‖ and xˆkˆβ hˆα 
Wˆ
xˆ, where Aˆ = A/L and Bˆ = B/M .
Proof. We shall only consider the case x = e1f1 · · · enfn, where ei ∈ A\W and fi ∈ B\W ,
since the other case is similar. Let G˜ = A/〈h〉 ∗〈k˜〉 B/〈h〉. Then A˜ = A/〈h〉 is free and 〈k˜〉
is maximal in A˜. Clearly ‖x˜‖ = ‖x‖ = 2n. Suppose y˜ ∼〈k˜〉 x˜. Then y˜ = x˜k˜β = k˜−λ1 x˜k˜λ1
for some λ1. Thus there exist integers λi,µi satisfying
e˜1 = k˜−λ1 e˜1k˜µ1, (4.10)
f˜1 = k˜−µ1 f˜1k˜λ2, (4.11)
...
e˜n = k˜−λn e˜nk˜µn, (4.12)
f˜nk˜
β = k˜−µnf˜nk˜λ1 . (4.13)
From (4.10), since A˜ is free, λ1 = µ1. Moreover, 〈k˜〉 is maximal and e˜1 /∈ 〈k˜〉. If λ1 = 0
then, by (4.10), e˜1 ∈ CA˜(k˜) = 〈k˜〉. Hence λ1 = µ1 = 0. It follows from (4.11)–(4.12) that
λi = µi = 0 for all i. This implies β = 0 by (4.13). Hence, y˜ = x˜k˜β 〈k˜〉 x˜ if β = 0. This
shows that if β = 0 then y = xkβhα W x.
Now A˜ is free and B˜ is free-by-finite. By Theorem 2.4, there exist L˜f A˜ and M˜f B˜
such that L˜∩ 〈k˜〉 = M˜ ∩ 〈k˜〉 and, in G¯ = A˜/L˜ ∗〈k〉 B˜/M˜ , we have ‖x‖ = ‖x‖ = ‖y‖ = ‖y‖
and y 〈k〉 x. Let L,M be preimages of L˜, M˜ in G, respectively. Then L ∩ W = M ∩ W
and, in Gˆ = Aˆ ∗ ˆ Bˆ , ‖xˆ‖ = ‖x‖ and xˆkˆβ hˆα  ˆ xˆ, where Aˆ = A/L and Bˆ = B/M . W W
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N ∩ 〈h〉 = 〈hε〉 and 〈h〉 ∩ N〈k〉〈e−1ke〉 = 〈hε〉.
Proof. We note that hi /∈ 〈hε〉〈k〉〈e−1ke〉 for all 0 < i < ε. For, if hi = hελkce−1kde for
0 < i < ε, then eˆ−1kˆd eˆ = kˆ−c in Aˆ = A/〈h〉. Since Aˆ is free and eˆ /∈ 〈kˆ〉, d = 0 = −c. Thus
hi ∈ 〈hε〉 which clearly contradicts 0 < i < ε. Hence hi /∈ 〈hε〉〈k〉〈e−1ke〉 for all 0 < i < ε.
By Theorem 2.3, there exists N1 f G such that hi /∈ N1〈hε〉〈k〉〈e−1ke〉 for all 0 < i < ε.
Let N = N1〈hε〉. Then N f G such that N ∩ 〈h〉 = 〈hε〉 and 〈h〉 ∩ N〈k〉〈e−1ke〉 =
〈hε〉. 
Lemma 4.17. Let B be of type (I). For each f ∈ B\W and each integer ε > 0, there exists
N f G such that N ∩ 〈h〉 = 〈hε〉 and 〈h〉 ∩ N〈k〉〈f−1kf 〉 = 〈hε〉.
Proof. Using the same argument as before, since B is of type (I), hi /∈ 〈hε〉〈k〉〈f −1kf 〉
for all 0 < i < ε. Let N1 f G such that hi /∈ N1〈hε〉〈k〉〈f−1kf 〉 for all 0 < i < ε. Let
N = N1〈hε〉. Then N f G such that N ∩ 〈h〉 = 〈hε〉 and 〈h〉 ∩N〈k〉〈f−1kf 〉 = 〈hε〉. 
Lemma 4.18. Let B be of type (I). Let x ∈ G = A∗W B be cyclically reduced with ‖x‖ > 1.
If xhα W x then there exist Lf A and M f B such that L ∩ W = M ∩ W , in Gˆ =
Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆhˆα 
Wˆ
xˆ, where Aˆ = A/L and Bˆ = B/M .
Proof. We shall only consider the case x = e1f1 · · · enfn, where ei ∈ A\W and fi ∈ B\W ,
since the other case is similar. We have two cases, xhx−1 = h or xhx−1 = h−1.
Case 1. Suppose xhx−1 = h−1.
Since xhα W x, α must be an odd integer. Thus hα /∈ 〈h2〉. Since G is W -separable
by Theorem 2.3, there exists N1 f G such that es /∈ N1W and fs /∈ N1W for all
s = 1,2, . . . , n. Let N1 ∩ 〈h〉 = 〈hδ〉. By Lemma 4.16, there exists N2 f G such that
N2 ∩ 〈h〉 = 〈h2δ〉 and 〈h〉 ∩ N2〈k〉〈e−1s kes〉 = 〈h2δ〉 for all s, simultaneously. Similarly, by
Lemma 4.17, there exists N3f G such that N3 ∩〈h〉 = 〈h2δ〉 and 〈h〉∩N3〈k〉〈f−1s kfs〉 =
〈h2δ〉 for all s, simultaneously. Let L = N1 ∩ N2 ∩ N3 ∩ A and M = N1 ∩ N2 ∩ N3 ∩ B .
In Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/L and Bˆ = B/M , we have hˆα /∈ 〈hˆ2〉, since α is odd
and |hˆ| = 2δ. Moreover, we have ‖xˆ‖ = ‖x‖ and, for all hˆi = 1, hˆi /∈ 〈kˆ〉〈eˆ−1s kˆeˆs〉 and
hˆi /∈ 〈kˆ〉〈fˆ−1s kˆfˆs〉 for all s, 1 s  n. We shall show that xˆhˆα Wˆ xˆ.
Suppose xˆhˆα ∼
Wˆ
xˆ. Then xˆhˆα = kˆ−λhˆ−µxˆkˆλhˆµ for some λ,µ. Then, for some integers
δi, εi, λi,µi ,
eˆ1 = kˆ−λhˆ−µeˆ1kˆδ1 hˆε1 ,
fˆ1 = kˆ−δ1 hˆ−ε1 fˆ1kˆλ1 hˆµ1,
eˆ2 = kˆ−λ1 hˆ−µ1 eˆ2kˆδ2 hˆε2 ,
...
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fˆnhˆ
α = kˆ−δn hˆ−εn fˆnkˆλhˆµ.
Since e−1s hes = h±1 and f−1s hfs = h±1, the equations above imply hˆε1∓µ = kˆ−δ1 eˆ−11 kˆλeˆ1,
hˆµ1∓ε1 = kˆ−λ1 fˆ−11 kˆδ1 fˆ1, hˆε2∓µ1 = kˆ−δ2 eˆ−12 kˆλ1 eˆ2, . . . , hˆεn∓µn−1 = kˆ−δn eˆ−1n kˆλn−1 eˆn, and
hˆµ−α∓εn = kˆ−λfˆ−1n kˆδn fˆn. By the choice of N2,N3, we have hˆi /∈ 〈kˆ〉〈eˆ−1s kˆeˆs〉 and
hˆi /∈ 〈kˆ〉〈fˆ−1s kˆfˆs〉 for all hˆi = 1 and for all s, 1  s  n. Hence we have hˆε1∓µ = 1,
hˆµ1∓ε1 = 1, hˆε2∓µ1 = 1, . . . , hˆεn∓µn−1 = 1, and hˆµ−α∓εn = 1. Thus hˆα = hˆ(µ∓εn) =
hˆ(µ∓εn)hˆ(ε1∓µ)hˆ(µ1∓ε1) · · · hˆ(εn∓µn−1), where each εi,µi appear exactly two times. Hence
hˆα ∈ 〈hˆ2〉. This contradicts the fact that hˆα /∈ 〈hˆ2〉. Hence xˆhˆα 
Wˆ
xˆ.
Case 2. Suppose xhx−1 = h.
We shall show that xhα /∈ 〈k〉x〈k〉. If not, xhα = kcxkd (clearly c = 0), then e1 =
kce1kd1hλ for some d1, λ. Hence e−11 k−ce1 = kd1hλ. As in the proof of Lemma 4.16,
we have d1 = −c. Then, by Lemma 4.2, λ = 0. Thus e1 = kce1k−c. In the free group
Aˆ = A/〈h〉 = 〈aˆ1〉 ∗ 〈bˆ1〉, we have eˆ1 = kˆceˆ1kˆ−c. Since eˆ1 /∈ 〈kˆ〉, we must have c = 0 (see
[10, p. 187]), a contradiction. Hence xhα /∈ 〈k〉x〈k〉. By Theorem 2.3, there exists N f G
such that xhα /∈ N〈k〉x〈k〉. Moreover we may assume that es /∈ NW and fs /∈ NW for all
s = 1,2, . . . , n. Let Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/(N ∩ A) and Bˆ = B/(N ∩ B). Then we
have ‖xˆ‖ = ‖x‖ and xˆhˆα /∈ 〈kˆ〉xˆ〈kˆ〉. Since xhx−1 = h, this implies that xˆhˆα 
Wˆ
xˆ. This
completes the proof. 
Lemma 4.19. Let i > 0 be fixed and ε be any integer. Let Bˆ2 = B2/〈hε〉. If kˆi hˆλ ∼Bˆ2 kˆj ,
then either i = j and hˆλ = 1 or j = −i and hˆλ = hˆ−(β1+β2)i .
Proof. Since Bˆ2 = 〈qˆ1, hˆ〉 ∗〈hˆ〉 〈qˆ2, hˆ〉, where qˆ1, qˆ2 /∈ 〈hˆ〉, kˆ = qˆ1qˆ2 is cyclically reduced
of length 2. Thus, if kˆi hˆλ ∼
Bˆ2
kˆj , then i = ±j by length. Let kˆi hˆλ = gˆkˆj gˆ−1, where
g ∈ B2. Then, as in Remark 4.6, gˆ = qˆc1 kˆd hˆe where c = 0,1 and either i = j and hˆλ = 1 or
j = −i and hˆλ = hˆ−(β1+β2)i . 
Lemma 4.20. For any ε > 0, there exists Mf B2 such that M∩〈h〉 = 〈h〉, M∩〈k〉 = 〈kε〉
and, if Mki ∼B2/M Mkj then Mki = Mk±j .
Proof. Let Bˆ2 = B2/〈h〉 = 〈qˆ1: qˆ21 = 1〉 ∗ 〈qˆ2: qˆ22 = 1〉. Let Mˆ = 〈kˆε〉. Then Mˆ f Bˆ2.
Let M be the preimage of Mˆ in B2. Then M ∩ 〈h〉 = 〈h〉 and M ∩ 〈k〉 = 〈kε〉. Suppose
Mki ∼B2/M Mkj . Since each element gˆ ∈ Bˆ2 is of the form qˆc1 kˆd , where c = 0,1, Mˆkˆi =
Mˆqˆc1 kˆ
d kˆj kˆ−d qˆ−c1 = Mˆqˆc1 kˆj qˆ−c1 = Mˆkˆ±j . Thus Mki = Mk±j . 
Before our next result, we note that if β1 + β2 = 0 then ki B2 k−i by Remark 4.6.
Since B2 is conjugacy separable, there exists M1 f B2 such that M1ki B2/M1 M1k−i .
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Let M1 f B2 such that M1ki B2/M1 M1k−i , M1 ∩ 〈h〉 = 〈ht1〉 and M1 ∩ 〈k〉 = 〈kt2〉.
Then, for any integers s1, s2 > 0, there exist an integer s and M f B2 such that M ⊂ M1,
M ∩ W = 〈hs1t1〉 × 〈ks2t2s〉. Moreover, in Bˆ2 = B2/M , kˆi Bˆ2 kˆ−i and, if wˆ1 = kˆi hˆα ∼Bˆ2
kˆehˆδ then either hˆδ = hˆα and kˆe = kˆi or hˆδ = hˆα+(β1+β2)i and kˆe = kˆ−i .
Proof. Let B˜2 = B2/〈hs1t1〉. By Lemma 4.19, if h˜λ = 1 and h˜λ = h˜−(β1+β2)i , then
{k˜i h˜λ}B˜2 ∩ 〈k˜〉 = ∅. Since B˜2 = 〈q˜1, h˜〉 ∗〈h˜〉 〈q˜2, h˜〉, where 〈q˜1, h˜〉 and 〈q˜2, h˜〉 are fi-
nite abelian, B˜2 is free-by-finite. Hence B˜2 is 〈k˜〉-conjugacy separable [8]. There ex-
ists M˜2 f B˜2 such that {M˜2k˜i h˜λ}B˜2/M˜2 ∩ 〈M˜2k˜〉 = ∅ for h˜λ = 1 and h˜λ = h˜−(β1+β2)i ,
M˜2 ∩ 〈h˜〉 = 1 and k˜d /∈ M˜2〈k˜s2t2〉 for 1 d < s2t2. Let M2 be the preimage of M˜2 in B2.
Then M2 ∩ 〈h〉 = 〈hs1t1〉 and M2 ∩ 〈k〉 = 〈ks2t2s〉 for some s.
By Lemma 4.20, there exists M3f B2 such that M3 ∩〈h〉 = 〈h〉 and M3 ∩〈k〉 = 〈ks2t2s〉
and, if M3kc ∼B2/M3 M3kd then M3kc = M3k±d . Let M = M1 ∩M2 ∩M3. Then M∩〈h〉 =
〈hs1t1〉, M ∩ 〈k〉 = 〈ks2t2s〉 and M ∩ W = 〈hs1t1〉 × 〈ks2t2s〉 by Lemma 4.4. Let Bˆ2 =
B2/M . Clearly kˆi Bˆ2 kˆ
−i
. Suppose wˆ1 = kˆi hˆα ∼Bˆ2 kˆehˆδ . Then kˆi hˆα−δ ∼Bˆ2 kˆe . Thus
M˜2k˜i h˜α−δ ∼B˜2/M˜2 M˜2k˜e. By the choice of M˜2, either h˜α−δ = 1 or h˜α−δ = h˜−(β1+β2)i . This
implies either hˆα−δ = 1 or hˆα−δ = hˆ−(β1+β2)i . Hence either hˆδ = hˆα or hˆδ = hˆα+(β1+β2)i .
Suppose hˆδ = hˆα . Then kˆi ∼
Bˆ2
kˆe . Hence M3ki ∼B2/M3 M3ke. Then M3ki = M3k±e .
This implies ki∓e ∈ M3 ∩ 〈k〉 = M ∩ 〈k〉. Hence kˆe = kˆ±i . Since kˆi Bˆ2 kˆ−i , we have
kˆe = kˆi .
Suppose hˆδ = hˆα+(β1+β2)i . Since kˆi hˆα ∼
Bˆ2
kˆehˆδ , M3ki ∼B2/M3 M3ke. Then, as be-
fore, kˆe = kˆ±i . If kˆe = kˆi , then kˆi hˆα ∼
Bˆ2
kˆehˆδ = kˆi hˆα+(β1+β2)i . Thus kˆi ∼
Bˆ2
kˆi hˆ(β1+β2)i ,
whence kˆi hˆ−(β1+β2)i ∼
Bˆ2
kˆi . By Remark 4.6, we have kˆ−i ∼
Bˆ2
kˆi , contradicting the choice
of M1. Therefore, kˆi = kˆ−e and hˆδ = hˆα+(β1+β2)i . 
Lemma 4.22. Let B2 be as above, where β1 + β2 = 0. Let w1 = kihα ∈ W , where i > 0.
Let M1 f B2 such that M1 ∩ 〈h〉 = 〈ht1〉 and M1 ∩ 〈k〉 = 〈kt2〉. Then, for any integers
s1, s2 > 0, there exist an integer s and Mf B2 such that M ⊂ M1 and M ∩W = 〈hs1t1〉×
〈ks2t2s〉. Moreover, in Bˆ2 = B2/M , if wˆ1 = kˆi hˆα ∼Bˆ2 kˆehˆδ then hˆδ = hˆα and kˆe = kˆ±i .
Proof. Since β1 + β2 = 0, by Remark 4.6, ki ∼B2 k−i . Except for this point, the proof is
exactly the same as in Lemma 4.21. 
Lemma 4.23. Let B = B2 and G = A ∗W B . For w1,w2 ∈ W such that w1 G w2, there
exist Lf A and M f B such that L ∩ W = M ∩ W and, in Gˆ = Aˆ ∗Wˆ Bˆ , wˆ1 Gˆ wˆ2,
where Aˆ = A/L and Bˆ = B/M .
Proof. Let w1 = kihα and w2 = kjhβ . As in Lemma 4.13, we may assume w1 = 1 = w2.
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This case is the same as Case 2(1) in the proof of Lemma 4.13.
Part 2. Suppose i > 0 (similarly j > 0).
Case 1. β1 + β2 = 0.
Since k−ih(β1+β2)i ∼B ki by Remark 4.6, k−ihα+(β1+β)i ∼B kihα = w1. Hence
k−ihα+(β1+β2)i A w2. Clearly w1 A w2. There exists L1 f A such that L1w1 A/L1
L1w2 and L1k−ihα+(β1+β2)i A/L1 L1w2. Let L1 ∩ 〈h〉 = 〈hs1〉 and L1 ∩ 〈k〉 = 〈ks2〉.
Since ki B k−i and w1 B w2, there exists M0 f B such that M0ki B/M0 M0k−i and
M0w1 B/M0 M0w2. Let M0 ∩ 〈h〉 = 〈ht1〉 and M0 ∩ 〈k〉 = 〈kt2〉. By Lemma 4.21, there
exist an integer s and M1 f B such that M1 ⊂ M0, M1 ∩ W = 〈hs1t1〉 × 〈ks2t2s〉 and, in
B/M1, if M1w1 = M1kihα ∼B/M1 M1kehδ then either M1hδ = M1hα and M1ke = M1ki
or M1hδ = M1hα+(β1+β2)i and M1ke = M1k−i . By Lemma 4.5 there exist an integer µ
and L2 f A such that L2 ∩ W = 〈hs1t1〉 × 〈ks2t2sµ〉 and, in A/L2,
(1) for 0 e1, e2 < s1t1, if L2kihe1 ∼A/L2 L2kihe2 then e1 = e2; and
(2) for 0 c1, c2 < s2t2sµ, if L2kc1he1 ∼A/L2 L2kc2he2 then c1 = c2.
By Lemma 4.20, there exists M2 f B such that M2 ∩ 〈h〉 = 〈h〉, M2 ∩ 〈k〉 = 〈ks2t2sµ〉
and
(3) if M2ki ∼B/M2 M2kj then M2ki = M2k±j .
Let L = L1 ∩ L2 and M = M1 ∩ M2. Then L ∩ W = 〈hs1t1〉 × 〈ks2t2sµ〉 = M ∩ W by
Lemma 4.4. Let Aˆ = A/L and Bˆ = B/M . Then we have the following:
(1∗) if kˆi hˆe1 ∼
Aˆ
kˆi hˆe2 then hˆe1 = hˆe2 ;
(2∗) if kˆc1 hˆe1 ∼
Aˆ
kˆc2 hˆe2 then kˆc1 = kˆc2 ; and
(3∗) if wˆ1 = kˆi hˆα ∼Bˆ kˆehˆδ then either hˆδ = hˆα and kˆe = kˆi or hˆδ = hˆα+(β1+β2)i and kˆe =
kˆ−i .
(1∗) and (2∗) follow from (1) and (2) above and the fact that L ⊂ L2. We need to
prove (3∗). Suppose wˆ1 = kˆi hˆα ∼Bˆ kˆehˆδ . Since h ∈ M2, M2ki ∼B/M2 M2ke. Therefore,
by (3), M2ke = M2k±i . Moreover M2 ∩ 〈k〉 ⊂ M1 ∩ 〈k〉 implies kˆe = kˆ±i . Now, since
M1kihα ∼B/M1 M1kehδ , we have, by the choice of M1, either (I) M1hδ = M1hα and
M1ke = M1ki or (II) M1hδ = M1hα+(β1+β2)i and M1ke = M1k−i .
(I) Since M1 ∩ 〈h〉 ⊂ M2 ∩ 〈h〉, we have hˆδ = hˆα . We need to show kˆe = kˆi . Sup-
pose kˆe = kˆ−i . Then M1ke = M1k−i . Thus M1kehδ = M1k−ihδ = M1k−ihα . This implies
M1kihα ∼B/M1 M1kehδ = M1k−ihα , that is, M1ki ∼B/M1 M1k−i , since h ∈ Z(B). This
contradicts our choice of M1 ⊂ M0. Therefore kˆe = kˆi .
(II) Suppose M1hδ = M1hα+(β1+β2)i . Then, as in (I), we have hˆδ = hˆα+(β1+β2)i . In
this case we shall show kˆe = kˆ−i . Suppose kˆe = kˆi . Then M1ke = M1ki . Thus M1kehδ =
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M1kih−(β1+β2)i ∼B/M1 M1ki . This implies, by Remark 4.6, that M1k−i ∼B/M1 M1ki . This
contradicts our choice of M1 ⊂ M0. Therefore kˆe = kˆ−i .
Let Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/L and Bˆ = B/M . We shall make use of (1∗), (2∗)
and (3∗) to show wˆ1 Gˆ wˆ2. Suppose wˆ1 ∼Gˆ wˆ2. Then there exist εp, δp such that
wˆ1 = kˆi hˆα ∼Aˆ kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 ∼Aˆ · · · ∼ kˆεl hˆδl ∼Bˆ(Aˆ) kˆj hˆβ = wˆ2. (4.14)
Consider kˆi hˆα ∼
Aˆ
kˆε1 hˆδ1 . By (2∗), kˆε1 = kˆi . Thus, by (1∗), hˆδ1 = hˆα . Therefore kˆi hˆα =
kˆε1 hˆδ1 ∼
Bˆ
kˆε2 hˆδ2 . By (3∗), either (a) hˆδ2 = hˆα and kˆε2 = kˆi or (b) hˆδ2 = hˆα+(β1+β2)i and
kˆε2 = kˆ−i .
Suppose (a) happens. From (4.14), we have kˆi hˆα = kˆε2 hˆδ2 ∼
Aˆ
kˆε3 hˆδ3 . Then as before
we have kˆε3 = kˆi by (2∗) and hˆδ3 = hˆα by (1∗).
Suppose (b) happens. From (4.14), we have kˆ−i hˆα+(β1+β2)i = kˆε2 hˆδ2 ∼
Aˆ
kˆε3 hˆδ3 .
By (2∗), kˆε3 = kˆ−i , and by (1∗), hˆ−δ3 = hˆ−α−(β1+β2)i . Hence kˆε3 = kˆ−i and hˆδ3 =
hˆα+(β1+β2)i . Continuing this process, we have either (a1) hˆδl = hˆα and kˆεl = kˆi or (b1)
hˆδl = hˆα+(β1+β2)i and kˆεl = kˆ−i .
Suppose we have kˆεl hˆδl ∼
Bˆ
kˆj hˆβ = wˆ2 from (4.14). By (a1) and (b1) above, either
kˆεl hˆδl = wˆ1 or kˆεl hˆδl = kˆ−i hˆα+(β1+β2)i ∼Bˆ wˆ1. Both cases imply wˆ1 ∼Bˆ wˆ2, which is
impossible because of the choice of M1 ⊂ M0.
Suppose we have kˆεl hˆδl ∼
Aˆ
kˆj hˆβ = wˆ2 from (4.14). By (a1) and (b1) above, we have ei-
ther kˆεl hˆδl = wˆ1 or kˆεl hˆδl = kˆ−i hˆα+(β1+β2)i . Hence either wˆ1 ∼Aˆ wˆ2 or kˆ−i hˆα+(β1+β2)i ∼Aˆ
wˆ2, both cases are impossible because of the choice of L1. Therefore wˆ1 Gˆ wˆ2.
Case 2. β1 + β2 = 0.
Since k−i ∼B ki by Remark 4.6, we have k−ihα ∼B kihα = w1. Hence k−ihα A w2.
Clearly w1 A w2. Let L1 f A such that L1w1 A/L1 L1w2 and L1k−ihα A/L1 L1w2.
Let L1 ∩〈h〉 = 〈hs1〉 and L1 ∩〈k〉 = 〈ks2〉. Since w1 B w2, there exists M0f B such that
M0w1 B/M0 M0w2. Let M0 ∩ 〈h〉 = 〈ht1〉 and M0 ∩ 〈k〉 = 〈kt2〉. By Lemma 4.22, there
exist an integer s and M1f B such that M1 ⊂ M0 and M1 ∩W = 〈hs1t1〉× 〈ks2t2s〉 and, in
Bˆ = B/M1, if M1w1 = M1kihα ∼B/M1 M1kehδ then M1hδ = M1hα and M1ke = M1k±i .
Let L2,M2 be as in Case 1 above. Let L = L1 ∩L2, M = M1 ∩M2 and Gˆ = Aˆ ∗Wˆ Bˆ as in
Case 1. Then, in Bˆ = B/M , wˆ1 Bˆ wˆ2 and we have
(3∗∗) if wˆ1 = kˆi hˆα ∼Bˆ kˆehˆδ then hˆδ = hˆα and kˆe = kˆ±i .
We shall show that wˆ1 Gˆ wˆ2. Suppose wˆ1 ∼Gˆ wˆ2. Then, as in Case 1, there exist εp, δp
such that
wˆ1 = kˆi hˆα ∼Aˆ kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 ∼Aˆ · · · ∼ kˆεl hˆδl ∼Bˆ(Aˆ) kˆj hˆβ = wˆ2. (4.15)
As in Case 1, we can derive hˆδl = hˆα and kˆεl = kˆ±i .
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Aˆ
kˆj hˆβ = wˆ2 in (4.15). If kˆεl = kˆi then wˆ1 ∼Aˆ wˆ2. On the other hand,
if kˆεl = kˆ−i then kˆ−i hˆα ∼
Aˆ
wˆ2. Both cases are impossible because of the choice of L1.
Suppose kˆεl hˆδl ∼
Bˆ
kˆj hˆβ = wˆ2 in (4.15). If kˆεl = kˆi then wˆ1 ∼Bˆ wˆ2, contradicting the
choice of M1 ⊂ M0. If kˆεl = kˆ−i then kˆ−i hˆα ∼Bˆ wˆ2. Since kˆ−i hˆα ∼Bˆ kˆi hˆα = wˆ1, we again
have wˆ1 ∼Bˆ wˆ2, contradicting the choice of M1 ⊂ M0. Therefore wˆ1 Gˆ wˆ2. 
Lemma 4.24. Let B = B2 be of type (II). Let x ∈ G = A ∗W B be cyclically reduced with
‖x‖ > 1. If xhα W x then there exist Lf A and M f B such that L ∩ W = M ∩ W ,
in Gˆ = Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆhˆα 
Wˆ
xˆ, where Aˆ = A/L and Bˆ = B/M .
Proof. We shall only consider the case x = e1f1 · · · enfn, where ei ∈ A\W and fi ∈ B\W ,
since the other case is similar. We have two cases, xhx−1 = h or xhx−1 = h−1.
Case 1. Suppose xhx−1 = h−1.
Let N1, N2 be as in the proof of Lemma 4.18 where es /∈ N1W , fs /∈ N1W for all
1 s  n, N1 ∩ 〈h〉 = 〈hδ〉 , N2 ∩ 〈h〉 = 〈h2δ〉 and 〈h〉 ∩ N2〈k〉〈e−1s kes〉 = 〈h2δ〉 for all s.
By Theorem 2.3, there exists N3 f G such that hi /∈ N3〈h2δ〉〈k〉 for all 1  i < 2δ. Let
N3〈h2δ〉 = N4 and let N = N1 ∩N2 ∩N4. Then N ∩〈h〉 = 〈h2δ〉 and 〈h〉∩N〈k〉〈e−1s kes〉 =
〈h2δ〉 for all s. Moreover, 〈h〉∩N〈k〉 = 〈h2δ〉. Hence 〈Nh〉∩〈Nk〉 = N . Let N ∩〈k〉 = 〈kc〉
for some c. Let Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/(N ∩ A) and Bˆ = B/(N ∩ B). Then we have
hˆα /∈ 〈hˆ2〉, ‖xˆ‖ = ‖x‖, Wˆ = 〈hˆ〉 × 〈kˆ〉 and hˆi /∈ 〈kˆ〉〈eˆ−1s kˆeˆs〉 for all hˆi = 1.
We shall show that xˆhˆα 
Wˆ
xˆ. Suppose xˆhˆα ∼
Wˆ
xˆ. Then xˆhˆα = kˆ−λ0 hˆ−µ0 xˆkˆλ0 hˆµ0 for
some λ0,µ0. Then, for some integers δi, εi, λi,µi ,
eˆ1 = kˆ−λ0 hˆ−µ0 eˆ1kˆδ1 hˆε1 ,
fˆ1 = kˆ−δ1 hˆ−ε1 fˆ1kˆλ1 hˆµ1,
eˆ2 = kˆ−λ1 hˆ−µ1 eˆ2kˆδ2 hˆε2 ,
...
eˆn = kˆ−λn−1 hˆ−µn−1 eˆnkˆδn hˆεn ,
fˆnhˆ
α = kˆ−δn hˆ−εn fˆnkˆλ0 hˆµ0 .
Each equation eˆi = kˆ−λi−1 hˆ−µi−1 eˆi kˆδi hˆεi implies kˆ−δi eˆ−1i kˆλi−1 eˆi = hˆ∓µi−1+εi . Thus
hˆ∓µi−1+εi = 1, hence hˆεi = hˆ±µi−1 . For 1 i < n−1, the equation fˆi = kˆ−δi hˆ−εi fˆi kˆλi hˆµi
implies fˆ−1i kˆδi fˆi = kˆλi hˆµi−εi because h ∈ Z(B). Since fi ∈ B\W , fi = q1kdhe for
some integers d, e (see Remark 4.6). Then fˆ−1i kˆδi fˆi = qˆ−11 kˆδi qˆ1 = kˆ−δi hˆ(β1+β2)δi by Re-
mark 4.6. Thus kˆλi hˆµi−εi = kˆ−δi hˆ(β1+β2)δi . Hence hˆµi−εi = hˆ(β1+β2)δi for 1 i  n − 1.
Now kˆλ0 hˆ−εn+µ0−α = fˆ−1n kˆδn fˆn = kˆ−δn hˆ(β1+β2)δn by Remark 4.6. Hence hˆ−εn+µ0−α =
hˆ(β1+β2)δn . Thus
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= hˆµ1∓µ0 hˆµ2∓µ1 · · · hˆµn−1∓µn−2 hˆ∓µn−1+µ0−α
= hˆ−α+(µ0∓µ0)+(µ1∓µ1)+···+(µn−1∓µn−1).
Since β1 and β2 are odd, β1 + β2 is even. Hence hˆα ∈ 〈hˆ2〉, a contradiction.
Case 2. Suppose xhx−1 = h.
This case is the same as Case 2 in Lemma 4.18. 
Theorem 4.25. For s  1, the group G1(s, r) is conjugacy separable except perhaps if
s = 1 = r .
Proof. For s  2 or s = 1 and r  2, let G1(s, r) = A ∗W B as in (4.1), (4.2) and (4.3).
By Lemma 4.1, A,B are conjugacy separable. We shall apply Theorem 3.2. C1, C3 and
C4 hold by Lemma 4.12, Lemma 4.14 and Theorem 2.3. C2 holds by Lemma 4.13 and
Lemma 4.23. Also C5 holds by Lemma 4.15, Lemma 4.18 and Lemma 4.24. Hence
G1(s, r) is conjugacy separable by Theorem 3.2.
Since G1(1,0) = 〈a1, b1, h: ha1 = h±1, hb1 = h±1, [a1, b1] = hγ 〉, 〈b1, h〉 and 〈h〉 are
normal, hence G1(1,0) is polycyclic and c.s. 
5. Conjugacy separability of G1(0, r)
From now on we consider G = G1(0, r), where r  4. Let
A = 〈q3, . . . , qr , h: hqi = h, qiαi = hβi 〉, (5.1)
B = 〈q1, q2, h: hqi = h, qiαi = hβi 〉, (5.2)
k = q−1r · · ·q−13 hγ = q1q2. (5.3)
In this case each of A,B is either of type (I) or of type (II). We note that A is the general-
ized free product of the abelian groups Qi = 〈qi, h: hqi = h,qαii = hβi 〉 (i = 3,4, . . . , r),
amalgamating a single subgroup 〈h〉. Thus h ∈ Z(A). Therefore, for any ε > 0, A/〈hε〉
is a generalized free product of the finite groups Qi/〈hε〉 amalgamating 〈h〉/〈hε〉. Thus
A/〈hε〉 is free-by-finite and conjugacy separable. Similarly B/〈hε〉 is also free-by-finite
and conjugacy separable.
The following is similar to Lemma 4.2.
Lemma 5.1. Let A be as above. Let ε > 1 and I = 0 be integers. Let Aˆ = A/〈hε〉. Then,
for 0 α = β < ε, kˆI hˆα 
Aˆ
kˆI hˆβ .
Lemma 5.2. Let G = G1(0, r) = A ∗W B , where A,B are of type (I). For w1,w2 ∈ W
such that w1 G w2, there exist Lf A and M f B such that L ∩ W = M ∩ W and, in
Gˆ = Aˆ ∗ ˆ Bˆ , wˆ1  ˆ wˆ2, where Aˆ = A/L and Bˆ = B/M .W G
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assume w1 = kihα and w2 = kj . Since G isRF (Theorem 2.3), we can assume that w1 =
1 = w2.
Case 1. Suppose i = j . Let G˜ = G/〈h〉. Then, by Remark 4.8(1), k˜i 
A˜
k˜j and k˜i 
B˜
k˜j
for i = j . It follows from Theorem 2.1(1) that k˜i 
G˜
k˜j for i = j . Since G˜ is conjugacy
separable, there exists N˜f G˜ such that N˜ k˜i G˜/N˜ N˜ k˜j . Let N be the preimage of N˜ in G.
Let Gˆ = Aˆ∗
Wˆ
Bˆ , where Aˆ = A/(N ∩A) and Bˆ = B/(N ∩B). Then wˆ1 = kˆi Gˆ kˆj = wˆ2.
Case 2. Suppose i = j . Since w2 = kj = 1, we have i = j = 0 and α = 0. We may assume
i > 0.
Let T1 = TA¯(E¯, k) and T2 = TB¯(F¯ , k) be integers given by Definition 4.10, where E¯ and
F¯ are free normal subgroups of finite index in A¯ = A/〈h〉 and B¯ = B/〈h〉, respectively. By
Lemma 4.11, there exists an integer R1 > 0 (taking n = T2) such that, for any ε > 0, there
exists L1 f A such that
(A1) L1 ∩ 〈h〉 = 〈h〉, L1 ∩ 〈k〉 = 〈kεiT1T2R1〉, and
(A2) if L1kiT1T2 ∼A/L1 L1kjT1T2 then L1kiT1T2 = L1kjT1T2 .
Similarly, taking n = T1, there exists an integer R2 > 0 such that, for any ε > 0, there
exists M1 f B such that
(B1) M1 ∩ 〈h〉 = 〈h〉, M1 ∩ 〈k〉 = 〈kεiT1T2R2〉, and
(B2) if M1kiT1T2 ∼B/M1 M1kjT1T2 then M1kiT1T2 = M1kjT1T2 .
For convenience, let T = T1T2. Choose m > αT . Consider A˜ = A/〈hm〉. Then, by Re-
mark 4.8(1) and Lemma 5.1, {k˜iT h˜s}A˜ ∩ 〈k˜〉 = ∅ for all h˜s = 1. Since A˜ is free-by-finite,
A˜ is 〈k˜〉-conjugacy separable [8]. Hence there exists L˜2 f A˜ such that {L˜2k˜iT h˜s}A˜/L˜2 ∩
〈L˜2k˜〉 = ∅ for all h˜s = 1. Clearly L˜ ∩ 〈h˜〉 = 1. Let L2 be the preimage of L˜2 in A. Then
L2 ∩ 〈h〉 = 〈hm〉. Let L2 ∩ 〈k〉 = 〈ks1〉. Similarly, by considering B˜ = B/〈hm〉, there exists
M˜2 f B˜ such that {M˜2k˜iT h˜s}B˜/M˜2 ∩ 〈M˜2k˜〉 = ∅ for all h˜s = 1. Let M2 be the preimage
of M˜2 in B . Then M2 ∩ 〈h〉 = 〈hm〉. Let M2 ∩ 〈k〉 = 〈ks2〉.
For convenience, let m1 = iR1R2T1T2s1s2. By taking ε = R2s1s2 in (A1), there exists
L′1 f A such that L′1 ∩ 〈h〉 = 〈h〉, L′1 ∩ 〈k〉 = 〈km1〉 and if L′1kiT ∼A/L′1 L′1kjT then
L′1kiT = L′1kjT . Similarly, by taking ε = R1s1s2 in (B1), there exists M ′1 f B such that
M ′1 ∩ 〈h〉 = 〈h〉, M ′1 ∩ 〈k〉 = 〈km1〉 and if M ′1kiT ∼B/M ′1 M ′1kjT then M ′1kiT = M ′1kjT .
Let L = L′1 ∩ L2 and M = M ′1 ∩ M2. Then, by Lemma 4.4, L ∩ W = 〈hm〉 × 〈km1〉 =
M ∩ W . Moreover, in Aˆ = A/L, we have
(A) if kˆiT hˆαT ∼
Aˆ
kˆεT hˆδT , then kˆiT = kˆεT and hˆαT = hˆδT .
For, if kˆiT hˆαT ∼
Aˆ
kˆεT hˆδT , since hˆ ∈ Z(Aˆ), we have kˆiT hˆαT−δT ∼
Aˆ
kˆεT . By the choice
of L2, this implies h˜αT−δT = 1. Since L2 ∩〈h〉 ⊂ L′ ∩ 〈h〉, hαT−δT ∈ L2 ∩L′ = L. Hence1 1
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Aˆ
kˆεT . By the choice of L′1, this implies that L′1kiT = L′1kεT . Since
L′1 ∩ 〈k〉 = L ∩ 〈k〉, we have LkiT = LkεT , that is, kˆiT = kˆεT . This proves (A).
Similarly, in Bˆ = B/M , we have
(B) if kˆiT hˆαT ∼
Bˆ
kˆεT hˆδT , then kˆiT = kˆεT and hˆαT = hˆδT .
Let Gˆ = Aˆ∗
Wˆ
Bˆ . We shall show that wˆ1 Gˆ wˆ2. Since i = j , suppose wˆ1 ∼Gˆ wˆ2. Then
there exist εp, δp such that
wˆ1 = kˆi hˆα ∼Aˆ kˆε1 hˆδ1 ∼Bˆ kˆε2 hˆδ2 ∼Aˆ · · · ∼ kˆεl hˆδl ∼Aˆ(Bˆ) kˆi = wˆ2. (5.4)
Hence
wˆT1 = kˆiT hˆαT ∼Aˆ kˆε1T hˆδ1T ∼Bˆ kˆε2T hˆδ2T ∼Aˆ · · · ∼ kˆεlT hˆδlT ∼Aˆ(Bˆ) kˆiT = wˆT2 . (5.5)
By (A) and (B), we must have kˆiT = kˆε1T = · · · = kˆεlT and hˆαT = hˆδ1T = · · · = hˆδlT . Thus
from (5.5) kˆiT hˆαT = kˆεlT hˆδlT ∼
Aˆ(Bˆ)
kˆiT . Hence hˆαT = 1 by (A) or (B), contradicting
αT < m = |hˆ|. Therefore, wˆ1 Gˆ wˆ2. 
Lemma 5.3. Let A = 〈q3, . . . , qr , h〉 be of type (I). Let i > 0 be a fixed integer and let
T = TA¯(F¯ , k) be as in Definition 4.10, where F¯ is a free normal subgroup of finite index
in A¯ = A/〈h〉. Suppose R > 0 is chosen as in Lemma 4.11 with n = 1.
(1) For each ε1 > 1, there exist an integer µ > 0, depending on ε1, and L1f A such that
L1 ∩ 〈h〉 = 〈hε1〉, L1 ∩ 〈k〉 = 〈kµ〉 and, for 0 α,β < ε1, if L1kiT hα ∼A/L1 LkiT hβ
then α = β .
(2) For each ε2 > 1, there exists L2 f A such that L2 ∩ 〈h〉 = 〈h〉, L2 ∩ 〈k〉 = 〈kε2µiRT 〉
and if L2kiT ∼A/L2 L2kjT then L2kiT = L2kjT .
(3) Let Lf A such that L ⊂ L1 ∩L2 and L∩W = 〈hε1〉×〈kε2µiRT 〉. Then, in Aˆ = A/L,
if kˆiT hˆα ∼
Aˆ
kˆjT hˆβ we have kˆiT = kˆjT and hˆα = hˆβ .
Proof. (1) Let A˜ = A/〈hε1〉. Let iT = I . Then, as in Lemma 4.2, k˜I h˜α 
A˜
k˜I h˜β for 0
α = β < ε1. Since A˜ is conjugacy separable, there exists L˜1 f A˜ such that L˜1 ∩ 〈h˜〉 = 1
and L˜1k˜I h˜α A˜/L˜1 L˜1k˜
I h˜β for 0 α = β < ε1. Let L1 be the preimage of L˜1 of A. Then
L1 ∩〈h〉 = 〈hε1〉. Let L1 ∩〈k〉 = 〈kµ〉. Then, for 0 α,β < ε1, if L1kiT hα ∼A/L1 LkiT hβ
we have α = β .
(2) By Lemma 4.11, taking n = 1 and ε = ε2µ, there exists L2 f A such that L2 ∩
〈h〉 = 〈h〉 and L2 ∩ 〈k〉 = 〈kε2µiRT 〉, and in A/L2, if L2kiT ∼A/L2 L2kjT , then L2kiT =
L2kjT .
(3) Suppose, in Aˆ = A/L, kˆiT hˆα ∼
Aˆ
kˆjT hˆβ . Then L2kiT ∼A/L2 L2kjT . By the choice
of L2, we have L2kiT = L2kjT . Hence kˆiT = kˆjT . From this we have kˆiT hˆα ∼Aˆ kˆiT hˆβ .
Let α = α1 + ε1λ1 and β = β1 + ε1λ2 for some λ1, λ2, where 0  α1, α2 < ε1. Then
502 R.B.J.T. Allenby et al. / Journal of Algebra 285 (2005) 481–507hˆα = hˆα1 and hˆβ = hˆβ1 . Since kˆiT hˆα ∼
Aˆ
kˆiT hˆβ , kˆiT hˆα1 ∼
Aˆ
kˆiT hˆβ1 . By the choice of L1,
this implies α1 = β1. Hence hˆα = hˆα1 = hˆβ1 = hˆβ . 
Lemma 5.4. Let G = G1(0, r) = A ∗W B , where A is of type (I) and B is of type (II). For
w1,w2 ∈ W such that w1 G w2, there exist L f A and M f B such that L ∩ W =
M ∩ W and, in Gˆ = Aˆ ∗
Wˆ
Bˆ , wˆ1 Gˆ wˆ2, where Aˆ = A/L and Bˆ = B/M .
Proof. As before, we may assume w1 = kihα = 1 and w2 = kj = 1.
Case 1. β1 + β2 = 0.
Since k−ihα+(β1+β2)i ∼B kihα = w1 by Remark 4.6, k−ihα+(β1+β2)i A w2. Clearly
w1 A w2. Let A˜ = A/〈h〉 and let E˜ be a free normal subgroup of finite index in A˜.
By Lemma 4.7, k−iT hαT+(β1+β2)iT A wT2 and wT1 A wT2 , where T = TA˜(E˜, k˜) is
chosen for A˜ as in Definition 4.10. Let R > 0 be chosen for A as in Lemma 4.11.
Since A is conjugacy separable, there exists L1 f A such that L1wT1 A/L1 L1wT2 and
L1k−iT hαT+(β1+β2)iT A/L1 L1wT2 . Let L1 ∩ 〈h〉 = 〈hs1〉 and L1 ∩ 〈k〉 = 〈ks2〉. Since
B is conjugacy separable, there exists M0 f B such that M0wT1 B/M0 M0wT2 , and
M0k−iT B/M0 M0kiT . Let M0 ∩〈h〉 = 〈ht1〉 and M0 ∩〈k〉 = 〈kt2〉. Then, by Lemma 4.21,
there exist s and M1 f B such that M1 ⊂ M0 and M1 ∩ W = 〈hs1t1〉 × 〈ks2t2sRT 〉. More-
over, in B/M1, if M1kiT hαT ∼B/M1 M1kehδ then either M1hδ = M1hαT and M1ke =
M1kiT or M1hδ = M1hαT+(β1+β2)iT and M1ke = M1k−iT . By Lemma 5.3(1), there exist
µ and L2 f A such that L2 ∩ 〈h〉 = 〈hs1t1〉, L2 ∩ 〈k〉 = 〈kµ〉, and for 0 α,β < s1t1, if
L2kiT hα ∼A/L2 L2kiT hβ then α = β . By Lemma 5.3(2), there exists L3 f A such that
L3 ∩ 〈h〉 = 〈h〉, L3 ∩ 〈k〉 = 〈ks2t2sµiRT 〉 and if L3kiT ∼A/L3 L3kjT then L3kiT = L3kjT .
By Lemma 4.20, there exists M2 f B such that M2 ∩ 〈h〉 = 〈h〉, M2 ∩ 〈k〉 = 〈ks2t2sµiRT 〉
and, if M2kc ∼B/M2 M2kd then M2kc = M2k±d . Let L = L1 ∩L2 ∩L3 and M = M1 ∩ M2.
Then L ∩ W = 〈hs1t1〉 × 〈ks2t2sµiRT 〉 = M ∩ W and, in Aˆ = A/L, by Lemma 5.3(3),
if kˆiT hˆαT ∼
Aˆ
kˆεT hˆδT then kˆεT = kˆiT and hˆδT = hˆαT . (5.6)
On the other hand, in Bˆ = B/M ,
if kˆiT hˆαT ∼
Bˆ
kˆεT hˆδT then either kˆεT = kˆiT and hˆδT = hˆαT
or kˆεT = kˆ−iT and hˆδT = hˆαT+(β1+β2)iT . (5.7)
To prove this, suppose kˆiT hˆαT ∼
Bˆ
kˆεT hˆδT . Then M2kiT ∼B/M2 M2kεT . Thus M2kεT =
M2k±iT , whence kˆεT = kˆ±iT . (i) Suppose kˆεT = kˆiT . Then kˆiT hˆαT ∼Bˆ kˆiT hˆδT . Hence
M1kiT hαT ∼B/M1 M1kiT hδT . By the choice of M1, we have either M1hδT = M1hαT or
M1kiT = M1k−iT and M1hδT = M1hαT+(β1+β2)iT . By the choice of M1 ⊂ M0, the case
M1kiT = M1k−iT is impossible. Thus we must have M1hδT = M1hαT . Hence hˆδT = hˆαT .
(ii) Suppose kˆεT = kˆ−iT . Then we have kˆiT hˆαT ∼
Bˆ
kˆ−iT hˆδT . Hence M1kiT hαT ∼B/M1
M1k−iT hδT . By the choice of M1, we have either M1k−iT = M1kiT and M1hδT = M1hαT
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we must have M1hδT = M1hαT+(β1+β2)iT . Hence hˆδT = hˆαT+(β1+β2)iT .
Applying (5.6) and (5.7), it is easy to show that, in Gˆ = Aˆ ∗
Wˆ
Bˆ , wˆ1 Gˆ wˆ2. Suppose
wˆ1 ∼Gˆ wˆ2. Then, as in (5.4), there exist εp, δp such that
wˆT1 = kˆiT hˆαT ∼Aˆ kˆε1T hˆδ1T ∼Bˆ kˆε2T hˆδ2T ∼Aˆ · · · ∼ kˆεlT hˆδlT ∼Bˆ(Aˆ) wˆT2 . (5.8)
Then, as in Case 1 of Lemma 4.23, we have either (a) kˆεlT = kˆiT and hˆδlT = hˆδT or
(b) kˆεlT = kˆ−iT and hˆδlT = hˆαT+(β1+β2)iT .
Suppose kˆεlT hˆδlT ∼
Aˆ
wˆT2 in (5.8). Then both (a) and (b) are impossible because of the
choice of L1.
Indeed, suppose kˆεlT hˆδlT ∼
Bˆ
wˆT2 in (5.8). Then (a) is clearly impossible by the choice of
M1 ⊂ M0. If (b) is the case, then kˆεlT hˆδlT = kˆ−iT hˆαT+(β1+β2)iT ∼Bˆ kˆiT hˆαT = wˆT1 . Again
we have wˆT1 ∼Bˆ wˆT2 . But this is also impossible by the choice of M1 ⊂ M0. Therefore
wˆ1 Gˆ wˆ2 as required.
Case 2. β1 + β2 = 0.
The proof is similar to Case 1 by applying Lemma 4.22 instead of Lemma 4.21. 
Lemma 5.5. Let G = G1(0,4) = A∗W B , where A or B is of type (I). Let x ∈ G = A∗W B
be cyclically reduced with ‖x‖ > 1. If xhα W x then there exist L f A and M f B
such that L ∩ W = M ∩ W , in Gˆ = Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆhˆα 
Wˆ
xˆ, where Aˆ = A/L
and Bˆ = B/M .
Proof. Suppose A is of type (I). We shall only consider the case x = e1f1 · · · enfn, where
ei ∈ A\W and fi ∈ B\W , since the other case is similar. Since h ∈ Z(G), xhx−1 = h.
We note that A˜ = A/〈h〉 is a free product of finite cycles and k˜ is cyclically reduced.
Moreover, 〈k˜〉 is maximal cyclic in A˜. Hence, as in Case 2 of Lemma 4.18, we can show
that xhα /∈ 〈k〉x〈k〉. Thus, as in Case 2 of Lemma 4.18, we can find Lf A and M f B
such that L ∩ W = M ∩ W , in Gˆ = Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆhˆα 
Wˆ
xˆ, where Aˆ = A/L
and Bˆ = B/M .
Suppose B is of type (I). We can consider x−1h−α W x−1 in the above argument. 
Now we study the group G = G1(0,4) = A ∗W B , where A,B are of type (II). In this
case, we note that if x ∈ A\W then x = q3hckd for some c, d . Similarly y ∈ B\W then
y = q1hc1kd1 for some c1, d1. Hence if g ∈ G with ‖g‖ 1, then g = (q1)q3 · · ·q1(q3)kihα
for some i, α. For convenience, we let β = β1 + β2 + β3 + β4 − 2γ . By Remark 4.6, we
have q−11 kihαq1 = k−ihα+(β1+β2)i . Since k = q−14 q−13 hγ , q23 = hβ3 and q24 = hβ4 , we have
q−13 k
ihαq3 = k−ihα−(β3+β4−2b)i = k−ihα−βi+(β1+β2)i ,
q−11 q
−1
3 k
ihαq3q1 = q−11
(
k−ihα−βi+(β1+β2)i
)
q1
= kihα−βi+(β1+β2)i−(β1+β2)i = kihα−βi and (5.9)
(q3q1)
−nkihα(q3q1)n = kihα−nβi . (5.10)
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q−13 (q3q1)
nkihα(q3q1)
−nq3 = q−13
(
kihα+nβi
)
q3 = k−ihα+(n−1)βi+(β1+β2)i . (5.11)
Hence the conjugacy class of kihα in G = G1(0,4) is
{
kihα
}G = {kihα+nβi | n ∈ Z}∪ {k−ihα+nβi+(β1+β2)i | n ∈ Z}. (5.12)
Lemma 5.6. Let G = G1(0,4) = A ∗W B , where A,B are of type (II). For w1,w2 ∈ W
such that w1 G w2, there exist Lf A and M f B such that L ∩ W = M ∩ W and, in
Gˆ = Aˆ ∗
Wˆ
Bˆ , wˆ1 Gˆ wˆ2, where Aˆ = A/L and Bˆ = B/M .
Proof. As in the proof of Lemma 5.2, we may assume w1 = kihα and w2 = kj , where
w1 = 1 = w2.
Case 1. Suppose j = ±i. Without loss of generality, let |j | > |i|. By Lemma 4.20, there
exists L f A such that L ∩ 〈h〉 = 〈h〉, L ∩ 〈k〉 = 〈kj 〉. Similarly, there exists M f B
such that M ∩ 〈h〉 = 〈h〉, M ∩ 〈k〉 = 〈kj 〉. Then, in Gˆ = Aˆ ∗
Wˆ
Bˆ , where Aˆ = A/L and
Bˆ = B/M , we have wˆ1 = kˆi = 1 and wˆ2 = kˆj = 1. Thus wˆ1 Gˆ wˆ2 as required.
Case 2. Suppose i = j . So let w1 = kihα and w2 = ki . Since kihα G ki , we see by (5.12)
that hα /∈ 〈hβi〉. By Theorem 2.3, there exists Nf G such that hα /∈ N〈hβi〉, q3, q1 /∈ NW
and ks /∈ N〈k3i〉 for all 1  s < 3i. Let N ∩ 〈h〉 = 〈hs1〉 and N ∩ 〈k〉 = 〈ks2〉 for some
s1, s2. By Lemma 4.20, there exists L1 f A such that L1 ∩ 〈h〉 = 〈h〉 and L1 ∩ 〈k〉 =
〈ks2〉. Let L = N ∩ L1. Then, by Lemma 4.4, L ∩ W = 〈hs1〉 × 〈ks2〉. In Aˆ = A/L, we
have hˆα /∈ 〈hˆβi〉, qˆ1, qˆ3 /∈ Wˆ , |kˆ| > 2i and Wˆ = 〈hˆ〉 × 〈kˆ〉. Similarly, there exists M f B
such that L ∩ W = M ∩ W . Let Gˆ = Aˆ ∗
Wˆ
Bˆ . By (5.12), we note that, for g ∈ G, either
gˆ−1kˆi hˆαgˆ = kˆi hˆα+nβi or gˆ−1kˆi hˆαgˆ = kˆ−i hˆα+nβi+(β1+β2)i for some n. Hence, if wˆ2 =
gˆ−1wˆgˆ then either wˆ2 = kˆi = kˆi hˆα+nβi or wˆ2 = kˆi = kˆ−i hˆα+nβi+(β1+β2)i . But, since |kˆ| >
2i and 〈hˆ〉∩〈kˆ〉 = 1, the latter is impossible. Hence kˆi = kˆi hˆα+nβi , thus hˆα = hˆ−nβi ∈ 〈hˆβi〉
which clearly contradicts to the choice of N . Hence wˆ1 Gˆ wˆ2 as required.
Case 3. Suppose j = −i. Since, by Remark 4.6, w2 = k−i ∼B kih−(β1+β2)i , we have
w1 = kihα G kih−(β1+β2)i , that is, w′1 = kihα+(β1+β2)i G ki = w−12 . Hence, by Case 2,
we can find Gˆ = Aˆ ∗
Wˆ
Bˆ , such that wˆ′1 Gˆ wˆ
−1
2 . This implies kˆ
i hˆα+(β1+β2)i 
Gˆ
kˆi , equiv-
alently, kˆi hˆα 
Gˆ
kˆi hˆ−(β1+β2)i . Since w2 = k−i ∼B kih−(β1+β2)i , we have wˆ1 Gˆ wˆ2. 
Lemma 5.7. Let G = G1(0,4) = A∗W B , where A,B are of type (II). Let x ∈ G = A∗W B
be cyclically reduced with ‖x‖ > 1. If xhα W x then there exist L f A and M f B
such that L ∩ W = M ∩ W , in Gˆ = Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆhˆα 
Wˆ
xˆ, where Aˆ = A/L
and Bˆ = B/M .
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B\W , since the other case is similar. Then, as we mentioned before Lemma 5.6, x =
e1f1 · · · enfn = q3q1 · · ·q3q1hckd = (q3q1)nhckd for some c, d . Then, by (5.10), x−1kix =
k−dh−ckihnβihckd = kihnβi , where β = β1 + β2 + β3 + β4 − 2γ . Therefore, since
xhα W x, h
α /∈ 〈hnβ〉. By Theorem 2.3, there exists N f G such that hα /∈ N〈hnβ〉,
q1, q3 /∈ NW . Let L = N ∩A and M = N ∩B . Then L∩W = M ∩W and, in Gˆ = Aˆ∗Wˆ Bˆ ,
where Aˆ = A/L and Bˆ = B/M , we have ‖xˆ‖ = ‖x‖. Moreover, if xˆhˆα ∼
Wˆ
xˆ, then
xˆhˆα = kˆ−i hˆ−j xˆhˆj kˆi = kˆ−i xˆkˆi for some i, j . Thus kˆi hˆ−α = xˆ−1kˆi xˆ = kˆi hˆnβi . Hence
hˆα = hˆ−nβi ∈ 〈hˆnβ〉 which clearly contradicts our choice of N . Therefore xˆhˆα 
Wˆ
xˆ, as
required. 
Lemma 5.8. Let G = G1(0,4) = A ∗W B . Let x ∈ G = A ∗W B be cyclically reduced with
‖x‖ > 1. Let β = 0 and y = xkβhα W x. Then there exist L f A and M f B such
that L ∩ W = M ∩ W , and in Gˆ = Aˆ ∗
Wˆ
Bˆ , we have ‖xˆ‖ = ‖x‖ and xˆkˆβ hˆα 
Wˆ
xˆ, where
Aˆ = A/L and Bˆ = B/M .
Proof. We shall only consider the case x = e1f1 · · · enfn, where ei ∈ A\W and fi ∈ B\W ,
since the other case is similar. Let G˜ = A/〈h〉 ∗〈k˜〉 B/〈h〉. Then A˜ = A/〈h〉 and B˜ = B/〈h〉
are free-by-finite and 〈k˜〉 is maximal in both A˜ and B˜ . Clearly ‖x˜‖ = ‖x‖ = 2n. We shall
show that y˜ = x˜k˜β 〈k˜〉 x˜ if β = 0.
Case 1. Suppose A is of type (I) (or B is of type (I)). Suppose y˜ ∼〈k˜〉 x˜. Then, as in
the proof of Lemma 4.15, there exist integers λi,µi satisfying Eqs. (4.10)–(4.13). By Re-
mark 4.8, (4.10) implies λ1 = µ1. Hence e˜1 ∈ CA˜(k˜) = 〈k˜〉. Since 〈k˜〉 is maximal and
e˜1 /∈ 〈k˜〉, this implies λ1 = µ1 = 0. From Eqs. (4.11)–(4.13), we have λi = µi = 0 for all i.
Thus β = 0. Therefore, y˜ = x˜k˜β 〈k˜〉 x˜ if β = 0.
Case 2. Suppose both A and B are of type (II). As in the proof of Lemma 5.7, x =
(q3q1)nhckd for some c, d . Then, from (5.10),
x−1kix = k−dh−c(q3q1)−nki(q3q1)nhckd = k−dh−c
(
kih−nβi
)
hckd = kih−nβi . (5.13)
Suppose y˜ ∼〈k˜〉 x˜. Then, for some i, x˜k˜β = k˜−i x˜k˜i , that is, x˜−1k˜i x˜ = k˜i−β . By (5.13),
k˜i = k˜i−β . This implies β = 0. Therefore, y˜ = x˜k˜β 〈k˜〉 x˜ if β = 0.
Now A˜ and B˜ are free-by-finite. By Theorem 2.4, there exist L˜f A˜ and M˜ f B˜ such
that L˜ ∩ 〈k˜〉 = M˜ ∩ 〈k˜〉 and, in G¯ = A˜/L˜ ∗〈k〉 B˜/M˜ , we have ‖x‖ = ‖x‖ = ‖y‖ = ‖y‖ and
y 〈k〉 x. Let L,M be preimage of L˜, M˜ in G, respectively. Then L∩W = M ∩W and, in
Gˆ = Aˆ ∗
Wˆ
Bˆ , ‖xˆ‖ = ‖x‖ and xˆkˆβ hˆα 
Wˆ
xˆ, where Aˆ = A/L and Bˆ = B/M . 
Theorem 5.9. The group G1(0, r) is conjugacy separable for r = 3.
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conjugacy separable.
For r  4, let G1(0, r) = A ∗W B as at the beginning of this section. We now apply our
criterion, Theorem 3.2.
By Lemma 4.1, A,B are conjugacy separable. Conditions C1, C3 and C4 hold by
Lemma 4.12, Lemma 4.14 and Theorem 2.3. Also, C2 holds by Lemma 5.2, Lemma 5.4
and Lemma 5.6. Further, C5 holds by Lemma 5.8, Lemma 5.5 and Lemma 5.7. Hence
G1(0, r) is conjugacy separable for r = 3. 
Combining Theorems 4.25 and 5.9 we have:
Theorem 5.10. Each G1(s, r) is conjugacy separable except possibly G1(0,3) and
G1(1,1).
We expect all G2(s, r) to be conjugacy separable. Hence we make the following:
Conjecture. Seifert 3-manifold groups are conjugacy separable.
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