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fueron tres meses, pero ese tiempo me proporcionó la visión de conjunto
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Esta Tesis surge en el contexto de un proyecto de investigación del
Ministerio de Educación y Ciencia centrado en el análisis de una nue-
va arquitectura de acceso radio para los sistemas UMTS, la arquitectura
Multinodo B. La idea fundamental de esta nueva propuesta para UMTS
era distribuir espacialmente las antenas de la estación base sobre el área de
servicio de la celda, con el objetivo de reducir el nivel de interferencias y
aumentar al mismo tiempo la capacidad del sistema.
Por otro lado, los sistemas de comunicaciones con múltiples antenas
o sistemas MIMO (Multiple-Input Multiple-Output), han generado en la
última década un gran interés de la comunidad investigadora. Inicialmente
propuestos para enlaces punto a punto, estos sistemas se perfilan como
posible solución tecnológica para los futuros sistemas de comunicaciones,
debido a la alta eficiencia espectral teórica que prometen.
En esta Tesis, la arquitectura Multinodo B se analiza desde el punto
de vista de un sistema MIMO multi-usuario multi-celda coordinado. En
esta configuración avanzada y cooperativa de sistema MIMO, varias esta-
ciones base cooperan perfectamente en datos a través de un enlace de alta
capacidad y transmiten de forma coordinada a todos los usuarios de una
determinada área. Además, cada estación base del sistema está sujeta a
una restricción en la potencia total que puede transmitir.
El estudio de los sistemas MIMO multi-usuario multi-celda coordinados
se encuentra todav́ıa en su fase inicial. En la actualidad, se pueden distinguir
claramente dos ĺıneas de investigación; por una parte se está tratando de
caracterizar desde un punto de vista de teoŕıa de la información la región de
capacidad de estos sistemas y por otra, se está desarrollando la algoŕıtmica
necesaria para tratar distintos problemas de optimización.
En la Tesis, se plantea el problema de minimización de potencia en
el enlace downlink de un sistema W-CDMA MIMO multi-usuario multi-
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celda coordinado. El problema de minimización de potencia es un problema
de optimización que busca minimizar la potencia total transmitida en el
sistema, entendida como la suma de las potencias que transmiten todas las
estaciones base del sistema. Al mismo tiempo, todos los usuarios tienen que
alcanzar un determinado nivel de calidad de servicio.
En un primer paso, se presenta un modelo de sistema donde se omite
el proceso que tiene lugar en el receptor del usuario. En este escenario, se
propone un primer algoritmo JPCOB o Joint Power Control and Optimal
Beamforming, modificando una de las referencias clásicas de los problemas
de minimización de potencia. Este primer algoritmo, el JPCOB-VUL o
Virtual uplink-based JPCOB, utiliza la dualidad entre el problema de mini-
mización de potencia en el enlace downlink y un equivalente uplink virtual
para simplificar el diseño de los beamformers en transmisión de cada usua-
rio. Además, la estructura de las matrices involucradas en el mecanismo
de control de potencia del algoritmo JPCOB-VUL permite obtener una
versión computacionalmente eficiente de este algoritmo.
En el análisis de los aspectos prácticos relacionados con la implementa-
ción del algoritmo JPCOB-VUL, se propone un modelo de las interferencias
presentes en el sistema y se plantean esquemas de asignación de códigos de
canalización que permiten disminuir el nivel de interferencia que perciben
los usuarios del sistema. Al mismo tiempo, se plantea una versión robusta
del JPCOB-VUL, para las situaciones en las que las estaciones base dispo-
nen de un conocimiento parcial del canal en la forma de hybrid channel
knowledge. Este modelo de información de canal se corresponde con un
escenario en el que existe algún tipo de restricción en la cantidad de infor-
mación que las estaciones base pueden intercambiar entre ellas a través del
enlace de alta capacidad.
En un segundo paso, se avanza en el modelo anaĺıtico del sistema y
se propone una formulación matricial compacta que caracteriza comple-
tamente el funcionamiento de un sistema W-CDMA MIMO multi-usuario
multi-celda coordinado, teniendo en cuenta la naturaleza aśıncrona de las
señales que recibe cada usuario y el proceso que tiene lugar en el receptor
del mismo. En este punto de la Tesis, se propone un algoritmo JPCOB que
mejora las prestaciones del JPCOB-VUL, el JPCOB-DL o Downlink-based
JPCOB. Al mismo tiempo, se propone una versión simplificada de este al-
goritmo, el algoritmo JPCOB-SDL o Simplified Downlink-based JPCOB,
para aquellas situaciones en las que existe algún tipo de restricción en la
cantidad de información que cada usuario puede realimentar a la estación
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base, pero donde las estaciones base pueden intercambiar perfectamente
datos entre ellas. Ambos algoritmos se denominan downlink-based porque
abandonan la dualidad entre el problema downlink y el equivalente uplink
virtual.
Por último, y aprovechando la estructura de las matrices que inter-
vienen en el mecanismo de control de potencia, se proponen dos esquemas
que mejoran las propiedades de convergencia del algoritmo JPCOB-DL en
sistemas MIMO multi-usuario multi-celda coordinados mal condicionados.
Las simulaciones demuestran que estos esquemas se pueden interpretar en
realidad como criterios eficientes y computacionalmente sencillos para elimi-
nar usuarios en un sistema MIMO multi-usuario multi-celda coordinado, en
el caso en que no se alcance la convergencia del algoritmo.

Resum
Aquesta Tesi sorgeix en el marc d’un projecte d’investigació del Minis-
teri d’Educació i Ciència centrat en l’anàlisi d’una nova arquitectura d’accés
ràdio per als sistemes UMTS, l’arquitectura Multinodo B. La idea fona-
mental d’aquesta nova proposta per a UMTS era distribuir espacialment
les antenes de l’estació base al llarg de l’àrea de servei de la cel·la, amb
l’objectiu de reduir el nivell d’interferències i augmentar al mateix temps
la capacitat del sistema.
D’altra banda, els sistemes de comunicacions amb múltiples antenes o
sistemes MIMO (Multiple-Input Multiple-Output), han generat en l’última
dècada un gran interés per part de la comunitat investigadora. Aquests sis-
temes van ser proposats inicialment per enllaços punt a punt, però a hores
d’ara es presenten com una possible solució tecnològica per als futurs sis-
temes de comunicacions, en base a l’alta eficiència espectral que prometen.
En aquesta Tesi, l’arquitectura Multinodo B s’analitza des de’l punt de
vista d’un sistema MIMO multi-usuari multi-cel·la coordinat. En aquesta
configuració avançada i cooperativa de sistema MIMO, vàries estacions base
cooperen perfectament en dades per mitjà d’un enllaç d’alta capacitat i
transmeten de forma coordinada a tots els usuaris d’una determinada àrea.
A més a més, cada estació base disposa d’una restricció en la potència total
que pot transmetre.
L’estudi dels sistemes MIMO multi-usuari multi-cel·la coordinats es tro-
ba encara en la fase inicial. En l’actualitat, es poden distingir clarament
dues ĺınees d’investigació; per una banda s’està intentant caracteritzar la
regió de capacitat d’aquests sistemes, i per l’altra, s’està desenvolupant
l’algoŕıtmica necessària per a tractar diversos problemes d’optimització.
En la Tesi, es planteja el problema de minimització de potència en
l’enllaç downlink d’un sistema MIMO multi-usuari multi-cel·la coordinat.
El problema de minimització de potència és un problema d’optimització que
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busca minimitzar la potència total transmesa en el sistema, entesa com la
suma de les potències que transmeten totes les estacions base del sistema.
Al mateix temps, tots els usuaris deuen obtindre un determinant nivell de
qualitat de servei.
En un primer pas, es presenta un model de sistema on s’omet el procés
que es duu a terme al receptor de l’usuari. En aquest context, es pro-
posa un primer algoritme JPCOB o Joint Power Control and Optimal
Beamforming, modificant una de les referències clàssiques dels problemes
de minimització de potència. Aquest primer algoritme, el JPCOB-VUL o
Virtual uplink-based JPCOB, utilitza la dualitat entre el problema de mini-
mització de potència en l’enllaç downlink i un equivalent uplink virtual per
a simplificar el disseny dels beamformers en transmissió de cada usuari. A
més a més, l’estructura de les matrius que intervenen en el mecanisme de
control de potència permet obtindre una versió computacionalment eficient
d’aquest algoritme.
En l’anàlisi dels aspectes pràctics relacionats amb la implementació de
l’algoritme JPCOB-VUL, es proposa un model de les interferències presents
en el sistema i es plantegen diversos esquemes d’assignació de còdigs de
canalització que permeten disminuir el nivell d’interferència que reben els
usuaris del sistema. Al mateix temps, es proposa una versió robusta del
JPCOB-VUL, per a aquelles situacions en les que les estacions base disposen
d’un coneixement parcial del canal en la forma de hybrid channel knowledge.
Aquest model d’informació de canal es correspon amb un escenari en el
que existeix algun tipus de restricció en la quantitat d’informació que les
estacions base poden intercanviar entre elles per mitjà de l’enllaç d’alta
capacitat.
En un segon pas, s’avança en el model anaĺıtic del sistema i es pro-
posa una formulació matricial compacta que caracteritza completament el
funcionament d’un sistema W-CDMA MIMO multi-usuari multi-cel·la co-
ordinat, tenint en compte la naturalesa aśıncrona dels senyals que arriben a
l’usuari i el procés que es duu a terme al receptor del mateix. En aquest punt
de la Tesi, es proposa un algoritme JPCOB que millora les prestacions del
JPCOB-VUL, el JPCOB-DL o Downlink-based JPCOB. Al mateix temps,
es proposa una versió més simple d’aquest algoritme, el JPCOB-SDL o
Simplified Downlink-based JPCOB, per a aquelles situacions en les quals
existeix algun tipus de restricció en la quantitat d’informació que un usuari
pot realimentar a l’estació base, però a on les estacions base poden intercan-
viar dades entre elles sense cap problema. Aquests algoritmes es defineixen
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com a downlink-based en base a l’abandonament de la dualitat entre el
problema downlink i l’equivalent uplink virtual.
Per últim, i aprofitant l’estructura de les matrius que intervenen en el
mecanisme de control de potència, es proposen dos esquemes que milloren
les propietats de convergència de l’algoritme JPCOB-DL en sistemes MIMO
multi-usuari multi-cel·la coordinats mal condicionats. Les simulacions de-
mostren que aquests esquemes es poden interpretar com a criteris eficients
i computacionalment senzills per a eliminar usuaris d’un sistema MIMO
multi-usuari multi-cel·la coordinat, en aquelles situacions en les quals no
s’arriba a la convergència de l’algoritme.

Abstract
This Thesis starts in the framework of a research project supported by
the Ministerio de Educación y Ciencia. This research project analyzed a
new radio access architecture for UMTS systems, the Multinodo B architec-
ture. The key idea for this new proposal for UMTS systems was to spatially
distribute the antennas from the base station around the service area, with
the aim of reducing the interference of the system and thus, increasing its
capacity.
On the other hand, communication systems with multiple antennas or
MIMO systems (Multiple-Input Multiple-Output), have received increasing
attention from the research community over the last ten years. Initially
proposed for point-to-point links, MIMO systems are seen as an interes-
ting option for future communication systems due to their high spectral
efficiency.
In this Thesis, the proposed Multinodo B architecture is analyzed and
characterized from the point of view of a coordinated multi-cell multi-user
MIMO system. In this advanced and cooperative MIMO configuration, base
stations achieve perfect data cooperation through a high speed backbone
and hence, there is a chance for transmitting coordinatedly to all users
in the area. Moreover, per-base station power constraints are taken into
account.
The analysis of coordinated multi-cell multi-user MIMO systems is still
in its first stages. Nowadays, it is possible to differentiate between two
research lines; on one hand, some progress is taking place in order to obtain
the capacity region of this MIMO configuration and on the other hand,
several algorithms are being proposed to solve different optimization pro-
blems.
In the Thesis, the power minimization problem is stated for the down-
link of a coordinated multi-cell multi-user MIMO system. The power mini-
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mization problem is an optimization problem that tries to minimize the
total transmitted power in the system, which can be defined as the sum of
the transmitted power from all the base stations in the system. At the same
time, all the users are subject to a certain quality of service requirement.
Firstly, a system model is proposed, where the process carried out at
each receiver is omitted. In this context, a first Joint Power Control and
Optimal Beamforming (JPCOB) algorithm is stated by modifying one of
the classical references dealing with the power minimization problem. This
first algorithm, the JPCOB-VUL or Virtual uplink-based JPCOB, makes
use of the duality between the power minimization problem in the downlink
and an equivalent virtual uplink formulation for simplifying the transmit
beamformer design. Moreover, the structure of the matrices involved in the
power control mechanism allows to formulate an efficient version of the
JPCOB-VUL algorithm.
In the analysis of some practical concerns dealing with the JPCOB-VUL
algorithm, a model for the interferences present in the system is proposed.
Moreover, several spreading sequence assignment schemes are presented in
order to minimize the interference power received by the users in the sys-
tem. On the other hand, a robust version of the JPCOB-VUL is obtained
for the cases in which base stations have partial channel state information
in the form of hybrid channel knowledge. This model of channel information
stands for the case in which there is a constraint in the amount of informa-
tion that base stations can exchange through the high speed backbone.
Secondly, a complete and matricial system model is proposed, which
totally characterizes the main features of a coordinated multi-cell multi-
user MIMO system, including realistic system parameters such as the asyn-
chronous nature of the signals arriving at each user and the process carried
out by the receivers. At this point, a JPCOB algorithm is proposed which
outperforms the JPCOB-VUL algorithm, the JPCOB-DL or Downlink-
based JPCOB. Moreover, a simplified version of this proposal, the JPCOB-
SDL or Simplified Downlink-based JPCOB, is obtained for limited feedback
scenarios, where there is a constraint in the amount of information that each
user can feedback to the base stations. JPCOB-DL and JPCOB-SDL algo-
rithms are regarded as downlink-based algorithms because both algorithms
do not make use of the duality between the downlink and virtual uplink
problem.
Finally, two schemes are proposed in order to improve the conver-
gence properties of the JPCOB-DL algorithm in ill-conditioned coordinated
XIII
multi-cell multi-user MIMO systems. Simulation results show that the pro-
posed schemes can be seen as efficient and computationally simple criteria






ASW Active Set Window.
AWGN Additive White Gaussian Noise.
BC Broadcast Channel.
BD Block Diagonalization.
BER Bit Error Rate.
BLAST Bell Labs Layered Space-Time.
BS Base Station.
CCI Co-channel Interference.
CDF Cumulative Distribution Function.
CDI Channel Distribution Information.
CM3 Coordinated Multi-cell Multi-user MIMO.
CSI Channel State Information.
DL Downlink.
DOA Direction of Arrival.
DPC Dirty Paper Coding.
EGC Equal Gain Combining.
FDD Frequency Division Duplex.
GEVP Generalized Eigenvalue Problem.
IFI Inter-finger Interference.
i.i.d. Independent identically distributed.
ISI Inter-symbol Interference.
JPCOB Joint Power Control and Optimal Beamforming.
JPCOB-DL Downlink-based JPCOB.
JPCOB-SDL Simplified Downlink-based JPCOB.
JPCOB-VUL Virtual uplink-based JPCOB.
KKT Karush-Kuhn-Tucker.
LOS Line of Sight.
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MAC Multiple Access Channel.




MMSE Minimum Mean Square Error.
MRC Maximum Ratio Combining.
MSE Mean Square Error.
NLOS Non-Line of Sight.
OVSF Orthogonal Variable Spreading Factor.
PDP Power Delay Profile.
QoS Quality of Service.
QPSK Quadrature Phase Shift Keying.






SOCP Second-order Cone Program.
SOI Signal Of Interest.
STBC Space-Time Block Codes.
STC Space-Time Codes.
STTC Space-Time Trellis Codes.
SVD Singular Value Decomposition.
TDD Time Division Duplex.
UL Uplink.
UMTS Universal Mobile Telecommunication System.
UTRA Universal Terrestrial Radio Access.
V-BLAST Vertical - Bell Labs Layered Space-Time.







[X](j,:) Fila j-ésima de la matriz X.
[X](:,j) Columna j-ésima de la matriz X.
[X](i,j) Elemento (i, j) de la matriz X.




IM Matriz identidad [M ×M ].
0N Vector columna todo ceros [N × 1].
1N Vector columna todo unos [N × 1].
en Columna n-ésima de la matriz identidad.
⊗ Operador de Kronecker.
 Producto elementwise.
|| · || Norma vectorial o matricial.
|| · ||F Norma de Frobenius.
| · | Valor absoluto.
det(·) Determinante.
Tr[·] Traza de una matriz.
vec {·} Vectorización de una matriz.
diag {[X1 . . .XN ]} Matriz diagonal a bloques.
diag {[x1 . . . xN ]} Matriz diagonal.
K Número de transmisores/estaciones base.
Nt Número de antenas en el transmisor/estación base.
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2.4.2. Aspectos prácticos . . . . . . . . . . . . . . . . . . . 55
XIX
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5.1.4. Modelo de las interferencias . . . . . . . . . . . . . . 190
5.2. Esquemas de asignación de códigos OVSF . . . . . . . . . . 198
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7.1.3. Solución algoŕıtmica . . . . . . . . . . . . . . . . . . 281
7.2. Esquemas de selección de enlaces activos . . . . . . . . . . . 282
7.2.1. Esquema F-based . . . . . . . . . . . . . . . . . . . . 282
7.2.2. Esquema D-based . . . . . . . . . . . . . . . . . . . . 284
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Caṕıtulo 1
Introducción
La presente Tesis, Algoritmos para sistemas de comunicaciones multi-
usuario con múltiples antenas, se ha realizado en el Instituto de Telecomuni-
caciones y Aplicaciones Multimedia (iTEAM) de la Universidad Politécnica
de Valencia. Más concretamente, se incluye en la ĺınea de investigación de
Procesado de Señal en Comunicaciones del Grupo de Tratamiento de Audio
y Comunicaciones (GTAC).
Esta ĺınea de investigación, que se inició en el año 2003, abarca tanto
aspectos teóricos como aspectos prácticos de los sistemas de transmisión y
recepción en el ámbito de las comunicaciones, fundamentalmente digitales.
Esta Tesis empezó a desarrollarse dentro de un proyecto de investigación
del Ministerio de Educación y Ciencia, denominado “Mejora de Arquitec-
turas de Acceso Radio UMTS Mediante Multinodos B”1, que inclúıa una
colaboración entre el Grupo de Comunicaciones Móviles y el GTAC de la
Universidad Politécnica de Valencia. Paralelamente, la Tesis ha recibido
financiación parcial de la empresa Telefónica Móviles de España, a través
del “Plan de Promoción Tecnológica de UMTS”, y de la Generalitat Va-
lenciana, mediante el proyecto “Algoritmos de Procesado de Señal para
entornos de Antenas Distribuidas en Comunicaciones Móviles”2.
El sistema UMTS [1], se basa en el empleo de una interfaz radio UTRA
(Universal Terrestrial Radio Access) que utiliza la tecnoloǵıa W-CDMA
(Wideband Code Division Multiple Access) [2], donde los usuarios se canali-
zan mediante la superposición de dos secuencias código. Esta interfaz radio
dispone de dos modos de operación, el modo FDD (Frequency Division
1Código del Proyecto: TIC2002-02678.
2Código del Proyecto: GV04B-427.
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Figura 1.1: Ejemplo de la configuración Multinodo B.
Duplex ) y el modo TDD (Time Division Duplex ).
La idea inicial del proyecto era estudiar las prestaciones de una nueva
arquitectura de acceso radio para el sistema UMTS, denominada Multi-
nodo B. Un nodo B múltiple o multinodo, se consigue distribuyendo varias
antenas en diferentes puntos del área de servicio, como muestra la figu-
ra 1.1. Estas antenas distribuidas se conectan a un mismo nodo B UMTS
mediante enlaces de alta capacidad, conformando el equivalente a un array
distribuido espacialmente.
Sin embargo, UMTS es un sistema limitado por interferencias. El he-
cho de distribuir más antenas en el área de servicio, va a afectar al nivel
de interferencias que perciben los usuarios, y por extensión, también afec-
tará a la capacidad del sistema. El objetivo de la ĺınea de investigación en
la que se enmarca esta Tesis era, precisamente, el estudio de técnicas de
filtrado espacial o beamforming que contribuyeran a eliminar parte de la
interferencia introducida por la nueva arquitectura de acceso radio.
La Tesis se centra en el estudio del modo FDD de un sistema W-CDMA
UMTS, basado en el empleo de portadoras diferentes para el enlace uplink y
downlink. Concretamente, se analiza el enlace downlink del sistema, puesto
que tradicionalmente es el enlace que se considera más problemático a la
hora de mejorar la capacidad del sistema.
En la Tesis pueden distinguirse claramente dos partes. La primera parte
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se desarrolla en el contexto del proyecto de investigación. En un primer
paso, se define un modelo de sistema adecuado y realista para la arqui-
tectura Multinodo B. A partir de este modelo de sistema, se consideran
soluciones basadas en beamforming que permitan reducir el nivel de inter-
ferencias que perciben los usuarios del sistema. En concreto, se propone
un algoritmo JPCOB o Joint Power Control and Optimal Beamforming,
que combina control de potencia y beamforming óptimo, para resolver el
problema de optimización clásico de minimización de potencia, donde el ob-
jetivo es minimizar la potencia total transmitida en el sistema, cumpliendo
al mismo tiempo unas restricciones de calidad de servicio en los usuarios.
La segunda parte de la Tesis empieza tras la finalización del proyecto y
coincide con una estancia breve en el instituto Eurecom (Sophia-Antipolis,
Niza), bajo la supervisión del doctor David Gesbert. En la estancia, se re-
visa el trabajo realizado hasta ese momento y se llega a la conclusión de que
el modelo de sistema elegido para caracterizar la arquitectura Multinodo
B, pertenece a una configuración avanzada de sistema MIMO, denomina-
da de forma general, sistema MIMO multi-usuario multi-celda coordinado
(coordinated multi-cell multi-user multiple-input multiple-output system).
Un sistema MIMO multi-usuario multi-celda coordinado está formado
por varias estaciones base que cooperan perfectamente en datos a través
de un enlace de alta capacidad y que transmiten de forma coordinada a
todos los usuarios de una determinada área. Además, cada estación base
del sistema está sujeta a una restricción en la potencia total que puede
transmitir.
Bajo este nuevo punto de vista, se abandona el concepto de Multinodo
B y se integra todo el trabajo realizado bajo la óptica de la configuración
MIMO multi-usuario multi-celda. Paralelamente, se plantean nuevas solu-
ciones algoŕıtmicas para resolver el problema de minimización de potencia,
que mejoran las prestaciones del algoritmo propuesto en la primera parte
de la Tesis. Por continuidad con el trabajo anterior, el entorno considerado
sigue siendo un sistema de comunicaciones W-CDMA.
Los sistemas MIMO multi-usuario multi-celda coordinados, se corres-
ponden con una ĺınea de investigación muy reciente que trata de mejorar las
prestaciones de los sistemas de comunicaciones convencionales. De hecho,
ni siquiera existe un nombre comúnmente aceptado para referirse a estos
sistemas. Desde el inicio de esta Tesis, el modelo planteado para repre-
sentar la arquitectura Multinodo B se corresponde perfectamente con una
configuración MIMO multi-usuario multi-celda. Por este motivo, todo el
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trabajo desarrollado se presenta en este documento bajo la perspectiva de
los sistemas MIMO.
1.1. Objetivos de la Tesis
Tal y como se ha planteado en el Proyecto de Tesis doctoral, aprobado
por el departamento de Comunicaciones de la Universidad Politécnica de
Valencia, los objetivos de la Tesis son:
Realizar un estudio del estado del arte de los sistemas MIMO, em-
pezando con los esquemas básicos de sistemas MIMO punto a punto
hasta llegar a la configuración más reciente, el sistema MIMO multi-
usuario multi-celda.
Este estudio se enfoca tanto hacia a aspectos de teoŕıa de la informa-
ción como hacia técnicas y algoritmos ya propuestos para resolver los
problemas de optimización clásicos de capacidad o potencia.
Revisar las diferentes alternativas algoŕıtmicas propuestas hasta el
momento para los sistemas MIMO multi-usuario multi-celda coordi-
nados.
Desarrollar nuevas estrategias que mejoren las prestaciones de los
algoritmos ya planteados para sistemas MIMO multi-usuario multi-
celda coordinados. En un primer paso, este desarrollo se realiza anaĺı-
ticamente, para pasar después a evaluar las prestaciones de los algo-
ritmos propuestos mediante simulaciones.
Realizar un análisis de aspectos prácticos de los sistemas MIMO
multi-usuario multi-celda coordinados con el objetivo de mejorar aún
más las prestaciones de los algoritmos propuestos (aspectos de fair-
ness, esquemas de asignación de códigos de canalización en downlink,
soluciones robustas según el grado de conocimiento del canal. . . ). El
sistema se modela de forma realista siguiendo las especificaciones del
estándar UMTS.
1.2. Descripción de los contenidos
Los principales contenidos de la Tesis se estructuran en tres partes dife-
renciadas, tras las que se incluye el Caṕıtulo de conclusiones y ĺıneas futuras,
los apéndices y las referencias bibliográficas.
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Parte 1. Introducción a los sistemas MIMO.
Esta Parte contiene un único Caṕıtulo que revisa el estado del arte de
las distintas configuraciones MIMO, empezando con la configuración
básica punto a punto y finalizando con la configuración más compleja
y reciente, los sistemas MIMO multi-usuario multi-celda. Se revisan
los sistemas MIMO desde el punto de vista de teoŕıa de la información
y desde el punto de vista de técnicas y algoritmos propuestos para
cada configuración.
El objetivo de esta Parte es presentar la evolución de los sistemas MI-
MO hasta la configuración MIMO multi-usuario multi-celda, y com-
probar como, en general, las técnicas y algoritmos que se han pro-
puesto para esta última configuración son una mera extensión de las
ya propuestas para sistemas MIMO multi-usuario. Al mismo tiempo,
esta revisión de las distintas configuraciones MIMO permite ubicar el
trabajo presentado en esta Tesis en un punto concreto del estado del
arte de los sistemas MIMO multi-usuario multi-celda coordinados.
Parte 2. Solución Virtual uplink-based para requerimiento de QoS en el
enlace downlink de un sistema MIMO multi-usuario multi-celda co-
ordinado.
El Caṕıtulo 3 revisa las tres soluciones clásicas del problema de mini-
mización de potencia sobre sistemas MIMO multi-usuario conven-
cionales. Estas tres soluciones representan las tres formas básicas de
abordar el problema de minimización de potencia mediante algorit-
mos JPCOB que combinan técnicas de control de potencia y de beam-
forming óptimo.
En el Caṕıtulo 4, se plantea el modelo de sistema elegido para carac-
terizar la arquitectura Multinodo B, que coincide con la configuración
habitual de un sistema MIMO multi-usuario multi-celda coordinado.
En un primer paso se desarrolla anaĺıticamente un modelo simplifi-
cado de sistema W-CDMA MIMO multi-usuario multi-celda coordi-
nado, donde se ignora el proceso que tiene lugar en el receptor de
cada usuario. A partir de este primer modelo de sistema, se plantea
el problema de minimización de potencia en el enlace downlink y
se propone un primer algoritmo, el algoritmo JPCOB-VUL o Vir-
tual uplink-based JPCOB, modificando uno de los algoritmos clásicos
presentados en el Caṕıtulo 3. Además, la estructura de las matrices
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involucradas en el mecanismo de control de potencia del algoritmo
JPCOB-VUL permite obtener una versión computacionalmente efi-
ciente de este algoritmo.
En el Caṕıtulo 5, se estudian las prestaciones del algoritmo JPCOB-
VUL y se analizan más en detalle algunos aspectos relacionados con
una implementación práctica de este algoritmo. En primer lugar, se
realiza un modelado de las interferencias presentes en un sistema
W-CDMA MIMO multi-usuario multi-celda coordinado, a partir del
cual se proponen distintos esquemas de asignación de códigos de
canalización con el objetivo de reducir el nivel de interferencias que
perciben los usuarios del sistema. Posteriormente, se propone una
versión robusta del algoritmo JPCOB-VUL para los escenarios en los
que las estaciones base del sistema disponen de un conocimiento par-
cial del canal en la forma de hybrid channel knowledge. Este modelo
de información de canal se corresponde con aquellas situaciones en
las que las estaciones base del sistema disponen perfectamente de
sus canales locales pero sólo disponen de información estad́ıstica del
resto de canales del sistema, lo que puede interpretarse como que
existe algún tipo de restricción en la cantidad de información que las
estaciones base pueden intercambiar entre ellas a través del enlace de
alta capacidad.
Parte 3. Soluciones Downlink-based para requerimiento de QoS en el en-
lace downlink de un sistema MIMO multi-usuario multi-celda coordi-
nado.
En el Caṕıtulo 6, se avanza en el modelo anaĺıtico del sistema y se
plantea una formulación matricial compacta que caracteriza com-
pletamente el funcionamiento del sistema W-CDMA MIMO multi-
usuario multi-celda coordinado, incorporando la naturaleza aśıncrona
de las señales que reciben los usuarios del sistema y el proceso que
tiene lugar en el receptor de cada usuario. A partir de este modelo
de sistema, se plantea de nuevo el problema de minimización de po-
tencia en el enlace downlink y se deriva un nuevo algoritmo JPCOB
que mejora las prestaciones del algoritmo JPCOB-VUL, el algoritmo
JPCOB-DL o Downlink-based JPCOB. Este algoritmo requiere una
implementación totalmente centralizada, por lo que se propone una
versión simplificada, el algoritmo JPCOB-SDL o Simplified Downlink-
based JPCOB, para aquellos casos en los que existe algún tipo de
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restricción en la cantidad de información que cada usuario puede re-
alimentar a las estaciones base, pero donde las estaciones base siguen
intercambiando datos a través del enlace de alta capacidad sin ningún
tipo de problema.
El Caṕıtulo 7 analiza en detalle algunos aspectos que afectan a las
propiedades de convergencia del algoritmo JPCOB-DL. En este análi-
sis, se proponen dos esquemas para mejorar la probabilidad de con-
vergencia del algoritmo JPCOB-DL en sistemas MIMO multi-usuario
multi-celda coordinados mal condicionados, que indirectamente resul-
tan ser técnicas eficientes y sencillas para eliminar usuarios del sistema
en los casos en los que no se alcanza la convergencia del algoritmo.
Conclusiones y ĺıneas futuras.
En este Caṕıtulo, se presentan las principales conclusiones del traba-
jo presentado en esta Tesis. Además, se comentan algunas ĺıneas de
investigación que siguen abiertas tras la finalización de la Tesis.
Apéndices.
En el primer apéndice, se introducen brevemente el Teorema de Perron-
Frobenius y la iteración de Jacobi, puesto que ambos constituyen la
base matemática que demuestra la convergencia de los algoritmos
JPCOB presentados en la Tesis.
En el segundo apéndice, se presenta la solución del problema de
minimización de potencia en un sistema MIMO multi-usuario con-
vencional cuando se aplica optimización convexa. Este planteamiento
está generando un interés creciente por parte de los grupos de in-
vestigación que estudian el problema de minimización de potencia,
debido a las relaciones que presenta con las aproximaciones clásicas
presentadas en el Caṕıtulo 3.
Por último, en el tercer apéndice, se incluyen las figuras correspon-
dientes a los sistemas MIMO multi-usuario multi-celda coordinados
formados por dos estaciones base.
Bibliograf́ıa.
Finalmente, se recogen todas las referencias bibliográficas referidas a
lo largo del texto.
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Los sistemas de comunicaciones con múltiples antenas o sistemas MIMO
(Multiple-Input Multiple-Output), han generado en la última década un
gran interés de la comunidad investigadora. Inicialmente propuestos para
enlaces punto a punto entre un transmisor y un receptor, estos sistemas se
perfilan como una posible solución tecnológica para los futuros sistemas de
comunicaciones inalámbricas o celulares, debido a la alta eficiencia espectral
que presentan bajo determinadas condiciones [3, 4].
En grandes ĺıneas, un sistema MIMO punto a punto o single-user se de-
fine como un enlace donde tanto el transmisor, que podŕıa ser una estación
base o un access point, como el receptor, que seŕıa el usuario móvil o ina-
lámbrico, disponen de varias antenas y por tanto es posible combinar de
alguna forma las múltiples muestras en transmisión y recepción. De esta
forma se introduce una dimensión espacial en el procesado de señal aso-
ciado, que pasa a ser espacio-temporal. Aunque en este Caṕıtulo se pre-
sentan los sistemas MIMO en un contexto de sistemas de comunicaciones
inalámbricas, los canales MIMO son una representación matemática bas-
tante adecuada de diversos sistemas de comunicaciones.
Este Caṕıtulo revisa el estado del arte de las distintas configuraciones
de sistemas MIMO, empezando con la configuración básica punto a punto
y terminando con la configuración más avanzada, el sistema MIMO multi-
usuario multi-celda. Cada configuración MIMO se presenta desde el punto
de vista de teoŕıa de la información y desde el de las técnicas y algoritmos
propuestos para resolver distintos criterios de optimización. La figura 2.1
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(a) Sistema SISO de una celda. (b) Sistema SIMO/MISO de una
celda.
(c) Sistema MIMO de una celda. (d) Sistema MIMO multi-usuario de
una celda.
(e) Sistema MIMO multi-usuario
multi-celda interferente.
(f) Sistema MIMO multi-usuario
multi-celda coordinado.
Figura 2.1: Evolución de los sistemas MIMO.
muestra la evolución que han seguido los sistemas MIMO hasta llegar a la
configuración avanzada MIMO multi-usuario multi-celda [5].
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2.1. Sistemas SISO, SIMO y MISO
Un sistema SISO (Single-Input Single-Output) es un enlace donde el
transmisor y el receptor disponen de una sola antena. La capacidad de






donde h es el canal normalizado entre las dos antenas y ρ es la relación
señal a ruido (SNR, Signal-to-Noise Ratio) en la antena receptora.
Cuando el transmisor o el receptor disponen de Nt o Nr antenas, respec-
tivamente, aparecen los sistemas MISO (Multiple-Input Single-Output) o
SIMO (Single-Input Multiple-Output). La tecnoloǵıa de antenas inteligentes
o smart antennas [7], considerada la precursora de los sistemas MIMO, tam-
bién se incluye dentro de los sistemas SIMO o MISO. En esta tecnoloǵıa, se
utilizaban arrays de antenas para mejorar las prestaciones de los sistemas
inalámbricos (cobertura, calidad del enlace o capacidad) en presencia de
interferencias o efectos adversos de propagación.
Básicamente, la tecnoloǵıa de antenas inteligentes utilizaba dos técnicas,
la conformación de haz o beamforming y la diversidad espacial.
Beamforming. Un beamformer es un filtro espacial que opera sobre las
salidas de un array de antenas, con el objetivo de estimar la señal
procedente de una determinada dirección deseada en presencia de
ruido e interferencias. El beamformer separa, mediante filtrado espa-
cial, señales que se superponen en frecuencia pero que tienen fuentes
espaciales distintas.
Los criterios t́ıpicos a la hora de diseñar un beamformer se basan
en optimizar la señal a la salida del array con respecto a un criterio
determinado, que puede ser potencia máxima, máxima SNR, mı́ni-
ma interferencia o máxima relación señal a ruido más interferencias
(SINR, Signal-to-Interference-plus-Noise Ratio).
F́ısicamente, un beamformer está formado por un conjunto de pesos,
que se encargan de modificar en módulo y fase las componentes de
señal recibidas que se corresponden con la fuente en cuya dirección se
quiere apuntar el haz principal, con el objetivo de sumarlas en fase.
El número de antenas del array determina los cambios permitidos al
diagrama de radiación.
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En el caso de un beamformer funcionando en recepción (sistema
SIMO), cuando el array de Nr antenas es uniforme y lineal, la señal
a la salida de las antenas y antes del beamformer podŕıa expresarse
como un vector de Nr muestras:
x = vs + n, (2.2)
donde s es la señal transmitida por una fuente, n es el ruido intro-











La variable d representa el espaciado entre antenas, λ es la longitud
de onda y θ es el ángulo de incidencia del frente de ondas con respecto
a la perpendicular al array.
Tras pasar por el beamformer, la señal recibida quedaŕıa:
y = wHx, (2.4)
donde w representa el vector de pesos del beamformer.
En un sistema SIMO, un beamformer de Nr antenas puede aumentar
en un factor Nr la SNR de una fuente (ganancia de array o beamfor-
ming), puede extraer una fuente y cancelar Nr − 1 simultáneamente,
o bien puede extraer Nr fuentes simultáneamente, suponiendo que las
restantes Nr−1 son interferentes, mediante el diseño y superposición
de beamformers diseñados espećıficamente para cada usuario.
Diversidad espacial. Esta técnica se basa en el hecho de que en un en-
torno con propagación multi-camino, una misma señal que llega a ubi-
caciones distintas sufre desvanecimientos incorrelados. De esta forma
la probabilidad de detectar un desvanecimiento del canal disminuye si
se dispone de varias antenas en transmisión o recepción, obteniendo
aśı una ganancia por diversidad.
En un sistema SIMO, el receptor puede estimar el canal mediante
secuencias de entrenamiento, dando lugar a distintas técnicas de di-
versidad espacial en recepción.
Las técnicas óptimas de diversidad espacial en recepción se dividen
en lineales y no lineales. Dentro de las técnicas óptimas lineales, se
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encuentra la combinación MRC (Maximum Ratio Combining), que
trata de maximizar la SNR y la combinación MMSE (Minimum Mean
Square Error), que minimiza el error cuadrático medio. Dentro de las
técnicas óptimas no lineales se encuentra la combinación ML (Maxi-
mum Likelihood).
Las técnicas subóptimas más comunes son la combinación EGC (Equal
Gain Combining), donde las señales se ajustan en fase y simplemente
se suman, y la selección de antena o switching, donde se selecciona la
salida de una antena según un criterio determinado (potencia de señal
deseada, potencia total o SNR en cada antena). Esta última técnica
es la más sencilla de implementar.
Por otro lado, los sistemas MISO necesitan conocer de alguna forma
el canal para poder implementar técnicas de beamforming. Cuando no se
dispone de un conocimiento perfecto o parcial del canal, las técnicas más
utilizadas son las de diversidad espacial en transmisión, que se comentarán
en el siguiente apartado de sistemas single-user MIMO.
En un sistema SIMO con Nr antenas en recepción, la capacidad en









donde hi es el canal para la antena receptora i. Analizando la expresión
anterior, se observa que aumentar el número de antenas receptoras sólo
produce un aumento logaŕıtmico de la capacidad media.
En el caso de un sistema MISO con Nt antenas transmisoras, cuando
no se dispone de conocimiento de canal en transmisión y se opta por un











El hecho de dividir la SNR por Nt asegura que la potencia total transmitida
es fija. De la expresión anterior se deduce que se pierde la ganancia de array
(con respecto a (2.5)) y que la capacidad mantiene una relación logaŕıtmica
con Nt.
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2.2. Sistemas single-user MIMO
Siguiendo la figura 2.1, la siguiente configuración en la evolución de los
sistemas MIMO es la de un sistema single-user MIMO, donde un transmisor
equipado con Nt antenas se comunica con un único receptor que dispone
de Nr antenas. La idea fundamental es la de explotar la dimensión espacial
que introducen las múltiples antenas en transmisión y recepción.
En un sistema MIMO, el canal pasa a ser una matriz. En los sistemas
SIMO y MISO, determinadas técnicas de beamforming mejoran sus presta-
ciones en entornos LOS (Line of Sight) de propagación, mientras que algu-
nas técnicas de diversidad espacial mejoran en condiciones NLOS (Non-Line
of Sight) de propagación. La diferencia fundamental de los sistemas MIMO
con respecto a los sistemas SIMO o MISO es que ahora, se aprovecha la
propagación multi-camino en lugar de mitigarla, mediante la técnica de
multiplexado espacial.
La técnica de multiplexado espacial permite mandar señales indepen-
dientes de forma simultánea sobre el canal MIMO. Esto es debido a que
en un escenario con propagación multi-camino, el canal MIMO puede ser
espacialmente selectivo y los distintos canales entre antenas transmisoras y
receptoras pueden ser incorrelados entre śı.
Aunque actualmente los sistemas soportan múltiples usuarios, los resul-
tados de los sistemas de un único usuario siguen siendo interesantes puesto
que la forma más habitual de analizar un sistema MIMO multi-usuario es
reducirlo a un sistema de un único usuario, asignando a los usuarios recursos
ortogonales en tiempo, espacio, frecuencia o código.
2.2.1. Modelo del sistema
El modelo del sistema single-user MIMO es el siguiente:
y = Hs + n, (2.7)
donde s = [s1 s2 . . . sNt ]T es la señal transmitida, y = [y1 y2 . . . yNr ]T es
la señal recibida y n es el vector de ruido blanco y aditivo en recepción,
cuyos componentes son variables i.i.d. (independent identically distributed)
complejas Gaussianas, circularmente simétricas de media nula y varianza
unidad.
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 , (2.8)
donde hij representa el canal entre la antena j en transmisión y la antena i
en recepción. La distribución de la matriz de canal H depende del entorno
de propagación.
Modelado del canal con CDIT y CSIR perfecta
El comportamiento de un sistema MIMO depende directamente de las
propiedades de la matriz de canal MIMO, de forma que el modelado del
canal es fundamental a la hora de evaluar las prestaciones de un sistema
MIMO. Por ejemplo, la técnica de multiplexado espacial requiere ciertas
condiciones de propagación multi-camino para que los canales entre ante-
nas sean independientes. Sin embargo, la condición de la matriz de canal
se puede degradar, por ejemplo, debido a aspectos de correlación entre an-
tenas.
Cuando tanto transmisor como receptor disponen de información del
canal instantáneo, se dice que ambos poseen CSI perfecta (Channel State
Information). La situación en la que sólo el transmisor dispone del canal
instantáneo se denomina CSIT, mientras que si es el receptor el que dispone
del canal instantáneo, se denomina CSIR. Si sólo la distribución del canal
es conocida, se dice que se dispone de CDI (Channel Distribution Informa-
tion).
A la hora de estimar el canal, el receptor utiliza secuencias de entre-
namiento. El transmisor, sin embargo, necesita un canal de realimentación
dedicado o bien puede obtener cierto conocimiento parcial a partir de las
componentes rećıprocas del canal.
A partir del modelo (2.7), el escenario de CSI perfecta se corresponde
con sistemas donde la matriz de canal H se conoce perfectamente en el
transmisor (CSIT) y en el receptor (CSIR), que es una situación muy poco
realista. El escenario en el que se dispone de CDIT y CSIR, se corresponde
con un sistema donde el receptor sigue perfectamente las variaciones del
canal y realimenta la CDI al transmisor. La distribución del canal depen-
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derá entonces de la estimación del canal del receptor y de los errores aso-
ciados a estas estimas.
Suponiendo que los coeficientes de canal son variables complejas Gaus-
sianas, la mayor parte de los trabajos de investigación se centran en los
siguientes modelos de canal [8]:
Zero-mean spatially white (ZMSW). La media del canal es nula y los
elementos de la matriz de canal son variables i.i.d.:
E[H] = 0, H = Hw. (2.9)
Este modelo se corresponde con una distribución donde los coefi-
cientes del canal se promedian sobre distintos escenarios de propa-
gación.
Channel mean information (CMI). La media del canal es no nula. La
matriz de canal contiene un factor de escala que se corresponde con
errores en la estima del canal:
E[H] = H̄, H = H̄ +
√
αHw, (2.10)
donde H̄ y α son constantes que se interpretan como la estima del
canal obtenida a partir de la información realimentada por el receptor
y el error en esta estima, respectivamente.
Channel covariance information (CCI). En este modelo se supone
que el canal vaŕıa demasiado rápido para poder determinar su me-
dia, aśı que se asume una media nula y se incluye información sobre
la correlación de las antenas transmisoras (matriz Rt) y receptoras
(matriz Rr):
E[H] = 0̄, H = (Rr)(1/2)Hw(Rt)(1/2). (2.11)
La matriz Hw es una matriz de dimensiones [Nr × Nt] con entradas
que son variables i.i.d. complejas Gaussianas, circularmente simétricas de
media nula y varianza unidad.
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2.2.2. Capacidad del sistema
La capacidad para un canal invariante con el tiempo, y para un único
usuario, se define como la máxima información mutua entre la entrada del
canal y la salida. Por el teorema de la capacidad de Shanon, se sabe que
ésta es la máxima tasa de transmisión de datos que puede transmitirse por
el canal con una probabilidad de error arbitrariamente baja.
A finales de los años noventa, los trabajos de Foschini [3] y Telatar [4]
demostraron las enormes capacidades que teóricamente pod́ıan alcanzar
los sistemas single-user MIMO bajo unas determinadas condiciones. Las
referencias [8] y [9] resumen los principales resultados que se disponen sobre
la capacidad de un sistema single-user MIMO.
Capacidad del sistema single-user MIMO sin CSIT
Si no se dispone de CSIT y se mantiene una restricción de potencia
máxima en transmisión, la capacidad del sistema MIMO en (bit/seg./Hz)











donde la potencia de transmisión se divide equitativamente entre las ante-
nas transmisoras.
Foschini [3] y Telatar [4], demostraron que bajo determinadas condi-
ciones, la capacidad (2.12) crece linealmente con m = mı́n(Nt, Nr) con
respecto a (2.1) y no logaŕıtmicamente como en (2.6). Hay que resaltar,
sin embargo, que los primeros estudios sobre la capacidad de los sistemas
MIMO se encuentran en [10].
En (2.12), la capacidad se presenta como una variable aleatoria. Habi-
tualmente, para caracterizarla se utiliza la capacidad media o ergódica, que
es un promedio de la capacidad sobre todos los estados posibles del canal,
o la capacidad de fallo u outage. La capacidad de outage es una medida que
indica la fiabilidad del sistema, es decir, los valores que soporta el sistema
un determinado tanto por ciento de tiempo.
A la hora de interpretar (2.12), hay que tener en cuenta que el modelo de
canal es determinante e influye en la capacidad del sistema. Generalmente,
la capacidad de un sistema MIMO se analiza en un entorno casi-estático,
donde se asume que el canal permanece fijo el tiempo suficiente para que
se transmitan los śımbolos necesarios para que tengan sentido los ĺımites
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de teoŕıa de la información. Asimismo, la expresión (2.12) se derivó para
un canal i.i.d. Rayleigh con desvanecimiento plano en frecuencia, donde los
hij eran variables i.i.d. complejas Gaussianas con parte real e imaginaria
independientes, de media cero e idéntica varianza.
Capacidad del sistema single-user MIMO con CSIT y CSIR
La expresión (2.12) se derivó para un sistema single-user MIMO sin
CSIT. Desde el punto de vista de teoŕıa de la información, es posible obtener
una expresión de la capacidad de un sistema single-user MIMO donde el
transmisor disponga de algún tipo de conocimiento de canal.
El modelo de señal (2.7) representa un sistema MIMO de un único
usuario en un entorno de desvanecimiento plano en frecuencia y con ruido
blanco Gaussiano aditivo (AWGN, Additive White Gaussian Noise). La
única interferencia es la que se produce entre los śımbolos que entran al
sistema MIMO.
Si la matriz de correlación Q = E[ssH ] cumple una restricción de po-










Hay que tener en cuenta que cuando se asigna la misma potencia a todas
las antenas transmisoras, Q = (ρ/Nt)INt , las capacidades (2.12) y (2.13)
coinciden. Esta distribución es óptima cuando no se dispone de CSIT [4].
Sin embargo, cuando el canal es conocido en transmisión, la Q óptima no
tiene por qué ser proporcional a la identidad.













donde λi son los valores propios no nulos de W:
W =
{
HHH , Nr ≤ Nt,
HHH, Nt > Nr,
(2.15)
y m = mı́n(Nt, Nr).
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La expresión anterior se corresponde con una descomposición del canal
MIMO en m canales SISO paralelos, a partir de la descomposición SVD
(Singular Value Decomposition) de la matriz de canal H. Si la descomposi-
ción SVD de H se escribe:
H = UDVH ,
con U y V matrices unitarias y D diagonal, el modelo (2.7) se reescribe:
ỹ = Ds̃ + ñ, (2.16)
donde D = diag
{[√
λ1 . . .
√
λm 0 . . . 0
]}
, ỹ = UHy, s̃ = VHs y ñ = UHn.
Esta ecuación representa el sistema como m canales SISO, cada uno con
una potencia de transmisión dada por los valores propios λi. Por tanto, la
capacidad puede expresarse en función de los valores propios de la matriz
W.
Si se dispone de CSIT y CSIR, la expresión (2.13) se puede optimizar
sobre la matriz de correlación Q, manteniendo la restricción total en po-
tencia. En este caso, la matriz Q óptima es conocida y consiste en obte-
ner las potencias de transmisión para los canales SISO paralelos equiva-
lentes mediante la técnica de waterfilling (WF) [4]. Teniendo en cuenta que















con x+ = máx(0, x).
Puesto que µ sigue una función no lineal con los valores propios λi, la ca-
pacidad (2.17) se obtiene numéricamente a partir de cualquier W siguiendo
las ecuaciones (2.17) y (2.18).
Comparativa entre las capacidades con y sin CSI
Comparando las capacidades (2.12) y (2.17), hay que destacar que el he-
cho de diseñar una matriz de correlación óptima Q gracias al conocimiento
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del canal en transmisión, aporta una ganancia que podŕıa denominarse de
realimentación o feedback. Esta ganancia de realimentación es significativa
cuando la SNR es baja, pero tiende a cero a medida que ésta aumenta. Este
hecho puede explicarse de la siguiente forma: el hecho de conocer el canal
en transmisión proporciona una ganancia de array, mientras que las ganan-
cias por diversidad y por multiplexado espacial no requieren conocimiento
del canal. Puesto que la ganancia de array disminuye para SNRs altas, la
ganancia de realimentación también disminuye.
2.2.3. Técnicas single-user MIMO
Las capacidades presentadas en el apartado anterior se corresponden
con ĺımites teóricos, donde la única restricción práctica es la potencia to-
tal transmitida. Sin embargo, en un escenario MIMO realista, donde el
transmisor es una estación base o access point y el receptor es un usuario
móvil o inalámbrico, se requieren técnicas de transmisión y recepción de
complejidad razonable.
Actualmente, las técnicas de transmisión sobre canales single-user MI-
MO se dividen en dos categoŕıas, las orientadas a maximizar la diversidad
(STC, Space-Time Codes) y las orientadas a maximizar la tasa de trans-
misión de datos (técnica de multiplexado espacial).
Las técnicas que maximizan la tasa de transmisión de datos intentan
mejorar el comportamiento medio de la capacidad. Básicamente, funcionan
gracias a la técnica de multiplexado espacial de los canales MIMO, donde se
pueden mandar tantas señales independientes como antenas en transmisión
se dispongan.
Sin embargo, estas señales independientes se codifican de forma conjun-
ta para evitar errores de transmisión. Si el nivel de redundancia aumenta
hasta el punto en que cada antena transmisora dispone de una versión to-
talmente redundante de la misma señal, el hecho de tener múltiples antenas
en transmisión sólo sirve para aumentar la diversidad espacial y no para
mejorar la tasa de transmisión de datos.
Las técnicas que realizan la codificación conjunta de las señales a trans-
mitir son los códigos STC. Generalmente, cuando se diseñan estos códigos,
se asume que una combinación ponderada de los śımbolos se transmite
desde una antena determinada en un instante determinado; se generan tan-
tas combinaciones como antenas transmisoras y se transmiten simultánea-
mente, una por cada antena.
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Las técnicas STC y de multiplexado espacial no necesitan de CSIT. Sin
embargo, el análisis teórico de las capacidades presupone que se pueden
mejorar las prestaciones del sistema si se dispone de información del canal
en transmisión, por ejemplo, mediante la técnica de waterfilling. Por otro
lado, puede que esta técnica, óptima desde el punto de vista de teoŕıa de
la información, no lo sea en la práctica cuando se dispone de CSIT.
Técnicas STC
Las técnicas STC se plantearon originalmente para sistemas MISO,
aunque son ampliables al caso MIMO. Requieren CSIR, que puede obte-
nerse mediante secuencias de entrenamiento.
Las técnicas STC empezaron con los códigos de Trellis (STTC, Space-
Time Trellis Codes) [11], donde se utilizaba un algoritmo de Viterbi en
recepción. Los códigos STTC proporcionan una ganancia por diversidad
igual al número de antenas transmisoras y una ganancia de codificación
que depende de la complejidad del código. Sin embargo, cuando el número
de antenas es fijo, la complejidad de decodificación de los STTC aumenta
exponencialmente con parámetros como el orden de diversidad o la tasa de
transmisión de datos requerida.
Posteriormente, Alamouti [12] introdujo los códigos de bloque espacio-
tiempo (STBC, Space-Time Block Codes), que pod́ıan decodificarse con un
sencillo procesado lineal en el receptor. Los códigos STBC proporcionan
la misma ganancia por diversidad que los códigos STTC, sin embargo, la
ganancia por codificación que presentan es prácticamente nula. Para sis-
temas con Nt = 2 antenas transmisoras, estos códigos STBC son códigos
de tasa plena o full rate, tanto para modulaciones reales como complejas. Si
el número de antenas transmisoras aumenta a Nt = 4 o Nt = 8, es necesario
utilizar modulaciones reales para mantener la caracteŕıstica full rate. Sin
embargo, se sabe que no es posible obtener códigos STBC de full rate para
un mayor número de antenas transmisoras.
Técnica de multiplexado espacial
La técnica de multiplexado espacial puede interpretarse como un caso
particular de los códigos STBC, donde conjuntos de datos independientes
se transmiten en antenas distintas, mejorando la tasa de transmisión de
datos media del sistema MIMO.
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En recepción, el objetivo es separar los distintos conjuntos de datos.
Una posibilidad es utilizar técnicas de ZF (Zero Forcing), que dependen de
la condición de la matriz de canal, y donde ésta simplemente se invierte:
ŝ = H†y, (2.19)
donde H† = (HHH)−1HH , es la pseudo-inversa del canal.
Otra opción es utilizar un receptor MMSE (Minimum Mean Square
Error) que proporciona una mejora limitada, optimizando el criterio:





con lo que se obtiene:
ŝ = HH(HHH + Rn)−1y, (2.21)
donde Rn es la matriz de correlación del ruido y las interferencias.
La técnica óptima de decodificación es la técnica ML (Maximum Like-
lihood), donde el receptor compara todas las posibles combinaciones de
śımbolos que podŕıan haberse transmitido con lo que recibe. La compleji-
dad es alta, puesto que se realiza una búsqueda exhaustiva, creciente con
Nt y con el orden de la modulación:






donde A es el alfabeto de la modulación.
V-BLAST (Vertical - Bell Labs Layered Space-Time) [13] también se
incluye dentro de las técnicas de multiplexado espacial. En esta técnica,
el proceso de invertir la matriz de canal se realiza en capas y de forma
sucesiva. El primer paso es implementar un método lineal para conseguir
una primera estima (ŝ1) y elegir el śımbolo más cercano del alfabeto ([ŝ1]).
A continuación, la contribución de esta primera estima se elimina y se
continúa iterando:
ŝ1 = wH1 y,
ŝ1 = [ŝ1],
y1 = y − h1ŝ1,
ŝ2 = wH2 y1.
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La técnica V-BLAST presenta una complejidad lineal con Nt. Su prin-
cipal desventaja es que presenta un comportamiento desigual en cada capa,
por lo que generalmente se ordenan los śımbolos de entrada de mayor a
menor SNR para mejorar las prestaciones y minimizar los errores de propa-
gación entre etapas.
Comparando los distintos receptores, el receptor MMSE mejora las
prestaciones del ZF, sin embargo, el orden de diversidad que proporciona,
Nr−Nt +1, provoca que no sea muy adecuado para sistemas con el mismo
número de antenas transmisoras que receptoras.
El receptor ML es un receptor óptimo, pero su complejidad aumenta
con el orden de la modulación y Nt, mientras que V-BLAST ofrece un
compromiso entre las prestaciones óptimas del ML y la baja complejidad
de los receptores lineales.
Por último, cuando no se dispone de CSIT ni de CSIR, se utilizan las lla-
madas técnicas ciegas, que suelen aumentar la complejidad computacional.
Multiplexado espacial o STC
Cuando se estudian las prestaciones de los sistemas single-user MIMO,
una de las cuestiones más interesantes es decidir entre la implementación
de una técnica de multiplexado espacial o una STC.
La técnica de multiplexado espacial permite que las antenas se utilicen
de forma independiente, sin embargo, no proporciona ganancia por diver-
sidad y no es el mejor esquema de transmisión para un requerimiento de
BER (Bit Error Rate) determinado. Por otro lado, cuando los śımbolos se
codifican con STC, se introduce una ganancia por diversidad y por codi-
ficación. Al mismo tiempo, las ganancias relacionadas con estas técnicas
vaŕıan en función del número de antenas del sistema MIMO.
Algunos autores proponen que existe un punto óptimo o sweet point,
donde en función de las caracteŕısticas del sistema MIMO concreto, se com-
bina de forma óptima el multiplexado espacial con STC, de forma que se
maximiza la tasa de transmisión de datos y al mismo tiempo se garantiza
una mı́nima ganancia por diversidad [14].
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2.3. Sistemas MIMO multi-usuario
Los antecedentes de estos sistemas se encuentran también en la tec-
noloǵıa de antenas inteligentes, donde un array de antenas permit́ıa, me-
diante SDMA (Spatial Division Multiple Access), comunicarse con múltiples
usuarios que estaban separados únicamente por su firma espacial.
La configuración básica de un sistema MIMO multi-usuario (ver figu-
ra 2.1), comprende un transmisor (estación base o access point) equipado
con Nt antenas que se comunica con M usuarios, que disponen de múltiples
antenas en recepción.
Un sistema MIMO multi-usuario también puede interpretarse como un
sistema single-user MIMO donde las Nr antenas receptoras se distribuyen
espacialmente en M usuarios, cada uno con Nm antenas disponibles, de
forma que Nr =
∑
m Nm. Las Nm antenas de cada usuario permiten mitigar
la interferencia entre usuarios y aumentan los grados de libertad disponibles
para separarlos espacialmente.
Sin embargo, existen diferencias esenciales entre los sistemas single-user
MIMO y los MIMO multi-usuario. El hecho de distribuir espacialmente las
Nr antenas receptoras, implica que no sea posible coordinar las muestras
que reciben los distintos usuarios. Al mismo tiempo, aparecen múltiples
restricciones de potencia, una por usuario.
Por otro lado, esta distribución de las antenas provoca que el problema
downlink (DL), o el enlace transmisor-usuarios, sea distinto al problema
uplink (UL), o enlace usuarios-transmisor. En el enlace UL, el transmisor
tiene que separar las señales de los distintos usuarios, mientras que en el
enlace DL, los usuarios experimentan interferencias entre ellos. Las figuras
2.2 y 2.3 ilustran el enlace UL y DL, respectivamente, de un sistema MIMO
multi-usuario. Es necesario remarcar que Nt designa el número de antenas
en el transmisor, independientemente de si está transmitiendo o recibiendo.
En el enlace UL, las técnicas MIMO multi-usuario son una genera-
lización de las utilizadas en el caso single-user MIMO. Por el contrario,
se sabe por teoŕıa de la información que la estrategia de transmisión ópti-
ma en DL para MIMO multi-usuario, consiste en combinar la técnica de
Dirty Paper Coding (DPC) con un algoritmo de scheduling y de asignación
de potencia [15].
Las ventajas de los sistemas MIMO multi-usuario comprenden, entre
otras, una mayor robustez frente a limitaciones como el condicionamiento
de la matriz de canal, o la posibilidad de utilizar la técnica de multiplexado
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Figura 2.2: Enlace UL de un sistema MIMO multi-usuario.
Figura 2.3: Enlace DL de un sistema MIMO multi-usuario.
espacial incluso si los usuarios disponen de una única antena, con lo que el
coste de diseño de los receptores puede reducirse.
El gran problema de los sistemas MIMO multi-usuario es que necesitan
de CSIT para diseñar técnicas o esquemas de transmisión en DL. En los sis-
temas que obtienen la CSIT mediante un canal de realimentación dedicado,
la eficiencia espectral del sistema disminuye, especialmente cuando aumen-
ta el número de usuarios M . Esto es especialmente cŕıtico en sistemas de
banda ancha o de alta movilidad como WiMax.
Los sistemas MIMO multi-usuario presentan también problemas de fair-
ness, puesto que los usuarios presentan distintas condiciones de canal, y la
dificultad añadida de diseñar el algoritmo de scheduling, mediante el cual
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se selecciona un grupo de M usuarios a los que se les va a dar servicio
simultáneamente, de entre todos los usuarios presentes en el sistema.
Los esquemas óptimos de scheduling requieren una búsqueda exhaus-
tiva, de forma que la complejidad aumenta con el número de usuarios a
seleccionar, que a su vez depende de las técnicas de transmisión, recep-
ción y del tipo de realimentación utilizada para proporcionar CSIT. La
referencia [16] presenta un resumen del estado actual de las estrategias de
scheduling y de las técnicas de realimentación de CSI para los sistemas
MIMO multi-usuario.
2.3.1. Capacidad del sistema
Consideramos un sistema MIMO multi-usuario con un transmisor equi-
pado con Nt antenas y M usuarios equipados cada uno con Nm antenas. El
conjunto de usuarios activos, M , está formado por un subconjunto de los
usuarios presentes en el sistema.
El estudio de los sistemas MIMO multi-usuario desde el punto de vista
de teoŕıa de la información proporciona los ĺımites fundamentales del sis-
tema, por ejemplo, indica cuál es la mayor tasa de transmisión de datos que
va a poder recibir un usuario en el enlace DL del sistema. En el contexto de
teoŕıa de la información, el enlace DL del sistema se denomina Broadcast
Channel (BC) mientras que el enlace UL es el Multiple Access Channel
(MAC). La matriz Hm es la matriz del canal DL entre el transmisor y el
usuario m; asumiendo el mismo canal en el enlace UL y DL, la matriz de
canal UL del usuario m seŕıa HHm.
En los sistemas single-user MIMO, la capacidad del sistema es un es-
calar. En los sistemas MIMO multi-usuario, sus ĺımites vienen definidos
por una región de capacidad, que es una región de M -dimensiones, donde
cada punto representa un vector formado por el conjunto de tasas de trans-
misión que alcanzan los M usuarios simultáneamente, (R1, . . . , RM ). Una
zona importante del borde de la región de capacidad son los llamados sum-
rate points, sum-rate capacity o sum-capacity, que representan los puntos
donde el sum-rate o la suma de las tasas de transmisión de datos entre el
transmisor y todos los usuarios es máxima (máx
∑
m Rm).
La referencia [8] resume los principales resultados sobre la capacidad
de un sistema MIMO multi-usuario desde el punto de vista de teoŕıa de la
información.
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Región de capacidad MAC













HH1 · · · HHM
]
,
Hm es la matriz de canal de dimensiones [Nm×Nt], um es la señal [Nm×1]
transmitida por el usuario m-ésimo y w es el ruido aditivo Gaussiano en el
transmisor con componentes i.i.d variables complejas Gaussianas, circular-
mente simétricas de media nula y varianza unidad. Se asume que un usuario
m conoce perfectamente la matriz de canal Hm.
En el canal MAC, cada usuario está sujeto a una restricción de potencia
individual Pm. La matriz de correlación de cada usuario, Qm = E[umuHm]
define la restricción en potencia, Tr[Qm] ≤ Pm, ∀m.
La región de capacidad del canal MAC es conocida, tanto para un
canal constante como para canales con desvanecimientos, y bajo distin-
tas suposiciones de CSI y CDI. Para un conjunto de potencias UL, P =
(P1, . . . , PM ), y suponiendo que el usuario m-ésimo transmite una señal
Gaussiana de media nula y matriz de correlación Qm, cada conjunto de
matrices (Q1, . . . ,QM ) define una región de M dimensiones:{













La región de capacidad para una realización determinada del canal es la
unión, sobre todas las matrices Qm que cumplen la restricción en potencia,
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Esta región de capacidad es la unión de muchos pentágonos. Los puntos
de las esquinas de los pentágonos se obtienen mediante successive decoding,
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Fig. 7. Capacity region of MIMO MAC forN = 1.
all such polyhedrons. The corner points of each polyhe-
dron can be achieved bysuccessive decoding, in which
users’ signals are successively decoded and subtracted
out of the received signal. For the two-user case, each set
of covariance matrices corresponds to a pentagon, sim-
ilar in form to the capacity region of the scalar Gaussian
MAC. The corner point where
and
corresponds to decoding
user 2 first (i.e., in the presence of interference from user 1)
and decoding user 1 last (without interference from user 2).
Successive decoding can reduce a complex multiuser detection
problem into a series of single-user detection steps [27].
The capacity region of a MIMO MAC for the single transmit
antenna case ( ) is shown in Fig. 7. When , the co-
variance matrix of each transmitter is a scalar equal to the trans-
mitted power. Clearly, each user should transmit at full power.
Thus, the capacity region for a-user MAC for is the
set of all rate vectors ( ) satisfying
(13)
For the two-user case, this reduces to the simple pentagon seen
in Fig. 7.
When , however, a union must be taken over all co-
variance matrices. Intuitively, the set of covariance matrices that
maximize are different from the set of covariance matrices
that maximize the sum rate. In Fig. 8, a MAC capacity region
for is shown. Notice that the region is equal to the union
of pentagons (each pentagon corresponding to a different set of
transmit covariance matrices), a few of which are shown with
dashed lines in the figure. The boundary of the capacity re-
gion is in general curved, except at the sum rate point, where
the boundary is a straight line [86]. Each point on the curved
portion of the boundary is achieved by adifferentset of covari-
ance matrices. At point A, user 1 is decoded last and achieves
his single-user capacity by choosing as a water-fill of the
channel (independent of or ). User 2 is decoded first,
in the presence of interference from user 1, sois chosen as
Fig. 8. Capacity region of MIMO MAC forN > 1.
a waterfill of the channel and the interference from user 1.
The sum-rate corner points B and C are the two corner points of
the pentagon corresponding to the sum-rate optimal covariance
matrices and . At point B user 1 is decoded last,
whereas at point C user 2 is decoded last. Thus, points B and
C are achieved using the same covariance matrices but different
decoding orders.
Next, we focus on characterizing the optimal covariance
matrices ( ) that achieve different points on the
boundary of the MIMO MAC capacity region. Since the MAC
capacity region is convex, it is well known from convex theory
that the boundary of the capacity region can be fully character-
ized by maximizing the function over
all rate vectors in the capacity region and for all nonnegative
priorities ( ) such that . For a fixed
set of priorities ( ), this is equivalent to finding the
point on the capacity region boundary that is tangent to a line
whose slope is defined by the priorities. See the tangent line
in Fig. 8 for an example. The structure of the MAC capacity
region implies that all boundary points of the capacity region
are corner points of polyhedrons corresponding to different sets
of covariance matrices. Furthermore, the corner point should
correspond to successive decoding in order ofincreasing
priority, i.e., the user with the highest priority should be
decoded last and, therefore, sees no interference [70], [73].
Thus, the problem of finding the boundary point on the capacity
region associated with priorities assumed to be
i descending order (users can be arbitrarily re-numbered to
satisfy this condition) can be written as
subject to power constraints on the trace of each of the covari-
ance matrices. Note that the covariances that maximize the func-
Tr
(12)
Figura 2.4: Región de capacidad MAC, M = 2, Nm = 1.
donde las señales de cada usuario se decodifican y se restan de la señal
recibida de forma suce iva. Para el caso concreto de un sistema MIMO con
2 usuarios, cada conjunto de matrices de correlación se corresponde con un
pentágono.
La figu a 2.4, uestra la región de capacidad del can l MAC p ra un
sistema IMO con 2 usuarios si ambos disponen de Nm = 1 antenas [8]. En
este caso, la matriz de correlación de cada usuario es un escalar que coincide
con Pm. Obviamente, cada usuario debe transmitir a potencia máxima.
La figura 2.5 muestra la región de capacidad MAC cuando los usuarios
tienen más de una antena, Nm > 1 [8]. La región es ahora la unión de
varios pentágonos, donde cada pentágono se corresponde con un conjunto de
matrices de correlación en transmisión. El ĺımite de la región de capacidad
es una ĺınea curva, excepto en la zona de sum-capacity, donde es una ĺınea
recta (zona entre los puntos B y C de la figura).
En [17] se propone una técnica eficiente para obtener las matrices de
correlación Qm óptimas para maximizar el sum-rate del sistema, denomi-
nada waterfilling iterativo: la matriz de correlación óptima de un usuario se
obtiene aplicando la técnica de waterfilling sobre el canal del mismo usua-
rio, incluyendo en el término de ruido la interferencia de los M −1 usuarios
restantes.
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all such polyhedrons. The corner points of each polyhe-
dron can be achieved bysuccessive decoding, in which
users’ signals are successively decoded and subtracted
out of the received signal. For the two-user case, each set
of covariance matrices corresponds to a pentagon, sim-
ilar in form to the capacity region of the scalar Gaussian
MAC. The corner point where
and
corresponds to decoding
user 2 first (i.e., in the presence of interference from user 1)
and decoding user 1 last (without interference from user 2).
Successive decoding can reduce a complex multiuser detection
problem into a series of single-user detection steps [27].
The capacity region of a MIMO MAC for the single transmit
antenna case ( ) is shown in Fig. 7. When , the co-
variance matrix of each transmitter is a scalar equal to the trans-
mitted power. Clearly, each user should transmit at full power.
Thus, the capacity region for a-user MAC for is the
set of all rate vectors ( ) satisfying
(13)
For the two-user case, this reduces to the simple pentagon seen
in Fig. 7.
When , however, a union must be taken over all co-
variance matrices. Intuitively, the set of covariance matrices that
maximize are different from the set of covariance matrices
that maximize the sum rate. In Fig. 8, a MAC capacity region
for is shown. Notice that the region is equal to the union
of pentagons (each pentagon corresponding to a different set of
transmit covariance matrices), a few of which are shown with
dashed lines in the figure. The boundary of the capacity re-
gion is in general curved, except at the sum rate point, where
the boundary is a straight line [86]. Each point on the curved
portion of the boundary is achieved by adifferentset of covari-
ance matrices. At point A, user 1 is decoded last and achieves
his single-user capacity by choosing as a water-fill of the
channel (independent of or ). User 2 is decoded first,
in the presence of interference from user 1, sois chosen as
Fig. 8. Capacity region of MIMO MAC forN > 1.
a waterfill of the channel and the interference from user 1.
The sum-rate corner points B and C are the two corner points of
the pentagon corresponding to the sum-rate optimal covariance
matrices and . At point B user 1 is decoded last,
whereas at point C user 2 is decoded last. Thus, points B and
C are achieved using the same covariance matrices but different
decoding orders.
Next, we focus on characterizing the optimal covariance
matrices ( ) that achieve different points on the
boundary of the MIMO MAC capacity region. Since the MAC
capacity region is convex, it is well known from convex theory
that the boundary of the capacity region can be fully character-
ized by maximizing the function over
all rate vectors in the capacity region and for all nonnegative
priorities ( ) such that . For a fixed
set of priorities ( ), this is equivalent to finding the
point on the capacity region boundary that is tangent to a line
whose slope is defined by the priorities. See the tangent line
in Fig. 8 for an example. The structure of the MAC capacity
region implies that all boundary points of the capacity region
are corner points of polyhedrons corresponding to different sets
of covariance matrices. Furthermore, the corner point should
correspond to successive decoding in order ofincreasing
priority, i.e., the user with the highest priority should be
decoded last and, therefore, sees no interference [70], [73].
Thus, the problem of finding the boundary point on the capacity
region associated with priorities assumed to be
i descending order (users can be arbitrarily re-numbered to
satisfy this condition) can be written as
subject to power constraints on the trace of each of the covari-
ance matrices. Note that the covariances that maximize the func-
Tr
(12)
Figura 2.5: Región de capacidad MAC, M = 2, Nm > 1.
Región de capacidad BC
En el canal BC (figura 2.3), la señal recibida por el usuario m-ésimo,
ym, de dimensiones [Nm × 1], quedaŕıa:
ym = Hmx + nm, m = 1, . . . ,M, (2.26)
donde H es la matriz [Nm × Nt] de canal del enlace DL, x es la señal
[Nt × 1] transmitida en DL y nm, de dimensiones [Nm × 1] es el ruido
aditivo Gaussiano n el u uario m con compone tes i.i.d variabl s comple-
jas Gaussianas, circ larmente simétricas d media ula y varianza unidad.
Nuevamente, se asume que un us ario m conoce perfectamente su propia
matriz de canal Hm.
La señal transmitida en DL, x, es una combinación de las señales trans-






La potencia con la que se transmite a cada usuario viene dada por pm =
Tr[Σm], donde Σm es la matriz de correlación de la señal para el usuario
m, Σm = E[xmxHm]. Asumiendo que existe una restricción en la potencia
to al transmitida,
∑
m pm ≤ Pmax.
Determinar la región de capacidad de canal BC gen ral es, actual-
mente, uno de los problemas más importantes en teoŕıa de la información.
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Cuando los usuarios de un canal pueden ordenarse del más fuerte al más
débil, se dice que el canal es degradado (por ejemplo, el canal SISO Gaus-
siano es degradado, puesto que los usuarios se pueden ordenar según la
SNR recibida). En estos casos, la región de capacidad BC ya es conocida.
Sin embargo, los canales MIMO multi-usuario se caracterizan por tener
una matriz de canal entre el transmisor y cada usuario. Los usuarios no
se pueden ordenar, puesto que no existe un orden natural matricial, y por
tanto, el canal MIMO multi-usuario es no degradado.
El canal MIMO BC Gaussiano de (2.26), aunque es no degradado, ofrece
una estructura que permite caracterizar su región de capacidad, si se asume
CSI perfecta y un canal constante: Caire y Shamai [15] demuestran que la
técnica de DPC consigue alcanzar la sum-capacity de la región de capacidad.
Con CSIT perfecta, el transmisor conoce la interferencia que va a recibir
el usuario, puesto que el transmisor genera todas las señales y al mismo
tiempo conoce las distintas matrices de canal. Por tanto, teóricamente, el
transmisor podŕıa eliminar la interferencia antes de transmitir. Sin em-
bargo, esta cancelación de interferencia no podŕıa hacerse sin exceder la
restricción en potencia Pmax.
Costa [18], demostró que cuando la interferencia y el ruido son Gaus-
sianos, si el transmisor conoce perfectamente la interferencia en el canal, la
capacidad del canal es la misma que si no hubiera interferencia aditiva, o
lo que es lo mismo, se obtiene la misma capacidad que en el caso en el que
el receptor también conociese la interferencia. De esta forma, se puede eli-
minar la interferencia antes de transmitir, sin aumentar con ello la potencia
de transmisión.
En [15], Caire y Shamai demostraron que con la técnica de DPC se con-
segúıa alcanzar la sum-capacity del canal MIMO BC con M = 2 usuarios y
Nt = 2 antenas. Posteriormente se demostró que la técnica de DPC alcanza
este ĺımite con cualquier número de usuarios y de antenas transmisoras y
receptoras [19–21] y finalmente, en [22] se concluye que la técnica de DPC
consigue caracterizar toda la región de capacidad de un canal MIMO BC
Gaussiano, cuando el canal es constante y se dispone de CSI perfecta.
En el canal BC, la técnica de DPC puede aplicarse utilizando distin-
tas palabras código para cada usuario. El transmisor elige la palabra para
el primer usuario (x1). A continuación, la palabra para el segundo usua-
rio, (x2), se elige conociendo x1. Por tanto, la palabra del primer usuario
puede eliminarse antes de transmitir de forma que el segundo usuario no
la interprete como interferencia. De forma similar, la palabra para el ter-
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cer usuario se elige de forma que éste no interprete las señales de los dos
primeros usuarios, x1 + x2, como interferencia. Este proceso continúa para
los M usuarios.
Asumiendo una determina ordenación en los usuarios, si π(1) es el
primer usuario que se codifica, seguido de π(2), hasta llegar al usuario
π(M), el vector de tasas de transmisión que puede alcanzarse para una


















 , m = 1, . . . ,M,
(2.28)
donde Σπ(j) se corresponde con la matriz de correlación de la señal trans-
mitida al usuario π(j).
La región de capacidad definida por la técnica de DPC se define como
la unión de todos los posibles vectores de tasas de transmisión de datos,
sobre todas las posibles matrices de correlación Σm positivas, que cumplen
la restricción en potencia:
Tr[Σ1 + · · ·+ ΣM ] ≤ Pmax,






donde R(π,Σm) viene dada por (2.28). La señal transmitida se corresponde
con la expresión (2.27) y las matrices de correlación siguen la forma Σm =
E[xmxHm].
La figura 2.6 muestra la región de capacidad BC utilizando la técnica de
DPC para un sistema MIMO con 2 usuarios, cuando el transmisor dispone
de Nt = 2 y ambos usuarios de Nm = 1 antenas [8].
En la práctica, encontrar la región de capacidad mediante la técnica
de DPC es numéricamente complejo, puesto que requiere una búsqueda ex-
haustiva sobre todas las posibles matrices de correlación en transmisión que
cumplen la restricción de potencia. A partir de los trabajos de Jindal [23] y
Viswanath [19], la región de capacidad dada por (2.29) se calcula utilizando
la dualidad que existe entre los problemas BC y MAC: aprovechando que la
región de capacidad del problema MAC es mucho más sencilla de resolver,
la región DPC del BC con múltiples antenas y con una restricción Pmax
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Fig. 9. Dirty paper rate region,H = [1 0:5],H = [0:5 1], P = 10.
the codeword of user 1 can be presubtracted such that receiver
2 does not see the codeword intended for receiver 1 as interfer-
ence. Similarly, the codeword for receiver 3 is chosen such that
receiver 3 does not see the signals intended for receivers 1 and 2
(i.e ) as interference. This process continues for all
receivers. If user is encoded first, followed by user ,
etc., the following is an achievable rate vector:
(14)
The dirty paper region is defined as the convex
hull of the union of all such rates vectors over all positive
semi-definite covariance matrices such that
Tr Tr and over all permutations
:
(15)
where is given by (14). The transmitted signal is
and the input covariance matrices are of the
form . From the dirty paper result we find that
are uncorrelated, which implies
.
One important feature to notice about the dirty paper rate
quations in (14) is that the rate equations are neither a concave
nor convex function of the covariance matrices. This makes nu-
merically finding the dirty paper region very difficult, because
generally a brute force search over the entire space of covariance
matrices that meet the power constraint must be conducted. The
dirty paper rate region for a two-user channel with and
is shown in Fig. 9.
Note that DPC and successive decoding (i.e., interference
cancellation by the receiver instead of the transmitter) are
completely equivalent capacity-wise for scalar channels, but
this equivalence does not hold for MIMO channels. It has been
shown [36] that the achievable region with successive decoding
is contained within the DPC region.
2) MAC-BC Duality: In [74], Vishwanath, Jindal, and
Goldsmith showed that the dirty paper rate region of the
multiantenna BC with power constraint is equal to the union
of capacity regions of the dual MAC, where the union is taken
over all individual power constraints that sum to
(16)
This is the multiple-antenna extension of the previously estab-
lished duality between the scalar Gaussian broadcast and mul-
tiple-access channels [44]. In addition to the relationship be-
tween the two rate regions, for any set of covariance matrices in
the MAC/BC (and the corresponding rate vector), [74] provides
an explicit set of transformations to find covariance matrices in
Figura 2.6: Región de capacidad BC con DPC, M = 2, Nt = 2, Nm = 1.
de potencia es igual a la unión de las regiones de capacidad del proble-
ma dual MAC, donde la unión considera que la suma de las Pm potencias






CMAC(P1, . . . , PM ,HH). (2.30)
La unión de las regiones de capacidad MAC en (2.30) coincide con (2.25) si
se aplica una restricción de potencia total sobre todos los usuarios en lugar
de imponer restricciones de potencia individuales a cada usuario, es decir,
ambas regiones de capacidad coinciden si en (2.25) se sustituy la restricción
Tr[Qm] ≤ Pm, ∀m, por
∑
m Tr[Qm] ≤ Pmax. En este caso, las matrices de
correlación óptimas en tran misión se obtienen a partir de transfo mar las
matrices óptimas en el canal MAC, bien mediante algoritmos espećıficos o
a partir de técnicas basadas en el algoritmo de waterfilling iterativo [24].
La figura 2.7 representa la relación (2.30), donde las regiones de capaci-
dad MAC, CMAC(P1, Pmax−P1, h1, h2), se representan en función del valor
de P1 [23]. El ĺımite de la región de capacidad BC se representa sombreado.
Hay que destacar que los ĺımites de cada región MAC coinciden con los del
BC.
La región de capacidad del canal BC se obtiene en la práctica mediante
simulaciones de Monte-Carlo. Recientemente, [25] repasa los ĺımites del
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. The rate of User in the MAC at this successive
decoding point is
Assuming that the opposite encoding order is used in the BC
(i.e., User encoded last, etc.), the rate of User in the
dual BC when powers are used is
By defining and as
(8)
we can rewrite the rates in the MAC and BC as
(9)
(10)
Thus, if the powers satisfy
(11)
then the rates in the MAC using powers and
decoding order are the same as the rates
in the BC using powers and encoding order
. In Appendix A, we show that if the powers
satisfy (11), then
We now need only show that given a set of MAC powers and
a MAC decoding order, there exist a set of BC powers satisfying
(11), and vice versa. To compute BC powers from MAC powers,
the relationship in (11) must be evaluated in numerical order,
starting with User
(12)
Notice that depends only on the MAC powers, de-
pends on the MAC powers, and , etc. Therefore, any suc-
cessive decoding point of the MAC region for any set of powers
with is in the dual BC capacity
region.
Fig. 2. Constant BC capacity in terms of the dual MAC.
Similarly, MAC powers can be derived from BC powers
starting with User downwards
(13)
If we consider only permutations corresponding to encoding in
order of increasing channel gain, we see that any point on the
boundary of the BC capacity region is in the dual MAC region
for some set of MAC powers with the same sum power.
Note that we refer to (12) and (13) as the MAC-BC transfor-
mations and BC-MAC transformations, respectively.
Corollary 1: The capacity region of a constant Gaussian
MAC with power constraints is a subset
of the capacity region of the dual BC with power constraint
(14)
Furthermore, the boundaries of the two regions intersect at ex-
actly one point if the channel gains of all users are distinct
( for all ).
Proof: See Appendix B.
Theorem 1 is illustrated in Fig. 2, where
is plotted for different values of . The BC capacity
region boundary is shown in bold in the figure. Notice that each
MAC capacity region boundary touches the BC capacity region
boundary at a different point, as specified by Corollary 1.
If we carefully examine the union expression in the charac-
terization of the BC in terms of the dual MAC in (7), it is easy
to see that the union of MACs is equal to the capacity region of
the MAC with a sum power constraint instead of
individual power constraints . This is the channel
where the transmitters are not allowed to transmit cooperatively
(i.e., each transmitter transmits an independent message) but the
transmitters are allowed to draw from a common power source.
Therefore, Theorem 1 implies that the capacity region of the
Figura 2.7: Dualidad MAC-BC.
canal MIMO BC desde un punto de vista práctico, estudiando cómo vaŕıa
en función de distintos parámetros del sistema, como por ejemplo, M , Nt,
Nm y Pmax, y analizando también la influencia de aspectos como errores
en la estimación de canal o efectos de la correlación espacial del canal.
2.3.2. Criterios de diseño
Los resultados obtenidos desde el punto de vista de la teoŕıa de la infor-
mación sugieren que en un sistema MIMO multi-usuario lo más conveniente
seŕıa servir simultáneamente a los usuarios mediante SDMA y un esquema
de transmisión adecuado.
En los sistemas MIMO multi-usuario, la mayor parte del procesado de
señal y la inteligencia se traslada al transmisor, estación base o access point.
Esto provoca que en general, los esquemas de transmisión para sistemas
MIMO multi-usuario requieran de CSIT.
El hecho de disponer de CSIT es bastante complejo en sistemas de comu-
nicaciones reales donde la cantidad de información que se puede transmitir
en el canal de realimentación UL es limitada. Además, la suposición de
CSIT perfecta es poco realista, y existe una gran diferencia entre la capaci-
dad que se puede conseguir con o sin CSIT. Por ejemplo, si Nm, Nt y Pmax
son parámetros fijos, y la estación base dispone de CSIT perfecta, se sabe
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Este factor se interpreta como una ganancia de multiplexado o por diversi-
dad multi-usuario: dado que el número de usuarios es elevado, la estación
base puede seleccionar los Nt mejores usuarios. En el enlace UL, esta ganan-
cia es más fácil de extraer porque se puede asumir que el transmisor dispone
de conocimiento del canal en UL y simplemente implementa una técnica
clásica de recepción multi-usuario para separar las señales de los distintos
usuarios.
Por el contrario, cuando la estación base no dispone de CSIT, y el canal






la ganancia por diversidad multi-usuario es nula y la estrategia óptima es
transmitir a un único usuario en cada instante de tiempo, mientras que





= mı́n(Nt, Nm), (2.33)
con lo que el sistema MIMO multi-usuario se comporta como un sistema
single-user MIMO. La excepción viene dada por los sistemas en los que los
usuarios disponen de un número de antenas tales que Nm ≥ Nt, donde cada
usuario puede eliminar por śı solo la interferencia entre los datos transmi-
tidos a cada usuario. Esta opción necesita que los canales individuales a
cada usuario sean de rango completo.
La gran diferencia entre las capacidades obtenidas con y sin CSIT, mo-
tivan la investigación en la ĺınea de esquemas o técnicas de transmisión que
utilizan un conocimiento parcial de la CSIT. Por CSIT parcial se entiende
el disponer de cierta información, pero incompleta, del canal, que puede
obtenerse mediante diversos métodos.
Recientemente, se ha demostrado que el disponer de CSIT parcial per-
mite obtener cierta ganancia con respecto a las situaciones en las que no
se conoce el canal en transmisión [26]. Sin embargo, encontrar la estrate-
gia óptima para diseñar un canal de realimentación que proporcione CSIT
parcial es todav́ıa una ĺınea de investigación abierta, denominada de for-
ma general técnicas de limited feedback [16]. Básicamente, estas técnicas se
proponen en los sistemas en los que la CSIT se obtiene mediante un canal
de realimentación en el enlace UL, para reducir la cantidad de información
que el usuario necesita realimentar a la estación base.
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Según (2.31), la ganancia por diversidad multi-usuario está acotada por
el número de antenas transmisoras Nt, mientras que el número de usuarios
M a los que se puede servir es en principio arbitrario. Cuántos y qué usua-
rios debeŕıan ser servidos en cada instante de tiempo es una cuestión que
resuelve el algoritmo de scheduling.
Por último, la configuración MIMO multi-usuario, por el hecho de dis-
tribuir espacialmente a los usuarios, permite mitigar los efectos adversos del
canal como pueden ser una componente LOS dominante o un mal condi-
cionamiento de la matriz de canal. En el caso multi-usuario, la matriz de
canal que resulta de concatenar las matrices individuales Hm, es práctica-
mente en todos los casos de rango completo gracias a la separación espacial
de los usuarios. Esta separación espacial permite además implementar el
multiplexado espacial de distintos conjuntos de datos incluso cuando los
usuarios disponen de una única antena receptora, permitiendo alcanzar las
capacidades asociadas a los sistemas MIMO para equipos de menor coste.
Gestión de recursos y scheduling
Las técnicas de gestión de recursos ayudan a conseguir las ganancias
teóricas asociadas a los sistemas MIMO. Desde el punto de vista de la teoŕıa
de la información, el ĺımite de la región de capacidad se consigue dando
servicio a M usuarios simultáneamente, donde M puede ser un número
elevado de usuarios. Por tanto, la asignación de recursos a cada usuario
depende de las condiciones instantáneas del canal y puede variar mucho
entre usuarios.
El hecho de que la ganancia por diversidad multi-usuario esté acota-
da por Nt sugiere que el número de usuarios que realmente se sirven en
cada instante de tiempo está relacionado con Nt, aunque Nt siempre sea
mucho menor que M . Por ejemplo, cuando se utiliza una técnica de ZF en
transmisión, el número de usuarios seleccionado viene determinado por Nt.
Esto motiva que el algoritmo de gestión de recursos intente seleccionar el
conjunto más adecuado de usuarios entre los M activos.
En concreto, el algoritmo de scheduling selecciona, para cada realización
de canal, al subconjunto óptimo de M usuarios que permite maximizar
un determinado parámetro, como el sum-rate (
∑
m Rm), o conseguir unas
determinados calidades de servicio (QoS, Quality of Service) por usuario
dada una restricción en potencia total transmitida.
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Scheduling óptimo. El algoritmo de scheduling óptimo requiere realizar
una búsqueda exhaustiva sobre todas las posibles combinaciones de
usuarios. Esta opción, aunque śı es óptima en cuanto a maximizar el
sum-rate, por ejemplo, implica un alto coste computacional para un
número de usuarios M elevado.
Recientemente, se ha demostrado que las técnicas lineales de beam-
forming también consiguen maximizar el sum-rate cuando el número
de usuarios M es elevado (ver por ejemplo [27] o [28]).
Greedy methods. Estos métodos comprenden un conjunto de soluciones
subóptimas que permiten reducir la complejidad computacional de las
soluciones óptimas de scheduling. Por ejemplo, en el algoritmo greedy
que selecciona a los usuarios con el objetivo de maximizar el sum-rate,
en primer lugar se selecciona al usuario cuyo canal presenta una mayor
capacidad. Después, se elige al usuario que proporciona el mayor sum-
rate de entre los restantes. El algoritmo se repite iterativamente hasta
seleccionar los M usuarios. De esta forma, la complejidad se reduce
frente a la búsqueda exhaustiva que proporciona la solución óptima.
A la hora de calcular el sum-rate, pueden utilizarse esquemas de trans-
misión lineales o no lineales, aunque esta última opción todav́ıa es
bastante reciente y no existen muchos resultados. Por otro lado, el
algoritmo greedy puede seleccionar otros parámetros de optimización
distintos al sum-rate.
2.3.3. Técnicas MIMO multi-usuario: enlace UL
En este apartado se repasan brevemente las técnicas y esquemas que se
utilizan en el enlace UL de los sistemas MIMO multi-usuario, puesto que
en esta Tesis el interés se centra en el enlace DL del sistema.
Siguiendo el modelo de sistema (2.23), cada usuario transmite la señal
um =
√
qmsm, siendo qm la potencia con que el usuario m-ésimo transmite
la señal sm.
Técnicas lineales, Nm = 1
Las técnicas lineales consisten, básicamente, en implementar un filtrado
lineal en la estación base mediante una técnica de beamforming (2.23):
z = WHv = WHHH
√
Qs + WHw, (2.34)
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donde la matriz de beamforming WH es una matriz compleja [M ×Nt] y la
matriz de canal incluye los canales entre el transmisor y todos los usuarios:
HH = [hH1 . . .h
H
M ],
siendo hHm el canal [Nt× 1] del usuario m. La matriz Q = diag {[q1 . . . qM ]}
es una matriz diagonal que incluye las potencias transmitidas por cada
usuario del sistema.
Técnicas no lineales, Nm = 1
El método óptimo de detección es el detector ML, donde el receptor
compara todas las posibles combinaciones de śımbolos que podŕıan haberse
transmitido con lo que recibe. Si s = [s1 . . . sM ]T :








donde A es el alfabeto de śımbolos de la modulación.
Múltiples antenas por usuario
Cuando los usuarios disponen de más de una antena, Nm > 1, las técni-
cas MIMO multi-usuario se reducen a implementar un esquema de beamfor-
ming si los usuarios disponen de CSI o, en caso contrario, a utilizar técnicas
de STC o de multiplexado espacial.
2.3.4. Criterios de optimización: enlace UL
En el enlace UL, los parámetros a optimizar para satisfacer un deter-
minado criterio son la matriz de beamforming en recepción dadas unas
potencias de transmisión qm o bien, las potencias de los usuarios, qm, dada
una matriz de beamforming en recepción.
Entre los posibles criterios de optimización se encuentran:
Optimización de la SINR: se fija un umbral de calidad de servicio
en términos de SINR para cada usuario, γm. La SINR medida en el
transmisor a partir de la señal transmitida por cada usuario, debe
superar el umbral correspondiente:
SINRULm ≥ γm,∀m.
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Minimización de potencia: este criterio es una extensión del criterio
anterior. Los usuarios, además de cumplir la restricción en SINR,
deben transmitir con la mı́nima potencia:
mı́n
∑
m qm, s.t. SINR
UL
m ≥ γm,∀m.
Maximizar el sum-rate del sistema: se intenta maximizar la suma de
las tasas de transmisión de datos de todos los usuarios del sistema,










Este criterio de optimización se puede interpretar como un caso par-
ticular de un criterio más general que trata de maximizar la suma









donde los parámetros αm representan un peso que modela la calidad
de servicio requerida de cada usuario.
Maximizar la mı́nima tasa de transmisión de datos presente en el
sistema: manteniendo las restricciones de potencia individuales para











La mayor parte de estos criterios de optimización utilizan técnicas de
beamforming en recepción, como el beamfomer ZF o el MMSE. El objetivo
del beamformer ZF en recepción es extraer la señal de cada usuario, sin







Cuando el canal es deficiente en rango, el beamformer ZF amplifica la po-
tencia de ruido.
El beamformer MMSE se plantea para evitar los problemas de amplifi-
cación de ruido. El objetivo es resolver el siguiente criterio de optimización:
W = arg mı́n
{
E[||WHv − [s1 s2 . . . sM ]||2]
}
, (2.37)
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donde A es una matriz que normaliza el módulo del beamformer de cada
usuario a la unidad.
2.3.5. Técnicas MIMO multi-usuario: enlace DL
Gracias a la teoŕıa de la información, se sabe que DPC es la técnica
que maximiza el sum-rate para el enlace DL de los sistemas MIMO multi-
usuario. La técnica de DPC, óptima teóricamente, es un concepto de teoŕıa
de la información complejo de implementar en entornos prácticos.
Las técnicas que se comentan en este apartado requieren de CSIT. En
[16] se presentan algunas técnicas de transmisión cuando se dispone de CSIT
parcial, como por ejemplo opportunistic random beamforming [26], mientras
que en [25] se estudia el comportamiento de algunas de estas técnicas en
términos de capacidad teórica.
Técnicas lineales, Nm = 1
Las técnicas lineales presentan una solución intermedia entre comple-
jidad y resultados obtenidos: no suelen ser muy complejas computacional-
mente, pero generalmente no consiguen alcanzar soluciones óptimas.
Cuando los usuarios disponen de una sola antena, y separando la asig-





donde W es la matriz de beamforming [Nt × M ] en transmisión, P =
diag {[p1 . . . pM ]} es la matriz de asignación de potencias en DL y s =
[s1 . . . sM ]T contiene los śımbolos transmitidos a los usuarios del sistema.
La señal recibida por todos los usuarios viene dada por un vector columna
[M × 1] (2.26):
y = HW
√
Ps + n. (2.40)
Al igual que en el enlace UL, las técnicas lineales más sencillas en trans-
misión son el beamformer ZF (también conocido como channel inversion)
o el MMSE (o regularized channel inversion) [29].
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Para el criterio ZF, el objetivo es mandar señales libres de interferencia,

















Cuando el canal es deficiente en rango, al menos uno de los valores singu-
lares de (HHH)−1 será muy grande, con lo que también lo será λ y la SINR
recibida en los usuarios será baja. La técnica de ZF en recepción (2.36),
amplificaba la potencia de ruido cuando el canal era deficiente en rango.
Sin embargo, cuando se aplica en transmisión, el efecto es el de atenuar la
potencia de la señal recibida en los usuarios.
Como ocurre en recepción, cuando el canal es deficiente en rango, el
hecho de introducir un factor de regularización en la inversa mejora las
prestaciones del beamformer. Si el ruido es blanco, regularizar la inversa
del canal equivale a plantear un criterio MMSE dada una restricción de
potencia máxima Pmax:





















Cuando el conjunto de usuarios seleccionados no son lo suficientemente
separables espacialmente, estas soluciones pueden obtener resultados bas-
tante alejados de las soluciones óptimas. Este efecto se mitiga cuando el
número de usuarios en el sistema MIMO multi-usuario es elevado y por tan-
to es más probable encontrar usuarios casi-ortogonales con buena SNR [27].
La desventaja de estas técnicas es que no son fácilmente aplicables a sis-
temas multi-usuario con múltiples antenas en recepción.
Técnicas lineales, Nm > 1
A partir del modelo (2.26), si sm representa el vector m-ésimo de śımbo-
los transmitidos, Wmsm es el vector de señal transmitido al usuario m,
2.3. Sistemas MIMO multi-usuario 43
donde Wm es la matriz de precoding diseñada para el mismo usuario.
Asumiendo que el algoritmo de scheduling selecciona un subconjunto de
M usuarios, el modelo (2.26) se modifica según:




Wisi + nm. (2.44)
Cada usuario dispone de Nm antenas y puede decodificar Sm ≤ Nm
conjuntos de datos, que constituyen su señal deseada. El objetivo del pre-
coding lineal es diseñar las matrices Wm a partir del canal, de forma que
un determinado parámetro se maximice para cada conjunto de datos. Hay
que destacar que un beamformer en transmisión se corresponde con un caso
particular de los precoders lineales [30].
Una extensión del criterio ZF es la llamada Block Diagonalization (BD)
[31], que asume Nm = Sm > 1 y
∑
m Nm = Nt. La idea es diseñar las
matrices Wm de forma que HiWm = 0, ∀i 6= m, eliminando la interferencia
en (2.44), con lo que la señal recibida por el usuario m se reduce a:
ym = HmWmsm + nm. (2.45)
La técnica BD parte del llamado canal compuesto, que para un usuario
m se define como:
H̃m = [ HH1 · · · HHm−1 HHm+1 · · · HHM ]
H . (2.46)
La descomposición SVD de este canal compuesto puede expresarse como:




donde Ũm y D̃m son la matriz de vectores singulares por la izquierda y
la matriz de valores singulares, respectivamente, y Ṽ(1)m y Ṽ
(0)
m son las ma-
trices de vectores singulares por la derecha relacionadas con los valores
singulares no nulos y valores singulares nulos, respectivamente. Cualquier
matriz Wm que sea una combinación lineal de las columnas de Ṽ
(0)
m , sa-
tisface la restricción HiWm = 0, ∀i 6= m. Si la matriz compuesta H̃m es
de rango completo, el transmisor necesita tener tantas antenas como sea la
suma de las antenas de todos los usuarios del sistema para poder cancelar
la interferencia [31].
La desventaja de la técnica de BD es que necesita cumplir Nm = Sm.
Para resolverlo, puede incluirse cierto procesado en los receptores, como
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por ejemplo una matriz lineal Vm para cada usuario, con lo que la señal
recibida queda:






Wisi + VHmnm. (2.48)





Wi = 0, ∀m.
Este problema de diseño suele resolverse mediante métodos iterativos.
Técnicas no lineales
Las técnicas lineales proporcionan buenos resultados pero pueden quedar
lejos de la solución óptima DPC cuando el número de usuarios M es
pequeño. Dos de las técnicas no lineales más habituales son la vector-
perturbation y una extensión espacial del precoding Tomlinson-Harashima.
La técnica de vector-perturbation [32] introduce una perturbación en
el vector de señal transmitida para evitar los problemas que aparecen con
los esquemas ZF en transmisión cuando el canal es deficiente en rango. En
este caso, el factor λ en (2.41) es elevado y el vector de datos se alinea
con el vector singular que se corresponde con el mayor valor singular de
(HHH)−1. La idea es perturbar el vector de datos transmitidos de forma
que se alinee con los vectores singulares correspondientes a los valores sin-
gulares más pequeños de (HHH)−1. Además, los receptores pueden seguir
decodificando el vector de śımbolos sin conocer la perturbación introducida
en transmisión.
Suponiendo que los usuarios disponen de una sola antena, la matriz de
canal que incluye todos los canales de propagación del sistema seŕıa una
matriz H de dimensiones [M × Nt]. El objetivo es encontrar un vector
perturbación, p′ = τ(a + jb), que minimice la potencia transmitida. Este
vector se obtiene resolviendo:






donde G es una matriz de transmisión, por ejemplo, ZF o MMSE, que
cumple una restricción en potencia Tr[GGH ] ≤ Pmax, s es la señal trasmi-
tida y p′ depende de la modulación utilizada.
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merical example of minimizing (8) for . Plotted is the
average and for , where was chosen
randomly from a 16-quadrature amplitude modulation (QAM)
constellation, and . We computed ,
, and , thus nearly achieving the lower
bound in (17). Finally, we see that
, thus obeying (18) closely.
We conclude that optimizing (8) tends to generate a that,
on average, is oriented toward each eigenvalue of
in inverse proportion to the eigenvalue as in (18). The value
of that results nearly achieves the lower bound (17), and is
approximately independent of .
C. A Successive Algorithm for Generating an Integer Offset
Vector
For comparison with the vector-perturbation technique, we
briefly present a method for generating an integer offset vector
by repeated application of scalar TH precoding. The method
uses an ordered decomposition of the channel matrix such
that the last user sees no interference, but the th user sees inter-
ference from users . The transmitter compensates
for this interference by using its knowledge of
to generate from , starting with . Methods
based on the QR decomposition have been explored for use
with dirty-paper codes in [18]. QR-based algorithms have been
used for crosstalk cancellation in digital subscriber lines [19]
and for CDMA transmission to distributed receivers [6]. The
achievable capacity of a greedy-ordering form of the QR de-
composition is analyzed in [20], where it is shown to be close
to the sum-capacity when used with perfect dirty-paper interfer-
ence-cancellation codes. Since we do not have such codes avail-
able to us, we consider a vertical Bell Labs layered space–time
(VBLAST)-based ordering for the QR decomposition.
The VBLAST algorithm, originally designed to simplify
receiver processing in a point-to-point link [21], provides an
ordering of the users’ signals that is determined by their channel
quality. In [22], the algorithm is adapted to transmitter pre-
coding, and we briefly summarize it here. Let ,
where is a permutation matrix, is an upper triangular ma-
trix with ones on the diagonal, and has orthogonal columns.
Let be Costa’s “ ” parameter [23], renamed
here to avoid confusion with the used for regularization in
[1]. We first generate the signal , and then form the transmitted
signal . A successive technique is used to generate
...
(19)
where is the th entry of the matrix . We may write
this equation in terms of the vector of integers that the modulo
function effectively adds to the signal
(20)
Fig. 2. Uncoded probability of symbol error for channel inversion [1]
(x’s, solid line), regularized inversion [1] (diamonds, dash-dotted line), the
VBLAST algorithm (19) (o’s, dotted line), the vector-perturbation algorithm
(8) (triangles), and the regularized perturbation technique (22) (dashed line,
using  = 1=—see Section IV).
The signal is formed, normalized, and then sent
through the channel. The users receive
The parameter has a similar effect to in [1], since it boosts
the signal-to-interference-plus-noise ratio (SINR) at each user.
The matrix permutes the order of the users according to the
VBLAST criterion. Decoding occurs at user based on [18],
[24]
where . Each receiver models the received data as
where combines the additive receiver noise and the inter-
ference. We do not analyze the algorithm, but simply mention
that at high (where )
(21)
The algorithm described here differs slightly from [22] in our
use of the parameter . However, the use of is well known
in the dirty-paper coding literature [18], [24], where its use im-
proves performance at low power levels.
Fig. 2 provides an uncoded symbol probability of error plot
for plain channel inversion, regularized inversion, vector per-
turbation, the successive algorithm, and a regularized version
of the sphere encoder that is presented in Section IV. The prob-
ability of error is shown for 16-QAM signaling with
transmit antennas and users, as a function of . Although the
Figura 2.8: Probabilidad de error de śımbolo para distintas técnicas de trans-
isión DL en función de Pmax (con permiso de los autores [32]).
Por otra parte, cabe destacar que cuando se implementa la técnica de
DPC en el enlace DL de los sistemas MIMO multi-usuario, se combina con
un esquema lineal de beamforming, similar al ZF. Este esquema se basa
en realizar una descomposición LQ de la matriz de canal, donde la matriz
L es una matriz triangular inferior, y la matriz Q es una matriz unitaria,
QQ† = I. La matriz de beamforming (2.39) se elige de forma que W = Q†,
y los usuarios reciben:
y = Hx + n = LQx + n = LQQ†
√
Pd + n = L
√
Pd + n, (2.50)
donde d = [d1 . . . dM ]T es el vector de śımbolos codificado con DPC.
L téc ica de vector perturbation no requiere realizar una descomposi-
ción LQ del canal y admite una implementación más eficiente, denominada
por los autores sphere encoder, puesto que utiliza un algoritmo similar al
algoritmo de sphere decoder pero en transmisión [32]. La figura 2.8 (con
permiso de los autores [32]) muestra la probabilidad de error de śımbolo
para distintas técnic s de transmisión DL en función de Pmax, para Nt = 10
y Nm = 10. La curva reg. sphere encoder combina la sphere encoder con el
beamformer MMSE o regularized channel inversion en DL.
46 Introducción a los sistemas MIMO
2.3.6. Criterios de optimización: enlace DL
Al igual que en el apartado de criterios de optimización en el enlace
UL, se pueden plantear distintos problemas de optimización en el enlace DL.
Suponiendo un sistema MIMO multi-usuario donde un transmisor, estación
base o access point, se comunica con M usuarios, los dos problemas clásicos
de optimización seŕıan:










donde SINRDLm es la SINR medida en el usuario m.
Problema de minimización de potencia. En este caso, el objetivo es
minimizar la potencia total transmitida en el sistema, asegurando
que los usuarios cumplen una determinada restricción de QoS, gene-
ralmente medida en términos de SINR:
mı́n
∑
m pm, s.t. SINR
DL
m ≥ γm,∀m.
El problema de minimización de potencia se presenta habitualmente
como un caso particular del llamado problema de balanceado de SINR
o problema max-min. El problema de balanceado de SINR pretende
mejorar el comportamiento del sistema desde un punto de vista de
fairness; el objetivo es maximizar la mı́nima SINR normalizada en DL












En el punto óptimo del problema, las SINR recibidas por los usuarios
del sistema están balanceadas:
SINRDL1
γ1




La literatura asociada a estos problemas de optimización es muy extensa
y comprende también propuestas que modifican ligeramente los problemas
de optimización originales.
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En este apartado se repasan brevemente las principales referencias de
los problemas de minimización de potencia y de maximización del sum-
rate, prestando más atención a las referencias que abordan el problema
de minimización de potencia. En general, estas propuestas asumen que
el parámetro que determina la QoS es la SINR en DL que perciben los
usuarios, promediada sobre una determinada ventana de tiempo.
Una idea fundamental que aparece tanto en las soluciones del problema
de minimización de potencia como en las de maximización del sum-rate,
es la de aprovechar la posible dualidad entre el enlace UL y el DL de un
mismo sistema. La técnica de la dualidad consiste en resolver el problema
que se ha planteado en DL a través de un problema UL dual, siempre que
el problema a resolver admita esta posibilidad. La clave está en el hecho
de que un mismo problema es siempre mucho más sencillo de resolver en el
enlace UL que en el DL.
Existen distintos tipos de dualidades. La más conocida, aparece en los
escenarios en los que algún esquema de beamforming se utiliza en trans-
misión [33]. Es bien conocido que las técnicas de beamforming son mucho
más sencillas de implementar en UL que en DL; mientras que en UL el
beamformer procesa todas las señales recibidas para poder obtener la señal
de un usuario concreto con la mejor calidad posible, en DL, la señal trans-
mitida desde la estación base o access point afecta al usuario deseado y a
todos los usuarios pertenecientes a la misma celda y a las adyacentes.
En [33] se demuestra que dada una restricción en la potencia total trans-
mitida en el sistema, el conjunto de SINR que pueden alcanzar los usuarios
en DL es el mismo que se obtiene al resolver un problema UL dual. El pro-
blema UL dual se planteaŕıa con las mismas matrices de canal y la misma
restricción en la potencia total transmitida, sólo que ahora se aplicaŕıa a la
suma de las potencias transmitidas por los usuarios.
Otro ejemplo importante de dualidad es la que aparece en el contexto de
las regiones de capacidad de los canales MAC y BC para un sistema MIMO
multi-usuario. Como se ha visto anteriormente, existe una dualidad entre
ambas regiones de capacidad cuando se implementa la técnica de DPC.
Esta dualidad permite obtener la región de capacidad BC resolviendo una
región de capacidad MAC equivalente, donde la restricción en potencia se
aplica a la suma de las potencias transmitidas por los usuarios y no a cada
potencia individual.
Finalmente, otra dualidad entre el enlace UL y el DL aparece en el
contexto del problema de minimizar el MSE (Mean Square Error) en DL
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entre los śımbolos transmitidos y los estimados. En [34], se considera que
los problemas UL y DL comparten la misma región MSE bajo una misma
restricción de potencia total transmitida.
En general, es mucho más sencillo resolver un problema DL en términos
de su UL dual. El inconveniente, como se verá en los sistemas MIMO multi-
usuario multi-celda, aparece con la restricción de potencia total transmitida.
Algoritmos que maximizan el sum-rate
En el análisis de la región de capacidad BC de un sistema MIMO multi-
usuario, se ha visto como, desde el punto de vista de teoŕıa de la informa-
ción, la técnica de DPC es óptima a la hora de caracterizar la región de
capacidad del enlace DL. Sin embargo, todav́ıa seŕıa necesario determinar
cuáles son las matrices de correlación Σm más adecuadas, es decir, cuál es
la estrategia de transmisión óptima que se corresponde con la sum-capacity.
Por otra parte, aplicando la dualidad entre los problemas MAC y BC,
es posible resolver el problema BC a partir de un problema MAC donde
los usuarios están sujetos a una restricción en la potencia total transmitida
y no a restricciones individuales. Aplicando esta propiedad, [24] propone
algoritmos iterativos para caracterizar las matrices óptimas de correlación,
muy similares al algoritmo de waterfilling propuesto originalmente para un
canal MAC con restricciones individuales de potencia.
Actualmente, se sigue investigando para encontrar esquemas eficientes
y prácticos que presenten un buen compromiso entre complejidad y presta-
ciones. Dentro de esta ĺınea de investigación, se encuentran las soluciones
que aplican esquemas lineales de beamforming, como [30,35,36].
Algoritmos que minimizan la potencia total transmitida
Habitualmente, el problema de minimización de potencia se plantea en
un escenario donde el transmisor implementa un algoritmo de control de
potencia y beamforming óptimo (JPCOB, Joint Power Control and Opti-
mal Beamforming). Por tanto, el objetivo es encontrar la matriz óptima de
beamforming y la asignación óptima de potencia, que minimicen la poten-
cia total transmitida en el sistema, permitiendo al mismo tiempo que los
usuarios alcancen las QoS requeridas.
Generalmente, las soluciones algoŕıtmicas clásicas asumen que se dispone
de CSI perfecta, y que se trata de un sistema MISO multi-usuario, o lo que
es lo mismo, que el transmisor o estación base dispone de un array de
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antenas y que trata de dar servicio a M usuarios que disponen de una
única antena. Al mismo tiempo, suele asumirse que el sistema MISO multi-
usuario se ubica en única celda aislada o en un entorno multi-celda donde
no se permite ningún tipo de coordinación entre celdas.
Bajo estas suposiciones, las referencias clásicas para tratar el problema
de minimización de potencia en DL son los algoritmos propuestos por
Rashid-Farrokhi et al. [33], Bengtsson y Ottersten [37], y Schubert y Boche
[38]. En general, la forma más sencilla de abordar el diseño de un algorit-
mo JPCOB para un sistema MIMO multi-usuario multi-celda coordinado,
es extender las referencias clásicas planteadas para sistemas MIMO multi-
usuario (y tal vez multi-celda) convencionales. Por este motivo, las referen-
cias clásicas [33,37,38] se desarrollan con más detalle en el Caṕıtulo 3. Otras
extensiones con variaciones interesantes se pueden encontrar en [30,39–42].
Como ya se ha comentado, el problema de minimización de potencia
puede interpretarse como un caso particular del problema de balanceado de
SINR o problema max-min. Algunos autores, plantean tanto las relaciones
entre los dos problemas como soluciones algoŕıtmicas válidas para ambos
[30,38,42].
La importancia de la dualidad entre las regiones de SINR del problema
UL y del DL, recae en que es bien conocido que el problema de minimización
de potencia en UL es mucho más sencillo de resolver [43]. Esta dualidad se
planteó por primera vez en [33] y [40] para un sistema MISO multi-usuario
donde los usuarios dispońıan de una única antena en recepción. Ambos
trabajos demuestran, con matices ligeramente distintos, que el mı́nimo del
problema de minimización de potencia en DL es el mismo que el que se
obtiene si se plantea el problema UL dual con las mismas restricciones
de SINR. De hecho, los beamformers óptimos en transmisión coinciden,
teniendo en cuenta un factor de escala, con los beamformers óptimos en
recepción del problema dual en UL.
En [33], Rashid-Farrokhi et al. plantean un algoritmo iterativo que al-
canza el óptimo global del problema de minimización de potencia. Esta
propuesta utiliza la dualidad entre el problema en DL y el mismo problema
planteado en un UL virtual para obtener los beamformers en transmisión
a partir de la formulación del UL virtual, mucho más sencilla. La principal
desventaja de esta propuesta es que no estudia la feasibility del proble-
ma, es decir, si existe una solución con las condiciones iniciales planteadas
(restricciones de QoS y Pmax).
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Desde un punto de vista distinto, Schubert y Boche resuelven tanto
el problema de minimización de potencia como el de optimización max-
min [38]. Proponen un algoritmo más rápido y estable que en un primer paso
comprueba la feasibility del problema. Schubert y Boche también utilizan
la dualidad UL-DL, pero resuelven el problema max-min y el de mini-
mización de potencia reescribiéndolos como problemas de valores propios.
Posteriormente, los mismos autores añaden la técnica de DPC a la solución
anterior [44].
Por último, Bengtsson y Ottersten formulan el problema de minimización
de potencia como un problema de optimización semidefinida (SDP, Semi-
definite Program) [37]. Su formulación centralizada permite encontrar un
óptimo global y detectar un escenario no feasible, pero conlleva un alto
coste computacional. Como alternativa, [41] plantea un algoritmo iterativo
en dos pasos para resolver la versión distribuida de [37]. Recientemente,
Hammarwall, Bengtsson y Ottersten extienden los algoritmos propuestos
por Schubert y Boche en [38], añadiendo restricciones adicionales en el
diseño del beamformer. Estas restricciones adicionales permiten considerar
parámetros distintos de la SINR como restricciones de QoS, aśı como as-
pectos de diversidad o restricciones de tipo f́ısico en la optimización [42].
Wiesel et al. plantean, desde un escenario distinto, una aproximación
muy interesante a los problemas de minimización de potencia y max-min:
consideran un sistema MIMO general donde el receptor permanece fijo [30].
De esta forma, se incluyen las configuraciones MISO multi-usuario y la
single-user MIMO. En este contexto, analizan el problema de diseñar pre-
coders lineales, entendiendo el precoder como una transformación lineal de
los śımbolos transmitidos (como caso particular, comprende el problema de
beamforming en transmisión). Además, un punto a favor de esta propuesta
es que los precoders obtenidos son independientes del rango del canal, es
decir, sus prestaciones no se degradan cuando el canal es deficiente en rango
(por ejemplo, cuando hay más usuarios que antenas en el transmisor).
En primer lugar, [30] plantea el problema de minimización de poten-
cia utilizando herramientas de optimización cónica. En concreto, los au-
tores formulan el problema como un SOCP (Second-order Cone Program)
y como un SDP. Obviamente, el problema podŕıa resolverse directamente
utilizando paquetes software estándar de optimización. Sin embargo, los au-
tores proponen una solución alternativa cuya complejidad computacional
es menor y que además no necesita recurrir a los paquetes software.
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La idea es reescribir el problema de optimización de potencia y derivar
las condiciones KKT (Karush-Kuhn-Tucker) de los programas cónicos. Aun-
que no reescriben el problema de forma convexa, los autores demuestran
que para ese caso concreto las condiciones KKT son necesarias y suficientes
para demostrar que la solución es óptima. A partir de las variables duales
de Lagrange, proponen una expresión sencilla para el precoder óptimo. Por
último, proponen dos métodos para obtener las variables duales de La-
grange, una iteración de punto fijo y un programa dual SDP con mucho
menor coste que la formulación SOCP y SDP original.
Con respecto al problema max-min, plantean el problema mediante
un GEVP (Generalized Eigenvalue Problem). Al igual que para la mini-
mización de potencia, el problema GEVP puede resolverse directamente
con paquetes de optimización software. Aprovechando las relaciones que
existen entre el problema max-min y el de minimización de potencia, Wiesel
et al. proponen la misma expresión para el precoder óptimo y presentan de
nuevo un algoritmo de punto fijo que permite obtener las variables duales
de Lagrange.
Yu y Lan, consideran un sistema de una única celda donde se aplican
restricciones de potencia por antena en el transmisor, en lugar de la res-
tricción en potencia habitual sobre todo el array [39]. En este escenario,
los autores estudian tanto el problema de minimización de potencia en un
contexto MISO multi-usuario, como el problema de maximizar el sum-rate
cuando los usuarios disponen de múltiples antenas. La idea fundamental
de [39] es proponer un nuevo punto de vista de la dualidad UL y DL:
demuestran que la dualidad en SINR y la dualidad en la región de capacidad
se pueden incluir en un concepto de dualidad más general que aparece al
plantear el problema dual de Lagrange del problema original (en el apéndice
B se incluye la derivación del problema dual de Lagrange a partir de la
formulación del problema de minimización de potencia).
Mediante esta dualidad de Lagrange, Yu y Lan transforman el problema
de optimización del transmisor en DL en un problema UL dual, añadiendo
un término de ruido indeterminado. Para el problema de minimización de
potencia, los autores plantean un método iterativo que actualiza las matri-
ces de correlación de señal y ruido duales en cada iteración y un método
de punto interior que las actualiza en un mismo paso.
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2.3.7. Tendencias
Actualmente, el estudio de los sistemas MIMO multi-usuario se centra
en aspectos fundamentalmente prácticos, como por ejemplo, el diseño de
técnicas que permiten reducir la cantidad de información que el usuario
necesita realimentar a la estación base en los sistemas en los que la CSIT
se obtiene mediante un canal de realimentación en el enlace UL (técnicas
de limited feedback), aspectos de interacción entre usuarios (usuarios que
compiten o colaboran entre śı) y cuestiones que relacionan a la capa de
nivel f́ısico con las capas superiores (técnicas de scheduling y métodos de
optimización cross-layer).
Teóricamente, los sistemas MIMO multi-usuario pueden proporcionar
las capacidades que necesitan los futuros sistemas de comunicaciones ina-
lámbricos. Sin embargo, el desarrollo de aplicaciones comerciales con este
tipo de sistemas está todav́ıa en su fase inicial. El problema recae, especial-
mente, en cómo disponer de CSI en transmisión.
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2.4. Sistemas MIMO multi-usuario multi-celda
Como se vio en los sistemas single-user MIMO y MIMO multi-usuario,
los sistemas MIMO mejoran sus prestaciones cuando los elementos de la
matriz de canal permanecen incorrelados. Por tanto, el siguiente paso en
la evolución de los sistemas MIMO ha sido plantear escenarios que puedan
proporcionar fuentes adicionales de diversidad a estos sistemas.
Es en este punto donde surge la última de las configuraciones MIMO,
la configuración MIMO multi-usuario multi-celda, que implica considerar
la interacción entre varios sistemas single-user o MIMO multi-usuario. Al
igual que los sistemas MIMO multi-usuario, esta configuración también
puede interpretarse como si las antenas de un único sistema MIMO se
dividieran en subgrupos y se distribuyeran espacialmente.
Desde un punto de vista teórico, al considerar la interacción de varios
sistemas MIMO, pueden darse dos situaciones distintas. En la primera,
los sistemas MIMO se interfieren entre ellos, dando lugar a un sistema
MIMO Interferente como muestra la figura 2.9. En la segunda situación,
denominada sistema MIMO Cooperativo, se permite que los transmisores
o receptores, o ambos, cooperen entre ellos, tal y como muestra la figura
2.10.
Figura 2.9: Sistema MIMO Interferente.
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Figura 2.10: Sistema MIMO Cooperativo.
2.4.1. Aspectos teóricos
Desde el punto de vista de la teoŕıa de la información, sobre las con-
figuraciones anteriores se pueden definir distintos tipos de canales MIMO,
que son f́ısicamente idénticos, pero que difieren en las restricciones que se
aplican en los mensajes a transmitir.
Con el fin de simplificar la notación, se asume que los transmisores
disponen del mismo número de antenas transmisoras, Nt. En un sistema
con dos transmisores, K = 2, y dos receptores, M = 2, donde Nm es el
número de antenas receptoras de cada usuario, ym es la [Nm × 1] señal
recibida en el usuario m, y puede expresarse con las siguientes ecuaciones:
y1 = H11x1 + H12x2 + n1, (2.51)
y2 = H21x1 + H22x2 + n2. (2.52)
Hmk es la matriz de canal [Nm×Nt] para el enlace entre el transmisor k y
el receptor m, xk son las señales [Nt×1] transmitidas por cada transmisor,
y nm es el vector de ruido AWGN añadido en recepción.
Las señales a transmitir en DL, x1 y x2 podŕıan expresarse como:
x1 = M11v11 + M21v21, (2.53)
x2 = M12v12 + M22v22, (2.54)
donde Mmk son los datos a transmitir a cada usuario desde cada transmisor,
y los vectores vmk representan una transformación lineal de los datos. En
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general, puede haber hasta 4 mensajes Mmk en el sistema, independientes
y distintos, M11, M12, M21, y M22.
La importancia de los sistemas MIMO reside en la posibilidad de apro-
vechar la dimensión espacial, junto con el tiempo y la frecuencia. Sin em-
bargo, en los sistemas MIMO multi-usuario, el hecho de distribuir espacial-
mente las antenas en el lado del receptor impide procesar conjuntamente
las muestras recibidas, de forma que se modifican los grados de libertad
espaciales disponibles.
Por este motivo, [45] y [46] estudian los grados de libertad espaciales
que existen en un sistema MIMO como el determinado por las ecuaciones
(2.51)-(2.54). En su análisis, distinguen distintos tipos de canales MIMO,
que sólo se diferencian en las restricciones asociadas a los mensajes Mmk.
El canal MIMO X es el canal más general, donde se transmiten todos los
mensajes, es decir, la señal que transmite en DL cada transmisor contiene
señales útiles para ambos receptores. El canal MIMO Interferente coincide
con el representado en la figura 2.9 y anula los mensajes M12 = M21 = 0,
es decir, el TX 1 no transmite al segundo usuario y el TX 2 no transmite al
primer usuario. Por último, el canal MIMO Z es un caso especial del canal
MIMO X, donde M21 = 0 y M11 está disponible en el segundo usuario,
de forma que éste ayuda a eliminar la interferencia recibida por el primer
usuario.
En [45], el canal MIMO X se identifica como una combinación del canal
MAC, el canal BC y el canal Interferente. Las estrategias óptimas para
MAC y BC son conocidas (successive decoding y DPC, respectivamente).
Aunque éste no es el caso del canal Interferente, se sabe que el esquema
ZF consigue la mayor ganancia de multiplexado. De esta forma, los autores
en [45] aprovechan las componentes MAC, BC e Interferente del canal para
definir un esquema espećıfico para el enlace DL del canal MIMO X, el
esquema MMK, que combina successive decoding, DPC y ZF.
2.4.2. Aspectos prácticos
Los conceptos teóricos de sistema MIMO Interferente o Cooperativo
encuentran su equivalente práctico en las redes ad hoc inalámbricas y en
los llamados sistemas MIMO Multi-usuario Multi-celda o sistemas M3.
Una red ad hoc inalámbrica se compone de un gran número de nodos
o usuarios, que pueden moverse y que se comunican entre śı mediante en-
laces inalámbricos sin el apoyo de una infraestructura planeada (las redes
inalámbricas tradicionales, como por ejemplo las redes celulares, necesitan
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una determinada infraestructura para intercambiar la información entre
usuarios). De esta forma, dos nodos pueden comunicarse entre śı direc-
tamente. Sin embargo, los canales inalámbricos suelen ser adversos, lo que
implica que si dos usuarios en la red ad hoc se comunican mediante un único
salto entre nodos, la potencia de transmisión necesaria es bastante elevada,
aumentando al mismo tiempo la interferencia en el sistema. Aqúı aparece
la posibilidad de llegar a destino utilizando nodos intermedios que van a
cooperar con el nodo fuente.
El estudio de esquemas cooperativos en redes ad hoc es todav́ıa una
ĺınea abierta de investigación, que tomó relevancia a partir del trabajo de
Sendonaris et al. [47]. Una opción para mejorar las condiciones del canal
es utilizar múltiples antenas en transmisión y recepción, aprovechando en-
tonces las ventajas de los sistemas MIMO. El problema es que esta solución
es inviable, especialmente en redes que requieren nodos pequeños y sencillos
como las redes de sensores.
Una posible solución para conseguir diversidad espacial sin necesitar
varias antenas es la llamada cooperative diversity : se trata de agrupar varios
nodos de una única antena para formar un array virtual de mayor tamaño,
que puede funcionar en transmisión o recepción. Estas agrupaciones de
nodos se forman mediante negociaciones entre nodos vecinos, sin necesidad
de implementar un control centralizado. Ni los nodos que actúan como
transmisores ni los que actúan como receptores disponen de los datos que
dispone el otro nodo, para conocerlos tienen que intercambiarlos a través
del canal inalámbrico.
El relay channel es un canal de 3 nodos donde un nodo intermedio ayuda
a un nodo fuente a alcanzar al nodo destino. En la cooperative diversity,
los nodos también utilizan relaying para intercambiar los mensajes. Sin
embargo, el hecho de tener múltiples fuentes introduce interferencia en el
sistema, con lo que la cooperative diversity es fundamentalmente diferente
al relay channel.
La figura 2.11 muestra las configuraciones más sencillas con cooperative
diversity en un sistema con dos nodos transmisores y dos nodos recep-
tores de una red ad hoc inalámbrica [48]. Cuando cooperan los dos nodos
transmisores, primero intercambian los mensajes entre śı y después actúan
como si fueran un único canal BC con dos antenas en transmisión. Por el
contrario, cuando cooperan los nodos receptores, también intercambian la
información recibida y se comportan como un receptor con dos antenas. En
general, mediante cooperación en transmisión o en recepción, los nodos se
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Figura 2.11: Configuraciones básicas en un sistema ad hoc con cooperative diver-
sity.
comportan como un enlace MIMO punto a punto, consiguiendo las ganan-
cias asociadas a éste sin necesidad de implementar múltiples antenas en los
dispositivos.
En [48], Høst-Madsen caracteriza los ĺımites de la región de capacidad
de una red ad hoc inalámbrica con cooperative diversity.
La idea de cooperación surge en las redes ad hoc inalámbricas para
mitigar los efectos adversos de los canales inalámbricos. Sin embargo, los
sistemas celulares siguen siendo la opción más común para proporcionar
servicio a usuarios en movimiento y también constituyen un escenario propi-
cio para aplicar los conceptos de cooperación. Como sistema celular, se
entiende un sistema inalámbrico donde los usuarios se conectan a algún
tipo de infraestructura, ya sea una estación base (BS) o access point (AP).
Dentro del escenario celular, la cooperación puede ser basada en usua-
rios o basada en infraestructura. La cooperación basada en usuarios es
básicamente el esquema convencional de relaying entre terminales con una
única antena, que añade ganancia por diversidad. Dentro de la cooperación
basada en infraestructura, existen varias aproximaciones, como la basada
en la gestión de recursos y la basada en procesado de señal.
La cooperación basada en infraestructura presenta un gran potencial en
el enlace DL de los sistemas MIMO multi-usuario multi-celda o sistemas
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M3 limitados por las interferencias, donde las BSs o APs transmiten las
señales a los usuarios de su propia celda y un usuario ve como interferentes
las señales procedentes de las celdas vecinas. Esta situación se presenta
en el primer sistema de la figura 2.12, donde las contribuciones de señal
representadas en rojo son interferencias radiadas al resto de los usuarios. En
la aproximación basada en la gestión de recursos, las BSs o APs cooperan
implementando un esquema conjunto de asignación de recursos [49]. En
estos esquemas, los usuarios se siguen comunicando con su BS asignada
pero reciben menos interferencias de las celdas adyacentes.
Si las BSs o APs se conectan entre śı e intercambian información me-
diante un enlace de alta capacidad (por ejemplo, mediante fibra óptica),
es posible tener una forma más avanzada de cooperación, la basada en
procesado de señal. En este caso, se dice que las BSs cooperan en datos y
las antenas de cada BS se interpretan como las antenas distribuidas de un
único array MIMO a gran escala, manteniendo las restricciones en potencia
individuales por BS.
Básicamente, las antenas de las distintas BSs transmiten coordinada-
mente a múltiples usuarios, por ejemplo mediante un beamformer multi-
base.1 De esta forma, cada usuario recibe señal útil desde todas las BSs,
y la interferencia de las celdas adyacentes pasa a ser señal deseada, como
muestra el segundo sistema de la figura 2.12. En teoŕıa, puesto que las BSs
cooperan en datos, todas las BSs disponen de una copia perfecta de la señal
a transmitir a cada usuario. Esta configuración cooperativa es lo que se de-
nomina en esta Tesis sistema M3 coordinado o sistema CM3 (Coordinated
Multi-cell Multi-user MIMO).
1Si tenemos un sistema M3 con K BSs equipadas con Nt antenas cada una, un beam-
former multi-base es un beamformer que se ha diseñado globalmente, teniendo en cuenta
las KNt antenas disponibles en transmisión, y no localmente en cada BS.
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Figura 2.12: Sistema celular convencional y sistema CM3.
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2.5. Sistemas MIMO multi-usuario multi-celda
coordinados
El estudio de esta configuración cooperativa basada en infraestructura
y procesado de señal se encuentra todav́ıa en su fase inicial. De hecho,
todav́ıa no ha recibido una denominación común por parte de los grupos
de investigación que trabajan en ella. Lo que aqúı denominamos sistema
MIMO multi-usuario multi-celda coordinado (CM3), recibe en la literatura
los nombres de joint transmission [50], network coordination [51], distri-
buted antenna systems [52] o cooperative spatial multiplexing [53], y puede
también interpretarse como un sistema MIMO multi-usuario espacialmente
distribuido. Hay que destacar que las propuestas [50–53] presentan ligeras
diferencias entre śı a la hora de definir un sistema CM3.
El término distributed antenna systems, también se utiliza para denomi-
nar aquellos sistemas no cooperativos que distribuyen espacialmente varias
antenas para dar cobertura en el interior de grandes edificios o para ex-
tender la cobertura en túneles o entornos de dif́ıcil acceso [54]. En estos
casos las unidades remotas son antenas de bajo coste que actúan a modo
de repetidor o como extensión de la BS central. El procesado de señal lo
realiza la BS central, y los puertos remotos no cooperan en ningún caso.
Esta configuración mejora las prestaciones del sistema en el enlace UL,
debido a la macro-diversidad que proporciona el hecho de distribuir las
antenas espacialmente. Sin embargo, en el enlace DL, si las antenas se
limitan a funcionar como repetidores de la BS central, las prestaciones del
sistema pueden llegar a degradarse debido al aumento de interferencia que
se produce. Estudios recientes demuestran que esta configuración, cuando
las unidades remotas pueden transmitir distintas señales en DL, presenta
una mejora de la capacidad, medida en número de usuarios que puede dar
servicio el sistema [55,56]. La figura 2.13 muestra un ejemplo de un sistema
t́ıpico de antenas distribuidas [57].
En esta Tesis, un sistema CM3 es un sistema donde varias BSs, unidas
mediante un enlace de alta capacidad, transmiten coordinadamente a múlti-
ples usuarios, mediante una forma de cooperación basada en procesado de
señal. Al mismo tiempo, las BSs cooperan perfectamente en datos, con lo
que cada BS dispone de una copia de la señal a transmitir a cada usuario.
Las BSs no pueden cooperar en potencia, lo que significa que existe una
restricción de potencia total transmitida en DL por cada BS.
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Figura 2.13: Sistema de antenas distribuidas.
Por otra parte, algunos trabajos sobre sistemas CM3 asumen que las BSs
no están conectadas entre śı, sino que se conectan mediante un enlace de
alta capacidad a un dispositivo central que es el que se encarga de procesar
las señales y distribuirlas a las BSs, con lo que las BSs siguen transmitiendo
coordinadamente a los usuarios del sistema.
Un sistema CM3 es fundamentalmente distinto del modelo de canal
MIMO X presentado para los sistemas M3 (2.54): en el canal MIMO X,
la señal Mmk que recibe el usuario desde ambas BSs es distinta e indepen-
diente, mientras que en el sistema CM3, todas las BSs del sistema disponen
de una copia de la señal a transmitir al usuario.
En la actualidad se pueden distinguir claramente dos ĺıneas de investi-
gación. Por una parte se está tratando de caracterizar desde un punto de
vista de teoŕıa de la información la región de capacidad de estos sistemas y
por otra, se está desarrollando la algoŕıtmica necesaria para tratar distintos
problemas de optimización, como el problema de minimización de potencia
y el de maximización del sum-rate.
2.5.1. Capacidad del sistema
El canal MAC y BC estudiados en el apartado de sistemas MIMO multi-
usuario son representaciones teóricas del enlace UL y DL de un sistema
de comunicaciones de una única celda. El análisis de la capacidad de un
sistema CM3 es un problema que todav́ıa no se ha resuelto, pese a ser
determinante para caracterizar cómo de eficiente u óptimo es un algoritmo
o esquema aplicado a esta configuración. Los primeros estudios sobre la
región de capacidad se obtuvieron extendiendo los resultados de los enlaces
MAC y BC de un sistema MIMO multi-usuario al entorno CM3.
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En un sistema CM3 con K BSs y M usuarios, donde todas las BSs
disponen del mismo número de antenas, Nt, y cada usuario dispone de Nm
antenas en recepción, el canal total DL de cada usuario se define como una
matriz [Nm ×KNt] que agrupa los canales DL entre el usuario y todas las
BSs:
Hm = [Hm1 · · ·HmK ], (2.55)
donde las matrices Hmk representan el canal DL [Nm ×Nt] para el enlace
entre la BS k y el usuario m. De esta forma, el usuario m-ésimo recibe la







xik + nm, (2.56)
donde xik es la señal [Nt × 1] transmitida desde la BS k para el usuario i.




HHmkum + wk, (2.57)
donde um es la señal [Nm × 1] transmitida por cada usuario y wk es el
vector de ruido [Nt × 1] añadido en la BS.
Suponiendo que existe una coordinación perfecta en datos entre las
BSs del sistema, lo que significa que todas las BSs disponen de una copia
perfecta de la señal a transmitir a todos los usuarios, se puede asumir
que el conjunto de BSs equivale a un único array de antenas distribui-
do sobre una determinada área. En este caso, [58] propone que la re-
gión de capacidad MAC de un sistema CM3 con K BSs y M usuarios,
coincide con la región de capacidad MAC de un sistema MIMO multi-
usuario, pero teniendo en cuenta los canales totales de cada usuario Hm
tal y como se definen en (2.55). De esta forma la región de capacidad
MAC definida en (2.25) para un sistema MIMO multi-usuario, pasaŕıa a
ser CMAC(P1, . . . , PM ,HH1 , . . . ,H
H
M ), siendo Pm las restricciones de poten-
cia individuales en cada usuario, Tr[E[umuHm]] ≤ Pm, ∀m.
Con respecto al canal BC, puesto que las BSs cooperan perfectamente
en datos, [59] implementa la técnica de DPC multi-base, es decir, utilizando
las KNt antenas disponibles para transmitir las señales a cada usuario. En
esta propuesta, las BSs cooperan en potencia y la restricción en potencia
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Volviendo a [58], los autores también estudian la capacidad del canal
BC. Hay que tener en cuenta que el problema de la región de capacidad
del canal BC podŕıa resolverse de forma similar al canal MAC si las BSs
pudieran cooperar tanto en datos como en potencia. De esta forma, po-
dŕıa implementarse la técnica de DPC como propone [59] y la región de
capacidad DPC definida para sistemas MIMO multi-usuario (2.29), podŕıa
obtenerse también en el canal BC de un sistema CM3 [60].
Sin embargo, los sistemas reales no cooperan en potencia, en la práctica





Pmax, ∀k. Cuando la restricción en potencia total transmitida aplica a cada
BS de forma individual, no se sabe si la técnica de DPC es óptima y de
hecho, ni siquiera la dualidad MAC-BC se mantiene.
Recientemente, aparecen trabajos sobre sistemas MIMO multi-usuario
donde las restricciones de potencia total transmitida aplican a cada una de
las antenas del array de la BS o a subgrupos de éstas [39, 61]. Aunque los
sistemas CM3 son esencialmente diferentes, este tipo de resultados carac-
teriza de una forma más general la región de capacidad de los sistemas CM3
con restricciones de potencia individuales en cada BS.
En [61], el autor intenta unificar las dos aproximaciones que derivaron la
región de capacidad del canal BC de un sistema MIMO multi-usuario, la que
utiliza la dualidad entre el MAC-BC [23] y la aproximación alternativa de
[20], que descompone el canal BC en una serie de canales single-user MIMO,
eliminando previamente la interferencia en el transmisor. En este contexto,
el autor demuestra que la sum-capacity de un canal BC con restricciones
de potencia por antena en el transmisor, es la misma que la sum-capacity
de un canal MAC dual con una restricción de potencia total sobre todos
los usuarios, donde la potencia de ruido es indeterminada.
Posteriormente, el mismo autor analiza en [39] el problema de diseñar
un transmisor óptimo para el enlace DL de un sistema MIMO multi-usuario
con múltiples antenas en transmisión y con restricciones de potencia indi-
viduales por antena en el transmisor. Asumiendo CSIT perfecta, plantea
el diseño óptimo para obtener toda la región de capacidad cuando el usua-
rio también dispone de múltiples antenas en recepción. El autor genera-
liza la dualidad MAC-BC para obtener toda la región de capacidad y no
sólo la sum-capacity como en [61]: la región de capacidad del canal BC
cuando se aplican un conjunto fijo de restricciones de potencia por antena,
(P1, . . . , PM ), coincide con la región de capacidad del canal MAC dual con
una restricción en potencia total
∑
m Pm y con un término de ruido inde-
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terminado. Este ruido se caracteriza mediante una matriz de correlación




m Pm. Esta región de ca-
pacidad se mantiene para un número arbitrario de antenas transmisoras y
receptoras.
2.5.2. Soluciones algoŕıtmicas en DL
Esta Tesis se centra en el estudio de soluciones algoŕıtmicas para el
enlace DL de los sistemas CM3. Sin embargo, hay que destacar que también
existe una ĺınea de investigación bastante activa, que se centra en analizar
las ventajas asociadas al enlace UL de estos sistemas (ver por ejemplo [62]).
En este apartado se presentan en primer lugar las cuatro aproximaciones
que podŕıamos denominar clásicas, puesto que son las aproximaciones que
sirven como punto de partida de la mayor parte de trabajos sobre sistemas
CM3. A continuación, se comentan brevemente algunas de las propuestas
más recientes para esta configuración de sistemas MIMO.
Aproximación de Shamai y Zaidel
Shamai y Zaidel fueron los primeros en proponer que las BSs cooperaran
a nivel de procesado de señal, para mejorar las prestaciones en el enlace DL
de un sistema limitado por las interferencias [59]. Los autores consideran un
sistema CM3 śıncrono, donde las BSs se organizan según un modelo lineal,
y con único usuario activo en cada celda. Se supone que la cooperación
entre BSs se realiza a través de un dispositivo centralizado, que dispone de
CSIT perfecta con respecto a todos los canales del sistema y que decide
las señales a transmitir desde cada BS. Tanto las BSs como los usuarios
disponen de una única antena y las BSs pueden cooperar en potencia.
En este escenario, puesto que el dispositivo central conoce los términos
de interferencia que recibe cada usuario, los autores diseñan un esquema
de beamforming multi-base lineal, similar al ZF, obtenido a partir de la
factorización LQ del canal, y lo combinan con la técnica de DPC. De esta
forma, en un sistema CM3 SISO como el planteado por [59], un usuario m
recibiŕıa la siguiente señal (2.50):
ym = lmmdm +
m−1∑
i=1
lmidi + nm, m = 1, . . . ,M, (2.58)
donde al ruido AWGN se le suma un término de interferencia que es una
combinación lineal de los śımbolos transmitidos a los usuarios con un ı́ndice
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menor. Los autores muestran que este esquema simplificado de DPC es
óptimo para relaciones altas de SINR.
Aproximación de Jafar, Goldsmith y Foschini
Jafar y Goldsmith parten de la idea de Shamai y Zaidel de aplicar
la técnica de DPC en el enlace DL de un sistema CM3 para diseñar un
esquema de transmisión óptimo desde el punto de vista de maximizar el
sum-rate del sistema [63]. Las BSs cooperan en datos, pero mantienen res-
tricciones individuales de potencia total transmitida. El diseño del esquema
de transmisión es centralizado, pero no existe un dispositivo espećıfico que
se conecte a todas las BSs y realice el procesado requerido como en [59],
sino que las BSs intercambian entre śı toda la información necesaria.
La dualidad MAC-BC no se mantiene cuando existen restricciones de
potencia para cada BS. Jafar y Goldsmith proponen en [63] soluciones ite-
rativas y subóptimas para maximizar el sum-rate de un sistema CM3 donde
las BSs disponen de arrays de antenas y los usuarios cuentan con una única
antena. Los autores proponen un algoritmo de control de potencia iterativo
que decide en el problema UL dual qué potencias asignar a cada usuario, ig-
norando las restricciones de potencia por BS. Posteriormente, mediante las
transformaciones UL-DL planteadas para sistemas MIMO multi-usuario, el
algoritmo comprueba si alguna BS está superando su restricción en poten-
cia total transmitida. Si esto ocurre, todas las matrices de canal asociadas
a esa determinada BS, Hmk, ∀m, se anulan en la siguiente iteración del al-
goritmo. En caso contrario, en la siguiente iteración el algoritmo realiza un
pequeño incremento de la potencia asignada a cada usuario. El algoritmo
finaliza cuando todas las BSs transmiten a la máxima potencia permitida.
Paralelamente, Jafar, Foschini y Goldsmith estudian la evolución con
el tiempo de un sistema CM3, considerando distintas formas de admitir
nuevos usuarios [58,64]. Entre las situaciones estudiadas, interesa destacar
el problema en el que tratan de maximizar la tasa de transmisión de datos
de un nuevo usuario en el sistema, sin que los usuarios ya presentes en el
sistema se vean afectados. En este caso, los autores plantean un algoritmo
de control de potencia que extiende el algoritmo clásico de waterfilling al
entorno CM3, pero manteniendo unas restricciones de potencia por BS y
por usuario Pmk (2.56):
Tr[E[xmkxHmk]] ≤ Pmk, ∀m, k. (2.59)
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Básicamente, si el sistema CM3 cuenta con K BSs, la idea es imple-
mentar un algoritmo de waterfilling de K etapas. Si se utiliza la técnica











donde Hm es el canal total del usuario m (2.55) y las matrices de correlación
Qm se obtienen al incluir en un único vector xm las señales xmk a transmitir
al usuario desde todas las BSs.
Aunque no es necesario, la tasa de transmisión de datos del usuario m
puede descomponerse en K componentes, cada una asociada a la matriz de
correlación de una BS:
Rm = Rm1 + Rm2 + . . . + RmK ,
Qm = Qm1 + Qm2 + . . . + QmK . (2.61)
Para obtener la matriz de correlación Qm óptima, el algoritmo de wa-
terfilling en K etapas sigue los siguientes pasos:
1. El algoritmo empieza a asignar potencia a partir de la descomposición







hasta que una BS, por ejemplo la primera, alcanza su restricción en
potencia para el usuario m, Pm1. En ese momento se obtiene la matriz
de correlación óptima Qm1. La tasa de transmisión de datos de esta
componente seŕıa:
Rm1 = log2
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2. Puesto que la primera BS ya no dispone de potencia para transmitir
al usuario m, se redefine el canal total del usuario anulando la matriz
de canal correspondiente a la primera BS:
Ĥm =
[
0 Hm2 . . . HmK
]
, (2.64)
y el algoritmo vuelve a asignar la potencia a partir de la descomposi-









El proceso se repite hasta que todas las BSs alcanzan la restricción
en potencia de transmisión para el usuario m, con lo que se obtienen las
matrices de correlación óptimas para ese usuario.
Aproximación de Zhang et al.
Zhang et al. presentan en [50, 65] uno de los análisis más completos
sobre sistemas CM3, modelados como un conjunto de BSs que se inter-
conectan entre śı y no a un dispositivo central como en [59]. Los autores
analizan el sistema CM3 desde un punto de vista teórico y desde un punto
de vista práctico, y repasan algunas ventajas de la transmisión coordina-
da, como por ejemplo, la ganancia en potencia, la mejora en rango de la
matriz de canal y la protección que proporciona la macro-diversidad frente
a efectos adversos del canal de propagación como el shadowing. También
comparan los resultados del sistema CM3 con los obtenidos por un sistema
convencional donde se realiza una asignación de BS para cada usuario.
Para un sistema CM3 formado por K BSs, con Nt antenas cada una, y
M usuarios equipados con Nm antenas cada uno, [50] extiende el esquema
propuesto en [59] para un sistema que cumple M = K (el esquema original
se planteó con BSs y usuarios de una única antena).
A la hora de plantear esquemas de transmisión DL con restricciones
de potencia total transmitida por BS, los trabajos [58] y [63] muestran
que el hecho de aplicar la técnica de DPC con este tipo de restricciones
conduce a soluciones iterativas bastante complejas. Por este motivo, Zhang
et al. proponen soluciones subóptimas con respecto a las prestaciones de
la técnica de DPC, pero mucho más atractivas desde un punto de vista
práctico. En este punto interesa destacar un procedimiento que permite
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diseñar de forma sencilla un esquema lineal y multi-base de transmisión
en DL con restricciones de potencia total transmitida por BS, siempre que
M = K.
El procedimiento, en grandes ĺıneas, es el siguiente: la matriz de beam-
forming multi-base lineal W, se incluye en otra matriz,
T = WΩ, (2.66)
donde Ω es una matriz diagonal que incluye la potencia asignada en DL a
cada usuario desde cada BS:
Ω = diag {[µ1I . . . µKI]} . (2.67)
Al mismo tiempo se define otra matriz,
Q =

||w11||2F ||w12||2F · · · ||w1K ||2F





||wM1||2F ||wM2||2F · · · ||wMK ||2F
 , (2.68)
donde cada vector wmk se corresponde con el beamformer diseñado para el
enlace entre el usuario m y la BS k. Si P = [Pmax(1) . . . Pmax(K)] incluye
las restricciones de potencia por BS, Pmax(k), Ω se obtiene resolviendo:
µ = [µ21 . . . µ
2
K ]
T = Q−1P. (2.69)
Puesto que µ representa las potencias transmitidas en DL, la solución
será feasible cuando todas las potencias obtenidas sean positivas. En caso
contrario, se pueden obtener nuevas potencias con:





donde Wk representa a las filas de la matriz W que se corresponden con
los beamformers de la BS k.
Independientemente de que la solución óptima en cuanto a maximizar el
sum-rate requiera aplicar la técnica de DPC, este esquema lineal de trans-
misión se trata de una solución subóptima, puesto que la expresión (2.69)
permite que todas las BS transmitan a su potencia máxima permitida, pero
en la alternativa (2.70), sólo la BS que cumple con el valor mı́nimo trans-
mite a máxima potencia, el resto transmite con una menor potencia de la
permitida.
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Aproximación de Foschini, Karakayali et al.
Recientemente, Foschini, Karakayali et al. sientan las bases de los sis-
temas CM3. Puesto que la región de capacidad de estos sistemas es todav́ıa
desconocida, empiezan por caracterizar un ĺımite de esta región desde un
punto de vista de fairness. Para ello plantean el problema max-min con
restricciones de potencia por BS, y definen la QoS mediante la tasa de
transmisión de datos de cada usuario [51,66,67].
Con el objetivo de resolver el problema max-min, aplican el esquema
propuesto en [59] (DPC combinada con un beamformer multi-base similar al
ZF obtenido a partir de la descomposición LQ del canal) para sistemas CM3
con una única antena tanto en las BSs como en los usuarios. Posteriormente,
al igual que Zhang et al. para sistemas que cumplen M = K [50], extienden
el esquema para sistemas con múltiples antenas en transmisión y recepción.
La figura 2.14 (con permiso de los autores [51]) muestra una compara-
tiva en eficiencia espectral de los esquemas de transmisión convencionales
y coordinados evaluados en [51]. Los esquemas de transmisión coordinada
(CCT, Coherent Coordination), superan claramente a los esquemas con-
vencionales de asignación de BS (SBT, Single-Base Transmission), que en
este caso son la transmisión a máxima potencia por parte de la BS asignada
(FP-SBT) y un algoritmo de control de potencia más refinado que intenta
igualar la tasa de transmisión de datos de todos los usuarios (ER-SBT).
Los esquemas de transmisión coordinada incluyen la técnica de DPC con
un beamformer multi-base ZF (ER-DPC-CCT) y el beamformer multi-base
ZF sin codificación DPC (ER-ZF-CCT).
El procedimiento para extender el esquema que combina la técnica de
DPC con el beamformer multi-base ZF a un sistema CM3 con K BSs, cada
una con Nt antenas, y M usuarios, equipados cada uno con Nm antenas,
es el siguiente [51].
Como se ha visto anteriormente, la señal [Nm×1] recibida por el usuario
m puede expresarse como (2.56):
ym = Hmx + nm, (2.71)
donde Hm es el canal total DL del usuario, de dimensiones [Nm ×KNt], x
es la señal transmitida coordinadamente por las K BSs y nm es el vector
de ruido añadido en recepción.
Puesto que los usuarios disponen de múltiples antenas, es posible trans-
mitir simultáneamente hasta Nm subconjuntos de datos independientes
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Figura 2.14: Eficiencia espectral de distintos esquemas convencionales y coordi-
nados de transmisión, variando el número de antenas transmisoras y receptoras
(con permiso de los autores [51]).
para cada usuario. Al mismo tiempo, dado que las BSs transmiten co-
ordinadamente, la señal [KNt× 1] transmitida en DL está formada por los








donde el vector wmj , de dimensiones [KNt × 1], representa el beamformer
multi-base diseñado para cada usuario m, mientras que bmj son los datos
a transmitir a cada usuario.
En el esquema que combina la técnica de DPC con el beamformer multi-
base, es el beamformer el que elimina la interferencia que no puede eliminar
la técnica de DPC. Para el usuario m, si el orden de los usuarios viene dado
por [π(1) . . . π(M)], los autores proponen diseñar los beamformers de los
usuarios π(i) tales que i > m, de forma que sean ortogonales al canal del
usuario π(m):
Hπ(m)wπ(i)j = 0, ||wπ(i)j ||2 = 1, ∀i > m, j = 1, . . . , Nm. (2.73)
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El primer paso es descomponer el canal de los usuarios i > m como la
suma de dos vectores:
[Hπ(i)](l,:) = qπ(i)l + q
′
π(i)l,
donde [Hπ(i)](l,:) es la fila l-ésima del canal total del usuario π(i), que se
corresponde con el canal [1×KNt] visto desde la antena l-ésima del usuario.
El vector q′π(i)l representa la parte del canal [Hπ(i)](l,:) que recae en
el subespacio formado por los canales de los usuarios π(m), i > m. La
misma descomposición se puede aplicar sobre el canal global, de forma que
se obtiene:
Hπ(i) = Qπ(i) + Q
′
π(i).
Los beamformers se diseñan de forma que la señal del usuario π(i) queda
confinada en el subespacio generado por las filas de la matriz Qπ(i). Para





Las primeras Nm columnas de Vπ(i) son los beamformers ZF wπ(i)j , j =
1, . . . , Nm, del usuario π(i).
Finalmente, la señal recibida por el usuario π(m) se escribe como:






























































En la expresión anterior hay que tener en cuenta que (2.75) proviene
del hecho de que el usuario con ı́ndice π(m) no sufre interferencia por parte
de los usuarios π(i) con menores ı́ndices (i < m) debido a la técnica de
DPC. La interferencia que DPC no puede eliminar, (2.76), la eliminan los
vectores diseñados conforme a (2.73). La expresión (2.77) se corresponde
con la señal recibida por el usuario tras el efecto de DPC y el beamformer.
Por último, hay que tener en cuenta que el vector wπ(m)j pertenece a la
base del subespacio generado por las filas de Qπ(m), por lo que es ortogonal
al espacio generado por las filas de Q′π(m) (2.78).


















De esta forma, la tasa de transmisión de datos que se obtiene a partir





1 + λπ(m)jE[|bπ(m)j |2]
}
.
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Finalmente, el problema max-min se plantea como el problema de maxi-








1 + λπ(m)jE[|bπ(m)j |2]
}
≥ R0, m = 1, . . . ,M, (2.80)
cumpliendo la restricción en potencia por BS. Los autores resuelven el
problema de optimización anterior utilizando técnicas de optimización con-
vexa.
Comparativa entre las aproximaciones clásicas
En este punto, interesa destacar y comparar las principales diferencias
entre las cuatro aproximaciones clásicas.
En primer lugar, hay que remarcar que todas las aproximaciones se
centran en el problema de maximizar el sum-rate del sistema CM3, con el
objetivo de obtener una primera caracterización de la región de capacidad
de este tipo de sistemas.
Desde este punto de vista, y teniendo en cuenta los resultados disponibles
para sistemas MIMO multi-usuario, Shamai y Zaidel proponen un primer
esquema que combina la técnica de DPC con un esquema de beamforming
multi-base, similar al ZF, que se obtiene a partir de la factorización LQ del
canal. Sin embargo, estos autores consideran un modelo de sistema CM3
simplificado, donde las BSs se ubican en ĺınea y pueden cooperar en poten-
cia. Además, sólo existe un usuario activo por celda y tanto las BSs como
los usuarios disponen de una única antena.
El resto de aproximaciones ya presentan un modelo de sistema CM3
más realista, donde las BSs no pueden cooperar en potencia y están suje-
tas a restricciones de potencia individuales, y donde tanto las BSs como
los usuarios disponen de múltiples antenas. Sin embargo, Jafar, Foschini y
Goldsmith no especifican de qué forma se distribuyen las BSs del sistema,
mientras que Zhang et al. y Foschini, Karakayali et al., śı que concretan que
las BSs siguen la distribución habitual de los sistemas de comunicaciones
celulares, es decir, se ubican en el centro de celdas hexagonales.
Con respecto a las soluciones algoŕıtmicas presentadas, tanto Zhang et
al. como Foschini, Karakayali et al., extienden el algoritmo de Shamai y
Zaidel para sistemas CM3 que disponen de múltiples antenas en las BSs
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y en los usuarios. Foschini, Karakayali et al. se centran en aplicar este
algoritmo al problema max-min, puesto que las restricciones de potencia
por BS dificultan la resolución del problema de maximización del sum-rate.
Por otro lado, Zhang et al. también proporcionan un método subóptimo
para diseñar esquemas de beamforming multi-base, respetando las restric-
ciones de potencia transmitida por BS.
Desde un punto de vista distinto, Jafar, Foschini y Goldsmith tratan el
problema de maximizar el sum-rate del sistema CM3 derivando una primera
aproximación de la extensión del algoritmo de waterfilling a sistemas CM3.
La principal dificultad de esta extensión radica en las restricciones de poten-
cia transmitida por BS, por lo que estos autores modifican este parámetro,
planteando una restricción de potencia transmitida por BS y por usuario.
En esta Tesis se plantea el problema de minimización de potencia en
el enlace downlink de un sistema CM3. Tras revisar las caracteŕısticas de
las aproximaciones clásicas, se observa que ninguna de ellas aborda este
problema de optimización. De hecho, la única referencia en la que puede
encontrarse una primera aproximación a este problema es [68], donde el
sistema CM3 se simplifica a un sistema sin coordinación antes de plantear
el problema de minimización de potencia.
Desde este punto de vista, puede afirmarse que el trabajo presentado en
esta Tesis representa una aportación significativa al estudio de los sistemas
CM3.
Aproximaciones recientes
Dado que la técnica de DPC es un esquema complejo de implementar en
sistemas reales, y más todav́ıa en el caso de los sistemas CM3, recientemente
aparecen una serie de trabajos que analizan las prestaciones en sum-rate
de distintos esquemas lineales de menor complejidad, basados en el diseño
de beamformers multi-base [69–72].
En [69] se propone un algoritmo de beamforming multi-base para miti-
gar la interferencia entre celdas, cuando las BSs, organizadas en un array
lineal, disponen de canales de comunicación entre ellas libres de interfe-
rencias. En esta propuesta, no se necesita ningún tipo de dispositivo que
realice un procesado centralizado de la información, sino que los beamfor-
mers multi-base se diseñan de forma distribuida, mediante el intercambio
de información entre BSs adyacentes.
En los trabajos de [70–72], las BSs se organizan circularmente, y se
evalúan las prestaciones en sum-rate de distintos esquemas de beamforming
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multi-base con diferentes suposiciones sobre el modelo del canal y distribu-
ción de usuarios en el sistema.
En esta misma ĺınea, [52] resume desde un punto de vista teórico las
principales caracteŕısticas de los sistemas CM3 y deriva las expresiones del
sum-rate de distintos esquemas tanto para el enlace UL como el enlace
DL del sistema. Este trabajo presenta un modelo de sistema CM3 donde
los APs distribuidos se conectan mediante enlaces de alta capacidad a una
unidad central, que es la que realiza el procesado conjunto.
Otra ĺınea interesante es la propuesta por [53, 73], donde se evalúan
las prestaciones de un sistema CM3 cuando las BSs disponen de distin-
tos grados de CSIT. Los autores introducen el concepto de hybrid channel
knowledge, que representa la situación en la que una BS dispone de CSIT
perfecta con respecto a los usuarios que se encuentran dentro de su área de
cobertura, pero donde sólo dispone de información estad́ıstica de los canales
entre el resto de BSs y usuarios. Esta aproximación permitiŕıa reducir la
carga de señalización asociada a los sistemas CM3.
Por último, como se ha visto anteriormente, los resultados presenta-
dos en [36] y [39] para sistemas MIMO multi-usuario con restricciones de
potencia por antena en el array de la BS, también pueden extrapolarse
a los sistemas CM3 con restricciones de potencia por BS. Las propuestas
de [39] se comentan en el apartado 2.3.6 de criterios de optimización en
el enlace DL de un sistema MIMO multi-usuario. Con respecto al trabajo
de Boccardi [36], destacar que plantea el diseño de un beamformer ZF con
restricciones de potencia por antena con el objetivo de maximizar el sum-
rate ponderado del sistema, y demuestra que cuando el número de usuarios
en la celda crece, el beamformer ZF consigue los mismos resultados que la
técnica de DPC con una única restricción de potencia sobre todo el array.
2.5.3. Criterios de diseño
Los sistemas CM3 presentan una serie de caracteŕısticas que hacen que
estos sistemas sean fundamentalmente distintos del resto de configuraciones
MIMO. Por ejemplo, si se compara un sistema single-user MIMO con un
sistema CM3, se observa que este último presenta una macro-diversidad
asociada por el hecho de distribuir espacialmente las antenas, frente a la
micro-diversidad que conllevan los sistemas con un único array de antenas
en transmisión.
A la hora de modelar los canales, hay que tener en cuenta que en un sis-
tema single-user MIMO los canales de propagación entre antenas consecu-
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tivas presentan condiciones de propagación similares, mientras que en los
sistemas CM3 los canales que experimenta un usuario con respecto a todas
las BSs pueden presentar condiciones de propagación totalmente distintas.
Al mismo tiempo, en los sistemas single-user MIMO la restricción en
potencia total transmitida se aplica a todo el array, mientras que en los
sistemas CM3 sin cooperación en potencia estas restricciones se aplican
individualmente a cada BS.
Generalmente, los trabajos presentes en la literatura de los sistemas
CM3 asumen que las BSs cooperan perfectamente en datos mediante un
enlace de capacidad ilimitada y sin errores, y que disponen de CSIT perfec-
ta. Algunos autores empiezan a considerar restricciones en la cantidad de
información que las BSs pueden intercambiar, con lo que las prestaciones
del sistema pueden empeorar [74].
Otro punto bastante importante en el contexto de los sistemas CM3, es
el del sincronismo. La mayor parte de las referencias anteriores, asumen que
el usuario recibe en el mismo instante de tiempo tanto la señal deseada como
las interferencias procedentes de todas las BSs del sistema. Esta suposición
es muy poco realista, puesto que la diferencia de caminos de propagación
entre un usuario y todas las BSs, provoca que la señal que llega al usuario
sea de naturaleza aśıncrona.
Los únicos autores que consideran el problema del sincronismo son
Zhang et al. [50,65]. En sus trabajos, asumen que las BSs, que disponen de
CSIT perfecta, pueden compensar las señales con sus respectivos retardos
DL antes de transmitir, de forma que al transmitir en instantes de tiem-
po distintos, el usuario recibe śıncronamente el término de señal deseada
procedente de las distintas BSs.
Con respecto al modelo del sistema CM3, muchas referencias consideran
un modelo donde las BSs están situadas en un array lineal [59, 69], en un
modelo lineal de Wyner2 [52] (ver figura 2.15) y en un modelo circular
de Wyner3 [70–72] (ver figura 2.16). Únicamente Zhang et al. consideran
un sistema más realista donde el sistema coordinado lo forman tres celdas
coordinadas hexagonales, como muestra la figura 2.17 [50,65].
2Un conjunto de BSs de una única antena se distribuyen en forma de array lineal y
los usuarios ubicados en una celda sólo reciben la señal de la BS de su celda y de las dos
celdas adyacentes.
3Las celdas se organizan en ćırculo, y la primera y última celda son adyacentes, de
forma que el sistema es perfectamente simétrico.
2.5. Sistemas MIMO multi-usuario multi-celda coordinados 77
Figura 2.15: Modelo lineal de Wyner.
Figura 2.16: Modelo circular de Wyner.
Las matrices de canal de los sistemas que siguen modelos de Wyner
para ubicar las BSs se caracterizan por presentar una estructura de bandas
diagonal, como por ejemplo:
H =

a0 αc0 0 · · · 0 0
αb1 a1 αc1 0 · · · 0




. . . . . . 0
0
...
. . . . . . aK−2 αcK−2
0 0 · · · 0 αbK−1 aK−1

, (2.81)
donde am, bm y cm representan los canales que ven los usuarios ubica-
dos en la celda m-ésima, desde la celda m, la m − 1 y la m + 1 celdas,
respectivamente.
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Figura 2.17: Modelo celular realista de un sistema CM3.
Por otra parte, muchas referencias también consideran que hay un único
usuario activo en la celda, normalmente cercano al borde de la misma, ya
sea mediante un algoritmo de scheduling [70] o suponiendo algún tipo de
división en tiempo o frecuencia [59,67,69,70,72].
Otro aspecto en el que difieren los modelos de sistemas CM3 es en el
hecho de considerar la existencia o no de un dispositivo que realiza de forma
centralizada el procesado de señal asociado con esta forma de cooperación.
Este es el caso, por ejemplo de [52,59], mientras que el resto de referencias
asumen que no existe este dispositivo.
Por último, los sistemas CM3 también pueden clasificarse en función
del número de antenas en las BSs y en los usuarios. De esta forma tenemos
sistemas CM3 SISO, como en [59], sistemas CM3 MISO como en [58] o
sistemas CM3 MIMO [64].
2.5.4. Tendencias
Al igual que en los sistemas MIMO multi-usuario, el principal problema
a la hora de desarrollar soluciones comerciales para los sistemas CM3 va
a ser la cuestión de cómo disponer de CSI en transmisión. Además, este
aspecto se complica en los sistemas CM3, donde las BSs tienen que inter-
cambiar entre ellas esta CSI, y donde la complejidad es creciente con el
número de BSs y de usuarios del sistema.
En este punto empieza el interés por esquemas de transmisión DL para
sistemas CM3 que permiten implementaciones distribuidas, como las que
ya existen para los sistemas M3 que cooperan a nivel de gestión de recursos.
Sin embargo, esta ĺınea de investigación es muy reciente, puesto que otros
aspectos de los sistemas CM3 más fundamentales, como el estudio teórico
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Figura 2.18: Sistema CM3 modelado como un grafo.
de la región de capacidad, siguen también abiertos.
En [75], Skjevling y Gesbert proponen una solución mixta, que combina
cooperación en gestión de recursos y en procesado de señal. El objetivo es
maximizar el sum-rate del sistema, que se interpreta como un grafo.
El esquema de transmisión DL propuesto, combina un esquema de
beamforming multi-base distribuido con varias técnicas de scheduling, que
establecen qué BSs sirven a cada usuario. Aunque cada BS sólo puede servir
a un usuario, que se determina según la técnica de scheduling aplicada, es
posible que un usuario reciba coordinadamente su señal desde más de una
BS, como muestra la figura 2.18 [75].
El diseño del beamformer multi-base es distribuido porque asume hy-
brid channel knowledge, donde cada BS sólo necesita conocer información
local de sus canales e información estad́ıstica de los canales entre el resto
de usuarios y BSs. Por otra parte, las técnicas de scheduling estudiadas
también comprenden soluciones coordinadas distribuidas.
En general, la tendencia actual es ubicar los sistemas CM3 en entornos
reales, donde, por ejemplo, cada usuario va a recibir de forma aśıncrona
tanto la señal deseada como las interferentes desde las diferentes BSs [76].
Por otro lado, la dificultad asociada al hecho de disponer de CSIT perfecta
en todas las BSs del sistema, conduce a una nueva ĺınea de estudio de los
sistemas CM3 que supone que sólo determinadas BSs del sistema se van a
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La interferencia multi-usuario disminuye significativamente las capaci-
dades teóricas que prometen los sistemas single-user MIMO. Este efecto
es todav́ıa más acusado en los sistemas MIMO multi-usuario multi-celda
coordinados, que podŕıan definirse como limitados por interferencias. En
estos sistemas, cualquier actuación dirigida a disminuir el nivel de interfe-
rencia que perciben los usuarios, conlleva una mejora de la capacidad del
sistema, entendida con parámetros como por ejemplo el número de usuarios
admitidos o el sum-rate del sistema (suma de las tasas de transmisión de
datos de todos los usuarios).
En esta segunda Parte, la Tesis se centra en el enlace downlink (DL) de
un sistema MIMO multi-usuario multi-celda coordinado (CM3). El objetivo
es estudiar cómo mejorar el nivel de interferencia que reciben los usuarios
de estos sistemas. Para este fin, se plantea el problema de minimización
de potencia, donde se intenta minimizar la potencia total transmitida en
el sistema CM3, pero asegurando en los usuarios una determinada calidad
de servicio (QoS). En este caso, las restricciones de QoS se establecen me-
diante valores mı́nimos o umbrales de SINR. Al mismo tiempo, se imponen
restricciones de potencia transmitida a cada estación base del sistema.
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Generalmente, el problema de minimización de potencia se transforma
en el problema de diseñar un algoritmo de control de potencia y beamfor-
ming óptimo (JPCOB, Joint Power Control and Optimal Beamforming).
En este Caṕıtulo se repasan las aproximaciones clásicas a este problema,
que son las presentadas por Schubert y Boche [38], Bengtsson y Otter-
sten [37], y Rashid-Farrokhi et al. [33], para sistemas de una única celda
o sistemas multi-celda no coordinados. Estas tres aproximaciones clásicas,
representan en realidad las tres formas básicas de abordar el diseño de un
algoritmo JPCOB desde un planteamiento de minimización de la potencia
total transmitida.
El algoritmo propuesto por Rashid-Farrokhi et al. va a servir como
punto de partida de los algoritmos JPCOB propuestos en esta Tesis para el
enlace DL de los sistemas CM3. Por este motivo, este algoritmo se presenta
con más detalle que el resto de aproximaciones. Para completar aspectos
como la convergencia del resto de referencias básicas, hay que recurrir a los
trabajos [37,38].
El modelo de sistema es el siguiente: el sistema está formado por K esta-
ciones base (BSs), equipadas con arrays de Nt antenas cada una, y M usua-
rios activos que disponen de una única antena en recepción. El sub́ındice mk
representa el enlace DL entre la BS k-ésima y el usuario m-ésimo, de forma
que los vectores hmk(t) y wmk representan, respectivamente, el canal de
propagación y el beamformer para el enlace mk usuario-BS del sistema. La
matriz de correlación de canal se define mediante Rmk = E[hmk(t)hHmk(t)].
Por último, sm(t) es la señal transmitida en DL al usuario m con una
potencia pmk.
3.1. Aproximación de Schubert y Boche
Schubert y Boche [38] consideran el enlace DL de un sistema formado
por una única celda, donde la potencia de transmisión de la BS está limitada
a Pmax. En este escenario, cada uno de los usuarios del sistema tiene que
alcanzar un umbral de QoS que se traduce en un valor mı́nimo de SINR,
(γ1, . . . , γM ). Todos los usuarios alcanzan su umbral simultáneamente si y
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donde SINRDLm representa la SINR medida en el usuario m, que depende
de los beamformers y potencias de transmisión de la BS.
Schubert y Boche resuelven el problema de minimización de potencia
desde dos puntos de vista. Desde un punto de vista más general, una condi-
ción necesaria y suficiente para que el problema tenga solución se consigue
maximizando el mı́nimo de las relaciones (SINRDLm /γm) sobre todos los









con la restricción de potencia total Pmax. Este criterio de optimización es
el que se denota en el apartado 2.3.6 de los sistemas MIMO multi-usuario
como problema de balanceado de SINR o problema max-min.
Por otro lado, si el conjunto de valores de SINR umbral es feasible (es
decir, el problema max-min tiene solución dada la restricción en potencia
Pmax y el vector de potencias que se obtiene para el enlace DL es estricta-
mente positivo), el problema de minimización de potencia puede plantearse
de la forma habitual: minimizar la potencia total transmitida en el sistema
manteniendo:
SINRDLm ≥ γm, m = 1, . . . ,M. (3.3)
Este segundo planteamiento es un criterio eficiente en potencia, puesto que
disminuye la interferencia radiada a las celdas vecinas. Sin embargo, a la
hora de analizar soluciones algoŕıtmicas para este segundo caso, hay que
tener en cuenta que el conjunto de γm establecidas como umbrales puede
que no sea feasible con la restricción de potencia Pmax. Por tanto, hay que
incluir un primer paso que compruebe que las γm requeridas en el problema
son feasible.
En el sistema analizado por Schubert y Boche, la BS dispone de un array
de Nt antenas. La matriz W = [w1 . . .wM ] recoge los M beamformers de
módulo unidad, ||wm||2 = 1, uno por usuario. Esta normalización implica
que las potencias de transmisión DL sólo dependen de la potencia de las
señales transmitidas a cada usuario, pm = E[|sm(t)|2].
Las potencias de transmisión DL y UL también se agrupan en los vec-
tores p y q, respectivamente, de forma que la potencia total de transmisión
se obtiene, para cada enlace, sumando los elementos del vector correspon-
diente. Además, la restricción en potencia total transmitida Pmax, aplica
tanto al enlace UL como al DL del sistema.
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El canal de propagación es un canal flat fading, donde hm(t) representa
el canal complejo entre el usuario m y la BS. Las matrices de correlación de
canal en DL se obtienen mediante Rm = E[hm(t)hHm(t)], 1 ≤ m ≤ M . Se
asume que existe reciprocidad entre los canales UL y DL, es decir, ambos
canales se pueden representar con la misma matriz de correlación.
En la aproximación de Schubert y Boche, la interferencia multi-usuario
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(3.4)
A partir del modelo de sistema considerado, la SINR recibida en UL y
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, ∀m. (3.6)
Observando las dos expresiones anteriores, se puede comprobar que el
hecho de que el beamformer diseñado en transmisión para un usuario afecte
al resto de usuarios, dificulta una optimización directa de la SINR en DL.
3.1.1. Problema JPCOB en DL, planteamiento max-min
Schubert y Boche proponen un algoritmo JPCOB iterativo para resolver
el problema de balanceado de SINR o problema max-min. Este algoritmo
iterativo consta de dos pasos, un primer paso de optimización de los beam-
formers y un segundo paso donde se obtiene la asignación óptima de po-
tencias en DL. Para demostrar que el algoritmo alcanza un óptimo global,
primero demuestran que la solución obtenida en cada uno de los pasos es
óptima, cuando la otra variable se mantiene fija.
Cuando la matriz de beamforming es fija, W̃ = [w̃1 . . . w̃M ], donde
||w̃m||2 = 1, la asignación óptima de potencias en DL es conocida [78].
En este caso, el problema de optimización (3.2) se reduce a maximizar la
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loss of generality, the following constraint is assumed to hold
throughout the whole paper, even when not explicitly stated.
(2)
With (2) the downlink transmission powers are given by
, , where denotes the ensemble
average over the time-fluctuating fading channel. Stacking all
in a vector , the total transmission power is given by .
The uplink transmit powers of all mobiles are stacked in a
vector . The total power of both uplink and
downlink is limited by .
The propagation channels are assumed to be frequency flat.
The complex channel attenuations between the th user and the
base station array form a time-varying spatial signature
. The downlink spatial covariance matrices are
(3)
We start by assuming channel reciprocity between uplink and
downlink, i.e., both channels are described by the same covari-
ances (3). This approach is justified for TDD systems, which
use the same carrier frequency for uplink and downlink.
However, the following results are not restricted to TDD sys-
tems. The assumption of channel reciprocity only serves the
purpose of comparing uplink and downlink achievable regions
in Section III-A. Afterward, we will introduce a virtual uplink
channel (similarly to the concept in [13] and [14]). Thus, all
algorithms for downlink optimization proposed in this paper
merely require knowledge of the downlink covariance matrices
(3).
Strategies for estimating mainly depend on the duplexing
mode. For example, TDD systems can exploit the reciprocity be-
tween uplink and downlink propagation channels, thus can
be taken from the uplink channel estimation. For FDD systems,
the frequency gap between up- and downlink often exceeds the
coherence bandwidth of the channel. As a consequence, the
fading states in uplink and downlink are uncorrelated. One way
to obtain downlink channel information at the base station is
to introduce a feedback channel, i.e., to estimate the channel at
the mobiles. Another way is to exploit the slowly changing ge-
ometry of the propagation paths (the spatial spectrum), which
is approximately the same for uplink and downlink. The spatial
spectrum can be derived from the long-term uplink covariance
matrix, obtained by averaging over several fading cycles. An
overview of different strategies is given in [4].
Since our analysis is not restricted to spatially orthogonal sig-
naling, users are in general coupled by cross-talk. The coupling
is characterized by a nonnegative matrix being a function of
:
(4)
Fig. 1. Balanced SINR margin C ( ~U; P ) is strictly monotonically
increasing in the total transmission power P .




It can be observed that the uplink SINRs (5) are only coupled
by the transmission powers. For a given power allocation, the
beamformers which maximize (5) are well known [3]. The
downlink SINRs (6), however, are additionally coupled by the
beamforming vectors, which makes a direct optimization very
difficult.
B. Downlink Power Assignment
In order to better understand the analytical structure of SINR
balancing, it is helpful to look at the power control problem,
which was solved by Yang and Xu [6]. To this end, we assume
a fixed beamforming matrix with
for all . When optimizing only over , problem P1
is reduced to
(7)
The function is strictly monotonically in-
creasing in . This is an immediate consequence of
for some . Targets
are feasible if and only if . An
illustration is given in Fig. 1.
The optimum of (7) is characterized by the following lemma.
The proof (given in the Appendix) is similar to the one presented
in [14], where it was shown that the optimum of the power
minimization problem P2 is characterized by active SINR con-
straints.




Figura 3.1: La función CDL(W̃, Pmax) es estrictamente monótona creciente con
la potencia total de transmisión Pmax (con permiso de los autores [38]).
mı́nima SINR sobre todo el conjunto posible de asignación de potencias:












pm ≤ Pmax. (3.7)
Como muestra la figura 3.1 (con permiso de los autores [38]), la función
CDL(W̃, Pmax) es estrictamente monótona creciente con la potencia total
de transmisión Pmax, mientras que las SINR umbrales son feasible si y solo
si CDL(W̃, Pmax) ≥ 1.
La asignación óptima de potencias del problema (3.7) se caracteriza por
forzar a la BS a transmitir utilizando toda la potencia disponible: si p̃ es









En este punto, las SINR en DL de todos los usuarios están balanceadas y
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= DΨ(W̃)p̃ + Dσ, (3.9)




y la matriz diagonal D = diag{[(γ1/(w̃H1 R1w̃1)) . . . (γM/(w̃HMRMw̃M ))]}.


































p̃ext, [p̃ext]M+1 = 1. (3.12)
CDL(W̃, Pmax) es, por tanto, un valor propio rećıproco de la matriz ex-
tendida de interferencia no negativa Υ. Sin embargo, no todos los valores
propios tienen sentido f́ısico, sólo aquellos en los que se cumple p̃ext > 0 y
CDL(W̃, Pmax) > 0.
Por el Teorema de Perron-Frobenius, sabemos que el mayor valor pro-
pio de la matriz extendida de interferencia, λmax(Υ), y el vector propio
asociado a éste, son siempre no negativos (en el apéndice A se introduce
brevemente el Teorema de Perron-Frobenius y su relación con el problema
de minimización de potencia). Además, en [78], se demuestra que para una
matriz Υ no negativa1 con la estructura de (3.11), el mayor valor propio y
el vector propio asociado son estrictamente positivos, ningún otro valor pro-
pio cumple el requisito de ser positivo, como consecuencia del crecimiento
1Si las matrices de correlación de canal Rm son definidas positivas, los elementos de
Υ son estrictamente positivos.
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y el vector de potencias extendidas p̃ext se corresponde con el vector propio
dominante de Υ(W̃, Pmax). De esta forma, el vector de potencias óptimas
transmitidas p̃ está formado por las M primeras componentes de p̃ext, que
puede escalarse de forma que la última componente (M + 1) sea igual a la
unidad.
El problema (3.7) también puede plantearse en el enlace UL, con la
misma restricción en potencia total transmitida Pmax, los mismos umbrales
de SINR, (γ1, . . . , γM ), y la misma matriz fija de beamforming que en el
caso DL. De forma similar al caso DL, se puede demostrar que el valor







donde Λ es la matriz UL extendida de interferencia. Del mismo modo, el
vector de potencias óptimas q̃ se construye con las M primeras componentes
del vector propio dominante de Λ(W̃, Pmax), escaladas de forma que la
componente (M + 1) sea igual a la unidad:





Una vez que se conoce la asignación óptima de potencias para un con-
junto de beamformers fijos, se puede plantear el problema general de diseñar
un algoritmo JPCOB:













||wm||2 = 1, 1 ≤ m ≤ M. (3.16)
El objetivo es, por tanto, maximizar la mı́nima SINR normalizada, dada
por la relación (SINRDLm /γm), sobre todo el conjunto posible de potencias de
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transmisión p y beamformers W, manteniendo la potencia total transmitida
por debajo del máximo Pmax y el módulo de los beamformers en transmisión
igual a la unidad.
De todo el conjunto de beamformers M que cumplen (3.16), el sub-
conjunto de beamformers óptimo, Wopt ∈ M, es aquel que balancea las
relaciones de SINR normalizadas (SINRDLm /γm) a un nivel común máximo
CDLopt (Pmax). Este óptimo se obtiene al maximizar C
DL(W, Pmax) sobre to-
dos los posibles beamformers de módulo unidad. Puesto que CDL(W, Pmax)
se relaciona con el mayor valor propio de la matriz extendida de interferen-
cia Υ(W, Pmax), el valor óptimo de los beamformers se obtiene minimizan-





El mismo problema puede formularse para el enlace UL a partir de la matriz
Λ(W, Pmax).
Dualidad uplink-downlink
El siguiente paso es comparar los niveles balanceados obtenidos a partir
de una determinada matriz de beamforming W̃ en el enlace DL y UL,
CDL(W̃, Pmax) y CUL(W̃, Pmax), respectivamente.
En trabajos anteriores, Schubert y Boche demuestran que si Pmax →∞,
los dos enlaces tienen solución en las mismas regiones de SINR [79]. En
este caso, interesa saber si el mismo resultado se mantiene cuando se tiene
una restricción en potencia Pmax y potencias de ruido individuales en los
terminales. Para el caso concreto en que todas las potencias de ruido en
recepción sean iguales, se cumple lo siguiente:
CUL(W̃, Pmax) = CDL(W̃, Pmax). (3.18)
Una consecuencia inmediata de la relación anterior es que si se tiene un
conjunto de SINR umbrales, (γ1, . . . , γM ), feasible en el enlace UL, las mis-
mas SINR umbrales son feasible en el enlace DL y viceversa. Más aún, se
obtienen con los mismos beamformers. La lectura positiva de este resul-
tado es que la solución al problema de beamforming en DL (3.16), puede
obtenerse a partir de una formulación UL más sencilla.
Si la potencia de ruido en los usuarios no es la misma, σ2i 6= σ2m, i 6= m, la
relación anterior no tiene por qué cumplirse, pero todav́ıa es posible utilizar
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la idea de la dualidad para resolver el problema DL. Volviendo a la expresión
de la SINR en DL para un usuario m (3.6), se observa que la expresión se
mantiene si se aplica un mismo escalado sobre Rm y σ2m. Por tanto, pueden
utilizarse las matrices de correlación escaladas R̃m = Rm/σ2m de forma
que σ2m = 1, 1 ≤ m ≤ M . Aunque este escalado no afecta al problema de
optimización en DL, śı que cambia la expresión de la SINR en UL:
SINRULm (wm,q) =
qmwHmR̃mwm∑M
i=1,i6=m qiwHmR̃iwm + 1
, ∀m. (3.19)
La expresión anterior coincide con la expresión real del enlace UL (3.5),
si se cumple σ21 = . . . = σ
2
M , es decir, si todos los usuarios tienen la misma
potencia de ruido. En caso contrario, la expresión (3.19) se corresponde con
la SINR recibida en un enlace uplink virtual. A partir de (3.18) se deriva
que los beamformers que balancean de forma óptima las SINR virtuales de
(3.19) también son óptimos con respecto al problema original (3.16). Por






Si Wopt es una solución óptima de (3.20), Wopt ∈M. Los vectores óptimos
de potencia en los dos enlaces se obtienen calculando los vectores propios
derechos dominantes de las matrices Λ(Wopt, Pmax) y Υ(Wopt, Pmax).
Sin embargo, obtener los beamformers óptimos a partir de (3.20) no es
inmediato, puesto que la función de coste a minimizar no es lineal con la
matriz de beamforming W y una búsqueda exhaustiva aumentaŕıa excesi-
vamente el coste computacional de la solución. Por este motivo, Schubert y
Boche aprovechan la estructura de la matriz extendida de interferencia Λ,
para plantear una formulación equivalente de (3.20), que es fundamental










donde qext es el vector extendido de potencias UL, y λ̂ (W,qext) es la
función de coste:
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donde x es una variable sin significado f́ısico.
Operando sobre (3.15), los autores demuestran que para una matriz
de beamforming fija W̃, el vector de potencias qext obtenido al resolver
el problema de valores propios (3.15) en UL, es el que minimiza la fun-
ción de coste λ̂ (W̃,qext). Una vez que la asignación óptima de potencias
está definida, interesa saber cómo obtener los beamformers Ŵ óptimos para
una potencia qext dada:






Schubert y Boche demuestran que dado un vector de potencias qext, el
mı́nimo de la función de coste λ̂ (W,qext) puede conseguirse maximizando
de forma independiente las distintas SINR virtuales en UL. Por tanto, el
problema de optimización conjunta se transforma en M problemas inde-
pendientes:











[qext]iR̃i + I, ∀m.
Las matrices Qm son no singulares y simétricas, por lo que (3.24) puede re-
solverse con los vectores propios dominantes de los conjuntos (Rm,Qm(qext)),
1 ≤ m ≤ M .
Solución algoŕıtmica JPCOB
Schubert y Boche demuestran que la solución óptima del problema DL
(3.16) se obtiene resolviendo el problema UL equivalente (3.20). A partir de
este hecho, plantean un algoritmo iterativo compuesto por dos pasos: en un
primer paso, se obtienen los beamformers que maximizan la SINR virtual
recibida en la BS para cada usuario (3.24), mientras que en segundo paso, se
obtiene la asignación óptima de potencias (3.15), también en el enlace UL.
Una vez que el algoritmo ya ha convergido, obtienen la asignación óptima
de potencias en DL (3.12), aprovechando que tanto el enlace UL como el
DL alcanzan la misma región de SINR (3.18).
3.1. Aproximación de Schubert y Boche 93
En general, las estrategias de optimización alternada suelen tener propie-
dades de convergencia pobres, aunque los mismos Schubert y Boche demues-
tran en su trabajo que ese no es el caso del algoritmo que ellos proponen.
La siguiente tabla resume el algoritmo iterativo propuesto para resolver
el problema (3.16):
1. Inicialización: nit = 0, q(0) = [0 . . . 0]T .
R̃m = Rm/σ2m, ∀m.
σ2m = 1, ∀m.
2. Repetir:



































En la tabla anterior, nit representa el número de la iteración del algo-
ritmo, mientras que el vector propio dominante del conjunto de matrices
(A,B) se denota con vmax(A,B), λmax(nit) := λmax(Λ(W(nit), Pmax)) y
C(nit) := CDL(W(nit), Pmax).
3.1.2. Problema JPCOB en DL, planteamiento de
minimización de potencia
Schubert y Boche presentan el problema de minimización de potencia
como un caso particular del problema de balanceado de SINR o problema
max-min. Una vez se tiene un conjunto de beamformers, potencias de trans-
misión y umbrales de SINR tales que el problema es feasible, (CDLopt > 1),
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es posible plantear el criterio de minimización de potencia:




pm, s.t. SINRDLm (W,p) ≥ γm,
||wm||2 = 1, 1 ≤ m ≤ M. (3.25)
Esta formulación y la del problema max-min (3.16) se relacionan de la
siguiente forma: ambos problemas obtienen la misma solución si en el pro-
blema max-min se fija Pmax = P
opt
min. Puesto que el problema max-min es, en
teoŕıa, siempre feasible, algunos autores proponen resolver el problema max-
min en un primer paso para poder plantear el problema de minimización
de potencia sobre un escenario feasible [42].
El algoritmo propuesto para minimizar la potencia total transmitida en
el sistema, es básicamente el mismo que el propuesto para el problema max-
min, sólo se modifica el paso de actualización de potencias en UL. La idea es
que una vez el problema max-min es feasible en UL, CUL(W(nit), Pmax) ≥
1, dados unos umbrales de SINR γm, el valor mı́nimo de potencia total
transmitida se obtiene cuando SINRULm = γm,∀m. Esta afirmación se debe a
lo siguiente: la expresión de la SINR en UL para un usuario m es monótona-
mente creciente con qm y monótonamente decreciente con qi, si m 6= i (3.5).
Si el problema es feasible, la potencia mı́nima transmitida en el sistema se
obtiene cuando SINRULm = γm,∀m. En caso contrario, seŕıa posible dis-
minuir el valor de alguna qm sin incumplir los umbrales de SINR, con lo
que la potencia total transmitida no seŕıa la mı́nima posible.
Para una matriz de beamforming dada, las condiciones SINRULm =
γm,∀m, pueden escribirse en forma matricial, de forma que la asignación
óptima de potencia en UL se obtendŕıa resolviendo:
q(nit) = (I−DΨT (W(nit)))−1D1, (3.26)
que proviene de escribir las M condiciones SINRULm = γm en forma matri-
cial.
La siguiente tabla resume el algoritmo propuesto para resolver (3.25).
Las operaciones incluidas en el primer paso se encargan de obtener un
escenario feasible, mientras que el segundo paso es el que se encarga de ac-
tualizar las potencias UL. Tras la convergencia, que se define como el punto
en que todas las SINR normalizadas están balanceadas en el enlace UL, el
algoritmo obtiene la asignación óptima de potencias DL, aprovechando el
hecho de que los beamformers óptimos para el enlace UL, también lo son
para el DL:
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1. Inicialización: nit = 0, q(0) = [0 . . . 0]T , C(0) = 0.
R̃m = Rm/σ2m, ∀m.
σ2m = 1, ∀m.
2. Repetir:






wm(nit) = wm(nit)/||wm(nit)||2, ∀m,



































3.1.3. Caracterización del óptimo
En este apartado se repasa brevemente la forma de caracterizar el ópti-
mo de la solución obtenida por los algoritmos de Schubert y Boche. Esta
caracterización es necesaria para, posteriormente, relacionar entre śı las tres
aproximaciones clásicas presentadas en este Caṕıtulo.
Para una matriz de beamforming fija W̃, si no existe ninguna restricción
de potencia y λmax(DΨT (W̃)) < 1, por el Teorema de Perron-Frobenius
(apéndice A, apartado A.1), existe una asignación de potencias UL estric-
tamente positivas [80]:
q̃ = σ2(D−1 −ΨT (W̃))−11, (3.27)
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tales que:
SINRULm (w̃m, q̃) = γm, ∀m.
De la misma forma, se puede demostrar que el conjunto de SINR um-
brales en DL, (γ1, . . . , γM ), es feasible si y solo si λmax(DΨ(W̃)) < 1, con
lo que la asignación óptima de potencias en DL se obtiene resolviendo:
p̃ = σ2(D−1 −Ψ(W̃))−11. (3.28)
En [79], se demuestra que λmax(DΨT (W̃)) = λmax(DΨ(W̃)). Por tan-
to, cuando no existen restricciones de potencia, el enlace UL y el DL alcan-
zan la misma región de SINR. Esta relación es la llamada dualidad débil
entre el problema UL y el DL.
El siguiente paso es asumir que existe una restricción en potencia Pmax
y que se tiene un conjunto arbitrario de valores umbrales de SINR en UL,
(γ1, . . . , γM ). Para cumplir estas restricciones de SINR, la asignación ópti-
ma de potencia en UL viene dada por un vector q̃ > 0, de forma que la
potencia total transmitida en UL seŕıa la suma de los elementos de este vec-
tor,
∑
m q̃m. A partir de la llamada dualidad débil, la misma región de SINR
es feasible en el enlace DL. Si p̃ > 0 es la asignación óptima de potencias
en DL, y
∑
m p̃m es la potencia total transmitida en DL, se cumple:
M∑
m=1
p̃m = 1T p̃ = σ21T (D−1 −Ψ(W̃))−11




Por tanto, se necesita la misma potencia total transmitida en ambos en-
laces para alcanzar los mismos umbrales de SINR (3.18). Esto es lo que se
conoce como dualidad fuerte entre el problema UL y el DL [80]: sólo si se
cumple la relación (3.29), es posible resolver el problema DL a través del
planteamiento UL dual. En [80], Schubert y Boche generalizan las relaciones
de dualidad entre ambos problemas para potencias de ruido arbitrarias.
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3.2. Aproximación de Bengtsson y Ottersten
Bengtsson y Ottersten [37] consideran un sistema multi-celda no coor-
dinado, donde K BSs, equipadas con arrays de Nt antenas cada una, dan
servicio a M usuarios activos en el sistema (en este punto, interesa recordar
que la aproximación de Schubert y Boche contempla un sistema formado




hHmkxk(t) + nm(t), (3.30)
donde xk(t) es la señal transmitida por el array de antenas de la BS k
y nm(t) representa el término de ruido aditivo, que se supone blanco con
potencia σ2m = E[|nm(t)|2].
La variable K(m) designa cuál de las BSs sirve al usuario m, mientras
que el conjunto I(k) = {m; K(m) = k} representa a los usuarios a los que
da servicio la BS k. Un usuario es servido por una única BS, de forma que





donde wm es el beamformer y sm(t) es la señal a transmitir al usuario m.
Se asume que las distintas señales sm(t) son señales de potencia unidad,
E[|sm(t)|2] = 1, incorreladas entre śı.
3.2.1. Problema JPCOB en DL, planteamiento de
minimización de potencia
Bengtsson y Ottersten plantean el criterio clásico de minimización de
potencia. A partir de las ecuaciones (3.30) y (3.31), la señal recibida en el
usuario m puede descomponerse en:





donde el primer sumando se corresponde con la señal deseada, el segundo
sumando representa las interferencias multi-usuario recibidas en el usuario
m y el tercer término representa el ruido en recepción.
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i RmK(i)wi + σ2m
. (3.32)
Teniendo en cuenta que la potencia empleada en la BSK(m) para transmitir
la señal sm(t) es E[||wmsm(t)||2] = wHmwm, el problema de minimización









i RmK(i)wi + σ2m
≥ γm, m = 1, . . . ,M. (3.33)





s.t. wHmRmKmwm − γm
M∑
i=1,i6=m
wHi RmK(i)wi ≥ γmσ2m, m = 1, . . . ,M.
(3.34)
Observando el planteamiento del problema de minimización de potencia,
se aprecia que todos los beamformers del sistema están incluidos en las
restricciones. Esto implica que la solución del problema debe calcularse de
forma centralizada. Además, es necesario conocer todos los enlaces entre
cualquier BS y cualquier usuario, complicando la implementación de esta
estrategia en un escenario real.
En principio, el problema de minimización de potencia planteado en
(3.34) es un problema de optimización cuadrático con restricciones cuadrá-
ticas no convexas. Por tanto, el problema no es convexo, pero la formulación
(3.34) permite transformarlo [30] o relajarlo, como hacen Bengtsson y Ot-
tersten, para obtener un problema de optimización convexa.
La estrategia de Bengtsson y Ottersten consiste en obtener una rela-
jación SDP (Semidefinite Program) de la formulación original (3.34). Para
reescribir el problema, asumen que los beamformers vaŕıan con el tiempo
con una distribución determinada. Con esta suposición, introducen las ma-
trices de correlación de los beamformers, Wm = E[wm(t)wHm(t)], que son
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matrices semidefinidas positivas2. Con la introducción de estas matrices de
correlación, se añaden grados de libertad adicionales en la búsqueda del
óptimo. Aunque posteriormente demuestran que las matrices óptimas Wm
son en realidad de rango uno, lo que significa que la solución óptima es
utilizar beamformers fijos, la ventaja de esta estrategia es que resolver el
problema con las matrices Wm es en algunos aspectos más sencillo que
resolverlo directamente sobre los vectores wm.
Aplicando la relación Tr[AB] = Tr[BA], se deduce que wHRw =
Tr[RwwH ] = Tr[RW]. Como consecuencia, el problema original DL (3.34)









Tr[RmK(i)Wi] ≥ γmσ2m, ∀m, (3.36)
Wm = WHm, (3.37)
Wm  0. (3.38)
Las restricciones (3.37) y (3.38) se añaden para asegurar que las matrices de
correlación W sean hermı́ticas, y semidefinidas positivas, respectivamente.
La notación W  0 indica que W es semidefinida positiva.
A partir de la formulación (3.35)-(3.38), se tiene una función de coste
que es lineal con W, al igual que las restricciones (3.36) y (3.37). La res-
tricción semidefinida (3.38) es no lineal e incluso no diferenciable, pero es
convexa. Por tanto, el problema es convexo, lo que significa que no existen
mı́nimos locales y que el conjunto de soluciones óptimas son convexas (gene-
ralmente, un único punto). Los problemas que cuentan con una función de
coste lineal, restricciones lineales y restricciones semidefinidas se denomi-
nan problemas semidefinidos o SDP. Para resolver este tipo de problemas,
se dispone de métodos como los de punto de interior y de herramientas
software estándar.
En realidad, la formulación (3.35)-(3.38) se trata de una relajación SDP
del problema original (3.34), ya que relaja la restricción de que los beam-
formers óptimos sean de rango uno, como requiere el problema original. La
formulación (3.35)-(3.38) no garantiza a priori que las matrices de corre-
lación óptimas W sean de rango uno; es probable que se encuentre una
2xT Wx ≥ 0, ∀x.
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solución con menor coste que en el problema (3.34) pero con matrices Wm
de mayor rango. Este seŕıa un resultado t́ıpico de este tipo de técnicas de
relajación, ya que suelen utilizarse para obtener ĺımites inferiores de los
problemas de optimización cuadrática.
Si al problema (3.35)-(3.38) se le añade la restricción de que el rango
de las matrices de correlación cumpla rango[Wm] = 1, el problema de
optimización (3.35)-(3.38) se correspondeŕıa exactamente con el problema
(3.34).
Bengtsson y Ottersten demuestran que la relajación semidefinida (3.35)-
(3.38) siempre tiene al menos una solución óptima donde todas las matrices
Wm son de rango uno. Esto es aśı porque la formulación (3.35)-(3.38) no es
una relajación estricta del problema original, sino más bien una formulación
equivalente. En el supuesto de que alguna matriz de correlación Wm fuera
de mayor rango, los autores proponen un método para refinar la solución y
ajustar el rango de las matrices.
Solución algoŕıtmica JPCOB





2. Encontrar wm tal que: wmwHm = Wm, ∀m.
3. Si alguna Wm
no es de rango uno,
recalcular wm: Obtener los um ∈ span[Wm],




y la matriz F tal que:
[F](m,i) =
{
uHmRmum, i = m,






En la tabla anterior, um ∈ span[Wm] implica considerar cualquier vec-
tor um incluido en el espacio vectorial formado por todas las posibles com-
binaciones lineales del conjunto Wm.
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Una ventaja de este algoritmo es la gran flexibilidad que proporciona
a la hora de formular el problema y sobre todo, la facilidad con la que se
pueden añadir restricciones adicionales al planteamiento original del pro-
blema [42]. Por otro lado, las técnicas desarrolladas para problemas SDP
pueden manejar un escenario no feasible. Sin embargo, el hecho de optimizar
sobre matrices Wm con mayores grados de libertad que las del problema
original, aumenta considerablemente el coste computacional de esta solu-
ción.
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3.3. Aproximación de Rashid-Farrokhi et al.
La aproximación de Rashid-Farrokhi et al. [33] se basa, al igual que la
aproximación de Schubert y Boche, en un algoritmo iterativo que resuelve
el diseño del algoritmo JPCOB a través de la dualidad entre el problema
UL y el DL. Sin embargo, el algoritmo de Rashid-Farrokhi et al. presenta
unas caracteŕısticas particulares que hacen que sea elegido como punto de
partida para desarrollar un algoritmo JPCOB válido para sistemas CM3.
Rashid-Farrokhi et al., como Bengtsson y Ottersten, sólo plantean el
problema de minimización de potencia.
3.3.1. Problema JPCOB en UL, planteamiento de
minimización de potencia
Aunque esta Tesis se centra en el enlace DL del sistema, en esta aproxi-
mación, la solución del problema de minimización de potencia en el enlace
UL juega un papel fundamental.
El sistema está formado por un conjunto de M enlaces co-canal, donde
cada enlace m está formado por un usuario y la BS que le da servicio. Con
este modelo, se tienen en cuenta tanto un sistema de una única celda como
un sistema de varias celdas.
El canal de propagación entre una BS y un usuario está formado por L
contribuciones multi-camino. Si se realiza un muestro de la señal a periodo
de śımbolo, y N representa la duración de la respuesta impulsional, la señal






pmsm(n) + ni(n), (3.39)
donde la matriz de canal Hmi, de dimensiones [Nt × N ], contiene las res-
puestas discretas del canal:
Hmi = [hmi(0) . . .hmi(N − 1)], (3.40)




el vector sm(n) contiene N muestras de la señal transmitida por el usuario
m con una potencia pm, mientras que ni(n) es el vector de ruido a la salida
del filtro adaptado de la BS del enlace i.
La figura 3.2 muestra el diagrama de bloques de un sistema con beam-
formers en recepción. La señal en la BS para el usuario i tras el paso por
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Figura 3.2: Diagrama de bloques de un sistema con beamformers en recepción.
el beamformer wi, viene dada por ei(n) = wHi xi(n). La potencia media de
esta señal quedaŕıa:
Ei = E[wHi xi(n)xHi (n)wi] = wHi Φiwi. (3.42)
Suponiendo que las señales sm(t) transmitidas por los usuarios son de
media nula e incorreladas entre śı, y que el ruido es espacial y temporal-
mente blanco, la matriz de correlación de la señal recibida en el enlace UL
del usuario i-ésimo puede descomponerse en una matriz de correlación de
señal deseada y en una matriz de correlación de interferencias más ruido,
respectivamente:













Finalmente, la expresión de la SINR a la salida del beamformer en




















donde las matrices GSii y G
I
mi son las matrices de correlación de canal de






Gmi = HmiHHmi, m 6= i,
Gmi −GSmi, m = i.
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El problema de minimización de potencia en el enlace UL consiste en
encontrar los beamformers en recepción, A = [w1 . . .wM ], y las potencias
de transmisión de los usuarios, p = [p1 . . . pM ]T , que minimizan la potencia
total transmitida en el sistema, asegurando al mismo tiempo que la SINR






s.t. SINRULi ≥ γi, i = 1, . . . ,M. (3.44)
Tal y como plantean Schubert y Boche, es posible estudiar el problema
de optimización de cada variable (beamformers o potencia transmitida por
los usuarios) cuando la otra variable permanece fija.
El objetivo del problema de beamforming en recepción cuando las po-
tencias transmitidas por los usuarios permanecen fijas, es diseñar los pesos
de los beamformers de forma que se maximice la SINR de cada usuario a
la salida del beamformer de la BS.
Por otro lado, como se ha visto en la aproximación de Schubert y Boche,
cuando los beamformers en recepción permanecen fijos, la mı́nima potencia
transmitida en UL se consigue cuando:
SINRULi = γi, i = 1, . . . ,M.
El vector óptimo de potencias transmitidas en UL se calcula a partir de la
expresión (3.43) mediante esquemas iterativos de control de potencia [43]:




















, i = 1, . . . ,M,
donde nit representa el número de la iteración y pi(nit) es la potencia trans-
mitida en cada iteración por el usuario i. En [43] se demuestra, utilizando
las propiedades de convergencia de la iteración de Jacobi, que la iteración
anterior converge a la asignación óptima de potencia transmitida en UL
para cualquier vector p arbitrario de potencia inicial (en el apéndice A se
introduce brevemente la iteración de Jacobi y su relación con el problema
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de minimización de potencia). Al mismo tiempo, hay que destacar que
la expresión (3.45) se corresponde con un control de potencia distribuido,
puesto que, como puede observarse, para actualizar la potencia transmitida
por el usuario i sólo se necesitan los canales o las potencias locales de la
BS correspondiente al enlace i.
Volviendo al problema general de minimización de potencia en el enlace
UL, (3.44), dado un conjunto de beamformers en recepción, se dice que este
problema es feasible si existe un vector de potencias UL, y una matriz de
beamforming A, tales que los umbrales de SINR se superan en cada enlace,
es decir:
SINRULi ≥ γi, i = 1, . . . ,M.




























A partir del Teorema de Perron-Frobenius (apéndice A, apartado A.1),
si existe un conjunto de beamformers A, tales que ρ(DF) < 1, donde ρ(·)
representa el radio espectral3 de la matriz [DF], la matriz [I −DF] es in-
vertible y la potencia que minimiza la función objetivo se obtiene mediante
p = [I − DF]−1u. En este caso, el vector óptimo de potencias también
puede obtenerse mediante la expresión iterativa (3.45).
En [43], Rashid-Farrokhi et al. estudian el problema JPCOB en UL de
(3.44). Los autores demuestran que si el problema es feasible, existe un
único conjunto de beamformers y de asignación de potencias en UL, entre
todos los posibles, que minimizan la potencia total transmitida en UL. Este
análisis es el que permite desarrollar una solución JPCOB para el problema
3Básicamente, el radio espectral de una matriz A, representa el valor máximo de los
valores absolutos de los valores propios de A. Hay que tener en cuenta que la aproximación
de Schubert y Boche, cuando se refiere al mayor valor propio de las matrices extendidas
de interferencia, en realidad se está refiriendo al radio espectral de las mismas.
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de minimización de potencia en el enlace DL, a través del concepto del
uplink virtual.
Los pasos del algoritmo JPCOB en UL para cada iteración nit seŕıan:
1. Beamformers en recepción: para cada usuario, se obtienen maxi-
mizando la SINR recibida en la BS del enlace correspondiente.


























2. Potencias UL: se actualizan mediante el control iterativo y distribui-
do de potencia, pero considerando en cada iteración los beamformers
actualizados.





















3.3.2. Problema JPCOB en DL, planteamiento de
minimización de potencia
La figura 3.3 muestra el diagrama de bloques de un sistema con beam-
formers en transmisión. En este problema, sólo las BSs están equipadas
con un array de antenas.
En el enlace DL, la señal recibida por cada usuario es la superposición
de las señales transmitidas por las distintas BSs. Si se realiza un muestreo
de la señal a periodo de śımbolo, y N representa la duración de la respuesta






p̃bs̃b(n) + ñi(n), (3.49)
donde el vector s̃b(n) contiene N muestras de la señal transmitida desde la
BS b y ñi(n) es el ruido en recepción.
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Figura 3.3: Diagrama de bloques de un sistema con beamformers en transmisión.








wHb x̃ib(n) + ñi(n). (3.50)














donde las matrices de correlación de canal GSii y G
I
ib se definen como en el
problema UL y σ2i es la potencia de ruido térmico en el usuario.
Contrariamente a lo que sucede al plantear el problema JPCOB en
UL, en el problema JPCOB en DL no existe una solución que minimice la
potencia transmitida por cada BS de forma independiente. Por tanto, el
problema de minimización de potencia se plantea sobre todo el sistema, es
decir, sobre los M enlaces co-canal. Rashid-Farrokhi et al. no normalizan
los beamformers a la unidad, por lo que la potencia transmitida en DL en
cada enlace del sistema se puede separar en dos componentes, la potencia
propiamente dicha, p̃i , y la contribución de cada beamformer, ||wi||2.
El problema de minimización de potencia en DL consiste, por tanto,
en obtener el conjunto de beamformers, A, y el vector de asignación de
potencias DL, p̃, tales que la potencia transmitida en todo el sistema sea
la mı́nima posible, pero asegurando que la SINR recibida en DL supere en
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p̃i||wi||2, s.t. SINRDLi ≥ γi, i = 1, . . . ,M. (3.52)
Como ya se ha visto en las aproximaciones anteriores, la mı́nima poten-
cia transmitida en el sistema se consigue cuando la SINR en cada usuario
es igual al valor umbral de QoS:
SINRDLi = γi, i = 1, . . . ,M,
que en forma matricial se expresaŕıa como:




























Rashid-Farrokhi et al. presentan un algoritmo iterativo para obtener la
solución óptima, si existe al menos una solución posible, del problema de
minimización de potencia. Este algoritmo funciona a partir de la construc-
ción de un uplink virtual.
En el enlace UL virtual del sistema, las matrices de canal son idénticas
a las matrices de canal del enlace DL. En un primer paso, se obtienen los
beamformers en recepción que maximizan la SINR recibida por las BSs en el
UL virtual. Estos mismos beamformers se utilizan después en transmisión.
En un segundo paso, se actualizan las potencias UL virtuales, que a priori
no tienen significado f́ısico, y las potencias de transmisión DL. La base del
algoritmo es el análisis que se realiza del problema UL real en [43].
Los pasos del algoritmo JPCOB en DL para cada iteración nit seŕıan:
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1. Beamformers en transmisión: para cada usuario, se obtienen
maximizando la SINR recibida en la BS, a partir del problema UL
virtual.


























Comparando la expresión anterior con la expresión de la SINR recibi-
da en la BS en el enlace UL real, (3.43), es importante destacar que la
expresión correspondiente al problema UL virtual mantiene el térmi-
no de potencia de ruido igual a la unidad, Ni = 1.
2. Potencias UL virtuales: se actualizan mediante el control iterativo
y distribuido de potencia, pero considerando en cada iteración los
beamformers actualizados.
p(nit + 1) = D(nit)F(nit)p(nit) + u(nit). (3.55)
3. Potencias DL:
p̃(nit + 1) = D(nit)FT (nit)p̃(nit) + ũ(nit). (3.56)
El beamformer wi(nit) es el beamformer óptimo para la asignación de
potencia de la iteración nit. F(nit), D(nit) y ũ(nit) se definen como en las
ecuaciones (3.53) pero sustituyendo wi por wi(nit). u(nit) seŕıa similar a la








3.3.3. Convergencia del algoritmo JPCOB en DL
Para demostrar que el algoritmo converge a una solución feasible en DL,
se utiliza el hecho de que la asignación de potencias y los beamformers en
el problema UL convergen a unos valores constantes y óptimos. Además,
la matriz de ganancia UL, [D(nit)F(nit)], converge a una matriz constante
con valores propios menores que la unidad. Sabiendo que los valores pro-
pios de la matriz de ganancia en UL y de la matriz de ganancia en DL,
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[D(nit)FT (nit)], son los mismos, se concluye que la iteración DL converge
si converge la iteración UL virtual.
El primer paso es definir un sistema asintóticamente constante: un sis-
tema lineal
x(n + 1) = C(n)x(n) + d(n),
es asintóticamente constante si





Además, un sistema asintóticamente constante es estable si todos los valores
propios de la matriz C son menores que la unidad.
El algoritmo JPCOB en DL propuesto en (3.54)-(3.56) es un sistema
asintóticamente estable. Los dos primeros pasos del algoritmo son similares
a los dos pasos del algoritmo planteado para el problema UL real. En la
referencia [43] se demuestra que los dos primeros pasos del algoritmo sobre
el problema UL real convergen a un vector de potencia fijo p. Por tanto,
los beamformers también convergen a un valor fijo dado por:















Como consecuencia, la matriz de ganancia del UL virtual, [D(nit)F(nit)],
y la matriz de ganancia DL, [D(nit)FT (nit)], convergen a matrices cons-
tantes. Desde el punto de vista del problema UL virtual, la matriz de ganan-
cia [D(nit)F(nit)] converge a una matriz cuyos valores propios son menores
que la unidad. De hecho, los valores propios del problema UL virtual y del
problema DL son iguales:
|DF− λI| = |D||F− λD−1| = |D||(F− λD−1)T |
= |D||FT − λD−1| = |DFT − λI| = 0,
con lo que la matriz de ganancia DL es una matriz asintóticamente cons-
tante con valores propios menores que la unidad. Por tanto, la iteración DL
converge, y el algoritmo converge hacia una solución feasible.
Al mismo tiempo, se puede concluir que el radio espectral de las matrices
[DF] y [DFT ] es el mismo, con lo que ρ(DF) < 1 y ρ(DFT ) < 1 y la
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feasibility del problema DL y del UL virtual es la misma. Por feasibility,
en la aproximación de Rashid-Farrokhi et al. se denomina a la situación
en la que el problema de minimización de potencia tiene solución dado un
conjunto de valores de SINR umbrales (γ1, . . . , γM ), y el vector óptimo de
potencias es estrictamente positivo.
3.3.4. Caracterización del óptimo
A continuación, se puede demostrar que el algoritmo propuesto en (3.54)-
(3.56) también minimiza la potencia total transmitida en el enlace DL del
sistema:








donde Â es el conjunto de beamformers óptimos Â = [ŵ1 . . . ŵM ].
La potencia total transmitida en el enlace DL puede expresarse como
1Twp̃, donde:
1w = [||w1||2 . . . ||wM ||2]T .
A partir del Teorema de Perron-Frobenius (apéndice A, apartado A.1), si
existe un conjunto de beamformers Â, tales que ρ(DF) < 1, la iteración
UL virtual converge a:
p = (I−DF)−1u = (I−DF)−1D1w,
donde u = D1w.
Definiendo σ2 = [σ21 . . . σ
2
M ]
T , donde σ2i es la potencia de ruido térmico
en el usuario i, se obtiene la relación ũ = Dσ2 (3.53). Si se construye
una suma ponderada de las potencias transmitidas en el enlace UL virtual,
pT σ2, y se desarrolla:
pT σ2 = 1TwD(I−DFT )−1σ2
= 1Tw(I−DFT )−1Dσ2 = 1Twp̃, (3.57)
se puede afirmar que esta suma ponderada es igual a la potencia total
transmitida en DL. Puesto que en el vector óptimo de potencias UL cada
elemento es mı́nimo con respecto a todos los vectores posibles [43], una
suma ponderada del mismo también será mı́nima. Se concluye pues, que en
el óptimo, la suma de la potencia transmitida por todas las BSs del sistema
es mı́nima.
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3.4. Comparativa entre las distintas
aproximaciones
En este Caṕıtulo se han repasado las tres aproximaciones clásicas pro-
puestas para resolver el problema de minimización de potencia en sistemas
MIMO multi-usuario multi-celda no coordinados [33, 37, 38]. Como se ha
comentado al principio del Caṕıtulo, estas tres aproximaciones representan
las formas básicas de enfrentarse al diseño de un algoritmo JPCOB enfocado
a minimizar la potencia total transmitida en un sistema convencional sin
coordinación.
A primera vista, se puede afirmar que estas tres aproximaciones básicas
se reducen a dos ideas fundamentales. La primera es la de aprovechar la
dualidad entre el problema UL y DL para resolver el problema DL a partir
de una formulación mucho más sencilla, como hacen Schubert y Boche o
Rashid-Farrokhi et al.. La segunda, implica resolver directamente el pro-
blema DL reescribiendo el problema en forma convexa para poder utilizar
técnicas estándar de optimización convexa, como proponen Bengtsson y
Ottersten. Sin embargo, si se estudia con más detenimiento la parte donde
Bengtsson y Ottersten demuestran que la relajación SDP no es estricta-
mente una relajación, sino una formulación equivalente del problema origi-
nal, se observa que la demostración teórica utiliza en un punto, además de
la formulación dual de Lagrange de la relajación SDP, la equivalencia de la
formulación original (3.34) con una formulación que, al menos algebraica-
mente, es equivalente a plantear el problema en un enlace UL virtual ( [37],
páginas 25-30).
Dualidad UL-DL
A la hora de resolver el problema de minimización de potencia en sis-
temas convencionales, tanto Schubert y Boche, como Rashid-Farrokhi et
al., proponen algoritmos iterativos de optimización alternada entre beam-
formers y potencias, que utilizan la técnica de la dualidad UL-DL para
simplificar el diseño de los beamformers en transmisión.
Schubert y Boche definen el problema de minimización de potencia co-
mo un caso concreto del problema max-min o de balanceado de SINR en
DL. Realmente, la actualización de potencias UL que proponen en el se-
gundo paso de su algoritmo, cuando el escenario ya es feasible (3.26), es
equivalente a la que plantean Rashid-Farrokhi et al. para actualizar las
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potencias UL virtuales (3.55). Sin embargo, Schubert y Boche actualizan
estas potencias en un único paso, mientras que Rashid-Farrokhi et al. uti-
lizan una expresión distribuida que necesita actualizarse de forma iterativa,
y por tanto más lentamente. Hay que destacar que la iteración de potencias
en el UL virtual es necesaria, puesto que el algoritmo de Rashid-Farrokhi
et al. no comprueba que el problema sea feasible antes de empezar a eje-
cutarse y podŕıa no converger si las potencias se actualizaran en un único
paso.
Cuando se compara la aproximación de Schubert y Boche con la de
Rashid-Farrokhi et al., se observa que en la expresión de la SINR recibida
en la BS en el enlace UL, Schubert y Boche introducen un escalado por
la potencia de ruido que afecta a las matrices de correlación (3.19), y es
a esta expresión escalada a lo que denominan UL virtual. A partir de la
expresión (3.54) del cálculo de los beamformers en el enlace UL virtual, se
aprecia que Rashid-Farrokhi et al. no consideran este escalado. El hecho de
considerar o no este escalado para constituir el enlace UL virtual, repercute
en el valor de las potencias UL que se obtienen con el algoritmo y en la
caracterización del óptimo de la solución.
El Teorema de Perron-Frobenius (apéndice A, apartado A.1) es la base
con la que ambas aproximaciones caracterizan el óptimo del problema. Más
aún, lo que Schubert y Boche denominan dualidad débil y fuerte, también
se cumple para la solución de Rashid-Farrokhi et al.. Sin embargo, el hecho
de que Rashid-Farrokhi et al. no apliquen el escalado por la potencia de
ruido sobre la expresión de la SINR recibida en el enlace UL virtual, provoca
que, en lo que seŕıa su condición de dualidad fuerte (3.57), se necesite una
suma ponderada de las potencias UL virtuales por las potencias de ruido
(comparar con (3.29)). Este hecho también provoca que aparentemente,
los valores obtenidos para las potencias UL virtuales en (3.55), no tengan
significado f́ısico.
Por otro lado, hay que destacar que muchos autores, cuando referen-
cian el algoritmo propuesto por Rashid-Farrokhi et al., siempre destacan
que este algoritmo se propuso de forma independiente en el trabajo de Vi-
sotsky y Madhow [40]. Esta afirmación no es correcta, puesto que Visotsky
y Madhow se basan en el algoritmo de Rashid-Farrokhi et al.. Además,
Visotsky y Madhow aseguran que el algoritmo JPCOB, tal y como lo
plantearon Rashid-Farrokhi et al., no consigue una solución óptima a menos
que se aplique el escalado por la potencia de ruido para constituir el UL
virtual. Posteriormente, los mismos Bengtsson y Ottersten, recurriendo a
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herramientas de optimización convexa, desmienten que este escalado sea
necesario, y afirman que el algoritmo propuesto por Rashid-Farrokhi et al.
alcanza la solución óptima del problema de minimización de potencia [81].
Como puede verse, existe mucha confusión con respecto a si es necesario
o no escalar la expresión de la SINR en UL por la potencia de ruido para
que el algoritmo JPCOB obtenga una solución óptima. De hecho, según
cuál sea la referencia elegida, si el trabajo de Rashid-Farrokhi et al. o el de
Visotsky y Madhow, los autores aplican o no este escalado.
Sin embargo, como apuntan Yu y Lan en [39], la dualidad UL-DL tal
como se presenta en los trabajos de Schubert y Boche y Rashid-Farrokhi
et al., realmente se engloba dentro de una dualidad más general obtenida
a partir de plantear el problema dual de Lagrange del problema de mini-
mización de potencia. En las referencias más recientes, como [30, 42], ya
se observa claramente cómo, al plantear el problema de minimización de
potencia en el enlace UL virtual, no se aplica el escalado por la potencia de
ruido y se utilizan unas potencias UL normalizadas, que se corresponden
con una normalización por la potencia de ruido de las potencias UL virtuales
del algoritmo de Rashid-Farrokhi et al..
En el apéndice B, se incluye la derivación del problema dual de La-
grange a partir de la formulación original del problema de minimización de
potencia.
Optimización convexa
A primera vista la formulación básica del problema de minimización
de potencia no es convexa (3.34). Sin embargo, aunque el problema no
es aparentemente convexo, es posible relajarlo, como hacen Bengtsson y
Ottersten, para obtener un problema SDP (Semidefinite Program), o bien
transformarlo en un problema SOCP (Second-order Cone Program), como
proponen Wiesel et al. [30]. De esta forma, es posible aplicar las herramien-
tas estándar de optimización convexa a un problema que aparentemente no
lo es.
Por otro lado, el algoritmo de Rashid-Farrokhi et al. converge más rápi-
damente que el propuesto por Bengtsson y Ottersten. Sin embargo, si el
problema original está cerca de no ser feasible, como es el caso de situa-
ciones de alta carga del sistema, la convergencia del algoritmo de Rashid-
Farrokhi et al. se retarda, aumentando el número de iteraciones necesarias
para converger. La formulación SDP, por el contrario, necesita el mismo
número de iteraciones para converger independientemente del escenario y
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de las condiciones del sistema. Puesto que en cada iteración aumenta la
complejidad, este método es más lento en situaciones normales, pero es




para un sistema MIMO
multi-usuario multi-celda
coordinado
El objetivo general de la Tesis es estudiar mecanismos que mejoren el
nivel de interferencia que perciben los usuarios de un sistema Multinodo
B. El primer paso, que coincide con el primer objetivo de este Caṕıtulo,
es plantear un modelo de sistema válido y realista para la arquitectura
Multinodo B. Como se verá, el modelo de sistema elegido coincide con el
de un sistema MIMO multi-usuario multi-celda coordinado (CM3).
A partir de este modelo de sistema, se desarrolla anaĺıticamente el
problema de minimización de potencia y se propone un primer algoritmo
JPCOB que parte de la solución propuesta por Rashid-Farrokhi et al. [33].
Este primer algoritmo JPCOB, utiliza la dualidad entre el problema DL y
su equivalente UL virtual para simplificar el diseño de los beamformers en
transmisión. Por este motivo, se le denomina algoritmo JPCOB-VUL o Vir-
tual uplink-based Joint Power Control and Optimal Beamforming [82–86].
Tras presentar el algoritmo JPCOB-VUL, se analizan aspectos como
la convergencia o la caracterización del óptimo del algoritmo. Además, se
plantea una formulación alternativa para conseguir una implementación
eficiente o de bajo coste del algoritmo.
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Figura 4.1: Arquitectura UMTS convencional.
Finalmente, se estudian los aspectos prácticos de la implementación del
algoritmo JPCOB-VUL en sistemas CM3 y se realizan simulaciones para
caracterizar los parámetros básicos que influyen en el comportamiento del
algoritmo.
4.1. Modelo del sistema MIMO multi-usuario
multi-celda coordinado
En un sistema UMTS convencional, las estaciones base (BSs) se ubican
en el centro de cada celda. La figura 4.1 muestra un sistema UMTS conven-
cional de tres celdas, donde el plan de frecuencias incluye una sectorización
de cada celda en tres sectores.
Un posible modelo de sistema de la arquitectura Multinodo B, con-
sistiŕıa en distribuir espacialmente varias antenas por la celda, y unirlas
mediante un enlace de alta capacidad, como fibra óptica, a la BS central.
Aunque el concepto es diferente, de esta forma se obtendŕıa un modelo de
sistema muy similar al de los sistemas de antenas distribuidas presentados
en el apartado de sistemas MIMO multi-usuario multi-celda coordinados
(ver figura 2.13).
En esta Tesis, el modelo de sistema elegido para caracterizar la arquitec-
tura Multinodo B coincide con las especificaciones de los sistemas MIMO
multi-usuario multi-celda coordinados. Por tanto, a partir de este punto, la
Tesis se centra en el estudio del enlace DL de un sistema W-CDMA CM3.
El modelo de sistema es el siguiente: se considera un sistema W-CDMA
CM3 de K celdas, con BSs ubicadas en el centro de cada celda. Cada
BS dispone de un array de Nt antenas, de forma que en el sistema hay
un total de K · Nt antenas. Las K BSs están unidas mediante un enlace
4.1. Modelo del sistema CM3 119
Figura 4.2: Sistema MIMO multi-usuario multi-celda coordinado.
de alta capacidad, que facilita una cooperación perfecta en datos entre
ellas, es decir, todas las BSs disponen de todas las señales a transmitir a
todos los usuarios, y pueden transmitir coordinadamente a cada usuario,
por ejemplo, mediante un esquema de beamforming multi-base o mediante
un algoritmo de control de potencia centralizado. Sin embargo, las BSs
no pueden cooperar en potencia y cada BS está sujeta a una restricción
individual en la potencia total transmitida, Pmax.
La figura 4.2 muestra un sistema CM3 de K = 3 celdas. En realidad,
los M usuarios del sistema podŕıan ubicarse en cualquier punto del área de
las celdas (ver figura 2.12). Sin embargo, estudios previos de los sistemas
CM3, como [50], muestran que la ganancia por coordinación entre BSs es
más significativa cuando el usuario se encuentra a una distancia similar con
respecto a las K BSs. Otro factor a considerar, es que en esta Tesis interesa
evaluar soluciones JPCOB en entornos donde la potencia de interferencia
sea muy importante.
Por estos motivos, a lo largo de la Tesis se evalúa únicamente el área
compartida por las K celdas del sistema CM3, que se corresponde con la
zona sombreada de la figura 4.2, puesto que en esta zona los usuarios se
ubican más o menos a la misma distancia de todas las BSs, y al mismo
tiempo, la potencia de interferencia que percibe cada usuario debido a la
transmisión coordinada es mucho mayor. De hecho, cada vez que se indique
que existen M usuarios activos en el sistema CM3, si no se especifica lo
contrario, en realidad se está indicando que existen M usuarios distribuidos
sobre la zona sombreada de la figura 4.2.
En este primer análisis de un sistema CM3 se considera un modelo
de sistema simplificado, para poder evaluar parámetros básicos como por
ejemplo, la configuración óptima de un sistema CM3 en términos de número
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de BSs o de número de antenas por BS. Por este motivo, en este Caṕıtulo se
considera que los usuarios activos en el sistema CM3 son usuarios co-canal,
lo que en un sistema CDMA significa que comparten el mismo código de
canalización.
En este punto hay que tener en cuenta una diferencia fundamental entre
los procesos de soft handover y los sistemas CM3. En el enlace DL de los
procesos de soft handover, cada BS viene identificada por un código de
scrambling, pero además, el usuario consume un código de canalización en
cada BS [87].
Por el contrario, en los sistemas CM3, la zona compartida por las BSs
se comporta a todos los efectos como una única celda, de forma que las K
BSs utilizan el mismo código de scrambling, y un usuario consume el mismo
código de canalización en todas las BSs.
A lo largo de este Caṕıtulo, se supone que las BSs del sistema CM3
disponen de conocimiento perfecto del estado del canal por el que van a
transmitir (CSIT perfecta), aunque esta suposición sea en principio poco
realista. En sistemas FDD, las transmisiones UL y DL se realizan sobre
distintas frecuencias, de forma que el enlace UL y el DL se ven afectados
por distintas atenuaciones producidas por el desvanecimiento rápido o fast
fading, mientras que la atenuación por desvanecimiento lento o shadowing, y
las pérdidas de propagación son similares en ambos enlaces. Una manera de
obtener una CSIT perfecta seŕıa suponiendo que existe algún tipo de canal
de realimentación entre cada usuario y cada BS, que permitiŕıa estimar el
canal DL. Por otro lado, puesto que las BSs cooperan perfectamente en
datos, cualquier BS puede disponer de cualquier canal de propagación del
sistema.
Por último, el sufijo mk representa, según sea el caso, el enlace UL o
DL entre el usuario m y la BS k.
4.1.1. Modelo de canal
En W-CDMA, es habitual que los canales sean frequency selective.
Además, en un sistema CM3 hay que tener en cuenta que cada usuario
ve K canales de propagación, uno por cada BS del sistema, y que cada uno
de estos canales podŕıa presentar un Power Delay Profile (PDP)1 diferente.
En un sistema CM3 con propagación multi-camino, existen K·M canales
1En el Power Delay Profile o perfil de retardo, se define la potencia y retardo relativo
de cada contribución o tap respecto a la primera.
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de propagación Hmk, uno por cada par BS-usuario del sistema, donde ca-
da canal Hmk se modela mediante una matriz de dimensiones [L × Nt].
Si Tc es el periodo de chip, y L′mkTc representa el valor máximo del delay
spread entre todos los canales de propagación del sistema, L se define de
forma que L = L′mk. Una suposición bastante habitual es considerar que la
duración de un śımbolo transmitido es mucho mayor que el máximo delay
spread, LTc, de forma que la interferencia entre śımbolos o ISI (Inter-symbol
Interference) se supone nula.
En el caso particular en el que los canales entre cada usuario y cada BS
son canales flat fading, formados por una única contribución multi-camino,
cada usuario recibe su señal deseada a través de K contribuciones multi-
camino independientes, asociada cada una de ellas a una de las BSs del
sistema.
La respuesta al impulso discreta del canal para la contribución multi-
camino l-ésima entre la BS k y el usuario m viene dada por:
hmk,(l) = [Hmk](l,:) =
√
βsβmkαmk(l)amk(θ(l))gmk, (4.1)
donde βs representa el fading debido al shadowing, βmk representa las pérdi-
das de propagación o path loss, αmk(l) es el fading a pequeña escala de la
contribución l-ésima, amk(θ(l)) es la respuesta del array de antenas de la
BS a la señal del usuario incidente en la dirección θ(l) y gmk incluye los
efectos del transmisor y receptor y de la forma del pulso de transmisión.
4.1.2. Enlace DL del sistema
En este apartado, se presenta el modelo de señal del enlace DL del
sistema CM3 desde el punto de vista de cada uno de los usuarios del sistema.
Este modelo de señal se corresponde con una aproximación simplificada del
sistema CM3, donde los M usuarios son usuarios co-canal y los canales de
propagación entre cada BS y cada usuario son canales flat fading constitui-
dos por una única contribución multi-camino. Además, se supone que en
recepción el usuario es capaz de gestionar de alguna forma el asincronismo
de las señales que recibe desde cada una de las BSs. En los Caṕıtulos 5 y 6,
se tratará con más detalle el proceso que tiene lugar en el receptor de cada
usuario para afrontar la naturaleza aśıncrona de las señales procedentes de
las distintas BSs.
En W-CDMA, las señales a transmitir a cada usuario se canalizan me-
diante códigos ortogonales, que comparten el mismo periodo de chip Tc.
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Puesto que los M usuarios del sistema CM3 son usuarios co-canal, todos





donde cm[n] es el código de canalización, p(t) es la forma del pulso banda
base y N es el factor de spreading. En principio, las BSs del sistema CM3
comparten el mismo código de scrambling, por lo que éste se ignora en el
modelo de señal.
Suponiendo que el sistema utiliza una modulación QPSK, la señal que




am[d]cm(t− dT ), (4.2)






2 ] es la señal de información a transmitir al usuario
m, T = NTc es el periodo de śımbolo y E[|um(t)|2] = 1. Las señales am[d]
son a su vez señales de potencia unidad, incorreladas entre śı.
En cada BS, se diseñan beamformers espećıficos para transmitir la señal
CDMA um(t) al usuario m con una potencia pmk. Por tanto, la señal [Nt×1]






pmkum(t), k = 1, . . . ,K, (4.3)
En la expresión anterior, hay que destacar que no es necesario que se re-
alice una asignación previa del usuario m a la BS k, puesto que todas las
BSs transmiten la misma señal um(t) al usuario m. Por otro lado, la po-
tencia total transmitida al usuario m desde una BS k se compone de dos
contribuciones, la asociada al beamformer en transmisión, ||wmk||2, y la
asignada por el mecanismo de control de potencia, pmk, tal y como ocurre
en la referencia de Rashid-Farrokhi et al. (apartado 3.3.2).
En el sistema CM3, cada BS transmite a los M usuarios del sistema. Por
tanto, aunque se considere un escenario flat fading, la señal que recibe un
usuario m es realmente una señal multi-camino, donde cada contribución
se modela con un vector hmk, de dimensiones [1 × Nt], y un retardo de
propagación asociado τmk distinto. Si la variable L representa el máximo
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delay spread que experimenta xk, para todo k, y si el periodo de śımbolo es
mucho mayor que el máximo delay spread, LTc < T , no existe interferencia
entre śımbolos, pero śı interferencia entre chips. Tras el paso por el canal,




hmkxk(t− τmk) + n0m(t), (4.4)
donde n0m(t) representa el ruido térmico en recepción.
En este punto, se supone que el receptor del usuario puede gestionar de
alguna forma el hecho de que las señales procedentes de las distintas BSs
del sistema puedan llegar de forma aśıncrona, ya que, en general, τm1 6=


















que se corresponde con la expresión que se obtendŕıa si los K canales de
propagación llegaran de forma śıncrona al usuario, τm1 = . . . = τmK . El
primer sumando representa la señal de interés, que incluye la transmisión de
todas las BSs del sistema, el segundo sumando se corresponde con el término
de interferencia co-canal, y por el último, el tercer sumando representa el
ruido térmico y una contribución de interferencia de acceso múltiple o MAI
(Multiple Access Interference).
El término de MAI se debe a que el modelo de señal considera M
usuarios co-canal distribuidos en el sistema CM3, pero además, añade la
interferencia MAI que introduce un número indeterminado de usuarios no
co-canal también presentes en el sistema. Esta interferencia MAI se inter-
preta como un pedestal de ruido en recepción.
4.1.3. Modelo matricial del sistema
En este apartado, se presenta el modelo de señal desarrollado en el
apartado anterior desde un punto de vista matricial y discreto. La señal
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Figura 4.3: Diagrama de bloques de un sistema MIMO multi-usuario multi-celda
coordinado.


















donde P es una matriz diagonal a bloques, de dimensiones [MK × M ],
que incluye todas las potencias transmitidas en el enlace DL del sistema,
HTx es una matriz [KNt ×MK] que agrupa a todos los beamformers en
transmisión del sistema, HCh es una matriz [ML×KNt] que contiene todos
los canales de propagación del sistema, V es una matriz [ML×M ] diagonal
a bloques, formada por unos y ceros, y n es la concatenación del término
de ruido térmico y de MAI de los M usuarios del sistema. La figura 4.3
muestra el diagrama de bloques del modelo de señal matricial y discreto
del sistema CM3.
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Las matrices P, HTx, HCh y V presentan una estructura interna que
permite relacionar cada subbloque con la transmisión a un usuario:
P = diag{[p1 . . .pM ]}, (4.7)
HTx = [HTx1 . . .HTxM ], (4.8)




VH = diag{[vH1 . . .vHM ]}, (4.10)
donde HTxm es una matriz diagonal a bloques [KNt × K], HUEm es la
matriz [L×KNt] que contiene todos los canales de propagación que recibe
el usuario m y pm es un vector columna [K × 1] que contiene todas las
potencias transmitidas en DL al usuario m. Por último, vHm es el vector
que caracterizaŕıa el funcionamiento del receptor, y que en este modelo
simplificado, es un vector todo unos de dimensiones [1× L] .
La transmisión coordinada en DL a un usuario m se representa me-
diante la matriz HTxm y el vector pm. Las matrices HTxm contienen los
beamformers diseñados en las K BSs para transmitir al usuario m:
HTxm = diag{[wm1︸︷︷︸
BS1
. . .wmK︸ ︷︷ ︸
BSK
]}, (4.11)
donde wmk es el beamformer en transmisión, [Nt × 1], para el enlace mk
usuario-BS. Por su parte, el vector pm contiene la ráız cuadrada de las
potencias de transmisión DL para el usuario m:
pm = [
√
pm1 . . .
√
pmK ]T . (4.12)
En recepción, la señal recibida por el usuario m es la suma ponderada
(matrices HTx y P) del vector de śımbolos transmitidos sobre el canal
HUEm (4.1):
HUEm = [Hm1 . . .HmK ] =

hm1,(1) · · · hmK,(1)
hm1,(2) · · · hmK,(2)
... · · ·
...
hm1,(L) · · · hmK,(L)
 . (4.13)
Para un usuario m, cada una de las matrices Hmk, k = 1, . . . ,K, de dimen-
siones [L×Nt], se define a partir del PDP del canal mk entre el usuario m
y la BS k correspondiente.
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En el caso particular de canales flat fading, cada usuario del sistema
únicamente recibe K contribuciones multi-camino independientes, de for-
ma que en la matriz HUEm, la mayoŕıa de los elementos seŕıan nulos. En
este caso, lo más adecuado es simplificar la expresión de la matriz HUEm
e incluir únicamente los elementos hmk,(l), k = 1, . . . ,K, no nulos, que
se corresponden con las contribuciones multi-camino asociadas con los re-
tardos de propagación (τm1, . . . , τmK). En el caso general en el que las K
contribuciones multi-camino llegan a cada usuario del sistema en instantes
de tiempo separados, la matriz HUEm (4.13) se reescribe como:
HUEm = diag{[hm1 . . .hmK ]}, (4.14)
donde hmk = hmk,(1), puesto que sólo existe una contribución multi-camino
por cada canal. Además, las dimensiones de las matrices en (4.6) se modi-
fican de forma que L = K.
Por último, la señal a la salida del usuario m puede expresarse en forma
matricial como (4.5):
ym = vHmHUEmHTxPa + nm. (4.15)
4.2. Algoritmo JPCOB-VUL
A la hora de diseñar un algoritmo JPCOB para minimizar la potencia
total transmitida en un sistema CM3, el primer paso es plantearse si alguno
de los algoritmos clásicos propuestos para sistemas convencionales MIMO
multi-usuario admitiŕıa una extensión coordinada sin aumentar con ello
excesivamente la complejidad del algoritmo.
Hay que tener en cuenta que aunque las BSs coordinadas, cuando coope-
ran perfectamente en datos, se pueden interpretar como una única BS donde
las K ·Nt antenas se distribuyen espacialmente en grupos de Nt antenas, las
restricciones de potencia individuales Pmax aplicadas a cada BS, impiden
que las dos situaciones sean totalmente equivalentes.
De entre los algoritmos clásicos presentados en el Caṕıtulo anterior, el
algoritmo de Rashid-Farrokhi et al., se presenta, a priori, como la aproxi-
mación más sencilla de modificar para obtener una solución algoŕıtmica
válida para sistemas CM3. Este algoritmo se formula originalmente para
sistemas TDD y trabaja con usuarios co-canal, puesto que ésta es una de las
interferencias más importantes en los sistemas de comunicaciones móviles
de segunda generación.
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En este Caṕıtulo, el contexto es diferente. El sistema es un sistema
W-CDMA CM3, y la interferencia que van a experimentar los usuarios se
debe a dos factores, a la transmisión coordinada por parte de las BSs, y
al hecho de que los M usuarios considerados por el algoritmo comparten
el mismo código de canalización. Existe otro término de interferencia, de
menor importancia, que se debe a la presencia de más usuarios en el sistema,
asociados con distintos códigos de canalización.
En esta segunda Parte, se presenta la primera solución JPCOB pro-
puesta en la Tesis para minimizar la potencia total transmitida en un sis-
tema W-CDMA CM3. Este algoritmo, denominado JPCOB-VUL o Virtual
uplink-based Joint Power Control and Optimal Beamforming [82–86], es
una extensión de la propuesta de Rashid-Farrokhi et al. [33].
El algoritmo JPCOB-VUL permite que las BSs transmitan de forma
coordinada a cada usuario, de forma que no es necesario que se realice una
asignación previa de usuarios a BSs y se evitan posibles handovers internos
en la zona compartida por las BSs del sistema CM3. Este algoritmo, al igual
que el de referencia de Rashid-Farrokhi et al., es un algoritmo iterativo
que utiliza la dualidad entre el problema DL y su equivalente UL virtual
para simplificar el diseño de los beamformers en transmisión. La iteración
puede dividirse en dos pasos: el cálculo de los beamformers en transmisión
mediante una iteración en el problema UL virtual y un segundo paso de
actualización de las potencias de transmisión en DL.
Siguiendo la referencia, el algoritmo JPCOB-VUL obtiene un beamfor-
mer wmk y una potencia de transmisión pmk para cada enlace BS-usuario
del sistema. Al mismo tiempo, la potencia transmitida en DL para cada
usuario consta de dos contribuciones, una obtenida a partir del control de
potencia y otra introducida por el módulo de cada beamformer. De esta
forma, el problema de minimización de potencia en el sistema W-CDMA
CM3 se formula de la forma habitual: el objetivo es minimizar la poten-
cia total transmitida en DL (es decir, la suma de la potencia transmitida
por todas las BSs), pero asegurando que se alcancen en los M usuarios del
sistema unas QoS determinadas, que se representan en este caso mediante







s.t. SINRDLm ≥ γm, m = 1, . . . ,M. (4.16)
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4.2.1. Beamforming en transmisión
A partir de la expresión de la señal recibida por el usuario m del sistema














donde Hmk = E[hHmkhmk] es el estad́ıstico de segundo orden del canal DL
mk, mientras que σ2m representa la potencia de ruido térmico y MAI en
el usuario. En la expresión anterior, se asume que los canales hmk y hmk′
entre dos BSs distintas, k 6= k′, y el usuario m, están incorrelados gracias a
la separación espacial entre las distintas BSs. Del mismo modo, las señales
ai(t) y am(t) también están incorreladas entre śı.
La solución del problema de beamforming óptimo, definido como aquel
que maximiza la SINR (4.17) en el usuario, implica una búsqueda exhaus-
tiva sobre todos los beamformers wmk que no es inmediata. Sin embargo,
puesto que el algoritmo JPCOB-VUL toma como punto de partida el algo-
ritmo propuesto por Rashid-Farrokhi et al., se sabe que es posible simpli-
ficar este diseño aplicando la dualidad entre el problema DL y su equivalente
UL virtual. Por tanto, el beamformer diseñado por la BS k para transmitir
al usuario m, wmk, se obtiene maximizando la SINR virtual recibida en la













donde puik son las potencias de transmisión UL virtuales. Al igual que en
el algoritmo de Rashid-Farrokhi et al., las matrices de correlación de canal
que se consideran en la expresión anterior se corresponden con las matrices
del enlace DL, mientras que el término de potencia de ruido en recepción
se mantiene igual a la unidad (3.54).
Aunque el algoritmo JPCOB-VUL es una extensión coordinada de la
referencia de Rashid-Farrokhi et al., los beamformers en transmisión se
calculan localmente en cada BS. Por tanto, el diseño de los beamformers en
el algoritmo JPCOB-VUL es una solución distribuida y desde el punto de
vista de coordinación, subóptima.
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4.2.2. Control de potencia
El control de potencia, se encarga de actualizar las potencias UL vir-
tuales, pumk, y las potencias DL, pmk, para cada enlace mk usuario-BS del
sistema.
A partir de las soluciones JPCOB clásicas presentadas en el Caṕıtulo 3,
se sabe que la potencia mı́nima transmitida en el enlace DL del sistema
se consigue cuando todos los usuarios alcanzan con igualdad los valores
de SINR establecidos como QoS, es decir, cuando se cumple la siguiente
relación:
SINRDLm = γm, m = 1, . . . ,M, (4.19)
donde la SINR en DL se corresponde con la formulada en (4.17).
La expresión de la SINR en DL (4.17) considera todas las potencias de
transmisión pmk para todos los enlaces BS-usuario del sistema. Además,
se observa que para calcular la SINR en DL para un determinado usuario
m, se necesitan conocer los canales de propagación entre las K BSs y este
usuario. Esto indica que el control de potencia en el enlace DL requiere una
implementación centralizada, al contrario que el diseño de los beamformers.
Utilizando un sencillo cambio de notación en los sub́ındices mk aso-
ciados a las potencias de transmisión, a los beamformers y a las matri-
ces de canal, es posible expresar de forma sencilla y unificada la actuali-
zación de las potencias en el enlace DL. Tomando como punto de partida la
primera BS, k = 1, sus M potencias de transmisión pi1 se renombran según
pi1 → pj , j = 1, . . . ,M . De la misma manera, las M potencias de la segunda
BS se renombran como pi2 → pj , con j = M + 1, . . . , 2M . Generalizando,





 j = (k − 1)M + m,
con k = 1, . . . ,K, y m = 1, . . . ,M .
Con la nueva notación, la igualdad (4.19), teniendo en cuenta la expre-
sión de la SINR en el enlace DL (4.17), se expresa de forma simple para un
usuario m según:∑
j
pjwHj Hjwj = γm
∑
n
pnwHn Hjwn + γmσ
2
m, (4.20)
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donde el ı́ndice j indexa los términos de señal deseada, j = (k−1)M+m con
k = 1, . . . ,K, mientras que el ı́ndice n se utiliza para indexar los términos
de interferencia, n = (k − 1)M + i, para k = 1, . . . ,K, i = 1, . . . ,M , e
i 6= m.
Si definimos el vector de potencias transmitidas en el enlace DL como
un vector columna de dimensiones [KM × 1]:
p = [p1 . . . pM︸ ︷︷ ︸
BS1
. . . p(K−1)M+1 . . . pKM︸ ︷︷ ︸
BSK
]T , (4.21)
la ecuación de la actualización de potencias (4.20) puede expresarse de
forma multi-usuario y matricial según:
Dp = Fp + u. (4.22)
En la expresión anterior, la matriz D es una matriz [M × KM ], que
contiene los términos de potencia media de señal deseada recibidos por cada
usuario. Esta matriz presenta una estructura de K matrices diagonales Dk
de dimensiones [M ×M ], cuyos elementos no nulos son:
D =
[





j Hjwj . (4.24)
El ı́ndice j se relaciona con la BS k y el usuario m mediante la relación
j = (k − 1)M + m.
De la misma manera, la matriz F, [M ×KM ], contiene un valor esca-
lado de la potencia media de interferencia co-canal. Esta matriz también









γmwHn Hjwn, m 6= i,
0, m = i.
(4.26)
El ı́ndice j se relaciona con la BS k y el usuario m mediante la relación
j = (k − 1)M + m, mientras que el ı́ndice n se relaciona con la BS k y el
usuario i a través de n = (k − 1)M + i, siendo i 6= m.
Por último, el vector u incluye un valor escalado de la potencia de ruido
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La expresión de actualización de las potencias, (4.22), es una expresión
que se corresponde con una iteración de Jacobi (apéndice A, apartado A.2),
de forma que las potencias óptimas de transmisión se obtienen iterando:





donde nit es el número de la iteración correspondiente.
De nuevo, hay que tener en cuenta que el algoritmo JPCOB-VUL es una
extensión de la propuesta de Rashid-Farrokhi et al.. El algoritmo JPCOB-
VUL no comprueba en un primer paso que el problema de minimización
de potencia sea feasible para el conjunto de valores umbrales de SINR,
(γ1, . . . , γM ), establecidos para cada usuario (por feasible se entiende la
situación en la que el problema de minimización de potencia tiene solución
y el vector de potencias que se obtiene para el enlace DL es estrictamente
positivo). Por este motivo, necesita actualizar las potencias DL de forma
iterativa y no en un único paso como ocurre en la aproximación de Schubert
y Boche:
p = (I−D†F)−1D†u.
Sin embargo, si el problema es feasible, las dos expresiones para obtener las
potencias de transmisión en el enlace DL son equivalentes.
La actualización de las potencias UL virtuales está relacionada con el
diseño de los beamformers en transmisión. Puesto que el algoritmo JPCOB-
VUL mantiene un diseño local de los beamformers, la actualización de estas
potencias se realiza también de forma distribuida en cada BS, mediante un
control de potencia clásico distribuido, como el propuesto en [88]. En el
apartado 4.2.6 de caracterización del óptimo del algoritmo JPCOB-VUL,
se explica por qué no es posible, en principio, seguir el ejemplo del algoritmo
de referencia de Rashid-Farrokhi et al. y obtener una expresión similar a
(4.22) que represente en forma matricial y multi-usuario la actualización
de todas las potencias UL virtuales del sistema.
4.2.3. Solución algoŕıtmica
El algoritmo JPCOB-VUL es un algoritmo iterativo. En cada iteración,
se calculan los beamformers en transmisión en el enlace UL virtual y se
actualizan las potencias DL y UL virtuales.
Los pasos del algoritmo JPCOB-VUL para cada iteración nit seŕıan:
1. Inicializar las potencias UL virtuales, puj (0), y las potencias DL, pj(0),
para todos los enlaces del sistema, j = 1, . . . ,KM , con valores positivos.
132 Algoritmo JPCOB-VUL para un sistema CM3
2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Calcular los beamformers subóptimos en transmisión
wj para cada enlace j = 1, . . . ,KM , maximizando para cada enlace
la SINR recibida en el UL virtual:















donde n toma M −1 valores relacionados con j de la siguiente forma:
si j = (k − 1)M + m, entonces n = (k − 1)M + i con i = 1, . . . ,M , e
i 6= m. Esto es debido a que en el UL virtual, los usuarios interferentes
del enlace j-ésimo son los restantes M−1 enlaces asociados a la misma
BS k.






j (nit)hj , (4.30)
donde la matriz Φj(nit) es la matriz de correlación de la señal recibida
en el UL virtual del enlace j:
Φj(nit) = puj (nit)Hj +
∑
n
pun(nit)Hn + I. (4.31)
2.2. Control de potencia, enlace UL virtual. Las potencias UL vir-
tuales, puj , se actualizan para cada enlace, j = 1, . . . ,KM , mediante
un control de potencia clásico distribuido [88]:




donde SINRV Uj (nit) es la SINR en el UL virtual dada en la ecuación
(4.18), pero considerando las potencias UL virtuales y los beamfor-
mers de la iteración correspondiente:












En la expresión anterior, los ı́ndices j y n cumplen j = (k−1)M +m,
n = (k − 1)M + i, siendo i = 1, . . . M , e i 6= m.
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Puesto que el algoritmo JPCOB-VUL mantiene la estructura dis-
tribuida de la iteración en el enlace UL virtual, la actualización de
las potencias UL virtuales se realiza como en el algoritmo de Rashid-
Farrokhi et al., pero de forma independiente en cada BS. De hecho,
si se expresa (4.32) en forma matricial, y por separado en cada BS,
se obtienen K ecuaciones del tipo (3.55).
2.3. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:





donde las matrices D(nit) y F(nit) se obtienen considerando los beam-
formers en transmisión correspondientes a la iteración nit, y (·)†
representa la pseudo-inversa definida como D† = (DTD)−1DT (la
matriz D es una matriz real).
La ecuación de actualización de potencias DL, (4.33), admite una for-
mulación mediante la descomposición SVD de la matriz D(nit). Si esta
descomposición se expresa como (suponiendo que esta matriz es de rango





la ecuación de actualización de potencias DL podŕıa expresarse como [82]:










donde nit representa la iteración correspondiente del algoritmo.
En principio, la descomposición SVD tiene el mismo coste computa-
cional que realizar la inversa de una matriz. Sin embargo, la matriz D es
dispersa (sólo los elementos de la diagonal de cada submatriz Dk son no
nulos), con lo que se minimiza el coste computacional de realizar la des-
composición SVD de una matriz de dimensiones [M ×KM ]. Además, en el
siguiente apartado se demuestra cómo la estructura de la matriz D, junto
con su descomposición SVD, permite obtener una expresión computacional-
mente eficiente para calcular la pseudo-inversa de D.
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4.2.4. Versión eficiente
La estructura de la matriz D, permite expresar la actualización de las
potencias DL mediante la descomposición SVD (4.34). Un estudio más de-
tallado de las propiedades de la matriz D, formada por bloques de matrices
diagonales, permite además reducir drásticamente el número de operaciones
necesarias para realizar el cálculo de la pseudo-inversa en (4.33). De esta
forma, es posible obtener una versión computacionalmente eficiente del al-
goritmo JPCOB-VUL [84].
La descomposición SVD de la matriz D se define ahora como:
D = BΛCT , (4.35)
donde B es una matriz unitaria [M ×M ] de vectores singulares izquierdos,
Λ es una matriz [M ×KM ] que contiene los valores singulares y C es una
matriz unitaria [KM ×KM ] que contiene los vectores singulares derechos.
Debido a la estructura de la matriz D, el producto DDT es una matriz
[M ×M ] diagonal, por lo que la matriz de vectores singulares izquierdos B
resulta ser la matriz identidad, como muestra la siguiente relación:
DDT = BΛCTCΛBT = BΛ2BT = Λ2. (4.36)
Por tanto, teniendo en cuenta que B = I, la descomposición SVD de
(4.35) se reescribe como:
D = ΛCT . (4.37)
En la expresión anterior, la matriz Λ es una matriz [M × KM ] con
elementos nulos excepto en el primer bloque [M ×M ], que es diagonal, es
decir, Λ = [Λ̃|0], mientras que la matriz C es una matriz de dimensiones
[KM ×KM ]. La descomposición (4.37) puede escribirse finalmente como:
D = ΛCT = [Λ̃M×M |0M×(K−1)M ][C̃KM×M |Ĉ]T = Λ̃C̃T . (4.38)
Por otro lado, teniendo en cuenta que la matriz C es unitaria, CCT =
I, la pseudo-inversa de la matriz D puede calcularse a partir de (4.37)
mediante:
D† = CΛ†.
Desarrollando esta expresión como en (4.38), se obtiene:
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donde la matriz Λ̃−1 se calcula invirtiendo cada uno de los elementos de la
diagonal de Λ̃.
Volviendo a la expresión (4.38), la matriz de vectores singulares puede
expresarse como
C̃ = DT Λ̃−1,
de forma que la ecuación (4.39) se resume en:
D† = DT Λ̃−2. (4.40)
Por último, sustituyendo (4.40) en (4.33), la actualización de potencias
DL se realiza mediante:





Aunque la matriz Λ̃ es el primer bloque [M×M ] de la matriz de valores
singulares, esta matriz está directamente relacionada con la matriz diagonal
DDT , tal y como se deduce de la relación (4.36):
DDT = Λ2 = [Λ̃M×M |0M×(K−1)M ][Λ̃M×M |0M×(K−1)M ]T = Λ̃2, (4.42)
es decir, la matriz Λ̃2 contiene los valores propios de la matriz diagonal
DDT . Por tanto, para calcular la pseudo-inversa de D, primero se obtiene
Λ̃2 calculada como DDT , y después se calcula Λ̃−2 invirtiendo cada uno de
los elementos de la diagonal de Λ̃2. De esta forma, para calcular la pseudo-
inversa de la matriz D no es necesaria ni la descomposición SVD ni ninguna
inversión de matrices.
4.2.5. Convergencia del algoritmo
El algoritmo JPCOB-VUL es una extensión del algoritmo propuesto
por Rashid-Farrokhi et al. [33]. Por tanto, la demostración de la convergen-
cia del algoritmo JPCOB-VUL es similar a la del algoritmo de referencia,
exceptuando el hecho de que ahora todas las BSs transmiten a todos los
usuarios y en el problema de optimización hay que considerar los K · M
enlaces del sistema.
El algoritmo JPCOB-VUL es una extensión subóptima del algoritmo de
referencia, porque en un contexto de coordinación entre BSs mantiene un
diseño local de los beamformers en transmisión. Sin embargo, el algoritmo
JPCOB-VUL es óptimo desde el punto de vista local de cada BS, puesto
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que los beamformers se diseñan para maximizar la SINR recibida en el UL
virtual de cada usuario.
En principio, los pasos de diseño de los beamformers y de actualización
de las potencias UL virtuales, expresiones (4.29) y (4.32), respectivamente,
coinciden con los del algoritmo de referencia de Rashid-Farrokhi et al.. Sin
embargo, en el algoritmo JPCOB-VUL el diseño de los beamformers y de
las potencias UL virtuales se realiza de forma distribuida para cada BS.
Por tanto, los beamformers en transmisión y las potencias UL virtuales
convergen a valores estables, y en teoŕıa óptimos, de forma independiente
en cada BS, es decir, la convergencia de la iteración sobre el problema UL
virtual se evalúa de forma independiente en cada BS.
Si se reescribe la iteración de las potencias UL virtuales en una BS
k determinada de forma similar a (3.55), la matriz de ganancia en el UL
virtual para esa BS determinada, [DkFk], converge a una matriz constante
cuyo radio espectral cumple:
ρ(DkFk) < 1.
Esta condición asegura que la iteración de las potencias UL virtuales, que
se trata en realidad de una iteración de Jacobi (apéndice A, apartado A.2),
converge para cualquier valor inicial de las potencias UL virtuales.
La convergencia de la iteración de actualización de las potencias en DL
se demuestra de una forma ligeramente distinta. Para que la iteración DL
converja es necesario que la iteración de los beamformers y de las potencias
en el UL virtual converja de forma independiente en cada BS. Una vez
se tienen unos beamformers en trasmisión óptimos para cada enlace, si la
matriz de ganancia DL, [D†F], obtenida a partir de (4.23) y (4.25), converge
a una matriz constante y cumple la condición:
ρ(D†F) < 1, (4.43)
la iteración de actualización de las potencias DL (4.33), que de nuevo es una
iteración de Jacobi, converge al óptimo a partir de cualquier valor inicial
del vector de potencias DL. La relación anterior sobre el radio espectral de
la matriz de ganancia DL es lo que se denomina en esta Tesis condición
de feasibility teórica del algoritmo JPCOB-VUL o equivalentemente, del
problema de minimización de potencia: si esta relación se cumple, el proble-
ma de minimización de potencia tiene solución y las potencias DL óptimas
son valores positivos.
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Por el Teorema de Perron-Frobenius (apéndice A, apartado A.1), las
condiciones planteadas sobre el radio espectral de las matrices de ganancia
en el enlace DL y UL virtual requieren que estas matrices sean irreducibles.
En principio, si los canales entre los usuarios y las BSs no siguen una estruc-
tura espećıfica, estas matrices no seŕıan ni periódicas ni reducibles. Además,
las situaciones en las que todos los usuarios del sistema se interfieren mu-
tuamente, aseguran que la matriz de ganancia DL sea irreducible [80].
4.2.6. Caracterización del óptimo
En este apartado, el objetivo es demostrar que la potencia total trans-
mitida en el enlace DL, definida como la suma de las potencias transmitidas
por cada BS, es la mı́nima posible.
Por otro lado, también interesa aclarar por qué el algoritmo JPCOB-
VUL, que en teoŕıa es una extensión para sistemas CM3 del algoritmo de
Rashid-Farrokhi et al., mantiene un diseño local de los beamformers en
transmisión, en lugar de aprovechar la cooperación en datos de las BSs y
diseñar un beamformer multi-base con pesos [KNt × 1] para cada usuario.
Diseño multi-base de los beamformers
Una extensión del algoritmo de referencia de Rashid-Farrokhi et al.,
incluyendo un diseño multi-base de los beamformers en transmisión, ten-
dŕıa que calcular M beamformers wm, que contendŕıan los pesos de cada
beamformer en todas las BSs:
wm = [wHm1 . . . w
H
mK ]
H , m = 1, . . . ,M.
Estos beamformers multi-base se diseñaŕıan a partir de un problema UL
virtual coordinado, donde la SINR recibida en el UL virtual para el usuario







i wHmHiwm + wHmwm
, (4.44)
donde las matrices de correlación de canal Hm se obtendŕıan a partir de
los canales totales de cada usuario:
Hm = E[hHmhm],
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definidos de forma similar a wm:
hm = [hm1 . . . hmK ].
Este diseño multi-base de los beamformers asignaŕıa una única potencia
UL virtual para cada usuario en el sistema, independientemente de que el
algoritmo de asignación de potencias en DL (4.33) asigne una potencia de
transmisión para cada enlace mk usuario-BS en el sistema.
La cuestión es cómo afectaŕıa este hecho a la convergencia del algoritmo.
En el algoritmo de referencia de Rashid-Farrokhi et al., se demuestra que la
potencia total transmitida en DL es mı́nima, porque coincide con una suma
ponderada de las potencias UL virtuales (3.57), que son las mı́nimas posi-
bles. Con la introducción del diseño multi-base de los beamformers a partir









La expresión anterior implica considerar una única potencia en DL para
cada usuario m, o lo que es lo mismo, las BSs estaŕıan cooperando en
potencia, actuando como una única BS, y no se cumpliŕıa la restricción en
potencia transmitida por BS.
Diseño local de los beamformers
Este es el caso del algoritmo JPCOB-VUL. El hecho de diseñar los
beamformers de forma local en cada BS permite tener, para un usuario m,
distintas potencias en el problema UL virtual, (pum1, . . . , p
u
mK).
De esta forma se asegura que la iteración UL virtual, en el punto óptimo,









pmk||wmk||2, k = 1, . . . ,K.
Esta aproximación local permite asignar al usuario distintas potencias DL
desde cada BS, (pm1 6= . . . 6= pmK), con lo que se mantiene la restricción
en potencia transmitida por BS. Resumiendo, el diseño local de los beam-
formers aumenta los grados de libertad con respecto a la solución con un
diseño multi-base de los beamformers.
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Algoritmo JPCOB-VUL semi-coordinado
Sin embargo, es posible incluir un cierto grado de coordinación entre
BSs en el problema UL virtual, obteniendo una versión semi-coordinada del
algoritmo JPCOB-VUL. Esta modificación continúa siendo una alternativa
subóptima desde el punto de vista de coordinación, puesto que mantiene
un diseño local de los beamformers y solamente introduce la coordinación
en el paso de actualización de las potencias UL virtuales [84].
Siguiendo un procedimiento similar al del enlace DL, se puede obtener
una expresión matricial compacta para la actualización de las potencias
UL virtuales. La idea es modificar la expresión de la SINR en el enlace
UL virtual (4.18), incluyendo un sumatorio de todas las contribuciones
en las BSs para un determinado usuario m. De esta forma, la ecuación
de actualización de las potencias UL virtuales puede escribirse en forma
matricial y multi-usuario como:
Dp = F̃p + ũ, (4.45)
donde p se define como en (4.21) pero para las potencias UL virtuales. La
matriz F̃ de interferencias, de dimensiones [M ×KM ], sigue presentando
una estructura de K matrices F̃k de dimensiones [M ×M ]:
F̃ =
[





γmwHj Hnwj , m 6= i,
0, m = i,
donde los ı́ndices j y n se relacionan con los ı́ndices k y m como en (4.20).
Sin embargo, a partir de (4.18) se observa que el vector ũ no es único para
el usuario m, depende de los ı́ndices k y m. Por tanto, para obtener una
expresión única, en el vector ũ sólo se considera, para cada usuario, el valor
máximo del módulo de sus beamformers (el caso peor desde el punto de
vista de potencia transmitida):
ũ =
[
γ1||w1||2 . . . γM ||wM ||2
]T
, (4.47)
donde el vector wm, m = 1, . . . ,M , se corresponde con el beamformer de
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con j = (k − 1)M + m, k = 1, . . . ,K. Aprovechando la similitud entre la
notación de los problemas (4.45) y (4.22), la solución iterativa de (4.45) se
expresa como:





Los pasos del algoritmo JPCOB-VUL semi-coordinado para cada ite-
ración nit seŕıan:
1. Inicializar las potencias UL virtuales, puj (0), y las potencias DL, pj(0)
para todos los enlaces del sistema, j = 1, . . . ,KM , con valores positivos.
2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Calcular los beamformers subóptimos en transmisión
wj para cada enlace j = 1, . . . ,KM , maximizando para cada enlace
la SINR recibida en el UL virtual, con las potencias UL virtuales
correspondientes a la iteración nit.












donde n representa a los enlaces interferentes del enlace j-ésimo, que
se corresponden con los M −1 enlaces restantes asociados a la misma
BS k: si j = (k−1)M+m, entonces n = (k−1)M+i, con i = 1, . . . ,M ,
e i 6= m.
2.2. Control de potencia, enlace UL virtual. Las potencias UL vir-
tuales p se actualizan mediante la expresión (4.48),





donde las matrices D(nit), Λ̃−2(nit), F̃(nit) y el vector ũ(nit) se
obtienen a partir de las expresiones (4.23), (4.42), (4.46) y (4.47),
respectivamente, pero considerando los beamformers en transmisión
correspondientes a la iteración nit.
2.3. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante (4.41):
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donde las matrices D(nit), Λ̃−2(nit) y F(nit) se obtienen a partir
de las expresiones (4.23), (4.42) y (4.25), respectivamente, pero con-
siderando los beamformers en transmisión correspondientes a la ite-
ración nit. El vector u se calcula mediante la expresión (4.27).
Por último, hay que destacar que las modificaciones introducidas en
el algoritmo JPCOB-VUL para plantear esta versión semi-coordinada no
afectan a las propiedades de convergencia del algoritmo, que siguen siendo
las presentadas en el apartado 4.2.5.
4.3. Aspectos prácticos del algoritmo
JPCOB-VUL
Antes de analizar mediante simulaciones la potencia total transmiti-
da en el sistema, parece lógico pensar que los sistemas CM3 transmiten
más potencia que los sistemas de comunicaciones convencionales sin coor-
dinación como UMTS, donde se contempla una asignación de usuarios a
BSs.
Recientemente, en [68] se propone el problema de minimización de po-
tencia en un sistema CM3. Los autores de [68], demuestran que para un
sistema CM3 sin restricciones de potencia de ningún tipo, la mı́nima poten-
cia total transmitida en el sistema se consigue cuando sólo una BS transmite
a cada usuario, es decir, cuando no existe coordinación entre las BSs. En
este caso, es necesario implementar algún tipo de esquema de asignación
de usuarios a BSs.
Una de las ventajas de los sistemas CM3, es que no necesitan una asig-
nación previa de usuarios a BSs, porque todas las BSs transmiten a to-
dos los usuarios. En este punto, la complejidad del sistema se reduce con
respecto a otros algoritmos JPCOB propuestos para sistemas no coordi-
nados [90, 91], que incluyen en el problema de optimización la asignación
de usuarios a BSs. Además, la transmisión coordinada permite eliminar
posibles handovers internos en la zona compartida por las BSs del sistema.
Por otra parte, la transmisión coordinada puede ser perjudicial en al-
gunos casos, por ejemplo, cuando alguno de los canales de propagación
entre un usuario y las K BSs del sistema presenta unas pérdidas de propa-
gación elevadas o un desvanecimiento pronunciado del canal. En este caso
concreto, siguiendo el comportamiento del algoritmo, la BS correspondiente
aumentaŕıa la potencia pj asociada a ese enlace para cumplir con la SINR
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requerida en el usuario, aumentando al mismo tiempo la potencia de inter-
ferencia transmitida a los M−1 usuarios restantes. En la siguiente iteración
del algoritmo JPCOB-VUL, el vector de pesos asociado a ese enlace podŕıa
conformarse erróneamente debido al bajo valor del estad́ıstico Hj en (4.29).
Esto conllevaŕıa un aumento progresivo de la potencia UL virtual asociada
a este enlace, puj , para cumplir con (4.32), puesto que la SINR asociada con
ese usuario en el problema UL virtual seŕıa muy baja. Todo este proceso,
acabaŕıa afectando al diseño del resto de beamformers de la misma BS.
En este escenario, se añade al algoritmo JPCOB-VUL un esquema de
selección de enlaces activos. Este esquema, a partir de un determinado
parámetro, decide qué enlaces, del total de los K · M disponibles en el
sistema CM3, se encuentran activos en cada momento.
En un primer momento, la introducción del esquema de selección de
enlaces activos se debió a la necesidad de mejorar las prestaciones del al-
goritmo JPCOB-VUL, eliminando los enlaces que a priori, según un de-
terminado parámetro, parećıan empeorar las prestaciones del sistema. Sin
embargo, a medida que avanza en la Tesis el análisis de las prestaciones de
los algoritmos JPCOB, se observa que el esquema de selección de enlaces
activos es una técnica eficiente para evaluar las prestaciones de los distin-
tos algoritmos frente a diferentes grados de coordinación entre las BSs del
sistema CM3.
Desde otro punto de vista, un esquema de selección de enlaces activos
puede interpretarse como una técnica de scheduling multi-base centralizada.
En [75], también se proponen técnicas de scheduling multi-base distribuidas
para sistemas CM3. Sin embargo, el objetivo de la referencia [75] es maxi-
mizar el sum-rate del sistema CM3 y por este motivo, cada BS transmite
a un único usuario a máxima potencia.
Hay que destacar que el objetivo del esquema de selección de enlaces
activos no es, en ningún momento, realizar una asignación óptima de usua-
rios a BSs dentro de un sistema CM3. Hasta la fecha, ningún autor ha
propuesto una solución para el problema conjunto de minimización de po-
tencia y asignación óptima de usuarios a BSs en sistemas CM3. En [68]
se realiza una primera aproximación a la solución. Sin embargo, en esta
referencia, los autores utilizan el hecho de que según las condiciones de su
sistema, la mı́nima potencia total transmitida se consigue cuando una única
BS transmite a cada usuario, para realizar la asignación de usuarios a BSs
mediante el algoritmo clásico de [43].
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En esta Tesis, se proponen dos esquemas de selección de enlaces ac-
tivos, que dan lugar a lo que se ha denominado como entorno Coordinado
I y entorno Coordinado II del algoritmo JPCOB-VUL. Estos esquemas se
presentan desde un punto de vista teórico, y se asume que se dispone de
los canales de realimentación necesarios para llevarlos a la práctica.
Desde el punto de vista de programación del algoritmo JPCOB-VUL,
los esquemas de selección de enlaces activos se implementan en la iteración
de las potencias DL, (4.33), donde simplemente se anulan los beamformers
en transmisión asociados a los enlaces inactivos del sistema CM3. Estos
esquemas, no afectan a los pasos de la iteración UL del algoritmo por el
siguiente motivo: la iteración UL comprende el diseño de los beamformers
(4.29) y la actualización de las potencias UL virtuales (4.32), pero se resume
en un único paso, que es el de obtener los beamformers en transmisión de
cada usuario. Cuando se anula un enlace en el UL virtual, en realidad, lo que
sucede es que en el diseño del beamformer en transmisión se está dejando
de considerar una interferencia que śı que está presente en el enlace DL,
por lo que el beamformer en transmisión se conforma erróneamente.
Los esquemas de selección de enlaces activos pueden interpretarse co-
mo una matriz de activación Hact, de dimensiones [M × K], donde cada
elemento de la matriz [Hact](m,k) se asocia con el enlace entre la BS k y
el usuario m y toma el valor 1 cuando el enlace está activo o 0 cuando el
enlace no lo está. Por tanto, cuando el algoritmo llega a la actualización de
potencias DL de (4.33), cada beamformer en transmisión wmk se multiplica
por el elemento correspondiente de la matriz de activación [Hact](m,k). Este
punto de vista es el que se utiliza en [75] para plantear el sistema CM3
como un grafo.
Algoritmo JPCOB-VUL: entorno Coordinado I
En el entorno Coordinado I del algoritmo JPCOB-VUL, la selección de
enlaces activos en el sistema CM3 se realiza de forma similar a los procesos
de soft handover. La idea es que de las K BSs del sistema CM3, sólo van a
transmitir a cada usuario aquellas que se encuentren incluidas en su Active
Set (AS) [87].
Para generar el AS de un determinado usuario, éste monitoriza conti-
nuamente la potencia que recibe de los canales piloto transmitidos por las K
BSs. Previamente, el sistema establece un parámetro, denominado ventana
de AS o Active Set Window (ASW) y medido en dB, que funciona como
umbral de activación de los enlaces.
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Para formar un AS de BSs, el usuario compara las potencias de los
K canales piloto, uno por cada BS, y establece como valor de referencia
la potencia máxima recibida. Teniendo en cuenta el valor del parámetro
ASW, establece una ventana de activación de enlaces, fijando un umbral
mı́nimo de activación al restar al valor de referencia el valor del ASW. El
AS de BSs para ese usuario, estará constituido entonces por todas las BSs
cuya potencia de canal piloto quede entre el valor de referencia y el umbral
mı́nimo fijado por el parámetro ASW.
Por tanto, esta técnica depende de las condiciones de propagación de
cada enlace del sistema, y a priori, va a eliminar los enlaces que presenten
mayores pérdidas. La ventaja de esta técnica, es que el valor de la ventana
de AS es un valor establecido a nivel de sistema. Esto podŕıa aprovecharse
para reconfigurar el sistema CM3 de forma dinámica (por ejemplo, modifi-
cando el valor de ASW, el algoritmo JPCOB-VUL puede adaptarse auto-
máticamente a distintas cargas de tráfico y requerimientos de QoS).
Por último, hay destacar que esta técnica genera un AS de BSs por cada
usuario del sistema, según sean las condiciones de los canales de propagación
de cada usuario. Por tanto, para un mismo instante de tiempo, puede haber
usuarios que sólo reciban su señal deseada desde una BS, y otros usuarios
que estén recibiendo su señal deseada hasta de K BSs de forma coordinada.
Algoritmo JPCOB-VUL: entorno Coordinado II
En este segundo entorno de coordinación del algoritmo JPCOB-VUL, el
parámetro que determina qué enlaces se consideran activos, es el módulo de
los beamformers de cada enlace. La idea es que transmitan a cada usuario
sólo aquellas BSs cuyo beamformer, en módulo, supere un valor prefijado.
De esta forma, se eliminan los enlaces que a priori, no contribuyen signi-
ficativamente a la SINR recibida en el usuario.
La ventaja de este esquema de activación es que requiere una imple-
mentación puramente en transmisión, y por tanto, no se necesita que el
usuario realimente a las BSs ningún tipo de información.
Por otro lado, la desventaja de este esquema es que el valor de activación
de los enlaces, es decir, el valor mı́nimo del módulo de los beamformers,
depende en gran medida de las condiciones del sistema, y por tanto, es un
valor cŕıtico y puede ser complejo de establecer.
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4.4. Prestaciones del algoritmo JPCOB-VUL
En este apartado, se evalúan las prestaciones del algoritmo JPCOB-
VUL en un sistema W-CDMA CM3 con K BSs y un determinado número
de usuarios, de los que M son usuarios co-canal, distribuidos uniformemente
sobre la zona sombreada de la figura 4.2.
El objetivo es evaluar el comportamiento de esta primera propuesta de
algoritmo JPCOB en un entorno donde el nivel de potencia interferente es
muy elevado, y donde en principio el algoritmo debeŕıa verse muy limitado,
tanto por el diseño local de los beamformers como por las restricciones de
potencia transmitida por cada BS.
El entorno elegido para programar el algoritmo y simular sus presta-
ciones es el programa MATLAB. En un primer paso, se simula el sistema
W-CDMA CM3 de una forma realista, prestando especial atención a la ge-
neración de los canales de propagación conforme al estándar UMTS. Poste-
riormente, se implementan todos los bloques correspondientes al algoritmo
JPCOB-VUL y se pasa a evaluar puntos concretos de su comportamiento.
En general, este Caṕıtulo se centra en plantear un modelo de sistema
y un algoritmo JPCOB válido para la arquitectura Multinodo B. Por este
motivo, las simulaciones intentan reproducir lo más fielmente posible un
sistema CM3 según los parámetros del estándar UMTS.
4.4.1. Modelo de sistema
Para evaluar y comparar las prestaciones del algoritmo JPCOB-VUL, se
simulan dos modelos de sistema, representados en la figura 4.4. El primer
modelo se corresponde con un sistema CM3 como el representado en la
figura 4.2, aunque sólo se muestra la zona compartida entre las BSs. El
segundo modelo de sistema, representa una celda sectorizada convencional.
Estos dos tipos de sistema se caracterizan de forma que sean totalmente
equivalentes. Por ejemplo, si el sistema CM3 dispone de K = 3 BSs trans-
mitiendo coordinadamente, la celda convencional se divide en 3 sectores, y
en cada uno de ellos se ubica un array de antenas con el mismo número de
antenas que las que dispone cada BS del sistema CM3. Al mismo tiempo,
si cada BS del sistema CM3 está sujeta a una restricción de potencia Pmax,
esta misma restricción se impone a cada uno de los arrays de antenas ubi-
cados en la celda convencional. Para simplificar la notación, a los arrays de
antenas de la celda convencional también se les denomina BSs.
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Figura 4.4: Ejemplo de (a) un sistema CM3 con K = 3 BSs y (b) una celda
sectorizada convencional sin coordinación con un array de Nt antenas en cada
sector.
Para generar el canal de propagación hmk, es necesario definir los pará-
metros celulares de distancia entre usuario-BS o las direcciones de llegada
o DOAs (Direction of Arrival) de las contribuciones del canal.
Los parámetros comunes a los dos sistemas de la figura 4.4 son el radio
de la celda R y la altura del hexágono h. El radio de la celda se fija en
350 metros, para conseguir una distancia entre emplazamientos 2h de 600
metros.
Los usuarios se ubican en el sistema mediante una rejilla rectangular.
Esta rejilla tiene una capacidad máxima, sin repetir posiciones, de 51 usua-
rios en el caso de la configuración de sistema CM3, y de 50 usuarios para
la configuración convencional.
La figura 4.5 representa la rejilla en el caso de tener un sistema CM3
de K = 3 BSs. En este caso, no existe sectorización, puesto que las BSs
transmiten coordinadamente a todos los usuarios y no se realiza ninguna
asignación previa de usuarios a BSs.
Por otro lado, la figura 4.6 muestra el caso equivalente de tener tres
BSs o arrays de antenas en la configuración central, una por sector. En
esta configuración, la asignación de usuarios a BSs se realiza simplemente
por posición, es decir, los usuarios que están ubicados en un sector, reciben
su señal deseada desde la BS de ese sector. En el caso de tener usuarios
cercanos al borde de un sector, la asignación de BS se realiza de forma
aleatoria.
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Figura 4.6: Celda sectorizada convencional, K = 3 BSs centrales.
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Para definir la posición de cada usuario en el sistema, se establece un
sistema de coordenadas rectangular cuyo origen se encuentra en el centro
de la celda, de forma que cada posición sobre la rejilla queda definida por
unas coordenadas (x, y). La separación en los ejes x e y entre coordenadas
es de R/4 y h/4, respectivamente.
Para añadir más flexibilidad a la rejilla rectangular, una vez escogida la
posición del usuario sobre la rejilla, se le añade un desplazamiento aleatorio
de [±R/16,±h/16] a la posición elegida. De esta forma, la distancia entre




(x1 − x2)2 + (y1 − y2)2.
En cuanto al procedimiento utilizado para ubicar a los usuarios sobre
la rejilla, los programas pueden ubicarlos de forma aleatoria sobre todo el
sistema o bien, de forma aleatoria dentro de un sector (en el caso del sistema
CM3, existiŕıa una división imaginaria en sectores, sólo útil para ubicar a
los usuarios pero no para realizar una asignación de usuarios a BS).
Las DOA se modelan considerando solamente las DOA nominales de
cada contribución multi-camino del canal [92]. Con el fin de acotar el en-
sanchamiento en ángulo o angle spread, se incluye un nuevo parámetro que
indica en cuántos subsectores se divide el sector de 120 ◦ asociado a una
BS: los programas calculan los valores de la DOA aleatoriamente entre los
que componen el subsector angular en el que se encuentra el usuario en
cuestión. Por ejemplo, si cada sector se subdivide en tres subsectores de
40 ◦, las DOA de un usuario ubicado en uno de ellos toma tantos valores
como contribuciones de canal se considere, pero sobre un intervalo de 40
valores y no de 120, como seŕıa si se considerara todo el sector.
En las simulaciones, se considera una división en 4 subsectores, de forma
que el ensanchamiento en ángulo se limita a 30 ◦. Gráficamente, la figura 4.7
muestra la división en 4 subsectores de cada sector en el caso de la configu-
ración central de tres BSs. La figura 4.8 muestra la división en subsectores
de la configuración CM3 con tres BSs coordinadas; en este caso, hay que
recalcar que esta división no implica realizar una asignación de usuarios a
BSs, sino que únicamente se utiliza para el cálculo de las DOAs.
En el apéndice C se incluyen las figuras correspondientes a configura-
ciones de sistema CM3 y celdas sectorizadas convencionales equivalentes
con K = 2 BSs.
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Figura 4.7: División en subsectores para el cálculo de las DOAs en una celda
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Figura 4.8: División en subsectores para el cálculo de las DOAs en un sistema
CM3 con K = 3 BSs.
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4.4.2. Modelo de canal
Uno de los puntos fundamentales de la simulación es la construcción del
modelo de canal. En W-CDMA, los canales de propagación se componen
de varios caminos de propagación o paths. El receptor de cada usuario se
encarga de discretizar estos caminos en varias contribuciones de canal o
taps, con retardos discretos que son múltiplos del periodo de chip Tc. Por
tanto, lo que denominamos contribución multi-camino o tap, representa en
realidad a un conjunto de caminos de propagación que se agrupan en el
intervalo [τ, τ + Tc].
En las simulaciones de este apartado, se considera un entorno flat fa-
ding donde cada canal hmk está formado por una única contribución multi-
camino. Sin embargo, esta contribución se genera a partir de tres compo-
nentes con la misma potencia de fading (el retardo de todas las componentes
se fija a cero). La DOA de cada componente se obtiene de forma aleatoria
a partir de la ubicación del usuario en un subsector.






los parámetros necesarios para generar el vector de canal son la desviación
estándar del shadowing del enlace, la distancia entre el usuario m y la BS
k, la frecuencia Doppler, y la potencia media de fading, el retardo y la DOA
de cada componente.
Las DOAs y los parámetros relacionados con el PDP del canal, como
la potencia media y los retardos de cada componente, se opta por dejarlos
como parámetros opcionales, para poder construir modelos de canal con-
formes a alguna especificación; si no se introducen, el programa los calcula
aleatoriamente entre todos los valores válidos posibles.
Las pérdidas de propagación del enlace se calculan a partir del modelo de
rayo directo y rayo reflejado. De esta forma, el path loss βmk es proporcional
a r−4mk, donde rmk es la distancia entre el usuario m y la BS k. El shadowing
βs se modela como una variable aleatoria log-normal, con una desviación
estándar de 8 dB.
Cada componente de la contribución de canal, αmk(l), se genera co-
mo una variable aleatoria compleja Gaussiana, con parte real e imaginaria
Gaussianas, de media nula e idéntica varianza (1/2), de forma que el módulo
de la contribución presenta una distribución Rayleigh. Sin embargo, el valor
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de estos coeficientes se ajusta para cumplir con la potencia media de fa-
ding establecida como parámetro de entrada en la simulación. La variación
temporal de los coeficientes del canal se introduce modelando el espectro
Doppler como un filtro IIR, a partir del modelo propuesto en [93,94].
Aunque se simula un canal con una variación temporal lenta, las matri-
ces de correlación Hj que se utilizan en la expresión de la SINR en UL y
DL, y en el control de potencia, son un valor promediado sobre un determi-
nado número de realizaciones del canal. De esta forma, antes de empezar
la simulación del algoritmo JPCOB-VUL, lo que se hace es generar la res-
puesta del canal a lo largo de toda la longitud de la simulación, extrayendo
después en cada iteración del algoritmo JPCOB-VUL el bloque de canal
correspondiente.
Por último, se fija un número máximo de iteraciones para que el algo-
ritmo JPCOB-VUL converja, o lo que es lo mismo, para que los M usuarios
co-canal alcancen la SINR umbral requerida, cumpliendo al mismo tiempo
la restricción en potencia transmitida por BS, Pmax.
La tabla 4.1 resume los parámetros utilizados en la simulación.
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Parámetro Valor
Frecuencia de la portadora 2 GHz
Factor de spreading N 16
Tamaño máximo del active set 3 BSs
Potencia de ruido AWGN y MAI 10 dBm
Potencia máxima Pmax
transmitida por BS 20 W
Distancia entre emplazamientos 600 m
Radio celular 350 m
Desviación estándar del shadowing 8 dB
Pérdidas de propagación βmk ∝ r−4mk
Número de componentes
multi-camino por contribución 3
Potencia media de fading
de cada componente 0 dB
Retardo de cada componente 0
Velocidad de los usuarios 4 km/h
Máximo número de iteraciones del algoritmo (It) 20
Periodo de muestreo Ts = 1/3,84 · 106
Número de śımbolos necesarios para estimar
la correlación de las matrices de canal nsimb = 3 ·Nt
Número de coeficientes del canal Ncoef = It · nsimb
Cuadro 4.1: Parámetros de simulación.
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4.4.3. Algoritmo JPCOB-VUL: entorno Coordinado I
En este apartado se evalúan las prestaciones del algoritmo JPCOB-VUL
de (4.29)-(4.33) en el entorno Coordinado I, donde la selección de enlaces
activos se realiza configurando un active set (AS) de BSs para cada usuario
del sistema.
Comparativa con asignación óptima de usuarios a BSs
Esta primera simulación se centra en una configuración de sistema CM3
como la de la figura 4.5, con K = 3 BSs, donde cada BS dispone de un
array lineal de Nt = 4 antenas, separadas entre śı media longitud de onda.
El objetivo es comparar el número medio de usuarios co-canal admitidos
por el algoritmo JPCOB-VUL, con el admitido por un algoritmo de beam-
forming óptimo que también incluye una asignación óptima de usuarios a
BSs [90].
El algoritmo propuesto por Bengtsson en [90], obtiene la solución ópti-
ma al problema conjunto de minimización de potencia y asignación de BS
para un sistema convencional de una única celda. Esta solución óptima
se obtiene a partir de una relajación del problema original, cercana a la
idea de coordinación, donde se permite que todas las BSs transmitan a to-
dos los usuarios. Además, este algoritmo también funciona a partir de la
construcción del problema en el enlace UL virtual.
Por tanto, lo que se va a comparar en realidad es el número medio
de usuarios co-canal que admite un sistema CM3 con coordinación o sin
coordinación entre BSs. En el caso del algoritmo JPCOB-VUL, se obtiene
el número medio de usuarios co-canal admitidos para distintos valores de
ventana de AS, o lo que es lo mismo, para diferentes grados de coordinación
entre las BSs.
La figura 4.19 muestra el diagrama de bloques de la simulación del
algoritmo JPCOB-VUL. Para cada algoritmo simulado, el JPCOB-VUL y
el de [90], el sistema empieza ubicando un único usuario en el sistema y
sigue añadiendo usuarios co-canal mientras el algoritmo converja, es decir,
mientras en cada uno de los usuarios se alcance la SINR umbral requerida
en DL, sin superar el número máximo de iteraciones permitidas, It, y la
restricción en potencia de cada BS, Pmax.
La distribución de la posición inicial de los usuarios en el sistema es
uniforme, asignando a cada uno una velocidad constante de 4 km/h, de
forma que el canal vaŕıa lentamente con el tiempo. El resto de parámetros
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de simulación son los indicados en la tabla 4.1.
Ambos algoritmos se comparan sobre distintos valores de SINR umbral.
De esta forma, una simulación viene definida por un valor de SINR umbral,
común a todos los usuarios, y en el caso del algoritmo JPCOB-VUL, tam-
bién con un valor de ventana de AS. Cada simulación se promedia sobre
200 realizaciones independientes:
ASW: 0 dB (sin coordinación), 2 dB, 10 dB y 20 dB.
SINR umbral: 5 dB, 8 dB, 11 dB y 14 dB.
La configuración de 0 dB se corresponde con el caso en el que cada
usuario sólo recibe señal deseada desde una única BS, es decir, no existe
coordinación entre BSs. Sin embargo, la forma de seleccionar qué BS trans-
mite a cada usuario depende del AS del usuario, que no trata de optimizar
la asignación de usuarios a BSs. En principio, la configuración ASW = 0 dB
del algoritmo JPCOB-VUL se corresponde exactamente con la propuesta
de [90], exceptuando el hecho de que el algoritmo de [90] śı que realiza
una asignación óptima de usuarios en base al criterio de minimización de
potencia.
La figura 4.9 muestra el número medio de usuarios co-canal admitidos
para los distintos valores de SINR y para los diferentes tamaños de ventana
de coordinación [82]. En principio, el valor del tamaño de la ventana de AS
lo establece el sistema, y es el mismo para todos los usuarios del sistema.
En la figura se comparan los resultados del algoritmo JPCOB-VUL con los
obtenidos por el algoritmo de beamforming óptimo y asignación óptima de
BS de [90].
Estudiando los resultados del algoritmo JPCOB-VUL, parece que todos
los valores de ASW consiguen resultados similares, siendo la configuración
ASW = 10 dB ligeramente mejor al resto. Este hecho contradice la idea
de que cuantas más BSs estén activas en el sistema, mayor potencia de
interferencia, por la que se esperaŕıa un peor comportamiento de la con-
figuración de ASW = 10 dB frente a configuraciones de ASW = 0 dB o
ASW = 2 dB. La tabla 4.2 muestra el número medio de BSs que forman el
AS para los distintos valores de ventana de AS simulados.
Por otro lado, el algoritmo de asignación óptima de BS supera de forma
considerable los resultados obtenidos por el algoritmo JPCOB-VUL, como
es de esperar, pero siempre a costa de una mayor complejidad computa-
cional, puesto que este algoritmo realiza una búsqueda exhaustiva sobre el
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Figura 4.9: Número medio de usuarios co-canal admitidos por el algoritmo
JPCOB-VUL para distintos valores de ventana de AS. Comparativa con los re-
sultados obtenidos por el algoritmo de asignación óptima de usuarios a BS de [90].





Cuadro 4.2: Número medio de BSs en el AS para los valores de ventana simulados.
valor de la SINR en el UL virtual para obtener el óptimo del problema de
asignación.
Por último, la diferencia entre los resultados del algoritmo JPCOB-VUL
para ASW = 0 dB y el algoritmo de asignación óptima de [90], confirma
el hecho de que el esquema de selección de enlaces activos del entorno
Coordinado I no realiza una selección óptima desde el punto de vista del
criterio de minimización de potencia.
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Estudio de la tasa de fallo
Esta segunda simulación se centra en estudiar con más detalle el com-
portamiento del algoritmo JPCOB-VUL en el entorno Coordinado I. En
este análisis, se simulan tres configuraciones distintas de sistema CM3, va-
riando el número de BSs y de antenas disponibles en cada una de ellas.
La tabla 4.3 resume el número de BSs, K, y el número de antenas por
array, Nt, de cada configuración (en el apéndice C pueden consultarse las
gráficas correspondientes a sistemas CM3 con K = 2 BSs), mientras que





Cuadro 4.3: Configuraciones de sistema CM3 simuladas.
El objetivo de esta simulación es evaluar cómo influyen los parámetros
de SINR umbral y ventana de AS en el comportamiento del algoritmo
JPCOB-VUL. En [95], se presenta un análisis similar de la influencia de
la ventana de AS para un escenario de handover cooperativo, pero sin
considerar el uso de beamformers en transmisión.
La figura 4.20 muestra el diagrama de bloques de la simulación del al-
goritmo JPCOB-VUL. En cada simulación, el sistema distribuye uniforme-
mente M = 3 usuarios co-canal, y el algoritmo JPCOB-VUL, para conver-
ger, tiene que conseguir que los usuarios alcancen la SINR umbral requerida
dentro de un número máximo de iteraciones, It, sin que la potencia trans-
mitida por cada BS supere la restricción Pmax.
Al igual que en la primera simulación, una simulación se define mediante
un valor de ventana de AS y un valor de SINR umbral, que es común a
todos los usuarios del sistema. En este caso, se simulan 5 valores diferentes
de ventana y cuatro valores de SINR umbral:
ASW: 0 dB (sin coordinación), 5 dB, 10 dB, 15 dB y 20 dB.
SINR umbral: 6 dB, 8 dB, 10 dB y 12 dB.
El parámetro que evalúa las prestaciones del algoritmo JPCOB-VUL
para cada configuración del sistema CM3 es la tasa de fallo, definida como
el número de realizaciones en las cuales el algoritmo no converge, sobre
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el número de realizaciones totales (3000). Esta tasa de fallo aśı definida es
una estimación aproximada de la llamada probabilidad de outage; dada una
determinada tasa de transmisión de datos, si p es el porcentaje de outage
de la misma, esa tasa puede transmitirse un (100−p) % del tiempo. De esta
forma, la probabilidad de outage se define como la probabilidad de que esa
determinada tasa de transmisión de datos no pueda ser transmitida por el
canal, y viene dada por (p/100).
En esta simulación, esta probabilidad de outage se traduce en la proba-
bilidad de que el algoritmo JPCOB-VUL, dado una valor de SINR umbral
común a todos los usuarios, una restricción en potencia transmitida por BS
y número máximo de iteraciones, no pueda dar servicio a M = 3 usuarios
co-canal.
Las 3000 realizaciones de cada simulación se realizaron en 15 grupos
de 200 realizaciones cada uno, para disminuir la desviación estándar de los
resultados. Las figuras 4.10 y 4.11 representan la tasa de fallo del algoritmo
JPCOB-VUL en función de la ventana de AS para los distintos valores de
SINR umbral [83].
A partir de las figuras, se observa que como tendencia general, la tasa de
fallo disminuye para todas las configuraciones de sistema y parámetros de
simulación al disminuir la SINR umbral requerida, como es lógico esperar.
Tomando como referencia el número total de antenas en el sistema,
K · Nt, se observa que para un número similar de antenas en el sistema
(2BS-4ANT, 3BS-3ANT), la diversidad espacial que proporciona el hecho
de distribuir 3 BSs mejora significativamente la tasa de fallo para todos los
umbrales de SINR, aumentando por tanto la capacidad del sistema, frente
al caso de considerar un sistema con 2 BSs.
Por el contrario, añadir una antena a cada BS en la configuración de
2 BSs (pasar de 2BS-3ANT a 2BS-4ANT) no representa ninguna mejora
para un valor elevado de SINR umbral (figura 4.10), mientras que śı puede
ser útil para servicios con un requerimiento de baja calidad de servicio
(figura 4.11).
Respecto a la influencia del tamaño de ventana de AS, se puede observar
que las configuraciones de 2 y 3 BSs se comportan de forma diferente. Las
configuraciones de 2 BSs, en general, mejoran su comportamiento a medida
que se permite una mayor coordinación entre ellas. Por el contrario, en la
configuración de 3 BSs, parece que la mejor elección de ventana de AS queda
entre los valores ASW = 5 dB y ASW = 15 dB, aunque la mejora de la
tasa de fallo entre transmisión coordinada y no coordinada (ASW = 0 dB)
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Fig. 2. Failure ratio for SINR targets of 12 and 10 dB.
To study the capacity of the cell, the failure ratio has
been calculated as the number of simulations in which at
least one user did not achieved the SINR target, divided by
the total number of simulations (3000). In order to obtain a
confidence interval, the average and standard deviation for
15 sets of 200 runs each have been analyzed. Figures 2 and
3 represents the failure ratio (in some way equivalent to
a rough probability of outage) for different SINR targets
required.
It can be appreciated from the figures that for a sim-
ilar number of antennas, the diversity provided by 3 BS
configuration achieves a remarkable improvement in the
failure ratio, thus significantly increasing the cell capacity,
comparing to the 2 BS case. On the contrary, adding one
antenna to each BS in the 2 BS configuration does not carry
out any positive effect for high SINR requirements, whereas
it could be considered useful for low SINR services.
Regarding now the influence of the AS window size, it
can be observed that 2 BS and 3 BS configurations perform
in different ways. For 2 BS, the more cooperation is allowed,
the more significantly improvement on capacity is achieved,
whereas for 3 BS, the best choice of the window size seems
to fall between 5 and 15 dB. Nevertheless, note that for
3 BS, cooperative transmission is not able to appreciably
reduce the failure ratio respect to no cooperation at all. This
conclusion is similar to that obtained in [8] where 3 BS
in the Active Set resulted in a negligible 4 % of network
capacity increase.








0 dB 5 dB 10 dB 15 dB 20 dB
Active set window
2BS_3ANT 2BS_4ANT 3BS_3ANT






0 dB 5 dB 10 dB 15 dB 20 dB
Active set window
2BS_3ANT 2BS_4ANT 3BS_3ANT
Fig. 3. Failure ratio for SINR targets of 8 and 6 dB.
In order to analyze the total transmitted power over the
cell, figures 4 and 5 show the respective distributions for all
the configurations and window sizes in the cases of 6 and
12 dB SINR requirements. Although an expected variation
around the mean value can be observed, none of the curves
shows a particular behaviour. Therefore it can be assumed
that more cooperation does not significantly increase total
transmitted power, which means that the proposed cooper-
ative algorithm succeeds in efficiently distributing the total
power over the set of active Base Stations.
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Fig. 4. Distribution of total downlink transmitted power
for all the configurations and AS window sizes requiring a
SINR target of 12 dB.
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capacity increase.
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Fig. 4. Distribution of total downlink transmitted power
for all the configurations and AS window sizes requiring a
SINR target of 12 dB.
Figura 4.10: T sa d fallo para una SINR umbral de 12 y 10 dB.
no es muy pronunciada. Esta conclusión coincide con la presentada en [95],
donde se establece que tener 3 BSs en el active set sólo aumenta en un 4%
la capacidad de la red.
La figura 4.12 muestra la distribución de la potencia total transmitida
en DL para odas las configuraciones de sistema de la tabla 4.3 y amaños
de ventana de AS, cuando l SINR umb l se fija en 12 y 6 dB [83]. Se
puede observar una pequeña vari ión de las curvas sobre la media, pero
ninguna de ellas presenta un comportamiento particularmente diferente.
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Fig. 2. Failure ratio for SINR targets of 12 and 10 dB.
To study the capacity of the cell, the failure ratio has
been calculated as the number of simulations in which at
least one user did not achieved the SINR target, divided by
the total number of simulations (3000). In order to obtain a
confidence interval, the average and standard deviation for
15 sets of 200 runs each have been analyzed. Figures 2 and
3 represents the failure ratio (in some way equivalent to
a rough probability of outage) for different SINR targets
required.
It can be appreciated from the figures that for a sim-
ilar number of antennas, the diversity provided by 3 BS
configuration achieves a remarkable improvement in the
failure ratio, thus significantly increasing the cell capacity,
comparing to the 2 BS case. On the contrary, adding one
antenna to each BS in the 2 BS configuration does not carry
out any positive effect for high SINR requirements, whereas
it could be considered useful for low SINR services.
Regarding now the influence of the AS window size, it
can be observed that 2 BS and 3 BS configurations perform
in different ways. For 2 BS, the more cooperation is allowed,
the more significantly improvement on capacity is achieved,
whereas for 3 BS, the best choice of the window size seems
to fall between 5 and 15 dB. Nevertheless, note that for
3 BS, cooperative transmission is not able to appreciably
reduce the failure ratio respect to no cooperation at all. This
conclusion is similar to that obtained in [8] where 3 BS
in the Active Set resulted in a negligible 4 % of network
capacity increase.
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Fig. 3. Failure ratio for SINR targets of 8 and 6 dB.
In order to analyze the total transmitted power over the
cell, figures 4 and 5 show the respective distributions for all
the configurations and window sizes in the cases of 6 and
12 dB SINR requirements. Although an expected variation
around the mean value can be observed, none of the curves
shows a particular behaviour. Therefore it can be assumed
that more cooperation does not significantly increase total
transmitted power, which means that the proposed cooper-
ative algorithm succeeds in efficiently distributing the total
power over the set of active Base Stations.
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Fig. 4. Distribution of total downlink transmitted power
for all the configurations and AS window sizes requiring a
SINR target of 12 dB.
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Figura 4.11: Tasa de fallo para una SINR umbral de 8 y 6 dB.
Estos resultados parecen indicar que el hecho de permitir coordinación
entre BSs no está aumentando significativamente la potencia total transmi-
tida en el sistema, de forma que el control de potencia centralizado del al-
goritmo JPCOB-VUL está asignando eficientemente la potencia disponible
de las BSs incluidas en el active set de cada usuario.
Por último, la figura 4.13 muestra la composición en porcentaje de en-
laces activos del active set de los usuarios en función del valor de ventana de
AS para las configuraciones de K = 2 y K = 3 BSs [83]. Esta composición
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Figura 4.12: Distribución de la potencia total transmitida en DL para todas las
configuraciones de sistema y tamaños de ventana de AS para la SINR umbral de
12 y 6 dB.
no vaŕıa al cambiar el valor de la SINR umbral, ni el número de antenas de
la BS, puesto que la coordinación en el sentido de enlaces activos depende
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Figura 4.13: Porcentaje de enlaces activos para el conjunto de todas las simula-
ciones y configuraciones de sistema de K = 2 y K = 3 BSs.
del tamaño de ventana de AS y no de la SINR umbral requerida.
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Estudio de la tasa de fallo, comparativa con una configuración de
celda convencional
En esta tercera simulación, se extiende el análisis de la tasa de fallo
de la simulación anterior y se realiza una comparativa entre dos propues-
tas diferentes. Por una parte, se simula el algoritmo JPCOB-VUL sobre
una configuración de sistema CM3, y por otra, se simula el algoritmo de
referencia de Rashid-Farrokhi et al. [33], sobre una configuración de celda
sectorizada convencional, donde el algoritmo se ejecuta de forma indepen-
diente en cada uno de los sectores de la celda (ver figura 4.4). La tabla 4.4
resume el número de BSs, K, y el número de antenas por array, Nt, de cada
configuración, mientras que los parámetros de simulación siguen siendo los
de la tabla 4.1.
Configuración BSs Antenas Configuración
3BS-3ANT 3 3 CM3
2BS-4ANT 2 4 CM3
2BS-3ANT 2 3 CM3
3BS-3ANT-C 3 3 central
2BS-4ANT-C 2 4 central
Cuadro 4.4: Configuraciones simuladas.
En este punto, interesa recordar que las dos configuraciones de sistema
son equivalentes, las BSs están sujetas a la misma restricción en potencia
Pmax, la única diferencia es que en la configuración de sistema CM3, las BSs
transmiten coordinadamente hacia el área compartida, y en la configuración
de celda convencional, las BSs se ubican en el centro del área y transmiten
de forma independiente a cada sector de la celda.
De nuevo, el objetivo de esta simulación es observar cómo vaŕıan las
prestaciones del algoritmo JPCOB-VUL en función de los parámetros de
SINR umbral y ventana de AS. Sin embargo, ahora además se comparan
los resultados de dos configuraciones de sistema totalmente distintas, una
configuración CM3 que permite coordinación entre BSs y una configuración
convencional equivalente sin coordinación.
En cada simulación, el algoritmo JPCOB-VUL y el JPCOB de referen-
cia [33], intentan dar servicio a M = 3 usuarios co-canal, cada uno sobre su
configuración de sistema correspondiente. Los usuarios se distribuyen uni-
formemente sobre cada configuración de sistema y se asume una velocidad
constante para cada uno. Se considera que cada algoritmo converge cuando
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todos los usuarios del sistema alcanzan la SINR umbral requerida, dentro
de un máximo de It iteraciones del algoritmo y sin que las BSs superen la
restricción en potencia total transmitida Pmax. La figura 4.20 muestra el
diagrama de bloques de la simulación del algoritmo JPCOB-VUL.
Como en las simulaciones anteriores, una simulación se define mediante
un valor de ventana de AS y un valor de SINR umbral, común a todos los
usuarios del sistema. Para cada simulación, se realizan 3000 realizaciones
independientes:
Ventana de AS: 0 dB (sin coordinación), 5 dB, 10 dB, 15 dB y 20 dB.
SINR umbral: 6 dB, 8 dB, 10 dB y 12 dB.
El parámetro que evalúa las prestaciones de los dos algoritmos sigue
siendo la tasa de fallo, definida como el número de realizaciones en las
cuales un algoritmo no converge, sobre el número de realizaciones totales.
Las figuras 4.14 y 4.15 muestran la tasa de fallo para las distintas confi-
guraciones de sistema de la tabla 4.4 y valores de ventana de AS y SINR
umbral [85,86].
Como en la simulación anterior, a partir de las figuras se observa que la
tendencia general de la tasa de fallo es a disminuir, para todas las configu-
raciones de sistema y parámetros de simulación, a medida que disminuye la
SINR umbral requerida. Sin embargo, a la hora de interpretar los resulta-
dos hay que tener en cuenta que, aunque las dos configuraciones de sistema,
la central y la CM3, son f́ısicamente equivalentes (en términos de antenas
o potencia disponible por BS), la potencia de interferencia que recibe un
usuario en cada sistema es diferente.
En principio, el algoritmo de referencia de Rashid-Farrokhi et al. se
ejecuta de forma independiente en cada uno de los sectores de la configu-
ración central de sistema, es decir, que en cada sector, un usuario única-
mente recibe potencia de interferencia si existe más de un usuario asignado
a la misma BS. Por el contrario, en el sistema CM3, aunque se esté con-
siderando una ventana de AS de 0 dB, donde sólo una BS transmite a cada
usuario, debido a la distribución espacial de las BSs, un usuario recibe la
potencia de interferencia correspondiente al resto de usuarios del sistema.
Además, los beamformers que el algoritmo JPCOB-VUL diseña en cada
BS tienen que considerar a los M usuarios del sistema, mientras que en la
configuración central, los beamformers se diseñan para cada sector y por
tanto, sólo tienen que considerar a los usuarios asignados a ese sector.
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Figura 4.14: Tasa de fallo para una SINR umbral de 12 y 10 dB.
Teniendo en cuenta estas diferencias, se observa que, para configura-
ciones de sistema con K = 2 BSs, y para requerimientos de baja y media
SINR umbral (figura 4.15), el algoritmo JPCOB-VUL mejora la tasa de fallo
con respecto al algoritmo de referencia para un mismo número de antenas
por BS (2BS-4ANT, 2BS-4ANT-C); sin embargo, la restricción en potencia
de las BSs impide que para valores elevados de SINR umbral se repita este
comportamiento (figura 4.14). En este caso, el hecho de que cada BS de la
configuración CM3 disponga de un array de antenas tal que Nt > M , pro-
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Figura 4.15: Tasa de fallo para una SINR umbral de 8 y 6 dB.
porciona los suficientes grados de libertad para mitigar la mayor potencia
de interferencia que reciben los usuarios de la configuración CM3.
Por el contrario, para las configuraciones de sistema con K = 3 BSs
(3BS-3ANT, 3BS-3ANT-C), la configuración CM3 dispone de Nt = M
antenas en cada BS. Esto, junto con la mayor potencia de interferencia
presente en esta configuración de sistema, provoca que las diferencias entre
la tasa de fallo para ambas configuraciones no sean muy significativas. Aún
aśı, las figuras muestran como el hecho de permitir cooperación entre las
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BSs de la configuración CM3, consigue mejorar ligeramente la tasa de fallo
con respecto a los resultados de la configuración central.
La figura 4.16 muestra la distribución de la potencia total transmitida
en DL para la configuración central y CM3 cuando se dispone de K = 3 BSs,
equipadas con un array de Nt = 3 antenas cada una, para valores de SINR
umbral de 12 y 6 dB. Con respecto a los resultados del algoritmo JPCOB-
VUL sobre la configuración de sistema CM3, esta figura confirma de nuevo
los resultados de la simulación anterior (figura 4.12), puesto que se observa
una ligera variación de las curvas correspondientes a distintas ventanas
de AS, pero en principio parece que el hecho de permitir que varias BSs
transmitan coordinadamente (ASW > 0 dB) no aumenta significativamente
la potencia total transmitida en la configuración de sistema CM3.
Comparando ahora los resultados de la configuración CM3 y central, se
puede apreciar que la potencia total transmitida en la configuración central
es ligeramente menor para el valor de SINR umbral de 6 dB, mientras que
esta diferencia disminuye para la SINR umbral de 12 dB. De hecho, si
se compara numéricamente la potencia total transmitida por el algoritmo
JPCOB-VUL con ASW = 0 dB con la potencia total transmitida en la
configuración central, se observa que la configuración central proporciona
una reducción de entre el 4 y el 14% (según sea el valor de la SINR umbral)
en la potencia total transmitida [85,86]. Esto es beneficioso para esta única
celda, pero hay que destacar que se trata de una potencia radiada hacia
el exterior de la celda, mientras que en la configuración CM3 la potencia
se radia hacia el área interior, transmitiendo más potencia para combatir
el aumento de interferencia que esto supone, pero disminuyendo al mismo
tiempo la potencia interferente radiada hacia otras celdas.
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Figura 4.16: Distribución de la potencia total transmitida en DL para las con-
figuraciones de sistema central y CM3 con K = 3 BSs, Nt = 3. Resultados para la
SINR umbral de 12 y 6 dB.
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4.4.4. Algoritmo JPCOB-VUL: entorno Coordinado II
En este apartado se evalúan las prestaciones del algoritmo JPCOB-
VUL en el entorno Coordinado II, donde la selección de enlaces activos en
el sistema CM3 se realiza en función del módulo de los beamformers en
transmisión. La versión elegida del algoritmo JPCOB-VUL es la solución
semi-coordinada de (4.49)-(4.51). Además, se incluye el cálculo eficiente de
la pseudo-inversa de la matriz D mediante (4.40).
Comparativa con otros algoritmos JPCOB
En esta primera simulación, el objetivo es comparar, sobre la misma con-
figuración de sistema CM3, las prestaciones de la versión semi-coordinada
y eficiente del algoritmo JPCOB-VUL, con dos algoritmos JPCOB que no
permiten coordinación entre BSs. Uno de ellos es el algoritmo JPCOB de
referencia de Rashid-Farrokhi et al. [33], donde la asignación de usuarios a
BSs se realiza a partir de la EbN0 (enerǵıa media de bit respecto a den-
sidad espectral de ruido más interferencias) evaluada en el usuario, lo que
equivale a asignar los usuarios con la BS cuyo canal piloto se recibe con
mayor potencia, mientras que el otro algoritmo, propuesto por Bengtsson,
incluye una asignación óptima de usuarios a BSs desde el punto de vista
del criterio de minimización de potencia [90].
El sistema CM3 sobre el que se comparan los algoritmos JPCOB está for-
mado por K = 3 BSs, donde cada BS dispone de un array lineal de Nt = 4
antenas. Los parámetros de simulación son los de la tabla 4.1 y el valor
que se establece como mı́nimo para considerar que un enlace está activo es
de ||wmk||2 = 5 · 10−3, lo que equivale a considerar inactivos aquellos en-
laces cuyo beamformer en transmisión aporte una contribución en potencia
inferior a 6 dBm.
La figura 4.19 muestra el diagrama de bloques de la simulación del al-
goritmo JPCOB-VUL. Para cada algoritmo, el sistema empieza ubicando
un único usuario en el sistema y sigue añadiendo usuarios mientras el al-
goritmo converja, es decir, mientras en cada uno de los usuarios se alcance
la SINR umbral requerida en DL, sin superar el máximo de iteraciones
permitidas, It, y la restricción en potencia transmitida en cada BS, Pmax.
La distribución de la posición inicial de cada usuario es uniforme y cada
usuario posee una velocidad constante.
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El objetivo es comparar el número medio de usuarios co-canal admitidos
por los tres algoritmos en función del valor de la SINR umbral, común a
todos los usuarios, que en este caso se establece en los valores 5, 8, 11 y
14 dB. Cada simulación se promedia sobre 200 realizaciones independientes.
La figura 4.17 muestra el número medio de usuarios co-canal admitidos
y la potencia media total transmitida en el sistema en función de distin-
tos umbrales de SINR para los tres algoritmos JPCOB [84]. La barra No
Opt. BS assig. se corresponde con los resultados del algoritmo de Rashid-
Farrokhi et al. [33], la de Coop. BS Tx. con los del algoritmo JPCOB-VUL
semi-coordinado y la de Opt. BS assig. representa los resultados del algo-
ritmo propuesto por Bengtsson [90].
Respecto al número de usuarios co-canal admitidos, en la gráfica se
observa que el algoritmo JPCOB-VUL semi-coordinado consigue unos re-
sultados intermedios para valores de SINR umbral medios y bajos. Para un
umbral alto de SINR, la limitación en potencia de las BSs impide que el
algoritmo admita a un mayor número de usuarios.
Si se analiza la potencia media total transmitida en el enlace DL del
sistema, se observa que los resultados son similares para los tres algoritmos,
lo que permite concluir, de forma similar a las anteriores simulaciones, que
aunque la transmisión coordinada implica que un mayor número de BSs
estén transmitiendo simultáneamente en el sistema, el control de potencia
del algoritmo JPCOB-VUL consigue asignar de forma eficiente la potencia
disponible de las BSs que transmiten a cada usuario, y no se transmite más
potencia que en las transmisiones no coordinadas.
La figura 4.18 muestra el número medio de iteraciones que necesita cada
algoritmo para converger en función de la SINR umbral [84]. A partir de
la figura, se observa que el algoritmo JPCOB-VUL converge de forma más
rápida que el algoritmo sin asignación óptima de [33], y mejora ligeramente
la convergencia del algoritmo que incluye la asignación óptima de usuarios
a BSs [90].
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Figura 4.17: Número medio de usuarios co-canal admitidos y potencia media total
transmitida en el sistema por los tres algoritmos JPCOB para distintos valores de
SINR umbral.
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Figura 4.18: Número medio de iteraciones necesarias para converger para distin-
tos valores de SINR umbral.
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Estudio de la complejidad computacional
Los resultados de la simulación anterior demuestran que la versión semi-
coordinada del algoritmo JPCOB-VUL presenta un comportamiento inter-
medio en términos de capacidad, sin aumentar de forma significativa la
potencia total transmitida en el sistema. Además, es el algoritmo que más
rápidamente converge.
En esta segunda simulación, el objetivo es comparar la complejidad com-
putacional de los algoritmos que obtuvieron mejores resultados en la simu-
lación anterior, en este caso, el algoritmo JPCOB-VUL semi-coordinado
con cálculo eficiente de la pseudo-inversa de la matriz D y el algoritmo
JPCOB propuesto por Bengtsson que incluye asignación óptima de usua-
rios a BSs [90]. El parámetro elegido para comparar la complejidad de los
tres algoritmos es el número de operaciones MAC (Multiply and Accumu-
late) que necesita cada uno de ellos.
La tabla 4.5 resume el número de operaciones MAC que utilizan en
cada paso el algoritmo de asignación óptima de usuarios a BSs de [90] y el
algoritmo JPCOB-VUL semi-coordinado y eficiente, si el sistema CM3 se
compone de M usuarios y K BSs, cada una equipada con un array de Nt
antenas [84].
Asignación óptima JPCOB-VUL
de BS [90] (4.49)-(4.51)
Beamformers (Nt + 2N2t )KM (Nt + 2N
2
t )KM
Potencias UL virtuales 2M (1 + 2K + 2KM)M
Potencias DL MNt + M2 + M3 2K(M2)
Cuadro 4.5: Número de operaciones MAC.
Los dos algoritmos necesitan un número similar de operaciones para
el cálculo de los beamformers. Sin embargo, en la actualización de las po-
tencias UL virtuales, el algoritmo JPCOB-VUL semi-coordinado necesita
del orden de KM operaciones más que el algoritmo de asignación óptima
propuesto por Bengtsson. Este coste adicional se debe al cálculo eficiente
de la pseudo-inversa de la matriz D en el enlace UL virtual (4.50), mientras
que el algoritmo propuesto por Bengtsson realiza una actualización de las
potencias UL virtuales mediante el control de potencia clásico distribuido
de [88], similar a la expresión (4.32).
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Sin embargo, hay que destacar que el paso de actualización de las poten-
cias DL de la versión semi-coordinada del algoritmo JPCOB-VUL (4.51),
utiliza exactamente la misma pseudo-inversa de la matriz D que el paso de
actualización de las potencias UL virtuales, por lo que el coste computa-
cional de la actualización de las potencias DL se simplifica notablemente.
De hecho, teniendo en cuenta que un sistema de comunicaciones lo habitual
es que el número de BSs K permanezca constante, y aumente el número
de usuarios M , la actualización de potencias DL del algoritmo de Bengts-
son aumentaŕıa con M3, mientras que la del algoritmo JPCOB-VUL semi-
coordinado lo haŕıa con M2, compensando en cierta forma el coste adicional
que se introduce en la actualización de las potencias UL virtuales.
Por otro lado, la capacidad de reconfiguración que ofrece el algoritmo
JPCOB-VUL y la gestión de las situaciones de handover ya se contabilizan
en las operaciones, mientras que en el algoritmo de asignación óptima de
Bengtsson, habŕıa que añadir a los valores mostrados en la tabla, el coste
de gestionar los posibles handovers internos dentro del área compartida por
las BSs del sistema CM3.
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Figura 4.19: Diagrama de bloques de la simulación que evalúa el número medio
de usuarios co-canal admitidos por el algoritmo JPCOB-VUL.
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Hasta este punto del desarrollo de la Tesis, las prestaciones del sis-
tema W-CDMA MIMO multi-usuario multi-celda coordinado (CM3) se han
analizado considerando que los usuarios son usuarios co-canal. Además, en
el modelo de sistema presentado en el Caṕıtulo anterior, se simplificaba la
situación en recepción. Recordando la expresión de la señal recibida por un
usuario m, (4.4), simplemente se ignoraban las cuestiones de sincronismo
y se supońıa que el usuario pod́ıa, de alguna forma, extraer perfectamente
tanto los K términos de señal deseada como los términos de interferencia
co-canal.
En un sistema CM3 real, los M usuarios se asocian con distintos códigos
de canalización. La zona compartida por las estaciones base (figura 4.2) se
comporta a todos los efectos como una única celda, de forma que las K
estaciones base (BSs) utilizan el mismo código de scrambling y un usuario
consume un único código de canalización en todas las BSs.
Los códigos de canalización utilizados en UMTS son los códigos OVSF
(Orthogonal Variable Spreading Factor) [96]. Estos códigos son ortogonales
entre śı, y por tanto anulan perfectamente la interferencia entre usuarios,
siempre y cuando estén perfectamente sincronizados. Sin embargo, en un
sistema CM3, debido a la separación espacial de las BSs, las señales trans-
mitidas por las distintas BSs llegan al usuario en diferentes instantes de
tiempo. Aunque los canales entre un usuario y las K BSs se modelen como
canales flat fading, el usuario está recibiendo las K señales en instantes de
tiempo diferentes, y los códigos OVSF pierden parte de su ortogonalidad. Si
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además los canales son frequency selective, como es habitual en W-CDMA,
la propagación multi-camino contribuirá a reducir aún más la ortogonali-
dad de los códigos OVSF, aumentando considerablemente la interferencia
entre los usuarios.
Por tanto, una de las fuentes de interferencia más importante en los
sistemas W-CDMA CM3 se corresponde con la interferencia de acceso
múltiple o MAI (Multiple Access Interference). Habitualmente, este tipo
de interferencia se asume Gaussiana y se modela mediante un factor de
ortogonalidad.
El estudio de los sistemas CM3 se encuentra todav́ıa en su fase inicial.
En general, los estudios previos sobre sistemas CM3, como los presentados
en la primera Parte de la Tesis, asumen que las señales procedentes de las
K BSs llegan perfectamente sincronizadas a cada usuario. Únicamente la
referencia [50] presenta un modelo más realista, al considerar que las BSs,
al disponer de CSIT perfecta, conocen los retardos de propagación con
respecto al usuario, y por tanto pueden transmitir en instantes distintos de
forma que las señales de las K BSs lleguen śıncronamente al usuario. Sin
embargo, los términos de interferencia siguen llegando de forma aśıncrona,
no es posible compensar en transmisión tanto los términos de señal deseada
como los interferentes.
Recientemente, en [76] se propone un modelo matemático para definir
el asincronismo de las señales en recepción, y se demuestra la degradación
que sufren las técnicas y algoritmos propuestos para sistemas CM3 que no
tienen en cuenta este asincronismo en su proceso de diseño.
En este punto de la Tesis, se avanza un paso más en la caracterización del
sistema W-CDMA CM3. En concreto, se abandona el concepto de usuarios
co-canal y se consideran M usuarios, cada uno asociado con un código
de canalización distinto. En este contexto, se introduce en el modelo del
sistema CM3 el asincronismo de las señales que llegan a cada usuario y
se obtiene un modelo ajustado de las interferencias presentes en sistemas
W-CDMA CM3. Además, los parámetros de simulación se modifican para
modelar de la forma más realista posible, el peor caso posible de condiciones
de propagación en un sistema CM3.
En este Caṕıtulo, se presentan dos aplicaciones prácticas del algoritmo
JPCOB-VUL propuesto para sistemas CM3. La primera aplicación plantea
esquemas de asignación de códigos de canalización para sistemas CM3 [97–
99]. Estos esquemas se proponen a partir del nuevo modelo de los términos
de interferencia presentes en un sistema W-CDMA CM3, y su propósito
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es mejorar el nivel de interferencia que perciben los usuarios, con el fin de
aumentar la capacidad del sistema.
La segunda aplicación, vuelve a considerar usuarios co-canal, pero man-
tiene los nuevos parámetros de simulación. El objetivo es modificar el al-
goritmo JPCOB-VUL para afrontar las situaciones en las que las BSs del
sistema disponen de CSIT perfecta con respecto a sus canales locales, pero
donde sin embargo, existe algún tipo de restricción en la cantidad de infor-
mación que pueden intercambiar a través del enlace de alta capacidad y sólo
disponen de información estad́ıstica del resto de canales del sistema [100].
Esta situación se modela mediante una forma de conocimiento parcial del
canal denominada hybrid channel knowledge [53, 73].
5.1. Modelado de las interferencias en un sistema
W-CDMA MIMO multi-usuario multi-celda
coordinado
En este apartado, se presenta en primer lugar el modelo anaĺıtico de un
sistema W-CDMA CM3, para el caso general de canales frequency selective
para cada enlace usuario-BS del sistema. A partir de este modelo, se repasa
brevemente la forma habitual de caracterizar el término de correlación entre
códigos en los sistemas MIMO multi-usuario convencionales, para pasar
después a modelar el valor de esta correlación en los sistemas CM3. Este
modelo de los términos de correlación se utiliza para obtener una caracteri-
zación precisa de los términos de potencia de señal deseada y potencia de
interferencia presentes en el sistema W-CDMA CM3.
5.1.1. Modelo de sistema
Consideramos un sistema W-CDMA CM3 como el de la figura 4.2,
donde las K BSs disponen de un array lineal de Nt antenas. Al mismo
tiempo, se distribuyen M usuarios sobre la zona compartida por las BSs
(área sombreada de la figura), cada uno identificado por una secuencia del
tipo [cm[1], ..., cm[N ]], donde N es el factor de spreading.
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donde cm[n] es el código de canalización, p(t) es la forma del pulso banda
base, N es el factor de spreading y Tc es el periodo de chip. En principio,
se considera que las K BSs del sistema CM3 comparten el mismo código de
scrambling, de forma que éste se ignora en el desarrollo anaĺıtico del modelo
de sistema.
Suponiendo que el sistema utiliza una modulación QPSK, la señal que




am[d]cm(t− dT ), (5.2)






2 ] es la señal de información a transmitir al usuario
m, T = NTc es el periodo de śımbolo y E[|um(t)|2] = 1. Las señales am[d]
son a su vez señales de potencia unidad, incorreladas entre śı.
En un entorno frequency selective, los canales de propagación entre cada
BS y cada usuario del sistema estarán formados por varias contribuciones






donde hmk,(lk) es el vector [1×Nt] que representa la contribución lk-ésima
para el enlace mk usuario-BS y τlk es el retardo de propagación asociado a
esta contribución multi-camino.
La expresión (5.3) se corresponde con el canal de propagación que recibe
un usuario m desde la BS k, donde, suponiendo que los retardos de propa-
gación τlk son múltiplos enteros del periodo de chip, τlk = lkTc, el valor
máximo del delay spread se corresponde con LmkTc.
En general, los canales de propagación entre un usuario y las K BSs
del sistema CM3 presentan distintas caracteŕısticas y pueden caracterizarse
mediante diferentes perfiles de retardo o Power Delay Profile (PDP). En
este modelo de sistema, se supone que los canales de propagación entre
un usuario y las K BSs van a ser diferentes y por tanto pueden tener un
número distinto de contribuciones multi-camino Lmk. Desde el punto de
vista de cada usuario del sistema, es posible definir una especie de PDP
compuesto, donde se estableceŕıan las caracteŕısticas de las
∑
k Lmk con-
tribuciones multi-camino que recibe cada usuario.
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Para construir el PDP desde el punto de vista del usuario, es necesario
establecer los instantes de llegada de las distintas contribuciones multi-
camino. Si L′mkTc representa el valor máximo del delay spread entre los
K · M canales de propagación del sistema, se define el parámetro L de
forma que L = L′mk. De esta forma, a una frecuencia de muestreo igual a
la frecuencia de chip, todas las contribuciones multi-camino recibidas por
cada uno de los usuarios del sistema se corresponden con un instante de






donde determinadas componentes hmk,(l) serán nulas según sean las carac-
teŕısticas de los K canales de propagación que conforman el PDP visto por
el usuario.
Bajo las suposiciones anteriores y teniendo en cuenta que se trata de







donde wik representa el beamformer en DL de la BS k diseñado para trans-
mitir la señal CDMA ui(t) al usuario i con una potencia pik.
Tras el paso por el canal, la señal recibida en el usuario m, procedente




hmk,(l)xk(t− τl) + n0m(t). (5.6)











pikui(t− τl) + n0m(t). (5.7)
Para simplificar el modelo de sistema, se supone que no existe interferencia
entre śımbolos (ISI, Inter-symbol Interference), y que sólo se tiene inter-
ferencia entre fingers (IFI, Inter-finger Interference), para lo cual el valor
máximo del delay spread no debe superar el periodo de śımbolo, es decir:
LTc < T.
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En recepción, cada usuario dispone de un banco de Q = K correladores
que se encarga del despreading de la señal. En general, un correlador sin-
croniza la contribución multi-camino de mayor ganancia del canal de propa-
gación entre el usuario y una de las BSs del sistema. De esta forma, el corre-
lador q del usuario m se sincroniza con la contribución multi-camino lq, que
resulta ser la contribución de mayor ganancia del canal de la BS k = q que





















q = 1, 2, . . . Q, (5.8)






ci(t− (τl − τq))c∗m(t)dt, (5.9)









Hay que destacar que debido a la discretización del canal asumida previa-
mente, los retardos τl y τq son múltiplos del periodo de chip Tc.
En este Caṕıtulo, se presenta un modelo de sistema un poco más evolu-
cionado para definir el proceso que tiene lugar en recepción. En teoŕıa,
a la salida del banco de correladores del usuario m existe un ecualizador
caracterizado por unos coeficientes vm. En este modelo, se mantienen los
coeficientes del ecualizador de cada usuario igual a la unidad, por lo que en



















Esta expresión se corresponde con el caso más general del sistema.
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Por otro lado, la señal a la salida del ecualizador del usuario m puede
descomponerse en los términos de señal deseada o SOI (Signal Of Interest),
interferencia entre fingers o IFI, interferencia de acceso múltiple o MAI y
un término de ruido:
ym[d] = SOIm[d] + IFIm[d] + MAIm[d] + Nm[d].












































donde lq se corresponde con la contribución multi-camino sincronizada por
el correlador q-ésimo, de forma que en la expresión de la SOI, ρq,lqmm = 1,
puesto que τq = τlq . Observando la expresión de la IFI y de la MAI, se
aprecia que los términos de correlación entre códigos en cada uno de los
correladores, ρq,lmm o ρ
q,l
mi, dependen de un desplazamiento relativo entre ellos
(τl − τq) (5.9).
El objetivo de este apartado es caracterizar estos términos de correlación
para obtener después, a partir de las expresiones (5.11)-(5.13), un mode-
lo ajustado de las potencias de señal deseada e interferencia presentes en
los sistemas W-CDMA CM3. Como se verá a continuación, los modelos
estad́ısticos que se utilizan habitualmente para modelar los términos de
correlación entre códigos no se corresponden exactamente con las carac-
teŕısticas que presentan los sistemas CM3.
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5.1.2. Modelo tradicional de correlación entre códigos
En UMTS, el proceso de spreading consta de dos pasos. En un primer
paso, se ensancha la señal del usuario mediante un código de canalización,
que es un código de la familia de los códigos OVSF, y en un segundo paso,
la señal ensanchada se concatena con un código de scrambling, que suele
ser una secuencia de Gold [101].
Los códigos OVSF son códigos ortogonales entre śı siempre y cuando
estén perfectamente sincronizados. Sin embargo, estos códigos presentan
unas propiedades de auto-correlación y correlación cruzada muy variables
cuando se considera un desplazamiento temporal entre ellos [102]. Por este
motivo, los códigos de canalización OVSF se concatenan con los códigos de
scrambling, que presentan una correlación cruzada muy baja para cualquier
desplazamiento temporal, excepto para situaciones de superposición.
En el enlace UL de UMTS, las señales transmitidas por los usuarios
llegan de forma aśıncrona a la BS. En esta situación, los códigos OVSF
pierden ortogonalidad, y es el código de scrambling el que permite distinguir
a los distintos usuarios. Por el contrario, en el enlace DL de UMTS, la
BS transmite de forma śıncrona a todos los usuarios, y los códigos OVSF
mantienen su ortogonalidad para los usuarios de una misma celda. Las
señales de las distintas BSs no están sincronizadas entre śı, de forma que
es el código de scrambling el que permite distinguir usuarios de celdas
diferentes.
En general, todos los trabajos de investigación que se centran en la tec-
noloǵıa W-CDMA, tienen que caracterizar de alguna forma la pérdida de
ortogonalidad que introduce la propagación multi-camino. Desde el pun-
to de vista anaĺıtico, una de las formas más habituales de caracterizar el
comportamiento de los códigos es mediante un modelo estad́ıstico de sus
propiedades de auto-correlación y correlación cruzada. El problema es que
estos estad́ısticos vaŕıan entre autores según sean las suposiciones iniciales
planteadas.
Por otra parte, otra de las formas de caracterizar la pérdida de or-
togonalidad de los códigos es introduciendo un factor de ortogonalidad.
Básicamente, el factor de ortogonalidad representa la fracción instantánea
de potencia recibida en DL que se transforma en interferencia entre usuarios
debido a la propagación multi-camino.
En este apartado se repasan brevemente algunas referencias de ambos
planteamientos para justificar la necesidad de desarrollar un modelo es-
tad́ıstico propio para caracterizar la pérdida de ortogonalidad, en este caso
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de los códigos de canalización, en los sistemas W-CDMA CM3.
Caracterización de Fong et al.
En [103] se presenta uno de los estudios fundamentales de lo que se
conoce como scrambling de una secuencia de canalización.
Los autores derivan los estad́ısticos de la auto-correlación y correlación
cruzada para una secuencia obtenida a partir de la concatenación (ope-
ración módulo 2) de secuencias ortogonales de Walsh-Hadamard con una
secuencia real pseudo-aleatoria, para mejorar las propiedades de correlación
cruzada que presentan las versiones desplazadas temporalmente de las se-
cuencias de Walsh-Hadamard. En esta referencia también se introduce la
idea de definir conjuntos de secuencias de Walsh para minimizar la interfe-
rencia entre usuarios cuando se tienen distintos tipos de tráfico. Este hecho
se plantea después en UMTS mediante la utilización de los códigos OVSF.
En el estudio de la correlación entre distintos códigos, los autores evalúan
la varianza del término interferente, puesto que la media que obtienen es
nula. En el caso de una transmisión DL aśıncrona, cuando el retardo entre





donde G es la ganancia de procesado1.
En la misma situación, τ > Tc, la varianza de la auto-correlación es
la misma que la de la correlación cruzada, lo que significa una mejora
sustancial con respecto a los códigos de Walsh-Hadamard, que presentan
una varianza de la auto-correlación mucho mayor.
Estos mismos estad́ısticos se utilizan en [104] en un sistema con códi-
gos aleatorios, puesto que los autores defienden la idea de que los códi-
gos de Walsh en presencia de propagación multi-camino presentan unas
propiedades de correlación similares a las de los códigos aleatorios.
Caracterización de Soon et al.
En [105], los autores realizan un estudio con secuencias i.i.d. binarias y
aleatorias, donde el pulso es perfectamente rectangular, y caracterizan la
1La ganancia de procesado es la relación entre el ancho de banda de la señal ensancha-
da y el de la señal original. En el caso de modulaciones binarias, la ganancia de procesado
coincide con el factor de spreading.
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donde G es de nuevo la ganancia de procesado. La referencia para justificar
este resultado es la Tesis de A. F. Naguib [106] sobre antenas adaptativas
en entornos CDMA.
Caraterización de Hara et al.
En [107] se estudia el comportamiento de un receptor Rake en un sis-
tema W-CDMA de una única celda donde la BS implementa una técnica
de beamforming. Los autores estudian las propiedades de una secuencia
formada por un código de Walsh y un código de scrambling.
En este caso, la novedad radica en la definición de un coeficiente de
correlación generalizado:





que depende del śımbolo q y que permite derivar una matriz de correlación
de la interferencia a la salida de los filtros de despreading, antes de tener
en cuenta el peso del Rake. Los elementos de esta matriz de correlación
de interferencias son no nulos y presentan una cierta correlación cuando
r1− l1 = r2− l2: el finger r1 desensancha el camino (r1 +4l) y el finger r2
desensancha el camino (r2 +4l), por lo que en la señal desensanchada de
los dos fingers aparecen los mismos términos de correlación.
Caracterización de Schubert y Boche









c∗i (t)ck(t− nTb − lTc + rTb + qTc)dt,
donde i es el usuario receptor, k es el código transmitido, l representa la
contribución multi-camino l-ésima del canal, q es el finger del Rake y r es
el śımbolo que se está detectando.
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Para caracterizar este término de correlación, los autores consideran que
cuando el finger q sintoniza la contribución multi-camino l-ésima, q = l, los
códigos son perfectamente ortogonales, de forma que:
φkliq [r] =
{
bi[r]G, i = k, q = l,
0, i 6= k, q = l.
Cuando q 6= l, es decir, cuando se considera una contribución multi-
camino distinta a la que está sintonizando el finger del Rake, el término de
correlación es dif́ıcil de caracterizar, por lo que los autores consideran que
es una variable aleatoria independiente e idénticamente distribuida, según
la referencia [109], que se caracterizaŕıa por:
E[|φkliq [r]|2] = G, l 6= q,
donde G es la ganancia de procesado.
En [109] se considera un sistema CDMA donde los códigos son secuen-






∣∣∣∣ = { N, τ = 0,≈ √N, |τ ≥ 0|,





∣∣∣∣ ≈ √N, i 6= j, ∇τ.
Schubert y Boche puntualizan, sin embargo, que las propiedades de
correlación que se especifican en [109] no suelen cumplirse al mismo tiem-
po, es decir, no suele tenerse una auto-correlación estrecha y una correlación
cruzada baja, sino que una buena auto-correlación implica una correlación
cruzada alta, como se justifica en la referencia [102]. De esta forma, Schu-
bert y Boche contemplan en su planteamiento la posibilidad de que las
propiedades de correlación de las secuencias no sean necesariamente ideales,
por lo que la interferencia entre fingers del Rake y la MAI deben incluirse
siempre en cualquier análisis que se realice de un sistema W-CDMA.
Caracterización del factor de ortogonalidad
El factor de ortogonalidad es un parámetro que mide la pérdida de
ortogonalidad que introduce la propagación multi-camino en los códigos de
spreading.
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Aunque el valor de este parámetro vaŕıa con el tiempo, tradicionalmente,
en las simulaciones del enlace DL de un sistema W-CDMA se utiliza su
valor promediado en el tiempo, puesto que no existe una expresión anaĺıtica
cerrada para representar el valor medio del factor de ortogonalidad sobre
todas las posibles distribuciones del multi-camino.
En [110], se estudia una expresión anaĺıtica para el factor de ortogo-
nalidad instantáneo, y mediante simulaciones se demuestra que su valor
promediado aumenta con la dispersión del canal. Este hecho se analiza
posteriormente en [111], donde se define el parámetro de Factor de Disper-
sión, similar a la desviación estándar normalizada del canal, que caracteriza
el perfil del canal. Los autores demuestran que este parámetro está inver-
samente relacionado con el valor promediado en el tiempo del factor de
ortogonalidad.
Los estudios [110,111] demuestran que el factor de ortogonalidad nece-
sita una caracterización más precisa que la habitual, especialmente porque
se trata de un parámetro que afecta directamente a la capacidad de los sis-
temas W-CDMA. Recientemente, en [112] se caracteriza el comportamiento
del factor de ortogonalidad para distintos PDP mediante simulaciones, re-
forzando la idea de que utilizar un mismo factor de ortogonalidad para
todos los usuarios de un mismo sistema no es una caracterización lo sufi-
cientemente precisa de este parámetro.
5.1.3. Estudio de la correlación entre códigos
En un sistema W-CDMA CM3, la señal de un usuario a la salida del
banco de correladores y tras el ecualizador (5.10), puede separarse en el
término de señal deseada o SOI (5.11), el término de interferencia entre
fingers o IFI (5.12), el término de interferencia de acceso múltiple o MAI
(5.13) y el término de ruido (5.14). Estos términos son los que definen la
potencia de señal deseada y las potencias de interferencia, y como puede
observarse, dependen de la auto-correlación y de la correlación cruzada de
los códigos de canalización OVSF, ρq,lmm y ρ
q,l
mi, respectivamente.
En este punto, habŕıa sido posible utilizar cualquiera de los estad́ısti-
cos anteriores para transformar los valores instantáneos ρq,lmm y ρ
q,l
mi en una
realización de una variable aleatoria. También se podŕıa haber considera-
do un factor de ortogonalidad fijo para todo el sistema W-CDMA CM3.
Sin embargo, los estudios de [110–112] ya demuestran que es poco realista
considerar un único factor de ortogonalidad para todos los usuarios de un
sistema convencional. Tampoco existe ningún estudio que justifique que la
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Simulación de la correlación entre códigos OVSF
Gema Piñero
8/Febrero/2005
Para hallar el vector de pesos óptimo en condiciones de multicamino y multi-nodo es
necesario conocer a priori la correlación entre códigos OVSF. A priori estos códigos son
ortogonales, pero debido al multicamino en cada finger del RAKE los códigos entran no
sincronizados, lo que da lugar a una interferencia intra-celda debida al Múltiple Acceso y
denominada MAI (Multiple Access Interference).
Hemos estudiado el comportamiento de dicha correlación para códigos con un factor
de ensanchado (spreading) N igual a 64. También se han estudiado para un factor de
ensanchado de 32, pero los resultados aquí presentados son para 64.
Para ello se hizo una herramienta de simulación que generaba 2 secuencias aleatorias
de 100 ·N chips y que calculaba la correlación entre ambas para desplazamientos entre 0
y N − 1 chips. Dicha función es EstiMAI.m.
Esta función era llamada por la función SimulaMAI.m tantas veces como realizaciones
se quisiera simular. Un número suficiente de simulaciones se ha considerado 10N2. Se ha
obtenido entonces una matriz de N − 1 elementos (tantos como desplazamientos posibles)
para cada realización, por lo que contábamos con 10(N − 1)N2 valores de correlación. El
histograma se representa en la figura 1, y un detalle del mismo en la figura 2. En él se
representan los valores de la correlación n normalizados, por lo que podría a priori tomar
cualquier valor entre −N y N (correlación total).














Figura 1: Histograma de Correlaciones entre códigos OVSF.
Se ha intentado modelar el histograma pero no lo hemos conseguido. El punto en que la
correlación vale 0 distorsiona cualquier pdf conocida, pero lo que también queda claro es que
1
Figura 5.1: Histograma de correlaciones entre códigos OVSF.
MAI en el caso de sistemas W-CDMA CM3 puede modelarse como una
interferencia Gaussiana. Pero es que además, en este modelo de sistema
CM3, las BSs comparten el mismo código de scrambling y cada usuario se
canaliza con un mismo código OVSF desde cada una de ellas.
Por todos estos motivos, se lleva a cabo una caracterización propia de
las propiedades de correlación de los códigos OVSF en un sistema CM3. En
un primer paso, se estudian las propiedades de correlación de los códigos
OVSF con un factor de spreading de N = 64 mediante una herramienta
de simulación que genera dos códigos OVSF de 100 ·N chips y que calcula
la correlación entre ambos para desplazamientos entre 0 y N − 1 chips.
Esta correlación se mide para un total de 10N2 realizaciones, considerando
aleatoriamente en cada una de ellas dos de los 64 códigos posibles y obte-
niendo para cada realización un vector de N − 1 elementos (tantos como
posibles desplazamientos).
Al final, se dispone de 10(N−1)N2 valores de correlación entre códigos.
La figura 5.1 muestra el histograma de estos valores de correlación, mientras
que la figura 5.2 presenta una ampliación de la figura 5.1. En ambas figuras,
se presentan los valores de correlación sin normalizar, lo que significa que la
correlación puede tomar cualquier valor entre −N y N (correlación total).
En un segundo paso, se intenta modelar los histogramas mediante algu-
na función distribución de probabilidad estándar, pero el punto en el que
la correlación vale 0 distorsiona cualquier función distribución de probabili-
190 Algoritmo JPCOB-VUL: aplicaciones prácticasCorrelación Códigos OVSF 2











Figura 2: Detalle del Histograma de Correlaciones entre códigos OVSF.
no se puede suponer gaussiana de media nula, y que también en ocasiones no despreciables
puede llegar a tomar valores muy altos.
Se decidió cambiar de estrategia dado que lo que si podemos conocer es los códigos
activos en cada momento, por lo que podemos tener una cierta estimación de la MAI
concreta entre un determinado código y otro. Esta MAI también debe modelarse como una
variable aleatoria aún cuando los códigos son conocidos, debido a que el desplazamiento
temporal entre ellos es variable. La función de matlab que calcula estas correlaciones es
BuildMAI.m.
Por otro lado, ese desplazamiento temporal depende fuertemente de la longitud de los
canales que intervienen, normalmente del orden de 4 - 6 taps desplazados como máximo
hasta un valor de 15 - 20 Tc. Por tanto, se ha limitado la correlación a desplazamientos de
N/2 y N/4 y se ha estudiado en dicho intervalo.
Los valores de correlación que hayamos para los distintos códigos 2 a 2 si pueden
modelarse ya como variables uniformes, o más o menos gaussianas según el caso. La media
en ellas casi siempre es nula, por lo que el parámetro de interés es la varianza o la desviación
estándar.
Desde mi punto de vista el hecho de modelar la correlación con una distribución uni-
forme es más conservadora (en general sale mayor) que modelarla como gaussiana (siempre
limitándola a un máximo valor de ±1). En realidad la correlación real tendrá un valor dis-
tinto, pero se puede interpretar como un peso que damos a los códigos en función de su
"peligrosidad", es decir, de cuanto puede llegar a valer su correlación.
Tenemos los ficheros Rstd y LimUni en formatos matlab, ascii y tabla excel. Rstd y
LimUni son matrices reales simétricas (es igual a su traspuesta), de tamaño N ×N y cuya
diagonal principal vale 0. En Rstd he almacenado los valores de desviación estándar de
la correlación de los códigos 2 a 2, mientras que en LimUni están los valores extremos
(en positivo) de la distribución uniforme que se debería usar. Según la distribución que
queramos utilizar haremos:
Distribución Gaussiana Es menos conservadora, en general podemos obtener valores
menores que los que realmente están sucediendo. La correlación entre los códigos i− j con
Figura 5.2: Detalle del histograma de correlaciones entre códigos OVSF.
dad conocida. Lo que también queda claro es que esta correlación no puede
simplemente modelarse como una distribución Gaussiana de media nula, y
que en ocasiones no despreciables puede llegar a tomar valores muy altos.
Para continuar con el análisis, se decide cambiar d estrategia. En
cu quie sistema, las BSs conocen en todo moment qué códigos OVSF
se están utilizando, de forma que se podŕıa obtener una cierta estimación
de la correlación concreta que existe entre los códigos activos, evaluados
dos a dos. Este valor de correlación depende del desplazamiento entre los
códigos, al que no es posible asignarle una distribución determinada, puesto
que está relacionado con la distribución espacial de las BSs y con el PDP de
cada enlace. Sin embargo, en el siguiente apartado, a partir de un modelo
exhaustivo de la señal a la salida del ecualizador de cada usuario, se con-
sigue un modelo estad́ıstico adecuado de los términos de correlación entre
códigos en sistemas W-CDMA CM3.
5.1.4. Modelo de las interferencias
Tradicionalmente, la interferencia de acceso múltiple o MAI se modela
o bien mediante el factor de ortogonalidad o bien como un término de in-
terferencia Gaussiana. Sin embargo, no existe ningún resultado que asegure
que el factor de ortogonalidad o la suposición de interferencia Gaussiana son
parámetros válidos para modelar las i terferencias presentes en u sistema
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W-CDMA CM3.
En este apartado, el análisis anterior de los términos de correlación se
ampĺıa y se sitúa en el contexto de un sistema W-CDMA CM3, donde hay
que considerar que el desplazamiento entre los códigos está relacionado con
las caracteŕısticas de propagación del canal, y que por tanto, va a depender
de ciertas probabilidades que se extraen del PDP de cada canal.
Para caracterizar correctamente los términos de correlación entre códi-
gos, es conveniente tener en cuenta la relación que existe entre el PDP
compuesto que se puede obtener desde el punto de vista del usuario, (5.4),
y el PDP de cada canal de propagación (5.3):
τl = τmk + τlk ,
donde el retardo τlk está relacionado con el PDP del canal entre el usuario m
y la BS k. El retardo de propagación τmk se debe a la distribución espacial de
las BSs en el sistema, es decir, en el caso de que los K canales de propagación
que recibe un usuario m se caracterizaran mediante un mismo PDP, existiŕıa
un retardo τmk adicional y posiblemente distinto para cada enlace usuario-
BS, que provocaŕıa que las contribuciones multi-camino de cada uno de los
canales llegaran al usuario en instantes de tiempo distintos, como muestra
la figura 5.3. Por tanto, el retardo τmk se añade para considerar el caso
general en el que los canales procedentes de las K BSs llegan al usuario
de forma aśıncrona. Este retardo τmk define de esta forma el instante de
llegada de la primera contribución multi-camino del canal entre el usuario
m y la BS k.







ci(t− (τlk − τq)− τmk)c
∗
m(t)dt, (5.15)
donde τlk , τq y τmk son múltiplos enteros del periodo de chip Tc.
En el sistema W-CDMA CM3 planteado en este Caṕıtulo, se desprecia
la interferencia entre śımbolos o ISI, de forma que las interferencias pre-
sentes en el sistema se reducen a la interferencia de acceso múltiple o MAI
y a la interferencia entre fingers o IFI. A continuación, teniendo en cuenta
la nueva expresión del término de correlación entre códigos, (5.15), y re-
tomando la expresión de la señal a la salida del ecualizador de cada usuario,
(5.10), se obtiene un modelo estad́ıstico de los términos de correlación entre
códigos, que permite plantear un modelo realista de la potencia de señal
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Figura 5.3: Ejemplo de desplazamiento de los perfiles de retardo para los canales
de propagación entre el usuario m y las BSs k = 1 y k = 2.
deseada, potencia de interferencia entre fingers y potencia de interferencia
de acceso múltiple presentes en un sistema W-CDMA CM3.
Señal deseada, SOI









puesto que ρq,lqmm = 1, donde lq representa la contribución multi-camino sin-
cronizada por el correlador q-ésimo, que se corresponde con la contribución
multi-camino de mayor ganancia del canal entre el usuario m y la BS k = q.
Definiendo un vector de canal [1×NtQ]:
ḣmk = [hmk,(lq=1) . . .hmk,(lq=Q)],
y un vector de beamformers:
ẇmk = [1[Q×1] ⊗wmk],
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de forma que la potencia media de señal deseada se calculaŕıa como:




donde Ḣmk = E[ḣHmkḣmk] es el estad́ıstico de segundo orden del canal.
Para calcular este estad́ıstico, se asume que las contribuciones multi-camino
provenientes de distintas BSs, aśı como las que pertenecen a un mismo
canal, están incorreladas entre śı:
E[hHmk,(q)hmk,(l)] =
{
0, q 6= l,
Hmk,(q), q = l,
E[hHmk,(q)hmk′,(l)] =
{
0, q 6= l, k 6= k′,
Hmk,(q), q = l, k = k′.
Interferencia entre fingers, IFI




















cm(t− (τlk − τq)− τmk)c
∗
m(t)dt.
Este término de auto-correlación depende del retardo de propagación de la
contribución multi-camino l-ésima del PDP compuesto visto por el móvil
y del correlador q-ésimo. El objetivo es modelar este término como una
variable aleatoria independiente del desplazamiento entre códigos.
El retardo de propagación τmk está relacionado con la distribución es-
pacial de las BSs a lo largo del sistema CM3. Si la distribución de las BSs
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es uniforme, puede suponerse que el retardo τmk presenta una distribución
uniforme entre 1 y nmax periodos de chip. Por el contrario, las probabi-
lidades asociadas a los retardos τlk y τq se obtienen a partir del PDP del
canal mk correspondiente.
El modelo de sistema W-CDMA CM3 contempla el caso general en el
que todas las contribuciones multi-camino de cada uno de los K canales de
propagación llegan al usuario en instantes de tiempo arbitrarios, incluidos
en el intervalo [Tc, LTc]. Sin pérdida de generalidad, y desde el punto de
vista del PDP compuesto visto por el usuario, se asume que la señal de
una de las BSs, k′, llegará antes que el resto, con lo cual, τmk′ = 0, como
muestra la figura 5.3.
Si pl representa la probabilidad asociada a la contribución multi-camino
l-ésima, la media y la varianza del término de auto-correlación que aparece





























































donde pq y pl son las probabilidades asociadas al correlador y a la con-
tribución multi-camino l-ésima, respectivamente. Estas probabilidades se
obtienen haciendo corresponder a la potencia media de cada contribución
multi-camino de la expresión (5.4) una probabilidad normalizada pl (ver
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Una vez definido el término de auto-correlación ρq,lmm mediante su me-
dia y varianza, es posible obtener, como en el caso del término de señal
deseada, una expresión compacta del término de interferencia entre fingers.
Definiendo el vector de canal [1×Nt(L− 1)]:
ḧmk,lq = [hmk,(l=1) . . .hmk,(l=lq−1) hmk,(l=lq+1) . . .hmk,(l=L)],
y el vector de beamformers:
ẅmk = [1[(L−1)×1] ⊗wmk],











donde ρIFI(m) es una realización de la variable aleatoria que caracteriza el
término de auto-correlación. Teniendo en cuenta el valor de τmk, la potencia
media de interferencia entre fingers se calculaŕıa mediante:

















ḧmk,lq ]. El término de corre-
lación ρ0IFI(m) es una realización concreta de la variable aleatoria cuyo




mientras que ρIFI(m) es una realización de la variable aleatoria definida





Interferencia de acceso múltiple, MAI

























ci(t− (τlk − τq)− τmk)c
∗
m(t)dt.
Este término de correlación cruzada se modela como el término de auto-
correlación de la componente de IFI, pero considerando distintos códigos



























































Una vez que el término de correlación cruzada ρq,lmi se modela como
una variable aleatoria independiente del desplazamiento entre códigos y
del correlador q, desaparece la dependencia del término de interferencia
de acceso múltiple (5.13) con el correlador q del usuario. Para obtener
una expresión compacta del término de interferencia de acceso múltiple, se
define un vector de canal [1×NtL]:
h̃mk = [hmk,(l=1) . . .hmk,(l=L)],
y un vector de beamformers:
w̃ik = [1[L×1] ⊗wik],
de dimensiones [NtL×1], de forma que el término de interferencia de acceso
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Por último, y considerando la distinción en función del valor de τmk, la
potencia media de interferencia de acceso múltiple seŕıa:

















donde H̃mk = E[h̃Hmkh̃mk] es el estad́ıstico de segundo orden del canal. De
nuevo, ρ0MAI(mi) es una realización de la variable aleatoria definida por el




mientras que ρMAI(mi) es una realización de la definida por el valor cuadrá-
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5.2. Esquemas de asignación de códigos OVSF
A partir de la expresión de la potencia media de señal deseada (5.16),
potencia media de interferencia entre fingers (5.21) y potencia media de
interferencia de acceso múltiple (5.26), se observa que el valor cuadrático
medio del término de correlación entre códigos (expresado como la suma
del cuadrado de la media y de la varianza), influye directamente en el nivel
de las interferencias presentes en los sistemas W-CDMA CM3.
Una posible aplicación de la caracterización de las interferencias pre-
sentes en el sistema W-CDMA CM3, es la de actuar sobre el valor cuadrático
medio de los distintos términos de correlación para tratar de mejorar el nivel
de interferencia que experimentan los usuarios del sistema.
La opción elegida en esta Tesis, es la de desarrollar distintos esque-
mas multi-base de asignación de códigos OVSF para el sistema W-CDMA
CM3, de forma que se reduzca la interferencia que perciben los usuarios
y aumente con ello la capacidad del sistema. En este contexto, el término
multi-base se refiere al hecho de que la señal de cada usuario se transmite
mediante el mismo código OVSF desde todas las BSs del sistema, por tanto,
la asignación del código se realiza sobre las K BSs del sistema.
Tradicionalmente, los códigos OVSF se asignan de forma que se man-
tenga la ortogonalidad entre ellos. Los códigos OVSF se generan en forma
de árbol : a partir de un código [x], se generan dos códigos de longitud doble,
[x x] y [x −x], que se corresponden con un mismo factor de spreading. Estos
códigos son ortogonales entre śı, y al mismo tiempo, son ortogonales con
respecto a los códigos de otros niveles del árbol, siempre y cuando uno de los
códigos no sea el código ascendente del otro (es decir, no se haya generado
un código a partir del otro). Concretamente, un usuario puede canalizarse
mediante un determinado código si y solo si ningún otro código del camino
entre ese código y la ráız del árbol, o en los niveles que se derivan de ese
código, ya está asignado.
La literatura asociada a los esquemas de asignación de códigos OVSF
para UMTS es muy amplia, y algunos ejemplos interesantes pueden encon-
trarse en [113–116].
En este apartado, se presentan distintos esquemas multi-base de asig-
nación de códigos OVSF, cuando todos los usuarios del sistema comparten
el mismo requerimiento de QoS, expresado en forma de un valor umbral
de SINR. De esta forma, el problema se reduce a asignar eficientemente
los códigos OVSF que pertenecen a un mismo nivel o factor de spreading
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del árbol de códigos. Por tanto, los esquemas de asignación de códigos
propuestos son esquemas sencillos, que no contemplan aspectos como el
bloqueo de códigos2.
En un primer paso, se estudia el problema para un sistema con canales
flat fading [97,98], para pasar después a profundizar en el estudio del mejor
esquema de asignación de códigos OVSF en un entorno con canales frequen-
cy selective [99].
La principal diferencia de esta propuesta con los trabajos de referen-
cia como [113], es que en estos últimos se suele definir un nuevo tipo de
códigos que minimiza la interferencia en el sistema actuando sobre ciertos
parámetros como por ejemplo, la firma espacio-temporal de cada usuario.
La propuesta de esta Tesis, sin embargo, busca minimizar la interferencia en
el sistema CM3 utilizando los códigos que ya están definidos en el estándar
UMTS.
5.2.1. Entorno flat fading
En un entorno flat fading, la expresión del canal de propagación entre
un usuario m y una BS k se reduce a (5.3):
hmk(t) = hmkδ(t− τmk), (5.27)
donde hmk es un vector [1×Nt] y τmk es el retardo de propagación que mode-
la, desde el punto de vista del usuario, el comportamiento aśıncrono de las
contribuciones multi-camino hmk,∀k, en recepción. De esta forma, aunque
se trata de un entorno flat fading, el usuario percibe un canal formado por
K contribuciones multi-camino independientes, una por BS.
En un sistema W-CDMA CM3 con canales de propagación flat fading,
la interferencia dominante es la interferencia de acceso múltiple o MAI.
Por este motivo, en el análisis de los esquemas de asignación de códigos en
el entorno flat fading se desprecia la contribución de la interferencia entre
fingers o IFI. A continuación, se revisan las modificaciones que necesita el
algoritmo JPCOB-VUL en el entorno Coordinado I con canales flat fading
cuando se considera el nuevo modelo de correlación entre códigos.
2Una situación de bloqueo de códigos se define como aquella en la que un nuevo usuario
podŕıa aceptarse en base al análisis de las interferencias y la capacidad del sistema, pero
donde se rechaza debido a las asignaciones previas de códigos.
200 Algoritmo JPCOB-VUL: aplicaciones prácticas
Modificación del algoritmo JPCOB-VUL en el entorno
Coordinado I
El algoritmo JPCOB-VUL definido en (4.29)-(4.33) necesita unas peque-
ñas modificaciones para incluir los términos de correlación entre códigos
asociados a la presencia en el sistema CM3 de usuarios no co-canal [97,98].
La expresión de la SINR recibida en el enlace UL virtual entre el usuario















donde ρmi es una realización concreta de la variable aleatoria que define la
correlación cruzada entre los códigos m e i y Hmk = E[hHmkhmk].

















donde de nuevo los coeficientes de correlación son realizaciones concretas
de las distintas variables aleatorias.
Siguiendo los pasos (4.19)-(4.21), la ecuación de la actualización de po-
tencias puede expresarse de forma multi-usuario y matricial según:
Dp = Fp + u, (5.30)
donde las matrices D y F se modifican de la siguiente forma (4.23)-(4.26):
D =
[





j Hjwj , (5.32)
F =
[









n Hjwn, m 6= i,
0, m = i.
(5.34)
EL vector u se mantiene como en el algoritmo JPCOB-VUL original (4.27).
Los pasos de esta modificación del algoritmo JPCOB-VUL, para cada
iteración nit seŕıan:
1. Inicializar las potencias UL virtuales, puj (0), y las potencias DL, pj(0),
para todos los enlaces del sistema, j = 1, . . . ,KM , con valores positivos.
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2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Calcular los beamformers subóptimos en transmisión
wj para cada enlace, j = 1, . . . ,KM , maximizando para cada enlace
la SINR recibida en el UL virtual:















donde n toma M −1 valores relacionados con j de la siguiente forma:
si j = (k − 1)M + m, entonces n = (k − 1)M + i con i = 1, . . . ,M , e
i 6= m. Esto es debido a que en el UL virtual, los usuarios interferentes
del enlace j-ésimo son los restantes M−1 enlaces asociados a la misma
BS k.






j (nit)hj , (5.36)
donde la matriz Φj(nit) es la matriz de correlación de la señal recibi-
da en el UL virtual del enlace j (4.31). El procedimiento para obtener
esta matriz de correlación también se modifica para incluir los térmi-
nos de correlación entre códigos. Estos términos son necesarios para
ponderar correctamente la potencia de interferencia en la BS, que a
su vez repercute directamente en la conformación del beamformer.
2.2. Control de potencia, enlace UL virtual. Las potencias UL vir-
tuales, puj , se actualizan para cada enlace, j = 1, . . . ,KM , mediante
un control de potencia clásico distribuido [88]:




donde SINRV Uj (nit) es la SINR en el UL virtual dada en la ecuación
(5.28), pero considerando las potencias UL virtuales y los beamfor-
mers de la iteración correspondiente.
2.3. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:
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donde las matrices D(nit) y F(nit) se obtienen a partir de las expre-
siones (5.31) y (5.33), respectivamente, pero considerando los beam-
formers en transmisión correspondientes a la iteración nit.
En principio, la inclusión de los términos de correlación entre códigos no
afecta a las propiedades de convergencia de esta modificación del algoritmo
JPCOB-VUL, que siguen siendo las presentadas en el apartado 4.2.5.
Parámetros de la simulación
En este Caṕıtulo, las simulaciones ya no tratan de caracterizar paráme-
tros básicos de los sistemas CM3, sino que se plantean para evaluar las
aplicaciones prácticas del algoritmo JPCOB-VUL sobre una configuración
de sistema CM3.
El diagrama de bloques de la figura 4.19 sigue siendo válido para re-
sumir los pasos de esta simulación del algoritmo JPCOB-VUL. En cada
simulación, se distribuyen de forma uniforme M usuarios iniciales sobre
el sistema CM3. Después, se ejecuta el algoritmo JPCOB-VUL de (5.35)-
(5.38), considerando el esquema de selección de enlaces activos del entorno
Coordinado I.
El algoritmo dispone de It iteraciones para converger, es decir, para que
todos los usuarios alcancen la SINR umbral, manteniendo la potencia total
transmitida por cada BS por debajo de la restricción Pmax. Si el algoritmo
converge, se añade un nuevo usuario al sistema, M = M + 1, manteniendo
la ubicación de los usuarios anteriores, y se vuelve a ejecutar el algoritmo.
La simulación se interrumpe cuando el algoritmo no es capaz de admitir
nuevos usuarios, ya sea porque algún usuario no alcanza la SINR umbral,
porque el algoritmo necesita más de It iteraciones o porque alguna BS
supera la restricción en potencia Pmax. Por cuestiones prácticas, el máximo
número de usuarios que puede admitir el algoritmo se fija para mantener
un factor de carga del sistema del 80 %.
Una simulación viene definida por un valor umbral de SINR común a
todos los usuarios del sistema y por un valor de tamaño de ventana de
active set o ASW. Los resultados de las simulaciones se evalúan mediante
la probabilidad de admisión que presenta el algoritmo JPCOB-VUL para
un determinado número de usuarios activos.
En las simulaciones de este Caṕıtulo, la probabilidad de admisión de
usuarios del algoritmo se representa mediante una modificación de la fun-
ción de distribución estimada o CDF (Cumulative Distribution Function).
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De esta forma, para un número determinado de usuarios activos, un valor
de probabilidad de admisión representa el número de realizaciones, sobre
el total, en las que el algoritmo admite al menos ese número de usuarios
activos, es decir, que un número igual o menor de usuarios alcanza el valor
umbral de SINR, sin que el algoritmo supere las restricciones en número de
iteraciones y en potencia total transmitida por BS.
La tabla 5.1 resume los parámetros utilizados en la simulación. Con
respecto a estos parámetros, es importante destacar que las simulaciones
presentadas en este Caṕıtulo modifican el modelo de propagación con res-
pecto al Caṕıtulo anterior, al obtener las pérdidas de propagación mediante
el modelo del COST 273, particularizado para el escenario MORANS [117].
Este modelo de propagación se corresponde con un escenario que introduce
unas pérdidas de propagación considerables y que podŕıa considerarse como
el caso peor con respecto a condiciones de propagación. Por el contrario, el
shadowing se sigue modelando a partir de su desviación estándar, sin tener
en cuenta otras caracteŕısticas como la correlación o distancia de deco-
rrelación. El resto de parámetros se mantienen igual que en las simulaciones
del Caṕıtulo anterior.
Como se ha visto en el apartado 5.1.4, el parámetro nmax se utiliza
para definir la distribución uniforme con la que se caracteriza al retardo τmk
asociado con la distribución espacial de las BSs. En el entorno flat fading, el
desplazamiento entre códigos del término de correlación cruzada depende
del valor de τmk, que en este caso se modela mediante una distribución
uniforme entre [Tc, nmaxTc].
Teniendo en cuenta esta distribución uniforme, es posible evaluar dos
a dos los N posibles códigos OVSF, obteniendo para cada par de códi-
gos un vector de nmax valores de correlación (tantos como desplazamientos
posibles). Tomando estos valores como realizaciones de una determinada
variable aleatoria, se puede realizar una estima de la media y la desviación
estándar que presentan los nmax valores de correlación de cada par de códi-
gos OVSF.
A partir de estos valores, en las simulaciones del entorno flat fading se
decide modelar los términos de correlación cruzada como variables aleato-
rias Gaussianas, de media nula y con la desviación estándar promedio
obtenida a partir de las simulaciones. Estos valores de desviación estándar
se utilizan posteriormente para definir distintos esquemas de asignación de
códigos OVSF.
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Parámetro Valor
Frecuencia de la portadora 2 GHz
Factor de carga 80 %
EbNo umbral 4,4 dB
Factor de spreading N 64
nmax N/4
Tamaño máximo del active set. 3 BSs
Altura del usuario 1,5 m
Altura de la BS 17 m
Altura de los edificios 12 m
Potencia de ruido −108,2 dBm
Figura de ruido 7 dB
Ganancia de la antena omnidireccional 11 dBi
Potencia máxima Pmax
transmitida por BS 20 W
Distancia entre emplazamientos 1 km
Radio celular 577 m
Desviación estándar del shadowing 8 dB
Pérdidas de propagación (COST 273) βmk(dB) = 143 + 39,6 log(R(km))
Número de componentes
multi-camino por contribución 3
Potencia media de fading
de cada componente 0 dB
Retardo de cada componente 0
Velocidad de los usuarios 4 km/h
Máximo número de iteraciones
del algoritmo (It) 15
Periodo de muestreo Ts = 1/3,84 · 106
Número de śımbolos necesarios
para estimar la correlación nsimb = 3 ·Nt
de las matrices de canal
Número de coeficientes del canal Ncoef = It · nsimb
Cuadro 5.1: Parámetros de simulación.
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Estudio de la probabilidad de admisión de usuarios
El objetivo de esta primera simulación en el entorno flat fading es com-
parar la probabilidad de admisión del algoritmo JPCOB-VUL de (5.35)-
(5.38) en el entorno Coordinado I, con la probabilidad de admisión del al-
goritmo JPCOB de referencia de [33], (3.54)-(3.56), que también se modifica
para tener en cuenta los términos de correlación entre códigos.
Además, estos algoritmos se ejecutan sobre distintas configuraciones de
sistema (ver figura 4.4): el algoritmo JPCOB-VUL se ejecuta sobre una
configuración CM3 donde las BSs transmiten coordinadamente a todos los
usuarios, mientras que el algoritmo JPCOB de referencia se ejecuta de
forma independiente en cada uno de los sectores de la configuración central.
Hay que recordar que las dos configuraciones de sistema son totalmente
equivalentes en cuando a número total de antenas y restricción de potencia
transmitida por BS, Pmax.
Cada simulación empieza con M = 15 usuarios, que se distribuyen
uniformemente sobre la celda y a los que se les asigna una velocidad de
4 km/h. Una simulación puede añadir hasta un total de M = 50 usuarios,
que representa un factor de carga del 80 % para un factor de spreading de
N = 64. Teniendo en cuenta que la EbN0 umbral es de 4,4 dB, y que el
sistema utiliza una modulación QPSK, el valor umbral de SINR antes del
despreading se fija en −16,6 dB.
Las simulaciones consideran configuraciones de sistema con K = 2 y
K = 3 BSs, equipadas con arrays lineales de Nt = 3 o Nt = 4 antenas.
Asimismo, en el caso del algoritmo JPCOB-VUL, se simulan distintos va-
lores de ventana de AS: 0 dB (sin coordinación), 2 dB y 5 dB, evaluando
500 realizaciones independientes para cada configuración de BSs y antenas
y valor de ventana de AS.
Las figuras 5.4 y 5.5 representan la función de distribución estimada o
CDF de la probabilidad de admisión de ambos algoritmos y configuraciones
de sistema, para las combinaciones de número de BSs y antenas por BS que
obtienen resultados más significativos [98].
Como puede apreciarse en las figuras, en general, el algoritmo JPCOB-
VUL sobre la configuración CM3 mejora la probabilidad de admisión para
todos los tamaños de ventana de AS frente al algoritmo JPCOB de refe-
rencia de [33] sobre la configuración central.
Interesa destacar que para el algoritmo JPCOB-VUL, un tamaño de
ventana de AS de 2 dB aumenta la probabilidad de admisión frente a una
configuración no coordinada (ASW = 0 dB). Sin embargo, un tamaño ma-
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Probability of Admission CDF
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Fig. 2. Funcíon de Distribucíon (FD) estimada de la probabilidad de
admisíon. La configuracíon distribuida con transmisión cooperativa se denota
por Coop., indicando asimismo el tamaño de la ventana del AS (0, 2́o 5 dB).
longitud de onda. Las respuestas de los canales entre todas las
BS y móviles son conocidas y están formadas por elpath loss
y un desvanecimiento Rayleigh debido a un multicamino de
potencia media0 dB y ensanchamiento eńangulo de30◦.
La potencia transmitida por cada BS se ha limitado a43
dBm. Las sẽnales WCDMA se han generado con un factor
de ensanchado de 64.
En cada simulación, se intenta dar servicio a 15 usuarios
iniciales. Si el algoritmo los admite, se continua añadiendo
usuarios siempre y cuando en todos ellos se alcance la SINR
umbral requerida. La SINR umbral se ha fijado en -16.6 dB,
que considerando QPSK, equivale a unaEb/No de 4.4 dB tras
el despreading.
Los usuarios se distribuyen de forma uniforme por la celda,
y se les asigna una velocidad de 4 km/h. Se limita el número
de usuarios aceptados en la celda a un máxi o de 50, que re-
presenta un factor de carga del 80%. Asimismo, se han tomado
3 valores de ventana de AS: 0 dB (sin cooperación), 2 dB y
5 dB, realizando 500 simulaciones para cada configuración y
valor de ventana de AS.
Como puede apreciarse en las figuras, en general, las con-
figuraciones distribuidas mejoran la probabilidad de admisión
frente a la configuración central. Destacar que tomar un
tamãno de ventana del AS de 2 dB aumenta la probabilidad
de admisíon frente a no considerar cooperación entre las esta-
ciones base (0 dB). Sin embargo, un tamaño mayor de ventana
(5 dB), aunque mejora las prestaciones de la configuración
central, consigue una probabilidad menor de admisión que la
ventana de 2 dB, al aumentar el nivel de interferencias en la
celda. Los resultados para la configuración de 2 estaciones
base y 3 antenas no se incluyen por falta de espacio, solo
comentar que son similares a los anteriores.
Si se analiza la potencia total transmitida sobre la celda,
calculada como la suma de la potencia transmitida por todas
las BS, la configuración distribuida de 3 BS con 3 antenas, para
todos los valores de ventana de AS, consigue una reducción
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Fig. 3. Funcíon de Distribucíon (FD) estimada de la probabilidad de
admisíon. La configuracíon distribuida con transmisión cooperativa se denota
por Coop., indicando asimismo el tamaño de la ventana del AS (0, 2́o 5 dB).
importante de potencia, del orden del 40%, con respecto
a la configuracíon central. Esta reducción es menor en las
configuraciones de 2 estaciones base distribuidas.
V. CONCLUSIONES
Se ha propuesto un algoritmo Cooperativo para configura-
ciones de antenas distribuidas para sistemas WCDMA, y se
ha sugerido una forma práctica de combatir las situaciones
de desvanecimientos profundos. Se ha modelado de forma
más realista la influencia de la MAI y mediante simulación
se han comparado la configuración central cĺasica con la
distribuida de estaciones base. Los resultados muestran que
la configuracíon distribuida mejora la capacidad de la celda
incluso en situaciones de MAI moderada.
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Figura 5.4: Función de distribución estimada de la probabilidad de admisión,
K = 3, Nt = 3. La configuración CM3 se denota por Coop., indicando asimismo
el tamaño de la ventana de AS (0, 2 ó 5 dB).
yor de ventana, ASW = 5 dB, aunque mejora las prestaciones del algoritmo
JPCOB de referencia sobre una configuración central, consigue una proba-
bilidad menor de admisión que la ventana de 2 dB, debido al aumento del
nivel de interferencias que supone considerar una mayor coordinación entre
las BSs del sistema.
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longitud de onda. Las respuestas de los canales entre todas las
BS y móviles son conocidas y están formadas por elpath loss
y un desvanecimiento Rayleigh debido a un multicamino de
potencia media0 dB y ensanchamiento eńangulo de30◦.
La potencia transmitida por cada BS se ha limitado a43
dBm. Las sẽnales WCDMA se han generado con un factor
de ensanchado de 64.
En cada simulación, se intenta dar servicio a 15 usuarios
iniciales. Si el algoritmo los admite, se continua añadiendo
usuarios siempre y cuando en todos ellos se alcance la SINR
umbral requerida. La SINR umbral se ha fijado en -16.6 dB,
que considerando QPSK, equivale a unaEb/No de 4.4 dB tras
el despreading.
Los usuarios se distribuyen de forma uniforme por la celda,
y se les asigna una velocidad de 4 km/h. Se limita el número
de usuarios aceptados en la celda a un máxi o de 50, que re-
presenta un factor de carga del 80%. Asimismo, se han tomado
3 valores de ventana de AS: 0 dB (sin cooperación), 2 dB y
5 dB, realizando 500 simulaciones para cada configuración y
valor de ventana de AS.
Como puede apreciarse en las figuras, en general, las con-
figuraciones distribuidas mejoran la probabilidad de admisión
frente a la configuración central. Destacar que tomar un
tamãno de ventana del AS de 2 dB aumenta la probabilidad
de admisíon frente a no considerar cooperación entre las esta-
ciones base (0 dB). Sin embargo, un tamaño mayor de ventana
(5 dB), aunque mejora las prestaciones de la configuración
central, consigue una probabilidad menor de admisión que la
ventana de 2 dB, al aumentar el nivel de interferencias en la
celda. Los resultados para la configuración de 2 estaciones
base y 3 antenas no se incluyen por falta de espacio, solo
comentar que son similares a los anteriores.
Si se analiza la potencia total transmitida sobre la celda,
calculada como la suma de la potencia transmitida por todas
las BS, la configuración distribuida de 3 BS con 3 antenas, para
todos los valores de ventana de AS, consigue una reducción
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importante de potencia, del orden del 40%, con respecto
a la configuracíon central. Esta reducción es menor en las
configuraciones de 2 estaciones base distribuidas.
V. CONCLUSIONES
Se ha propuesto un algoritmo Cooperativo para configura-
ciones de antenas distribuidas para sistemas WCDMA, y se
ha sugerido una forma práctica de combatir las situaciones
de desvanecimientos profundos. Se ha modelado de forma
más realista la influencia de la MAI y mediante simulación
se han comparado la configuración central cĺasica con la
distribuida de estaciones base. Los resultados muestran que
la configuracíon distribuida mejora la capacidad de la celda
incluso en situaciones de MAI moderada.
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[1] G. Pĩnero, A. Gonźalez, C. Botella, M. de Diego and N. Cardona,An
Efficient Algorithm for Downlink Cooperative Transmission Using Joint
Power Control and Beamforming, in Proc. 3rd IEEE Sensor Array and
Multichannel Sig. Proc. Workshop (SAM), Sitges (Spain), July 2004.
[2] F. Rashid-Farrokhi, K.J. Ray Liu, L. Tassiulas,Transmit Beamforming
and Power Control for Cellular Wireless Systems, IEEE J. Sel. Areas
on Comm., vol.16, no.8, pp. 1437-1450, Oct. 1998.
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igura 5.5: Función de distribución estimada de la probabilidad de admisión,
K = 2, Nt = 4. La configuración CM3 se denota por Coop., indicando asimismo
el tamaño de la ventana de AS (0, 2 ó 5 dB).
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Esquemas de asignación de códigos OVSF a nuevos usuarios
En esta segunda simulación en el entorno flat fading, se proponen cuatro
estrategias que permiten obtener cuatro órdenes distintos de asignación de
códigos OVSF. Estos órdenes de asignación se utilizan para asignar el código
de canalización a cada uno de los nuevos usuarios que se van añadiendo al
sistema a lo largo de una simulación [97].
El objetivo de estos esquemas de asignación de códigos es mejorar el
nivel de interferencia que perciben los usuarios, de forma que el sistema
admita el mayor número posible de usuarios. Por este motivo, los esquemas
de asignación de códigos se plantean a partir de una matriz de desviación
estándar, Rstd, de dimensiones [N ×N ], donde el elemento [Rstd](i,j) es la
desviación estándar del término de correlación cruzada entre los códigos i
y j, ya que en cierta manera, este valor de desviación estándar caracteriza
cuánto de interferente puede llegar a ser un código con respecto a otro.
El primer esquema o esquema Natural, es simplemente el orden natural
de los códigos OVSF. Puesto que todos los usuarios comparten un mismo
requerimiento de QoS, los códigos OVSF que se van a asignar pertenecen
al mismo nivel del árbol OVSF, en concreto al nivel de N = 64. De esta
forma, el esquema Natural proporciona un orden de asignación sucesivo,
empezando en el código 1 y acabando en el N .
El segundo esquema o esquema MT (Minimum Total), proporciona un
orden de asignación en el cual se asignan los códigos en función de la in-
terferencia que introducen en el resto. Para obtener este orden, se suman
las filas de la matriz Rstd, obteniendo aśı la desviación estándar total que
introduce cada uno de los códigos:
N∑
i=1
[Rstd](i,j), j = 1, . . . , N.
Esta desviación estándar total puede interpretarse como cuánto de inter-
ferente es un código con respecto al resto de códigos. Los valores de des-
viación estándar total se ordenan de menor a mayor, obteniendo aśı el orden
de asignación del esquema MT (ver figura 5.6).
El tercer esquema o esquema mMT (modified Minimum Total), sigue
los pasos del esquema MT, pero se obtiene a partir de una matriz Rstd
modificada, donde los elementos de la diagonal principal son nulos.
El cuarto y último esquema, el esquema MP o Minimum Partial, obtiene
un orden de asignación que, cuando llega un nuevo usuario, asigna el código
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Figura 5.6: Esquema MT o Minimum Total.
Figura 5.7: Esquema MP o Minimum Partial.
que menor desviación estándar total introduce con respecto a los códigos
que ya están activos en la celda. La figura 5.7 muestra un ejemplo práctico
del funcionamiento de este esquema. En este ejemplo, el esquema empieza
asignando los códigos 1 y 2. En el momento en que tiene que asignar un
tercer código, realiza una búsqueda entre el resto de códigos disponibles,
y selecciona aquel código que, sumando sus valores de desviación estándar
con respecto a los códigos que ya están activos en la celda, obtiene un menor
valor de desviación estándar total. Este proceso se repite hasta ordenar los
N códigos disponibles.
Los valores de desviación estándar de los distintos términos de co-
rrelación son valores fijos y conocidos antes de la simulación, puesto que
no dependen de una realización concreta del canal, sino de la distribución
del retardo τmk. Por tanto, los cuatro esquemas de asignación de códigos
proporcionan un orden de asignación fijo y conocido antes de cualquier
simulación, independientemente del número de BSs o usuarios del sistema.
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code as the one that gives the minimum total standard devi-
ation with respect to the active codes in the cell. This last
scheme is called Minimum Partial (MP) MAI power.
Figure 2 shows the accumulated sum of the cross-correlation
standard deviations of active codes for the different proposed
schemes. Code numbers denote different OVSF codes for each
of the sorting schemes.












Fig. 2. Curves of the cumulative addition of the standard deviation for the
four criteria
III. JPCOB IN COOPERATIVE TRANSMISSION
Joint Power Control and Optimal Beamforming (JPCOB)
algorithms achieve minimum transmitted power over the cell
provided that a certain QoS (represented by a minimum Signal
to Noise and Interference Ratio, SINR) is guaranteed for all
the users. Beamforming design and power adjustment must be
done iteratively in order to obtain a feasible solution. Firstly,
the beamformer is designed to maximize a certain SINR and
secondly, the transmitted power of all BS is adjusted to exactly
provide the required QoS in all the mobiles.
Some different implementations of such JPCOB algorithms
have been proposed in the literature [4]–[6], whose approaches
to solve the problem of achieving a certain QoS minimizing
transmitted power are slightly different. In this paper we
have used the approach proposed by Rashid et al. [5]. This
technique employs a virtual uplink, whose channel responses
are equal to those of their respective downlinks, in order to
calculate the optimal beamformers that maximize the virtual
received SINR at BS k.
Therefore, the beamformer wmk, used by BS k to transmit
to mobile m, is designed to maximize the virtual received















where Hmk = E[hmkhHmk] is the second-order statistics
of downlink channel mk and pmk are the associated virtual
uplink transmission powers. In a second step, the downlink
transmission powers are updated forcing the total transmitted
power to be minimum, but providing that all mobiles exactly
achieve the SINR required. The SINR at mobile m is ex-
















where σ2m = E[nmn
∗
m] is the noise power term.
A. Cooperative Transmission Algorithm
In expression (9), all the transmission powers between every
BS and every mobile are considered. A unified expression for
power updating requires a new formulation of the associated
indices of powers, beamformers and channel matrices. Taking
as an example the KM vector of downlink powers, its
elements can be organized as follows:
P = [P1, . . . , PM︸ ︷︷ ︸
∈BS1
, . . . , P(K−1)M+1, . . . , PKM︸ ︷︷ ︸
∈BSK
]T , (10)
where [·]T stands for transposed. Thus, generalizing, given BS






 j = (k − 1)M + i.
with k = 1, . . . , K and m = 1, . . . , M .
As a result of this new notation, an iteration of the JPCOB
cooperative algorithm should develop the following two steps:
a) Step 1: First, transmit beamformers wj are calculated
for each link as:
















wj + wHj wj
,
where index n is taken over M − 1 values related to j as
follows: provided that j = (k − 1)M + m, then n = (k −
1)M + i with i = 1, . . . ,M and i = m. That is, from the
point of view of the virtual uplink, the interferers of the j
link are the remaining M − 1 links associated to the same
Base Station k.
Then, the uplink powers pj are updated by means of
classical distributed power control [1].
b) Step 2: In the power control step, the transmitted
powers are updated using [2]:
P(Nit + 1) = D†(FP(Nit) + u) (12)
where (·)† stands for pseudo-inverse and Nit represents the
iteration index. Matrices D, F and vector u are defined next.
Figura 5.8: Suma acumulada de la desviación estándar para los cuatr órdenes
de asignación de códigos.
La figura 5.8 muestra la suma acumulada de la desviación estándar
de los términos de correlación de los cuatro órdenes que proporcionan los
esquemas Natural, MT, mMT y MP [97]. La gráfica se interpreta de la si-
guiente manera: para un esquema determinado, un valor del eje x, por ejem-
plo el punto codes = 30, indica que se consideran activos los 30 primeros
códigos del orden, y el valor en el eje y indica cuál es la suma acumulada de
la desviación estándar para esos 30 códigos. En cierta manera, esta gráfica
parece indicar que el esquema MP es el que presenta una me or desviación
estándar acumulada y, por ta to, es el que introdu una menor potencia
de interferencia de acceso múltiple en el sistema.
En esta segunda simulación del entorno flat fading, se vuelve a comparar
el algoritmo JPCOB-VUL sobre una configuración CM3, con el algoritmo
JPCOB de referencia de [33] sobre una configuración central equivalente
(ver figura 4.4). Sin embargo, sólo se considera una configuración de sistema
con K = 3 BSs, cada una equipada con un array lineal de Nt = 3 antenas.
En principio, los esquemas de asignación de códigos se proponen para
mejorar la interferencia que perciben los usuarios de los sistemas CM3,
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Matrix D has dimensions [M×KM ] and shows a particular
partition of K diagonal [M×M ] matrices Dk with respective
non-zero elements given by:
D =
[





j Hjwj , (14)
where j is related to BS k and mobile m by means of j =
(k − 1)M + m.
On the other hand, matrix F has dimensions [M × KM ]
and also shows a particular partition of K matrices Fk as:
F =
[









n Hjwn ,m = i
0 ,m = i (16)
where j and n are related with k and m as in (11).










B. A practical note on Cooperative Transmission Algorithm
One fundamental aspect of the cooperative transmission
must be discussed here. When a mobile suffers from deep fa-
ding in one or more of its channels, its associated beamformer
may be wrongly conformed and its associated power may grow
endlessly in order to fulfill SINR requirement. Additionally,
the rest of beamformers of the same BS can also be affected
due to the great interference produced. In order to avoid this
collapsing situation, a variation of the cooperative transmission
has been proposed: Not all the BSs transmit to a given mobile,
but only those who are within its Active Set. This mobile
Active Set (AS) is generated in a similar way as soft handover
procedures do [7]: A BS is included in the mobile AS if its
pilot channel power is close enough to the best pilot channel
power. The maximum admitted difference between powers in
dB is defined as the AS Window size.
IV. SIMULATIONS
A configuration of 3 distributed Base Stations and a linear
array of 3 antennas placed half the wavelength apart has been
considered in the simulations. Equivalent configuration of a
sectorized cell has been also implemented in the simulations,
but no cooperative transmission was allowed in this case.
Wideband CDMA signals with a spreading factor of 64
have been used. Every simulation was initialized with 15 users
that had to achieve a SINR in reception of −16.6 dB, which,
assuming QPSK, is equivalent to an Eb/N0 of 4.5 dB after
despreading. Once all the mobiles reached the required SINR
within a maximum of 15 iterations of the JPCOB algorithm,
a new mobile entered the system trying to achieve the SINR
target. If the system fulfilled the SINR condition for all the
mobiles, included the last added, simulation went on adding
users till a maximum of 50 (equivalent to a capacity of 80 %).
In any other case, simulation stopped.
The initial position of each mobile has been uniformly
distributed inside the cell, and a user velocity of 4 km/h has
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Fig. 3. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas and a 0 dB AS window for the different assignment schemes.
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Fig. 4. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas and a 2 dB AS window for the different assignment schemes.
also been assumed in order to simulate the channel responses.
Rayleigh fading has been generated by 3 paths with average
gain of 0 dB and angular spread of 30◦. Transmitted powers
by the BSs have also been limited to 43 dBm.
Three different values of the Active Set (AS) window have
been analyzed: 0 dB (no cooperation at all), 2 dB and 5 dB,
running the simulation 500 times for each configuration and
AS value.
The estimated Cumulative Density Function (CDF) of the
probability of admission is given for the four code assignment
schemes in figure 3 for an AS window of 0 dB and in figure 4
for an AS window of 2 dB.
It can be appreciated from the figures 3 and 4 that the
natural and the MP assignment schemes noticeably increase
the probability of admission in the system. This effect can be
noticed in all the cell configurations, included the sectorized
cell with central BSs.
Figura 5.9: Función de distribución estimada de la probabilidad de admisión del
algoritmo JPCOB-VUL, para K = 3, Nt = 3 y ASW = 0 dB.
cuando las señales de las distintas BSs llegan al usuario siguiendo una dis-
tribución uniforme entre [Tc, nmaxTc]. Podŕıa parecer entonces que no tiene
sentido aplicar los órdenes aśı obtenidos sobre una configuración central de
sistema, con BSs ubicadas en el centro y donde el algoritmo JPCOB de
referencia se ejecuta de forma independiente en cada sector, puesto que en
realidad cada usuario sólo recibe señal de una única BS. Sin embargo, como
se verá en los resultados de la simulación, incluso en esta configuración, el
hecho de realizar una asignación de códigos, que no es óptima para esta
configuración, también mejora la capacidad del sistema.
La simulación sigue la misma estructura que la simulación anterior, sólo
que ahora el objetivo es evaluar las prestaciones de los cuatro órdenes de
asignación de códigos OVSF propuestos. Para cada simulación, definida
por un orden de asignación de códigos y una ventana de AS para el caso
coordinado, se promedian 500 realizaciones independientes.
Las figuras 5.9 y 5.10 presentan la función de distribución estimada o
CDF de la probabilidad de admisión del algoritmo JPCOB-VUL sobre la
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Matrix D has dimensions [M×KM ] and shows a particular
partition of K diagonal [M×M ] matrices Dk with respective
non-zero elements given by:
D =
[





j Hjwj , (14)
where j is related to BS k and mobile m by means of j =
(k − 1)M + m.
On the other hand, matrix F has dimensions [M × KM ]
and also shows a particular partition of K matrices Fk as:
F =
[









n Hjwn ,m = i
0 ,m = i (16)
where j and n are related with k and m as in (11).










B. A practical note on Cooperative Transmission Algorithm
One fundamental aspect of the cooperative transmission
must be discussed here. When a mobile suffers from deep fa-
ding in one or more of its channels, its associated beamformer
may be wrongly conformed and its associated power may grow
endlessly in order to fulfill SINR requirement. Additionally,
the rest of beamformers of the same BS can also be affected
due to the great interference produced. In order to avoid this
collapsing situation, a variation of the cooperative transmission
has been proposed: Not all the BSs transmit to a given mobile,
but only those who are within its Active Set. This mobile
Active Set (AS) is generated in a similar way as soft handover
procedures do [7]: A BS is included in the mobile AS if its
pilot channel power is close enough to the best pilot channel
power. The maximum admitted difference between powers in
dB is defined as the AS Window size.
IV. SIMULATIONS
A configuration of 3 distributed Base Stations and a linear
array of 3 antennas placed half the wavelength apart has been
considered in the simulations. Equivalent configuration of a
sectorized cell has been also implemented in the simulations,
but no cooperative transmission was allowed in this case.
Wideband CDMA signals with a spreading factor of 64
have been used. Every simulation was initialized with 15 users
that had to achieve a SINR in reception of −16.6 dB, which,
assuming QPSK, is equivalent to an Eb/N0 of 4.5 dB after
despreading. Once all the mobiles reached the required SINR
within a maximum of 15 iterations of the JPCOB algorithm,
a new mobile entered the system trying to achieve the SINR
target. If the system fulfilled the SINR condition for all the
mobiles, included the last added, simulation went on adding
users till a maximum of 50 (equivalent to a capacity of 80 %).
In any other case, simulation stopped.
The initial position of each mobile has been uniformly
distributed inside the cell, and a user velocity of 4 km/h has
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Fig. 3. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas and a 0 dB AS window for the different assignment schemes.
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Fig. 4. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas and a 2 dB AS window for the different assignment schemes.
also been assumed in order to simulate the channel responses.
Rayleigh fading has been generated by 3 paths with average
gain of 0 dB and angular spread of 30◦. Transmitted powers
by the BSs have also been limited to 43 dBm.
Three different values of the Active Set (AS) window have
been analyzed: 0 dB (no cooperation at all), 2 dB and 5 dB,
running the simulation 500 times for each configuration and
AS value.
The estimated Cumulative Density Function (CDF) of the
probability of admission is given for the four code assignment
schemes in figure 3 for an AS window of 0 dB and in figure 4
for an AS window of 2 dB.
It can be appreciated from the figures 3 and 4 that the
natural and the MP assignment schemes noticeably increase
the probability of admission in the system. This effect can be
noticed in all the cell configurations, included the sectorized
cell with central BSs.
Figura 5.10: Función de distribución estima a de la probabilidad de dmisión
del algoritmo JPCOB-VUL, para K = 3, Nt = 3 y ASW = 2 dB.
configuración CM3 para los cuatro órdenes de asignación de códigos, para
un c nfiguración sin coordinaci´n (ASW = 0 dB) y una configuración
coordinada (ASW = 2 dB), respectivamente [97].
Las figuras 5.9 y 5.10 muestran que en el caso concreto del algoritmo
JPCOB-VUL, los órdenes de asignación Natural y MP aumentan consi-
derablemente la probabilidad de admisión del algoritmo con respecto a los
órdenes MT y mMT. Si nos centramos en el efecto de la ventana de AS,
y comparamos ambas figuras, el hecho de permitir una ligera coordinación
entre BSs, ASW = 2 dB, también mejora la probabilidad de admisión
del algoritmo. Por ejemplo, para un factor de carga del 48 % (30 usuarios
activos), el orden MP para un tamaño de ventana de 2 dB (figura 5.10)
consigue un incremento de casi un 8 % en la pr babili ad de ad isión con
respecto al caso no coordinado de 0 dB (figura 5.9).
Por otro lado, también interesa destacar en la figura 5.9 que el orden
Natural mejora la probabilidad de admisión del orden MP para más de 35
usuarios activos. Este punto se mueve hasta los 40 usuarios activos cuando
se permite coordinación entre BSs (figura 5.10).
5.2. Esquemas de asignación de códigos OVSF 213











Probability of Admission CDF
Number of active users
central
Coop. − 0 dB
Coop. − 2 dB
Coop. − 5 dB
3BS − 3ANT
Fig. 5. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas for the natural assignment scheme. Sectorized cell is denoted by
central, whereas a configuration of distributed BSs are represented by Coop..
AS window sizes of 0, 2, 5 dB are used in the last case.
Taking into account the AS window and comparing then the
figures 3 and 4, allowing some cooperation (2 dB AS) also
improves the probability of admission. For example, for 30
users, equivalent to a cell capacity of 48%, the MP assignment
scheme achieves for a 2 dB AS window nearly an improvement
of 8% over the admission probability achieved by allowing no
cooperation (0 dB AS).
It must be noted from figure 3 that the natural assignment
scheme outperforms the MP assignment scheme for 35 users
on. This effect is moved towards the 40 users point (a load of
64%) when a cooperation of 2 dB is allowed.
The estimated Cumulative Density Function (CDF) of the
probability of admission for different AS Window sizes is
given together with the CDF for the sectorized (central arrays)
cell in figures 5 and 6 for the natural and the MP assignment
schemes.
As shown in previous results [3], figures 5 and 6 show
that distributed antenna arrangement increases the probability
of admission of the system with respect to the central BS
arrangement. Comparing the two figures, it can be noticed
that the MP assignment scheme performance is more robust
and stable than the natural assignment scheme performance.
In figure 5, allowing a cooperation of 5 dB considerably
decreases the probability of admission whereas in figure 6 this
performance is slightly better.
On the other hand, the MP assignment scheme noticeably
improves the probability of admission achieved by the natural
assignment scheme in all the cell configurations under a 56%
cell load (until 35 users).
Finally, a remarkable consequence of the satisfactory perfor-
mance of cooperative transmission is that inner handovers can
be allowed without consuming new codes. Note that in non-
cooperative or central environments handover between BSs or
sectors has to be considered in any case, but in these cases
new resources should be consumed to handle them.












Probability of Admission CDF
Number of active users
central
Coop.− 0 dB
Coop. − 2 dB
Coop. − 5 dB
3BS − 3ANT
Fig. 6. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas for the MP assignment scheme. Sectorized cell is denoted by
central, whereas a configuration of distributed BSs are represented by Coop..
AS window sizes of 0, 2, 5 dB are used in the last case.
V. CONCLUSION
A cooperative algorithm for distributed antenna arrays
has been used for a WCDMA 3G wireless system. Four
different code assignment schemes taking into account real
MAI influence have been proposed. Their performance over
a central BS configuration have been compared with that
supporting distributed BSs around the cell. Results show that
MP assignment scheme improves the probability of admission
for medium cell loads and distributed configurations increase
system capacity even under moderate MAI conditions.
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Figura 11: Función de distribuci´n estimada e la probabilidad de admisión del
orden N tural, para K = 3, Nt = 3. La configuración CM3 se denota por Coop.,
indicando asimismo el tamaño de la ventana de AS (0, 2 ó 5 dB).
Las figuras 5.11 y 5.12 muestran la función de distribución estimada o
CDF de la probabilidad de admisión del algoritm JPCOB-VUL sobre la
configuración de sistema CM3, y la probabilidad de admisión del algoritmo
JPCOB de referencia sobre una configuración central de sistema, para los
órdenes de asignación Natural y MP, respectivamente [97].
Las figuras 5.11 y 5.12 justifican de nuevo los resultados obtenidos en
simulaciones anteriores, donde el algoritmo JPCOB-VUL sobre una confi-
guración CM3 mejora las prestaciones del algoritmo JPCOB de referencia
sobre una configuración central. Comparando ambas figuras, se observa que
el comportamiento de los resultados asociados al orden MP es más estable
que el que presentan los resultados asociados al orden Natural. Además, la
figura 5.11 muestra que permi ir una ventana de AS de 5 dB en el orden
Natural disminuye nsiderablemente la prob bilida de admisión, mientras
que el orden MP suaviza este efecto (figura 5.12).
Por último, hay que destacar que el orden MP consigue un incremento
notable de la probabilidad de admisión con respecto al orden Natural para
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Fig. 5. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas for the natural assignment scheme. Sectorized cell is denoted by
central, whereas a configuration of distributed BSs are represented by Coop..
AS window sizes of 0, 2, 5 dB are used in the last case.
Taking into account the AS window and comparing then the
figures 3 and 4, allowing some cooperation (2 dB AS) also
improves the probability of admission. For example, for 30
users, equivalent to a cell capacity of 48%, the MP assignment
scheme achieves for a 2 dB AS window nearly an improvement
of 8% over the admission probability achieved by allowing no
cooperation (0 dB AS).
It must be noted from figure 3 that the natural assignment
scheme outperforms the MP assignment scheme for 35 users
on. This effect is moved towards the 40 users point (a load of
64%) when a cooperation of 2 dB is allowed.
The estimated Cumulative Density Function (CDF) of the
probability of admission for different AS Window sizes is
given together with the CDF for the sectorized (central arrays)
cell in figures 5 and 6 for the natural and the MP assignment
schemes.
As shown in previous results [3], figures 5 and 6 show
that distributed antenna arrangement increases the probability
of admission of the system with respect to the central BS
arrangement. Comparing the two figures, it can be noticed
that the MP assignment scheme performance is more robust
and stable than the natural assignment scheme performance.
In figure 5, allowing a cooperation of 5 dB considerably
decreases the probability of admission whereas in figure 6 this
performance is slightly better.
On the other hand, the MP assignment scheme noticeably
improves the probability of admission achieved by the natural
assignment scheme in all the cell configurations under a 56%
cell load (until 35 users).
Finally, a remarkable consequence of the satisfactory perfor-
mance of cooperative transmission is that inner handovers can
be allowed without consuming new codes. Note that in non-
cooperative or central environments handover between BSs or
sectors has to be considered in any case, but in these cases
new resources should be consumed to handle them.
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Fig. 6. Estimated CDF of the probability of admission for 3 BSs with arrays
of 3 antennas for the MP assignment scheme. Sectorized cell is denoted by
central, whereas a configuration of distributed BSs are represented by Coop..
AS window sizes of 0, 2, 5 dB are used in the last case.
V. CONCLUSION
A cooperative algorithm for distributed antenna arrays
has been used for a WCDMA 3G wireless system. Four
different code assignment schemes taking into account real
MAI influence have been proposed. Their performance over
a central BS configuration have been compared with that
supporting distributed BSs around the cell. Results show that
MP assignment scheme improves the probability of admission
for medium cell loads and distributed configurations increase
system capacity even under moderate MAI conditions.
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Figura 5.12: Función de distribución estimada de la probabilidad de admisión
del orden MP, para K = 3, Nt = 3. La configuración CM3 se denota por Coop.,
indicando asimismo el tamaño de la ventana de AS (0, 2 ó 5 dB).
ambos algoritmos cuando la carga del sistema es inferior al 55 % (menos de
35 usuarios activos).
Volviendo a la figura 5.8, los resultados presentados en estas dos simu-
laciones en el entorno flat fading demuestran que las prestaciones de los
distintos órdenes de asignación se relacionan de alguna manera con la suma
acumulada de la desviación estándar mostrada en esta figura.
Para terminar, es interesante recordar que en los sistemas CM3, un
usuario consume un único código de canalización en todas las BSs del
sistema, a diferencia de las situaciones de soft handover de los sistemas
de comunicaciones convencionales, donde el usuario consume un código de
canalización por cada una de las BSs involucradas. Por tanto, esde el pun-
to de vista e gestión de recursos, los sistemas CM3 presentan una opción
más eficiente, siempre y cuando se actúe de alguna manera sobre el aumen-
to de interferencia que supone utilizar un mismo código de canalización en
todas las BSs del sistema.
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5.2.2. Entorno frequency selective fading
En un sistema CM3 con canales de propagación frequency selective, la
potencia media de señal deseada viene dada por (5.16), la potencia media de
interferencia entre fingers se obtiene mediante (5.21) y la potencia media de
interferencia de acceso múltiple se expresa como (5.26). En estas expresiones
ya se incluye el término de correlación entre códigos como una realización
concreta de una variable aleatoria. En concreto, este término de correlación
se representa en función de su valor cuadrático medio, o suma del cuadrado
de la media y de la varianza.
Por tanto, el hecho de considerar usuarios no co-canal, y de introducir
en recepción el banco de correladores y el ecualizador, también obligan a
modificar el algoritmo JPCOB-VUL original de (4.29)-(4.33). De nuevo, el
esquema de selección de enlaces activos elegido es el del entorno Coordinado
I, donde los enlaces activos se eligen a partir de la construcción de un active
set de BSs para cada usuario del sistema.
Modificación del algoritmo JPCOB-VUL en el entorno
Coordinado I
La primera modificación afecta al cálculo de los beamformers en el pro-
blema UL virtual. Los trabajos de [92, 108, 118] demuestran que en un
sistema MIMO multi-usuario convencional, la dualidad entre el problema
DL y el problema UL virtual no se mantiene en un entorno W-CDMA
con canales frequency selective si se tienen en cuenta los coeficientes del
ecualizador. Esto se debe a que, en el algoritmo de referencia de [33], la
matriz de ganancia en UL, [DF], y la matriz de ganancia en DL, [DFT ],
no presentan los mismos valores propios debido a que F 6= FT .
Tradicionalmente, la solución a este problema pasa por realizar algunas
aproximaciones sobre el término de IFI, como [92, 118], o bien en plantear
una matriz de correlación de canal subóptima, como en [108].
En este Caṕıtulo, todav́ıa no se aborda el diseño de los coeficientes del
ecualizador, por lo que éstos no intervienen en el problema de minimización
de potencia, y en principio no existiŕıa ningún problema en plantear el pro-
blema de la forma habitual. De hecho, en la referencia original de Rashid-
Farrokhi et al. [33], se consideran canales con varias contribuciones multi-
camino y por tanto, existe tanto interferencia entre śımbolos como inter-
ferencia de acceso múltiple.
Sin embargo, el algoritmo JPCOB-VUL mantiene un diseño local de los
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beamformers. Además, se considera un beamformer de banda estrecha. Es
poco realista suponer que en un entorno frequency selective, el beamformer
que se obtiene de esta forma va a poder apuntar de forma efectiva al usuario
deseado.
En esta modificación del algoritmo JPCOB-VUL, lo que se hace es
diseñar el beamformer de forma que elimine las contribuciones multi-camino
de mayor potencia interferente, es decir, el beamformer se diseña teniendo




La expresión de la SINR recibida en el enlace UL virtual entre el usuario



















donde H0mk = E[(h
0
mk)
Hh0mk] y el término de correlación cruzada se modela
según la variable aleatoria definida por ((m0MAI(mi))
2 + (σ0MAI(mi))
2).
A partir de las expresiones de los términos de potencia media de señal
deseada (5.16), potencia media de interferencia entre fingers (5.21) y po-
tencia media de interferencia de acceso múltiple (5.26), la SINR recibida
en el usuario m se expresaŕıa (4.17):
SINRDLm =
PSOI
PIFI + PMAI + σ2m
, (5.40)
donde σ2m es la potencia de ruido en recepción.
Siguiendo los pasos (4.19)-(4.21), la ecuación de la actualización de po-
tencias puede expresarse de forma multi-usuario y matricial según:
Dp = Fp + u, (5.41)
donde las matrices D y F se modifican de la siguiente forma (4.23)-(4.26):
D =
[





j Ḣjẇj , (5.43)
F =
[














j Ḧjẅj , m = i.
(5.45)
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EL vector u se mantiene como en el algoritmo JPCOB-VUL original (4.27).
Hay que tener en cuenta que los términos de correlación que se han
presentado simplemente como ρ2IFI(m) y ρ
2
MAI(mi) provienen de variables
aleatorias que presentan distintas distribuciones en función del valor del
retardo τmk (ver expresiones (5.21) y (5.26)).
Los pasos de esta segunda modificación del algoritmo JPCOB-VUL,
para cada iteración nit seŕıan:
1. Inicializar las potencias UL virtuales, puj (0), y las potencias DL, pj(0),
para todos los enlaces del sistema, j = 1, . . . ,KM , con valores positivos.
2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Calcular los beamformers subóptimos en transmisión
wj para cada enlace, j = 1, . . . ,KM , maximizando para cada enlace
la SINR recibida en el UL virtual (5.39):


















donde n toma M −1 valores relacionados con j de la siguiente forma:
si j = (k − 1)M + m, entonces n = (k − 1)M + i con i = 1, . . . ,M ,
e i 6= m. En la práctica, cada uno de los beamformers wj(nit) se
calcula mediante la expresión MMSE (5.36), incluyendo únicamente
en la matriz de correlación Φj(nit) las matrices de correlación de los
canales de mayor ganancia, H0j .
2.2. Control de potencia, enlace UL virtual. Las potencias UL vir-
tuales, puj , se actualizan para cada enlace, j = 1, . . . ,KM , mediante
un control de potencia clásico distribuido [88]:




donde SINRV Uj (nit) es la SINR en el UL virtual dada en la ecuación
(5.39), pero considerando las potencias UL virtuales y los beamfor-
mers de la iteración correspondiente.
2.3. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:
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donde las matrices D(nit) y F(nit) se obtienen a partir de las expre-
siones (5.42) y (5.44), respectivamente, pero considerando los beam-
formers en transmisión correspondientes a la iteración nit.
De nuevo, la inclusión de los términos de correlación entre códigos y el
nuevo diseño de los beamformers no afectan a las propiedades de conver-
gencia de esta modificación del algoritmo JPCOB-VUL, que siguen siendo
las presentadas en el apartado 4.2.5.
Esquemas de asignación de códigos OVSF a nuevos usuarios
En este apartado, el análisis de los esquemas de asignación de códigos se
centra en el esquema MP o Minimum Partial, que para entornos flat fading
presentaba las mejores prestaciones para factores de carga del sistema por
debajo del 55 %.
En un escenario con canales flat fading, la única interferencia presente
tanto en el sistema CM3 como en la configuración central es la interferencia
de acceso múltiple. Además, todos los términos de correlación se pueden
obtener a partir de un mismo modelo de variable aleatoria, en concreto
a partir de una variable Gaussiana de media nula y desviación estándar
obtenida a partir de simulaciones.
Cuando los canales son frequency selective, las dos configuraciones de
sistema, la configuración CM3 y la central, presentan caracteŕısticas distin-
tas con respecto a los términos de interferencia. Además, para el caso CM3,
la composición de la interferencia vaŕıa según el número de BSs incluidas
en el AS de cada usuario.
Por otro lado, como se ha visto en las expresiones de potencia media de
SOI, potencia media de IFI y potencia media de MAI, (5.16)-(5.21)-(5.26),
respectivamente, un mismo término de correlación se modela con variables
aleatorias diferentes según sea el valor del retardo τmk.
Todo esto motiva la introducción de ciertos cambios en el esquema MP
de asignación de códigos, puesto que hay que tener en cuenta más variables
a la hora de establecer el orden óptimo de asignación.
En primer lugar nos centramos en la configuración central de sistema,
donde las BSs o arrays de antenas se ubican en la zona central y cada BS
transmite a los usuarios ubicados en su sector. En este caso, aunque un
usuario sólo recibe señal desde una BS, el canal de propagación está forma-
do por varias contribuciones multi-camino y habŕıa que considerar tanto
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los términos de auto-correlación como los de correlación cruzada asocia-






En el sistema CM3, en principio habŕıa que considerar todos los térmi-
nos de correlación posibles, los asociados con τmk = 0, que se mode-





2), y los que se obtienen cuando este retardo no es nulo, mo-







En el enlace UL virtual de ambas configuraciones de sistema, se sigue
considerando únicamente la contribución multi-camino de mayor ganancia
del canal, de forma que para calcular la SINR en el UL virtual y diseñar




El esquema MP en el entorno flat fading operaba sobre una matriz de
desviaciones estándar Rstd, y obteńıa un único orden de asignación para la
configuración CM3 y la configuración central de sistema. Sin embargo, en el
entorno frequency selective, las interferencias presentes en el sistema vaŕıan
según sea la configuración del sistema, de forma que ahora el esquema
MP va a obtener un orden de asignación de códigos distinto para cada
configuración de sistema, CM3 y central.
El esquema MP de asignación de códigos OVSF en el entorno frequency
selective construye en primer lugar una matriz Ξ de valores cuadráticos
medios de correlación de códigos para cada configuración de sistema.
Para la configuración central, la construcción de esta matriz es bastante
inmediata, puesto que los únicos valores cuadráticos medios a considerar






En el caso de la configuración CM3, en principio, la presencia de los
valores cuadráticos medios depende que cuántas BSs estén activas en el AS
de un usuario. Por ejemplo, si a un usuario sólo le transmite una BS, el
término modelado por (m2IFI(m) + σ
2
IFI(m)) se anula porque sólo le llega
su señal deseada en τmk = 0, mientras que si el mismo usuario dispone de
K BSs activas en su AS, uno de los términos de correlación se modela según
((m0IFI(m))
2 + (σ0IFI(m))
2), mientras que los K − 1 términos restantes se
modelan como (m2IFI(m) + σ
2
IFI(m)).







CM3−AS = 1 ((m0IFI(m))2 + (σ0IFI(m))2) ((m0MAI(mi))2 + (σ0MAI(mi))2)
2 · (m2MAI(mi) + σ2MAI(mi))
CM3−AS = 2 ((m0IFI(m))2 + (σ0IFI(m))2) ((m0MAI(mi))2 + (σ0MAI(mi))2)
(m2IFI(m) + σ
2
IFI(m)) 2 · (m2MAI(mi) + σ2MAI(mi))
CM3−AS = 3 ((m0IFI(m))2 + (σ0IFI(m))2) ((m0MAI(mi))2 + (σ0MAI(mi))2)
2 · (m2IFI(m) + σ2IFI(m)) 2 · (m2MAI(mi) + σ2MAI(mi))
Cuadro 5.2: Ponderación de los valores cuadráticos medios de correlación de
códigos en función de las caracteŕısticas del sistema.
La tabla 5.2 presenta un resumen de la ponderación de cada uno de los
valores cuadráticos medios que intervienen en la señal recibida por un usua-
rio, según sean las caracteŕısticas del sistema, donde AS indica el número
de BSs que se incluyen en el active set del usuario.
El esquema de asignación de códigos MP o Minimum Partial sigue los
siguientes pasos:
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N2 · · · ξ2NN
 ,
donde cada término ξ2ij es el valor cuadrático medio resultante de la
suma de todos los valores cuadráticos medios asociados a la pareja









mientras que para la configuración de sistema CM3 con 3 BSs en el








+ 2 · (m2IFI(i) + σ2IFI(i)) + 2 · (m2MAI(ij) + σ2MAI(ij)).
(5.50)
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2. Suponemos la situación en la que el código #1 es el único asignado
(este código se utiliza habitualmente en canales de control), y llega un
nuevo usuario al sistema. En este caso el esquema MP busca entre el
resto de códigos disponibles aquel código j tal que la suma de valores
cuadráticos ξ21j + ξ
2
jj sea mı́nima.
3. Una vez que en el sistema hay más de dos códigos activos, y llega un
nuevo usuario, el siguiente código j en asignarse es aquel que minimiza
la suma de los valores cuadráticos medios con respecto a los códigos
ya activos en la celda:








En un escenario real, los términos ξ2jj debidos a la interferencia entre
fingers seŕıan prácticamente despreciables frente a los producidos por la
interferencia de acceso múltiple, ξ2ji. Sin embargo, en las simulaciones de
este Caṕıtulo no se desprecia ninguna contribución, puesto que el principal
interés es caracterizar lo más fielmente posible la potencia de interferencia
que recibe un usuario en un sistema W-CDMA CM3.
Por otro lado, destacar de nuevo que el esquema de asignación de códigos
se llama Minimum Partial porque a la hora de asignar un nuevo código,
sólo tiene en cuenta la interferencia introducida hacia el conjunto de códigos
activos en el sistema.
De la misma forma que en los esquemas propuestos para el caso de
canales flat fading, el esquema MP en un entorno frequency selective puede
proporcionar un orden de asignación óptimo y fijo, puesto que se obtiene
a partir de una serie de parámetros que sólo vaŕıan si se produce alguna
variación en el PDP de alguno de los canales del sistema.
Estudio de la probabilidad de admisión de usuarios
Esta tercera simulación continúa con el estudio de la probabilidad de
admisión del esquema MP, ahora para canales frequency selective [99].
El objetivo es de nuevo comparar la probabilidad de admisión del algo-
ritmo JPCOB-VUL modificado de (5.46)-(5.48) en el entorno Coordinado I,
con la probabilidad de admisión del algoritmo JPCOB de referencia de [33],
(3.54)-(3.56), que también se modifica para tener en cuenta el nuevo modelo
de los términos de correlación entre códigos. Cada uno de estos algoritmos
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Tap Retardo (nseg.) Potencia media (dB) Espectro Doppler
1 0 0 clásico
2 200 −0,9 clásico
3 800 −4,9 clásico
4 1200 −8,0 clásico
5 2300 −7,8 clásico
6 3700 −23,9 clásico
Cuadro 5.3: Outdoor to Indoor and Pedestrian Test Environment Tapped-Delay-
Line Parameters.
se ejecuta sobre la configuración de sistema para la que se propusieron: un
sistema CM3 para el caso del algoritmo JPCOB-VUL y un sistema central
equivalente en el caso del algoritmo JPCOB de referencia (ver figura 4.4).
En esta simulación, se vaŕıan algunos parámetros para acortar el tiempo
de simulación. En primer lugar, el factor de spreading se fija en N = 32, y
la EbN0 se establece en 12,1 dB, lo que se corresponde con un valor umbral
de SINR antes del despreading, suponiendo modulación QPSK, de −5,6 dB
para cada usuario.
Para cada algoritmo y configuración de sistema, una simulación empieza
con M = 8 usuarios, que se distribuyen uniformemente por el sistema y
a los que se les asigna una velocidad de 4 km/h, y continúa añadiendo
usuarios mientras el algoritmo converja (mientras necesite menos de It
iteraciones para converger, cada BS no supere su restricción de potencia
máxima transmitida y todos los usuarios alcancen la SINR umbral).
En general, los parámetros de simulación siguen siendo los de la tabla 5.1.
Para la configuración de sistema CM3, se simulan sólo los valores de ventana
de AS de 0 dB (sin coordinación), 2 dB y 5 dB, aunque en los resultados de
las simulaciones en el entorno flat fading la ventana de AS de 2 dB mejora
significativamente las prestaciones de la ventana de AS de 5 dB. Para cada
algoritmo y cada configuración de sistema, CM3 o central, se evalúan 500
realizaciones independientes.
Con respecto a la caracterización de las variables aleatorias que modelan
los términos de auto-correlación y correlación cruzada entre los códigos, se
asume que todos los canales del sistema presentan un PDP del tipo Outdoor-
to-Indoor and Pedestrian Channel B. La tabla 5.3 resume las caracteŕısticas
de este canal [117].
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Probability of Admission CDF
Number of active users
Central − Nat.
Central − MP
Dist. 0 dB − Nat.
Dist. 0 dB − MP
Figura 5.13: Función de distribución estimada de la probabilidad de admisión del
orden Natural y MP, para configuraciones de sistema CM3 y centrales con K = 3
y Nt = 3. La configuración CM3 o Dist., se presenta para ASW = 0 dB.
El valor de la media y varianza que caracteriza a cada una de las varia-
bles aleatorias se obtiene mediante simulación, comparando los códigos dos
a dos, y extrayendo las probabilidades de cada contribución a partir del
PDP del canal.
Por otro lado, es necesario definir un mecanismo que determine, en la
configuración de sistema CM3, qué BS es la que va a asociarse con el retardo
τmk = 0. En las simulaciones, para un usuario m, se asocia con el retardo
τmk = 0 aquella BS cuya potencia de canal piloto se establece como valor
de referencia para construir el active set de BSs del usuario.
La figura 5.13 compara la función de distribución estimada o CDF de
la probabilidad de admisión del orden Natural (los códigos se asignan de
forma sucesiva, empezando en el 1 y acabando en el N) y del orden MP,
para el algoritmo JPCOB-VUL sobre la configuración CM3 y el algoritmo
JPCOB de referencia sobre la configuración central. Ambas configuraciones
de sistema disponen de K = 3 BSs, equipada cada una de ellas con arrays
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lineales de Nt = 3 antenas. Los resultados de la configuración CM3 se
presentan para el caso de ASW = 0 dB, donde sólo una BS transmite a
cada usuario, por lo que ambas configuraciones sólo se diferencian en la
ubicación espacial de las BSs en el sistema.
Desde el punto de vista de los esquemas de asignación de códigos, y
para la configuración de sistema CM3, el esquema MP aumenta conside-
rablemente la probabilidad de admisión con respecto al esquema Natural
para cualquier factor de carga del sistema. De hecho, el esquema MP con-
sigue un incremento constante del 10% en la probabilidad de admisión
con respecto al esquema Natural. En el caso de la configuración central de
BSs, esta mejora en la probabilidad de admisión disminuye a medida que
aumenta el número de usuarios admitidos.
Si ahora nos centramos en un mismo esquema de asignación de códigos,
y comparamos la probabilidad de admisión de las dos configuraciones de
sistema, CM3 y central, se observa que la configuración central de BSs
aumenta la probabilidad de admisión con respecto a la configuración CM3.
Esta mejora es más acusada en el caso del esquema Natural de asignación
de códigos, mientras que la diferencia se reduce para el esquema MP, donde
la configuración CM3 llega incluso a mejorar la probabilidad de admisión
de la configuración central para factores elevados de carga del sistema (más
de 25 usuarios activos).
El hecho de que la configuración central de BSs aumente la probabili-
dad de admisión con respecto a la configuración de sistema CM3 se puede
explicar recordando el estudio de la tasa de fallo del Caṕıtulo 4, donde
se comenta que aunque las dos configuraciones de sistema, la central y la
CM3, son f́ısicamente equivalentes, la potencia de interferencia que recibe
un usuario en cada sistema es diferente. En la configuración central de sis-
tema, puesto que el algoritmo de referencia de Rashid-Farrokhi et al. se
ejecuta de forma independiente en cada uno de de los sectores, un usuario
únicamente recibe potencia de interferencia de los usuarios asignados a su
mismo sector. Por el contrario, en la configuración CM3, aunque se con-
sidere una ventana de AS de 0 dB, donde sólo una BS transmite a cada
usuario, un usuario recibe la potencia de interferencia correspondiente al
resto de usuarios del sistema.
Las figuras 5.14 y 5.15 presentan la función de distribución estimada o
CDF de la probabilidad de admisión de los esquemas Natural y MP para
una configuración de sistema CM3 con K = 3 BSs, cuando cada BS dispone
de un array lineal de Nt = 2 o Nt = 3 antenas, respectivamente. En las
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Probability of Admission CDF
Number of active users
0 dB − MP − 2ant
2 dB − MP − 2ant
5 dB − MP − 2ant
0 dB − Nat. − 2ant
2 dB − Nat. − 2ant
5 dB − Nat. − 2ant
Figura 5.14: Función de distribución estimada de la probabilidad de admisión
del orden Natural y MP, para una configuración de sistema CM3 con K = 3 y
Nt = 2, indicando asimismo el tamaño de la ventana de AS (0, 2 ó 5 dB).
figuras se presentan los resultados obtenidos por las distintas ventanas de
AS simuladas, ASW = 0, ASW = 2 y ASW = 5 dB.
En general, los resultados de ambas figuras siguen la pauta de los pre-
sentados en la figura 5.13 con respecto a los esquemas de asignación de
códigos: el esquema MP aumenta la probabilidad de admisión con respecto
al esquema Natural para cualquier número de antenas en la BS y para los
tamaños de ventana de AS simulados. Sin embargo, hay que destacar que
para factores de carga de sistema superiores a los 25 usuarios (figura 5.14),
el esquema Natural con ASW = 5 dB mejora la probabilidad de admisión
del esquema MP con ASW = 0 dB. Este punto se desplaza hasta los 30
usuarios cuando las BSs disponen de arrays de Nt = 3 antenas (figura 5.15).
Desde el punto de vista de un mismo esquema de asignación de códi-
gos, la conclusión más sorprendente de estas figuras es el hecho de que un
pequeño grado de coordinación entre las BSs, como es el caso de las ventanas
de AS de 2 dB y 5 dB, permite mejorar significativamente las prestaciones
del sistema en términos de probabilidad de admisión. Esta mejora es to-
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Probability of Admission CDF
Number of active users
0 dB − MP − 3ant
2 dB − MP − 3ant
5 dB − MP − 3ant
0 dB − Nat. − 3ant
2 dB − Nat. − 3ant
5 dB − Nat. − 3ant
Figura 5.15: Función de distribución estimada de la probabilidad de admisión
del orden Natural y MP, para una configuración de sistema CM3 con K = 3 y
Nt = 3, indicando asimismo el tamaño de la ventana de AS (0, 2 ó 5 dB).
dav́ıa más acusada cuando además de permitir cierta coordinación entre
las BSs del sistema, se implementa un esquema de asignación de códigos
OVSF como el MP, diseñado para reducir la potencia de interferencia que
perciben los usuarios del sistema CM3. Por ejemplo, en la configuración
de sistema con Nt = 2, figura 5.14, la combinación del esquema MP con la
ventana de AS de 5 dB consigue una mejora de la probabilidad de admisión
del orden del 15% con respecto a la ventana de 0 dB, mientras que esta
mejora aumenta hasta un 20% si se compara con la curva del esquema
Natural sin coordinación, ASW = 0 dB.
Por último, comparando las figuras 5.14 y 5.15 se observa que aumentar
el número de antenas disponibles en cada BS, es decir, pasar de Nt = 2 a
Nt = 3, conlleva una mejora de la probabilidad de admisión general para
factores de carga del sistema superiores a los 20 usuarios activos.
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5.3. Control robusto de potencia para escenarios
con hybrid channel knowledge
Hasta el momento, las simulaciones que se presentan para analizar las
prestaciones del algoritmo JPCOB-VUL asumen que las BSs del sistema
CM3 disponen de CSIT perfecta y que cooperan perfectamente en datos,
por lo que cualquier BS del sistema tiene acceso al canal de propagación de
cualquier enlace usuario-BS del sistema.
En principio, el algoritmo JPCOB-VUL realiza un diseño distribuido o
local de los beamformers en transmisión para cada usuario, pero requiere
implementar el control de potencia de forma centralizada, puesto que nece-
sita conocer los canales de propagación de todos los enlaces del sistema.
En [119], se realiza un primer estudio para proponer soluciones robus-
tas de beamforming para el algoritmo JPCOB-VUL, cuando las BSs no
disponen de CSIT perfecta. Sin embargo, teniendo en cuenta la estructura
del algoritmo JPCOB-VUL, el control de potencia es el paso del algoritmo
que, con toda probabilidad, sufriŕıa una mayor degradación en un escenario
CM3 real, debido a la dificultad de disponer de forma centralizada de todos
los canales de propagación del sistema.
En este apartado, se considera un sistema W-CDMA CM3 en el que las
BSs disponen de CSIT perfecta, pero en el que existe algún tipo de restric-
ción en la cantidad de información que las BSs pueden intercambiar a través
del enlace de alta capacidad, o lo que es lo mismo, no es posible disponer de
forma centralizada y perfecta de todos los canales de propagación del sis-
tema. Esta situación se puede modelar mediante una forma de conocimiento
parcial del canal denominada hybrid channel knowledge [53, 73].
El concepto de hybrid channel knowledge se plantea para modelar los
casos en los que en un sistema CM3, cada BS dispone de CSIT perfecta con
respecto a los usuarios que se encuentran dentro de su área de cobertura,
pero sólo dispone de información estad́ıstica de los canales de propagación
del resto de enlaces del sistema. Este modelo de CSI parcial se ajusta per-
fectamente a un sistema CM3 donde existe un determinado ĺımite en la
cantidad de información que pueden intercambiar las BSs.
En esta segunda aplicación práctica del algoritmo JPCOB-VUL, se uti-
liza el concepto de hybrid channel knowledge para modelar aquellas situa-
ciones en las que no es posible disponer de forma centralizada de todos los
canales de propagación del sistema. Al mismo tiempo, se modifica el paso
de actualización de potencias DL del algoritmo JPCOB-VUL para incluir
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un control de potencia robusto y adaptado a este conocimiento parcial del
canal, siguiendo el modelo propuesto en [120].
De esta forma, tenemos un sistema CM3 donde las BSs disponen de
hybrid channel knowledge para ejecutar el algoritmo JPCOB-VUL. En las
simulaciones de este Caṕıtulo, se simplifica el entorno de simulación para
poder evaluar de forma eficiente las prestaciones de esta modificación ro-
busta del algoritmo JPCOB-VUL. Concretamente, se generan canales de
propagación flat fading para cada enlace del sistema y se vuelven a consi-
derar usuarios co-canal.
Modificación del algoritmo JPCOB-VUL en el entorno
Coordinado I
La primera modificación afecta al diseño de los beamformers. Los beam-
formers de cada usuario se siguen calculando mediante la dualidad UL-DL,
sin embargo, se abandona la expresión MMSE (4.30) y se plantea un diseño









Puk es una matriz diagonal [M ×M ] que incluye la ráız cuadrada
de las potencias UL virtuales recibidas en la BS k,√
Puk = diag
{[√





la matriz de canales Hk, de dimensiones [Nt ×M ], incluye los canales flat
fading entre la BS k y todos los usuarios del sistema:
Hk = [hH1k . . .h
H
Mk],
y em es la columna m-ésima de la matriz identidad [M ×M ].
La actualización de las potencias UL virtuales permanece como en el
algoritmo JPCOB-VUL original, puesto que las BSs disponen de CSIT local
perfecta.
El paso de actualización de potencias DL se modifica para conseguir
un mecanismo de control de potencia robusto frente a situaciones de CSI
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depende de la matriz de correlación de canal entre el usuario m y la BS
k, Hmk = E[hHmkhmk]. Si existe algún tipo de error en la estima del canal,
esta matriz de correlación de canal puede expresarse como:
Hmk = H̃mk + Emk, (5.53)
donde H̃mk es la matriz de correlación de canal estimada, Hmk es la matriz
de correlación de canal real y Emk es una matriz de error desconocida,
cuya norma de Frobenius está acotada por una constante que śı que es
conocida [120]:
||Emk||F ≤ ε · ||H̃mk||F = εmk. (5.54)
El modelo de error (5.54) permite modificar las restricciones de SINR
del criterio de minimización de potencia (4.16) para conseguir un control








ik(H̃mk + Emk)wik + σ
2
m
≥ γm, m = 1, . . . ,M,
(5.55)
para todas las posibles matrices de error tales que ||Emk||F ≤ εmk, y donde
γm es la SINR umbral requerida para el usuario m.
La expresión (5.55) se corresponde con la SINR que recibiŕıa el usuario








ik(H̃mk + Emk)wik + σ
2
m
, m = 1, . . . ,M,
(5.56)
y se aplica el lema 1 de [120]:
Para cualquier vector w, matriz H y un escalar positivo δ,
mı́n wH(H + E)w = wH(H− δI)w
máx wH(H + E)w = wH(H + δI)w
||E||F ≤ δ,
se obtiene la expresión de la SINR recibida en los usuarios que permite








ik(H̃mk + εmkI)wik + σ
2
m
= γm, m = 1, . . . ,M,
(5.57)
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donde I es una matriz identidad de dimensiones [Nt ×Nt].
Siguiendo los pasos (4.19)-(4.21) a partir de la expresión (5.57), la
ecuación de la actualización de potencias puede expresarse de forma multi-
usuario y matricial según:
Dp = Fp + u, (5.58)
donde las matrices D y F se modifican de la siguiente forma (4.23)-(4.26):
D =
[





j (H̃j − εjI)wj , (5.60)
F =
[





γmwHn (H̃j + εjI)wn, m 6= i,
0, m = i.
(5.62)
EL vector u se mantiene como en el algoritmo JPCOB-VUL original (4.27).
Los pasos de esta versión robusta del algoritmo JPCOB-VUL, para cada
iteración nit seŕıan:
1. Inicializar las potencias UL virtuales, puj (0), y las potencias DL, pj(0),
para todos los enlaces del sistema, j = 1, . . . ,KM , con valores positivos.
2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Calcular los beamformers subóptimos en transmisión








donde j = (k − 1)M + m y la matriz de canales H̃k se construye a
partir de los canales estimados h̃mk.
2.2. Control de potencia, enlace UL virtual. Las potencias UL vir-
tuales, puj , se actualizan para cada enlace, j = 1, . . . ,KM , mediante
un control de potencia clásico distribuido [88]:
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donde SINRV Uj (nit) es la SINR en el UL virtual dada en la ecuación
(4.18), pero considerando las potencias UL virtuales y los beamfor-
mers de la iteración nit, aśı como la matriz de correlación de canal
estimada del enlace correspondiente:












En la expresión anterior, los ı́ndices j y n cumplen j = (k−1)M +m,
n = (k − 1)M + i, siendo i = 1, . . . M , e i 6= m.
2.3. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:





donde las matrices D(nit) y F(nit) se obtienen a partir de las expre-
siones (5.59) y (5.61), respectivamente, pero considerando los beam-
formers en transmisión correspondientes a la iteración nit.
El hecho de modificar el diseño de los beamformers y el paso de actua-
lización de las potencias DL para incluir un mecanismo robusto frente a
situaciones de CSI parcial, no influye en la convergencia de esta versión
robusta del algoritmo JPCOB-VUL, que mantiene las propiedades de con-
vergencia del algoritmo JPCOB-VUL original.
Hybrid channel knowledge
A la hora de incorporar el concepto de hybrid channel knowledge a la
versión robusta del algoritmo JPCOB-VUL, la opción elegida es suponer
que los K canales de propagación que relacionan a un usuario con las BSs
del sistema CM3 se modelan mediante distintos grados de precisión, es
decir, que cada uno de los canales del usuario m presenta una matriz de
error distinta:
Em = [Em1 . . .EmK ]. (5.66)
En las simulaciones, para cada usuario m del sistema, se evalúa la
norma de Frobenius de las matrices de correlación de canal estimadas,
||H̃mk||F , k = 1, . . . ,K, y se asocia con una estima perfecta del canal
al enlace mk que presenta la mayor norma. Los K − 1 canales restantes se
asocian con una matriz de error desconocida generada a partir del modelo
(5.53)-(5.54).
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Prestaciones del control robusto de potencia
El objetivo de las simulaciones es evaluar las prestaciones de la versión
robusta del algoritmo JPCOB-VUL en un sistema CM3 donde las BSs
disponen de una forma de conocimiento parcial del canal denominada hybrid
channel knowledge.
Una simulación consiste en la evaluación de la versión robusta del algo-
ritmo JPCOB-VUL de (5.63)-(5.65), y de una versión no robusta, sobre una
misma realización del canal. La versión no robusta del algoritmo JPCOB-
VUL mantiene el diseño de los beamformers de la expresión (5.63) y la
actualización de las potencias UL de (5.64). Sin embargo, el paso de actua-
lización de potencias DL se mantiene como en el algoritmo JPCOB-VUL
original, (4.33), pero considerando las matrices de correlación de canal es-
timadas H̃j . Tras la convergencia de la versión robusta y no robusta del
algoritmo JPCOB-VUL, se calcula la SINR real que están alcanzando los
usuarios del sistema en ambos casos. Esta SINR se calcula de la forma ha-
bitual, (5.52), pero considerando las matrices de correlación de canal reales,
Hj , y las potencias DL obtenidas por la versión robusta en un caso, y la
versión no robusta en el otro.
En las simulaciones, la versión robusta y no robusta del algoritmo
JPCOB-VUL se evalúan sobre una misma realización del canal, variando
además de forma progresiva el grado de coordinación entre BSs o parámetro
ASW y el valor de ε del modelo de error (5.54). Cada una de estas versiones
del algoritmo converge cuando los M usuarios del sistema alcanzan la SINR
umbral requerida, sin superar el máximo de It iteraciones ni la restricción
en potencia total transmitida por BS, Pmax. Para evaluar la convergen-
cia del algoritmo, la versión robusta utiliza la expresión (5.57) de la SINR
en DL, mientras que la versión no robusta recurre a la expresión habitual
de la SINR, (5.52), pero considerando las matrices de correlación de canal
estimadas. En total, se evalúan 1000 realizaciones independientes de cada
simulación.
El escenario de simulación es el siguiente. Se considera un sistema CM3
con K = 3 BSs, donde cada una de ellas dispone de un array lineal de
Nt = 3 antenas. En cada simulación, se distribuyen uniformemente M = 9
usuarios co-canal a los que se les asigna una velocidad de 4 km/h. El factor
de spreading se fija en N = 32, y el valor umbral de SINR se establece en
−12 dB. Los canales de propagación son canales flat fading. El resto de
parámetros de simulación son los presentados en la tabla 5.1.
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Fig. 3. Average minimum real SINR over 9 co-channel users for the
robust power control algorithm versus error bound ε.



























Fig. 4. Average minimum real SINR over 9 co-channel users for the
non-robust power control algorithm versus error bound ε.
control, simpler suboptimal zero forcing beamformers are designed
instead of the proposed optimal ones in [6].
Four different values of the Active Set (AS) window have been
analyzed, 0 dB, 5 dB, 15 dB and 70 dB. An AS window of 0 dB
means that each mobile receives its signal only from one base station.
With the 5 dB and 15 dB values, we move between one or two (5 dB),
or two or three (15 dB) transmitting base stations for each mobile,
whereas the 70 dB value refers to the full cooperative case where all
the base stations transmit useful information to the mobile.
For each value of the AS window, and for different values of ε
(13), the performance of the robust power control and the conven-
tional power control algorithm [6] is compared over 1000 indepen-
dent runs.
Figure 3 shows the average minimum real SINR over all users
for the robust power control algorithm for each ε and AS value,
whereas figure 4 shows the results for the conventional non-robust
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Fig. 5. Average total transmitted power for the robust and non-robust
power control algorithms, for the full cooperative case (AS 70 dB).




















Fig. 6. Probability of the feasibility of the robust power control al-
gorithm for the different values of AS.
algorithm.
Regarding the robust power control performance, notice that the
AS value of 0 dB, when only one BS transmits to the user, corres-
ponds to the results shown in [1]. Clearly, the four values of the AS
achieve the required SINR for any value of ε.
On the other hand, as shown in figure 4, the SINR constraint is
not achieved in any of the AS values for the non-robust algorithm.
However, it can be appreciated that when using a full cooperative
scheme, even with a non-robust algorithm, the minimum real SINR
is close to the required value. This result confirms the idea of the
macrodiversity as an additional robustness mechanism.
Figure 5 compares the average total transmitted power in the
multi-cell system for the robust and non-robust algorithm for a full
cooperative scheme (AS 70 dB). The main result of this figure is the
slight increase in the average total transmitted power exhibited by
the robust algorithm.
Figura 5.16: Valor medio de la mı́nima SINR real obtenido por el control robusto
de potencia, en función del valor de ε.
De nuevo, el esquema de selección e enlaces activos simulado es el del
entorno Coordinado I. Concretamente, se simulan cuatro valores de ventana
de AS, 0 dB, 5 dB, 15 dB y 70 dB, que proporcionan los grados de coordi-
nación entre BSs más significativos: sin coordinación (0 dB), coordinación
entre una y dos BSs (5 dB), coordinación entre dos o tres BSs (15 dB), o
coordinación total (70 dB).
La figura 5.16 presenta el valor medio de la mı́nima SINR real que al-
canzan los usuarios cuando se vaŕıa el valor de la constante ε y el tamaño de
ventana de AS en el control robusto de potencia, mientras que la figura 5.17
representa los resultados obtenidos en los mismos casos por el control no
robusto de potencia [100].
Se puede observar en la figura 5.16 que el control robusto de potencia
consigue que el valor medio de la mı́nima SINR alcanzada en el sistema
supere la SINR umbral requerida, independientemente del valor de ε. Hay
que destacar que la curva de ASW = 0 dB, cuando sólo una BS transmite a
cada usuario, se corresponde con los resultados presentados en el algoritmo
de control robusto de potencia de referencia [120].
Por otro lado, el control no robusto de potencia (figura 5.17) falla en
la mayoŕıa de los casos y el valor medio de la mı́nima SINR alcanzada en
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Fig. 3. Average minimum real SINR over 9 co-channel users for the
robust power control algorithm versus error bound ε.



























Fig. 4. Average minimum real SINR over 9 co-channel users for the
non-robust power control algorithm versus error bound ε.
control, simpler suboptimal zero forcing beamformers are designed
instead of the proposed optimal ones in [6].
Four different values of the Active Set (AS) window have been
analyzed, 0 dB, 5 dB, 15 dB and 70 dB. An AS window of 0 dB
means that each mobile receives its signal only from one base station.
With the 5 dB and 15 dB values, we move between one or two (5 dB),
or two or three (15 dB) transmitting base stations for each mobile,
whereas the 70 dB value refers to the full cooperative case where all
the base stations transmit useful information to the mobile.
For each value of the AS window, and for different values of ε
(13), the performance of the robust power control and the conven-
tional power control algorithm [6] is compared over 1000 indepen-
dent runs.
Figure 3 shows the average minimum real SINR over all users
for the robust power control algorithm for each ε and AS value,
whereas figure 4 shows the results for the conventional non-robust
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Fig. 5. Average total transmitted power for the robust and non-robust
power control algorithms, for the full cooperative case (AS 70 dB).




















Fig. 6. Probability of the feasibility of the robust power control al-
gorithm for the different values of AS.
algorithm.
Regarding the robust power control performance, notice that the
AS value of 0 dB, when only one BS transmits to the user, corres-
ponds to the results shown in [1]. Clearly, the four values of the AS
achieve the required SINR for any value of ε.
On the other hand, as shown in figure 4, the SINR constraint is
not achieved in any of the AS values for the non-robust algorithm.
However, it can be appreciated that when using a full cooperative
scheme, even with a non-robust algorithm, the minimum real SINR
is close to the required value. This result confirms the idea of the
macrodiversity as an additional robustness mechanism.
Figure 5 compares the average total transmitted power in the
multi-cell system for the robust and non-robust algorithm for a full
cooperative scheme (AS 70 dB). The main result of this figure is the
slight increase in the average total transmitted power exhibited by
the robust algorithm.
Figura 5.17: Valor m dio de la mı́nima SINR real obte ido por el control no
robusto de potencia, en fun ión del valor de ε.
el sistema no cumple el valor de SINR umbral requerido. Sin embargo, en
la configuración con coordinación total, ASW = 70 dB, incluso ejecutando
un control no robusto de potencia, el valor medio de la mı́nima SINR se
ajusta bastante al valor de SINR umbral requerida. Este resultado confirma
la idea de que un sistema MIMO multi-usuario multi-celda coordinado, es
un sistema intŕınsecamente robusto, por todos los motivos expuestos en el
Caṕıtulo 2 (rango de los canales, ganancia por diversidad espacial...).
La figura 5.18 compara la potencia media total transmitida en el sis-
tema CM3 para los casos de control robusto y no robusto de potencia,
cuando existe coordinación total entre BSs, ASW = 70 dB [100]. Como
se puede observar, el control robusto de potencia aumenta ligeramente la
potencia total transmitida en el sistema, pero las prestaciones que con-
lleva este mecanismo compensan el aumento de interferencias q supone
transmitir a una mayor potencia.
El algoritmo JPCOB-VUL, incluida la versión robusta presentada en
este apartado, no comprueba la feasibility teórica del problema antes de
empezar a ejecutarse (4.43). La figura 5.19 muestra una estimación de la
probabilidad de feasibility práctica del control robusto de potencia para los
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Fig. 3. Average minimum real SINR over 9 co-channel users for the
robust power control algorithm versus error bound ε.



























Fig. 4. Average minimum real SINR over 9 co-channel users for the
non-robust power control algorithm versus error bound ε.
control, simpler suboptimal zero forcing beamformers are designed
instead of the proposed optimal ones in [6].
Four different values of the Active Set (AS) window have been
analyzed, 0 dB, 5 dB, 15 dB and 70 dB. An AS window of 0 dB
means that each mobile receives its signal only from one base station.
With the 5 dB and 15 dB values, we move between one or two (5 dB),
or two or three (15 dB) transmitting base stations for each mobile,
whereas the 70 dB value refers to the full cooperative case where all
the base stations transmit useful information to the mobile.
For each value of the AS window, and for different values of ε
(13), the performance of the robust power control and the conven-
tional power control algorithm [6] is compared over 1000 indepen-
dent runs.
Figure 3 shows the average minimum real SINR over all users
for the robust power control algorithm for each ε and AS value,
whereas figure 4 shows the results for the conventional non-robust
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Fig. 5. Average total transmitted power for the robust and non-robust
power control algorithms, for the full cooperative case (AS 70 dB).




















Fig. 6. Probability of the feasibility of the robust power control al-
gorithm for the different values of AS.
algorithm.
Regarding the robust power control performance, notice that the
AS value of 0 dB, when only one BS transmits to the user, corres-
ponds to the results shown in [1]. Clearly, the four values of the AS
achieve the required SINR for any value of ε.
On the other hand, as shown in figure 4, the SINR constraint is
not achieved in any of the AS values for the non-robust algorithm.
However, it can be appreciated that when using a full cooperative
scheme, even with a non-robust algorithm, the minimum real SINR
is close to the required value. This result confirms the idea of the
macrodiversity as an additional robustness mechanism.
Figure 5 compares the average total transmitted power in the
multi-cell system for the robust and non-robust algorithm for a full
cooperative scheme (AS 70 dB). The main result of this figure is the
slight increase in the average total transmitted power exhibited by
the robust algorithm.
Figura 5.18: Potencia media total transmitida en el sistema CM3 para el control
robusto y no robusto de potencia, cuando se permite coordinación total entre BSs,
ASW = 70 dB.
distintos grados de coordinación entre BSs y valores de ε [100]. Esta proba-
bilidad se calcula dividiendo, sobre el total, el número de realizaciones en
las que el algoritmo converge, es decir, todos los usuarios alcanzan el valor
de SINR umbral, sin que se supere la restricción en potencia transmitida
de cada BS y el número máximo de iteraciones permitidas del algoritmo.
En esta figura se observa como la probabilidad de feasibility práctica
del control robusto de potencia para coordinación total entre BSs, ASW =
70 dB, es casi uno independientemente del error que se introduzca en la
estima de las matrices de correlación de canal. Sin embargo, la probabilidad
de feasibility práctica del resto de configuraciones está muy influenciada por
el error en esta estima. Por tanto, aunque estas configuraciones alcanzan
en la figura 5.16 la SINR umbral requerida, hay que tener en cuenta que su
probabilidad de feasibility práctica es inaceptable según sea el valor de ε.
236 Algoritmo JPCOB-VUL: aplicaciones prácticas
























Fig. 3. Average minimum real SINR over 9 co-channel users for the
robust power control algorithm versus error bound ε.



























Fig. 4. Average minimum real SINR over 9 co-channel users for the
non-robust power control algorithm versus error bound ε.
control, simpler suboptimal zero forcing beamformers are designed
instead of the proposed optimal ones in [6].
Four different values of the Active Set (AS) window have been
analyzed, 0 dB, 5 dB, 15 dB and 70 dB. An AS window of 0 dB
means that each mobile receives its signal only from one base station.
With the 5 dB and 15 dB values, we move between one or two (5 dB),
or two or three (15 dB) transmitting base stations for each mobile,
whereas the 70 dB value refers to the full cooperative case where all
the base stations transmit useful information to the mobile.
For each value of the AS window, and for different values of ε
(13), the performance of the robust power control and the conven-
tional power control algorithm [6] is compared over 1000 indepen-
dent runs.
Figure 3 shows the average minimum real SINR over all users
for the robust power control algorithm for each ε and AS value,
whereas figure 4 shows the results for the conventional non-robust
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Fig. 5. Average total transmitted power for the robust and non-robust
power control algorithms, for the full cooperative case (AS 70 dB).




















Fig. 6. Probability of the feasibility of the robust power control al-
gorithm for the different values of AS.
algorithm.
Regarding the robust power control performance, notice that the
AS value of 0 dB, when only one BS transmits to the user, corres-
ponds to the results shown in [1]. Clearly, the four values of the AS
achieve the required SINR for any value of ε.
On the other hand, as shown in figure 4, the SINR constraint is
not achieved in any of the AS values for the non-robust algorithm.
However, it can be appreciated that when using a full cooperative
scheme, even with a non-robust algorithm, the minimum real SINR
is close to the required value. This result confirms the idea of the
macrodiversity as an additional robustness mechanism.
Figure 5 compares the average total transmitted power in the
multi-cell system for the robust and non-robust algorithm for a full
cooperative scheme (AS 70 dB). The main result of this figure is the
slight increase in the average total transmitted power exhibited by
the robust algorithm.
Figura 5.19: Probabilidad de feasibility práctica del control robusto de potencia
para distintos valores de ventana de AS.
Por último, comparando las figuras 5.18 y 5.19, se aprecia que el ligero
aumento en potencia transmitida que p esenta en general el con rol robusto
de potencia es perfectamente asumible, especialmente en l caso de coordi-
nación total entr BSs, puesto que este umento conlleva una probabilidad
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La segunda Parte de la Tesis empieza definiendo una configuración de
sistema adecuada para la arquitectura Multinodo B, que coincide con la de
un sistema MIMO multi-usuario multi-celda coordinado (CM3). Sobre esta
configuración CM3, se desarrolla anaĺıticamente un modelo de sistema que
sirve como marco de referencia para proponer un primer algoritmo JPCOB,
el JPCOB-VUL o Virtual uplink-based Joint Power Control and Optimal
Beamforming, modificando una de las tres referencias clásicas propuestas
para resolver el problema de minimización de potencia en sistemas sin co-
ordinación.
En general, las simulaciones que se recogen en la segunda Parte de la
Tesis tratan de evaluar las prestaciones y los ĺımites del algoritmo JPCOB-
VUL en un entorno W-CDMA CM3. Además, este entorno de simulación
se modela siguiendo lo más fielmente posible los parámetros del estándar
UMTS.
En la práctica, el principal problema al que se enfrenta un sistema CM3
es a disponer de CSIT perfecta en todas las estaciones base (BSs) del sis-
tema. Además, las prestaciones de cualquier algoritmo propuesto para este
tipo de sistemas van a depender del tipo de información de canal que puedan
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disponer las BSs. Desde este punto de vista, el algoritmo JPCOB-VUL se
presenta como una buena opción, por el hecho de diseñar los beamformers
de forma distribuida, y por incluir un mecanismo de control de potencia
sencillo y fácilmente adaptable a situaciones de conocimiento parcial del
canal.
En esta tercera Parte, la Tesis se reorienta hacia el análisis y desarrollo
de algoritmos alternativos al JPCOB-VUL para resolver el problema de
minimización de potencia en un sistema W-CDMA CM3. Por una parte, se
avanza en el planteamiento anaĺıtico del modelo de sistema, proponiendo un
modelo matricial compacto que reproduce exactamente las caracteŕısticas
de un sistema W-CDMA CM3, y donde además, se caracteriza completa-
mente el proceso que realiza el receptor de cada usuario [121]. Este modelo
matricial se apoya en el desarrollo propuesto por Wiesel et al. para el caso
general de diseño de precoders en transmisión [30]. Por otro lado, se vuelve
a un entorno de simulación básico y estándar, con el objetivo de indepen-
dizar en la medida de lo posible el comportamiento de los algoritmos del
entorno de simulación.
En este escenario, se propone un algoritmo Downlink-based que ya no
depende de la dualidad entre el problema DL y un problema UL virtual
equivalente, el algoritmo JPCOB-DL o Downlink-based Joint Power Con-
trol and Optimal Beamforming [121]. Este algoritmo comparte la misma
estructura iterativa en dos pasos que el algoritmo JPCOB-VUL, pero se
diferencia en el diseño del beamformer en transmisión. En concreto, el al-
goritmo JPCOB-DL implementa un beamformer multi-base en transmisión
para cada usuario, donde el diseño del beamformer de cada usuario se rea-
liza de forma centralizada teniendo en cuenta las K ·Nt antenas disponibles
en el sistema CM3.
En principio, el hecho de que tanto el diseño de los beamformers como el
control de potencia requieran de una implementación centralizada, dismi-
nuye las posibilidades de conseguir una implementación de este algoritmo
en un sistema CM3 real. Por este motivo, se propone una versión simplifica-
da del algoritmo JPCOB-DL, el JPCOB-SDL o Simplified Downlink-based
Joint Power Control and Optimal Beamforming, para aquellos casos en los
que existe algún tipo de restricción en la cantidad de información que el
usuario puede realimentar a la BS. Desde este punto de vista, es posible
considerar al algoritmo JPCOB-SDL como una técnica de limited feedback,
puesto que estas técnicas no sólo se utilizan para realimentar información
de canal, sino que en general se proponen para reducir la cantidad total de
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información que un usuario necesita realimentar a la BS.
6.1. Modelo matricial del sistema
En este apartado, se ampĺıa el modelo matricial del sistema W-CDMA
CM3 para canales flat fading, representado por el diagrama de bloques de
la figura 4.3 o por la expresión (4.6), al caso de un sistema W-CDMA CM3
con canales frequency selective. En este caso, se recupera la expresión de
la señal a la salida del usuario, (5.10), y se completa para caracterizar el
proceso completo que tiene lugar en el receptor de cada usuario.
Por tanto, se considera un sistema W-CDMA CM3 formado por K BSs,
cada una equipada con un array lineal de Nt antenas, donde los canales de
propagación entre cada usuario y cada BS del sistema son canales frequency
selective. En el sistema, además, se distribuyen uniformemente M usuarios
sobre el área compartida por las K BSs (zona sombreada de la figura 4.2).
En un sistema CM3, la diferencia de caminos de propagación entre un
usuario y las K BSs del sistema provoca que la señal que recibe el usuario
sea de naturaleza aśıncrona. Por este motivo, en recepción, cada usuario
dispone de un banco de Q = K correladores, cada uno de ellos sincronizado
con la contribución multi-camino de mayor ganancia del canal de propa-
gación entre el usuario y una de las BSs del sistema. Tras el banco de
correladores, un ecualizador se encarga de combinar, siguiendo un determi-
nado criterio, las señales obtenidas a la salida de cada correlador.
La figura 6.1 muestra el diagrama de bloques del sistema W-CDMA
CM3. El vector a, de dimensiones [M × 1], incluye los śımbolos que se van
a modular y a transmitir a cada usuario del sistema. Estos śımbolos, de
potencia unidad, están incorrelados entre śı. Siguiendo el desarrollo de [30],
y suponiendo que el proceso que tiene lugar en el receptor de cada usuario es
lineal, la señal a la salida del receptor de cada usuario, ym, puede expresarse


















donde la matriz HTx, de dimensiones [MKNt×M ], es una matriz diagonal
a bloques que agrupa los beamformers en transmisión de todo el sistema, P
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Figura 6.1: Diagrama de bloques de un sistema MIMO multi-usuario multi-celda
coordinado.
es también una matriz diagonal a bloques, [MKNt ×MKNt], que incluye
todas las potencias transmitidas en el enlace DL del sistema y HCh es una
matriz [M2L ×MKNt] que contiene los canales frequency selective entre
todos los usuarios y BSs del sistema. En recepción, la matriz HRx es una
matriz [MQ ×M2L] que caracteriza el proceso que realiza el banco de Q
correladores de cada usuario. Tras los correladores, el vector n, [MQ× 1],
es el resultado de concatenar las contribuciones de ruido térmico a la salida
del banco de correladores de cada usuario, nm. Por último, la matriz V,
[MQ×M ], incluye los pesos del ecualizador presente a la salida del banco
de correladores de cada usuario.
Las matrices HTx, P, HCh, HRx y V pueden descomponerse en M
bloques independientes que se relacionan directamente con la transmisión
a cada usuario. Siguiendo la figura 6.1:
HTx = diag{[hTx1 hTx2 . . .hTxM ]}, (6.2)
P = diag{[P1 P2 . . .PM ]}, (6.3)
HCh = [HTCh1 H
T




HRx = diag{[HRx1 HRx2 . . .HRxM ]}, (6.5)
V = diag{[v1 v2 . . .vM ]}, (6.6)
donde Pm, HChm y HRxm son, respectivamente, matrices de dimensiones
[KNt ×KNt], [ML ×MKNt] y [Q ×ML], mientras que hTxm y vm son
vectores [KNt× 1] y [Q× 1]. Hay que destacar que la matriz HCh se forma
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simplemente concatenando los bloques HChm.
La transmisión coordinada en DL a un usuario m se representa mediante
el vector hTxm y la matriz Pm. El vector hTxm contiene los beamformers en
transmisión diseñados para el usuario m desde todas las BSs del sistema:
hTxm = vec{[wm1︸︷︷︸
BS1
. . .wmK︸ ︷︷ ︸
BSK
]}, (6.7)
donde wmk es el beamformer en transmisión, [Nt × 1], para el enlace entre
la BS k y el usuario m. Por su parte, la matriz Pm es una matriz diagonal,
que agrupa a la ráız cuadrada de las potencias de transmisión DL asignadas
desde todas las BSs para transmitir a un usuario m :
Pm = diag
{[ [ √
pm1 . . .
√
pmK
]T ⊗ 1Nt]}. (6.8)
En recepción, la señal recibida por el usuario m es la suma ponderada
(matrices HTx y P) del vector de śımbolos transmitidos sobre la matriz de
canal HChm:
HChm = IM ⊗HUEm, (6.9)
donde HUEm es una matriz [L ×KNt] que contiene los canales de propa-
gación entre las K BSs y el usuario m:
HUEm = [Hm1 . . .HmK ]. (6.10)
Las matrices de canal Hmk, de dimensiones [L×Nt], representan de forma
discreta el canal de propagación para el enlace mk entre la BS k y el
usuario m del sistema. En este modelo de sistema, se contempla de nuevo
la discretización del canal presentada en el Caṕıtulo 5, de forma que el
parámetro L se define a partir del valor máximo del delay spread entre los
K ·M canales de propagación del sistema. Este modelo discreto se obtiene
tras plantear un power delay profile o PDP compuesto, definido desde el
punto de vista de los usuarios del sistema. De esta forma, a una frecuencia
de muestreo igual a la frecuencia de chip, cada una de las contribuciones de
los K canales de propagación Hmk que recibe un usuario se puede asociar a
un instante de llegada incluido en el intervalo [Tc, LTc] (5.3)-(5.4). Con este
modelo discreto del canal, se tiene en cuenta cualquier posible combinación
de canales HUEm en recepción, aśıncronos o solapados en el tiempo. Por otro
lado, siguiendo el modelo de canal presentado en el Caṕıtulo 5, se supone
que el valor máximo del delay spread no supera el periodo de śımbolo,
[LTc < T ], y por tanto, no existe interferencia entre śımbolos.
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El receptor de cada usuario está formado por la concatenación de un
banco de correladores y un ecualizador, que se diseña siguiendo un deter-
minado criterio. La matriz HRxm caracteriza el proceso que tiene lugar en
el banco de correladores de cada usuario. Esta matriz, incluye los términos
de auto-correlación y correlación cruzada de los códigos OVSF utilizados
para canalizar a los M usuarios del sistema en el enlace DL:
HRxm = [HRxm1 . . .HRxmM ], (6.11)
donde el elemento (q, l) de cada una de las matrices HRxmi, i = 1, . . . ,M ,






c∗m(n)ci(n− (q − l)). (6.12)
En este caso, N representa el mayor factor de spreading de entre los M
usuarios activos en el sistema CM3.
Por último, la señal a la salida del usuario m puede expresarse en forma
matricial como:
ym = vHmHRxmHChmPHTx a + v
H
mnm, (6.13)
donde el vector vHm se define como el complejo conjugado de los pesos del
ecualizador del receptor del usuario m.
Este modelo matricial de sistema, al igual que el propuesto en [30],
es un modelo compacto y general que facilita cualquier modificación para
contemplar casos concretos del sistema W-CDMA CM3, como por ejemplo,
el caso de usuarios co-canal o de un sistema CM3 sin coordinación [100].
6.2. Algoritmos Downlink-based
Los sistemas W-CDMA CM3 necesitan implementar técnicas o meca-
nismos que les permitan reducir el nivel de interferencias que perciben los
usuarios, con el fin de mejorar la capacidad del sistema. En esta Tesis, se
ha optado por plantear algoritmos JPCOB diseñados a partir de plantear
el problema de minimización de potencia en el enlace DL del sistema CM3.
En este problema de optimización, el objetivo es minimizar la potencia
total transmitida en el sistema, entendida como la suma de la potencia que
transmite cada BS, asegurando que los usuarios cumplen un determinado
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requisito de QoS, expresado en este caso como un valor mı́nimo de la SINR
medida en el usuario. A partir del modelo de sistema (6.1), el problema de






s.t. SINRDLm (P,HTx) ≥ γm, m = 1, . . . ,M, (6.14)
donde SINRDLm es la SINR medida en el usuario m del sistema y γm
representa el valor umbral de SINR que se establece como requerimiento de
QoS para ese usuario concreto.
El algoritmo JPCOB-VUL presentado en la segunda Parte de la Tesis,
se basa en la dualidad entre el problema DL y un problema UL virtual
equivalente para obtener los beamformers en transmisión para cada usua-
rio, localmente en cada BS. Aunque este algoritmo se presenta como una
opción muy interesante al constituir una solución intermedia entre solución
distribuida y centralizada, las prestaciones de los beamformers son clara-
mente insuficientes para situaciones en las que el número de usuarios en
el sistema es mayor que el número de antenas en el array de cada una de
las BSs, M > Nt. Desafortunadamente, esta situación es la habitual en
cualquier sistema de comunicaciones.
Por otra parte, está demostrado que en sistemas CM3 con CSIT perfecta
en todas las BSs, el hecho de aprovechar todas las antenas disponibles
en el sistema para diseñar beamformers en transmisión para cada usuario
de forma multi-base, mejora sustancialmente las prestaciones del sistema
en términos de capacidad, entendida, por ejemplo, en número de usuarios
admitidos (en este caso, el beamformer podŕıa manejar sin problemas hasta
M = K ·Nt usuarios en el sistema) [69,70,72].
Por tanto, en esta tercera Parte de la Tesis, se propone un algoritmo al-
ternativo al algoritmo JPCOB-VUL, el algoritmo JPCOB-DL o Downlink-
based Joint Power Control and Optimal Beamforming. Este algoritmo se
clasifica como downlink-based porque no necesita de la dualidad UL-DL
para obtener los beamformers en transmisión.
El algoritmo JPCOB-DL comparte la estructura del algoritmo JPCOB-
VUL, es decir, es un algoritmo iterativo que consta de dos pasos, por una
parte, se obtienen los beamformers en transmisión para cada usuario, y en
un segundo paso se actualizan las potencias transmitidas en el enlace DL a
cada usuario. Este algoritmo elimina la iteración en el problema UL virtual,
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pero mantiene exactamente el mismo mecanismo de control de potencia. La
diferencia fundamental entre ambos algoritmos se encuentra entonces en el
diseño de los beamformers en transmisión.
El algoritmo JPCOB-VUL obtiene los beamformers en transmisión para
cada usuario, maximizando en cada BS el valor de la SINR recibida en el
enlace UL virtual de ese usuario. En la práctica, cada uno de los beamfor-
mers se calcula mediante un criterio MMSE. En el algoritmo JPCOB-DL,
el diseño del beamformer en transmisión de cada usuario se realiza con-
siderando las antenas de todas las BSs del sistema, es decir, se trata de un
diseño multi-base. En esta Tesis, el algoritmo JPCOB-DL implementa una
extensión multi-base de la solución MMSE propuesta por Choi y Perreau
en [122], donde la interferencia entre los usuarios de un sistema W-CDMA
se minimiza utilizando únicamente procesado en la dimensión espacial.
De esta forma, el diseño de los beamformers que realiza el algoritmo
JPCOB-DL es un diseño óptimo, puesto que minimiza espacialmente la
interferencia entre los usuarios, y además es óptimo desde el punto de vista
de coordinación, puesto que utiliza las K · Nt antenas disponibles en el
sistema CM3.
La principal desventaja del algoritmo JPCOB-DL es que necesita una
implementación centralizada, tanto del diseño de los beamformers, como
del control de potencia. Sin embargo, como se ha visto en la segunda Parte
de la Tesis, el mecanismo de control de potencia que comparten el algorit-
mo JPCOB-VUL y el algoritmo JPCOB-DL es un mecanismo que permite
implementar de forma sencilla un control robusto de potencia, adaptado
a situaciones de conocimiento parcial del canal. Por este motivo, en este
Caṕıtulo se presenta también un segundo algoritmo, el algoritmo JPCOB-
SDL o Simplified Downlink-based Joint Power Control and Optimal Beam-
forming, que modifica el paso del diseño del beamformer en transmisión
del algoritmo JPCOB-DL, pensando especialmente en las situaciones en
las que existe algún tipo de restricción en la cantidad de información que
un usuario puede realimentar a una BS. Esta propuesta alternativa, que se
puede considerar como una técnica de limited feedback o incluso como una
solución robusta de beamforming, asume que las BSs siguen intercambiando
información entre ellas a través del enlace de alta capacidad.
6.2.1. Beamforming en transmisión: JPCOB-DL
El algoritmo JPCOB-DL diseña un beamformer multi-base en trans-
misión para cada usuario, a partir de la propuesta de la referencia [122]. En
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esta referencia, Choi y Perreau proponen un beamformer MMSE en trans-
misión para un sistema W-CDMA de una única celda, donde la interfe-
rencia entre los usuarios se reduce únicamente mediante procesado espa-
cial. Además, la potencia total transmitida se ajusta de forma que todos
los usuarios del sistema reciben la misma potencia de señal deseada.
En el caso del algoritmo JPCOB-DL, la potencia transmitida a cada
usuario desde una BS está formada por dos contribuciones, una contribu-
ción asociada al beamformer y otra que depende del mecanismo de control
de potencia. Además, la suma de las potencias transmitidas por cada BS
está sujeta a una restricción en potencia total transmitida:
M∑
m=1
pmk||wmk||2 ≤ Pmax, ∀k.
En recepción, cada usuario del sistema dispone de un banco de corre-
ladores y de un ecualizador, para hacer frente al asincronismo de las señales
que recibe desde las K BSs. En este caso, se supone que en el banco de
correladores de un usuario, donde Q = K, el correlador q-ésimo se sin-
croniza con la contribución multi-camino lq, que resulta ser la contribución
de mayor ganancia del canal de la BS k = q que transmite al usuario.
De esta forma, tras el banco de correladores, se dispone de un ecualizador
diseñado según un criterio MRC (Maximum Ratio Combining), de forma
que los pesos del ecualizador para el usuario m, vm, se diseñaŕıan según:
[vm]q = [Hmkq ](lq ,:)wmkq , (6.15)
donde kq es la BS cuyo canal sintoniza el correlador q-ésimo y [Hmkq ](lq ,:)
es la contribución multi-camino sincronizada por ese correlador.
La extensión multi-base del beamformer MMSE de [122] se obtiene
planteando el siguiente criterio (6.1):








Definiendo una matriz G, de dimensiones [M ×M ], como:
G = IM −HHTx, (6.17)
donde H = VHHRxHChP, la expresión del criterio MMSE se reescribe de
la siguiente forma:
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En la expresión anterior, el vector de ruido recibido por cada usuario, VHn,
no se introduce en la formulación del criterio MMSE puesto que no influye
en el diseño de los beamformers óptimos en transmisión.
Por otra parte, la siguiente relación se cumple para una determinada









= Tr[GGH ] = ||G||2F , (6.19)
puesto que cada śımbolo am es de potencia unidad.
Aplicando la relación (6.19) al criterio MMSE de (6.18), se obtiene:






El operador vec {·} es útil para transformar expresiones en función de
matrices en una expresión vectorial equivalente. Aplicando este operador a
la norma matricial de (6.20) y teniendo en cuenta que:
vec {ABC} = (CT ⊗A)vec{B}, (6.21)
donde ⊗ es el operador de Kronecker, la expresión (6.20) se transforma en:
HMMSETx = arg mı́n
HTx
{
||vec{IM} − (IM ⊗H)vec{HTx}||22
}
, (6.22)
donde la relación (6.21) se aplica sobre vec{HHTxIM}.
Puesto que el resultado del producto (IM ⊗ H) es una matriz [M2 ×
M2KNt] diagonal a bloques, y teniendo en cuenta que vec{HTx} puede
expresarse como un vector columna [M2KNt × 1] [122]:
vec{HTx} = [ (Q1hTx1)T . . . (QMhTxM )T ]T , (6.23)
donde Qm es una matriz de dimensiones [MKNt ×KNt]:
Qm = [em ⊗ IKNt ],
siendo em la columna m-ésima de la matriz identidad IM , el criterio MMSE
puede subdividirse en M problemas independientes, cada uno asociado al
diseño del beamformer multi-base de un usuario:
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Por último, la expresión del beamformer multi-base óptimo para cada usua-




)†em, m = 1, . . . ,M. (6.25)
En esta expresión, el producto HQm selecciona KNt columnas de la matriz
H, concretamente aquellas columnas que se corresponden con los ı́ndices
[(m− 1)KNt + 1,mKNt].
6.2.2. Beamforming en transmisión: JPCOB-SDL
Si se analiza con detenimiento la expresión del beamformer multi-base
que se obtiene en el algoritmo JPCOB-DL, (6.25), se observa que en la ma-
triz H se incluyen las matrices asociadas con el funcionamiento del receptor
del usuario, VH y HRx.
El algoritmo JPCOB-SDL se plantea para las situaciones en las que
existe algún tipo de restricción en la cantidad de información que los usua-
rios pueden realimentar a la BS, pero donde las BSs siguen intercambiando
datos entre ellas a través del enlace de alta capacidad.
En el algoritmo JPCOB-SDL, este tipo de situaciones se traducen en
que las BSs del sistema no pueden disponer de información sobre qué tipo
de ecualizador se está utilizando en recepción para combinar las señales a la
salida del banco de correladores del usuario. En este caso, el criterio MMSE
se plantea justo a la salida del banco de correladores, de tal manera que
en cada uno de los Q correladores se obtenga el mı́nimo error cuadrático
medio entre su salida y el śımbolo enviado:








donde la matriz B, de dimensiones [MQ×M ], se expresa como:
B = [IM ⊗ 1Q],
e yS se define como un vector [MQ× 1]:
yS = HSHTxa = HRxHChPHTxa. (6.27)
El criterio MMSE, tal y como se plantea en la expresión (6.26), fuerza
el diseño del beamformer en transmisión para que a la salida de cada corre-
lador del usuario ya se obtenga la potencia de señal deseada necesaria para
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que el usuario alcance el valor mı́nimo de SINR, independientemente del
procesado que realice después el ecualizador. Esta solución, no es una op-
ción eficiente en cuanto a la gestión de la potencia disponible en el sistema,
pero proporciona un diseño robusto del beamformer que puede ser útil en
determinadas situaciones.
Siguiendo las expresiones (6.17)-(6.18), y aplicando la relación (6.19),
el criterio MMSE se reescribe como:






Aplicando de nuevo el operador vec {·} y teniendo en cuenta (6.21) y (6.23),
el criterio MMSE se divide de nuevo en M problemas independientes, rela-
cionados con el diseño de los beamformers multi-base de cada uno de los
usuarios:





donde em es la columna m-ésima de la matriz identidad IM .
La solución del beamformer multi-base óptimo para cada usuario se





)†(em ⊗ 1Q), m = 1, . . . ,M. (6.30)
De nuevo, el producto HSQm selecciona KNt columnas de la matriz HS ,
concretamente las asociadas con los ı́ndices [(m− 1)KNt + 1,mKNt].
6.2.3. Control de potencia
El control de potencia de los algoritmos JPCOB-DL y JPCOB-SDL
coincide con el control de potencia del algoritmo JPCOB-VUL. Sin embar-
go, en este Caṕıtulo ya se considera el proceso completo que tiene lugar en
el receptor de cada usuario, por lo que es necesario volver a definir las ma-
trices D y F, y el vector u involucrados en la actualización de las potencias
DL. Además, el modelo de sistema matricial presentado en este Caṕıtulo
permite también obtener una expresión compacta de la actualización de las
potencias DL.
El primer paso es reordenar el modelo matricial de sistema (6.1) según:
y = VHHRxHChHDTxP
Da + VHn, (6.31)
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de forma que la matriz de beamforming HDTx es una matriz diagonal a
bloques de dimensiones [MKNt ×MK], donde cada subbloque HDTxm es a
su vez una matriz diagonal a bloques [KNt ×K]:
HDTx = diag{[HDTx1 . . .HDTxM ]}, (6.32)
HDTxm = diag{[wm1 . . .wmK ]}. (6.33)
De la misma manera, la matriz de potencias DL, PD, es una matriz [MK×
M ] diagonal a bloques, donde cada subbloque pDm es un vector columna
[K × 1] que incluye la ráız cuadrada de las potencias de transmisión DL
asignadas desde todas las BSs para transmitir a un usuario m:
PD = diag{[pD1 . . .pDM ]}, (6.34)
pDm = [
√
pm1 . . .
√
pmK ]T . (6.35)
A partir del modelo de sistema de la expresión (6.31), la señal a la salida




Da + vHmnm, (6.36)




Para obtener la expresión de la SINR recibida por un usuario del sis-
tema, interesa identificar en la expresión (6.36) los términos de señal de-
seada o SOI (Signal Of Interest) (6.37), interferencia entre fingers o IFI
(Inter-finger Interference) (6.38) e interferencia de acceso múltiple o MAI






















La matriz HSRxmm es una matriz de dimensiones [Q× L] que contiene los
términos de auto-correlación entre códigos asociados a las contribuciones
multi-camino sincronizadas por cada uno de los correladores, es decir, con-
tiene únicamente Q términos no nulos e iguales a la unidad en las posiciones
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(q, lq) (5.11), mientras que HIRxmm incluye los términos de auto-correlación
entre códigos que intervienen en los términos de IFI (5.12):
HIRxmm = HRxmm −HSRxmm. (6.40)
La suma de las potencias transmitidas por todas las BSs es mı́nima
cuando todos los usuarios alcanzan su valor mı́nimo de SINR con igualdad:
SINRDLm = γm, m = 1, . . . ,M. (6.41)
Para el usuario m, y a partir de las expresiones de la SOI, IFI y MAI,
(6.37)-(6.39), la SINR se calcula como:
SINRDLm =
E[|SOIm|2]
E[|IFIm|2] + E[|MAIm|2] + σ2n
. (6.42)
En la expresión anterior, se asume que la potencia de ruido térmico, σ2n =
E[|vHmnm|2], es la misma para todos los usuarios del sistema. Además, tanto
los śımbolos am como las contribuciones multi-camino de los canales Hmk
y Hmk′ , donde k 6= k′, están incorreladas entre śı.


















Esta expresión es el equivalente de la relación (4.20), y también puede
expresarse de forma matricial y multi-usuario como:
Dp = Fp + u, (6.44)
donde p es un vector columna de dimensiones [KM × 1]:
p = vec{[p1 . . .pM ]}, (6.45)
pm = [pm1 . . . pmK ]T . (6.46)
En la expresión (6.44), la matriz D es una matriz diagonal a bloques
de dimensiones [M ×KM ], que contiene los términos de potencia media de
señal deseada recibidos por cada usuario. Los vectores fila dm, de dimen-
siones [1×K], se calculan como:
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Hay que destacar que esta matriz D presenta una estructura diferente a la
matriz D del algoritmo JPCOB-VUL, (4.23), puesto que los elementos del
vector de potencias p se agrupan en el algoritmo JPCOB-DL por usuarios,
pm, y no por BSs como en el algoritmo JPCOB-VUL (4.21).
De la misma manera, la matriz F, [M×KM ], contiene un valor escalado
de la potencia media de IFI y MAI. Esta matriz presenta una estructura
de M matrices Fm de dimensiones [M ×K], cuyos elementos representan


















, m 6= i. (6.50)
Por último, el vector u incluye un valor escalado de la potencia de ruido










La expresión de actualización de las potencias, (6.44), es una expresión
que se corresponde con una iteración de Jacobi (apéndice A, apartado A.2),
de forma que las potencias óptimas de transmisión en el enlace DL se ob-
tienen iterando:





donde nit es el número de la iteración correspondiente.
6.2.4. Solución algoŕıtmica
Los algoritmos JPCOB-DL y JPCOB-SDL comparten la estructura y el
mecanismo de control de potencia del algoritmo JPCOB-VUL, sin embargo,
implementan un beamformer multi-base para cada usuario sin recurrir a la
dualidad UL-DL. De hecho, ambos algoritmos únicamente se diferencian en
el diseño de los beamformers en transmisión.
Algoritmo JPCOB-DL
Los pasos del algoritmo JPCOB-DL para cada iteración nit seŕıan:
1. Inicializar las potencias DL, pmk(0), para todos los enlaces del sistema,
m = 1, . . . ,M , y k = 1, . . . ,K, con valores positivos.
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2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Los beamformers en transmisión para cada usuario






donde en H(nit) = VHHRxHChP(nit), se tienen en cuenta las poten-
cias DL actualizadas según la iteración nit correspondiente y donde
Qm = [em⊗ IKNt ], siendo em la columna m-ésima de la matriz iden-
tidad IM .
2.2. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:





donde las matrices D(nit) y F(nit) se obtienen mediante las expre-
siones (6.47) y (6.49), respectivamente, considerando los beamformers
en transmisión correspondientes a la iteración nit, y (·)† representa
la pseudo-inversa definida como D† = (DTD)−1DT (la matriz D es
una matriz real).
Algoritmo JPCOB-SDL
Los pasos del algoritmo JPCOB-SDL para cada iteración nit seŕıan:
1. Inicializar las potencias DL, pmk(0), para todos los enlaces del sistema,
m = 1, . . . ,M , y k = 1, . . . ,K, con valores positivos.
2. Para nit = 0, 1, 2, . . ., hasta llegar a la convergencia:
2.1. Beamforming . Los beamformers en transmisión para cada usuario
se obtienen a partir de una modificación de la extensión multi-base




)†(em ⊗ 1Q), (6.55)
donde en HS(nit) = HRxHChP(nit), se tienen en cuenta las potencias
DL actualizadas según la iteración nit correspondiente y donde Qm =
[em ⊗ IKNt ], siendo em la columna m-ésima de la matriz identidad
IM .
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2.2. Control de potencia, enlace DL. El vector p de potencias DL se
actualiza mediante:





donde las matrices D(nit) y F(nit) se obtienen mediante las expre-
siones (6.47) y (6.49), respectivamente, considerando los beamformers
en transmisión correspondientes a la iteración nit, y (·)† representa
la pseudo-inversa definida como D† = (DTD)−1DT (la matriz D es
una matriz real).
6.2.5. Convergencia de los algoritmos
Aunque los algoritmos JPCOB-DL y JPCOB-SDL no recurren a la dua-
lidad UL-DL, la demostración de su convergencia es muy similar a la de-
mostración de la convergencia del algoritmo JPCOB propuesto por Rashid-
Farrokhi et al. en [33].
La base de la convergencia del algoritmo JPCOB-DL y del algoritmo
JPCOB-SDL es que la matriz de ganancia DL, [D†(nit)F(nit)], calcula-
da para cada algoritmo siguiendo las expresiones de D y F correspon-
dientes, converge a una matriz constante. Esto es debido a que la única re-
alimentación que reciben los beamformers en transmisión en cada iteración
es la de las potencias DL, y este hecho permite que los beamformers en
transmisión también converjan a un valor constante para ambos algorit-
mos.
De esta forma, la expresión de actualización de las potencias DL, (6.52),
se corresponde en ambos algoritmos con una iteración de Jacobi, que con-
verge siempre y cuando el radio espectral de la matriz de ganancia DL de
cada algoritmo sea menor que la unidad (apéndice A, apartado A.2):
ρ(D†F) < 1. (6.57)
Desde el punto de vista teórico, el algoritmo JPCOB-DL, o el algoritmo
JPCOB-SDL, es feasible, si, dado un conjunto de valores umbrales de SINR,
(γ1, . . . , γM ), el problema de minimización de potencia (6.14) tiene solución,
y las potencias DL óptimas son valores positivos. La relación (6.57) propor-
ciona una definición equivalente de feasibility del problema: el problema de
minimización de potencia (6.14) es feasible, si se cumple la relación (6.57)
sobre el radio espectral de la matriz de ganancia DL. Por tanto, la condi-
ción (6.57) representa en realidad la condición de feasibility teórica de los
algoritmos JPCOB-DL y JPCOB-SDL.
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De la misma forma que ocurŕıa en el algoritmo JPCOB-VUL, el al-
goritmo JPCOB-DL y el JPCOB-SDL no comprueban si el problema es
feasible para el conjunto de valores de SINR umbrales establecidos para
cada usuario. En caso contrario, no seŕıa necesario recurrir a una actua-
lización iterativa de las potencias DL, sino que el cálculo de las potencias
DL óptimas podŕıa obtenerse en un único paso como:
p = (I−D†F)−1D†u.
Como se verá en el siguiente apartado, un problema que teóricamente
es feasible, puede verse seriamente afectado por las restricciones asociadas
a una implementación práctica de los algoritmos en un sistema CM3 real.
6.3. Prestaciones de los algoritmos Downlink-based
En este apartado, el objetivo es comparar, sobre una misma configu-
ración de sistema W-CDMA CM3, las prestaciones del algoritmo JPCOB-
DL y su versión simplificada, el JPCOB-SDL, con las prestaciones del al-
goritmo JPCOB-VUL presentado en la segunda Parte de la Tesis.
La configuración del sistema W-CDMA CM3 es la mostrada por la
figura 4.2: K = 3 BSs equipadas con arrays de Nt = 3 antenas transmiten
coordinadamente a M usuarios, que se distribuyen uniformemente sobre el
área sombreada compartida por las BSs. En recepción, cada usuario dispone
de un banco de Q = 3 correladores y de un ecualizador que implementa un
criterio MRC en el caso del algoritmo JPCOB-DL, o un criterio no conocido
en el algoritmo JPCOB-SDL.
Teóricamente, las BSs están conectadas entre śı mediante un enlace de
alta capacidad, de forma que cooperan perfectamente en datos, ya sea in-
tercambiando las señales a transmitir a cada usuario o bien intercambiando
información de los canales (CSI). Sin embargo, las BSs no cooperan en po-
tencia, sino que cada BS está sujeta a una restricción en la potencia total
que puede transmitir en DL.
En este apartado se intenta disminuir la variabilidad del canal e inde-
pendizar en la medida de lo posible el comportamiento de los algoritmos
del entorno de simulación. Por este motivo, los usuarios del sistema vuelven
a ser usuarios co-canal, y los canales para cada enlace entre usuario y BS
del sistema se modelan como canales flat fading de una única contribución
multi-camino. Además, la forma de generar estos canales se simplifica, im-
plementando un modelo estándar de generación de canales para sistemas
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Parámetro Valor
Frecuencia de la portadora 2 GHz
Factor de spreading N 32
Tamaño máximo del active set. 3 BSs
Potencia de ruido −108,2 dBm
Figura de ruido 7 dB
Potencia máxima Pmax
transmitida por BS 20 W
Distancia entre emplazamientos 867 m
Radio celular 500 m
Desviación estándar del shadowing 8 dB
Pérdidas de propagación βmk = r−2mk
Máximo número de iteraciones del algoritmo (It) 30
Cuadro 6.1: Parámetros de simulación.
MIMO multi-usuario. El vector de canal, [1 × Nt], entre un usuario m y




donde βmk = r−2mk representa el path loss o las pérdidas de propagación para
una distancia rmk entre el usuario y la BS y βs es el shadowing del enlace,
que se modela como una variable aleatoria log-normal, con una desviación
estándar de 8 dB. El vector g, de dimensiones [1×Nt], se modela mediante
una distribución Rayleigh, de forma que sus elementos son variables i.i.d.
complejas Gaussianas, con parte real e imaginaria independientes, de media
nula e idéntica varianza (1/2). Por último, la matriz Rt define la correlación
entre las antenas de cada BS, que se establece en 0,5 en las simulaciones.
En este modelo de canal, la distancia rmk entre cada usuario y las BSs
del sistema se sigue calculando mediante la rejilla de la figura 4.5. Sin
embargo, la forma de generar el canal se simplifica, eliminando la parte de
modelado de la DOA de cada contribución o el efecto Doppler. De la misma
forma, en las simulaciones se utiliza el valor instantáneo de las matrices de
correlación de canal. La tabla 6.1 resume los parámetros utilizados en las
simulaciones.
Los algoritmos se comparan sobre distintos valores de SINR umbral
(se considera un mismo valor de SINR umbral para todos los usuarios del
sistema). Además, se introduce el esquema de selección de enlaces activos
del entorno Coordinado I para comparar las prestaciones de los algoritmos
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frente a distintos grados de coordinación entre las BSs. De esta forma, una
simulación viene definida por un valor de SINR umbral, común a todos los
usuarios, y por un valor de ventana de active set (AS). Cada simulación se
promedia sobre 3000 realizaciones independientes:
ASW: 0 dB (sin coordinación), 5 dB, 10 dB, 20 dB y 90 dB (coordi-
nación total).
SINR umbral (tras el despreading): 3 dB, 7 dB y 12 dB.
Aunque las simulaciones se llevan a cabo para cinco valores de ventana de
AS, en las gráficas de este apartado sólo se representan los resultados más
significativos, que generalmente se asocian a la ventana de 0 dB, cuando
no existe coordinación entre BSs y cada usuario recibe su señal desde una
única BS, 90 dB, que se corresponde para este modelo de sistema con una
situación de coordinación total donde todos los usuarios son servidos por las
K BSs, y un tamaño de ventana que se corresponde con un grado intermedio
de coordinación entre BSs, en este caso, 20 dB.
En las simulaciones, el concepto de feasibility del problema cambia,
puesto que hay que tener en cuenta las restricciones de tipo práctico im-
puestas a cada algoritmo. El problema de minimización de potencia es fea-
sible, y por tanto el algoritmo simulado también lo es, si todos los usuarios
del sistema alcanzan la SINR umbral requerida sin que las BSs superen la
restricción en potencia máxima de transmisión en DL y sin que el algo-
ritmo supere el número máximo de iteraciones permitidas. Por tanto, es
posible encontrar una situación teóricamente feasible, en la que se cumple
la relación sobre el radio espectral (6.57), y donde sin embargo el algo-
ritmo no converge, con lo que el problema de minimización de potencia
no es feasible, porque, por ejemplo, el algoritmo necesita más iteraciones
de las establecidas como máximo para converger. En las simulaciones, los
algoritmos disponen de un máximo de 30 iteraciones para converger.
Por otro lado, la condición de convergencia básica, SINRDLm = γm, ∀m,
afecta sensiblemente a las propiedades de convergencia los distintos algo-
ritmos. En la literatura asociada a los algoritmos de control de potencia,
como por ejemplo [88], se introduce una ligera tolerancia sobre la condición
anterior, es decir:
SINRDLm = γm ±∇SINR, ∀m,
donde ∇SINR es un valor que habitualmente oscila entre 0,5 y 1 dB. Esto
es debido a que los algoritmos JPCOB pueden invertir muchas iteraciones
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en ajustar exactamente la condición sobre la SINR, cuando si el problema
es teóricamente feasible, necesitan t́ıpicamente de unas pocas iteraciones
para converger.
En este apartado, se consideran las dos situaciones, un requerimiento
estricto de SINR y un requerimiento de SINR con cierta tolerancia. En prin-
cipio, el parámetro de interés para evaluar las prestaciones de los distintos
algoritmos es la potencia total transmitida en el sistema. Sin embargo, el
estudio de la probabilidad de feasibility práctica de los tres algoritmos, es
decir, teniendo en cuenta las restricciones en potencia de las BSs y en el
número de iteraciones, resulta también muy interesante para saber cómo
evolucionaŕıan estos algoritmos en un entorno real. En este punto, es in-
teresante destacar que la probabilidad de feasibility práctica es una medida
equivalente a la tasa de fallo evaluada en el Caṕıtulo 4, sólo que en este
Caṕıtulo se enfoca hacia aspectos de convergencia del algoritmo.
6.3.1. Requerimiento de QoS: estricto
En los sistemas CM3 con beamformers multi-base, en principio, podŕıa
darse servicio a un total de M = K · Nt usuarios co-canal sin que las
prestaciones del beamformer se vieran significativamente degradadas.
Como se ha comentado anteriormente, el algoritmo JPCOB-SDL diseña
un beamformer multi-base en transmisión para las situaciones en las que
existe algún tipo de restricción en la cantidad de información que realimenta
el usuario a las BSs y que en este caso se interpreta como que las BSs no
tienen ningún tipo de información de si existe un ecualizador en el receptor
del usuario. Este algoritmo, fuerza el diseño del beamformer para que a
la salida de cada uno de los correladores del receptor de un usuario, se
disponga de (1/K)-ésima parte de la potencia de señal deseada. Debido a
este diseño, la relación entre el número de usuarios y antenas en el sistema
se modifica de la siguiente manera:
MQ ≤ KNt, (6.58)
de forma que si MQ > KNt, las prestaciones del beamformer multi-base
diseñado por el algoritmo JPCOB-SDL se degradan rápidamente. En nues-
tro caso, Q = K, con lo que la condición en el número de usuarios se
equipara con la de un diseño distribuido de los beamformers, como el que
realiza el algoritmo JPCOB-VUL, donde M ≤ Nt.
Puede concluirse pues, que la primera consecuencia de permitir un
diseño robusto del beamfomer, o adaptado a situaciones de limited feed-
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back, es que la principal ventaja de los beamformers multi-base desaparece,
es decir, no se puede admitir a un mayor número de usuarios que en los
diseños distribuidos.
Por tanto, teniendo en cuenta la particularidad del algoritmo JPCOB-
SDL, y el diseño distribuido de los beamformers del algoritmo JPCOB-
VUL, se consideran M = 3 usuarios co-canal en el sistema. Para comprobar
el efecto de superar la condición en número de usuarios, se incluyen algunos
resultados para M = 4.
Enlaces activos en el sistema
Teóricamente, los algoritmos JPCOB-DL, JPCOB-SDL y JPCOB-VUL
no debeŕıan influir en el número de enlaces activos del sistema, puesto que
es el esquema de selección de enlaces activos en el entorno Coordinado I
el que se encarga de decidir qué enlaces se consideran activos mediante la
construcción de un active set de BSs para cada usuario del sistema. Sin em-
bargo, el análisis del número de enlaces activos en el sistema según el valor
de la ventana de AS para los tres algoritmos bajo estudio, descubre una
propiedad inherente a los beamformers diseñados por el algoritmo JPCOB-
DL.
La figura 6.2 presenta la función distribución estimada o CDF del
número de enlaces entre usuarios y BSs activos en el sistema para un re-
querimiento de QoS común a todos los usuarios de SINR = 7 dB y M = 3
usuarios activos [121]. En este modelo de sistema, el número de enlaces
activos oscila entre 3, (ASW = 0 dB, sin coordinación, donde cada usuario
es servido por una única BS y por tanto existen sólo M enlaces activos en
el sistema), y 9, (ASW = 90 dB, coordinación total, donde cada usuario es
servido por todas las BSs y en el sistema existen K ·M enlaces activos).
Por simplicidad, en la figura se representan los resultados del algoritmo
JPCOB-DL y del algoritmo JPCOB-VUL para grados de coordinación en-
tre BSs ASW ≥ 20 dB (los resultados del algoritmo JPCOB-SDL coinciden
con los del algoritmo JPCOB-VUL).
La figura 6.2 se interpreta de la siguiente forma. Un valor de probabi-
lidad, por ejemplo, 0,9, para un algoritmo (JPCOB-VUL) y un tamaño
de ventana de AS determinado (ASW = 20 dB), indica que existe esa
probabilidad concreta de que el número de enlaces activos en el sistema sea
igual o menor que 7.
En esta figura se observa que las curvas del algoritmo JPCOB-VUL y
del algoritmo JPCOB-DL, que en teoŕıa debeŕıan coincidir, y que de hecho
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Figura 6.2: Función distribución estimada del número de enlaces activos en el
sistema CM3 para un requerimiento de QoS de SINR = 7 dB y M = 3 usuarios
co-canal.
coinciden para ASW < 20 dB, se separan y que el algoritmo JPCOB-DL
presenta un menor número de enlaces activos que el algoritmo JPCOB-VUL
o el JPCOB-SDL. Por ejemplo, si nos centramos en la curva de ASW =
90 dB del algoritmo JPCOB-DL, existe una probabilidad del 45 % de que
existan 6 o menos enlaces activos en el sistema, mientras que el algoritmo
JPCOB-VUL, para un mismo tamaño de ventana de AS, presenta una
probabilidad prácticamente nula, es decir, siempre tiene más de 6 enlaces
activos.
Analizando un poco más en detalle el funcionamiento del algoritmo
JPCOB-DL, se observa que el paso de diseño de los beamformers, indepen-
dientemente de las decisiones del esquema de selección de enlaces activos,
anula los beamformers asociados a determinados enlaces que en teoŕıa de-
beŕıan estar activos. En las simulaciones, se ha considerado que un deter-
minado enlace mk entre una BS k y un usuario m está inactivo, cuando
el beamformer en transmisión correspondiente a ese enlace presenta una
contribución de potencia inferior a ||wmk||2 < 10−6, lo que equivale a una
potencia en transmisión inferior a −30 dBm.
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Figura 6.3: Probabilidad de feasibility práctica del algoritmo JPCOB-VUL para
M = 3 usuarios co-canal.
Probabilidad de feasibility práctica de los distintos algoritmos
En las figuras 6.3 y 6.4 se presentan los resultados de la probabilidad de
feasibility práctica de los distintos algoritmos. Esta probabilidad se obtiene
dividiendo el número de realizaciones en las que un algoritmo es feasible, es
decir, los usuarios alcanzan el valor mı́nimo de SINR umbral sin que las BSs
superen la restricción en potencia Pmax y dentro de un número máximo de
iteraciones del algoritmo, en este caso 30 iteraciones, sobre el número de
realizaciones totales. Hay que recordar que esta feasibility práctica es una
restricción añadida a la feasibility teórica, caracterizada por la condición
sobre el radio espectral de la matriz de ganancia DL (6.57).
La figura 6.3 presenta la probabilidad de feasibility práctica del algorit-
mo JPCOB-VUL para distintos grados de coordinación entre BSs cuando
se distribuyen uniformemente M = 3 usuarios co-canal en el sistema. Para
este número de usuarios, los algoritmos JPCOB-DL y JPCOB-SDL con-
siguen una probabilidad prácticamente igual a la unidad para todos los
valores de ventana de AS.
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Fig. 5. Probability of the feasibility for the JPCOB-SDL and JPCOB-DL algorithms whenM = 4 co-channel users are active
in the system.
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SDL ASW 20 dB
SDL ASW 90 dB
DL ASW 0 dB
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DL ASW 90 dB
Fig. 6. Average total transmitted power (14) for the JPCOB-SDL and JPCOB-DL algorithms whenM = 3 co-channel users
are active in the system.
Figura 6.4: Probabilidad de feasibility práctica de los algoritmos JPCOB-DL y
JPCOB-SDL para M = 4 usuarios co-canal.
En teoŕıa, para este número de usuarios, el diseño de los beamformers
de los tres algoritmos es óptimo, ya que M = Nt. Sin embargo, la figu-
ra 6.3 muestra que la probabilidad de feasibility práctica del algoritmo
JPCOB-VUL disminuye hasta un valor prácticamente no feasible a me-
dida que aumenta el valor mı́nimo de SINR umbral requerida. Además,
contrariamente a los resultados obtenidos en la segunda Parte de la Tesis,
donde las prestaciones del algoritmo mejoraban al permitir cierto grado
de coordinación entre las BSs, ahora la probabilidad de feasibility práctica
disminuye a medida que se aumenta esta coordinación. Como se verá más
adelante, este comportamiento de la probabilidad de feasibility práctica del
algoritmo JPCOB-VUL se debe a que este algoritmo está muy limitado
tanto por la restricción en la potencia que puede transmitir cada BS como
por la restricción en el número máximo de iteraciones del algoritmo.
La figura 6.4 presenta la probabilidad de feasibility práctica cuando
el número de usuarios co-canal en el sistema se incrementa a M = 4, y
por tanto, MQ > KNt, manteniendo el requerimiento estricto en el valor
mı́nimo de SINR. La figura 6.4 muestra únicamente los resultados de los
algoritmos JPCOB-DL y JPCOB-SDL, puesto que el algoritmo JPCOB-
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Fig. 5. Probability of the feasibility for the JPCOB-SDL and JPCOB-DL algorithms whenM = 4 co-channel users are active
in the system.
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Fig. 6. Average total transmitted power (14) for the JPCOB-SDL and JPCOB-DL algorithms whenM = 3 co-channel users
are active in the system.
Figura 6.5: Potencia media total transmitida en el sistema por los algoritmos
JPCOB-DL y JPCOB-SDL para M = 3 usuarios co-canal.
VUL empeora los resultados de la figura 6.3.
Los algoritmos JPCOB-DL y JPCOB-SDL disminuyen su probabilidad
de feasibility práctica a medida que aumenta el grado de coordinación en-
tre BSs, aunque como se verá más adelante, el motivo es en este caso la
limitación en el número de iteraciones del algoritmo. Además, la curva co-
rrespondiente a la configuración ASW = 90 dB del algoritmo JPCOB-SDL
es totalmente no feasible. En general, el algoritmo JPCOB-DL mejora las
prestaciones del algoritmo JPCOB-SDL a costa de aumentar la cantidad
de información que necesita realimentar el usuario a las BSs.
Potencia media total transmitida en el sistema
La figura 6.5 muestra la potencia media total transmitida en el sistema
CM3 por los algoritmos JPCOB-DL y JPCOB-SDL para M = 3 usuarios
co-canal. Los resultados del algoritmo JPCOB-VUL no se incluyen en la
gráfica puesto que la baja probabilidad de feasibility práctica de este algo-
ritmo para valores umbrales de SINR medio-altos provoca que los resultados
sean poco fiables.
6.3. Prestaciones de los algoritmos Downlink-based 265
En general, ambos algoritmos aumentan la potencia media total trans-
mitida en el sistema a medida que aumenta el valor de SINR umbral re-
querido a cada usuario.
El algoritmo JPCOB-SDL comparte el mecanismo de control de poten-
cia del algoritmo JPCOB-DL, sin embargo, no aprovecha la presencia del
ecualizador en el receptor del usuario y diseña un beamformer robusto para
cada usuario, lo que provoca un aumento considerable de la potencia total
transmitida con respecto al algoritmo JPCOB-DL.
Si nos centramos en la influencia del valor de ventana de AS, se observa
que el algoritmo JPCOB-DL, contrariamente a los algoritmos JPCOB-VUL
y JPCOB-SDL, disminuye la potencia total transmitida en el sistema a
medida que se aumenta la coordinación entre BSs. Este comportamiento
está relacionado con el hecho de que este algoritmo anula automáticamente
determinados enlaces en función del beamformer obtenido para cada usuario
del sistema.
Por último, hay que destacar que las curvas correspondientes a ASW =
0 dB coinciden para ambos algoritmos debido a que únicamente transmite
una BS, y en este caso el diseño de los beamformers MMSE proporciona
una solución similar.
Número medio de iteraciones
Con respecto al número medio de iteraciones que necesita cada algo-
ritmo para converger, hay que destacar que para la configuración M = 3,
el algoritmo JPCOB-SDL necesita una media de únicamente 3 iteraciones
para todos los valores de SINR umbral y valores de ventana de AS, mien-
tras que el algoritmo JPCOB-VUL y el JPCOB-DL necesitan un número
mayor de iteraciones para un mismo valor de SINR umbral a medida que
se aumenta el grado de coordinación entre BSs. Sin embargo, el algorit-
mo JPCOB-DL necesita en media menos iteraciones para converger que el
algoritmo JPCOB-VUL.
A la vista de estos resultados, se puede concluir que el algoritmo JPCOB-
SDL es un algoritmo más sencillo de implementar, pero que esta sencillez
empeora sus prestaciones desde el punto de vista de potencia total transmi-
tida en el sistema y probabilidad de feasibility práctica. Aún aśı, sirve como
punto de referencia del comportamiento que podŕıa presentar el algoritmo
JPCOB-DL en un sistema CM3 con conocimiento parcial del canal.
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6.3.2. Requerimiento de QoS: tolerante
Los resultados que se han presentado hasta ahora, exigen que la condi-
ción básica de convergencia, SINRDLm = γm, ∀m, se cumpla con una to-
lerancia estricta, ∇SINR± 0,05 dB. En la práctica, lo habitual es permitir
una cierta tolerancia más amplia sobre la condición de SINR, con lo que en
principio, los algoritmos mejoraŕıan sus propiedades de convergencia.
A continuación se presenta una comparación de las prestaciones de los
distintos algoritmos para una tolerancia de ∇SINR±0,5 dB sobre la condi-
ción básica de convergencia. El hecho de introducir esta tolerancia modifica
el comportamiento de los algoritmos en cuanto a probabilidad de feasibi-
lity práctica, pero no modifica sustancialmente los resultados de potencia
media total transmitida o número medio de iteraciones de cada algoritmo.
Teniendo en cuenta además que el algoritmo JPCOB-SDL es un algoritmo
de implementación relativamente sencilla, que proporciona una solución
robusta de beamforming, pero que no representa una solución eficiente en
cuanto a potencia total transmitida en el sistema, en las figuras de esta
simulación que evalúan la potencia media total transmitida en el sistema,
únicamente se incluyen los resultados obtenidos por los algoritmos JPCOB-
DL y JPCOB-VUL.
Probabilidad de feasibility práctica de los distintos algoritmos
La figura 6.6, siguiendo los resultados de la figura 6.3, muestra la pro-
babilidad de feasibility práctica del algoritmo JPCOB-VUL para distintos
grados de coordinación entre las BSs cuando se distribuyen uniformemente
M = 3 usuarios co-canal en el sistema, pero permitiendo ahora una cierta
tolerancia en la condición básica de convergencia [121]. Para este número de
usuarios, la probabilidad de feasibility práctica de los algoritmos JPCOB-
DL y JPCOB-SDL es igual a la unidad para todos los valores de ventana
de AS.
Como se puede observar en la figura, la probabilidad de feasibility
práctica del algoritmo JPCOB-VUL aumenta con respecto a los resulta-
dos presentados en la figura 6.3, y lo que es más importante, estos nuevos
resultados ya siguen la tendencia de los resultados obtenidos en la segunda
Parte de la Tesis, donde el hecho de permitir una cierto grado de coordi-
nación entre las BSs del sistema mejoraba las prestaciones del algoritmo
JPCOB-VUL para valores medio-bajos de SINR umbral.
6.3. Prestaciones de los algoritmos Downlink-based 267
15

















Fig. 3. CDF of the number of activem · k links for a QoS constraint ofSINR = 7 andM = 3 co-channel users active in the
system.






























Fig. 4. Probability of the feasibility for the JPCOB-VUL algorithm whenM = 3 co-channel users are active in the system.
Figura 6.6: Probabilidad de feasibility práctica del algoritmo JPCOB-VUL para
M = 3 usuarios co-canal.
Por otro lado, la figura 6.7 presenta la probabilidad de feasibility prácti-
ca de los algoritmos JPCOB-DL, JPCOB-SDL y JPCOB-VUL para M = 4
usuarios co-canal [121]. Claramente, el hecho de considerar más usuarios
en el sistema que antenas dispone cada BS, Nt < M , afecta al diseño dis-
tribuido de los beamformers del algoritmo JPCOB-VUL, lo que unido a
la restricción en potencia de cada BS, impide que el mecanismo de con-
trol de potencia del algoritmo mitigue la interferencia que el diseño de los
beamformers no puede gestionar.
Comparando las figuras 6.4 y 6.7, se observa un aumento general en la
probabilidad de feasibility práctica de los algoritmos JPCOB-DL y JPCOB-
SDL. Si nos centramos en el algoritmo JPCOB-DL, el hecho de permitir
una cierta tolerancia en la condición básica de convergencia permite que
las configuraciones de ASW < 90 dB presenten una probabilidad práctica-
mente igual a la unidad para todos los valores de SINR umbral, mientras
que la curva de ASW = 90 dB experimenta un incremento de un 35% para
un valor de SINR umbral de 12 dB. Con respecto al algoritmo JPCOB-SDL,
las configuraciones de ASW < 90 dB siguen la tendencia de los resultados
del JPCOB-DL y consiguen valores de probabilidad de feasibility práctica
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DL ASW 0 dB
DL ASW 20 dB
DL ASW 90 dB
SDL ASW 0 dB
SDL ASW 20 dB
SDL ASW 90 dB
VUL ASW 0 dB
VUL ASW 20 dB
VUL ASW 90 dB
Figura 6.7: Probabilidad de feasibility práctica de los algoritmos JPCOB-DL,
JPCOB-SDL y JPCOB-VUL para M = 4 usuarios co-canal.
cercanos a la unidad para todos los valores de SINR umbral. Además, la
curva de ASW = 90 dB consigue una mejora de un 55 % para el valor de
SINR umbral de 3 dB, aunque esta mejora disminuye al aumentar el valor
de SINR umbral, llegando hasta un incremento del 10 % para el valor de
SINR umbral de 12 dB.
Potencia media total transmitida en el sistema
La figura 6.8 muestra la potencia media total transmitida en el sistema
CM3 por los algoritmos JPCOB-DL y JPCOB-VUL para M = 4 usuarios
co-canal en el sistema [121]. De nuevo, hay que tener en cuenta que la
probabilidad de feasibility práctica del algoritmo JPCOB-VUL es muy baja
para valores altos de SINR umbral, lo que influye en la fiabilidad de los
resultados en potencia total transmitida.
En general, ambos algoritmos siguen la tendencia de la figura previa 6.5
a aumentar la potencia media total transmitida en el sistema a medida
que aumenta el valor de SINR umbral. De nuevo, el algoritmo JPCOB-
DL disminuye la potencia total transmitida en el sistema a medida que se
incrementa la coordinación entre BSs. Por su parte, el algoritmo JPCOB-
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DL ASW 0 dB
DL ASW 20 dB
DL ASW 90 dB
VUL ASW 0 dB
VUL ASW 20 dB
VUL ASW 90 dB
Fig. 5. Probability of the feasibility for the JPCOB-VUL and JPCOB-DL algorithms whenM = 4 co-channel users are active
in the system.





























DL ASW 0 dB
DL ASW 20 dB
DL ASW 90 dB
VUL ASW 0 dB
VUL ASW 20 dB
VUL ASW 90 dB
Fig. 6. Average total transmitted power (13) for the JPCOB-VUL and JPCOB-DL algorithms whenM = 4 co-channel users
are active in the system.
Figura 6.8: Potencia media total transmitida en el sistema por los algoritmos
JPCOB-DL y JPCOB-VUL para M = 4 usuarios co-canal.
VUL presenta el comportamiento opuesto, es decir, aumenta la potencia
total transmitida a medida que se aumenta el grado de coordinación entre
BSs (en realidad, tal y como ocurŕıa en las simulaciones del Caṕıtulo 4,
las configuraciones de sistema tales que ASW < 90 dB, no aumentan sig-
nificativamente la potencia total transmitida en el sistema, como se puede
observar en esta figura al comparar las curvas ASW = 0 dB y ASW = 20 dB
del algoritmo JPCOB-VUL). Además, en las curvas correspondientes a la
configuración de ASW = 0 dB es donde se aprecia que el diseño de los
beamformers del algoritmo JPCOB-DL, por el hecho de ser multi-base y
centralizado, es más eficiente en potencia que la solución distribuida del
algoritmo JPCOB-VUL.
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6.3.3. Influencia de las restricciones adicionales en la
convergencia y estabilidad de los algoritmos
En los resultados que se han presentado en este Caṕıtulo, se puede
observar como la feasibility práctica del algoritmo, o del problema de mini-
mización de potencia, es una restricción añadida a la feasibility teórica dada
por la relación (6.57).
Se ha comentado brevemente que tanto la probabilidad de feasibility
teórica del algoritmo JPCOB-VUL como la del algoritmo JPCOB-DL se ve
influenciada por las restricciones adicionales de potencia transmitida por
BS y número máximo de iteraciones del algoritmo. Las figuras 6.3, 6.4, 6.6
y 6.7, muestran la probabilidad de feasibility práctica de ambos algoritmos
para un requerimiento estricto o con una tolerancia de ±0,5 dB en la condi-
ción de convergencia sobre la SINR. Sin embargo, estas figuras no precisan
de qué manera influyen las restricciones adicionales de potencia máxima
transmitida por BS, Pmax, y número máximo de iteraciones del algoritmo,
It, es decir, qué porcentaje de la probabilidad de feasibility práctica que
falta para llegar a la probabilidad de feasibility total, se corresponde con
un fallo del algoritmo por superar la restricción Pmax o It.
Las gráficas 6.9 y 6.10 muestran la distribución de la probabilidad de fea-
sibility práctica de los resultados de los algoritmos JPCOB-VUL y JPCOB-
DL presentados en las figuras 6.6 y 6.7, respectivamente. Los resultados
representados con Pmax representan el número de realizaciones sobre el to-
tal en las que el algoritmo JPCOB-VUL no converge porque alguna BS
supera la restricción en potencia Pmax, mientras que los resultados asocia-
dos a ITmax se corresponden con el número de realizaciones sobre el total
en las que el algoritmo necesita más de 30 iteraciones para converger.
En las figuras de 6.9 se observa como la distribución de la probabilidad
de feasibility práctica del algoritmo JPCOB-VUL vaŕıa en función del re-
querimiento de SINR umbral. Para un valor de SINR bajo o medio, y para
valores de ventana de AS inferiores a 20 dB, existe la misma probabilidad
de no convergencia asociada a la restricción en potencia de las BSs que a
la restricción en el número máximo de iteraciones del algoritmo. Sin em-
bargo, en estos casos, a medida que aumenta la coordinación entre BSs,
ASW > 20 dB, es la restricción en número máximo de iteraciones la que
domina la probabilidad de no convergencia del algoritmo.
Por el contrario, si nos centramos en la figura correspondiente a un
valor de SINR umbral de 12 dB, se observa que la convergencia o probabi-
lidad de feasibility práctica del algoritmo se encuentra muy limitada por la
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convergence due to the per-base station power constraints,whereasVUL ITmax denotes the
probability of no convergence due to the constraint in the number of iterations (a maximum
of 30). It can be observed that coordination increases the feasibility of the problem for low
and medium SINR requirements. However, for high SINR requirements, the JPCOB-VUL
approach becomes limited by the per-base station power constraint .
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Fig. 7. Distribution of the feasibility for the JPCOB-VUL algorithm.
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Fig. 7. Distribution of the feasibility for the JPCOB-VUL algorithm.
(c) SINR = 12 dB.
Figura 6.9: Distribución de la probabilidad de feasibility práctica del algoritmo
JPCOB-VUL para M = 3 usuarios co-canal (figura 6.6).
restricción en potencia de cada BS del sistema.
El algoritmo JPCOB-DL presenta una distribución de la probabilidad
de feasibility práctica distinta a la del algoritmo JPCOB-VUL. En las fi-
guras de 6.10 se observa como el hecho de diseñar un beamformer multi-base
para cada usuario permite gestionar de manera más eficiente la potencia
disponible de cada BS, de forma que la principal causa de no convergencia
del algoritmo JPCOB-DL se debe a la restricción en el número máximo de
iteraciones del algoritmo.
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Fig. 7. Distribution of the feasibility for the JPCOB-VUL algorithm.
(c) SINR = 12 dB.
Figura 6.10: Distribución de la probabilidad de feasibility práctica del algoritmo
JPCOB-DL para M = 4 usuarios co-c nal (fi ura 6.7).
Por otro lado, en situaciones donde el sistema está mal condicionado,
por ejemplo, en sistemas donde MQ ≥ KNt para el caso concreto del al-
goritmo JPCOB-SDL, estas restricciones Pmax e It pueden provocar cierta
inestabilidad en la convergencia de los algoritmos downlink-based. Se ha
comprobado mediante simulaciones que para estos casos de sistemas mal
condicionados, la solución de los beamformers obtenida por cualquiera de
los algoritmos downlink-based entre en algunas ocasiones en una dinámica
oscilatoria.
6.3. Prestaciones de los algoritmos Downlink-based 273
En esta dinámica, el paso de diseño de los beamformers multi-base de los
algoritmos JPCOB-SDL y JPCOB-DL se queda oscilando entre dos puntos
entre una iteración y la siguiente, que se corresponden con una solución
de beamforming distinta. De esta forma, las matrices de ganancia DL no
convergen a matrices constantes y por tanto el mecanismo de control de
potencia no puede converger. Esto no implica necesariamente que la condi-
ción de feasibility teórica sobre el radio espectral de la matriz de ganancia
DL (6.57) no se esté cumpliendo, sino que las restricciones adicionales Pmax
e It, junto con la situación adversa en número de usuarios en el sistema,
provocan que la matriz de ganancia DL oscile entre una iteración y la
siguiente entre dos valores fijos, asociados con dos soluciones distintas de
beamforming.
Esta oscilación se ha analizado mediante simulaciones y se han podido
caracterizar en grandes ĺıneas las caracteŕısticas principales de los beamfor-
mers asociados a cada punto de la oscilación.
En primer lugar, se obtiene un beamformer que se caracteriza por ase-
gurar fairness entre todos los usuarios del sistema, ya que se obtiene en
la primera iteración del algoritmo cuando todas las potencia DL que se
consideran para diseñar por primera vez el beamformer de cada usuario se
corresponden con las potencias de inicialización del algoritmo, y son, por
tanto, iguales para todos los usuarios.
El segundo beamformer se obtiene en la siguiente iteración del algorit-
mo, a partir de las potencias DL que se obtienen en el paso de actualización
de potencias al considerar el beamformer fairness de la primera iteración.
En principio, este segundo beamformer es el que realmente se ajusta al
diseño propuesto para los algoritmos JPCOB-DL y JPCOB-SDL. El pro-
blema es que en la tercera iteración de los algoritmos, este beamformer,
en lugar de seguir ajustándose hasta converger a un beamformer fijo, cam-
bia bruscamente al beamformer fairness de la primera iteración y ya no es
posible salir de la dinámica oscilatoria entre ambos beamformers.
En grandes ĺıneas, es posible afirmar que ambos beamformers se corres-
ponden con dos filosof́ıas distintas de beamformer MMSE; por una parte
el beamformer fairness trata de minimizar la interferencia recibida por los
usuarios, comportándose de forma similar a un beamformer ZF del canal,
mientras que el beamformer que se obtiene en el segundo punto de la os-
cilación trata de maximizar la señal deseada recibida por el usuario.
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Si en una simulación de cualquiera de los dos algoritmos downlink-based
se toma uno de los dos beamformers, se mantiene constante y se itera única-
mente el control de potencia, el algoritmo converge siempre y cuando la
matriz de ganancia DL resultante cumpla la restricción sobre el radio es-
pectral (6.57). Si se analiza el radio espectral de las matrices de ganancia
DL obtenidas de esta forma, se observa que, en general, el radio espectral
asociado al beamformer fairness, que es el que proporciona mı́nima inter-
ferencia, es mucho menor que el asociado al beamformer del segundo punto
de la oscilación, con lo que el mecanismo de control de potencia converge
más rápidamente, y en principio, proporciona una menor potencia total
transmitida en el sistema. Sin embargo, todo parece indicar que el beam-
former al que debeŕıa converger el algoritmo es el que se obtiene a partir




Esta tercera Parte de la Tesis se centra en la propuesta y análisis de
algoritmos JPCOB alternativos al algoritmo JPCOB-VUL para resolver
el problema de minimización de potencia en sistemas W-CDMA MIMO
multi-usuario multi-celda coordinados (CM3). En el Caṕıtulo anterior se
proponen dos algoritmos JPCOB downlink-based, es decir, que no recurren
a la dualidad entre el problema de minimización de potencia en DL y un
problema equivalente planteado en el UL virtual para simplificar el cálculo
de los beamformers en transmisión para cada usuario del sistema CM3.
El algoritmo JPCOB-DL y su versión robusta o simplificada, el JPCOB-
SDL, mejoran significativamente las prestaciones del algoritmo JPCOB-
VUL. Sin embargo, cuando el sistema CM3 está mal condicionado, por
ejemplo, cuando existen más usuarios activos que antenas disponibles en
el sistema, M > KNt, las propiedades de convergencia de estos algorit-
mos se degradan rápidamente, principalmente debido a la influencia de las
restricciones de carácter práctico (número máximo de iteraciones y poten-
cia disponible en la estación base) que se añaden en la simulación de cada
algoritmo.
Por otro lado, la condición de feasibility teórica del algoritmo JPCOB-
DL y por tanto, del problema de minimización de potencia, viene dada por
la relación (6.57) sobre el radio espectral de la matriz de ganancia DL del
algoritmo, [D†F]. Esto es debido a que si la matriz de ganancia DL del
algoritmo JPCOB-DL converge a una matriz constante, las propiedades de
convergencia del algoritmo coinciden con las de la iteración de las potencias
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DL, que se trata en realidad de una iteración de Jacobi [89].
En aquellos algoritmos JPCOB en los que el mecanismo de control de
potencia se puede expresar en forma de una iteración de Jacobi, el valor
del radio espectral de la matriz de ganancia DL caracteriza aspectos funda-
mentales como por ejemplo la potencia total transmitida en el sistema, la
velocidad de convergencia del algoritmo o la capacidad del sistema medida
en número de usuarios. En general, cuanto menor sea el valor del radio
espectral de la matriz de ganancia DL, menor será la potencia total trans-
mitida en el sistema y mayor será tanto la velocidad de convergencia como
la probabilidad de admisión del algoritmo [123,124].
En los problemas de control de potencia, o en los algoritmos JPCOB
que admiten una formulación del control de potencia en forma de iteración
de Jacobi, es bastante habitual actuar sobre el valor del radio espectral de la
matriz de ganancia DL para mejorar las prestaciones del sistema [123–125].
Por ejemplo, las referencias [123] y [125] evalúan el gradiente del radio
espectral de la matriz de ganancia DL para modificar su valor y ajustarlo
según diferentes criterios de optimización. Por su parte, Schubert y Boche
estudian en [124] las propiedades de convergencia de un mecanismo de
control de potencia expresado como una iteración de Jacobi y proporcionan
una interpretación geométrica de la feasibility teórica del problema de mini-
mización de potencia en el enlace UL de un sistema de una única celda con
dos usuarios.
En los sistemas W-CDMA CM3, y teniendo en cuenta las expresiones
de las matrices D y F, (6.47) y (6.49), respectivamente, se observa que el
valor del radio espectral de la matriz de ganancia DL depende de distintos
parámetros que se relacionan tanto con aspectos de transmisión como de
recepción del sistema.
En este Caṕıtulo, se proponen dos esquemas iterativos para mejorar
la probabilidad de feasibility teórica del algoritmo JPCOB-DL. Esta pro-
babilidad se define a partir de la relación (6.57) como la probabilidad de
que el valor del radio espectral de la matriz de ganancia DL del algoritmo
JPCOB-DL sea inferior a la unidad. Los esquemas se formulan aprovechan-
do la estructura de las matrices D y F, por lo que se denominan esquema
D-based y esquema F-based.
Básicamente, ambos esquemas modifican el valor del radio espectral de
la matriz de ganancia DL disminuyendo de forma gradual el grado de coor-
dinación entre las estaciones base (BSs) del sistema, por lo que en realidad
se comportan como esquemas de selección de enlaces activos. Sin embargo,
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la base de estos esquemas es diferente a la de los esquemas presentados en
la segunda Parte de la Tesis, puesto que en este caso se anulan de forma
iterativa aquellos enlaces que según el esquema D-based o el F-based van
a contribuir a reducir el valor del radio espectral de la matriz de ganancia
DL.
Hay que destacar que el objetivo de estos esquemas no es resolver un
problema de optimización conjunto de potencia, beamforming y selección de
enlaces activos, sino que una vez planteado el problema de minimización de
potencia en el enlace DL de un sistema CM3, si se produce una situación
teóricamente no feasible, se ejecuta uno de estos esquemas para obtener
una situación teóricamente feasible, es decir, que cumpla la condición de
feasibility teórica (6.57).
Las simulaciones de este Caṕıtulo demuestran que la tendencia de los
esquemas D-based y F-based es a anular los K enlaces correspondientes a un
mismo usuario del sistema, con lo que en realidad estos esquemas podŕıan
interpretarse como técnicas de scheduling o de control de admisión. De
todas formas, el objetivo no es conseguir un control de admisión óptimo
desde el punto de vista del problema de minimización de potencia, sino que
ésta es una propiedad asociada a los esquemas propuestos en este Caṕıtulo.
La literatura asociada a la combinación del problema de control de potencia
y control de admisión o scheduling es muy extensa. Algunas referencias
interesantes pueden encontrarse en [126–128].
7.1. Problema de minimización de potencia
Siguiendo el modelo de sistema presentado en el Caṕıtulo anterior, se
considera un sistema W-CDMA CM3 formado por K BSs, cada una equipa-
da con un array lineal de Nt antenas. En el sistema, se distribuyen uniforme-
mente M usuarios sobre el área compartida por las K BSs (zona sombreada
de la figura 4.2). En recepción, cada usuario dispone de un banco de Q co-
rreladores y de un ecualizador que implementa un criterio MRC.
En las simulaciones de este Caṕıtulo, interesa provocar aquellas situa-
ciones en las que no se cumple la condición de feasibility teórica (6.57),
para poder evaluar de forma eficiente los dos esquemas propuestos para
mejorar la probabilidad de feasibility teórica del algoritmo JPCOB-DL. El
problema es que estas situaciones suelen darse en los sistemas CM3 mal
condicionados, M > KNt, donde el control de potencia no tiene bastantes
grados de libertad para suplir la degradación de las prestaciones de los
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beamformers multi-base y donde el paso de diseño de los beamformers del
algoritmo JPCOB-DL puede entrar en una dinámica oscilatoria.
Por este motivo, el algoritmo JPCOB-DL se simplifica y se reduce única-
mente al paso de actualización de las potencias DL, manteniendo un diseño
de los beamformers multi-base fijo, y por tanto, subóptimo, en todas las ite-
raciones del algoritmo. De esta forma, el algoritmo JPCOB-DL se reduce
a un mecanismo de control de potencia sujeto a las condiciones teóricas de
convergencia de la iteración de Jacobi.
Por otro lado, se considera un entorno de propagación flat fading, donde
el canal de propagación para cada enlace usuario-BS del sistema está for-
mado por una única contribución multi-camino. En este caso concreto, y
recordando el modelo de sistema presentado en el Caṕıtulo 4, (4.14), la es-
tructura de las matrices de canal HUEm en (6.1) se modifica de la siguiente
manera:
HUEm = diag{[hm1 . . .hmK ]}, (7.1)
donde hmk es el vector [1 × Nt] que caracteriza el canal de propagación
del enlace entre la BS k y el usuario m. La expresión anterior asume que
las contribuciones de canal procedentes de cada BS del sistema llegan al
usuario en distintos instantes de tiempo. Además, las dimensiones de las
matrices en (6.1) se modifican de forma que L = K.
Teniendo en cuenta las modificaciones anteriores, el problema de mini-






s.t. SINRDLm (P,HTx) ≥ γm, m = 1, . . . ,M, (7.2)
donde SINRDLm es la SINR medida en el usuario m del sistema y γm
representa el valor umbral de SINR que se establece como requerimiento de
QoS para ese usuario concreto.
7.1.1. Beamforming en transmisión
Con el fin de forzar situaciones teóricamente no feasible, el conjunto de
beamformers multi-base en transmisión para los M usuarios del sistema
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donde HUE es una matriz de dimensiones [M ×KNt] cuyas filas se corres-
ponden con los vectores hm = [hm1 . . .hmK ], de dimensiones [1 × KNt].
El beamformer multi-base del usuario m, de dimensiones [KNt × 1], se
corresponde con la columna m-ésima de la matriz HZFTx.
Si se compara la expresión anterior con la expresión de un beamfor-
mer ZF en transmisión para un sistema MIMO multi-usuario (2.41), se
observa que en (7.3) no se incluye ningún tipo de restricción de poten-
cia. En las simulaciones, la restricción en potencia de cada BS se evalúa
sobre la contribución total de potencia, que incluye la potencia asignada
por el beamformer, y la asignada por el mecanismo de control de potencia,∑M
m=1 pmk||wmk||2,∀k.
7.1.2. Control de potencia
Los esquemas D-based y F-based aprovechan la estructura de las ma-
trices D y F involucradas en la condición de feasibility teórica de (6.57).
En realidad, el esquema D-based se basa en la versión eficiente de cálculo
de la pseudo-inversa de la matriz D propuesta en la segunda Parte de la
Tesis (4.40). Por este motivo, es necesario reorganizar la estructura de las
matrices y vectores que forman parte de la actualización de potencias DL,
siguiendo el modelo de (4.21):
p = [p11 . . . pM1︸ ︷︷ ︸
BS1
. . . p1K . . . pMK︸ ︷︷ ︸
BSK
]T . (7.4)
En esta expresión, los elementos del vector de potencias DL se agrupan de
nuevo por BSs y no por usuarios, como ocurŕıa en (6.45). En realidad, la
forma de organizar los elementos del vector p no afecta a la solución del
control de potencia, pero śı que influye a la hora de aprovechar la estructura
de las matrices presentes en la iteración de actualización de las potencias
DL.
La mı́nima potencia total transmitida en el sistema se consigue cuando
SINRDLm = γm,∀m, o de forma matricial:
Dp = Fp + u. (7.5)
Las matrices D y F de la expresión anterior, además de reorganizar sus
elementos con respecto a las expresiones (6.47) y (6.49), tienen en cuenta
que todos los canales de propagación del sistema son canales flat fading.
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Siguiendo la estructura de (4.23), la matriz D es una matriz [M×KM ],
que contiene los términos de potencia media de señal deseada recibidos por
cada usuario. Esta matriz presenta una estructura de K matrices diagonales
Dk de dimensiones [M ×M ], cuyos elementos no nulos son:
D =
[








donde la matriz de canales HUEm presenta la estructura (7.1) y HDTxm es
a su vez una matriz diagonal a bloques de dimensiones [KNt ×K]:
HDTxm = diag{[wm1 . . .wmK ]}. (7.8)
El beamformer en transmisión wmk se extrae de la columna m-ésima de la
matriz HZFTx (7.3), concretamente, se corresponde con los elementos asocia-
dos con la BS k, determinados por los ı́ndices (k − 1)Nt + 1 a kNt.
La matriz F, [M ×KM ], contiene un valor escalado de la potencia me-
dia de IFI (Inter-finger Interference) y MAI (Multiple Access Interference).
Esta matriz también presenta una estructura de K matrices Fk, de dimen-
siones [M ×M ], cuyos elementos cumplen:
F =
[














, m 6= i. (7.10)
Por último, el vector u incluye un valor escalado de la potencia de ruido










La expresión de actualización de las potencias, (7.5), es una expresión
que se corresponde con una iteración de Jacobi (apéndice A, apartado A.2),
de forma que las potencias óptimas de transmisión se obtienen iterando:





donde nit es el número de la iteración correspondiente.
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7.1.3. Solución algoŕıtmica
Los pasos de esta versión simplificada del algoritmo JPCOB-DL para
cada iteración nit seŕıan:
1. En nit = 0:
1.1. Inicializar las potencias DL, pmk(0), para todos los enlaces del sis-
tema, m = 1, . . . ,M , y k = 1, . . . ,K, con valores positivos.
1.2. Obtener los beamformers en transmisión para cada usuario a partir
de la expresión (7.3).
1.3. Calcular los pesos del ecualizador MRC de cada usuario del sistema,
donde ahora cada correlador, Q = K, se sincroniza con la contribución
de una de las BSs:
[vm]q = hmkqwmkq , (7.13)
donde kq es la BS cuyo canal sintoniza el correlador q-ésimo.
1.4. Calcular las matrices D, F y el vector u a partir de las expresiones
(7.6), (7.9) y (7.11), respectivamente.
2. Esquemas de selección de enlaces activos. Se evalúa la condición
de feasibility teórica sobre la matriz de ganancia DL:
ρ(D†F) < 1. (7.14)
Si esta condición se cumple, se pasa a actualizar las potencias DL. En caso
contrario, se ejecuta uno de los dos esquemas de selección de enlaces activos
hasta conseguir una situación teóricamente feasible.
3. Si el problema es teóricamente feasible, el vector p de potencias DL se
actualiza iterativamente mediante:







El esquema D-based se basa en la expresión eficiente de cálculo de la
pseudo-inversa de D propuesto en (4.40):
D† = DT Λ̃−2, (7.16)
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donde Λ̃ es una matriz diagonal [M×M ] que contiene los M valores singu-
lares resultantes de realizar la descomposición SVD de la matriz D. Recor-
dando la relación (4.42):
DDT = Λ̃2,
para calcular la pseudo-inversa de D, en primer lugar se obtiene la matriz
Λ̃2 mediante la relación anterior. Puesto que Λ̃2 se trata de una matriz
diagonal, la inversa Λ̃−2 se calcula invirtiendo cada uno de los elementos
de la diagonal principal, y por último, se realiza el producto por DT . De
esta forma, para obtener la pseudo-inversa de la matriz D, no es necesario
invertir ninguna matriz ni realizar la descomposición SVD de la matriz D.
7.2. Esquemas de selección de enlaces activos
Los esquemas D-based y F-based, son esquemas iterativos que se pro-
ponen para mejorar la probabilidad de feasibility teórica del algoritmo
JPCOB-DL, definida como la probabilidad de que el radio espectral de
la matriz de ganancia DL sea inferior a la unidad (7.14).
La idea fundamental de estos esquemas es modificar el valor del radio
espectral de la matriz de ganancia DL de aquellos casos teóricamente no
feasible, disminuyendo gradualmente el grado de coordinación de las BSs
del sistema, o lo que es lo mismo, cancelando de forma iterativa los enlaces
usuario-BS que según los esquemas propuestos van a contribuir a obtener
una situación teóricamente feasible.
En principio, estos esquemas no pueden eliminar usuarios del sistema,
es decir, que los esquemas terminan de iterar en el momento en que sólo un
enlace permanece activo para cada usuario del sistema.
7.2.1. Esquema F-based
La matriz F incluye un valor escalado de la potencia media de interfe-
rencia de IFI y MAI. Por tanto, el objetivo del esquema F-based es cancelar
aquellos enlaces usuario-BS que introducen la mayor potencia de interfe-
rencia en el sistema CM3. Como ocurŕıa en los esquemas de selección de
enlaces activos de la segunda Parte de la Tesis, cuando se dice que se cancela
un enlace, lo que realmente se está haciendo es anular el beamformer en
transmisión correspondiente a ese usuario y a esa BS.
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La siguiente relación entre el radio espectral y la norma infinito de una
matriz (el valor máximo de la suma de las filas de una matriz), || · ||∞:





parece indicar que, si se anulan los enlaces mk relacionados con la fila de la
matriz de ganancia DL [D†F] cuyos elementos, sumados, proporcionan un
valor máximo, se puede reducir también el valor del radio espectral. Obser-
vando las matrices (7.6) y (7.9), se deduce que la fila j-ésima de la matriz
[D†F], j = 1, . . . ,KM , está directamente relacionada con el beamformer
en transmisión wj , donde j = (k − 1)M + m, si m es el usuario y k es la
BS.
Por tanto, para una situación teóricamente no feasible, el esquema F-
based realiza las siguientes operaciones:
1. Para nit = 1, 2, . . ., hasta llegar a una situación teóricamente feasible,
ρ(D†F) < 1:
1.1. Se calcula el vector columna s, de dimensiones [KM ×1], donde cada






Los elementos [s]j , j = 1, . . . ,KM , se ordenan de forma descendente,
de forma que el primer elemento representa el valor máximo de la
suma de las filas de la matriz de ganancia DL.
1.2. Se anula el beamformer en transmisión wj , j = (k − 1)M + m, rela-
cionado con el valor máximo de la suma de las filas de [D†F] (el
primer elemento del vector s).
1.3. Se obtiene la nueva matriz de ganancia DL, [D†F], donde D† se
calcula mediante la expresión eficiente (7.16) y la nueva matriz F se
obtiene simplemente anulando la columna j-ésima (relacionada con
el vector wj) de la matriz F.
En teoŕıa, la condición de feasibility teórica que sirve como criterio de
parada del esquema F-based podŕıa sustituirse por la siguiente relación:
||D†F||∞ < 1, (7.18)
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que no necesita evaluar el radio espectral de la matriz y es por tanto, com-
putacionalmente más simple. Sin embargo, esta relación representa una
condición de convergencia demasiado estricta, puesto que puede haber es-
cenarios en los que:
ρ(D†F) < 1, ||D†F||∞ > 1. (7.19)
En estos casos, el criterio F-based anula más enlaces que los estrictamente
necesarios. Una conclusión similar se puede observar en la referencia [125].
7.2.2. Esquema D-based
El esquema D-based afronta el problema desde un punto de vista dis-
tinto, este esquema trata de mejorar la probabilidad de feasibility teórica
anulando aquellos enlaces del sistema CM3 asociados con una contribución
de señal pobre.
Para determinar qué enlaces del sistema no están contribuyendo sig-
nificativamente en términos de potencia de señal deseada, el esquema D-









Las matrices D−1k son matrices diagonales. Además, los elementos de la
diagonal de cada una de estas matrices son proporcionales a un determinado





donde los factores αk y βk dependen de la matriz de canal HUEm y de las
matrices que caracterizan al receptor del usuario m (7.6).
A partir de la expresión (7.21), el esquema D-based anula aquellos en-
laces que menos contribuyen en términos de potencia de señal deseada,
cancelando los beamformers en transmisión relacionados con estos enlaces.
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Los pasos del esquema D-based para una situación teóricamente no
feasible son los siguientes:
1. In nit = 0: se calcula el vector columna d, de dimensiones [KM ×1], que
incluye todos los elementos no nulos de la matriz D ordenados de forma
ascendente, es decir, desde el punto de vista de potencia de señal deseada.
2. Para nit = 1, 2, . . ., hasta llegar a una situación teóricamente feasible,
ρ(D†F) < 1:
2.1. Se anula el beamformer en transmisión wj , j = (k − 1)M + m, rela-
cionado con el elemento nit del vector d.
2.2. Se obtiene la nueva matriz de ganancia DL, [D†F], donde D† se
calcula mediante la expresión eficiente (7.16) y la nueva matriz F se
obtiene simplemente anulando la columna j-ésima (relacionada con
el vector wj) de la matriz F.
7.2.3. Prestaciones de los esquemas F-based y D-based
En este apartado, el objetivo es comparar, sobre una misma configu-
ración de sistema W-CDMA CM3, las prestaciones de los esquemas D-
based y F-based a la hora de mejorar la probabilidad de feasibility teórica
del algoritmo JPCOB-DL.
La configuración del sistema W-CDMA CM3 es la mostrada por la
figura 4.2: K = 3 BSs equipadas con arrays de Nt = 3 antenas transmiten
coordinadamente a M usuarios, que se distribuyen uniformemente sobre el
área sombreada compartida por las BSs. En recepción, cada usuario dispone
de un banco de Q = 3 correladores y de un ecualizador que implementa un
criterio MRC.
Teóricamente, las BSs están conectadas entre śı mediante un enlace de
alta capacidad, de forma que cooperan perfectamente en datos, ya sea in-
tercambiando las señales a transmitir a cada usuario o bien intercambiando
información de los canales (CSI). Sin embargo, las BSs no cooperan en po-
tencia, sino que cada BS está sujeta a una restricción en la potencia total
que puede transmitir en DL.
En este caso, se permite coordinación total entre todas las BSs del
sistema, es decir, que en teoŕıa, cada usuario del sistema recibe su señal
deseada desde las K BSs. Para forzar situaciones teóricamente no feasible, se
consideran M = 12 usuarios co-canal en el sistema, de forma que M > KNt.
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Therefore, for non-feasible scenarios, theF-based scheme is de-
scribed as follows:
1. ForNit = 1, 2, . . . until convergence (ρ(D†F) < 1) do:
1.1. Compute column vectors [KM × 1] as the sum
of D†F row elements. Sort[s]j , j = 1, . . . , KM , in
descending order.
1.2. Set the transmit beamformerwj related to the
largest row sum ([s]1) to zero.
1.3. Compute the newD†F, whereD† is recalculated
using (17) and the newF is just the previousF with the
jth column set to zero.
Theoretically, the following condition could also be used as a
stopping criterion:
|D†F|∞ < 1. (22)
This condition does not make use of the spectral radius evaluation
and hence it is computationally simpler. However, the (21) norm
inequality is too strict. There may be scenarios such that:
ρ(D†F) < 1, |D†F|∞ > 1. (23)
In these cases, theF-based algorithm will cancel more links than the
strictly necessary.
4.2. D-based scheme
From a different point of view, as matrixD contains all the desired
contributions to each user, theD-based scheme tries to improve the
feasibility nulling links with poor signal contributions.



















It should be noted thatD−1k are diagonal matrices. Moreover,








where factorsαk andβk can be inferred from (12).
Therefore, taking into account (25), the objective in theD-based
approach is to suppress those links that provide less power signal to
the users by setting the appropriatewmk to zero. By doing this, the
pseudo-inverse ofD is less affected from one iteration to the next
and thus, the spectral radius is constantly reduced until feasibility.
D-based scheme can be summarized as follows:
1. In Nit = 0: Column vectord [KM × 1] includes the non-zero
elements ofD in ascending order.
2. ForNit = 1, 2, . . . until convergence (ρ(D†F) < 1) do:
2.1. Set to zero the transmit beamformerwj related to
theNit element ofd.
2.2. Compute the newD†F, whereD† is recalculated
using (17) and the newF is just the previousF with the
jth column set to zero.
It should be noted that at least one link must remain active for
each user, that is, the proposed schemes are not allowed to drop
users.


















Fig. 1. Feasibility ofD-based,F-based andconservativeF-based
schemes.
5. SIMULATIONS
The CDMA coordinated system has been simulated with a three-cell
scenario. For the sake of simplicity, 1-tap channel between each base
station-user pair is considered. However, synchronization between
BSs is not assumed and hence each user in the systemse sa K
multi-path channel. Table 1 summarizes the simulation parameters.
In order to analyze the feasibility of the power control iteration
combined with the proposed schemes, zero forcing beamformers
are designed. A strong-interference situation is considered:M co-
channel users (M > KNt) are uniformly distributed in the central
area shared between the cells.
Figure 1 analyzes the feasibility of the power control algorithm
for different values of SINR before despreading. Theno coordina-
tion curve represents the case when only one link is active for each
user (the link with highest path gain), whereas theotal coordina-
tion curve stands for the situation in which theK links are active for
each user. It can be observed that the feasibility of the algorithm is
closely related with the degree of coordination between BSs. Re-
garding the performance of theD-based andF-based schemes, a
slight improvement in the feasibility of the power control iteration
can be observed. Note that theconservativeF-based scheme ( F-
based C) uses the stopping condition (22). This scheme does not
achieve any improvement of the original feasibility due to the strict
convergence criterion.
Although the results are quite similar for both algorithms, their
behavior is completely different.F-based scheme cancels the links
that introduce the highest interference in the system. This produces a
large perturbation in the matrices involved in power control iteration
that modifies the continuity of the spectral radius between iterations.
On the other hand,D-based scheme cancels the links that are less
contributing to the signal received by the users. This ensures that
only a small perturbation is introduced in matricesD andF. There-
fore, the spectral radius is continuous between iterations and the final
convergence is ensured.
Figure 2 shows the evolution of the spectral radius for a given
channel realization. It should be noted here that theF-based scheme
presents a faster convergence than theconservativeF-based and the
D-based ones. However, spectral radius in theD-based scheme is
Figura 7.1: Probabilidad de feasibility práctica del algoritmo JPCOB-DL para
los esquemas D-based, F-based y conservative F-based.
En las figuras de este apartado se representa la probabilidad de feasibi-
lity práctica del algoritmo JPCOB-DL. En esta probabilidad, hay que tener
en cuenta las restricciones de carácter práctico impuestas al algoritmo en
cada simulación, es decir, la restricción en potencia transmitida de cada BS
y la restricción en número máximo de iteraciones del control de potencia.
Si una simulación se define mediante un valor de SINR umbral común a
todos los usuarios y la implementación de un esquema determinado, la
probabilidad de feasibility práctica se obtiene dividiendo el número de rea-
lizaciones, sobre el total, en las que el problema es teóricamente feasible,
pero donde además se obtiene la asignación óptima de potencias sin superar
la restricción en potencia transmitida de cada BS y el número máximo de
iteraciones permitido. Los parámetros de simulación siguen siendo los del
Caṕıtulo anterior (ver tabla 6.1), evaluando 2000 realizaciones indepen-
dientes para cada simulación.
La figura 7.1 presenta la probabilidad de feasibility práctica del algo-
ritmo JPCOB-DL, para los esquemas D-based, F-based y conservative F-
based (F-based C ) en función de distintos valores de SINR umbral, comunes
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a todos los usuarios del sistema. El esquema conservative F-based utiliza
la condición (7.18) como criterio de parada. La curva no coordination se
corresponde con un escenario donde cada usuario recibe su señal deseada
únicamente desde la BS cuya potencia de canal piloto recibida es mayor,
mientras que la curva total coordination se corresponde con un escenario
con coordinación total entre BSs.
La figura 7.1 muestra claramente como el hecho de permitir coordi-
nación entre las BSs del sistema mejora las prestaciones del algoritmo
JPCOB-DL, en este caso, la probabilidad de feasibility práctica. Si además
de permitir coordinación entre BSs, se ejecuta uno de los dos esquemas
propuestos en este Caṕıtulo, el esquema D-based o el esquema F-based,
esta probabilidad de feasibility práctica todav́ıa puede mejorarse ligera-
mente. Sin embargo, la condición de parada del esquema conservative F-
based impide que este esquema pueda mejorar la probabilidad de feasibility
práctica del algoritmo con respecto a la curva de coordinación total.
Aunque la figura 7.1 muestra resultados similares para los esquemas
D-based y F-based, hay que tener en cuenta que su comportamiento es
totalmente opuesto. Por una parte, el algoritmo F-based anula aquellos
enlaces que introducen una mayor potencia de interferencia en el sistema,
introduciendo una perturbación significativa en las matrices D y F entre
una iteración y la siguiente. Este proceso afecta a la continuidad del valor
del radio espectral de la matriz de ganancia DL que obtiene esta solución
entre una iteración y la siguiente. Por el contrario, el esquema D-based
cancela aquellos enlaces que menos contribuyen en el sistema en términos
de potencia de señal deseada, introduciendo una pequeña perturbación en
las matrices D y F entre iteraciones, asegurando por tanto la continuidad
del valor del radio espectral de la matriz de ganancia DL.
La figura 7.2 ilustra, para una realización concreta del canal, la evolu-
ción del radio espectral de la matriz de ganancia DL de cada uno de los
esquemas propuestos, en función del número de la iteración en la que se
encuentre cada uno. Hay que destacar que la velocidad de convergencia del
esquema F-based es mayor que la de los esquemas D-based y F-based C. Sin
embargo, el valor del radio espectral de la matriz de ganancia DL obtenido
por el esquema D-based es monótonamente decreciente con el número de la
iteración, lo que en cierta manera asegura la estabilidad del esquema. Por
último, el esquema F-based C continúa iterando, aunque el valor del radio
espectral de la matriz de ganancia DL ya es menor que la unidad, hasta
cumplir el criterio de parada (7.18).




Antenna correlation (R1/2t ) 0.5
M users 12
Per-base station power constraint 43 dBm
Spreading Factor 32
βp pathloss r−2mk
βs Shadow fading 8dB dev.
g [1×Nt] CN(0,1)
Downlink mk channels hmk = βpβsgR
1/2
t
Independent channel realizations 2000
Table 1. Simulation Parameters















Fig. 2. Evolution of the spectral radius for theD-based,F-based and
theconservativeF-based algorithm.
continuous with the iteration number. Finally, theconservativeF-
based scheme remains iterating even when the spectral radius is less
than unit due to (23).
There are situations where all the users in the system have only
one active link and stillρ(D†F) ≥ 1. Thus, the only option is to
drop some users. Figure 3 shows the feasibility of the power control
algorithm and theD-based andF-based schemes in a total coordi-
nated scenario for different SINR requirements. The schemes are
allowed to drop up to 2 users.
Regarding the total transmitted power in the system, this param-
eter is strongly affected by the value of the spectral radius. The re-
sults are not included due to space reasons.
6. CONCLUSION
A coordinated W-CDMA system implementing a fixed multi-base
beamformer and a centralized power control algorithm has been here
considered. The feasibility of the power minimization problem has
been analyzed for different degrees of network coordination. In ad-
dition, two schemes based, respectively, in the desired signal and in






















Fig. 3. Feasibility ofD-based andF-based schemes when 1 or 2
users can be dropped.
the interference point of view of the power control iteration, have
been proposed to increase the feasibility of the problem. Moreover,
these schemes have been proved to act as efficient scheduling tech-
niques.
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Figura 7.2: Evolución del radio espectral de la matriz de ganancia DL para los
esquemas D-based, F-based y conservative F-based.
En los esquemas propuestos, se exige que al menos uno de los enlaces de
cada usuario permanezca activo, de forma que no se pueda eliminar usua-
rios activos del sistema. En las simulaciones, se observa que la tendencia
natural de los esquemas D-based y F-based es a eliminar completamente los
enlaces de un determinado usuario. Además, existen situaciones en las que
tras ejecutar cualquiera de los dos esquemas, todos los usuarios del sistema
permanecen con un único enlace activo y aún aśı, ρ(D†F) ≥ 1. En estos
casos, la única opción que permite obtener una situación teóricamente fea-
sible es permitir a los esquemas D-based y F-based que continúen iterando,
sabiendo que esto supone eliminar algún usuario del sistema.
La figura 7.3 muestra la probabilidad de feasibility práctica del algorit-
mo JPCOB-DL cuando a los esquemas D-based y F-based se les permite
eliminar hasta dos usuarios del sistema (en este caso, M sigue siendo mayor
que KNt). Como se observa en la figura, el hecho de eliminar únicamente
un usuario del sistema, permite incrementar significativamente (hasta un
30 %) la probabilidad de feasibility práctica del algoritmo. Es en esta gráfi-
ca donde se detecta la utilidad de los esquemas D-based y F-based desde el
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Figura 7.3: Probabilidad de feasibility práctica del algoritmo JPCOB-DL para
los esquemas D-based y F-based. Posibilidad de eliminar hasta dos usuarios del
sistema.
punto de vista de control de admisión o scheduling. Además, comparando
estos esquemas con las propuestas de por ejemplo, [127], se observa que estos
esquemas constituyen criterios computacionalmente sencillos para eliminar
usuarios de un sistema CM3.

Caṕıtulo 8
Conclusiones y ĺıneas futuras
8.1. Conclusiones
La Tesis se centra en el análisis de un sistema W-CDMA MIMO multi-
usuario multi-celda coordinado como posible modelo de sistema para la
arquitectura Multinodo B de un sistema UMTS. Puesto que UMTS es un
sistema limitado por interferencias, a lo largo de la Tesis se estudian solu-
ciones algoŕıtmicas JPCOB o Joint Power Control and Optimal Beamfor-
ming que resuelven el problema de minimización de potencia en el enlace
downlink de una configuración de sistema W-CDMA MIMO multi-usuario
multi-celda coordinado.
Las conclusiones se presentan agrupadas en tres bloques, que se corres-
ponden con las tres partes principales en las que se estructura la Tesis.
Primera Parte de la Tesis
En la primera Parte de la Tesis se revisa la evolución de los sistemas
MIMO, empezando con la configuración básica punto a punto y terminando
con la configuración avanzada MIMO multi-usuario multi-celda. Para cada
configuración MIMO, se presentan tanto los resultados proporcionados por
la teoŕıa de la información como las técnicas y algoritmos propuestos para
ambos enlaces del sistema y desde el punto de vista de los problemas clásicos
de optimización. En general, las técnicas en transmisión y los algoritmos
que resuelven el problema de minimización de potencia se presentan con
mayor detalle.
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Si se observa la evolución de las técnicas y algoritmos propuestos para
cada configuración MIMO, se aprecia que en cada etapa, las técnicas y
algoritmos asociados a una configuración concreta empiezan siendo una
extensión de las soluciones propuestas para la configuración MIMO an-
terior, pero que se van perfeccionando progresivamente al incorporar las
caracteŕısticas propias de cada configuración. Esta metodoloǵıa de trabajo
permite obtener en un primer momento los ĺımites superiores e inferiores
de las prestaciones de cada configuración MIMO.
Con respecto al estado del arte de los sistemas MIMO multi-usuario
multi-celda coordinados, hay que destacar que se trata de una configu-
ración MIMO relativamente reciente y que ni siquiera existe un nombre
común para designarla. Actualmente, las principales ĺıneas de investigación
se centran en obtener los primeros ĺımites de la región de capacidad de estos
sistemas, aśı como en proponer técnicas y algoritmos que aprovechen las
caracteŕısticas propias de esta configuración.
Si nos centramos en la parte de técnicas y algoritmos propuestos para
esta configuración, se aprecia que la mayoŕıa de las referencias simplifican
el modelo de sistema, por ejemplo, ignorando la naturaleza aśıncrona de
las señales que llegan a cada usuario del sistema, o suponiendo que las
estaciones base pueden cooperar en potencia, es decir, que la restricción en
potencia se aplica a la potencia total transmitida en el sistema. Además,
parece ser que la única referencia que plantea el problema de minimización
de potencia sobre un sistema MIMO multi-usuario multi-celda coordinado
es [68]. Sin embargo, esta referencia se centra en el problema de asignar
usuarios a estaciones base, tras simplificar el modelo de sistema a un sistema
sin coordinación.
Con respecto a esta primera Parte, se puede concluir que el trabajo
presentado en esta Tesis cubre una necesidad que exist́ıa en el estudio de
los sistemas MIMO multi-usuario multi-celda coordinados y aporta además,
una nueva perspectiva al estado del arte de estos sistemas.
Segunda Parte de la Tesis
La segunda Parte de la Tesis plantea el problema de minimización de po-
tencia en el enlace downlink de un sistema W-CDMA MIMO multi-usuario
multi-celda coordinado, donde cada estación base está sujeta a una restric-
ción en la potencia total transmitida. En primer lugar, se revisan las tres
referencias clásicas que plantean algoritmos JPCOB para resolver el pro-
blema de minimización de potencia [33,37,38]. Entre estas referencias, que
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representan en realidad las tres formas básicas de abordar este problema,
se elige el algoritmo propuesto por Rashid-Farrokhi et al. en [33] como pun-
to de partida para proponer un primer algoritmo JPCOB para un sistema
MIMO multi-usuario multi-celda coordinado.
El siguiente paso es obtener un modelo anaĺıtico del sistema que permita
plantear el problema de minimización de potencia y derivar posteriormente
una solución algoŕıtmica JPCOB. En este primer modelo de sistema, se
presenta una visión parcial del funcionamiento del sistema MIMO multi-
usuario multi-celda coordinado, puesto que se modela con detalle el proceso
que tiene lugar en transmisión, pero se ignora el proceso que tiene lugar en
el receptor del usuario [82–86]. En cierto modo, se está siguiendo la filosof́ıa
de los trabajos presentes en la literatura de sistemas MIMO multi-usuario
multi-celda coordinados, donde se ignora la naturaleza aśıncrona de las
señales en recepción y se supone que el receptor del usuario puede separar
perfectamente las señales procedentes de las distintas estaciones base, tanto
la parte de señal deseada como la parte interferente.
El algoritmo JPCOB-VUL o Virtual uplink-based JPCOB [82–86], se
obtiene modificando el algoritmo de referencia propuesto por Rashid-Farro-
khi et al. en [33]. El algoritmo JPCOB-VUL es un algoritmo iterativo que
utiliza la dualidad entre el problema en el enlace downlink y un equivalente
uplink virtual para simplificar el diseño de los beamformers en transmisión.
Este algoritmo mantiene un diseño local de los beamformers, es decir, ob-
tiene los beamformers en transmisión para cada usuario por separado en
cada estación base del sistema, mientras que implementa un mecanismo de
control de potencia centralizado. Sin embargo, la estructura de las matrices
que intervienen en el mecanismo de control de potencia permite obtener
una versión computacionalmente eficiente del algoritmo JPCOB-VUL [84],
disminuyendo de esta forma la complejidad asociada a realizar un control
de potencia centralizado.
La simulación del algoritmo JPCOB-VUL sobre un sistema W-CDMA
MIMO multi-usuario multi-celda coordinado conlleva el estudio de ciertos
aspectos prácticos asociados a este algoritmo. En este punto, se proponen
dos esquemas de selección de enlaces activos que determinan qué enlaces del
sistema se consideran activos en base a un determinado parámetro [83,84].
Es importante destacar que el objetivo de estos esquemas no es determi-
nar de forma óptima qué enlaces deben permanecer activos para minimizar
la potencia total transmitida en el sistema, sino que la selección de en-
laces activos se realiza conforme al valor de parámetros relacionados con
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el sistema. Estos esquemas, además, se revelan como una forma eficiente
de evaluar las prestaciones del algoritmo JPCOB-VUL frente a distintos
grados de coordinación entre las estaciones base del sistema.
En las simulaciones presentadas en el Caṕıtulo 4, se analizan aspec-
tos básicos del algoritmo JPCOB-VUL y del sistema MIMO multi-usuario
multi-celda coordinado, como por ejemplo, la influencia en los resultados
del número de estaciones base y de antenas por estación base disponibles
en el sistema, o del grado de coordinación entre estaciones base. Estas
simulaciones tratan de forzar situaciones donde la potencia de interferencia
presente en el sistema sea muy elevada, para obtener de alguna manera el
ĺımite de las prestaciones del algoritmo JPCOB-VUL.
En grandes ĺıneas, y teniendo en cuenta aspectos básicos de configu-
ración del sistema, se puede concluir que las configuraciones de sistema con
tres estaciones base mejoran los resultados de las configuraciones de sistema
con dos estaciones base cuando el número total de antenas en el sistema
es similar para las dos configuraciones, debido a la mayor diversidad espa-
cial que proporciona la configuración con tres estaciones base [83]. Además,
las simulaciones demuestran que cuando el algoritmo JPCOB-VUL se eje-
cuta sobre un sistema MIMO multi-usuario multi-celda coordinado, y se
comparan sus prestaciones con las del algoritmo de referencia de [33], im-
plementado sobre un sistema totalmente equivalente que ubica un mismo
número de antenas en el centro de la zona bajo estudio y que no permite
coordinación, la configuración de sistema MIMO multi-usuario multi-celda
coordinado mejora los resultados en términos de probabilidad de fallo del
algoritmo [85,86].
Con respecto a la potencia total transmitida en el sistema, los resultados
de las simulaciones permiten afirmar que la potencia total transmitida en
el sistema no aumenta significativamente cuando se permite coordinación
entre estaciones base. De hecho, comparando la potencia total transmitida
por el sistema MIMO multi-usuario multi-celda coordinado con la potencia
total transmitida por el sistema central equivalente, se aprecia que la po-
tencia total transmitida en el sistema es ligeramente mayor en el caso del
sistema MIMO multi-usuario multi-celda coordinado, pero hay que tener
en cuenta que esta configuración es menos interferente con respecto al resto
del sistema que la configuración central, puesto que se trata de una potencia
de interferencia radiada hacia el interior de la zona bajo estudio [85,86].
Si se compara el algoritmo JPCOB-VUL sobre un sistema MIMO multi-
usuario multi-celda coordinado con otros algoritmos JPCOB que no per-
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miten coordinación, se aprecia que el algoritmo JPCOB-VUL presenta un
comportamiento intermedio, por ejemplo, en términos de capacidad, pero
se observa que es un algoritmo más rápido en cuanto a número medio de
iteraciones necesario para converger. Este análisis, junto con el análisis del
coste computacional asociado a este algoritmo, permite concluir que el coste
de implementar este algoritmo que permite coordinación entre estaciones
base no conlleva necesariamente un aumento significativo de la compleji-
dad con respecto a otras soluciones no coordinadas [84]. Por otro lado, el
estudio comparativo del número medio de usuarios co-canal admitidos por
el algoritmo JPCOB-VUL y por un algoritmo que no permite coordinación
pero que realiza una asignación óptima de usuarios a estaciones base [82],
confirma el hecho de que los esquemas de selección de enlaces activos pro-
puestos en esta Parte de la Tesis no realizan una selección óptima desde el
punto de vista del criterio de minimización de potencia.
En el Caṕıtulo 5, se presenta el estudio de dos aspectos prácticos rela-
cionados con el algoritmo JPCOB-VUL. A la hora de realizar las simula-
ciones del sistema W-CDMA MIMO multi-usuario multi-celda coordinado,
se constató la necesidad de establecer un modelo que representara de for-
ma adecuada las potencias de interferencia que interveńıan en este tipo
de sistemas. Por este motivo, en este Caṕıtulo se lleva a cabo un modela-
do exhaustivo de las potencias de interferencia presentes en el sistema, y
se plantea de nuevo el problema de minimización de potencia [97–99]. Sin
embargo, también se actúa sobre los códigos de canalización asignados a
cada usuario del sistema con el objetivo de reducir aún más la potencia de
interferencia que perciben los usuarios, aumentando con ello la capacidad
del sistema, medida en este caso en términos de probabilidad de admisión
de usuarios en el sistema.
En este Caṕıtulo, se considera un escenario donde los canales del sis-
tema pueden ser flat o selective fading, y se proponen diversos esquemas
de asignación de códigos de canalización [97–99]. Entre los esquemas pro-
puestos, interesa destacar el esquema MP o Minimum Partial, que establece
un orden de asignación de códigos de canalización que trata de minimizar
la interferencia introducida por un nuevo código con respecto a los códi-
gos que ya están activos en el sistema. Estos esquemas de asignación de
códigos dependen de las caracteŕısticas asociadas a los canales del sistema,
de forma que obtienen un orden de asignación fijo mientras no vaŕıe el po-
wer delay profile de algún canal. Con respecto a la influencia del grado de
coordinación de las estaciones base del sistema en los resultados, resulta
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sorprendente comprobar que en términos de probabilidad de admisión de
usuarios, un grado de coordinación relativamente pequeño permite mejo-
rar significativamente las prestaciones del sistema. Este resultado es muy
importante a la hora de considerar una posible implementación real del
sistema MIMO multi-usuario multi-celda coordinado, puesto que cuanto
menor sea el grado de coordinación entre las estaciones base del sistema,
menor será la cantidad de información que se necesita disponer de forma
centralizada.
El último aspecto práctico analizado con respecto al algoritmo JPCOB-
VUL se relaciona con el hecho de que el mecanismo de control de potencia
requiere una implementación centralizada, lo que implica que las estaciones
base del sistema deben de disponer de información de canal perfecta de sus
canales locales y que además, necesitan intercambiar información a través
del enlace de alta capacidad sin que esta información experimente ningún
tipo de degradación. En este último análisis, se supone que las estaciones
base van a poder estimar de forma perfecta los canales locales, pero que
sin embargo, va a existir algún tipo de restricción en la cantidad de infor-
mación que pueden intercambiar entre ellas [100]. Esta situación se modela
mediante una forma de conocimiento parcial del canal denominada hybrid
channel knowledge, donde las estaciones base disponen de información de
los canales locales, pero donde sólo disponen de información estad́ıstica del
resto de canales del sistema.
En este escenario, se propone una versión robusta del algoritmo JPCOB-
VUL [100], modificando el mecanismo de control de potencia para incorpo-
rar cierta robustez frente a errores en la estima de la matriz de correlación
de canal. El concepto de hybrid channel knowledge se incorpora a las simu-
laciones asignando un error distinto a las matrices de correlación de canal
entre cada usuario y todas las estaciones base del sistema.
Desde el punto de vista de gestión de recursos del sistema, la configu-
ración de sistema MIMO multi-usuario multi-celda coordinado constituye
una opción a tener en cuenta. Por una parte, el hecho de que todas las
estaciones base del sistema transmitan coordinadamente a cada usuario
permite evitar los procesos de handover entre celdas. Además, cada usua-
rio consume un único código de canalización en todas las estaciones base.
Sin embargo, la principal ventaja de esta configuración de sistema es la
capacidad de reconfiguración que presenta, puesto que se puede variar el
grado de coordinación entre las estaciones base del sistema en función de la
carga del sistema o del requerimiento de calidad de servicio en los usuarios.
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La conclusión general de esta segunda Parte de la Tesis es que la es-
tructura semi-distribuida del algoritmo JPCOB-VUL posibilita que este
algoritmo se presente como una opción muy interesante dentro de la ten-
dencia actual de proponer soluciones distribuidas para los sistemas MIMO
multi-usuario multi-celda coordinados, debida a la dificultad de disponer
de información de canal perfecta de todos los canales del sistema en un
entorno real. Por otro lado, el mecanismo de control de potencia, además
de permitir una formulación computacionalmente eficiente del algoritmo,
presenta una estructura fácilmente adaptable a soluciones robustas frente
a modelos de conocimiento parcial del canal.
Tercera Parte de la Tesis
En la tercera Parte de la Tesis, se avanza en el modelo anaĺıtico del
sistema y se propone una formulación matricial compacta que caracteriza
completamente el funcionamiento de un sistema W-CDMA MIMO multi-
usuario multi-celda coordinado. En este modelo de sistema ya se considera
el proceso completo que tiene lugar en el receptor de cada usuario, teniendo
en cuenta la naturaleza aśıncrona de las señales que llegan al usuario [100,
121]. Además, este modelo de sistema constituye un modelo compacto y
general que facilita cualquier modificación para contemplar casos concretos
del sistema, como por ejemplo, el caso de usuarios co-canal o de un sistema
MIMO multi-usuario multi-celda sin coordinación [100].
De nuevo, se plantea el problema de minimización de potencia en el
enlace downlink de un sistema W-CDMA MIMO multi-usuario multi-celda
coordinado. En este punto de la Tesis, se propone un algoritmo JPCOB que
no recurre a la dualidad entre el problema downlink y un equivalente up-
link virtual, por lo que se denomina algoritmo JPCOB-DL o Downlink-based
JPCOB [121]. Este algoritmo comparte la estructura y el mecanismo de con-
trol de potencia del algoritmo JPCOB-VUL, pero diseña los beamformers
en transmisión para cada usuario de forma multi-base, es decir, teniendo en
cuenta todas las antenas disponibles en el sistema. Este diseño multi-base
se basa en una extensión del beamformer MMSE propuesto en [122] para
sistemas MIMO multi-usuario convencionales.
De esta forma, la propuesta alternativa al algoritmo JPCOB-VUL, el
algoritmo JPCOB-DL, requiere una implementación centralizada tanto del
paso de diseño de los beamformers en transmisión, como del mecanismo
de control de potencia. En principio, esta solución, aunque óptima desde
el punto de vista de sistemas coordinados, presentaŕıa mayores dificultades
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a la hora de implementarse en un sistema W-CDMA MIMO multi-usuario
multi-celda coordinado real. Por este motivo, se presenta una versión simpli-
ficada de este algoritmo, el algoritmo JPCOB-SDL o Simplified Downlink-
based JPCOB, para aquellos casos en los que existe algún tipo de restricción
en la cantidad de información que un usuario puede realimentar a las esta-
ciones base. En la Tesis, esta situación se traduce en que las estaciones base
del sistema no disponen de ningún tipo de información del proceso que lleva
a cabo el ecualizador del receptor de cada usuario, y por tanto, se plantea
un diseño robusto del beamformer en transmisión. Esta solución JPCOB-
SDL también podŕıa integrarse en la categoŕıa de las llamadas técnicas de
limited feedback.
En las simulaciones que se incluyen en Caṕıtulo 6, el objetivo es com-
parar las prestaciones de los tres algoritmos JPCOB propuestos en la Tesis.
A la hora de ajustar los parámetros de simulación, hay que tener en cuenta
que el algoritmo JPCOB-VUL realiza un diseño local de los beamformers
en transmisión de cada usuario, mientras que las caracteŕısticas del beam-
former diseñado por el algoritmo JPCOB-SDL requieren que se cumpla
una determinada relación entre los parámetros de diseño del sistema. Te-
niendo en cuenta estos dos factores, para que el algoritmo JPCOB-VUL
y el JPCOB-SDL encuentren un sistema bien condicionado, es necesario
que el número de usuarios en el sistema sea menor que el número de an-
tenas disponibles en cada estación base. Por tanto, la primera consecuen-
cia de permitir un diseño robusto del beamformer, como hace el algoritmo
JPCOB-SDL, es que la principal ventaja asociada a diseñar un beamformer
multi-base desaparece, es decir, no se puede admitir a un mayor número de
usuarios que en los diseños distribuidos.
En las simulaciones, se vuelve a considerar uno de los esquemas de
selección de enlaces activos propuestos en la segunda Parte de la Tesis,
con el fin de evaluar las prestaciones de los algoritmos frente a distintos
grados de coordinación entre las estaciones base del sistema. En principio,
el número medio de enlaces activos en el sistema no debeŕıa variar para los
tres algoritmos, puesto que el esquema de selección de enlaces activos es
independiente de la ejecución de cada algoritmo. Sin embargo, el análisis de
este parámetro permite concluir que el diseño de los beamformers incluido
en el algoritmo JPCOB-DL se encarga de anular, para grados significativos
de coordinación entre estaciones base, determinados enlaces que el esquema
de selección de enlaces activos determinó como activos con anterioridad
[121].
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Por otro lado, las propiedades de convergencia de los tres algoritmos
dependen de cómo de estricto sea el requerimiento de calidad de servicio.
De hecho, el comportamiento de los distintos algoritmos vaŕıa según se exija
un requerimiento estricto de calidad de servicio o si se permite una cierta
tolerancia sobre esta condición. Por este motivo, en las simulaciones del
Caṕıtulo 6 se distingue entre un requerimiento estricto y un requerimiento
con un cierto margen de tolerancia en la condición de calidad de servicio.
En estas simulaciones, se estudia la potencia media total transmitida en
el sistema y la probabilidad de feasibility práctica de los tres algoritmos
presentados en la Tesis. Esta probabilidad representa en cierto modo la
probabilidad de convergencia de cada algoritmo, teniendo en cuenta las
restricciones de carácter práctico que se incluyen en las simulaciones.
En general, y para ambos casos de requerimiento de calidad de servicio,
el algoritmo JPCOB-DL es el que mejor probabilidad de feasibility prácti-
ca presenta, mientras que el algoritmo JPCOB-VUL disminuye progresiva-
mente esta probabilidad hasta un valor no feasible, a medida que aumenta
el grado de coordinación entre estaciones base o el valor del requerimiento
de calidad de servicio [121]. El algoritmo JPCOB-SDL presenta un com-
portamiento intermedio, pero su convergencia se ve muy afectada en el caso
de coordinación total entre estaciones base y un requerimiento estricto de
calidad de servicio. Con respecto a la potencia media total transmitida,
las simulaciones muestran un comportamiento sorprendente del algoritmo
JPCOB-DL, puesto que este algoritmo, contrariamente a lo que ocurre en el
caso de los algoritmos JPCOB-VUL y JPCOB-SDL, disminuye la potencia
media total transmitida a medida que aumenta el grado de coordinación
entre estaciones base [121]. Estas simulaciones también demuestran que el
hecho de incluir un diseño robusto en el algoritmo JPCOB-SDL, provoca
que este algoritmo no sea eficiente en cuanto a la potencia total transmiti-
da en el sistema. Sin embargo, el análisis del número medio de iteraciones
que necesitan los tres algoritmos para converger establece que el algoritmo
JPCOB-SDL es el algoritmo que más rápidamente converge.
En la práctica, las propiedades de convergencia de los tres algoritmos
propuestos en la Tesis se ven muy influenciadas por las restricciones de
carácter práctico que se consideran en las simulaciones de cada algoritmo.
De hecho, se puede concluir que el algoritmo JPCOB-VUL es un algo-
ritmo fundamentalmente limitado por la restricción en la potencia total
transmitida que se impone a cada estación base del sistema, puesto que el
mecanismo de control de potencia es el que intenta compensar el hecho de
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que los beamformers en transmisión, debido a su diseño local, empiecen a
degradarse en cuanto el número de usuarios en el sistema supera el número
de antenas disponibles en cada estación base. Por el contrario, el algoritmo
JPCOB-DL es un algoritmo fundamentalmente limitado por la restricción
en el número máximo de iteraciones que se permite iterar a cada algoritmo.
En el Caṕıtulo 7, se proponen dos esquemas para mejorar las propiedades
de convergencia del algoritmo JPCOB-DL en el caso de sistemas MIMO
multi-usuario multi-celda coordinados mal condicionados, donde, por ejem-
plo, el número de usuarios activos supera el número total de antenas disponi-
bles en el sistema. Cada uno de estos esquemas aprovecha la estructura de
una de las matrices que intervienen en el mecanismo de control de potencia,
aunque comparten la idea de mejorar la probabilidad de feasibility teórica
de este algoritmo reduciendo el grado de coordinación de las estaciones base
del sistema. Aunque en principio estos esquemas se proponen y se simulan
evitando eliminar usuarios activos, las simulaciones demuestran que ambos
esquemas pueden utilizarse como criterios eficientes y computacionalmente
sencillos para eliminar usuarios del sistema en los casos en los que el algo-
ritmo JPCOB-DL no alcanza la convergencia.
Como conclusión de esta tercera Parte de la Tesis, hay que remarcar que
el modelo de sistema presentado en el Caṕıtulo 6 caracteriza completamente
los procesos que tienen lugar tanto en transmisión como en recepción en
un sistema W-CDMA MIMO multi-usuario multi-celda coordinado, y que
este modelo de sistema no estaba disponible previamente en la literatu-
ra. Por otro lado, el algoritmo JPCOB-DL mejora significativamente las
prestaciones del algoritmo JPCOB-VUL, además de presentar propiedades
tan interesantes como una técnica inherente de selección de enlaces activos
y de disminuir la potencia total transmitida en el sistema a medida que
aumenta la coordinación entre las estaciones base del sistema. Finalmente,
el algoritmo JPCOB-SDL es un algoritmo más sencillo de implementar
en un sistema real, pero esta sencillez empeora sus prestaciones desde el
punto de vista de potencia total transmitida y probabilidad de feasibility
práctica. Aún aśı, sirve como punto de referencia del comportamiento que
podŕıa presentar el algoritmo JPCOB-DL bajo determinadas condiciones
de conocimiento parcial de canal.
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La configuración de sistema MIMO multi-usuario multi-celda coordina-
do es una configuración avanzada y cooperativa de sistema MIMO, donde
los transmisores están conectados entre śı mediante un enlace de alta ca-
pacidad que les permite transmitir de forma coordinada a todos los usua-
rios del sistema. Esta configuración MIMO es relativamente reciente, y de
hecho, todav́ıa no existe un nombre común para referirse a ella. En este
sentido, todav́ıa queda mucho trabajo pendiente, aunque probablemente lo
más importante e inmediato sea proponer soluciones que tengan en cuenta
las caracteŕısticas propias de esta configuración de sistema y que no sean
una mera extensión de las soluciones propuestas para los sistemas MIMO
multi-usuario.
Por ejemplo, las restricciones en potencia total transmitida impuestas
a cada estación base del sistema, dificultan la extensión de técnicas como
el algoritmo de waterfilling a los sistemas MIMO multi-usuario multi-celda
coordinados. De hecho, y aunque parece un problema trivial, no se dispone
todav́ıa de una expresión cerrada que permita implementar técnicas en
transmisión multi-base y lineales, como un beamformer zero forcing, donde
las estaciones base transmitan a potencia máxima. Como se ha visto en
el Caṕıtulo 2, por el momento sólo existe la solución subóptima planteada
por Zhang et al. en [50,65], que obliga a alguna estación base a transmitir
por debajo de su capacidad, y la solución presentada por Boccardi en [36]
para sistemas MIMO multi-usuario convencionales donde la restricción en
potencia se impone sobre cada antena del array de la estación base.
En la Tesis, se presentan posibles soluciones para modelar ciertas carac-
teŕısticas propias de este tipo de sistemas MIMO, que hasta el momento no
se hab́ıan considerado en la literatura. Por ejemplo, en la tercera Parte de la
Tesis se propone un modelo de sistema donde se caracteriza el proceso que
tiene lugar en el receptor de cada usuario para afrontar el asincronismo de
las señales que llegan al usuario desde las distintas estaciones base. En cierta
manera, es posible que el modelo aqúı propuesto siga siendo demasiado
ideal o dicho de otra forma, constituya el caso mejor que puede darse en
recepción, puesto que este modelo supone que el receptor del usuario puede
distinguir de alguna forma las señales que transmite cada estación base.
Del mismo modo, en la segunda Parte de la Tesis se propone un mo-
delo exhaustivo de las interferencias presentes en el sistema, a partir de los
términos de correlación entre los códigos de canalización de los usuarios.
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Algunos autores, establecen que este tipo de caracterización no es necesaria
y que basta con considerar el modelo tradicional de correlación entre códi-
gos. Sin embargo, los resultados de las simulaciones del Caṕıtulo 5 indican
que es posible esperar ciertos beneficios en la capacidad del sistema si se
tienen en cuenta estas interferencias.
Por otro lado, a lo largo de la Tesis se asume que las estaciones base
disponen de información de canal perfecta de todos los canales del sistema,
aunque se presentan soluciones para dos casos concretos en los que esta
suposición no se cumple, un primer caso en el que existe algún tipo de
restricción en la cantidad de información que pueden intercambiar las esta-
ciones base a través del enlace de alta capacidad, para el que se propone
una versión robusta del algoritmo JPCOB-VUL, y un segundo caso en el
que la restricción se aplica a la información que realimenta cada usuario a
las estaciones base, donde se propone una version simplificada del algoritmo
JPCOB-DL, el JPCOB-SDL.
A partir de la experiencia de los sistemas MIMO multi-usuario, parece
claro que el principal inconveniente de un sistema MIMO multi-usuario
multi-celda coordinado va a ser cómo disponer de la información de to-
dos los canales de propagación del sistema. Las simulaciones de esta Tesis
y el trabajo paralelo de otros grupos de investigación demuestran que la
fuerza de esta configuración reside en la posibilidad de aprovechar la di-
versidad espacial que proporciona la transmisión coordinada utilizando to-
das las antenas disponibles en el sistema. Sin embargo, esto requiere una
implementación centralizada, que en la práctica puede ser muy dif́ıcil de
conseguir excepto para sistemas formados por un número no muy elevado
de estaciones base y usuarios.
Por este motivo, la investigación sobre este tipo de configuraciones
está derivando hacia la búsqueda de soluciones distribuidas, claramente
subóptimas, pero más sencillas de implementar. Al mismo tiempo, otra
tendencia reciente es coordinar únicamente un subgrupo de estaciones base
dentro del sistema, para disminuir la carga asociada a esta configuración
de sistema MIMO.
El objetivo de esta Tesis es, en grandes ĺıneas, proponer soluciones al-
goŕıtmicas que resuelvan el problema de minimización de potencia en el
enlace downlink de un sistema W-CDMA MIMO multi-usuario multi-celda
coordinado. El problema de minimización de potencia, junto con el de
maximización del sum-rate, es un problema clásico de optimización para
cualquier sistema de comunicación y como tal, se trata de un problema
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para el que la comunidad investigadora propone nuevas técnicas de forma
continua.
Desde este punto de vista, seŕıa posible conseguir una solución algoŕıtmi-
ca que mejorara de alguna forma las prestaciones de los algoritmos pro-
puestos en esta Tesis. Una opción muy interesante, seŕıa desarrollar una
extensión para sistemas MIMO multi-usuario multi-celda coordinados del
trabajo presentado por Wiesel et al. en [30]. En este trabajo, estos autores
proponen un algoritmo que no recurre a la dualidad entre el enlace up-
link y el downlink, pero que aprovecha distintas técnicas de optimización
convexa para presentar una solución que mejora la eficiencia del algoritmo
iterativo de Rashid-Farrokhi et al., y por tanto la del algoritmo JPCOB-
VUL, puesto que optimiza los beamformers y la asignación de potencia
en único paso, mientras que en la aproximación de Rashid-Farrokhi et al.,
estos parámetros se optimizan de forma independiente en cada iteración.
Por último, y pensando en un posible desarrollo comercial de este tipo
de sistemas, habrá que esperar para saber qué pasa con las técnicas desa-
rrolladas para los sistemas MIMO multi-usuario. Si estas técnicas se in-
corporan finalmente a los diversos estándares, los sistemas MIMO multi-







A.1. Teorema de Perron-Frobenius
El Teorema de Perron-Frobenius permite caracterizar de forma senci-
lla los valores y vectores propios de un determinado tipo de matrices con
entradas no negativas. La importancia de este Teorema se debe a que los
valores propios de este tipo de matrices aparecen en muchos problemas de
ingenieŕıa, como por ejemplo en las cadenas de Markov, en el problema de
control de potencia en sistemas de comunicaciones inalámbricas, en modelos
de crecimiento de la población o para explicar el funcionamiento del motor
de búsqueda de los buscadores Web [129].
Oscar Perron formuló por primera vez el Teorema en 1907, y Frobenius
lo generalizó en 1912. El Teorema de Perron se centra en matrices positi-
vas, que son las matrices cuyos elementos son estrictamente positivos. Más
generalmente, el Teorema de Perron se aplica a matrices primitivas: si A es
una matriz no negativa cuyas entradas [A](i,j) son números no negativos, A
es primitiva si para algún entero m0, Am0 es una matriz positiva, es decir
[Am0 ](i,j) > 0, ∀i, j.
Para formular el Teorema de Perron es necesario definir el concepto de
radio espectral de una matriz. El radio espectral de una matriz A representa
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donde λi(A) representa al i-ésimo valor propio de A. Si ri y cj representan
la suma de la fila i-ésima y de la columna j-ésima de A:
ri =
∑
j [A](i,j) cj =
∑
i[A](i,j) (A.2)
el radio espectral cumple las siguientes inecuaciones:
mı́ni ri ≤ ρ(A) ≤ máxi ri,
mı́nj cj ≤ ρ(A) ≤ máxj cj .
(A.3)
En general, una matriz no tiene por qué tener un valor propio igual a
su radio espectral, pero como muestra el Teorema de Perron, las matrices
primitivas lo poseen.
En este apartado, se repasan brevemente las ideas básicas del Teorema
de Perron-Frobenius. En la referencia [130], puede encontrarse un estudio
más detallado del Teorema.
A.1.1. Teorema de Perron
Si A es una matriz [n× n] primitiva, y ρ(A) es su radio espectral:
(a) ρ(A) es real y positivo.
(b) La multiplicidad algebraica de ρ(A) es igual a la unidad (el mayor valor
propio de A es siempre positivo, simple e igual al radio espectral de
A).
(c) Los vectores propios izquierdo y derecho de A correspondientes a ρ(A)
son estrictamente positivos (sus elementos son estrictamente posi-
tivos), es decir, existen unos vectores columna positivos x0 e y0 tales
que:
Ax0 = λ0x0,
yT0 A = λ0y
T
0 ,
donde λ0 = ρ(A). En general, a los vectores x0 e y0 se los conoce
como vectores propios de Perron de la matriz A.
(d) Si λ es otro valor propio de A, |λ| < ρ(A). Concretamente, no existe
ningún otro valor propio λ tal que |λ| = ρ(A).
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A.1.2. Teorema de Perron-Frobenius
Frobenius extiende el Teorema de Perron a matrices no negativas e
irreducibles. Una matriz A es irreducible si no existe una matriz de per-







donde las matrices B y D son matrices cuadradas. En el caso de matrices
reducibles, es posible encontrar una matriz de permutación que consigue
reescribir A de forma que el bloque superior derecho sea un bloque todo
ceros.
Si A es una matriz [n×n] no negativa e irreducible, y ρ(A) es su radio
espectral, las afirmaciones (a)-(c) del Teorema de Perron se mantienen.
Sin embargo, la afirmación (d) se modifica, de forma que puede haber
otro valor propio que iguale el radio espectral, sólo se puede afirmar que
|λ| ≤ ρ(A).
Aplicaciones del Teorema de Perron-Frobenius
Una condición necesaria y suficiente para obtener una solución x no
negativa y no trivial1 para la ecuación:
(sI−A)x = c,
dado cualquier vector c no negativo y no trivial, es que:
s > ρ(A).
En ese caso, existe sólo una solución estrictamente positiva dada por:
(sI−A)−1c.
Si un vector y no negativo y no trivial cumple:
Ay ≤ sy, s > 0,
entonces y > 0, s ≥ ρ(A). En este caso, s = ρ(A) si y solo si
Ay = sy.
1Una solución trivial es aquella en la que los elementos de x son todos nulos.
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A.1.3. Perron-Frobenius y el problema de minimización de
potencia
Una de las aplicaciones del Teorema de Perron-Frobenius aparece en
el contexto del problema de minimización de potencia en un sistema de
comunicaciones convencional. En este apartado, se especifica el papel que
cumple el Teorema de Perron-Frobenius en el desarrollo de la solución de
este problema [129].
Para simplificar la notación, se plantea el enlace UL de un sistema de
comunicaciones de una única celda, donde el único mecanismo disponible
para manejar la interferencia entre usuarios es el control de potencia, no se
implementa ninguna técnica de beamforming en transmisión o recepción.
En este caso concreto, el problema de minimización de potencia en el enlace




pm, s.t. SINRULm ≥ γm, m = 1, . . . ,M, (A.5)
donde (γ1, . . . , γM ) son los umbrales de SINR establecidos como QoS.




i6=m pi||hi||2 + σ2
, (A.6)
donde hm representa el canal UL entre el usuario m y la BS, y σ2 es la
potencia de ruido en la BS.
Como ya se ha comentado anteriormente, el hecho de que la SINR para
un usuario sea monótonamente creciente con pm y monótonamente decre-
ciente con pi, implica que la potencia mı́nima transmitida se consigue cuan-
do todos los umbrales de SINR se cumplen con igualdad, es decir:
SINRULm = γm, ∀m.
Reescribiendo la expresión anterior en forma matricial, la potencia mı́nima
transmitida se consigue cuando:
(IM −DF)p = Du, (A.7)
donde IM es una matriz identidad [M ×M ], D es una matriz diagonal que
incluye los términos de potencia de señal, F es la matriz que contiene los
términos interferentes, p = [p1 . . . pM ]T es el vector que incluye las potencias
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||hi||2, i 6= m,












Si A = DF, y b = Du, la expresión (A.7) quedaŕıa de la siguiente
forma:
(I−A)p = b. (A.8)
En principio, si los canales entre los usuarios y la BS no siguen una estruc-
tura espećıfica, la matriz A no seŕıa periódica ni reducible, seŕıa una matriz
primitiva no negativa con elementos nulos en la diagonal principal.
La condición necesaria y suficiente para que (A.8) tenga un vector solu-
ción no negativo de potencia para cualquier vector positivo b, es que la
inversa (I−A)−1 sea no negativa para A ≥ 0. Sin embargo, para cualquier
A ≥ 0:
(I−A)−1 ≥ 0 si y solo si ρ(A) = |λmax(A)| < 1. (A.9)
Por tanto, a partir de (A.9), la condición necesaria y suficiente para que
(A.8) tenga un vector solución p positivo, es que el radio espectral de la
matriz A sea estrictamente menor que la unidad.
Condición suficiente
Suponemos que ρ(A) < 1. En este caso Ak → 0 y la serie (I−A)−1 =∑∞
k=0 A
k ≥ 0 converge. Entonces, la solución dada por:
p = (I−A)−1b =
∞∑
k=0
Akb > 0, (A.10)
es positiva para cualquier vector b positivo en (A.8). Por lo tanto, la condi-
ción (A.9) expresada en términos del radio espectral de la matriz A es
suficiente.
La expresión (A.10) utiliza las propiedades de convergencia de las series
de Neumann [130], en las que (I−A)−1 se descompone:
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Series de Neumann: para una matriz A cuadrada, [n×n], las siguiente
afirmaciones son equivalentes:
La serie de Neumann [I + A + A2 + · · · ] converge,
ρ(A) < 1,
ĺımk→∞Ak = 0,






Para probar que la condición (A.9) también es necesaria, se supone
que A ≥ 0 y que (I − A)−1 ≥ 0, como en (A.9). Si λ y x representan
cualquier pareja de valores y vectores propios, respectivamente, de la matriz
A, entonces:
λx = Ax⇒ |λ||x| = |Ax| ≤ A|x|, (A.11)
puesto que A ≥ 0 (|x| representa el valor absoluto elemento a elemento del
vector), o bien:
(I−A)|x| ≤ (1− |λ|)|x|. (A.12)
Por tanto,
|x| ≤ (1− |λ|)(I−A)−1|x| > 0, (A.13)
puesto que (I−A)−1 ≥ 0.
Sin embargo, en la parte izquierda de la ecuación, |x| ≥ 0. Esto implica
que en la parte derecha de la ecuación |λ| < 1 para todo |λ|, con lo que se
obtiene:
ρ(A) < 1 si (I−A)−1 ≥ 0 , (A.14)
demostrando aśı la necesidad de la condición en términos del radio espectral
en (A.9).
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A.2. Iteración de Jacobi
La iteración de Jacobi [89, 131] es una iteración de punto fijo que sirve
para resolver un sistema de ecuaciones lineales del tipo:
Ax = b,
sin invertir expĺıcitamente la matriz A. La solución del sistema Ax = b,
también resuelve la expresión equivalente:
x = (I−A)x + b,
que se puede interpretar como una transformación af́ın [89]. El punto fijo
del sistema de ecuaciones, si existe, es la solución:
x = A−1b.
La iteración de Jacobi, como la de Gauss-Seidel, forman parte de una
serie de métodos iterativos que pueden expresarse de forma general como:
x(nit + 1) = Bx(nit) + c, (A.15)
donde la expresión de la matriz B y del vector c depende del tipo de método
iterativo elegido.
Para demostrar la convergencia de la iteración (A.15), volvemos a recu-
rrir al Teorema de Perron-Frobenius: para que la iteración (A.15) produzca
una secuencia convergente a (I−B)−1c a partir de cualquier vector inicial
x(0), es suficiente y necesario que el radio espectral de la matriz B sea
menor que la unidad, ρ(B) < 1. La demostración de la convergencia vuelve
a recurrir a las series de Neumann y a las propiedades del radio espectral
de una matriz [89].
En la iteración de Jacobi, la matriz A se descompone en la suma:
A = L + D + U,
donde la matriz D es una matriz diagonal, y las matrices L y U son matri-
ces triangulares inferiores y superiores, respectivamente. A partir de esta
descomposición, la iteración de Jacobi puede expresarse como:
x(nit + 1) = −D−1(L + U)x(nit) + D−1b, (A.16)
de forma que comparando con (A.15), en la iteración de Jacobi se cumple
B = −D−1(L + U) y c = D−1b.
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Por otro lado, hay que destacar que la condición de convergencia sobre
el radio espectral de la matriz B, está directamente relacionada con cuánto
de diagonal dominante sea la matriz B, de hecho, cuánto más diagonal
dominante sea esta matriz, más rápido converge la iteración [131].
A.2.1. Jacobi y el problema de minimización de potencia
La solución al problema de minimización de potencia (A.5), si existe
ρ(DF) < 1, puede calcularse de forma centralizada mediante (A.7):
p = (I−DF)−1Du, (A.17)
o alternativamente, de forma distribuida mediante la iteración de Jacobi:
p(nit + 1) = DFp(nit) + Du, (A.18)
que converge para cualquier valor inicial de p.
Apéndice B
Optimización convexa
aplicada al problema de
minimización de potencia
Esta Tesis se centra en plantear el problema de minimización de po-
tencia en el enlace DL de un sistema MIMO multi-usuario multi-celda co-
ordinado. La mayor parte de los algoritmos planteados para resolver este
problema de optimización en los sistemas MIMO multi-usuario sin coordi-
nación, recurren a la dualidad entre el problema planteado en el enlace DL
y un problema equivalente planteado en el enlace UL para simplificar el
diseño de posibles soluciones algoŕıtmicas.
Estudios recientes, como [39,61], demuestran que este concepto de dua-
lidad se engloba dentro de una dualidad más general, que se observa el
plantear el problema dual de Lagrange del problema de minimización de
potencia. En este apéndice, se presenta un desarrollo simplificado de este
planteamiento, que puede completarse con la referencia [132].
Suponemos un sistema de comunicaciones de una única celda, donde
la BS dispone de un array de Nt antenas y los M usuarios distribuidos
por la celda sólo disponen de una antena en recepción. En este caso, para
simplificar la notación, agrupamos el control de potencia y el diseño de
los beamformers, de forma que la potencia transmitida en DL para cada
usuario depende del módulo de los beamformers, pi = ||wi||2.
La señal recibida por el usuario i-ésimo seŕıa:
yi = hHi x + ni, i = 1, . . . ,M, (B.1)
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donde el vector hHi , [1 × Nt], representa el canal entre la BS y el usuario
i-ésimo, ni es el ruido AWGN añadido en recepción, y x, [Nt × 1], es la





El escalar ui representa la señal de información del usuario i, mientras
que el vector wi representa al beamformer en transmisión diseñado para
transmitir esta señal de información. Si E[|ui|2] = 1, la SINR recibida en
el usuario i-ésimo se escribe como:
SINRDLi =
|hHi wi|2∑M
j=1,j 6=i |hHi wj |2 + σ2
. (B.2)








j=1,j 6=i |hHi wj |2 + σ2
≥ γi, ∀i, (B.3)
donde se asume que el conjunto de valores umbrales de SINR, (γ1, . . . , γM ),
es feasible.
Como se ha visto en la aproximación de Bengtsson y Ottersten presen-
tada en el Caṕıtulo 3, las restricciones de SINR planteadas en (B.3) no son
convexas. Sin embargo, este problema que aparentemente no es convexo,
presenta muchas de las propiedades de los problemas convexos. De hecho
se puede relajar [37] o transformar [30] en un problema de optimización
convexo.
Técnicamente, para plantear el problema dual de Lagrange de (B.3),
primero debeŕıa reescribirse en forma SOCP (Second-order Cone Program)
[30], sin embargo, en este caso concreto, el problema dual de Lagrange de
(B.3) y el obtenido a partir de la formulación SOCP coinciden.
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 1γi |hHi wi|2 −∑
j 6=i

























j − (λi/γi)hihHi no es semidefinida positiva,
existe algún wi tal que g(λi) = −∞. Los parámetros λi se eligen de forma
que g(λi) sea máxima, por lo que al plantear el problema dual de Lagrange,
















El aspecto interesante, es que se puede demostrar que la expresión ante-
rior se corresponde con la expresión de un problema de minimización de
potencia en el enlace UL, donde el parámetro λi se corresponde con una
potencia UL escalada, hj es el canal UL y γi es el valor umbral de SINR.








j 6=i ρj |ŵHi hj |2 + σ2ŵHi ŵi
≥ γi, ∀i, (B.7)
donde el objetivo es encontrar los valores óptimos de las potencias UL, ρi, y
los beamformers en recepción, ŵi. En este caso, la expresión del beamformer
316 Optimización convexa







Sustituyendo la expresión del beamformer óptimo en (B.7), y tras reorga-
nizar los términos, es posible demostrar que el problema de minimización
















Igualando ρi = λiσ2, se observa que el problema (B.8) coincide con
(B.6), exceptuando el hecho de que las funciones máx y mı́n están cam-
biadas, de la misma forma que las restricciones de SINR. Sin embargo, la
mı́nima potencia transmitida se obtiene cuando las restricciones en SINR
se cumplen con igualdad, y en este caso, tanto la función máx como la mı́n
obtienen la misma solución.
Resumiendo, el desarrollo (B.4)-(B.8) demuestra que es posible identi-
ficar el problema dual de Lagrange del problema de minimización de po-
tencia en el enlace DL, con un problema de minimización de potencia en el
enlace UL. Además, los parámetros duales λi se pueden interpretar como
unas potencias UL, escaladas por la potencia del ruido (λi = ρi/σ2).
Por último, hay que destacar que la formulación dual de Lagrange del
problema de minimización de potencia en el enlace DL, permite derivar
soluciones algoŕıtmicas eficientes para sistemas que utilizan técnicas lineales
en transmisión, como han demostrado recientemente los trabajos de Wiesel
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Figura C.1: Sistema CM3, K = 2 BSs.
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Figura C.3: División en subsectores para el cálculo de las DOAs en una celda
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Figura C.4: División en subsectores para el cálculo de las DOAs en un sistema
CM3 con K = 2 BSs.
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