Abstract
Introduction
Image edge is important featured information of the texture, which is also the basis of shape feature analysis. Therefore, edge detection is the important part of digital image processing, and it is also the key and difficult point in the image analysis and computer vision field. In order to extract edge, many scholars propose many kinds of edge detection operator such as Roberts operator, Sobel operator, Prewitt operator, Krisch operator, Laplacian operator and LoG-Laplacian operator. Canny operator is one of the most classical operators, and is widely used. However, the traditional Canny operator has a lot of limitations. Many domestic and foreign scholars have carried out a lot of improved methods on the Canny operators. Wojciech Mokrzycki [1] , et al. have a paper about the Canny operator. In this paper the novel modification of the well-known Canny edge detection algorithm is presented. But, it does not effectively filter the noise and increase edge information. Xiaoju Ma [2] , et al. improved the parameter Sigma and the method to obtain high threshold. The improved algorithm has the advantage of low computational complexity, less calculation time. But, this method does not have strong noise-restrain ability. In order to solve the above mentioned problems, this paper proposes an optimized algorithm for Canny image edge detection based on an improved anisotropic spread filtering function. By using the improved anisotropic
The Traditional Edge Detection Algorithm of Canny Operator
A new edge detection algorithm, called Canny operator, is proposed in 1986 by John Canny. Canny turned the problem of edge detection into a problem of detecting the maximum value of the unit function. Frankly speaking, Canny operator is an excellent detection operator for edges. The steps of traditional edge detection algorithm with Canny operator is as following [3] :
Step 1: Using the Gaussian filtering to smooth the image. The algorithm of edge detection is mainly based on the first derivative and second derivative of the image intensity. However, the derivatives are generally sensitive to the noise, thus the performance of the edge detector with the noise related to the filter must be improved. The commonly used filtering method is Gaussian filtering, firstly using the discrete filter function to generate a set of normalized Gaussian kernels, then calculating the weighed sum of each point in the gray matrix image based on Gaussian kernel function. The Gaussian filtering of the image can be implemented by double weighing two 1D Gaussian kernels, or a convolution of a 2D Gaussian kernel. Formula 1 is the 2D discrete Gaussian function, and the vector of the 2D kernel can be obtained by substituting with specific parameters. 
Step 2: Using the finite difference of the first partial derivative to calculate the amplitude and direction of the gradient. The gradient of smoothed the image   
Step 3: Conducting non-maximum suppression on the amplitude of the gradient. It's not a sufficient condition to identify the edges by the overall gradient itself. Therefore, to 3 identify the edges, it's a must to keep the maximum point in the partial gradient and suppress the non-maximums. At each point, comparing the center pixel M of the neighboring regions with two pixels along with the gradient line, if the gradient value of M is smaller than the gradient value of the two pixels along with the gradient line, then M=0, otherwise, M=1.
Step 4: Using dual thresholds algorithm to detect and connect the edges. In the dual thresholds algorithm, set the two thresholds as h T and l T for the image with suppression on non-maximums, and
T . An edge image will be obtained based on the high threshold, which rarely has false edge. Using the high threshold to obtain the profile of the edge, then at each breaking point, the algorithm will search for a point which meets the low threshold among the neighboring eight points, then start from that point to search for the new edge. Above process will be repeated again and again till the whole image edge is closed. The traditional Canny operator utilizes the Gaussian function to smoothing filter the image, which may cause the image excessive smoothness to cause the edge loss [4] . Furthermore, when using the dual thresholds algorithm to detect and connect the edge, it's a common problem that the thresholds are unreasonable, when the thresholds are not able to be selected by self-adaption. A higher threshold value may cause important edge information to be missed, while a lower threshold value is not capable of suppressing the noise. A satisfactory effect is hard to implement using this method. Therefore, this paper deeply studies the problems which limit the performance of Canny operator, and proposes an improved method.
Improved Canny Edge Detection Optimization Algorithm

Improved Anisotropic Diffusion Function Filtering
In the traditional Canny algorithm, Gaussian filtering is used for filtering. The main purpose of the image smoothing filter is to enlarge the Signal to Noise Ratio (SNR) [5] and eliminate noise. However, excess smoothness may occur during the Gaussian smoothing for the image. The edge will be smoothed as a high frequency element, which will turn some edges into slow-changing edges. The slow-changing edges will then disappear during the non-maximum suppression. In 1990, Perona and Malik presented the Anisotropic Diffusion Model [6] , which can excellently smooth the image and eliminate noise while keeping the edge features of the image.
is the original gray image, i.e. the initial condition. After time variable t been introduced, the change of the image could be expressed as a partial differential function [6] : is very large, indicating the strengthening of diffusion. By this method, the different parts of the image can be smoothed accordingly [7] . In Figure   1 , it is easy to observe that u  is enlarging, and at the edge, Formula 9 closes to 0 with faster speed than Formula 10. If the speed of closing to 0 is too fast, the diffusion at the edge area will slow down quickly, which will cause insufficient smoothness and weaken the noise reduction effect. Because of this, usually Formula 10 is preferred. However, compared with Formula 9, a small part of the smoothness of u  at the flat area is overly large, which may cause excess smoothness.
Additionally, the slow speed of closing to 0 cause the image edge to be influenced by the diffusion of neighboring pixels even when the gradient is very large, which will cause edge fog, or even failure. With the above analysis on the advantages and disadvantages of the P-M model diffusion function [8] , this paper has analyzed the smoothing principle of the diffusion function and proposed a new diffusion function which can be applied in P-M model to dramatically speed up the smoothness of image while keeping the advantages of the original model. The diffusion function proposed by this paper is as 
Figure 2. The New Diffusion Function
The new diffusion function is shown as Figure 2 . Compared with the previous two functions, the speed of closing to 0 of the new function is in the middle. Therefore, this new function presents an improvement for smoothness, noise reduction and keeping edge.
The Self-Adaptive Selection of the Threshold
When using the traditional Canny operator to detect the edge, it's a must to set the high and low thresholds manually [7] . As the threshold has great influence on the results of the edge detection, for achieving the best edge detection results, the threshold should be selected accordingly based on the images, which troubles the edge detection as well. Besides, if applying the same thresholds for every image, there will be problems with false edge or partial edge missing. Therefore, this paper used the maximum between-class variance method to determine the threshold, and by doing so, the high and low thresholds could be selected by self-adaption, thus achieving better edge detection of the image.
The maximum between-class variance method is proposed by a Japanese scholar Otsu in 1997 for determination of the threshold by self-adaption [9] . It's also called the Otsu method. The basic idea of the maximum between-class variance method is using one threshold to classify all data into two classes. If the maximum of the variance between the two classes is the best, the threshold is the best. 
Next, the optimal threshold * k is the maximum value obtained by using Formula 20 in the maximum between-class variance method [10] :
The maximum between-class variance method is very sensitive to noise and the size of the target area, so it only has good division effect to image whose maximum between-class variance is a single peak. When the size of the target area is much Compared with the original image, the filtered image has dim edges. The Gaussian filtering cannot reflect the edge features of the original image, while the edge features of the image treated with anisotropic diffusion are basically the same as the original image. This is because the anisotropic diffusion can maintain the image edge, but with poor effects on noise reduction. Finally, the image filtered with improved anisotropic diffusion safeguard the edges, and with ideal effect on noise reduction.
It's subjective to compare the noise reduction effect from the appearance of the images. Therefore, this paper used the peak signal to noise ratio (PSNR) [12] to evaluate the experimental results objectively. The PSNR is the ratio of the maximum possible power to the destructive noise power which influences the former's representing precision, and the bigger the value, the less the distortion. The expression is shown as Formula 22 shown as Table 1 . Learning from the data of Table 1 , the PSNR of the image filtered with the anisotropic diffusion function is larger than the one filtered with the Gaussian function, while the PSNR of the image filtered with improved anisotropic diffusion function is slightly larger than the one filtered with anisotropic diffusion function. Therefore, the improved anisotropic diffusion function has better performance in smoothness and filtering of the images.
Contrast Analysis of the Effects of Edge Detection
For verifying the performance of the improved algorithm, this paper conducted contrast experiments between the traditional Canny algorithm and the improved Canny algorithm under Matlab7. From the results of the experiment, it can be found that with the traditional Canny algorithm, there often appear fracture phenomenon, the edge details are not kept well, and the detection effect is great influenced by the noise. With the improved Canny algorithm, the image edge connectivity and details of the edges are preferred, without burs and block effects, and is rarely influenced by the noise. Experiments show that the algorithm proposed by this paper can effectively reduce the impact of noise, detect more real edges, and accurately locate the image edge with better treatment on the details.
Conclusion
This paper mainly studied the optimization of the traditional Canny operator by use of the modified anisotropic diffusion function and the maximum between-class variance method. The modified anisotropic diffusion function replaces the Gaussian filtering process of the traditional Canny operator. It overcomes the limitations of the Gaussian filtering, and enhances the effect of noise reduction and edge protection. The improved maximum between-class variance method implemented the self-adaptive selection of the high and low thresholds in the Canny operator. In this paper, the improved algorithm is applied to edge detection of various kinds of images. The experimental results showed that the modified algorithm improved the edge extraction effect of Canny operator under the noise interference, and effectively enhanced the precision and accuracy of the edge detection.
