We consider an Internet link carrying http-like traffic, i.e., transfers of finite volume files arriving at random time instants. These file transfers are controlled by an adaptive window protocol (AWP); an example of such a protocol is TCP.
I. INTRODUCTION
It was observed in [1] that traffic processes in the Internet display long range dependence. In [2] this phenomenon was traced to the fact that the traffic in the Internet results from the transfer of files that have a heavy tailed distribution. Models have shown that the transfer of Pareto distributed files (P {V > x} = min(1, 1 x α ), 1 < α < 2) results in a traffic rate process that has an auto-correlation function that decays as 1 τ α−1 . These observations have been taken to indicate that the buffer occupancy distribution in router buffers will have heavy tails [3] . Such observations are, however, based on an "open loop" analysis of an Fig. 1 . TCP controlled file transfers over a single link connecting servers and clients; the link propagation delay is assumed to be negligible, and the link buffer is infinite. In this work we analyse the a(t) process, and the link buffer occupancy process.
input process to the link buffer depends on the feedback control used and hence it is interesting to study the correlation structure of the data arrival rate process into the link buffer (denoted by a(t) in Figure 1 ); this is one contribution of the work presented here.
Extensive analysis of Internet data has shown that Internet traffic is LRD (see [1] ). It has been argued that the LRD behaviour of Internet traffic is related to heavy tailed file transfer volumes ( [2] ). Recent studies (see [12] , [14] , [15] ) show that the stationary distribution of a queue fed with LRD traffic will have a non-exponential tail; for example, it has been shown that an arrival rate process auto-covariance that is O( 1 τ α−1 ), 1 < α < 2, leads to a stationary distribution of buffer occupancy that has a tail that is O( 1 x α−1 ). The above observations are usually combined to conclude that the link buffer occupancies in the Internet will be heavy tailed. Such observations are, however, based on an "open loop" analysis of an LRD traffic source feeding a buffer. Recent numerical studies ( [16] , [17] , [4] ) suggest that an understanding of traffic and buffer processes in the Internet should take into account the closed loop nature of Internet congestion control, namely TCP which is an adaptive window protocol (AWP). The second contribution of this paper is to carry out such an analysis for the network scenario of Figure 1 and for a general AWP.
It is easy to see that the behaviour of a buffer for a given input process can be strikingly different in a feedback loop as compared to when the same process is applied to the buffer (i.e., "open loop"). In Figure 2 we provide a simple example. Part (a) of the figure depicts a closed queueing system where a single customer is fed back to the queue (with a new service requirement distributed as exponential(µ)) as soon as it gets served; the system is clearly stable as there is always a single customer in the system. Note that the customer arrival instants to the queue form a Poisson process of rate µ. Part (b) of the figure depicts an M/M/1 queue with a Poisson arrival process of rate µ, and exponentially distributed service requirements with mean 1 µ ; this queue is clearly unstable (the queue length process being a null recurrent Markov chain). It is intuitive that introduction of window reductions due to a packet marking scheme at the link buffer would result in a better behaved buffer occupancy distribution. We study this phenomenon for two specific AWPs and find that the results are in accordance with the intuition.
B. Overview and Organisation of the Paper
Assuming an AWP and a general file size distribution, we study the auto-covariance function of the data arrival rate process into the link buffer (the a(t) process, see Figure 1 ). We then analyse the link buffer occupancy process for a general AWP and file size distribution and provide a necessary and a sufficient condition for the existence of the mean buffer occupancy. Combining the results from above two analysis it is shown that it is possible to have a finite mean link buffer occupancy even when the file size requirements are heavy tailed and the a(t) process is LRD. This does not contradict the result of [12] , [14] as the model analysed there does not include any feedback control from the queue. Next we consider specific AWPs to study the effect of window reductions owing to random packet markings/drops and find that, as expected, window reductions result in further lightening in the tail of the buffer occupancy distribution while the traffic into the buffer remains LRD. The paper is organised as follows. In Section II we develop a queueing equivalent model of the scenario of Figure 1 , introduce some notation we use in the paper and give some queueing results required later in the work. In Section III we introduce some characterising functions associated with an AWP. Section IV presents a study of the auto-covariance function of the a(t) process. In Section V we give the analysis of the link buffer occupancy process. In Section VI we consider two specific AWPs and study the effect of introducing random marking of packets on the link buffer occupancy process and the a(t) process. Section VII concludes the paper.
II. MODELING APPROACH Our model is motivated by the most popular AWP, namely TCP. The TCP transmitter adapts its transmission window when it receives acknowledgements, or detects missing packets, or receives a congestion mark. The window adaptation serves two purposes: (i) It limits the amount of outstanding data (and hence congestion) in the network, and (ii) it promotes fair sharing of the bandwidth. We capture these two aspects in our model as follows:
(i) By controlling the window, TCP controls the release of data into the network, and hence the amount of data that stays in the file server. We will model the way the AWP controls the release of data into the buffer and the amount of the file that is left behind on the server. This is done by modeling the window increase as a function of the amount of data already acknowledged. When some data is acknowledged, the window increase will permit some more data to be released from the file server, while the remaining file stays on the server. This modeling of the split of the file between the server and the network is an important aspect of our model. (ii) We also wish to assume that the link's bandwidth is shared equally among the ongoing transfers.
Recent literature [18] , [9] suggests that, for a zero propagation delay link and even in absence of a per flow fair scheduling at the link buffer, in our network scenario the TCP mechanism effectively serves the files in a Processor Sharing (PS) fashion. This suggests that, even if the packets are served in the order of their arrival to the link buffer, the packets from the active files are interlaced in such a manner that the data from these files in the link buffer is served in a round robin manner. We have observed, however, that such an equal sharing is not valid for general file size distributions and breaks down, in particular, for heavy tailed file size distributions unless the link buffer implements a per flow fair queueing (see [19] ). Thus in order to use a processor sharing model to capture the way the link bandwidth is shared among the files being transferred we need to assume per-flow fair scheduling at the link buffer. We now describe the stochastic model in detail. File transfer requests arrive in a Poisson process of rate λ to the servers. The transfer volumes are independently and identically distributed with common distribution V (·). An AWP is used to carry out the file tranfers. The transfers are viewed as fluid transfers. Thus infinitesimal amounts can be served at the link, acknowledged to the transmitter, and released by the transmitter into the buffer. The round trip propagation delay is zero, hence as soon as the link transmits some data for a file, this data is acknowledged to the AWP trasmitter at the file server which releases more data (if any) into the buffer. It follows that at each point of time every unfinished transfer has a positive amount of data in the buffer.
The release of data into the buffer is governed by the way the window of the AWP increases with acknowledgements. The window of an ongoing transfer is a function only of the amount of data that it has transferred. The zero propagation delay assumption implies that the contents of the link buffer are the window of the transfer or the residual amount of the file (not yet transferred), whichever is smaller. These windows are served in a round-robin manner as per the assumption of per flow fair scheduling at the link buffer. The round-robin discipline is simpler to study via the Processor sharing (PS) model hence we approximate the service of the windows in the link buffer by a PS discipline. Based on this approximation, Figure 3 depicts the queueing equivalent of the scenario shown in Figure 1 ; note that the link buffer has been replaced by a PS server. As each active flow has positive amount of outstanding data (window) in the link buffer and since these windows are served in a PS fashion, assuming that the files are composed of infinitely divisible fluid, it follows that the ongoing file transfers (as a whole) also get service in a PS manner. Along with the Poisson arrival, and i.i.d. file size assumption, it follows that we have an M/G/1 PS model with each "customer" in service (i.e., ongoing file transfer) being split between the server and the link buffer, as shown in Figure 3 . Note that at any time instant t, an active session would have successfully transferred some data to its client, some of its data would be in the link buffer (this would be the current window size of AWP controlling the transfer of the file), and the remaining data would be in the server waiting to be transferred (see Figure 3) . At any time instant we use the term "age" for the amount of data of a file successfully transferred to the client, and by "residual file" or "residual service" we mean the amount of data of the file yet to be transferred, i.e., the sum of the data in the link buffer and that remaining in the server. As data from a file is served (along with other files, in a PS manner) more data is pulled into the link buffer from the file server, so as to replenish the windows and to account for any window growth. Eventually the amount of data of the file in the server reduces to zero, and the entire residual file is in the link buffer. Note that as long as the file is not fully transferred, a positive amount of it is always in the link buffer. Thus in term of the PS queue model, the server is the link, and each "customer" in service is split between the file server and that in the link buffer.
Note that, as the files are served in PS fashion irrespective of the AWP used, the evolution of "age" (and hence the residual file) is also independent of the AWP used. At any instant, the AWP used to transfer a file only determines the splitting of the residual file between the server and the link buffer while the active sessions are still served in a PS manner. Figure 4 shows the distribution, among the server and the link buffer, of the data of a file of size v that has transferred u amount of data to the client (i.e., has attained an age u); the AWP used determines only w(u, v), which defines the breakup of the remaining v − u units of data between the link buffer and the server. To elaborate on this, for a particular fixed sequence of interarrival times and file sizes, the vector valued process of the ages and residual file of the (time varying) active transfers remains the same irrespective of the AWP used to transfer these files but the vector valued process corresponding to the amount of data in link buffer of the individual active transfers will depend on the AWP used. This point will become more clear in Section V where we characterise AWPs based on the way they split the file between server and link buffer and thus make clear the distinction between the data of a file in the server and the link buffer. The above general model, which was motivated by observations about the performance of TCP controlled finite volume transfers, is what we work with in this paper. We will show how to apply it to specific cases of TCP type adaptive window control.
A. Notation and Some Results Related to an M/G/1 PS Queue
We follow the convention that if Z is a random variable then EZ is its expectation, Z(·) denotes its cumulative distribution function (cdf), Z c (·) its complementary cdf, z(·) its density (if it exists),z(s) the Laplace Stieltjes Transform (LST) of Z(·), andZ(s) the Laplace Transform (LT) of Z(·). We also let Z e (·) denote the excess distribution of Z(·), and Z s (·) denotes the spread distribution associated with Z (see [20] ).
In the context of a queueing system, with the above mentioned convention, we introduce the following notation V the random variable for the file sizes brought by sessions, ρ := λEV , a(t) the instantaneous data arrival rate into the queue at time t, N (t) number of sessions active at time t, Y (t) total of the residual file sizes at time t, B the busy period random variable of an M/G/1 queue, x(s) := 1 −b(s), (introduced for notational convenience), B y the busy period random variable with initial 'work' y in an M/G/1 queue, K y (t) the number of starts of idle periods until time t given Y (0) = y, We know that, (see [20] ),b
We use the notation f (t) ∼ t→t 0 g(t) to mean lim t→t 0 f (t) g(t)
= 1 and write f (t) t→t 0 g(t) to mean that there exists a function h(t) such that f (t) ≥ h(t) for all t and h(t) ∼ t→t 0 g(t). In this work we frequently use the following known results for a stationary M/G/1 PS queue (see [21] ). At any time instant t,
The total file sizes of each of the N (t) ongoing transfers at time t are mutually independent random variables and are distributed as
, (see [20] ),
• Conditioned on the total service requirement of a file transfer being v, its age 1 is uniformly distributed over the interval [0, v] . A recent work ( [22] ) reports the following result.
• In the M/G/1 PS system modified by having k permanent jobs with infinite service requirements, for n ≥ k,
III. CHARACTERISATION OF A GENERAL AWP An AWP can be characterised by the amount of data released by the sender (server) in response to a unit amount of acknowledged data. In general, this quantity will be a function of the size of the file being transferred and the total amount of data successfully received by the client. We introduce the following notation in the context of a general AWP. Notation R v (u) amount of data released by the sender per unit of acknowledged data when a file of size v has attained age u (i.e., u amount of its data has been acknowledged) U (v) = sup{u : R v (u) > 0, 0 ≤ u ≤ v} is the age of a file (of size v) after which an acknowledgment does not result in release of data from file server, i.e., at this time the file server has sent a total of v amount of data to the link buffer. At this point, the receiver would have acknowledged U (v) amount of data and v − U (v) amount of data from the file will be in the link buffer X(u) = inf{v : U (v) > u, 0 ≤ v < ∞} is the minimum file size for which the protocol will still be sending data to the buffer after it has received acknowledgment of u amount of data Note that,
Thus, U and X are inverse functions. Call TCP-CA the TCP algorithm with initial slow start threshold set to unity, i.e., the protocol starts with the congestion avoidance phase. Also let TCP-SS denote the TCP algorithm with initial slow start threshold set to infinity, i.e., the protocol starts with and remains in the slow start phase. Note that if no loss occurs, as is the case with an infinite link buffer, TCP-SS is always in the slow start phase and TCP-CA is always in the congestion avoidance phase.
A. The R v (u), U (v) and X(u) Functions for TCP-SS
If the transfer of a file is controlled using only the slow start algorithm of TCP then each unit of data acknowledged results in the arrival of two units of data, thus
Using Equation 4 with
R v (u) = 2I {u≤U (v)} , we get U (v) = v 2 .
Using Equation 5 with
, we get X(u) = 2u.
1 the data already transferred to the client by the session by time t
B. The R v (u), U (v) and X(u) Functions for TCP-CA
If the transfer of a file is controlled using only the congestion avoidance algorithm of TCP then, when window size is w, each unit of data acknowledged results in arrival of 1 + 1 w units of data. Also, when the window size is some integer n, the amount of data that has been acknowledged (i.e., the age of file) is n(n−1) 2 . Thus, the window size corresponding to an age of u is
. To avoid complex expressions, since we are interested in asymptotic behaviour, we use the approximation that when the age of file is u the window size is √ 2u. This gives
Using Equation 4 with
IV. ASYMPTOTIC BEHAVIOUR OF THE AUTO-COVARIANCE FUNCTION OF THE a(t) PROCESS In this section we study the auto-covariance function of the a(t) process (see Figure 3 ) when the transfer of files is controlled by a AWP. When there are n active sessions, owing to the PS model, a unit data served by the link implies each of these n sessions gets a service of 1 n data units hence their total data sending rate at instant t will be
where u i (t) and v i are, respectively, the total service received by and the total service requirement of i th session active at time t. Lemma IV.1: For the stationary system, Ea(t) = ρ Proof: By conditioning on N (t) and the file size requirements (v i ) of the N (t) ongoing transfers and their ages (u i ), using Equation 6 and results of Section II-A,
Since the integrand in square brackets above is linear and symmetric with respect to the indices i, we get,
...
We note that this result is as would be expected; for let A(t) denote the cumulative process for the rate process a(t) (i.e., A(t) = t u=0 a(u)du). Then for the stable system,
(we have taken c = 1 packets/second.)
The auto-covariance function of the a(t) process for a lag of τ is given by
where K y (·) and Y (t) are as defined in Section II-A. We study the asymptotic behaviour of r a (τ ) by considering J 1 (τ ) and J 2 (τ ) separately.
Theorem IV.1: For AWP controlled transfer of file sizes of distribution V (·), if there exists an r such that
Pareto distributed file sizes have the following distribution,
with the property that EV is finite iff α > 1 and EV 2 is finite iff α > 2.
Corollary IV.1: For Pareto distributed file sizes transferred using TCP-SS,
and X(τ ) = 2τ . Use Theorem IV.1 with r = 2.
Corollary IV.2: For Pareto distributed file sizes transferred using TCP-CA,
Hence, from Theorem IV.1 with r = 1,
The proof follows by noting that f (t) t→∞ g(t) and g(t) ∼ t→∞ h(t) implies f (t) τ →∞ h(t).
As is evident from the examples of slow start and congestion avoidance given in Section III, the R v (u) function for an AWP, in general, will be of the form
is the data sending rate function of a file of infinite volume. If in addition,
we have the following corollary of Theorem IV.1.
Thus, X(u) ≤ Ru. The proof follows by using above bounds for U (v) and X(u) to further bound the lower bound of J 1 (τ ) in Theorem IV.1. Corollary IV.4: If an AWP, such that 0 < r ≤ R v (u)I {u≤U (v)} ≤ R < ∞, is used for transfer of Pareto distributed files then,
For AWP controlled transfer of Pareto distributed file sizes,
Corollary IV.5: For AWP controlled transfer of Pareto distributed file sizes with α > 1,
Proof: Follows using Theorem IV.2 and a Tauberian theorem from [13] (reproduced, for convenience, in Appendix III). [20] . Theorem IV.3: For transfer of Pareto distributed file sizes using TCP-SS or TCP-CA,
Note that the result of Theorem IV.2 (and hence of Corollary IV.5) are independent of the AWP used. This also gives the convergence rate in the Key Renewal Theorem
For some function ∆(λ, α) that depends on whether slow start or congestion avoidance is used to transfer the files. Further, there exists a λ * > 0 such that ∆(λ, α) > 0 for all λ < λ * Proof: Using Corollaries IV.1, IV.2 and IV.5,
where δ = 1 for congestion avoidance and δ = 2 2−α for slow start. Note that in both cases δ is independent of λ. Now, for fixed α > 1 and ρ < 1, the second term in square brackets above is always positive and decreases to 0 as λ → 0 while the first term increases to δ (a positive number) as λ → 0. Since both these terms are continuous functions of λ, there exists λ * > 0 such that
It follows from Theorem IV.3 that, for 1 < α < 2 and λ < λ * 
, the process a(t) is LRD. Further, if it can be shown that r a (τ ) has a hyperbolic decay then the a(t) process will be LRD with Hurst parameter H ≥
For some function ∆(r, R, λ, α) for which there exists a λ * > 0 such that ∆(r, R, λ, α) > 0 for all λ < λ * Proof: Follows from Corollaries IV.4 and IV.5 and arguments similar to those in Theorem IV.3. Remark: Theorem IV.4 is of particular importance for the cases where the window of the AWP is bounded so that after some age (at which the maximum allowed window is achieved) an acknowledgement of du data result in exactly du to be released by sender thus keeping the window size fixed and hence 2 R ∞ (u) = 1. For example, if the AWP is TCP with initial slow start threshold set to a value larger than the maximum allowed window then, for an infinitely long file, the sender will send 2du amount of data for each acknowledgement of du amount of data 3 , i.e., R ∞ (u) = 2 till the point at which the window size becomes equal to the maximum allowed window and from this age onwards, du amount of data acknowledgement will result in du amount of data released from the transmitter so as to maintain a constant window and hence R ∞ (u) = 1.
2 At this point it is important to see the relation between the R∞(u) function and the window size as a function of age. If w(u) denotes the window size of an infinitely long file then the following relations hold:
Thus if the maximum allowed window is attained at age u * , then dw(u) du = 0 for all u ≥ u * . 3 and hence will be increasing the window size by du V. ANALYSIS OF THE STATIONARY LINK BUFFER PROCESS In this section we present the analysis for obtaining the distribution of the link buffer content process. An explicit expression for the LST of the distribution of the buffer content process is obtained in terms of the file size distribution and the quantities associated with an AWP (see Equations 9 and 11). The structure of the LST thus obtained is used to find a necessary and a sufficient condition for the existence of the mean of the buffer content process.
Important Observations
• The amount of data in the link buffer at any time t is the sum of the windows from all the file transfers ongoing at t.
• Owing to the infinite buffer assumption there is no loss hence an AWP follows a known window increase schedule as a function of the age of the file transfer. This enables us to determine the window (which is also the session's contribution to the link buffer occupancy) for a given age. The age of an ongoing transfer can be obtained in the following way: the stationary distribution of the number of ongoing transfers N (t) is given by P {N (t) = n} = (1 − ρ)ρ n . Conditioned on the number of ongoing transfers at t, the ages of the various ongoing transfers are independent; further, the age of an ongoing transfer is uniformly distributed in the interval [0, v] where v is its total file transfer size (which has distribution V s (·), see Section II-A).
A. Analysis for the Buffer Content Process
Consider an AWP that starts transmission with an initial window of w(0) packets, i.e., on connection startup the server sends w(0) packets into the buffer. Let w(1) be the window after these w(0) packets have been transmitted by the link and acknowledged. For example, in TCP-SS, w(0) = 1 and w(1) = 2. Generalising, let w(n), n ≥ 1, denote the window size just after Table I .
Phase of TCP w(n) (Pkts) W (n) (Pkts) TCP-CA n + 1 Note that the w(n), n ≥ 0, are the possible window sizes at the beginnings of cycles; during the cycles the window sequences could pass through other integer values. For example, in TCP-SS, the TCP window can take all integer values but w(n) is restricted to integral powers of 2. Let γ m (z) denote the net input rate into the link buffer from an infinitely long session that has received z amount of service in the (m + 1) th window. For TCP-SS, γ m (z) = 1 because every dz amount served brings in 2dz and dz amount leaves the link buffer. Note that the definition of γ m (z) does not depend on file size as it is defined for an infinitely long file. Also note that, γ m (z) = R ∞ (W (m) + z) − 1 in terms of function R v (u) defined in Section III.
Recall the function U (v) defined in Section III. If the age u of a file of size v is such that u > U (v) then the net data input rate into link buffer is −1 because no new data is sent for a unit amount of data served.
Note The idea now is to find the transform of the distribution of the windows which constitute the link buffer occupancy. Considering the stationary system, at time instant t and for 1 ≤ i ≤ N (t), denote by G i (t) the window of the i th ongoing transfer. We recall the facts about the stationary M/G/1 PS queue from Section II-A. As G i (t) is a function only of the i th ongoing transfer's total file size and age, conditioned on N (t), the G i (t)'s are independent and identically distributed random variables. The total data in the link buffer is,
as the whole of the current window worth of data from each file is in the buffer (owing to zero propagation delay assumption). Thus the stationary link buffer occupancy is actually a random sum of i.i.d. random variables with common distribution, say, G(·). Using Proposition 2.9 of [23] , it follows that if G(·) corresponds to a subexponential distribution (see [23] ) then so does Q(·). In particular, if the tail of G(·) is regularly varying with parameter β then so is the tail of Q(·).
Denote the LST of G(·), the window size distribution, byg(s). The LST of link buffer occupancy distribution is thus:q
Where we have used the fact that the probability of there being n files active is (1−ρ)ρ n and that conditioned on N (t) = n, the G i (t)'s are independent and distributed according to G(·). Thus we can obtain the mean buffer length and the variance of the buffer occupancy once we have obtained g(s). In particular, the mean buffer occupancy is given by:
Observe that EQ is finite iff d dsg (s) | s=0 is finite. Theorem V.1: For an AWP used to transfer files of distribution V (·), the LST of the distribution of a single file's contribution to the link buffer is
Proof: Follows from the results for PS queue given in Section II-A. We use the fact that the window size of a file of size v, when its age u < U (v) and u ∈ (W (m), In Equation 11 , n is used to condition on v (the file size requirement) being in the n th cycle, and m is used to condition on u (the age of the file) being in the m th cycle. The integrand (with respect to v) above contains three terms to take care of the possibility where the age of file is in the last window (i.e., u > U (v)) and hence whole of remaining file v − u is in the link buffer. Remark: Using the property that γ m (z) ≥ 0 for TCP-SS, result of Corollary V.1 has also been obtained in [24] . Using a similar observation, it is also shown in [24] that for TCP-CA controlled transfer of Pareto distributed files, G c (·) is regularly varying with parameter 2(α − 1). Thus the method presented in this section, being applicable irrespective of any structure of γ m (z) function, is more general in nature as compared to that of [24] ; Corollary V.1, when compared to results of [24] , serves as validation of the general method introduced in this section.
B. The Mean Link Buffer Occupancy, EQ
The expected link buffer occupancy is, from Equations 10 and 11 and using dV s (v) =
The case where γ m (z) ≥ 0 is of special interest as it includes TCP-SS and TCP-CA. We obtain explicit results for this case. These results are summarised in the following. Theorem V.2: Under a general AWP with γ m (z) ≥ 0, ∀m, z,
Proof: See Appendix V.
Corollary V.3:
For congestion avoidance controlled transfer of Pareto distributed file sizes, EQ is finite iff α > 1.5.
Proof: Follows from Theorem V.2 with
Corollary V.4: For slow start controlled transfer of Pareto distributed file sizes, EQ is finite iff α > 2. Proof: Follows from Theorem V.2 with
Note that the Corollaries V.3 and V.4 are in accordance with our results of Corollary V.2 and that of [24] where we have seen that G c (·) is regularly varying with parameter α − 1 and 2(α − 1) for TCP-SS and TCP-CA respectively.
Discussion of Results
We make the following remarks on the results obtained till now in this section.
• Note the marked difference in the tail of the buffer occupancy distribution for TCP-SS and TCP-CA. We have seen in Section IV that for both of these AWPs the a(t) process is LRD with same lower bound on the Hurst parameter. The results of this section thus clearly indicate that feedback control can lead to a lightening of the tail of the link buffer occupancy when compared to an uncontrolled (open-loop) transfer of files. It can also be observed that an aggressive feedback control like the slow-start phase of TCP may not result in lightening of the buffer occupancy distribution; in this case the mean buffer occupancy is finite iff the second moment of the (Pareto) file size distribution is finite.
• Corollary V.3 is interesting in view of the result of Section IV where it was shown that, for small arrival rates λ, the traffic into the link buffer (a(t) process) is LRD for Pareto distributed file sizes with 1 < α < 2. Thus, we now have an example where the traffic into a queue is LRD but the mean queue length is finite; this is because the traffic into the queue is regulated using a closed loop control.
• Note from Theorem V.2 that if w(n) are bounded then EQ < ∞ independent of the file size distribution. Yet it is still possible to have the a(t) process exhibiting long range dependence as seen in the discussions in relation to Theorem IV.4 at end of Section IV. For example, if w(n) = 1 for all n then Theorem IV.4 is applicable with r = R = 1 thus establishing that a(t) process is LRD for small λ while the distribution of the link buffer occupancy has an exponentially decaying tail, as now
C. Simulation Experiments
We performed ns simulations to validate the results of the previous sections. We simulated a single link with capacity 10M bps to which requests for transfer of Pareto files arrive according to a Poisson process of rate λ. The mean file size was set to 30KBytes and λ = 16.7 requests/second so that the link load was ρ = 0.4.
In Figure 6 we plot log Q c (x) vs log(x) obtained from ns simulations for the transfer of Pareto distributed files using the TCP-CA and TCP-SS protocols; the normalised offered load ρ was set to 0.4 and the link buffer implements DRR scheduling. The shape parameters α of the file size distribution were 1.6 and 1.4. Also shown in the figures are the corresponding plots obtained from numerical computation of the buffer occupancy distribution using, along with Equation 8, the results of Corollary V.1 (for TCP-SS) and [24] (for TCP-CA). The slopes of the analysis curves are also shown in the figures and are seen to be close to their respective values predicted by the above analysis; for example, the slope for TCP-SS with α = 1.4 is −0.3955 which is close to (α − 1) as suggested by the analysis. The plot also confirms the results of Section V that with TCP-CA the tail of link occupancy distribution is lighter than that for TCP-SS. Note that the tail behavior for TCP-SS controlled transfer of Pareto 1.6 files is worse than that for TCP-CA controlled transfer of Pareto 1.4 files. The sharp drops observed at the ends of the simulation curves are due to the finite simulation run lengths and are not considered in the approximation.
Variance-time plots for the a(t) process are shown in Figure 7 for TCP-SS and TCP-CA controlled 4 Obtain the time series X = {Xi, i ≥ 1} where Xi is the number of packets arriving in the interval (p(i − 1), pi) where p is a packet service time. Divide the original time series X into blocks of size m and average within each block, that is consider the aggregated series,
for successive values of m. The index k labels the block. Then take the sample variance of X (m) (k), k ≥ 1 within each block. This sample variance is an estimator of V arX (m) . For a given m, divide the data, X1, ..., XN , into N/m blocks of size m. Calculate X (m) (k), for 1 ≤ k ≤ N/m, and its sample variancê
transfer of Pareto files with shape parameter α = 1.6 and 1.4. The slopes of the plots indicate that the input process is LRD with Hurst parameter
irrespective of TCP-SS or TCP-CA as proved before. 
VI. EFFECT OF RANDOM PACKET DROPS
In this section we consider the effect of window reductions due to active queue management; for simplicity of analysis we assume random packet marking instead of drops and assume that the sender AWP is cooperative and responds to the mark signal as if it has detected a packet loss. In Section V we have seen that the worst possible behaviour of the tail of the buffer occupancy distribution is obtained when the AWP is aggressive like TCP-SS. In this section we assume such an aggressive AWP and study the effect of random marking on the buffer occupancy distribution. We consider various schemes of responses to reception of a marked packet, i.e., we consider a multiplicative decrease of the window and also a gentle decrease. This section is meant to support the intuition, in the framework of the model, that with window reductions (due to random packet drops or markings owing to active queue management), the buffer occupancy distribution will have a lighter tail. Similar results have also been obtained in [25] . Owing to the assumptions made earlier in the paper, the contents of the buffer comprise the windows of all the ongoing transfers. As before, therefore, we proceed by characterising the window evolution of an infinitely long transfer. We use the notation w(u) for the window size of an infinitely long file whose u amount of data has been acknowledged. Note that, owing to random packet marking, w(u) is now a stochastic process (as opposed to being a deterministic function of u).
We use the following marking model. The marking is at a fixed rate (i.e., we are not modelling adaptive marking based on queue lengths). As before, we have a fluid arrival and service model. We assume that during busy periods the link server marks the emitted fluid at Poisson points over the fluid. The rate of this Poisson process is µ, 0 < µ < ∞ (marks per unit data served). This means that during busy periods the amount of fluid that is served between marks is exponentially distributed with mean 1 µ
. If the unit of fluid is packets, then this can be related to packet marking as follows: the probability p that a packet is marked is given by p = 1 − e −µ . Thus our model also relates to packet marking with a fixed marking probability. Let us now see how, under the PS service model, the above aggregate marking model translates to marks over each file transfer. Our marking model implies that when an amount ds of the fluid is served, the probability that it contains a mark is µds. If there are n files being served at this time then the probability that this mark "hits" a particular file is 1 n µds. Now when an amount of data ds is served, and there are n files active, then (because of PS service) the amount by which the age of any particular file increases is du = 1 n ds. It follows that when a file has achieved the age u, the probability that it is hit by a mark is µdu. It is then clear that over the age of an infinitely long file the sequence of marks forms a time homogeneous Poisson process of rate µ (marks per unit age).
It is also clear from the above argument that across the ongoing file transfers the marking processes on the files are independent. Hence we can again analyse each active flow separately along the lines of our analysis in the previous section. The AWP increases the window as a function of age according to w(u); marks can occur in a Poisson process of rate µ over the age evolution; at each mark the window decrease and increase is discussed below. Thus, as before, we can consider each active flow separately and model only its individual contribution to the link buffer. The modes of evolutions of w(u) we consider in this work are depicted in Figures 8 and 10 , and are analysed in Sections VI-A and VI-B, respectively.
A. The AWP With Linear Window Reduction
In Figure 8 , w(u) increases as it does in TCP-SS, i.e., linearly with age u until a mark occurs. We use a TCP-SS like window buildup as it was observed in [24] that TCP-SS gives the worst possible tail behaviour of G(·) in absence of window reductions (due to marking or drops). We refer to the period where w(u) increases linearly as an on-period. We then assume that after a mark occurs, no new data is sent until whole of the window at which the mark occurred is served; this is what happens in the Tahoe version of TCP (see [7] ), except that we are not considering the time wasted in coarse timeout. This assumption ensures that an ongoing transfer always has a positive amount of outstanding data in the link buffer and hence enables us to use the processor sharing results. The phase where w(u) is decreasing and no new data is sent in response to acknowledgments is called an off-period. Note also that a mark occurring during the off-period does not affect the trajectory of w(u).
In Figure 8 , which depicts the w(u) function for an infinitely long file, the first on-period ends at an age of x 1 where a mark occurs; x 1 is an exponentially distributed random variable with mean 1 µ . After a mark at age x 1 , the TCP sender stops sending data and enters the off-period. Note that in the off-period the window w(u) decreases at the same rate as the age of the file increases, i.e., dw(u) du = −1. This continues for an additional age of w(x 1 ) = x 1 (for simplicity we have taken w(x 1 ) = x 1 instead of x 1 + 1 as is the case for TCP-SS). At 2x 1 another on-period starts and the evolution process repeats itself. Figure 8 also shows the R(u) process, the rate of data arrival into the link buffer from an infinitely long session which has attained age u. Note that, owing to the TCP-SS-like window evolution in the on-period, the off-period duration (in terms of age) is same as the corresponding on-period length. Also, R(u) = 2 in an on-period and 0 in an off-period.
1) Buffer occupancy distribution for the AWP of Figure 8:
Let p x (u) := P {w(u) > x}. The regenerative behaviour of the w(u) process as observed in Figure 8 enables us to write a renewal equation for p x (u) as follows,
where z x (u) is the minimum age such that if a mark does not occur in the age interval [0, z x (u)] then w(u) ≥ x. Note that z x (u) satisfies the condition that w(z x (u)) = (u − z x (u)) + x; this is obtained by putting the condition that a mark occurs at age z x (u) and results in a window of exactly x at age u (See Figure 9 ). In the second term in Equation 13 , y is used to condition on the start of the second on-period which is the regeneration instant for the w(u) process; also used is the fact that the first regeneration epoch (and also the subsequent regeneration cycle lengths) is exponentially distributed with mean 2 µ . Solution to Equation 13 is (see [20] ),
e −µzx(u−y) µ 2 dy = e −µx I {u>x} Now, the above expression assumes an infinitely long file. For a file of size v, the window at age u is
Hence, recalling the notation G from Section V,
i.e., G c (·) is bounded by an exponentially decaying function. Remark: Compare this result with Corollary V.2 where it is shown that for TCP-SS controlled transfer of Pareto distributed files and with no random marking G c (·) is regularly varying with parameter α − 1. 2) Auto-covariance function of the a(t) process for the AWP of Figure 8 : Let p(u) denote the probability that, for an infinitely long file, the R(u) function is 2, i.e., an on-period at age u. The following renewal equation can be written for p(u):
y dy which has solution
It is easy to see that Theorem IV.1 can be modified for an AWP which has regenerative behaviour in response to marking as the above protocol, to read: Theorem VI.1: If the AWP used to transfer file sizes of distribution V (·), in presence of random drops, has the properties:
1) The AWP alternates between two states, called on-period and off-period, 2) A mark results in the end of the current on-period and the start of the next off-period,
3) The window size at any age is strictly positive irrespective of the state of the AWP, 4) The instants of start of on-periods are regeneration points for the R ∞ (u) function, 5) There exists an r such that R v (u) ≥ r > 0 in an on-period and R v (u) = 0 in the off-period then, Then,
Proof: The above relation follows using arguments similar to those in the proof of Theorem IV.1. We have used u 1 (τ ) to denote the age, at time τ , of the session active at time 0. Here U (·) and X(·) are deterministic and correspond to the µ = 0 case; this simplification is obtained using the regeneration property of R v (u) which ensures that (as R v (u) = 0 in off-periods), sup{u :
Corollary VI.1: For the AWP of Figure 8 ,
For Pareto distributed file sizes. Proof: The first relation above follows from Theorem VI.1 by using r = 2 and noting that, due to alternating behaviour of on and off periods in the AWP of Figure 8 , as 0 < µ < ∞, and as the consecutive on-period and off-period length are same,
along with the observation that u 1 (τ ) → τ →∞ ∞. The second expression of the corollary follows by using
and X(τ ) = 2τ and plugging in the expression for Pareto distribution in the first expression.
Since J 2 (τ ) has asymptotic behaviour independent of the AWP used, it follows that Theorem IV.3 (and hence its conclusion) holds with δ = 2 −α for the AWP of Figure 8 .
B. The AWP With Multiplicative Window Reduction
The AWP of Figure 8 is very conservative in responding to marking as the window size reduces to 0 and then the window buildup restarts independent of the past history.
We now consider another, more aggressive, response to marking, i.e., multiplicative decrease of the window as shown in Figure 10 . The window under this AWP evolves as follows: the AWP behaves like TCP-SS until the first mark occurs at age x 1 . At age x + 1 a multiplicative decrease of the window takes place and the window size is reduced to
. Note that this is possible if the following mechanism is used: a mark at window size w results in drop of all of the data of the corresponding file in the link buffer and the AWP controlling the transfer of the file reduces it's window size to w 2 instantaneously (thus transferring w 2 amount of data to the link buffer). Note that this mode of window evolution is very similar to the Reno version of TCP.
The exact analysis of buffer occupancy distribution becomes hard as the evolution of the window depends on all the previous marking epochs. But it is possible to analyse for the expected window of active sessions. Let w(u) be the random variable corresponding to the window of an infinitely long file at an age of u and let Ew(u) be its expectation. Following the analysis of [26] it is possible to write down the following differential equation for Ew(u)
5
. We let M (u) denote the Poisson process corresponding to the instants of marks, i.e., dM (u) = I {a mark occurred in the interval (u,u+du)} . With this notation, we get the following differential equation governing the evolution of the Ew(u) function.
where the first term is for the increment of the window by an amount du when du amount of data is acknowledged (without marking) and the second part takes care of the multiplicative decrease in window size as a result of a mark occurring. We have also used the fact that M (u) is a Poisson process of rate µ. The above differential equation when solved with the boundary condition of Ew(0) = 0 (for simplicity), yields,
u ) ≤ 2 µ Note that the above expression is for an infinitely long file and the window at any age of a finite length file is bounded by w(u), it follows that (recall G and Q defined in Section V) EG ≤ 2 µ and hence, using Wald's lemma, EQ = EN.EG ≤ ρ 1−ρ 2 µ which is finite for all µ > 0 irrespective of the file size distribution. It can also be shown in a similar manner that the second moment of w(u) process is bounded above by a fixed quantity.
As the AWP of Figure 10 has R v (u) = 2 for the duration the sender is transmitting data to the link buffer, Theorem IV.4 holds for this AWP with R = r = 2.
VII. CONCLUSION
We have developed a framework for the analysis of processes related to the bottleneck link buffer under an adaptive window protocol (AWP) controlled transfer of randomly arriving finite volume files. The most important example of an AWP is TCP. The key idea used in the analysis was to look at the window size of the AWP controlling the transfer of a file as a function of the amount of data served from the file.
We have analysed the auto-covariance function of the process corresponding to the aggregate traffic into the bottleneck link buffer. Bounds on the asymptotic behaviour of the auto-covariance function is given which have explicit dependence on the AWP used and the file transfer volume distribution.
Also analysed is the stationary behaviour of the bottleneck link buffer occupancy under the same scenario. An explicit expression for the stationary distribution of the link buffer occupancy was obtained, and was again seen to have a dependence on the AWP and the file size distribution.
It was shown that, for Pareto distributed file transfer volumes with shape parameter α, 1) When TCP's congestion avoidance or slow start algorithms are used, the traffic into the link buffer is long range dependent (LRD) for small file transfer request arrival rates and for 1 < α < 2, 2) Under the congestion avoidance phase of TCP, the tail of the distribution of the link buffer occupancy process is regularly varying with index 2(α −1). This also implies that the mean link buffer occupancy is finite iff α > 1.5. 3) Under the slow start phase of TCP, the tail of the distribution of the link buffer occupancy process is regularly varying with index (α − 1). This means that the mean link buffer occupancy is finite iff α > 2. Thus we have given an example (Pareto distributed file sizes with 1.5 < α < 2 transferred under the congestion avoidance phase of TCP) where, in the presence of LRD input to the link buffer, the buffer occupancy has finite mean. This suggests that the impact of long range dependence of Internet traffic may not be as severe as is usually predicted by means of an open loop analysis.
We have also considered the effect of window reductions (owing to random packet markings) on the link buffer occupancy process. It was seen that, for an AWP which increases its window aggressively like the TCP does in its slow start phase followed be a response to packet marking which is either gentle as in TCP Tahoe or aggressive as in TCP Reno, the mean link buffer occupancy remains finite irrespective of the file size distribution while the traffic arrival process into the link buffer could still be long range dependent.
The characterisation of the tail of link buffer occupancy we have developed could lead to an explanation of the sensitivity with distribution of TCP throughput performance with finite volume transfers (as observed in [9] ).
The work reported in this paper is for a zero propagation delay link; it will be interesting to study how the results presented in this paper change as the propagation delay increases. APPENDIX I PROOF OF THEOREM IV.1 Let V i (t) and Y i (t), 1 ≤ i ≤ N (t), denote, respectively, the total and residual service requirements of the i th session active at time t. Now,
is the age of the file active at time 0, and U (V 1 (0)) − (V 1 (0) − Y 1 (0)) > τ implies that the source will still be sending data for this file until time τ . Define the last term to be J 3 (τ ).
Plugging the distributions of N (0), V 1 (0) and Y 1 (0) using results given in Section II-A, we get from Equation 15,
At τ there could be other sessions active; these arrive in the interval (0, τ ]. Let us continue to use the index 1 at time τ for the session that was active at time 0. Since Y 1 (τ ) > 0, (and noting that
where N (τ ) is the number of sessions active at τ other than the tagged session which was active at time 0. The inequality is obtained since there could be a positive rate from the other sessions at τ . By hypothesis, we have 0 < r ≤ inf The proof follows with a change of variable (using y = v − u). where v(n) is a row vector of dimension n with components v 1 , ..., v n and y(n) is a row vector of dimension n with components y 1 , ..., y n . Also, abusing notation, is a function only of τ − θ.
APPENDIX II PROOF
Let Φ(τ ) := E(a(τ )|N (0) = 0) and denote byΦ(s) the Laplace Transform of Φ(·). So,
Thus, , we get the following expression for the LT of J 2 (τ ).
Rv j (v j −y j ) n n i=1 e −y i (s+λx(s)) dy(n)dV (v(n))
It can be seen after some calculations that, . Further, by using the series expansion of the incomplete Gamma function (see [27] ), we get 
⇒ g(x) = 1 2 v e (2x) + v e (2x − 1) whereṽ e (s) is the LST of the distribution of the excess random variable associated with V (see [20] ). The proof follows for large x.
