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Raykov（2001, 2007）、Sijtsma（2009）など）、
限定的な条件の下でのみ信頼性の指標として
適切に機能する。この条件は、通常の観測デー
タに対して制約の強いものであり、成り立た
ない場合が多い。
　一方、尺度構成においては、最終的な項目
を決定する前に、候補となる予備項目群につ
いて、項目内容の検討に加えて、信頼性など
の統計的性質がより良くなるように項目の削
除（あるいは追加）が、因子分析などを援用
しながら行われる。ここで、可能な項目選択
の組み合わせは、予備項目群が多ければ多い
ほど膨大なものとなり、全ての場合を検討す
ることは現実的に不可能である。この点に関
して藤森（1999）は、アルファ係数を適応度
関数として、遺伝的アルゴリズムを用いた項
目の自動選択を提案している。
　遺伝的アルゴリズムは、自然淘汰を模した
解の探索手法である。組み合わせ最適化など
厳密解を得ることが不可能、あるいは極めて
困難な場合に効果を発揮する。遺伝的アルゴ
リズムの特徴は、問題を生物における染色体
の形式で表現する点にある。染色体を構成す
問題と目的
　マーケティング・リサーチや消費者行動研
究などの領域では、商品の魅力や満足度など
直接観測不能な特性を数量化するために、尺
度を開発する必要が頻繁に生じる。尺度は通
常、対象となる特性を反映すると考えられる
複数の質問項目から構成される。特性は、そ
れらの和得点や、因子分析モデルを適用して
因子得点などから推し量られる。
　身長や体重などの物理的な測定と異なり、
潜在的な特性の測定においては、その測定尺
度の妥当性と信頼性を検討することが特に重
要となる。尺度構成における信頼性の検討に
は、Cronbach（1951）によるアルファ係数
をその指標とすることが多い。主要な統計
パッケージの中には、尺度を構成する各項目
をそれぞれ削除した場合のアルファ係数を出
力するものもあり、より高いアルファ係数を
保持する項目群から成る尺度の開発のために、
この結果が利用されることも多い。
　しかし、アルファ係数は多くの研究が指摘
す る よ う に（ 例 え ばKomaroff（1997） や
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る。 ま た、Bacon, Sauer and Young（1995）
はアルファ係数と因子負荷の対応を示してい
る。
　適合度を考慮することで、アルファ係数が
適切に機能しない状況を回避できるならば、
尺度構成に遺伝的アルゴリズムを適用する意
義が一層高まるといえる。そこで、本研究で
は、アルファ係数のみを考慮した場合と、因
子分析モデルによるデータとの適合度を同時
に評価した場合を人工データを通じて比較し、
その特徴の違いを明らかにすることを目的と
する。
方法
人工データの生成
　アルファ係数のみを最大化する場合と、適
合度とアルファ係数を同時に考慮した場合の
結果を比較し、検討するために因子分析モデ
ルによる人工データを生成した。項目数は40
とし、すべての項目に対して１つの因子から
のパス係数を設定した。項目１から項目３は、
その値を共通で0.7とし、項目４から項目６
に対しては、その値を共通で0.8とした。一方、
項目７から項目40については、それらへの因
子からの負荷を範囲0.2から1.0の一様分布か
ら発生させて使用した。最小は0.202、最大
は0.963であった。
　すべての項目について、期待値が0の誤差
の分散は1.5とした。また、項目１と２、１と３、
２と３の間には誤差相関0.4を設定した。同
様に、項目４と５、４と６、５と６の誤差間に
も0.4の相関を設定した。
　さらに、単一因子を想定していながら他の
因子が観測変数に影響している場合を考察す
るため、項目31から40の10項目を観測変数と
する因子を設定した。パス係数は範囲0.5か
る個々の要素が遺伝子である。この染色体の
表現によって遺伝的アルゴリズムは様々な問
題に適用可能である。
　問題に対する解の候補を染色体として有す
る個体を、あらかじめ決めた数だけ集めて集
団を構成する。生物の環境に対する適応の程
度に対応して、それぞれの問題に応じた適応
度関数を決定し、集団の成員である個体のそ
れぞれについて適応度を評価する。
　集団における各個体は選択と交叉、そして
突然変異を経て、世代を更新する。選択は親
となる個体の選出であり、適応度の高さに比
例して選ばれる確率が高くなるよう設計され
る。交叉は個体対の交配を意味し、２つの染
色体を組み替える過程である。また、設定し
た確率に従って突然変異を生起させ、局所最
適解に陥ることを防ぐ。このような世代更新
を一定回繰り返し、適応度の高い個体（問題
の解候補）を発見する。
　尺度構成に遺伝的アルゴリズムを適用すれ
ば、多くの予備項目群からより良い統計的性
質を保持した項目を自動的に選択することが
可能となる。これは、尺度開発者の労力軽減
につながるばかりでなく、項目選択に混入す
る恣意性の排除や、通常では発見できない項
目の統計的欠点などの検出に大きく寄与する
ことが期待できる。
　本研究では、上述したアルファ係数の欠点
を踏まえ、適応度関数として構造方程式モデ
リング（Structural Equation Modeling; SEM）
の枠組みにおける適合度指標を同時に考慮す
る。信頼性の検討にSEMの下位モデルである
因子分析モデルの特別な場合が利用できるこ
とは、Raykov and Shrout（2002）により一
般的な状況で示されており、アルファ係数は
そのモデルに制約を加えた形で表現可能であ
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数だけ横に並べる。すなわち、１つの個体は
項目数である40個の１か０の連なりであり、
可能な尺度の１つを表す。
　最初の個体集団は、40項目に個体数を乗じ
た分だけベルヌーイ分布から０か１を等確率
で発生させることで構成した。各個体の遺伝
子がすべて０、すなわち全項目が選択されな
い状況がないよう確認し、該当する個体があ
る場合には改めて乱数により個体を発生させ
た。各条件について３つの異なる初期集団を
設定した。
■適応度の評価　本研究では、各個体は可能
な尺度の１つを表している。生物の環境に対
する適応の度合いに対応した各個体の適応度
は、尺度の適切性をアルファ係数のみから考
慮する場合は、アルファ係数自身とした。一
方、モデルとデータの適合度を同時に考慮す
る際には、アルファ係数にCFI（Comparative 
Fit Index）を加え、10倍したRMSEA（Root 
Mean Square Error of Approximation）を引い
た値を適応度とした。ここで、適応度が負の
値 に なった 場 合 は０と す る 処 理 を 行った。
CFIの値は０から１の範囲であり、値が大き
い方がデータへの適合が良いと判断する。一
方、RMSEAの値は小さい方がデータへの適
合が良いと判断される。したがって、どちら
の適応度も値が大きい方が尺度の統計的性質
として良いと考えることができる。
■選択・交叉・突然変異　集団における適応
度の大きさの比に応じて、対となる個体を２
つ選択する。具体的には、集団を構成する個
体の適応度を合計し、その値で各個体の適応
度を除した値を選択確率とする。１回の交叉
においては同一個体が選択されないようにし、
ら1.0の一様分布から発生させた。最小は
0.532、最大は0.987であった。項目1から40で
測定される因子との相関は0.3とした。平均
が各々0である2変量正規分布から1000人分の
因子スコアを発生させ、上述した係数と誤差
から観測データを生成した。
遺伝的アルゴリズムの設定
　遺伝的アルゴリズムを適用するにあたり、
個体数、世代数、交叉確率、突然変異確率を
設定した。このうち個体数と世代数について
は、それぞれ３条件と４条件の計12条件を設
定し、交叉確率と突然変異確率は共通とした。
　まず、個体数は10、20、30とした。個体数
を多くした方が、集団内に含まれる染色体が
多様になることを期待でき、解の探索範囲が
広がると考えられる。しかし、個体数の増加
は計算時間の増加にもつながる。本研究の状
況において個体数の影響を検討するために、
上記の３条件とした。
　次に、探索を終了する世代として50、100、
150、200世代の４条件を設定した。一定の世
代更新で適応度がどのように変化するかをみ
るため、異なる世代数を終了条件とした。
　交叉確率は0.95とし、突然変異確率は0.05
とした。
遺伝的アルゴリズムの手順
　遺伝的アルゴリズムの実装には統計解析環
境R（R Development Core Team, 2010）を使
用した。また、適合度を得るための因子分析
モデルの推定はMplus（Muthén and Muthén, 
2008）をR上で呼び出すことで行った。
■初期集団　各項目について、その選択と非
選択をそれぞれ１と０で表し、これを項目の
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染色体を入れ替える位置は、その都度ランダ
ムに決定した。
　さらに、各遺伝子について、確率0.05で突
然変異を生じさせた。ここでの突然変異とは、
０と１を入れ替える操作である。突然変異を
施した後、全項目が選択されない個体がない
かを確認し、該当する個体がある場合には乱
数により個体を生成した。
■世代更新　世代の更新にあたっては、エ
リート戦略を採用した。これは、前世代で適
応度の高かった個体を、確率的にではなく強
制的に次世代に残す方略である。これにより、
解の探索が効率的に行われることが期待でき
る。本研究では、上位２個体を残すこととし
た。
結果と考察
アルファ係数のみを考慮した場合
　個体の適応度としてアルファ係数のみを採
用した際の結果は、表１の通りとなった。よ
り高い適応度に到達するためには、集団を構
成する個体の数よりも更新する世代が影響す
ることがわかる。しかし、150世代と200世代
の差はわずかであり、200世代ほどの更新で
十分であることが示唆された。
　全体を通じて最も高い適応度は、３つ目の
初期集団から20個体で200世代更新した際に
到達した（実際は179世代で到達した）値で
ある0.914であった。全項目でのアルファ係
数が0.914であるので、遺伝的アルゴリズム
による項目選択の結果、項目を除いても高い
信頼性を保持する尺度を探索できることがわ
かった（実際は全項目の方が小数第５位で小
さい）。
　しかしながら、アルファ係数のみによる項
目選択は、選択される項目数が多くなる傾向
が認められた。高い適応度を示す尺度は30項
目以上が選択されたものであり、適応度が最
高の尺度は38項目が選択されていた。尺度の
短縮版を作成するなどの目的には適さない結
果であり、アルファ係数のみを考慮した場合
には注意が必要である。
適合度とアルファ係数を考慮した場合
　因子分析モデルと観測データとの当てはま
りを適合度指標で考慮し、これらの指標とア
ルファ係数を組み合わせて適応度として評価
した場合は、前述したアルファ係数のみの場
合と選択項目に関して大きく異なる結果と
なった。
　異なる初期集団の影響や、集団サイズ、世
代数の影響といったアルゴリズム自体に関わ
る部分は、それぞれの条件においてアルファ
係数のみの場合と同様の傾向を示した。
　図１は集団サイズが30の場合における適応
表₁　各条件における適応度の結果（₃つの初期集団の平均とS.D.）
世代 50 100 150 200
10個体 アルファ係数 0.907 0.911 0.913 0.913
S.D. 0.000 0.001 0.001 0.001
20個体 アルファ係数 0.907 0.911 0.913 0.913
S.D. 0.002 0.002 0.000 0.001
30個体 アルファ係数 0.908 0.912 0.912 0.912
S.D. 0.003 0.001 0.001 0.001
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　選択される項目数が少なかった理由のもう
１つは、１因子性を仮定しているにも関わら
ず、別の因子が影響を与えている人工データ
の特徴に由来する。適合度を考慮した遺伝的
アルゴリズムでは、２因子目から影響を受け
る31項目から40項目はほとんど選択されな
かった。選択されたとしても項目36の１つの
みであり、これによって、１次元性が確保さ
れた尺度構成が可能となった。
　最終的な尺度候補のアルファ係数は0.86程
度を保持していた。
展望
　本研究では、何らかの特性を測定するため
の尺度を構成する場面を想定し、遺伝的アル
ゴリズムを用いて、適応度に応じた自動化さ
れた項目選択の可能性を検討した。従来のア
ルファ係数のみを適応度の指標とする場合と、
データとの適合度も同時に評価する場合を人
工データを通じて比較し、適合度を併用する
ことで、望ましくない誤差相関の除去や、測
定の意図とは別の因子の影響を除く項目選択
が可能となることが示された。内容的な妥当
性に十分配慮しながら、項目の自動選択を活
用することで、より良い尺度開発が期待でき
るといえよう。
　しかしながら、実際の尺度開発においては、
本手法を拡張すべき方向性が残されている。
ひとつは、多次元化の問題である。複雑な心
理特性の測定では、通常は下位尺度を用いる。
関連する複数の尺度を組み合わせることで、
総合的に特性を検討することが多い。本手法
は１次元のデータを想定しているが、多因子
の場合への拡張も容易である。下位尺度を想
定した場合の結果を検討することで、本手法
の実用性も増すと考えられる。
度関数の集団内での最大値と平均値の軌跡を
示したものである。エリート戦略を採用して
いるため、最大値は常に前世代以上となって
いることが見て取れる。一方、平均値は増減
を繰り返し、解を探索している様子がわかる。
　一方、選択される項目数は20から25項目程
度であり、比較的少なかった。これは、次の
２つのことから起因する。１つは、誤差相関
に関わるものである。誤差相関の存在は信頼
性に関して偏りのある推定値をもたらし、尺
度としても実質科学的な背景に基づく特別な
理由がない限り、積極的に許容できるもので
はない。誤差相関が存在するにもかかわらず、
明示的にモデルで指定できなければ適合の悪
化を招くため、結果的に、尺度としては望ま
しくない誤差相関をもつ項目が除かれること
となった。アルファ係数のみでの適応度の評
価では、それぞれ誤差相関を示す項目１、２、
３と項目４、５、６がすべて選択されたが、
CFIとRMSEAを併用した場合は、項目２と項
目4のみが選ばれる結果となった。相関を示
す３つの項目のうち、２つを除くことによっ
て誤差相関は解消されている。
図₁　適応度の最大値と平均値の軌跡
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　また、信頼性の指標として、現在広く利用
されているアルファ係数以外の可能性を探る
必要がある。Raykov and Shrout（2002）に
おいて、一般的な状況での信頼性をSEMの枠
組みで推定する方法が提案されており、この
手法と遺伝的アルゴリズムを組み合わせるこ
とで、従来の尺度構成とどのように異なる結
果が得られるのかを検討する必要があるだろ
う。
　最後に、因子数そのものも自動的に選択し、
探索的かつ確認的に尺度の構造を同定する方
法の検討も有用性が高いと思われる。アルゴ
リズムの改良や他のメタヒューリスティクス
の使用可能性も含め、今後の研究課題とした
い。
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