Abstract A decadal climate prediction system named as IAP-DecPreS was constructed in the Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences, based on a fully coupled model FGOALS-s2 and a newly developed initialization scheme, referred to as EnOI-IAU. In this paper, we introduce the design of the EnOI-IAU scheme, assess the accuracies of initialization integrations using the EnOI-IAU and preliminarily evaluate hindcast skill of the IAP-DecPreS. The EnOI-IAU scheme integrates two conventional assimilation approaches, ensemble optimal interpolation (EnOI) and incremental analysis update (IAU). The EnOI and IAU were applied to calculate analysis increments and incorporate them into the model, respectively. Three continuous initialization (INIT) runs were conducted for the period of 1950-2015, in which observational sea surface temperature (SST) from the HadISST1.1 and subsurface ocean temperature profiles from the EN4.1.1 data set were assimilated. Then nine-member 10 year long hindcast runs initiated from the INIT runs were conducted for each year in the period of 1960-2005. The accuracies of the INIT runs are evaluated from the following three aspects: upper 700 m ocean temperature, temporal evolution of SST anomalies, and dominant interdecadal variability modes, Pacific Decadal Oscillation (PDO) and Atlantic Multidecadal Oscillation (AMO). Finally, preliminary evaluation of the ensemble mean of the hindcast runs suggests that the IAPDecPreS has skill in the prediction of the PDO-related SST anomalies in the midlatitude North Pacific and AMO-related SST anomalies in the tropical North Atlantic.
Introduction
Decadal (near-term) climate prediction, which focuses on climate changes in future 10-30 years, has been one of the frontier fields of climate prediction due to its huge value to decision makers and grand challenges to the community (Meehl et al., 2010 (Meehl et al., , 2013 . Decadal prediction experiments using fully coupled models have been conducted in many climate modeling centers since 2007 (e.g., Keenlyside et al., 2008; Mochizuki & Wallace, 2010; Smith et al., 2007; Sugiura et al., 2009 ). The decadal prediction experiment was one of the core experiments of the Coupled Model Intercomparison Project Phase 5 (CMIP5, Taylor et al., 2011) , and will be also conducted in the Decadal Climate Prediction Project (DCPP) under the framework of the CMIP6 (Boer et al., 2016) .
Because climate variations on the time scales of 10-30 years are associated with both external forcing (including natural forcing and anthropogenic forcing) and internal climate variability, the decadal prediction is a combination of forced boundary condition problem and initial value problem (Meehl et al., 2009) . For the decadal prediction experiment, initial values are obtained through model initializations, in which the key is the initialization of the ocean. This is because the memory of the climate system is primarily stored in the ocean, considering its large heat content and stable stratifications (Meehl et al., 2009 ). In addition, sea ice (Guemas et al., 2016) , quasi-biennial oscillation (QBO) and North Atlantic Oscillation (NAO) (Scaife et al. 2014 ) also have potential predictability on multimonth to multiyear time scales. atmospheric reanalysis data (3/18). Second, ocean components of coupled models were driven toward gridded ocean objective analysis data or ocean reanalysis data via nudging, incremental analysis update (IAU) or other nudging-like schemes (13/18). Third, models were initialized through assimilating observational ocean temperature and salinity profiles (2/18). At present, there is no systematic analysis of which method has advantages in improving the skill of decadal prediction. However, it is worth noting that the third method does not rely on other analysis and reanalysis data sets. The initialized model states are able to preserve more dynamic properties of the model itself and the corresponding real-time climate prediction based on the initialization method can be conducted in near real time. Furthermore, in some decadal prediction experiments, only ocean variables were initialized (e.g., Wang et al., 2013; Xin et al., 2013) , while in others, atmospheric states were also initialized (e.g., Smith et al., 2007; Mochizuki et al., 2016) .
Recently, we constructed a decadal climate prediction system based on a fully coupled model FGOALS-s2 in the Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences, which is named as IAP-DecPreS, viz. IAP Decadal Prediction System. A new initialization scheme was developed for the IAP-DecPreS, which integrates the ensemble optimal interpolation (EnOI) and incremental analysis update (IAU) together and can assimilate raw observational ocean temperature profiles. The initialization scheme is referred to as the EnOI-IAU hereafter.
The EnOI is developed based on the theory of Kalman filter, and can be regarded as a cost-effective alternative of the ensemble Kalman filter (EnKF) (Evensen, 2003; Oke et al., 2002) . From the practical perspective, the only difference between the EnOI and the EnKF is that the former background error covariance matrix is derived from a static historical ensemble, while the latter is from a real-time computed N-member ensemble of integrations at each assimilation step. Therefore, the EnOI only has one forward integration, the computation cost of which is only 1/N of the EnKF (N is ensemble size of the EnKF). For long-term assimilation integrations, the EnOI is a cost-effective alternative to the EnKF considering the limited computation resources. In the EnOI-IAU, the EnOI is used to produce analysis fields.
The IAU is a continuous data assimilation approach, which gradually incorporates analysis increments into models through constant forcing terms in prognostic equations (Bloom et al., 1996) . Comparing with the other conventional continuous data assimilation approach, nudging, the IAU has an attractive time filtering feature, which can suppress short wave noises during the assimilation.
This paper provides an overview of the IAP-DecPreS prediction system. The remainder of the paper is organized as follows. Section 2 introduces the IAP-DecPreS, including model, initialization scheme and experiment design. Section 3 assesses the accuracies of initialization runs. Section 4 evaluates the predictive skill of systematic hindcast runs. Finally, major contents are summarized in section 5.
2. Model, Initialization Scheme, and Experiment Designs 2.1. Coupled General Circulation Model FGOALS-s2 FGOALS-s2 is a state-of-the-art coupled general circulation model (CGCM) developed by the State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics (LASG) at the IAP, Chinese Academy of Sciences (hereafter LASG/IAP/CAS) (Bao et al., 2013; Zhou et al., 2014a) . Its four components, atmosphere, land, ocean, and sea ice, are coupled together by the coupler 6 developed in the National Center for Atmospheric Research (NCAR, Collins et al., 2006) . The atmospheric component is Spectral Atmosphere Model in IAP LASG version 2 (SAMIL2), with the horizontal resolution of about 2.818 Journal of Advances in Modeling Earth Systems 10.1002/2017MS001132 (longitude) 3 1.668 (latitude) and 26 levels in the vertical direction (Bao et al., 2013) . The ocean component is LASG IAP Climate system Ocean Model version 2 (LICOM2), with a horizontal resolution of about 18 3 18 in extratropical zone and 0.58 3 0.58 in tropics and 30 levels in the vertical direction Liu et al., 2012) . Its horizontal gird is a rectangle Awakawa B-grid. The land and ice components are Community Land Model version 3 (CLM3, Oleson et al., 2004) and Community Sea Ice Model version 5 (CSIM5, Collins et al., 2006) , respectively. The FGOALS-s model has participated in the CMIP5 (Zhou et al., 2014b) .
Initialization Scheme EnOI-IAU
The essence of the initialization scheme is an ocean temperature data assimilation system based on the FGOALS-s2 model. In the assimilation, only ocean states are constrained by observations, while atmospheric states are modulated by air-sea coupling in the model. This approach has been widely used in initialization for decadal prediction (e.g., Xin et al., 2013; Wang et al., 2013) . Because only ocean observations are assimilated, we may expect that only low-frequency atmospheric variability highly associated with ocean states can be reproduced, while high-frequency atmospheric variability cannot be captured.
Assimilated Observational Data
Observational data sets used to initialize the model include: (1) gridded sea surface temperature (SST) from the HadISST version 1.1, with a resolution of 18 3 18 (Rayner et al., 2003) , and (2) subsurface temperature profiles from the EN4 data set version 1.1 produced by the Hadley Centre (Good et al., 2013 To effectively reduce the computational burden of the assimilation, a super-obing approach was applied to construct a super-observation data set (Cummings, 2005; Oke et al., 2008) . For each assimilation cycle, all the observational records falling into a three-dimensional model cell are binned and averaged to generate a super observation for the cell.
Assimilation Procedure
The EnOI-IAU includes three steps in each assimilation cycle, which are illustrated in a schematic diagram (Figure 1 ). Considering the extremely scarcity of oceanic subsurface observations before 1970s, the window width of the assimilation cycle is set as 1 month.
The First
Step is ''Forecast.'' The FGOALS-s2 is initiated from the final model state of the last assimilation cycle and integrated one month freely. This step generates a model forecast. Figure 1 . Schematic diagram of the EnOI-IAU scheme. It illustrates three 1 month assimilation cycles. Each cycle includes three steps. The first step is ''Forecast,'' which generates a model forecast for the assimilation cycle. The second step is ''EnOI,'' which calculates an analysis increment through combining the forecast field and collected observational records in the window. The third step is ''IAU,'' which incorporates the analysis increment to the model as small constant forcing terms of the prognostic equations in each integration step. The final model state of the ''IAU'' step is used as an initial condition for the ''Forecast'' step in the next assimilation cycle.
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The Second
Step is ''EnOI.'' It calculates analysis via statistically combining the model forecast and the constructed ocean super observations.
The analysis equation is written as:
in which the w5½T is a state vector of ocean temperature; superscripts a, f, and o denote analysis, forecast, and observation, respectively; K is Kalman gain matrix; H is operator mapping from model space to observation space; P b and R are model covariance and observation error covariance matrixes, respectively; superscripts T and 21 denote matrix transpose and inverse (Ide et al., 1997) .
In the EnOI, the model covariance matrix is stationary and derived from a static ensemble, which remarkably reduces computing costs compared to the EnKF as noted in the introduction. In the study, the static ensemble was constructed based on three preprepared conventional historical runs for the period of 1961-1995. The ensemble has 12 subensembles, corresponding to 12 months of a year, each of which has 105 members.
The constructed super observations are further controlled before assimilated. First, all super observations in shallow-water areas with ocean depth lower than 100 m are masked, to remain the integration stable and avoid possible accuracy degradations of the initialization due to model discrepancies in shallow coastal regions. Second, super observations too far away from the corresponding model forecasts are also masked (T diff > 3 K) (Zhu et al., 2006) , in order to keep analysis fields not far away from the model preferred climatology, so that to avoid severe model drifts in hindcasts/forecasts.
The numbers of the super observations used in the initialization as a function of time are shown in Figure 2 . The numbers for the surface layer do not change with time because they are derived from the gridded HadISST data set. In contrast, the numbers for the subsurface layers slowly increase before 2000s and dramatically increase after that due to the implementation of the Argo program (Argo, 2000) . Observational errors, which include measurement and representativeness errors, are simply set as 1 K in the study (Brune et al., 2015) . We also conducted a sensitivity experiment with observation errors of 0.5 K. Its accuracies are lower.
The Third
Step is ''IAU.'' It incorporates the analysis increments (the differences between the analysis and the forecast fields) in 708S-708N into the model. The model is returned back to the first time step of the assimilation cycle and then integrated forward again. In each model integration step, the analysis increment divided by the length of the assimilation cycle in seconds is put into the right hand of the prognostic equation of ocean temperature as a constant forcing term. Here we only adjust ocean temperature equation, but make momentum and salinity equation integrate freely to keep inherent ocean dynamic relationships in the model as much as possible. The other model components (atmosphere, ocean, and sea ice) are also Figure 2 . Depth-time diagram of numbers of observational ocean temperature data used in the INIT run. The observational data were constructed based on the HadISST and EN4 data sets through a super-obing approach. For a 1 month long assimilation cycle, all observation records in the period, which fall within a model cell, were combined to a super-observation.
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modulated by the internal interactions in the climate system freely. The final state of the IAU step is taken as an initial condition of the next assimilation cycle.
The collection of the outputs of all the IAU steps forms four-dimension initialized model states, which can be used as initial conditions for climate predictions by the model.
Experiment Designs
Experiments used in the paper are listed in Table 1 
Evaluations of the INIT Runs
As noted in section 1, predictive skill requires high-quality initial conditions. In this section, we systematically evaluate the performance of the INIT runs (outputs of the ''IAU'' step) from the following three aspects. We focus on three-member ensemble mean results.
Upper-700 m Ocean Temperature
The accuracies of the INIT runs in simulating ocean temperature are assessed through comparing with the constructed super observations. Because only upper-700 observational records were assimilated, and deeper ocean states have less impacts on the decadal time scales, we focus on the accuracy of upper-700 m ocean temperature here. Two metrics, area-weighted nearly global-mean biases (GBIASE) and rootmean-square errors (GRMSE) (Wang et al., 2017) in 708S-708N are defined as:
in which x (Figure 3a) . In the early stage of the initialization, cold biases are seen in the depth range of about 100-180 m, but they disappear after the 1960s (Figure 3a) . For the GRMSE, maximal values are located in the depth range of about 150-400 m, with their average over the entire integration period being about 3 K (Figure 3b) .
Vertically averaged statistics demonstrate the temporal evolution of the accuracies more clearly (Figure 4) . The GBIAS vertically averaged over upper 700 m shows intense fluctuation and fast decline in the early stage of the initialization and gradually converges to about 0.5 K after the 1970 (Figure 4a ). The vertically averaged GRMSE also fluctuates intensely in the first 15 years, and then declines slowly after that. However, a sudden fluctuation occurs in [2002] [2003] [2004] [2005] , which is caused by a large GRMSE below 400 m (Figure 3b ). It is speculated that the fluctuation of the GRMSE may be associated with the shock of the sudden number increase of observations to the assimilation system, due to implementation of the Argo program (Figure 2 , Journal of Advances in Modeling Earth Systems 10.1002/2017MS001132 Good et al., 2013) . On the other hand, Willis et al. (2009) reported that there is a large cold bias in small fraction of Argo floats due to instrument biases. Good et al. (2013) noted that the quality of the Argo profiles had been checked using satellite altimetry measurements based on the study of Guinehut et al. (2009) , before they were ingested into the EN4 data set. However, it is still unknown whether the problem of the early Argo data has a contribution to the abrupt GRMSE increase in 2002-2005, which deserves further studies in the future. Finally, the GRMSE converges to about 2.3 K (Figure 4b ).
Temporal Evolutions of SST and SSH Anomalies
Temporal correlations of the SSTAs in the INIT runs with observations are shown in Figure 5a . The correlations in the tropics are much higher than those in the extratropics. The root cause of the difference is that the extratropical SSTAs are more modulated by stochastic atmospheric forcing than the tropical SSTAs (Frankignoul & Hasselmann, 1977) . In addition, ocean processes on subgrid scales also have contributions.
For example, long-lived oceanic mesoscale eddies in the extratropics (averaged speed-based radius scale is about 50-100 km) cannot be resolved by the 18 model, while eddies in the tropics (radius scale > 150 km) can at least partly be resolved (model resolution is increased to 0.58 3 0.58 there) (Chelton et al., 2011) . For the tropics, the highest correlations are located in the equatorial central-eastern Pacific (CEP), the key area of ENSO, with correlation of Nino-3.4 index reaching 0.95 (Figure 6b ). The correlations in the tropical Indian Ocean and Atlantic are lower by about 0.2-0.3 than those in the equatorial CEP. The differences are associated with the following two causes. First, the ENSO is the strongest signal on interannual time scales. Second, SSTAs 
Journal of Advances in Modeling Earth Systems 10.1002/2017MS001132
in the equatorial CEP are dominated by self-sustaining internal dynamics confined in the tropical Pacific (Chen et al., 2004) , while the SSTAs in the tropical Indian Ocean and the Atlantic are modulated by remote forcing from the equatorial central-eastern Pacific through atmospheric bridges (Alexander et al., 2002; Lau & Nath, 1996; Liu & Alexander, 2007) . Hence, the accuracy for the SSTAs in the tropical Indian Ocean and Atlantic is associated with not only the assimilation, but also model simulation in the atmospheric teleconnections. Though the accuracy for the SSTAs shows remarkable regional differences, the temporal evolution of the nearly global-mean SSTAs in the INIT runs is highly consistent with that in the observation, with correlation coefficients reaching 0.91 (Figure 6a ). We also calculate temporal correlation of SSTAs between the INIT run and observation for three periods of the same length: 1962-1979, 1980-1997, and 1998-2015 , respectively (figure not shown). The accuracies of SSTAs in the equatorial central-eastern Pacific and the North Pacific increase with time clearly, while in other ocean areas, the changes are not significant, suggesting the potential impacts of increase in ocean subsurface observations on ENSO and PDO predictions.
To evaluate accuracy of the INIT runs in the SST variability on the interdecadal time scales, spatial pattern of the temporal correlation of 5 year running averaged SSTAs is shown in Figure 5b . The correlation of the filtered SSTAs is much higher than those for the original SSTAs in most global ocean areas. In addition, the accuracy differences between the tropics and extratropics are reduced.
The accuracy of the INIT runs in sea surface height (SSH) anomalies is measured by temporal correlations with observational references from the Satellite Oceanographic data AVISO (Archiving, Validation, and Interpretation of Satellite Oceanographic data) over the period of 1993-2003 (Figure 7 ). This is an independent assessment, because the AVISO has not been assimilated. The highest correlations of SSH anomalies are seen in the tropical Pacific and Atlantic, while the correlations in the tropical Indian Ocean are relatively low (Figure 7a) . The difference may be associated with the fundamental differences in thermocline structure between the tropical Indian Ocean and Pacific/Atlantic. The mean thermocline in the tropical Indian Ocean is deep and tilts to west slightly, while that in the Pacific/Atlantic has a strong eastward tilting, because the former is dominated by the monsoon (weak westerly in annual mean), while the latter is by the strong easterly trade wind (Li et al., 2003) . The deep and flat thermocline structure causes that the Bjerknes feedback is weaker in the tropical Indian Ocean. As a result, the variability of the thermocline in the tropical Indian Ocean is weaker than that in the tropical Pacific and Atlantic, and thus more difficult to be captured by the ocean data assimilation. The second highest correlations are in the extratropical central-eastern North Pacific, east of the key area of the Pacific Decadal Oscillation (PDO, Figure 7 ).
PDO and AMO
Dominant interdecadal variability modes internally generated in the climate system, such as the PDO and Atlantic Multidecadal Oscillation (AMO), are important targets of decadal climate prediction (Meehl et al., 2014) . The goal of the initialization is that the atmospheric and ocean states associated with these modes can be captured by the model. Hence, it is necessary to evaluate these modes in the INIT runs.
In the observation, the PDO is defined as the first mode of an EOF analysis for SSTAs in the extratropical Pacific (Mantua et al., 1997) , which accounts for 30.3% of total variance. The spatial pattern of the SSTAs associated with the PDO shows a zonal dipole pattern in the extratropical Pacific, with negative SSTAs in the central-western North Pacific and positive SSTAs surrounding them on three sides (Figure 8a ). The tropical Pacific is dominated by positive SSTAs (Figure 8a ), indicating that the PDO has a strong projection on the Interdecadal Pacific Oscillation (IPO) mode defined for the entire Pacific (Folland et al. 2002; Power et al. 1999) . Corresponding normalized principal component (PC) time series is defined as a PDO index (Figure 6c ). 
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The same EOF analysis is also applied to the SSTAs derived from the INIT runs. For the INIT runs, the second EOF mode is associated with the PDO, which accounts for 15.1% of total variance. The corresponding PC time series highly correlated with the PDO index in the observation (r 5 0.75, Figure 6c In the observations, the PDO is related to the Pacific-North America (PNA) teleconnection pattern, a wavetrain-like pattern along the path of tropical Pacific-North Pacific-North America (Newman et al., 2016) . The low pressure anomalies over the central North Pacific correspond to an enhanced Aleutian low (Figure 8c ). The westerly anomalies to the southern flank of the anomalous cyclone have contributions to the formation of the cold SSTAs in the North Pacific through enhanced upward heat flux and cold advection anomalies by southward Ekman current (Alexander & Scott, 2008; Fang & Yang, 2016; Miller et al., 1994) .
In the INIT runs of FGOALS-s2, the wave-train-like pattern with alternative positive-negative-positive pressure anomalies was reproduced, but intensities of these nodes are weaker than those in the observation, especially for the anomalous low pressure over the North Pacific (Figures 8c and 8d) . The underestimation of the anomalous low pressure may be associated with biases and uncertainties of internal stochastic 
atmospheric variability and air-sea interactions in the extratropics in the model (Newman et al., 2016) . Mochizuki et al. (2016) noted that the modeling accuracy of initialization runs for the decadal variability of the Aleutian low is important for the predictive skill of corresponding decadal prediction experiments for PDO-related SSTAs in the midlatitude North Pacific. Below, we will show that the hindcast runs by the FGOALS-s2 indeed have significant predictive skill for the SSTAs in the North Pacific.
The AMO is an oscillation of SSTAs in the North Atlantic between warming and cooling (Delworth et al., 2007; Knight et al., 2005; Knudsen et al., 2011) . Following Trenberth and Shea (2006) , an AMO index is defined as area-averaged SSTAs in the North Atlantic (08N-608N, 08W-808W) minus nearly global-mean SSTAs (608S-608N) . The AMO index in the INIT runs is highly correlated with that in the observation, with correlation coefficient reaching 0.81. In the observations, AMO-related SSTAs in the North Atlantic have two centers, located in the subpolar gyre and subtropical North Atlantic, respectively, with former being much stronger than the latter (Figure 9a , Gastineau & Frankignoul, 2015) . These features are reproduced by the INIT runs (Figure 9b ).
Predictive Skill of the Hindcast Runs
Ultimately, the value of the INIT runs should be validated by the predictive skill of hindcast runs. In the section, we give a preliminary measure of the predictive skill of the nine-member ensemble mean of hindcast runs in SSTAs by temporal correlations with corresponding observational references.
The FGOALS-s2 model was initialized through assimilating SSTs and raw subsurface ocean temperature profiles. During the processes, the model tends to drift away from its preferred climatology but get close to observational climatology. In contrast, when in the hindcast runs, the model was integrated without constrains of observations, and thus tends to drift back to its preferred climatology (Smith et al., 2013) . To deduct the drift, anomalies were calculated for each ensemble mean as: 
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in which Y jt denotes output of a hindcast run initiated from year j, for t-year lead hindcast, Y jt 0 denotes corresponding anomaly field, N 5 46 denotes sample size of hindcast runs (Doblas-Reyes et al., 2013) . Then nine-member ensemble mean was calculated.
The correlation skill of the hindcast runs for averages over hindcast years of 2-5 and 6-9 is shown in Figures  10a and 10c . For the hindcast years of 2-5, significant positive correlations are seen in the tropical Indian Ocean and western Pacific warm pool region, Southern Ocean, and tropical Atlantic (Figure 10a ). The major discrepancy is significant negative correlations over the extratropical North Atlantic, which is associated with a false cooling trend in the area (not shown). For the hindcast years of 6-9, the spatial pattern of the correlation skill is similar to that for the hindcast years of 2-5 (Figure 10c ).
To further investigate the predictive skill of the hindcast runs for internal decadal variability, we show correlation skill for detrended SSTAs (Figures 10b and 10d ). For the hindcast years of 2-5, significant positive correlations are seen in the North Pacific, North Atlantic and Southern Ocean, suggesting that the hindcast runs have predictive skill for the PDO-related and AMO-related SSTAs (Figure 10b ). For the hindcast years of 6-9, the pattern of the correlation skill is similar to that for hindcast years of 2-5. Correlation in the central North Pacific is even somewhat higher (Figure 10d ). In the 18 models which submitted decadal prediction experiments to the CMIP5, six models conducted hindcasts once per year. The correlation skill of the FGOALS-s2 for detrended SST based on the EnOI-IAU initialization is close to the upper level of these models (Supporting information). Figure 8c are from NCEP reanalysis data set (Kalnay et al., 1996) .
5. Summary 
In this paper, we introduce the design of the EnOI-IAU scheme, assess the accuracies of the INIT runs and preliminary evaluate predictive skill of the hindcast runs. The major contents are summarized as follow.
1. The EnOI-IAU is a global ocean data assimilation scheme, which initializes the coupled model through assimilating observational ocean temperature profiles from the EN4 data set and gridded SST from the HadISST data set. The EnOI-IAU has three steps for each 1 month long assimilation cycle. The first step is to generate a forecast field through a 1 month free integration of the model. The second step is to calculate an analysis field through the EnOI, which combines the forecast and observational fields. The EnOI is similar to the EnKF, except that the model covariance matrix is static and derived from the pre-prepared conventional historical runs. The third step is to incorporate the obtained analysis increment to the ocean temperature prognostic equation of the model through the IAU approach. The model is returned back to the first time step of the assimilation cycle and integrated one month again, during which the analysis increment divided by total step number for the 1 month integration is taken as a constant forcing term in the prognostic equation. The outputs of the IAU step are used as initial conditions for the decadal prediction by the FGOALS-s2.
2. The accuracies of the INIT runs were assessed from three aspects: upper-700 m ocean temperature, temporal evolution of SSTAs and internal interdecadal variability modes.
The ocean temperature in the INIT runs shows the following three features. First, the modeled ocean temperature has warm biases in the surface layer and the depth range of about 180-600 m, and cold biases in the depth range of about 30-60 m. Second, the largest RMSEs of the INIT runs are in the depth range of about 150-400 m. Third, both the biases and RMSEs experience intense fluctuations during the first 15 years, which are associated with an initial shock of the assimilation integration. Then they slowly decline, which are associated with the rising number of observation records.
The temporal evolution of the SSTAs is evaluated specifically for its importance in simulation and prediction of climate variability. The INIT runs shows high temporal correlation of monthly SSTAs in the tropics, especially in the equatorial CEP, key area of ENSO (correlation coefficient for Nino-3.4 index is 0.95). In contrast, the correlation is relatively low in extratropics, because SSTAs there are largely modulated by stochastic Journal of Advances in Modeling Earth Systems 10.1002/2017MS001132 atmospheric internal variability. The accuracy differences between tropics and extratropics become less after the interannual variability is filtered out.
Dominant interdecadal variability modes in the climate system, including PDO and AMO, are the key targets of decadal prediction. The accuracies of the INIT runs in the analysis of these modes represent the potential for accurate initialization of decadal predictions. The INIT run reproduces the SSTA patterns associated with the PDO and AMO, highly consistent with those in the observations. The large-scale PNA teleconnection pattern associated with the PDO is also reproduced in the analysis, though its intensity is weaker than in the raw observations.
3. The predictive skill of the hindcast runs for SSTAs is evaluated preliminarily. For the hindcast periods of both 2-5 and 6-9, the hindcast runs show significant predictive skill in the tropical Indo-Pacific warm pool region, tropical Atlantic and Southern Ocean. Furthermore, the predicted detrended SSTAs in the midlatitude North Pacific and North Atlantic are significantly correlated with those in the observation, implying that the hindcast runs have skill in the predictions of PDO-related and AMO-related SSTAs. More detailed evaluations of the hindcast runs are needed in the future.
The major discrepancy of the hindcasts for SSTAs is spurious cooling trend in the extratropical North Atlantic, which exists in all the hindcast years. It is speculated that the false cooling trend is associated with the model drift due to the full-field initialization (Smith et al., 2013) . We conduct hindcasts initiated from an anomaly-field initialization run. The long-term trend over the extratropical North Atlantic is close to that in the observation. However, the correlation skill for detrended SSTAs is far lower than the hindcasts initiated from the full-field initialization (not shown). What causes the spurious cooling trend in the hindcasts based on the full-field initialization deserves further study in the future.
We will continue to develop the IAP-DecPreS in the future. The next version will be moved to the new generation of FGOALS model. The initialization scheme will also be improved. The assimilations of ocean salinity and sea ice observations will be involved.
