Fixed-point theorems and Morse's lemma for Lipschitzian functions  by Bonnisseau, Jean-Marc & Cornet, Bernard
JOURNAL OE MATHEMATICAL ANALYSIS AND APPLICATIONS 146. 3 1 X-332 ( 1990) 
Fixed-Point Theorems and Morse’s Lemma 
for Lipschitzian Functions 
JEAN-MARC BONNISSEAU AND BERNARD CORNET 
CORE, 34, Voie du Roman Pays, 1348 Louvain-la-Neuve, Belgium 
Submitted by R. P. Boas 
Received March 30, 1988 
We prove a fixed-point theorem for set-valued mappings detined on a nonempty 
compact subset X of Iw” which can be represented by inequality constraints, i.e., 
X= {x E iw” 1 f(x) < 0}, f locally Lipschitzian and satisfying a nondegeneracy 
assumption outside of X. This class of sets extends signiticantly the class of convex, 
compact sets with a nonempty interior. 
Topological properties of such sets X are proved (continuous deformation retract 
of a ball, acyclicity) as a consequence of a generalization of Morse’s lemma for 
Lipschitzian real-valued function defined on [w” a result also of interest for itself. 
G 1990 Academic Press, Inc. 
1. INTRODUCTION 
In this paper, we prove a fixed-point theorem for set-valued mappings S 
defined on a compact subset of a finite dimensional Euclidean space E, i.e., 
S is a mapping from X to the set of all nonempty subsets of E. Here we 
shall consider the class %? of compact subsets X of E which can be defined 
by inequality constraints, i.e., X= {x E E ) f(x) d 0} where f is a real- 
valued locally Lipschitzian function which satisfies a nondegeneracy 
assumption outside the interior of X. This class of sets, which is of par- 
ticular importance for applications extends significantly the class of convex, 
compact subsets of E whith a nonempty interior; in this case, one can take 
f = yX - 1, where yX is the gauge function of X (with respect to some 
element in its interior), which is a real-valued locally Lipschitzian function 
defined on E but is not continuously differentiable, in general (see [Rock- 
afellar, 19701). Other examples of nonconvex sets in the class V can be 
found in [Bonnisseau-Cornet, forthcoming]. The proof of our fixed-point 
theorem will be a consequence of (i) Kakutani’s Theorem and (ii) a 
topological property of the sets X in the class %, which will be shown to 
be continuous deformation retracts of a ball B in E, hence acyclic sets. 
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This last topological property will be proved as a consequence of our 
Theorem 2.4, also of interest for itself, which provides a nonsmooth 
generalization of the “noncritical neck principle” of Morse’s theory 
[Milnor, 1963, Theorem 3.1, or Schwartz, 1969, Theorem 4.7.11, namely, 
to the case of locally Lipschitzian real valued functions defined on E, a 
finite dimensional Euclidean space. As in the smooth case, Theorem 2.4 
states that if a, 6, are real numbers, b > a, if f-‘( [a, b]) is compact 
and contains no (generalized) critical points of f, then the set 
M,={xEElf(x)<a} is a continuous deformation retract of M, = 
(xcE/ f(x)<b}. H ere, we call (generalized) critical point x off, every 
element x in E such that 0 belongs to af(x), the generalized gradient in the 
sense of [Clarke, 19751. Furthermore, we shall also prove a property of the 
retraction mapping on the neighborhood of the set {x E E 1 f(x) = a], 
which will be of fundamental use in our fixed-point theorem. 
Unlike fixed-point theorems for set-valued mappings defined on an 
acyclic domain, such as [Eilenberg-Montgomery, 19461, we shall use in 
this paper only techniques from analysis and mainly from the theory of 
generalized gradients of Lipschitzian functions, also called nonsmooth 
analysis (see [Clarke, 1983; Rockafellar, 19821). In the end of the introduc- 
tion, we recall some general notations and definitions used throughout the 
paper. Our main results are stated precisely in the next section. The proof 
of the nonsmooth Morse’s Lemma is given in Section 3 and the proof of 
our fixed-point theorem is given in Section 4. 
In all the following, E will be a finite dimensional Euclidean space and, 
if x, y are elements in E, we denote by x. y the scalar product of E, and 
by llxll = (x .x)“~ its Euclidean norm. If A and B are subsets of E, we let 
cl A, int A, aA, co A be, respectively, the closure, the interior, the bound- 
ary, theconvex hullofA, weletA”={u~E~foralla~A,u~u~O} be the 
negative polar cone of A and we let A+B={~+~~~EA,~EB}; ifA is 
nonempty, for x in E, we let infx.A=inf{x.u I ueA}, supx.A= 
sup{x.u) UEA}, d,(x)=inf(llx-ail I UEA} and, for r>O, B(A, r)= 
(x E E I dA(x) d Y}. A set-valued mapping S, from X, a nonempty subset of 
E, to E is said to be upper semicontinuous (USC) if, for every open subset 
V of E, the set {x E X I S(x) c V} is open in X (for its relative topology). 
S is said to be upper hemicontinuous (uhc) if, for every ,v in E, and every 
real number y, the set {x E X I sup y . S(x) c y } is open in X (for its relative 
topology) or, equivalently, if for every y in E, the function x -+ sup y . S(x), 
from X to Iw u ( + co } is upper semicontinuous. Clearly, if S is USC, it is 
uhc. Furthermore, if S is upper demicontinuous (udc) in the sense of [Ky 
Fan, 19721, then S is also uhc and the three notions, USC, udc, uhc, are 
equivalent under the further assumption that there exists a compact subset 
K of E such that, for all x in X, S(x) c K. 
We now let V be an open subset of E and f: V + [w be a locally 
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Lipschitzian function, i.e., for all x in V, there exists k > 0 and an open 
neighborhood N of x such that, for all x,, x2 in N, I,f’(x,)-.f’(xz)I < 
k Ilx, -xJ. Following [Clarke, 19751, we define the generalized gradient 
df(x) offat an element x in I’, to be the set 
@(x) = cl co {lim Vf(x,) / for all {x,} c Q,, {x,1 -+x}, 
Y 
where Qf denotes the set on which f‘is differentiable and V’(x,) denotes the 
gradient off at xy. From Rademacher’s Theorem, a locally Lipschitzian 
real-valued function f is almost everywhere (for the Lebesgue measure) dif- 
ferentiable, so that Q.f is dense in P’ and af(x) is nonempty, for every x. We 
further recall that the set-valued mapping x + a+(x) is USC with nonempty, 
convex, compact values and that, if f is continuously differentiable on an 
open neighborhood N of x0, then af(x) = {V’(x)} on N. For these delini- 
tions and properties, we refer to [Clarke, 19831. 
2. STATEMENT OF THE RESULTS 
We first state our fixed-point theorem in which we shall assume that the 
subset X of E satisfies: 
Assumption 2.1. X is a nonempty compact subset of E such that 
X={x~Elf(x)<O}, 
where 
f: E -+ Iw is locally Lipschitzian. 
If b = max{f(x) I XECO X}, thenf-‘(CO, h]) is compact and 
0 4 af (4, for all xEfP’(CO, b]). 
THEOOREM 2.1. Let X satisfy Assumption 2.1 and let T be an uhc set- 
valued mapping, from X to E, such that, for all x in X, T(x) is a nonempty, 
closed, convex subset of E and one of the two following conditions is satisfied: 
(I) forallxE:aX,T(~)n{x)+af(x)~#~, or 
(0) for all xeaX, T(x)n {x} -df(x)“#@. 
Then, there exists x* in X such that x* E T(x* ). 
The conditions (I) and (0), which are respectively called “inward” and 
“outward,” are discussed hereafter and a geometric characterization of 
them is given when X is further convex. We first give an equivalent 
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reformulation of Theorem 2.1 in terms of the existence of critical points of 
a set-valued mapping. 
THEOREM 2.2. Let X satisfy Assumption 2.1 and let S he an uhc set- 
valued mapping from X to E such that, for all x in E, S(x) is a nonempty, 
closed, convex subset of E and 
(T.C.) for all x E 8X, S(x) n af(x)" # a. 
Then, there, exists x* in X such that 0 E S(x*). 
To prove that Theorems 2.1 and 2.2 are equivalent we note first that the 
set-valued mapping Zd, from X to E, defined by Id(x) = x is clearly uhc and 
second that, if F, G are two uhc set-valued mappings from X to E, and 1, p 
are real numbers, then the set-valued mapping IF+uG, from X to E, 
defined by [1F+ pG](x) = AF(x) + pG(x), is also uhc. Hence, Theorem 2.1 
is deduced from Theorem 2.2 by letting S = T- Id or S = Id- T and 
Theorem 2.2 is deduced from Theorem 2.1 by letting T = S + Id. 
From the above theorems, in the convex case, we can deduce the: 
COROLLARY 2.3. Let X be a convex, compact, subset of E with a non- 
empty interior and let T be an uhc set-valued mapping from X to E such that, 
for all x in X, T(x) is a nonempty, closed, convex subset of E and one of the 
following conditions is satisfied: 
(I) for all xEdX, T(x)ncl{x+I(y-x) 1 I>O, VEX) #@, or 
(0) for allxEdX, T(x)ncl{x-I(y-x) [1>0, y~X}#a, or 
(K) for all xEdX, T(x)cX. 
Then, there exists x* in X such that x* E T(x*). 
The above Corollary 2.3, has been proven in the more general setting of 
real Hausdorff locally convex topological vector spaces, under different 
variants [Bergman-Halpern, 1968; Browder, 1968; Fan, 1969; Halpern, 
1970; Reich, 1978, 19791; the above statement for uhc set-valued mapping 
is taken from [Cornet, 19751. Hence our fixed-point Theorem 2.1 provides 
a generalization of fixed-point theorems for inward and outward set-valued 
mappings, defined on nonconvex domains. We further point out that fixed- 
point theorems for set-valued mappings defined on an acyclic subset X of 
E, such as in [Eilenberg-Montgomery, 19461 do assume tangential condi- 
tions of the type (K) and even the stronger condition of Kakutani that, for 
all XE X, T(x) c X. Finally we mention two possible extensions of our 
results which are worthy of interest. The first one concerns the generaliza- 
tion to an infinite dimensional setting and the second one concerns 
322 BONNISSEAU AND CORNET 
the weakening of the assumption that S(X) is a convex subset of E, for 
example, by the one of acyclicity. 
We now furnish a proof of Corollary 2.3. 
Proof of Corollary 2.3. Without any loss of generality, we assume that 
0 E int X and we let ‘ix be the gauge function of X, i.e., yX(x) = inf{ ,? > 
0 I XE~X}, for XE E. From [Rockafellar, 19701, X= {xeE ( y*(x)< l), 
13x= (x E E ( yX(x) = 1 }, yX is convex, locally Lipschitzian, and, for x E E, 
the three following conditions are equivalent: (i) 0 E a?,(x), (ii) yX(x) = 
min{y,( y) 1 y E E}, and (iii) x = 0. Consequently, Assumption (2.1) is 
satisfied by ,f = yX - 1, a = 0, and b = 0. But, from [Clarke, 1983, 
Theorem 2.4.71, for all XE~X= (xeEl yx(x)= l}, one has ayX(x)‘= 
T,(x), Clarke’s tangent cone to X at x, which equates the set 
cl{ jb( 4’ - x) 1 I > 0, 4’ E X} since X is convex [Clarke, 19831. Hence, from 
above, Corollary 2.3 is a direct consequence of Theorem 2.1 (noting that 
assumption (K) is stronger than (I)). 
Remark 2.1. If X is no longer assumed to be convex, under Assump- 
tion (2.1), one clearly has dXc {x E E 1 f(x) = 0} (and in fact the equality 
holds, see Section 4) so that, by [Clarke, 1983, Theorem 2.4.71, one has 
the inclusion 
as( = T,(x), for all x E 8X, 
where T,(x) denotes Clarke’s tangent cone to X at x, but the equality does 
not hold in general. However, the equality holds if we further assume that 
fis convex (as in Corollary 2.3) or thatfis continuously differentiable and, 
more generally, if f is tangentially regular in the sense of [Clarke, 19831. 
Under this latter assumption, the “inward” and “outward” conditions (I) 
and (0) of Theorem 2.1 then have a natural geometric interpretation. 
We now come to our second result on Morse’s Lemma for a locally 
Lipschitzian function f: E -+ Iw. If a, b are real numbers, a <b, we let 
M,={xEEIf(x)<a}, M,={xEElf(x)<b}, 
Muh=fp’(Ca, bl). 
THEOREM 2.4. Let f: E + [w be a locally Lipschitzian function, let a, b be 
real numbers, a < b such that (i) the set M,, is nonempty and compact, 
(ii) there exists an uhc set-valued mapping 6 from E to E such that, for all 
x in E, 6(x) is nonempty, closed and convex, and (iii) for all x in Mlrh, 
af(x) c 6(x) and 0 does not belong to 6(x). 
(a) There exists a neighborhood M of M, and a locally Lipschitzian 
mapping r from M to M, such that 
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(i) ~(x)=x,fi~ all xEM,, 
(ii) f(r(x)) = a (or equivalently r(x) E aM,), for all x E M\M,. 
(b) There exists E E (0, b-a) such that for all x in f-‘((a, a + E]), for 
ally in fp’([a, a+&]), with r(x)=r(y), rhen 
O<(x-r(x)).& forall 6~6(y). 
The above theorem, together with Theorem 2.5, generalizes parts of the 
“noncritical neck principle” as discussed by Milnor [ 1963, Theorem 3.11 
and Schwartz [1969, Theorems 4.7.1 and 4.7.21, who assume that f is a Cp 
function (p > 2) that, for all x, 6(x) = df(x) (which, in this case, reduces to 
Vf(x) the gradient off at x) but allow E to be an (infinite dimensional) 
complete Riemannian manifold. 
Remark 2.2. An important (and first) example of a set-valued mapping 
6 satisfying the above assumption (ii) of the theorem is clearly given by the 
generalized gradient 8f ( . ). The introduction of the set-valued mapping 6 in 
Theorem 2.4 is not only done for a matter of generality, it will be of 
fundamental use later in the proof of our fixed-point theorem. Other 
examples of set-valued mappings 6 are naturally introduced, as in 
[BonnisseauCornet, forthcoming], as follows. We let fi: E + [w 
(i = 1, . . . . n) be locally Lipschitzian functions and we let f: E + lR be defined 
by f(x) = C:=, L.(x), then f is locally Lipschitzian and, by [Clarke, 1983, 
Theorem 2.3.31, one has 
af(x)cvI(x)+ ... + 8f,(x) =: 6(x), for all XE E, 
but the equality does not hold, in general. It holds, however, when thefi’s 
are assumed to be tangentially regular in the sense of [Clarke, 19831. 
Then, clearly, the set-valued mapping 6, from E to E, defined above, is USC 
and, for all x in E, 6(x) is nonempty, convex, compact, and contains df(x). 
Many other examples can be constructed as the one above, among which 
we only point out the following one. Let f, (i= 1, . . . . n) be as above and let 
Z? E-+ IR be defined by F(x) = sup{jj(x), i= 1, . . . . n}, then, F is locally 
Lipschitzian and, by [Clarke, 1983, Theorem 2.3.121, 
where 
dF(x) c co u ah(x) =: A(x), for all x E E, 
I E I(*) 
Z(x)={iF{l,..., n} If,(x)=sup{f;(x))j={l,..., n}}. 
Then, again, the set-valued A, from E to E, defined above, is USC and, for 
all x in E, A(x) is nonempty, convex, compact, and contains dF(x). 
324 RONNISSEAU AND CORNEl 
Remurk 2.3. Condition (b) of Theorem 2.4 gives a behavior of the 
mapping r, ourside M,, and on a neighborhood of the set f’~ ‘({a )) which 
will be of fundamental use in the proof of our fixed-point theorems. We 
note that condition (b) implies, in particular, that 
r(x) - XE int[d(r(x))]O, forall xin,f~-‘((a, a+&]), 
which also implies the more geometric condition, 
r(x) -x E int T,“(r(x)), for all x inf’ ‘((a, a + E]), 
where TMO(r(x)) denotes Clarke’s tangent cone to M, at r(x) (see [Clarke, 
19831). This last property is a direct consequence of the first one and the 
fact that, under the assumption of Theorem 2.4, by [Clarke, 1983, 
Theorem 2.4.71, &r(x))’ c $f(r(x))” c TMO(r(x)). 
We end this section by the following theorem which will not be used here 
but is worth pointing out. The proof of it is left to the reader and can be 
obtained along the same lines as [Schwartz, 1969, Corollary 4.721. 
THEOREM 2.5. Under the assumptions of Theorem 2.4, there exists a 
(homotopy) continuous mapping H: E x [0, l] + E such that 
(i) for eoery t E [0, 11, H,: x + H(t, x) is a homeomorphism from E 
onto E; 
(ii) for all x E E, H,(x) =x; 
(iii) H,(M,) = H,(M,). 
We note that Theorem 2.5 says, in particular, that the sets M, and M, 
are homeomorphic. 
3. PROOF OF THEOREM 2.4. 
In all this section, we posit the asumptions of Theorem 2.4. We first 
prepare the proof of the theorem by three lemmas. 
LEMMA 3.1. There exists a bounded open neighborhood Q of Mob, two 
positive real numbers LX, n and an infinitely differentiable mapping F: D -+ E 
such that, 
0 < a < inf F( y) .6(x), for all x, y in Q, 11x - yll <n. 
Proof: We first claim that there exist E > 0 and c( > 0 such that 
forallx~B(M,h,a),A(x,or):={u~E(a<infu~6(x)}#@. 
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Suppose it is not true. Then there exists a sequence {x,} c E such that, 
for all q, x, E @Mob, l/q) and the set ,4(x,, l/q) is empty. Since Ix,,} c 
B(Mab, l), a compact set, without any loss of generality, we can suppose 
that {x,} converges to some element X, which clearly belongs to Mob. 
Since 0 does not belong to 6(X), a nonempty, closed, convex subset of E, 
by a separation theorem, there exist U in E and a real number y such that 
0 < y < inf U. 6(X). Since 6 is uhc, the set {x E E 1 y < inf U .6(x)} is open 
and contains 3. Hence, for q large enough, l/q < y < inf U .6(.x,) which 
contradicts that A(x,, l/q) is empty and ends the proof of the claim. 
We now let E >O and a >O be defined as in the above claim, we let 
52 = int B(Mab, a), and we define, for u E E, 
which is clearly an open subset of E since 6 is uhc. From the above claim, 
B(M,,, &I= u,, E A -l(u) and, from the compactness of B(M,,, E), there 
exists a finite number of elements {u,, . . . . u,} c E such that B(M,,, E)C 
UT=, A -‘(ui) =: V. Hence, there exists a C” partition of the unity {Ai 1 i= 
1 , . . . . n} subordinate to the open covering {A-‘(ui) I i= 1, . . . . n} of V (an 
open set), hence a C Oc submanifold of E, see, for example, [Hirsch, 1976, 
Theorem 2.11, i.e., for all i, (a) Ai: V+ [0, l] is C”, (b) Vncl{xE 
V 1 Ai > 0} c A -‘(ui) (where, we recall, that “cl” denotes the closure in 
E) and (c) for all x E V, C?= 1 Ai = 1. We now define, for all i, the set 
Ki=B(M,,,~)ncl{x~ VI i,(x)>O}, 
which is clearly compact and is also a subset of A ~ ‘(ui) since B(M,,,) c V. 
Clearly, there exists q > 0, such that 
B(Ki, ~1 c A -‘(uA for i= 1, . . . . n. 
We now let F: V + E be defined by 
for y E V, 
which is clearly a C” mapping. We end the proof of the lemma by showing 
that, for all x, y in Q such that /Ix- y/l <q one has F(y) E ,4(x, CC). Indeed, 
let Z(y) = (i= 1, . . . . n 1 A,(y) > 0). Then, for i E Z(y), by the above condition 
(b), y belongs to Kj and, since (Ix - y(l <q, XE B(Ki, q) c A-‘(u,), hence 
U(E ,4(x, ~1). Noting that ,4(x, c() is a convex subset, since for ie Z(y), 
~(Y)>O and Ci.,~u~ A,(y) = 1, one deduces that F(x) = Cie,(,,) li(y)uie 
A(x, a). This ends the proof of the lemma. 
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Let F 0 -+ E be defined as in Lemma 3.1, for x E Sz, we denote by cp( ., X) 
the maximal solution of 
(D.E.) a(t) = F(x(t)), x(0) = x, 
and we let Z(x) c Iw be the maximal interval of definition of cp( ., x). Hence, 
for all x E Q, cp( ., X) is a C” mapping from I(x) to 52 (see, for example, 
[Hirsch-Smale, 19743). In fact, we shall only use later the fact that F is 
locally Lipschitzian (since it is C “) which implies that, for all x E Q, there 
exists a unique solution of (D.E.) (Cauchy Lipschitz’s Theorem). 
LEMMA 3.2. There exists u compact neighborhood K of M,, and a 
Lipschitzian function T: K+ R’ such that, 
r(x) E Z(x), I$-x)l 6 la -.fbW~ 
and 
f(cp(+hx)) = a, for all x E K. 
Proof: Let Q and a > 0 be as in Lemma 3.1, we first claim that, for all 
XEQ, 
for all 
f(lp(t2, xl) -f(dt13 xl) 3 a(t, - t,L 
f,,t,inJ(x),t,>,t,. 
Indeed, for all x E Q, the function t -+ g(t) =f(cp( t, x)) is locally Lipschit- 
zian on I(x). Hence, for all t,, t, in Z(x), t2 > t,, by the mean value theorem 
for locally Lipschitzian functions [Lebourg, 19751, see also [Clarke, 1983, 
Theorem 2.3.71 one has 
dh)-dtr)E {Ot,-4) I uE.dg(t), tE(t,, a}. 
Clearly, to end the proof of the claim, it suffices to show that, for all 
1 E I(x), ag(t)c [a, + co). Indeed, let t E Z(X), by the chain rule [Clarke, 
1983, Theorem 2.3.101, using the fact that ‘p( ., x) is the solution of (D.E.), 
one has 
and, by Lemma 3.1, ag(t) c [a, + co), which ends the proof of the claim. 
We now choose real numbers a’, 6’ such that a’ < a < b < b’ and the set 
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K = Mu,b, n Q is closed in E, hence compact. We prove that such a choice 
of a’, b’ is possible by contraposition. Suppose that, for all integer q, the set 
K,={x~E~a-l/q6f(x)6b+1/q}n52isnotclosed, thenthereexistsa 
sequence {x; 1 n E N } c K,, converging to some element x, 4 Kq. From the 
continuity off, for all q, a - l/q <j-(x,) <b + l/q, hence x, E &2. Since .Q is 
bounded, without any loss of generality, we can assume that the sequence 
{x,} converges to some element X in X2, but, from above, when q + co, 
one gets a <f(X) < b, hence X E 0, a contradiction. 
Let K be defined as above, we now show that, for all x E K, there exists 
a unique real number z(x) in Z(x) such that /z(x)/ < la-f(x)l/a and 
f(cp(t(x), ~))=a. Clearly, the uniqueness part and the fact that Is(x)1 ,< 
la-f(x)l/a (if it exists) are both obtained as a direct consequence of the 
above claim. We now prove the existence part by contraposition. Suppose 
that, for some x in K, and all t in Z(x) one has f(cp(t, x)) # a. We further 
suppose that f(x) > a, (and the case f(x) <a, left to the reader, is proved 
similarly). From the above claim, the function t -+ f(cp(t, x)) is increasing 
in Z(x), hence for all t E Z(x) n (- co, 01, rp(t, x) E K= M,,,, n 52 since 
a <f(cp(t, x)) <f(cp(O, x)) =f(x) 6 b’. Since K is compact, the solution 
cp( ., x) can be extended on (- cc, 01, or, in other words, (- co, 0] c Z(x), 
see, for example, [Hirsh-Smale, 19741. But, for t < [a’-f(x)]/a, by the 
above claim, f( cp( t, x)) < f(cp(0, x)) + at = f(x) + at < a’, which contradicts 
that rp( t, x) E Mu,bs n Q. 
We now claim that the restriction of z: K -+ R! to the compact set K, = 
{x~K)f(x)~u}={x~E~u6f(x),<b’}nQ is Lipschitzian. We first 
note that, since f and F are locally Lipschitzian, respectively on E and Q, 
and, since K is compact and included in Q, then, in fact, f and F are 
Lipschitzian on K with constants k, 3 0 and k, 2 0, respectively. We let 
x1, x2 be in K, and we let t, =5(x,) and t, = r(x2), then t, < 0 and t2 6 0. 
Without any loss of generality, we can suppose that t, 6 t, < 0 so that 
b(x~)-T(X,)l =t,---1. From the above claim, since f(cp(t,, x,)) = 
f(dt2, x2)) = u, one gets 
ab(xd--(x,)i6f((P(t2>x,))-f((P(t~>x~)) 
=f(cp(t,, x1))-f(dt2, x2)). 
Clearly, q(t2, x2) EM,,, n Sz c K and also q(t2, x,) E Mab, n 52 c K since 
t, d t2 and, by the above claim, u=f(cp(t,,x,))<f(cp(t,,x,))~ 
f(cp(0, x,)) < b’. Consequently, 
a ITCG)-T(~~)I Gk2 Ildt2,x,)-df2, x2)lll 
and we end the proof of the claim by showing that 
lldt,, x,)-&t,, x2)ll 6k llxl -x21/, 
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with 
k=exp[k, .(/I-a)/~]. 
Indeed, from the first claim of the lemma, since t, < t2 < 0, for all 
tE[t,,O], both I&&X,) and cp(t,x,) belong to M,,,nQcK, and we let 
u(t) = Ildt, x2) - dt, -x,)l12 exp(2k, t). Then, 
~u(r)=exp(2k,t).2ls(t, -x2)-dt, x,)1. CF(cp(t, x2))-F(dt, xl))1 
Hence the function u(t) is increasing and 
Ildt2, x2)-dt2, -a2 
which ends the proof of the claim. 
Similarly, one shows that the restriction of r: K -+ IR to the compact set 
K~=(x~Klf(x)ba}={ x E E ) a’ <f(x) < a} n Q is also Lipschitzian. 
Consequently, the function r: K -+ R is continuous. Furthermore, r is 
Lipschitzian by the following lemma. 
LEMMA 3.3. Let E, F be two finite dimensional Euclidean spaces, let 
A,, A2 be two closed subsets qf E, let g, : A, + F, g,: A, -+ F be two locally 
Lipschitzian mapings such that, for all XE A, n A,, g,(x)= g2(x), and let 
g: A, u A, --+ F be defined by g(x) = gl(x), zf x E A, and g(x) = g2(x), tf 
XE A,. 
Then, if A, n A, c int(A, u A2), the mapping g is locally Lipschitzian. 
The proof of the above lemma is straightforward. We now come to the 
proof of Theorem 2.4. 
Proof of Theorem 2.4. Part (a). Let Q, a’, b’ be defined as above, we 
recall that a’ < a d b < 6’ and that K, = (x E E I a 6 f(x) < b’ } n Q. Then, 
we let M={x~EIf(x)<a}u(x~52~a<f(x)<b’}=M,uK+, hence 
M is a neighborhood of M, and we define r: M + M, by 
r(x) = cp(+),x), if XEK, = {PER I abf(x)bb'}, 
r(x) = x, if f(x)<a. 
From the definition of r(x), for all XE K,, f(r(x)) = f(q(z(x),x)) = a, so 
the proof of Part (a) will be complete if we show that r is locally Lipschit- 
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zian. Since rJ M,, the restriction of r to M,, is clearly locally Lipschitzian 
and M,nK+={x~E~f(x)= } a c int M, from Lemma 3.3, it suffices to 
show that rIK+, the restriction of r to K, is locally Lipschitzian. But, if 
we let Domcp=((t,x)~Rx1;2)t~Z(x)}, then Domcp is an open subset 
of R x E and the mapping cp: Dom cp --) 52 is C io (see, for example, 
[Hirsh-Smale, 19741) hence is locally Lipschitzian. Consequently, by 
Lemma 3.2, rJK+ is also locally Lipschitzian. This ends the proof of 
Part (a). 
Part (b). We first claim that there exists E E (0, b - a), such that, for 
all x, y in f-‘([a, a+&]) with T(X) =r(y), then 11x- y/l <q, where q is 
defined as in Lemma 3.1. Indeed, if the claim is not satisfied, there exist 
sequences {xy }, ( y,} in E such that, for q > l/(b - a), xq and yy belong to 
f-‘( [a, a + l/q]), r(xy) = r(y,) and I/xy - yyll > ‘I. Since M,, is compact, 
without any loss of generality, we can suppose that the sequence {(x,, y,)> 
converges to (X, jj). Clearly, f(x) =f(j) = a, r(X) = r(j), and 11X - ?I/ 3 ‘1. 
But, from Part (a), X = r(x) = r(j) = 7, a contradiction, with J(X - jll 2 q. 
Now, let x~f-‘((a, a+~]), y~f-‘([ a, a+&]) with ~(x)=r(y) and let 
6 E 6(y). We consider the mapping $ from [s(x), 0] to R defined by $(t) = 
(~(0, x) - cp(t, x)) .6. Clearly, $(O) = 0 and $(7(x)) = (x - T(X)). 6. 
Furthermore, $‘(t) = --F(cp(t, x)). 6 and, for all TV [r(x), 01, cp(t, x) E 
f-‘([a, a+~]) and r(cp(r, x))=r(x). From our choice of E, 
II&r, x) - yjl <II, hence, from Lemma 3.1, --a > -F(cp(t, x)) .6 =$‘(t). 
Consequently, 
(x - r(x)) .6 = $(z(x)) > -XX(X) > 0. 
This ends the proof of Part (b) and the proof of Theorem 2.4. 
4. PRO-OF OF THEOREM 2.2. 
We prepare the proof of the theorem by a lemma. 
LEMMA 4.1. Under the assumptions of Theorem 2.2, aA’= {xe E) f(x) =O}. 
Proof: By the continuity of J; clearly aXc (x E E I f(x) = 0). Conver- 
sely, let x E E, such that f(x) = 0. If x4 ax, then x E int X and, for all 
x’ E int X, f (x’) <f(x) = 0, hence f(x) = max { f (x’) ( x’ E int X}. Hence, by 
[Clarke, 1983, Proposition 2.3.21, 0 E af (x), which contradicts Assump- 
tion 2.1. 
Proof of Theorem 2.2. By contraposition. Let us suppose that, for all x 
409.146.2-3 
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in X, 0 does not belong to S(x). Then, by a separation theorem, for all 
x E X, there exists p in E such that sup p . S(x) < 0. Hence, 
x= u VP), where V(p)= {xcq supp.s(x)<o}. 
” E E 
Since S is uhc, for all p, V(p) is an open subset of X (for its relative 
topology) and, since X is compact, there exists a finite subset { pl, . . . . p,} 
in E such that X= UT=, V(p,). Let ,I,, . . . . A, be a continuous partition of 
unity subordinate to the open covering V(p,), i.e., for all i, (a) 2,: X -+ 
[0, l] is continuous, (b) cl(x~X 1 &(x) >O> c V(p,), and (c) for all 
XEX, xi Ai = 1. We now define the mapping p: X-+ E by p(x) = 
xi &(x) pi. Then, clearly, p is continuous and we now claim that 
for all x E X, 
for all x E 8X, 
SUP P(X). S(x) < 0, 
-P(x)+ u W(x). 
i. 2 0 
To prove the first assertion, let x E X, and let I= {i = 1, . . . . n ( A,(x) > 01. 
For all i E I, then x E V(p,), hence, 
for all ie I, sup pi. S(x) < 0. 
Multiplying each inequality by Ebi(x) and summing up one gets 
supp(x).S(x)=sup 1 A.( )p. .&s(x)< c ~“j(x)supp,~s(x)<o, 
L, L x 4 iG, 
which ends the proof of the first part of the claim. We prove the second 
part by contraposition. Suppose that there exist x E 8X and 1 z 0 such that 
-pi 18f(x). From assumption (T.C.) of Theorem 2.2, there exists 
s E S(x) n aj(x hence s. (-p(x)) < 0, which contradicts the first part of 
the claim. 
We now define the set-valued mapping 6, from E to E, by 
S(x) = P(X)> if f(x) CO, 
~~~~=~~c~P~~~~“~~~~~l~ if f(x)=O, 
d(x) = W(x), if f(x)>O. 
We now check that f, a = 0, b and 6, as defined above and in Assump- 
tion 2.1, satisfy the assumptions of Theorem 2.4. Clearly, 6 is USC, for all 
x E E, 6(x) is a nonempty, convex, compact subset of E and, for all 
x E Mrrh =f-‘( [a, b]), Q(x) c 6(x). We now show that, for all x E Mah, 0 
does not belong to 6(x). Suppose, on the contrary, that, for some 
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x E Mub, 0 E 6(x). Then, either f(x) > a, and 0 E 6(x) = @(x) contradicts 
Assumption 2.1, or f(x) =a, and there exists t E [0, l] such that 
OE tp(x) + (1 -t) af(x). One then must have t > 0 since, by Assump- 
tion 2.1, 0 does not belong to af(x). Hence -p(x) E ula,, @Qx) and 
x E &X, by Lemma 4.1. These two last assertions contradict the second part 
of the above claim. 
Consequently, by Theorem 2.4, there exists an open neighborhood A4 of 
M, and a continuous mapping r: M -+ M, such that, for all x E M,, 
Y(X) = x and which satisfies condition (b) of Theorem 2.4. We now define, 
for c1> 0, the set-valued mapping $,, from M to E, by 
h(x) = 4x1 -a&r(x)). 
Clearly, one can choose c( > 0 small enough so that 
c := @co x, a) c M; 
d%(X) =c9 for all x E C; 
4Jx)c b~Elf(~)<~+~)~ for all x E M; 
(4.1) 
where E > 0 is defined as in Theorem 2.4b. 
Consequently, from Kakutani’s Theorem, (4.1) and the fact that 4, is 
USC, and, for all x in C, da(x) is nonempty, convex, compact subset of C, 
one deduces that there exists x* in C, such that x* Ed, or, equiv- 
alently, there exists 6* in 6(r(x*)) such that x* = Y(x*) - LX~*. We now dis- 
tinguish the two cases: x* E X and x* $X. Suppose first that x* E X, then 
r(x*) =x*, hence 0=6* Ed; but we have shown above that, if 
j-(x*) > a, then 0 $6(x*); hence we must have f(x*) <a but 0 E 6(x*) = 
{p(x*)} contradicts our first claim that supp(x*) . S(x) < 0. We now sup- 
pose that x*$X; since x* Ed,, by (4.1), one has x* of-‘((a, a+&]) 
and, by condition (b) of Theorem 2.4, since 6* E 6(r(x*)), one must have 
O<(x*--(~*)).a*= -a 1)6*1j2, a contradiction, This ends the proof of 
Theorem 2.2. 
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