Fully-connected (FC) deep networks were training using Pylearn2 and Theano [1, 2] . Hyperparameters are listed in Table 1 . Nesterov momentum was used as an optimizer with fixed initial momentum fraction (0.5). The momentum fraction was linearly increased per epoch, starting after the first epoch, to its saturation value. The initial learning rate was exponentially decayed per epoch to a minimum value. Many float hyperparameters were searched in log-space since they typically range over a few orders of magnitude.

