I. INTRODUCTION

M
ONTE CARLO simulation allows accurate modeling of photon interactions in the object and the PET detector, while yielding perfect knowledge of the underlying reference activity and attenuation distributions as well as the distributions of scattered, unscattered and random coincidences. Simulation System for Emission Tomography (SimSET) [1] is a free software package available from the University of Washington Imaging Research Laboratory that models voxel-based activity and attenuation distributions and continuous PET detectors operating in 2D and 3D modes. Previous studies have validated the modeling of photon transport in non-uniform attenuation distributions with SimSET [2] - [4] but reported a systematic overestimation of the performances of PET scanners based on the block design (spatial resolution [3] , [5] ; scatter fraction [3] - [6] ; sensitivity [3] , [5] , [6] ) because of the absence of modeling of pixelated detectors, light-sharing among crystal elements, random coincidences and detector dead-time in SimSET. In PET scanners utilizing the block-design scheme [7] , spatial resolution is fundamentally limited by the size of crystal elements [8] and the light-sharing read-out which makes use of less than one photo-multiplier tube (PMT) per crystal element [9] , while the system sensitivity is degraded by the presence of gaps between blocks [10] . Modeling these detector effects would yield more realistic simulations of the detector response at low count rates. Modeling dead-time and the distribution of random coincidences for specific attenuation/activity distributions and activity levels allows accurate modeling of acquisitions at high count rates as well as the noise equivalent count rate (NEC), a metric widely used to assess PET scanner performance [11] . In this work, we modified the SimSET software to include modeling of block detectors and crystals, random coincidences and detector dead-time and used it to simulate the Discovery ST PET scanner (General Electric Medical Systems, Milwaukee, WI). We compared our simulation with the original version of SimSET, the validated Monte-Carlo software GATE [23] and with measurements made on a DST camera.
II. DESCRIPTION OF THE MONTE-CARLO MODEL
A. Photon Propagation 1) Photon Generation:
SimSET was used to generate coincidence events and simulate positron range as well as photon non-colinearity. Photon transport was modeled in two steps. The first step consisted of particle transport through the object and septa and the second step consisted of propagation through the detector, modeling of detector effects and binning.
2) Propagation of Photons in the Object and Septa: We modified the currently available version of SimSET to allow independent tracking of photons originating from the same annihilation event, i.e., single photons were simulated even if 0018-9499/$25.00 © 2008 IEEE their annihilation counterparts were not detected. This is currently not performed in SimSET to reduce the number of events to track, and thus to reduce simulation time. However, this is essential to estimate accurately single events in addition to coincidence events, which is crucial to compute dead-time and random coincidences. Previously validated importance sampling methods implemented in SimSET, i.e., non-absorption, forced detection and stratification [12] , were used for tracking photons in the object in order to optimize simulation time. Propagation of photons through the septa was modeled with Monte-Carlo techniques and accounted for septal penetration, photoelectric absorption, Compton and coherent scattering. All single events reaching the detector were stored in a list-mode file organized by coincidences.
3) Propagation in the Detector: The list-mode file obtained after tracking in the object was used as input in the second step of the simulation, which modeled propagation in the blocks. Only one block of the full PET detector was modeled. Incoming photon tracks were rotated into the block frame of reference and, after propagation in the detector, were rotated back into their original frame. Propagation in other blocks was modeled by rotating photons' tracks into the new block's frames each time they entered a new block, thereby allowing photons to scatter in several contiguous blocks. However, backscatter followed by detection in an opposite block was not modeled because tracking of photons in the object and the detector were performed separately, allowing only one passage through the attenuation distribution. The error associated with the absence of modeling of backscatter events was evaluated using GATE. Corresponding results are shown in Section IV-A-2-a. Defining one block rather than the full ring minimized memory requirements and defined the geometrical characteristics of one block with greater accuracy. Because of the use of forced detection when tracking photons in the object, coincidence events in the input list-mode data could eventually consist of more than two photons [12] . In this case, all photons were propagated independently in the detector and every possible combination of two photons originating from the same annihilation was considered a valid coincidence with an associated statistical weight equal to the product of the two photons' weights, since the two photon histories were independent. The energy deposited in each block was computed as (1) where index i runs over interactions inside one block. The position of the interaction within the block was determined as (2) where is the jth Cartesian coordinate of the ith interaction point. Finite energy resolution of the system was modeled using a Gaussian blurring (3) Small variations of the energy resolution within a block were neglected and the simulated resolution of the system at 511 keV was set to 20% for the DST as reported in [13] .
B. Modeling the Block Intrinsic Spatial Resolution
Even when saw cuts are filled with reflective material to reduce optical cross-talk between crystal elements, flood source measurements show imperfect separation of the crystal domains due to light-sharing at the base of the block in real systems [14] . For a fixed number of photons emitted per gamma photon interacting in the detector, the number of low energy photons (scintillation photons) impinging on a PMT is a random variable and the subsequent measure of the deposited energy is also random. Uncertainty in the measurement of adds uncertainty to locating the interaction's position inside the block [7] , [15] . Let PMT A and B be located on the left and the right of the X axis, respectively (Fig. 1) . Assuming a perfect detector, the probabilities of detecting a low energy photon in PMT A or PMT B follows:
Therefore the total number of photons detected in PMT A for a given interaction location follows a binomial distribution. As proposed in [16] , we assumed that the interaction of 511 keV photons in the BGO detector created on average 150 scintillation photons, which reflects the 20% energy resolution of the DST. In this case, the binomial can be approximated by a Gaussian. The position signal, which is proportional to the responses of the PMTs, is thus also a Gaussian function. By forcing the center of the crystal's Gaussian response to be at the center of the crystal in which the interaction occurred, one can derive the values of for every crystal (for the six crystals of the DST the values of are from left to right, 11/12, 9/12, 7/12, 5/12, 3/12 and 1/12). In this calculation, one-dimensional crystals' point spread functions are Gaussian with FWHMs equal to 2.0 mm (left edge crystal), 3.1 mm, 3.6 mm, 3.6 mm, 3.1 mm and 2.0 mm (right edge crystal), as shown in Fig. 1 . This model shows that lightsharing among crystal elements is greatest at the center of the block.
C. Dead-Time Modeling
The following equation, proposed by Moisan et al. [17] , was used along with dead-time-free photon fluence estimated in a small run to calculate the dead-time fractions in every block (5) where is the dead-time fraction in block i, is the dead-time free photon flux on block i and is the intrinsic block dead-time. This model accounts for paralyzable losses due to pulse pile-up (paralyzable component) and non-paralyzable losses due to finite integration time of pulses (non-paralyzable component). Instead of randomly rejecting photons according to the dead-time fractions computed with (5), a variance reduction technique was used: all events were detected but a statistical weight smaller than one was attributed to them in order to reflect their probability of not being detected due to dead-time. Because the DST does not have buckets, a single coincidence circuitry processes all detected coincidences. Dead-time in the coincidence processor was modeled with a non-paralyzable model applied to the total prompt coincidences rate [17] ( 6) where is the dead-time fraction in the electronic circuitry, is the total prompt coincidence rate and is the intrinsic electronic dead-time. Dead-time losses were modeled by multiplying dead-time-free coincidence rates by the live-time fraction of the coincidence processor (equal to 1-dead-time fraction), as proposed by Eriksson et al. [18] . This model can be easily extended to simulate scanners with buckets by attributing to each bucket the same electronic dead-time parameter. Deadtime in each bucket would then be a variable of the number of coincidences processed by this bucket per second, and would vary from one bucket to the other.
D. Simulation Output
At the end of the simulation, events were either binned in sinograms or stored in a list-mode file. True and scatter coincidences could be binned in separate sinograms. Transaxial binning was performed using the position of detected photons so that sinograms were not affected by curvature effects. The entire 3D dataset was stored without axial compression in ring-ring format. We used the single slice-rebinning algorithm [19] in 2D and the Fourier rebinning algorithms [20] in 3D to collapse the 3D dataset in a 2D dataset. When list-mode was used, the position, energy, statistical weight, detector identification number and number of scatters in the object for every photon were recorded in a file. A time-stamp was not included to detected events. Instead, coincidences were simulated sequentially and photons pertaining to the same coincidence were coupled in the list-mode file. As a result, random coincidences could not be estimated explicitly. Instead, the average number of random coincidences in every LOR in the FOV was calculated from single rates using the following formula [21] (7) the result of which was binned in a separate sinogram (CTW is the coincidence time window of the system, is the acquisition length and is the number of single photons detected in the ith crystal element). The distribution of singles was also used to compute dead-time fractions in each block, as explained in Section II-C.
III. VALIDATION OF THE MODEL
Validation of our simulation approach was performed in two steps. In the first step, we compared energy spectra obtained with our simulation and the GATE software. In the second step, we compared simulations of the NEMA performance test [22] with the corresponding measurements made on a PET scanner. This allowed us to validate the accuracy of our simulator for predicting the performances of a PET scanner in 2D and 3D mode.
A. Comparison With GATE
1) The GATE Software: GATE is a widely used and validated Monte Carlo software for emission tomography based on Geant4 [23] that models photon and electron transport as well as X-ray and delta-ray production. It models a wide range of acquisition geometries and read out schemes used in PET. The main limitation of GATE is the absence of importance sampling methods that yields very long simulation times when modeling complex activity distributions with a clinically relevant number of counts [24] .
2) Simulations: a) Validation of basic tracking capabilities: Independent photon tracking in the object was validated by comparing energy spectra obtained with GATE and our simulation. We modeled a point source in four 70 cm long cylinders of 12, 20, 40 and 60 cm diameters, filled with water. X-ray production was disabled in GATE. Spectra were also computed using SimSET.
b) Validation of tracking in the detector: Propagation of photons in the pixelated detector was validated by comparing energy spectra obtained with GATE and our simulation when modeling the DST. A point source in air and in a 70 cm long/ 20 cm diameter cylinder filled with water was modeled. X-ray production (from Bismuth and Tungsten) was disabled in GATE. Spectra were also computed using the currently available version of SimSET. We also compared absolute single rates detected with GATE and the new simulation, since these are used to model dead-time and random coincidences.
B. Comparison With Measurements
1) The Discovery ST PET Scanner: All acquisitions were made with the DST PET scanner, the characteristics of which are shown in Table I .
2) Spatial Resolution: Spatial resolution of the DST in 2D and 3D was measured at 1 cm and 10 cm by imaging/simulating two point sources filled with and positioned at 1 cm and 10 cm from the center of field of view, as prescribed in [22] . In measurements, both the random coincidences rate and deadtime losses were smaller than 5% of the total event rate. Spatial resolution was estimated with our simulator (random and deadtime were not modeled) as well as with SimSET.
3) Sensitivity: Absolute sensitivity was measured by imaging a 70 cm long -line source inserted into several aluminum sleeves of decreasing thickness, as prescribed in [22] . Sensitivity profiles were obtained by calculating the sensitivity in each plane. In measurements, random coincidences rate and dead-time losses were kept below 1% of the total event rate. In simulation, a perfect line source was modeled and randoms and dead-time were not modeled.
4) Count Rates Performance and Scatter Fraction:
The 70 cm long/20 cm diameter polyethylene cylindrical test phantom containing a -line source located at a distance of 45 mm from the center of the phantom was scanned over a period of 12 hours and imaged repeatedly in 2D and 3D modes for each activity point, as prescribed in [22] . In simulations, random coincidences were modeled. Dead-time was modeled with and without using the variance reduction technique described in Section II-C and corresponding count rate curves were compared. Count rates and NEC were not estimated with SimSET since SimSET does not model random coincidences. In simulations and measurements, the system scatter fraction was estimated from sinogram profiles according to the NEMA procedure [22] . In measurements, random coincidences rate and dead-time losses were kept below 1% of the true coincidence count rate. In simulations, the scatter fraction was also calculated from the perfect knowledge of true and scattered coincidences. Randoms and dead-time were not modeled. The patient bed, which we segmented from a CT scan, was modeled. Scatter fraction was also evaluated using SimSET.
5) Image Quality: Image quality in 2D and 3D modes was assessed using the IEC torso phantom. The background of the phantom was filled with 0.14 (5.3 kBq/cc) of , hot spheres were filled with an activity equal to 4 times the background activity and cold spheres were filled with no activity, as prescribed in [22] . Contrasts were measured on simulated and acquired images following the NEMA procedure [22] . Signal to noise ratio (SNR) was calculated using twelve 17 mm ROIs placed on the background of the central slice of the reconstructed volume (8) where and are the mean and standard deviation of ROI i, respectively. Images acquired on two DST cameras were scatter corrected using the Bergstrom convolution method in 2D mode [25] and an analytic model-based technique in 3D mode [26] available on the scanner. Simulated images contained only true coincidences since we assumed perfect scatter rejection. Sinograms were corrected for attenuation and reconstructed using the ordered subsets expectation maximization (OSEM) algorithm [27] with 20 subsets and 2 iterations. In 2D, low noise sinograms were generated using variance reduction techniques in order to reduce simulation time. Poisson deviates were generated from very low noise sinograms before reconstruction yielding images with similar noise level (as measured by the SNR) than in measured images. In 3D, variance reduction techniques were not used in order to properly account for propagation of Poisson noise in the FORE algorithm (FORE uses linear combinations of the sinogram projections and since , it is not equivalent to add noise before and after rebinning). Therefore, the noise level in 3D simulations was directly related to the number of photons simulated.
C. Simulations With SimSET
When possible, simulations performed with the new simulation were also performed with SimSET. The scanner modeled with SimSET was as close as possible to the real DST scanner, containing four continuous annular BGO detectors corresponding to the four detector rings of the DST and with energy resolution of 20% at 511 keV.
D. Errors
The errors between simulated data and measurements reported in this work were calculated as follows: (9) IV. RESULTS Fig. 2 shows energy spectra obtained with the new simulation, SimSET and GATE (reference) when simulating a point source in a 12 cm (a), 20 cm (b), 40 cm (c) and 60 cm (d) diameter cylinder filled with water. The photopeaks of spectra obtained with the new simulation and SimSET, defined as , were scaled to GATE. Since this validation step was dedicated to propagation in the object, no detector was modeled and all photons were detected with perfect energy resolution. Discrepancies between the new simulation and GATE (SimSET and GATE), averaged over all energy bins, were a: 1.5 2.9% (2.6 2.9%), b: 0.3 2.4% (1.7 2.4%), c: 0.4 2.5% (0.1 2.5%) and d: 1.2 2.9% (3.3 2.9%), respectively. These errors are not statistically significant for SimSET nor for the new simulation.
A. Comparison With GATE 1) Validation of Tracking in the Object:
2) Validation of Tracking in the Detector: a) Estimation of backscatter events:
We assessed the error associated with the absence of modeling of events that backscattered in one block and scattered in an opposite block (Section II-A-3) by estimating the proportion of these events using the GATE software. The object modeled was a point source in air imaged in 2D and 3D mode. Among all detected events, the proportions of backscatter events in the [375: 650 keV] energy range were 0.12% in 3D and 0.04% in 2D. Because of attenuation of backscattered events, we expect the error introduced by neglecting this effect to be smaller than 0.12% in 2D and 3D when modeling an attenuating medium. b) Energy spectra: Fig. 3 shows single photon energy spectra obtained with the new simulation and GATE (reference) when modeling the DST with perfect energy resolution. Spectra are decomposed in their zeroth, first, second and third order components, corresponding to primary photons and photons that interacted once, twice and three times in the object, respectively (unlike other spectra, orders in spectrum a are the numbers of scatters in the detector, not in the object). Errors of the new simulation, shown in Fig. 3 , are smaller than 5%. Features marked with arrows were reproduced identically by GATE and the new simulation. Spectra were also computed with SimSET. However, discrepancies between GATE and SimSET were significant (a: 55.8%, b: 41.9%, c: 47.1%, d]: 45.6%), which is due to the fact that SimSET does not model single photons but only coincidences. Fig. 4 shows coincidence spectra simulated with the new simulation, SimSET and GATE when modeling the DST with energy resolution equal to 20% at 511 keV and a point source in water. Whereas Fig. 3 contains all detected photons, only photons detected in coincidence are plotted in Fig. 4 . Coincidence spectra are decomposed into their zeroth (primary coincidences), first (single scatter distribution, SSD) and multiple scatter component (multiple scatter distribution, MSD). Errors associated with the new simulation (SimSET) are 4.4% (41.3%), 2.9% (11.0%) and 4.4% (6.2%), for the primary distribution, SSD and MSD, respectively. Modeling block detectors had a greater effect on the primary distribution than on the SSD and MSD since it characterizes the detector, whereas the SSD and MSD characterize the object imaged. c) Single rates: It is crucial to estimate accurately single events since these are used to compute dead-time (Section II-C) and random coincidences (Section II-D) . We compared single rates obtained in the DST PET scanner with GATE and the new simulation while simulating a point source in air and in water (the same numbers of photons were simulated in all simulations and distributions obtained with GATE and the new simulation were not scaled to each other). Discrepancies between distributions, averaged over single rates obtained in every block, were 2.3% (2D, air), 3.1% (2D, water), 1.9% (3D, air) and 2.5% (3D, water). Single distributions were not calculated with SimSET since it does not model blocks. Table II shows the measured and simulated spatial resolutions of the DST. Average errors associated with the new simulation (SimSET), calculated using (9), were 5.5% (42.5%) in FWHM values and 8.7% (40.9%) in full width at tenth maximum (FWTM) values in 2D and 6.1% (38.2%) FWHM and 7.5% (33.9%) FWTM in 3D. Modeling pixelated detectors and light sharing reduced the error on spatial resolution from more than 38% in FWHM values (SimSET) to less than 7% (new simulation), allowing determination of the point spread function with accuracy better than 0.8 mm FWHM and 2.0 mm FWTM in every direction, at 1 and 10 cm and in 2D and 3D mode.
B. Comparison With NEMA Measurements 1) Spatial Resolution:
2) Scatter Fraction: Measured and simulated scatter fractions (SF) shown in Table III were estimated from sinogram profiles according to the NEMA procedure [22] . The Monte Carlo scatter fraction, estimated using the primary (un-scattered) events and scattered events, was 21.2% (respectively 20.3%) in 2D and 46.7% (respectively 45.7%) in 3D with the new simulation (SimSET). In 2D, the NEMA procedure underestimated the actual scatter fraction because scatter profiles did not vary linearly between 2 cm and 2 cm as assumed in [22] . Instead, it increased and then decreased, peaking at 0 cm, due to coincidences that interacted only once in the collimator and were thus only slightly deviated from their original trajectory (septa are close to the detector). The 3D scatter fraction was accurately estimated by the NEMA procedure. SimSET underestimated both the NEMA and Monte Carlo scatter fractions because of the absence of modeling of blocks and gaps [5] . Underestimation of the 2D NEMA scatter fraction by the new simulation is most likely due to inaccuracies in our modeling of the patient bed (segmented from a CT scan) and absence of modeling of PMTs and some of the moving parts of the septa.
3) Sensitivity: Measured and simulated axial sensitivity profiles are shown in Fig. 5 . Total sensitivity in 2D (3D) was 2.10 cps/kBq (9.5 cps/kBq) in measurements; 2.98 cps/kBq (12.12 cps/kBq) with the new simulation and 3.31 cps/kBq (14.17 cps/kBq) with SimSET, respectively. Modeling blocks and air gaps allowed reproducing the total sensitivity more accurately than SimSET, which models the PET detector as four uniform cylinders of BGO (detector rings). Our simulation overestimated the total sensitivity because of the absence of modeling of PMTs and imperfect sensitivity of individual crystal elements that further degrade the performance of the real system. Error on axial profiles averaged over planes were, after scaling the simulated total sensitivity to the measured one, 2.3% (1.8%) in 2D and 1.8% (1.4%) in 3D mode for the new simulation (SimSET).
4) Count Rates Performance:
A direct estimation of obtained by fitting the single rates with the dead-time model presented in Section II-C was not feasible because we only disposed of the coincidence rates, which are indirectly affected by block dead-time. Hence, we performed several simulations with values of varying from 100 ns to 500 ns with increments of 50 ns (errors did not change significantly for increments smaller than 50 ns). The value yielding the best agreement between simulated and measured count rates was 300 ns. A major constraint in this estimation procedure was that had to be the same in 2D and 3D mode. For equal to 300 ns, an electronic dead-time constant of 50 ns was used to match measured and simulated count rates curves at very high count rates. Fig. 6 shows coincidence and NEC rates measured on a DST camera (lines) and simulated (symbols). Simulated count rates were scaled to measurements by matching true count rates at low activity (in 2D, scatter and random rates were scaled using a different factor). Errors associated with the new simulation, averaged over activity points in a low (clinical range) and a high activity window, calculated using (9) , are shown in Table IV . Discrepancies between simulated and measured count rates are due to the fact that dead-time in the real system does not exactly follow (5) and (6) but an unknown combination of paralyzable and non-paralyzable equations [28] . Moreover, absence of modeling of pulse pile-up (degrading the energy and spatial resolutions) and saturation of the electronic system cause further deviation of the model from measurements at very high count rates.
The accuracy of our modeling for activities in the clinical range and up to 80 kBq/cc in 2D (35 kBq/cc in 3D) is better than 13%. Discrepancies between count rates obtained with and without using the variance reduction technique for modeling dead-time, described in Section II-C, were less than 1%. Fig. 7 shows measured and simulated reconstructed central slices of the NEMA quality phantom and Fig. 8 shows associated hot and cold sphere contrasts.
5) Image Quality:
Both the new simulation and SimSET overestimate hot and cold sphere contrasts because we assumed perfect scatter rejection (simulated images do not contain scatters). However in 3D, the large proportion of scatters and randoms makes acquisitions very sensitive to correction errors. 3D measurements were overcorrected for scatters and randoms, causing hot (cold) sphere contrasts to be lower (higher) than in 2D, whereas 3D and 2D contrasts are comparable in simulated images. Accurate modeling of spatial resolution with our simulation allows for reproduction of the partial volume effect, which causes hot sphere contrast to decrease with decreasing sphere diameter, more realistically than SimSET.
Measured and simulated SNR values shown in Table V are in good agreement, indicating that noise levels in simulated and measured images are identical. The slight difference between noise structures in simulated and measured images, especially in 3D mode, is most likely due normalization and corrections for dead-time, scatters and randoms that cause noise in measurements to depart from the Poisson assumption.
Simulation time was 53 (44) hours in 3D and 400 (333) hours in 2D with the new simulation (SimSET) on a 3.4 GHz dual processor desktop computer. Low noise 2D sinograms obtained with SimSET and the new simulation contained on average 3110 coincidences per bin and 3D sinograms, which were not low noise as explained in Section III-B.5, contained on average 109 coincidences per bin.
V. DISCUSSION
We present in this work a simulation approach improving upon SimSET by modeling block detectors, light sharing among crystal elements, random coincidences and detector dead-time. Our simulation allows for the generation of realistic PET acquisitions in 2D and 3D modes while keeping computation time reasonable when using a single desktop computer by using importance sampling methods implemented in SimSET and a variance reduction technique for simulating dead-time. On a 3.4 GHz dual processor desktop computer, simulation time is typically 2-3 days for acquisitions with a number of counts comparable to clinical studies and 2-3 weeks for low noise acquisitions (exact simulation time depends on the activity and attenuation distributions and total number of annihilations simulated). Realistic clinical imaging situations can be modeled using a voxelized anthropomorphic phantom.
Our modeling of energy spectra is within 5% as compared with GATE. Modeling block detectors affected energy spectra since one photon interacting in different blocks was seen as a single event in a simulation with continuous detectors (SimSET) whereas it was seen as several independent events in GATE and the new simulation. This is due to the fact that the detection process in a block is independent from one block to another. In our experience, small changes in the geometry of the detector modeled drastically affected energy spectra. The concordance of features present in GATE and the new simulation spectra, for all scatter orders, indicates that propagation of photons in the pixelated detectors with the new simulation is accurate. Comparison with SimSET spectra also indicates that our modeling of the detector is more realistic for single and coincidence events.
The error of 40% in spatial resolution values (FWHM) with SimSET is due to the absence of modeling of individual crystals and light sharing. Modeling these effects decreased the error to less than 7% in FWHM values. Sensitivity profiles, scaled by the ratio of measured to simulated global sensitivity, agreed with measurements within 3%. Modeling dead-time in the blocks and the electronic circuitry allowed reproducing measured count rates up to 80 kBq/cc in 2D and 35 kBq/cc in 3D with an accuracy better than 13%. Our modeling of dead-time allows accounting for non-uniform dead-time in blocks when simulating objects without a cylindrical geometry (in which case different blocks see different activity levels). In agreement with [5] , we found that the scatter fraction increases when modeling blocks with air gaps because the sensitivity for true coincidences decreases faster than the sensitivity for scattered coincidences. We also found that reproducing the scatter fraction requires modeling the patient bed.
The model presented in this work was specifically validated for the DST PET scanner but can be used to simulate any cylindrical PET scanners using uniform block detectors (detectors with layers made of different scintillation materials can not be modeled at present). Future work includes modeling PET scanners with time-of-flight capability. This can be implemented easily since the distance traveled by every photon is recorded so the TOF difference can be computed.
VI. CONCLUSION
We have presented and validated a Monte Carlo PET simulation allowing accurate modeling of single photons, block detectors, random coincidences and dead-time. Our simulation uses validated importance sampling techniques implemented in SimSET as well as a variance reduction technique for simulating dead-time, allowing generation of PET studies with clinically relevant number of counts in reasonable time using a 3.4 GHz dual processor desktop computer. Our modeling can be extended easily to other PET scanners using block detectors. It will be useful to assess new scanner design and to evaluate quantitation techniques for PET in clinically relevant imaging situations.
