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Abstract Soil extracellular enzymes are the proxi-
mal drivers of decomposition. However, the relative
influence of climate, soil nutrients and edaphic factors
compared to microbial community composition on
extracellular enzyme activities (EEA) is poorly
resolved. Determining the relative effects of these
factors on soil EEA is critical since changes in climate
and microbial species composition may have large
impacts on decomposition. We measured EEA from
five sites during the growing season in March and 17
sites during the dry season in July throughout southern
California and simultaneously collected data on
climate, soil nutrients, soil edaphic factors and fungal
community composition. The concentration of carbon
and nitrogen in the soil and soil pH were most related
to hydrolytic EEA. Conversely, oxidative EEA was
mostly related to mean annual precipitation. Fungal
community composition was not correlated with EEA
at the species, genus, family or order levels. The
hyphal length of fungi was correlated with EEA during
the growing season while relative abundance of taxa
within fungal phyla, in particular Chytridiomycota,
was correlated with the EEA of beta-glucosidase,
cellobiohydrolase, acid phosphatase and beta-xylosi-
dase in the dry season. Overall, in the dry season,
35.3 % of the variation in all enzyme activities was
accounted for by abiotic variables, while fungal
composition accounted for 27.4 %. Because global
change is expected to alter precipitation regimes and
increase nitrogen deposition in soils, EEA may be
affected, with consequences for decomposition.
Keywords 454 pyrosequencing  Climate  Deserts 
Mediterranean ecosystems  Soil nutrients  Soil pH
Introduction
Extracellular enzymes are the proximal drivers of
decomposition in soils (Sinsabaugh et al. 2008).
Traditionally, soil extracellular enzyme activity
(EEA) has been explained by correlations with abiotic
factors (Sinsabaugh et al. 2008); however, because soil
fungi are responsible for a large portion of enzyme
production (Schneider et al. 2012), they may also play
a role in determining soil EEA. The relative influence
of abiotic factors such as climate, soil pH, and soil
nutrient concentrations compared to fungal commu-
nity composition on EEA is unknown. Understanding
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the drivers of EEA is critical, as EEA can impact
decomposition in current and future climates and
global change conditions.
Correlations between abiotic factors and soil EEA
have been examined more thoroughly than the rela-
tionships between microbial communities and EEA.
For example, in a synthesis of 40 studies, EEA was
largely affected by soil organic matter content, soil
pH, and climate (Sinsabaugh et al. 2008). Soil nutrient
and carbon (C) concentrations may affect soil EEA
through a variety of mechanisms. Stoichiometric
constraints on soil microorganism biomass (Cleveland
and Liptzin 2007) may influence EEA, such that soil
microorganisms produce enzymes to target the most
limiting nutrient (Allison and Vitousek 2005; Sinsab-
augh and Moorhead 1994). Alternatively, soil C and
nutrient stoichiometry may predict EEA based on
microbial demands (Sinsabaugh et al. 2009), such that
EEA of C-acquiring enzymes is positively correlated
with nitrogen (N) and phosphorus (P) acquiring
enzymes in a 1:1:1 ratio. Soil pH can also have large
impacts on EEA. Extracellular enzymes have pH
optima where the active site is in the most operative
conformation (Leprince and Quiquampoix 1996). For
example, glycosidases have an optimal pH of *5,
whereas polyphenol oxidase and peroxidase have their
highest activity at a pH of *8 (Frankenberger and
Johanson 1982).
Climate may also influence EEA. Enzyme activities
normally increase with higher temperatures up to an
optimum [40 C (Stone et al. 2012). Similarly, EEA
can be affected by soil water concentrations via
changes in the diffusion rate of substrates and
inhibitory compounds (Zak et al. 1999; Toberman
et al. 2008). At global scales, temperature may be
more influential than moisture in determining EEA
(German et al. 2012); at regional scales, however,
changes in soil moisture may become more important.
For example, in a study across seven forests, Brockett
et al. (2012) found that soil moisture was the most
consistent predictor of both hydrolytic and oxidative
EEA.
Soil EEA may also vary seasonally. In southern
California, soil moisture and nutrient concentrations
can vary two-fold between the growing and dry season
(Parker and Schimel 2011). Plants can also act as
priming agents to stimulate EEA production during
the growing season (Averill and Finzi 2011). Taken
together, this evidence predicts that soil EEA should
be highest during the growing season and lowest
during the dry season. However, synthesis based on
previous studies remains enigmatic. While some
evidence supports seasonal variability in EEA that
corresponds to C and nutrient availability (Boerner
et al. 2005; Wallenstein et al. 2009), other studies have
shown the EEA can actually increase in the nutrient-
poor dry seasons (Parker and Schimel 2011), which
has been suggested as a microbial increase in EEA
production in anticipation of rain events. Still other
studies observe no seasonality in EEA (Choi et al.
2009).
While the impact of climatic and soil factors on soil
EEA have received much attention, the role of
microbial community composition on EEA is less
well understood. Recent meta-genomic and proteomic
studies have shown that fungi produce the majority of
extracellular enzymes in litter and soil that degrade
labile and recalcitrant C, organic N, and organic P
polymers (Schneider et al. 2012, 2010). This supports
previous research showing that soil fungi comprise a
significant portion of microbial biomass belowground
(Joergensen and Wichern 2008; Strickland and Rousk
2010) and regulate C and nutrient cycling in terrestrial
ecosystems (Hattenschwiler et al. 2005). Numerous
studies have found significant correlations between
phospholipid fatty acid (PLFA) profiles and EEA
(DeForest et al. 2012; Waldrop et al. 2000; Brockett
et al. 2012; Kourtev et al. 2003), but a mechanistic
understanding of how EEA may change among fungal
groups is still unclear. Soil EEA may also be
influenced by microbial groups that are not delineated
by their fatty acid profiles. For example, soil decom-
poser communities may impact EEA if different
functional groups produce disparate suites of
enzymes, (i.e., opportunists, decomposers, and miners
(Moorhead and Sinsabaugh 2006). Moreover, oxida-
tive and hydrolytic enzymes may be produced by
different fungal phyla, as the abundance of Basidio-
mycota is often positively correlated with the activity
of oxidative enzymes (Frey et al. 2004). While
correlations between fungal PLFA profiles and EEA
are well documented, the relationships between fine-
scale fungal community composition and EEA have
not been directly examined in natural systems. Disen-
24 Biogeochemistry (2014) 117:23–37
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tangling the relative influence of abiotic factors and
fungal composition on EEA remains difficult as fungal
composition varies over geographic space and
between habitats (Lauber et al. 2008). Therefore the
environment may indirectly influence EEA through
shifts in fungal community composition. Indeed, in
recent global syntheses, fungal community composi-
tion in soils was largely affected by climate and soil
edaphic factors (Tedersoo et al. 2012; Kivlin et al.
2011).
Here, we specifically examined the correlations
between abiotic factors, fungal community composi-
tion and soil EEA by analyzing EEA in response to
both factors (abiotic v. fungal composition) sepa-
rately and concurrently across a variety of ecosys-
tems. A subset of enzymes and sites were measured at
two time points, March and July, to understand how
seasonality may affect EEA. We predicted that all
EEA would be positively correlated to soil nutrient
concentrations, if nutrient availability controlled
enzyme activities (sensu Sinsabaugh et al. 2009, but
see Allison and Vitousek 2005). Based on prior
analyses (Sinsabaugh et al. 2008), we also expected
that all EEA would to be positively correlated with
mean annual precipitation (MAP) and soil moisture,
as moisture is known to affect all EEA (German et al.
2012). We also hypothesized hydrolytic EEA would
be negatively correlated with soil pH if it largely
influenced enzyme active site conformation. Most
hydrolytic active sites are optimal around pH of 5
(Frankenberger and Johanson 1982). Conversely, we
expected oxidative EEA to be positively correlated
with soil pH, since these enzymes have active sites
with optimal configurations at pH *8 (Frankenberger
and Johanson 1982). We further hypothesized that
enzyme activities would vary with fungal community
composition if different fungal groups produced
different concentrations and/or classes of enzymes
(C-degrading v. P-degrading). In particular, we
predicted that the relative abundance of Glomeromy-
cota fungi would be positively correlated with
P-degrading EEA, while the relative abundance of
Ascomycota and Basidiomycota was expected to be
positively correlated with all EEA, as this trend is
often observed in other systems (Frey et al. 2004).
Finally, we anticipated abiotic factors to be more
related to EEA than fungal composition since we
expected fungal community composition itself to be
affected by abiotic factors.
Materials and methods
We collected five 2.5 9 10 cm soil cores in March
2010 from five sites and in July 2010 from 17 sites
throughout southern California, between 34.61N,
120.23W; 34.15N, 116.46W; and 33.46N,
117.04W (Table 1). Our sites included a variety of
ecosystems (grasslands, scrublands, deserts and for-
ests) over a spatial scale large enough to vary in
climate and soil parameters, but small enough to
potentially observe fungal dispersal between sites
(Brown and Hovmoeller 2002; Peay et al. 2012). At
each site, we collected the following abiotic variables:
soil pH, soil C and N, soil NH4
? and NO3
-, soil
PO4
3-, soil moisture, MAP, latitude, longitude, and
elevation. We also assayed fungal community com-
position at the species, genus, family and order level of
resolution, and as differences between the relative
abundance of each phylum. A subsample of soil was
processed to determine soil pH with a 1:1 ratio (w/v) of
soil to diH2O. Another subsample was acidified and
then combusted to determine total soil C, N and the
C:N ratio on a Thermo Finnigan IRMS at the UCI
IRMS facility (Robertson et al. 1999). We determined
soil moisture gravimetrically and soil ammonium,
nitrate and phosphate concentrations via resin extrac-
tion and colorimetric assays (Robertson et al. 1999).
Resin extractions were performed on field soils in the
laboratory, by shaking 10 g of soil in 50 ml diH2O
with a mixed resin bag for 18 h. We also measured
total fungal abundance by extracting fungal hyphae
from 5 g of soil and microscopically counting hyphal
abundance via the grid-line intersect method (Brundett
et al. 1984). All measurements were conducted in
triplicate and pooled for each site at each time point
(Table 1).
We measured a broad range of EEA to incorporate
enzymes relevant for C, N, and P cycling including
hydrolytic and oxidative enzymes. We measured
hydrolytic soil EEA for multiple C-degrading
enzymes: alpha-glucosidase (AG), which targets
byproducts of starch; beta-glucosidase (BG), byprod-
ucts of cellulose and glucose; beta-xylosidase (BX),
xylose; cellobiohydrolase (CBH), cellulose. We also
measured enzymes relevant for N cycling, (N-acetyl-
glucosaminidase, NAG) and P cycling (acid phospha-
tase AP). Hydrolytic enzyme activities were deter-
mined from approximately 1 g of fresh soil samples
using fluorescently-labeled substrates (Allison et al.
Biogeochemistry (2014) 117:23–37 25
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2009). We also measured the oxidative enzyme
polyphenoloxidase (PPO), which degrades lignin.
PPO activities were characterized from *1 g of fresh
soil using the L-3,4-dihydroxyphenylalanine substrate
following Allison et al. (2009). All enzymes were
measured at the July sampling point, while only CBH,
BG, AG and NAG were measured at the March
sampling point. All soils were mixed in a sodium
acetate buffer (pH 5.5), and incubated for 1 h at 23 C.
Hydrolytic enzymes were measured fluorometrically
at an excitation wavelength of 365 nm and emission
wavelength of 450 nm, and oxidative enzymes were
determined via absorbance at 460 nm.
DNA was extracted in duplicate from *0.25 g of
soil from each site at each time point using the MoBio
Power Soil extraction kit and pooled per site. DNA
was amplified with conserved fungal primers in the
18S region as detailed in Rousk et al. (2010). Samples
were sequenced at the Environmental Genomics Core
Facility at the University of South Carolina via a 454
Life Science Genome Sequencer FLX Roche machine.
Sequences were quality checked, trimmed to 200
bases and denoised using the default settings in
Denoiser (Reeder and Knight 2010). Sequences were
clustered into operational taxonomic units (OTUs) at
the 92, 95, 97, 98, 98.5, 99, and 100 % similarity
cutoffs based on PyNAST aligned and filtered
sequences (Caporaso et al. 2010a) using the UCLUST
algorithm (Edgar 2010). These cutoff assignments
ranged between defining different fungal orders,
families, genera, and species. For each sampling site,
we rarefied our OTUs to 1,000 sequences to ensure
equal sampling effort between sites. Sequences were
assigned a taxonomic identity at the phylum level by
using the BLASTn algorithm on one representative
sequence per OTU against the NCBI database with an
expect value of 1e-6 and deposited in the GenBank
sequence read archive (SRA046762.1). The relative
abundance of each phylum at each site was calculated
as the number of sequences out of 1,000 that returned a
positive BLAST hit for each focal phylum. All
analyses were implemented using the QIIME pipeline
(Caporaso et al. 2010b).
Statistics
The four EEA measured during both seasons (CBH,
BG, AG, and NAG) were tested for differences
between sampling times with a univariate ANOVA.T
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Although EEA did not differ between time points for
most enzymes (CBH: F = 0.36, P = 0.56; BG:
F = 12.45, P = 0.002; AG: F = 3.22, P = 0.09;
NAG: F = 1.399, P = 0.25), we analyzed each time
point separately because EEA could potentially be
correlated with different abiotic and fungal factors in
different seasons.
To analyze if EEA correlated with fungal compo-
sition based on taxonomic resolution, we indepen-
dently regressed EEA for each enzyme at each OTU
similarity cutoff for each time point using the Adonis
function in the Vegan package in R (R Development
Core Team 2009). This approach is similar to
distance-based RDA models (Legendre and Anderson
1999). To determine the environmental variables that
best explained EEA for each enzyme, we separately
regressed each abiotic factor (total soil C, total soil N,
soil C:N, soil NO3
-, soil NH4
?, soil PO4
3-, soil pH,
soil moisture, MAP, latitude and longitude, and
elevation) with each EEA at each time point. We also
regressed the relative abundance of each fungal
phylum (Ascomycota, Basidiomycota, Chytridiomy-
cota, Glomeromycota), the ratio between all phyla and
total fungal biomass against each EEA, in separate
single regression models, to determine if fungal
composition affected EEA at each time point. We
then attempted to improve the model fit created by
regressing single variables by creating two stepwise
multiple regression models for each sampling time.
First we created a model with abiotic variables alone,
and then one with fungal composition alone. We used
Akaike’s information criterion (AIC) (Akaike 1974) to
understand how including multiple explanatory vari-
ables affected model fit compared to single variable
models. Multiple variable models were only reported
as significant if they increased AIC model fit com-
pared to single variable models. All variables met the
assumptions of normality, except soil moisture, soil
PO4
3-, total soil C, total soil N, soil C:N and hyphal
lengths, which were all natural-log transformed to
improve normality.
Differences in EEA correlated with abiotic vari-
ables could be driven directly by abiotic variables or
indirectly by shifts in fungal communities mediated by
abiotic variables. Additionally, abiotic variables and
fungal composition may be spatially structured. We
partitioned the relative contribution of abiotic vari-
ables, fungal composition and spatial separation to
each EEA using dbRDA with the capscale function in
the Vegan package in R (R Development Core Team
2009). We only present data for the dbRDA from the
July sampling point as the March time point did not
contain enough sites to account for the appropriate
number of degrees of freedom to run dbRDA. Because
abiotic variables and fungal composition are often
correlated, we also performed Pearson correlations for
all pairwise comparisons for all variables. All P values
were adjusted using the Bonferroni correction (Dunn
1961) to account for multiple comparisons. All
regression and correlation statistics were calculated
in SPSS v. 17.
Results
MAP varied between 25 to 66 cm throughout our sites.
Total soil N ranged between 0.05 to 0.47 %; total soil
C between 0.58 and 7.54 %; and soil pH 6.1–7.9
(Table 1). Mean annual temperature did not differ
between our sites (data not shown) as most sites
occurred at similar latitudes. Hydrolytic EEA varied
by at least an order of magnitude among our sites,
while oxidative EEA varied 6 fold between sampling
locations (Table 2).
Abiotic variables and EEA
Soil EEA of all enzymes was positively correlated
with the total amount of soil C and soil N at both time
points (P \ 0.05) (Table 3), supporting our hypothe-
sis that soil resources would be correlated with EEA.
MAP was positively correlated with the activity of
PPO during the dry season. Soil moisture was
positively correlated with BG and CBH during the
growing season and NAG during the dry season
(P \ 0.05) (Table 3), which partially supported our
hypothesis that soil moisture should affect EEA. Soil
pH was also negatively correlated with the activity of
BG, NAG and AP during the dry season sampling
point (P \ 0.05) (Table 3), partially supporting our
hypothesis that hydrolytic enzyme activities would be
negatively correlated with soil pH. Multiple regression
models using only abiotic variables only improved
model fit for AP activity during the dry season, which
was explained by the concentration of soil N and soil
pH (Tables 3, S1). Inorganic soil nutrients were rarely
related to enzyme activities. Only soil NH4
? and PO4
-3
were related to EEA during the growing season, while
28 Biogeochemistry (2014) 117:23–37
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soil PO4
-3 was related to EEA during the dry season
(P \ 0.05). Overall, most abiotic variables were not
significantly correlated with each other. However, the
concentrations of total soil C and total soil N were
significantly positively correlated at both time points
(P \ 0.001) (Tables S2, S3).
Fungal composition and EEA
Extracellular enzyme activities were never correlated
with fungal composition at any OTU cutoff in our
adonis models (Table S4). However, the EEA of BG,
CBH, and NAG increased with hyphal length during
the growing season. The relative abundance of Glom-
eromycota was also positively correlated with AG
activity during the growing season. Activities of BG,
CBH, NAG, AP, and BX decreased significantly as
Chytridiomycota became more abundant in single
regression models during the dry season (P \ 0.05)
(Table 4). Furthermore, in single regressions, the
ratios of Ascomycota:Basidiomycota and Ascomy-
cota:Chytridiomycota were positively correlated with
the activity of BX in the dry season (P \ 0.05)
(Table 4). Finally, during the dry season the ratio of
Ascomycota:Glomeromycota was significantly posi-
tively correlated with the activity of BG, AP, and BX
(P \ 0.05) (Table 4). Multiple regression models
improved model fit for AP and BX during the dry
season. The model fit of AP activity was predicted best
by including the relative abundance of Chytridiomy-
cota and the ratio of Ascomycota:Glomeromycota
(Tables 4, S1). The activity of BX was predicted best
by including the relative abundance of Chytridiomy-
cota, and the ratio of Ascomycota:Basidiomycota.
Contrary to our hypotheses, the relative abundance of
Glomeromycota was not related to phosphatase activ-
ities and the relative abundance of Ascomycota and
Basidiomycota by themselves never explained the
activity of any enzyme. The relative abundance of
Ascomycota and Basidiomycota were positively cor-
related (Tables S2, S3).
Combined abiotic variables and fungal
composition and EEA
In the dbRDA for the dry season, abiotic factors
accounted for 35.3 % of the variation in all enzyme
activities (Fig. 1a; Table 5). Fungal composition
accounted for 27.4 % of variation in enzyme activities
(Fig. 1b; Table 5). Spatial separation accounted for
10.0 % of the variation and 27.3 % of the variation
was unaccounted for in our model. The relative
contribution of abiotic factors, fungal composition
and geographic space varied between enzymes
(Table 5).
Discussion
Overall, soil EEA was mostly correlated with abiotic
variables. Fungal composition and biomass also
correlated with EEA, but to a lesser extent. The
Table 3 Regression models of abiotic factors affecting EEA at each time point
Soil C Soil N Soil
NH4
?
Soil
PO4
3-
Soil
pH
Soil
moisture
MAP Elevation Latitude Longitude Multiple
BG (03/10) 0.94 0.90 – – – 0.89 0.97 – – -0.99* –
CBH (03/10) 0.99* 0.98 – – – 0.88 – – 0.95 -0.91 –
AG (03/10) 0.97* 0.93 0.91 – – – – – 0.97 – –
NAG (03/10) 0.99* 0.96 0.91 – – – – – 0.93 – –
BG (07/10) 0.68 0.73* – – -0.50 – – -0.54 – -0.58 –
CBH (07/10) 0.56* 0.55 – – – – – -0.48 – – –
AG (07/10) 0.54 0.60* – – – – – – – -0.59 –
NAG (07/10) 0.79* 0.74 – -0.50 -0.78 0.58 – – – – –
AP (07/10) 0.70 0.75* – – -0.78* – – – – – 0.86
BX (07/10) 0.59 0.63* – – – – – – – -0.51 –
PPO (07/10) 0.49 0.59 – – – – 0.70* – 0.57 -0.66 –
Each individual regression (r) is presented when P \ 0.05. All variables that are significant at P \ 0.05 in the multiple regression
model are starred with an asterisk
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relative influence of most abiotic variables and fungal
composition differed between seasons while only the
abiotic factors of soil C and N consistently correlated
with EEA for all enzymes at both sampling points.
Sinsabaugh et al. (2008) also found that BG, AP and
PPO activities were highly positively correlated to soil
organic matter concentrations, suggesting that soil C
and nutrient concentrations may be the most universal
variable influencing soil EEA at both global and
regional scales, and are the most relevant parameters
for biogeochemical models.
Soil C and nutrient concentrations can influence
EEA by multiple mechanisms. The most likely way
that soil C and nutrients impact EEA is by affecting the
concentration of available substrate in the soil and the
stoichiometry of C, N and P. In a global study,
Sinsabaugh et al. (2009) demonstrated that EEA is
largely controlled by the stoichiometry of soils and
microbial biomass such that C, N and P acquiring
enzymes are produced in roughly equal proportions.
Soil C and nutrients can also affect enzymes via more
indirect mechanisms. For example, increased soil C
can often lead to increased water retention (Hudson
1994), which can increase substrate and enzyme
diffusion. This mechanism is supported by our data,
as MAP was also positively correlated with EEA of
PPO. The effects of soil C and nutrient concentrations
on EEA may become relevant for biogeochemical
models in future global change scenarios. For exam-
ple, because EEA of all enzymes was correlated with
total soil N, and occasionally with inorganic N pools,
the predicted increases in N-deposition in the Los
Angeles basin (Fenn et al. 2003) may increase the
EEA of C, N and P-degrading enzymes. Stimulation of
EEA by N-deposition has been observed previously
and our findings suggest that this trend may be relevant
across the growing and dry seasons in a variety of
ecosystems (Saiya-Cork et al. 2002; Henry et al. 2005
but see DeForest et al. 2004).
Soil pH was often correlated with EEA in our sites
during the dry season and in multiple sites across
North America (Sinsabaugh et al. 2008). Soil pH can
affect EEA by changing the conformation of the
enzyme active site, so that various enzyme isoforms
perform more efficiently at different pHs (Franken-
berger and Johanson 1982). This mechanism is
particularly relevant for AP, which was strongly
correlated with soil pH during the dry season sampling
point in our study. Soil pH could also affect EEAT
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indirectly through changes in soil microbial commu-
nities. Soil pH is highly correlated with bacterial
(Fierer and Jackson 2006) and fungal community
composition (Rousk et al. 2010 but see Lauber et al.
2008), and can be inversely correlated with fungal
growth rate (Rousk et al. 2009). Because fungal
biomass was positively correlated with EEA in our
study, it is unlikely that the negative correlations
between soil pH and enzyme activities we observed
are explained by this mechanism. However, if bacte-
rial and fungal taxa differ in enzyme production,
changes in soil pH may affect soil EEA through
modifications in soil microbial communities. Our
experimental conditions may have skewed the rela-
tionship between soil pH and EEA. Our enzyme assays
were conducted in buffer with a pH of 5.5 (the optimal
pH for most enzymes we surveyed), while soils were
significantly more basic. If EEA in our systems is
locally adapted to soil pH (Fernandez-Calvino et al.
2011; Turner 2010), conducting our assays in an acidic
environment could have created the negative correla-
tions between EEA and soil pH, which we observed
for BG, NAG and AP. Nevertheless, these methodo-
logical artifacts may not be the main explanatory
driver of our results. If the buffer pH affected EEA,
this effect should be consistent between sampling
dates and sites; our results do not support this trend.
The activities of BG and NAG were not significantly
correlated with soil pH during the March sampling
date and varied nearly as much (2.59) at neutral soil
pH between sites as they did across all soil pHs during
the July sampling date.
None of the enzyme activities was correlated with
shifts in fungal community composition at any OTU
cutoff, and many were unrelated to the relative
abundance of fungal phyla. However, fungal hyphal
length was positively correlated with multiple
C-degrading enzymes during the growing season. At
that time, plants exude more labile C to fungal
symbionts (in our study, Glomeromycota) and soil
saprotrophs (in our study Ascomycota and Basidio-
mycota), which may stimulate hyphal growth and
enzyme activities via priming (Averill and Finzi
2011). Indeed, we observed a significantly positive
correlation between the relative abundance of arbus-
cular mycorrhizal fungi (AMF) and AG activity,
which may be indicative of priming of saprotrophs by
AMF (Cheng et al. 2012; Drake et al. 2012). Activities
of BG, CBH and NAG were also correlated with
fungal biomass more than any other metric of the
fungal community during the growing season. This
pattern suggests that C priming by plants stimulates
growth of saprotrophic fungi and degradation of more
recalcitrant C compounds in the soil (i.e. cellulose and
chitin) (Talbot and Treseder 2012, but see Weintraub
et al. 2007). Plants may also produce more of their own
extracellular enzymes during the growing season to
directly acquire soil nutrients (Burns 1978). Alterna-
tively, NAG activity may be higher in soils with more
fungi, if fungi are selectively competing with each
other by degrading one another’s hyphal biomass
(Baldrian 2008). This mechanism may be prominent
throughout the year, as NAG activity also corre-
sponded to hyphal biomass in the dry season. At that
time point, fungal composition and biomass explained
nearly one-third of the variation in EEA after other
variables were partitioned out of the dbRDA model.
The relative sequence dominance of the Chytridiomy-
cota was related to EEA the most. However, the
relative dominance of Chytridiomycota fungal
sequences was negatively correlated with BG, CBH,
AP, and BX activities, suggesting that these taxa were
not the direct agents of enzyme production. Chytrid-
iomycota are often pathogenic on plants (Parker
Table 5 Variance from
dbRDA explained by abiotic
factors, fungal community
composition and space and
unresolved variance for each
enzyme activity and all enzyme
activities pooled
Enzyme Abiotic
factors (%)
Fungal
composition (%)
Space (%) Unresolved
variance (%)
BG 35.1 28.7 7.8 9.5
CBH 37.4 33.0 10.0 9.8
AG 30.4 26.4 11.5 14.8
NAG 36.3 25.5 4.8 7.3
AP 31.8 24.0 11.9 11.6
BX 39.1 26.9 13.4 11.8
PPO 24.5 19.6 8.1 18.9
All enzymes 35.3 27.4 10.0 10.4
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1985), and animals (Longcore et al. 1999), which may
negatively affect the abundance other soil organisms,
leading to lower EEA. However, because Chytridi-
omycota comprised a limited amount of sequences in
our dataset, it may be more likely that the relative
abundance of Chytridiomycota inversely co-varied
with the relative abundance of other saprotrophic
fungi (i.e. Ascomycota and Basidiomycota), which
caused this trend.
The ability of fungal communities to affect soil
EEA may be greater in other systems. For example,
other studies from forest soils have indicated that
shifts in fungal phyla are correlated with soil EEA
(Waldrop et al. 2000; Burke et al. 2011; Rinkes et al.
2011). In genomic and proteomic studies, fungi differ
in their capability to produce different enzymes
(Schneider et al. 2012; Baldrian et al. 2012). However,
these studies occurred at single locations where
environmental parameters vary less than in our
regional study. Indeed, in our study region, abiotic
factors varied by orders of magnitude between sam-
pling sites while beta-diversity of fungal community
composition was not as variable (Kivlin and Treseder
unpublished data). This trend could lead to EEA
correlating with abiotic factors more than fungal
composition.
There are several nonexclusive mechanisms that
may explain why species-level fungal composition
does not vary with EEA in our study. First, bacteria,
archaea, and plants may contribute a substantial
portion of soil enzymes in our region. Second, soil
extracellular enzymes may be produced in relatively
equal amounts by all fungi and their activities may be
mostly regulated by soil nutrient or climatic condi-
tions. The fungi we detected by DNA sequencing may
also not be active or producing soil extracellular
enzymes. Finally, soil extracellular enzymes can
become stabilized in the soil matrix and therefore be
produced by taxa that were not present in the sampled
community. Future work addressing the relative
importance of these mechanisms is warranted.
Our study only represents a portion of the variables
affecting EEA in natural systems. For example, we did
not measure environmental variables such as soil
texture, total soil P, soil metal concentrations or plant
community composition, all of which may affect soil
EEA. The environmental variables that we measured
only spanned a relatively small range. For instance,
soil pH in our study only ranged from 6.1 to 7.9 while
other studies have found larger shifts in microbial
composition in soils ranging from pH 4 to 8 (Rousk
et al. 2009, 2010). Therefore, our findings are most
useful for interpreting factors potentially influencing
EEA at the regional scale, and our ability to make
global predictions is limited. Furthermore, the relative
abundance of fungal taxa represented in 454 pyrose-
quencing data is largely biased. However, this bias
may only affect our adonis models, not the multiple
regression models or dbRDA, as the largest bias often
occurs at taxonomic resolutions smaller than the
phylum level (Amend et al. 2010).
Nevertheless, the dbRDA models explained a
majority of the variance for most of the enzymes in
our study. The large influence of abiotic variables on
EEA in both the dbRDA and multiple regression
models indicates that EEA may be altered in future
climates and global change conditions. In particular,
PPO activities may decline if droughts become more
prevalent, as are expected in this region (IPCC 2007).
Furthermore, BG, CBH, AG, AP, BX and PPO activity
may increase if predicted N deposition from the Los
Angeles basin affects total N concentrations in soils
(Fenn et al. 2003). The interplay of these two contrary
effects may determine ecosystem-level carbon cycling
rates in the future.
Climate change and N deposition are expected to be
widespread, and affect EEA at multiple scales.
Therefore, incorporating the relationships between
climate, soil nutrient concentrations and EEA into
global change models has the potential to enhance
predictions of global decomposition rates. Including
phylum-level shifts in fungal composition and changes
in fungal biomass may also increase the predictive
power of biogeochemical models, as these factors
explained almost a third of the variance in EEA in our
study. If fungal communities differ substantially
between locations, (i.e. Tedersoo et al. 2012) then
this variation may also correspond to large shifts in
soil EEA (Strickland et al. 2009). Ultimately, the
inclusion of abiotic factors, broadly classified micro-
bial community composition, and seasonal variability
may yield the most predictive decomposition models.
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