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Abstract 
The article presents the problem of knowledge in knowledge-based systems, such as advisory systems used in construction engineering. 
The unique characteristics of construction engineering translate directly into unique characteristics of knowledge resources, which is 
evident in the potential sources of knowledge. Many of them are not open, uncertain, fuzzy, of different credibility, and incomplete. One 
of the knowledge sources is the mental models of experts working in specific fields of construction engineering. Based on the knowledge 
acquisition sessions that have been completed, it can be concluded that only a certain part of the knowledge contained in mental models 
has been acquired. In order to ensure more completeness of the knowledge and explain the mechanism of inference, the KBANN 
(Knowledge Based Artificial Neural Network) algorithm was used, which enables extracting rules that are not a part of the original state 
of knowledge using trained neural networks. This method effectively supports the process of construction of advisory systems. 
© 2013 Marcin Gajzler. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the Vilnius Gediminas Technical University. 
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1. Introduction  
Knowledge, besides data, constitutes the basic resource of common advisory systems. Advisory systems constitute a 
class of expert systems. They are extensive learned systems, specialized in the performance of specific tasks, that play the 
role of “virtual advisors.” Such systems are used to support decision-making processes where the key subject-decision 
makers are people. 
The first advisory systems were developed in the 1970’s and 1980’s, and their fast growth started in the middle of the 
1980’s. Development of advisory systems is associated with the growth of knowledge engineering, which is aimed at 
acquiring and structuring knowledge obtained from experts, matching appropriate inference and explanatory techniques, and 
designing interfaces between the user and the system. Of note is the fact that the growth of artificial intelligence methods 
goes hand in hand with continuous evolution of advisory systems because, in a way, the latter use a broad spectrum of 
“intelligent” techniques and tools. 
Advisory systems provide significant support in decision-making processes. Their presence is noticeable in civil 
engineering, too [1-5], whereby the decisions made most often pertain to repeatable tasks, which is connected with the very 
economics of the system’s structure. Developing an advisory system to handle individual, unique situations makes little 
economic sense. 
Like their superior class, namely expert systems, advisory systems are, in principle, based on knowledge. The author’s 
own experiences [6-8] gained in developing advisory systems indicate a huge significance of the knowledge acquisition and 
formalization stage. At the same time, in the entire construction process, this stage is the “chokepoint” due to: 
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• the problem with finding the source of knowledge and with its availability; 
• the problem with acquiring and formalizing knowledge – knowledge acquisition; and 
• the problem of credibility and completeness of knowledge. 
Since the problems of finding the source of knowledge and of knowledge acquisitions have already been discussed [9–
11], the article presents an attempt to analyze the possibility to supplement the lacking elements in the knowledge acquired 
from experts. The lacking elements are not due to incompleteness of the expert’s mental model, but rather are the 
consequence of limitations of the process of knowledge acquisitions and the losses occurring in it (Fig. 1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Process of knowledge acquisition 
Sources of knowledge in construction engineering and their unique characteristics 
Data present in each environment should be interpreted as information “raw material” and the knowledge – as a 
collection of mutually related pieces of information that have been collected. Both data and knowledge present in the field 
of construction engineering have their unique characteristics that are the products of construction engineering’s constraints. 
The construction industry is considered to be a risky sector; however, regardless of the literal meaning of this description 
(potential loss of health or life during performance of construction processes due to, for example, failure to observe 
occupational health and safety principles), it is more important to define the general meaning of risk, which is interpreted as 
the product of probability of an occurrence and the possible consequences of the occurrence affecting the process in 
question. This is manifested, most of all, in uncertainty, fuzziness, lack of clarity, and incomplete information and 
knowledge. Consequently, it is hard to use knowledge as a basis for inference and to make decisions based on such 
knowledge without any concerns about their appropriateness. Decisions made in such situations and forms also involve risk, 
except that the value of the risk is greater and is due to accumulation of risk at the individual stages of the decision-making 
process. Given the above, it is reasonable to use all possible measures to ensure that the information and knowledge 
acquired are as full and as credible as possible. A foundation of an advisory system that we expect to be effective is 
processing of information and knowledge. This is often done using intelligent tools whose advantage in uncertain and risky 
environment is significant. 
Based on earlier works and analyses, one can point at the following sources of knowledge present in construction 
engineering, see Fig. 2: 
• experts; 
• text documents; 
• numerical databases; 
• ongoing construction processes, and 
• other typical of the construction sector. 
Each of the aforementioned sources has its properties which determine the knowledge acquisition process, its possible 
processing, etc., all the way until its formalization. For example, when using the knowledge of experts (engineers with many 
years of experience, engineer-advisors, etc.), one must focus in the knowledge acquisition process on classical methods, e.g. 
face-to-face interviews, surveys, questionnaires, etc. When using text or quantitative sources, in additional to the classical 
approach, which consists in manual analysis of the sources (review, statistics), one can also use automatic methods that are 
based on machine learning and data mining methods. In order to take advantage of the ongoing construction processes, the 
acquisition process involves observation of such processes, more and more often using automated methods, such as 
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telemetry. The principles and examples of application of telemetry in management of construction processes are presented 
in [12]. Another approach using ongoing construction processes is learning from examples [13-14]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Possible sources of knowledge in the construction engineering area 
As has been mentioned, in construction engineering there is a fairly extensive and diverse source of knowledge which is 
explored using various approaches. Many of them are hybrid approaches: in order to take the fullest possible advantage of 
the sources of knowledge, mixed/hybrid methods are used (e.g. a mix of face-to-face interviews with data acquisition by 
observation). The use of hybrid approaches is intended most of all to acquire the fullest possible knowledge of phenomena 
that are uncertain, fuzzy, and risky. 
2. Advisory systems and their role 
The structure of advisory systems resembles that of expert systems, as the former are a special form of the latter. The 
structures of the two systems have analogous components. Depending on the needs, the tasks to be performed, and the 
conditions in which the systems operate, the structure of individual systems may be different to a certain extent. Advisory 
systems have a modular structure that consists of smaller subsystems responsible for the performance of specific tasks, see 
Fig. 3. 
 
Fig. 3. Example of advisory system (HASIFR – Hybrid Advisory System for Industrial Flooring Repairs) – a modular structure [6] 
The key element, or core, of the systems is inference subsystems. Inference subsystems are nowadays most often based 
on intelligent techniques that perform inference using knowledge bases. In addition to the inference subsystem, there are 
subsystems responsible for communication with the user, i.e. the explanatory subsystem, although it is possible to build 
systems that do not contain such subsystems (in such a case, the advisory system works as a “black box”, which prevents 
explaining to the user the mechanisms used to elaborate the system’s answers), a subsystem controlling the dialogue with 
the user (often a direct answer given by the system is incomprehensible to the user and the data entered into the system must 
be properly interpreted/transformed), and possibly additional subsystems providing a fuller functionality of the system (e.g. 
subsystems providing additional support to the answering mechanism). On a lower level, there are the “working” 
subsystems of the system, i.e. the knowledge base and the database. These elements are provided with their own subsystems 
which most often enable updating the knowledge and the data (e.g. a knowledge acquisition subsystem, a dynamic 
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measurement subsystem, etc.). The entire advisory system is “enclosed” within computer software and constitutes a 
“virtual” counterpart of an advisor/expert. 
At what times and in what conditions is it a good idea to use advisory systems and what categories of problems can be 
solved by them? A complete advisory system can be used in any case, but typical cases where advisory systems are 
recommended are ones where the user’s knowledge is incomplete, the understanding is not full, the inference is complex, 
and where a formal model of the decision-making problem cannot be designed. These conditions are typical of 
indeterministic problems. This does not mean that decision-making systems should not be used to solve probabilistic or 
deterministic problems. The question regarding the economic sense of using this solution is still valid. Construction of a 
complete advisory system is usually very time-consuming and labor-intensive; quite often it is also quite costly [6]. 
Therefore, in the case of unique problems it is advisable to use other methods. 
Problems solved by advisory systems or, more exactly, problems whose solution is supported by advisory systems, can 
be divided into the following groups [15]: diagnosis, prediction, planning, interpretation, monitoring, repair, and control. In 
each of the aforementioned groups there are decision-making issues that are supported by advisory systems. 
3. The idea behind using the KBANN algorithm 
One of the techniques used in the inference mechanisms of advisory systems is artificial neural networks. The author’s 
experiences show that neural networks work very well for this purpose [8, 16]. The hybrid advisory system developed by 
the author for supporting decisions in the area of repairs of concrete industrial floors (HASIFR) [6] did not have an 
explanatory mechanism. This was due to the gaps in the knowledge base and the intended simplification of the system. The 
artificial neural network worked as a “black box” and defined answers that were sent, via the interpretation modules (based 
on fuzzy sets), to the dialogue interface.  
In the context of the subject of this article and the “supplementing” of the construction of an advisory system, it appears 
to be advisable to supplement the knowledge and to enable the user to learn the rules of the decisions made. 
One of the options is to use the KBANN (knowledge-based artificial neural networks) algorithm [17]. This algorithm, 
comprising several stages (Fig. 4), is basically initiated in the aforementioned HASIFR example.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. The overall concept of the KBANN algorithm. 
The KBANN algorithm uses artificial neural networks whose learning process is conducted based on the original rules of 
the knowledge base. It must be mentioned that one of the algorithm’s assumptions is that the existing knowledge base does 
not need to be complete. Thus, one can ask the following question: to what extent can such a knowledge base be limited? In 
the author’s opinion, the answer is simple: the original knowledge base should not be artificially limited. This limitation will 
occur independently due to the loss of knowledge in the acquisition process, the associated noise, and other factors, such as 
the impossibility to extract the entire knowledge from the expert’s mental model. The number of rules present in the 
knowledge base must be sufficient to conduct a correct learning process and to verify the artificial neural network. A simple 
function can be used to determine the approximate number of cases or, in this particular approach, of the rules, that is 
necessary to effect the learning process depending on the number of connections between neurons in the neural network. 
This function indicates that the required number of cases/rules is ten times larger than the number of connections between 
neurons in the neural network. It can be concluded that the more complex and extensive the neural network is, the larger is 
the required number of cases/rules. There are methods that enable “bypassing” this principle. One of them, proposed by the 
author in [6], [16], is the method of increasing the population of cases and fuzzy rules by using “shifts” of the center of 
gravity of the fuzzy set. There are a number of other methods, besides this one, that can be used to process/prepare date 
before the so-called preprocessing. One of the preprocessing method groups [18] comprises methods that reduce the 
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dimensionality of variable spaces. One of those methods that is worth mentioning is principal component analysis (PCA). 
The method consists in transforming the original variables into a set of new mutually independent variables (components). 
The idea behind this method is to connect correlated input variables into linear combinations that form a smaller number of 
new variables. After such preprocessing and a neural analysis, due to the superiority of the knowledge base, it is necessary 
to return to the original vector’s system.  
The final stage of the KBANN algorithm involves extraction of rules from a learned artificial neural network. The idea is 
to transfer incomplete knowledge into a neural network structure which, thanks to its generalization properties, supplements 
this knowledge model, and then to use the network to extract the rules that are not present in the original state and enable 
explanation of the inference mechanism. 
In the context of an advisory system, supplementation of the rules appears to be desired due to the efficiency of the 
system’s explanatory mechanism. In the event of gaps in the knowledge base, the system's ability to explain the signals it 
generates is limited (e.g. based on a neural network which, by itself, is not capable of providing explanations).  
4. Case study 
Based on the knowledge base developed by the author, a case will be presented where the KBANN algorithm was used 
to supplement the missing elements of a knowledge base. The knowledge base used in this case was developed for the 
purpose of building the HASIFR system, which did not have an explanation mechanism. In order to provide this 
mechanism, it is reasonable to make efforts to make the database complete. The scope covered by this example of a 
knowledge base was related to the selection of the materials and the technology needed to repair a concrete industrial floor. 
The knowledge base contained parameters of various repair systems depending on the possible conditions of the repairs that 
were due, among others, to influences, characteristics of the structure, and preferences of the decision makers. 
Before the knowledge base was built, a number of procedures connected with the knowledge acquisition stage were 
performed: selection of the expert, selection of the knowledge acquisition method, selection of the knowledge formalization 
method, through methods of knowledge processing and actual knowledge acquisition sessions.  
The knowledge was acquired from an engineer with many years of experience in construction, acceptance inspections, 
and repairs of industrial floors. The knowledge acquisition process was based on “classic”, non-automated methods, namely 
on a face-to-face interview supported with a paper form. The knowledge acquisition process was limited to four sessions. 
The process can be illustrated in the same way as before, see Fig. 1. In order to facilitate the acquisition process, it was 
conducted based on a fuzzy glossary so as to enable unrestrained expression and due to the required universality of the 
knowledge at the subsequent stages and to the user’s convenience. 
The acquired data was recorded in a structure of decision-making rules based on conditions and a conclusion regarding 
the possibility to use a given predefined material and technology solution or its disqualification for the preset conditions. 
The rules had the “if... then...” form with the conditions being the network’s input signals and the conclusion being the 
corresponding output signals, see Table 1. 
Table 1. The framework of the rule contained in the knowledge base (where A, B, ..., G - the variables; R1, ..., Rn – the solutions taken into account) 
If Depth of defect → A 
And Mechanical loads → B 
And Environment → C 
And Operating temperatures → D 
And Time of impact → E 
And Application temperatures → F 
And Time of performance → G 
Then Solutions  (R1,...., Rn) accepted/rejected 
 
As a result of the knowledge acquisition process, 164 rules were identified; given the number of declared conditions and 
defined ranges of values (fuzzy), it was only a fraction of the complete database.  
According to the KBANN algorithm, the 164 rules should be used in the neural network's learning process. 
Unfortunately, such a small number of cases, among which the learning and validation sets had to be identified, brings about 
significant restrictions on the selection of a neural network. The problem of too small sets in artificial neural networks is 
well known. It is addressed by using various preprocessing methods (e.g. the PCA, introduction of noise, etc.) or by using 
the available approaches in the same algorithm of neural network learning (e.g. cross-validation, bootstrap, etc.). The author 
used his own method which consisted in increasing the number of cases by “shifting” the center of gravity of the fuzzy set. 
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The method is comparable to introduction of artificial noise. The process of acquiring “new” cases consisted in making 
small shifts to the center of gravity of the set so as not to cause a change in the associated original fuzzy value. 
Another stage of the algorithm is to enter the acquired knowledge (formalized into rules) into the structures of artificial 
neural networks. This is done in the process of learning of artificial neural network. In order to do so, the type and layout of 
the artificial neural network must first be defined and the proper learning algorithm must be selected.  
The problem associated with operation of an advisory system is classification defining acceptance or rejection of 
materials and technology solutions that are being considered. The neural analyses used, among others, a multilayer 
perceptron which continued to be the foundation of the analysis. Definition of the architecture of artificial neural networks 
was basically limited to identification of the number of hidden layers and the number of neurons in each layer. In the case of 
input variables, preprocessing was not used, in order to reduce the dimensionality and to render the expert model as 
faithfully as possible. The number of neurons at the network’s input and output was determined by the conditions and 
conclusions of the knowledge base rules, which in a way is one of the principles of the algorithm being implemented, see 
Fig. 5. 
 
 
 
 
 
 
 
 
Fig. 5. Schema of basic artificial neural networks in KBANN algorithm  
In the case of selection of the learning algorithms, the use of the “trial and error” method is one of the possibilities. 
However, it is a good idea to analyze, before doing so, the applications of various algorithms depending on the class of the 
problem, the number of cases available, and the type and architecture of the network. In the analysis, the learning algorithm 
used is the algorithm of backward propagation of error for perceptron and radial networks. The selection of the learning 
algorithm was connected with election of the number of learning epochs. The number of epochs was selected individually 
based on observations of learning and validation errors, whereby two criteria for stopping the learning process were 
analyzed. The first concerned equalization of learning and validation errors given a preset level of the error value and the 
second concerned lack of improvement with regards to learning and validation errors in the preset number of epochs 
(Fig. 6).  
The steps described above led to the creation of a group of neural networks that contained the expert's knowledge that 
corresponded to the content of the original knowledge base. Each of the networks corresponded to one of the available 
solutions. 
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In order to fully implement the KBANN algorithm and, thus, to fill the gaps in the knowledge and achieve the ability to 
explain the inference process in cases where the knowledge is contained in the neural network, it is necessary to perform the 
final stage, namely the extraction of rules from the neural network. The questions were raised, however, whether the 
probability of acquisition of veritable knowledge has been determined and what determines this probability. In the author’s 
opinion, the probability depends on the size of the errors occurring in the network in the learning and verification processes 
and if such errors are minimized in the learning process and, most importantly, if the value of the errors occurring during the 
validation and testing stages is low, then the probability that the results for new decision-making rules will be correct is 
high. 
The process of extraction of rules from neural networks is complex and comprises several approaches and algorithms. In 
the case in question, inference could be explained based on the fuzzy rules contained in the knowledge base. However, it 
must be pointed out that a complete knowledge base was not achieved; consequently, the explanatory apparatus would not 
be fully functional. Moreover, extraction of rules from neural networks creates opportunities for a fuller learning of 
knowledge when only knowledge formalized in an artificial neural network is available. One of such applications is data 
mining analyses which use methods associated with artificial neural networks as knowledge carriers that requires reading. A 
similar approach can be demonstrated with regards to decision trees, which are also a knowledge carrier. They can also be 
used to extract rules, although decision trees have structures that are easier to interpret compared to that of neural networks. 
Extraction of rules from artificial neural networks can be divided into two basic approaches: the pedagogical approach, 
also referred to as global approach (sometimes also as black box rule extraction) and the local one, also referred to as 
decomposition approach. In some cases, the approaches are merged, with the resulting approach referred to as eclectic 
approach.  
The global approach, which was used in the analysis, appears to be rather simple, although it is costly when it comes to 
the calculations. Algorithms based on the global approach consist in defining the inputs and the outputs and in generating 
rules as based on the network’s response to the inputs. In this approach, the algorithm does not penetrate the structure of the 
network and, consequently, it does not directly analyze the way the knowledge is rendered internally during the network’s 
learning process. Instead, the algorithm analyzes the way the network behaves depending on the input signals. In principle, 
the artificial neural network is still a “black box” and a generator of conclusions needed to build new rules and the rule 
extraction itself is based on algorithms that generate input signals and record the rules based on the responses given at the 
output. The method enables creating a complete set of rules whose size depends on the number of conditions and the 
number of parameters that describe the input and output signals. A simple Bio-Re algorithm was attempted to be used in the 
analysis. This was due to the analysis of the methods used and the unique characteristics of the artificial neural networks 
available. Inputs of the neural network that corresponded to the conditions of the learning rules were coded using the “one 
of N” method, i.e. in most cases each input corresponded to several input neurons (depending on the value of the fuzzy input 
parameters) where a binary signal was present. During the use of the algorithm it was found that its application is subject to 
significant restrictions. The first is associated with the need to adapt the inputs to the binary form. At the stage of neural 
analysis, in order to simplify the structure of the network, a part of the signals that were originally categorized were 
transformed, using the COG (center of gravity) defuzzification method, into the continuous form. Because of the use of the 
Bio-Re algorithm, it was necessary to re-binarize these inputs. Another restriction was associated with the functioning of the 
algorithm and limited the use of this method to networks with small numbers of inputs. 
Another interesting approach to extraction of rules from neural networks is presented in [19] (evolutionary approach). 
The author considers her method as belonging to the global methods group. In this method, evolutionary algorithms are used 
as a tool to extract rules using the GEX  (Genetic Extraction) method and the explained knowledge is formalized in simple 
“if... then...” rules.  
5. Conclusion 
The above example of application of the GEX algorithm demonstrates usefulness of hybrid models in extraction of rules 
or, more generally, in knowledge engineering. The HASIFR advisory system elaborated by the author had a hybrid structure 
that was classified as a form of “immersion” (neural networks and fuzzy sets immersed in an expert system). The continued 
research aimed at learning the relations and the knowledge contained in artificial neural networks demonstrates again that 
hybrid models are a good tool to achieve the tasks at hand. In his research so far, the author has focused on tools supporting 
the decision-making process pertaining to materials and technologies. What the author has found was, first, that there are 
limitations to knowledge acquisition, which could be addressed using automatic knowledge acquisition methods (data and 
text mining), and, second, that sometimes it is necessary to explain the knowledge as explanation leads to improved 
universality and accessibility of such knowledge. Explained knowledge becomes easier to understand and more credible. 
The answer to this problem is the current search for methods of knowledge extraction from artificial neural networks and 
decision trees. Given the popularity of these knowledge “carriers”, there is a chance that they will be used commonly. It 
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appears to be appropriate to create an alternative to the neural networks that function as “black boxes” that will enable 
formalization of knowledge into simple and easy to understand decision rules.  
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