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Abstract
On the example of linearized elasticity we provide a framework for simultaneous homogenization and
dimension reduction in the setting of linearized elasticity as well as non-linear elasticity for the derivation
of homogenized von Ka´rma´n plate and bending rod models. The framework encompasses even perforated
domains and domains with oscillatory boundary, provided that the corresponding extension operator can
be constructed. Locality property of Γ-closure is established, i.e. every energy density obtained by the
homogenization process can be in almost every point be obtained as the limit of periodic energy densities.
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1 Introduction and main results
Our starting point is the three-dimensional linearized elasticity framework [8], where the stored elasticity
energy of a material is given by a quadratic form
1
2
∫
Ωˆ
A(xˆ) sym∇u : sym∇udxˆ . (1)
Above Ωˆ ⊂ R3 describes a reference configuration of material, u : Ωˆ → R3 is the displacement field,
sym∇u = (∇u+∇uτ )/2 symmetrized gradient, and A is the elasticity tensor describing material properties.
In this paper we consider composite platelike materials with the aim of studying the asymptotic behaviour
of a sequence of energies (1), parametrized by the vanishing body thickness, and deriving homogenized
linear plate model by means of simultaneous homogenization and dimension reduction. Such a problem has
been already discussed in [10], where the authors derived the model of homogenized plate on the level of
linearized elasticity system of equations using compensated compactness argument (see [19]) and assuming
that external loads act in the vertical direction. In that way they obtained a limit model, which is purely
(linear) bending model. We also mention the work [15], where in the context of linearized elasticity the
authors derived, again by using the compensated compactness, the model of homogenized plate for elastic
laminates (layered materials). The limit problem is realized in several different ways with explicitely given
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elasticity tensors. In contrast to these, our approach is completely variational, resembling the classical
Γ-convergence method [5, 9], and relies on techniques developed by the second author in the framework
of deriving homogenized bending rod [18] and von Ka´rma´n plate models [25] from three-dimensional non-
linear elasticity theory. The approach includes materials which oscillate both in in-plane and out-of-plane
directions, and even perforated materials and materials with oscillatroy boundary, provided that certain
extension operator can be constructed. Moreover, we consider the full model in the sense that it admits
external loads in all directions with appropriate scaling.
To the best of our knowledge, the problem of simultaneous homogenization and dimension reduction
solved in this paper, even in the context of the linearized elasticity, cannot be put into any existing abstract
framework. The reason for that lies precisely in the simultaneity of the approach (cf. [8]). In the first
part of the paper we utilize the arguments given in [25], simplified to the case of the linearized elasticity,
and demonstrate how can we elegantly derive the model of linear plate from the 3D linearized elasticity.
Simplification (connected with a bit change) of the arguments presented in [18, 25] (see the proof of Lemma
2.1 below), along with the possibility of analyzing domains (materials) with holes and oscillating boundary
on the abstract level, are the main contributions of the first part. We emphasize that our approach consists
in defining the correctors on the energetic level (see Lemma 2.1 below), although, the approach can be used
for the analysis of equations as well (see [7]). We also point out that the method presented here, as well as
in [18, 25], is not only limited to dimension reduction problems in elasticity.
Performing the rescaling of the reference configuration Ωh = ω × [−h2 , h2 ], where ω ⊂ R2 describes the
shape and h > 0 thickness of the plate, to the fixed domain Ω = ω × I with I := [− 12 , 12 ], and dividing the
elastic energy by the order of volume h, expression (1) amounts to
Jh(u) = 1
2
∫
Ω
Ah(x) sym∇hu : sym∇hudx =
∫
Ω
Qh(x, sym∇hu)dx ,
where ∇h = (∇′, 1h∂3) denotes the scaled gradient and Ah(x) := A(h, x1, x2, hx3) the scaled elasticity tensor
(A(h, ·) is the elasticity tensor on the domain Ωh and Qh(x,F ) = 12Ah(x)F : F is the corresponding quadratic
form). Additionally, we require that the family of quadratic forms (Qh)h>0 satisfies the uniform boundedness
and coercivity estimates on symmetric matrices and that they assign zero value to skew symmetric matrices.
Denoting by Qh(x,F ) = 12A
h(x)F : F the corresponding quadratic form, then there exist positive constants
0 < α ≤ β, independent of h > 0, such that:
(coercivity) Qh(x,F ) ≥ α| symF |2 ∀F ∈ R3×3 , for a.e. x ∈ Ω ; (2)
(uniform boundedness) Qh(x,F ) ≤ β| symF |2 ∀F ∈ R3×3 , for a.e. x ∈ Ω .
Notice that from the uniform boundedness and positivity of Qh it follows
Qh(x,F ) = Qh(x, symF ) , ∀F ∈ R3×3 , for a.e. x ∈ Ω ,
and we also have∣∣Qh(x,F 1)−Qh(x,F 2)∣∣ ≤ β| symF 1−symF 2|| symF 1+symF 2| , ∀F 1,F 2 ∈ R3×3, for a.e. x ∈ Ω . (3)
Taking an arbitrary sequence (hn)n of plate thickness decreasing to zero, we aim to describe the asymp-
totic behaviour of the sequence of the energy functionals Jhn . In the following we outline key waypoints in
the derivation of the homogenized linear plate model. First, let us denote by H1Γd(Ω,R
3) = {u ∈ H1(Ω,R3) :
u|Γd×I = 0}, the space of displacement fields which are fixed to zero on a portion Γd× I (Γd ⊂ ω) of positive
surface measure of the lateral boundary of Ω. We also denote by H1Γd(ω,R
2) = {u ∈ H1(ω,R2) : u|Γd = 0},
2
and by H2Γd(ω) = {v ∈ H2(ω) : v|Γd = 0, ∂αv|Γd = 0, for α = 1, 2}. Applying the Griso’s decomposition
(Lemma A.4) on a given sequence of displacement fields (uhn) ⊂ H1Γd(Ω,R3) of equi-bounded energies, we
decompose its symmetrized scaled gradients in the form
sym∇hnuhn = ı(sym∇′w − x3∇′2v) + sym∇hnu˜hn , (4)
where w ∈ H1Γd(ω,R2) and v ∈ H2Γd(ω) are horizontal in-plane and vertical displacements which build the
fixed part, and u˜hn ∈ H1Γd(Ω,R3) is a corrector which builds the relaxational part of sym∇hnuhn . Here
ı denotes the canonical embedding of R2×2 into R3×3, see Section 2.1 below. Motivated by the above
decomposition we define the space of matrix fields which appear as the fixed part of symmetrized scaled
gradients
S(ω) = {M1 + x3M2 : M1,M2 ∈ L2(ω,R2×2sym) , x3 ∈ I} .
Following the standard approach of Γ-convergence, for (hn)n monotonically decreasing to zero, A ⊂ ω open
subset and M ∈ S(ω) define:
K−(hn)(M , A) = inf
{
lim inf
n→∞
∫
Ω
Qhn(x, ı(M1A×I) +∇hnψhn)dx |
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(Ω,R3)
}
;
K+(hn)(M , A) = inf
{
lim sup
n→∞
∫
Ω
Qhn(x, ı(M1A×I) +∇hnψhn)dx |
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(Ω,R3)
}
.
These functionals play the role similar to lower and upper Γ-limits, respectively, and infimum in the definition
is taken over all sequences of vector fields (ψhn)n ⊂ H1(A×I,R3) such that (ψhn1 , ψhn2 , hnψhn3 )→ 0 strongly
in the L2-topology. Establishing the equality (on a subsequence of (hn)n) between lower and upper bound
K−(hn)(M , A) = K
+
(hn)
(M , A) =: K(hn)(M , A) , M ∈ S(ω) , A ⊂ ω open with Lipschitz boundary, (5)
and using the properties of the variational functional K(hn) (see also [25, Lemma 3.7]), assures an integral
representation of the variational functional (cf. Proposition 2.2), i.e. there exists a function Q0 (dependent
on the sequence (hn)n) such that
K(hn)(M , A) =
∫
A
Q0(x′,M1(x′),M2(x′)) dx′ . (6)
Referring to Section 3 for details, we construct the limit energy functional (finite on Kirchoff-Love displace-
ments, see Definition 3.1 and Remark 3.1 )
J0(w, v) =
∫
ω
Q0(x′, sym∇′w,−∇′2v)dx′ (7)
and provide the convergence analysis of Jhn(uhn)→ J0(w, v) as n→∞ by means of the following theorem.
Theorem 1.1. Let (hn)n be monotonically decreasing to zero sequence of plate thickness that satisfies
Assumption 2.1.
3
(i) (Compactness) Let (uhn)n ⊂ H1Γd(Ω,R3) be a sequence of equi-bounded energies, i.e.
lim supn→∞ Jhn(uhn) < ∞. Then there exists (w, v) ∈ H1Γd(ω,R2) ×H2Γd(ω) such that uhn → (w, v)
on a subsequence as n→∞ in the sense of Definition 3.1 below.
(ii) (Lower bound) For every (uhn)n ⊂ H1Γd(Ω,R3) sequence of equi-bounded energies such that uhn →
(w, v), it holds
lim inf
n→∞ Jhn(u
hn) ≥ J0(w, v) .
(iii) (Upper bound) For every (w, v) ∈ H1Γd(ω,R2)×H2Γd(ω) there exists (uhn)n ⊂ H1Γd(Ω,R3) such that
uhn → (w, v) and lim
n→∞Jhn(u
hn) = J0(w, v) .
Remark 1.1. In order to analyze a real problem, one can add forces in the above analysis (see Section
3.5 below). Since we are dealing with the linearized elasticity, by the uniqueness argument, we can conclude
converegence of the whole sequence in (i). As shown in Section 3.5, Theorem 1.1 is proved even for perforated
domains or domains with defects, when we don’t have pointwise coercivity condition.
The second question addressed in this paper is about the local character of Γ-closure, i.e. characterization
of a composite of N different constituents with prescribed volume fractions. Such a problem has an important
application in the optimal design of materials [24]. In the context of homogenization of elliptic equations
and systems it is well known as G-closure problem. The first characterization of G-closure by means of
periodic homogenization for the case of the linear elliptic equation describing two isotropic materials has
been performed independently in [17] and [23]. They showed the locality property — every effective tensor
obtained by mixing two materials with prescribed volume fractions can be locally (at a.e. point) recovered as
the pointwise limit of a sequence of periodically homogenized mixtures of the same volume fractions. Later
on this was generalized to the case of nonlinear elliptic and strongly monotone operators in divergence form
[22]. A variational approach utilizing Γ-convergence method has been performed in [4] and they proved the
locality property for convex energies satisfying certain growth and coercivity assumption. In the case of non-
convex energies only a weaker result was obtained, leaving the characterization problem widely open. Our
approach closely follows the one presented in [4], but it is not straightforward. Peculiarities arise through
the usage of non-standard “Γ-convergence”, which makes the diagonalization procedure more subtle, and
through the fact that we also have to deal with dimension reduction. Although in the linear case the
diagonalization argument can be performed by the metrizability property of Γ-convergence in the class of
coercive functionals (see [9] for details), we retain in the setting below, because it also covers the cases of
non-linear bending rod and von Ka´rma´n plate. Eventually we are able to give the local characterization
of all possible effective behaviours of composite materials by means of in-plane periodically homogenized
mixtures. In this part we do not take into analysis perforated domains or domains with defects, but assume
uniform boundedness and coercivity assumption from (2). Denote by XN (Ω) the family of characteristic
functions (χ1, . . . , χN ) ∈ L∞(Ω, {0, 1}N ) such that
∑N
i=1 χi(x) = 1 for a.e. x ∈ Ω. Equivalently, there exists
a measurable partition {Ai}i=1,...,N of Ω such that χi = 1Ai for i = 1, . . . , N . Function χ ∈ XN (Ω) uniquely
determines the composite material whose elastic energy is given by
Jχ(u) =
∫
Ω
N∑
i=1
Qi(x, sym∇hu)χi(x)dx , (8)
where Qi, i = 1, . . . , N , denote energy densities of constituents for which we assume the uniform boundedness
and coercivity as in (2).
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Next, we are considering a sequence of composites (χhn)n parametrized by the material thickness (hn)n.
Verifying the uniform boundedness and coercivity of the sequence of energy densities
Qχ
hn
=
N∑
i=1
Qiχ
hn
i ,
we can perform the asymptotic analysis according to Theorem 1.1 (cf. Section 3). Given (hn)n monotonically
decreasing to zero and the sequence of mixtures (χhn)n, there exists a variational functional K(χhn ) such
that on a subsequence (still denoted by (hn)n)
K(χhn )(M , A) = K−(χhn )(M , A) = K+(χhn )(M , A) , M ∈ S(ω), A ⊂ ω open with Lipschitz boundary,
where K−
(χhn )
and K+
(χhn )
are defined analogously as K−(hn) and K
+
(hn)
. The limit energy density of the
sequence of mixtures (χhn)n then equals
Q(x′,M1,M2) = lim
r↓0
1
|B(x′, r)|K(χhn )(M1 + x3M2, B(x
′, r)) , ∀M1,M2 ∈ R2×2sym and a.e. x′ ∈ ω . (9)
Before we proceed, let us recall results for periodic composites from [20]. Assuming that the energy den-
sities oscillate with period ε(h) in in-plane directions, we obtain different limiting behaviour depending on
parameter γ = limh↓0(h/ε(h)). For γ ∈ (0,∞), an explicit formula for the homogenized energy density holds:
Qγ(M1,M2) = inf
ψ∈H1(T2×I,R3)
N∑
i=1
∫
Ai×I
Qi(x, ı(M1 + x3M2) +∇γψ)dx , (10)
where {Ai}i=1,...,N is partition of T2 × I and T2 denotes the two-dimensional torus, i.e. T2 ' [0, 1)2 with
periodic boundary conditions. Let us only mention that the cases γ = ∞ and γ = 0 can be obtained as
poinwise limits of the energies when γ →∞ and γ → 0, respectively.
For θ ∈ [0, 1]N such that∑Ni=1 θi = 1, let Qθ denotes the set of all quadratic forms Qγk from (10) for some
γk ∈ (0,∞) and partition {Aki }i=1,...,N such that |Aki | = θi for all i = 1, . . . , N and k ∈ N. Let Pθ denotes
the closure of Qθ. The following theorem provides the local characterization of the effective behaviour of a
sequence of mixtures.
Theorem 1.2. Let Ω = ω× I with ω ⊂ R2 Lipschitz domain. Let (hn)n be monotonically decreasing to zero
sequence and let θ ∈ L∞(ω, [0, 1]N ) be such that ∑Ni=1 θi = 1 a.e. in ω. Let Q : ω × R2×2sym × R2×2sym → R be
given quadratic form (coercive and bounded). The following statements are equivalent:
(i) there exists a subsequence, still denoted by (hn)n, such that there exists a sequence of mixtures (χ
hn)n ⊂
XN (Ω) whose limit energy density equals Q and χhn ∗⇀ µ for some µ ∈ L∞(Ω, [0, 1]N ) which satisfies∫
I
µi(x
′, x3) dx3 = θi(x′) a.e. in ω, for i = 1, . . . , N .
(ii) Q(x′0, ·, ·) ∈ Pθ(x′0) for a.e. x′0 ∈ ω.
Remark 1.2. Since we do not take into account possible periodic out-of-plane oscillations, only weaker
claim is given in (i), i.e.
∫
I
µdx3 = θ. In the case when we allow only in-plane oscillations without changing
material along x3 direction, implication (ii) =⇒ (i) can be proved on the whole sequence.
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Remark 1.3. The limit energy density obtained in [25] for the case of von Ka´rma´n plate has the same form
as (9), where Qi = D
2Wi(I) and Wi are stored energy densities of i-th material, for i = 1, . . . , N . Also, the
limit energy density for the bending rod obtained in [18] has a similar form. Thus, Theorem 1.2 applies to
these cases as well.
In Section 2 we introduce notation and some preparation definitions and results used in the subsequent
Sections 3 and 4, which are devised to the proofs of Theorems 1.1 and 1.2, respectively. Auxilliary results
are listed in the appendix.
2 General framework
2.1 Notation
For a vector x = (x1, x2, x3) ∈ R3 by x′ = (x1, x2) we denote its first two components. Consequently, by ∇′
we denote the gradient with respect to the first two variables ∇′ = (∂1, ∂2), while the standard gradient is
denoted by ∇. The scaled gradient is given by ∇h = (∂1, ∂2, 1h∂3) for some h > 0. By B(x, r) we denote
the ball of radius r around point x ∈ Rn. Vectors, vector valued functions, as well as matrices and matrix
valued functions representing displacement fields or their gradients are denoted by bold symbols, while their
components are indexed in subscripts. With the symbol ∧ we denote the cross product of two vectors
from R3. For a matrix M we denote its symmetric part by symM = (M +M τ )/2. Operator : denotes
contraction of two matrices, i.e. M : K =
∑
i,jMijKij . Natural inclusion of R2×2 into R3×3 is given by
ı(M) :=
2∑
i,j=1
Mij(ei ⊗ ej) ,
where (e1, e2, e3) denotes the canonical basis of R3. By I we denote the identity matrix. If A ⊂ Rn, we
denote by 1A the characteristic function of the set A and by |A| its Lebesgue measure. If A and B are
subsets of Rn, by A B we mean that the closure A¯ is contained in the interior int(B) of B.
2.2 Variational functionals
In the sequel, let (hn)n∈N denotes a sequence which monotonically decreases to zero, A ⊂ ω be an open
subset and M ∈ S(ω). Recall the definition of the variational functionals from the Introduction, which
resemble the definition of lower and upper Γ-limits:
Definition 2.1.
K−(hn)(M , A) = inf
{
lim inf
n→∞
∫
Ω
Qhn(x, ı(M1A×I) +∇hnψhn)dx | (11)
(ψhn)n ⊂ H1(Ω,R3), (ψhn1 , ψhn2 , hnψhn3 )→ 0 strongly in L2(Ω,R3)
}
;
K+(hn)(M , A) = inf
{
lim sup
n→∞
∫
Ω
Qhn(x, ı(M1A×I) +∇hnψhn)dx | (12)
(ψhn)n ⊂ H1(Ω,R3), (ψhn1 , ψhn2 , hnψhn3 )→ 0 strongly in L2(Ω,R3)
}
.
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The above infimization is taken over all sequences of vector fields (ψhn)n ⊂ H1(Ω,R3) such that
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0 strongly in the L2-topology. From the definition it immediately follows
K±(hn)(M1A×I , ω) = K
±
(hn)
(M , A), for all M ∈ S(ω), A ⊂ ω open. (13)
Remark 2.1. (a) Let N (0) denotes the family of all neighbourhoods of 0 in the strong L2-topology, then we
have the standard characterizations:
K−(hn)(M , A) = supU⊂N (0)
lim inf
n→∞ Khn(M , A,U) ; (14)
K+(hn)(M , A) = supU⊂N (0)
lim sup
n→∞
Khn(M , A,U) ,
where
Khn(M , A,U) = inf
ψ∈H1(Ω,R3)
(ψ1,ψ2,hnψ3)∈U
∫
Ω
Qhn(x, ı(M1A) +∇hnψ)dx . (15)
(b) Using the standard diagonalization argument, one can prove that infima in (11) and (12) are actually
attained.
(c) Additionally one can assume that the test sequences are equal to zero on ∂ω × I. It can be easily seen
that this does not change the proof of Lemma 2.1 (see Remark 2.2).
(d) The following definitions are given in [18, 25]
K˜−(hn)(M , A) = inf
{
lim inf
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhn)dx | (ψhn)n ⊂ H1(A× I,R3)
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(A× I,R3)
}
;
K˜+(hn)(M , A) = inf
{
lim sup
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhn)dx | (ψhn)n ⊂ H1(A× I,R3)
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(A× I,R3)
}
.
Here we used Definition 2.1 in order to include perforated domains and domains with defects (see Remark
2.7). In the case when the coercivity condition (2) holds, these two definitions are equivalent, and relation
(14) remains valid with (after replacing K±(hn) with K˜
±
(hn)
)
K˜hn(M , A,U) = inf
ψ∈H1(A×I,R3)
(ψ1,ψ2,hnψ3)∈U
∫
A×I
Qhn(x, ı(M) +∇hnψ)dx .
One can additionally assume zero boundary condition for test functions in the case when A ⊂ ω has
Lipschitz boundary. In [25] K˜−(hn)(M , A) and K˜
+
(hn)
(M , A) were defined for every M ∈ L2(Ω), but here
we restrict the definition to the set of possible weak limits S(ω) (in the first variable).
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Obviously, K−(hn)(M , A) ≤ K
+
(hn)
(M , A). The equality can be proven in the similar way as in [25, Lemma
3.7(a)], but on a subsequence of (hn)n, and we will give the sketch of the proof. The basic novelty, given
in [18, 25], compared with standard Γ-convergence techniques, consists in separating the fixed limit field M
from the relaxation field given by the sequence (ψhn) (correctors) and exploring the functional which has
this additional variable (the set of possible weak limits). This enables us to give an abstract definition of
the energy and to prove that it possesses a quadratic energy density (see Lemma 2.1 and Proposition 2.2).
One of the key properties, which also exploits this separation property, is the continuity of functionals K±(hn)
with respect to the first variable (see the proof of Lemma A.9 in the appendix, cf. also [25, Lemma 3.4]):∣∣∣K±(hn)(M1, A)−K±(hn)(M2, A)∣∣∣ ≤ C(α, β)‖M1 −M2‖L2 (‖M1‖L2 + ‖M2‖L2) , ∀M1 ,M2 ∈ S(ω) . (16)
In the following we state the key operating lemma.
Lemma 2.1. Under the coercivity and uniform boundedness assumption (2), for every sequence (hn)n,
hn ↓ 0, there exists a subsequence, still denoted by (hn)n, which satisfies
K(hn)(M , A) := K−(hn)(M , A) = K
+
(hn)
(M , A) , ∀M ∈ S(ω) , ∀A ⊂ ω open.
For every M ∈ S(ω) there exists a sequence of correctors (ψhn)n ⊂ H1(Ω,R3), (ψhn1 , ψhn2 , hnψhn3 ) → 0
strongly in the L2-norm and such that for every open A ⊂ ω we have
K(hn)(M , A) = limn→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhn)dx , (17)
and the following properties hold:
(a) the following decomposition is satisfied
ψhn(x) =

0
0
ϕhn(x′)
hn
− x3( ∇′ϕhn(x′)0
)
+ ψ˜
hn
, (18)
i.e.,
sym∇hnψhn = −x3ı(∇′2ϕhn) + sym∇hnψ˜
hn
, (19)
where
ϕhn → 0 strongly in H1(ω) , ψ˜hn → 0 strongly in L2(Ω,R3) , and
lim sup
n→∞
(
‖ϕhn‖H2 + ‖∇hnψ˜
hn‖L2
)
≤ C(Ω)(‖M‖2L2 + 1) ,
for some C(Ω) > 0;
(b) sequence (| sym∇hnψhn |2)n is equi-integrable;
(c) for every M ∈ S(ω) and A ⊂ ω open it holds
K(hn)(M , A) = K˜(hn)(M , A) := K˜−(hn)(M , A) = K˜
+
(hn)
(M , A) ;
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(d) if for M ∈ S(ω) a sequence (ζhn)n ⊂ H1(Ω,R3) satisfies (17) for A = ω and (ζhn1 , ζhn2 , hnζhn3 ) → 0
strongly in the L2-norm, then
‖ sym∇hnζhn − sym∇hnψhn‖L2 → 0 .
The lemma can be proved by adapting the proof of [18, Lemma 2.9]. Below we give simple proof, which can
be easily adapted to perforated domains and domains with defects.
Proof. Take a countable set {M j}j∈N ⊂ S(ω), which is dense in S(ω) in the L2-norm. Without loss
of generality we assume that ω has smooth boundary. In the case when this is not satisfied we simply
take ω˜ ⊃ ω with smooth boundary and extend each Qhn on ω˜\ω by a constant quadratic form that satisfies
coercivity and boundedness property. By a diagonal argument one can construct a subsequence, still denoted
by (hn)n, such that on the subsequence we have
K(hn)(M j , ω) := K−(hn)(M j , ω) = K
+
(hn)
(M j , ω) , ∀j ∈ N , (20)
and such that the equality (17) (for A = ω) is valid for some sequence of correctors (ψhnMj )n ⊂ H1(Ω,R3)
which satisfies (ψhnMj ,1, ψ
hn
Mj ,2
, hnψ
hn
Mj ,3
)→ 0 strongly in L2. Using the Griso’s decomposition we can assume
that they satisfy the property (a) (see Lemma A.5). This possibly requires a change of the sequence of
correctors. By inequality (16) it follows that
K(hn)(M , ω) := K−(hn)(M , ω) = K
+
(hn)
(M , ω) , ∀M ∈ S(ω) , (21)
and by the definition of K+(hn) we can find a sequence of correctors (ψ
hn
M )n ⊂ H1(Ω,R3), which satisfies
(ψhnM ,1, ψ
hn
M ,2, hnψ
hn
M ,3) → 0 strongly in L2. Firstly, we prove equality (17) for A ⊂ ω open with |∂A| = 0
or |∂A| > 0 and M = 0 on ∂A × I. Suppose that the equality is not satisfied, then take an arbitrary
subsequence of (hn)n, still denoted by (hn)n, such that there exists
lim
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhnM )dx . (22)
Notice that from the definition of K(hn), by testing with zero functions and using (2), we can assume that
for every n ∈ N
‖ sym∇hnψhnM‖L2 ≤ C(α, β)‖M‖L2 . (23)
Applying the Griso’s decompostion and replacing the sequence of correctors, we obtain the decomposition in
(a). Next, using Lemma A.7 and Lemma A.8 from Appendix, we replace (on a subsequence) second gradients
and scaled gradients by the corresponding equi-integrable sequences, and form the sequence of correctors
(ψ¯
hn
M )n ⊂ H1(Ω,R3) according to (18). Notice that for the new sequence we have the following properties:
(| sym∇hnψ¯hnM |2)n is equi-integrable and |{sym∇hnψ¯hnM 6= sym∇hnψhnM}| → 0 as n→∞ . (24)
As a consequence of (24), on every subsequence, still denoted by (hn)n, where the limits exist, the following
inequalities hold:
lim
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψ¯hnM )dx ≤ lim
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhnM )dx ; (25)
lim
n→∞
∫
(ω\A¯)×I
Qhn(x, ı(M) +∇hnψ¯hnM )dx ≤ lim
n→∞
∫
(ω\A¯)×I
Qhn(x, ı(M) +∇hnψhnM )dx ; (26)
lim
n→∞
∫
∂A×I
Qhn(x, ı(M) +∇hnψ¯hnM )dx ≤ lim
n→∞
∫
∂A×I
Qhn(x, ı(M) +∇hnψhnM )dx . (27)
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From these relations, using the definition of K(hn)(M , ω), we conclude equalities in (25)–(27). Using Lemma
A.6 from Appendix, we truncate the sequence (ψ¯
hn
M )n in set A × I such that the new sequence, denoted
by (ψ¯
hn
0,M )n, equals zero in a neighbourhood of ∂A × I and zero value is assigned outside A × I. Next, we
perform another truncation of the sequence (ψ¯
hn
M )n, but now in set (ω\A¯)× I, such that the new sequence,
denoted by (ψ¯
0,hn
M )n equals zero in a neighbourhood of ∂(ω\A¯)× I and zero value is assigned in A¯. By the
definition of K(hn)(M , A) and by testing with (ψ¯hn0,M )n we conclude
K(hn)(M , A) ≤ limn→∞
∫
A×I
Qhn(x, ı(M) +∇hnψ¯hn0,M )dx = lim
n→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhnM )dx . (28)
Further on we take a sequence of correctors (on a subsequence) for MA := M1A×I , denoted by ψhnMA , find
the equi-integrable substitution and perform the truncation (in set A× I in a neighbourhood of ∂A× I) to
obtain the new sequence of correctors (ψ¯
hn
MA)n. Assigning the zero value outside of A× I we easily conclude
that (on a subsequence)
K(hn)(M , A) = limn→∞
∫
A×I
Qhn(x, ı(M) +∇hnψ¯hnMA)dx .
Define the new sequence of correctors by
ψ˙
hn
M (x) =

ψ¯hnMA(x) , if x ∈ A× I ;
ψ¯0,hnM (x) , if x ∈ (ω\A¯)× I ;
0 , if x ∈ ∂A× I .
If the strict inequality in (28) would hold, then we would have (because M1∂A×I = 0 for a.e. x ∈ Ω)
lim
n→∞
∫
Ω
Qhn(x, ı(M) +∇hnψ˙
hn
M )dx < K(hn)(M , ω) ,
which would yield a contradiction. The final claim is the consequence of the arbitrariness of the subsequence,
which we chose such that the limit (22) exists. Notice that on the way, as a consequence of minimality, we
also proved that
lim
n→∞
∫
(ω\A)×I
Qhn(x, ı(M) +∇hnψhnMA)dx = 0 , (29)
for every sequence of correctors (ψhnMA)n∈N ⊂ H1(Ω,R3) for MA, where A ⊂ ω open. Namely, we can again
take an arbitrary convergent subsequence, replace the correctors with equi-integrable sequences, perform the
truncation in a neighbourhood of ∂A and assign values zero outside of A. This would provide the argument
in the same way as above. The property (b) is a consequence of the minimality property in the definition
of K(hn), see [18, Lemma 2.9] (the proof uses the pointwise coercivity in (2)). From the equi-integrability
property it follows that equality (17) is valid for every A ⊂ ω open and M ∈ S(ω). To prove (c) we conclude
as follows. Firstly, from (17) and (29) it follows that K˜+(hn)(M , A) ≤ K(hn)(M , A). Next we prove that
K˜−(hn)(M , A) ≥ K(hn)(M , A). If A ⊂ ω has C1,1 boundary, then one can take a sequence of test functions
for K˜−(hn)(M , A) and replace it in the same way as above to conclude the inequality. If A ⊂ ω is an arbitrary
open set, then from the definition of K˜±(hn), we can easily conclude that
K˜−(hn)(M1D×I , A) = K˜
+
(hn)
(M1D×I , A) = K(hn)(M , D) , ∀M ∈ S(ω), ∀D  A , D with C1,1 boundary,
10
(for more details see beginning of the proof of [25, Lemma 3.7]). From the latter, utilizing inequality (16)
for K(hn) and K˜±(hn), which can be proved analogously, and (13) we conclude the claim (c). For the property
(d), see the proof of [18, Lemma 2.9].
Remark 2.2. One can, by the truncation argument if necessary, assume that for every M ∈ S(ω), n ∈ N,
ψhn = 0 in a neighbourhood of ∂ω×I, i.e. ϕhn = 0 in a neighbourhood of ∂ω and ψ˜hn = 0 in a neighbourhood
of ∂ω×I. To see that, one can first take such correctors for a countable set {M j} ⊂ S(ω), as at the beginning
of the previous proof, then using the diagonalization argument and inequality (16) construct a sequence of
correctors for every M ∈ S(ω), which consists of correctors for the sequence {M j} (see [18, Lemma 2.10]).
We make the following assumption on which we will refer when necessary.
Assumption 2.1. For a sequence (hn)n monotonically decreasing to zero we assume that it satisfies the
claim of Lemma 2.1.
Remark 2.3. Assuming the Assumption 2.1 and using the representation (17), for every M ∈ S(ω) we
easily deduce the following:
a) K(hn)(M , ·) is subadditive on open subsets of ω, i.e. K(hn)(M , A) ≤ K(hn)(M , A1) + K(hn)(M , A2) for
all open sets A, A1, A2 ⊂ ω with A ⊂ A1 ∪A2;
b) K(hn)(M , ·) is superadditive on open subsets of ω, i.e. K(hn)(M , A) ≥ K(hn)(M , A1) +K(hn)(M , A2) for
all open sets A, A1, A2 ⊂ ω with A1 ∪A2 ⊂ A and A1 ∩A2 = ∅;
c) K(hn)(M , ·) is monotone, i.e. K(hn)(M , A1) ≤ K(hn)(M , A2), for all open sets A1 ⊂ A2 ⊂ ω, and inner
regular, i.e.
K(hn)(M , A) = sup{K(hn)(M , B) : B  A , B open} , ∀A ⊂ ω open .
These properties imply that there exists a Borel measure µM : B → [0,+∞], on the family B of Borel subsets
of ω, such that K(hn)(M , A) = µM (A) for every open set A ⊂ ω (see [9, Theorem 14.23]). Moreover, the
following properties of K(hn)(·, ·) are easily deduced (see also the proof of [25, Lemma 3.7]):
d) (homogeneity)
K(hn)(tM , A) = t2K(hn)(M , A), ∀t ∈ R , ∀A ⊂ ω open , ∀M ∈ S(ω) ;
e) (paralelogram inequality)
K(hn)(M1 +M2, A) +K(hn)(M1 −M2, A) ≤ 2K(hn)(M1, A) + 2K(hn)(M2, A) ,
∀A ⊂ ω open , ∀M1,M2 ∈ S(ω) .
Finally, we provide the result on integral representation of the variational functional, whose proof follows
the lines of the proof of [25, Proposition 2.9], hence we omit it here. The key properties for proving that the
energy density is a quadratic form are d) and f) from the above remark.
Proposition 2.2 (Integral representation of K(hn)). Let (hn)n, hn ↓ 0, satisfies Assumption 2.1. There
exists a map Q0 : ω × R2×2sym × R2×2sym → R (depending on (hn)n) such that for every open subset A ⊂ ω and
every M ∈ S(ω)
K(hn)(M , A) =
∫
A
Q0(x′,M1(x′),M2(x′)) dx′ . (30)
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Moreover, for a.e. x′ ∈ ω, Q0(x′, ·, ·) is uniformly bounded and coercive quadratic form satisfying
(coercivity)
α
12
(| symM1|2 + | symM2|2) ≤ Q0(x′,M1,M2) ; (31)
(uniform boundedness) Q0(x′,M1,M2) ≤ β(| symM1|2 + | symM2|2) ,
∀M1,M2 ∈ R2×2 , for a.e. x′ ∈ ω .
Remark 2.4. It is enough to prove equality (30) on countable dense families of open C1,1 subsets of ω and
symmetric 2× 2 matrices. In fact this will be used in Section 4 in the characterization of the Γ-closure.
Remark 2.5. Based on expression (17), one can easily conclude what would be the appropriate periodic or
ergodic cell formula (cf. [25, Section 4], see also [7])), by using respectively two-scale and stochastic two-scale
convergence.
2.3 Perforated domains and domains with defects
An important application issue is relaxation of the pointwise a.e. coercivity condition from (2) and motivation
for that is to include, for example, perforated domains or domains with defects into our framework. The
situation we have in mind is when the coercivity condition is satisfied a.e. only on a subset Shn ⊂ Ω and
part of the domain Ω\Shn has defects. To be more precise we make the following technical assumption.
Assumption 2.2. For every n ∈ N, there exists a subdomain Shn ⊂ Ω and an extension operator Ehn :
H1(Shn ,R3)→ H1(Ω,R3), which meet the following conditions (for ψ ∈ H1(Shn ,R3) , resp. ψ ∈ H1(Ω,R3),
we denote by ψE
hn
= Ehnψ, resp. ψE
hn
= Ehn (ψ|Shn )):
(a) there exists α > 0, such that for every n ∈ N, M ∈ S(ω) and ψ ∈ H1(Ω,R3)
α‖M + sym∇hnψ‖2L2(Shn ) ≤
∫
Ω
Qhn(x, ı(M) +∇hnψ)dx ;
(b)
ψE
hn |Shn = ψ|Shn , ∀ψ ∈ H1(Shn ,R3) ;
(c)
‖ sym∇hnψE
hn ‖L2(Ω) ≤ C(Ω)‖ sym∇hnψ‖L2(Shn ) , ∀ψ ∈ H1(Shn ,R3) ;
(d) for every sequence (ψhn)n ⊂ H1(Ω,R3) such that
(
‖ sym∇hnψhn‖L2(Shn )
)
n
is bounded,
‖(ψhn1 , ψhn2 , hnψhn3 )‖L2 → 0 =⇒
∥∥∥(ψEhn1 , ψEhn2 , hnψEhn3 )∥∥∥
L2
→ 0 ;
(e) for every M ∈ S(ω) and (ψhn)n ⊂ H1(Ω,R3), such that ‖(ψhn , ψhn , hnψhn)‖L2 → 0 it holds
lim sup
n→∞
(∫
Ω
Qhn(x, ı(M) +∇hnψhn)dx−
∫
Ω
Qhn
(
x, ı(M) +∇hnψE
hn
)
dx
)
≤ 0 .
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Remark 2.6. As a consequence of (a), (b) and (d), for every M1,M2 ∈ S(ω) and every A ⊂ ω open we
have ∣∣∣K±(hn)(M1, A)−K±(hn)(M2, A)∣∣∣ ≤ C(Ω)‖M1 −M2‖L2 (‖M1‖L2 + ‖M2‖L2) .
To see this, notice that in Definition 2.1 of K±(hn), we can replace the sequence of test functions (ψ
hn)n ⊂
H1(Ω,R3) by the sequence (ψE
hn
)n. Then, equality (14) is valid with the following definition of Khn(M , A,U):
Khn(M , A,U) = inf
ψ∈H1(Ω,R3)(
ψE
hn
1 ,ψ
Ehn
2 ,hnψ
Ehn
3
)
∈U
∫
Ω
Qhn(x, ı(M1A) +∇hnψ)dx .
To conclude the above inequality, one simply has to follow the proof of Lemma A.9 form Appendix.
Example 2.1. We assume that inside of the domain Ωhn there is a sequence of disjoint circular defects
{Bihn := B(xihn , rihn)}∞i=1 and that there exists a constant c > 1 such that for every i ∈ N we have Kihn :=
cBihn\Bihn ⊆ Ωhn , where cBihn = B(xihn , crihn). Furthermore, we assume that every x ∈ Ωhn is contained
in at most N balls of the sequence {cBihn}∞i=1. Denote by Rhn : R3 → R3 the mapping Rhn(x1, x2, x3) =
(x1, x2,
x3
hn
) and by Rhn its inverse. For i ∈ N, define the sets Ki,hn = RhnKihn and in the similar way
define Bi,hn , cBi,hn . The regular set in Ω = RhnΩhn is defined by S
hn = Ω\∪∞i=1Bihn , where we assume the
uniform boundedness and coercivity assumption from (2) for a.e. x ∈ Shn . On Ω\Shn we assume only the
uniform boundedness condition with β = κn for a.e. x ∈ Ω\Shn and κn → 0.
In the sequel, we explain construction of the extension operator. Denote by K1 = B(0, c)\B(0, 1). Using
[21, Lemma 4.1], there exists a linear operator P : H1
(
K1,R3
) → H1 (B(0, c),R3) and C > 0 such that
‖Pw‖H1 ≤ C
(‖w‖L2(K1) + ‖ sym∇w‖L2(K1)) ; (32)
‖∇(Pw)‖L2 ≤ C‖∇(Pw)‖L2(K1) ; (33)
‖ sym∇(Pw)‖L2 ≤ C‖ sym∇(Pw)‖L2(K1) . (34)
Using the operator P , define by rescaling and translation operators P ihn : H
1(Kihn ,R
3) → H1(Bihn ,R3),
i ∈ N. Define operators P i,hn : H1(Ki,hn ,R3) → H1(Bi,hn ,R3) by rescaling naturaly the operators P ihn :
for ψ ∈ H1(Ki,hn ,R3), set P i,hnψ = P ihn(ψ ◦ Rhn) ◦ Rhn . Finally, define the extension operator Ehn :
H1(Shn ,R3)→ H1(Ω,R3), such that for every i ∈ N,
Ehnψ|Bi,hn = P i,hnψ , ∀ψ ∈ H1(Shn ,R3) .
We want to prove that the operator Ehn meets conditions (b)-(e) from Assumption 2.2. Condition (b) is
direct, and (c) is a consequence of (34) and the fact that every x ∈ Ωhn is contained in at most N balls of
the sequence {cBihn}∞i=1. Condition (e) is a consequence of (c) and the fact that κn → 0. To prove (d), we
proceed as follows. Integrating the Korn’s inequality with the boundary condition (61) from 1 to c, we obtain
that there exists a constant C > 0, such that
‖w‖2L2(B(0,1)) ≤ C
(
‖w‖2L2(K1)) + ‖ sym∇w‖2L2(B(0,c))
)
, ∀w ∈ H1(B(0, c),R3) .
After rescaling on cBihn , for every i ∈ N and hn we obtain
‖ψ‖2L2(Bihn ) ≤ C
(
‖ψ‖2L2(Kihn ) + (r
i
hn)
2‖ sym∇ψ‖2L2(cBihn )
)
, ∀ψ ∈ H1(cBihn ,R3) .
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Rescaling once again by Rhn on Ω, for every i ∈ N, and hn we obtain
‖ψ‖2L2(Bi,hn ) ≤ C
(
‖ψ‖2L2(Ki,hn ) + (rihn)2‖ sym∇hnψ‖2L2(cBi,hn )
)
, ∀ψ ∈ H1(cBi,hn ,R3) . (35)
Notice that ∀i ∈ N it holds rihn < hn. From (35), property (c) and the fact that (ψhn1 , ψhn2 ) → 0 strongly in
the L2-norm, we easily conclude that (ψE
hn
1 , ψ
Ehn
2 ) → 0 strongly in the L2-norm. It remains to show that
hnψ
Ehn
3 → 0 strongly in the L2-norm. Define ψˆE
hn
3 and ψ¯
Ehn
3 by
ψˆE
hn
3 =
∫
I
ψE
hn
3 dx3 , ψ¯
Ehn
3 = ψ
Ehn
3 − ψˆE
hn
3 .
First, we use the property (b) and the Griso’s decomposition of ψE
hn
(see (62)) to conclude from (64) (see
also (65)) that ∂α(hnψˆ
Ehn
3 ) → 0 strongly in the L2-norm for α = 1, 2. Since from (64) we easily obtain
that ∂i(hnψ¯
Ehn
3 ) → 0 strongly in the L2-norm for i = 1, 2, 3, we have that ∂i(hnψE
hn
3 ) → 0 strongly in the
L2-norm. The final claim follows from the fact that there exists a constant C > 0, such that ∀i ∈ N and ∀hn
‖η‖2L2(Bihn ) ≤ C
(
‖η‖2L2(Kihn ) + (r
i
hn)
2‖∇η‖2L2(cBihn )
)
, ∀η ∈ H1(cBihn) , (36)
which can be proved analogously as (35), and the fact that hnψ
hn
3 → 0 strongly in the L2-norm. Observe
that, although we assumed circular defects above, the only important thing is to control the geometry of parts
with defects, i.e. to have a control over constants in the expressions (34),(35), (36). Thus, other geometries
of defects are also possible (see Figure 1).
h
(a)
B1
K1
(b)
B2
K2
(c)
Figure 1: (a) Thin domain with defects. (b) Extension operator of type I. (c) Extension operator of type II.
Example 2.2. With an analogous analysis as in the previous example, one can analyze thin domain with
oscillatory boundary (see Figure 2a). Here we assume that the size of oscillations ε ≤ h. The extension
operator can be constructed in a similar way as before, using the extension operator P : H1(Q1,R3) →
H1(Q,R3), where Q = Q1 ∪Q2.
We now state a lemma for domains with defects, which is analogous to Lemma 2.1.
Lemma 2.3. Under the uniform boundedness assumption from (2) and the Assumption 2.2, for every
sequence (hn)n, hn ↓ 0, there exists a subsequence, still denoted by (hn)n, which satisfies
K(hn)(M , A) := K−(hn)(M , A) = K
+
(hn)
(M , A) , ∀M ∈ S(ω) , ∀A ⊂ ω open .
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ε
(a)
Q1
Q2
(b)
Figure 2: (a) Thin domain with oscillatory boundary. (b) Extension operator.
For every M ∈ S(ω), there exists a sequence of correctors (ψhn)n ⊂ H1(Ω,R3), (ψhn1 , ψhn2 , hnψhn3 ) → 0
strongly in the L2-norm, and for every open subset A ⊂ ω, which satisfies M1∂A×I = 0 for a.e. x ∈ Ω, we
have
K(hn)(M , A) = limn→∞
∫
A×I
Qhn(x, ı(M) +∇hnψhn)dx . (37)
In the case when M1∂A×I 6= 0, we can only conclude that the left-hand side is less or equal to the right-hand
side in (37). The following properties hold:
(a) the following decomposition holds:
ψhn(x) =

0
0
ϕhn(x′)
hn
− x3( ∇′ϕhn(x′)0
)
+ ψ˜
hn
,
i.e.
sym∇hnψhn = −x3ı(∇′2ϕhn) + sym∇hnψ˜
hn
,
where
ϕhn → 0 strongly in H1(ω) , ψ˜hn → 0 strongly in L2(Ω,R3) , and
lim sup
n→∞
(
‖ϕhn‖H2 + ‖∇hnψ˜
hn‖L2
)
≤ C(Ω)(‖M‖2L2 + 1) ,
for some C(Ω) > 0;
(b) for every subseqeunce, still denoted by (hn)n, one can change the sequence of correctors, if necessary, on
a further subsequence (possibly depending on M), such that the sequences (|∇′ϕhn |2)n and (|∇hnψ˜
hn |2)n
are equi-integrable, i.e. the sequence (| sym∇hnψhn |2)n is equi-integrable. On that subsequence for the
changed correctors, formula (37) is valid for every open subset A ⊂ ω.
(c) for every M ∈ S(ω) and A ⊂ ω open, we have
K˜−(hn)(M , A) ≤ K˜
+
(hn)
(M , A) ≤ K(hn)(M , A) .
Proof. The proof follows the lines of the proof of Lemma 2.1, after replacing the sequence of test functions
(ψhnM )n ⊂ H1(Ω,Rn) by (ψE
hn
M )n ⊂ H1(Ω,Rn) and using Remark 2.6. The validity of statements (b), (c) and
(d) from Lemma 2.1 cannot be concluded, since there the pointwise a.e. coercivity was used. However, weaker
statements for the equi-integrability and relation between K˜−(hn), K˜
+
(hn)
,K(hn) can be concluded without the
pointwise coercivity, in the same way as in the proof of Lemma 2.1.
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Remark 2.7. The main obstruction in proving equality in (c) is that from the definition of K˜±(hn), one
cannot conclude that the minimizing sequence has bounded symmetric scaled gradients and thus, one cannot
perform the analysis analogous to the one given in [25]. On the other hand, the definition of K±(hn) takes the
whole domain Ω into account, where an extension operator exists, and thus, is more suitable for domains
with defects.
Remark 2.8. Validaty of Remarks 2.2 and 2.3 can be easily checked in the same way as before, and the
claim of Proposition 2.2 is satisfied, but without the coercivity property in (31).
3 Convergence of functionals and proof of Theorem 1.1
3.1 Convergence of energy functionals
Here we precisely explain what we mean by Jhn(uhn) → J0(w, v) as n → ∞. First, let us introduce the
space of limiting displacements
U(ω) = {(w, v) : w ∈ H1Γd(ω,R2) , v ∈ H2Γd(ω)} .
Definition 3.1 (Convergence of displacements). We say that a sequence of displacement fields (uhn)n ⊂
H1Γd(Ω,R
3) converges to a pair of in-plane and out of-plane displacements (w, v) ∈ U(ω), in notation uhn →
(w, v), if there exists decomposition of uhn of the form
uhn(x) =
 w(x′)v(x′)
hn
− x3( ∇′v(x′)0
)
+ψhn(x) , (38)
where the corrector sequence (ψhn)n ⊂ H1Γd(Ω,R3) satisfies limn→∞(ψhn1 , ψhn2 , hnψhn3 ) = 0 in the L2-norm.
Remark 3.1. Otherwise stated, the above formulation means that (uhn1 , u
hn
2 )
T → w−x3∇′v and hnuhn3 → v
in the L2-norm as n→∞. This non-intuitive definition of convergence will be clarified in Section 3 below.
It is easy to check that the convergence is properly defined, i.e. the limit (if exists) is unique. Usually, in the
linearized elasticity one does the scaling of the unknowns (see, e.g. [8]) and then easily concludes that the
limit model is the Kirchoff-Love model (the first two terms in the expression (38)). However, here we prefer
not to scale the unknowns apriori. One of the basic reason is that we would then unnecessary introduce h in
the left hand side of (a). Moreover, Griso’s decomposition gives us all the information we need: the limit
field, which satisfies the Kirchoff-Love ansatz, and the corrector field.
Definition 3.2 (Convergence of energies). We say that a sequence of elastic energies (Jhn)n converges to
the limit energy J0 if for all (w, v) ∈ U(ω), the following two statements hold:
(i) (lim inf inequality) for every sequence (uhn)n ⊂ H1Γd(Ω,R3) converging to (w, v), in the sense of Defi-
nition 3.1,
lim inf
n→∞ Jhn(u
hn) ≥ J0(w, v) ;
(ii) (lim sup inequality) there exists a sequence (uhn)n ⊂ H1Γd(Ω,R3) converging to (w, v) such that
lim sup
n→∞
Jhn(uhn) ≤ J0(w, v) .
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Remark 3.2. Like in the standard Γ-convergence, condition (ii) from the previous definition can be rephrased
in terms of the existence of a recovery sequence, i.e. there exists a sequence (uhn)n ⊂ H1Γd(Ω,R3) converging
to (w, v) such that
J0(w, v) = lim
n→∞Jhn(u
hn) .
3.2 Compactness
Let (hn)n be a sequence of plate thickness and let (u
hn)n ⊂ H1Γd(Ω,R3) be a sequence of displacement fields,
which equal zero on Γd×I ⊂ ∂ω×I of strictly positive surface measure. Assume that (uhn)n is the sequence
of equi-bounded energies, i.e. lim supn→∞ Jhn(uhn) ≤ C <∞. Then the coercivity condition (2) implies the
equi-boundednes of the sequence of the symmetrized scaled gradients
lim sup
n→∞
‖ sym∇hnuhn‖L2 <∞ .
Applying Lemma A.4 from Appendix we obtain the compactness result.
3.3 Lower bound
Let (uhn)n ⊂ H1Γd(ω × I,R3) be the sequence of displacements of equi-bounded energies and (hn)n satisfies
Assumption 2.1 or Lemma 2.1. We decompose uhn (on a subsequence)
uhn(x) =
 w(x′)v(x′)
hn
− x3( ∇′v(x′)0
)
+ψhn(x).
wherew ∈ H1Γd(ω,R2) and v ∈ H2Γd(ω) are fixed horizontal and vertical displacemets and (ψhn1 , ψhn2 , hnψhn3 )→
0 in the L2-norm. The proof of lower bound immediately follows from the definition of the functional K(hn).
3.4 Construction of the recovery sequence
Let (w, v) ∈ U(ω) and (hn)n satisfies Assumption 2.1 or Lemma 2.3. Utilizing Lemma 2.1 (and Remark 2.2,
i.e., Rematk 2.8), there exist a sequence ψhn ⊂ H1(Ω,R3), such that ψhn = 0 on ∂ω×I, (ψhn1 , ψhn2 , hnψhn3 )→
0 in the L2-norm and∫
ω
Q0(x′, sym∇w,−∇′2v)dx′ = lim
n→∞
∫
ω×I
Qhn(x, ı(sym∇w − x3∇′2v) + sym∇hnψhn)dx .
Defining the sequence of displacements uhn by
uhn =
(
w
v
hn
)
− x3
( ∇′v
0
)
+ψhn ,
we have that uhn → (w, v) as n→∞ in the sense of Definition 3.1, and the previous identity implies
J0(w, v) = lim
n→∞Jhn(u
hn) ,
which finishes the proof.
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Remark 3.3. Analysis of the homogeneous isotropic plate (see [8]), after rescaling, reduces to the Γ-
convergence problem in the L2-topology. The limit energy density (written on 3D domain) depends on
sym∇(w − x3∇v), where w − x3∇v is (as above) the limit of first two components of the hn problem
(uhn1 , u
hn
2 ). Thus, the limit energy, although it contains the second gradients, can be interpreted as of the
same type as the starting one, but restricted to the appropriate space. This does not happen here, since in
the limit energy we cannot separate membrane energy (dependent on sym∇w) from the curvature energy
(dependent on ∇2v).
3.5 Adding lower order term with forces
It is relatively easy to include into the model and analyze external forces of the form (f1, f2, hnf3), which
corresponds to the standard scaling for plates in the context of linearized elasticity, see [8]. Define the energy
functional
J˜hn(uhn) =
∫
Ω
Qhn(x, sym∇hnuhn)dx−
∫
Ω
f · (uhn1 , uhn2 , hnuhn3 )dx . (39)
For the sequence of minimizers, denoted by (uhnm )n, one easily deduces, using the pointwise coercivity from
(2), Corollary A.3 and testing the functional J˜hn with zero function,
‖ sym∇hnuhnm ‖2L2 ≤ C‖(uhn1 , uhn2 , hnuhn3 )‖L2 ≤ C‖ sym∇hnuhnm ‖L2 . (40)
After obtaining the boundednes of the sequence
(‖ sym∇hnuhnm ‖L2)n, the analysis goes the same way as in
the previous section. The above analysis implies in the standard way that the minimizers of hn-problem
converge in the sense of Definition 3.1 (on a whole sequence) to the minimizer of the limit problem, when the
pointwise coercivity assumption from (2) is satisfied. The following assumption is needed for the convergence
of minimizers in the case when the pointwise coercivity assumption from (2) is not satisfied, but Assumption
2.2 is assumed.
Assumption 3.1. We assume the validity of Assumption 2.1 and that for Shn ⊂ Ω additionally the extension
operator Ehn : H1(Shn ,R3)→ H1(Ω,R3) satisfies the following conditions:
(a) ψ = 0 on Γd × I =⇒ ψE
hn
= 0 on Γd × I;
(b) 1Shn ⇀ θ ∈ L∞(Ω, [0, 1]);
(c) (f1, f2, hnf3)1Ω\Shn = 0 or for every sequence (uhn)n ⊂ H1Γd(Ω,R3), there exists a constant C > 0, such
that for every n ∈ N,∫
Ω
Qhn(x, sym∇hnuhn)dx ≤ C
(
‖(uhn1 , uhn2 , hnuhn3 )‖L2 + 1
)
=⇒ (uhn1 , uhn2 , hnuhn3 )−
(
uE
hn
1 , u
Ehn
2 , hnu
Ehn
3
)
→ 0 strongly in L2 .
The first assumption in (c) is satisfied in perforated domains, while the second one is satisfied in some defect
domains, which does not include the standard analysis of high contrast domains. Analyzing high contrast
domains would require different analysis (see [1], for the periodic case and two-scale convergence approach).
Example 3.1. We take the situation of Example 2.1 and the extension operator given there. Additionally,
we assume that the energy densities are pointwise coercive in part of the domain Ω\Shn with the constants
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εn, where εn → 0. The condition under which (c) from Assumption 3.1 is satisfied is that εn  rn :=
sup{rihn}i∈N (notice that high contrast appears when εn ∼ rn). Namely, using (35), we conclude that
‖u− uEhn ‖2L2 ≤ Cr2n‖ sym∇hn(u− uE
hn
)‖2L2(Ω\Shn ) , ∀u ∈ H1(Ω,R3) . (41)
Coercivity of the energy, Corollary A.3 from Appendix, property (c) of Assumption 2.2 and the above in-
equality imply
‖ sym∇hnuE
hn ‖2L2 + εn‖ sym∇hnu‖2L2(Ω\Shn ) ≤ C
(∥∥∥(uhn1 , uhn2 , hnuhn3 )∥∥∥
L2
+ 1
)
≤ C
(∥∥∥(uhn1 − uEhn1 , uhn2 − uEhn2 , hn (uhn3 − uEhn3 ))∥∥∥
L2
+ ‖(uEhn1 , uE
hn
2 , hnu
Ehn
3 )‖L2 + 1
)
≤ C
(
rn‖ sym∇hn(u− uE
hn
)‖L2(Ω\Shn ) + ‖ sym∇hnuE
hn ‖L2 + 1
)
≤ C
(
rn‖ sym∇hnu‖L2(Ω\Shn ) + ‖ sym∇hnuE
hn ‖L2 + 1
)
.
From the last inequality we conclude the boundedness of the sequences (‖ sym∇hnuE
hn ‖L2)n and
(εn‖ sym∇hnu‖2L2(Ω\Shn ))n. The first boundedness gives us the compactness result that we need (in the
analysis of convergence of minimizers), while the second one, together with estimate (41), gives that ‖u −
uE
hn ‖L2 → 0, which is stronger than the requirement (c) in Assumption 3.1.
The analysis of convergence of minimizers follows standard arguments of the Γ-convergence. To conclude
compactness for sequence of minimizers, one has to take the sequence of minimizers (uhnm )n for hn-problem
and look the sequence (uE
hn
m )n, which has bounded scaled symmetric gradients. In the first case of (c), we
have J˜hn(uhnm ) = J˜hn(uE
hn
m ) and the analysis proceeds in the same way as above. The term added to the
energy is of the form
−
∫
θ(f1w1 + f2w2 + f3v)dx .
In the second case, first we easily conclude by testing with zero function that the sequence of minimizers
satisfies the second condition in (c). In that way we have:(
uhnm,1, u
hn
m,2, hnu
hn
m,3
)
−
(
uE
hn
m,1 , u
Ehn
m,2 , hnu
Ehn
m,3
)
→ 0 strongly in L2 , (42)
J˜hn(uhnm ) =
∫
Ω
Qhn
(
x, sym∇hnuhnm
)
dx−
∫
Ω
(f1, f2, f3) ·
(
uE
hn
m,1 , u
Ehn
m,2 , hnu
Ehn
m,3
)
dx+ o(1) ,
where limn→∞ o(1) = 0. Using (a) and (c) from Assumption 2.2, we easily conclude that the sequence(
uE
hn
m
)
n
has bounded symmetrized scaled gradients in the L2-norm. To make the lower bound, one utilizes
a simple observation:∫
Ω
Qhn
(
x, sym∇hnuhnm
)
dx =
∫
Ω
Qhn
(
x, sym∇hnuE
hn
m + sym∇hn
(
uhnm − uE
hn
m
))
dx ,
uses (42), definition of the limit energy density Q0 and the analysis from the previous section.
Remark 3.4. In the analysis of bending rod or non-linear von Ka´rma´n plate, instead of Assumption 3.1, the
existence of another extension operator (besides the one from Assumption 2.2), denoted by E˜hn , is required.
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Namely, to obtain the compactness result, one needs from the order of forces h2 and h3, conclude that the
order of the term ‖ dist(∇hnyE˜
hn
m ,SO(3))‖2L2(Ω) is h2 and h4, respectively (cf. [12]). Here, (yE˜
hn
m )n denotes
a sequence of extended minimizers. In the following, we will very briefly discuss the analysis of the bending
perforated rod (we assume that Shn ⊆ Ω is filled with a material and the rest is empty). A detailed description
of the bending rod model is given for instance in [18], and the main tool in obtaining the compactness result
is the theorem on geometric rigidity [12]. If the thin domain can be covered with cubes of size hn, which
can have only finite number of different geometrical shapes with perforations, one can, using the theorem
on geometric rigidity, conclude that there exist a constant C > 0 and for each hn an extension operator
E˜hn : H1(Shn ,R3)→ H1(Ω,R3) satisfying:
‖yE˜hn ‖H1(Ω) ≤ C‖yhn‖H1(Shn ) , ∀yhn ∈ H1(Shn ,R3) ; (43)
‖∇hnyE˜
hn ‖L2(Ω) ≤ C‖∇hnyhn‖L2(Shn ) , ∀yhn ∈ H1(Shn ,R3) ; (44)∥∥∥dist(∇hnyE˜hn ,SO(3))∥∥∥
L2(Ω)
≤ C ∥∥dist (∇hnyhn ,SO(3))∥∥L2(Shn ) , ∀yhn ∈ H1(Shn ,R3) . (45)
The extension mapping can be constructed on the unit cube as the one that preserves affine mappings.
Applying the theorem on geometric rigidity, we then conclude (45). If one takes the forces of the form h2f ,
it is not difficult to conclude that the sequence of minimizers satisfies
lim sup
n→∞
∥∥∥dist(∇hnyE˜hnm ,SO(3))∥∥∥2
L2(Ω)
dx ≤ Ch2 ,
for some C > 0. The analysis then continues in the standard way, by analyzing the sequence (yE˜
hn
m )n.
3.6 Auxiliary claims
Results of this subsection, will be used in establishing the locality property of the Γ-closure. The arguments
follow the standard arguments of Γ-convergence. As in the next section we will assume the pointwise
coerciveness assumption from (2).
Lemma 3.1. Let D ⊂ R2 be open, bounded set having Lipschitz boundary and (hn)n satisfying Assumption
2.1. Let Qhn be a sequence of energy densities with the limit energy density Q0. Then for every M ∈ S(ω)
lim
n→∞ minψ∈H1(D×I,R3)
ψ=0 on ∂D×I
∫
D×I
Qhn(x, ı(M) +∇hnψ)dx
= min
w∈H10 (D,R2) ,
v∈H20 (D)
∫
D
Q0(x′,M1 + sym∇w,M2 −∇2v)dx′ .
Furthermore, for every r > 0 we have
lim inf
n→∞ minψ∈H1(D×I,R3)
ψ=0 on ∂D×I ,
‖(ψ1,ψ2,hnψ3)‖L2≤r
∫
D×I
Qhn(x, ı(M) +∇hnψ)dx
≥ min
w∈H10 (D,R2) , v∈H20 (D) ,
‖w‖2
L2
+‖v‖2
L2
≤r2
∫
D
Q0(x′,M1 + sym∇w,M2 −∇2v)dx′ .
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Proof. We prove the statements by means of the Γ-convergence. For a fixed M ∈ S(ω), take a minimizing
sequence (ψhn)n ⊂ H1(D × I,R3) with ψhn = 0 on ∂D × I satisfying∫
D×I
Qhn(x, ı(M) +∇hnψhn)dx = min
ψ∈H1(D×I,R3)
ψ=0 on ∂D×I
∫
D×I
Qhn(x, ı(M) +∇hnψ)dx .
Comparing with the zero function and using equi-boundednes and equi-coercivity of Qhn , we find the uniform
bound
‖ sym∇hnψhn‖L2 ≤ C‖M‖L2 , n ∈ N .
Applying Lemma A.4, there exist w ∈ H10 (D,R2), v ∈ H20 (D), and sequences (ϕhn)n ⊂ H20 (D), (ψ¯hn)n ⊂
H1(D × I,R3) satisfying
sym∇hnψhn = ı(sym∇′w − x3∇′2v) + sym∇hnψ¯hn
and (ψ¯hn1 , ψ¯
hn
2 , hnψ¯
hn
3 )→ 0 in the L2-norm as n→∞. From the definition of Q0 we obtain the lower bound
lim inf
n→∞ minψ∈H1(D×I,R3)
ψ=0 on ∂D×I
∫
D×I
Qhn(x, ı(M)+∇hnψ)dx ≥ min
w∈H10 (D,R2) ,
v∈H20 (D)
∫
D
Q0(x′,M1 +sym∇′w,M2−∇′2v)dx′ .
To prove the upper bound, take w0 ∈ H10 (D,R2) and v0 ∈ H20 (D) such that∫
D
Q0(x′,M1 + sym∇′w0,M2 −∇′2v0)dx′ = min
w∈H10 (D,R2) ,
v∈H20 (D)
∫
D
Q0(x′,M1 + sym∇′w,M2 −∇′2v)dx′ .
Using Lemma 2.1 (cf. Remark 2.2), there exists a subsequence of (hn)n (in the same notation) and a sequence
(ψhn)n ⊂ H1(D × I) such that ψhn = 0 on ∂D × I and∫
D
Q0(x′,M1+ sym∇′w0,M2 −∇′2v0)dx′
= lim
n→∞
∫
D×I
Qhn(x, ı(M + sym∇′w0 − x3∇′2v0) +∇hnψhn)dx
Defining
lhn =
(
w0
v0
hn
)
− x3
( ∇′v0
0
)
, n ∈ N ,
and noticing that lhn = 0 on ∂D × I and
sym∇hnlhn = ı(sym∇′w0 − x3∇′2v0) ,
we conclude
lim sup
n→∞
min
ψ∈H1(D×I,R3)
ψ=0 on ∂D×I
∫
D×I
Qhn(x, ı(M) +∇hnψ)dx
≤ lim sup
n→∞
∫
D×I
Qhn(x, ı(M) +∇hn(lhn +ψhn))dx
=
∫
D
Q0(x′,M1 + sym∇′w0,M2 −∇′2v0)dx′ ,
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which establishes the upper bound. The second statement follows the same way as the above proof of the
lower bound.
The statement of the following lemma is well known. Briefly, it states that the pointwise convergence of
quadratic forms implies the convergence of minimizers.
Lemma 3.2. Let D ⊂ R2 be open, bounded set having Lipschitz boundary and let Qn, Q : D × R2×2sym ×
R2×2sym → R, n ∈ N, be uniformly bounded and coercive quadratic forms satisfying limn→∞Qn(x′,M1,M2) =
Q(x′,M1,M2) for a.e. x′ ∈ D and for all M1,M2 ∈ R2×2sym. Then for arbitrary M1,M2 ∈ L2(D,R2×2sym)
lim
n→∞ minu∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Qn(x′,M1 + sym∇u,M2 −∇2v)dx′
= min
u∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Q(x′,M1 + sym∇u,M2 −∇2v)dx′ ,
where N (D) is a closed subset in weak H1(D,R2)×H2(D) topology satisfying
(u, v) ∈ N (D)⇒ ‖u‖H1 + ‖v‖H2 ≤ C(‖ symu‖L2 + ‖v‖L2) .
Moreover, if (un, vn)n are minimizers of
min
u∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Qn(x′,M1 + sym∇u,M2 −∇2v)dx′ ,
then we have ‖ sym∇(u− u˜)‖L2 → 0 and ‖∇2(vn − v˜)‖L2 → 0 as n→∞, where (u˜, v) are minimizers of
min
u∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Q(x′,M1 + sym∇u,M2 −∇2v)dx′ .
Proof. For the sake of brevity, assume M1 = M2 = 0. By the direct methods of the calculus of variations,
using the uniform coercivity and the Korn’s inequality, minima (un, vn) ∈ N (D) always exist:∫
D
Qn(x′, sym∇un,−∇2vn)dx′ = min
u∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Qn(x′, sym∇u,−∇2v)dx′ .
Let u˜ ∈ H1(D,R2) and v˜ ∈ H2(D) be weak limits of (un)n and (vn)n, respectively. For x′ ∈ D, let
An(x′) : R2×2sym×R2×2sym → R2×2sym×R2×2sym be the corresponding linear symmetric operator of the form Qn(x′, ·, ·)
satisfying
Qn(x′,M1,M2) = An(x′)(M1,M2) : (M1,M2) , ∀M1,M2 ∈ R2×2sym ,
and An(x′) be the corresponding operator of the form Q(x′, ·, ·). Note that An(x′), A(x′) are bounded and
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satisfy An(x′)→ A(x′) for a.e. x′ ∈ D. Therefore∫
D
Qn(x′, sym∇un,∇2vn)dx′ =
∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇u˜,∇2v˜)dx′ (46)
+ 2
∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇(un − u˜),∇2(vn − v˜))dx′
+
∫
D
An(x′)(sym∇(un − u˜),∇2(vn − v˜)) : (sym∇(un − u˜),∇2(vn − v˜))dx′
≥
∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇u˜,∇2v˜)dx′
+ 2
∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇(un − u˜),∇2(vn − v˜))dx′
+
α
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(‖ sym∇(un − u˜)‖2L2 + ‖∇2(vn − v˜)‖2L2) .
By the Lebesgue dominated convergence theorem∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇u˜,∇2v˜)dx′ →
∫
D
A(x′)(sym∇u˜,∇2v˜) : (sym∇u˜,∇2v˜)dx′ ,
as n → ∞. Using the strong convergence of operators An(x′) → A(x′) and the weak convergence of the
sequences (un)n and (vn)n, we conclude∫
D
An(x′)(sym∇u˜,∇2v˜) : (sym∇(un − u˜),∇2(vn − v˜))dx′ → 0 .
Thus,
lim inf
n→∞
∫
D
Qn(x′, sym∇un,∇2vn)dx′ ≥
∫
D
Q(x′, sym∇u˜,∇2v˜)dx′ ,
which shows the lower bound. The upper bound is trivial by simply using the constant sequences un = u˜
and vn = v˜. Along the same path we also proved that (u˜, v˜) are indeed minimizers of∫
D
Q(x′, sym∇u,∇2v)dx′ .
The strong convergence follows by going back to the inequality (46) and letting n→∞.
The following result is analogous to [4, Lemma 2.3].
Lemma 3.3. Let Q : ω × R2×2sym × R2×2sym → R be uniformly bounded and coercive quadratic functional and
(sm)m decreasing to zero sequence. Then for a.e. x
′
0 ∈ ω and arbitrary D ⊂ [0, 1]2, M1,M2 ∈ L2(D,R2×2sym),
lim
m→∞ minu∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Q(x′0 + smz
′,M1 + sym∇u,M2 −∇2v)dz′
= min
u∈H1(D,R2) , v∈H2(D) ,
(u,v)∈N (D)
∫
D
Q(x′0,M1 + sym∇u,M2 −∇2v)dz′ ,
where N (D) is from Lemma 3.2 above.
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Proof. Using Lemma 5.38 from [2], for a.e. x′0 ∈ ω, there exists a subsequence, still denoted by (sm)m, and
E ⊂ [0, 1]2 of measure zero such that
lim
m→∞Q(x
′
0 + smz
′, ·, ·) = Q(x′0, ·, ·)
locally uniformly in R2×2sym × R2×2sym for every z′ ∈ [0, 1]2\E. The statement then follows from Lemma 3.2.
4 Locality of Γ-closure
In this section we prove Theorem 1.2, which states that every effective energy density obtained by mixing N
different materials can be locally (in almost every point) recovered as pointwise limit of in-plane periodically
homogenized energy densities. We assume the pointwise uniform boundedness and coercivity condition (2).
First we recall the definition of variational functinals, which will be frequently used in the sequel.
Remark 4.1. Utilizing topological characterizations and Lemma 2.1 we have the following identities for
every A ⊂ ω with Lipschitz boundary (see Remark 2.1(d))
K(χhn )(M , A) = sup
U⊂N (0)
lim inf
n→∞ K˜χhn (M , A,U) = supU⊂N (0)
lim sup
n→∞
K˜χhn (M , A,U) ,
= sup
U⊂N (0)
lim inf
n→∞ K˜
0
χhn (M , A,U) = supU⊂N (0)
lim sup
n→∞
K˜0χhn (M , A,U) ,
where K˜χhn is as in Remark 2.1(a) and
K˜0χhn (M , A,U) = inf
ψ∈H1(A×I,R3)
(ψ1,ψ2,hnψ3)∈U
ψ=0 on ∂A×I
∫
A×I
Qχ
hn
(x, ı(M) + sym∇hnψ)dx . (47)
The following result, given in [4, Lemma 3.2], states that every effective energy density can be generated by
a sequence of mixtures of fixed volume portions.
Lemma 4.1. Let (χhn)n ⊂ XN (Ω) be a sequence of mixtures with limit energy density Q and assume
that χhn
∗
⇀ µ ∈ L∞(Ω, [0, 1]N ). There exists another sequence (χ˜hn)n ⊂ XN (Ω) such that χ˜hn ∗⇀ µ in
L∞(Ω, [0, 1]N ) and ∫
Ω
χ˜hni (x)dx = µ¯i , ∀n ∈ N , i = 1, . . . , N ,
where µ¯i =
∫
Ω
µi(x)dx. Moreover, the sequence of mixtures with fixed volume fractions (χ˜
hn)n has the same
limit energy density Q.
Proof. Proof of the existence of (χ˜hn)n follows [4, Lemma 3.2]. Construction is performed in such a way
that |{χhn 6= χ˜hn}| → 0. In order to prove that the limit energy density is the same, it is enough to see that
for every sequence (ψhn)n ⊂ H1(Ω,R3), such that (| sym∇hnψhn |2)n is equi-integrable, we have∣∣∣∣∫
Ω
Qχ
hn
(x, ı(M) + sym∇hnψhn) dx−
∫
Ω
Qχ˜
hn
(x, ı(M) + sym∇hnψhn) dx
∣∣∣∣ ≤
2β
∫
{χ˜hn 6=χhn}
|ι(M) + sym∇hnψhn |2dx→ 0 , ∀M ∈ S(ω) .
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Definition 4.1. For a sequence (hn)n monotonically decreasing to zero, θ ∈ [0, 1]N such that
∑N
i=1 θi = 1 and
Ω = ω×I with ω ⊂ R2, we define G(hn)θ (ω) as the set of all homogeneous quadratic forms Q : R2×2sym×R2×2sym → R
which are limit energy densities of a mixture (χhn)n ⊂ XN (Ω) satisfying:
∫
Ω
χhni (x)dx = θi and χ
hn ∗⇀ µ
in L∞(Ω, [0, 1]N ) for some µ ∈ L∞(I, [0, 1]N ) such that ∫
I
µi(x3)dx3 = θi, for all i = 1, . . . , N .
Remark 4.2. Note that G(hn)θ (ω) a priori depends on the sequence (hn)n, and at this point it is not clear
whether it is independent of (hn). We will prove that in the sequel.
Proposition 4.2. Let Ω = ω × I and Ω˜ = ω˜ × I, where ω, ω˜ ⊂ R2 open, bounded set having Lipschitz
boundary and s > 0 such that x′0 + sω˜ ⊂ ω for some x′0 ∈ ω. For any (hn)n, hn ↓ 0, and θ ∈ [0, 1]N we have
G(hn)θ (ω) ⊆ G(hn/s)θ (ω˜) . (48)
Proof. Let Q ∈ G(hn)θ (ω) be a homogeneous limit energy density of the sequence of mixtures (χhn)n of
fixed volume fractions θi satisfying χ
hn
i
∗
⇀ µi for some µ ∈ L∞(I, [0, 1]N ) such that
∫
I
µi(x3)dx3 = θi, for
i = 1, . . . , N . Define a new sequence of mixtures (χ˜h
′
n)n ⊂ XN (Ω˜), depending on the scaled sequence of
thickness h′n = hn/s, n ∈ N, by
χ˜h
′
n(y′, y3) = χhn(x′0 + sy
′, y3) , y ∈ Ω˜ .
For arbitrary φ ∈ L1(Ω˜), one easily concludes that ∫
Ω˜
χ˜
h′n
i (y)φ(y)dy →
∫
Ω˜
µi(y3)φ(y)dy, as n → ∞, hence
χ˜h
′
n
∗
⇀ µ in L∞(Ω˜, [0, 1]N ). Using the homogeneity of Q and the definition of K(χhn ), for arbitraryM1,M2 ∈
R2×2sym, we have
Q(M1,M2) =
1
s2|ω˜| K˜(χhn )(M1 + x3M2, x
′
0 + sω˜)
=
1
s2|ω˜| limr→0 lim infn→∞ infψ∈H1((x′0+sω˜)×I,R3),
(ψ1,ψ2,hnψ3)∈B(r,r)
∫
(x′0+sω˜)×I
Qχ
hn
(x, ı(M) +∇hnψ(x))dx
=
1
s2|ω˜| limr→0 lim supn→∞ infψ∈H1((x′0+sω˜)×I,R3),
(ψ1,ψ2,hnψ3)∈B(r,r)
∫
(x′0+sω˜)×I
Qχ
hn
(x, ı(M) +∇hnψ(x))dx .
Next, for ψ ∈ H1(Ω,R3) define ψ˜(y′, y3) = 1sψ(x′0 + sy′, y3) and note that ∇hnψ = ∇h′nψ˜. Changing
variables in the above integral yields
Q(M1,M2) =
1
|ω˜| limr→0 lim infn→∞ infψ˜∈H1(ω˜×I,R3),
(ψ˜1,ψ˜2,h
′
nψ˜3)∈B(r/s,r/s2)
∫
ω˜×I
Qχ˜
h′n
(y, ı(M) +∇h′nψ˜(y))dy
=
1
|ω˜| limr→0 lim supn→∞ infψ˜∈H1(ω˜×I,R3),
(ψ˜1,ψ˜2,h
′
nψ˜3)∈B(r/s,r/s2)
∫
ω˜×I
Qχ˜
h′n
(y, ı(M) +∇h′nψ˜(y))dy
=
1
|ω˜|K(χ˜h′n )(M1 + x3M2, ω˜).
Hence, (χ˜h
′
n)n has the same limit energy density Q. Finally, applying Lemma 4.1 we infer that Q ∈
G(h′n)θ (ω˜).
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Proposition 4.3. Let Ω = ω×I with ω ⊂ R2 open, bounded set having Lipschitz boundary, (hn)n a sequence,
hn ↓ 0, and θ ∈ [0, 1]N . Set G(hn)θ (ω) is closed.
Proof. Let (Qm)m ⊂ G(hn)θ (ω) be a sequence of homogeneous quadratic forms, Q its limit, and (χhn,m)n ⊂
XN (Ω) respective sequences of mixtures with limit energy densities Qm. Take an arbitrary M1,M2 ∈ R2×2sym
and A ⊂ ω open subset with Lipschitz boundary. By homogeneity of Qm and definition of K˜0χhn,m (cf. 47),
for arbitrary r > 0 we conclude
lim sup
n→∞
K˜0χhn,m(M1 + x3M2, A,B(r)) ≤ |A|Qm(M1,M2) ,
where B(r) denotes the ball of radius r > 0 around the origin in the strong L2-topology. Therefore,
lim sup
m→∞
lim sup
n→∞
K˜0χhn,m(M1 + x3M2, A,B(r)) ≤ |A|Q(M1,M2) . (49)
Applying Lemma 3.1 and using homogeneity and convexity of quadratic forms Qm, for arbitrary r > 0 we
obtain
lim inf
n→∞ K˜
0
χhn,m(M1 + x3M2, A,B(r)) ≥ min
w∈H10 (A,R2),
v∈H20 (A)
∫
A
Qm(M1 + sym∇′w,M2 −∇′2v)dx′
≥ |A|Qm(M1,M2) ,
which implies
lim inf
m→∞ lim infn→∞ K˜
0
χhn,m(M1 + x3M2, A,B(r)) ≥ |A|Q(M1,M2) . (50)
By assumption there exists a sequence (µm)m ⊂ L∞(I, [0, 1]N ) such that χhn,mi ∗⇀ µmi for every i =
1, . . . , N and m ∈ N. According to the Banach-Alaoglu theorem, there exists a subsequence still denoted by
(µm)m which weakly* converges to some µ ∈ L∞(I, [0, 1]N ). Next we take countable dense families: (Dk)k
of open Lipschitz subsets in ω; (M1,j ,M2,j)j ⊂ R2×2sym × R2×2sym; (φk)k ⊂ L1(Ω); monotonically decreasing to
zero sequence (rl)l; and define doubly indexed family (gn,m)n,m∈N by
gn,m =
∞∑
k=1
2−k min
{
max
i=1,...,N
∣∣∣∣∫
Ω
(
χhn,mi (x)− µmi (x3)
)
φk(x)dx
∣∣∣∣ , 1}
+
∞∑
j,k,l=1
2−j−k−l min
{∣∣∣∣ 1|Dk| K˜0χhn,m(M1,j + x3M2,j , Dk, B(rl))−Q(M1,j ,M2,j)
∣∣∣∣ , 1} .
The weak* convergence χhn,mi
∗
⇀ µmi for every i = 1, . . . , N and m ∈ N, and bounds (49) – (50) imply
lim infm→∞ lim infn→∞ gn,m = lim supm→∞ lim supn→∞ gn,m = 0. Utilizing the standard diagonalization
procedure (cf. [3, Lemma 1.15 and Corollary 1.16]), there exists an increasing function n 7→ m(n) such that
lim
n→∞ gn,m(n) = 0 .
Therefore, using µm
∗
⇀ µ, we obtain
lim
n→∞
∫
Ω
(
χ
hn,m(n)
i (x)− µi(x3)
)
φk(x)dx = 0 , ∀k ∈ N , i = 1, . . . , N , (51)
lim
n→∞
(
1
|Dk| K˜
0
χhn,m(n)(M1,j + x3M2,j , Dk, B(rl))−Q(M1,j ,M2,j)
)
= 0 , ∀j, k, l ∈ N . (52)
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It is important to note here that in the diagonalization procedure we do not need to pass on a subsequence
with respect to n. Defining χ˜hn := χhn,m(n), n ∈ N, we conclude from (51), using the density argument,
that χ˜hn
∗
⇀ µ in L∞(Ω, [0, 1]N ). Using (52) and the fact that
lim
l→∞
lim
n→∞ K˜
0
χ˜hn (M1,j + x3M2,j , Dk, B(rl)) = K(χ˜hn )(M1,j + x3M2,j , Dk) ,
again by the density argument for sets we conclude that Q is the limit energy density of the mixture
(χ˜hn)n ⊂ XN (Ω).
Proposition 4.4. For every (hn)n monotonically decreasing to zero we have G(hn)θ ([0, 1]2) = Pθ.
Proof. Obviously by construction Qθ ⊂ G(hn)θ ([0, 1]2), and by the closure property we have inclusion Pθ ⊆
G(hn)θ ([0, 1]2). On the other hand, let (χhn)n ⊂ XN ([0, 1]2 × I) such that
∫
[0,1]2×I χ
hn
i (z)dz = θi for i =
1, . . . , N , χhn
∗
⇀ µ ∈ L∞(I, [0, 1]N ), and χhn has the homogeneous limit energy density Q ∈ G(hn)θ ([0, 1]2).
Using the convexity of Q and applying Lemma 3.1, for every M1,M2 ∈ R2×2sym we obtain
Q(M1,M2) = min
w∈H1(T2,R2),
v∈H2(T2)
∫
T2
Q(M1 + sym∇′w,M2 −∇′2v)dx′
= lim
n→∞ minψ∈H1(T2×I,R3)
∫
T2×I
Qχ
hn
(x, ı(M1 + x3M2) +∇hnψ)dx
= lim
n→∞ minψ∈H1(T2×I,R3)
N∑
i=1
∫
Ahni
Qhni (x, ı(M1 + x3M2) +∇hnψ)dx ,
where for each n ∈ N, {Ahni }i=1,...,N is the partition of T2 × I. Thus, Q ∈ Pθ.
Remark 4.3. It is not strange that we can approximate the limit energy density by densities of the form Qγ
with arbitrary small γ’s (see (10)). Recall, the meaning of the parameter γ is γ = limh→0(h/ε(h)), where
ε(h) is the period of oscillations. Thus, by taking that period arbitrary large by multiplying it with a natural
number, we can make γ as small as we wish.
Corollary 4.5. G(hn)θ (ω) is independent of the sequence (hn)n and the set ω.
Proof. According to Proposition 4.2, there exist s1, s2 > 0, such that
G(hn/s1)θ ([0, 1]2) ⊆ G(hn)θ (ω) ⊆ G(hn/s2)θ ([0, 1]2) . (53)
Since, according to the previous proposition, G(hn)θ ([0, 1]2) does not depend on the sequence (hn)n, we have
equalities in (53) and the claim follows.
The following lemma is helpful for proving Theorem 1.2. We employ the following notation: Let (χhn)n ⊂
XN (Ω) be a sequence of mixtures, x′0 ∈ ω and (sm)m decreasing to zero sequence of positive numbers such
that x′0 + s1[0, 1]
2 ⊂ ω. Then for each sm, we denote by χhn,m(x′, x3) := χhn(x′0 + smx′, x3) the sequence in
XN ([0, 1]2 × I), where hn,m = hn/sm. Also, we define B(r1, r2) = {ψ ∈ H1(D × I,R3) : ‖(ψ1, ψ2)‖L2 ≤
r1 , ‖ψ3‖L2 ≤ r2}, for some D ⊂ [0, 1]2.
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Lemma 4.6. Let (χhn)n ⊂ XN (Ω) has the limit energy density Q. Then for almost every x′0 ∈ ω, every
D ⊂ [0, 1]2 of class C1,1, r > 0, and M1,M2 ∈ R2×2sym we have
Q(x′0,M1,M2) = lim inf
m→∞ lim infn→∞
1
|D| K˜
0
χhn,m
(M1 + x3M2, D,B(r, r))
= lim sup
m→∞
lim sup
n→∞
1
|D| K˜
0
χhn,m
(M1 + x3M2, D,B(r, r)).
Proof. Let M1,M2 ∈ R2×2sym. Take the sequence of minima (ψn,m)n ⊂ H1((x′0 + smD)× I,R3) such that for
every m ∈ N
K˜0χhn (M1 + x3M2, x′0 + smD,B(r1, r2)) =
∫
(x′0+smD)×I
Qχ
hn
(x, ı(M1 + x3M2) +∇hnψn,m)dx ,
ψn,m = 0 on ∂(x′0 + smD) × I, ‖(ψn,m1 , ψn,m2 )‖L2 ≤ r1, and ‖hnψn,m3 ‖L2 ≤ r2. For arbitrary m ∈ N and
ψ ∈ H1((x′0 + smD)× I,R3), define ψ˜(z′, z3) = 1smψ(x′0 + smz′, z3) ∈ H1(D × I,R3), and observe that
∇hn,mψ˜ = ∇hnψ .
Next, changing variables in the above integral, we obtain
K˜0χhn (M1 + x3M2, x′0 + smD,B(r, r)) = s2m
∫
D×I
Qχ
hn,m
(x, ı(M1 + x3M2) +∇hn,mψ˜
n,m
)dx
= s2mK0χhn,m (M1 + x3M2, D,B(r/sm, r/s2m)) .
Therefore, by the definition of K˜0χhn ,
lim sup
n→∞
K˜0
χhn,m
(M1 + x3M2, D,B(r, r)) = lim sup
n→∞
1
s2m
K˜0χhn (M1 + x3M2, x′0 + smD,B(smr, s2mr))
≤ 1
s2m
K˜(χhn )(M1 + x3M2, x′0 + smD)
=
1
s2m
∫
x′0+smD
Q(x′,M1,M2)dx′ =
∫
D
Q(x′0 + smx
′,M1,M2)dx′ .
Finally, for any x′0, Lebesgue point of Q, we get
lim sup
m→∞
lim sup
n→∞
K˜0
χhn,m
(M1 + x3M2, D,B(r, r)) ≤ |D|Q(x′0,M1,M2) .
On the other hand, using Lemma 3.1, we compute the lower bound as
lim inf
n→∞ K˜
0
χhn,m
(M1 + x3M2, D,B(r, r)) = lim inf
n→∞
1
s2m
K˜0χhn (M1 + x3M2, x′0 + smD,B(smr, s2mr))
≥ lim inf
n→∞
1
s2m
K˜0χhn (M1 + x3M2, x′0 + smD,B(∞,∞))
≥ min
w∈H10 (x′0+smD,R2),
v∈H20 (x′0+smD)
1
s2m
∫
x′0+smD
Q(x′,M1 + sym∇′w,M2 −∇′2v)dx′
= min
w∈H10 (D,R2),
v∈H20 (D)
∫
D
Q(x′0 + smx
′,M1 + sym∇′w,M2 −∇′2v)dx′ .
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Applying Corollary 3.3, for a.e. x′0 ∈ ω we have
lim
m→∞ minw∈H10 (D,R2),
v∈H20 (D)
∫
D
Q(x′0 + smx
′,M1 + sym∇′w,M2 −∇′2v)dx′
= min
w∈H10 (D,R2),
v∈H20 (D)
∫
D
Q(x′0,M1 + sym∇′w,M2 −∇′2v)dx′ = |D|Q(x′0,M1,M2) .
The latter equality follows by the convexity of Q. The obtained chain of inequalities
lim sup
m→∞
lim sup
n→∞
K˜0
χhn,m
(M1 + x3M2, D,B(r, r)) ≤ |D|Q(x′0,M1,M2)
≤ lim inf
m→∞ lim infn→∞ K˜
0
χhn,m
(M1 + x3M2, D,B(r, r))
implies the claim.
Proof of Theorem 1.2. (i) ⇒ (ii) We will prove that for a.e. x′0 ∈ ω, Q(x′0, ·, ·) ∈ Gθ(x′0), and the claim will
follow by Proposition 4.4. Define (χhn,m)n,m as before, then for every i = 1, . . . , N and φ ∈ L1([0, 1]2 × I),
we calculate for a.e. x′0 ∈ ω
lim
m→∞ limn→∞
∣∣∣∣∣
∫
[0,1]2×I
(
χ
hn,m
i (x)− µi(x′0, x3)
)
φ(x)dx
∣∣∣∣∣
= lim
m→∞ limn→∞
1
s2m
∣∣∣∣∣
∫
(x′0+sm[0,1]2)×I
(
χhni (x)− µi(x′0, x3)
)
φ
(x′ − x′0
sm
, x3
)
dx
∣∣∣∣∣
= lim
m→∞
1
s2m
∣∣∣∣∣
∫
(x′0+sm[0,1]2)×I
(
µi(x
′, x3)− µi(x′0, x3)
)
φ
(x′ − x′0
sm
, x3
)
dx
∣∣∣∣∣
≤ ‖φ‖L∞ lim
m→∞
1
s2m
∫
(x′0+sm[0,1]2)×I
|µi(x′, x3)− µi(x′0, x3)|dx = 0 . (54)
The last equality is easy to argument by the Lebesgue dominated convergence theorem and using the facts
that µi ∈ L∞(ω × I) and for a.e. x′0 ∈ ω, (x′0, x3) is the Lebesgue point for µi(·, x3) for a.e. x3 ∈ I. Next
we proceed as in the proof of Proposition 4.3. For countable dense families: (Dk)k of open Lipschitz subsets
in [0, 1]2; (M1,j ,M2,j)j ⊂ R2×2sym × R2×2sym; (φk)k ⊂ C([0, 1]2 × I), dense in L1([0, 1]2 × I); and monotonically
decreasing to zero sequence (rl)l, define doubly indexed family (gn,m)n,m∈N by
gn,m =
∞∑
k=1
2−k min
{
max
i=1,...,N
∣∣∣∣∣
∫
[0,1]2×I
(
χ
hn,m
i (x)− µi(x′0, x3)
)
φk(x)dx
∣∣∣∣∣ , 1
}
+
∞∑
j,k,l=1
2−j−k−l min
{∣∣∣∣ 1|Dk| K˜0χhn,m (M1,j + x3M2,j , Dk, B(rl, rl))−Q(x′0,M1,j ,M2,j)
∣∣∣∣ , 1} .
Employing (54) and the previous lemma, it follows that lim supm→∞ lim supn→∞ gn,m = 0. By already
utilized diagonal procedure, there exists an increasing function n 7→ m(n) such that limn→∞ gn,m(n) = 0.
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The latter implies
lim
n→∞
∫
[0,1]2×I
(
χ
hn,m(n)
i (x)− µi(x′0, x3)
)
φk(x)dx = 0 , ∀k ∈ N , i = 1, . . . , N ,
lim
n→∞
(
1
|Dk| K˜
0
χ
hn,m(n)
(M1,j + x3M2,j , Dk, B(rl, rl))−Q(x′0,M1,j ,M2,j)
)
= 0 , ∀j, k, l ∈ N ,
and we conclude the proof as in Proposition 4.3.
(i) ⇐ (ii) For readability reasons, the proof of this direction is devided into Steps 1–4.
Step 1. Performing completely analogous construction from [4, Theorem 3.5], which utilizes the Lusin and
the Scorza Dragoni theorems (cf. [11]), as well as the diagonal procedure, for every m ∈ N one constructs a
sequence (χn,m)n ⊂ XN (Ω) satisfying:
(i)
lim
m→∞ limn→∞
∫
ω×I
χn,mi (x
′, x3)φ(x′)dx =
∫
ω
θi(x
′)φ(x′)dx′ (55)
for every i = 1, . . . , N and φ ∈ L1(ω).
(ii) for each m ∈ N there exists a partition of Ω into a finite number of M(m) open Lipschitz subsets
{Uj,m× I}j=1,...,M(m) such that |U1,m× I| → 0 as m→∞, and for every j = 2, . . . ,M(m), there exists
x′j,m ∈ Uj,m such that the sequence (χn,m|Uj,m×I)n ⊂ XN (Uj,m× I) has the homogeneous limit energy
density Q(x′j,m, ·, ·) ∈ Gθ(x′j,m).
(iii) for the sequence of quadratic functions defined by
Qm(x
′,M1,M2) = 1U1,mQ(x
′,M1,M2) +
M(m)∑
j=2
1Uj,mQ(x
′
j,m,M1,M2)
one can prove
lim
m→∞
∫
ω
sup
|M1|+|M2|≤r
|Qm(x′,M1,M2)−Q(x′,M1,M2)|dx′ = 0 (56)
for every r > 0. From this we can assume that (Qm)m converges to Q, i.e. for a.e. x
′ ∈ ω and for all
M1,M2 ∈ R2×2sym, limm→∞Qm(x′,M1,M2) = Q(x′,M1,M2). This follows by taking the subsequence
such that we have pointwise convergence of the integral function in (56).
The proof is done first by taking a sequence of compact subsets Km of Ω such that |Ω\Km| ≤ 1m and such
that functions θi and Q(·, ·, ·) are continuous on Km. Then we divide ω into k pieces {Uj,k,m}j=1,...,k with
Lipschitz boundary such that limk→∞max1≤j≤k diamUj,k,m = 0. Next, in every Uj,k,m which intersects
with Km, we choose x
′
j,m ∈ Km ∩Uj,k,m. Those which do not intersect with Km we join in U1,k,m. For each
x′j,k,m we choose a sequence (χ
n,j,k,m|Uj,k,m×I)n ⊂ XN (Uj,k,m × I) that has the homogeneous limit energy
density Q(x′j,k,m, ·, ·) ∈ Gθ(x′j,k,m). Then we fill the domain with N materials on each Uj,k,m according to the
sequence of characteristic functions (on U1,k,m we put, e.g. the material with energy density Q1). In this way
we define the sequence (χn,k,m)n ⊂ XN (Ω). Finally, we perform the diagonalization to find M(m) = k(m)
for which (55) and (56) is satisfied (see [4] for details).
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Step 2 (Upper bound). For arbitrary sequence (hn)n, hn ↓ 0, and for every m ∈ N, denote χhn,m = χn,m.
For fixed m ∈ N and arbitrary r > 0, we estimate
lim sup
n→∞
K˜0
χhn,m
(M1 + x3M2, A,B(r)) ≤ K˜(χhn,m )(M1 + x3M2, A)
= K˜(χhn,m |U1,m×I)(M1 + x3M2, A ∩ U1,m) +
M(m)∑
j=2
K˜(χhn,m |Uj,m×I)(M1 + x3M2, A ∩ Uj,m)
= K˜(χhn,m |U1,m×I)(M1 + x3M2, A ∩ U1,m) +
M(m)∑
j=2
|A ∩ Uj,m|Q(x′j,m,M1,M2)
= K˜(χhn,m |U1,m×I)(M1 + x3M2, A ∩ U1,m) +
∫
A\U1,m
Qm(x
′,M1,M2)dx′ .
Using the fact that |U1,m| → 0 as m→∞, identity (56) implies the following upper bound
lim sup
m→∞
lim sup
n→∞
K˜0
χhn,m
(M1 + x3M2, A,B(r)) ≤
∫
A
Q(x′,M1,M2)dx . (57)
Step 3 (Lower bound). Again take an arbitrary decreasing to zero sequence (hn)n, and denote χ
hn,m = χn,m
with χn,m constructed in Step 1. For each m ∈ N take (on a subsequence of (hn)n) a minimizing sequence
(ψn,m)n ⊂ H1(A× I,R3) such that ψn,m = 0 on ∂A× I, ‖(ψn,m1 , ψn,m2 , hnψn,m3 )‖L2 ≤ r and
K˜0
χhn,m
(M1 + x3M2, A,B(r)) =
∫
A×I
Qχ
hn,m
(x, ı(M1 + x3M2) +∇hnψn,m)dx
for all n,m ∈ N. Using the equi-coercivity of Qχhn,m and Lemma A.4, there exist w ∈ H10 (A,R2), v ∈ H20 (A),
and (ψ˜
n,m
)n ⊂ H1(A×I,R3) satisfying ‖w‖2L2 +‖v‖2L2 ≤ r2, ψ˜
n,m
= 0 on ∂A×I, (ψ˜n,m1 , ψ˜n,m2 , hnψ˜n,m3 )→ 0
strongly in the L2-norm as n→∞, and the following identity holds (again on a subsequence)
sym∇hnψn,m = ı(sym∇′w − x3∇′2v) + sym∇hnψ˜
n,m
. (58)
By the definition of K˜(χhn,m ) and using (58) it follows
lim inf
n→∞ K˜
0
χhn,m
(M1 + x3M2, A,B(r)) ≥
M(m)∑
j=2
K˜(χhn,m |Uj,m×I)(M1 + x3M2 + sym∇
′w − x3∇′2v,A ∩ Uj,m)
=
M(m)∑
j=2
∫
A∩Uj,m
Q(x′j,m,M1 + sym∇′w,M2 −∇′2v)dx′ .
Since
lim
m→∞
∫
A∩U1,m
Q(x′,M1 + sym∇′w,M2 −∇′2v)dx′ = 0 ,
by the Lebesgue dominated convergence theorem we conclude
lim inf
m→∞ lim infn→∞ K˜
0
χhn,m
(M1 + x3M2, A,B(r)) ≥
∫
A
Q(x′,M1 + sym∇′w,M2 −∇′2v)dx′ ,
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hence, the lower bound
lim inf
m→∞ lim infn→∞ K˜
0
(χn,m)(M1 + x3M2, A,B(r)) ≥ min
w∈H10 (A,R2), v∈H20 (A)
‖w‖2
L2
+‖v‖2
L2
≤r2
∫
A
Q(x′,M1 + sym∇′w,M2 −∇′2v)dx′
=: mQ(M1,M2, A,B(r)) (59)
is established.
Step 4 (Diagonalization). Likewise in the first part of the proof, take dense families: (Dk)k of open Lipschitz
subsets in ω; (M1,j ,M2,j)j ⊂ R2×2sym × R2×2sym; (φk)k ⊂ L1(ω); and monotonically decreasing to zero sequence
(rl)l, and define doubly indexed family (gn,m)n,m∈N by
gn,m =
∞∑
k=1
2−k min
{
max
i=1,...,N
∣∣∣∣∫
ω×I
(
χ
hn,m
i (x
′, x3)− θi(x′)
)
φk(x
′)dx
∣∣∣∣ , 1}
+
∞∑
j,k,l=1
2−j−k−l min
{(
K˜0
χhn,m
(M1,j + x3M2,j , Dk, B(rl))−
∫
Dk
Q(x′,M1,j ,M2,j)dx′
)
+
, 1
}
+
∞∑
j,k,l=1
2−j−k−l min
{(
mQ(M1,M2, Dk, B(rl))− K˜0χhn,m (M1,j + x3M2,j , Dk, B(rl))
)
+
, 1
}
,
where ( · )+ = max{ · , 0}. Invoking (55), upper bound (57) and lower bound (59), we infer that
lim supm→∞ lim supn→∞ gn,m = 0. Again using diagonal procedure, there exists an increasing function
n 7→ m(n), such that limn→∞ gn,m(n) = 0, which implies
lim
n→∞
∫
ω×I
(
χ
hn,m(n)
i (x
′, x3)− θi(x′)
)
φk(x
′)dx = 0 , ∀k ∈ N , i = 1, . . . , N ,
lim sup
n→∞
K˜0
χ
hn,m(n)
(M1,j + x3M2,j , Dk, B(rl)) ≤
∫
Dk
Q(x′,M1,j ,M2,j)dx′ , ∀j, k, l ∈ N ,
lim inf
n→∞ K˜
0
χ
hn,m(n)
(M1,j + x3M2,j , Dk, B(rl)) ≥ mQ(M1,M2, Dk, B(rl)) , ∀j, k, l ∈ N .
First, by the density argument observe that the sequence χ˜h
′
n := χhn,m(n) , n ∈ N, satisfies that ∫
I
χ˜h
′
n(·, x3)dx3
weakly* converges to θ in L∞(ω, [0, 1]N ). After noticing that
lim
l→∞
mQ(M1,j ,M2,j , Dk, B(rl)) =
∫
Dk
Q(x′,M1,j ,M2,j)dx′ , ∀j, k ∈ N ,
again by the density argument we infer
K˜
(χ˜h
′
n )
(M1 + x3M2, A) =
∫
A
Q(x′,M1,M2)dx′
for all M1,M2 ∈ R2×2sym and A ⊂ ω open subset with Lipschitz boundary. Finally, taking a suitable subse-
quence, still denoted by (h′n)n, such that χ˜
h′n weakly* converges, finishes the proof.
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Appendix
Theorem A.1 (Korn inequalities, [16]). Let p > 1, Ω ⊂ R3 and Γ ⊂ ∂Ω of positive measure, then the
following inequalities hold:
‖ψ‖pW 1,p ≤ CK (‖ψ‖pLp + ‖ sym∇ψ‖pLp) , ∀ψ ∈W 1,p(Ω,R3) , (60)
‖ψ‖pW 1,p ≤ CΓK(‖ψ‖pLp(Γ) + ‖sym∇ψ‖pLp) , ∀ψ ∈W 1,p(Ω,R3) , (61)
where positive constants CK and C
Γ
K depend only on p, Ω and Γ.
Theorem A.2 (Griso’s decomposition, [14]). Let ω ⊂ R2 with Lipschitz boundary and ψ ∈ H1(ω × I,R3),
then for arbitrary h > 0 the following identity holds
ψ = ψˆ(x′) + r(x′) ∧ x3e3 + ψ¯(x) =

ψˆ1(x
′) + r2(x′)x3 + ψ¯1(x)
ψˆ2(x
′)− r1(x′)x3 + ψ¯2(x)
ψˆ3(x
′) + ψ¯3(x)
, (62)
where
ψˆ(x′) =
∫
I
ψ(x′, x3)dx3 , r(x′) =
3
2
∫
I
x3e3 ∧ψ(x′, x3)dx3 . (63)
Moreover, the following inequality holds
‖ sym∇h(ψˆ + r ∧ x3e3)‖2L2 + ‖∇hψ¯‖2L2 +
1
h2
‖ψ¯h‖2L2 ≤ C‖ sym∇hψ‖2L2 , (64)
with constant C > 0 depending only on ω.
The following corollary is the direct consequence of Theorem A.2 (relation (64), i.e. (65)), Poincare and
Korn inequalities.
Corollary A.3 (Korn’s inequality for thin domains). Let ω ⊂ R2 and Γ ⊂ ∂Ω of positive measure, then the
following inequalities hold
‖(ψ1, ψ2, hnψ3)‖2H1 ≤ CT
(‖(ψ1, ψ2, hnψ3)‖2L2 + ‖ sym∇hψ‖2L2) , ∀ψ ∈ H1(ω × I,R3);
‖(ψ1, ψ2, hnψ3)‖2H1 ≤ CΓT (‖|(ψ1, ψ2, hnψ3)‖2L2(Γ) +
∥∥sym∇hψ‖2L2) , ∀ψ ∈ H1(ω × I,R3) ,
where positive constants CT and C
Γ
T depend only on ω and Γ.
The following lemma tells us additional information on the weak limit of sequence that has bounded
symmetrized scaled gradients.
Lemma A.4. Let ω ⊂ R2 be a bounded set with Lipschitz boundary and (hn)n monotonically decreasing to
zero sequence of positive reals. Let (ψhn)n ⊂ H1(ω×I,R3) which for all n ∈ N equals zero on Γd×I ⊂ ∂ω×I
of strictly positive surface measure, and
lim sup
n→∞
‖ sym∇hnψhn‖L2 <∞ ,
then there exists a subsequence (still denoted by (hn)n) for which it holds
sym∇hnψhn = ı(−x3∇′2v + sym∇′w) + sym∇hnψ¯hn ,
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for some v ∈ H2Γd(ω), w ∈ H1Γd(ω,R2) and a sequence (ψ¯
hn)n ⊂ H1(ω × I,R3) satisfies ψ¯hn = 0 on Γd × I
and (ψ¯hn1 , ψ¯
hn
2 , hnψ¯
hn
3 )→ 0 in the L2-norm. Furthermore,
‖v‖2L2 + ‖w‖2L2 ≤ lim sup
n→∞
‖(ψhn1 , ψhn2 , hnψhn3 )‖2L2 .
Proof. Applying the Griso’s decomopsition (Theorem A.2) on each ψhn , we find
ψhn(x) = ψˆ
hn
(x′) + rhn(x′) ∧ x3e3 + u¯hn(x) ,
with sequences ψˆ
hn
(x′) =
∫
I
ψhn(x′, x3)dx3, rhn(x′) = 32
∫
I
x3e3 ∧ ψhn(x′, x3)dx3 and ψ¯hn satisfying the
following a priori estimate
‖ sym∇′(ψˆhn1 , ψˆhn2 )‖2L2 +
1
12
‖ sym∇′(rhn2 ,−rhn1 )‖2L2 +
1
2h2n
‖∂1(hnψˆhn3 ) + rhn2 ‖2L2 (65)
+
1
2h2n
‖∂2(hnψˆhn3 )− rhn1 ‖2L2 + ‖∇hnψ¯hn‖2L2 +
1
h2n
‖ψ¯hn‖2L2 ≤ C‖ sym∇hnψhn‖2L2 ≤ C .
Together with the Korn’s inequality with boundary condition (cf. Theorem A.1), the above estimate implies
(on a subsequence)
(ψˆhn1 , ψˆ
hn
2 ) ⇀ w weakly in H
1(ω,R2) and rhn ⇀ r weakly in H1(ω,R2) .
Furthermore, using the triangle inequality and estimate (65)
∂1(hnψˆ
hn
3 )→ −r2 and ∂2(hnψˆ
hn
3 )→ r1 strongly in L2(ω) .
By the compactness of the trace operator, r ∈ H1Γd(ω,R2), thus, by the Korn’s inequality, there exists
v ∈ H2Γd(ω) such that
hnψˆ
hn
3 → v strongly in H1(ω) , and r1 = ∂2v , r2 = −∂1v .
Defining
ψ¯
hn(x) = ψhn(x)−
 w(x′)v(x′)
hn
+ x3( ∇′v(x′)0
)
,
it is easy to check (ψ¯hn1 , ψ¯
hn
2 , hnψ¯
hn
3 )→ 0 in the L2-norm, which finishes the proof.
The following lemma is given in [25, Proposition 3.3]. It is a consequence of Theorem A.2. It tells us how
we can further decompose the sequence of deformations that has bounded symmetrized scaled gradient.
Lemma A.5. Let A ⊂ R2 with C1,1 boundary. Denote by {Ai}i=1,...,k the connected components of A. Let
(ψhn)n ⊂ H1(A× I,R3) be such that
(ψhn1 , ψ
hn
2 , hnψ
hn
3 )→ 0, strongly in L2, ∀n ∈ N, ∀i = 1, . . . , k ,
∫
Ai
ψhn3 = 0 ,
lim sup
n→∞
‖ sym∇hnψhn‖L2 ≤M <∞ .
34
Then there exist (ϕhn)n∈N ⊂ H2(A), (ψ˜hn)n∈N ⊂ H1(A× I,R3) such that
sym∇hnψhn = −x3ι(sym∇′2ϕhn) + sym∇hnψ˜
hn
+ ohn ,
where ohn ∈ L2(A× I,R3×3) is such that ohn → 0, strongly in L2, and the following properties hold
lim
n→∞
(
‖ϕhn‖H1 + ‖ψ˜hn‖L2
)
= 0 ,
lim sup
n→∞
(
‖ϕhn‖H2 + ‖∇hnψ˜
hn‖L2
)
≤ C(A)M .
The following lemma is given in [25, Lemma 3.6]. Although the claim can be put in more general form
(since the argument is simple truncation), we state it only in the form we need here.
Lemma A.6. Let p ≥ 1 and A ⊂ R2 be an open, bounded set. Let (ψhn)n∈N ⊂ W 1,p(A × I,R3) and
(ϕhn)n∈N ⊂W 2,p(A). Suppose that
(|∇′2ϕhn |p)
n∈N and
(
|∇hnψhn |p
)
n∈N
are equi-integrable and
lim
n→∞
(
‖ϕhn‖W 1,p + ‖ψhn‖Lp
)
= 0.
Then there exist sequences (ϕ˜hn)n∈N ⊂W 2,p(A), (ψ˜hn)n∈N ⊂W 1,p(A×I,R3) and a sequence of sets (An)n∈N
such that for each n ∈ N, An  An+1  A and ∪n∈NAn = A and
(a) ϕ˜hn = 0, ∇′ϕ˜hn = 0 in a neighborhood of ∂A, ψ˜hn = 0 in a neighborhood of ∂A× I;
(b) ψ˜
hn
= ψhn on An × I, ϕ˜hn = ϕhn on An;
(c) ‖ϕ˜hn − ϕhn‖W 2,p → 0, ‖ψ˜hn −ψhn‖W 1,p → 0, ‖∇hnψ˜
hn −∇hnψhn‖Lp → 0, as n→∞.
The following two lemmas are given in [13] and [6]. The proof of the second claim in the first lemma is
given in [25, Proposition A.5] as an adaptation of the result given in [13].
Lemma A.7. Let p > 1 and A ⊂ Rn be an open bounded set.
(a) Let (wn)n∈N be a bounded sequence in W 1,p(A). Then there exist a subsequence (wn(k))k∈N and a sequence
(zk)k∈N ⊂W 1,p(A) such that
|{zk 6= wn(k)}| → 0,
as k → ∞ and (|∇zk|p)k∈N is equi-integrable. Each zk may be chosen to be Lipschitz function. If
wn ⇀ w weakly in W 1,p, then zk ⇀ w weakly in W 1,p.
(b) Let (wn)n∈N be a bounded sequence in W 2,p(A). Then there exist a subsequence (wn(k))k∈N and a sequence
(zk)k∈N ⊂W 2,p(A) such that
|{zk 6= wn(k)}| → 0,
as k → ∞ and (|∇2zk|p)
k∈N is equi-integrable. Each z
k may be chosen such that zk ∈ W 2,∞(S). If
wn ⇀ w weakly in W 2,p, then zk ⇀ w weakly in W 2,p.
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Lemma A.8. Let p > 1 and A ⊂ R2 be an open bounded set with Lipschitz boundary. Let (hn)n∈N be a
sequence of positive numbers converging to 0 and let (whn)n∈N ⊂ W 1,p(A × I,R3) be a bounded sequence
satisfying:
lim sup
n∈N
‖∇hnwhn‖Lp < +∞.
Then there exists a subsequence (whn(k))k∈N and a sequence (zhn(k))k∈N such that
|zhn(k) 6= whn(k) | → 0,
as k →∞ and |∇hn(k)zhn(k) |p is equi-integable. If whn ⇀ w ∈W 1,p(A,R3) weakly in W 1,p, then zhn(k) ⇀ w
in W 1,p. Each zhn(k) may be chosen such that |∇hn(k)zhn(k) | is bounded.
The following lemma is given in [25, Lemma 3.4]. For the sake of completeness, we will give also the
proof.
Lemma A.9 (continuity in M). Under the uniform coerciveness and boundedness assumption (2), there
exists a constant C > 0 depending only on α and β, such that for every sequence (hn)n monotonically
decreasing to zero and A ⊂ ω open set with Lipschitz boundary it holds:∣∣∣K±(hn)(M1, A)−K±(hn)(M2, A)∣∣∣ ≤ C‖M1 −M2‖L2 (‖M1‖L2 + ‖M2‖L2) , (66)
∀M1,M2 ∈ S(ω) ,
Proof. Due to relation (13), it is enough to assume A = ω. For fixed M1,M2 ∈ S(ω) and r, hn > 0 take
arbitrary ψr,hnMα ∈ H1(Ω,R3), which for α = 1, 2 satisfy:∫
Ω
Qhn
(
x, ι(Mα) +∇hnψr,hnMα
)
dx ≤ (67)
inf
ψ∈H1(Ω,R3)
‖(ψ1,ψ2,hnψ3)‖L2≤r
∫
Ω
Qhn (x, ι(Mα) +∇hnψ) dx+ hn ;
‖(ψr,hnα,1 , ψr,hnα,2 , hnψr,hnα,3 )‖L2 ≤ r .
We want to prove that for every r > 0 we have∣∣∣∣∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM1
)
dx−
∫
Ω
Qhn
(
x, ι(M2) +∇hnψr,hnM2
)
dx
∣∣∣∣ (68)
≤ C‖M1 −M2‖L2 (‖M1‖L2 + ‖M2‖L2) + hn .
From that, (66) can be easily obtained by using (14) for a family of balls of radius r.
Let us prove (68). From (67) and (2), by testing with zero function, we can assume for α = 1, 2
α‖Mα + sym∇hnψr,hnMα ‖2L2 ≤
∫
A×I
Qhn
(
x, ι(Mα) +∇hnψr,hnMα
)
dx ≤ β‖Mα‖2L2 .
From this we have for α = 1, 2
‖ sym∇hnψr,hnMα ‖2L2 ≤ C(α, β)‖Mα‖2L2 . (69)
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Without any loss of generality we can also assume that∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM1
)
dx ≥
∫
Ω
Qhn
(
x, ι(M2) +∇hnψr,hM2
)
dx . (70)
We have ∣∣∣∣∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM1
)
dx−
∫
Ω
Qhn
(
x, ι(M2) +∇hnψr,hnM2
)
dx
∣∣∣∣
=
∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM1
)
dx−
∫
Ω
Qhn
(
x, ι(M2) +∇hnψr,hnM2
)
dx
=
∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM1
)
dx−
∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hn2
)
dx
+
∫
Ω
Qhn
(
x, ι(M1) +∇hnψr,hnM2
)
dx−
∫
Ω
Qhn
(
x, ι(M2) +∇hnψr,hnM2
)
dx
≤ hn + C(α, β)‖M1 −M2‖L2 (‖M1‖L2 + ‖M2‖L2) ,
where we used (70), (3) and (69) respectively. This concludes the proof.
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