The onset and bifurcation points of the n-cycles of a polynomial map are located through a characteristic equation connecting cyclic polynomials formed by periodic orbit points. The minimal polynomials of the critical parameters of the logistic, Hénon, and cubic maps are obtained for n up to 13, 9, and 8, respectively.
I. INTRODUCTION
Consider the logistic map [1, 2] :
If we iterate Eq. (1) from k = 0, what does the resulting sequence x 0 , x 1 = f (x 0 ), x 2 = f (x 1 ),
. . . look like? We can visualize the sequence on the cobweb plot, see Fig. 1 for examples.
Starting from (x 0 , x 0 ) on the diagonal, each vertical arrow takes (x k , x k ) to (x k , y), where y = f (x k ) = x k+1 ; the next horizontal arrow then reflects (x k , y) to (y, y) = (x k+1 , x k+1 ), which starts the next iteration. Three outcomes are possible: (i) a fixed point, which is a constant (including infinity), e.g., Fig. 1(a) ; (ii) a periodic cycle, which is a self-repeating pattern, e.g., Figs. 1(b)-(e); or (iii) a chaotic trajectory, e.g., Fig. 1 (f). We will focus on the first two cases here.
A fixed point is a solution of x * = f (x * ). If x 0 deviates slightly from x * and the sequence still converges to x * , we call it stable. For a differentiable f , a stable fixed point requires |f (x * )| ≤ 1 to reduce deviations in successive iterations [1] .
In an n-cycle, n is the smallest positive integer that allows x 1 = x n+1 = f n (x 1 ), where f n is the nth iterate of f , e.g., f 3 (x) = f (f (f (x))). Thus, any x k in an n-cycle of f must be a fixed point of f n the reverse is, however, untrue, for a fixed point of f n can also be a fixed point of f d as long as d|n:
We can therefore classify a cycle as stable or unstable by the corresponding fixed point of f n : a stable cycle requires d dx f n (x 1 ) ≤ 1, or by the chain rule,
where x 1 . . . . , x n are the n points within the cycle, or the orbit. Further, the onset and bifurcation points are defined at the loci where d dx f n (x 1 ) reaches +1 and −1, respectively [1] .
The outcome of the iterated sequence of course depends on the parameter r. Below we will present an algorithm to identify all regions of r that allow stable n-cycles.
II. LOGISTIC MAP
We will illustrate the algorithm on the logistic map [1, 2] , defined in Eq. (1) . If r is real, we will find windows (r a , r b ), within which stable n-cycles can exist. Here, if r > 0, then r a (r b ) are the onset (bifurcation) points. There are generally multiple such windows even for a single n, but all onset points satisfy the same polynomial equation, and all bifurcation points another. Our goal is thus to find the two polynomials for a given n.
To simplify the calculation, we first change variables [3] by x (new) ← r(x (old) − 1/2), R ← r(r − 2)/4, and rewrite the map, in terms of x (new) , as
We will solve the cycle boundaries as zeros of the polynomials of R, and the corresponding polynomials for r can be obtained by R → r(r − 2)/4.
A. Overall plan
We solve the problem in two steps. Since the n-cycles form a subset of the fixed points of f n , we will first find the polynomials at the stability boundaries of the fixed points of f n (Sections II B to II E), then remove contributions from shorter d-cycles (d|n) (Sections II F and II G).
Let us consider the first step of finding the fixed points of f n . At the first glance, the problem can be tackled by brute force: we can solve Eqs. (3) and express x 1 , . . . , x n in terms of R, and then plug the solution into (2) . The result contains R only (no x k ), and is therefore the answer. But since Eqs. (3) are nonlinear, it quickly becomes impossible for n > 2, as the degree of polynomials grows exponentially; thus it is nontrivial to reduce the final equation of R into a polynomial one. Nonetheless, on a computer, one can construct a Gröbner basis [4] to automate the reduction. The approach, albeit straightforward, does not exploit the cyclic structure of Eqs. (3), can thus be improved by the following alternative.
Instead of solving Eqs. (3) for x k , we will derive a set of homogeneous linear equations of cyclic polynomials of x k (an example of a cyclic polynomial is x 1 x 2 + x 2 x 3 + · · · + x n x 1 ). Now the matrix formed by the coefficients of the homogeneous linear equations must have a zero determinant, for the cyclic polynomials are not zeros altogether. Thus, the zero-determinant condition gives the needed polynomial equations of R, whose roots contain all fixed points of f n . This completes the first step.
For the second step, we show that short cycles serve as factors in the polynomials obtained above, and thus can be readily factored out.
B. Cyclic polynomials
A polynomial is cyclic if it is invariant under the cycling of variables x 1 → x 2 , x 2 → x 3 , . . . , x n → x 1 , e.g., a(x) = x 1 x 2 + x 2 x 3 + x 3 x 4 + x 4 x 1 and b(x) = x 1 x 3 + x 2 x 4 , for n = 4, where x ≡ {x 1 , . . . , x n }. A cyclic polynomial should not to be confused with a symmetric polynomial, which is invariant under the exchange of any two x k and x j (j = k); e.g., a(x) and b(x) are not symmetric, but a(x) + b(x) is.
A cyclic polynomial can be generated by summing over distinct cyclic versions of a simpler polynomial of x k , or a generator, e.g., x 1 x 2 is a generator of a(x); x 1 x 3 is that of b(x); and
x 1 x 3 is that of a(x) + b(x); note that the coefficient before x 1 x 3 is 1 in the second case for there are only two distinct versions, but is 1 2 in the third case for there are four.
We now consider cyclic polynomials generated from a monomial of unit coefficient, such as a(x) and b(x), but not a(x) + b(x). They can be systematically labeled as follows. We pick the monomial generator, which can be written as x 1 e 1 x 2 e 2 . . . x n en , then form a sequence p of indices with e 1 1's, e 2 2's, . . . , e n n's; the corresponding cyclic polynomial is denoted by
We omit the length n in this notation, for we will mostly work with a fixed n at a time. Since a cyclic polynomial can have multiple generators, e.g., both x 1 x 2 and x 2 x 3 are generators of C 12 (x) (assuming n ≥ 3), we pick the one that corresponds to the smallest p in the sense of lexicographic order, e.g., we choose x 1 x 2 instead of x 2 x 3 for C 12 (x), because 12 < 23.
Finally, we add C 0 (x) ≡ 1 for completeness.
C. Square-free cyclic polynomials
We further restrict ourselves to a subset of square-free cyclic polynomials, which have no square or higher powers of any x k , e.g., C 12 (x) = x 1 x 2 + . . . is square-free, C 112 (x) = x 1 2 x 2 + . . . is not, see Table I for more examples. Obviously, the label p of a squarefree polynomial has no repeated index. We denote the set of all square-free p by B = {0, 1, 12, 13, . . . , 123, 124, . . . , 12 . . . n} such that its size |B| equals the number N B of squarefree cyclic polynomials.
We first show that the square-free cyclic polynomials serve as a basis for expanding cyclic polynomials:
Theorem 1. For the logistic map Eq. (3), any cyclic polynomial K(x) formed by the n-cycle points x = {x 1 , . . . , x n } is a linear combination of the square-free cyclic polynomials C p (x):
where B = {0, 1, 12, 13, . . . , 12 . . . n} is the set of indices of all square-free cyclic polynomials, and f p (R) are polynomials of R.
Proof. We show the theorem by the following square-free reduction. Given a cyclic polynomial K(x), we recursively apply Eq. (3) as x 2 k → R − x k+1 , until all squares or higher powers 
. . , n} † Alternative generators are shown in parentheses. ‡ The corresponding binary necklaces. * The label p of a square-free cyclic polynomial has no repeated indices; so the indices can be cast to a set.
of x k are eliminated. The process will not last indefinitely for each substitution reduces the degree in x k (no matter which k) by one. Since the original polynomial is cyclic, so is the reduced one. All terms that involve no x k are collected to serve as the coefficient before C 0 (x), which is 1. Since no square or higher powers of x k can survive the reduction, all cyclic polynomials in the final result are square-free. The coefficients are polynomials of R, for R is the only variable introduced by the substitutions.
For example, for n = 2, the cyclic polynomial K(x) = x 1 2 x 2 + x 2 2 x 1 can be written as
Theorem 1 shows that any cyclic polynomial can be expanded as a combination of the square-free ones, which serve as a basis. Below we show that at the onset and bifurcation points, the square-free cyclic polynomials C p (x) are themselves linearly connected by an We first observe that the derivative of f n is a cyclic polynomial:
Now, for any p, Λ(x) C p (x) is also a cyclic polynomial, since the product of two cyclic polynomials is cyclic too. We can therefore expand it by Theorem 1 as
where T pq (R) is a polynomial of R, and p, q ∈ B.
By Eq. (2), at the onset or bifurcation point, Λ(x) is equal to a number λ = +1 or −1, respectively; so Eq. (5) becomes a homogeneous linear equation of C p (x):
or in matrix form,
where I is the N B × N B identity matrix, T(R) = {T pq (R)} is an N B × N B matrix, and
Since a set of homogeneous linear equations has a non-trivial solution only if the determinant of the coefficient matrix is zero, we have
Here we have defined A n (R, λ) as a polynomial of R and λ, and we have also attached the subscript n, for later use with A d (R, λ), where d are divisors of n. Eq. (7) is a necessary condition since C p (x) cannot vanish altogether; and since it involves R only, the polynomial expansion of the determinant gives the answer to our problem.
To summarize, we have Theorem 2. At the onset and bifurcation points, the square-free cyclic polynomials C p (x)
are linear related by Eq. (6), with λ being +1 and −1, respectively, and T pq (R) the coefficients from the square-free reduction of Λ(x) C p (x) with Λ(x) specified by Eq. (4). Thus, R at the two points are the roots of the polynomials A n (R, λ = ±1) obtained from the characteristic equation Eq. (7). 
E. Examples
We illustrate the above algorithm by cases of small n. It is still helpful to have a mathematical software verify some steps (e.g., in computing the determinants and their factorization).
For n = 1, we have two square-free cyclic polynomials C 0 (x) = 1 and C 1 (x) = x 1 ; and
and Eq. (7) reads For n = 2, the cyclic variables are C 0 = 1, C 1 = x 1 + x 2 , C 12 = x 1 x 2 , and Λ = 4x 1 x 2 .
Thus,
and Eq. (7) reads
We only use the first factor (the choice will be explained later, same for the following cases).
Setting it to zero yields R = 1 − λ/4; λ = +1 gives the onset value R a = 3/4 (r a = 3) while 
1(a) and (b) .
For n = 3 [3, [6] [7] [8] [9] , we have C 0 = 1,
C 123 = x 1 x 2 x 3 , and Λ = −8x 1 x 2 x 3 . The square-free reduction yields
and Eq. (7) reads:
Using the first factor, we find at the onset point λ = 1, R − whose corresponding r = 1 + √ 1 + 4R is identical to that in ref. [7, 8] .
For n = 4 [5] , the cyclic variables are C 0 = 1,
and Λ = 16x 1 x 2 x 3 x 4 . Eq. (7) reads The algorithm was coded into a Mathematica program, which was used to compute the polynomials for n up to 13. The polynomials for a general λ and those at λ = ±1 (onset and bifurcation points) are listed in Table II and Table IV , respectively, for some small n.
For complex R, λ, and x, the method can also compute the region of stability for R, with λ being exp(iφ) φ ∈ (0, 2π) instead of ±1; the results are shown in Fig. 2 for n up to 8. For polynomials of larger n, see the website in Section V. The representative r values are listed in Table III .
F. Minimal polynomial for the n-cycles
The factors ignored in Section II E come from shorter d-cycles whose periods d divide n, because A n (R, λ), from the characteristic equation Eq. (7), is derived for all fixed points of f n , and thus encompasses the shorter cycles as well. We filter the contributions from the shorter cycles by the following theorem. (11) Theorem 3. The minimal polynomial P n (R, λ) of all n-cycles is a factor of A n (R, λ) [defined in Eq. (7)], and can be computed as
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where 315 † , , or means a cycle undergoing the first, second, or third successive period-doubling, respectively. ‡ The subscripts are the degrees of the corresponding minimal polynomial of R = r(r − 2)/4. * The number of similar cycles.
Remark 1. The Möbius function µ(n) is (−1)
k if n is the product of k distinct primes, or 0 if n is divisible by a square of a prime. µ(n) = 1, −1, −1, 0, −1, 1, . . . , starting from n = 1.
The µ(n) is useful for inversion:
Let us see some examples. For n = 1, there is no irrelevant factor in Eq. (7-1) and
For n = 3, one can verify that
For n = 4, we have 16(R−1)
Thus, the last two factors of Eq. can be written as
is unused for µ(4) = 0.
The irrelevant factors for n up to 7 are listed in Table II . Re(R)
Stable regions of the n-cycles of the simplified logistic map Eq. (3) with a complex R;
Theorem 3 is not always necessary. For n ≥ 4, P n (R, λ) is readily recognized as the factor of A n (R, λ) with the highest degree in R, see Table II and Section II I. It can be, however, problematic, if P n (R, λ) is solved for λ = 1 instead of a general λ, for P n (R, 1) itself can be further factorized, see Table IV . Due to the technical nature of the derivation and subsequent discussions, the reader may wish to skip the rest of Section II on first reading. 
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G. Counting cycles
To show Theorem 3, we first find the degrees in λ of A n (R, λ) (Theorem 4) and P n (R, λ) (Theorem 5). By comparing the degrees, we then show that each P d (R, λ) with (d|n), after some transformation, contributes one polynomial factor to A n (R, λ) (Theorem 6), and the inversion of the relation yields Theorem 3.
Number of the square-free cyclic polynomials
To count the square-free cyclic polynomials, we establish a one-to-one mapping between the square-free cyclic polynomials and the binary necklaces (defined below). The task is then to count the latter.
A binary necklace is a nonequivalent binary 0-1 string. Two strings are equivalent if they differ only by a circular shift. For example, for n = 3, there are 2 3 = 8 binary strings, but only four necklaces: 000, 001, 011 and 111, since 010 and 100 are equivalent to 001, so are 110 and 101 to 011. The period of a necklace, or a binary string, is the length of the shortest non-repeating sub-sequence, e.g., the periods of 1111, 0101 and 0001 are 1, 2, and 4, respectively. Obviously, the period m divides n; and a period-m necklace encompasses m binary strings differed by circular shifts, e.g., 0101 represents both 0101 and 1010.
TABLE V. Two ways of counting the N (4) = 6 necklaces for n = 4. 
Bold strings are necklaces; others are their cyclic versions.
The subscript of a binary string means the number of repeats; e.g., 0 ×4 means 0 repeated four times, or 0000; 10 ×2 means 10 repeated twice, or 1010, etc.
To compute the number of the binary necklaces N (n), we construct a sum for the lengthn binary strings and count it in two ways. Table V shows the example for the n = 4 case.
For each divisor d of n, we collect all length-n binary strings whose periods m divide d.
The total is 2 d , for we have enumerated all binary strings whose periods divide d. We then weight them by the Euler's totient function φ(n/d). Here, φ(m) gives the number of integers from 1 to m that are coprime to m, e.g., φ(1) = 1, φ(3) = 2 for 1 and 2, φ(6) = 2 for 1 and 5. We repeat the process over other divisors d of n, and the resulting sum is d|n φ(n/d)2 d .
The process for a fixed d is exemplified by a row in Table V .
We can count the above sum in another way. We recall that a period-m necklace always contributes m strings in the above process for a fixed d, and it does so for all multiples d of m. So the total weighted contribution by this necklace is
where we have used the identity d |m φ(d ) = m , with d = n/d and m = n/m. Summing over the necklaces yields
The process for a fixed necklace is exemplified by a column in Table V. Back to our problem, there is a correspondence between the binary necklaces and the square-free cyclic polynomials. For a square-free cyclic polynomial, we construct a binary string according to its generator: if it contains x k , the kth character from the left is 1, otherwise 0. The resulting string corresponds to a unique necklace; the alternative generators
give the circularly-shifted binary strings. The mapping is reversible, or one-to-one. For example, if n = 3, the square-free polynomials for 000, 100, 110 and 111 are C 0 = 1 (generator: 1),
x 1 x 2 ) and C 123 = x 1 x 2 x 3 (generator: x 1 x 2 x 3 ), respectively. Table I shows a few more examples. Thus,
which is also equal to deg λ A n (R, λ). 2, 3, 4, 6, 8, 14, 20, 36, 60, 108, 188, 352, 632 , . . . , starting from n = 1.
Number of the n-cycles
Theorem 5. The degree in λ of the minimal polynomial P n (R, λ) of all n-cycles is equal to the number of the n-cycles, and is given by
Proof. Except a few special values of R, the iterated map f n generally has 2 n distinct complex fixed points, for otherwise f n (x) − x would have a repeated zero at any R, but at R = 0, −x 2 n − x has no repeated root; a contradiction.
Each fixed point can be assigned to a point in a d-cycle, with d being a divisor of n.
The assignment is both complete (for a d-cycle point must also be a fixed point of f n ) and non-redundant (for there is no repeated fixed point of f n ). Since each of the
This formula was known to several authors [14, 15] .
We now define λ c as the value of Λ(x), evaluated at the cycle points
of cycle c. Of course, λ c is a function of R. If we assume that λ c are distinct (see Remark 1 below), then the minimal polynomial P n (R, λ), as a polynomial of λ, takes the form of c (λ − λ c ). Thus, the degree of P n (R, λ) in λ must be the same as the number of the n-cycles. Since the period d of a length-n necklace always divides n, we have
We can also show this by explicit computation:
where we have used φ(m) = d |m µ( Eq. (11). We will use Eq. (13) in proving the next theorem.
3. Relation between P n (R, λ) and A n (R, λ)
Theorem 6. The minimal polynomials P d (R, λ) of all d-cycles of periods d|n and A n (R, λ)
[defined in Eq. (7)] are related by
where
Proof. Since A n (R, λ) represent all d-cycles with d|n, and each cycle holds a distinct λ,
, which is equal to N (n) by Eq. (13).
Since deg λ A n (R, λ) = N (n) by Eq. (11), each n-cycle occurs exactly once in A n (R, λ).
. This is, however, not a polynomial equation, and the radical λ 1/c can be removed by the product
polynomial of λ for it is invariant under λ → e 2πi λ, and thus free from radicals of the form
, it is also a polynomial of the lowest possible degree in λ.
Therefore, the product cd=n Q d,c (R, λ) can differ from A n (R, λ) only by a multiple. Since Q n,1 (R, λ) = P n (R, λ), and the coefficient of highest power of λ is always unity in A n (R, λ) see the definition Eq. (7) , we know by induction that the coefficients of the highest power of λ in all P n (R, λ) and Q d,c (R, λ) are also unities. So the multiple is one, hence Eq. (14) .
We can now prove Theorem 3 as a corollary of Theorem 6,
Taking the logarithm (formally) yields log B n,m = d|n log Q d,mn/d , where
which is reduced to Eq. (9) with m = 1 for Q n,1 (R, λ) = P n (R, λ).
H. Intersection of cycles and further factorization at the onset point Table IV shows that the onset polynomial P n (R, λ = 1) for the n-cycles can be further factorized. This is because the intersection of an n-cycle and a shorter d-cycle (d|n, d < n)
forces the two to share orbits (this cannot happen if d | n, for the orbits would be out of phase). Consequently, upon the intersection, P n (R, λ) from the n-cycle has to accommodate P d (R, λ ) from the d-cycle, with λ being a primitive (n/d) th root of λ.
At the intersection, the shorter d-cycle is branched or "bifurcated" by (n/d)-fold to the n-cycle. The simplest example is the first bifurcation point at R = 3/4 for d = 1, n = 2, where the fixed point Eq. (7-1) bifurcates to the 2-cycle Eq. (7-2). The second bifurcation point at R = 5/4 for d = 2, n = 4 is similar, cf. Section II E.
We will show below that such branching generally can only happen at the onset of the n-cycle, where λ = 1. Further, with a real R, only a two-fold branching is possible, but a complex R allows higher-fold branchings.
If an n-cycle is not born out of the above branching, we call it an original cycle, e.g., the 4-cycle at R a = 5/4 is born out of bifurcation, see Fig. 1(d) , but the other at R a = (3+
is original, see Fig. 1(e) , also the discussion after Eq. (7-4). Both types of cycles exist in P n (R, λ = +1), as separate factors; and the factor responsible for the original cycles, or the original factor below, is given by the following formula.
Theorem 7. The original factor S n (R) of P n (R, λ) at the onset is given by
where the inner product on the denominator is carried over k from 1 to c that are coprime to c.
We illustrate Theorem 7 through a few examples before giving a proof. For n = 1, S 1 (R) = P 1 (R, 1) = −4R − 1 as the denominator is unity.
For n = 2, P 2 (R, 1) = 4R−3. But P 1 (R, −1) = −4R+3. So S 2 (R) = P 2 (R, 1)/P 1 (R, −1) = −1. This means that there is no original 2-cycle and the only 2-cycle comes from period doubling.
For n = 3, P 3 (R, 1) = −(4R − 7)(16R 2 − 4R + 7), whose second factor is equal to We now prove Theorem 7. Suppose n = c d, we have, from Eq. (3),
We apply the equation to l = 1, . . . , m, and the product is
We now set m to 0, d, . . . , (c − 1) d in this equation, add them together, eliminate
(which is nonzero in a cycle), and
Note Eq. (16) holds for every divisor c of n (c > 1). We now have Proof. At the intersection of the n-and d-cycles, x l repeats itself after d steps, so x d+l = x l ;
and Eq. (16) becomes,
where (17) by q − 1 yields 1 = q c = (−2) n x 1 . . . x n . So the n-cycle is at its onset.
Further q is a primitive cth root of unity. Suppose the contrary: q = e 2kπi/c and (k, c) =
Similar to Eq. (17), we can apply Eq. (16) with c → g and d → dc 1 , and
where By Theorem 8, P n (R, λ) at the onset point includes P d (R, e 2kπi/c λ 1/c ) for every possible combination of k and c, such that (k, c) = 1, c|n, and c > 1. Dividing the factors from P n (R, λ) yields Theorem 7.
I. Degrees in R Theorem 9. The degrees in R of A n (R, λ), P n (R, λ) and S n (R) are
Proof. We first prove Eq. (19a). We recall the subscript p of C p denotes a sequence of indices k in the generating monomial k x k e k . But for a square-free cyclic polynomial, each k occurs no more than once, so p also represents a set of indices, e.g., p = 1 represents {1}, (C 1 = x 1 + · · · + x n , generator: x 1 ) and p = 13 represents {1, 3} (C 13 = x 1 x 3 + x 2 x 4 + · · · + x n x 2 , generator: x 1 x 3 , assuming n ≥ 4); more examples are listed in Table I ). In this proof, we shall also use p to denote the corresponding index set, |p| the set size, i.e., the number of indices in the set, andp ≡ {1, . . . , n}\p the complementary set. Obviously, |p| + |p| = n.
Further, we will include p that correspond to alternative generators of the same cyclic polynomial, e.g., we allow p = {2}, {3}, . . . , {n}, although they represent the same cyclic polynomial C 1 as p = {1}.
Next, we recall the matrix elements T pq (R) arise from the square-free reduction of
terms: in the first, x k 2 → R, and in the second, x k 2 → −x k+1 . We call the two type 1 and type 2 replacements, respectively. If a monomial term t(R, x) results from l 1 type 1 and l 2 type 2 replacements during the reduction of a term s(x) in Λ(x)C p (x), then the degrees in x, for any x k , of s(x) and t(R, x) are related as
Similarly, the degrees in R satisfy
Now if the monomial t(R, x) settles in the qth column of the matrix T(R), as part of
Since s(x) is part of Λ(x)C p (x), we have
From Eqs. (20), (22), (23), we get
and
By Eq. (21), we get
where the equality holds when all replacements are type 1 (l 2 = 0).
Finally, each term of the determinant A n (R, λ) = λ I−T(R) is given by (−1) s p λ δ pq − T pq (R) , where p runs through rows of the matrix and {q} is a permutation of {p}, with (−1) s being the proper sign. Summing over rows under this condition yields
where equality can be achieved if q =p in every row. By Eq. (11) To show Eq. (19b), we take the degree in R of Eq. (14) . Eqs. (19b) was long known [16] , and (19c) was recently derived [17] .
III. HÉNON MAP
We now extend the method to the Hénon map [18] :
We change variable x k ← ax k , y k ← ay k , and
Since neither a nor b is changed during the transformation, Eq. (25) and Eq. (25 ) share the same onset and bifurcation points in terms of a and b. We also see that if b → 0 and a → R,
Eq. (25 ) is reduced to the logistic map Eq. (3).
Since y k = b x k−1 , we can ignore y k and work with cyclic polynomials of x k only, the square free reduction is now
The stability of Eq. (25 ) can be found from the Jacobian matrix
The eigenvalue λ of the composite Jacobian
where Θ(x) and (−b) n are the trace and determinant of the matrix product
respectively [19] . In a stable cycle, the magnitude of λ cannot exceed 1; so we replace λ by Since cyclically rotating matrices in a product does not alter the trace, Θ(x) is a cyclic polynomial of x = {x k }. Thus, we can use Θ(x) to list Eqs. (6) and then replace Θ(x) by
n in Eq. (7) to complete the solution.
We computed the polynomials of a and b at the onset and bifurcation points for n up to 9. The polynomials of a and b at the onset and bifurcation points, as well as Θ(x), are listed in Table VI for small n (for larger n, see the website in Section V).
IV. CUBIC MAP
We now study the following cubic map [1]
Since the new replacement rule
no longer eliminates squares, we must extend the basis set of cyclic polynomials from the square-free ones to the cube-free ones, in using Eq. (6) . We include in the basis of expansion
TABLE VI. Onset and bifurcation polynomials of the n-cycles of the Hénon map.
2,−6,−7 A + 9B
(6) 9,6,2,−10 
1,−12 A 3 + B 
p,q,r,s ≡ p(b
The onset polynomials for n from 1 to 4, and the bifurcation polynomials for n from 1 to 3, agree with those in ref. [19] .
However, we only need the cube-free cyclic polynomials of even degrees in x to solve the problem, because Eq. (27) contains only linear and cubic terms, a cyclic polynomial with an odd (even) degree in x can never be reduced to one with an even (odd) degree by Eq. (28).
For technical reasons, we will not use polynomials of odd degrees, because the map allows a symmetric 2n-cycle: x 1 , x 2 , . . . , x n , −x 1 , −x 2 , . . . , −x n (see Fig. 3 ), which makes all odd cyclic polynomials zero, e.g.,
Thus, the zero determinant condition, similar to that in Eq. (7), would be useless for these cycles, if the odd-degree polynomials were used. We therefore have a theorem similar to Theorem 1.
Theorem 10. For the cubic map Eq. (27), any cyclic polynomial K(x) of an n-cycle orbit x = {x 1 , . . . , x n } with an even degree in x is a linear combination of the even cube-free cyclic polynomials C p (x):
where B = {0, 11, 12, 13, . . . , 1122, 1123, . . .} is the set of indices of all even cube-free cyclic polynomials, and f p (R) are polynomials of R.
With the above change, the rest derivation is similar to that of the logistic map. The
. The polynomials of r at the onset and bifurcation points for some small n are shown in Table VII (general λ) and Table VIII (λ = ±1); for larger n up to 8, we have saved the data on the website in Section V. The representative r values are listed in Table IX . For complex r and x, we have plotted Fig. 4 for regions of stability.
A. Counting cycles
We now compute the number of the even cube-free cyclic polynomials by establishing a one-to-one correspondence between the cube-free cyclic polynomials and the ternary neck- laces, in which each bead of the string is assigned a number 0, 1, or 2, instead of just 0 or 1. For example, the necklace 212001 · · · corresponds to C 112336 (x), whose generator is x 1 2 x 2 x 3 2 x 6 : the first bead is 2 for x 1 2 , the second is 1 for x 2 1 , the third is 2 for x 3 2 , and the sixth is 1 for x 6 1 . A necklace is even, if the corresponding cyclic polynomial has an even degree in x. This means that the sum of numbers (0, 1, or 2) on the beads of the necklace, which equals the degree in x of the polynomial, is also even.
Theorem 11. The number of the even ternary necklaces or the cube-free cyclic polynomials for the cubic map of even degrees in x is given by
where odd(c) ≡ 1 − (−1) c /2 is 1 if c is odd or 0 if even.
Proof. We first show that the number of even ternary strings is (3 n + 1)/2. Consider the generating function
where 1, x i , and x 2 i correspond to the states that bead i taking the number 0, 1, and 2, respectively; and the product over n sums over states of independent beads. In the expansion − · · · − 25263420710 . . . 173884723232001) † Although P n (r, λ) is the minimal polynomial for a general λ, it may contain a pre-factor (e.g., −2 in the n = 2, λ = +1 case).
of Z(x), each term (which takes the form x 1 e 1 x 2 e 2 . . . x n en , with e i = 0, 1, 2) represents a unique ternary string e 1 e 2 . . . e n , which is even, if e 1 + e 2 + · · · + e n is so. By setting
n equals the total number of ternary strings. By setting odd strings. Thus, the average (3 n + 1)/2 gives the number of even ternary strings.
TABLE X. Two ways of counting the N e (2) = 4 ternary necklaces for n = 2.
The subscript of a string means the number of repeats; e.g., 1 ×2 means 1 repeated twice, or 11; The rest counting process is similar to that in Section II G: we construct the sum nN e (n) by two ways, as exemplified in Table X . In the first way, for a fixed
is even, we count all ternary strings whose period m divide d, but if c is odd, we count only ternary strings whose first d beads are even (because repeating an odd string an odd number times does not yield an even string); in either case, we multiple the result by φ(c).
The process for a fixed d corresponds to a row of Table X In the second way, we look at the contribution from each necklace to the above sum. An even period-m necklace contributes a total of m × m|d,d|n φ(n/d) = n the multiplier m is for the m cyclic versions, cf. Eq. (10) , while an odd necklace contributes nothing. Thus, the sum equals N e (n) · n. The process for a fixed necklace corresponds to a column of Table   X .
So
which is Eq. (30) after we divide both sides by n.
N e (n) = 2, 4, 6, 14, 26, 68, 158, 424, . . . , starting from n = 1.
The characteristic polynomial A n (r, λ) from the determinant equation has a degree N e (n) in λ. Again, it encompasses the factors for the n-cycles and the shorter d-cycles, as long as d|n. The minimal polynomial for the n-cycles can be obtained by Theorem 3 with proper substitutions R → r, A n (R, λ) → A n (r, λ), etc. . The degree of the polynomial is given by Theorem 12. The degree in λ of the minimal polynomial P n (r, λ) of the n-cycles is
where odd(n) = [1 − (−1) n ]/2 is 1 for an odd n, but 0 for an even n.
Eq. (30) follows from the inversion L e (n) = d|n µ(n/d) N e (n), after some algebra, as shown in Appendix B. L e (n) = 2, 2, 4, 10, 24, 60, 156, 410, . . . , starting from n = 1. This is also the number of the n-cycles [14] . Note that, for n > 1, half of the cycles have negative r, and the x k are imaginary. However, in a transformed map,
which differs from Eq. (27) by x k = √ rz k , z k in the negative-r cycles are real.
Following a similar proof to Theorem 9, we find the corresponding degrees in r of the characteristic polynomial A n (r, λ) and minimal polynomial P n (r, λ) of the n-cycles are nN e (n)
and nL e (n), respectively.
B. Odd-cycles
Because of the symmetry f (−x) = −f (x), the minimal polynomial P n (r, λ) is subject to factorization for an even n. If x (n/2)+1 = −x 1 , then x 1 , . . . , x n/2 , −x 1 , . . . , −x n/2 is an n-cycle, for x n+1 = −x (n/2)+1 = x 1 . We call such a cycle an odd-cycle, see Fig. 3 for examples. Odd-cycles satisfy a polynomial of lower degrees in λ, which causes the factorization. Suppose Λ odd (x) ≡ n/2 k=1 f (x k ) in the odd-cycle satisfies P odd n/2 (r, λ odd ) = 0 where λ odd is the value of Λ odd (x), and λ odd = ± √ λ , then P odd n/2 (r, √ λ)P odd n/2 (r, − √ λ) is a factor of P n (r, λ). For example, by solving the n = 2 odd-cycle, we have −x 1 = rx 1 − x 1 3 , or x 1 2 = r + 1. Since λ odd = r − 3x 1 2 , P odd 1 (r, λ odd ) = λ odd + 2r + 3. Now the factor for 2-cycles (see Table VII ) is P 2 (r, λ) = − (2r + 3) 2 − λ (λ + 2r 2 − 9), whose first factor is indeed Table VII .
V. SUMMARY AND DISCUSSIONS
We now summarize the algorithm for a one-dimensional polynomial map. First, we list Eqs. (6) with Λ(x) = n k=1 f (x k ). This step populates elements of the matrix T(r), where r is the parameter of the map. The determinant A n (r, λ) = λ I − T(r) , with λ being +1 and −1, then gives the characteristic polynomial at onset and bifurcation points, respectively.
To filter out factors for the shorter d-cycles with d|n, we repeat the process for other divisors d of n and then apply (9) .
When implemented on a computer, it is often helpful to evaluate A n (r, λ) by Lagrange interpolation, that is, we evaluate A n (r, λ) at a few different r, e.g., r = 0, ±1, ±2, . . ., then piece them together to a polynomial. The strategy also allows a trivial parallelization.
The algorithm (implemented as a Mathematica program) was quite efficient. For the logistic map, the bifurcation point for n = 8 took three seconds to compute on a desktop computer (single core, Intel R Dual-Core CPU 2.50GHz). In comparison, the same problem took roughly 5.5 hours [4] using Gröbner basis and 44 minutes in a later study [12] . To be fair, using the latest Magma, computing the Gröbner basis took 81 and 14 minutes, on the same machine for Eq. (1) and Eq. (3), respectively; even so, our approach still had a 200-fold speed-up.
The exact polynomials of these maps are generally too large to print on paper, e.g., the polynomial for the logistic map with n = 13 takes roughly seven megabytes to write down. We therefore save the polynomials and programs of the three maps on the web site http://logperiod.appspot.com.
Here we prove Theorem 12 or Eq. (30) for the cubic map. Similar to the logistic map case Eq. (13), we have, for the cubic map,
Thus, we only need to inverse this equation to obtain L e (n). But owing to the complexity of Eq. (29), we need the Dirichlet generating function to simplify the result.
For a series α(n), the Dirichlet generating function is defined as
In Table XI , we list the generating functions of some common series, and define a few new ones for N e (n) and L e (n), etc.. 1−2 −s † ζ(s) = n n −s is the zeta function. See ref. [13] for proofs. ‡ The sum is truncated at a large M to avoid divergence.
The generating function has an important property: G γ (s) = G α (s)G β (s), if and only if γ(n) = d|n α(n/d) β(d) [13] . Thus, the terms of the sum d|n α(n/d) β(d) of two sequences α and β can be readily found from expanding the generating function.
Another fact is if G α (s) is the generating function of α(n), then G α (s − 1) is that of nα(n), for α(n)/n s−1 = nα(n) /n s . Thus, the generating function of n is ζ(s − 1), and that where the left side G N (s − 1) is the generating function of N e (n) n, and formulas in Table   XI have been used.
Finally, we take the generating function of both sides of N e (n) = d|n L e (d):
Comparing the coefficients of the nth term (n M ), we find nL e (n) = δ n,1 + cd=n µ(c) odd(c)
which is Eq. (30) also note δ n,1 = c|n µ(c) .
