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Abstract
A practical distributed planning and control sys-
tem for industrial robots is presented. The hier-
archical concept consists of three independent
levels. Each level  is modularly implemented and
supplies an application interface (API) to the
next higher level. At the top level, we propose an
automatic motion planner. The motion planner is
based on a best-first search algorithm and needs
no essential off-line computations. At the middle
level, we propose a PC-based robot control ar-
chitecture, which can easily be adapted to any
industrial kinematics and application. Based on a
client/server-principle, the control unit estab-
lishes an open user interface for including appli-
cation specific programs. At the bottom level, we
propose a flexible and modular concept for the
integration of the distributed motion control units
based on the CAN bus. The concept allows an on-
line adaptation of the control parameters ac-
cording to the robot's configuration. This implies
high accuracy for the path execution and im-
proves the overall system performance
    Keywords:  robot motion planning, search
algorithm, distributed control
system, client/server-archi-
tecture, PC-based robot control
1 Introduction
Today, industrial robots are often used in
complex and expensive installations in big in-
dustries (i.e. car industry) and their supplier com-
panies. For economic rentability, powerful con-
trol and planning systems are necessary
[Wörn98]. The high number of pieces to be pro-
duced and their wide individualistic product di-
versity mean that programs and workcells are
steadily changing. Additionally, the high quality
standard can often only be achieved by a sensor
controlled assembly method. Therefore, the up-
to-date control and planning systems for indus-
trial robots must be easy to program and modu-
larly designed, thus enabling a simple extension
or integration of new components.
Due to the widespread achievability, its good
price-cost-ratio and its easy extensibility, the ap-
plication of standard PCs is ever increasing. Even
in the field of robotics, low-cost PCs equipped
with standard operation systems like Windows
are used more and more.
In this paper, we present a new distributed
planning and control system for industrial robots,
which fulfills all requirements mentioned above.
The paper is organized as follows: In Section
2, the new approach for the planning and con-
trolling of industrial robots is introduced. Section
3 describes an experimental environment which
has been presented at the industrial trade fair in
Nürnberg (Germany). The paper ends with the
conclusion and an outlook of the future investi-
gation in Section 4.
2 Distributed approach
The proposed distributed approach consists
of three independent levels. Each level is modu-
larly implemented and supplies an application
interface (API) to the next higher level. The
communication between these levels is mainly
established based on the TCP/IP protocol. At the
top level, we propose an automatic motion plan-
ner (see Section 2.1). Although the middle and
bottom levels, which are responsible for the robot
trajectory control and the robot’s motor drive
control, are independently developed, they are
closely coupled and will be explained together
(see Section 2.2).
2.1 Motion planning
The issue of robot motion planning has been
studied for a couple of decades and many impor-
tant contributions to the problem have been
made. Motion planning algorithms are of great
theoretical interest, but are rarely used in practice
because of their computational complexity. But
new applications, like robot assistant surgery
[Burghart98], automatic off-line programming
[Wörn98] or virtual engineering, enforces effi-
cient motion planners which are able to find a
valid solution either on-line or off-line. Con-
cerning the application of off-line programming
for example, even now, industrial robots are pro-
grammed manually by the "Teach-in" method.
During this programming time, the capital inten-
sive installations cannot be used. Afterwards, a
time consuming optimization of the programmed
trajectory follows (for example, by an iterative
adaptation of the velocity profiles). The result is
an optimized trajectory which strongly depends
on the programmer's experience. But with the
help of a fast motion planner the quality of the
robot programs can be increased and the idle
times can be reduced.
In comparison, the application of robot as-
sistant surgery, here a fast on-line motion plan-
ner, is needed to control the robot automatically.
This is necessary to relieve the surgeon from the
robot control. Thus, he is able to concentrate
completely on his surgical intervention.
In order to satisfy both the on-line as well as
the off-line planning capabilities, we have devel-
oped a new motion planning approach.
 Most of the off-line path planners are based
on an explicit representation of the free configu-
ration-space (C-space). The free C-space com-
putation consists of the obstacle transformation
into the C-space and the construction of a free-
space representation. Both tasks are very time
and memory consuming, and their calculation
effort increases with the robot’s DOF. In order to
avoid these time consuming obstacle transforma-
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Figure 1: A 2D illustration of the path search in
the implicit C-space from the start qS to the goal
qG using the Cartesian obstacle distance d for
collision detection
d
Figure 2: Collision detection in the explicit
workspace by computing the minimum distance
d between robot and obstacles
tions, one can search in an implicitly represented
C-space and detect collisions in the Cartesian
workspace. This strategy basically enables the
planner to cope with on-line provided environ-
ments and moving obstacles. See Figure 1 and
Figure 2.
For searching the implicit C-space, any best-
first search mechanism can be applied. We
choose a variation of the well known A*-search
algorithm [Hart68]. Robot configurations (nodes)
still to be processed are stored in a priority list
OPEN, while already processed nodes are stored
in a hashing table CLOSED. Contrasting with the
original A*, here, no reopening of nodes in
CLOSED is performed.
An evaluation function f(n) = (1–w) g(n)
+ wh(n) is used, where g(n) is the number of
nodes of the path from the start node to node n,
and h(n) is the Airplane distance in C-space be-
tween node n to the goal node. Increasing the
weight w ∈ [0, 1] beyond 0.5 generally decreases
the number of investigated nodes, while increas-
ing the cost of the solutions generated. To im-
prove the on-line capabilities of the path planner,
our search is strongly directed to the goal by set-
ting w = 0.99 [Wurll97b].
 Collisions are detected by a fast, hierarchical
distance computation in the 3D workspace, based
on the polyhedral model of the environment and
the robot provided by common CAD systems
[Henrich92, Henrich97]. With the help of the
"MaxMove Tables", introduced in [Katz96], the
Cartesian distances are then transformed into
joint angles in order to determine whether the
current configuration collides or not. For obtain-
ing similar joint intervals, thus implicating an
efficient distance exploitation, the optimal joint
discretization is automatically computed based on
the method of [Qin96].
For speeding up the motion planner, we have
enhanced the basic approach in different ways. It
was greatly accelerated by parallelizing the A*-
algorithm. By decomposing the 6D C-space into
hypercubes and mapping them on multiple proc-
essing units in a cyclic manner, a good load dis-
tribution can be achieved. This new approach
usually shows linear and sometimes even super-
linear speedups. In on-line environments with
static obstacles, the parallel planning times are
only a few seconds [Wurll98, Henrich98a]. To
use the properties of the inverse kinematics, the
search algorithm was extended to support multi-
ple goals in the C-space, thus selecting the suit-
able goal configuration by itself [Henrich98b].
For an additional acceleration of the motion
planning, we discretisize the C-space hierarchi-
cally, thus reducing the search space
[Osterroht98, Henrich98c].
2.2 Robot control system
The robot control system being used for the
experiments is the system NoVAL+, which is a
modular and flexible motion control system for
industrial robots based on an industrial PC (IPC)
and the operating system Windows. The system
has been developed within a large research proj-
ect [Damm93] and is now commercially avail-
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Figure 3: Structure of the PC-based robot con-
trol system
able. Because of its modular concept, it can easily
be adapted to different kinematics and applica-
tions. The main structure of NoVAL+ is pre-
sented in Figure 3.
The trajectory generation module is realized
as a device driver module within the operating
system using the NMI1 timer of the IPC due to
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 NMI stands for "non maskable interrupt".
the strict real-time requirements. The integration
of the distributed axis control modules is realized
using the CAN bus. An on-line adaptation of the
control parameters, based on the robot's configu-
ration and the robot task being executed, is im-
plemented to improve the accuracy for the path
execution and the overall system performance,
especially for high speed applications. All exter-
nal peripheral components, like grippers and sen-
sors, are connected to the IPC via a second CAN
bus.
The control unit establishes an open user in-
terface for including application specific modules
on the real-time control level to easily realize
user defined control functions.
A main feature of NoVAL+, in comparison
to conventional robot control systems, is the cli-
ent-server architecture, which enables the control
system to be easily integrated into TCP/IP-based
local control networks. Therefore, a robot appli-
cation program can be implemented on the robot
control IPC itself or on any other PC in a net-
work. To realize powerful robot applications, a
C/C++-based application programmer interface is
available. Additionally, a TCP/IP-based on-line
visualization is provided for monitoring the ro-
bot's movements.
3 Experimental environment
For testing the different components, we
have designed an experimental setup. Basically, it
consists of a Silicon Graphics (SGI) Workstation
on which the robot simulation program
ROBCAD runs to define the CAD model of the
workcell and to specify the motion planning task.
The CAD model of the experimental environment
in robot simulation system is shown in Figure 4.
The corresponding real robot work cell is depict
in Figure 5. The workcell includes an industrial
robot Puma260, fixed on a platform with five
boxes and surrounded by Plexiglas windows.
Supported by a graphical user interface based on
the ROBCAD Open System Environment
(ROSE), the parallel motion planner can be
started and controlled. One simple task consists,
for example, of planing a collision-free path from
Figure 4: Screenshot of the CAD-model in a
robot simulation system (ROBCAD)
the upper left box to the lower right box (see Fig-
ure 4).
The motion planner itself runs on the IPR-
ParaStation, a PC-based workstation cluster
[Wurll97a]. It only needs the CAD model and the
start and goal configurations and an address to
which it sends the solution path. In our scenario,
a solution is successfully found in less than one
second. The path is then sent to the robot simula-
tion tool for visualization and is sent to the robot
control unit for execution. For an optimal path
execution the trajectory has been smoothed by a
spline interpolation in the C-space, which is a
special motion skill on the robot control unit.
Figure 5: The real robot work cell presented at
the trade fair SPS/IPC/Drives in Nürnberg,
1997
To our knowledge, this is the first published2
experimental setup, where a 6 DOF motion plan-
ner is efficiently used for an on-line path plan-
ning with a life path execution on an industrial
robot.
4 Conclusions and future work
In this paper, we have introduced a new ap-
proach to a distributed planning and control sys-
tem for industrial robots. It consists of three in-
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 There is an other experimental setup at the University of
Munich. But this has not been published yet.
dependently developed components. At the top
level of the hierarchical concept, there is an effi-
cient parallel motion planner for 6 DOF industrial
robots which does not need any time consuming
off-line computations. In the middle level, we
have presented a PC-based robot control unit
which can easily be adapted to new kinematics
and which offers an open interface for the periph-
eral integration. At the bottom level, we have
proposed a bus-based coupling of distributed
motion control units. The concept allows an on-
line adaptation of the control parameters accord-
ing to the robot's configuration. By setting up an
experimental result, we have proven the perform-
ance of the overall concept. This is the first sce-
nario known to the authors, in which a motion
planner has computed a suitable path for execu-
tion on a real workcell.
Future investigation will focus on the im-
provement of the presented components. Con-
cerning the motion planner, we concentrate on
extending this path planner to be able to cope
with moving obstacles, such as other robots. Re-
garding the robot control unit, new applications,
like medical surgery, enforces high safety re-
quirements and short reaction times, which will
be included in the next software revision.
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