In order to establish a functional analytic basis for representation theorems for conditional and multi-period risk measures, we study locally convex modules over the ring λ = L ∞ (G). Their topology is determined by λ-seminorms. As expected, central mathematical tools of the analysis are Hahn-Banach type and separation theorems which however have to be treated more carefully in the module case. Once a dual λ-module is introduced, one can establish a module version of the Bipolar theorem. We also prove the Krein-Šmulian as well as the Alaoglu-Bourbaki theorem for λ-modules. For Banach λ-modules their reflexivity is characterized by a compactness criterium in a (very) weak-* topology.
Introduction
The present contribution stands in a close context of the widespread research activities in the last 15 years about risk measures (or their negative values, called monetary utility functions or risk assessments). This movement had its starting point in the lighthouse paper [3] about coherent risk measures and their robust representation. Since then, a huge number of subsequent papers have appeared first extending the representation theorem to convex risk measures, and afterwards treating topics like law-invariant, conditional, and multi-period risk measures. A first list of references can be found in [1] .
Already in [3] and [7] it became clear that the analysis of risk measures needs a substantial amount of non-trivial functional analysis since weak and weak-* topologies of vector spaces play an important role. The basic representation theorem for risk measures or assessments on L ∞ as an infimum over "test" probability measures, whose proof is due to F. Delbaen, requires versions of the bipolar theorem and of the Krein-Šmulian theorem (see [9] or [14] as an introduction). First generalizations of the robust representation of convex risk measures to conditional ones are done by the "scalarization" method (see [10] and [20] ), thus reducing representations for conditional risk measures to known results of scalar risk measures. Alternatively, one needs more general theorems of functional analysis which extend known results from standard vector spaces to modules over rings of random variables. For example, the connection of the Fatou property of risk measures with the order (or Dedekind) semi-continuity of convex functions on Frechet lattices has been treated in [4] .
Extensions from the classical algebraic Hahn-Banach theorem which first appeared in 1927 and 1929 for real valued linear functionals on real vector spaces, to the case of ring-linear functionals on modules over Banach algebras or complete lattice rings with values in complete lattice modules over the same ring are well known (see [19] , [25] , [6] , and [26] ). 1
Rings of random variables
In this section, we follow the ideas of [12] , but instead of regarding the subspace L 0 (G) with the topology of almost sure dominance as a ring of a module E, we use the space of bounded G-measurable random variables with the L ∞ -norm as ring. We adopt this space to be able to find a general version of Alaoglu's theorem. Some, but not all proofs from [12] can be transformed to our situation. Let (Ω, F, P) be a probability space with a sub-σ-algebra G ⊂ F. By (G ∩ A) + we denote the set of all A ∈ G with A ⊂ A and P(A ) > 0; similar to F + .
By L 0 (resp. L 0 (G)) we denote the set of all F-measurable (resp. G-measurable) real random variables, while L 0 is the set of all In the rest of the paper, we consider the dual pair (κ := L 1 (G), λ := L ∞ (G)). Most of the time a generic element of λ will be denoted by ζ. We write 1I for the element in λ being constant 1. Further, let λ + := {ζ ∈ λ| ζ ≥ 0}. The space κ, resp. λ, is equipped with the topology induced by the norm θ κ := θ 1 θ ∈ κ resp.
Thus κ and λ have countable neighborhood bases of 0.
For p ∈ [1, ∞] and G ⊂ F 1 ⊂ F, we introduce the conditional norms · p,F 1 on L 0 by
where X ∈ L 0 .
λ-Modules
Our starting point for the study of modules is the following definition:
Definition 3.1.
(i) A λ-module E is a set with an additive operation + and a multiplication · by the elements of the ring λ:
(ii) We call a λ-module E topological if E is endowed with a topology T so that the module operations (a) and (b) are continuous with respect to the corresponding product topologies.
In the following, we will always consider the λ-module E as a topological one.
Example 3.1. For 0 < q ≤ ∞, the spaces L q over the probability space (Ω, F, P) with the L q -norm · q are topological λ-modules.
Let E be a λ-module. For X ∈ E and a subset C ⊂ E, we define
If C is a λ-submodule of E, the collection {A ∈ G| 1I A · X ∈ C} is directed upwards for all X ∈ E,
Therefore, there exists an increasing sequence (A n ) ⊂ G with
Definition 3.2. We say that a set C ⊂ E has the closure property if
ByĈ, we denote the smallest subset of E that has closure property and contains C. Note thatĈ is given byĈ
For a set C ⊂ E, we denote by
the λ-submodule of E generated by C.
(iii) Let Z be a λ-linear function from C to λ and ξ ∈ 1I (X C) c λ. Then
defines the unique λ-linear extension of Z to span λ (C, X) which satisfies X, Z = ξ.
(iv) Suppose now that C has in addition the closure property. Then
Proof. (i) Since C is a λ-submodule and X C ∈ G, it follows that
Suppose that for some ε > 0 we have
But this contradicts the definition of (X C). Therefore, ζ 2 = ζ 1 and
follows by (ii) that ζ 1 = ζ 2 on (X C) c and since ξ ∈ 1I (X C) c λ, we have ζ 1 · ξ = ζ 2 · ξ and also
This shows that Z is well defined. The uniqueness of Z follows from the right-hand side of (3.6) with ξ fixed.
(iv) The fact that we have 1I (X C) c · X = X implies that span λ (C, X) ⊂ span λ (C, X). If C has the closure property then 1I (X C) ·X ∈ C and since X = 1I (X C) ·X +X, we get span λ (C, X) ⊂ span λ (C, X).
Hahn-Banach theorem for λ-modules
As mentioned before, extension results of the classical Hahn-Banch theorem have existed for a long time in several directions. In the case L 0 -modules, extension theorems are given in [12] and [18] . We state and prove the corresponding theorem for λ-modules in the form we need it in the following sections. Let's start with the definition of sublinear functions.
Definition 4.1. Let E be a λ-module. A function q : E → λ is λ-sublinear if:
If we have equality in (ii), then the function q is λ-linear.
Theorem 4.1. Consider a λ-sublinear function q : E −→ λ, a λ-submodule C of E and a λ-linear function Z : C −→ λ so that
Then Z extends to a λ-linear function Z : E → λ so that X, Z ≤ q(X) for all X ∈ E.
Before proceeding to the proof of the theorem 4.1, we need the following result.
Lemma 4.2. Let C, Z, q as in theorem 4.1. Then Z extends uniquely to a λ-linear functionẐ :Ĉ → λ so that X,Ẑ ≤ q(X) for all X ∈Ĉ.
where X C = ∪ n∈N M n as in (3.2) . Since for all n ≤ m
Proof. of theorem 4.1:
Step 1 (one-step extension): In view of lemma 4.2, we can assume that C has the closure property. Suppose now that X ∈ E \ C. Then X = 1I (X C) c X / ∈ C and X = 0. We will show that Z extends to a λ-linear function Z : span λ (C, X) −→ λ so that
By proposition 3.1, Z is the unique extension of Z to span λ (C, X) = span λ (C, X) with X, Z = ξ.
We have extended Z from C to Z on span λ (C, X) = span λ (C, X) satisfying Z ≤ q on span λ (C, X).
Step 2: The set If for some I ⊂ I the family
we have Z C = Z is λ-linear and Z ≤ q on D. So we can assume that D has the closure property and thus
Hence (D, Z) is an upper bound for the family (D i , Z i ) i∈I . Now, we apply Zorn's lemma to have the existence of a maximal element (D max , Z max ) ∈ I, i.e
In order to show that D max = E, suppose that D max = E. By the first step of the proof Z max extends to
for any X ∈ E\D max . This contradicts the maximality of (D max , Z max ). Hence D max = E.
Gauge functions
We start with some well-known definitions.
Let us first remark that the properties of a set D to be λ-convex and -balanced can be combined:
Lemma 5.1. A subset D of the λ-module E is λ-convex and λ-balanced if and only if it is λ-absoluteconvex in the following sense:
For all X 1 , X 2 ∈ D and ζ 1 , ζ 2 ∈ λ with |ζ 1 | + |ζ 2 | ≤ 1 :
Proof. We just need to show the necessity of condition (5.1); its sufficiency is obvious. So for i = 1, 2 let X i ∈ D and ζ i ∈ λ with |ζ 1 | + |ζ 2 | ≤ 1. We define ζ := |ζ 1 | (|ζ 1 | + |ζ 2 |) ≤ 1 and
Using the properties of D to be λ-balanced and -convex, we find successively:
Then the gauge function q D satisfies for all X ∈ E, A ∈ G, and ξ ∈ λ + :
Proof. (i) We use the definition of q D in particular for ζ = 1 ∈ λ + .
(ii) For X ∈ E and A ∈ G we have
(iii) Let X ∈ E, ξ ∈ λ + and for ε ≥ 0 define A ε := {|ξ| > ε} ∈ G. It suffices to show that for all ε > 0
for all ζ ∈ λ with 0 ≤ ζ ≤ 1.
For such a subset D the gauge function q D satisfies for all X, X 1 , X 2 ∈ E and ζ ∈ λ + :
Parts (ii) and (iii) imply that q D is a λ-sublinear function.
(iv) there exists a sequence (ζ n ) n in λ so that
Proof. By the λ-absorbing of D, we find for any
With the convention 0/0 = 0 we have that
The relation (5.3) follows now immediately. (i) " ≤ " follows from the definition of q D . To prove the reverse inequality, let ζ ∈ λ + with X = ζ · Y for some Y ∈ D. For 0 < ε ∈ R we set A ε := {ζ > ε} ∈ G and ζ ε :
(ii) We first show that for all X ∈ E and A ∈ G (5.7) is proved. Now we consider the representation
A · ζ, the inequality we needed to complete the proof of (5.7). Now proposition 5.2 (iii) together with (5.7) yields
Therefore, the element ζ ·X in E, ζ ∈ λ and X ∈ E can be rewritten with A := {ζ ≥ 0} as 1I A |ζ|·X +1I A c ·|ζ|·(−X). Now (5.7) and (ii) imply
(vi) Suppose A∩{q D |X| < 1} ∈ G + . This means that there exists ζ ∈ λ + with B := A∩{ζ < 1} ∈ G + and 1I A ·X ∈ 1I A ·ζ ·D. But by (5.3) it follows 1I B ·X ∈ 1I B ·ζ ·D ⊂ 1I B ·D, contradicting the assumption.
The preceding proof of part (i) shows the following stronger version of absorption:
Corollary 5.4. If D is λ-absorbent and -convex, then it is also λ -absorbent:
For all X ∈ E there exists ζ ∈ λ with X ∈ ζ · D.
(5.8)
Seminorms and locally convex λ-modules
If the subset D is a λ-convex, -absorbent, and -balanced subset of E, then its gauge function q D is a λ-seminorm in the following sense:
denote the q-ball of radius η around X ∈ E. We write B q,η := B q,η (0) and B q,r (X) := B q,r1I (X) for r ∈ R .
Indeed, proposition 5.3 (iii) and (v) show that q D is a seminorm for a λ-convex, -absorbent, and -balanced subset D. Conversely, if q is a λ-seminorm then for each η ∈ λ the q-ball B q,η is a λ-convex, -absorbent, and -balanced subset of E. Since the class of λ-convex, -absorbent, and -balanced subset of E is closed under finite intersection, we can generalize the simple set B q,η to the following system: Let Q be a family of λ-seminorms on E. Then
defines a system of λ-convex, -absorbent, and -balanced subset of E, closed under finite intersections. If we generate a topology T Q on the λ-module E by using the system U Q as a neighborhood base of 0 ∈ E, then the properties (i) and (ii) of definition 6.1 show that E is a topological λ-module. Therefore E with the topology T Q is a locally convex λ-module in the sense of the following definition.
Definition 6.2. The λ-module E is locally convex if it has a neighborhood base U of 0 ∈ E with the following properties:
(iii) for all U ∈ U there exists U ∈ U with U + U ⊂ U , (iv) for all U ∈ U and ζ ∈ λ there exists U ∈ U with ζ · U ⊂ U , (v) -(vii) all U ∈ U are λ-absorbent, λ-balanced, and λ-convex, and its topology T U is defined by the fact that a subset O ⊂ E is open if and only if for all X ∈ O there exists U ∈ U with X + U ⊂ O.
It is well known that the properties (i) to (vi) imply that (E, T U ) is a topological λ-module in the sense of definition 3.1 (see e.g. [27] chapter 8, the proof given there can be transferred literally to our case if we only replace ε > 0 by η ∈ λ using corollary 5.4).
Proof. The necessity of condition (6.4) is obvious. Conversely, if X = X in E, then there exists U ∈ U with X − X / ∈ U . By property (ii) of definition 6.2 we get U ∈ U with U + U ⊂ U . Now,
Assumption 6.1. If we consider in the following sections a locally convex λ-module E we always assume condition (6.4) to be satisfied.
Having shown that a family Q of λ-seminorms creates via (6.2) a neighborhood base U Q of a locally convex topology on E, we now want to show that any locally convex λ-module is indeed given by a family of λ-seminorms: Theorem 6.2. A topological λ-module (E, T ) is locally convex if and only if T is induced by a family Q of λ-seminorms.
Proof. If U is a neighorhood base as in definition 6.2 then proposition 5.3 shows that Q := {q U |U ∈ U} is a family of seminorms. Moreover, the fact that q U ≥ q U 1 ∩U 2 ≥ sup(q U 1 , q U 2 ) for U ⊂ U 1 ∩ U 2 shows that the topology generated by Q is invariant if we replace Q by Q := {sup i≤n q U i |U i ∈ U, i ≤ n ∈ N}. Finally, since by proposition 5.3 (i) and (vi)
we conclude that U and U Q generate the same topology.
For a λ-seminorm q ∈ Q it is evident that {X|q|X| ≤ η} ⊂ {X|1I A · q|X| ≤ η} for all A ∈ G + . Of course, 1I A · q is equally a λ-seminorm. In view of theorem 6.2, there is no restriction in assuming that the family Q of λ-seminorms is closed under q → 1I A · q for all A ∈ G + . Even more: since we use in (6.3) the sup Q f over finite subsets Q f of Q, we can and do make the following assumption:
The locally convex topology on the λ-module E is now defined by the neighborhood base
(6.5)
We still note the following result for λ-absorbent and -convex subset of E:
Proposition 6.3. Let E be a locally convex λ-module and D a λ-absorbent and λ-convex subset of E.
Proof. Let the topology of E be given by U Q for a family Q of λ-seminorms, satisfying assumption 6.2.
Separation theorems for convex subsets
In the following sections we study locally convex λ-modules E whose topology is induced by a set Q of λ-seminorms, satisfying the assumption 6.2 (assumption 6.1 is tacitly supposed). We refer to it as (E, Q). Our first result is the following separation theorem:
Then there exists a continuous λ-linear function Z : E → λ with X, Z = 1I A for some X ∈ E and for all X ∈ C and Y ∈ D there exists η ∈ λ so that
As a consequence, we get
Proof. 1.
Step: Let C = { X} for some X ∈ E. By a translation of both C and D we can suppose that 0 ∈ D which implies that 1I A ·D is λ-convex and -absorbent for 1I A ·E. By hypothesis 1I B · X / ∈ 1I B ·D for all B ∈ (G ∩A) + . Now 1I A ·ζ 1 · X = 1I A ·ζ 2 · X implies 1I A ·ζ 1 = 1I A ·ζ 2 since otherwise for i = 1 or 2 and some ε > 0 we get 
According to theorem 4.1 we can extend Z on E satisfying Z ≤ q D . In particular, for all Y ∈ D = • D we find by (6.6) some η ∈ λ with
2.
Step: Now let C be a non-empty λ-convex subset of E. Since D − C is not empty, we pick − X ∈ D − C and define 
. Therefore Y , Z λ < ε for all Y ∈ D which shows the continuity of Z.
Proposition 7.3. On the locally convex λ-module (E, Q), a λ-linear function Z : E → λ is continuous if and only if there exists q ∈ Q and η ∈ λ so that for all
Proof. If Z : E → λ is continuous then for all ε > 0 there exists q ∈ Q and ζ ∈ λ so that for all X ∈ E q|X| ≤ ζ implies X, Z λ ≤ ε. But then
for all X which shows (7.4) with η = ε/ζ ∈ λ . Conversely, if (7.4) holds with q ∈ Q and η ∈ λ , we set D = {X q|X| < 1/η} which is an open λ-convex set containing 0. Since its gauge function q D satisfies q D = η · q, we get | X, Z | ≤ q D |X| and the assertion follows from proposition 7.2.
For a compact convex set C and a closed convex subset D, we can -under some conditionsreinforce the first separation theorem 7.1 to get a strong separation, meaning that the "gap" η in (7.2) between C and D becomes uniform. We start with following partial result: Theorem 7.4. Let D be a closed λ-convex non-empty subset of a locally convex λ-module (E, Q). Suppose that for some X ∈ E \ D and A ∈ G + there exists a neighborhood U of X so that
Then there exists a λ-linear continuous function Z : E → λ with X, Z = 1I A for some X ∈ E and η ∈ λ so that
Proof. Let A ∈ G + . Without loss of generality we assume X = 0 so that 0 / ∈ 1I B ·D for all B ∈ (G∩A) + . By assumption 6.2, we may assume that there exists a neighborhood U q,η 0 of 0 with 1I B ·U q,η 0 ∩1I B ·D = ∅ for all B ∈ (G ∩ A) + . This implies that 1I B · U q,η 0 /2 ∩ 1I B · D + U q,η 0 /2 = ∅ for all such B. Since D + U q,η 0 /2 is an open λ-convex subset theorem 7.1 yields a continuous λ-linear functional Z with
Since η · X ∈ U q,η 0 /2 for some η ∈ λ we get
Now we come to the strong separation of compact versus closed convex sets in a λ-module.
Theorem 7.5. Let C and D be λ-convex non-empty subsets of a locally convex λ-module (E, Q) with C compact and D closed. Suppose that for A ∈ G + we have
for all B ∈ (G ∩ A) + . Then for all ε > 0 there exists a set A ε ⊂ A with P(A \ A ε ) < ε, a λ-linear continuous function Z : E → λ, and η ∈ λ so that
for all X ∈ C and Y ∈ D.
Proof. We first note that the set D = {Y − X|X ∈ C, Y ∈ D} is obviously λ-convex, but it is also closed. The later property is proved as in the scalar case (see [2] , 5.3). Property (7.7) is now equivalent to 0 / ∈ 1I B · D . We claim that ζ > 0 on A. Suppose B := A ∩ {ζ = 0} ∈ G + . This means that for all q ∈ Q and all η ∈ λ there exists X q,η with 1I B · X q,η ∈ 1I A · (B q,η ∩ D ). We fix X 0 ∈ D so that the λ-convexity of D implies that X q,η := 1I B · X q,η + 1I A\B · X 0 ∈ 1I A · D . Now the net X q,η q∈Q,η∈λ converges to (7.9) . Now, let ε > 0. We find successively γ > 0 with P(A ∩ {ζ < γ}) < ε/2, next a q ∈ Q so that
, and finally the set
)/2 we see that ζ * ∈ λ . Moreover, we claim that
for all B ∈ (G ∩ A ε ) + , since otherwise we would find B ∈ (G ∩ A ε ) + and X ∈ E with 1I B · X ∈ 1I B · (B q,ζ * ∩ D ). This would mean that
which is a contradiction. Since with (7.10) we proved the condition of theorem 7.4 with respect to A ε , theorem 7.5 is equally proved.
Remark 7.1. In the case where C = {X} for some X ∈ E and X / ∈ D, we note that the condition (7.7) is satisfied with A := (X D) c , since A ∈ G + and 1I B · X / ∈ 1I B · D for all B ∈ (G ∩ A) + .
For locally convex λ-modules we get the following consequence of theorem 7.1: Theorem 7.6. Let (E, Q) be a locally convex λ-module, D a closed λ-convex subset, and C an open λ-convex subset containing 0. Suppose that for some X 0 ∈ E, A ∈ G + , and η 1 , η 2 ∈ λ we have
Then there exists a λ-linear continuous function Z : E → λ and η ∈ λ so that
for all Y ∈ D and all X ∈ η 1 · C + X 0 .
Proof.
We get a continuous λ-linear function Z : E → λ with X, Z = 1I A for some X ∈ E so that
Since there exists η ∈ λ with η · X ∈ η 2 · C it follows that
for all Y ∈ D and X ∈ η 1 · C, hence
for all Y ∈ D and X ∈ η 1 · C + X 0 .
Linear duality of locally convex λ-modules
Let (E, Q) be a locally convex λ-module. Before we investigate below the dual λ-module of E we introduce the following definitions:
Definitions 8.1. Let B be a closed λ-convex subset of E containing 0.
(ii) The λ-module E is B-complete if every B-Cauchy net has a limit in E.
(iii) A net (X ι ) ι∈I in E is a Cauchy net if it is a B q,1 -Cauchy net for all q ∈ Q.
(iv) We simply say that E is complete, if every Cauchy net has a limit in E.
(v) In the case Q = { · } with a λ-norm · , the complete λ-module (E, · ) is called a Banach λ-module.
By E we denote the λ-dual space of E which is the λ-module of all continuous λ-linear functions Z : E → λ.
Definition 8.2.
(i) Let q ∈ Q. On the dual λ-module E the conjugate λ-seminorm q is
for Z ∈ E . The fact that q |·| is indeed a λ-seminorm on E is shown as in the classical case.
(ii) Let Q := {q | q ∈ Q} be the set of conjugate λ-seminorms on E .
(iii) For q ∈ Q and η ∈ λ , the q -ball of radius η around Z ∈ E is B q ,η (Z) := {Z ∈ E | q |Z − Z| ≤ η}.
Similarly, we have for all X ∈ E and Z ∈ E
Proof. If (Z i ) i∈I be a Cauchy net in E . The inequality (8.2) shows that X, Z i converge in λ for all X ∈ E, say to X, lim ι Z i . Then for X ν ∈ E and ζ ν ∈ λ, ν = 1, 2,
This shows that lim ι Z ι is λ-linear.
To show that lim ι Z ι is continuous, let q ∈ Q and η ∈ λ . We choose ι q ,η ∈ I so that for all
For any X ∈ B q,1I , we choose ι X ∈ I, ι X ≥ ι q,η so that | X, Z ι − X, Z ι X | ≤ η for all ι ≥ ι X . Now, for ι ≥ ι q,η we get
This shows the continuity of lim ι Z ι , hence lim ι Z ι ∈ E .
Weak topologies and polar sets for λ-modules
The λ-weak topology σ λ (E, E ) on E is the locally λ-convex topology generated by the family of λ-seminorms (q Z : E → λ) Z∈E defined by q Z |X| := | X, Z | , X ∈ E. By theorem 7.1, the λ-weak topology σ λ (E, E ) is Hausdorff. Moreover, theorem 7.4 implies the following results for closed λ-convex subsets of E:
Theorem 9.1. Let E be a locally convex λ-module with a topology T U generated by a neighborhood base U of 0 ∈ E as in definition 6.2 and D ⊂ E a λ-convex subset of E. Then D is closed in the topology T U if and only if it is closed in the λ-weak topology σ λ (E, E ).
Proof. Since the λ-weak topology σ λ (E, E ) is coarser than the topology T U , the sufficiency of the last condition is obvious. Conversely, if D is closed in
where the set C X is closed in the λ-weak topology σ λ (E, E ). Therefore D = X ∈D C X shows that D is also closed in the λ-weak topology σ λ (E, E ).
Similarly, the λ-weak* topology σ λ (E , E) on E is the locally λ-convex topology generated by the the family of λ-seminorms (q X : E → λ) X∈E defined by q X |Z| := | X, Z | , Z ∈ E . The λ-weak* topology σ λ (E , E) is also Hausdorff. Definition 9.1. Let's consider the λ-dual pair (E, E ).
(i) For a subset D ⊂ E we define its λ-polar set D as
For subsets D ⊂ E we let co λ D be the λ-convex hull of D in E and co λ D be the closure of co λ D in E. theorem 9.1 shows that this closure is the same in the two topologies T U or σ λ (E, E ).
Similarly for a subset D ⊂ E , we denote by co λ D the λ-convex hull of D in E and by co λ D closure of it in E , however only in the λ-weak* topology σ λ (E , E).
The following properties of λ-polar sets are well-known in the scalar case. (i) D is λ-convex and closed in σ λ (E , E). Similarly, D is λ-convex and closed in E (or equivalently in σ λ (E, E )).
(
Proof. (i) Since D = X∈D Z X, Z ≤ 1 , it is the intersection of λ-convex and σ λ (E , E)-closed sets. As such, it has also these properties. The same reasoning holds for D .
(ii) It is obvious that D = (D ∪ {0}) . Now, let η ∈ λ + with 0 ≤ η ≤ 1. It follows that
i∈I D i ⊃ i∈I D i follows from (ii) and then (i) implies (vi).
The following theorem is a λ-module version of the well-known bipolar theorem (see also [5] ).
Theorem 9.3. For D ⊂ E we have with respect to the λ-dual pair (E, E )
The closure has to be taken in the σ λ (E, E )-topology.
Proof. We set C := co λ (D ∪ {0}). The inclusion D ⊃ C follows from proposition 9.2 (i) and (iii). For the converse inclusion, assume X ∈ C, i.e. (X C) c ∈ G + . Again, by theorem 7.5 we find a set A ∈ G + , A ⊂ (X D) c , Z ∈ E , and η ∈ λ with Y,
An immediate consequence of proposition 9.2 is the following Corollary 9.4. Let E be a locally convex λ-module with the set Q of λ-seminorms. Then the dual balls
are closed in the weak*-topology σ λ (E , E) for all Z ∈ E and η ∈ λ .
Proof. With respect to the λ-dual pair (E, E ) we have B q ,η = B q,1/η . So by proposition 9.2, B q ,η is weak*-closed .
Convex dual sets of complete locally convex λ-modules
Let E be a locally convex λ-module whose topology is induced by a set Q of λ-seminorms, satisfying the assumption 6.2. Again, Q is the set of conjugate λ-seminorms on E .
The following theorem is one of the main results of this paper. Let us first remark that if D ⊂ E is σ λ (E , E)-closed then by proposition 9.2 (i) the intersection D ∩ η · C is also σ λ (E , E)-closed for all η ∈ λ and sets C which by proposition 9.2 (ii) may be assumed to be closed, λ-convex and to contain 0.
Also, under additional conditions, the converse assertion is correct:
We consider an open λ-convex set C with η∈λ η ·C = {0}. If the sets D ∩η ·C are σ λ (E , E)-closed for all η ∈ λ , then D is σ λ (E , E)-closed. The sufficient conditions for this statement are:
• E is a C-complete λ-module.
• The set D is λ-convex.
It is important to notice that in general the set C is not a σ λ (E , E)-neighborhood of 0. We rephrase this general version of the Krein-Šmulian theorem for λ-modules as follows:
Theorem 10.1. Let E be a locally convex λ-module which is complete with respect to the closure for an open λ-convex subset C with η∈λ η · C = {0}. Further let D be a λ-convex subset of the dual λ-module E . Then the following are equivalent:
Proof. The necessity of the second assertion is clear by proposition 9.2 (i). For the converse direction, we use the following shorthand writing: C η := η · C and C η := η · C . We first show that if the assertion is true for sets containing 0 then it is also true for general sets D .
Step 1: Assume the theorem is true for sets containing 0. Let Z 0 ∈ D ⊂ E and set D := D − Z 0 . Since by assumption and proposition 9.2 (vi) the set C 1 is λ-absorbent, we get Z 0 ∈ C η for some η ∈ λ
By hypothesis D ∩ C η+η is weak*-closed as is a priori C η (Z 0 ) and we conclude that D ∩ C η is weak*-closed for all η ∈ λ . The theorem then says that D is weak*-closed and therefore also D = D + Z 0 since the map Z → Z + Z 0 is a homeomorphism in any locally convex λ-module. It remains to show that the theorem is true for sets D with 0 ∈ D .
Step 2: We define D n := D ∩ C 2 n+1 which by hypothesis is weak*-closed. Let D n := (D n ) be the polar set of D n which is σ λ (E, E )-closed by proposition 9.2 (i). Using 0 ∈ D n and the weak*-closure of D n , the bipolar theorem 9.3 says that (
To show (10.1), we set D :
We apply theorem 7.6 with η 1 = η 2 = 2 −n to get the existence of Z ∈ E and η 0 ∈ λ so that
for all Y ∈ D n+1 and X ∈ C 2 −n + X 0 . The first two inequalities imply Z ∈ (D n+1 ) = D n+1 ⊂ D , in particular Z ∈ C 2 n+2 . Since on A the second inequality is strict and X 0 ∈ D n , we see that Z ∈ (D n ) = D n . Hence Z ∈ C 2 n+1 . This allows us to find Y ∈ C 2 −n with A := { Y, Z > 2} ∈ (G ∩ A) + . Now
On the other hand, we know that 0, Z ∈ D hence by convexity Z/2 ∈ D . Also Z ∈ C 2 n+2 . Both assertions mean Z/2 ∈ D n : a contradiction!
Step 3: Let D := n≥1 D n . For all n ≥ 1, we claim
By (10.1) any X n ∈ D n can be written as
The sequence (X n ) n≥1 is a Cauchysequence which in C-complete λ-module E converges to X ∈ n D n = D since every D n ⊃ D n+1 and D n is closed. Thus X n = X − i≥0 Y n+i ∈ D n − C 2 −n+2 which shows (10.3).
Step 4: For any 0 < ε ∈ R we have for the two convex sets containing 0:
Since C 1 is λ-absorbent, by taking the union over n and then over ε one gets:
Obviously, the Q -closure of the last set is equal to D . On the other hand, if every D ∩ C η is by assumption σ λ (E , E)-closed, so a fortiori Q -closed, then also D = η∈λ (D ∩C η ) is Q -closed. This proves that we have D = D and again by proposition 9.2 polar sets in the dual space are σ λ (E , E)-closed.
Weak-weak* topologies for λ-modules
We recall that λ = L ∞ (G) is the dual space of κ := L 1 (G) with the dual form
for ϕ ∈ κ and ζ ∈ λ. The weak*-topology σ(λ, κ) of λ is the coarsest topology for which the linear functions λ ζ → ϕ, ζ are continuous for all ϕ ∈ κ. This allows us to introduce the weak-weak*-topology σ(E, E , κ) as the coarsest topology for which the linear functions
are continuous for all Z ∈ E and ϕ ∈ κ. Obviously, the weak-weak*-topology σ(E, E , κ) is coarser than the weak-topology σ λ (E, E ).
Similarly, we can consider the weak*-weak*-topology σ(E , E, κ) characterized as the coarsest topology for which the linear functions ϕ • X : E → R with ϕ • X, Z := ϕ, X, Z (11.3) are continuous for all X ∈ E and ϕ ∈ κ. Again, weak*-weak*-topology σ(E , E, κ) is coarser than the weak*-topology σ λ (E , E). Now, we are in a position to show a version of the Alaoglu-Bourbaki theorem for locally convex λ-modules.
Theorem 11.1. Let U be a neighborhood of 0 in a locally convex λ-module E. Then U is compact in the weak*-weak*-topology σ(E , E, κ).
Proof. Here we endow λ with the weak*-topology σ(λ, κ) and consider the Cartesian product λ E with its product topology. Tychonov's theorem tells us that the Cartesian product X∈E π X of compact subsets π X ⊂ λ is itself compact in λ E . We define the mapping Φ : E → λ E given by Φ(Z) := ( X, Z ) X∈E ∈ λ E . Since the weak*-weak*-topology σ(E , E, κ) on E is the topology of the pointwise convergence of the set of functions X, · : E → (λ, σ(λ, κ)) with X ∈ E, the mapping Φ is a homeomorphism between E and Φ(E ) ⊂ λ E . The assertion that U is compact in the topology σ(E , E, κ) is therefore a consequence of the following two claims:
(i) Φ(U ) is contained in a compact subset X∈E π X of λ E with marginal sets π X compact in σ(λ, κ).
(ii) Φ(U ) is closed in λ E .
(i) The neighborhood U of 0 is λ-absorbent which implies that for all X ∈ E there exists ζ + X , ζ − X ∈ λ + so that X ∈ ζ + X · U and −X ∈ ζ − X · U . In particular, if X ∈ U (resp. −X ∈ U ), we choose ζ + X = 1, resp. ζ for all X ∈ E and all Z ∈ U . Therefore, Φ(U ) ⊂ X∈E π X with π X = {ζ ∈ λ| − ζ − X ≤ ζ ≤ ζ + X }; But π X are closed convex bounded sets in λ and therefore compact in the σ(λ, κ) topology. This shows (i).
(ii) Let (Z i ) i∈I be a net in U so that Φ(Z i ) converges to (ξ X ) X∈E ∈ λ E , i.e. X, Z i → ξ X in σ(λ, κ) for all X ∈ E. It follows for all ϕ ∈ κ that ϕ, ξ ζ·X+ζ ·X = lim This shows that X → ξ X is λ-linear. By definition 6.2 we find a neighborhood U of 0 with U , −U ⊂ U . By our choice of ζ − X and ζ + X for X ∈ U it follows that | X, Z | ≤ 1 for all X ∈ U and Z ∈ U , in particular for Z i which implies in the limit that |ξ X | ≤ 1 for all X ∈ U or ξ −1 {ζ ∈ λ| |ζ| ≤ ε} ⊃ ε · U , ε > 0. Therefore ξ is a continuous λ-linear function on E, i.e. ξ ∈ Φ(E ) or ξ(·) = ·, Z for some Z ∈ E . Remember again that in (11.4) we had ζ + X = 1 for X ∈ U so that for all X ∈ U we get X, Z i ≤ 1 or lim i X, Z i = X, Z ≤ 1. This shows even Z ∈ U and therefore the closure of Φ(U ).
Banach λ-modules and their reflexivity
As in classical functional analysis, we can study for a normed λ-module E the bidual λ-module E , i.e. the λ-module of all continuous λ-linear functions V : E → λ, denoted by Z, V . The natural inclusion ι : E → E is given by Z, ι(X) := X, Z (12.1)
for X ∈ E and Z ∈ E . With the weak topology σ λ (E, E ) on E and the weak* topology σ λ (E , E ) on ι(E) ⊂ E the natural imbedding ι is obviously a homeomorphism since in both cases we have the initial topology with respect to the same set of functions. This allows us to formulate the theorem of Goldstine for λ-modules:
Theorem 12.1. Let E be a λ-module with λ-norm · and η ∈ λ . Then ι(B η ) is σ λ (E , E )-dense in B η : i.e. where the closure ι(B η ) has to be taken in the σ λ (E , E )-topology. This implies that E is σ λ (E , E )-dense in E .
Proof. In the dual pair (E , E ) of λ-modules we see by (8.1) that (ι(B η )) = B 1/η . Then the Bipolar theorem 9.3 for (E , E ) implies ι(B η ) = co λ (ι(B η )) = ι(B η ) = B 1/η = B η . Here, the closures are taken with respect to σ λ (E , E ).
The last theorem gives rise to the notion of reflexible Banach λ-modules:
