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S O M M A R I O
Il presente lavoro effettua un’esplorazione delle possibilità offerte
nel campo dell’interazione gestuale dal guanto in tessuto sensorizzato
sviluppato nei laboratori del Centro E. Piaggio dell’Università di Pisa.
L’innovativa tecnologia brevettata che lo contraddistingue lo rende un
interessante oggetto di studio, non solo come sensore in sè, ma anche
come parte di un moderno sistema di interazione.
In una prima fase del lavoro, sono state ideate due esperienze
interattive che coinvolgono l’uso della mano: un esempio di navigazione
in un ambiente tridimensionale, in cui l’utente è in grado di “afferrare”
la scena e trascinarla muovendo la mano nello spazio, e una versione
della Morra Cinese con il computer come avversario, con il quale il
giocatore interagisce proponendo l’usuale sequenza di movimenti del
pugno e formando con la mano il segno scelto.
Nella seconda fase, il guanto è stato affiancato ad altri sensori, come
accelerometri, giroscopi e telecamere, per realizzare un complesso
dispositivo di input. I dati provenienti dal livello dei sensori sono
stati integrati ed elaborati da un software appositamente sviluppato,
in grado di estrarre da essi informazioni sulla postura, l’orientamento,
la posizione e il movimento della mano, in tempo reale e senza fasi
preliminari di calibrazione.
Sulla base di queste caratteristiche, sono stati implementati dei
prototipi applicativi funzionanti che realizzano le due esperienze ideate,
dimostrando che il guanto Piaggio può essere impiegato con successo
nel campo interattivo.
3

I N D I C E
1 introduzione 7
1.1 Il lavoro svolto 9
1.2 Struttura della tesi 10
2 stato dell’arte 13
i ideazione delle esperienze interattive 23
3 caratteristiche della mano e esperienze
interattive 25
3.1 La morra cinese 26
3.2 Navigazione di una scena 3D 26
ii studio dei sensori ed estrazione delle
caratteristiche base 29
4 il guanto sensorizzato del centro piaggio 31
4.1 Descrizione del sistema 32
4.2 Applicazioni sviluppate precedentemente 35
4.3 Estrazione di informazioni sulla postura: lo stato di ogni
dito 37
5 inertial measurement unit (imu) 41
5.1 Caratterizzazione dell’orientamento 42
5.2 Estrazione delle caratteristiche di movimento:
accelerazioni e rotazioni 44
6 telecamera e marker luminosi 45
6.1 Telecamera PlayStation Eye 45
6.2 Marker luminosi 46
6.3 Estrazione della presenza e della posizione 47
iii integrazione e utilizzo delle caratteristiche
estratte 49
7 libreria di integrazione delle
caratteristiche 51
7.1 Composizione dello stato delle dita: riconoscimento di
posture complesse 52
7.2 Derivazione di stati discreti e valori di verità 53
7.3 Composizione con il canale temporale 53
7.4 Interfaccia trigger ed eventi 54
8 applicazioni dimostrative 55
8.1 Hello World! 55
8.2 Morra Cinese 55
8.3 Navigazione di una scena 3D 57
9 conclusioni 59
9.1 Sviluppi futuri 59
iv appendice 61
a software utilizzato 63
bibliografia 66
5

1I N T R O D U Z I O N E
Il presente lavoro effettua un’esplorazione delle possibilità offerte
nel campo dell’interazione gestuale dal guanto in tessuto sensorizzato
sviluppato nei laboratori del Centro E. Piaggio dell’Università di Pisa.
L’innovativa tecnologia brevettata che lo contraddistingue lo rende un
interessante oggetto di studio, non solo come sensore in sè, ma anche
come parte di un moderno sistema di interazione.
Lo studio dei sistemi di interazione costituisce da sempre uno dei Il modo in cui l’uomo
si interfaccia con la
tecnologia è l’oggetto
degli studi sui sistemi
di interazione
temi più importanti della ricerca scientifica, sia nel campo accademico
che in quello industriale. Questi sistemi, utilizzati dall’uomo ogni
giorno per interfacciarsi con la tecnologia, possono essere modellati
con una struttura ad anello che coinvolge componenti hardware,
come sensori, attuatori ed unità di elaborazione, e software, come
algoritmi di riconoscimento o Graphical User Interfaces (GUI). Un
utente che voglia indurre un componente tecnologico a compiere una
qualche azione esprime un comando percepibile dai sensori, la cui
informazione raggiunge l’unità di elaborazione attraversando uno o più
canali di input. Una volta compiuta l’azione, il componente invia una
rappresentazione del risultato prodotto o una notifica attraverso uno o
più canali di output, che raggiungono l’utente. In questo modo si forma
l’anello di feedback che consente lo scambio iterativo di informazioni,
e quindi la comunicazione, tra uomo e macchina.
Figura 1: La struttura ad anello di un sistema di interazione.
Questo lavoro di tesi riguarda principalmente l’uso a scopo interattivo
di determinati sensori (tra cui il già citato guanto), concentrandosi quasi
esclusivamente sui canali di input, tralasciando in gran parte l’output e
quindi le questioni inerenti il feedback.
Negli ultimi anni, l’abbassamento dei costi insieme alla riduzione
della dimensione fisica dei sensori, sviluppati principalmente per i
settori dell’aeronautica, delle automobili e della robotica, ha portato
ad una loro integrazione sempre maggiore nell’ambito dell’elettronica
di consumo, ad esempio in cellulari, fotocamere, navigatori satellitari.
Speciali sensori costituiscono la base di prodotti di recente successo,
come l’Apple iPhone con il suo display multi-touch e il sensore di
orientamento, o la console Nintendo Wii, con i suoi innovativi controller.
Un sensore, per definizione, osserva la variazione di una grandezza
fisica e produce un segnale, che può essere successivamente elaborato
da un sistema elettronico. Ciò che è interessante per un’applicazione
interattiva, però, non è tanto la semplice misura della grandezza fisica,
ma una valutazione di una qualche sua caratteristica rilevante [20]. Ad
esempio, le fotocamere digitali che rilevano la propria inclinazione non
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necessitano di conoscere l’effettivo angolo di rotazione dell’apparecchio
per mostare una foto in modalità portrait o landscape, ma gli è sufficiente
valutare se la macchina si trova approssimativamente in posizione
verticale o orizzontale. Raramente è sufficiente un solo sensore per
ottenere una valutazione delle caratteristiche di interesse per una
data applicazione interattiva. Spesso è necessario utilizzare più sensori
differenti e parecchie fasi di elaborazione del segnale da essi prodotto
per estrarre tali caratteristiche e realizzare così il sistema che offra
l’esperienza di interazione immaginata.
Le esperienze di interazione che si possono creare dipendono in granLe esperienze di
interazione che si
possono creare
dipendono in gran
parte dalle
caratteristiche che
possono essere
derivate dai segnali
prodotti dai sensori
utilizzati
parte da ciò che può essere rilevato dai sensori utilizzati. Si possono
distinguere categorie di caratteristiche attraverso le quali un utente può
interagire a diversi livelli di astrazione, percepite da diverse classi di
sensori o ottenute da elaborazioni successive. Il seguente elenco riporta
alcune delle più interessanti per il lavoro svolto.
• Caratteristiche di presenza, di una persona, un oggetto o altro. La
presenza viene ad esempio rilevata dalle fotocellule delle porte,
da alcuni sensori usati in sistemi di allarme, o attraverso l’impiego
di telecamere e tecniche di computer vision.
• Caratteristiche di posizione, con vari gradi di precisione ed
espressioni. Un GPS fornisce dati sulla posizione con errori di
qualche metro, indicando un punto sulla superficie terrestre e,
in alcuni modelli, fornendo anche l’altitudine; un touch screen
o una tavoletta grafica lavorano su una superficie limitata e con
unità di lunghezza molto più piccole. Un mouse fornisce invece
informazioni sulla posizione solo grazie ad uno stratagemma,
elaborando a software caratteristiche di movimento.
• Caratteristiche sull’orientamento, spesso riportate in angoli o
espressioni qualitative come “verticale” o “orizzontale”. Esempi
di rilevatori di orientamento si trovano nelle già citate fotocamere
digitali e nelle bussole elettroniche.
• Caratteristiche riguardanti il movimento, come quelle fornite
dal mouse o da un sensore di caduta. Possono includere
informazioni sull’entità e la direzione del movimento come
limitarsi semplicemente ad indicare se c’è o meno.
• Caratteristiche sullo stato meccanico di un oggetto. Possono
essere informazioni sullo stato di dispositivi come tasti, leve,
potenziometri o joystick, una per ogni grado di libertà1 offerto
da essi. In casi più complessi, possono esprimere anche lo
stato di deformazione di un oggetto non rigido, come i sensori
elastomerici del guanto Piaggio descritti nel capitolo 4 a pagina
31.
• Caratteristiche legate al tocco o alla pressione. I comuni touchpad
e touch screen reagiscono al tocco delle dita, alcune penne
dei tablet PC esprimono numericamente la pressione esercitata
dall’utente sulla punta.
1 Utilizzando una terminologia propria della meccanica, spesso si identifica un dispositivo
in termini dei gradi di libertà (DOF, degrees of freedom) che esso offre, pari alla quantità
di coordinate indipendenti necessarie per descrivere completamente il suo stato. Ad
esempio, un tasto, una leva o un potenziometro hanno tutti un solo grado di libertà, un
joystick ne ha due, un corpo rigido nello spazio ne ha sei (tre per la posizione e tre per
l’orientamento), un modello di mano umana anche oltre venti.
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• Caratteristiche sui gesti. Non c’è un’unica definizione in
letteratura per il termine “gesto” (gesture), che comunque indica
una caratteristica di alto livello, spesso ottenuta da dati di sensori
diversi. Un gesto può essere per esempio identificato in un
particolare movimento del mouse, come cliccare e trascinare
rapidamente in una specifica direzione, o in una traiettoria
speciale di una penna su una superficie sensibile.
Un gesto può essere anche un simbolo fatto con una mano,
indicato in questa trattazione con il termine più specifico di
postura (posture), come “vittoria”, o i segni “carta”, “forbici” e
“sasso” della morra cinese.
Un’altra sorgente di informazione largamente utilizzata nel campo
dell’interazione è data dal tempo: la tempistica con cui avvengono
variazioni nei segnali, la contemporaneità di alcuni eventi letti da canali
di input differenti o le sequenze di stati assunti da un segnale sono
sfruttabili per arricchire l’informazione ottenuta dai sensori e quindi
potenzialmente l’intera esperienza di interazione.
l’esempio del mouse. Per chiarire la struttura di un sistema Un’esperienza di
interazione semplice e
familiare nasconde
spesso una complessa
architettura
interattivo, prendiamo come esempio un dispositivo noto a tutti: il
mouse. Gli attuali modelli sfruttano sensori ottici e diverse elaborazioni
dei segnali da essi ottenuti per realizzare una delle più comuni
esperienze di interazione con gli odierni personal computer.
Più in particolare, il funzionamento di un mouse coinvolge l’uso di un
sensore optoelettronico sotto il corpo del dispositivo, almeno un bottone
e un altro sensore ottico abbinato alla rotella. Il sensore ottico sotto il
mouse scatta, migliaia di volte al secondo, un’immagine di una piccola
porzione della superficie sottostante, e questi fotogrammi vengono
elaborati internamente da un processore di segnali digitali (DSP) per
caratterizzare il movimento effettuato dal mouse sulla superficie [1].
La rotazione della rotella, che internamente è dotata di raggi che
interrompono alternativamente la luce generata da un diodo, viene
calcolata a partire dalle osservazioni fatte dal secondo sensore ottico,
che conta quante volte la luce viene interrotta.
Tutte queste informazioni vengono esposte al livello software, che
compie altre elaborazioni: per ottenere le caratteristiche di posizione
necessarie per un sistema di puntamento, esso inizializza e mostra
a video un puntatore al centro dello schermo, la cui posizione verrà
aggiornata utilizzando le informazioni sul movimento del mouse. È
importante sottolineare il fatto che la parte hardware del mouse non
fornisce direttamente nessuna caratteristica sulla posizione, ma solo sul
suo movimento sopra la superficie. Infine, per aumentare le possibilità
espressive dei bottoni, il software combina l’informazione sullo stato
dei bottoni stessi con un’informazione sulle tempistiche con cui questo
stato cambia, per realizzare ad esempio il famoso “doppio click”.
Tutta questa complessità, come è classico per un buon sistema
di interazione, scompare nell’intuitività della corrispondenza tra il
movimento del dispositivo e quello del puntatore e nell’abitudine degli
utenti.
1.1 il lavoro svolto
Questo lavoro, realizzato in collaborazione con Clara Bacciu, una
collega della facoltà di Ingegneria Informatica, inserisce il guanto
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sensorizzato dell’Università di Pisa in un sistema interattivo simile a
quelli descritti. L’uso di guanti sensorizzati nel contesto dell’interazione
uomo-macchina non costituisce certo una novità, ma è la particolarità
del sensore che rende interessante il suo adattamento a questo scenario.
Il guanto è infatti realizzato con una speciale tecnica brevettata diIl guanto Piaggio è
realizzato con una
tecnica brevettata di
sensorizzazione di un
tessuto elastico
sensorizzazione: non si tratta di un tessuto con dei sensori applicati,
ma di una vera e propria integrazione tra il componente sensibile e il
substrato tessile, capace di tradurre in tensioni elettriche il suo stato di
deformazione meccanica [4].
Ci siamo proposti quindi di adattare questo sensore a fornireLo sviluppo di
prototipi è di
fondamentale
importanza nella
progettazione di un
sistema interattivo
informazioni sulla postura della mano in tempo reale, per poter
usare questa caratteristica in prototipi dimostrativi di esperienze
interattive. I prototipi sono infatti considerati determinanti nel progetto
di un sistema interattivo: rendono tangibile l’esperienza e aiutano lo
sviluppatore a generare idee, facilitano l’esplorazione dello spazio di
design e forniscono informazioni rilevanti sul modo di agire e di reagire
dell’utente (Beaudouin-Lafon and Mackay [3]).
L’approccio che è stato seguito è di tipo top-down:
1. Nella fase di ideazione, sono state previste due esperienze
interattive d’esempio da realizzare che fossero adatte alla natura
della mano umana, identificando le caratteristiche di interesse ad
alto livello.
2. Nella fase di sperimentazione, sono state iterate due attività:
a) È stato studiato il guanto del centro Piaggio sia come sensore
singolo che corredato di sensoristica aggiuntiva, e sono state
estratte alcune caratteristiche base ritenute utili. L’ambiente
di lavoro principalmente utilizzato è stato quello di Matlab e
Simulink.
b) Le caratteristiche base sono state elaborate e composte per
ottenere le caratteristiche ad alto livello identificate nella fase
di ideazione e realizzare quindi dei prototipi funzionanti
che consentissero le esperienze interattive che ci eravamo
proposti. I prototipi sono stati programmati utilizzando una
semplice libreria da noi definita, utilizzando il flessibile
linguaggio Python e alcune sue librerie grafiche.
I prototipi ottenuti hanno dimostrato che il sensore del centro PiaggioIl guanto Piaggio è
stato adattato con
successo al campo
dell’interazione
gestuale
può essere adattato con successo all’uso in un sistema interattivo, e che
l’utilizzo di sensori aggiuntivi può costituire un’interessante percorso
di sviluppo del sistema.
1.2 struttura della tesi
Il presente elaborato, dopo questo primo capitolo di introduzione,
propone uno stato dell’arte (capitolo 2 nella pagina 13) sui
dispositivi che supportano modalità innovative di input, sottolineando
l’importanza di speciali sensori nel definire le possibilità delle loro
interfacce, terminando con la descrizione di alcuni guanti sensorizzati
utilizzati nel campo dell’interazione.
Il capitolo 3 (pag. 25) descrive i risultati della fase di ideazione
delle esperienze interattive, cominciando dalle caratteristiche della
mano utilizzabili per interagire e arrivando alle specifiche applicazioni
dimostrative.
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Figura 2: Uno schema del sistema realizzato, con indicati i capitoli che
descrivono ogni componente. A sinistra, il guanto e i due sensori
aggiuntivi: una Inertial Measurement Unit (IMU), comprendente un
accelerometro triassiale e un giroscopio biassiale, e una telecamera,
usata insieme a dei marker luminosi. Al centro, la libreria di
integrazione delle caratteristiche estratte dai sensori, che fornisce
informazioni di alto livello agli applicativi dimostrativi mostrati a
destra: il doveroso “Hello World!”, il gioco della morra cinese e uno
spazio tridimensionale navigabile.
I tre capitoli della parte II riportano gli studi effettuati sul guanto
(capitolo 4, pag. 31) e sugli altri sensori, accelerometri e giroscopi
(capitolo 5, pag. 41) e telecamera (capitolo 6, pag. 45), insieme ad una
descrizione dei metodi utilizzati per estrarre da essi le caratteristiche
base per il nostro sistema.
Nella parte III viene affrontato il problema dell’elaborazione e
dell’integrazione delle caratteristiche base, risolto con la realizzazione
di una semplice libreria (capitolo 7, pag. 51) che ottiene le caratteristiche
di alto livello utilizzate dai prototipi dimostrativi, la cui realizzazione
è descritta nel capitolo 8, a pagina 55. Il capitolo 9 (pag. 59) conclude
riassumendo i risultati ottenuti, i punti di forza e di debolezza del
sistema realizzato, e possibili attività future volte a risolvere problemi
rimasti o ad esplorare cammini di ricerca diversi.

2S TAT O D E L L’ A RT E
Il modo in cui l’uomo si interfaccia con la tecnologia è importante
oggetto di ricerca e sviluppo nel campo accademico, in quello
industriale e, ovviamente, anche nelle sempre più organizzate e vaste
comunità di amatori e sviluppatori di software libero. Non a caso,
negli ultimi anni si è assistito al lancio di numerosi prodotti che
hanno spesso riscosso successo integrando al loro interno una grande
varietà di sensori e proponendo così innovative modalità di input per
l’interazione.
Uno degli esempi sicuramente più famosi è quello della Nintendo Nintendo Wii
Wii, entrata nel competitivo mercato delle console puntando a
rivoluzionare e migliorare l’esperienza di interazione dei giocatori
piuttosto che presentando caratteristiche tecniche superiori a quelle
delle rivali Sony PlayStation e Microsoft Xbox. Il suo successo è dovuto
essenzialmente all’introduzione dell’innovativo Wii Remote, il controller
principale della console, e allo sviluppo di giochi pensati specificamente
per sfruttarne al massimo le potenzialità.
Figura 3: Il controller Nintendo Wii Remote, nelle sue due modalità di
operazione.
Il Wii Remote è un dispositivo wireless di forma simile a quella di
un telecomando; offre pulsanti e tasti direzionali con un layout simile
a quello degli altri gamepad Nintendo, ma in più contiene un sensore
di accelerazione, usato per rilevare orientamento e movimento, e una
telecamera a infrarossi con elettronica dedicata, che, usata insieme
ad un’apposita sensor bar dotata di LED da posizionare sullo schermo,
consente al sistema di ricostruire la posizione nello spazio del controller.
Questa complessa architettura è praticamente invisibile all’utilizzatore,
che, impugnando il Wii Remote, è in grado di interagire con i giochi
della console agitandolo in aria come una racchetta o una spada,
puntandolo verso lo schermo e premendo i pulsanti per navigare nei
menu, o più semplicemente usandolo come un classico gamepad.
Un dispositivo commerciale con una così alta concentrazione di
sensori ad un prezzo così accessibile (il Wii Remote è acquistabile
separatamente dalla console ad un prezzo di circa 40 euro) ha attirato
l’attenzione di ricercatori e hobbisti, che hanno utilizzato il controller
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Point Holding or Grabbing
Waving Pushing or Pulling Twisting
Figura 4: Gesti esprimibili con il controller Wii Remote.
in numerosi interessanti progetti1.
L’idea di Nintendo di proporre una rivoluzionaria esperienzaSony PlayStation
Move interattiva nel campo delle gaming console non ha tardato a suscitare
le reazioni dei concorrenti. Sony ha di recente annunciato un nuovo
controller per la sua PlayStation 3, denominato PlayStation Move, che
verrà accoppiato con la telecamera PlayStation Eye già sfruttata dal
sistema in alcuni giochi come “The Eye Of Judgement”2. È previsto
che la console sarà in grado, utilizzando tecniche di computer vision3,
di tracciare con elevata precisione e bassa latenza la posizione di
un massimo di quattro dispositivi, aiutato anche dalla vasta gamma
di sensori inclusi nel controller, come accelerometri, giroscopi e
magnetometri, capaci di caratterizzare il suo stato in termini di
dinamica del movimento e dell’orientamento assoluto rispetto alla
direzione dell’accelerazione di gravità e a quella del polo nord
magnetico.
La strada intrapresa dalla rivale Microsoft sembra essere ancora piùMicrosoft “Project
Natal” audace: il sistema con nome in codice “Project Natal”, presentato nel
giugno 2009 all’Electronic Entertainment Expo (E3) e atteso per la fine
del 2010, dovrà mettere in grado i giocatori di interagire con la console
Xbox 360 addirittura senza nessun tipo di controller, ma solamente
effettuando movimenti con il corpo, fornendo comandi vocali e
mostrando normali oggetti allo speciale sensore posto sotto lo schermo,
definendo quindi un’interfaccia di tipo “naturale”, funzionante
senza la mediazione di dispositivi da comandare esplicitamente. La
tecnologia di mappatura dello scheletro presentata durante l’E3 ha
mostrato prestazioni interessanti, riuscendo a riconoscere quattro utenti
contemporaneamente, identificando sul corpo 48 punti caratteristici
ad un frame rate di 30 hertz, e arrivando addirittura a distinguere le
singole dita di una mano portata vicino al sensore.
1 Citiamo in particolare i progetti di Johnny Chung Lee, reperibili all’indirizzo http:
//johnnylee.net/projects/wii/.
2 http://www.eyeofjudgment.com/
3 Sembra che le tecniche che verranno utilizzate dal sistema PlayStation Move si baseranno
sull’idea di calcolare la distanza della sfera luminosa di raggio noto posta in cima
al controller sfruttando le dimensioni della sua immagine vista dalla telecamera.
Curiosamente, questa idea è alla base del semplice prototipo di valutazione della
posizione del guanto da noi realizzato (che, come molti altri sistemi amatoriali, sfrutta
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Figura 5: A sinistra, il controller PlayStation Move. A destra, un effetto grafico
che mostra una possibile modalità di interazione con due dispositivi
per utente.
Figura 6: Lo speciale sensore a infrarossi del progetto Microsoft “Natal”, capace
di osservare il movimento libero dei giocatori in tre dimensioni.
Resta ancora da vedere se questi innovativi sistemi avranno successo,
e soprattutto se verranno sviluppati nuovi giochi e applicazioni in grado
di sfruttare appieno le loro potenzialità, definendo originali generi di
esperienze interattive.
Altre architetture, piuttosto che ridefinire completamente il modo 3Dconnexion
3D Mousein cui gli utenti possono rapportarsi alla tecnologia, si focalizzano
sul migliorare un’esperienza interattiva già affermata: è il caso della
linea di mouse 3D professionali proposta dalla 3Dconnexion, una
compagnia della Logitech. Utilizzando una specie di tozzo joystick
con 6 gradi di libertà, si è messi in grado di navigare comodamente
in uno spazio tridimensionale per mezzo dello spostamento, della
rotazione e dell’inclinazione dell’impugnatura, registrati dallo speciale
sensore brevettato.
I dispositivi sono stati pensati principalmente per essere utilizzati
con programmi di Computer Aided Design (CAD), in cui è spesso
necessario interrompere momentaneamente il lavoro di editing per
cambiare il punto di vista con cui si osserva il modello tridimensionale,
richiedendo normalmente di effettuare sequenze e combinazioni di
comandi con il mouse e la tastiera, come ad esempio tenere premuto
CTRL e ruotare la rotella per zoomare, premere il tasto centrale e
muovere il mouse per traslare lo spazio lungo un massimo di due
assi e a volte anche selezionare un differente strumento dall’interfaccia
grafica per comandare traslazioni o rotazioni. Tutta questa eccessiva
complessità viene notevolmente ridotta quando si ha a disposizione un
dispositivo capace di esprimere contemporaneamente il controllo sui
tre assi di traslazione e i tre angoli di rotazione in modo intuitivo, da
comandare con la mano non dominante accanto a mouse e tastiera.
Un altro grande protagonista degli ultimi anni è Apple iPhone, Apple iPhone
proprio la stessa telecamera PlayStation Eye), descritto nel capitolo 6 a pagina 45.
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Figura 7: La linea di 3D Mouse della 3Dconnexion, e i sei gradi di libertà del
loro sofisticato joystick.
che, insieme con iPod touch e il più recente iPad, fa del suo schermo
multi-touch e dei gesti per esso definiti il principale meccanismo di
interazione per l’utente. Una superficie multi-touch è uguale nel
funzionamento a quella di un semplice touch screen, ma rileva il
tocco di più di un dito, consentendo non solo di premere pulsanti
virtuali o trascinare icone, ma anche di produrre gesti più complessi,
usati dall’iPhone per comandare azioni di zoom in e out, scorrimento,
rotazione, e altro4.
Figura 8: L’Apple iPhone e due esempi di interazione possibili grazie alla sua
tecnologia multi-touch: la scrittura a due mani con la tastiera virtuale
e il gesto di pinch per zoomare una foto.
L’interazione multi-touch è stata resa celebre con l’ormai famosaSistemi multi-touch
presentazione di Jeff Han al TED 2006 (Saffer [15]), che ha mostrato al
pubblico un esempio di utilizzo di una grande superficie sensibile, sulla
quale era possibile spostare oggetti virtuali, navigare mappe, disegnare
4 È importante notare che la tastiera virtuale è l’unico modo in cui l’utilizzatore può
immettere del testo in questo dispositivo, e le capacità multi-touch migliorano molto la
sua usabilità, consentendo di usare due mani per scrivere senza doversi trattenere dal
toccare lo schermo contemporaneamente con due dita, cosa che causerebbe problemi ad
un normale schermo “mono-touch”.
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ed animare marionette con il tocco delle dita. Successivamente a questo
evento, diverse aziende, così come comunità di amatori e di sviluppatori
di software libero, hanno proposto numerosi sistemi che offrono questo
tipo di interazione basandosi su tecnologie diverse, creando di fatto
una gamma di superfici multi-touch che scala dalle dimensioni di una
parete a quelle di un touchpad. Alcuni esempi di questi sistemi sono: le
pareti interattive della Perceptive Pixel dello stesso Jeff Han5 e il tavolo
Microsoft Surface6, basati sull’utilizzo di proiettori e telecamere ad alte
prestazioni e su tecniche di computer vision; i tablet PC con interfaccia
penna+multi-touch, dotati di tecnologia DuoSense N-trig7; i già citati
dispositivi della Apple, che ha integrato in parte la sua tecnologia
multi-touch anche nei touchpad dei suoi portatili e addirittura sulla
superficie superiore del suo Magic Mouse8.
Figura 9: La tecnologia multi-touch consente di interagire in modo molto
naturale con una rappresentazione virtuale mostrata su una speciale
superficie attraverso il tocco di più dita della mano.
Anche nel mondo del software per PC si rintracciano importanti
conseguenze del fenomeno, in particolare il supporto alla tecnologia
multi-touch incluso in Windows 7 e il nuovo design dell’interfaccia
grafica della sua taskbar, più adatto all’uso con le dita o la penna.
Non mancano videogiochi che pubblicizzano le nuove modalità di
interazione, specialmente di genere strategico come R.U.S.E. della
francese UbiSoft9.
Si può notare che un tema ricorrente è quello delle natural interfaces: Interfacce naturali
gran parte dell’attenzione è rivolta al rendere l’interazione più naturale,
e a far scomparire sempre di più elementi espliciti come bottoni e menu.
Questo è di particolare importanza soprattutto nei sistemi mobili, in
cui lo spazio disponibile per ospitare l’interfaccia, sia esso fisico o
semplicemente grafico, è molto limitato. Un esempio ulteriore di questa
linea di pensiero si nota nel metodo scelto dai dispositivi Apple già citati
per comandare il cambio di orientamento dello schermo: è sufficiente
5 http://www.perceptivepixel.com/
6 http://www.microsoft.com/surface/en/us/default.aspx
7 http://www.n-trig.com/
8 http://www.apple.com/magicmouse/
9 http://ruse.us.ubi.com/
18 stato dell’arte
ruotare il dispositivo, che, mediante l’uso di un sensore che misura il
vettore di accelerazione di gravità, identifica da che parte si trova il
basso e decide di ruotare l’immagine, senza un comando esplicito da
parte dell’utente.
In questo contesto si cala anche il campo sempre più interessanteWearable technologies
delle wearable technologies, nel quale vengono studiati e prodotti capi
d’abbigliamento e tessuti “intelligenti”, cioè con componenti tecnologici
strettamente integrati nelle stoffe o addirittura composti da materiali e
fibre innovative direttamente intessuti nel’abito. Vestiti che cambiano
colore a seconda dell’umore di chi li indossa, giacche con superfici attive
per comandare lettori multimediali portatili e indumenti utilizzati per
monitorare lo stato fisiologico dell’indossatore sono solo alcuni esempi
dei sistemi che vengono progettati nel settore industriale, dell’arte e
dell’interaction design, e presentano una vasta gamma di sensori e tessuti
sensorizzati che reagiscono a variazioni di pressione, di posizione, di
elettricità statica, di temperatura o che misurano biosegnali, come ad
esempio la frequenza del battito cardiaco o della respirazione.
Figura 10: Esempi di wearable technology: una giacca per controllare un
dispositivo multimediale portatile e la Hug Shirt, una maglietta
sensibile alla pressione.
Dato il fatto che la mano è da sempre il mezzo principeGuanti sensoriali
dell’interazione umana con il mondo circostante, molti studi sono stati
condotti sulle potenzialità in campo interattivo di guanti sensoriali,
sia se realizzati con speciali tessuti che con apparati di sensori più
tradizionali come elettrogoniometri o superfici di contatto elettrico.
Tra i sistemi un po’ datati, ormai non più in produzione, ricordiamoEssential Reality
P5 Glove il P5 Glove distribuito dalla Essential Reality, pensato per migliorare
l’esperienza di gioco su PC, ma comunque compatibile con qualunque
applicazione nella modalità di simulazione del mouse. È dotato di
sensori dell’angolo di flessione di ogni dito, in un range che va da 0 a
90 gradi con risoluzione di 0,5 gradi, e consente il tracciamento della
posizione e dei movimenti della mano a 6 gradi di libertà grazie ad
una stazione base che si avvale di un sistema ottico capace di rilevare
la luce infrarossa emessa dal guanto stesso. È disponibile ad un prezzo
molto contenuto, intorno ai 90 dollari.
Il Pinch Glove della Fakespace Labs, pensato per interagire conFakespace Labs
Pinch Glove applicazioni che richiedono una vasta gamma di gesti, è un sistema
che si basa su un’idea completamente diversa: comprende un paio di
guanti in tessuto che sulla punta di ogni dito contengono delle aree
sensibili al contatto tra le dita stesse. Per ogni gesto o combinazione
di gesti di contatto tra due o più dita può essere programmata una
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Figura 11: P5 Glove della Essential Reality.
funzione a seconda della specifica applicazione, come ad esempio un
comando on/off. Il sistema non richiede calibrazione e i gesti sono
indipendenti dalla conformazione delle mani che indossano i guanti,
ma non fornisce informazioni su movimento, posizione o orientamento.
Figura 12: Pinch Glove della Fakespace Labs.
Il Peregrine, più recente, è un guanto in tessuto sviluppato Peregrine
appositamente come controller per videogiochi, in grado di rendere
l’esperienza più immersiva eliminando la necessità di usare la tastiera
per impartire comandi come la selezione di armi diverse nei First Person
Shooter o di gruppi di unità nei giochi di strategia in tempo reale. Può
essere considerato un “successore” semplificato del Pinch Glove, dato
che condivide con esso l’idea di riconoscere combinazioni di “tocco”
delle punte delle dita (anche se in una fascia di prezzo molto diversa,
dato che il Peregrine costa più o meno 150 dollari contro i circa 2000
del Pinch Glove). Permette di compiere più di 30 azioni programmabili,
grazie a 18 sensori di tocco posizionati in vari punti delle dita e a 3
pad attivatori sul palmo e sul pollice: toccando con le dita queste zone
sensibili, una combinazione di normali tasti di tastiera viene prodotta
dal software configurabile che accompagna il prodotto. In questo modo,
il sistema risulta compatibile con tutti i giochi già sviluppati, e anche con
le principali applicazioni di editing già in commercio, note per la grande
quantità di “scorciatoie” da tastiera che devono essere memorizzate
dall’utente avanzato. Può essere calibrato per adattarsi a mani di diverse
dimensioni, ridefinendo la posizione esatta dei punti di contatto, anche
se per il momento è disponibile solo per la mano sinistra (è previsto
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che il Peregrine venga usato principalmente insieme al mouse, di solito
tenuto con la destra).
Figura 13: Il gaming glove Peregrine.
L’Handwear Computer Input Device è un invece un guantoHandwear Computer
Input Device (HCID) concepito per reali scenari di combattimento, sviluppato dalla
RallyPoint per permettere ai soldati di controllare equipaggiamento
militare con semplici gesti della mano. Il suo scopo è quello di fornire
un’interfaccia gestuale flessibile per navigare mappe o comandare
hardware (come helmet-mounted display o altri sistemi indossabili),
equipaggiamento radio, o piccoli veicoli di terra, senza dover poggiare
la propria arma. I gesti sono riconosciuti grazie ad un insieme di sensori
di posizione ed orientamento, mentre le azioni di input sono rilevate
da sensori di pressione posizionati sulle 4 dita lunghe. Sulla punta del
dito medio è anche presente uno speciale sensore che agisce come un
track pad.
Figura 14: Il guanto militare Handwear Computer Input Device.
Non mancano tentativi di realizzare sistemi di puntamento cheMIT Glove Mouse e
Atlas Gloves coinvolgono l’uso di guanti più semplici, da muovere nello spazio,
probabilmente ispirati alla futuristica interfaccia gestuale utilizzata
da Tom Cruise nel film Minority Report (2002). Il Glove Mouse è
un progetto di ricerca portato avanti al Massachusets Institute of
Technology con l’obiettivo di controllare due cursori all’interno di
un’unica applicazione. L’idea è simile a quella del multi-touch, ma
invece che su una superficie sensibile si basa sull’uso di una telecamera
e due guanti, ognuno con un led colorato sulla punta dell’indice. La
telecamera osserva le luci dei led, che vengono filtrate in base al colore
così da poter distinguere un guanto dall’altro, e passa le immagini ad
un hardware dedicato che calcola le coordinate approssimate della loro
posizione (in due dimensioni) e le trasmette via wireless al computer.
Un progetto simile è quello degli Atlas Gloves, che in più definisce
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un insieme di gesti prestabiliti per comandare azioni di zoom, pan,
rotazione e tilt.
Figura 15: I guanti per il puntamento del progetto Glove Mouse e gli Atlas
Gloves.
È nel contesto descritto in questo capitolo che potrebbe trovare posto
un nuovo dispositivo di interazione basato sul sensore sviluppato
al centro Piaggio: un guanto di speciale tessuto sensibile alla
deformazione, che lo rende un candidato ideale per riconoscere la
postura della mano.
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La mano è lo strumento principe dell’interazione umana con la realtà.
È in grado di assumere un’infinità di posture, termine con il quale
intendiamo la posizione assunta dalla mano rispetto ad un sistema
di riferimento solidale al dorso della mano stessa. Ad esempio, sono
posture la mano aperta, la mano chiusa a pugno e la mano con l’indice
disteso.
Figura 16: Esempi di posture: mano aperta, mano chiusa e mano chiusa con
indice disteso.
La postura non caratterizza la mano in termini di globale posizione
nello spazio, orientamento o movimento. Per questo motivo, il saluto
militare, il pollice verso, il saluto fatto agitando la mano e l’azione di
chiudere la mano a pugno non sono posture.
La postura della mano può essere descritta con modelli meccanici a
diversi livelli di complessità, a seconda del dominio applicativo. Nel
campo della robotica, nel quale si può cercare di creare una replica
funzionante di una mano umana, si può ricorrere a descrizioni con circa
30 gradi di libertà (Lin et al. [10]), identificati magari dagli angoli delle
articolazioni, ma in campo interattivo è possibile ricorrere a modelli
più semplici, per esempio con 5 gradi di libertà, definiti dagli angoli di
flessione delle dita1 o, ancora più semplicemente, in termini di totale
flessione o totale estensione di ogni singolo dito2.
La mano può anche assumere diverse pose, termine che usiamo per
riferirci alla posizione e all’orientamento del dorso della mano rispetto
ad un sistema di riferimento considerato fisso. Il dorso è approssimato
ad un corpo rigido nello spazio, e presenta quindi sei gradi di libertà,
tre per la posizione e tre per l’orientamento.
Ovviamente, la mano può cambiare continuamente nel tempo sia
postura che posa, e quindi può essere interessante caratterizzarne il
movimento. Agitare o ruotare la mano nello spazio, chiudere la mano
a pugno, mimare la pressione di un grilletto possono essere tutte azioni
rilevanti per un sistema interattivo.
1 Può essere ad esempio usato l’angolo tra il metacarpo e la falange distale. La perdita di
informazione non è molto elevata, dato che i vincoli anatomici impongono una sorta di
corrispondenza lineare tra gli angoli delle articolazioni delle falangi (Lin et al. [10]).
2 Questo modello, con 5 gradi di libertà a valori binari, è quello preso in considerazione nel
nostro lavoro, come si vedrà nel paragrafo 4.3 a pagina 37 e nel paragrafo 7.1 a pagina 52.
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Infine, una mano può venire in contatto con oggetti o parti del
corpo, in particolare se stessa, rendendo interessante la valutazione di
caratteristiche di tocco. Questo aspetto è stato tralasciato, ma cercare
informazioni sul tocco può essere un’importante strada da seguire in
eventuali lavori futuri.
La valutazione delle caratteristiche appena descritte è alla base delle
due esperienze interattive da noi ideate, descritte di seguito.
3.1 la morra cinese
Ci si propone di ricreare l’esperienza di una reale partita a morra
cinese, avendo però il computer come avversario. In una vera partita, i
due giocatori si sincronizzano contando e agitando i pugni chiusi per
aria, fino a che, all’ultima scossa, entrambi rivelano un simbolo fatto con
la mano a scelta tra “carta” (mano aperta), “forbici” (pugno chiuso con
indice e medio distesi a “V”) e “sasso” (pugno chiuso). Confrontando i
simboli dei giocatori mediante la nota regola, si determina il vincitore
del turno, che ottiene un punto.
Per identificare i tre simboli, è necessario un sistema per il
riconoscimento delle posture della mano, possibilmente che non
richieda all’utente di insegnare al computer ogni simbolo all’inizio
di ogni sessione di gioco.
Per capire se l’utente sta agitando il pugno e sta correttamente
“contando”, c’è bisogno di valutare caratteristiche di movimento e
postura, e servono anche informazioni sulla tempistica degli eventi di
scossa del pugno. Il gioco deve infatti contare fino a 4 scosse, scartando
scosse troppo vicine o troppo lontane tra loro nel tempo.
Dal punto di vista dei sensori, per caratterizzare la postura della
mano si è pensato di usare il guanto Piaggio, un qualche algoritmo di
riconoscimento dello stato di totale flessione/estensione di ogni singolo
dito e un metodo per confrontare queste informazioni con il set di
posture campione che contiene i tre simboli del gioco, in cui “sasso”
conta anche come la postura che deve essere mantenuta durante il
conteggio con le scosse. Per capire il movimento della mano, e più in
particolare se essa viene agitata, è stato scelto di abbinare al guanto
un secondo sensore: un Inertial Measurement Unit (IMU) contenente
un accelerometro triassiale e un giroscopio biassiale. L’idea è quella
di sfruttare l’informazione sull’accelerazione percepita dall’IMU per
capire se la mano viene scossa.
Il sistema può essere visto come un esperimento che dimostri alcune
semplici potenzialità espressive del guanto nel campo videoludico.
I sensori scelti sono descritti nei capitoli 4 e 5, a pagina 31 e 41
rispettivamente, mentre per la derivazione delle caratteristiche dai loro
dati e l’implementazione del prototipo applicativo, si rimanda alla parte
III.
3.2 navigazione di una scena 3d
Con la seconda esperienza abbiamo pensato di concentrarci sul fatto
che la mano è libera di muoversi nello spazio davanti all’utente. Con
una metafora simile a quella della famosa “manina” che ci consente di
scorrere un documento in alcuni noti programmi di visualizzazione,
abbiamo pensato di realizzare un sistema di navigazione di una scena
3D: l’utente può stringere la mano a pugno per “agganciare” la scena
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visualizzata e trascinarla in tutte le direzioni muovendo la mano
nello spazio di fronte allo schermo. Quando la mano non è chiusa
a pugno, non è prodotto alcun effetto; questo comportamento rende il
sistema utilizzabile insieme ad altre modalità di input, come la classica
combinazione di mouse e tastiera. Si presuppone infatti che l’utente
usufruisca di questa modalità di input solo qualche volta all’interno di
una sessione di lavoro svolta principalmente mediante dispositivi di
input più classici, per evitare il fenomeno di affaticamento del braccio
noto in letteratura con il termine “gorilla arm”.
Anche per questa esperienza è necessario ottenere informazioni sulla
postura della mano dal guanto Piaggio, ma in più abbiamo bisogno
di un metodo per capire la sua posizione nello spazio di fronte allo
schermo. Per realizzare questa caratterizzazione, si è deciso di utilizzare
una telecamera, dei marker attivi posti sulla mano e dei semplici
algoritmi in grado di valutare approssimativamente la posizione della
mano in tre dimensioni.
Con l’aggiunta di un metodo per rilevare la rotazione della mano, il
sistema potrebbe essere utile per la navigazione di modelli 3D nei CAD
(in cui è necessario prevedere di affiancarsi a mouse e tastiera data
la complessità dei compiti da svolgere), dove spesso si deve cambiare
punto di vista della scena e per farlo sono necessari più comandi poco
intuitivi in successione, con una situazione del tutto simile a quella
in cui lavorano i 3D Mouse della 3Dconnexion descritti nello stato
dell’arte.
I sensori scelti sono descritti nei capitoli 4 e 6, a pagina 31 e 45
rispettivamente, mentre per la derivazione delle caratteristiche dai loro
dati e l’implementazione del prototipo applicativo, anche in questo
caso si rimanda alla parte III.
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Il guanto sensorizzato del Centro Piaggio è un dispositivo che
permette di rilevare la postura della mano, ed è stato sviluppato per
essere principalmente utilizzato nel contesto dell’Ingegneria Biomedica,
con applicazioni nel campo della riabilitazione, della medicina dello
sport, e dell’interazione multimediale.
Figura 17: Il guanto sensorizzato del Centro Piaggio, con le piste di elastomero
in evidenza (in nero).
Il guanto Piaggio si distingue per la sua particolare indossabilità
(è leggero, elastico e aderente) e per il basso costo dei componenti e
del processo di realizzazione. Queste caratteristiche sono dovute alla
scelta dei sensori: delle piste di elastomero conduttivo integrate su
un normale tessuto elastico1, che sostituiscono il classico e scomodo
apparato di componenti elettronici e fili impiegato solitamente nei
guanti sensorizzati.
L’elastomero, in quanto materiale piezoresistivo, varia la sua
resistenza elettrica come conseguenza di una sollecitazione fisica,
perciò, tramite una misura di resistenza, risulta possibile quantificare
la deformazione del tessuto. Tale informazione deve essere infine
processata per poter essere ricondotta alla configurazione meccanica
della mano, ad esempio in termini di angoli delle articolazioni, di
posizioni relative delle dita o anche solo di somiglianza ad una
particolare postura-campione.
Nel seguito verranno trattate maggiormente le caratteristiche del
guanto legate al nostro lavoro, e in particolare all’utilizzo del sensore
nello scenario di riconoscimento di un insieme di posture di interesse.
1 Il tessuto utilizzato è la Lycra (detta anche Elastan o Spandex), una fibra sintetica
elastica, robusta e durevole. Le piste sono fatte di Elastosil, un elastomero conduttivo
costituito da una miscela di silicone e carbonio commercializzata dalla Wacker LTD
(http://www.wacker.com). La miscela viene spalmata sul tessuto con l’ausilio di apposite
maschere, e fissata mediante cottura in forno (circa 130 °C per un’ora).
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Per una descrizione meno focalizzata, si vedano gli articoli [11, 17, 18]
del gruppo di ricerca del Centro Piaggio.
4.1 descrizione del sistema
Il sistema del guanto Piaggio è costituito da tre moduli hardware
distinti.
Il primo è il guanto vero e proprio, collegato all’elettronica
di acquisizione tramite un connettore. Il guanto è economico e
intercambiabile e può quindi essere facilmente sostituito, ad esempio
nel caso in cui si sia deteriorato oppure sia semplicemente preferibile
una taglia diversa o un guanto sinistro piuttosto che destro. Ciò lo rende
particolarmente utile in contesti in cui sia desiderabile che ogni utente
abbia il proprio guanto personale, come in quello della riabilitazione in
strutture specializzate.
L’elettronica di acquisizione consiste in un modulo per l’elaborazione
analogica (front-end analogico) e in un convertitore analogico/digitale,
che possono essere realizzati in schede separate, come nel caso della
strumentazione da laboratorio, o accorpati in un’unica scheda portatile
da posizionare sul braccio [de Toma 5].
Figura 18: Il sistema nella configurazione da laboratorio: il guanto, il front-end
analogico (a sinistra) e la scheda di acquisizione che realizza la
conversione A/D (in alto).
Il segnale legato alla postura della mano attraversa quattro livelli
successivi di elaborazione:
1. La postura della mano determina una deformazione del tessuto
del guanto;
2. Il guanto trasmette questa informazione sotto forma di tensioni
elettriche al front-end analogico;
3. Il modulo elabora i segnali ottenuti ed espone i risultati ad un
convertitore analogico/digitale collegato al computer;
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4. I segnali vengono digitalizzati. A questo punto l’informazione
è disponibile per essere analizzata oppure utilizzata da
un’eventuale applicazione.
Figura 19: I quattro livelli di elaborazione del segnale.
Nel primo livello, la mano che indossa il guanto deforma il tessuto
sensorizzato a seconda della postura assunta. Questo fenomeno è
influenzato da alcuni fattori:
• La dimensione della mano rispetto a quella del guanto.
• Il fatto che il guanto possa essere indossato in modo diverso da
utenti diversi o di volta in volta dallo stesso utente, e che possa
per giunta spostarsi durante una sessione di utilizzo.
Questi fenomeni determinano di fatto una diversa localizzazione e
intensità della deformazione del guanto a parità di postura assunta.
Sul tessuto sono disposte le piste di elastomero, secondo il layout in
figura 20.
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Figura 20: Layout delle piste di elastomero
Il percorso più spesso, che segue la sagoma della mano, è quello che
funge da sensore, e risulta diviso in 20 segmenti consecutivi nei punti
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di connessione con le piste più sottili. Il numero e la disposizione di
questi segmenti sono stati scelti per ottenere una misura ridondante
della deformazione: infatti se la stoffa in un punto è tesa, risulteranno
tesi con diversa intensità tutti i segmenti appartenenti alla zona intorno
a quel punto. Ad esempio, il fatto che un dito sia piegato non viene
percepito da un solo segmento di sensore, ma almeno da 5.
V1 V2 V20
I
R G1 R G2 RG20
R L1 R L2 RL19
A A1
Figura 21: Circuito del guanto e del front-end analogico
Ogni segmento corrisponde ad una resistenza variabile
(RG1,RG2 . . . RG20) nel circuito in figura 21, mentre le sottili piste
di connessione sono rappresentate dalle resistenze RL1,RL2 . . . RL19.
Durante il funzionamento, una corrente costante I dell’ordine dei
µA generata dal front-end analogico viene fatta scorrere lungo la
pista esterna, dal terminale A al terminale A1. La caduta di tensione
provocata ai capi di ogni segmento viene quindi misurata dai voltmetri
ideali V1,V2 . . . V20. Data l’idealità dei voltmetri, sulle resistenze
RL1,RL2 . . . RL19 non scorre corrente, e conseguentemente non si ha
alcuna caduta di tensione lungo le interconnessioni2. Ciò consente di
utilizzare l’elastomero per realizzare anche le linee di connessione,
senza preoccuparsi che una loro deformazione influenzi le letture.
Le 20 tensioni differenziali così ottenute sono proporzionali all’entità
della deformazione percepita dal corrispondente segmento, per via del
comportamento piezoresistivo dell’elastomero.
Nel valutare i segnali prodotti dal guanto e dal front-end analogico
devono essere considerati molteplici fattori:
• Il sensore elastomerico ha di per sè forti problemi di non
linearità, presenta elevate costanti di tempo durante i transitori
di rilassamento ed è intrinsecamente rumoroso (si veda [11] a
pagina 373).
• Gli amplificatori che realizzano la lettura di tensione introducono
un rumore elettrico non trascurabile.
• La corrente costante I può presentare variazioni indesiderate.
• Due guanti possono avere differenze di fabbricazione anche
molto evidenti. In particolare, possono presentare una resistenza
complessiva del sensore a riposo molto differente.
• L’età (usura) delle piste di elastomero e le condizioni ambientali
(temperatura, umidità) influiscono in modo apprezzabile sulla
risposta del sensore. In particolare, misure della resistenza
complessiva del sensore a riposo condotte in momenti distanti
nel tempo possono risultare differenti.
2 Il comportamento dei voltmetri è approssimato mediante l’uso di amplificatori da
strumentazione, che presentano un’alta impedenza di ingresso. Ovviamente la corrente
sulle interconnessioni ottenuta in questo modo non è nulla, ma sufficientemente bassa da
essere trascurabile.
4.2 applicazioni sviluppate precedentemente 35
I segnali sono anche influenzati da alcuni parametri impostabili agendo
sulla configurazione del front-end analogico:
• La tensione VS, che controlla la corrente di lettura I con una
legge lineare, può essere aumentata per migliorare il rapporto
segnale-rumore. Il suo effetto è quello di scalare in ampiezza i
segnali finali. È possibile però che aumentando eccessivamente
VS, il sistema entri in saturazione, cominciando quindi a mostrare
letture errate.
• Le resistenze del percorso di alimentazione (R) possono essere
cambiate per migliorare il rapporto segnale-rumore, ancora
tenendo conto del problema della saturazione.
• La tensione VREF può essere controllata in modo da far uscire il
sistema dalla condizione di saturazione.
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Figura 22: Circuito del guanto e del front-end analogico con generatore di
corrente mostrato nel dettaglio. Sono evidenziati i parametri VS, le
resistenze del percorso di alimentazione (R) e VREF.
L’ultimo passo consiste nel convertire in digitale i 20 segnali ottenuti
dal front-end analogico. Il campionamento viene eseguito ad una
frequenza di 100 Hz (nella configurazione da laboratorio) o 50 Hz
(nella configurazione portatile), tipicamente con una risoluzione di 12
bit sull’intervallo di tensioni da 0 a 5 volt..
4.2 applicazioni sviluppate precedentemente
Dal gruppo di ricerca che ha ideato il guanto è stata sviluppata
un’applicazione di test che mira a riconoscere un insieme di posizioni
di presa di oggetti e l’alfabeto dell’American Sign Language (ASL),
per un totale di 32 simboli [18]. Durante la fase di calibrazione
all’utente è richiesto di mantenere per pochi secondi ciascuna delle
posture-simbolo in modo da permettere al sistema di registrare lo stato
dei sensori. Successivamente l’utente può ripresentare al sistema le
varie posture e vedere mostrata a video l’immagine rappresentante la
postura riconosciuta. Il riconoscimento avviene confrontando il vettore
formato dai valori in uscita da ciascun sensore con quello della media
dei valori registrati in fase di calibrazione, calcolando una semplice
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Figura 23: I 20 segmenti del sensore e i relativi segnali prodotti durante tre
chiusure e rilassamenti della mano. Nella legenda è stata usata la
denominazione dei canali da noi definita per agevolare il lavoro.
distanza euclidea: la postura scelta è quella che presenta distanza
minore. Durante i test la percentuale di riconoscimento subito dopo
la calibrazione è stata del 100% se il guanto non veniva rimosso, e del
98% se il guanto veniva tolto e poi indossato nuovamente dallo stesso
utente. Questo metodo di riconoscimento è stato ritenuto però inadatto
per il contesto interattivo, per via della lunga fase di training di ogni
simbolo.
Presso il centro Piaggio sono stati anche svolti diversi lavori di tesi.
Uno di questi [14] aveva lo scopo di realizzare un modello cinematico
della mano che fosse il più possibile aderente alla realtà e di realizzarne
una rappresentazione virtuale in tempo reale, utilizzando tecniche di
regressione lineare per valutare gli angoli delle articolazioni a partire
dallo stato dei sensori. Per calibrare il sistema occorre registrare le
posizioni di mano aperta e mano chiusa in una apposita fase di
calibrazione. Successivamente si può controllare un modello 3D della
mano a uno (solo chiudere le dita lunghe), due (dita lunghe e pollice
separati) o 5 (tutte le dita separate) gradi di libertà. Gli angoli ottenuti
con questo metodo sarebbero potuti essere una base di partenza per
realizzare un riconoscitore, ma la presenza di una fase di calibrazione
esplicita ci ha portato a considerare di realizzare un sistema che
prevedesse un modello della mano ancora più semplice.
Un secondo lavoro [12] si occupava invece di realizzare un prototipo
di sistema indossabile per il controllo dell’ambiente, di ausilio a persone
con disabilità motorie. Il sistema, tramite un’interfaccia audio, descrive
all’utente le possibili azioni da compiere, strutturate in menu ad albero.
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L’utente, in corrispondenza dell’azione desiderata (spegnimento o
accensione di una luce, della televisione, della radio), esegue il gesto di
chiudere la mano, oppure muove il polso per uscire dall’attuale menu. Il
gesto viene acquisito dal sistema di elaborazione osservando le derivate
di alcuni canali e processato, attivando o disattivando i dispositivi
corrispondenti all’azione scelta. Un apposita fase di calibrazione
permette all’utente di settare per ogni canale le soglie corrispondenti
alla tensione minima e massima di ogni segmento di sensore sulla base
delle proprie capacità di movimento delle articolazioni. Con questo
metodo vengono riconosciuti dei gesti, e non delle posture: non c’è
modo di capire se l’utente sta mantenendo la mano chiusa a pugno, ma
solo se l’ha chiusa, oltretutto solo se abbastanza rapidamente. In più, i
gesti riconosciuti sono solo due. È però a partire da questo lavoro che
è nata l’idea di basare il nostro sistema su un metodo di calibrazione
che aggiornasse in tempo reale le soglie di tensione minima e massima
sopra descritte.
4.3 estrazione di informazioni sulla postura : lo stato
di ogni dito
Sono stati realizzati alcuni algoritmi che consentono di effettuare
una calibrazione del guanto in tempo reale, così da poter usare, per
il riconoscimento delle posture, i segnali da esso emessi senza che
sia richiesta una fase esplicita di training nella quale l’utente debba
registrare ognuno dei simboli da riconoscere. All’utente non è neanche
richiesto di calibrare il guanto con movimenti di mano aperta/mano
chiusa prima di poter usare il sistema: è sufficiente che al momento
dell’accensione (o del reset) la mano venga tenuta aperta e rilassata.
Questi risultati sono stati ottenuti semplificando notevolmente
il problema del riconoscimento in modo da sfruttare solamente
l’informazione sullo stato di totale tensione/rilassamento dei sensori,
semplificazione sicuramente accettabile per applicazioni interattive che
non richiedano di ricostruire lo stato della mano con un’alta fedeltà.
Ogni canale viene normalizzato all’intervallo [0, 1] (con 0 e 1
corrispondenti rispettivamente allo stato di minima e massima tensione
del segmento di sensore corrispondente) mediante un calcolo basato
sulla stima delle soglie di massima e minima tensione del sensore,
ripetuta per ogni campione elaborato dal sistema. La stima viene
effettuata supponendo che il segnale presenti un andamento vagamente
trapezoidale, come quello ottenuto dalle sperimentazioni sul sensore
elastomerico condotte al centro Piaggio e descritte in [11]. Le soglie
vengono aggiornate in modo da “catturare” il segnale nello stato alto o
in quello basso, in modo da mantenere stabile la valutazione anche in
presenza di posture tenute per lungo tempo.
Questo metodo di calibrazione riesce ad appianare parecchi
problemi dovuti alle incertezze presenti in praticamente ogni livello
di elaborazione del segnale, descritte nel paragrafo 4.1 a pagina 32,
comprese variazioni dell’offset e del range dinamico all’interno di una
stessa sessione di utilizzo del guanto.
Per ottenere una valutazione dello stato di flessione/estensione di
ogni singolo dito, si utilizzano solo 13 dei 20 canali normalizzati appena
descritti: 3 per ciascun dito lungo e uno per il pollice. I 3 segnali di
ciascun dito lungo sono aggregati con una media pesata. I quattro
segnali così ottenuti sono più robusti, rispetto ai segnali originali, sia
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Figura 24: Grafici della calibrazione del guanto durante l’esecuzione di
successive chiusure e aperture della mano. Il primo diagramma
rappresenta il canale index_outer originale, con indicate le soglie di
minima e massima tensione del sensore corrispondente. Il secondo
rappresenta il risultato della normalizzazione di quel canale, mentre
il terzo rappresenta il risultato sui 13 canali ritenuti più interessanti
per il nostro riconoscitore. Si può notare come il metodo usato
“catturi” il segnale nel livello alto o in quello basso.
riguardo i disturbi dati dai movimenti delle dita vicine, sia riguardo
malfunzionamenti di uno dei settori del gruppo. L’operazione di media
ha anche il vantaggio di ridurre l’effetto del rumore che è presente
in ogni segnale proveniente dal sensore. Per il pollice non siamo stati
in grado di trovare più settori di sensore in grado di rispondere allo
stesso modo ai suoi movimenti e che presentassero la forma richiesta
dal sistema di calibrazione.
Figura 25: Gruppi di sensori selezionati per il riconoscimento dello stato delle
dita.
Implementando questi algoritmi come blocchi Simulink, abbiamo
quindi realizzato un modello che estrae caratteristiche base
percepite dal guanto sulla postura della mano, sotto forma di un
vettore con componenti a valori in [0, 1] della forma [thumb_bent,
index_bent, middle_bent, ring_bent, pinky_bent], che esprime lo
stato di flessione/estensione di ogni dito. È stato a questo punto deciso
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di esporre le informazioni così ottenute attraverso l’interfaccia socket
UDP, che saranno utilizzate dalla libreria descritta nella parte III (pag.
51) per ottenere una caratterizzazione della postura ad un più alto
livello, componendo lo stato delle dita.
Per una descrizione più approfondita del sistema di calibrazione
automatica, si rimanda alla tesi della collega Clara Bacciu [2].

5I N E RT I A L M E A S U R E M E N T U N I T ( I M U )
Una Inertial Measurement Unit (IMU) è un’unità che può incorporare
sensori per la misura di velocità di rotazione, orientamento e
accelerazione. Alcune di esse hanno un costo relativamente basso (circa
70 euro se acquistate singolarmente), e stanno diventando comuni
in dispositivi elettronici portatili, controller per videogiochi e sistemi
indossabili (Tognetti et al. [19]) per rilevare la posizione, l’orientamento
o il movimento del dispositivo, e più in generale per fornire input al
sistema di cui fanno parte.
All’interno di una IMU si trovano i cosiddetti sensori inerziali, che
possono essere:
• accelerometri da uno a tre assi, che rilevano l’accelerazione
alla quale l’unità è sottoposta lungo un massimo di tre versori
ortogonali
• giroscopi da uno a tre assi, che rilevano la velocità di rotazione
dell’unità intorno ad un massimo di tre versori (disposti in modo
concorde a quelli degli altri sensori)
A questi sensori ne vengono spesso affiancati altri, come ad esempio:
• magnetometri da uno a tre assi, che rilevano il vettore di campo
magnetico proiettato su un massimo di tre versori (scelti in modo
concorde al sistema di riferimento dell’unità)
• dispositivi GPS, in grado di fornire informazioni sulla posizione
dell’unità sulla superficie terrestre, includendo a volte anche
l’altitudine
• sensori di temperatura, utilizzati per la compensazione degli altri
sensori
I dispositivi IMU più costosi e precisi sono utilizzati come base
per sistemi di navigazione di veicoli, mentre i più semplici, che
comprendono spesso meno sensori, sono abbastanza piccoli da essere
integrati senza occupare un eccessivo spazio in sistemi di classe
consumer, a scapito di affidabilità e precisione.
Nel nostro caso, è stata scelta una scheda IMU a 5 gradi di
libertà distribuita da Sparkfun, sulla quale sono montati due integrati:
un accelerometro triassiale, l’ADXL330, e un giroscopio biassiale,
l’IDG-300.
L’ADXL330 [6] è un accelerometro triassiale, un integrato
microelettromeccanico1 che produce come segnali di uscita 3 tensioni
proporzionali all’accelerazione (relativa alla caduta libera) su ciascuno
dei suoi 3 assi, da noi etichetatti xa, ya e za. Misura accelerazioni
tra -3g e +3g, e può essere ad esempio usato in condizioni quasi
statiche per misurare l’accelerazione di gravità, oppure per misurare
accelerazioni dinamiche dovute al movimento al quale l’unità è
1 Un sistema microelettromeccanico (MEMS) è un insieme di dispositivi meccanici, elettrici
ed elettronici integrati in forma altamente miniaturizzata su uno stesso substrato di
silicio, che coniugano le proprietà elettriche degli integrati a semiconduttore con proprietà
meccaniche.
41
42 inertial measurement unit (imu)
Figura 26: La scheda IMU distribuita da Sparkfun.
sottoposta. L’integrato è stato alimentato con una tensione di 3.3
volt attraverso la strumentazione del laboratorio, che realizza anche
l’acquisizione in digitale delle tensioni di uscita. Al livello software
sono stati usati alcuni parametri descritti nel datasheet, come offset
e sensibilità, assieme al valore di tensione scelto, per realizzare una
calibrazione del sistema e ottenere in uscita un valore numerico espresso
in unità di accelerazione g. Nonostante questo, il segnale ottenuto è
rimasto affetto da un offset spesso non trascurabile e non prevedibile,
legato probabilmente all’effetto della temperatura sul sensore.
L’IDG-300 [9] è un giroscopio biassiale, un integrato
microelettromeccanico che produce come segnali di uscita 2
tensioni proporzionali alla velocità di rotazione attorno a ciascuno dei
suoi 2 assi (coincidenti con gli assi orizzontali xa e ya dell’ADXL330),
misurando velocità tra -500 e +500 gradi al secondo. Nei segnali di
uscita di questo dispositivo, da noi utilizzato in una configurazione
molto semplice, è stata osservata la presenza di un valore di offset
fortemente imprevedibile, per cui è stato deciso di derivare nel tempo i
due segnali, e concentrarsi quindi su una stima dell’accelerazione di
rotazione piuttosto che della velocità.
5.1 caratterizzazione dell’orientamento
Il dorso della mano è approssimabile ad un corpo rigido, e come
tale presenta nello spazio sei gradi di libertà, tre dei quali relativi
alla posizione e tre relativi, appunto, all’orientamento. I nostri primi
tentativi di ottenerne una valutazione erano volti ad ottenere 3 angoli
che rappresentassero univocamente l’orientamento del dorso della
mano rispetto ad un sistema di riferimento considerato fisso (ad
esempio solidale alla stanza). Per raggiungere questo scopo, la scheda
IMU è stata fissata al dorso del guanto, in modo da allineare i suoi
assi xa, ya e za ai tre assi t, f e p da noi definiti rispettivamente come
l’asse uscente dal centro della mano in direzione del lato del pollice (t,
thumb), quello in direzione delle dita in posizione distesa (f, fingers) e
quello uscente dal palmo (p, palm).
L’informazione su da che parte si trovi il basso è ottenibile sfruttando
il fatto che l’accelerometro è sensibile all’accelerazione di gravità, che è
sempre rivolta verso il basso del nostro sistema fisso solidale alla stanza.
Per poter separare l’accelerazione di gravità −→g da altri contributi, si è
scelto di utilizzare un filtro a media mobile molto pesante, come visto in
[13]. Non è possibile però ottenere un riferimento sul piano orizzontale,
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Figura 27: A sinistra, il sistema di riferimento solidale alla mano da noi definito.
A destra, l’IMU applicata al guanto Piaggio.
cosa che tipicamente ([7]) può essere realizzata con un magnetometro
(che è in grado di percepire la direzione del polo nord magnetico), non
incluso nella scheda utilizzata.
Ciò che inizialmente cercavamo era una matrice di rotazione R che
mettesse in relazione i versori xˆ,yˆ e zˆ del sistema di riferimento fisso
con quelli tˆ, fˆ e pˆ solidali al palmo, i cui elementi corrispondono alle
proiezioni di un versore di un gruppo con ognuno di quelli dell’altro
[16].
R =
 tˆ
T xˆ fˆT xˆ pˆT xˆ
tˆT yˆ fˆT yˆ pˆT yˆ
tˆT zˆ fˆT zˆ pˆT zˆ

Ottenendo una matrice come questa sarebbe possibile convertire
l’espressione di un vettore dal sistema di riferimento mobile a quello
fisso e viceversa.
Ciò che siamo stati in grado di estrarre sono state solamente le
proiezioni di tˆ, fˆ e pˆ lungo il versore zˆ (cioè l’ultima riga della matrice),
identificato perchè opposto al vettore di accelerazione di gravità −→g . Si
ottengono così tre caratteristiche, denominate t_up, f_up e p_up, che
sono rispettivamente le componenti del vettore −→g espresse nel sistema
di riferimento solidale alla mano e cambiate di segno, a valori in [−1, 1],
che indicano se l’asse relativo alla mano è rivolto verso l’alto (valore
massimo 1) o verso il basso (valore minimo -1).
• t_up: tˆT zˆ = −gt
• f_up: fˆT zˆ = −gf
• p_up: pˆT zˆ = −gp
Da queste caratteristiche sarà sicuramente possibile derivare
informazioni utili per un parziale orientamento, in modo simile ai
sistemi in grado di ruotare l’immagine sullo schermo in modalità
portrait o landscape descritti nello stato dell’arte.
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5.2 estrazione delle caratteristiche di movimento:
accelerazioni e rotazioni
Una volta identificato il contributo dell’accelerazione di gravità, è
possibile rimuoverlo dalle letture dell’accelerometro con una semplice
sottrazione vettoriale, facendo in modo tra l’altro di eliminare l’offset
residuo dalla calibrazione descritta precedentemente. Il vettore così
ottenuto rappresenta l’accelerazione impressa dall’utente al dorso della
mano, e può essere pertanto utilizzata a scopo interattivo.
Le tre informazioni così ottenute sono state “promosse” a
caratteristiche, con i nomi a_t, a_f e a_p, che sono rispettivamente
le componenti dell’accelerazione lungo tˆ, fˆ e pˆ, e rese disponibili ai
livelli superiori del sistema sviluppato.
Come già accennato, utilizzando la derivata delle letture del
giroscopio, si può valutare l’accelerazione di rotazione intorno agli assi
t e f. Anche queste letture sono state esposte al livello superiore, con
gli identificatori spin_around_t e spin_around_f. Non è stato possibile
valutare spin_around_p per via del fatto che il giroscopio non ha l’asse
corrispondente.
6T E L E C A M E R A E M A R K E R L U M I N O S I
Si è già visto nel capitolo 4 (pag. 31) che il guanto Piaggio non può
fornire nessuna informazione riguardo la sua posizione rispetto ad un
sistema fisso.
La rilevazione della posizione di un oggetto nello spazio è un
problema che spesso viene affrontato ricorrendo all’impiego di tecniche
di computer vision, come nel campo della motion capture. Sistemi di
questo tipo vengono realizzati per l’industria cinematografica e dei
videogiochi, e sono estremamente precisi ma molto complessi e costosi,
ricorrendo spesso all’uso di telecamere multiple e di sofisticati sistemi
di sincronizzazione.
Ci siamo ispirati a queste tecniche per realizzare un veloce prototipo
in cui una singola telecamera a basso costo osserva dei marker attivi
(LED a luce infrarossa) posizionati sulla mano in modo da essere solidali
al dorso. È importante sottolineare il fatto che lo scopo del nostro
dimostrativo non ha nulla a che vedere con la motion capture, per cui
la precisione e l’accuratezza del sistema sono ovviamente inferiori a
quelle usate in contesti in cui si richiede alta fedeltà.
6.1 telecamera playstation eye
È stata scelta la telecamera USB “PlayStation Eye”, prodotta
dalla Sony Computer Entertainment come accessorio per la console
PlayStation 3, dove è utilizzata come sensore principale di applicazioni
e giochi basati sul riconoscimento dei gesti e del volto, o
sull’identificazione di marker visivi, come quelli sulle carte del gioco
Eye Of Judgment1.
Figura 28: La telecamera Sony PlayStation Eye, utilizzata nel nostro semplice
sistema di valutazione della posizione della mano.
Le sue caratteristiche tecniche sono molto interessanti per il prezzo
contenuto a cui viene venduta (circa 40 euro):
• risoluzione fino a 640x480 pixel
• frame rate fino a 75 fps (120 fps se usata a 320x240)
• campo visivo molto ampio (75 gradi)
1 http://www.eyeofjudgment.com/
45
46 telecamera e marker luminosi
• latenza molto bassa (essendo progettata per applicazioni
interattive)
Per via di queste caratteristiche, è una telecamera molto usata in ricerche
e progetti amatoriali, grazie ad un driver Windows non ufficiale che la
rende utilizzabile su un normale PC2.
La telecamera è stata modificata per fare in modo che potesse rilevare
la luce infrarossa emessa dai marker: il guscio esterno è stato aperto per
estrarre il filtro di rimozione dell’infrarosso che si trovava davanti
al sensore. È stato poi posizionato davanti all’obiettivo un nuovo
filtro (“riciclato” da un normale videoregistratore) complementare
a quello originale, per bloccare la luce visibile. Per avere il minor
numero possibile di disturbi dalla luce ambientale, sono stati impostati
i parametri di esposizione e guadagno in modo da rendere la telecamera
estremamente poco sensibile. In questo modo solo una sorgente
luminosa, come i marker descritti nel paragrafo successivo, ha la
possibilità di comparire nell’immagine rilevata.
6.2 marker luminosi
Per far sì che con la telecamera si possa localizzare la mano, è stato
realizzato un prototipo artigianale di cattura del movimento mediante
marker attivi. Su un guanto che risulta nero alla luce infrarossa sono
stati fissati 4 marker: dei semplici LED IR, come quelli utilizzati nei
telecomandi, collegati a delle batterie. LED di questo tipo hanno però
un cono di visibilità ottimale di circa 50 gradi, quindi è stato necessario
apportare loro alcune modifiche per far sì che la telecamera li potesse
vedere allo stesso modo da qualunque angolazione. Per diffondere la
luce uniformemente e per formare una sferetta visibile come un cerchio
luminoso da ogni direzione, ciascun LED è stato limato con della carta
vetrata a grana fine e immerso in una colla plastica semitrasparente.
Le sferette luminose così ottenute sono poi state fissate al guanto con
una disposizione a tetraedro, pensata per far sì che durante i movimenti
della mano l’occlusione fosse limitata il più possibile: a meno di farlo
apposta, non si assumono con la mano posizioni che coprano tutte le
sferette; almeno una è sempre visibile, se non due.
Figura 29: Studio sulla disposizione dei marker luminosi per ridurre l’effetto
dell’occlusione. La geometria del tetraedro è stata scelta in quanto
rende praticamente certo il fatto di inquadrare almeno un marker.
Il nuovo guanto così ottenuto può essere indossato agevolmente sopra
il guanto sensorizzato, ma ovviamente sarebbe semplicissimo fissare i
2 Disponibile all’indirizzo http://codelaboratories.com.
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Figura 30: Tre diversi prototipi del guanto con marker luminosi. Nell’ultima
foto è possibile vedere l’ultima versione, insieme alla telecamera
modificata per l’infrarosso.
marker direttamente a un guanto Piaggio, magari colorato di un colore
scuro all’infrarosso, così da limitare al massimo la riflessione della luce
dei LED sul tessuto, che può confondere il sistema di computer vision
descritto nel seguente paragrafo.
6.3 estrazione della presenza e della posizione
Per derivare caratteristiche sulla posizione dall’immagine prodotta
dalla telecamera, sono stati utilizzati software in grado di implementare
tecniche di computer vision, come Community Core Vision3, utilizzato
nelle prime versioni, e VVVV4.
Per mezzo di questi strumenti, siamo stati in grado di elaborare
i dati per ottenere la posizione in due dimensioni di ogni cerchio
luminoso osservato dalla telecamera. L’immagine è stata convertita
in scala di grigi, sfocata e passata in una soglia, in modo da ottenere
un’immagine binaria, con pixel bianchi dove viene rilevata abbastanza
luce per superare la soglia e neri altrimenti. A questo punto sono stati
utilizzati algoritmi di blob detection inclusi nei software, in grado di
identificare e connettere aree di pixel bianchi vicini tra di loro, dette
appunto blob. Ogni blob osservato viene riportato dal sistema, insieme
al suo centroide (espresso nel sistema di riferimento dell’immagine, con
valori compresi tra -0.5 e 0.5) e alla sua area in pixel.
Se il sistema riporta almeno un blob, significa che la mano dell’utente
è inquadrata dalla telecamera. Questo ci consente di rilevare una
caratteristica di presenza, quella della mano, da noi denominata
presence, ed esposta alla libreria di composizione delle caratteristiche
(che sarà descritta nel capitolo 7 a pagina 51) attraverso l’interfaccia
UDP.
3 Community Core Vision, o CCV (http://ccv.nuigroup.com/), è un software open source
utilizzato dalle comunità di sviluppatori che realizzano sistemi multi-touch, in grado di
utilizzare l’immagine di una telecamera per ricavare informazioni sulla posizione delle
dita che si appoggiano su una superficie inquadrata illuminata da luce infrarossa.
4 VVVV (http://vvvv.org/) è un complesso software in grado di realizzare rendering in
real time utilizzato nel campo dell’interaction design. Supporta come dispositivi di input
una grandissima varietà di dispositivi, come telecamere, mouse, tastiere, Wii Remote, e
molto altro.
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Figura 31: Il software tBeta (una versione precedente di CCV) mentre osserva il
guanto con i marker. È possibile notare una sorgente luminosa che
interferisce con il sistema.
Per quanto riguarda la posizione della mano, si è scelto di seguire un
approccio qualitativo, e pertanto non corretto geometricamente. Questo
è ammissibile se il guanto deve essere usato in applicazioni che non
richiedono alta fedeltà di riconoscimento. Per stimare le coordinate
della mano sul piano dell’immagine, da noi denominate cam_x e cam_y,
è stata calcolata la media tra le coordinate x (y) dei centroidi di tutti i
blob visibili. Per stimare la vicinanza alla telecamera (cam_proximity) è
stata calcolata la media delle radici quadrate delle aree dei blob visibili,
riportata all’intervallo [0, 1]. L’area del cerchio luminoso osservato dalla
telecamera varia infatti più o meno come il quadrato della distanza del
corrispondente marker sferico.
Per via del fatto che a seconda del movimento della mano i marker
possono scomparire e apparire nell’immagine, i segnali prodotti dal
sistema hanno presentato fin da subito salti improvvisi, il cui effetto è
stato mitigato con l’utilizzo di filtri di damping e smoothing.
Non sono stati presi in considerazione nè l’effetto dovuto alla
prospettiva, nè quello introdotto dalla distorsione ottica delle lenti
della telecamera, perchè i risultati ottenuti sono stati sufficienti per
realizzare il prototipo dimostrativo previsto.
Parte III
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Riassumendo, le caratteristiche estratte dai dati dei sensori sono:
• Caratteristiche sulla postura della mano (posture):
– lo stato di piegatura di ogni dito, ottenuto mediante il guanto
Piaggio; sono cinque valori compresi tra 0 (dito rilassato)
e 1 (dito piegato), denominati thumb_bent, index_bent,
middle_bent, ring_bent e pinky_bent
• Caratteristiche di orientamento della mano (orientation):
– tre canali a valori in [-1,1], denominati t_up, f_up e p_up che
indicano rispettivamente se i versori tˆ, fˆ e pˆ, introdotti nel
capitolo 5 (pag. 41), sono rivolti verso l’alto (1) o il basso (-1)
• Caratteristiche sulla posizione della mano nello spazio (position):
– la presenza del guanto nella zona inquadrata dalla
telecamera, denominata presence
– le coordinate del centroide del guanto sul piano
dell’immagine vista dalla telecamera (cam_x e cam_y, a valori
in [−0.5, 0.5])
– la prossimità del guanto alla telecamera (cam_proximity, a
valori in [0, 1])
• Caratteristiche sul movimento della mano:
– le tre componenti del vettore accelerazione lungo i versori tˆ,
fˆ e pˆ (a_t, a_f e a_p), estratti dall’accelerometro
– due valori che esprimono l’accelerazione angolare avvertita
attorno ai versori tˆ ed fˆ (spin_around_t e spin_around_f),
estratti dal giroscopio
Il livello del sistema che si interfaccia con i sensori, realizzato in
Simulink per la parte di connessione al guanto Piaggio e all’IMU, e con
VVVV per la parte di computer vision, espone queste caratteristiche
attraverso l’interfaccia socket UDP. Per ogni campione prelevato dai
sensori, il sistema invia un pacchetto contenente queste informazioni
unitamente ad un canale di informazioni temporali, che conta il tempo
trascorso dall’attivazione del sistema.
È stato scelto di realizzare una piccola libreria, denominata pyglove,
per ricevere questi pacchetti, processarli e esporre i risultati al livello
applicativo. Inoltre, si è deciso di sviluppare questa parte di prototipi
software ricorrendo al linguaggio interpretato Python e ad alcune sue
librerie grafiche, per ridurre i tempi di sviluppo.
Il compito centrale della libreria è quello di consentire al
programmatore dell’applicazione di definire dei processori, componenti
che elaborano una o più caratteristiche di input, e ritornano delle
caratteristiche di più alto livello come risultato. Una volta ottenute
le valutazioni delle caratteristiche necessarie per l’applicazione, lo
sviluppatore può definire dei trigger che notifichino il programma a
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seconda dei loro valori, realizzando un’interfaccia di programmazione
ad eventi e callback, simile a quella di altri framework di gestione dei
dispositivi di input.
7.1 composizione dello stato delle dita:
riconoscimento di posture complesse
Il tipo di riconoscimento realizzato dalla libreria pyglove è quello
in cui la reale postura della mano viene associata ad una particolare
postura campione presa da un insieme discreto di posture di interesse.
Ad esempio si può tentare di capire se l’utente sta assumendo una
postura simile a quella di mano aperta, pugno chiuso o indice disteso.
I 5 segnali dello stato di piegatura di ogni dito formano un vettore
che identifica qualitativamente la postura assunta dall’utente. Ciò
costituisce l’input del sistema di riconoscimento, che deve confrontare
questo vettore con quelli corrispondenti ad ogni postura campione che
si vuole riconoscere, espressi nella forma [thumb_bent, index_bent,
middle_bent, ring_bent, pinky_bent]. Tutti questi vettori sono gli
elementi di uno spazio a 5 dimensioni, ma è stato scelto di consentire a
chi deve esprimere la postura campione di ignorare dita che non sono
ritenute rilevanti, riducendo la dimensione dei vettori e quindi dello
spazio. Ad esempio, la postura di mano chiusa può essere definita
ignorando il contributo del dito pollice; così facendo si lavorerà in uno
spazio a 4 dimensioni.
flat
[-,0,0,0,0]
grip
[-,1,1,1,1]
scissors
[-,0,0,1,1]
index
[-,0,1,1,1]
pinky
[-,1,1,1,0]
horns
[-,0,1,1,0]
Figura 32: Esempi di vettori campione per posture che ignorano lo stato del
pollice.
Per ogni vettore campione, il sistema calcola la distanza euclidea
dal vettore di ingresso, e produce un punteggio sulla base di essa. Si
è scelto di assegnare punteggio pari ad 1 se si ottiene un risultato di
identità, 0 se i vettori si trovano alla massima distanza possibile. Ad
esempio, confrontando il vettore di ingresso [0.8, 0.9, 0.75, 0.7, 0.8] con i
vettori campione corrispondenti alla postura di “fist” ([1, 1, 1, 1, 1]) e di
“five” ([0, 0, 0, 0, 0]), si otterrà un punteggio di 0.7798 per il primo e di
0.2072 per il secondo.
Per una descrizione più approfondita del funzionamento del
riconoscitore, si rimanda ancora una volta alla tesi della collega Clara
Bacciu [2].
Il processore adibito al calcolo del punteggio di una particolare
postura è denominato ComplexPostureProcessor: ne deve essere
definito uno per ogni postura di interesse, e le uscite di ognuno di
essi devono essere elaborate da altri processori per ottenere altre
informazioni, come ad esempio quale sia la postura con punteggio
più alto, oppure se una certa postura ottiene o meno un punteggio che
supera una data soglia.
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7.2 derivazione di stati discreti e valori di verità
Il processore chiamato TopProcessor si occupa di individuare
tra tutti i suoi canali di input quale abbia il valore più alto e
ritornarne l’identificatore, oppure un identificatore nullo nel caso
che nessun canale superi una soglia minima impostabile. Il suo
scopo principale è quello di selezionare la postura campione con il
punteggio più alto tra quelle valutate da una precedente barriera di
ComplexPostureProcessor, ma può essere utilizzato anche in altri casi.
Un altro esempio è quello in cui un TopProcessor viene usato con i
canali t_up, f_up e p_up per capire quale dei tre versori corrispondenti
è quello più rivolto verso l’alto.
Il processore denominato RelayProcessor valuta il suo unico canale
di ingresso mediante una doppia soglia: quando il suo valore oltrepassa
la soglia di attivazione, l’uscita viene portata ad un valore alto, mentre
quando oltrepassa la soglia di disattivazione viene portata ad un valore
basso. Valori tra una soglia e l’altra determinano il mantenimento del
valore di uscita a quello precedente, realizzando un meccanismo di
isteresi, utile come sistema antirimbalzo per evitare alee nel valore
binario di uscita nel caso che il valore di ingresso oscilli. Questo
processore può essere usato praticamente con ogni canale, per sapere se
il valore corrispondente supera una certa soglia. Un esempio di utilizzo
può essere quello di valutare se il guanto si trova molto vicino alla
telecamera, richiedendo che il canale cam_proximity superi ad esempio
la soglia di 0.6.
7.3 composizione con il canale temporale
Come già accennato nell’introduzione, informazioni sulle tempistiche
delle variazioni di alcune caratteristiche e sulla contemporaneità o
successione di alcuni stati da loro determinati possono arricchire
molto un’esperienza interattiva. Per questo motivo, la libreria pyglove
mette a disposizione due processori pensati proprio per questo scopo:
ImpulseCounterProcessor e SequenceProcessor.
Un ImpluseCounterProcessor osserva un canale binario e produce in
uscita due conteggi, il primo dei quali viene incrementato ogni volta che
il valore del canale di ingresso passa ad un valore alto, fino a resettarsi
una volta raggiunto un tetto massimo o allo scadere di un timeout dal
cambiamento precedente, entrambi impostabili. Il secondo conteggio
viene incrementato ogni volta che il primo raggiunge il tetto massimo.
Con questo meccanismo, prendendo ispirazione dal mouse, è possibile
realizzare il riconoscimento di gesti come “doppio shake”, “doppio
spin” o “doppio pollice”, definendo RelayTrigger rispettivamente
sulle caratteristiche dell’accelerometro, del giroscopio e di thumb_bent,
e impostando un ImpulseCounterProcessor con timeout breve e un
tetto massimo pari a 2 per ogni canale binario ottenuto1. È sufficiente
osservare il variare del secondo conteggio per capire se il gesto ha avuto
luogo.
Un SequenceProcessor osserva un canale a valori discreti (come
quello prodotto da un TopProcessor) e produce anch’esso due
conteggi, utilizzando come parametro una sequenza definita alla sua
1 Come si vedrà nel caso dell’applicazione della morra cinese (paragrafo 8.2 a pagina 55),
le caratteristiche base dell’accelerometro e del giroscopio devono essere preprocessate
con dei filtri per poter essere utilizzate da un RelayProcessor.
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inizializzazione. Il primo viene incrementato ogni volta che il canale
di ingresso presenta il valore attualmente considerato all’interno della
sequenza, il cui indice viene anch’esso incrementato. Il secondo viene
incrementato se il primo conteggio riesce a completare la sequenza entro
un timeout impostabile, che viene conteggiato a partire dal momento in
cui viene trovata la prima corrispondenza. In questo modo è possibile
riconoscere ad esempio se l’utente assume con la mano la sequenza di
posture “one” ([0, 1, 1, 1, 1]), “two” ([0, 0, 1, 1, 1]) e “three” ([0, 0, 0, 1, 1])
in un intervallo di tempo di 3 secondi semplicemente osservando gli
incrementi del secondo contatore.
7.4 interfaccia trigger ed eventi
Il programmatore del prototipo applicativo può leggere da
programma lo stato di ogni caratteristica, ma per definire una migliore
interfaccia alla libreria è stato deciso di consentire la definizione sui
canali di interesse di speciali processori, detti trigger, in grado di
notificare il programma principale che un certo evento si è verificato.
Quando un trigger scatta, invoca una funzione di callback definita dallo
sviluppatore dell’applicazione, e passa ad essa tutto lo stato del sistema
guanto, più altre informazioni a seconda del tipo di trigger.
Il trigger più semplice è il LogTrigger, che solleva un evento per ogni
valore letto dal canale di ingresso. Questo è ovviamente utile solo per
realizzare appunto il log di un canale.
Un ChangeTrigger solleva un evento se il canale che osserva cambia
valore, indicando il nuovo valore. Può essere utilizzato per sapere
quando l’uscita di un TopProcessor cambia stato, e quindi quando
c’è un nuovo canale di valore più alto tra i suoi ingressi, come ad
esempio una nuova postura di punteggio più alto. Un altro esempio è
quello di ottenere una notifica ogni volta che un canale osservato da un
RelayTrigger causa la sua attivazione o disattivazione.
Un EqualsTrigger solleva un evento se il canale che osserva cambia,
presentando un valore uguale a quello definibile come parametro.
L’esempio più semplice è quello di attendere la transizione al valore
alto di un canale binario, come ad esempio presence o un qualsiasi
canale in uscita da un RelayTrigger.
Un DurationTrigger solleva un evento solo se il suo canale di input
rimane ad un valore dato almeno per un intervallo di tempo impostabile.
Può essere usato ad esempio per generare un comando se si tiene
il palmo rivolto verso l’alto per 3 secondi (p_up + RelayProcessor
+ DurationTrigger), oppure il pugno chiuso per 5 secondi (vettore
dello stato delle dita + ComplexPostureProcessor + RelayProcessor +
DurationTrigger).
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8.1 hello world!
La prima applicazione descritta serve come semplice esempio
dell’utilizzo della libreria di composizione delle caratteristiche ottenute
dai sensori descritta nel capitolo 7 (pag. 51). L’obiettivo è quello di
scrivere un programma che risponda ad un saluto fatto con la mano
con il classico messaggio “Hello World!”.
Per riconoscere se la mano sta eseguendo il gesto di saluto,
dobbiamo capire se le dita sono tutte distese. Ciò significa valutare
la presenza della postura “five”, corrispondente al vettore di stato
delle dita [0, 0, 0, 0, 0]. Definiamo quindi un ComplexPostureProcessor
con questo vettore caratteristico, e passiamo la sua uscita ad un
RelayProcessor, impostando ad esempio la soglia di attivazione a
0.6 e quella di disattivazione a 0.4. A questo punto possiamo agganciare
un EqualsTrigger impostato ad 1 al canale binario così ottenuto, in
modo che chiami una funzione di callback il cui corpo consisterà nello
scrivere a video il messaggio “Hello World!”
Con questo sistema però abbiamo trascurato il fatto che nel gesto
di saluto la mano deve essere orientata in modo da avere le dita
rivolte verso l’alto. Per ovviare a questo problema, si può aggiungere
un altro RelayProcessor che osservi il canale f_up, e definire un
processore custom che combini con un’operazione di AND logico la
valutazione della postura e quella dell’orientamento, producendo una
nuova caratteristica alla quale agganciare l’EqualsTrigger dell’esempio
precedente.
Se vogliamo che il sistema riconosca il saluto solo se il gesto mantiene
il suo stato per almeno un secondo, possiamo cambiare l’EqualsTrigger
con un DurationTrigger impostato su un secondo, ottenendo un
riconoscitore meno sensibile.
Il sistema può essere raffinato ancora, magari prendendo in
considerazione un gesto di saluto in cui la mano viene agitata a destra
e sinistra, riconoscibile dal canale a_t, oppure pensando di cercare di
capire se il centroide della mano sta cambiando la sua coordinata x
(cam_x) abbastanza velocemente utilizzando il canale temporale, e così
via.
La libreria pyglove è abbastanza flessibile e potente, ma ovviamente
non consente di effettuare riconoscimenti di gesti troppo complessi con
un’elevata affidabilità; ciò è comunque al di là del suo scopo, che è
quello di fornire un supporto alla realizzazione delle due esperienze
dimostrative presentate nella parte I (pag. 25), la cui implementazione
viene descritta nel paragrafo seguente, assieme ai risultati ottenuti.
8.2 morra cinese
Utilizzando questa applicazione è possibile giocare a morra cinese
contro il computer, testando le potenzialità del guanto Piaggio
utilizzato in combinazione con l’accelerometro contenuto nell’Inertial
Measurement Unit (capitolo 5, pag. 41).
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Il turno di gioco comincia quando l’utente chiude la mano a pugno
e inizia a scuoterla. Contestualmente alla quarta scossa il giocatore
deve formare il suo simbolo e il computer contemporaneamente ne
sceglie uno in modo casuale, determinando il vincitore del round e
aggiornando il punteggio.
Lo stato del gioco viene mostrato graficamente, grazie all’uso della
libreria grafica pyglet1.
Figura 33: Interfaccia grafica del gioco della morra cinese.
implementazione: Le 3 posture tipiche del gioco vengono
identificate ignorando il canale del pollice per ottenere una maggiore
robustezza dell’applicazione: “rock” corrisponde al vettore [−, 1, 1, 1, 1],
“paper” a [−, 0, 0, 0, 0], ed infine “scissors” a [−, 0, 0, 1, 1]. Per ognuna
di esse è definito un ComplexPostureProcessor, la cui uscita viene
collegata all’ingresso di un TopProcessor con soglia minima impostata
a 0.5.
Per ottenere una valutazione dell’entità della scossa è stato usato
il modulo del vettore delle caratteristiche di accelerazione, [a_t, a_f,
a_p]. Il segnale così calcolato presenta due picchi per ogni scossa, uno
relativo all’accelerazione prodotta cominciando il movimento e l’altro
alla decelerazione che frena la mano al termine. Per filtrare questo
contributo e ottenere un livello alto del segnale anche durante scosse
consecutive (una caratteristica che identifica se l’utente sta scuotendo o
meno la mano e con che intensità lo sta facendo) è stato realizzato
un semplice sistema che impedisce al segnale di scendere troppo
rapidamente, mantenendosi al valore più alto ottenuto fino a quel
momento per almeno T secondi, con T parametro impostato nel nostro
esempio a 0.3 secondi. Questa nuova caratteristica viene passata in
un RelayProcessor, che scatta per accelerazioni superiori a 1.5 g, in
modo da ottenere una valutazione binaria di presenza di una scossa
abbastanza forte.
Per fare in modo di contare solo scosse eseguite con il pugno chiuso,
il segnale appena descritto viene messo in AND con quello di un
RelayProcessor collegato all’uscita del ComplexPostureProcessor che
valuta la postura “rock”.
Il risultato viene passato ad un CounterProcessor con un tetto
impostato a 4 e un timeout di un secondo. Un EqualsTrigger osserva
il conteggio dei cicli completi del CounterProcessor per stabilire
il momento in cui viene data la quarta scossa. Con una speciale
1 Disponibile all’indirizzo http://www.pyglet.org/.
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impostazione del trigger, che ritarda la notifica dell’evento di 0.4
secondi, la callback viene chiamata nel momento in cui l’utente
dovrebbe aver già formato la postura corrispondente al segno che
intende giocare. Nel corpo della callback viene letto il valore del canale
di uscita del TopTrigger definito precedentemente, per capire il segno
giocato e procedere con il gioco.
Il gioco ottenuto è volutamente rigido nella valutazione dei gesti
corretti, per mostrare la complessità delle caratteristiche osservabili nei
dati dei due sensori utilizzati.
Figura 34: Partita a morra cinese con il guanto Piaggio e l’IMU.
Questo prototipo dimostra che ci sono grandi potenzialità per il
sistema nel campo del riconoscimento a scopo interattivo di gesti che
comprendono un movimento della mano e la presentazione di semplici
posture. L’aggiunta dell’IMU avvicina il sistema al campo proprio di
dispositivi come il Wii Remote, descritto nello stato dell’arte (pag. 13),
facendo pensare che proseguire per questa strada possa essere utile se si
vogliono investigare possibili utilizzi del guanto in campo videoludico.
8.3 navigazione di una scena 3d
Con questa applicazione l’utente può spostare una scena
tridimensionale “afferrandola” e trascinandola con la mano, per
esplorare le potenzialità del guanto Piaggio utilizzato in combinazione
con tecniche di computer vision (capitolo 6, pag. 45).
Oltre alla modalità di interazione già discussa nel capitolo 3 (pag. 25),
è stato aggiunto un sistema per sopperire in parte alla mancanza di un
modo per ruotare la scena: l’utente può fare il gesto di “guardare” con
la mano, formando una postura denominata “eyes”, in cui l’indice e il
medio sono le uniche dita distese2. Spostando la mano vicino ai bordi
dello schermo, la visuale verrà ruotata di un passo fisso per ogni istante,
realizzando un rudimentale sistema di input in grado di aumentare i
gradi di libertà del metodo di interazione.
La scena è stata realizzata con la libreria Panda3D3 per il linguaggio
Python.
2 Per la nostra libreria, questa postura risulta identica a quella di “scissors” del gioco della
morra cinese.
3 Panda3D è una libreria open source per realizzare giochi con grafica tridimensionale,
largamente utilizzata per realizzare dimostrativi come quello da noi proposto. È
disponibile all’indirizzo http://www.panda3d.org/.
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implementazione: Il sistema riconosce la postura di “grip”
[−, 1, 1, 1, 1] e di “eyes” [−, 0, 0, 1, 1] (soli indice e medio distesi). Viene
eletta quella con il punteggio più alto al di sopra di 0.5, con un
procedimento del tutto simile a quello descritto per la morra cinese,
per decidere che modalità di navigazione attivare.
Se viene scelta “grip”, un ChangeTrigger invoca una callback
che attiva la traslazione della scena in tre dimensioni, controllata
direttamente dai canali cam_x, cam_y e cam_proximity, fino a che la
postura non viene abbandonata.
Se invece viene eletta “eyes”, il programma decide che cosa fare
in base allo stato di quattro canali binari che identificano se la mano
si trova vicino al bordo destro, sinistro, inferiore o superiore dello
schermo, ottenuti con quattro diversi RelayProcessor su cam_x e cam_y:
il punto di vista sulla scena viene ruotato verso i bordi dello schermo
che presentano un valore alto, che possono essere anche due nel caso
che la mano si trovi in un angolo.
Figura 35: Un utente prova l’applicazione di navigazione della scena 3D.
Con questa applicazione si è dimostrato l’utilizzo del guanto assieme
a tecniche di computer vision per la risoluzione di un problema di
navigazione simile a quello per cui è stato realizzato il 3D Mouse
(descritto nello stato dell’arte, a pag. 13). L’utente può facilmente
alternare l’uso del guanto, del mouse e della tastiera, con una modesta
scomodità dovuta all’artigianalità del prototipo fisico. Proseguire la
sperimentazione in questa direzione può essere interessante, soprattutto
se si riesce a trovare un modo di dotare il sistema di tutti e sei i gradi
di libertà in modo facilmente controllabile con la mano, supportando
meglio l’importante azione di rotazione della scena.
9C O N C L U S I O N I
Con il presente studio sono state dimostrate alcune delle possibilità
che il guanto in tessuto sensorizzato, sviluppato nei laboratori del
Centro E. Piaggio dell’Università di Pisa, può offrire nel campo
dell’interazione.
Nella prima fase del lavoro, sono state ideate due esperienze
interattive d’esempio che fossero adatte alla natura della mano umana: il
gioco della morra cinese e la navigazione di uno spazio tridimensionale
svolta “afferrando” e trascinando la scena. In questa fase di ideazione
sono state anche identificate le caratteristiche di interesse ad alto livello
da sfruttare per l’input, come la postura della mano, il suo movimento
e la sua posizione nello spazio.
Durante la successiva fase di sperimentazione, sono state iterate due
attività:
• Sono stati studiati il guanto e i sensori aggiuntivi scelti (una
Inertial Measurement Unit e un sistema di computer vision basato
su singola telecamera e marker attivi), sviluppando dei moduli
software che estraessero alcune caratteristiche base dai segnali da
loro prodotti, come lo stato di totale flessione o estensione di ogni
singolo dito o l’accelerazione della mano rispetto ad un sistema
fisso.
• Sono stati implementati dei prototipi applicativi che utilizzano le
caratteristiche così ottenute per realizzare le esperienze interattive
ideate nella prima fase. Questa attività ha richiesto, fin dalle prime
iterazioni, l’integrazione e l’elaborazione delle caratteristiche base
estratte dai sensori; ciò ha portato alla definizione di una semplice
libreria che svolgesse questo compito per conto delle applicazioni,
da noi denominata pyglove.
I prototipi realizzati dimostrano che il guanto Piaggio può essere Il guanto Piaggio è
stato adattato con
successo al campo
dell’interazione
gestuale
adattato con successo all’utilizzo in un sistema interattivo. Le sue
potenzialità in questo contesto sono sicuramente maggiori sfruttando
il sistema di riconoscimento di posture senza fase esplicita di
calibrazione da noi sviluppato. Il guanto trae oltretutto indubbi
vantaggi dall’aggiunta di altri sensori, come un’Inertial Measurement
Unit o una telecamera, consentendo la valutazione di caratteristiche
di posizione, orientamento e movimento nello spazio, altrimenti
impossibile.
Il percorso seguito ha confermato ciò che si riporta in letteratura:
ottenere caratteristiche utilizzabili come input di un sistema interattivo
non coinvolge solo la lettura di dati provenienti da alcuni sensori, ma
diverse fasi di elaborazione intermedie realizzate compiendo scelte
poco scontate, a volte quasi “trucchi”, sfruttando la conoscenza del
contesto applicativo per cui si realizza il sistema.
9.1 sviluppi futuri
In quanto prototipi, i software realizzati presentano moltissimi punti
che possono essere migliorati.
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I sistemi di riconoscimento di posture potrebbero essere valutati conRiconoscimento delle
posture un approccio più teorico, oppure essere sottoposti a test da condurre con
un elevato numero di campioni, presi con guanti e persone differenti.
La libreria di composizione potrebbe essere migliorata derivandoLibreria pyglove
nuove caratteristiche, trovando implementazioni più affidabili di
caratteristiche già incluse, o aumentando il numero di sensori
supportati.
Il gioco della morra cinese potrebbe essere abbandonato in favoreMorra Cinese
di un prototipo che preveda interazioni più dinamiche e complesse,
per proseguire una strada di sviluppo che potrebbe portare il guanto a
dimostrare maggiori potenzialità in campo videoludico.
L’applicazione di navigazione di una scena 3D potrebbe essereNavigazione della
scena 3D potenziata trovando un modo di controllare intuitivamente con la mano
tutti e sei i gradi di libertà necessari a definire un complesso movimento
di rototraslazione della scena, che potrebbe essere impiegato per
cambiare facilmente punto di vista in applicazioni di grafica 3D.
Anche il rudimentale sistema di computer vision può essereSistema di computer
vision migliorato, soprattutto trovando un modo di ridurre le interferenze
dovute alla luce ambientale, magari sfruttando dei marker lampeggianti
piuttosto che a luce fissa. Gli algoritmi da esso utilizzati potrebbero
essere riconsiderati e potenzialmente sostituiti con metodi più precisi.
Un’altra strada potrebbe essere quella di cercare di portare il sistema
a lavorare nel campo della luce visibile, e quindi con webcam non
modificate, dispositivi già largamente diffusi.
Come già accennato, in questa trattazione non viene preso inStudi sul feedback
interattivo considerazione il canale di output. Un’attività di ricerca sicuramente
interessante potrebbe riguardare lo studio di migliori feedback
dall’interfaccia grafica, che aiutino l’utente a rendersi conto di ciò che il
sistema si attende o sta facendo (Hinckley [8]). Ad esempio, si potrebbe
realizzare un puntatore con il simbolo degli occhi per aiutare l’utente a
capire quando si attiva la modalità di rotazione nell’applicazione della
scena 3D, e anche per aiutarlo a controllare da che parte far ruotare
la scena. Un altro possibile canale di output può essere quello tattile,
ottenibile dotando il guanto di attuatori vibranti.
Gli sviluppi più interessanti sono probabilmente quelli legati allaUlteriori possibilità
della tecnologia
sensoriale del guanto
particolare tecnologia sensoriale del guanto. Per aumentare le posture
esprimibili, si potrebbe pensare di realizzare con l’elastomero un
sistema di sensori di contatto simile a quello del Pinch Glove o
del Peregrine, descritti nello stato dell’arte (pag. 13). La parte del
guanto che aderisce al palmo potrebbe essere dotata di piste con un
differente layout, per sfruttare il contatto elettrico tra le punte delle
dita per identificare nuove posture mediante la caratteristica di tocco,
andando così a complementare il sistema di valutazione dello stato di
flessione/estensione di ogni singolo dito.
Parte IV
A P P E N D I C E

AS O F T WA R E U T I L I Z Z AT O
Nella realizzazione del presente lavoro sono stati utilizzati diversi
software e ambienti di programmazione, di cui riportiamo un
riferimento in questa appendice.
L’interfacciamento con il guanto Piaggio e l’Inertial Measurement
Unit è stato realizzato in ambiente Matlab e Simulink, dotato del
pacchetto Real Time Workshop, tutti prodotti dalla The Mathworks
(http://www.mathworks.com/).
Figura 36: Il modello Simulink che si interfaccia con il guanto Piaggio (in alto)
e con l’Inertial Measurement Unit (in basso).
Per lavorare con la telecamera PlayStation Eye in ambiente
Microsoft Windows è stato utilizzato il driver CL-eye prodotto da
CodeLaboratories (http://codelaboratories.com/home/). Per la parte
software del sistema di computer vision è stato dapprima adattato il
sistema di blob detection Community Core Vision (http://ccv.nuigroup.
com/), utilizzato per costruire tavoli e lavagne multi-touch da una
comunità di amatori e sviluppatori di software libero (http://www.
nuigroup.com/), per poi passare ad una completa reimplementazione
nell’ambiente di programmazione grafica per il rendering real-time
VVVV (http://vvvv.org/).
Le applicazioni dimostrative e la libreria di composizione delle
caratteristiche estratte dai sensori sono state sviluppate utilizzando
il linguaggio open source Python (http://www.python.org/). Per
realizzare l’interfaccia grafica 2D del gioco della Morra Cinese è stata
usata la libreria pyglet (http://www.pyglet.org/), mentre per la scena
3D dell’applicazione di navigazione si è scelto di utilizzare l’ambiente
Panda3D (http://www.panda3d.org/).
Tutti i moduli realizzati comunicano attraverso socket UDP,
interfaccia presente in tutti gli ambienti di programmazione sopra
citati.
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Figura 37: La patch (modello) VVVV, che realizza la parte software del semplice
sistema di computer vision da noi realizzato.
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