In this paper, a classification is given of real rank zero C * -algebras that can be expressed as inductive limits of a sequence of a subclass of Elliott-Thomsen algebras C.
Introduction
It has been shown that a large number of simple C * -algebras can be classified by the standard Elliott invariant. Gong [21] first presented an example to show that the ordered graded Kgroup is not a complete invariant for some non-simple AH algebras of real rank zero (and no dimension growth). Elliott, Gong, and Su [15] constructed such examples for AD algebras by using AH algebras (indirectly). Then Dadarlat and Loring [7] also gave such an example for AD algebras directly. In 1997, Dadarlat and Gong [6] classified approximately homogeneous C * -algebras of real rank zero (and no dimension growth) by means of ordered total K-theory together with a certain order structure (see also [7] and also [11] ).
In this paper, we shall consider real rank zero C * -algebras that can be expressed as inductive limits of sequences of finite direct sums of basic building blocks defined as follows. Definition 1.2. Let F 1 be a finite dimensional C * -algebra, F 2 = M n (C) and let ϕ 0 , ϕ 1 : F 1 → F 2 be two homomorphisms. Set A = A(F 1 , M n (C), ϕ 0 , ϕ 1 ) = {(f, a) ∈ C([0, 1], M n (C)) ⊕ F 1 : f (0) = ϕ 0 (a) and f (1) = ϕ 1 (a)}.
Denote by D the class of all unital C * -algebras of the form A(F 1 , M n (C), ϕ 0 , ϕ 1 ). If we let F 2 be a finite dimensional C * -algebra, the C * -algebras constructed in this way have been studied by Elliott and Thomsen [20] (see also [12] and [29] ), which are also called one dimensional non-commutative finite CW complexes. Denote by C the class of all unital C * -algebras of the form A(F 1 , F 2 , ϕ 0 , ϕ 1 ). Note that we consider D not C, because Example 5.8 in [1] shows that without the condition F 2 = M n (C), a KK-element preserving Dadarlat-Loring order may not preserve the order of K-homology.
Our main result is the following: 1 Preliminaries Definition 1.1. Let F 1 and F 2 be two finite dimensional C * -algebras and let ϕ 0 , ϕ 1 : F 1 → F 2 be two homomorphisms. Set A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ) = {(f, a) ∈ C([0, 1], F 2 ) ⊕ F 1 : f (0) = ϕ 0 (a) and f (1) = ϕ 1 (a)}.
The C * -algebras constructed in this way have been studied by Elliott and Thomsen (they are sometimes called Elliott-Thomsen algebras). Let us use C to denote the class of all unital such C * -algebras A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ) (up to isomorphism). Following [23] , let us say that a unital C * -algebra A ∈ C is minimal, or a minimal block, if it is indecomposable, i.e., not the direct sum of two or more C * -algebras in C.
Definition 1.2. Let F 1 be a finite dimensional C * -algebra, F 2 = M n (C) and let ϕ 0 , ϕ 1 : F 1 → F 2 be two unital homomorphisms. Set A = A(F 1 , M n (C), ϕ 0 , ϕ 1 ) = {(f, a) ∈ C([0, 1], M n (C)) ⊕ F 1 : f (0) = ϕ 0 (a) and f (1) = ϕ 1 (a)}.
Denote by D the class of all unital C * -algebras of the form A(F 1 , M n (C), ϕ 0 , ϕ 1 ), and we use AD to denote the class of inductive limits of algebras in D.
([23]
). For A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ) ∈ C with K 0 (F 1 ) = Z p and K 0 (F 2 ) = Z l , consider the short exact sequence 0 → SF 2
where SF 2 = C 0 (0, 1) ⊗ F 2 is the suspension of F 2 , ι is the embedding map, and π(f, a) = a, (f, a) ∈ A . Then one has the six-term exact sequence
where ∂ = α − β, with α, β denote the maps K 0 (ϕ 0 ), K 0 (ϕ 1 ), respectively. Hence, 
And we use α, β, α and β to denote the matrices induced by ϕ 0 * , ϕ 1 * , ϕ 0 * and ϕ 1 * , respectively.
1.5.
We use the notation #(·) to denote the cardinal number of the set, if the argument is a finite set. Very often, the sets under consideration will be sets with multiplicity, and then we shall also count multiplicity when we use the notation #. We use • or •• to denote any possible positive integer. We shall use {a ∼k } to denote {a, · · · , a k times }.
1.6.
Let us use θ 1 , θ 2 , · · · , θ p denote the spectrum of F 1 and denote the spectrum of C([0, 1], F 2 ) by (t, i), where 0 ≤ t ≤ 1 and i ∈ {1, 2, · · · , l} indicates that it is in i th block of F 2 . So
Using identification of f (0) = ϕ 0 (a) and f (1) = ϕ 1 (a) for (f, a) ∈ A, (0, i) ∈ Sp(C[ , · · · , θ
as in Sp(A) = Sp(F 1 ) ∪ l i=1 (0, 1) i .
1.7.
Let A ∈ C, φ : A → M n (C) be a homomorphism, then there exists a unitary u such that φ(f, a) = u * · diag a(θ 1 ), · · · , a(θ 1 ) 
where y k ∈ l i=1 (0, 1) i . Denote ω i = #(Spφ ∩ (0, 1) i ) the number of y k 's which are in the i th open interval (0, 1) i counting multiplicity. We will say that φ is of type (t 1 , t 2 , · · · , t p , w 1 , · · · , w l ).
If f = f * ∈ A, we use Eg(φ(f )) to denote the eigenvalue list of φ(f ), then #(Eg(φ(f ))) = n (counting multiplicity).
Let
Denote {e ss }(1 ≤ s, s ≤ n) the set of matrix units for M n (C) and {f . We will define a finite subset H(η) ⊂ A + , consisting of two kinds of elements described below.
(a). For each subset X j = {θ j } ⊂ Sp(F 1 ) = {θ 1 , θ 2 , · · · , θ p } and integers r, s with r + 2 ≤ s,
Then we call W j the closed neighborhood of X j , we define element (f, a) ∈ A + corresponding to X j and W j as follows:
All such elements (f, a) ∈ A + are included in the set H(η) and are called test functions of type 1.
, which is a finite union of closed intervals [x r , x r+1 ] and points {x r }. Define (f, a) corresponding to X by a = 0 and for t ∈ (0, 1) define
There are finite such elements in A + . All such elements are called test functions of type 2.
1.10. In general, a unital homomorphism φ : C[0, 1] → B with finite dimensional image is always of the form :
where {x k } is a finite subset of [0,1] and {p k } is a set of mutually orthogonal projections with
Bφ(e 11 )), where {p k } is a set of mutually orthogonal projections in φ(e 11 )Bφ(e 11 ).
Theorem 1.11 ([27]
). Let A = lim −→ (A n , φ n,m ) be an inductive limit of Elliott-Thomsen algebras. Then one can write A = lim −→ (B n , ψ n,m ), where all the B n are Elliott-Thomsen algebras, and all the homomorphisms ψ m,n are injective.
Remark 1.12. By the theorem above, we can assume that all the connecting homomorphisms in the inductive limits are injective.
Weak variation
Inspired by [14] and [6] , we define the weak variation as follows:
Definition 2.1. Let A ∈ C, the weak variation of a finite set F ⊂ A is defined by
where φ, ψ run through the homomorphisms from A to M r (C) and KK(φ) = KK(ψ). If ω(F ) < ε, we will say that F is weakly approximately constant to within ε.
Definition 2.2.
Suppose that A is a C * -algebra, B ⊂ A is a subalgebra, F ⊂ A is a finite subset and let ε > 0. If for each f ∈ F , there exists an element g ∈ B such that f − g < ε, then we shall say that F is approximately contained in B to within ε, and denote this by
The following is clear by the standard techniques of spectral theory [3] . Lemma 2.3. Let A = lim −→ (A n , φ n,m ) be an inductive limit of C * -algebras A n with morphisms φ n,m : A n → A m , then RR(A) = 0 if and only if for any finite self-adjoint subset F ⊂ A n and ε > 0, there exists an integer m ≥ n such that
The following lemma is essentially contained in an old version of [23] .
, then the following conditions are equivalent.
(a) KK(φ) = KK(ψ);
Proof. Obviously, any homomorphisms from A to M • (C) of the same type are homotopy, we may assume that Sp(φ)
in an obviously way, with φ = φ•ι and ψ = ψ•ι, where ι :
is given by
. .
where
In particular K 1 (I) = K 0 (F 2 ) and KK 1 (I, C) = KK(F 2 , C), and the map δ is the dual map of
Define N A as follows: for any f ∈ F . If homomorphisms φ, ψ : A → M r (C) satisfy the following conditions:
(a) Eg(φ(h)) and Eg(ψ(h)) can be paired to within 1 2 one by one for all h ∈ H(η);
Proof. Write Spφ, Spψ as
From condition (b) and Lemma 2.4, there exists an integer c such that
we will have t j = s j for j = 1, 2, · · · , p, obviously, φ and ψ are unitary equivalent.
We may assume that α = β and c = 0, then there exists an integer 1 ≤ j 0 ≤ p such that
be the test function corresponding to X j 0 and W
Since Eg(φ(h r j 0 )) and Eg(ψ(h r j 0 )) can be paired to within ε (ε < 1) one by one, then we have
Hence,
this means that
Then for each r, we have
then there are at least |c| points in [rη, (r + 2N A )η] for any r = 0, 1, · · · , m − 2N A . Then we can define φ , ψ as follows: If c > 0, to define φ , we replace the c largest of
If c < 0, to define φ , we replace the −c smallest of y k ∈ (0, 1) by 0 ∼ {θ
Moreover, we know that
If the set Spφ ∩ (0, 1) = Spψ ∩ (0, 1) are written in increasing order as y 1 ≤ y 2 ≤ · · · ≤ y • , then |y k − y k+|c| | < 4N A η. As sets Spφ ∩ (0, 1) and Spψ ∩ (0, 1) can be paired to within 4N A η, therefore, there exists a unitary u ∈ M r (C) such that
Hence for this unitary, where m ∈ N + , if φ, ψ : A → M n (C) are homomorphisms such that Eg(φ(h)) and Eg(ψ(h)) can be paired to within ε one by one for all h ∈ H(η 1 ), then there exist
such that X and Y can be paired to within 2η 1 one by one. 
for any x, y ∈ [0, 1] with dist(x, y) ≤ 2η 1 and for all h ∈ H(η). If homomorphisms φ, ψ : A → M r (C) satisfy the following conditions:
(a) Eg(φ(h)) and Eg(ψ(h)) can be paired to within 1 8 one by one for all
such that X and Y can be paired to within 2η 1 one by one, denote the one to one correspondence by π :
We will perturb φ, ψ to obtain φ , ψ . To define φ , change all the elements
And finally, change all the elements x k ∈ X to π(x k ) ∈ Y . To define ψ , keep all the points in Y , change x k ∈ Spψ ∩ (0, η 1 )\X to 0 and x k ∈ Spψ ∩ (1 − η 1 , 1)\X to 1. In this way, each eigenvalue is perturbed by at most 2η 1 .
After this modification, we have
Then Eg(φ(h)) and Eg(φ (h)) can be paired to within
one by one, Eg(ψ(h)) and Eg(ψ (h)) can be paired to within ε 8 one by one. From condition (a), we have Eg(φ(h)) and Eg(ψ(h)) can be paired to within 1 8 one by one. Therefore Eg(φ (h)) and Eg(ψ (h)) can be paired to within 1 2 one by one.
Since φ is homotopic to φ and ψ is homotopic to ψ , then
Apply Lemma 2.6 for φ , ψ and ε 2
(in place of ε), there exists a unitary u ∈ M r (C) such that
Corollary 2.9. Let A ∈ D be minimal, F ⊂ A be a finite set and 1 > ε > 0. Choose η, η 1 as in Lemma 2.8. Suppose that B ∈ D, τ : A → B is a homomorphism with
Proof. We need only to prove that for any homomorphism φ, ψ : B → M r (C) with KK(φ) = KK(ψ), there exists a unitary u such that
Then we have
Note that the stable rank of B is one, B has cancellation of projections, then there exists a
can be paired to within 1 8 one by one. Since KK(φτ ) = KK(ψτ ), by Lemma 2.8, there exists a unitary u ∈ M r (C) such that
Now we have ω(τ (F )) < ε.
Combine Lemma 2.3 and Corollary 2.9, we will have Theorem 2.10. Let A = lim −→ (A n , φ n,m ) be a real rank zero inductive limit of C * -algebras in D. Let F ⊂ A n be a finite subset and ε > 0, there exists an integer m ≥ n such that ω(φ n,r (F )) < ε for all r ≥ m.
Decomposition theorem
Proof. This proof is just a slight generalization of the first part of [14 by points
we also have
Repeat this operation, then we find an interval [a s rs , a
s , this completes the proof. 
such that the following properties:
where π x , π i e are defined in 1.8.
for any x ∈ Sp(B).
Proof. For any h ∈ H(η), there are mutually orthogonal projections
Then for any x 1 , x 2 ∈ [0, 1] ∈ Sp(B), Eg(φ x 1 (h)) and Eg(φ x 2 (h)) can be paired to within 1 3 one by one for each h ∈ H(η).
By Lemma 2.7, then there exist
such that X(x 1 ) and X(x 2 ) can be paired to within 2η one by one.
Since X(x) and X(x 0 ) can be paired to within 2η one by one for any x ∈ [0, 1], then we have
, there exist integers a r , b r with b r − a r = 1 and 
Proof. For any y ∈ Sp(C), denote Sp(π y • ψ) by Spψ y , assume that
It is clear that
The following two lemmas are a slight generalization of Lemma 6.3 and Lemma 6.4 in [6] .
Suppose that B ∈ D be minimal, φ, ψ : A → B are two homomorphisms which can be factored through F 1 and φ , ψ : F 1 → B are homomorphisms with φ = φ • π e and ψ = ψ • π e . If KK(φ ) = KK(ψ ), there exist a unitary u ∈ B such that uφu * = ψ.
Suppose that B ∈ D be minimal, φ, ψ : A → B are two homomorphisms which can be factored through F 1 and φ , ψ :
holds for all projection e ∈ F 1 , there exist a unitary u ∈ B and a homomorphism τ : A → B which can be factored through F 1 such that uφu * = ψ + τ .
Now we have the following decomposition theorem.
Suppose that B ∈ D is a minimal block, δ > 0 and φ : A → B is a homomorphism with the following properties:
{f ∈ B sa |f has f inite spectrum}, then there exist a projection q ∈ B and two homomorphisms ν, ρ : A → (1 − q)B(1 − q) with finite dimensional images such that the following holds:
(
Proof.
Denote Λ(h) by the eigenvalue list of
Let h r be the test function corresponding to V r . Then from step 2 in [26, Theorem 3.1], we can construct a collection of mutually orthogonal projections P 1 , P 2 , · · · , P K−1 almost commutes with φ(g) for all g ∈ G and
Then we turn these two intervals to p subsets.
Let f j be the test function corresponding to V j and X j = {θ j }. From the step 3 in [26, Theorem 3.1], we can construct a collection of mutually orthogonal projections Q 1 , Q 2 , · · · , Q p . Each of them almost commutes with φ(g) for all g ∈ G and
. . .
Change all the spectra in Spφ ∩ W r to r K ∈ W r for each r = 0, 2 · · · , K − 2, K. We obtain a pointwise homomorphism ψ.
Denote
Define homomorphisms ψ 1 , ψ 2 , ψ 3 : A → (1 − q)B(1 − q) as follows:
Then ψ 1 , ψ 2 , ψ 3 can be factored through a finite dimensional C * -algebra and we have
Note that ψ 2 and ψ 3 factor through F 1 , there exist homomorphisms ψ 2 , ψ 3 :
holds for all projection e ∈ F 1 , by Lemma 3.6, there exist a homomorphism ψ 4 : A → B which can be factored through F 1 and a unitary v ∈ B such that uψ 2 u * = ψ 3 ⊕ ψ 4 and u * Ru ≤ Q.
Since u * ψ 3 u factors through f (0) ⊕ f (1), we can perturb 0, 1 small enough to make sure that condition (4) still holds, then we have Spν ⊂ Sp(A) ∩ (0, 1) and Spρ ⊂ Sp(A) ∩ Sp(F 1 ).
We need only to verify (1), note that
Lemma 3.8. Let A = lim −→ (A n , φ n,m ) be a real rank zero inductive limit of algebras in D. Let K, L and m be positive integers. There exist δ > 0 and an integer m ≥ n such that the following holds:
, we have a finite set H(η) ⊂ A n , by Lemma 2.3, there exists r > n such that φ n,r (H(η)) ⊂ 1/6 {f ∈ (A r ) sa |f has f inite spectrum}.
Apply Lemma 3.3 for η and φ n,r , there exists δ > 0 such that φ n,r has (δ, K, L) − distribution. Now we consider the finite set H(δ/8) ⊂ A n , use Lemma 2.3 again, there exists an integer m ≥ r > n such that
Theorem 3.9 ([18]
). Every one-dimensional NCCW complex is semiprojective.
From Theorem 3.9, we can easily get the following lemma.
Lemma 3.10. Let A ∈ C, for any finite subset F ⊂ A, ε > 0, there exist a finite subset G ⊂ A and δ > 0 such that if φ : A → B is a c.c.p. map with
then there is a homomorphism ψ : A → B satisfying
Suppose that B ∈ D and ν : A → B is a homomorphism with finite dimensional range and Spν ⊂ Sp(A) ∩ (0, 1). Then
holds for any nonzero projection e ∈ A.
Proof. It follows from
Corollary 3.12. Let A = lim −→ (A n , φ n,m ) be a real rank zero inductive limit of Elliott-Thomsen algebras in D. For any ε > 0, finite set F ⊂ A n and a positive integer L, there exist an integer m ≥ n, a projection q ∈ A m , a homomorphism λ : A n → qA m q and homomorphisms ν, ρ :
Proof. It follows from Lemma 2.3, Theorem 3.7, Lemma 3.8, Lemma 3.11 and Lemma 3.10.
The Invariant and KK-Lifting
Before we give our Existence Theorem, we should introduce the invariant we concern.
([7]
, [13] ). Consider the algebra
and the algebra I p obtained by adjoining a unit to I p .
([6]
). For a C * -algebra A, the total K-theory of A is defined by
). We will consider the group
By Section 4 of [6] ,
, [7] ). (Dadarlat-Loring order) The order structure we work with is K * (A; Z ⊕ Z p ) + , which can be identified as the image of the abelian semigroup
, [7] ). For a C*-algebra A, the invariant we concern with is the tuple
where K + (A) is the cone generated by all K * (A; Z ⊕ Z p ) + , p ≥ 0 and Σ(A) is the scale of A. We say
if there is an ordered scaled isomorphism ρ : K(A) → K(B), which preserves the action of the Bockstein operations.
We also introduce some preliminaries which will be useful, when we concern the orders on KK-group.
Let
, which are represented by two 1 × p matrices α and β. Rearrange For γ ∈ Hom Λ (K(A), K(B)), we say that
if γ preserves Dadarlat-Loring order.
We list the following results we need from 4.9 to Theorem 4.22:
4.9. Let φ : A → M r (C) be as described in 1.7, with Sp(φ) as in (1) . Even though in general the point y i ∈ [0, 1] j (in Sp(φ) as in ( (1) of 1.7) may not be the endpoint 0 j or 1 j , the homomorphism defined by evaluating at this point is homotopic to the homomorphism defined by evaluating at 0 j or 1 j . Consequently we can find a new homomorphism φ with
Now, let us extend this procedure to a homomorphism between two Elliott-Thomsen algebras, as a prelude to describing concretely the KK-group of these two C * -algebras.
A → B be a homomorphism, and consider the maps π 0 , π 1 : B → F 2 , where π t (f, a) = f (t) = ϕ t (a), t=0 or 1. Then we can always choose a new homomorphism ψ : A → B such that
The above condition on Sp(π 0 • ψ), Sp(π 1 • ψ) is equivalent to ψ(SF 2 ) ⊂ SF 2 . Hence, we have a commutative diagram as follows:
([1]
). Let A, B ∈ C. Denote by C(A, B) the set of all the commutative diagrams
and by M (A, B) the subset of C(A, B) of all the commutative diagrams
Since such a diagram is completely determined by µ, we may denote it by λ µ .
4.12.
For two commutative diagrams λ I , λ II ∈ C(A, B),
define the sum of λ I and λ II as
to be denoted by 0, is the (unique) zero element of C(A, B). (Clearly, λ+0 = λ for λ ∈ C(A, B).) Given a commutative diagram λ ∈ C(A, B),
the inverse of λ, to be denoted by −λ, is
Note that −λ ∈ C(A, B), and λ + (−λ) = 0. Then C(A, B) is an Abelian group, and M (A, B) is a subgroup of C(A, B).
4.13.
As pointed out in [23] , for a minimal block A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ), we have ker ϕ 0 ∩ker ϕ 1 = {0}. Let A ∈ C be a minimal block. Let us use C O to denote the class of all unital C * -algebras A = A(F 1 , F 2 , ϕ 0 , ϕ 1 ), where F 2 = M r (C), for some integer r, and ker ϕ 0 ⊕ ker ϕ 1 = F 1 (there is no block of F 1 mapping into both 0 and 1). This subclass was studied by Li in [25] . Note that
Definition 4.14. For two matrices ζ and η, we say ζ ≥ η if ζ − η has no negative entry. 
Let us say that λ is positive if λ is the zero element or λ 0 ≥ 0 p ×p and λ 0 = 0, and that λ is positive modulo M (A, B), or that λ + M (A, B) is positive, if there exists λ µ ∈ M (A, B), In this paper, we denote χ : KK(A, B) → C(A, B)/M (A, B) the natural isomorphism, we will use KK(λ) to denote the KK-element χ −1 (λ + M (A, B)) ∈ KK(A, B).
For λ ∈ C(A, B)
and η ∈ C(B, C)
define the product of λ and η as λ × η ∈ C(A, C):
In fact, the natural product we defined above, exactly induces the Kasparov product on the KK-groups which is isomorphic to the quotient groups (Theorem 4.17).
Theorem 4.19 ([1]).
Assume that A ∈ C O and B ∈ C. Then we have (as order groups, with the natural maps)
Lemma 4.20 ([1]
). Let A, B ∈ C be minimal. Let the diagram λ ∈ C(A, B),
be given, such that λ is positive, then, λ 0 is positive. If for any i ∈ {1, 2, · · · , p}, j ∈ {1, 2, · · · , l },
then there is a homomorphism from A to M r (B) for some integer r inducing the diagram λ. Now we will introduce a key lemma for the existence result. As the case of A = M m (C) is trivial, we will only concern the case of A(F 1 , M n (C), ϕ 0 , ϕ 1 ). Before we list the lemma, we give one more notation.
Let
Then α−β is a 1×p matrix. Note that both α, β correspond to classes of representations of A, whose spectral points are contained in Sp(F 1 ). In fact, any 1 × p matrix (t 1 , t 2 , · · · , t p ) ≥ 0 (the matrix has no negative entry), naturally corresponds to the representation R(t 1 , t 2 , · · · , t p ), where
If one of the following holds:
Proof. At first we give the proof for (1). As α λ 0 −α−l(α−β) ≥ 0, for all l = 0, 1, 2, · · · , λ 1 −1, then each α λ 0 − α − l(α − β) naturally corresponds a representation by 4.23. Let us define λ 1 maps
Note that Λ l (·)((l − 1)/λ 1 ) and Λ l (·)(l/λ 1 ) are two representation of A and induce two elements in
Now we have
and
Then by Lemma 3.5 in [1] (see also [23] 
And the rest is as same as we give in (1).
Remark 4.25. We should mention that even for A, B ∈ D, we may still have
and there is an example shown in [1] . We list a new one here, which we will also discuss later. Consider the following commutative diagram λ in C(A, B):
Denote the related KK-element by γ. With Theorem 4.19 and Theorem 4.21, one can check that γ satifies
(Here, we mention that when one is checking γ(K
, the composed diagram ε × λ is not 0 but belongs to M (C(S  1 ), B) , where ε ∈ C + (C(S 1 ), A) is as follows:
where e = (0, 0, 0, 0, 1) T .) We find that λ is the unique positive element in χ(γ), but λ can not be lifted (By Corollary 3.7 in [1] ). Then γ can not be lifted (see 4.10) .
Note that γ * (e) = 0, where e = (0, 0, 0, 0, 1) ∈ K + 0 (A). If one tries using the condition
one will get γ liftable for the A, B we constructed above and this will be helpful in Elliott classification program for simple amenable C * -algebra. But we don't need it for the case of inductive limits of real rank zero in this paper.
Existence Theorem
From Remark 4.25, we know that for the blocks we concerned, we do not have a existence theorem directly. But in this section, we will show that the condition of real rank zero will help us to get it.
Interestingly, we still have a direct existence theorem for the "0" case:
Proof. Here, we only consider the case of both A and B are not finite dimensional, because those cases are easier. As γ(K + (A)) ⊂ K + (B), by Theorem 4.22, there is a commutative diagram λ ∈ C + (A, B)
We assume the notational convention that
T . Note that λ 0 ≥ 0 p ×p , so we have λ 0 = 0 p ×p . Then Proposition 5.3 shows that for A ∈ D, K(A) is finitely generated. Further more, we show that Hom + Λ (K(A), K(B)) is also determined by a finite set of K + (A).
then γ preserves Dadarlat-Loring order (4.4).
Proof. As A ∈ D, we assume that A is minimal but not finite dimensional. (The case of A = M m (C) only needs to concern K
which means that we can use Lemma 3.5 in [1] more carefully to get a new a homomorphism ψ : A → B, inducing λ. In particular, if
the homomorphism can be also constructed unital.
We recall the following definition: 16] ). Let A = lim − → (A n , φ n,m ) and B = lim − → (B n , ψ n,m ). These two inductive limit systems are said to be shape equivalent if there are sequences {k i }, {l i }, and ξ 1 :
From the example in Remark 3.14 in [1], we know that two homomorphisms with the same KK-class may not be homotopic but stable homotopic. So we give a definition for "weakly" shape equivalent.
Definition 5.8. Let A = lim − → (A n , φ n,m ) and B = lim − → (B n , ψ n,m ). These two inductive limit systems are said to be weakly shape equivalent if there are sequences of homomorphisms {k i }, {l i }, and homomorphisms ξ 1 : A k i → B l i and homomorphisms η i :
ψ be a homomorphism from A to B with finite dimensional image, whose spectrum points are contained in (0, 1) ⊂ Sp(A). For convenience, we need to give a description for ψ. As ψ has finite dimensional image, we have a finite dimensional algebra
isomorphic to the image of ψ. Then the isomorphism induces an embedding homomorphism
is commutative. Here we can choose ι carefully (by conjugate a unitary in
where π i is the i th projective map from
, and y i ∈ (0, 1). Here we regard each M u i (C) as a sub-algebra of
We concern the homomorphism ι • π i • ψ, we push the spectral point y i to 0 and get a new homomorphism denoted by ψ i . (Similarly, we can also push it 1.) Then we have
.
We have shown in Remark 4.25 (also Example 5.7 in [1] ) that a KK-element preserving Dadarlat-Loring order may not be liftable, which means we do not have a existence result directly for the building blocks. We list our main result for the existence theorem here. 
for some integer m ≥ 1. Then KK(ψ) × γ can be lifted as a homomorphism.
Proof. If one of A, B and C is finite dimensional, it is easy to lift KK(ψ)×γ to a homomorphism with finite finite dimensional image. Also note that KK(ψ F 1 )×γ is always liftable, as γ preserves Dadarlat-Loring order. Assume that A, B and C are not finite dimensional and ψ F 1 = 0. We will still use the notation we gave in 1.4, and in addition, we assume
From 4.10, there is a homomorphism ψ r (ψ r ∼ h ψ r ) inducing η ∈ C + (A, B)
and from Theorem 4.22, there is a diagram λ ∈ C
Recall that by 4.
Assume that λ 0 has the form of (Λ, 0 p ×t ), where Λ is a matrix without (0, 0, · · · , 0)
T rows,
T of λ 0 are in the last t rows. Then denote
,
and KK(ψ) × γ is a KK-element in KK(A, C) preserving Dadarlat-Loring order, by Lemma 5.1,
And note that g 0 / ∈ E implies
T is a non-zero element in K + 0 (C), we have
On one hand, we have considered the KK-element KK(ψ (0,1) ) × γ ∈ KK(A, C) , and on the other hand we should consider KK(ψ r ) × γ. Let us concern the diagram η × λ ∈ C + (A, C):
Proof. Denote ρ : K(A) → K(B) the above graded isomorphism. Let = ρ −1 , φ n : A n → A and ψ n : B n → B be the obvious maps.
We construct a commutative diagram
where ρ n , n are liftable to * -homomorphisms ξ n : A rn → B sn and ψ n : B sn → A r n+1 . The construction is done inductively. We may assume that A r 1 = B s 1 = 0 hence take ρ = = 0. Assume now that ρ i and i have been constructed for all i ≤ n − 1. For C * -algebra A rn , by Corollary 3.12, there is a integer m, such that the homomorphism φ rn,m : A rn → A m , satisfies the conditions (1) and (2) in the corollary. let F ⊂ K + (A m ) be provided by Theorem 5.4. Since , by Proposition 5.3, the Λ-module K(A m ) is finitely generated, there is k ≥ s n−1 and there is a ε ∈ Hom Λ (K(A m ), K(B k )) such that
Then by Theorem 5.10 and Remark 5.6, KK(φ rn,m ) × ε can be lifted as a * -homomorphism from A rn to B sn . We conclude the construction by setting k = s n and ρ n = KK(φ rn,m ) × ε. It is clear that ρ n n−1 = ψ sn,s n+1 * , ρφ rn * = ψ sn * ρ n . Let ξ n : A rn → B sn be a * -homomorphism implementing ρ n . The construction of n is similar. Recall that by Theorem 5.11 we identify Hom Λ (K(A i ), K(B j )) with KK(A i , B j ).
Uniqueness results
In this section, we prove two kinds of uniqueness theorem under different conditions. One condition is that the K 1 of the basic block is Z, and the other is that the basic block has torsion K 1 (this case contains K 1 = 0). The main results are Theorem 6.7 and Theorem 6.12.
Lemma 6.1. Let A ∈ D be minimal with K 1 (A) = Z, F ⊂ A be a finite set and ε > 0. Let φ, ψ : A → B be homomorphisms with finite dimensional ranges and [φ(e)] ≥ [ψ(e)] holds for all projection e ∈ A, then there exist a unitary u ∈ B and a homomorphism τ which can be factored through F 1 such that
Proof. There exist unitaries v 1 , v 2 ∈ B such that φ, ψ are of the following form
Now we change all the points x 1 , · · · , x • , y 1 , · · · , y •• to 0, then we obtain two homomorphisms φ , ψ with finite dimensional ranges and factor through F 1 , obviously, φ is homotopy to φ and ψ is homotopy to ψ, by the definition of ω(F ), we have
Since φ and ψ factor through F 1 , there exist homomorphisms φ , ψ :
Recall that one has the six-term exact sequence
holds for all projection e ∈ A, then [φ (e)] ≥ [ψ (e)] holds for all projection e ∈ F 1 , by Lemma 3.6, there exist a unitary u ∈ B and a homomorphism τ : A → B which can be factored through F 1 such that
holds for all f ∈ F .
We should point out that if two homomorphisms between Elliott-Thomsen algebras determining the same KK-class, sometimes they are not homotopic to each other, but after adding another homomorphism, they are homotopic to each other. We present an example here.
Then δ 1 , δ 2 induce the two diagrams
At the same time, we have
and the homotopy path is just
Denoting Sδ 1 , Sδ 2 by the homomorphisms from suspension algebra SA to suspension algebra SB induced by δ 1 , δ 2 , we can also get Sδ 1 ∼ h Sδ 2 .
Lemma 6.4. Let A ∈ D be minimal with K 1 (A) = Z, then for any finite F ⊂ A, ε > 0, there exist r ∈ N, a homomorphism τ : A → M r−1 (A) and a homomorphism µ : A → M r (A) with finite dimensional image such that
Without loss of generality, we may assume that
Let D be a real rank zero C * -algeba constructed as an inductive limit For any block B ∈ D and φ 0 , φ 1 , · · · , φ N is a sequence of maps from A to B such that φ j is δ− multiplicative on G for j = 0, 1, · · · , N , then there exist a homomorphism ρ : A → M k (B) with finite dimensional range and a unitary u ∈ M k+1 (B) such that
Lemma 6.6. Let A, B ∈ D be minimal with K 1 (A) = Z, ε > 0 and F ⊂ A be a finite subset with ω(F ) < ε. Suppose that φ, ψ : A → B are homomorphisms with the property KK(φ) = KK(ψ).
There exists a positive integer L such that the following is true. If C ∈ D is minimal, q ∈ C is a projection, λ : B → qCq is a homomorphism, µ : B → (1 − q)C(1 − q) is a homomorphism with finite dimensional range and with [ν(e)] ≥ L · [λ(1)] for any nonzero projection e ∈ B, then there is a unitary u ∈ B such that
Proof. Since KK(φ) = KK(ψ), by Lemma 6.3, there exist an integer m and a homomorphism η : A → M m (B) with finite dimensional image such that φ ⊕ η ∼ h ψ ⊕ η. There is a continuous path of homomorphisms φ t , (0 ≤ t ≤ 1), such that φ 0 = φ ⊕ η and φ 1 = ψ ⊕ η. Choose 0 = t 0 < t 1 < · · · < t n = 1 such that
Lemma 6.8. Let A be a unital separable C * -algebra and let φ : A → M k (for some integer k ≥ 1) be a unital linear map. Suppose that u ∈ M k is a unitary such that
Then there exists a continuous path of unitaries {u t : t ∈ [0, 1]} ∈ M k such that
We also need the following lemma (see corollary 8.2.2 and proposition 2.2.9 in [18] ).
Lemma 6.9. Consider a two-dimensional N CCW complex A 2 . If every infinitesimal of K 0 (A 2 ) is torsion, then A 2 is weakly semiprojective with respect to finite-dimensional C * -algebras. Moreover, there exists a unitary path u t with u 0 = I and u 1 = u such that φ(f ) − u * t φ(f )u t < 4ε, ∀f ∈ F. Proof. We assume that the lemma is false. There exist a finite set F ⊂ A, ε > 0, an increasing sequence of finite subsets G n ⊂ A such that G n ⊂ G n+1 and such that +∞ n=1 G n is dense in A, a sequence of integers k n , a sequence of decreasing positive numbers {δ n } with +∞ n=1 δ n < +∞, a sequence of unitaries u n ∈ M kn and a sequence of unital homomorphisms φ n : A → M kn (C) such that φ n (g)u n − u n φ n (g) < δ n , ∀g ∈ G n . and such that inf
where v, φ run over all v ∈ M n (C) and all ψ : A → M n (C) with ψv = vψ. Define φ n : A ⊗ C(S 1 ) → M kn (C) as follows:
where f ∈ A, a ∈ {1 C(S 1 ) , z}, z is the standard unitary generator of C(S 1 ). Denote
In general, φ n is not a homomorphism, but φ is a homomorphism. Apply Lemma 6.9 for a finite set F = {f ⊗ a | f ∈ F, a ∈ {1 C(S 1 ) , z}} ⊂ A ⊗ C(S 1 ) and ε > 0, there exist M > 0 and a homomorphism φ :
where π :
There exists a sequence of homomorphisms φ n : A ⊗ C(S 1 ) → M kn (C), for n large enough, define ψ : A → M kn (C) by ψ(f ) = φ n (f ⊗ 1) and v = φ n (1 ⊗ z), then we have Theorem 6.12. Let A ∈ D be minimal with torsion K 1 , F ⊂ A be a finite subset and ε > 0. Choose a finite subset G ⊂ A, δ > 0 as in Lemma 6.11.
Suppose that B ∈ D is minimal, τ : A → B is a homomorphism with ω(τ (G)) < δ. Let C ∈ D be minimal and φ, ψ : B → C be homomorphisms with the property that KK(φ) = KK(ψ), then there exist a unitary w ∈ C such that w φτ (f ) w * − ψτ (f ) < 8ε, ∀ f ∈ F. hold for any g ∈ τ (G), t ∈ [t k , t k+1 ].
Let C = C(F 1 , F 2 , ϕ 0 , ϕ 1 ), where
Since ω(τ (G)) < δ and KK(φ) = KK(ψ), then for each j ∈ {1, 2, · · · , p} and k ∈ {1, · · · , m − 1}, we have 
Now we have
hold for any g ∈ τ (G) and k ∈ {0, 1, · · · , m}. By Lemma 6.11, there exists a unitary path w| [t k ,t k+1 ] with w t k = u k and w t k+1 = u k+1 . Then we obtain a unitary w ∈ C such that w t k = u k for k = 0, 1, · · · , m, and w φτ (f ) w * − ψτ (f ) < 8ε, ∀ f ∈ F.
Classification
Combine Theorem 6.7 and Theorem 6.12, then we have Theorem 7.1. Let A = lim −→ (A n , φ n,m ) be a real rank zero inductive limit of Elliott-Thomsen algebras in D. Let ε > 0, F ⊂ A n be a finite set with ω(F ) < ε, there exists an integer m ≥ n such that the following is true. Suppose r > m is an integer and φ, ψ : A m → A r be homomorphisms with KK(φ) = KK(ψ), then there exist an integer s ≥ r and a unitary u ∈ A s such that u φ r,s • φ • φ n,m (f ) u * − φ r,s • ψ • φ n,m (f ) < 18ε, ∀ f ∈ F.
Proof. Let A n = ln i=1 A [n,i] , where l n , [n, i] ∈ N, all A [n,i] are minimal blocks. Define index sets J n = {1, 2, · · · , l n }, J n = {i | K 1 (A [n,i] ) = Z}, J n = J n \J n .
Define A n , A n as follows:
Then we have A n ∼ = A n ⊕ A n . Let F ⊂ A n and F ⊂ A n denote the component of F . For F ⊂ A n and ε > 0, we can find a finite subset G ⊂ A n and δ > 0 as in Lemma 6.11. By Lemma 2.10, there exist an integer m > n such that ω(φ n,m (G)) < δ. This m is as desired.
For any homomorphisms φ, ψ : A m → A r with KK(φ) = KK(ψ), by Lemma 6.12, there exist a unitary u 1 ∈ A r such that
Since KK(φ • φ n,m | A n ) = KK(ψ • φ n,m | A n ), by Lemma 6.7, there exist an integer s ≥ r and a unitay u 2 ∈ A s such that 
