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Abstract– In the field of traffic monitoring systems, shadows are the main causes of errors in computer vision-based vehicle
detection and classification. A great number of research have been carried out to detect and remove shadows. However,
these research works only focused on solving shadow problems in daytime traffic scenes. Up to now, far too little attention
has been paid to the problem caused by vehicles’ reflections in rainy conditions. Unlike shadows in the daytime, which
are homogeneous gray shades, reflection shadows are inhomogeneous regions of different colors. This characteristic makes
reflections harder to detect and remove. Therefore, in this paper, we aim to develop a reflection detection and removal
method from single images or video. Reflections are detected by determining a combination of L and B channels from LAB
color space and H channel from HSV color space. The reflection removal method is performed by determining the optimal
intensity of reflected areas so that they match with neighbor regions. The advantage of our method is that all reflected areas
are removed without affecting vehicles’ textures or details.
Keywords– HSV, LAB, rainy conditions, reflection detection, reflection removal.
1 Introduction
Shadow detection and removal have always played a
crucial role in traffic surveillance systems that are based
on computer vision techniques. In this paper, we focus
on solving the problems of shadow in rainy conditions.
The shadows, in this case called reflections, post two
main problems. Firstly, in daytime condition, the cast
shadow is normally a uniform gray region. Meanwhile
in rainy conditions, the vehicle reflection consists of
a variety of colors. This greatly reduces the accuracy
of shadow detection algorithms which are solely based
on finding the intensity differences between the image
background and foreground. Secondly, headlights are
also reflected on the road which distort the length and
shape of vehicles. Since reflections also have the same
motion as the vehicles casting them, hence distort the
shapes, sizes, and colors of vehicles. Thus, it can cause
significant errors in vehicle detection and classification.
In this paper, we tackle three problems of vehicle
reflection: reflection detection, reflection removal, and
headlight reflection.
In the case of reflection detection and removal, sev-
eral methods have been proposed in recent years. Some
noticeable works focused on exploiting the change in
chromaticity properties of objects and their shadows.
Cucchiara et al. [1–3] mainly focused on the changing of
light illuminance in HSV color space to detect shadow
regions. Fredembach et al. [4] also applied the same
idea with near-infrared spectrum of the image which
is captured by a special camera sensor. Xiang et al. [5]
proposed a local intensity ratio model (LIRM) which is
robust to illumination change. Based on the analysis
of the illumination and shadow model, the moving
shadowless objects are segmented using normalized lo-
cal intensity ratio via Gaussian mixture model (GMM).
Guan et al. [6] presented a robust cast shadow detec-
tion algorithm by integrating multiple cues. They first
apply a weak shadow detector to detect these potential
shadow pixels. Then three adaptive shadow estimators
are designed and cascaded to integrate texture, chro-
maticity, brightness for eliminating the object pixels,
and hence can robustly detect the moving cast shadow.
Sanin et al. [7] provided techniques that use chromatic-
ity information to create a mask of pedestrian reflection
on the floor. Then the gradient information is employed
to remove foreground pixels that were incorrectly in-
cluded in the mask. Conte et al. [8] proposed a reflection
detection model that uses both chromatic properties
of the reflections and geometrical constraints on their
positions. These methods present good result in specific
cases, especially in strong intensity environment.
However, in rainy conditions, where light intensity
is low, there is no strong difference between shadow
pixels and normal ones, these methods failed to distin-
guish shadow regions from dark objects. Xu et al. [9]
proposed a combined method to remove both vague
and hard shadows in a single image. Working in the
gradient domain, their system focuses on providing
robust shadow edge estimation. The proposed method
is remarkably robust and does not require any informa-
tion about the shadow geometry. However, the recov-
ered image still contains halos and the areas near the
shadow edge would have artifacts that look unnatural.
Headlight reflection poses a major problem when
vehicles are observered in rainy weather. Despite that a
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search of the literature revealed only a few studies that
try to deal with this problem. The headlight detection
method used by Cucchiara et al. [10] can detect ve-
hicles’ headlights by applying morphological analysis,
as well as taking advantage of headlights shape and
size information. Zhang et al. [11] detected headlights
by computing the reflection intensity map and reflec-
tion suppressed map. Then they combined the two
maps and applied a Markov Random Field (MRF).
Cabini et al. [12] presented a self-adaptive stereo vision
extractor of 3D edges for obstacle, and three kinds of
vehicle lights are detected using the L*a*b color space.
The three types of light are rear lights and rear-brake-
lights and warning lights, as well as reverse lights and
headlights.
In this research, we propose a reflection detection and
removal algorithm that can work robustly in rainy con-
ditions using data from actual traffic surveillance video.
The proposed algorithm inherits one core idea from the
works of Murali et al. [13] and Suny et al. [14], which
exploit the LAB color space. We also incorporate the
HSV color space mentioned in [1–3] to our method. We
will combine information from both LAB color space
and HSV color space to detect the reflected areas. This
method can provide good results, and hence achieve
better accuracy when removing reflection but still main-
tain vehicles’ textures. The reflection removal is per-
formed by gradually scaling the intensity of reflected
areas to match with the average value of the best-fit
neighbor region. This approach is somewhat similar to
the one presented by Salamati et al. [15], in which a
probability map is used to increase the lightness of the
pixels in the shadow regions. In the proposed method,
we use the meanshift algorithm to calculate the average
intensity value for each neighbor region and lighten
up the shadow parts according to it. Finally, we also
propose a simple technique to deal with headlights’
reflections. We first investigate the L channel to locate
the highest intensity pixels, which represent the source
of headlight and its reflection. Then the headlights with
the reflection that has soundable amount of displace-
ment are grouped together. After that we simply re-
move the bottom segment as it represents the reflection.
Comparing to [14], our method can provide a better
solution in rainy conditions. Furthermore, the proposed
method can run perfectly fine with low quality videos
from the surveillance system in Vietnam.
The rest of the paper is organized as follows. Sec-
tion 2 describes our proposed reflection detection and
removal method along with a brief introduction about
the preparation steps. Section 3 presents a way to
handle the problem of vehicles’ headlight reflection.
Section 4 provides the experiments, results and discus-
sion, followed by the conclusion.
2 Reflection Detection and Removal
2.1 Vehicle Detection
The main goal of the proposed method is to segment
and separate moving vehicles in surveillance videos.
Table I
Summary of LAB and HSV Color Spaces
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Comparing to [14], our method can provide a better
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tion 2 describes our proposed reflection detection and
removal method along with a brief introduction about
the preparation steps. Section 3 presents a way to
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2 Reflection Detection and Removal
2.1 Vehicle Detection
The main goal of the proposed method is to segment
and separate m ving vehicles in surveillance videos.
Table I
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Channel Range Description
L 0− 100 Lightness of color (Black to White)
A −128− 127 Color channel (Green to Magenta)
B −128− 127 Color channel (Blue to Yellow)
H 0− 360 Color channel (Red, Green, Blue in turn)
S 0.00− 1.00 Color intensity (Dark to Light)
V 0.00− 1.00 Lightness of color (Black to White)
Therefore, static objects are deemed irrelevant and need
to be removed. In this paper, background subtrac-
tion technique suggested by [16] was used to model
the background and produce the moving foreground
objects from the input video. Furthermore, we only
concentrate on the central lanes facing the camera and
reject other areas of the frame. By doing so, we can also
achieve a significant improvement in computational
cost. In this paper, we use lane detection technique
described in the work of Ha et al. [17]. This method
first estimates the traffic flows using a probabilistic
model suggested by [18]. Then watershed segmentation
technique is applied to complete the lane model. This
approach has significant advantages over methods that
rely heavily on detecting the lane markers on the road.
Thus, it can easily overcome the issue of missing or
unavailability of lane markers. Figure 1(b) illustrates the
extraction of moving vehicles which are represented in
binary blobs.
Then, vehicle detection technique, which is described
in [19, 20], is applied. We first calculate the contour
of each foreground object and use the contour size as
a mean to filter noise and small objects. After that a
bounding box is applied to each vehicle blob. Using
the size and location of these bounding boxes, we
extract the moving vehicles from the input image into
separated vehicle images. This step helps reducing the
computation effort since later processes perform only
on a smaller set of images. Sub-figures (c), (d), (e) of
Figure 1 illustrates the extracted vehicles using vehicle
detection technique.
2.2 Reflection Detection
When the dataset is ready, we then proceed with the
reflection detection algorithm. The main goal of the pro-
posed method is to detect and locate the reflected areas
in the input image. A combination of LAB and HSV
color spaces is used. In this method, the original RGB
input image is cloned and converted to LAB and HSV
color spaces. The LAB color space contains a lightness
channel (L), and two color channels (A, B). HSV color
space contains three channels: H, S, V which represent
hue, saturation, and value, respectively. Table I and
Figure 2 provide more information about channels of
these two color spaces.
Our method in this paper focuses on L and H chan-
nels. Since the reflected areas are darker because it has
the same meaning with "darker", using the informa-
tion provided in Table I we can effectively use the L
channel to locate these areas. However, dark objects
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extraction of moving vehicles which are represented in
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a mean to filter noise and small objects. After that a
bounding box is applied to each vehicle blob. Using
the size and location of these bounding boxes, we
extract the moving vehicles from the input image into
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computation effort since later processes perform only
on a smaller set of images. Sub-figures (c), (d), (e) of
Figure 1 illustrates the extracted vehicles using vehicle
detection technique.
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(a) (b)
(c) (d) (e)
Figure 1. Results from background subtraction module. (a) Original input image. (b) Moving foreground objects. (c) Extracted vehicle with
headlight reflection. (d) Extracted vehicle with reflection. (e) Extracted vehicle with reflections.
(a) (b)
Figure 2. Illustration of LAB and HSV color model. (a) LAB color
space. (b) HSV color space
such as black vehicles share many similar features
with reflection. So they can be mistakenly marked as
reflection if only L channel values are considered. To
solve this problem, we apply the H channel. In the
H channel, reflected areas tend to have lower values.
By combining the values of L and H channels, any
pixels that have lower values than a certain threshold
are marked as reflection, and others are marked as non-
reflection. Particularly, the values of pixels in both L
and H channels are compared in turned. Let R be the
group of reflected pixels; pixel p belongs to R if its
lightness value L(p) and hue value H(p) are lower than
given thresholds (α, β).
∀p, p ∈ R ⇐⇒
{
L(p) < α
H(p) < β (1)
Table II
Threshold values for α and β described in equation 1.
Conditions α β
High Intensity 46 54
Low Intensity 63 62
Based on the results in [12], we adapt the optimal
thresholds α and β in different sequences, so as to
achieve adaptive shadow detection. Table II summa-
rizes the chosen threshold values in this paper.
After pixels are classified, we apply morphological
operations to remove isolated pixels. Mis-marked pixels
are resolved using dilation and erosion. Then, marked
areas which are not large enough (whose number of
pixels is smaller than a certain threshold) will be re-
moved. Finally, the remaining areas are classified as
reflection. Figure 3 shows that the shadowed areas are
successfully detected using the proposed method.
2.3 Reflection Removal
After obtaining the location of reflected areas, a
method is required to eliminate them. We studied one
shadow removal method proposed by Xiang et al. [5]. It
removes shadows by multiplying the shadow pixels by
a constant. Then, it applies a filter to correct the edges.
This method has one drawback which is the elimination
of textured areas along with shadows, hence results in
the lost of information. Therefore, inspired by Xiang’s
method, we develop a new shadow removal method
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headlight reflection. (d) Extracted vehicle with reflection. (e) Extracted vehicle with reflections.
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headlight reflection. (d) Extracted vehicle with reflection. (e) Extracted vehicle with reflections.
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Figure 2. Illustra ion of LAB and HSV color model. (a) LAB color
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Figure 1. Results from background subtraction module. (a) Origi al input image. (b) Moving foreground objects. (c) Extract d v hicle with
headlight r flection. (d) Extract d v hicle with r flection. (e) Extract d v hicle with reflections.
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Based on the results in [12], we adapt the optimal
Table II
T res old Values for α a d β Described in Equation (1)
Conditions α β
High Intensity 46 54
Low Intensity 63 62
thresholds α and β in different sequences, so as to
achieve adaptive shadow detection. Table II summa-
rizes the chosen threshold values in this paper.
After pixels are classified, we apply morphological
operations to remove isolated pixels. Mis- arked pixels
are resolved using dilation and erosion. Then, marked
areas which are not large enough (whose nu ber of
pixels is smaller than a certain threshold) will be re-
moved. Finally, the remaining areas are classified as
reflection. Figure 3 shows that the shadowed areas are
successfully detected using the proposed method.
2.3 Reflection Removal
After obtaining the location of reflected areas, a
method is required to eliminate them. We studied one
shadow removal method proposed by Xiang et al. [5]. It
removes shadows by multiplying the shadow pixels by
a constant. Then, it applies a filter to correct the edges.
This method has one drawback which is the elimination
of textured areas along with shadows, hence results in
the lost of information. Therefore, inspired by Xiang’s
method, we develop a new shadow removal method
that overcomes the previously described disadvantage.
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Figure 3. Results from reflection detection and removal algorithm. (a) Original Image. (b) Detected reflected areas. (c) Reflection regions and
their neighbors. (d) Reflection removal.
that overcomes the previously described disadvantage.
The proposed method is derived from an observation
that the reflected areas have different intensities, in term
of lightness, compared to non-reflected areas. In fact,
the intensity of a reflection is gradually increased from
dark to light. So, we can remove reflections by raising
the lightness of these areas to slightly match with non-
reflected ones while still preserving textures.
However, the intensity of non-reflected regions varies
greatly. Hence, this poses a problem of determining
a suitable intensity value to match with the reflected
area. In order to scope with this problem, a meanshift
filtering algorithm is applied on the H channel of
the input image. The meanshift filtering segments the
image into separated regions based on their colors. It
also localizes each region with a uniform color intensity.
Usually, a reflected area is adjacent to one or more
non-reflected areas. Let R indicates the reflected area.
Among all neighbors of R, the one that has the closest
similarity in chromaticity (H value) is chosen as the
best-fit region. Then, the average chromaticity value
among of the chosen segment is computed. Afterwards,
we re-scale the reflected area chromaticity value to the
computed value.
Still, there is one small issue that needs to be consid-
ered. Changing the chromaticity values of the reflection
surface often causes wrong colors. In this case, if the
difference between the reflected area value and the best-
fit region average value is larger than a certain thresh-
old, the shadowed area value is not changed. Finally, all
remaining edges are smoothed with a Gaussian mask.
The result of this process can be shown in Figure 3(c).
3 Headlight Reflection
The problem of headlight reflection usually occurs in
low lighting conditions, such as at dusk or nighttime.
Figure 4 shows strong headlight reflection on the wet
road surface that causes undesirable and challenging
problems.
In common sense, the vehicle headlights possess the
highest intensity value in the image. However, strong
reflections on the wet road surface may have as high
intensity value as the headlights, and hence greatly
deteriorate the performance of traditional methods.
This paper provides a headlight detection and removal
method which consists of two steps.
Firstly, we identify the headlights’ location. Based on
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The p opos d method is derived from an observation
that the eflected areas have different intensitie , in term
of lig tn ss, compared to non-reflected areas. I fact,
the nte sity of a refl ction is gradually increased from
dark to light. So, we can remove reflections by raising
the lightness of thes areas to slightly match with no -
reflected ones w ile still preserving textures.
However, the inten ity of non-reflected regions varies
greatly. Hence, this poses a probl m of determining
a suitable i t nsity valu to match with th reflected
rea. In order to scope with this problem, a m anshift
filtering algori hm is applied on the H channel of
the input image. The meanshift filtering segments the
image in o separated regions based o th ir colors. It
also localize each r gion with a uniform colo inten ity.
Usually, a reflect d area is djacent to one or more
non-reflected areas. Let R indicates the reflected area.
Among all neighbors of R, the on that has the clos st
si ilarity in chromaticity (H value) is chosen as the
best-fit region. Then, the average chromaticity valu
among of the chosen segment is computed. Afterwards,
we re-scale the reflected area chr aticity value to the
computed value.
Still, there is one small issue that needs to be consid-
ered. Changing th chromaticity v lu s of the reflection
surface often causes wrong colors. In this cas , if the
difference between the reflected a ea value and the best-
fit r gion averag value is larger than a certain thresh
old, the sh dowed area value is not changed. Finally, all
remaining edges are smoothed with a Gaussia mask.
The result of this process can be shown in Figure 3(c).
3 Headlight Reflection
The problem of headlight reflection usually occurs in
low lighting c nditions, such as at d k or nighttime.
Figure 4 shows strong headlight reflection o t e w t
road surface that causes undesirable and challenging
problems.
In common sense, the vehicle headlights possess the
highest intensity value in t e image. However, strong
reflections o the wet road surface may ha a high
intensity value as the headlights, and henc greatly
det riorate th performance of traditional methods.
This paper provid s a he dlight detection nd r m val
method which consists of two steps.
Firstly, we identify he headlights’ location. Based on
the charact r stic of vehicl s’ headlights, L channel is
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Figure 4. Example of vehicles with reflected headlight.
the characteristic of vehicles’ headlights, L channel is
used to detect the high intensity lightness pixels. The
locations of high intensity areas are easily determined
by comparing them to a given threshold. During our
study, we realize that any pixel that has an L value
larger than 200 may suit our criteria of reflection. Then,
each object is extracted from the image by determining
its contour. The contour method is able to filter isolated
objects or noises to achieve better blobs.
Secondly, we group any two objects by checking
whether one is above the other with a reasonable
amount of displacement. Each pair of objects will con-
tain the headlights and their reflections of a single
vehicle. Using the fact that reflection always appears
below the headlight, we remove the lower object of each
pair. Then, we use the remaining object as the seed to
segment the actual vehicle.
However, there are some cases where two or more
vehicles are following each other, which cause three
or more objects are paired together. In this case, the
headlight reflections of the back vehicles are covered
by its front vehicles. So we only have to deal with the
reflection placed in front of the first vehicle. We can
simply reject the first front object and keep other back
objects as separated vehicles. Figure 5(b) illustrates the
results of this process.
4 Experiment and Discussion
In order to evaluate the proposed method, we per-
formed a number of experiments using images ex-
tracted from actual traffic surveillance videos. The
videos were recorded at Pham Van Dong avenue
(dataset PVD1), Ho Chi Minh city, Vietnam. All videos
are of 480p resolution with the frame rate of 30 fps.
Each testing video sequence includes vehicles of differ-
ent colors. Since the cameras were set up on the top of
the road, [19] [20] provide a method to locate the best
observation zone of the road.
The final goal is to remove the reflections from ve-
(a) (b) (c)
(d) (e) (f)
Figure 5. Headlight detection and removal process. From left to
right: vehicles with reflected headlights, Detected headlights and their
reflections using L channel, reflection removal.
hicles and also eliminate their headlights. Experiments
were set up to measure the accuracy of the reflection
detection method, as well as the processing speed and
computation time. We also compare our results with the
ones from Murali et al. [13]. The first row of Figure 6
shows an experiment with reflections of a bus and
a black car. Figure 6(c) is the result obtained using
Murali’s method in which the mirrors of vehicles were
mistakenly classified as parts of reflections. Figure 6(d)
shows the result of our method. Compare to Murali’s
result, ours method can clearly detect the reflected
areas. In addition, the reflections detected in our result
nearly resemble the ground truth. The second row of
Figure 6 illustrates the results of experimenting on ve-
hicle with headlight reflection. Once again, our method
shows promising results.
Integration tests with vehicle classification algorithm
mentioned in [20] were also performed. We compared
the accuracy of vehicle classification and counting, as
well as processing speed of the system with and with-
out reflection detection method. Table III shows the
results of vehicle counting. According to the results,
the original vehicle classification algorithm mentioned
in [20] has low accuracy. Meanwhile, our proposed
method brought significant improvements to the orig-
inal algorithm. Most of the small automobiles, such
as cars and sedans, are detected and classified with
an error rate of only 0.926%. For large vehicles, the
integrated system can still perform pretty well with
only 2 misclassified cases. This can be achieved because
our method eliminates the reflections which distort the
shape and size of vehicles. Hence better measurements
of each vehicle can be obtained.
Finally, we tested the performance of the proposed
Figure 4. Example of e i fl te headlight.
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by comparing them to a given threshold. During our
study, we realize that any pixel that has an L value
larger than 200 may suit our criteria of reflection. Then,
each object is extracted from the image by determining
its contour. The contour method is able to filter isolated
objects or noises to achieve better blobs.
Secondly, we group any two objects by checking
whether one is above the other with a reasonable
amount of displacement. Each pair of objects will con-
tain the headlights and their reflections of a single
vehicle. Using the fact that reflection always appears
below the headlight, we remove the lower object of each
pair. Then, we use the remaining object as the seed to
segment the actual vehicle.
However, there are some cases where two or more
vehicles are following each other, which cause three
or more objects are paired together. In this case, the
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the road, [19, 20] provide a method to locate the best
observation zone of the road.
The final goal is to remove the reflections from ve-
hicles and also eliminate their headlights. Experiments
were set up to measure the accuracy of the reflection
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the characterist c of vehicles’ headlights, L channel is
used to detect the high inte sity lightness pixels. The
locations of high intensity areas ar easily d termined
by comparing them to a given threshold. During our
study, we realize that any pixel that has an L value
larger than 200 may suit our criteria of reflection. Then,
each object is extracted from the image by determining
its contour. The contour m thod is able to filter isolated
objects or noises to achieve better blobs.
Secondly, we group any two objects by checki g
whether one is above the other with a reasonable
amount of displacement. Each pair of objects will con-
tain the headlights and their reflections of a single
vehicle. Using the fact that reflection always appears
below t e headlight, we remove the lower obje t of each
pair. Then, we use the remaining object as e seed to
segment the actual vehicle.
However, there are ome cases w er two or more
vehicles are following each other, which cause three
or more objects are paired together. In this case, the
headlight reflections of the back vehicles are covered
by its front vehicles. So we only have to deal with the
reflection placed in front of the first vehicle. We can
simply reject the firs front obje t and keep other back
objects as separated vehicles. Figure 5(b) illustrates the
results of this process.
4 Experiment and Discussion
In ord r to evaluate he proposed method, we per-
formed a number of experime ts using images ex-
tracted from actual traffic surveillance videos. The
videos were recorded at Pham Van Dong avenue
(dataset PVD1), Ho Chi Minh city, Vietnam. All videos
are of 480p resolution with the frame rate of 30 fps.
Each testing video sequence includes vehicles of differ-
ent colors. Since the cameras were set up on the top of
the road, [19] [20] provide a method to locate the best
observation zone of the road.
The final goal is to remove the reflections from ve-
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Figure 5. Headlight detection and removal process. From left to
right: vehicles with reflected headlights, Detected headlights and their
reflections using L channel, reflection removal.
hicles and also liminate their headlights. Experiments
were set up to measure the accuracy of the reflection
detectio method, as ell as the processing pee and
computation time. We also compare our results with the
ones from Murali et al. [13]. The first row of Figure 6
shows an experiment with reflections of a bus and
a black car. Figure 6(c) is the result obtained using
Murali’s method in which the mirrors of vehicles were
mistakenly classified as parts of reflections. Figure 6(d)
shows the result of our method. Co pare to Murali’s
result, ours met od can clearly detect the reflected
areas. In add tion, the reflections detected in our result
nearly esemble the ground truth. The second row of
Figure 6 illustrates the results f experimenting on ve-
hicle with headlight reflection. Once again, our method
shows promising results.
Integration tests with vehicle classification algorithm
mentioned in [20] were also performed. We compared
the accuracy of vehicle classification and counting, as
well as pr cessing speed of the system wit and with-
out reflection detection method. Table III shows the
results of vehicle counting. Accor ing to the results,
the original vehicle classification algorithm mentioned
in [20] has low accuracy. Meanwhile, our proposed
method brought significant improvements to the orig-
inal algorithm. Most of the small automobiles, such
as cars and sedans, are detected and classified with
an error rate of only 0.926%. For large vehicles, the
integrated system can still perform pretty well with
only 2 misclassified cases. This can be achieved because
our method eliminates the reflections which distort the
shape and size of vehicles. Hence better measurements
of each vehicle can be obtained.
Finally, we tested the performance of the proposed
Figure 5. Headlight detection and re oval process. From left to
right: vehicles with reflected hea li ts, detected headlights and their
reflections using L channel, r fl i re oval.
detection method, as well as the processing speed and
computation time. We also compare our results with the
ones from Murali et al. [13]. The first row of Figure 6
shows an experiment with reflections of a bus and
a black car. Figure 6(c) is the result obtained using
Murali’s method in which the mirrors of vehicles were
mistakenly classified as parts of reflections. Figure 6(d)
shows the result of our method. Compare to Murali’s
result, ours method can clearly detect th reflected
are s. In addition, the reflections det ed in our result
nearly r semble the ground truth. The second row of
Figure 6 illustrates the results of exp rimenting on ve-
icle with headlight reflection. Once again, our method
shows pro ising results.
Integration tests with vehicle classification algorithm
mentioned in [20] w re also performed. We compared
the accuracy of vehicle classification and count ng, as
well as pr cessing speed of the syst m with and with-
o t reflection detectio meth d. Table III shows the
r sults of counting. Accord ng to the results,
the original vehi le classification algorithm mentioned
in [20] has low accuracy. Meanwhile, ur proposed
method brought significant i provements to the orig-
inal algorithm. Most of the small automobil s, such
as cars and sedans, re detected and classified with
an error rate of only 0.926%. For large vehicles, th
integrated system can still perform pret y well with
only 2 misclassified cases. This can be achieved because
our method eliminates the reflections which distort the
shape and size of vehicles. Hence better measurements
of each vehicle can be obtained.
Finally, we tested the performance of the proposed
method in term of processing speed and overall com-
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Table III
Comparison of vehicle classification results between Ha’s method and the proposed method.
Class Number of vehicle Ha’s method [20] The proposed method
Counting Error Percentage Error Counting Error Percentage Error
Car + sedan 108 84 24 22.22% 107 1 0.926%
Truck + bus 10 15 5 50.00% 12 2 20.00%
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6. Experiments on reflection detection and removal. From left to right: original frame, reflection ground truth, Murali’s method, our
proposed method. First row: experiment on a bus with large reflection and a black car. Second row: experiment on vehicle with headlight
reflection.
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Table III
Comparison of Vehicle Classification Results between Ha’s Method and the Proposed Method
Class Number of vehicle Ha’s method [20] The proposed method
Counting Error Percentage Error Counting Error Percentage Error
Car + sedan 108 84 24 22.22% 107 1 0.926%
Truck + bus 10 15 5 50.00% 12 2 20.00%
putation time. In our experiment, the proposed method
took an average of 665.12 seconds to fully process 20000
frames. So the computation time for each frame is
around 0.033256 seconds. In other words, the system
can achieve real-time processing with the average frame
rate of 30 fps.
5 Conclusion
In this paper, we presented a new method hat can
detect and remove reflections of vehicles in traffic
surveillance videos. Experiments have shown that the
proposed algorithm performs robustly under rainy con
ditions with different lighting intensities. Our proposed
method first detects the reflected areas using L and
H channels from LAB and HSV color spaces. Then,
we segment these areas and re-scale the pixels to the
average value of their nearest non-shadow neighbor.
Finally, a Gaussian mask is applied to smooth the
edges. The proposed method is also designed to deal
with the cases of headlight reflection. By taking the
advantage of the intensity differences between head-
lights and their reflections, we can easily detect and
segment them. We notice the fact that on wet road
surface reflections always reside under the headlights.
We simply remove reflections by rejecting the lower
segments. Several experiments have shown promising
results with detecting and removing vehicle reflections.
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