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Reservoir computing is a very promising approach for the prediction of complex nonlinear dynamical systems.
Besides capturing the exact short-term trajectories of nonlinear systems it has also proved to reproduce its
characteristic long-term properties very accurately. However, predictions do not always work equivalently
well. It has been shown that both short- and long-term predictions vary significantly among different random
realizations of the reservoir. In order to gain an understanding on when reservoir computing works best,
we investigate some differential properties of the respective realization of the reservoir in a systematic way.
We find that removing nodes that correspond to the largest weights in the output regression matrix reduces
outliers and improves overall prediction quality. Moreover, this allows to effectively reduce the network size,
and therefore increase computational efficiency. In addition, we use a nonlinear scaling factor in the hyperbolic
tangent of the activation function. This adjusts the response of the activation function to the range of values
of the input variables of the nodes. As a consequence, this reduces the number of outliers significantly
and increases both the short and long-term prediction quality for the nonlinear systems investigated in this
study. Our results demonstrate that a large optimization potential lies in the systematical refinement of the
differential reservoir properties for a given data set.
A pervasive stigma of common machine learn-
ing methods is that they are considered an in-
scrutable black box. This is problematic for
many practical applications, since a precise un-
derstanding of the tool is necessary to correctly
assess uncertainties and sensitivities. Knowing
that there is often significant variability in the
prediction quality, the natural question arises how
one can identify good predictions and prevent
outliers that do not adequately resemble the tar-
geted data or system. In contrast to many other
neural network based approaches, reservoir com-
puting makes it possible to bring light into the
dark. Its comparably simple architecture allows
for a systematic analysis of the differential prop-
erties of the reservoir realizations leading to good
or bad predictions. In the context of nonlinear
dynamical systems, a good prediction should not
only be able to match the actual short-term tra-
jectory but also needs to recreate its statistical
long-term characteristics. To investigate the con-
nection between properties of the reservoir and
prediction quality, we remove certain nodes from
the reservoir network and analyze how this im-
pacts predictions. We find that a controlled node
removal of the ”right” nodes not only leads to less
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variability, and thus better predictions, but also
allows to reduce network size noticeably. Fur-
thermore, we turn from the reservoir itself to the
activation function and show how rescaling of the
argument gives rise to better results.
I. INTRODUCTION
The remarkable rise of machine learning (ML) tech-
niques during the recent years has made it inevitable
for researchers to dig deeper into the mechanisms and
properties of the methods. This is required to funda-
mentally understand how, when and why they are work-
ing well. Otherwise, the application of machine learning
techniques to various fields in business and science carries
the risk of misinterpreting the results if deeper method-
ological knowledge is lacking.
In the context of complex systems research, the use
of reservoir computing (RC)1 – also know as Echo
State Networks2,3 – for quantifying and predicting
the spatiotemporal dynamics of nonlinear systems has
attracted much attention recently.4–11 RC represents a
special kind of recurrent neural networks (RNN). The
core of the model is a neural network called reservoir,
which is a complex network with loops. Input data is
fed into the nodes of the reservoir, which are connected
according to a predefined network topology (mostly
random networks). Only the weights of the linear
output layer, transforming the reservoir response to
output variables, are subject to optimization via linear
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2regression. This makes the learning extremely fast,
comparatively transparent and omits the vanishing
gradient problem of other RNN training methods. The
reservoir is kept fix and only the weights constituting
the output layer are optimized in a deterministic and
non-iterative manner. Therefore, RC allows for a
controlled differential manipulation of the properties of
the neural network and to identify, how those changes
are associated with the prediction quality.
Many of the achievements obtained with RC – be it
e.g. the cross-prediction of variables in two-dimensional
excitable media,8 the reproduction of the spectrum of
Lyapunov exponents in lower dimensional (Lorenz or
Ro¨ssler) and higher dimensional (Kuramoto-Sivashinsky)
systems4–6 or the prediction of extreme events12 – are
impressive and significantly extend the possibilities to
predict future states of high dimensional, nonlinear
systems. While the results reported in the works
mentioned above are mainly based on a single or few
realizations of reservoir computing, we showed, however,
in an earlier study13 that there is a strong variability in
prediction quality by running multiple realizations of the
reservoir. The natural question that arises is where this
variability comes from and whether one can associate
good and bad predictions with differential properties
of the reservoir. Based on a reservoir with unweighted
edges, first attempts in this direction have been made
by Caroll and Pecora.14 They showed that symmetries
in the network do have a considerable effect on the
prediction quality of RC. In this work we investigate
the effect of two methods to manipulate reservoirs with
weighted edges, since those are typically used in time
series prediction. First, we decrease the reservoir size
by applying pruning techniques. Thinning out a (deep)
neural network is a classical technique for enhancing its
generalization ability. However, pruning mostly refers
to the removal of synapses, i.e. edges, in a network.
More rarely, pruning refers to the removal of neurons,
i.e. nodes. So far, only few studies have investigated
the effects of a controlled removal of edges or nodes
in reservoir computing (see e.g.15–17). Pruning of the
reservoir network is a new optimization approach for the
prediction of the long-term behavior of chaotic systems
using RC. We propose and discuss a novel scheme for
the controlled removal of nodes that relies on ideas
stemming from network science. In addition, we vary
the nonlinearity of the hyperbolic tangent activation
function with a scaling factor.
The paper is organized as follows: Section II intro-
duces reservoir computing and the reservoir manipula-
tion methods used in our study. In section III we present
the main results obtained from the statistical analysis of
the prediction results and its associated differential prop-
erties of the reservoir realizations. The summary and an
outlook are given in section IV.
II. METHODS
A. Reservoir Computing
Within the class of artificial recurrent neural networks,
reservoir computing is a promising approach for predict-
ing complex nonlinear dynamical systems. The model
is based on a static network called reservoir, whose
nodes and edges are kept fixed after it has initially been
set up. In contrast to feedforward type neural net-
works, the reservoir is allowed to have loops, and there-
fore past values are fed back into the system allowing
for dynamics.18,19 As opposed to other neural network
based machine learning approaches, the training process
of reservoir computing alters only the linear output layer.
This allows for large model dimensionality while still be-
ing computationally feasible.10
This implementation is mainly based on the setup of
our previous study13 and works in the following way.
First we set up the reservoir A, which has dimension-
ality Dr and is constructed as a sparse Erdo¨s-Renyi ran-
dom network.20 In our study we chose Dr = 200 nodes
that are connected with a probability of p = 0.02. This
results in an unweighted average degree of d = 4 while
the weights of the edges are determined by independently
drawn and uniformly distributed numbers within the in-
terval [−1, 1]. Once created, the reservoir is fixed and
does not change over time. The next task is to feed the
D dimensional input data u(t) into the reservoir A. This
requires an Dr×D input matrix Win that defines for ev-
ery node the excitation by each dimension of the input
signal. The entries of Win are chosen to be uniformly
distributed random numbers within a certain range to
be defined later.
A key element of the system are its Dr × 1 reservoir
states r(t), which represent the scalar states of the nodes
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FIG. 1. Schematic illustration of reservoir computing.
3of the reservoir. We initially set ri(t0) = 0 for all nodes
and update the reservoir states in each time step accord-
ing to the equation
r(t+ ∆t) = αr(t) + (1− α)tanh(Ar(t) + Winu(t)) . (1)
As in Pathak et al.,5 we set α = 0, and therefore do not
mix the input function with past reservoir states. Now
we have a dynamical system where the reservoir A itself
is static and its scalar states r(t) change over time.
The next step is to map the reservoir states r(t) back to
the D dimensional output v through an output function
Wout
v(t+ ∆t) = Wout(r(t+ ∆t),P) . (2)
Here we assume that Wout depends linearly on a matrix
P and reads Wout(r,P) = Pr. This means that the
output of the system depends only on the reservoir states
r(t) and the output matrix P, which contains Dr × D
degrees of freedom. Therefore, after acquiring a sufficient
number of reservoir states r(t), we have to choose P such
that the output v of the reservoir is as close as possible to
the known real data vR. This process is called training.
Specifically, the task is to find an output matrix P using
Ridge regression, which minimizes∑
−T≤t≤0
‖Wout(r(t),P)− vR(t) ‖2 − β‖ P ‖2 , (3)
where β is the regularization constant. Setting β > 0
prevents from overfitting by penalizing large values of
the fitting parameters. The notation ‖ P ‖ describes the
sum of the square elements of the matrix P. For solving
this problem, we are using the matrix form of the Ridge
regression,21 which leads to
P = (rT r + β1)
−1
rTvR . (4)
The notion r and vR without the time indexing t de-
notes matrices, where the columns are the vectors r(t)
and vR(t) respectively in each time step. In our imple-
mentation, we chose ttrain = 5000 training time steps
while allowing for a washout or initialization phase of
tinit = 5000. During this time, we do not ”record” the
reservoir states r(t) in order to allow the system to suffi-
ciently synchronize with the dynamics of the input signal.
Now that P is determined, we can feed the predicted
state v(t) back in as input instead of the actual data
u(t) by combining Eq 1 and Eq 2. This allows to cre-
ate predicted trajectories of arbitrary length due to the
ρ 0.17
Win scale 0.17
β 1.9× 10−11
TABLE I. Results of the hyperparameter optimization
recursive equation for the reservoir states r(t):
r(t+ ∆t) = tanh(Ar(t) + WinWout(r(t),P))
= tanh(Ar(t) + WinPr(t)) .
(5)
An illustration of this reservoir computing framework is
given in Fig 1.
To find the most suitable parameter values for the spec-
tral radius of the reservoir ρ(A), the scale for Win and
the regularization constant β, we carried out a hyper-
parameter optimization. As reservoir computing system
can be trained very quickly, we use a simple random
search procedure with uniform sampling from the pa-
rameter space.22 The objective function is the forecast
horizon, as defined in Section II C, averaged over N = 30
realizations. The term realizations means running reser-
voir computing with the exact same parameters but dif-
ferent random realizations of the reservoir A and the in-
put function Win. Each of the realizations is starting
from randomly chosen coordinates obtained from simu-
lating a very long trajectory of the Lorenz system. In
order to assure independent trajectories, small scale uni-
form noise is added. The optimal values are shown in
Table I.
B. Controlled Node Removal and Activation Function
Adjustment
The standard approach to reservoir computing exhibits
a strong variability in prediction quality as shown in
Haluszczynski et al..13 In order to reduce this variabil-
ity, we make alterations to the reservoir structure by re-
moving nodes and their respective edges from both the
reservoir A and Win. This is inspired by the concept of
attack tolerance23 in complex networks and the aim is to
investigate the effect of removing nodes on the prediction
capabilities of the system. The approach is motivated by
the assumption that there is a relationship between the
importance of each node and its output weights Wout as-
signed in the training process. Following the findings of
Albert et al.23 for networks, one would assume that the
removal (attack) of important nodes (with high Wout
values) has a large negative impact on the response of
the reservoir to input data, i.e. on the prediction quality.
On the other hand, the removal of unimportant nodes
(with low Wout values) should not alter the prediction
too much. To test this assumption, we remove a fraction
p of the N = 200 nodes, which correspond to certain val-
ues – e.g. the largest or smallest – of Wout. However,
each node is affiliated not only with one but D output
weights, where D denotes the dimensionality of the sys-
tem that is being predicted. Hence, we sort Wout based
on the largest absolute value of all D output weights for
each node in order to determine which nodes should be
removed. After removal, we train the newly obtained re-
duced network again. This leads to a new set of Wout.
As a consequence, the new reservoir is not only reduced
4in size but also altered in its spectral radius, degree dis-
tribution and the distribution of Win. The node removal
process is illustrated in Fig 2.
In addition to changes to the structure of the reservoir
network outlined above, we study the effect of nonlin-
earity of the activation function. This has well-known
effects on the memory of the reservoir.24–27 However, in
the present study we focus on systems where the role of
memory is small. To do this, we introduce a nonlinear
scaling factor a in the hyperbolic tangent of the activa-
tion function to further improve prediction quality. This
changes the update equation for r(t) to:
r(t+ ∆t) = tanh(a[Ar(t) + WinPr(t)]) . (6)
The nonlinearity of the activation function is a cru-
cial property for reservoir computing. Because both the
reservoir itself and the output function are linear, the
activation function is the only source of nonlinearity in
the system. The introduction of a scaling factor in the
argument can be interpreted as varying the degree of this
nonlinearity. Equivalently, it can be seen as simply tun-
ing the scale for Win and the spectral radius of A si-
multaneously. Thus, the effective number of parameters
stays the same. However, due to its relation to the ac-
tivation function, it is interesting to study the isolated
effect of the scaling, while fixing the other parameters.
C. Measures and System Characteristics
1. Forecast Horizon
To quantify the quality and duration of the exact pre-
diction of the trajectory, we use a fairly simple measure,
which we call forecast horizon. It is defined as the num-
ber of time steps wile the predicted and the actual tra-
jectory are matching. As soon as one of the D coordi-
nates exceeds certain deviation thresholds, we consider
the trajectories as not matching anymore. Throughout
our study we use
|v(t)− vR(t)| > δ, (7)
where the thresholds are δ = (5.8, 8.0, 6.9)T for the
Lorenz system. In general, the values are chosen based on
the different ranges of the state variables and correspond
to 15% of the spatial extent of the attractor. The aim
is that small fluctuations around the actual trajectory as
well as minor detours do not exceed the threshold. Em-
pirically we found that distances between the trajectories
become much larger than the threshold values as soon as
short-term prediction collapses. A similar measure has
been proposed using a normalized L2 norm.7 However,
when dealing with data, which shows significant differ-
ences in spatial extent between dimensions (e.g. the Chua
circuit), this weighted approach is advantageous.
2. Correlation Dimension
The structural complexity of a dynamical system is an
important characteristic of its long-term properties. This
can be quantified by its correlation dimension, where we
measure the dimensionality of the space populated by the
trajectory.28 The correlation dimension is based on the
correlation integral
C(r) = lim
N→∞
1
N2
N∑
i,j=1
θ(r − |xi − xj |)
=
∫ r
0
d3r′c(r′) ,
(8)
which describes the mean probability that two states in
phase space are close to each other at different time steps.
The condition close to is met if the distance between
the two states is less than the threshold distance r. θ
represents the Heaviside function while c(r′) denotes the
FIG. 2. Schematic illustration of controlled node removal.
The top graphic shows the initial network before the removal
procedure. Here, the orange example node is fed only with
input (blue) from the x dimension of the system. The orange
lines denote its contribution to the output values of all three
dimensions. We assign the relevant weight by taking the max-
imum of the absolute value of these three weights. The black
lines represent connections to other nodes. Input/output in-
teractions of the other nodes are not shown here. In the bot-
tom plot the example node has been removed, and therefore
all connections and interactions vanished.
5standard correlation function. For self-similar strange
attractors, the following power-law relationship holds in
a range of r:
C(r) ∝ rν . (9)
The correlation dimension is then measured by the scal-
ing exponent ν. We use the Grassberger Procaccia
algorithm29 to calculate the correlation dimension of our
trajectories. The scaling region is derived from the data
itself as r ∈ [0.5, 2.5] ∗ sr, where the trajectory depen-
dent scaling factor sr is defined as sr = σ(u)/8.5. Thus,
the scaling region depends on the standard deviation σ
of the input data u. This approach is purely data driven,
and therefore does not require any knowledge about the
system.
3. Largest Lyapunov Exponent
Apart from the structural properties, the temporal
complexity of a system is another crucial feature of its so-
called long-term climate. For chaotic systems, the anal-
ysis of the Lyapunov exponents is the most suitable ap-
proach for quantifying this. The Lyapunov exponents λi
describe the average rate of divergence of nearby points
in phase space, and thus measure sensitivity to initial
conditions. For each dimension in phase space there is
one exponent. If the system exhibits at least one posi-
tive Lyapunov exponent, it is classified as chaotic, while
the magnitude of the exponent quantifies the time scale
on which the system becomes unpredictable.30,31 There-
fore, it is sufficient for our analysis to determine only the
largest Lyapunov exponent λ1
d(t) = Ceλ1t . (10)
This makes the task computationally much easier than
calculating the full Lyapunov spectrum. Here, d(t) is
the average distance or separation of the initially nearby
states at time t and C is a constant that normalizes this
initial separation. To calculate the largest Lyapunov ex-
ponent, we use the Rosenstein algorithm without requir-
ing temporal separation of neighbors.32
D. Modified Lorenz system
As an example for replicating chaotic attractors, we
apply reservoir computing to the Lorenz system.33 It
has been developed as a simplified model for atmo-
spheric convection and exhibits chaos for certain param-
eter ranges. The standard Lorenz system, however, is
symmetric in x and y with respect to the transformation
x → −x and y → −y. In order to study a more gen-
eral example, we would like to modify the Lorenz system
such that this symmetry is broken. This can be achieved
by adding the term x to the z-component such that the
equations read:
x˙ = σ(y − x)
y˙ = x(ρ− z)− y
z˙ = xy − βz + x .
(11)
This system is called modified Lorenz system. We uti-
lize the standard parameters for its chaotic regime σ =
10, β = 8/3 and ρ = 28 and solve the equations using the
4th order Runge-Kutta method with a time resolution
∆t = 0.02.
In addition to the Lorenz system, we run the analy-
sis in section III B also for a number of other nonlinear
dynamical systems34–40 from the class of autonomous dis-
sipative flows, such as the Ro¨ssler system,34 Rabinovich-
Fabrikant equations,37 Rucklidge system,40 Halvorsen
cyclically symmetric system41 and the Chua circuit.38 All
these systems are D = 3 dimensional but differ in proper-
ties like Lyapunov exponents, correlation dimension, size
of the attractor and the nature of their nonlinearity. The
parameters for all systems except Lorenz and Ro¨ssler are
taken from the textbook Chaos and Time-Series Analysis
by Sprott.41
III. RESULTS
In our previous study13 we showed that there is a
strong variability in prediction quality by running the
same setup with multiple different random realizations
of the reservoir. In order to quantify the quality of a pre-
diction, we analyzed both the exact short-term prediction
horizon as well as the reproduction of the long-term cli-
mate of the system as measured by the correlation dimen-
sion and the largest Lyapunov exponent. Our aim is now
to reduce this variability by applying the controlled node
removal procedure and introducing an optimal choice for
the nonlinear scaling parameter a in the activation func-
tion as introduced in section II B.
A. Controlled node removal
After showing that changing the overall network topol-
ogy e.g. by using small-world or scale-free networks does
not lead to better predictions,13 we now focus on the dif-
ferential properties of the reservoir. To do this, we carry
out the controlled node removal procedure as introduced
in section II B. Here, we stick to the default setup by
setting the nonlinear scaling parameter to a = 1, and
therefore do not rescale the activation function in order
to separate effects.
Figure 3 shows a boxplot of the correlation dimension
for N = 500 realizations and compares the results for
the original system (green box on the left) to those after
different steps of node removal. In addition, the yellow
box on the right shows the error of the correlation dimen-
sion calculated from N = 500 simulated trajectories with
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FIG. 3. Boxplot of the correlation dimension for N = 500 realizations for the original setup (green – left) and different
percentages of nodes removed. Positive numbers (e.g. Red [0.1]) represent a removal of the 10% largest Wout nodes, while
negative numbers (e.g. Red [-0.1]) denote a removal of the 10% smallestWout nodes. Consequently, Red [-0.05,0.05] stands for
the nodes with the 5% largest and smallest Wout values removed symetrically. Red are the results for the system after node
removal, while Ref represents a smaller reference network. The yellow box on the right represents the error of the correlation
dimension calculated from N = 500 simulated trajectories. The boxes represent the 25%–75% percentile range while the
extended lines denote the 5% and 95% percentile, respectively. Red bars are indicating the mean values and red dots show the
median. In order to make a comparison easier, the bottom plot gives a zoomed in view of the 25%–75% percentile boxes and
the respective median values.
different initial conditions. The boxes represent the 25%–
75% percentile range while the extended lines denote the
5% and 95% percentile, respectively. Furthermore, the
median values are indicated by the red bars while the red
dots show the mean values. The labels on the x-axis are
defined in the following way: Red [x] denotes the results
for the system after removing the nodes corresponding
to the largest x% of the output weights if x > 0 and
smallest x% if x < 0. Both positive and negative values
at the same time mean that we symmetrically remove
nodes from both ”sides”. In contrast, the results shown
for the Ref [x] labels are reference reservoirs, which are
initially constructed and trained with less nodes and cal-
ibrated to the same spectral radius as the reservoirs after
the node removal procedure.
The results indicate that removing the nodes that cor-
respond to the largest 10% of the output weights – Red
[0.1] – improves the prediction quality compared to the
original setup – Orig. In particular, the mean of the cor-
relation dimension improves to 1.89 compared to 1.85 in
the default setup, while the median stays at 1.96. The
values of the simulated system are 1.97 and 1.97. This
means that predominantly bad predictions have been en-
hanced. Moreover, the 5% percentile significantly in-
creases from around 1 to 1.6. This indicates a lower num-
ber of outliers, where the reproduction of the correlation
dimension did not work. As this reduced reservoir now
effectively only has 180 nodes, it is interesting to analyze
how a reservoir computing setup performs, which is ini-
tialized with only 180 nodes. We can see in Fig 3 that
for Ref [0.1], the reproduction of the correlation dimen-
sion becomes slightly worse as compared to the default
setup with Dr = 200 nodes. This means that the im-
provement due to the controlled node removal is not due
to the changed reservoir size but driven by the altered
properties of the system. In contrast, removing nodes
corresponding to the smallest 10% of the output weights
has a slightly negative effect on the prediction quality.
However, the results are still better than those of its ref-
erence system with the same spectral radius and only
180 nodes initially. Finally, we symmetrically removed
the nodes corresponding to the smallest and largest 5%
of the output weights. As for the first case, the prediction
quality improves compared to the default system and the
performance is again better than its reference system.
Naturally the question arises, how results change if
we remove more than 10% of the nodes and if it is
possible to achieve comparable performance for smaller
7reservoir computing systems than the original setup with
Dr = 200 nodes. Thus, we calculated the results for
removing up to 60% of the nodes, and therefore signifi-
cantly reduced network sizes. As a first step, we increase
the percentage of removed nodes to those associated with
the largest 30% of the output weights. We can see that
the performance is comparable to the larger original sys-
tem while the number of outliers is still reduced. This
can be observed by the shorter length of the black line.
Moreover, this also holds for the mean and median val-
ues. Those are 1.85 and 1.96, respectively, for the re-
duced system and 1.86 and 1.96 for the original system.
In addition, we also ran the same analysis for the nodes
belonging to the smallest 30% of output weights. Again,
this leads to significantly worse results than excluding
nodes with large weights.
In contrast to the improvements in reproducing the
correlation dimension seen for the 10% and 30% cases,
removing the nodes corresponding to the largest 60% of
the output weights clearly leads to lower prediction qual-
ity and a higher number of bad realizations. The same
can be observed for removing those nodes based on the
smallest 60% of the output weights, which is not shown
here. It is interesting to note that in both cases the
initially reduced reference system now performs better
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FIG. 4. Top plot: Distribution of the arguments of the ac-
tivation function during training period split into the contri-
bution from the reservoir (green), the input term (red) and
total (blue). Bottom plot: Hyperbolic tangent for different
nonlinear scaling factors.
than in those cases, where a lower percentage of nodes
has been removed. Furthermore, symmetrically remov-
ing the nodes reflecting both the largest and smallest
30% of the output weights leads to better results than
removing 60% of either the largest or smallest. In addi-
tion, the results now outperform those of the reference
system. While the overall prediction quality is notably
worse than for the default system, it is very interesting
to notice that it is possible to still achieve good predic-
tion results with a significantly downscaled system. This
can be very beneficial when applications are computa-
tionally more challenging, e.g. when the dimensionality
of the dynamical system is high or the trajectories are
very long. Moreover, reducing the network size is im-
portant when it comes to hardware implementations of
reservoir computing, such as neuromorphic computing.42
To make this more practicable, Griffith et al.43 proposed
very simple reservoir designs with low connectivity. In
contrast, our approach reduces the number of nodes Dr,
and therefore could add additional benefits for hardware
implementations.
Instead of calculating the correlation dimension, we
ran the same analysis also based on the forecast horizon
of the predictions. As the results look very similar to
those of the correlation dimension, they are not shown
here.
B. Prediction variability and nonlinear scaling parameter
As a next step, we focus on the activation function and
examine the effect of different choices for the nonlinear
scaling parameter a. The upper plot of Fig 4 shows the
distribution of the arguments of the hyperbolic tangent
activation function during the training period. While
the green area shows the influence of the reservoir term
Ar(t), the red area represents the impact of the external
input Winu(t). One can clearly see that the values of
the reservoir term are very small compared to those of
the external input. In commonly used parameterizations
of reservoir computing, the value for the Win scale is 1
– this means that the weights of the input function are
uniformly distributed between -1 and 1. However, our hy-
perparameter optimization in section II A led to a Win
scale of 0.17, and therefore we can approximately say that
the input scale of 1 in the standard parameterization is
equivalent to a value of a = 5.9 in our setup ignoring the
comparably small influence of the reservoir term. If we
compare the scale of the distribution to the functional
form of the hyperbolic tangent in the lower plot, it be-
comes clear that for a = 5.9 the majority of points lies
in the saturation regime of the function. Intuitively one
can expect that the best results can be achieved, if a is
chosen such that a large part of the distribution of the
input arguments lies within the ”dynamical” range of the
hyperbolic tangent rather than in its saturation regime.
Low values of a, however, would lead to an approximately
linear behavior of the function, and would thus not allow
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FIG. 5. Largest Lyapunov exponent scattered against correlation dimension for different values of the nonlinear scaling param-
eter a based on N = 300 realizations each. The colors denote the forecast horizon of the predictions and the red ellipses show
the three σ errors of the correlation dimension (σ = 0.024) and the largest Lyapunov exponent (σ = 0.039) calculated from
simulations of the actual system.
the system to adequately capture the nonlinear dynamics
of the input data.
In order to test this assumption empirically, we sim-
ulated N = 300 realizations for different values of a.
We then evaluated the forecast horizon as well as the
long-term climate for each realization. The bottom right
plot in Fig 5 shows the largest Lyapunov exponent scat-
tered against the correlation dimension for the modified
Lorenz system. The results are based on the above de-
scribed default setup with the nonlinear scaling factor
set to a = 5.9. The red ellipse shows the three σ errors
of the correlation dimension and the largest Lyapunov
exponent. Those are calculated from simulations of the
actual equations of the Lorenz system for N = 500 differ-
ent initial conditions. We can clearly see that for a = 5.9
all points are widely spread outside this error ellipse, and
are therefore to be classified as bad predictions. This is
because they do not well resemble the long-term climate.
While some realizations lead to meaningful values for the
largest Lyapunov exponent, the correlation dimension is
badly reconstructed in particular.
To find the optimal value for a, we systematically ana-
lyzed multiple realizations for a number of different val-
ues of a between 0 and 10. This is shown in Fig 6, where
the blue points correspond to the forecast horizon of the
single realizations. In addition, the red and green dots
represent the average and median value across all real-
izations for a given value of a. We then determine the
optimal value for a such that the average is maximized.
This leads to an optimal value of around a = 1.0, which
is in line with our expectation given that we carried out a
hyperparameter optimization in the beginning. For vali-
dating the above arguments, we turn back to Fig 5. The
bottom left plot shows the results for the optimal choice
of a, where many outliers, and thus bad predictions dis-
appeared. Moreover, there is now a compact cloud of
points around the error ellipse, and therefore the overall
prediction quality is significantly better as compared to
the case a = 5.9 in the bottom right plot. In contrast,
setting a = 0.1 and a = 0.5 as shown in the top plots
leads to a complete breakdown of the prediction ability
of the system. The reason that one can see only a few
points in the top left plot is the following. The predic-
tion quality for a = 0.1 completely collapses in most cases
such that we obtain NaN results for our calculations of
the largest Lyapunov exponent. This happens in cases
where the prediction jumps between multiple points in a
cyclical fashion. Consequently, this leads to division by
zero and generally only occurs for unsuitable parameter
choices – in this case for too small values of a. As both
examples in the top plots correspond to arguments of the
activation function being in the linear regime of the hy-
perbolic tangent, this demonstrates that nonlinearity in
the activation function is essential for predicting complex
nonlinear systems. Besides the results for the reproduc-
tion of the long-term climate, we also show the forecast
horizon encoded in the colors of the points. Equivalently,
the longest forecast horizon can be achieved by choosing
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FIG. 6. Forecast horizon of the modified Lorenz system plot-
ted for different values of the nonlinear scaling parameter a
with N = 300 realizations for each a (blue). Furthermore, the
average (red) as well as the median (green) value are shown
for each value of a. The black horizontal line marks the opti-
mal choice for a.
the optimal value for a, whereas smaller or larger values
both lead to worse results. Another interesting result is
that realizations, which well resemble the long-term cli-
mate have a higher forecast horizon than those failing to
properly reconstruct the climate.
In addition to the Lorenz system, we carried out
the same analysis for other nonlinear complex systems
such as the Chua circuit, the Ro¨ssler system and other
autonomous dissipative flows as summarized in sec-
tion III B. Figure 8 shows the results for their optimal
values of a scattered against the standard deviation of
the input. In addition, we also constructed combinations
of the systems used, in order to fill the gap in between
the standard deviations of the Halvorsen model (0.53)
and the modified Lorenz system (1.56). We can clearly
see that there is a relationship between the optimal a and
the input standard deviations. This makes intuitively
sense, since the dynamical regime of the hyperbolic tan-
gent needs to be at a different range for different distri-
butions. Surprisingly, this seems to dominate effects of
other system-specific properties.. Therefore, as a rule of
thumb, the optimal value for the nonlinear scaling pa-
rameter is given by aopt = c/σ(Winu)
b with b = 0.80
and c = 1.22 determined by the fitted red curve. This
provides a good starting point for the hyperparameter op-
timization. However, it is always recommended to run a
system specific analysis as shown in Fig 6. On the exam-
ple of the Chua circuit it turns out that good predictions
cannot only be achieved by values for a close to the re-
sult given by the above formula for aopt. However, among
those systems the Chua circuit yields optimal predictions
not only for a = 7.05 following the above introduced rule
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FIG. 7. Forecast horizon of the Chua circuit plotted for differ-
ent values of the nonlinear scaling parameter a with N = 300
realizations for each a (blue). Furthermore, the average (red)
as well as the median (green) value are shown for each value
of a. The black horizontal line marks the optimal choice for
a.
of thumb, but also shows another peak for small values of
around a = 0.75 as shown in Fig 7. This might be related
to the fact that the equations of the Chua attractor only
have a local nonlinearity at x = ±1, making the linear
regime very successful anywhere else. We also looked at
a larger parameter range for a and found that the aver-
age forecast horizon is monotonically declining for values
of a > 10, which are not shown here. Equivalent results
for aopt are gained by carrying out the same analysis for
the above mentioned systems based on the reproduction
of the correlation dimension. In particular the results
for the Chua circuit indicate that there is a significant
potential for system specific optimizations.
IV. CONCLUSIONS AND OUTLOOK
In this paper, we used reservoir computing to predict
and reconstruct attractors for chaotic systems such as
the Lorenz system. While other recurrent neural net-
work based approaches often tend to be a black box,
the architecture of reservoir computing is simple enough
that a systematic analysis of driving properties for good
predictions should be possible. The reason is that the
reservoir network itself is static, and therefore predictions
are deterministic and depend strongly on output weights
once trained. Knowing this, we made alterations to the
reservoir network structure by removing nodes and their
respective edges based on their weights in the output
function. This was motivated by two aims: First, under-
standing how the prediction quality depends on differen-
tial properties of the system. Second, investigating by
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FIG. 8. Blue dots: Optimal value for the nonlinear scal-
ing parameter a – based on the maximum of the average
forecast horizon over all realizations for a given a – plotted
against the standard deviation σ of the input data. The ver-
tical bars denote the range of values for a, where the aver-
age forecast horizon is up to 10% lower than for the opti-
mal a, while the horizontal bars represent the standard error.
The red line represents a fit through the points. Dynamical
systems from left to right: Rabinovich-Fabrikant equations,
Chua circuit, Complex Butterfly attractor, Thomas’ cycli-
cally symmetric attractor, Ro¨ssler system, Rucklidge system,
Halvorsen model, blended system: 0.4*Modified Lorenz sys-
tem + Halvorsen Model, blended system: 0.5*Modified Lorenz
system + 3*Rabinovich-Fabrikant equations, blended system:
Ro¨ssler + 2*Rucklidge system, Modified Lorenz system and
Chen system
how much a reservoir computing setup can be reduced
while still delivering sufficient prediction performance.
We found that removing the nodes associated with the
largest 10% of the output weights improves the replica-
tion of the climate of the Lorenz system and reduces vari-
ability in prediction quality. This is somewhat counter-
intuitive, as large weights in the output function suggest
a strong influence of the respective node in the aggrega-
tion of the (correct) output signal. These findings have to
be rather interpreted in the sense that some connections
from the nodes with the largest output weights obviously
impede the reservoir operations and lead to worse predic-
tions. Further research is needed to unveil the relevance
and the impact of connections within the reservoir on
the prediction results. Furthermore, it turned out that
by applying the node removal framework, the network
size can be reduced by more than 30% at comparable
prediction quality and up to 60% while still delivering
reasonable performance. This could be helpful when it
comes to hardware implementations of the reservoir, as
for example neuromorphic computing.42
Moreover, we varied the scaling of the hyperbolic tan-
gent activation function. We showed that for widely used
parametrizations of reservoir computing, a high fraction
of the arguments of the activation function is in the sat-
uration regime of the hyperbolic tangent. This leads to
high variability and bad prediction quality, as the system
cannot adequately grasp the input dynamics. By tuning
the scale of the activation function, this problem can be
addressed much more conveniently and intuitively than
by varying the spectral radius and Win scale separately.
We found a relationship between the optimal choice of a
and the standard deviation of the input, that can serve
as a rule of thumb and provide a good starting point for
a complete hyperparameter optimization. At the same
time, a system specific analysis and optimization of the
nonlinear scaling parameter can unveil interesting results.
An example for this was presented for the Chua circuit,
where we found not only one peak for the optimal value
of a but another – much smaller – regime where good
predictions can be achieved. We showed that a descrip-
tion of the dependency of the optimal a on the standard
deviation of the input of the activation function does not
only hold for the Lorenz system but for other complex
nonlinear systems as well.
Our results demonstrate that a large optimization po-
tential lies in a systematical refinement of the differen-
tial reservoir properties for a given data set. This was
outlined on the examples of controlled node removal and
introduction of a scaling factor in the activation function.
Future research will focus on deepening the understand-
ing of how other differential properties of the reservoir
affect the quality of the predictions, with the aim to iden-
tify an optimal reservoir in terms of (minimal) size, (best)
prediction quality and (highest) statistical robustness.
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