We use a numerical method, the finite-mode approach, to study inhomogeneous condensation in effective models for QCD in a general framework. Former limitations of considering a specific ansatz for the spatial dependence of the condensate are overcome. Different error sources are analyzed and strategies to minimize or eliminate them are outlined. The analytically known results for 1 + 1 dimensional models (such as the Gross-Neveu model and extensions of it) are correctly reproduced using the finite-mode approach. Moreover, the NJL model in 3 + 1 dimensions is investigated and its phase diagram is determined with particular focus on the inhomogeneous phase at high density.
I. INTRODUCTION
Quantum Chromodynamics (QCD) cannot be solved analytically at low energies. However, several aspects of QCD can be understood by using effective models which exhibit the same symmetries as QCD, most notably chiral symmetry. Some models utilize exclusively hadronic degrees of freedom [such as chiral σ models [1] [2] [3] [4] [5] ], while others feature constituent quarks [such as the Nambu-Jona-Lasinio (NJL) model [6] [7] [8] [9] [10] [11] and the Gross-Neveu (GN) model [12] ]. A model with both hadronic and quark degrees of freedom has also been discussed [13, 14] .
All these effective descriptions of QCD include the spontaneous breaking of chiral symmetry, which implies the emergence of a chiral condensate at low temperatures and densities denoted as σ. This quantity is represented by a nonzero expectation value of a scalar-isoscalar mesonic field in hadronic chiral models or, equivalently, by the quark-antiquark expectation value ψ ψ in quark-based models.
The chiral condensate is, in general, a function of space, σ = σ( x). In principle, the determination of σ( x) is straightforward: one has to find the field configuration which minimizes the effective action at a given temperature and density. In practice, this task is, however, very difficult. This is why σ is often assumed to be spatially constant. This assumption is usually valid in the vacuum and at low densities, but not anymore at high densities. One of the simplest non-constant field configurations is the so-called chiral density wave (CDW) which, in chiral hadronic models, corresponds to a one-dimensional condensate of the form σ(x 3 ) = φ cos(px 3 ) together with pion condensation, π 0 (x 3 ) = φ sin(px 3 ). Various studies have found that the CDW is favorable compared to a constant condensate at sufficiently high densities [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Interestingly, a CDW has recently also been obtained within the extended Linear Sigma Model [27] , which is a general chiral hadronic model with (axial-)vector degrees of freedom [4, 5] . Moreover, inhomogeneous phases were also investigated in Refs. [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] in the framework of the NJL model as well as in the quark-meson model and the skyrmion model.
A general method to determine space-dependent condensates at non-zero temperature and density has not yet been established. There are a few exploratory studies of such methods in the context of the 1 + 1 dimensional GN model, using either a lattice regularization [42] of the effective action or an expansion in terms of plane waves or hat-like localized basis functions [43, 44] , but quite often one uses a specific Ansatz [31, 45] . More evolved models including three spatial dimensions and two-dimensional variations of the condensates and corresponding general methods, which are also based on expansions of fermionic fields and condensates in terms of plane waves, have been discussed theoretically in Refs. [34, 46, 47] . In practice, however, due to limited computational resources, investigations have again been limited to specific Ansätze, where only a selected set of Fourier modes is considered, e.g. variations in only a single spatial dimension. In this respect models for which analytic inhomogeneous solutions are known are extremely interesting. This is the case for the 1 + 1 dimensional GN model [48] [49] [50] [51] [52] , where a soliton-like solution for the spatial dependence of the condensate is found, which is mathematically represented by a Jacobi elliptic function [48, 49] . Further interesting 1 + 1 dimensional models for which inhomogeneous phases have analytically been determined are extensions of the GN model: the chiral Gross-Neveu (χGN) model [53, 54] , which has a continuous chiral symmetry, and the two-flavor NJL 2 model [55] . These 1 + 1 dimensional models are relevant, because at high densities QCD effectively reduces from 3 + 1 to 1 + 1 dimensions [37, 56, 57] .
Thus, while the existence of inhomogeneous phases has been verified by several different approaches, it is highly desirable to develop a general and reliable numerical method to study inhomogeneous condensation, which does not require a specific ansatz for the spatial dependence of the condensate. This is the aim of the present work. We adapt and extend techniques introduced and explored in Refs. [43, 44] . We first test the validity and reliability of the resulting method, the finite-mode approach, by applying it to 1 + 1 dimensional models, the GN, the χGN, and the NJL 2 model. We correctly reproduce both soliton-like and CDW modulations without supplying any specific ansatz. Then we apply the finite-mode approach to study the phase structure of the 3 + 1 dimensional NJL model. Recent findings [31] concerning one-dimensional modulations are confirmed. In addition, we determine the shape of the so-called inhomogeneous "continent" at high density [58, 59] : in agreement with these works, the phase boundary between chirally restored and inhomogeneous phase first increases with temperature. However, for larger chemical potential µ it decreases. Thus, the inhomogeneous phase exhibits a shape which is surprisingly similar to that of the crystal phase of the GN model.
The paper is organized as follows. In Sec. II quark-based effective models for QCD in 1 + 1 and 3 + 1 dimensions are introduced. In Sec. III, Sec. IV, Sec. V, and Sec. VI the phase diagrams of these models are investigated numerically using the finite-mode approach, with particular focus on inhomogeneous condensation. Finally, we present conclusions and an outlook in Sec. VII.
II. QUARK-BASED EFFECTIVE MODELS
In this section we introduce the Lagrangians of the models that we use to investigate inhomogeneous condensation. We start with 1 + 1 dimensional models and then turn to the 3 + 1 dimensional NJL model.
A. 1 + 1 dimensions: the GN model and its extensions

GN model
The GN model [12, 48, 49, 60 ] is a fermionic model that contains only a single quark flavor. In the large-N limit (where N is the number of colors) it exhibits QCD-like features such as asymptotic freedom, dynamical chiral symmetry breaking and its restoration, dimensional transmutation, and meson and baryon bound states [61] [62] [63] [64] . The Lagrangian of the GN model in Euclidean space is
with γ 0 = σ 1 and γ 1 = σ 3 implying γ µ = γ † µ = γ * µ and {γ µ , γ ν } = 2δ µν . Chiral symmetry is realized in a discrete way, ψ j → γ 5 ψ j . The term proportional to m 0 breaks chiral symmetry explicitly (it is analogous to a quark mass term). Therefore, in this work it is always set to zero, m 0 = 0 (similar choices are also implemented for the other models studied by us).
Spontaneous symmetry breaking is only realized in the limit N → ∞ [12] , since for any finite N spontaneous symmetry breaking is excluded in 1 + 1 dimensions [65, 66] . The chiral condensate arises upon condensation of the scalar-isoscalar field combinationψ j ψ j , i.e., σ = ψ j ψ j (where a sum over j is implied).
In the limit N → ∞ analytic solutions for thermodynamical quantities including inhomogeneous condensation have been found [64] (see also the discussion in Sec. III). 
This model contains a scalar field combinationψ j ψ j , which corresponds to a σ-like particle, and a pseudoscalar field combinationψ j ıγ 5 ψ j , which corresponds to an η-like particle. It is invariant under continuous U A (1) chiral symmetry transformations, ψ j → e ıθγ5 ψ j , and has certain similarities to one-flavor QCD (when the chiral anomaly is excluded).
The χGN model is particularly interesting, because both the scalar and the pseudoscalar field configurations condense, when the temperature exceeds a critical value. The ground state is then a CDW [67, 68] .
NJL2 model
A further extension of the GN model is obtained by considering, in addition to the scalar-isoscalar field combination, three pion-like field combinations. In this respect the model is similar to two-flavor QCD. The Lagrangian of this so-called NJL 2 model is
where f = 1, 2 is the flavor index. The model is invariant under chiral symmetry transformations
with
and P L and P R are projectors onto left-and right-handed components, respectively. In contrast to the χGN model the ground state is not a CDW. Using the finite-mode approach we find that the phase diagram coincides with that of the GN model (cf. Sec. V).
B. 3 + 1 dimensions: the NJL model
The NJL model in 3 + 1 dimensions is one of the most famous effective chiral approaches to QCD. It has been extensively used in the vacuum and at non-zero temperature and density to study the spontaneous breaking of chiral symmetry and its restoration [cf. e.g. Refs. [69, 70] ]. The Lagrangian (in the chiral limit for N colors and two flavors) is [8, 10] 
Chiral symmetry is realized in the same way as in the NJL 2 model [cf. Eqs. (4) and (5)]. In the vacuum, the quark field obtains an effective mass, if the coupling constant G exceeds a critical value,
This effective mass is proportional to the chiral condensate in the vacuum, i.e., σ 0 = −(N/6 √ 2G)m * 0 [8, 10] , where the chiral condensate is defined according to
In other words, the field combination which gives rise to a non-zero condensate is againψ j,f ψ j,f . When restricting this condensate to be constant, chiral symmetry restoration at high densities occurs via a first-order phase transition [71] [72] [73] [74] [75] . However, when allowing for an inhomogeneous condensate, the latter occurs at slightly smaller chemical potentials than the first-order phase transition. This is in agreement with the extended Linear Sigma Model results of Ref. [27] . Contrary to the 1 + 1 dimensional models of Sec. II A, the NJL model is not renormalizable. The equation for σ takes the form
where the integral I corresponds to a closed quark loop, i.e., to a tadpole diagram arising from the quartic NJL interaction of Eq. (6), which affects the quark propagator at the resummed one-loop level in the Hartree-Fock approximation [see Refs. [8] [9] [10] for a detailed derivation]. The integral I is, however, quadratically divergent. Indeed, the NJL model is properly defined only after a regularization scheme has been chosen and a corresponding high-energy scale enters as a new parameter. Strictly speaking, each choice of regularization corresponds to a different version of the NJL model. Once the regularization has been fixed, the quantity m * 0 in Eq. (7) and, as a consequence, all the relevant thermodynamical quantities, are finite. Especially in studies of the NJL model at nonzero density it is common to implement a three-dimensional cutoff [see e.g. Ref. [11] ] according to which
Note that the use of a four-dimensional covariant cutoff is possible for studies of the vacuum [8, 10] , but it is not easy to implement at nonzero temperatures and densities. However, a three-dimensional cutoff strongly suppresses the appearance of inhomogeneous phases. Namely, in an inhomogeneous phase such as a CDW the quark propagator is not diagonal and the ingoing and outgoing momenta can differ by a full wavelength. This hardly takes place when the momentum | p| is limited by the cutoff Λ [76] . Hence, in order to realize a CDW, other regularization approaches must be used, such as the Pauli-Villars scheme [59] or the proper-time regularization scheme [9, 10, 77] .
In this work we use the Pauli-Villars approach, which is a Lorentz (and gauge) invariant regularization procedure [8, 78] . It amounts to introduce N PV additional fictitious heavy fermions with mass M k in such a way that the tadpole integral of Eq. (9) is modified according to
with the masses given by
where Λ PV is the so-called Pauli-Villars high-energy scale. The constants C k and α k are real dimensionless numbers, which are chosen in such a way that I P V is finite. Let us show this explicitly for the case N PV = 2. For large values of p 2 the quantity in parentheses in Eq. (11) can be approximated by a Taylor expansion,
Then, by requiring
the integrand of Eq. (11) falls off as | p| −3 and is, therefore, convergent (although it explicitly depends on the scale Λ PV ). Once I PV is finite, the quark condensate, the quark mass, as well as all other relevant quantities are also finite. The conditions in Eq. (14) are met for α 1 = 2 and α 2 = 1 with C 1 = 1 and
The procedure can be easily generalized to an arbitrary number of heavy fermions N PV ,
For the case N PV = 3 the previous equations are fulfilled by α 1 = 1, α 2 = 2, α 3 = 3 and C 1 = −3, C 2 = 3 ,
In Sec. VI we will compute the phase diagram of the NJL model with inhomogeneous condensation using the Pauli-Villars regularization with two and three heavy fermions.
III. FINITE-MODE REGULARIZATION OF THE 1 + 1 DIMENSIONAL GN MODEL
In the following we discuss the finite-mode approach in detail, in particular its technical aspects, in the context of the 1 + 1 dimensional GN model in the large-N limit [cf. also Refs. [43, 44, [79] [80] [81] ]. We reproduce the analytically known phase diagram, which exhibits an inhomogeneous crystal phase.
A. Partition function and Euclidean action
The partition function of the 1+1 dimensional GN model (1) in Euclidean spacetime is
with the action
where µ is the chemical potential. One can get rid of the four-fermion term by introducing a real scalar field σ,
with the Dirac operator
Performing the integration over the fermionic fields results in
Since det Q is real [87] , (det Q)
where λ = N g 2 . Due to numerical reasons discussed in detail in Ref. [43] , when using the finite-mode approach it is highly advantageous to regularize the effective action expressed in terms of det(Q † Q) instead of the mathematically equivalent expression containing det Q.
B. Finite-mode regularization, homogeneous condensate σ = constant For numerical calculations it is convenient to work exclusively with dimensionless quantities. Therefore, we express all dimensionful quantities in units of σ 0 which is the non-vanishing value of the constant condensate σ at temperature T = 0 and chemical potential µ = 0. The resulting dimensionless quantities are denoted by a hatˆ, e.g.
We consider a finite spacetime volume with temporal extensionL 0 = L 0 σ 0 (corresponding to the inverse temperature 1/T =L 0 ) and spatial extensionL 1 = L 1 σ 0 . The fermionic fields are expressed as superpositions of plane waves with periodic boundary conditions in spatial direction and antiperiodic boundary conditions in temporal direction,
with discrete momentak
where η j,n0,n1 andη j,n0,n1 are dimensionless Grassmann variables.
For a homogeneous condensate σ = constant, ln[det(Q †Q )] can be expressed as a product over the modes
Considering only a finite number of modes
(chosen to be π/L 0,1 larger than the largest momenta considered) yields the finite-mode regularized effective action,
ln 2π
which is suitable for numerical evaluation. Minimizing this effective action with respect toσ for variousμ andT yieldsσ(μ,T ), i.e., the "homogeneous phase diagram of the GN model" [60] . The condensateσ minimizes the effective action (26) . For µ = 0 it is the solution of
. (27) An obvious solution isσ = 0. It corresponds to a minimum for T > T c and to a maximum for T ≤ T c . For the latter case there are two additional solutions (corresponding to minima), which can be obtained from
To appropriately determine the parameters λ, N 0 , N 1 ,k cut 0 , andk can be chosen independently. The maximum number of modes ∝ N 00 N 1 is, of course, limited by the available computer resources. Strategies for choosing these four parameters in an optimal way, i.e., where systematic errors due to the finite spatial extension and the finite number of modes are minimized, are discussed in Secs. III C 1, III C 2, and III C 3 below.
In contrast to that,k (28) at T = T c , whereσ = 0,
To determinek cut 0
(without knowingT c ), we consider Eq. (28) also for T ≈ 0, whereσ ≈ 1, i.e.,
Since the left-hand sides of Eqs. (29) and (30) are identical, we can equate their right-hand sides and eliminate λ,
For given N 0c , N 00 , N 1 , andk
one has to solve this equation to obtaink cut 0 . Then, λ can be calculated using either Eq. (29) or (30).
Optimizing N0c
The numerically obtained critical temperatureT c =k cut 0 /2πN 0c should be insensitive with respect to variations of N 0c , when keeping the other parameters fixed, in particular N 00 . The corresponding optimal N opt 0c is, therefore, defined as the value of N 0c which minimizes ∂ ∂N 0cT c (32) (since N 0c ∈ N, the derivative ∂/∂N 0c has to be understood as a finite difference).
To study this optimization of N 0c independently of any error due to the finite spatial momentum cutoffk cut 1 and the finite spatial extensionL 1 = 2π(N 1 + 1/2)/k cut 1 , we consider for a moment the limitk
Inserting these relations into Eq. (31) and solving the integral results in
As previously Eq. (31) this equation has to be solved to obtaink cut 0 , which now only depends on N 0c and N 00 . In FIG. 1 we study the correspondingT c =k cut 0 /2πN 0c as a function of N 0c (left panel) and N 0c /N 00 (right panel) for N 00 ∈ {64, 128, 256}:
• For sufficiently large N 00 and a suitably chosen N 0c the resultingT c should be close to the analytically known infinite-volume continuum resultT c = e C /π ≈ 0.566 (where C denotes Euler's constant) [60] . One can clearly see that there are plateau-like regions, where this is the case.
• For a small number of temporal modes N 0c there are strong deviations, because the temporal momentum cutoff is rather small,k cut 0 = 2πN 0cTc (for small N 0c , curves obtained with different N 00 fall on top of each other when plotted versus N 0c ∝k cut 0 ).
• For N 0c /N 00 > ∼ 0.2 there are also strong deviations, because the temperature corresponding to N 00 temporal modes,T 0 =T c N 0c /N 00 , is a poor approximation of zero temperature (for N 0c /N 00 > ∼ 0.2, curves obtained with different N 00 fall on top of each other when plotted versus N 0c /N 00 =T 0 /T c ). In other words, to obtain accurate results, 1 ≪ N 0c ≪ N 00 has to be fulfilled, which is only possible, if a sufficiently large number of temporal modes N 00 are used. According to the definition (32) the optimal N 0c for given N 00 is the minimum of the corresponding curves in FIG. 1 .
In TABLE I In the following we investigate the error associated with a finite spatial momentum cutoffk 35) for given N 0c , N 00 , and N 1 .
We choose N 00 = 256, the corresponding optimal N 0c = 36 (cf. TABLE I) and various numbers of spatial modes N 1 . In FIG. 2 • For sufficiently large N 1 and a suitably chosenk cut 1 the resultingT c should be close to the analytically known infinite-volume continuum resultT c = e C /π ≈ 0.566. Again one can observe plateau-like regions, where this is the case.
• For a small spatial momentum cutoffk In other words, to obtain accurate results, 1 ≪k In TABLE II one can see the accuracy 1 −T c /(e C /π) of the numerically obtainedT c for various values of N 1 , again for N 00 = 256 and the corresponding optimal N 0c = 36. Note that errors due to the finite-mode regularization in temporal direction and in spatial direction have opposite sign (cf. FIG. 1 and FIG. 2) . Consequently, one obtains the most accurate result forT c not for N 1 → ∞, but when both errors almost cancel each other. This is the case for N 1 = 249, i.e., for N 1 similar to N 00 (for a more detailed discussion cf. Sec. III C 3). Also listed in TABLE II are the spatial momentum cutoffk . Again, when increasing N 1 , there is a similar increase in the spatial momentum cutoffk cut,opt 1 , but only a slight increase in the spatial extensionL opt 1 approximating infinite volume. As already mentioned this is typical for lattice calculations, where cutoff effects are only polynomially suppressed, while finite-volume effects are exponentially suppressed. 
Optimizing the ratio of N00 and N1
As already mentioned the maximum number of modes ∝ N 00 N 1 is limited by the available computer resources. In the previous subsection it has been observed that for N 00 = 256 and N 1 = 249 the errors inT c due to the finite-mode regularization almost cancel. Also for other choices of N 00 such a nearly perfect cancellation is present for N 1 ≈ N 00 , as collected in in FIG. 3 we compare the numerically obtainedT c for various N 00 and N 1 with the infinite-volume continuum resultT c = e C /π. The figure suggests choosing N 00 = N 1 as a simple rule, which obviously leads to very accurate numerical results (the black filled circles in FIG. 3) . Unless mentioned otherwise, we will use N 00 = N 1 in the following. Of course, such a cancellation of errors might not occur for quantities other thanT c . Moreover, when considering also the possibility of an inhomogeneous condensate, as we will do in Sec. III D, it could be necessary to have a finer resolution or a larger extent of the spatial dimension, which might require a rather large N 1 ≫ N 00 . 
N00 N1 N
Summary
Based on these investigations we propose and adopt the following strategy to determine the parameters N 0c , N 1 , k cut 0 ,k cut 1 , and λ:
(1) Use N 00 = N 1 as large as possible (limited by the available computer resources).
(2) Determine the corresponding optimal N 0c from a computation in the limit N 1 → ∞ andk E. Finite-mode regularization, spatially inhomogeneous condensate σ = σ(x1)
To study the possibility of a spatially inhomogeneous condensate,σ is written as a superposition of a finite number of plane waves,σ
as done in Eqs. (22) and (23) for the fermionic fieldsψ j . The resolution ofσ should be coarser than the resolution of ψ j , i.e., M ≪ N 1 , to obtain stable and meaningful numerical results [cf. Ref. [43] for a detailed discussion].
In the case of a spatially inhomogeneous condensate plane waves are no longer eigenfunctions of the Dirac operator Q. Consequently, ln[det(Q †Q )] cannot be expressed as a product over modes as done in Eq. (24) . One has to represent Q †Q as a matrix, where the rows and columns correspond to the plane-wave basis functions of the fermionic fields e ∓ı(k0x0+k1x1) / L 0L1 [cf. Eqs. (22) and (23)],
These matrix elements can be calculated analytically. Note that this matrix representation of det(Q †Q ) has a block-diagonal structure with 2N 0 blocks of size 2(2N 1 + 1) (the blocks are labeled byk 0 =k The numerical determination of the phase boundaries is discussed in detail in Ref. [43] and, therefore, only summarized briefly in the following.
• Phase boundary I-II:
The phase boundary betweenσ = constant = 0 (phase I) andσ = 0 (phase II) can be determined as explained in Sec. III D for the phase diagram for a homogeneous condensate.
• Phase boundary I-III: To determine the phase boundary betweenσ = constant = 0 (phase I) and the inhomogeneous crystal phase (phase III), one again has to find the minimum of S E,eff /N with respect toσ as a function of (μ,T ). This time, however,σ is not a constant, but a superposition of plane waves [cf. Eq. (38)]. The minimization has to be done with respect to the coefficients c n .
• Phase boundary II-III: To determine the phase boundary betweenσ = 0 (phase II) and the inhomogeneous crystal phase (phase III), one can in principle proceed as for the phase boundary I-III. Note, however, that inside the crystal phase in the vicinity of the phase boundary I-III the constantσ of the phase diagram for a homogeneous condensate is a local minimum (the corresponding phase transition is of first order), while in the vicinity of the phase boundary II-III it is a saddle point (the corresponding phase transition is of second order). Therefore, a computationally simpler and cheaper way to determine the phase boundary II-III is to study the smallest eigenvalue of the Hessian matrix
with 0 < m, m ′ ≤ M . A negative eigenvalue amounts to a direction of negative curvature and, therefore, indicates the existence of an inhomogeneous condensate.
Since the finite-mode approach allows to determine the condensate σ at given temperature T for arbitrary chemical potential µ, it is straightforward to study and reproduce the order of the transition along the phase boundaries I-II, I-III, and II-III.
IV. PHASE DIAGRAM OF THE 1 + 1 DIMENSIONAL χGN MODEL
We proceed in the same way as explained in detail in the previous section for the GN model. After introducing two real scalar fields σ and η, the partition function of the χGN model can be written as
where
We then apply the finite-mode regularization, i.e., in analogy to Eq. (38) the scalar fields σ and η (the condensates) are represented as a sum over a finite number of modes,
Similary, Q † Q is written as a matrix, where the rows and columns correspond to plane-wave basis functions e ∓ı(k0x0+k1x1) / L 0L1 , [cf. Sec. III E and Eqs. (22) and (23) for details]. Since S E,eff is invariant under the transformation (σ, η) → R(σ, η) with R ∈ O(2), dimensionful quantities are expressed in units of Σ 0 , where
and denoted by a hatˆ. We have studied the phase diagram of the χGN model using M = 10 modes for the condensates and N 00 = N 1 = 96 modes for the fermionic determinant.
For temperaturesT >T c = e C /π and arbitrary chemical potential µ chiral symmetry is restored, i.e., the effective action (41) is minimized for c j = d j = 0, which corresponds to vanishing condensates σ = η = 0.
For T < T c we find several local minima of S E,eff , which are given by c m = ±id m = 0 for a single mode m, while c j = d j = 0 for all other modes, i.e., j = m. The condensates σ and η are harmonic functions, i.e., CDWs, with the same amplitude, but with a relative phase shift ±π/2, implying Σ = constant [cf. Eq. (44) The resulting phase diagram is, therefore, quite different from the phase diagram of the GN model: there are only two phases, for T < T c a CDW, and for T > T c chiral symmetry is restored. This is in agreement with analytically known results [49, 67] .
V. PHASE DIAGRAM OF THE NJL2 MODEL
Again the technical steps needed to compute the phase diagram closely parallel those discussed for the GN model and the χGN model. This time four real scalar fields σ and π j , j = 1, 2, 3 are required, where with
σ and π j as well as det(Q † Q) are then finite-mode regularized as done in Eqs. (38) , (42), and (43) and Sec. III E, respectively. Due to the invariance of S E,eff with respect to (σ, π 1 , π 2 , π 3 ) → R(σ, π 1 , π 2 , π 3 ) with R ∈ O(4), dimensionful quantities are expressed in units of
and denoted by a hatˆ. We have studied the phase diagram of the NJL 2 model using M = 4 modes for the condensates and N 00 = N 1 = 72 modes for the fermionic determinant. For any temperature and chemical potential the four condensates are proportional to each other, i.e., σ ∝ π 1 ∝ π 2 ∝ π 3 ∝ Σ and also proportional to the chiral condensate σ of the GN model. Consequently, we obtain exactly the same phase diagram for the NJL 2 model as for the GN model, which is shown in FIG. 5 . These findings extend existing results, where only a CDW [σ(x) ∝ cos(2bx) and π 3 (x) ∝ sin(2bx)] has been considered [83] . Our results show that an inhomogeneous phase is indeed present at larger µ and not too large T . However, this inhomogeneous phase exhibits solitonic structures and not a CDW. This result is similar to those found for the NJL model in 3 + 1 dimensions, as discussed e.g. in Sec. VI or Ref. [58] .
VI. PHASE DIAGRAM OF THE NJL MODEL
We investigate the phase diagram of the NJL model at nonzero temperature and density under the assumption that only the chiral condensate σ defined in Eq. (8) condenses. Thus, we do not take into account condensation of the pion-like field combinationsψ j,f τ ıγ 5 ψ j,f appearing e.g. in Eq. (6) . The chiral condensate σ is, in general, a function of the three spatial coordinates x = (x 1 , x 2 , x 3 ), i.e., σ = σ( x). However, previous investigations based on special ansätze have shown that modulations in more than one dimension are not favoured energetically [36, 59] . Thus, for the sake of simplicity in the following we assume that σ depends only on one of the three spatial coordinates, e.g. x 3 , i.e.,σ
Of course, a study of the NJL model in the context of the finite-mode approach without this assumption is an interesting topic which we plan to investigate in the future. Proceeding as in Sec. III A for the GN model we obtain the partition function of the NJL model in 3 + 1 dimensions,
The Pauli-Villars regularization can be implemented by adding heavy fermions as explained in Sec. II B,
For a convenient comparison with the existing literature on the NJL model (and in contrast to the previous sections, where we discussed 1+1 dimensional models) we express our results in the following in units of GeV. To this end, the two parameters of the NJL model, the coupling constant G and the Pauli-Villars energy scale Λ PV , are fixed by requiring that a certain effective mass m * 0 is realized (we perform computations for three different choices, m * 0 ∈ {250 MeV , 300 MeV , 350 MeV}) and that the pion decay constant reproduces the correct value in the chiral limit, f π = 88 MeV [31, 58] . [For the evaluation of the pion decay constant in the framework of the NJL model, we refer to Ref. [8] . Let us discuss the role of the two energy scales Λ P V andk cut 1 in somewhat greater detail. As mentioned already in Sec. II.B, the NJL model is non-renormalizable. As a consequence, the NJL model is only defined once the regularization has been fixed. Moreover, the corresponding energy scale (the Pauli-Villars cutoff Λ P V in our implementation of the NJL model) should be regarded as a physical parameter of the NJL model, with crucial impact on all physical quantities. On the other hand, our numerical approach contains also a cutoff due to the lattice regularization in momentum space, i.e., due to using a finite number of modes, see Eq. (25) . The cutoffk cut 1 is purely technical and should be taken as large as possible. In particular,k cut 1 should be much larger than Λ P V . In the numerical calculations leading to Fig. 8 we have thatk is about 16 GeV. This is indeed a very large value that assures that for all practical purposes the results do not depend onk cut 1 . Such a high value also assures that the continent of Fig. 8 is not an artifact of our numerical calculation. We have also verified that relevant quantities, such as the critical temperature, do not depend onk cut 1 once it is chosen sufficiently large. Quite remarkably, these phase diagrams are similar to that obtained for the 1+1 dimensional GN model (cf . FIG.  5 ). This result suggests that the 3+1 dimensional NJL model, which represents a non-renormalizable, but in many aspects realistic chiral model of QCD, generates a phase diagram whose most salient features can be understood in a simpler 1+1 dimensional field theory. However, it should also be stressed that this result is obtained in the specific case of the Pauli-Villars regularization and that the existence of an inhomogeneous condensate depends on the chosen regularization scheme. Independent of the concrete choice of the effective quark mass m * 0 there is an inhomogeneous phase for large chemical potential µ and small temperature T , termed "continent" in Ref. [58] . However, at smaller µ the detailed shape of the phase diagram depends on the value of the effective quark mass. While at small m * 0 an inhomogeneous "island" may be separated from the "continent", at larger m * 0 the island and the continent merge. Note that our results in the region µ < 0.4 GeV are in agreement with the findings of Ref. [31] . At somewhat larger µ they agree with the results of Ref. [58] , although the outlines of the continent were not traced to very large µ in that work. We find that, at even larger values of µ, the transition temperature between the chirally restored and the inhomogeneous phase decreases with µ, which is similar to the GN model.
We have repeated the study of the phase diagram of the NJL model for different volumes and verified that the results are very stable upon changing the volume. In particular, the form of the continent remains practically unchanged when N 00 is modified. We have checked the cases N 00 = N 1 = 48, 72, 96, 120 and already for N 00 = N 1 = 48 the curves look just as in Figs. 8 and 9 . We have then selected for the plots the highest number of modes (N 00 = N 1 = 120) with which we could perform our numerical study in a reasonable computational time.
We have also compared regularizations using N PV = 2 and N PV = 3 additional heavy fermions (cf . FIG. 9 ). The effect of N PV on the shape of the phase diagram is rather mild: at intermediate chemical potential µ and temperature T the inhomogeneous continent becomes somewhat larger when using a larger number of regulators.
Although a detailed study of the order of phase transitions at the phase boundaries is in principle straightforward, it would require a substantial numerical effort, especially in the case of a second-order phase transition, as expected for instance at the II-III boundary. We have, however, verified that σ 2 smoothly approaches zero at the II-III boundary. On the other hand, for small and constant temperature, σ 2 is a slowly decreasing function of the chemical potential µ.
VII. SUMMARY AND OUTLOOK
In this work we have used the finite-mode approach to investigate numerically the emergence of inhomogeneous chiral condensation in effective quark models in 1 + 1 and 3 + 1 dimensions. The main aim has been the determination of inhomogeneous condensation in QCD-inspired models without using a specific ansatz.
We have shown that our method accurately reproduces well-known analytical results concerning the phase diagram and the inhomogeneous condensation of 1 + 1 dimensional models, in particular the Gross-Neveu and chiral GrossNeveu model. By applying the approach to the NJL model in 3 + 1 dimensions we could reproduce previous results based on specific ansätze for small chemical potential. In addition to that we were able to show that the inhomogeneous continent of Ref. [58] extends to very high densities, but not to arbitrarily large temperatures. Due to the fact that our results for the NJL phase diagram differ from previous ones at high density, it would be an interesting task for future studies to confirm or to falsify the presence of the continent using different approaches.
It is interesting to note that the GN model and the NJL 2 model have the same phase diagram, which in turn is also very similar to the NJL model in 1+3 dimensions. On the contrary, the phase diagram of the χGN model is completely different, showing that a different flavor structure has an impact on the phase diagram.
Our approach following Refs. [43, 44] is based on expanding fermionic fields and condensates in terms of plane waves. In this respect it is quite similar to existing general methods to compute inhomogeneous condensates [34, 46, 47] . In other aspects it is, however, quite different. For example our method is based on a minimization of the effective action, not the Hamiltonian. A detailed and direct comparison regarding the computational efficiency of our method and those discussed in Refs. [34, 46, 47] is difficult and would require computations of the same quantities within the same model using both types of methods. Since the basic idea of expanding in terms of plane waves is the same, we expect both types of methods to perform on a quantitatively similar level. Therefore, further studies would be necessary to clarify why the shape of the "continent" (see Fig. 9 ) looks different in the two methods.
Note that within our approach it is straightforward to replace the plane waves by another set of basis functions, as discussed and numerically demonstrated in Refs. [43, 44] . A first and straightforward step would be to still use a plane-wave expansion for the condensate, but to focus exclusively on higher modes in regions where the condensate is expected to exhibit strong oscillations (typically in inhomogeneous regions at large chemical potential µ). Using a small number of modes with suitably chosen wave number might allow to explore the phase diagram quite extensively at rather moderate computational cost. The choice of the wave numbers could even be automated, i.e., included in the minimization procedure for the effective action. Another possibility within our numerical framework is to study specific ansätze to identify a small set of highly relevant degrees of freedom. This could not only provide certain physical insights, but also reduce the computing time significantly. The latter might be of particular importance, when studying two-or three-dimensional variations of the condensates.
In the future one could also apply the finite-mode approach to study the phase diagram of purely hadronic theories such as the extended Linear Sigma Model [4, 5] . This approach is capable to correctly describe the vacuum phenomenology as well as the nuclear matter ground state properties [84] . As already shown in Ref. [27] , an inhomogeneous condensate in the form of a chiral density wave is favored with respect to a constant condensate at high density ( 2ρ 0 , where ρ 0 is the nuclear saturation density). It is an open question whether other structures minimize the effective potential even further. More generally, one could also apply the finite-mode approach to quark-based sigma models, e.g. Refs. [85, 86] .
Other interesting projects are the study of higher-dimensional modulations beyond the ansatz used in Ref. [34] and, since there is also no limitation in the number of inhomogeneous fields in the finite-mode approach, the study of interweaving chiral spirals [38] . Further effects at high densities such as inhomogeneous diquark condensation in 1 + 1 as well as 3 + 1 dimensions can also be taken into account [50] . Moreover, the models that we have studied were investigated in the chiral limit only. Future work could thus include a non-zero bare quark mass into the effective approaches.
