We consider robust combinatorial optimization problems where the decision maker can react to a scenario by choosing from a finite set of k first-stage decisions. This approach is appropriate for decision problems under uncertainty where the implementation of decisions requires preparing the ground. We focus on the case that the set of possible scenarios is described through a budgeted uncertainty set and provide three algorithms for the problem. The first algorithm solves heuristically the dualized problem, a non-convex mixed-integer non-linear program (MINLP), via an alternating optimization approach. The second algorithm solves the MINLP exactly for k = 2 through a dedicated spatial branch-and-bound algorithm. The third approach employs an iterative algorithm which enumerates k-tuples, relying on strong bounds to avoid the complete enumeration. We test our methods on shortest path instances that were used in the previous literature, and find that our methods considerably outperform previous approaches. Many instances that were previously not solved within hours can now be solved within few minutes, often even faster.
Introduction
Real-world problems are uncertain, and optimization approaches need tools to reflect this uncertainty, such as robust optimization that dates back to the seminal work of Soyster (1973) . Since the breakthroughs arising about twenty years ago Nemirovski, 1998, 1999; Kouvelis and Yu, 2013; El Ghaoui et al., 1998) , robust optimization has become a key framework to address the uncertainty that arises in optimization problems. The rationale behind robust optimization is to characterize the uncertainty over unknown parameters through a set which contains all relevant scenarios and to measure the worst-case over this set. One of the main reasons for the success of robust optimization is its tractability. For instance, linear robust optimization problems are essentially as easy as their deterministic counterparts for many types of convex uncertainty sets, see Ben-Tal and Nemirovski (1998) , contrasting with the well-known difficulty of stochastic optimization approaches.
For general overviews on the field, we refer to Aissi et al. (2009) ; Bertsimas et al. (2011) ; Goerigk and Schöbel (2016) ; Gabrel et al. (2014) .
The picture is more complex when it comes to robust combinatorial optimization problems. Let [n] = {1, . . . , n} denote a set of indices and X ⊆ {0, 1} n be the feasibility set of a combinatorial optimization problem. Given a bounded uncertainty set U ⊆ R n , the classical robust counterpart of the problem min x∈X i∈ [n] 
It is well known (e.g. Aissi et al. (2009) ; Kouvelis and Yu (2013) ) that a general uncertainty set U leads to a robust problem that is, more often than not, harder than the deterministic problem. Robust combinatorial optimization witnessed a breakthrough with the introduction of budgeted uncertainty by Bertsimas and Sim (2003) (also known as Γ-uncertainty), which keeps the tractability of the deterministic counterpart for a large class of combinatorial optimization problems. Specifically, Bertsimas and Sim (2003) considered uncertain cost functions characterized by the vectorĉ ∈ R n of nominal costs and the vector d ∈ R n + of deviations. Then, given a budget of uncertainty Γ > 0, they addressed uncertainty sets of the form Bertsimas and Sim (2003) showed how the optimal solution of problem (M 2 ) can be obtained by solving n + 1 deterministic counterparts of the problem. Several subsequent papers have reduced this number of deterministic problems (Álvarez-Miranda et al., 2013; Lee et al., 2012a) , down to ⌈ n−Γ 2 ⌉ + 1 in Lee and Kwon (2014) , and extended the result to more general uncertainty polytopes (Poss, 2017) . We refer to Buchheim and Kurtz (2018) for a recent survey on robust combinatorial optimization.
Our focus in this paper is the alternative robust model introduced by Buchheim and Kurtz (2017b,a) which is based on the idea of k-adaptability first introduced by Bertsimas and Caramanis (2010) and later studied for binary problems in Hanasusanto et al. (2015) and Subramanyam et al. (2017) . It considers that the decision maker can prepare k solutions from X before knowing the scenario c. Then, upon full knowledge of c, the decision maker can choose the cheapest of the k solutions that had been prepared, resulting in the problem min x (1) ,...,x (k) ∈X max c∈U min j∈ [k] i∈ [n] c i x
The approach modeled by (M 3 ) is typically useful in applications where some groundwork must be made ahead of knowing the data. An example taken from Hanasusanto et al. (2015) is related to disaster management wherein one must be able to transport relief supplies or evacuating citizens in case a disaster arises. Here X represents the set of all possible paths to the issues. The optimized set of emergency paths, {x (1) , . . . , x (k) } for a small number k, ought to be known well before the disaster happens, so that the population has the time to get acquainted with each of them. Another example, taken from Buchheim and Kurtz (2017a); Subramanyam et al. (2017) , considers a parcel service delivering to the same customers every day, i.e. X is the set of feasible solutions of the vehicle routing problem. At the beginning of each day, the company determines a route taking into account the current traffic situation.
In this case again, the drivers need time to be trained for the set of possible routes, to avoid, for instance being stuck in narrow streets with large vehicles. Hence, the set of candidate routes should be small and known ahead of the departures of the drivers.
When the number of solutions is large (k ≥ n + 1), Buchheim and Kurtz (2017a) essentially show that (M 3 ) is not harder than its deterministic counterpart. Unfortunately, in applications that require preparing the ground, it is not practical to have too many alternatives, limiting the interest of the approach from Buchheim and Kurtz (2017a) , which requires k ≥ n + 1. Alternative solutions to (M 3 ) have also been proposed in a much more general context where there are also decisions that must be taken before the uncertainty is revealed, falling into the framezork of two-stages robust optimization, see Hanasusanto et al. (2015) and Subramanyam et al. (2017) . The former provides a MILP reformulation involving the linearization of products between binary and real variables, while the later studies an ad-hoc branch-and-bound algorithm that branches over the assignments of solutions to scenarios. Unfortunately, these two approaches are able to prove optimality only for the smaller instances studied therein.
The purpose of this work is to overcome these limitations in the case of small k (typically 2 or 3), proposing efficient exact (and heuristic) algorithms for the resulting optimization problems. Our algorithms are tailored for the budgeted uncertainty set U Γ for two main reasons. First, budgeted uncertainty has been successfully used in numerous applications, including transport and logistics (Agra et al., 2018; Lee et al., 2012b) , energy production (Bertsimas et al., 2013) , telecommunications network design (Koster et al., 2013; Lee et al., 2012a) , portfolio selection (Kawas and Thiele, 2017) , among many others. Second, the specific structure of the set can be leveraged to provide efficient algorithms. The contributions of this paper can be summarized as follows:
• We propose a local-search heuristic based on the dualized non-linear reformulation, valid for any value of k.
• We solve the non-linear reformulation exactly through a spatial branch-and-bound algorithm, valid for the case k = 2. Our algorithm relies on strong lower bounds, tailored for U Γ .
• We provide an enumeration algorithm to solve the problem for small values of k, typically 2 or 3. Leveraging the structure of U Γ , as well as ad-hoc upper and lower bounds, the algorithm is able to enumerate a small subset of the k-tuples to prove optimality.
• Using instances from the literature, we show that our methods are able to improve computation times considerably, solving problems to optimality within minutes (often seconds) that were previously unsolved in hours. For k = 4, our heuristic provides solutions close to those obtained in the literature in small amounts of time.
The remainder of this paper is structured as follows. The algorithms based on the non-linear reformulation are presented in Section 2 while the general iterative algorithm is described in Section 3. Computational experiments are discussed in Section 4, before concluding the paper in Section 5.
Notations. For any integer n, we denote the set {1, . . . , n} as [n]. Further, the k-tuple (x (1) , . . . , x (k) ) is shortened to x, and X k denotes the Cartesian product × k i=1 X .
Non-Linear Algorithms
Our first two algorithms address problem (M 3 ) as a non-convex MINLP. Introducing the optimization variable z to express the inner minimization problem of (M 3 ) leads to the following min-max problem
(1)
Dualizing the inner maximization problem, which is a linear optimization problem, we obtain the following non-linear compact formulation for (M 3 ):
x ∈ X k .
(NL)
Notice that the above formulation can be linearized by replacing the product α j x (j) i by a new variable z j i , which is restricted by the constraints z j i ≥ 0 and z j i ≥ α i + x (j) i − 1. This leads to a compact mixed-integer programming formulation (MIP) (Hanasusanto et al., 2015) . Chassein (2017) showed that it suffices to enumerate a finite set of O(n 2k−1 ) many values for α and θ, to solve Problem (NL) exactly. Note that if α and θ is fixed the non-linearity vanishes and the problem reduces to a MIP with a certain structure. The following theorem, proved in Chassein (2017) , summarizes this result in detail. 
for some fixed values α ∈ R k + and θ ∈ R + .
Local Search Heuristic
The nonlinear part of model (NL) is due to the product between x (j) and α. A simple idea to avoid the nonlinearity is to search for local instead of global minima by considering only 
To solve an α-step, we solve the following LP
We start the local search with an x-step. As initial values for α we chooseα j = 2j k(k+1) for all j ∈ [k]. Note that j∈[k]α j = 1. Different values forα help to break the symmetry of the model formulation. The optimal solution of the x-step is then used to solve the first α-step.
We iterate between x and α-steps until no further improvement is found. Note that we can use the optimal solution of an x-step to warm start the next x-step. Since the objective value decreases in each step, except of the last step, we will end up in a local minimum after a finite number of steps.
A Branch and Bound Algorithm for k = 2
If k = 2, problem (NL) can be rewritten in the following way (see also Chassein (2017)):
Consider Problem (NL-2) for a fixed value of α. We denote that problem by SUB(α). We define the optimal value of problem (SUB(α)) as h(α). Hence, our original problem can be solved if we can solve the problem min α∈[0,0.5] h(α). From Theorem 1, we know that the candidate set A of optimal values for α is a finite set with size O(n 3 ). Hence, a possible algorithm for the problem is to evaluate h(α) (solve (SUB(α))) for each α ∈ A and choose the best solution. However, solving O(n 2 ) of these MIPs can be too time consuming. Using the structure of h we can find the global minimum without evaluating h(α) for each α ∈ A.
The idea of the algorithm is to use a branch-and-bound strategy on the α variable and to divide the interval [0, 0.5] into smaller intervals. For each unexplored interval we calculate lower bounds which are described in detail below. If the list of unexplored intervals is empty, the algorithm has found the optimal solution. There are two reasons which allow to discard an interval. First, if for an interval I it holds A ∩ I = ∅ then it can be discarded since we know that the optimal solution is attained for an α ∈ A. Second if the lower bound for the actual interval exceeds the currently best solution, the interval can be discarded as well.
If we cannot discard an interval I = [α 1 , α 2 ] we evaluate h(α) for someα ∈ I. This allows us to split I into two smaller sub intervals [α 1 ,α] and [α, α 2 ]. These intervals are then added to the list of unexplored intervals. It is possible that h(α) improves the current best solution, which leads to an improved upper bound.
To get a good feasible solution at the start of the algorithm, we use the iterative heuristic from Section 2.1 to find a local minimum h(α * ) at α * . The first two intervals of the list of unexplored intervals are then given as [0, α * ] and [α * , 0.5].
For the effectiveness of this algorithm the computation of the lower bound is crucial.
We argue in the following how to derive a strong lower bound which is still reasonable to compute.
We write h(α) = min x,y g(x, y, α) with
where ||v|| (Γ) is the sum of the Γ largest values of v (Chassein, 2017) . Note that g(x, y, α) is convex in α. Hence, we have that
where ∂g(x, y, α 0 ) is a subdifferential for g. Recall that ∂g is given by
The following two estimations are essential to compute the lower bound:
Given an interval I = [α 1 , α 2 ] for which we want to find a lower bound value L(I) with
the idea is to solve the following two minimization problems min
and min x,y g(x, y, α 2 ) + (α 1 − α 2 )∂g(x, y).
Lemma 2. Let (x * 1 , y * 1 ) be an optimal solution of problem (2) and (x * 2 , y * 2 ) an optimal solution of problem (3). For all α ∈ [α 1 , α 2 ] it holds that
From which follows that ∂g(x * 1 , y * 1 ) > ∂g(x * , y * ). Further, we have that
Since ∂g(x * 1 , y * 1 ) > ∂g(x * , y * ), we can add on the left hand side of this inequality chain (α 2 − α)∂g(x * 1 , y * 1 ) and on the right hand side (α 2 − α)∂g(x * , y * ) and obtain
This gives the desired contradiction since (x * 1 , y * 1 ) is an optimal solution for problem (2). The second inequality can be proved analogously.
Using Lemma 2 we obtain the following result.
Theorem 3. Let (x * 1 , y * 1 ) be an optimal solution of problem (2) and (x * 2 , y * 2 ) an optimal solution of problem (3). For I = [α 1 , α 2 ] a lower bound L(I) is given by
where f 1 and f 2 are the two linear functions given in Lemma 2 . We conclude, that h(α) ≥
Note that the value of the right hand side is given by
Using the formulas for f 1 and f 2 , we obtain that L = f 1 (α ′ ).
In our Branch & Bound procedure we will use value α ′ from the proof above as a candidate
To use Theorem 3 in the branch-and-bound algorithm, we need to know the following four values: h(α 1 ), h(α 2 ), ∂g(x * 1 , y * 1 ), and ∂g(x * 2 , y * 2 ). The first two values are already computed by the algorithm, since we compute h(α ′ ) if we split an interval [α 1 , α 2 ] into two smaller intervals [α 1 , α ′ ] and [α ′ , α 2 ]. Hence we know for each unexplored interval the value of h at the boundaries of this interval (at the start of the algorithm we also compute h(0) and h(0.5)). To compute ∂g(x * 1 , y * 1 ), and ∂g(x * 2 , y * 2 ), we need to solve problems (2) and (3). Each of these problems can be formulated as a MIP, which is explained in the following.
For fixed x, y the value of g(x, y, α 1 ) can be represented by problem (SUB(α 1 )). Next, consider the value of
.
We introduce variables β i ∈ [0, 1] for i ∈ [n] which indicate the Γ largest entries of (d 1 y 1 , . . . , d n y n ).
Therefore minimizing ∂g(x, y) over y results in the following minimization problem
Recall that the objective function of problem (2) is given by g(x, y, α 1 ) + (α 2 − α 1 )∂g(x, y).
Therefore Problem (2) is equivalent to the MIP formulation min x,y,β,γ,θ i∈[n]ĉ
x, y ∈ X .
Analogously Problem (3) can be reformulated as a MIP. This concludes the discussion on how to compute a lower bound L(I). We summarize the described procedure in Algorithm 1.
Note that it is possible to adapt the naïve implementation of this algorithm to make it in practice computational more effective. For example, whenever the current best solution is improved by evaluating h(α ′ ), we can restart the iterative heuristic at α ′ to find a new local minimum.
Enumerative Algorithm
Let us consider the set of feasible solutions to the deterministic combinatorial optimization problem as an ordered set, X = (x 1 , . . . , x r ), which we assume to know; we further explain how to compute X in Section 3.5. Let us reformulate problem (M 3 ) as
where cost(x) denotes the max-min cost of solution x, that is
Recall that we show in (1) that (5) can be reformulated as a linear program
Algorithm 1: Branch and bound algorithm (BB) with k = 2.
1 Compute the candidate set A; 2 Use the iterative heuristic to find a local minimum h(α * ) at α * ; 3 Initialize the list of unexplored intervals L = {[0, α * ], [α * , 0.5]}; 4 Compute h(0) and h(0.5); 5 Set UB = min(h(0), h(α * ), h(0.5)); 6 Solve problem (2) and (3) for [0, α * ]; 7 Solve problem (2) and (3) 
Set LB = min I∈L L(I); Return: UB The algorithm described in this section enumerates over all non-symmetric k-tuples x ∈ X k , using upper and lower bounds to prune part of the k-tuples and to avoid computing cost(x) for all k-tuples. We also introduce the concept of resistance to enumerate even less elements of X k . The pseudo-code is provided in Algorithm 2 for the case k = 2. Throughout the section, we denote by d x the vector (d i x i , i ∈ [n]) that has been sorted decreasingly.
Algorithm 2: Enumerative algorithm (IT) illustrated for k = 2.
1 Let UB be the initial upper bound from (7); 
Upper Bounds
The starting upper bound UB on the optimal solution cost is equal to UB = min(rob opt, heur),
where rob opt is the optimal value of the classical robust problem (M 2 ), obtained using the iterative algorithm from Bertsimas and Sim (2004) , and heur is the solution obtained by the local search algorithm from Section 2.1. The upper bound UB is improved when a better feasible solution is found in the course of the algorithm.
Observation 4. We only need to enumerate solutions x ∈ X withĉ ⊤ x < UB, since otherwise for every scenario c ∈ U Γ we have c ⊤ x ≥ UB and therefore adding x to a solution never improves the actual upper bound.
Lower Bounds
As computing cost(x) is time-consuming, we avoid computing its value exactly for many k-tuples and calculate instead two lower bounds, denoted by LB 1 (x) and LB 2 (x), defined below. Every time the cost of a k-tuple must be computed, we first compute LB 1 (x), which is done in O(k). If LB 1 (x) < UB, then we compute LB 2 (x), requiring O(kΓ) steps. Only if LB 2 (x) < UB we compute cost(x). We notice that these two bounds do not converge to UB as time goes as it is the case in many branch-and-bound algorithms. Hence, if the algorithm stops due to the time limit, it only returns a feasible solution to the problem, the remaining optimality gap being meaningless.
Each of the above bounds is derived by considering a particular scenario from U Γ . The first lower bound LB 1 (x) considers the scenario that assigns Γ/k deviations per solution. To reduce the computational burden of computing LB 1 (x) to a minimum, once the enumeration has started, we compute in a pre-processing step (see line 3 of Algorithm 2) the cost of each solution x, by adding the ⌊ Γ k ⌋ largest deviations and a fraction of the ⌈ Γ k ⌉-th largest to the nominal costs of x. Formally we define
Once lb(x) is computed for each x ∈ X , the lower bound can be obtained in O(k) through
(lb(x (j) )).
The second lower bound, denoted LB 2 (x) computes a good scenario greedily by taking the current solution x and affecting the Γ deviations sequentially to the solution having the smallest cost so far, which is the nominal cost plus the deviations already chosen.
While the bounds significantly speed-up the computation of cost(x), the cardinality of X k is likely to be huge. Fortunately, the majority of k-tuples in X k can be discarded by using the concept of resistance introduced next.
Resistance
Given an upper bound UB and q ∈ N, we define the discrete q-resistance γ q (x) of any x ∈ X as the amount of deviation ω/q (ω ∈ N) that need to be affected to d x such that the cost of x exceeds UB:
Notice that if ω/q is integer, the third term of (9) vanishes. What is more, the value of γ q (x) is bounded above by q · Γ. To see this, suppose there exists a solution x ∈ X such that γ q (x) > q · Γ. Then, the cost of the k-tuple x = (x, . . . , x) satisfies cost(x) < UB. By definition of x, cost(x) coincides with the classical robust value of x, denoted by rob opt(x).
Hence, UB ≤ rob opt(x) = cost(x) < UB, which is a contradiction.
We show next that γ q (x) satisfies another crucial property.
Proof. Let π x be the permutation of [n] used to obtain d x from the vector (d i x i , i ∈ [n]), that is, d x i = d π x (i) . For each i ∈ [k], we define the vector z (j) as 
Since i∈[k] γ q (x (i) ) ≤ Γ, we have that i∈[n] z * i ≤ Γ so that
Statements (10) and (11) imply that cost(x) ≥ UB.
Thanks to the lemma above, we only have to enumerate solutions x ∈ X k with k i=1 γ q (x (i) ) > Γ. Let us define X q ω = {x ∈ X : γ q (x) = ω} for each ω ∈ {0, . . . , q · Γ}. We have that X = ∪ q·Γ ω=0 X q ω . The following observation states that we do not need to consider the elements from X q 0 .
Observation 6. For any x ∈ X q 0 it holdsĉ ⊤ x ≥ UB.
Following Lemma 5 and Observations 4 and 6, we need to enumerate only the subset of all k-tuples defined by
Notice that the sets X q ω can be updated every time a better upper bound is found, which explains the presence of break in line 25 of Algorithm 2. In particular, the cardinality |X q 0 | increases with UB. Hence, Observation 6 implies that restarting the enumeration (step 4 of Algorithm 2) when improving UB possibly leads to the removal of many elements of X at each restart.
Handling Symmetry
The symmetry among the elements of X k can be used to reduce the set of feasible solutions.
Specifically, if x and x ′ are made of the same elements of X , but listed in different orders, cost(x) = cost(x ′ ). Hence, we focus in what follows on the set X k ⊂ X k , defined as X k = {(x s 1 , . . . , x s k ) ∈ X k : s j < s j+1 , j = 1, . . . , k − 1}, and we define X k,q Γ analogously to Section 3.3.
Computing X
In this section we detail two algorithms to enumerate all elements of X ′ = {x ∈ X :ĉ ⊤ x < UB}. Our first approach relies on an ad-hoc branch-and-bound algorithm that enumerates all feasible solutions to the problem min x∈X ,ĉ ⊤ x<U Bĉ ⊤ x, by branching iteratively on all variables, and collecting all leaves having accumulated n branching constraints. To avoid exploring the full branch-and-bound tree (which would contain 2 n leaves for X = {0, 1} n ), the algorithm combines UB with the bound provided by a relexation to prune parts of the tree. Specifically, let X LP be a formulation for X , that is, a polytope such that X LP ∩{0, 1} n = X , and let us introduce the branching constraints through the disjoint sets O, Z ⊆ [n]. At each node of the branch-and-bound tree, the algorithm solves the relaxation X LP together with the branching constraints accumulated so far
Nodes of the tree are pruned either because (LP) is infeasible or because z LP ≥ UB.
The above approach can be improved significantly for problems for which X can be enumerated through recursive algorithms, such as the knapsack problem, the shortest path problem, the traveling salesman problem, and spanning (Steiner) tree problems, among many others. In that situation, one can embed the constraintĉ ⊤ x < UB in the recursive algorithms, allowing us to generate all elements of X ′ for problems of reasonable dimensions.
Let us detail this approach for problem of finding a shortest path from s to t in an undirected graph G with positive costsĉ, considering a Depth First Search (DFS). We execute first the Dijkstra algorithm from t to compute the distance between t and each node v in the graph d(v, t). Then, every time a node v is discovered by the DFS along a path p, starting from s, we further consider its successors only if i∈pĉ i + d(v, t) < UB.
We compare the two algorithms in our computational experiments.
Computational Results
The aim of this section is two-fold. First, we assess the cost reduction offered by the minmax-min model (M 3 ) when compared to the classical min-max robust model (M 2 ). Second, we evaluate in details the numerical efficiency of the proposed exact and heuristic solution algorithms. Our experiments are carried out on a set of shortest path instances previously used by Hanasusanto et al. (2015) . In what follows, HKW denotes the dualized approach from Hanasusanto et al. (2015) , BB denotes Algorithm 1, IT denotes Algorithm 2 and heur stands for the heuristic algorithm from Section 2.1.
All LPs and MIPs which have to be solved are solved by CPLEX version 12.6. Algorithms from Section 2 and Section 3 are implemented in C++ and julia, respectively. The local search uses a processor i5-3470 running at 3.2 Ghz while the exact algorithms use a processor Intel X5460 running at 3.16 GHz, respectively. Note that for the experiments in Hanasusanto et al. (2015) , Gurobi Optimizer 5.6 was used, but no details are provided on their computer speed. All solution times are reported in seconds.
Instances
We use the shortest path instances presented in Hanasusanto et al. (2015) . Each instance is described by three parameters: the number of nodes |V | ∈ {15 + 5i : i ∈ [7]} of the underlying graph G = (V, E), the number k ∈ {2, 3, 4} of candidate solutions, and the parameter Γ ∈ {3, 6} which specifies the size of the uncertainty set. For each parameter combination 100 instances are randomly generated, which results in 4200 instances in total.
For the heuristic algorithm presented in Section 2.1, we set the time limit of the x-step to 300 seconds. For all 4200 problem instances this time limit was only met 6 times. For the exact approaches, we set a time limit of 7200 seconds for each experiment, as in Hanasusanto et al. (2015) .
Solution Costs
We present in Table 1 the Notice that the three exact algorithms (BB, IT, and HKW) leave some instances unsolved (see the next section for details), explaining why two approaches A and A ′ for a given value of k may lead to different values for cost red(A). We see from the table that IT always obtains the highest value, followed closely by the three other approaches. In particular, the table underlines that the feasible solutions calculated by HKW are of good quality, even though the algorithm cannot prove optimality for most instances and often finishes with optimality gaps greater than 5% (see Tables 3 and 4 ). The quality of the heuristic is also very good, following closely the results of HKW, even improving over the latter in some cases (k = 4, Γ = 6 and |V | ≥ 40). Last, the table illustrates the decreasing benefit of increasing the value of k. While the cost reduction is important for k = 2, the subsequent improvements are much smaller, in particular for Γ = 3. 
Solution Times
We first present the solution times of the heuristic algorithm, before investigating in detail the results of the three exact algorithms. The average run times of the heuristic are reported in Table 2 for each group of 100 instances. The vast majority of instances are solved within a minute, often in a few seconds. Γ = 3 Γ = 6 |V | k = 2 k = 3 k = 4 k = 2 k = 3 k = 4 20 0. We next turn to the exact methods and provide a more detailed presentation of the results. We present in Table 3 the means and standard deviations over the 100 instances of each group (unsolved instances count for 7200 seconds). In the last two columns we report the average percental gap between upper and lower bound which was reached after the time limit of 7200 seconds. We see that all instances were solved to optimality by IT in a few seconds, and to near optimality by BB. It turns out that the instances of the smaller uncertainty set (Γ = 3) are easier to solve by our methods. For some instances of the larger uncertainty set the time limit was reached by BB. However, the remaining gap between upper and lower bound reported by BB is reasonably small as reported in Table 3 . Notice that algorithm IT returns no optimality gap when it fails to solve the problem to optimality. Further, IT is also much faster than BB. Notice, however, that IT requires large amounts of memory: the only unsolved instance by IT failed because of a memory hit, using a computer with 48 GB of memory. In fact, many large instances require more than 20 GB of memory, while BB can handle all instances with a few GBs. The difference in memory consumption is due to the large cardinality of the set X and the small number of nodes explored by BB.
These two aspects are further investigated in Figure 1 . Figure 1(a) shows that the number of solutions x that satisfyĉ ⊤ x < UB increases nearly exponentially with |V |, reaching roughly 8 × 10 8 for |V | = 50 and Γ = 6. In contrast, Figure 1(b) shows that the number of nodes explored by BB does not seem impacted by |V | and revolves around 100 nodes, while Figure 1(a) shows that for nearly 95% of the instances, |X | ≥ 10 5 . Yet, Figure 2 (b) shows that more than 95% of the instances enumerate at most 10 5 2-tuples. Regarding the interest of the lower bounds, the dotted boxplots from Figure 2 show that the number of 2-tuples for which cost(x s 1 , x s 2 ) is actually computed is between half and one order of magnitude less than the number of 2-tuples enumerated.
We present in Table 4 a Table 5 : Results of IT generating X using a vanilla branch-and-bound algorithm for k = 2 and Γ = 3. k = 3. While IT cannot solve all instances during the time limit, it still outperforms HKW significantly, solving 642 (Γ = 3) and 556 (Γ = 6) instances to optimality (out of 700), instead of 134 and 141 for HKW.
The results presented for IT so far have relied on the BFS strategy to iterate through the set X . To understand whether the alternative LP-based branch-and-bound algorithm is a realistic way to iterate through X , we have also coded a vanilla version of that branch-andbound algorithm for the shortest path problem. The later is coded in julia, using package JuMP, and does not implement advanced warm-starts when processing a new node. The results presented in Table 5 indicate that this strategy is orders of magnitude slower than the BFS. Yet, it is able to solve nearly all instances having less than 50 nodes during the time limit. Nearly 100% of the time is spent in the generation of X .
Conclusions
The exact algorithms proposed in this paper have overcome the difficulties encountered by Hanasusanto et al. (2015) and Subramanyam et al. (2017) for k = 2, by solving problems in a couple of minutes (often seconds) that were unsolvable in two hours using the previous approaches. We also found encouraging results for k = 3, solving many unsolved instances to optimality in a short amount of time. While our exact approaches can hardly handle larger values of k, our local search heuristic based on the non-linear reformulation performs well, providing near-optimal solutions quickly.
In the future, we intend to develop solution algorithms able to solve the problem exactly for larger values of k. One idea is to use strong integer programming tools based on extended formulations. Preliminary results seem to indicate that the linear programming relaxation of these formulations are strong, hopefully leading to efficient branch-and-bound algorithms.
