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Abstract
We propose a Gaussian copula based method to perform principal component analysis for
discrete data. By assuming the data are from a discrete distributions in the Gaussian copula
family, we can consider the discrete random vectors are generated from a latent multivariate
normal random vector. So we first obtain an estimate of the correlation matrix of latent
multivariate normal distribution, then we use the estimated latent correlation matrix to get
the estimates of principal components. We also focus on the case when we have categorical
sequence data with multinomial marginal distribution. In this case the marginal distribution
is not univariate and thus the usual Gaussian copula does not fit here. The optimal mapping
method is proposed to convert the original data with multivariate discrete marginals to the
mapped data with univariate marginals. Then the usual Gaussian copula can be used to model
the mapped data, and we apply the discrete principal component analysis to the mapped data.
The senators’ voting data was used in the experiment as an example. Finally, we also propose
a matrix Gaussian copula method to deal with data with multivariate marginals. It can be
considered as an extension of Gaussian copula, and we use the latent correlation matrix in the
matrix Gaussian copula to obtain the principal components.
1 Introduction
For high dimensional data of dimension p, a very large number p of variables is measured on each
sample unit, and interpreting results of analyses might be difficult. So for high dimensional data,
dimension reduction is usually performed prior to the analysis of the data. Principal component
analysis (PCA) is one of the dimension reduction methods. It can be considered to find a linear
subspace such that the distance between the samples and the linear subspace is minimized. The
linear subspace should have a dimension that is significantly less than p, and then the dimension of
the data can be reduced significantly by projecting every sample to the linear subspace. The basis
of the subspace is known as principal components (PCs), and the projection of a sample projected
to a PC is called the score for that PC. Therefore scores can be considered as a lower dimensional
representation of the original data. So scores can be used as response variables to fit MANOVA or
regression models, to cluster sample units or to build classification rules.
Since PCA is only a linear dimension reduction method, it may not produce a proper lower
dimensional representation of the original data when the data are on a non-linear manifolds in the
high dimensional space. In this case, principal manifolds (Gorban et al. (2008)) generalized the
linear manifold of PCA by explicitly constructing an embedded manifold for data approximation.
Another problem with PCA is that it is sensitive to outliers. In some cases, the outliers are difficult
to identify. For example, in data mining algorithms like correlation clustering, the assignment of
points to clusters and outliers is not known beforehand. To solve this problem, Kriegel et al. (2008)
proposed generalization of PCA based on a weighted PCA, which increases robustness by assigning
different weights to data objects based on their estimated relevancy. Markopoulos et al. (2014) also
proposed an outlier-resistant version of PCA formulations. Another issue with PCA is that it is
not scale-invariant, i.e. changing the measurement scale of variables makes the estimates different
(Borgognone et al. (2001)). Also, data are usually assumed to be Gaussian or sub-Gaussian dis-
tributed such that a fast convergence rate can be obtained. In addition, PCA gives the consistent
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estimator of principal components only when the dimension d is fixed (Anderson et al. (1958)).
Under a double asymptotic framework in which both the sample size n and dimensionality d can
increase (with possibly d > n), PCA does not achieve a consistent estimator of principal com-
ponents. Johnstone and Lu (2009) showed that the leading eigenvector of sample covariance or
correlation matrix cannot converge to the true leading eigenvector. Han and Liu (2014) proposed
a high dimensional semi-parametric scale-invariant principal component analysis method copula
PCA (COCA) to solve these problems. COCA is scale invariant and its estimating procedure is
adaptive over the whole nonparanormal family, which contains and is much larger than the Gaus-
sian. It is also robust to modeling and data contamination, and can be consistent even when the
dimensionality is nearly exponentially large relative to the sample size. However, nonparanormal
family only contains continuous distributions. So COCA does not work when the data are discrete
or categorical.
In the practical, many data sets are collection of vectors of integers, non-negative counts , binary
values or categorical values. For example, the count of a particular word appearing in a document
is always a positive integer; The vote of a senator can only take three values: “Yes”, “No” or
“Absent”; The response of a survey for people’s emotion might take ordinal categorical values, like
“Very Unhappy”, “Unhappy”, “OK”, “Happy” and “Very Happy”; The DNA sequence only takes 4
values: A, T, C, G. Recall that PCA’s assumption is that the samples are in a Euclidean space, and
the dimension reduced data are on the linear manifold in the high dimensional space. So apparently
for discrete data these assumptions are not reasonable. Therefore the general PCA does not apply in
finding the principal components of discrete data. Many methods has been proposed for dimension
reduction of discrete data by finding adequate principal components : PCA for exponential family
(Collins et al. (2002)), grade of membership (GOM) (Woodbury and Manton (1982)), probabilistic
latent semantic indexing (PLSI) (Hofmann (2017)), non-negative matrix factorization (NMF) (Lee
and Seung (1999)), genotype inference using admixtures (Pritchard et al. (2000)), latent Dirichlet
allocation (LDA) (Blei et al. (2003)) , Gamma-Poisson models (GaP) (Canny (2004)), multinomial
PCA (MPCA) (Buntine (2002)) and discrete component analysis (DPCA) (Buntine and Jakulin
(2006)).
In this paper, our goal is to reduce the dimension of discrete or categorical data by some
underlying principal components. However, we cannot apply PCA directly on the this kind of data.
As is discussed above, the sample space only has finite points, so we cannot find linear manifold
expanded by a proper set of basis (or principal components, PC) for this space like what we did
for continuous distribution. Hence we consider that these data are generated from some latent
variables with continuous distribution. Then instead of performing PCA on the observed data, we
perform PCA on the latent variables. We also want to transform or connect the latent variables
to multivariate normal random vectors. Since the normal distribution is completely determined by
its first and second moments, and thus for dimension reduction, PCA is an optimal method for
multivariate normal data.
The rest of the paper is organized as follows. In section 2, we review the coupla PCA method
proposed by Han and Liu (2014); in section 3, we extend the copula PCA method to the discrete
case. The data recovery with principal components is also discussed; in section 4, we focus on data
with multinomial marginals, and introduce optimal mapping method to obtain a mapped data with
univariate discrete marginals; in section 5, we apply the optimal mapping method and discrete
copula PCA to analyze the data set; in section 6, we introduce an extension of Gaussian copula,
called matrix Gaussian copula.And extend the discrete Gaussian copula PCA to discrete matrix
Gaussian copula PCA to handle the data where each sample is a matrix.
2 The copula PCA
Han and Liu (2014) proposed a method called copula PCA for data from a nonparanormal distribu-
tion. This family of distribution is continuous and is actually the same as the continuous Gaussian
copula family. By assuming nonparanormal distribution, the data can be seen to be generated
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through a multivariate normal distribution, and we can do PCA with the correlation matrix of that
latent multivariate normal random variable.
2.1 The nonparanormal distribution
Definition 2.1 (Han and Liu (2014)). Let f0 = {f0j }dj=1 be a set of strictly increasing univariate
functions. We say that a d dimensional random vector X = (X1, . . . , Xd)
T follows a nonparanormal
distribution NPNd(Σ0, f
0), if
f0(X) := (f01 (X1), . . . , f
0
d (Xd))
T ∼ Nd(0,Σ0)
where (Σ0) is a correlation matrix.
From the definition, the nonparanormal distribution must be a continuous distribution. And it
is actually a special case of Gaussian copula family for continuous distributions.
Suppose we have X ∼ NPNd(Σ0, f0), then the marginal cumulative distribution functions (cdf)
are
Fj(xj) = P (Xj ≤ xj) = P (f0j (Xj) ≤ f0j (xj)) = Φ(f0j (xj))
And the joint cdf is
F (x1, x2, . . . , xd) = P (X1 ≤ x1, . . . , Xd ≤ xd)
= P (f01 (X1) ≤ f01 (x1), . . . , f0d (Xd) ≤ f0d (xd))
= ΦΣ0(f
0
1 (x1), . . . , f
0
d (xd)))
= ΦΣ0(Φ
−1(Φ(f01 (x1))), . . . ,Φ
−1(Φ(f0d (xd))))
= ΦΣ0(Φ
−1(F1(x1)), . . . ,Φ−1(Fd(xd)))
= CΣ0(F1(x1), . . . , Fd(xd))
where ΦΣ0 is cdf of Nd(0,Σ
0) and CΣ0 is a Gaussian copula with correlation matrix Σ
0. So X ∼
NPNd(Σ
0, f0) actually means (F1(X1), . . . , Fd(Xd))
T ∼ CΣ0 or (Φ−1(F1(X1)), . . . ,Φ−1(Fd(Xd)))T ∼
N(0,Σ0).
2.2 Estimation of Σ0
For nonparanormal distribution, we already know Fj(xj) = Φ(f
0
j (xj)), then one natural way is to
first estimate f0j (xj) = Φ
−1(Fj(xj)), and then use the estimated fˆ0j to transform the data to multi-
variate normal and estimate Σ0 as if we have data from a multivariate normal distribution. Suppose
we have n observations x1, . . . ,xn from nonparanormal distribution, and xi = (xi1, . . . , xid)
T , then
Liu et al. (2012) gave an estimation of f0j by
fˆ0j (t) = Φ
−1
(
Tδn [Fˆj(t)]
)
where Tδn is a Winsorization (or truncation) operator defined as Tδn(x) = δnI(x < δn) + xI(δn ≤
x ≤ 1− δn) + (1− δn)I(x > 1− δn) with δn = 1/(4n1/4
√
pi log n). And Fˆj(t) =
1
n+1
∑n
i=1 I(xij ≤ t)
is the scaled empirical cdf of Xj . Then
Σˆ0jk =
1
n
∑n
i=1 fˆ
0
j (xij)fˆ
0
k (xik)√
1
n
∑n
i=1
(
fˆ0j (xij)
)2√
1
n
∑n
i=1
(
fˆ0k (xik)
)2 , Σˆ0 = [Σˆ0jk]
Another way to estimate Σ0 directly without estimating f0j by Liu et al. (2012) uses Spearman’s
ρ and Kendall’s τ statistics. Let rij be the rank of xij among x1j , . . . , xnj and r¯j =
1
n
∑n
i=1 rij ,
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then
ρˆjk =
∑n
i=1(rij − r¯j)(rik − r¯k)√∑n
i=1(rij − r¯j)2 ·
∑n
i=1(rik − r¯k)
τˆjk =
2
n(n− 1)
∑
1≤i<i′≤n
sign (xij − xi′j) (xik − xi′k)
For a random vectorX = (X1, X2, . . . , Xp)
T , The population version of Spearman’s ρ and Kendall’s
τ are
ρjk = Corr(Fj(Xj), Fk(Xk)), τjk = P
(
(Xj − X˜j)(Xk − X˜k) > 0
)
− P
(
(Xj − X˜j)(Xk − X˜k) < 0
)
where (X˜j , X˜k) is a independent copy of (Xj , Xk).
Lemma 2.1 (Liu et al. (2012)). Assuming X ∼ NPN(Σ0, f0), we have
Σ0jk = 2 sin
(pi
6
ρjk
)
= sin
(pi
2
τjk
)
By Lemma 2.1, we estimate Σ0 by
Σˆ0jk = 2 sin
(pi
6
ρˆjk
)
or
Σˆ0jk = sin
(pi
2
τˆjk
)
For Σˆ0 =
[
2 sin
(
pi
6 ρˆjk
)]
, Han and Liu (2014) also showed when x1,x2, . . . ,xn
iid∼ NPNd(Σ0, f0),
for any n > 21/log d+ 2,
P
(
‖Σˆ0 −Σ0‖max ≤ 8pi
√
log d
n
)
≥ 1− 2
d2
where ‖M‖max = max{|Mij |}.
After obtaining an estimate of Σ0, we can use this estimated correlation matrix to perform
PCA. Based on the assumption that the data are from a nonparanormal family, i.e. the data are
generated through a multivariate normal random variable after a transformation, the dimension
reduction would be optimal with the latent correlation matrix Σ0.
3 Copula PCA for discrete data
3.1 The generalized distributional transform and continuous latent vari-
ables
Now we want to study the case when our data are discrete. The main idea still to estimate the
latent correlation matrix of the latent multivariate normal distribution. Therefore we now assume
our data are from a discrete Gaussian copula family. Note that in estimating the underlying copula
in the continuous case, we rely on the fact that by distributional transformation, the marginal
distribution is transformed to be Uniform(0,1). But for discrete marginal distributions, the usual
distributional transformation does not transform the distribution to Uniform(0,1).It only changes
the sample space, while the marginal distribution remains the same. So to get an underlying copula
in the discrete case, we introduce the generalized distributional transformation.
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Definition 3.1 (Generalized distributional transformation, Ru¨schendorf (2013), Chapter 1). Let Y
be a real random variable with distributional function F and let V be a random variable independent
of Y , such that V ∼ Uniform(0, 1). The generalized distributional function is defined by
F (x, λ) = P (Y < x) + λP (Y = x) = F (x−) + (F (x)− F (x−))λ
and we call
U = F (Y, V )
the generalized distributional transform of Y .
Theorem 3.1 (Ru¨schendorf (2013), Chapter 1). Let U = F (Y, V ) be the distributional transform
of Y as defined above, then
U ∼ Uniform(0, 1) and Y = F−1(U) a.s.
where
F−1(t) = inf{x ∈ R : F (x) ≥ t}
is the generalized inverse of F , or the quantile transform of F .
Proof. We first prove Y = F−1(U) a.s..
Let F (x) be the cdf of Y , and U = F (Y, V ) be the generalized distributional transformation of
Y . For ω ∈ Ω such that Y (ω) is a point of continuity of F , the generalized transformation is just
U(ω) = F (Y (ω), V (ω)) = F (Y (ω)). Thus F−1(U(ω)) = Y (ω).
For ω when Y (ω) is not a point of continuity, we can take those ω s.t. V (ω) > 0 among them
and we have P ({ω : V (ω) = 0}) = 0. Since 0 < V (ω) ≤ 1, we have
U(ω) = F (Y (ω)−)+(F (Y (ω))−F (Y (ω)−))V (ω) ≤ F (Y (ω)−)+F (Y (ω))−F (Y (ω)−) = F (Y (ω)).
Since F−1(U(ω)) = inf{x : F (x) ≥ U(ω)}, therefore Y (ω) ≥ F−1(U(ω)). On the other hand, for a
small  > 0, with V (ω) > 0, we have
F (Y (ω)− )) ≤ F (Y (ω)−) < F (Y (ω)−) + P (Y (ω))V (ω) = U(ω).
Hence Y (ω) ≤ F−1(U(ω)). So F−1(U) = Y a.s.
Next we prove U ∼ Uniform(0, 1).
Let xu = F
−1(u), then when X < xu, F (X,V ) ≤ F (X) < u. Therefore
{U ≤ u} = {F (X−) + (F (X)− F (X−))V ≤ u}
= {X < xu} ∪ ({X = xu} ∩ {F (xu−) + (F (xu)− F (xu−))V ≤ u})
Hence
P (U ≤ u) = P (X < xu) + P (X = xu)P (F (xu−) + (F (xu)− F (xu−))V ≤ u)
= F (xu−) + P (xu)u− F (xu)
P (xu)
= u
Thus U ∼ Uniform(0, 1)
Now suppose that X is from a discrete distribution of the Gaussian copula family. Then
F (x1, . . . , xd) = CΣ0(F1(x1), . . . , Fd(xd)),
and with Ui = F (Xi, Vi), by Theorem 3.1 and the definition of quantile transform, we also know
that
F (x1, . . . , xd) = P (X1 ≤ x1, . . . , Xd ≤ xd) = P (F−11 (U1) ≤ x1, . . . , F−1d (Ud) ≤ xd)
= P (U1 ≤ F1(x1), . . . , Ud ≤ Fd(xd))
= C(F1(x1), . . . , Fd(xd))
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Here (U1, . . . , Ud)
T = (F1(X1, V1), . . . , Fd(Xd, Vd) ∼ C is a copula . Therefore for discrete data,
we can assume that after marginally applying the generalized distributional transform the copula
we get is a Gaussian copula, i.e. we get that
(U1, . . . , Ud)
T = (F1(X1, V1), . . . , F (Xd, Vd))
T ∼ CΣ0
or
(Φ−1(U1), . . . ,Φ−1(Ud))T = (Φ−1(F1(X1, V1)), . . . ,Φ−1(F (Xd, Vd)))T ∼ N(0,Σ0)
Based on our assumption, (U1, . . . , Ud)
T is also a continuous random variable from nonparanor-
mal family. Becasue it is now from a Gaussian copula family, and for continuous random variable
these two families are the same.
We can also consider Uj = Fj(Xj , Vj), j = 1, . . . , d to be our latent variables that constitute
a Gaussian copula, where Fj(xj) = P (Xj ≤ xj) is the marginal cdf of X. And our data is
generated by a quantile transformation from Uj , i.e. Xj = F
−1
j (Uj). Hence to estimate the
latent correlation matrix in Gaussian copula, we can transform the discrete data marginally with
generalized distributional transformation, and then use the transformed data to get the estimate
as we did in the continuous case.
3.2 Transform the discrete data with empirical distribution
We transform the discrete data (X1, . . . , Xd)
T to the latent continuous (U1, . . . , Ud)
T using the
empirical cumulative function (empirical cdf) and empirical probability mass function (emperical
pmf). Suppose for Xj there are m possible values which are c1 < c2, . . . < cm, then the empirical
pmf is
Pˆj(cl) =
1
n
n∑
i=1
I(xij = cl)
and the empirical cdf is
Fˆj(t) =
n∑
i=1
I(xij ≤ t)
and
Fˆj(cl) =
l∑
k=1
Pˆj(ck)
Then our transformation would be
Fˆj(cl) = Fˆj(cl−1) + Pˆj(cl)Vj
when l = 1, we denote Fˆj(c0) = 0, and Vj is an independent random variable following Uniform(0,1).
And the quantile transform would is
Fˆ−1j (u) =
m∑
k=1
ckI(Fˆj(ck−1) < u ≤ Fˆj(ck))
We perform the copula PCA with Σ0 estimated by Spearman’s ρ or Kendall’s τ from the data we
obtained with generalized distributional transformation, which is {Ui : Ui = (Fj(Xij , Vij))dj=1, i =
1, . . . , n} and Vij ’s are independent Uniform(0, 1). Then with the projection matrix formed by the
first several principle components, we can do dimension reduction by projecting (Φ−1(U1), . . . ,Φ−1(Ud))T
to a lower dimension, since by our assumption of Gaussian copula, (Φ−1(U1), . . . ,Φ−1(Ud))T ∼
N(0,Σ0). And the projected data are the scores corresponding to the principle components ob-
tained by discrete copula PCA.
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3.3 Data recovery
We can also transform the data projected to a lower dimension back to the categorical data.
An observation xi = (xi1, . . . , xid)
T is transformed to yi = (yi1, . . . , yid)
T by
yij = Φ
−1(Fˆj(xij))
where Fˆj is emperical generalized distributional transformation. Suppose we have estimated Σˆ
0,
the variance-covariance matrix of yi’s, with Spearman’s ρ or Kendall’s τ , and decomposed it to be
Σˆ0 =
d∑
k=1
λkvkv
T
k
where vk’s are orthogonal unit vectors. And using vk’s as our new basis in the linear space for yi’s,
we have
yTi =
d∑
k=1
yTi vkv
T
k
Having decided the number of components to adequately describe the variation in the data, say r,
we can take first several PCs, say v1, . . . ,vr, and obtain a reduced-rank representation of yi to be
yˆTi =
r∑
k=1
yTi vkv
T
k
After getting the recovered yi, Theorem 3.1 ensures that
xˆij = Fˆ
−1
j (Φ(yˆij))
So let our original data be X, which is a n×d matrix, and define the following matrix functions
Fˆ (Xm×n) = [Fˆj(xij)]m×n
Fˆ−1(Xm×n) = [Fˆ−1j (xij)]m×n
Φ(Xm×n) = [Φ(xij)]m×n
Φ−1(Xm×n) = [Φ−1(xij)]m×n
And let Vr = (v1, . . . ,vr), then the recovered data Xˆ is
Xˆ = Fˆ−1(Φ(Φ−1(Fˆ (X))VrV Tr ))
4 Categorical sequence data with multinomial marginal dis-
tribution
In this section, we focus our attention on multidimensional sequence of categorized data, where
each observation has p components, and every components takes a value from k possible states
and these states are unordered. Therefore the response for each component is actually following
a multinomial distribution with k classes and the total number of trials n is 1. For component j,
we can write the marginal distribution to be Multinomial(1,pj), where pj = (pj1, . . . , pjk)
T and∑k
i=1 pji = 1.
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4.1 The optimal mapping method
In this case, our marginal distribution is not univariate. To apply the discrete copula PCA, one way
is to convert the marginal distribution to be univariate by a mapping. We can map these k classes
to a k numbers we pick, say r1, r2, . . . , rk. Then if we have an observation, whose response for a
component class l, then we place the number rl in that component. In this way, every observation
will be converted to a vector of length p, and each component takes values from {r1, . . . , rk}. In other
words, by defining a mapping from the k possible classes (or states) to the numbers {r1, . . . , rk}, we
can induce a mapping from the original sample space X to a new sample space Y, and the point in
the new sample space is vector of length p. After the mapping, our mapped data will be marginally
univariate with discrete distributions. Then we can apply the discrete copula PCA to the mapped
data. What’s more, we can set some criteria and find an optimal mapping. And the the discrete
copula PCA result from optimal mapped data will be our PCA result for the multinomial-marginal
data.
Note that in discrete copula PCA, we only work with the marginally generalized distributional
transformed data. Suppose that we have k states {s1, . . . , sk}, and we have twp mappings φ(sj) =
rj , ϕ(sj) = tj j = 1, . . . , k. Then if the vectors (r1, . . . , rk)
T and (t1, . . . , tk)
T have the same order,
then the mapped data will result in the same generalized distributional transformed data no matter
which mapping we chose. Formally, we have the following definition and theorem.
Definition 4.1. For a vector of length n, say (x1, . . . , xn)
T , assuming that we have xi1 < xi2 <
· · · < xin , where (i1, i2, . . . , in) is a permutation of (1, 2, . . . , n), we define the order function o to
be
o((x1, . . . , xn)) = (i1, i2, . . . , in)
In other words, the order function returns the order of each xj in the vector (x1, . . . , xn).
Definition 4.2. Let S = {s1, . . . , sk} be the set of k classes (or states). Suppose we have two
mappings φ and ϕ from S to R. We say φ and ϕ have the order if
o((φ(s1), . . . , φ(sk))) = o((ϕ(s1), . . . , ϕ(sk)))
Theorem 4.1. Let S = {s1, . . . , sk} be the set of k classes (or states). Suppose x = (x1, . . . , xp)T ∈
Sp is an observation from the distribution whose marginal distribution is multinomial with k classes.
For two mappings φ and ϕ such that φ(si) = ri, ϕ(sj) = ti, i = 1, 2, . . . , k, if o((r1, . . . , rk)) =
o((t1, . . . , tk)), we have
Fφ,j(φ(xj), V ) = Fϕ,j(ϕ(xj), V ), j = 1, 2, . . . , p.
where Fφ,j and Fϕ,j are the marginal distributions of the j-th component based on the mapped
data using φ and ϕ.
In other words, the marginally generalized transformed data based on the mapped data will be
the same as long as the mappings from S to R have the same order.
Proof. For the j-th component, let the marginal distribution be Multinomial(1,pj), where pj =
(pj1, . . . , pjk)
T and
∑k
i=1 pjk = 1. Let xj be the j-th coordinate of an observation x, and let two
mappings φ : S 7→ R and ϕ : S 7→ R have the same order o((φ(s1), . . . , φ(sk))) = o((ϕ(s1), . . . , ϕ(sk))) =
(i1, i2, . . . , ik). It is easy to show that
Fφ,j(φ(sl)) =
l∑
i=1
pil = Fϕ,j(ϕ(sl))
Also
Fφ,j(φ(sl)−) = Fφ,j(φ(sm)) = Fϕ,j(ϕ(sm)) = Fϕ,j(ϕ(sl)−)
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where sm = max{si : φ(si) < φ(sl)} = max{si : ϕ(si) < φ(sl)}. Hence if xj = sl, we have
Fφ,j(φ(xj), V ) = Fφ,j(φ(sl)−)) + (Fφ,j(φ(sl)))− Fφ,j(φ(sl)−)))V
= Fϕ,j(ϕ(sl)−)) + (Fϕ,j(ϕ(sl)))− Fϕ,j(ϕ(sl)−)))V
= Fϕ,j(ϕ(xj), V )
By Theorem 4.1, we know the mappings of the same order will not affect the discrete copula
PCA. Since for k classes, there are only k! different orders, and thus we can reduce the space of
possible mapping to only k! mappings which produce at most k! different results, and then pick
one based on some criteria. Without loss of generality, we can consider the mappings from S to
{1, 2, . . . , k}. Then we define the optimal mapping as follows.
Definition 4.3. Let S = {s1, . . . , sk} be the state space, then an optimal mapping φ : S 7→ R
is a best mapping from the collection {f : S 7→ {1, 2, . . . , k}} in terms of a desired (or relevant)
criterion.
Here we propose two possible criteria.
• Leading eigenvalue criterion: The optimal mapping is the mapping such that, with the
mapped data by this mapping, the largest eigenvalue in the eigen-decomposition of the latent
correlation matrix Σ0 is the maximum among all k! mappings.
• r-component recovery rate criterion: The optimal mapping is the mapping such that,
with the mapped data by this mapping, the r-component recovery rate of the mapped data
is the highest among all k! mappings, where the r-component recovery rate is defined as the
proportion of reconstructed data with first r principal components that match the original
data.
4.1.1 The Bernoulli marginals case
A special case for the multinomial-marginal distribution is that of Bernoulli marginals. A Bernoulli
marginal distribution is a multinomial distribution with 2 classes. So based on the discussion above,
there are only two possible mappings that lead to potentially different result. Suppose that we map
{s1, s2} to {0, 1}. Then the two possible mappings are s1 → 1, s2 → 0 and s1 → 0, s2 → 1. By
intuition, we should get only one unique result no matter which mapping we chose. For example,
in a binary trial, we can encode success as 1 and failure as 0, or vise versa. And we expect that
these two encodings of success and failure will not change the result. And in fact, it can be proved
that under the assumption of Gaussian copula, these 2 mappings will give us the same result.
Theorem 4.2. Suppose we have X = (X1, . . . , Xp), Xj ∈ {0, 1} such that F (X,V ) ∼ CΣ. Here
F (X,V ) = (F1(X1, V1), F2(X2, V2), . . . , Fp(Xp, Vp)). Then we have
F ′(1−X,V ) ∼ CΣ
where F ′ is the vector of marginal cdfs of 1−X
Proof. We have F ′(x) = F1−X(x) = (F ′1(x1), . . . , F
′
p(xp), and F
′
j(x) = P (1 −Xj ≤ x) = P (Xj ≥
1 − x) = 1 − P (Xj < 1 − x) = 1 − Fj((1 − x)−). Also we have F ′j(x−) = P (1 − Xj < x) =
1− P (Xj ≥ 1− x) = 1− Fj(1− x). Hence
F ′j(1− xj , Vj) =F ′j((1− xj)−) + (F ′j(1− xj)− F ′j((1− xj)−))Vj
= 1− Fj(xj) + (Fj(xj)− Fj(xj−))Vj
= 1− Fj(xj−) + (Fj(xj)− Fj(xj−))(Vj − 1)
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Then letting Uj = 1− Vj ∼ Uniform(0, 1), we have
1−F ′j(1−Xj , V ) = Fj(Xj−)+(Fj(Xj)−Fj(Xj−))(1−Vj) = Fj(Xj−)+(Fj(Xj)−Fj(Xj−))Uj = Fj(Xj , Uj)
Since F (X,U) ∼ CΣ, we know 1 − F ′(1 −X,V ) ∼ CΣ. Let Y = 1 − F ′(1 −X, V ), and the
probability density function (pdf) of Y is cΣ(y1, . . . , yp). Then Z = F
′(1−X,V ) = 1−Y , therefore
the pdf of F ′(1−X,V ) is cΣ(1− z1, . . . , 1− zp). Because for the Gaussian copula, we have
cΣ(1− z1, . . . , 1− zp) = cΣ(z1, . . . , zp)
Then Z = F ′(1−X,V ) also follows the same Gaussian copula CΣ.
By Theorem 4.2, we know that these two mappings of different orders will lead to the same
Gaussian copula. Therefore performing discrete PCA with mapped data from these two mappings
will eventually produce the same result.
5 Application: senators’ voting data set
The 109th US Congress, comprising the Senate and the House of Representatives, was the legislative
branch of the US government from January 3, 2005 to January 3, 2007. During this period, 542
bills were voted on by the US Senate. Each of 100 Senators either voted in favor or against or
failed to record their vote on each of these bills. So for this data set, each observation is a senator,
and each component is a call bill. Possibles values are −1, 0, 1, representing “Yes”,“Absent” and
“No”. Therefore the marginal distribution of each component is a multinomial distribution. We
apply optimal mapping method and discrete copula PCA to this data set.
We first map the 3 classes in the multinomial distribution to 1, 2 and 3. Then each marginal
distribution becomes univariate with support {1, 2, 3}. There are 3! different mappings from
{“Yes”, “Absent”, “No”} to {1, 2, 3}. For each of them, we transform the data to continuous
latent variables (Ui’s in section 3.1) with empirical marginal distribution and then calculate the
estimation of Σ0.
We used Spearman’s ρ to estimate the latent correlation matrix. The criterion we used to pick
the optimal mapping here is the r-component recovery rate criterion stated the section 4. r is
chosen to be 2 here for the purpose of displaying the data with first two principle components. The
optimal mapping we picked is then φ ((“Yes”, “Absent”, “No”)) = (2, 1, 3) with a recovery rate of
85.87% using first and second PCs.
Figure 1 shows the r-component recovery rate (defined in 4) against r, the number of PCs used
to reconstruct the data (only first 20 PCs are presented). We can see with first 5 PCs, the recovery
rate is already above 90%. Table 1 shows the recovery rate with first n PCs. Up to 20 PCs are
presented in the table.
Table 1: Recovery rate with first n PCs
# of PCs 1 2 3 4 5
Recovery rate 72.65% 85.87% 88.92% 90.00% 90.80%
# of PCs 6 7 8 9 10
Recovery rate 90.99% 91.55% 91.93% 92.15% 92.37%
# of PCs 11 12 13 14 15
Recovery rate 92.57% 92.75% 92.81% 93.01% 93.24%
# of PCs 16 17 18 19 20
Recovery rate 93.42% 93.63% 93.78% 93.99% 94.13%
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Figure 1: Recovery rate with first n PCs
Since with first 2 PCs, we can already recover 85.87% and with first 5 PCs, we can recover 90.8%
of the data, then we can consider using first 5 PCs to reduce the dimension. We present the scores
of the first 5 PCs in Figure 2 for senators from Democratic Party and Republican Party. Red color
indicates that the score is negative while the blue color indicates that the score is positive. From
these two figures, we can see scores for PC1 are very different within each of the parties. There
are large positive scores as well as large negative scores. For PC2, interestingly, most Democratic
senators have positive scores while most Republican senators have negative scores. The remaining
3 PCs are obviously smaller in terms of absolute values compared to the first 2 PCs. From here we
can see PC2 is a component that separate 2 parties.
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Figure 2: Scores of first 5 PCs
We then visualize the data with PC1 and PC2. In Figure 3, the senators from Democratic Party
are colored blue and senators from Republican Party are colored red. Again, in this visualization,
PC2 separate these two parties. What’s more, we can see there are 2 possible groups within
Democratic senators and 3 possible groups within Republican Party. This indicates that senators
in on cluster might belong to a bloc.
We also note that Chafee and Nelson are far away from the majority of their own parties, which
make sense based on our external knowledge outside this data set
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Arlen Specter (PA) − R
Barack H. Obama (IL) − D
Barbara A. Mikulski (MD) − D
Barbara Boxer (CA) − D
Bill Nelson (FL) − DBlanche L. Lincoln (AR) − D
Byron L. Dorgan (ND) − D
C. Saxby Chambliss (GA) − R
Carl Levin (MI) − D
les E. ’Chuck’ Grassley (IA) − R
Charles E. ’Chuck’ Schumer (NY) − D
Charles T. ’Chuck’ Hagel (NE) − R
Christopher J. Dodd (CT) − D
istopher S. ’Kit’ Bond (MO) − RConrad R. Burns (MT) − R
Craig Thomas (WY) − R
Daniel K. Inouye (HI) − DDaniel Kahi ina Akaka (HI) − D
David B. Vitter (LA) − R
Debbie Ann Stabenow (MI) − D
Dianne Feinstein (CA) − D
E. Benjamin ’Ben’ Nelson (NE) − D
Edward M. ’Ted’ Kennedy (MA) − D
Elizabeth H. Dole (NC) − R
Evan Bayh (IN) − DFrank R. Lautenberg (NJ) − D
George Felix Allen (VA) − RGeorge V. Voinovich (OH) − R
Gordon Harold Smith (OR) − R
Harry M. Reid (NV) − DHerbert H. ’Herb’ Kohl (WI) − D
Hillary Rodham Clinton (NY) − D
James M. ’Jim’ Inhofe (OK) − R
James M. ’Jim’ Talent (MO) − R
ames Merrill ’Jim’ Jeffords (VT) − I
Jeff Bin man (NM) − D
Jefferson B. ’Jeff’ Sessions III (AL) − R
Jim Bunning (KY) − R
Jim W. DeMint (SC) − R
John Cornyn (TX) − R
John D. ’Jay’ Rockefeller IV (WV) − D
John E. Sununu (NH)  
John Eric Ensign (NV) − R
John F. ’Jack’ Reed (RI) − DJohn F rbes Kerry (MA) − D
John H. ’Johnny’ Isakson (GA) − RJohn R. Thune (SD) − R
John S. McCain (AZ) − R
John W. Warner (VA) − R
Jon Kyl (AZ) − R
Joseph I. Lieberman (CT)  Joseph R. Biden J . (DE) − D
Judd A. Gregg (NH) − RKay Bailey Hutchison (TX) − R
Ken Salazar (CO) − D
Kent Conrad (ND) − D
Lamar Alexander (TN) − R
Larry E. Craig (ID) − R
Lincoln D. Chafee (RI) − R
Lindsey O. Graham (SC) − RLisa A. Murkowski (AK) − R
Maria Cantwell (WA) − D
Mark Dayton (MN) − D
Mark Pryor (AR) − D
Mary L. Landrieu (LA) − D
Max S. Baucus (MT) − D
Mel Martinez (FL) − R
Michael B. Enzi (WY) − R
Michael D. ’Mike’ Crapo (ID) − R
Michael ’Mike’ DeWine (OH) − R
Mitch McConnell (KY)  
Norm Coleman (MN) − R
Olympia J. Snowe (ME) − R
Orrin G. Hatch (UT) − R
Pat Roberts (KS) − R
Patrick J. Leahy (VT) − DPatty Murray (WA) − D
Paul S. Sarbanes (MD) − D
ete V. Domenici (N ) − RRichard C. Shelby (AL) − R
Richard G. Lugar (IN) − R
Richard J. ’Dick’ Durbin (IL) − D
Richard J. ’Rick’ Santorum (PA) − R
Richard M. Burr (NC) − R
Robert C. Byrd (WV) − D
Robert F. Bennett (UT) − R
Robert Menendez (NJ) − D
Ron Wyden (OR) − DRussell D. Feingold (WI) − D
Samuel D. ’Sam’ Brownback (KS) − R
Susan M. Collins (ME) − R
ed Stevens (AK) − R
Thad Cochran (MS) − R
Thomas Allen ’ om’ Cobur
Thomas Richard Carper (DE) − D
Thomas ’Tom’ Harkin (IA) − D
Tim P. Johnson (SD) − D
Trent Lott (MS) − R
Wayne A. Allard (CO) − R
William H. ’Bill’ Frist (TN) − R
Figure 3: Visualization with PC1 and PC2
We are also interested in the loadings of PC2. Because based on the visualization and scores,
PC2 is an important component. So we want to know what the loading for PC2 is like. However,
to look at the values of 542 loadings is impossible. What we do is to separate negative loadings and
positive loadings, and utilize word cloud to visualize the two parts of loadings. The size of word
corresponds to the absolute value of that loading. From Figure 4 and Figure 5, we find Budget,
Spending and Taxes bills appear to be high in both positive and negative loadings. But there are
still to much bills. So we combine all bills of the same type and visualize negative and positive
loadings in Figure 6 and Figure 7. We find Budget, Spending and Taxes and Appropriations are
both high in negative and positive loadings, and for negative loadings, Executive Branch is also
high.
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Figure 4: Negative loadings for all bills
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Figure 5: Positive loadings for all bills
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Figure 6: Negative loadings for all bill types
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Figure 7: Positive loadings for all bill types
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6 Matrix Gaussian copula method
6.1 The matrix Gaussian copula
Another way to represent the data with multinomial marginal distribution is to use a random matrix.
Suppose we have k classes in the multinomial distribution, and that there are p components, then the
random matrix is a p×k matrix. Each row is considered to be a multivariate marginal distribution,
and for our data the marginal distribution is multinomial distribution whose number of trials is 1.
By imitating the univariate marginal distribution case, we have the following definitions to define
the matrix Gaussian copula and the matrix Gaussian copula family.
In this section, we use the following notation. Suppose M is a matrix, we denote
• Mi· : the i-th row of M as a column vector
• M·j : the j-th column of M
• Mi[j−1] : the i-th row and the first j − 1 columns of M as a column vector
• M·[j−1]: the first j − 1 columns of M
Definition 6.1. (Multivariate quantile transform) Let F be a k-dimensional distribution function
(cdf) and let V1, . . . , Vk be iid Uniform(0, 1) distributed random variables. Then the multivariate
quantile transform Y = τF (V ) is define recursively as
Y1 = F
−1
1 (V1)
Yj = F
−1
j|1,...,j−1(Vj |Y1, . . . , Yj−1), 2 ≤ j ≤ k
where Fj|1,...,j−1 denote the conditional cdf of the j-th component conditioning on the first j − 1
components.
By multivariate quantile transformation, we have Y = τ−1F (V ) ∼ F .
Definition 6.2. (Multivariate distributional transform) Let X be a k-dimensional random vector,
and F be the cdf of X, the multivariate distributional transform is defined as
τF (x) = (F1(x1), F2|1(x2|x1), . . . , Fk|1,...,k−1(xk|x1, . . . , xk−1))
By multivariate distributional transformation τF (X) ∼ Uniform((0, 1)k). And τ−1F (τF (X)) =
X.
Recall that a Gaussian copula is defined as marginally quantile transformed random vector
from a multivariate normal distribution. Let X ∼ N(0,Σ), where Σ is a correlation matrix,
then the marginal distribution is N(0, 1), and the Gaussian copula is (Φ(X1), . . . ,Φ(Xp)). Here
Ui = Φ(Xi) ∼ Uniform(0, 1), and we denote (U1, . . . , Up) ∼ CΣ.
In the case when the observation is matrix, we define matrix Gaussian copula through matrix
normal distribution. We treat the row as our multivariate marginal in the matrix case.
Definition 6.3. Let Xp×k ∼ Np×k(0p×k, Rp×p,Σk×k) be a random matrix from matrix normal
distribution, where R and Σ are correlation matrix. In other words, vec(X) ∼ Nkp(0,Σ⊗R). Each
row follows a N(0,Σ) multivariate normal distribution. Denote the multivariate distributional
transformation as τΣ, then the matrix Gaussian copula CΣ,R is
(τΣ(X1·), . . . , τΣ(Xp·))T ∼ CΣ,R
where Xi, is the i-th row of X, and the transformed random matrix
U = (U1· . . . ,Up·)T = (τΣ(X1·), . . . , τΣ(Xp·))T
is a p× k matrix with marginals Ui· ∼ Uniform((0, 1)k).
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The following lemma and theorem can help to give an equivalent definition of matrix Gaussian
copula in a simpler way.
Lemma 6.1. For continuous random variables, let FX|Y be the conditional cdf of X given Y , then
FX|Y (X|Y ) ∼ Uniform(0, 1) and is independent of Y .
Proof. By Theorem 3.1, for a given y, we know FX|Y (X|Y )|(Y = y) = FX|Y (X|y)|(Y = y) is
Uniform(0, 1). Since it does not depend on the choice of y, we have FX|Y (X|Y ) ∼ Uniform(0, 1)
and is independent of Y .
Lemma 6.2. Let X ∼ Np×k(0, R,Σ), then Xij |X,1 = x,1, . . . ,X,j−1 = x,j−1 has the same distri-
bution as Xij |Xi1 = xi1, . . . , Xi,j−1 = xi,j−1.
Proof. Since each row follows N(0,Σ), we then have
(Xi1, . . . , Xi,j−1, Xij) ∼ N
([
0
0
]
,
[
Σj−1 bj−1
bTj−1 1
])
where
Σj−1 =
[
Ij−1 0
]
Σ
[
Ij−1 0
]
bj−1 =
[
Ij−1 0
]
Σej
ej is a vector of length k with 1 in the j-th position and 0’s elsewhere. Then the conditional
distribution of the j-th element of the i-th conditioning on the first j−1 elements of the i-th row is
Xij |Xi[j−1] = xi[j−1] ∼ N
(
bTj−1Σ
−1
j−1xi[j−1], 1− bTj−1Σ−1j−1bj−1
)
On the other hand,
vec(X·1, . . . ,X·(j−1),X·j) ∼ N
([
0p(j−1)
0p
]
,
[
Σj−1 ⊗R bj−1 ⊗R
bTj−1 ⊗R R
])
Then
X·j |X.[j−1] = x.[j−1] ∼ N
(
(bTj−1Σ
−1
j−1 ⊗ I)x.[j−1], R− bTj−1Σ−1j−1bj−1R
)
From the joint distribution X·j |X.[j−1] = x.[j−1], we get the marginal conditional distribution
Xij |X.[j−1] = x.[j−1] ∼ N
(
bTj−1Σj−1xi[j−1], 1− bTj−1Σ−1j−1bj−1
)
Hence Xij |X·[j−1] = x·[j−1] has the same distribution as Xij |Xi[j−1] = xi[j−1].
Lemma 6.3. Let F be the cdf of N(0,Σ), and τ−1Σ = τ
−1
F be the quantile transform from V =
(V1, . . . , Vk) to Y = (Y1, . . . , Yk) = τ
−1
F (V ), then recursively we have
Y1 = F
−1
1 (V1) = Φ
−1(V1)
Yj = F
−1
j|1,...,j−1(Vj |Y1, . . . , Yj−1) = Φ−1(Vj)
√
1− bTj−1Σ−1j−1bk−1 + bk−1TΣ−1j−1Y (j−1)
where Y (j−1) = (Y1, . . . , Yj−1), Σj−1 is the matrix of first j − 1 columns and first j − 1 rows of Σ,
and bj−1 is the vector of j-th column and first j − 1 rows, i.e.
Σj−1 =
[
Ij−1 0
]
Σ
[
Ij−1 0
]
bj−1 =
[
Ij−1 0
]
Σej
ej is a vector of length k with 1 in the j-th position and 0’s elsewhere.
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Proof. The marginal distribution of N(0,Σ) is N(0, 1), so
Y1 = F
−1
1 (V1) = Φ
−1(V1)
And we know the cdf of N(µ, σ2) can be written as
Φµ,σ2(x) = Φ
(
x− µ
σ
)
Therefore
Φ−1µ,σ2(u) = Φ
−1(u)σ + µ
And by the conditional distribution we identified in Lemma 6.1, we have
Yj = F
−1
j|1,...,j−1(Vj |Y1, . . . , Yj−1) = Φ−1(Vj)
√
1− bTj−1Σ−1j−1bj−1 + bTj−1Σ−1j−1Y (j−1)
Theorem 6.4. CI,R = CΣ,R. In other words, if X ∼ Np×k(0, R,Σ), and (τΣ(X1·), . . . , τΣ(Xp·)) =
(U1·, . . . ,Up·)T = (U·1, . . . ,U·k), then (Φ−1(U·1), . . . ,Φ−1(U·k)) ∼ Np×k(0, R, I).
Proof. By Lemma 6.2, we know the distribution of Xij conditioning on the first j−1 columns of X
is the same as the distribution of Xij conditioning on the first j − 1 elements of thei-th row of X.
In multivariate marginal distributional transform, we use the the distribution of Xij conditioning
on the first j − 1 elements of i-th row of X. And because of the equivalence of the two conditional
distribution, and also with Lemma 6.1, we immediately know thatU·1,U·2, . . . ,U·k are independent,
and hence Φ−1(U·1), . . . ,Φ−1(U·k) are independent. By Lemma 6.3, we have the explicit form of
multivariate marginal transform, and also from there we know vec(Φ−1(U·1), . . . ,Φ−1(U·k)) is a
linear transformation of vec(X). Thus now we only need to prove Φ−1(U·j) ∼ N(0, R), j = 1, . . . , k.
First,
X·1 = Φ−1(U·1)⇒ Φ−1(U·1) ∼ N(0, R)
because for matrix normal distribution Np×k(0, R,Σ), each column is following N(0, R).
For j ≥ 2, we have
X·j = Φ−1(U·j)
√
1− bTj−1Σ−1j−1bj−1 +X·[j−1]Σ−1j−1bj−1
Therefore
E(X·j) = E(Φ−1(U·j))
√
1− bTj−1Σ−1j−1bj−1 + E(X·[j−1])Σ−1j−1bj−1)
Since E(X) = 0, we have E(X·j) = 0 and E(X·[j−1]) = 0, and hence E(Φ−1(U·j)) = 0.
Also
Var(X·j) = (1− bTj−1Σ−1j−1bj−1) Var(Φ−1(U·j)) + Var

X1[j−1]
TΣ−1j−1bj−1
...
Xp[j−1]
TΣ−1j−1bj−1


Note thatX1[j−1]
TΣ−1j−1bj−1
...
Xp[j−1]
TΣ−1j−1bj−1
 =
b
T
j−1Σ
−1
j−1X1[j−1]
...
bTj−1Σ
−1
j−1Xp[j−1]
 = I ⊗ (bTj−1Σ−1j−1)vec(X1[j−1], . . . ,Xp[j−1])
And
vec((X1[j−1], . . . ,Xp[j−1])) = vec((X·1, . . . ,X·(j−1))T ) = vec(XT·[j−1]) ∼ N(0, R⊗ Σj−1)
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Var

X1[j−1]
TΣ−1j−1bj−1
...
Xp[j−1]
TΣ−1j−1bj−1

 = (I × (bTj−1Σ−1j−1)) (R⊗ Σj−1) (I ⊗ (bTj−1Σ−1j−1))
= R⊗ (bTj−1Σ−1j−1bj−1)
= bTj−1Σ
−1
j−1bj−1R
Thus
R = (1− bTj−1Σ−1j−1bj−1) Var(Φ−1(Vj)) + bTj−1Σ−1j−1bj−1R⇒ Var(Φ−1(Vj)) = R
Hence we proved that vec(Φ−1(V1), . . . ,Φ−1(Vk)) ∼ N(0, I⊗R), i.e. (Φ−1(V1), . . . ,Φ−1(Vk)) ∼
MN(0, R, I). And therefore CI,R = CΣ,R.
By Theorem 6.4, we know that matrix Gaussian copula does not depends on Σ, therefore we can
write CΣ,R = CI,R = CR, and we can have the following equivalent definition of matrix Gaussian
copula CR.
Definition 6.4. Let Xp×k ∼ Np×k(0p×k, Rp×p, Ik×k) be a random matrix from a matrix normal
distribution, and let
(Φ(X1·), . . . ,Φ(Xp·))T = (U1·, . . . ,Up·)T = (Φ(X·1), . . . ,Φ(X·k)) = (U·1, . . . ,U·k)
where Xi· is the i-th row of X, X·j is the j-th column of X. Then the matrix Gaussian copula
CR is
(U1·, . . . ,Up·)T = (U·1, . . . ,U·k) ∼ CR
Now we define the matrix Gaussian copula family.
Definition 6.5. A random matrix Xp×k is said to be from a a matrix Gaussian copula family if
the joint cdf F can be written as
F (x1·, . . . ,xp·) = CR
(
τF(1)(x1·), . . . , τF(p)(xp·)
)
where xi· is the i-th row of xp×k, and F(i) is the cdf of i-th row Xi·.
In the definition of matrix Gaussian copula family, compared to the Gaussian copula family,
the univariate marginal distribution transformation is changed to be multivariate marginal distri-
butional transformation. And when k = 1, our matrix Gaussian copula family is the same as the
Gaussian copula family.
6.2 Matrix Gaussian copula PCA for data with multinomial marginals
In the multinomial marginal case, we have discrete distributions. So to estimate the underlying
Gaussian copula, we need to use the generalized multivariate distributional transformation. And
we assume the marginally generalized multivariate distributional transformed random matrix is a
matrix Gaussian copula.
Definition 6.6 (the generalized multivariate distributional transform, Ru¨schendorf (2013), Chapter
1). Let X be an k-dimensional random vector and let W = (W1, . . . ,Wk) be iid Uniform(0, 1)
random variables. For λ = (λ1, . . . , λk) define
τF (x,λ) = (F1(x1, λ1), F2|1(x2, λ2|x1), . . . , Fk|1,...,k−1(xk, λk|x1, . . . , xk−1))
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where
F1(x1, λ1) = F (x1−) + (F1(x1)− F1(x1−))λ1
Fj|1,...,j−1(xj , λj |x1, . . . , xj−1)
= Fj|1,...,j−1(xj − |x1, . . . , xj−1) + (Fj|1,...,j−1(xj |x1, . . . , xj−1)− Fj|1,...,j−1(xj − |x1, . . . , xj−1))λj
, j = 2, . . . , k
are the distributional transforms of the one-dimensional conditional distributions. Finally the
generalized multivariate distributional transform of X is defined as
U = τF (X,W )
Theorem 6.5 (Ru¨schendorf (2013), Chapter 1). Let X be a random vector and let U = τF (X,W )
denote its multivariate distributional transform. Then
U ∼ Uniform ((0, 1)k)
that is the components Ui of U are iid Uniform(0, 1).
And multivariate quantile transform τ−1F is inverse to the generalized multivariate distributional
transform
X = τ−1F (U) = τ
−1
F (τF (X,W )) a.s.
Theorem 6.5 guarantees that by applying the generalized multivariate distributional transform
marginally to each row of a random matrix, we can get a matrix copula. And it also ensures that
we can reconstruct our discrete data with the multivariate quantile transform.
Now suppose we have p components, each of them is multinomial distributed. Suppose there
are k classes for our multinomial marginal distribution, and the number of trials is 1. Since the sum
of a multinomial distributed random vector is always 1, we can take the first k − 1 elements and
form a p× (k − 1) random mart ix X. And each row Xi· ∼ Multinomial(1,pi = (pi1, . . . , pi,k−1)).
By Theorem 6.5, letW1,W2, . . . ,Wp be iid Uniform((0, 1)
k), and (τF(1)(X1·,W1), . . . , τF(p)(Xp·,Wp))
T =
(U1·, . . . ,Up·)T = (U·1, . . . ,U·(k−1)),we have for discrete multivariate marginal distribution,
F (x1·, . . . ,x·) = C(τF(1)(x1·), . . . , τF(p)(xp·))
where (U1·, . . . ,Up·)T = (U·1, . . . ,U·(k−1)) ∼ C. So by the assumption that X if from matrix
Gaussian copula family, we can assume
C = CR
and thus by Theorem 6.4, we have
(Φ−1(U·1), . . . ,Φ−1(U·(k−1))) ∼ Np×k(0, R, I)
which is equivalent to
Φ−1(U·j)
iid∼ N(0, R), j = 1, . . . , k − 1
Now we want to find the generalized multivariate distributional transform for the multivariate
marginal distribution F(i) = Multinomial(1,pi). Since for multinomial distribution, we have
Xij |Xi1 = xi1, . . . , Xi,j−1 = xi,j−1 ∼ Binomial
(
1−
j−1∑
l=1
xil, pij/(1−
j−1∑
l=1
pil)
)
Then by the definition of generalized distributional transform, we know the j-th element of trans-
formed random vector Ui· from Xi· is
Uij =

0 , if one of xi1, . . . , xi,j−1 is 1
1−∑jl=1 pij
1−∑j−1l=1 pilWij , if xi1 = . . . , xi,j−1 = 0 and Xij = 0
1−∑jl=1 pij
1−∑j−1l=1 pil + pij1−∑j−1l=1 pilWij , if xi1 = . . . , xi,j−1 = 0 and Xij = 1
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We use the generalized multivariate transform for each of the observation (which is a p× (k−1)
matrix). The estimated pˆi, i = 1, . . . , p is used. Let the transformed t-th observed random matrix
be U (t) = (U
(t)
1· , . . . ,U
(t)
p· )T = (U
(t)
·1 , . . . ,U
(t)
·(k−1)), t = 1, . . . , n. The columns Φ
−1(U (t)·j ) are iid
N(0, R), hence we have
Φ−1(U (t)·j )
iid∼ N(0, R), j = 1, . . . , k − 1, t = 1, . . . , n
Hence we can estimate R by MLE
Rˆ =
1
n(k − 1)
n∑
t=1
k−1∑
j=1
(U
(t)
·j − U¯)(U (t)·j − U¯)T , U¯ =
1
n(k − 1)
n∑
t=1
k−1∑
j=1
U
(t)
·j
Alternatively, since U
(k)
·j
iid∼ CR, we can also use Spearman’s ρ or Kendall’s τ to estimate R. In
this way the estimator is more robust to the deviation of estimated pˆi to the true pi.
Finally, with our estimated Rˆ, we can perform PCA with this underlying correlation matrix.
Since vec(Φ−1(U·1), . . . ,Φ−1(U·(k−1))) ∼ N(0, I ⊗ R), and suppose R = PΛPT , then the decom-
position I ⊗R is
I ⊗R = (I ⊗ P )(I ⊗ Λ)(I ⊗ PT )
we can then project vec(Φ−1(V1), . . . ,Φ−1(Vk−1)) to I ⊗ P,j to get the score of j-th component,
where P,j is the j-th column of P . Therefore the score for j-th component is
(PT,jΦ
−1(U·1), . . . , PT,jΦ
−1(U·(k−1)))T
,which is a vector of length k − 1.
7 Discussion
Although the discrete Gaussian copula PCA and discrete matrix Gaussian copula PCA have some
model assumptions, but it is still very flexible since we only made assumptions on the copula
level. The univariate and multivariate marginals can be any distributions. What’s more, using
Spearman’s ρ or Kendall’s τ can make the estimation of underlying correlation matrix more robust
to the deviation of empirical or estimated marginals to the true marginals. In this paper, all
the marginals are discrete or multinomial. But since the generalized (multivariate) distributional
transform is equivalent to the usual (multivariate) distributional transform, this method also works
when the marginals are mixture of discrete and continuous univariate or multivariate marginals.
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