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Abstract
This paper treats certain integral lattices with respect to ternary
quadratic forms, which are obtained from the data of a non-zero
element and a maximal lattice in a quaternary quadratic space. Such
a lattice can be described by means of an order associated with the
lattice in the even Clifford algebra of the ternary form. This provides
a correspondence between the genus of the lattice and that of the
order.
Introduction
Let (V, ϕ) be a quadratic space consisting of a vector space V of dimension
4 over an algebraic number field F and a nondegenerate symmetric F -
bilinear form ϕ on V , and L a maximal lattice in V with respect to ϕ. Put
ϕ[x] = ϕ(x, x) for x ∈ V . For an element h of V such that ϕ[h] 6= 0, we put
W = (Fh)⊥ = {x ∈ V | ϕ(x, h) = 0}
and consider a quadratic space (W, ψ) of dimension 3 over F with the
restriction ψ of ϕ to W . Then we have an integral g-lattice L ∩W in W
with respect to ψ. Here g is the ring of all integers in F and the terms
integral and maximal are given as follows: Given g-lattice L in V , we call
it integral with respect to ϕ if ϕ[L] ⊂ g; notice that L ⊂ L˜ if L is integral,
where L˜ = L˜ = {x ∈ V | 2ϕ(x, L) ⊂ g}; by a g-maximal, or simply
maximal, lattice L with respect to ϕ, we understand a g-lattice L in V
which is maximal among integral lattices with respect to ϕ. To L ∩ W
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above we can associate an order A+(L ∩ W ) in the even Clifford algebra
A+(W ) of ψ as will be defined below. The purpose of this paper is to
describe the lattice L ∩W by means of the order A+(L ∩W ).
To explain more precisely, let us recall some basic facts on ternary
quadratic spaces (for details see §1.2); A+(W ) is a quaternion algebra
over F , its canonical involution ∗ gives the main involution of A+(W )
as a quaternion algebra, and the even Clifford group G+(W ) of ψ con-
sists of all invertible elements of A+(W ). Moreover (W, ψ) is isomor-
phic to (A+(W )◦, dν◦) with some d ∈ F×, where ν is the norm form
of A+(W ), A+(W )◦ = {x ∈ A+(W ) | x∗ = −x}, and ν◦ is the re-
striction of ν to A+(W )◦. Under such an isomorphism, the special or-
thogonal group SOψ = {γ ∈ Oψ | det(γ) = 1} of ψ can be identified
with the set of all the mappings x 7→ α−1xα for α ∈ A+(W )×, where
Oψ = {γ ∈ GL(W ) | ψ(xγ, yγ) = ψ(x, y) for every x, y ∈ W}. Given an
integral lattice N in (W, ψ), let A(N) be the order in the Clifford algebra
A(W ) of ψ generated by g and N , and set A+(N) = A+(W )∩A(N). Then
A+(N) is an order in A+(W ).
Now, fix an isomorphism ξ of (W, ψ) onto (A+(W )◦, dν◦) with d ∈ F×
and put d−1g = ar2 with a squarefree integral ideal a and a g-ideal r of F .
Then we shall show in Theorem 4.1 that
(L ∩W )ξ = rcDψ[M/L ∩W ] · {A+(L ∩W )˜ ∩ A+(W )◦}. (0.1)
Here c is the product of the prime ideals of a which are prime to the discrim-
inant Dψ of A
+(W ), [M/L ∩W ] is the integral ideal in F given in (1.15)
with a maximal lattice M in (W, ψ), and A+(L ∩ W )˜ = {x ∈ A+(W ) |
2ν(x, A+(L ∩W )) ⊂ g}.
From the description of L ∩W in (0.1) we have the following results:
(1) The SOψ-genus of L ∩W is determined by the genus of o which is
defined by the set {α−1oα | α ∈ A+(W )×
A
}. Here o = A+(L∩W ) and
the subscript A means adelization.
(2) C(L ∩W ) = τ(T (o)). Here C(L ∩W ) = {γ ∈ SOψ
A
| (L ∩W )γ =
L ∩ W}, T (o) = {α ∈ G+(W )A | αo = oα}, and τ is a surjective
homomorphism of G+(W )A onto SO
ψ
A
defined in (1.3).
(3) The map N 7→ A+(N) gives a bijection of the set of SOψ-classes in
the SOψ-genus of L ∩W onto the set of isomorphism classes in the
genus of o.
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In addition it is noted that o has discriminant ϕ[h][L˜/L](2ϕ(h, L))−2, which
is not squarefree in general. Here [L˜/L] is the discriminant ideal of ϕ defined
in Section 1.1 of the text.
All results in the present paper concern the integral lattices L∩W , which
are obtained from various (V, ϕ), L, and h. Though our investigation does
not treat all integral lattices in (W, ψ), such lattices and the associated
orders can be applied to the study of quadratic Diophantine equations in
four variables, as was shown in [2] and [3]. In fact, our results complement
[2, Lemma 2.1], [3, Lemma 2.1, and Theorem 2.2] that played fundamental
roles in the proofs of the main results in those papers.
Notation. We denote by Z and Q the ring of rational integers and
the field of rational numbers, respectively. If R is an associative ring with
identity element and if M is an R-module, then we write R× for the group
of all invertible elements of R andMmn the R-module ofm×n-matrices with
entries in M . We set R×2 = {a2 | a ∈ R×}. For a finite set X , we denote
by #X the number of elements in X . We also write diag[a1, · · · , as] for
the matrix with square matrices a1, · · · , as in the diagonal blocks and 0 in
all other blocks.
Let V be a vector space over a field F of characteristic 0, and GL(V )
the group of all F -linear automorphisms of V . We let GL(V ) act on V on
the right.
Let F be an algebraic number field (of finite degree) and g the ring of
all algebraic integers in F . For a fractional ideal in F we often call it a
g-ideal. Let a, h, and r be the sets of archimedean primes, nonarchimedean
primes, and real archimedean primes of F , respectively. We denote by Fv
the completion of F at v ∈ a ∪ h. We often identify v with the prime ideal
of F corresponding to v ∈ h. For v ∈ h, we denote by gv, pv, and πv the
maximal order of Fv, the prime ideal in Fv, and a prime element of Fv,
respectively. If K is a quadratic extension of F , we denote by DK/F the
relative discriminant of K over F .
By a g-lattice L in a vector space V over a number field or nonar-
chimedean local field F , we mean a finitely generated g-submodule in V
containing a basis of V . By an order in a quaternion algebra B over F we
mean a subring of B containing g that is a g-lattice in B. For a symmetric
F -bilinear form ϕ on V and two subspaces X and Y of V , we denote by
X⊕Y the direct sum of X and Y if ϕ(x, y) = 0 for every x ∈ X and y ∈ Y ;
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we also denote by ϕ|X the restriction of ϕ to X . When X is an object
defined over a number field F , we often denote by Xv the localization at a
prime v if it is meaningful.
1 Quaternary and ternary quadratic spaces
1.1 Preliminaries for quadratic spaces
Throughout the paper we shall use the same notation and terminology as
in [3], which are following the textbook by Shimura [6]. We begin by intro-
ducing the invariants and the discriminant ideal of a quadratic space (V, ϕ)
over an algebraic number field or its completion F . We often call the former
F a global field and the latter a local field when it is nonarchimedean.
By the invariants of (V, ϕ) over a global field F , we understand a set of
data
{n, F (
√
δ), Q(ϕ), {sv(ϕ)}v∈r}, (1.1)
where n is the dimension of V , F (
√
δ) is the discriminant field of ϕ with
δ = (−1)n(n−1)/2 det(ϕ), Q(ϕ) is the characteristic quaternion algebra of
ϕ, and sv(ϕ) is the index of ϕ at v ∈ r. For these definitions, the reader
is referred to [7, §1.1, §3.1, and §4.1]. By virtue of [7, Theorem 4.2], the
isomorphism class of (V, ϕ) is determined by {n, F (√δ), Q(ϕ), {sv(ϕ)}v∈r}
and vice versa.
The characteristic algebra Q(ϕv) is also defined for ϕv at v ∈ a∪h (cf. [7,
§3.1]). Here we put Vv = V ⊗F Fv and ϕv denotes the Fv-bilinear extension
of ϕ to Vv. If v ∈ h, by [7, Lemma 3.3], the isomorphism class of (Vv, ϕv)
is determined by {n, Fv(
√
δ), Q(ϕv)}. As for v ∈ a, it is determined by
{n, sv(ϕ)} if v ∈ r, and by the dimension n if v 6∈ r. If v ∈ r, then Q(ϕv) is
given by [7, (4.2a) and (4.2b)], for example. If v 6∈ r, then Q(ϕv) = M2(C),
where C is the field of complex numbers.
Let SOϕ(V )A be the adelization of SO
ϕ(V ) in the usual sense (cf. [6,
§9.6]). For α ∈ SOϕ(V )A and a g-lattice L in V , we denote by Lα the
g-lattice in V whose localization is given by Lvαv for every v ∈ h. We put
C(L) = {α ∈ SOϕ(V )A | Lα = L}, C(Lv) = SOϕv(Vv) ∩ C(L), (v ∈ h)
Γ(L) = SOϕ(V ) ∩ C(L). (1.2)
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Then the map α 7→ Lα−1 gives a bijection of SOϕ \ SOϕ
A
/C(L) onto {Lα |
α ∈ SOϕ
A
}/SOϕ. We call {Lα | α ∈ SOϕ
A
} the SOϕ-genus of L, {Lγ | γ ∈
SOϕ} the SOϕ-class of L, and #{SOϕ \ SOϕ
A
/C(L)} the class number of
SOϕ relative to C(L) or the class number of the genus of L with respect
to SOϕ. It is known that all g-maximal lattices in V with respect to ϕ
form a single SOϕ-genus. Let A+(V )×
A
(resp. G+(V )A) be the adelization of
A+(V )× (resp. G+(V )). We define a homomorphism τ of G+(V ) onto SOϕ
by
xτ(α) = α−1xα for x ∈ V and α ∈ G+(V ). (1.3)
This can be extended to a homomorphism of G+(V )A onto SO
ϕ
A
(see [6,
§9.10] for details). We denote it by the same symbol τ .
For two g-lattices L and M in V over a global or local field F , we de-
note by [L/M ] a g-ideal of F generated over g by det(α) of all F -linear
automorphisms α of V such that Lα ⊂ M . If F is a global field, then
[L/M ] =
∏
v∈h[Lv/Mv] with the localization [L/M ]v = [Lv/Mv] at each v.
Following [7, §6.1], in both global and local F , we call [L˜/L] the discrimi-
nant ideal of (V, ϕ) if L is a g-maximal lattice in V with respect to ϕ. This
is independent of the choice of L. If F is a local field, the discriminant ideal
of ϕ coincides with that of a core subspace of ϕ.
For a g-lattice L in V , q ∈ F , and a g-ideal b of F , we put
L[q] = {x ∈ L | ϕ[x] = q}, L[q, b] = {x ∈ V | ϕ[x] = q, ϕ(x, L) = b}.
Here ϕ(x, L) = {ϕ(x, y) | y ∈ L}, which becomes a g-ideal of F . Suppose
F is a nonarchimedean local field. Let V have dimension n > 2 and L be
a g-maximal lattice in V with respect to ϕ. Then [6, Theorem 10.5] due to
Shimura shows that
L[q, b] = hC(L), (1.4)
provided h ∈ L[q, b] (cf. also [8, Theorem 1.3]). In the same setting, Yoshi-
naga [9, Theorem 3.5] gives an element of L[q, b] in terms of a Witt decom-
position of (V, ϕ) for every set L[q, b] contained in L. In later arguments
we will employ such elements by means of (1.4).
Let us introduce some symbols which will be used throughout the paper.
Let F be a global or local field. For a quadratic extension field K of F , we
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put 2κ(x, y) = xyρ+ xρy for x, y ∈ K with a nontrivial automorphism ρ of
K over F . Put also κ[x] = κ(x, x), which is the norm NK/F (x) of x. For a
quaternion algebra B over F , we put 2β(x, y) = xyι+yxι for x, y ∈ B with
the main involution ι of B. Then the reduced norm NB/F (x) of x is given
by β[x] = β(x, x); the reduced trace is TrB/F (x) = 2β(x, 1). We denote by
DB the discriminant of B. Every quaternion algebra B over F can be given
by
K +Kω, ω2 = c, xω = ωxι for every x ∈ K (1.5)
with a quadratic extension field K of F , ω ∈ B×, and c ∈ F× (cf. [6,
§1.10]). We denote it by {K, c}. Then {K, c} = M2(F ) if and only if
c ∈ κ[K×]. In particular when F is local, a division quaternion algebra
over F is isomorphic to {K, c} with an arbitrarily fixed element c ∈ F×
such that c 6∈ κ[K×]. This is because there is a unique division quaternion
algebra over F up to isomorphisms; see [6, Theorem 5.14], for example. We
set
B◦ = {x ∈ B | xι = −x}, β◦ = β|B◦ . (1.6)
For an order o in B it is known that [o˜/o] = d(o)2 with an integral ideal
d(o) in F . Here o˜ = {x ∈ B | TrB/F (xo) ⊂ g}. The ideal d(o) is called the
discriminant of o. If F is a number field and o is a maximal order, then d(o)
is the product of all prime ideals ramified in B, that is, the discriminant of
B. When F is global, we set
T (o) = {α ∈ B×
A
| αo = oα}, T (ov) = B×v ∩ T (o) (v ∈ a ∪ h),
Γ∗(o) = B× ∩ T (o), (1.7)
where B×
A
is the adelization of B×, Bv = B ⊗F Fv, and ov = o ⊗g gv; note
that T (ov) = B
×
v if v ∈ a. Then #{T (o)\B×A/B×} is called the type number
of o. If U = B×
a
∏
v∈h o
×
v in B
×
A
, then #{U \ B×
A
/B×} is called the class
number of o.
1.2 Ternary quadratic spaces
We recall some basic facts on three-dimensional quadratic spaces (W, ψ)
over a number field or its completion F . The characteristic algebra Q(ψ) is
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given by A+(W ) by definition. The core dimension sv of (W, ψ) at v ∈ h is
determined by
sv =
{
1 if Q(ψv) = M2(Fv),
3 if Q(ψv) is a division algebra.
(1.8)
This can be seen from [7, §3.2] and the proof of [7, Lemma 3.3].
There are isomorphisms of (W, ψ) onto (A+(W )◦, dν◦) with d ∈ F×. Let
us explain it, following [6, §7.3]. Take an orthogonal basis {k1, k2, k3} ofW
with respect to ψ; namely, an F -basis {ki}3i=1 of W such that ψ(ki, kj) = 0
for i 6= j. Under the identification of W with the corresponding subspace
in the Clifford algebra A(W ), put ξ = k1k2k3 ∈ A(W )×; then F + Fξ is
the center of A(W ). We see that A+(W ) = F + Fk1k2 + Fk1k3 + Fk2k3
and Wξ = Fk1k2 + Fk1k3 + Fk2k3. By [6, Theorem 2.8(ii)], A
+(W ) is a
quaternion algebra over F ; the main involution coincides with the canonical
involution ∗ restricted to A+(W ). Then the map x 7→ xξ gives an F -linear
isomorphism of W onto A+(W )◦ such that (xξ)(xξ)∗ = ξξ∗ψ[x] for x ∈ W .
Putting ν[y] = yy∗ for y ∈ A+(W ), we have an isomorphism
(W, ψ) ∼= (A+(W )◦, (ξξ∗)−1ν◦) via x 7−→ xξ. (1.9)
Notice that ξξ∗ = ψ[k1]ψ[k2]ψ[k3] ∈ F× and so F (
√−ξξ∗) is the discrim-
inant field of ψ. For the sake of simplicity, we often denote by ξ such an
isomorphism in (1.9). Let {gi} be another orthogonal basis of (W, ψ) and
put ζ = g1g2g3. Since Fξ = Fζ by [6, Lemma 2.5 (iii)], the isomorphism
defined in (1.9) with ζ is given by x 7→ cxξ with some c ∈ F×.
Let G+(W ) be the even Clifford group of (W, ψ) and τ the homomor-
phism defined in (1.3). By the definition of A+(W )◦, α−1A+(W )◦α =
A+(W )◦ for α ∈ A+(W )×. Hence we have G+(W ) = A+(W )×. Moreover,
under the isomorphism (1.9) we can understand that
xτ(α) = α−1xξαξ−1
for x ∈ W and α ∈ A+(W )×.
Now, the pair (A+(W ), ν) can be viewed as a quaternary quadratic
space over F . We note that ν(x, y) = 2−1TrA+(W )/F (xy
∗) for x, y ∈ A+(W ).
Assume that F is a global or local field. For an integral lattice N in W
with respect to ψ, we consider the order A+(N) in A+(W ) as defined in
the introduction. Its discriminant d(A+(N)) is given by [A+(N )˜ /A+(N)] =
d(A+(N))2, where A+(N )˜ = {x ∈ A+(W ) | 2ν(x, A+(N)) ⊂ g}.
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Lemma 1.1. Let N (resp. M) be an integral lattice (resp. a g-maximal lat-
tice) in W with respect to ψ. Then [A+(M )˜ /A+(M)] and [A+(M)/A+(N)]
are independent of the choice of M . Moreover the following assertions hold:
(1) [A+(M)/A+(N)] = [M/N ]2.
(2) [A+(N )˜ /A+(N)] = (2−1[N˜/N ])2.
(3) d(A+(N)) = 2−1[N˜/N ].
It should be remarked that we use the same symbol ˜ in the sense of N˜
or A+(N )˜ with respect to ψ or ν, respectively. We also note that assertion
(3) can be verified from Peters [4, Satz 7]. As an application of this lemma
it can be seen that if the order A+(N) is maximal in A+(W ) for an integral
lattice N in (W, ψ), then N is g-maximal with respect to ψ. The converse is
not true; namely, in general, A+(N) is not maximal even if N is a maximal
lattice.
Proof. All assertions in the global case can be obtained from the corre-
sponding local assertions by localization. Hence we prove them in the local
case.
Let M ′ be another maximal lattice in W . Then M ′γ = M with some
γ ∈ SOψ(W ). By [6, Lemma 3.8(ii)], γ can be extended to an F -linear ring-
automorphism of A(W ). Clearly A+(M ′)γ = A+(M ′γ) = A+(M). It can
be seen that (yγ)∗ = y∗γ for y ∈ A(W ). Hence ν[yγ] = ν[y] for every y ∈
A+(W ). This implies that the extended γ on A+(W ) has determinant ±1.
Employing this γ, we have [A+(M)/A+(N)] = [A+(M ′)/A+(N)]. Therefore
[A+(M)/A+(N)] is independent of the choice of M .
(1) LetM0 be a maximal lattice containing N . There is a g-basis {ki}3i=1
ofM0 such thatN =
∑3
i=1 gεiki with the elementary divisors {εig}3i=1. Then
[M0/N ] = [g
1
3/g
1
3ε] = ε1ε2ε3g, where ε = diag[ε1, ε2, ε3]. Furthermore, we
have [A+(M0)/A
+(N)] = [g14/g
1
4ε
′] = (ε1ε2ε3)
2g = [M0/N ]
2, where ε′ =
diag[1, ε1ε2, ε1ε3, ε2ε3]. Because [A
+(M0)/A
+(N)] and [M0/N ] are both
independent of M0, we have (1).
(2) Let N =
∑3
i=1 gei. With respect to this basis, N can be identi-
fied with g13 and N˜ with g
1
3(2ψ0)
−1, where ψ0 is the matrix representing
ψ with respect to {ei}3i=1. Then [N˜/N ] = [g13/g132ψ0] = 23 det(ψ0)g. On
the other hand, since A+(N) has a g-basis {1, eiej}1≤i<j≤3, A+(N) can
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be identified with g14 and A
+(N )˜ with g14(2ν0)
−1, where ν0 is the ma-
trix representing ν with respect to that basis. Then [A+(N )˜ /A+(N)] =
[g14/g
1
42ν0] = 2
4 det(ν0)g. In view of eiej + ejei = 2ψ(ei, ej), straightforward
calculations show that det(ν0) = det(ψ0)
2. This proves (2). In particular,
[A+(M )˜ /A+(M)] = (2−1[M˜/M ])2, which does not depend on the choice of
maximal M .
(3) Applying [1, Lemma 2.2(3)] to A+(N) ⊂ A+(M0) with M0 in the
proof of (1), and combining with the results of (1) and (2), we have
[A+(N )˜ /A+(N)] = [A+(M0)/A
+(N)]2[A+(M0)˜ /A
+(M0)]
= ([M0/N ]
2 · 2−1[M˜0/M0])2 = (2−1[N˜/N ])2,
which proves (3).
We shall here recall several results in [8, Section 5], which concern max-
imal lattices with respect to ternary forms. Let us restate those facts as
follows:
Theorem 1.2. (Shimura) Let (W, ψ) be a ternary quadratic space over a
number field F and ξ an isomorphism in (1.9) of W onto A+(W )◦ such that
ψ[x] = (ξξ∗)−1ν◦[xξ] for x ∈ W . Put ξξ∗g = ar2 with a squarefree integral
ideal a and a g-ideal r of F . Let M be a maximal lattice in W . Then the
following assertions hold:
(1) There exists a unique order O in A+(W ) of discriminant a0e con-
taining A+(M). Here a0 is the product of the prime ideals of a that
are prime to the discriminant e of A+(W ). For v ∈ h, Ov is a
unique maximal order in the division algebra A+(W )v, which is given
by {x ∈ A+(W )v | νv[x] ∈ gv} if av = gv and ψv is anisotropic, and
Ov = A
+(M)v otherwise.
(2) For v ∈ h, Mv can be given by
(Mξ)v =
{
rv(Ov ∩A+(W )◦v) if av = gv,
pvrv(A
+(M )˜ v ∩ A+(W )◦v) if av = pv.
(1.10)
(3) C(M) = τ(T (O)) and Γ(M) = τ(Γ∗(O)) with the notation of (1.2)
and (1.7).
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(4) The class number of the genus of M with respect to SOψ(W ) equals
the type number of O.
Assertions (1) and (2) can be seen from [8, Lemma 5.3(ii)] and its proof;
we remark that the constant d in that statement is (ξξ∗)−1 in the present
one and so it must be viewed as (ξξ∗)−1g = a(ar)−2. Assertions (3) and (4)
can be found in Lemma 5.4 and Theorem 5.9 of [8], respectively.
When our lattice L∩W in the introduction is maximal, Theorem 1.2 is
applicable. Notice that the order O in (1) contains A+(L∩W ). Similarly for
non-maximal L∩W , there is an order O in A+(W ) containing A+(L ∩W )
such that C(L ∩W ) = τ(T (O)) and Γ(L ∩ W ) = τ(Γ∗(O)), under some
conditions on h. That is given in [3, Theorem 3.4] and relies on our result
(0.1).
1.3 Orthogonal complements in quaternary spaces
Let (V, ϕ) be a four-dimensional quadratic space over a number field F .
The characteristic algebra Q(ϕ) is determined by A(ϕ) ∼= M2(Q(ϕ)) by
definition. Put B = Q(ϕ) and K = F (
√
δ) with δ = det(ϕ). The core
dimension tv of (V, ϕ) at v ∈ h is determined by
tv =

0 if Fv(
√
δ) = Fv and Q(ϕv) = M2(Fv),
4 if Fv(
√
δ) = Fv and Q(ϕv) is a division algebra,
2 if Fv(
√
δ) 6= Fv.
(1.11)
This can be seen from [7, §3.2] and the proof of [7, Lemma 3.3].
For h ∈ V such that ϕ[h] = q 6= 0 we put
W = (Fh)⊥ = {x ∈ V | ϕ(x, h) = 0}.
Then (W, ψ) is a nondegenerate ternary quadratic space over F with the
restriction ψ of ϕ to W . Clearly (V, ϕ) = (W, ψ) ⊕ (Fh, ϕ|Fh). The in-
variants of (W, ψ) are given by {3, F (√−δq), Q(ψ), {sv(ψ)}v∈r}, which are
independent of the choice of h. The characteristic algebra Q(ψ) = A+(W )
is determined by the local algebras Q(ψv) for all primes v of F . It can be
seen from [7, Theorem 7.4 (i)] that
M2(Q(ϕ)) ∼= Q(ψ)⊗F {K, q}, (1.12)
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where F is a number field or its completion and we understand {K, q} =
M2(F ) if K = F . The index at v ∈ r is given by sv(ψ) = sv(ϕ) − 1 if
qv > 0 and sv(ψ) = sv(ϕ) + 1 if qv < 0. Here qv is the image of q under
the embedding of F into the field R of real numbers at v ∈ r. The core
dimension of (W, ψ) at v ∈ h is determined by (1.8).
The Clifford algebra A(W ) can be viewed as a subalgebra of A(V ) with
the restriction ψ of ϕ to W . Then A+(W ) = {x ∈ A+(V ) | xh = hx} and
G+(W ) = {α ∈ G+(V ) | αh = hα} by [6, Lemma 3.16]. The canonical
involution of A(W ) coincides with ∗ of A(V ) restricted to A(W ). In par-
ticular, such a ∗ gives the main involution of the quaternion algebra A+(W ).
Let L and M be g-maximal lattices in V and W with respect to ϕ and
ψ, respectively. The discriminant ideals of ϕ and ψ are given as follows:
[L˜/L] = DK/F e
2, (1.13)
[M˜/M ] = 2a−1D2Q(ψ) ∩ 2a, (1.14)
where e is the product of all the prime ideals which are ramified in B and
which do not ramify in K; we understand DK/F = g if K = F ; we put
δqg = ab2 with a squarefree integral ideal a and a g-ideal b of F . These
(1.13) and (1.14) can be seen by applying [7, Theorem 6.2] to (V, ϕ) and
the complement (W, ψ).
The intersection L∩W is an integral g-lattice inW with respect to ψ. It
can be verified that [(L∩W )˜ /L∩W ] = [M/L∩W ]2[M˜/M ] and [M/L∩W ]
is an integral ideal, which is independent of the choice of M ; see [1, Lemma
2.2(6)]. Moreover there is a g-ideal b(q) of F such that
[M/L ∩W ] = b(q)(2ϕ(h, L))−1 (1.15)
by [1, Theorem 4.2]. We note that 2ϕ(h, L) must contain b(q) and that
2ϕ(h, L) ⊂ g if h ∈ L. The ideal b(q) is determined by [1, (4.1)] as follows:
2q[L˜/L] = b(q)2[M˜/M ]. (1.16)
Now, to L ∩ W we associate the order A+(L ∩ W ) as mentioned in the
introduction. From Lemma 1.1(3) its discriminant is given by
d(A+(L ∩W )) = 2−1[(L ∩W )˜ /L ∩W ] = q[L˜/L](2ϕ(h, L))−2. (1.17)
We note that if d(A+(L∩W )) is squarefree, then 2ϕ(h, L) must be b(q) in
(1.15), that is, L ∩W is maximal in W .
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2 The order A+(L ∩W )
Let F be a nonarchimedean local field and p the prime ideal of F . For
b ∈ F× we set
(F (
√
b)/p) =

1 if F (
√
b) = F ,
−1 if F (√b) is an unramified quadratic extension of F,
0 if F (
√
b) is a ramified quadratic extension of F .
For a quaternion algebra B over F we also set
χ(B) =
{
1 if B ∼= M2(F ),
−1 if B is a division algebra.
Let (V, ϕ) be a quaternary quadratic space over F . For h ∈ V such that
ϕ[h] = q 6= 0, put W = (Fh)⊥ and let ψ be the restriction of ϕ to W . Let
t be the core dimension of ϕ.
Lemma 2.1. Suppose that ϕ is isotropic. Let L be a g-maximal lattice in
V with respect to ϕ. Put qg = q0p
2ℓ with q0 ∈ g× ∪ πg× and ℓ ∈ Z. If
b(q) = pℓ, then A+(L ∩W ) = A+(L) ∩A+(W ).
Proof. Since ϕ is isotropic, t is 0 or 2. Let K be the discriminant algebra of
ϕ defined by K = F × F or K = F (√det(ϕ)) according as t = 0 or t = 2.
Because K is embeddable in A+(V ), we identify K with the image of it.
Then there is a weak Witt decomposition as follows:
V = Kg ⊕ (Fe+ Ff), L = rg + (ge+ gf),
(Kg, ϕ) ∼= (K, cκ) via xg 7−→ x (2.1)
with some elements e and f of V such that ϕ[e] = ϕ[f ] = 0 and 2ϕ(e, f) = 1,
and also g ∈ V such that g2 = c ∈ F×. Here r = g× g if t = 0 and r is the
maximal order of K if t = 2. We may assume that c = 1 if t = 0, c ∈ g× if
(K/p) = −1 and χ(Q(ϕ)) = +1, c ∈ πg× if (K/p) = −1 and χ(Q(ϕ)) = −1,
and c ∈ g× if (K/p) = 0. We note that A+(Kg) = K and xg = gx∗ for
x ∈ K, and that (a, b)∗ = (b, a) and κ[(a, b)] = ab for (a, b) ∈ K when
t = 0.
Put 2ϕ(h, L) = pm. Then m ≤ ℓ because b(q) is contained in 2ϕ(h, L).
We take k = qπ−me + πmf . This satisfies ϕ[h] = ϕ[k] and 2ϕ(h, L) =
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2ϕ(k, L). By virtue of (1.4), there exists α ∈ C(L) such that hα = k.
Under the isomorphism α, we may identify W with (Fk)⊥ and ψ with the
restriction of ϕ to (Fk)⊥; for details, see the explanation of (3.2) below.
Then we have
W = Kg ⊕ F (qπ−me− πmf), L ∩W = rg + p−m(qπ−me− πmf).
(2.2)
We set M = rg + p−ℓ(qπ−me − πmf). Since ψ[M ] ⊂ g and [M/L ∩W ] =
[p−ℓ/p−m] = b(q)(2ϕ(h, L))−1, M is a g-maximal lattice in (W, ψ) contain-
ing L ∩W .
We are going to show that A+(M) contains A+(L) ∩ A+(W ) by means
of the F -linear ring-isomorphism Ψ of A(V ) introduced in [6, §2.4]. Recall
that Ψ(A(V )) = M2(A(Kg)) = M2({K, g2}) and
Ψ(A+(V )) =

a b
c d
 ∈M2(A(Kg))
∣∣∣∣∣ a, d ∈ K, b, c ∈ Kg
 .
Since A+(W ) = {x ∈ A+(V ) | xh = hx} and Ψ(h) =
 0 qπ−m
πm 0
, we see
that
Ψ(A+(W )) = {x ∈ Ψ(A+(V )) | xΨ(h) = Ψ(h)x} = K +Kη, (2.3)
η =
 0 qπ−mg
πmg 0
 . (2.4)
Here we identify K with Ψ(K) = {diag[a, a] | a ∈ K}. Put r = g[ξ]. We
have then
A+(M) = f+ π−ℓrg(qπ−me− πmf) ∼= Ψ(A+(M)) = f+ π−ℓrη,
where f = g + cgξ, the order in K of conductor cg. Now, Ψ(A(L)) =
M2(A(rg)). This combined with A
+(L) ∩ A+(W ) = A(L) ∩ A+(W ) and
A(rg) = f+ rg shows that
Ψ(A+(L) ∩ A+(W )) =

 a bqπ−mg
bπmg a
 ∈M2(f+ rg) ∣∣∣∣ a, b ∈ K

= f+ π−mrη. (2.5)
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Hence A+(M) contains A+(L)∩A+(W ). Moreover we have [A+(M)/A+(L)∩
A+(W )] = [p−ℓr/p−mr] = [M/L∩W ]2. On the other hand, A+(L)∩A+(W )
contains A+(L ∩W ) and [A+(M)/A+(L ∩W )] = [M/L ∩W ]2 by Lemma
1.1(1). Thus A+(L ∩W ) must coincide with A+(L) ∩ A+(W ).
Lemma 2.2. Let L be a g-maximal lattice in V with respect to ϕ. Then
A+(L ∩W ) = A+(L) ∩ A+(W ) for every h ∈ V such that ϕ[h] 6= 0.
Let K = F (
√
δ) be the discriminant field of ϕ and put B = Q(ϕ).
In the rest of this section, we shall prove Lemma 2.2 according to the core
dimension t = 0, 2, 4 of (V, ϕ). To avoid a repetition of the same argument,
the proof will be omitted in several such cases.
First of all, we may assume that h ∈ L. In fact, (W, ψ) is determined
by F×h, so that, replacing h by ch with a suitable element 0 6= c ∈ g, we
have h ∈ L.
Let q = q0π
2ℓ with q0 ∈ g× ∪ πg× and 0 ≤ ℓ ∈ Z. Put 2ϕ(h, L) = pm
with 0 ≤ m ≤ λ, where b(q) = pλ.
2.1 Case t = 0
In this case K = F and B = M2(F ). By (1.12), Q(ψ) =M2(F ) and so the
core dimension of W is 1 by (1.8). The localizations of (1.13) and (1.14)
show that [L˜/L] = g and [M˜/M ] = 2q0g. We have then b(q) = p
ℓ by (1.16).
Hence Lemma 2.1 proves the assertion in this case.
2.2 Case t = 2 and (K/p) = −1
We first recall by (1.11) that t = 2 if and only if K 6= F . Assume that K
is unramified over F . Then δ ∈ g× and DK/F = g. Put ϕ[h] = q = επν
with ε ∈ g× and 0 ≤ ν ∈ Z. We take a Witt decomposition of ϕ as in (2.1).
Since the isomorphism class of (Kg, ϕ) is determined by K and cκ[K×], we
may assume with suitably chosen g ∈ V that c ∈ g× or c ∈ πg× according
as p ∤ DB or p | DB.
Suppose q ∈ ϕ[Kg] = cκ[K]. Then Q(ψ) = M2(F ) by applying [1,
Theorem 1.1]; the core dimension of W is 1 by (1.8).
If ν is even, then q0 ∈ g× and p ∤ DB. We have 2q[L˜/L][M˜/M ]−1 = p2ℓ
by (1.13) and (1.14), and so b(q) = pℓ. Hence Lemma 2.1 is applicable to
this case.
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If ν is odd, then B is a division algebra. We are going to show that
[A+(M)/A+(L) ∩ A+(W )] = [M/L ∩W ]2.
We may take c = πε as K is unramified over F . There is z = πℓ ∈ r so that
ϕ[zg] = q. Then, by virtue of [9, Theorem 3.5], we can find k = zg+πme ∈ L
so that ϕ[k] = ϕ[h] and ϕ(k, L) = ϕ(h, L). Thus (1.4) provides an element
γ ∈ SOϕ such that hγ = k and Lγ = L. Under the isomorphism γ we may
identify h with k, W with (Fk)⊥, and ψ with the restriction of ϕ to (Fk)⊥,
respectively. Then [1, Lemma 2.4(3)] gives a Witt decomposition of (W, ψ)
and a maximal lattice M in W as follows:
W = F
√
δg ⊕ (Fe+ Ff0), M = g
√
δg + ge+ gf0, (2.6)
f0 = f − π
2m
4q
e− π
m
2q
zg. (2.7)
If p ∤ 2, then r = g[
√
δ]. We have
A+(L) = g+ gπ
√
δ + gge+ ggf + g
√
δge+ g
√
δgf + gef + gπ
√
δef,
A+(M) = g+ g
√
δge+ g
√
δgf0 + gef0. (2.8)
Observe that
√
δgf0 =
√
δgf − (4q)−1π2m√δge − (2q)−1πℓ+m+1ε√δ and
ef0 = ef+(2q)
−1πℓ+mge. For x = x1+x2
√
δge+x3
√
δgf0+x4ef0 ∈ A+(W ),
we see that
x ∈ A+(L) ⇐⇒
{
x1 ∈ g, x2 − x3(4q)−1π2m ∈ g,
x3 ∈ g ∩ 2qπ−ℓ−mg, x4 ∈ g ∩ 2qπ−ℓ−mg
⇐⇒ [x1 x2 x3 x4] ∈ g14α0,
where α0 is a triangular matrix in GL4(F ) given by
1 0 0 0
0 1 0 0
0 (4q)−1πℓ+m+1 πℓ+1−m 0
0 0 0 πℓ+1−m
 . (2.9)
Thus the F -linear automorphism α of A+(W ), represented by α0 with re-
spect to the basis {1, √δge, √δgf0, ef0} of A+(M), gives a surjection of
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A+(M) onto A+(L) ∩ A+(W ). Therefore by [1, Lemma 2.2(1)] we find
that [A+(M)/A+(L) ∩ A+(W )] = p2(ℓ+1−m). Since b(q) = pℓ+1, this equals
[M/L ∩ W ]2 by (1.15). On the other hand, A+(L) ∩ A+(W ) contains
A+(L ∩ W ) and [A+(M)/A+(L ∩ W )] = [M/L ∩ W ]2 by Lemma 1.1(1).
Thus A+(L) ∩ A+(W ) must coincide with A+(L ∩W ).
If p | 2, by [5, Lemma 3.5(2)], we can put δ = (1 + π2κa)b−2 with a, b ∈
g×, where 2g = pκ. Also put u = 2−1(1 + b
√
δ); then r = g[u] = g
√
δ + gu
and
√
δ = bδ + 2
√
δu∗. By using these, we can verified in a similar way to
the case p ∤ 2 that there exists an F -linear automorphism α of A+(W ) such
that A+(M)α = A+(L) ∩ A+(W ), which is represented by
1 0 0 0
0 1 0 0
2−1πbδε (4q)−1πℓ+m+1 πℓ+1−m 0
0 (2ε)−1b 0 πℓ+1−m
 (2.10)
with respect to the basis {1, √δge, √δgf0, ef0} of A+(M) given in (2.8).
Observing [A+(M)/A+(L) ∩ A+(W )] = [M/L ∩ W ]2, we have A+(L) ∩
A+(W ) = A+(L ∩W ).
As for the case q 6∈ ϕ[Kg], the discriminant ideals of ϕ and ψ are re-
spectively given by [L˜/L] = p2 or g and [M˜/M ] = 2p2 or 2p according as
ν is even or ν is odd. From these we have b(q) = pℓ and so we can apply
Lemma 2.1.
2.3 Case t = 2 and (K/p) = 0
Our aim is to construct a surjection of A+(M) onto A+(L)∩A+(W ) under
the setting of [1, §3.2]. We take a Witt decomposition of ϕ in (2.1) with
g ∈ V so that c = g2 ∈ g×. Notice that the isomorphism class of (Kg, ϕ) is
determined by K and cκ[K×]. Put 2g = pκ.
Suppose δ ∈ g×. Then p | 2. By [5, Lemma 3.5], we can put DK/F =
p2(κ−k) and δ = (1 + π2k+1a)b−2 with a, b ∈ g× and 0 ≤ k < κ. Also put
u = π−k(1 + b
√
δ) ∈ r; then r = g[u] and κ[u] = −πa, which is a prime
element of F . We set q = (−πa)νε with ε ∈ g×.
If q ∈ ϕ[Kg], then our assertion can be seen in a similar way to the case
where (K/p) = −1 and q ∈ ϕ[Kg].
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If q 6∈ ϕ[Kg], then ψ is anisotropic. Fix an element s ∈ 1 + p2(κ−k)−1
so that s 6∈ κ[r×]. Because q ∈ εκ[K×], we may take g in (2.1) so that
g2 = sε. By [9, Theorem 3.5] combined with (1.4), we can identify h with
h′ = zg + π−mq(1− s)e+ πmf and W with (Fh′)⊥ for a fixed z ∈ r so that
ϕ[zg] = sq. In [1, (3.2)], (W, ψ) can be given by
W = ((Fzg)⊥ ∩Kg)⊕ (Fg2 + Fg3), (2.11)
g2 =
q(s− 1)
π2m
e + f, g3 = e− π
m
2sq
zg. (2.12)
Let ν be even. We take z = (−πa)ℓ; then ϕ[zg] = sq and W = F√δg ⊕
(Fg2 + Fg3); [1, (3.6)] gives a maximal lattice M in W as follows:
M = g
√
δg + gπ−µ2g2 + gg0, g0 = π
−k
√
δg +
2sεaℓ
πκ+k+µ3b
g3, (2.13)
where λ = ℓ + κ − k − 1, µ2 = λ − m, and µ3 = m − κ − ℓ. Noticing
L = (g
√
δ + gu)g + (gg2 + ge), we have
A+(L) = g + g
√
δu∗ + g
√
δgg2 + g
√
δge+
+gugg2 + guge+ gg2e + g
√
δu∗g2e,
A+(M) = g + gπ−µ2
√
δgg2 + g
√
δgg0 + gπ
−µ2g2g0. (2.14)
Straightforward calculations show that
√
δgg0 = −δsε(1 + (−1)
ℓ)
πk
+
2sεaℓ
πκ+k+µ3b
√
δge− (−1)
ℓ+kaksε
b
√
δu∗,
g2g0 =
δsε(1 + (−1)ℓ)
πk
√
δgg2 +
2sεaℓ
πκ+k+µ3b
g2e− (−1)
ℓ+kak
b
ugg2.
For x = x1 + x2π
−µ2
√
δgg2 + x3
√
δgg0 + x4π
−µ2g2g0 ∈ A+(W ), we see that
x ∈ A+(L) ⇐⇒

x1 − x3π−kδsε(1 + (−1)ℓ) ∈ g,
x2 ∈ πµ2g,
x3 ∈ g ∩ (2sεaℓ)−1πκ+k+µ3bg,
x4 ∈ πµ2(g ∩ (2sεaℓ)−1πκ+k+µ3bg)
⇐⇒ [x1 x2 x3 x4] ∈ g14α0,
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where α0 ∈ GL4(F ) is given by
1 0 0 0
0 πµ2 0 0
π−kδsε(1 + (−1)ℓ) 0 1 0
0 0 0 πµ2
 . (2.15)
Thus the F -linear automorphism α of A+(W ), represented by α0 with re-
spect to the basis {1, π−µ2√δgg2,
√
δgg0, π
−µ2g2g0} of A+(M), gives a sur-
jection of A+(M) onto A+(L)∩A+(W ). Therefore, together with b(q) = pλ,
we obtain [A+(M)/A+(L) ∩ A+(W )] = p2(λ−m) = [M/L ∩ W ]2. Thus
A+(L) ∩ A+(W ) must be A+(L ∩W ).
Let ν be odd. We take z = (−πa)ℓu. Observe that ϕ[zg] = sq and
W = F (bδ +
√
δ)g ⊕ (Fg2 + Fg3). Put v = π−k(bδ +
√
δ) ∈ r. By [1, (3.6)]
we have a maximal lattice M in W as follows:
M = gvg + gπ−µ2g2 + gg0, g0 = π
−k−1vg +
2sεaℓ+1
πκ+k+µ3+1b
g3, (2.16)
where λ = ℓ + κ − k, µ2 = λ − m, and µ3 = m − κ − ℓ − 1. Noticing
L = (g + gv)g + (gg2 + ge), we have
A+(L) = g+ gv + gvgg2 + gvge+ ggg2 + gge+ gg2e + gvg2e,
A+(M) = g+ gπ−µ2vgg2 + gvgg0 + gπ
−µ2g2g0.
Then the desired fact can be derived in the same way as in the case of even
ν.
Suppose δ ∈ πg×. We may put q = (−δ)νε with ε ∈ g× because δ is a
prime element of F . We have r = g[
√
δ] and so L = (g+ g
√
δ)g+ (ge+ gf)
in (2.1). Then our proof is divided into the two cases of whether or not
q ∈ ϕ[Kg], as seen in the previous case δ ∈ g×. In either case our assertion
can be proven in a similar way.
2.4 Case t = 4
In this case K = F and B is a division algebra; L is a unique maximal
lattice in V because ϕ is anisotropic. Clearly (W, ψ) is anisotropic and so
Q(ψ) is a division algebra by (1.12). Also L∩W is a unique maximal lattice
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in W . The discriminant of A+(L ∩W ) is 2−1[(L ∩W )˜ /L ∩W ] = q−10 p2 by
Lemma 1.1(3) and (1.14).
If q0 ∈ πg×, then d(A+(L ∩W )) = p, whence A+(L ∩W ) is a unique
maximal order {x ∈ A+(W ) | ν[x] ∈ g} in A+(W ), where ν is the norm
form of A+(W ). Since A+(L ∩W ) ⊂ A+(L) ∩ A+(W ), both must be the
same order.
If q0 ∈ g×, we set K1 = F (√−q0), which is the discriminant field of ψ.
We are going to take g-bases of L and L ∩W treated in [1, §3.4]. To do
this, let us recall the setting given there. Put 2g = pκ.
Assume K1 6= F . Let κ1 be the norm form of K1 and r1 its maximal
order. Take an element c ∈ g× so that c 6∈ κ1[K×1 ] or c = π according as
(K1/p) = 0 or −1. Then K1 + K1ω is a division quaternion algebra over
F with ω2 = c by (1.5), which can be identified with B. We may further
identify (V, ϕ) with (B, β), where β is the norm form of B (cf. [6, Theorem
7.5(ii)]). Taking z =
√−q, we have β[z] = q = ϕ[h]. Thus hγ = z with
some γ ∈ SOϕ. In view of C(L) = SOϕ as ϕ is anisotropic, W may be
identified with (Fz)⊥. Then we see that
W = F1B ⊕K1ω. (2.17)
Here 1B is the identity element of B. We remark that 1B should not be
confused with the identity element 1 of A(V ) = A(B).
If (K1/p) = 0, then p | 2. We can take c ∈ 1 + p2(κ−k)−1 so that
c 6∈ κ1[r×1 ], where DK1/F = p2(κ−k) with 0 ≤ k < κ. Further we can
put −q0 = (1 + π2k+1a)b−2 with some a, b ∈ g×. Put v = √−q0 and
u = π−k(1 + bv); then κ1[u] = −πa and so r1 = g[u]. Under this setting we
have g-bases of L and L ∩W in [1, §3.4, (3.11)] as follows:
L = g1B + guω + g
1B + ω
πκ−k−1
+ g
1B + bv + ω + bvω
πκ
,
L ∩W = g1B + guω + g1B + ω
πκ−k−1
. (2.18)
Putting L =
∑4
i=1 ggi, we easily see that
A+(L) ∩A+(W ) = g+ gg1g2 + gg1g3 + gg2g3 = A+(L ∩W ). (2.19)
If (K1/p) = −1, then L = r1 + r1ω, which contains L ∩W = g + r1ω
with ω2 = π. Our assertion in this case can be seen in a straightforward
way.
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Assume K1 = F . We may identify (V, ϕ) with (B, −β) with β as
above. Set B = J + Jω with an unramified quadratic extension J over F
and ω2 = π. There is z =
√−q ∈ F× such that −β[z] = q. For the same
reason as in the case K1 6= F , we may identify W with (Fz)⊥ = F
√
s+ Jω
with an element s ∈ g× so that J = F (√s). Let r0 be the maximal order
of J ; then L = r0 + r0ω ⊃ L ∩ W = g
√
s + r0ω. If p | 2, we may take
s ∈ 1 + π2κg× so that s 6∈ g×2; putting u = π−κ(1 +√s), we have r0 = g[u].
If p ∤ 2, then r0 = g[
√
s]. Hence
L = g1B + gv + gω + gvω, L ∩W = g
√
s+ gω + gvω, (2.20)
where v = u or v =
√
s according as p | 2 or p ∤ 2. Using these bases we
have
A+(L ∩W ) = g+ g√sω + g√s(vω) + gω(vω), (2.21)
which is also a g-basis of A+(L) ∩ A+(W ). This completes the proof of
Lemma 2.2.
3 Theorem on L ∩W in the local case
Theorem 3.1. Let (V, ϕ) be a quaternary quadratic space over a nonar-
chimedean local field F . For h ∈ V such that ϕ[h] = q 6= 0, put W = (Fh)⊥
and let ψ be the restriction of ϕ to W . Take an isomorphism ξ as stated in
(1.9) so that ξξ∗ ∈ g× ∪ πg×. Let K = F (√δ) be the discriminant field of
ϕ and put δqg = ab2 with a = g or a = p and a g-ideal b of F . Then, for a
g-maximal lattice L in V with respect to ϕ, L ∩W can be given by
(L ∩W )ξ = c[M/L ∩W ] · {A+(L ∩W )˜ ∩ A+(W )◦}. (3.1)
Here c = a or c = p according as Q(ψ) = M2(F ) or Q(ψ) 6=M2(F ) and M
is a g-maximal lattice in W with respect to ψ.
We devote §3.1-3.4 to the proof. In several cases presented below, the
proof will be omitted to avoid a repetition of the same argument.
In the proof of Theorem 3.1, we may assume that h ∈ L by a suitable
constant multiple. We often identify h with a specified element k and W
with the complement W ′ = (Fk)⊥ under some α ∈ C(L). Then it is
fundamental for our argument that:
If (3.1) is valid for L ∩W ′, then it is true for L ∩W . (3.2)
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In fact, by [6, Lemma 3.8(ii)], such an α can be extended to an F -linear
ring-automorphism of A(V ). In view of (xα)∗ = x∗α for x ∈ A(V ), we
see that (L ∩ W )α = L ∩ W ′, A+(L)α = A+(L), A+(W )α = A+(W ′),
A+(W )◦α = A+(W ′)◦, and A+(L∩W )˜ α = A+(L∩W ′)˜ with respect to the
norm forms of A+(W ) and A+(W ′). For an element ξ as in (1.9) put ζ = ξα,
which gives an isomorphism of W ′ onto A+(W ′)◦. Clearly ξξ∗ = ζζ∗. Then
it can be seen that xαζ = xξα for x ∈ W . From this fact we can verify (3.2).
Hereafter until the end of the proof we set
ϕ[h] = q ∈ πνg×, 2ϕ(h, L) = pm
with 0 ≤ ν ∈ Z and 0 ≤ m ≤ λ, where b(q) = pλ is the ideal of (1.16). We
also put q = q0π
2ℓ with q0 ∈ g× ∪ πg× and 0 ≤ ℓ ∈ Z.
3.1 Case t = 0
In this case K = F and Q(ϕ) = M2(F ) by (1.11). We take a Witt decom-
position
V = (Fe1 + Ff1)⊕ (Fe2 + Ff2), L = (ge1 + gf1) + (ge2 + gf2) (3.3)
with some elements ei and fi of V such that ϕ(ei, ej) = ϕ(fi, fj) = 0 and
2ϕv(ei, fj) = 1 or 0 according as i = j or i 6= j. We put q = πνε with ε ∈ g×.
By (1.12) and (1.8), ψ is isotropic. We may identify h with qπ−me1 + π
mf1
andW with (F (qπ−me1+π
mf1))
⊥ under some element of C(L) by (3.2). Put
e = e2, f = f2, and k = π
−ℓ(qπ−me1 − πmf1). Then W = Fk ⊕ (Fe + Ff)
is a Witt decomposition, M = gk+ ge+ gf is a maximal lattice in W , and
L ∩W = gπλ−mk + ge+ gf . Since {k, e + f, e− f} is an orthogonal basis
of W with respect to ψ, we set ξ = k(e + f)(e − f). By (1.9), ξ gives an
isomorphism of (W, ψ) onto (A+(W )◦, d−1ν◦) with d = ε if ν is even and
d = πε if ν is odd. We have Mξ = g13ζ0 and A
+(M) = g14ζ with
ζ0 =

−d(1− 2ef)
−ke
kf
 , ζ =

1
ke
kf
ef
 .
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From these it follows that (L∩W )ξ = g13diag[πλ−m, 1, 1]ζ0 and A+(L∩W ) =
g14diag[1, π
λ−m, πλ−m, 1]ζ . The matrix ν0 that represents the norm form
ν of A+(W ) with respect to ζ is given by
ν0 =

1 0 0 1/2
0 0 −d/2 0
0 −d/2 0 0
1/2 0 0 0
 .
We have then A+(L∩W )˜ = g14η with η = diag[1, πm−λ, πm−λ, 1](2ν0)−1ζ .
It can be seen that
ζ0 =

−d 0 0 2d
0 −1 0 0
0 0 1 0
 ζ.
Hence we can put ζ0 = pη with p ∈ g34, which gives a g-basis of Mξ
in A+(W )◦. For x = x0pη ∈ A+(W )◦ with x0 ∈ F 13 observe that x ∈
A+(L ∩W )˜ if and only if x0p ∈ g14. From this we see that A+(L ∩W )˜ ∩
A+(W )◦ = g13diag[1, π
m−λ, πm−λ]ζ0 if ν is even and A
+(L∩W )˜ ∩A+(W )◦ =
g13π
−1diag[1, πm−λ, πm−λ]ζ0 if ν is odd. Comparing these with the expres-
sion of (L∩W )ξ above, we have (L∩W )ξ = πλ−m(A+(L∩W )˜ ∩A+(W )◦)
if ν is even and (L ∩W )ξ = πλ+1−m(A+(L ∩W )˜ ∩A+(W )◦) if ν is odd.
3.2 Case t = 2 and (K/p) = −1
In this case K 6= F and we may assume δ ∈ g×. We take a Witt decompo-
sition of (V, ϕ) in (2.1) with c = g2 ∈ g× or c ∈ πg× according as p ∤ DB or
p | DB. Here B = Q(ϕ). We put q = πνε with ε ∈ g×. When p | 2, we put
2g = pκ and δ = (1 + π2κa)b−2 with a, b ∈ g× by [5, Lemma 3.5(2)].
Suppose q ∈ ϕ[Kg]. Then ψ is isotropic. We may take g so that g2 = ε
or πε according as ν is even or odd. Also we may identifyW and a maximal
lattice M with those of (2.6) in either case. An orthogonal basis of W is
given by W = F
√
δg ⊕ F (e + f0) ⊕ F (e − f0), where f0 is given in (2.7).
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We set ξ =
√
δg(e + f0)(e − f0); then ξξ∗ = δε ∈ g× if ν is even and
ξξ∗ = πδε ∈ πg× if ν is odd. To obtain a g-basis of A+(L∩W )˜ ∩A+(W )◦,
we are going to express Mξ by means of a suitable basis of A+(L∩W )˜ . Put
ζ0 =
t
[
√
δgξ eξ f0ξ] =
t
[−g2δ(1−2ef0) −
√
δge
√
δgf0], which gives a g-basis
of Mξ. On the other hand, we have A+(M) = g14ζ and A
+(L∩W ) = g14αζ ,
where ζ is given by (2.8) for any ν; α is given by (3.4) below if ν is even and
by (2.9) or (2.10) if ν is odd. Then A+(L ∩W )˜ = g14 tα−1(2ν0)−1ζ , where
ν0 is the matrix representing the norm form ν of A
+(W ) with respect to ζ ;
ν0 =

1 0 0 1/2
0 0 −g2δ/2 0
0 −g2δ/2 0 0
1/2 0 0 0
 .
Put k = tα−1(2ν0)
−1ζ . We easily see that
ζ0 =

−g2δ 0 0 2g2δ
0 −1 0 0
0 0 1 0
 ζ.
Let ν be even. We first need to find α as mentioned. By applying the
argument in [1, §3.2] to the present case, we have L∩W = g13α0 ·
t
[
√
δg e f0]
with a matrix α0 given by
α0 =

1 0 0
0 1 0
0 (4q)−1πℓ+m πλ−m
 or

−b 0 0
0 1 0
−(2q)−1πνb (4q)−1πℓ+m πλ−m

according as p ∤ 2 or not. Indeed, we can take ε1 = 1, λ = ℓ−m, and a1 = 0
if p ∤ 2 and ε1 = 1, λ = ℓ−m, and a1 = πℓ if p | 2 in the proof of Lemma
2.4(4) in [1] with the notation there. Then a straightforward calculation
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gives A+(L ∩W ) = g14αζ with
α =

1 0 0 0
0 1 0 0
0 (4q)−1πℓ+m πλ−m 0
0 0 0 πλ−m
 or

1 0 0 0
0 1 0 0
(2q)−1πνδεb (4q)−1πℓ+m πλ−m 0
0 0 (2q)−1πνb πλ−m
 (3.4)
according as p ∤ 2 or not. Now, an expression ofMξ that we require is given
by
Mξ = g13

0 0 0 −πλ−mδε
0 0 πλ−mδε 0
0 −δε −(4q)−1πℓ+mδε 0
 k if p ∤ 2,
Mξ = g13

0 0 0 −πλ−mδε
0 0 πλ−mδε 0
0 −δε −(4q)−1πℓ+mδε −(2q)−1πνδεb
 k if p | 2.
Employing this expression, we obtain A+(L∩W )˜ ∩A+(W )◦ = g13α1ζ0 with
α1 =

πm−λ 0 0
0 πm−λ 0
0 (4q)−1π2m 1
 or

πm−λ 0 0
0 πm−λ 0
−(2q)−1πℓ+mb (4q)−1π2m 1

according as p ∤ 2 or not. On the other hand, (L ∩W )ξ can be given by
g13α0ζ0. Comparing α1 with α0, we then find (L ∩ W )ξ = πλ−m(A+(L ∩
W )˜ ∩ A+(W )◦).
If ν is odd, in the same manner as in the case of even ν, we have an
expression ofMξ with k. Employing that expression, we obtain (L∩W )ξ =
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πλ+1−m(A+(L ∩W )˜ ∩A+(W )◦).
Suppose q 6∈ ϕ[Kg]. Then ψ is anisotropic. We may identify W and
L ∩W with those of (2.2) with g2 = c ∈ g× ∪ πg×. In the present case,
c ∈ πg× if and only if ν is even. Put u = √δ or 2−1(1 + b√δ) according as
p ∤ 2 or not; then r = g[u]. We have W = Fg ⊕ F√δg ⊕ Fk, where k =
qπ−me−πmf . We set ξ = π−ℓ−1g√δgk if ν is even and ξ = π−ℓg√δgk if ν is
odd. Since M = rg+ gπ−ℓk, we have A+(M) = g14ζ and A
+(L∩W ) = g14αζ
with ζ =
t
[1 gug π−ℓgk π−ℓugk] and α = diag[1, 1, πλ−m, πλ−m].
If p ∤ 2, then {g, √δg, π−mk} is an orthogonal g-basis of L ∩W with
respect to ψ. By straightforward calculations it can be verified that (L ∩
W )ξ = πλ+1−m(A+(L ∩W )˜ ∩ A+(W )◦).
If p | 2, in a similar way to the case of q ∈ ϕ[Kg] and even ν, we see
that (L ∩W )ξ = πλ+1−m(A+(L ∩W )˜ ∩A+(W )◦).
3.3 Case t = 2 and (K/p) = 0
We take a Witt decomposition of (V, ϕ) in (2.1). Put 2g = pκ. We may
assume that δ ∈ g× ∪ πg×.
Case δ ∈ g×. Then p | 2. We employ the notation in the case where
t = 2, (K/p) = 0, and δ ∈ g× in the proof of Lemma 2.2.
Suppose q ∈ ϕ[Kg]. Then ψ is isotropic. Our desired fact can be seen
in a similar way to the case where (K/p) = −1 and q ∈ ϕ[Kg]. That is
given as follows; (L∩W )ξ = πλ−m(A+(L∩W )˜ ∩A+(W )◦) if ν is even and
(L ∩W )ξ = πλ+1−m(A+(L ∩W )˜ ∩ A+(W )◦) if ν is odd with some ξ such
that ξξ∗ ∈ g× if ν is even and ξξ∗ ∈ πg× if ν is odd.
Suppose q 6∈ ϕ[Kg]. Then ψ is anisotropic, and so A+(W ) is a divi-
sion quaternion algebra over F . The pair (A+(W ), ν) can be viewed as a
quadratic space of dimension 4 over F . To prove our theorem in this case,
we start with an auxiliary lemma as follows.
Let D be a division quaternion algebra over a local field F . For an
unramified quadratic field J of F contained in D, let ω be an element of
D× such that ω2 ∈ πg× and aω = ωaι for every a ∈ J . Here ι is the main
involution of D. It can be seen by [6, Theorem 5.13] that
D = J ⊕ Jω, o = rJ + rJω (3.5)
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with respect to the norm form ν of D, where o is a unique maximal order
in D and rJ is the maximal order of J . Let rJ = g[u] and put v = u − uι;
then v ∈ r×J and v + vι = 0.
Lemma 3.2. Let D = J + Jω be a division quaternion algebra over F with
the above notation. Put ζ = t[1 u ω uω]. Let (D◦, d−1ν◦) be a quadratic
space of dimension 3 over F with d ∈ g× ∪ πg× and M a g-maximal lattice
in D◦ with respect to d−1ν◦. Then the following assertions hold:
(1) D◦ = Fv ⊕ Jω and M = gpv + rJω, where p = 1 or π according as
d ∈ g× or d ∈ πg×.
(2) Let N be a g-lattice in D. Put N = g14η, η = Pζ with P ∈ GL4(F ),
and
A =

−πℓ(u+ uι) 2πℓ 0 0
0 0 1 0
0 0 0 1
P−1,
where ℓ = 0 or 1 according as d ∈ g× or d ∈ πg×. Then there are
Q1 ∈ GL3(g) and Q2 ∈ GL4(g) such that
Q1AQ2 =

ε1 0 0 0
0 ε2 0 0
0 0 ε3 0

with the elementary divisors {ε1g, ε2g, ε3g} of A.
(3) In the setting of (2), N∩D◦ = g13diag[ε−11 , ε−12 , ε−13 ]Q1ζ0 and [M/N∩
D◦] = (ε1ε2ε3)
−1g, where ζ0 =
t[pv ω uω] is the basis of M given in
(1).
Proof. (1) Clearly, (D◦, d−1ν◦) is anisotropic. Since all v, ω, and vω belong
to D◦, we have D◦ = Fv⊕Jω. If d ∈ g×, the second assertion is found in [6,
§7.7 (III)]. If d ∈ πg×, we putM ′ = gπv+rJω, which is an integral lattice in
(D◦, d−1ν◦). Observe (rJω)˜ = dπ
−1rJω. Then straightforward calculations
show that [M˜ ′/M ′] = [(gπv)˜ /gπv][(rJω)˜ /rJω] = 2p. This coincides with
the discriminant ideal of (D◦, d−1ν◦), and so M ′ is the maximal lattice M .
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(2) Since the matrix A has rank 3, our assertion is an application of the
theory of elementary divisors.
(3) Put ζ0 =
t[pv ω uω]; then ζ0 = Aη as v = −(u + uι) + 2u. We
set t[v1 v2 v3] = Q1ζ0 and
t[k1 k2 k3 k4] = Q
−1
2 η, which give g-bases of
M and N, respectively. Then vi = εiki for i = 1, 2, 3 by (2). Thus
we have N ∩ D◦ = ∑3i=1 gε−1i vi. From this we see that [M/N ∩ D◦] =
[g13/g
1
3diag[ε
−1
1 , ε
−1
2 , ε
−1
3 ]] = (ε1ε2ε3)
−1g, which proves (3).
Returning to the present case, we take our setting to be that of the
case where q 6∈ ϕ[Kg] in §2.3 with q = (−πa)νε and g2 = sε ∈ g×. The
anisotropic space (W, ψ) and maximal lattice M may be identified with
those given in (2.11) and (2.13) or (2.16), respectively; see (3.2) and its
explanation. Let ξ be an isomorphism in (1.9) so that ξξ∗ ∈ g× ∪ πg×.
Then we have a maximal lattice Mξ in (A+(W )◦, (ξξ∗)−1ν◦). Put s =
1 + π2(κ−k)−1s0 ∈ g× with s0 ∈ g×.
Our aim is to determine [Mξ/A+(L∩W )˜ ∩A+(W )◦] by applying Lemma
3.2 to D = A+(W ), M = Mξ, and N = A+(L ∩W )˜ . To do this, there are
the following steps:
(1) Find a structure of A+(W ) as in (3.5) with J and ω. Then ζ =
t[1 u ω uω] gives an F -basis of A+(W ) and t[pv ω uω] gives a g-basis
of Mξ with v = u− u∗ and p as in Lemma 3.2(1).
(2) Compute the matrix ν0 ∈ GL4(F ) that represents ν with respect to
ζ .
(3) Express A+(M) = g14ζ1 and A
+(L ∩W ) = g14αζ1 with suitable ζ1 and
α ∈ GL4(F ).
(4) Compute the matrix P ∈ GL4(F ) ∩M4(g) such that ζ1 = Pζ ; then
A+(L ∩W )˜ = g14 t(αP )−1(2ν0)−1ζ . Put η = t(αP )−1(2ν0)−1ζ .
(5) Let A be the matrix in F 34 determined by Mξ = g
1
3Aη; then Lemma
3.2(2) is applicable to this A. Find the elementary divisors {ε1g, ε2g,
ε3g} of A.
(6) [Mξ/A+(L ∩W )˜ ∩A+(W )◦] = (ε1ε2ε3)−1g by Lemma 3.2(3).
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Let ν be even. Then W = F
√
δg ⊕ (Fg2 + Fg3) and M = g
√
δg +
gπm−λg2 + g(π
−k
√
δg+ cg3), where we put u1 = π
−k(1 + b
√
δ), z = (−πa)ℓ,
z0 = (πa)
ℓ, and c = b−1π−k−m2z0sε; g2, g3 are given in (2.12). It is remarked
that we use the letter u1 in the present setting instead of u there. We have
then
W = F
√
δg ⊕ Fg2 ⊕ Fg′3, g′3 =
π2m
q(1− s)g2 + 2g3. (3.6)
We set ξ =
√
δgg2g
′
3. This ξ defines an isomorphism in (1.9) so that ξξ
∗ =
δε ∈ g×. We put
v0 =
1
δε
√
δg +
πmb
z0ε
g2 ∈ W,
g′ =
1
πk
√
δg +
z0sε
πk+mb
·
{
π2m
q(s− 1)g2 + g
′
3
}
∈M.
We also put v = v0ξ ∈ A+(W )◦ and ω = g′ξ ∈ Mξ ⊂ A+(W )◦. It can be
seen that ϕ(v0, g
′) = 0, ν[v] = ξξ∗ϕ[v0] = π
2κs0a − 1, and ω2 = −ν[ω] =
b−2πδsε2a ∈ πg×. Then J = F + Fv becomes a quadratic field of F
and v2 ∈ 1 + π2κg×. By [5, Lemma 3.5(2)], J is an unramified quadratic
extension over F . Further xω = ωx∗ for every x ∈ J by ϕ(v0, g′) = 0. Thus
we have A+(W ) = J ⊕ Jω with respect to ν by (3.5). The order A+(M)
has discriminant p2 and so it is contained in the maximal order rJ + rJω in
A+(W ). Here rJ = g[u] is the maximal order of J with u = 2
−1(1+ v). Put
ζ = t[1 u ω uω]. Because Mξ is a maximal lattice in (A+(W )◦, (ξξ∗)−1ν◦),
Mξ = g13
t[v ω uω] by Lemma 3.2(1). The matrix ν0 representing ν with
respect to ζ is given by
ν0 =

1 1/2 0 0
1/2 ν[u] 0 0
0 0 ν[ω] ν[ω]/2
0 0 ν[ω]/2 ν[uω]
 , ν[u] =
1− v2
4
. (3.7)
Now we have A+(M) = g14ζ1 and A
+(L∩W ) = g14αζ1, where ζ1 is given
by (2.14) and α by (2.15). These v, ζ , and ζ1 are expressed with 1,
√
δg, g2,
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and g′3 as follows:
v = −z0(s− 1)b
πm
√
δgg′3 − sg2g′3,
ζ =

1
1
2
− z0(s−1)b
2πm
√
δgg′3 − s2g2g′3
− πm
πkz0(s−1)b
√
δgg2 − z0sεπk+mb
√
δgg′3 − δsεπk g2g′3
− πm(1+v2)
2πkz0(s−1)b
√
δgg2 − z0sεπk+mb
√
δgg′3 − δsεπk g2g′3
 ,
ζ1 =

1
πm−λ
√
δgg2
− δsε
πk
+ π
ms
πkz0(s−1)b
√
δgg2 +
z0sε
πk+mb
√
δgg′3
πz0sε
πℓ+κb
− πm+1
πℓ+κ
√
δgg2 +
πz0sε
πℓ+κb
g2g
′
3
 .
Let ζ1 = Pζ with P ∈ GL4(F ) ∩M4(g). By straightforward computations
P is given by
P =

1 0 0 0
0 0 − 2z0b
πℓ+κa
2z0b
πℓ+κa
− δsε(1+v2)
πkv2
2δsε
πkv2
s
v2
− 2s
v2
πz0sε(1+v2)
πℓ+κbv2
− 2πz0sε
πℓ+κbv2
−πκz0bs0
πℓ+kv2
2πκz0bs0
πℓ+kv2
 .
Then A+(L ∩W )˜ = g14 t(αP )−1(2ν0)−1ζ . Putting η = t(αP )−1(2ν0)−1ζ , we
have Mξ = g13Aη with
A =

−1 2 0 0
0 0 1 0
0 0 0 1
 2ν0 · t(αP ) =

0 0 −2δsε
πk
2z0sε
πk+mb
0 2z0ω
2b
πk+m+1a
0 0
0 2z0ω
2b(1−2ν[u])
πk+m+1a
−ω2s z0ω2(s−1)b
πm
 .
We are going to apply Lemma 3.2(2) to A+(L ∩W )˜ and Mξ. Put
Q1 =

1 2δε(1−2ν[u])
πkω2
− 2δε
πkω2
0 1 0
0 2ν[u]− 1 1
 , Q2 =

1 0 0 0
0 1 0 0
0 0 1 z0(s−1)b
πms
0 0 0 1
 .
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Then we find that
Q1AQ2 =

0 0 0 2z0εv
2
πk+mb
0 2z0ω
2b
πk+m+1a
0 0
0 0 −ω2s 0
 ,
which gives the elementary divisors of A. Thus Lemma 3.2(3) shows that
A+(L ∩W )˜ ∩ A+(W )◦ = gπm−λ−1v1 + gπm−λ−1v2 + gπ−1v3,
[Mξ/A+(L ∩W )˜ ∩ A+(W )◦] = π−2(λ−m)−3g = p−3[M/L ∩W ]−2,
where t[v1 v2 v3] = Q1 · t[v ω uω].
We next focus on the two lattices (L∩W )ξ and an integral lattice N in
A+(W )◦ defined by
N = πλ+1−m(A+(L ∩W )˜ ∩ A+(W )◦) = g13

1 0 0
0 1 0
0 0 πλ−m
Q1

v
ω
uω
 .
By [1, (3.8)], L ∩W can be obtained from M = g13ζ0 of (2.13) as follows:
L ∩W = g13α0ζ0 = g13

1 0 0
0 πλ−m 0
c0 0 1


√
δg
πm−λg2
π−k
√
δg + cg3

with c0 = −π−k(1 + (−1)ℓ) ∈ g. Observing
Mξ = g13ζ0ξ = g
1
3

−δsεg2g′3
−π−λ−mq(s− 1)√δgg′3
ω
 ,
we have (L ∩W )ξ = g13α0P0 · t[v ω uω] with the matrix P0 ∈ GL3(g) given
by
P0 =

δsε
v2
b2δ(1+v2)
πk+1v2a
− 2b2δ
πk+1v2a
−πκz0bδεs0
πℓ+kv2
−z0b(1+v2)
πℓ+κv2a
2z0b
πℓ+κv2a
0 1 0
 .
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Now (L ∩W )ξ ⊂ N if and only if α0P0Q−11 diag[1 1 πm−λ] ∈ M3(g). The
latter matrix is of the form
∗ ∗ x
∗ ∗ −πκz0bδs0
π2k+1v2
· 2b2
πℓsa
+ 2z0b
πℓ+κv2a
∗ ∗ c0x
 , x = δsεv2 · 2πmb2πℓ+κsεa − 2πmb2δπℓ+κv2a = 0.
Here all entries in ∗ belong to g. Hence it follows that (L ∩ W )ξ ⊂
N . Since [Mξ/N ] = pλ−m = [M/L ∩ W ], (L ∩ W )ξ must coincide with
πλ+1−m(A+(L ∩W )˜ ∩A+(W )◦).
Let ν be odd. Then W = F (bδ +
√
δ)g ⊕ (Fg2 + Fg3) and M = gg1g +
gπm−λg2+g(π
−k−1g1g+cg3), where we put u1 = π
−k(1+b
√
δ), z = (−πa)ℓu1,
z0 = (πa)
ℓ+1, g1 = π
−k(bδ +
√
δ) ∈ r, and c = b−1π−k−m−12z0sε; g2, g3 are
given in (2.12) (see also (2.16)). Here we use the letter u1 in the present
setting instead of u there. We have then W = Fg1g ⊕ Fg2 ⊕ Fg′3 with
g′3 = (q(1 − s))−1π2mg2 + 2g3. We set ξ = g1gg2g′3. This ξ defines an
isomorphism in (1.9) so that ξξ∗ = −πδεa ∈ πg×. Then we find that
(L ∩ W )ξ = πλ+1−m(A+(L ∩ W )˜ ∩ A+(W )◦). This can be proven in the
same way as in the case of even ν.
Case δ ∈ πg×. Our proof is similar to the previous case δ ∈ g×. When
q ∈ ϕ[Kg], it can be seen that (L∩W )ξ = πλ+1−m(A+(L∩W )˜ ∩A+(W )◦) if
ν is even and (L∩W )ξ = πλ−m(A+(L∩W )˜ ∩A+(W )◦) if ν is odd. Here ξ is
a specified isomorphism in (1.9) so that ξξ∗ ∈ πg× if ν is even and ξξ∗ ∈ g×
if ν is odd. When q 6∈ ϕ[Kg], by following steps (1) - (6) explained after
Lemma 3.2, we can verify that (L∩W )ξ = πλ+1−m(A+(L∩W )˜ ∩A+(W )◦)
if p | 2 with some ξ such that ξξ∗ ∈ πg× if ν is even and ξξ∗ ∈ g× if ν is
odd. Also if p ∤ 2, we have (L ∩W )ξ = πλ+1−m(A+(L ∩W )˜ ∩ A+(W )◦) in
a straightforward way, where ξ satisfies ξξ∗ ∈ πg× if ν is even and ξξ∗ ∈ g×
if ν is odd. This settles the case t = 2.
3.4 Case t = 4
Then K = F and Q(ϕ) is a division algebra. Because L is a unique maximal
lattice in the anisotropic space (V, ϕ), so is L ∩W in W with respect to
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anisotropic ψ. Hence, by Theorem 1.2(2), L ∩W can be given by
(L ∩W )ξ =
{
S+W ∩ A+(W )◦ if ν is even,
π(A+(L ∩W )˜ ∩ A+(W )◦) if ν is odd. (3.8)
Here ξ is an isomorphism of (1.9) so that ξξ∗ ∈ g× or ξξ∗ ∈ πg× according as
ν is even or odd, and S+W is a unique maximal order in the division algebra
A+(W ). Clearly (3.8) proves the case of odd ν. Hereafter in the case t = 4
we assume that ν is even. Put B = Q(ϕ), K1 = F (
√−q), and q = πνε with
ε ∈ g×; also put 2g = pκ.
Assume that K1 6= F . We employ the setting in the case of §2.4 where
t = 4, q0(= ε) ∈ g×, and K1 6= F . Then (V, ϕ) = (B, β) and B = K1+K1ω
with ω2 = c ∈ g× ∪ πg× given there. In view of (3.2) we may identify W
with that of (2.17). Let 1B be the identity element of B and put v =
√−ε.
Suppose (K1/p) = 0. Then p | 2. We use the same notation as in the
case (K1/p) = 0 in §2.4. Since W = F1B⊕Fω⊕Fvω, we set ξ = 1Bω(vω).
Then ξ gives an isomorphism as in (1.9) and ξξ∗ = εc2 ∈ g×. By (2.18),
(L ∩W )ξ is given by
(L ∩W )ξ = g13ζ0 = g13

ω(vω)
π−kc(1B(vω)− εb1Bω)
πk+1−κ(ω(vω) + c1B(vω))
 .
On the other hand, by (2.19), A+(L ∩W ) is expressed as follows:
A+(L ∩W ) = g14ζ = g14

1
π−k(1Bω + b1B(vω))
πk+1−κ(1 + 1Bω)
−π1−κ(c+ 1Bω + b1B(vω) + bω(vω))
 .
Then A+(L ∩W )˜ = g14(2ν0)−1ζ . Here ν0 is the matrix that represents the
norm form ν of A+(W ) with respect to ζ , which is given by
ν0 =

1 0 πk+1−κ −π1−κc
0 πac −π1−κc −πk+2−κac
πk+1−κ −π1−κc π2−2(κ−k)(1− c) 0
−π1−κc −πk+2−κac 0 π3−2(κ−k)ac(1− c)
 .
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By straightforward computations we have
ζ0 = −1
b

c πk 0 πκ−1
πk+1ac −c −πκac 0
0 π2k+1−κ(1− c) c πk
 ζ.
From these (L∩W )ξ can be expressed by means of η = (2ν0)−1ζ as follows:
(L ∩W )ξ = g13

0 0 0 −2π1−κεbc2
0 0 2π1−κεbc2 0
0 −2π1−κεbc2 0 0
 η.
Employing this, we find that A+(L∩W )˜ ∩A+(W )◦ = π−1g13ζ0, and therefore
(L ∩W )ξ = π(A+(L ∩W )˜ ∩ A+(W )◦).
Similarly for (K1/p) = −1, we see that (L ∩W )ξ = π(A+(L ∩ W )˜ ∩
A+(W )◦) with some ξ satisfying ξξ∗ ∈ g×.
Assume that K1 = F . We employ the setting in the case where q0 ∈ g×
and K1 = F in §2.4. Then (V, ϕ) = (B, −β), B = J+Jω with ω2 = π, and
J = F (
√
s) is an unramified quadratic field of F with s ∈ g× given there.
We may identify W with F
√
s ⊕ Jω. We set ξ = π−1√sω(√sω). Then ξ
gives an isomorphism as in (1.9) and ξξ∗ = −s2.
If p ∤ 2, by (2.20), {√s, ω, √sω} is an orthogonal g-basis of L ∩ W
with respect to ψ. Then straightforward calculations show that (L∩W )ξ =
π(A+(L ∩W )˜ ∩ A+(W )◦).
If p | 2, we can put s = (1+ π2κa)b−2 with a, b ∈ g×. Let A+(L∩W ) =
g14ζ with ζ given by (2.21). The matrix ν0 representing ν with respect to ζ
is given by
ν0 =

1 0 0 π1−κ
0 πs π1−κs 0
0 π1−κs −πsa 0
π1−κ 0 0 −π2a
 .
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Then together with (2.20), (L ∩W )ξ can be expressed as
(L ∩W )ξ = g13

0 0 0 −2π1−κs2b
0 0 2π1−κs2b 0
0 −2π1−κs2b 0 0
 (2ν0)−1ζ.
From this we have (L ∩W )ξ = π(A+(L ∩W )˜ ∩ A+(W )◦). This settles the
case t = 4.
Let us complete the proof of Theorem 3.1. In all the cases needed in the
proof we have seen that
(L ∩W )ξ = πµ(A+(L ∩W )˜ ∩A+(W )◦) (3.9)
with a specified isomorphism ξ in (1.9) and µ = λ−m or λ+1−m. In each
case observe that µ = λ+1−m if and only if DQ(ψ) = p or if DQ(ψ) = g and
a = p with a in the statement of Theorem 3.1. Also, A+(W ) is a division
algebra if and only if t = 4 or if t = 2 and q 6∈ ϕ[Kg]. In view of these,
(3.9) can be given by (L ∩W )ξ = cpλ−m(A+(L ∩W )˜ ∩ A+(W )◦) with c in
the statement.
Let ζ be an arbitrary isomorphism in (1.9) such that ζζ∗ ∈ g× ∪ πg×.
Notice that F (
√−ζζ∗) is the discriminant field of ψ. Then ξ−1ζ ∈ F× as
mentioned in §1.2. Because ξξ∗ ∈ g× ∪ πg× for every case, ξ−1ζ belongs
to g×. Hence we have (L ∩W )ζ = cpλ−m(A+(L ∩W )˜ ∩ A+(W )◦)ξ−1ζ =
c[M/L ∩W ](A+(L ∩W )˜ ∩ A+(W )◦), where M is a maximal lattice in W
with respect to ψ. This completes the proof of Theorem 3.1.
4 Theorem on L ∩W in the global case
Theorem 4.1. Let (V, ϕ) be a quaternary quadratic space over a number
field F . For h ∈ V such that ϕ[h] = q 6= 0, put W = (Fh)⊥ and let
ψ be the restriction of ϕ to W . Fix an isomorphism ξ of (W, ψ) onto
(A+(W )◦, (ξξ∗)−1ν◦) as stated in (1.9). Put ξξ∗g = ar2 with a squarefree
integral ideal a and a g-ideal r of F . Then, for a g-maximal lattice L in V
with respect to ϕ, L ∩W can be given by
(L ∩W )ξ = rcDQ(ψ)[M/L ∩W ] · {A+(L ∩W )˜ ∩ A+(W )◦}. (4.1)
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Here c is the product of the prime ideals of a that are prime to the discrim-
inant DQ(ψ) of A
+(W ) and M is a g-maximal lattice in W with respect to
ψ.
Proof. Let K = F (
√
δ) be the discriminant field of ϕ. We first observe
that δqg = a(ra)2 with some a ∈ F× because δq ∈ ξξ∗F×2. Theorem
3.1 combined with the localization at v ∈ h proves that (L ∩ W )vζv =
(cD)v[M/L ∩ W ]v(A+(L ∩ W )˜ v ∩ A+(W )◦v), where D is the discriminant
of A+(W ) and ζv is an isomorphism in (1.9) such that ζvζ
∗
vgv = av. Then
ξ = cζv with some c ∈ F×v . Since c2av = ξξ∗gv = avr2v, we have ζ−1v ξgv = rv.
Thus, through the ξ, (L ∩W )v can be given by
(L ∩W )vξ = (cD)v[M/L ∩W ]v · {A+(L ∩W )˜ v ∩ A+(W )◦v}ζ−1v ξ
= rv(cD)v[M/L ∩W ]v · {A+(L ∩W )˜ v ∩A+(W )◦v}
for every v ∈ h. This determines (4.1). Our theorem is thereby proved.
Corollary 4.2. Let the notation be the same as in Theorem 4.1. Put o =
A+(L ∩W ). Then the following assertions hold:
(1) The SOψ-genus of L ∩ W is determined by the genus of o which is
defined by the set {α−1oα | α ∈ A+(W )×
A
}.
(2) C(L ∩W ) = τ(T (o)) and Γ(L ∩W ) = τ(Γ∗(o)).
(3) The map N 7→ A+(N) gives a bijection of the set of SOψ(W )-classes
in the genus of L∩W onto the set of isomorphism classes in the genus
of o.
(4) The class number of the genus of L∩W with respect to SOψ(W ) equals
the type number of o whose discriminant is q[L˜/L](2ϕ(h, L))−2.
Proof. Assertion (1) is verified from (4.1). To prove the first assertion of
(2), we have only to verify that C(L ∩ W ) = τ(T (o)) in the local situa-
tion. Suppose that (L ∩ W )τ(α) = L ∩ W for α ∈ G+(W ) = A+(W )×.
Then αoα−1 = A+(α(L ∩ W )α−1) = o, and hence C(L ∩W ) ⊂ τ(T (o)).
Conversely, if α ∈ T (o), then
2ν(α−1xα, o) = 2ν(x, αoα−1) = 2ν(x, o) ⊂ g
for every x ∈ o˜. Hence α−1o˜α ⊂ o˜. A similar argument proves α−1o˜α = o˜.
Thus by (4.1), (L ∩W )τ(α) = rcDQ(ψ)[M/L ∩W ](α−1o˜α ∩ A+(W )◦)ξ−1 =
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L ∩W . This shows τ(T (o)) ⊂ C(L ∩W ). Thus we obtain the desired fact.
In a similar way we have the second assertion of (2).
The homomorphism τ in (1.3) gives a bijection of T (o) \ A+(W )×
A
/
A+(W )× onto C(L ∩ W ) \ SOψ(W )A/SOψ(W ), which proves (3). This
assertion can also be verified by employing (4.1) in a straightforward way.
Notice that every lattice N belonging to the genus of L∩W is integral with
respect to ψ. Assertion (4) is a consequence from (3).
This corollary proves [3, Theorem 2.2]. Also Lemma 2.2 together with
(1.17) proves [3, Lemma 2.1] by localization. Applying that result and
Theorem 4.1 to the case of F = Q, we have [2, Lemma 2.1].
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