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Abstract
Usual estimation methods for the parameters of extreme values distribution
employ only a few values, wasting a lot of information. More precisely, in the
case of the Gumbel distribution, only the block maxima values are used. In this
work, we propose a method to seize all the available information in order to
increase the accuracy of the estimations. This intent can be achieved by taking
advantage of the existing relationship between the parameters of the baseline
distribution, which generates data from the full sample space, and the ones for
the limit Gumbel distribution. In this way, an informative prior distribution can
be obtained. Different statistical tests are used to compare the behaviour of our
method with the standard one, showing that the proposed method performs well
when dealing with very shortened available data. The empirical effectiveness
of the approach is demonstrated through a simulation study and a case study.
Reduction in the credible interval width and enhancement in parameter location
show that the results with improved prior adapt to very shortened data better
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than standard method does.
Keywords: Bayesian inference, Gumbel distribution, Metropoli-Hastings
algorithm, Small dataset, Highly informative prior
1. Introduction
Extreme value theory (EVT) is a widely used statistical tool for modeling
and forecasting an extreme value distribution of a given sample generated by a
baseline distribution. EVT is employed in several scientific fields, for instance
in climate change through studies of extreme events of temperature [1, 2, 3],
precipitation [4, 5, 6, 7, 8, 9], and solar climatology [10, 11, 12], or engineering
where it is taken into account to design, for example, modern buildings [13].
The extreme values depend upon the full sample space from which they have
been drawn through its shape and size. Therefore, extremes variate according
to the initial distribution and the sample size [14].
The Gumbel distribution belongs to the Generalized Extreme Value distri-
bution group (GEV) used to shape the maximum (or minimum) distribution
of a sample space which can arise from various baseline distributions. By be-
ing able to describe extreme events of the normal or exponential type [15], the
Gumbel distribution is greatly useful for modeling experimental and social data,
the main two areas in which EVT is used. In order to estimate maximum data
distribution, both frequentist and Bayesian approaches have been developed
[16, 17]. However, the knowledge of physical constraints, the historical evidence
of data behaviour, or previous assessments might be an extremely important
matter for the adjustment of the data, particularly when it is not completely
representative and further information is required. This fact leads to the use of
Bayesian inference to address the extreme value estimation [18].
Very few attempts have been made to incorporate Bayesian methodology
into extreme value analysis. Nevertheless, practical use of Bayesian estimation
is often associated with difficulties to choose prior information and prior dis-
tribution for Gumbel parameters [19]. To fix this problem, several alternatives
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have been proposed, either by focusing exclusively on the selection of the prior
density [20, 21] or by improving the algorithm for the estimation of the parame-
ters [22]. Even so, the lack of information still seems to be the weak point when
referring to extreme value inference. In this paper, a known baseline distribution
for the complete dataset is assumed and a relationship between its parameters
and the parameters of the Gumbel distribution is established through a bayesian
iterative procedure. Thus, the aim of this work is to obtain a more accurate
model for the estimation of the Gumbel parameters by considering a highly in-
formative prior based on the connection between the distribution parameters.
The use of the entire data, instead of the selected maximum data, provides an
upgraded method which results to adapt quite well to very shortened available
data.
More precisely, a regression analysis is implemented to estimate a relation
between the parameters of the initial distribution and the parameters of the
extreme distribution for a given sample size. Once this connection is obtained,
the next step is to obtain the posterior distribution of the parameters of the
Gumbel distribution. To perform this task, we need to use a MCMC method,
concretely a Metropolis Hastings algorithm. Therefore, the proposed method is
a regression Metropolis-Hastings algorithm (RMH). Several statistical analysis
are performed to test the validity of our method (RMH) and to check its en-
hancements in relation to the Standard Metropolis Hastings (SMH) algorithm.
The paper is organized as follows. In Section 2 the asymptotic model used
to describe extremal behaviour is outlined. Specifically, Gumbel distribution
and Bayesian inference for the estimation of its parameters are introduced. In
Section 3, the regression analysis performed to improve MCMC procedure is
proposed and implemented, and its coefficients are implemented into the generic
model which is described in Section 4. The results of our analysis are presented
in Section 5. Here, we highlight the advantages that the knowledge of the
regression coefficients has in this extreme value context over the using of non-
informative priors. For the sake of completeness, Section 6 gives a real example
of application of the model.
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2. The block maxima method in extreme value theory
In extreme value theory, there are two fundamental ways to model the limit
distribution: the block maxima (BM) method and the peaks-over-threshold
(POT) method. We center our work on the former, which is a rather efficient
method under usual practical conditions. BM method may be preferable than
POT in several situations, specially when the only available info is block max-
ima, seasonal periodicity is presented, or the block periods appear naturally.
The BM approach consists of dividing the observation period into non-
overlapping periods of equal size and look at the maximum observation in each
period. Let X˜1, X˜2, ..., X˜m be i.i.d. random variables with distribution function
F . Given a fixed k ∈ N, we define the block maxima
Xi = max
(i−1)k<j≤ik
X˜j , i = 1, 2, ..., n. (1)
Hence, the m = k × n observations are divided into n blocks of size k.
The new random variables created follow, under certain domain of attraction
conditions, approximately an extreme value distribution.
In order to estimate maximum data distribution, frequentist and Bayesian
methods have been developed. Here we focus on the second procedure. More
precisely, we model the limit distribution by the BM method and estimate the
parameters of this distribution by employing Bayesian techniques.
3. Bayesian estimation of the Gumbel distribution
Many procedures have been suggested, optimized, or discarded to enhance
Bayesian analysis of Gumbel distributed data. Some examples are the modeling
of annual rainfall maximum intensities [23], the estimation of the probability of
exceedance of future flood discharge [24], or the forecasting of the extremes of
the price distribution [25]. Some of these works are focused on the construc-
tion of informative priors of the parameters for which data can provide little
information. Despite these previous efforts, it is well understood that some
constraints to quantify qualitative knowledge always appear when referring to
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construct informative priors. For this reason, this paper focuses on Bayesian
MCMC techniques based on MH algorithms to estimate the parameters using
non-informative prior [26].
In order to make statistical inferences based on the Bayesian framework,
after assuming a prior density for the parameters, pi(θ), and combining this
distribution with the information brought by the data which is quantified by
the likelihood function, L(θ|x), the posterior density function of the parameters
can be determined as follows
pi(θ|x) ∝ L(θ|x)pi(θ). (2)
The remaining of the inference process is fulfilled based on the obtained posterior
distribution.
Given the random sample x = (x1, ..., xn) from a Gumbel(µ, σ) distribution,
with cdf and density function given by
F (x|µ, σ) = exp
(
− exp
(
−x− µ
σ
))
(3)
and
f(x|µ, σ) = 1
σ
exp
(
− exp
(
−x− µ
σ
)
− x− µ
σ
)
(4)
respectively, where µ ∈ R, σ ∈ R∗+ and x can take any value in R, the likelihood
function for θ = (µ, σ) is
L(µ, σ|x) = 1
σn
exp
(
−
n∑
i=1
exp
(
−xi − µ
σ
)
−
n∑
i=1
xi − µ
σ
)
. (5)
Based on Rostami and Adam [21], where eighteen pairs of priors were se-
lected for Gumbel distribution and compared the posterior estimations by ap-
plying Metropolis-Hastings algorithm, in this model we choose the combination
of Gumbel and Rayleigh as the most productive pair of priors, namely,
pi(µ) ∝ exp
(
− exp
(
−µ− µ0
σ0
)
− µ− µ0
σ0
)
,
pi(σ) ∝ σexp
(
− σ
2
2λ20
)
.
(6)
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So, the posterior distribution is
pi(µ, σ|x) ∝ 1
σn−1
exp
(
A− exp
(
−µ− µ0
σ0
)
− µ− µ0
σ0
− σ
2
2λ20
)
, (7)
and the marginal posterior distributions are given by
pi(µ|x) ∝ exp
(
A− exp
(
−µ− µ0
σ0
)
− µ− µ0
σ0
)
, (8)
and
pi(σ|x) ∝ 1
σn−1
exp
(
A− σ
2
2λ20
)
. (9)
Here, A = −∑ni=1 exp(−xi − µσ
)
−∑ni=1 xi − µσ .
The Metropolis-Hasting algorithm (MH) is a Markov chain Monte Carlo
(MCMC) method for collecting a sequence of random samples from a probability
distribution where direct sampling is difficult [27]. In our context, the simple
steps of MH algorithm can be summarized as follows:
1. Choose initial values: µ(0), σ(0)
2. Given the chain is currently at µ(j), σ(j):
• Draw a candidate µcan, σcan for the next sample, by picking from the
normal distribution for some suitable chosen variances vµ and vσ,
µcan ∼ N (µ(j), vµ) and σcan ∼ N (σ(j), vσ)
• Accept µcan with probability
Pµ = min
{
1,
pi(µcan|σ(j))
pi(µ(j)|σ(j))
}
;
where
log
(
pi(µcan|σ(j))
pi(µ(j)|σ(j))
)
=
n
σ
(µcan − µ(j)) + µ
(j) − µcan
σ0
+
exp
(
−µ
(j) − µ0
σ0
)
− exp
(
−µ
can − µ0
σ0
)
+
n∑
i=1
(
exp
(
−xi − µ
(j)
σ(j)
)
− exp
(
−xi − µ
can
σ(j)
))
(10)
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• Accept σcan with probability
Pσ = min
{
1,
pi(σcan|µ(j))
pi(σ(j)|µ(j))
}
where
log
(
pi(σcan|µ(j))
pi(σ(j)|µ(j))
)
= (1− n)(log σcan − log σ(j)) +
(
σ(j)
)2 − (σcan)2
2λ20
+
n∑
i=1
((
xi − µ(j)
)( 1
σ(j)
− 1
σcan
))
+
n∑
i=1
(
exp
(
−xi − µ
(j)
σ(j)
)
− exp
(
−xi − µ
(j)
σcan
))
(11)
This is implemented by drawing uµ, uσ ∼ U(0, 1) and taking µ(j+1) =
µcan if and only if uµ < Pµ and σ
(j+1) = σcan if and only if uσ < Pσ.
3. Iterate the former procedure.
When performing the MH algorithm some aspects must be considered. First,
samples are highly correlated, so most of the MH draws have to be dropped by
setting a suitable number d (usually determined by analyzing the autocorrelation
between samples), consequently, the n × dth draws are the only archived data.
Second, the choice of the initial values could be far from the real one. As a
result, a burn-in period is necessary to pick values in the convergence plateau.
4. Regression analysis
As aforementioned, the aim of this paper is to find a relationship between
the parameters of the Gumbel distribution and those ones of the baseline distri-
bution. The easiest way to do so is by running the MH iterative procedure for a
big enough sequence of parameters belonging to the distribution which generate
the maximum dataset. Convergence of the distribution function for the extreme
values is guaranteed for high sample sizes. Hence, the larger number of data is,
the more accurate the regression coefficients will be. Furthermore, following the
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analysis done by Gumbel [14], the relation between the parameters will depend
on the length of each sample or block (k) available to carry out the maximum
selection and on the number of data (n), of course.
4.1. Simulation study
One of the most distinctive features of the Gumbel distribution is its abil-
ity to represent the limit distribution for the maximum values of a wide range
of baseline distributions. normal and exponential distribution fall within this
range and provide mono and multi-parametric performances examples since they
depend on the rate λ, and the mean, µN , and standard deviation, σN , param-
eters, respectively. For the sake of convenience, a 90 sample size data for each
distribution is selected in order to adapt the results to seasonal studies1.
1Note that the sample size is a not alterable variable in all the studies and algorithms.
Changes to this quantity will suppose a convergence to a Gumbel distribution with different
parameters and, as a consequence, regression coefficients will change.
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Figure 1: Relation between the parameter of the exponential distribution (with values for
1/λ from 0.1 to 10, by 0.1 regular increments) and µ (upper figures) and σ (lower figures)
parameters of the Gumbel distribution from 10 replicates of n = 10 (left) and n = 1000 (right)
blocks of size k = 90.
Figures 1 and 2 illustrate the results from simulations for exponential and
normal distribution, respectively. These plots consist in 10 replicate simulation
results per parameter value with the aim of reducing the estimation uncertainty.
As we can observe from the graphics, the existence of a clear relationship for the
parameters is apparent. Moreover, their connections are not whichever but a
linear one which will definitely simplify the priors implementation in successive
algorithms. In addition, while increasing the number of samples, data dispersion
substantially decreases. In this sense, posterior studies will focus on the use of
information coming from data with high sample numbers. Regression results
are summarized on Table 1.
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Figure 2: Relation between the mean µN (values from -20 to 50, by 1 regular increments)
and standard deviation σN (values from 0 to 10, by 0.5 regular increments) parameters of the
normal distribution and µ (upper figures) and σ (lower figures) parameters of the Gumbel
distribution from 10 replicates of n = 10 (left) or n = 1000 (right) samples of size k = 90.
Outcomes given in Table 1 show a clear relationship between the parameters
of the baseline distributions and the GEV ones. This information will be used
in posterior studies to obtain informative priors based on data. Moreover, these
priors can be used to generate candidates on the MH algorithm with the aim to
accelerate convergence.
Although in this work we only display the results obtained for the normal
and exponential distributions, this strategy could be easily adapted to other
distributions.
5. Regression Metropolis-Hasgtings method
In the previous section, it has been established a relation between the pa-
rameters of the two most widely used baseline distributions and the Gumbel
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Table 1: Summarized samples from the posterior distribution of a linear regression to model
the relationship between the Gumbel distribution parameters and exponential or normal base-
line distribution parameters, obtained using the function MCMCregress by the R package MCM-
Cpack [28]. Data frame is the table compound by n = 1000 samples of size k = 90.
Exponential Distribution
Parameter of the Gumbel Distribution µ σ
Summarized posterior sample Mean SD Mean SD
Intercept -0.004409 0.012152 0.004305 0.0086136
1/λ 4.507745 0.002109 0.991639 0.0014953
Normal Distribution
Parameter of the Gumbel Distribution µ σ
Summarized posterior sample Mean SD Mean SD
Intercept 0.0001740 1.234e-03 -4.909e-04 9.153e-04
µN 0.999978 2.874e-05 -1.037e-05 2.132e-05
σN 2.264677 2.062e-04 3.746e-01 1.530e-04
ones. Although the procedure can be applied to any baseline distribution we
want, in this section it will be kept normal and exponential distributions as
examples.
The main objective of this section is to promote a generic model to import
the highly informative regression coefficients into the Bayesian inference proce-
dure. To do so, a normal prior distribution for each parameter of the Gumbel
distribution is assumed in a manner that the mean and standard deviation are
obtained from the regression coefficients
pi(θ) ∝ f(α, x˜), (12)
where f is a function of the regression coefficients vector α and the sample x˜.
Then, f can be used to estimate the parameters of the baseline distribution
(noted by γ) via a non-informative prior. Both regression and baseline param-
eters must be conveniently estimated. So, the full algorithm can be summarize
as follows:
1. Choose initial values, ζ(0) = (α(0),γ(0)), where α(0) are previously cal-
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culated regression coefficients (Table 1 showed examples for normal and
exponential distributions) and γ(0) are baseline parameters.
2. Given the chain is currently at ζ(j) = (α(j),γ(j)):
• Draw the candidates αcan,γcan for the next sample by picking from
the proper distribution. A normal distribution is used for αcan with
fixed mean and variance given by the regression coefficients, as well
as a suitable chosen posterior distribution, calculated on the basis of
a non-informative prior distribution and the entire dataset x˜, is used
for γcan (this distribution is specified in next subsection in the case
of exponential and normal baseline distributions).
• Due to the connection between γ and Gumbel parameters θ, αcan
and γcan must be acepted or rejected simultaneously. As usual, this
is implemented by drawing uθ ∼ U(0, 1) and taking θ(j+1) = θcan if
and only if uθ < Pθ.
Here,
Pθ = min
{
1,
pi(ζcan|x)q(ζ(j)|ζcan)
pi(ζ(j)|x)q(ζcan|ζ(j))
}
, (13)
where θ can be µ or σ and ζ = (α,γ). θ is related with ζ by
θ = α(1,γ)′. (14)
The conditional posterior distributions, pi(θ|x), for the parameters µ
and σ are obtained by ignoring all the terms that do not involved
parameter µ and σ, respectively. For the sake of simplicity, and
noting that the prior is highly informative, the candidates are drawn
from the prior distribution. Thus, q(ζ(j)|ζcan) = pi(ζ(j)) and so,
Pθ = min
{
1,
L(θcan|x)
L(θ(j)|x)
}
. (15)
Here, L(θ|x) is given by Eq. (5), since it depends only on the maxi-
mum data. Despite this, the entire data x˜ is still used for generating
draws of γ.
3. Iterate the former procedure.
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5.1. Exponential and normal distribution examples
Proceeding with the examples given in Section 4, results of regression sum-
marized in Table 1 are used. To draw the candidates in the MH step, it is
necessary to know the non-informative posterior distribution for the parameter
λ of the exponential and, the µ and σ parameters of the normal that will be
used as priors in the iterative procedure.
With respect to the exponential case, it is assumed a non-informative Γ(α =
1, β = 1) prior for λ. Then, posterior distribution is (for a data size m)
pi(λ|x˜) ∝ e−λ(
∑m
i=1 xi+1) λm ∝ Γ
(
m+ 1,
m∑
i=1
xi + 1
)
. (16)
Concerning the normal distribution, it is assumed the following prior distribu-
tion for µ and σ
µ|σ ∼ N (µ0 = 0, σ0 = 1)
σ ∼ Γ(α = 1, β = 1).
(17)
Then , the posterior is
pi(µ|σ, x˜) ∝ N
(
m
m+ 1
x¯,m+ 1
)
pi(σ|x˜) ∝ Γ
(
1 +
m
2
, 1 +
1
2
m∑
i=1
(xi − x¯)2 + m
2(m+ 1)
x¯2
)
.
(18)
With prior distributions for the baseline parameters given by Eqs. (16) and
(18), which will be used to draw the candidates in the MH steps, and likehood
function (5), generic method is ready to be implemented. It should be noted that
some convergence and correlation tests must be done before making a definitive
analysis.
6. Discussion
The comparability of the two considered methods; the Standard-MH (SMH)
algorithm and the Regression-MH (RMH) method introduced in Section 5, is
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explored via simulations, involving various sample sizes and values of the pa-
rameter space.
For all cases, the first 1000 iterations out of 10000 had to be discarded since
the plot does not converge to the stable values before 1000th iteration for MH
algorithm. Moreover, to avoid autocorrelation between successive candidates, it
has been set down a thinning rate retaining each 60th element of the sequence
[29].
The main conclusion derived from this experiment is that an improvement
has been achieved. Figures 3 and 4 show the distribution of estimations ob-
tained by the SMH and RMH methods for µ and σ, as particular examples of
general behavior, which is more accused for large sample sizes. In the same way,
the summary of the credible intervals for the estimated Gumbel parameters is
shown in Table 2. Reduction in the credible interval width and, not less, enhace-
ment in parameter location show the RMH results to adapt to very shortened
data better than SMH does. Even outcomes show a distinct narrowing in the
value range, this is most evident when looking at the scale parameter σ. The
scale parameter can provide more significant information when talking about
statistical inference. This means, to make better predictions of extremes events
it is better to have a more accurate knowledge of the closeness of extreme values
than knowing the central tendency of them because it will reduce the probability
interval of finding these events.
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Table 2: 95% Credible interval summary for exponential and normal baseline distribution
using SMH and RMH methods, from 500 simulated samples with k = 90, n = 10, and
baseline parameters λ = 1/3, 1, 3, µN = 0, 10, and σN = 0.5, 1, 5 respectively.
Exponential Distribution
Parameter of the Gumbel Distribution µ σ
Method SMH RMH SMH RMH
λ = 1/3 (11.575,15.272) (12.473,14.520) (2.027,5.007) (2.749,3.199)
λ = 1 (3.952,5.256) (4.167,4.786) (0.711,1.899) (0.922,1.058)
λ = 3 (1.333,1.791) (1.406,1.609) (0.245,0.672) (0.3149,0.359)
Normal Distribution
Parameter of the Gumbel Distribution µ σ
Method SMH RMH SMH RMH
µN = 0, σN = 0.5 (1.023,1.295) (1.075,1.204) (0.130,0.362) (0.179,0.196)
µN = 0, σN = 1 (2.058,72.555) (2.129,2.391) (0.261,0.712) (0.356,0.389)
µN = 0, σN = 5 (10.096,12.663) (10.594,11.912) (1.297,3.232) (1.776,1.953)
µN = 10, σN = 0.5 (11.031,11.277) (11.087,11.216) (0.127,0.379) (0.181,0.200)
µN = 10, σN = 1 (12.076,12.540) (12.145,12.404) (0.275,0.716) (0.358,0.392)
µN = 10, σN = 5 (20.111,22.438) (20.634,21.994) (1.313,3.265) (1.783,1.960)
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Figure 3: Histograms for estimated Gumbel parameters obtained using SMH and RMH meth-
ods, from 500 simulated samples with k = 90, n = 10 and baseline distribution exponential,
with λ = 1/3 (top), 1 (middle) and 3 (bottom).
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parameters µN = 0 and σN = 0.5 (top), 1 (middle) and 5 (bottom).
7. An experimental data example
With the aim of giving a practical application of the RMH model, the sci-
ence of climatology will be considered. This science and its practical application
have much to contribute to EVT. In particular, RMH algorithm will be used
to estimate the Gumbel parameters that fit the peak temperatures in summer
seasons (June-August). These seasons will be treated separately because of the
time dependence of the normal distribution parameters that describe summer
16
temperatures. For this reason, actual data consists in 90 maximum daily sum-
mer temperatures and the maximum value of each season. The dataset used in
this paper consists of a set of daily temperature records registered in the city of
Ca´ceres (Extremadura, Spain) in the 1908-1915 period.
Results are displayed on Table 3. It can be noted that credible intervals
are extraordinary shorts, in view especially of the fact that only one maximum
value per season have been used. However, this can be explained by the fact
that not only one singular datum has been used, but all of the entire data.
The capacities of the RMH model to adapt to very shortened data is the main
advantage of this model with respect to those which target efforts on improving
prior information of the maximum distribution.
Table 3: Credible interval summary for the Gumbel parameters arising from a normally
distributed annual temperature data.
Year 1908 1909
Parameter of the Gumbel Distribution (◦C) µ σ µ σ
95% Credible Interval (42.026,42.052) (1.847,1.851) (44.304,44.336) (2.164,2.168)
Year 1910 1911
Parameter of the Gumbel Distribution (◦C) µ σ µ σ
95% Credible Interval (42.429,42.456) (1.866,1.870) (44.531,44.562) (2.117,2.121)
Year 1912 1913
Parameter of the Gumbel Distribution (◦C) µ σ µ σ
95% Credible Interval (41.243,41.271) (1.811,1.815) (43.414,43.441) (1.784,1.788)
Year 1914 1915
Parameter of the Gumbel Distribution (◦C) µ σ µ σ
95% Credible Interval (41.737,41.761) (1.774,1.777) (42.847,42.872) (1.611,1.614)
8. Concluding remarks
In this paper, a new method to incorporate Bayesian methodology into ex-
treme value analysis is studied. A Bayesian MH algorithm based on highly
informative priors obtained by a well-defined connection between Gumbel and
baseline parameters is presented. Simulations made show that the proposed
method (RMH) can accurately estimate the Gumbel parameters and consider-
ably shorten the credible interval width when compared with the standard MH
17
algorithm. Experimental data fits show that the proposed model is also suitable
when working with only one maximum value. It is found that RMH method
has good performance and its usage is recommended in practice.
Although we only show the results obtained for the normal and exponential
baseline distributions and extreme distribution Gumbel, the strategy can be
extended to other distributions.
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