For Gamma-Ray Burst 100901A, we have obtained Gemini-North and Very Large Telescope optical afterglow spectra at four epochs: one hour, one day, three days and one week after the burst, thanks to the afterglow remaining unusually bright at late times. Apart from a wealth of metal resonance lines, we also detect lines arising from fine-structure levels of the ground state of Fe ii, and from metastable levels of Fe ii and Ni ii at the host redshift (z = 1.4084). These lines are found to vary significantly in time. The combination of the data and modelling results shows that we detect the fall of the Ni ii 4 F 9/2 metastable level population, which to date has not been observed. Assuming that the population of the excited states is due to the UV-radiation of the afterglow, we estimate an absorber distance of a few hundred pc. This appears to be a typical value when compared to similar studies. We detect two intervening absorbers (z = 1.3147, 1.3179). Despite the wide temporal range of the data, we do not see significant variation in the absorption lines of these two intervening systems.
INTRODUCTION
Shortly after the first detection of an optical afterglow associated with a long gamma-ray burst (GRB, van Paradijs et al. 1997) , it became clear that GRBs may be useful probes of distant galaxies: afterglows can be very bright and have a simple power law continuum at ultraviolet (UV) to optical wavelengths, against which otherwise undetectable absorbing systems, such as the gas in the host galaxy, leave an observable signature (see e.g., Vreeswijk et al. 2001; Savaglio, Fall & Fiore 2003; Vreeswijk et al. 2004; Berger et al. 2006; Fynbo et al. 2006; ). Long GRBs are formed as end products of the evolution of massive stars (Woosley 1993; Paczyński 1998) and should therefore probe star-forming regions. Their optical afterglows fade away on short timescales (∼days), making it possible to study their host galaxies in emission as well (see e.g., ⋆ Based on observations obtained at the Gemini Observatory at Mauna Kea under programme GN-2010B-Q-7, and observations obtained with ESO Telescopes at the Paranal Observatory under programme 085.A-0009(B).
† O.E.Hartoog@uva.nl Savaglio, Glazebrook & Le Borgne 2009; Hjorth et al. 2012) . For a review of long GRBs and their host galaxies, see e.g., Savaglio (2006 Savaglio ( , 2012 .
Optical spectra (i.e., rest frame UV at redshifts around z ∼ 1 − 2) of GRB afterglows generally show strong absorption lines of metals, both at low and high-ionisation stages, as well as high neutral hydrogen column densities (see Fynbo et al. 2009 for a large and relatively unbiased sample). Absorption lines provide the redshift and allow estimation of column densities of the host galaxy of the GRB and possibly other absorbers along the line of sight. This provides valuable information on the metallicity and dust content of galaxies at arbitrary redshift, regardless of the brightness of these systems, which is very difficult to obtain otherwise. The highest redshift lines in the afterglow spectrum formally only provide a lower limit on the host redshift. However, the presence of fine-structure lines can confirm the galaxy as the host, because these arise from excited states that are expected to have been populated by the UV-afterglow radiation of the GRB Vreeswijk et al. 2007 ). These lines are not seen in foreground line-of-sight ab-sorbers in quasar (QSO) spectra, except for some relatively lowenergy excited states from carbon. Due to the transient nature of the afterglow, the absorption lines from these excited states are expected to vary in strength, which may provide information on the internal distribution of gas and kinematics within the host galaxy; often the only way to obtain such information for these distant and mostly faint galaxies. Fine-structure line variation has been measured and modelled for a handful of bursts (e.g., Vreeswijk et al. 2007; Dessauges-Zavadsky et al. 2006; D'Elia et al. 2009a; Ledoux et al. 2009; de Ugarte Postigo et al. 2011; De Cia et al. 2012; , which allowed constraints to be placed on the distance between the burst and the absorbing material (see for a description of the methods used).
The primary difficulty in probing column density variations in GRB sightlines to fit to the models described above, is the requirement on afterglow brightness: for fainter afterglows the necessary high signal-to-noise and high spectral resolution are difficult to obtain with current instrumentation. This also limits this method to early-time data and a limited range of instruments, making it difficult to build up a sample. In the cases described above, the variation is measured with high resolution spectrographs, and all spectra are obtained within a few hours post burst (observer's frame).
The optical afterglow of GRB 100901A remained unusually bright out to very late times, which allowed us to collect spectra over a time span of a week with the Gemini-North Multi-Object Spectrograph and X-shooter on the ESO Very Large Telescope. In this paper we investigate the behaviour of the excited level populations over this unusually long time span, and the application of the excitation models to low and intermediate resolution spectra. The observations and data reduction are described in Section 2. We study the metal resonance lines at the host-galaxy redshift in Section 3.1. In Section 3.1.1 we examine the dust content of the host galaxy. The two intervening absorbers are analysed in Section 3.1.3. In Section 3.2 the fine-structure line variability is described and modelled. In Section 3.3 we briefly discuss the emission lines from the host galaxy. We discuss our results in Section 4 and summarise our conclusions in Section 5.
Throughout the paper we adopt a standard ΛCDM cosmology with H 0 = 71 km s −1 Mpc −1 , Ω m = 0.27, Ω Λ = 0.73. We indicate line transitions by their vacuum wavelengths.
OBSERVATIONS
GRB 100901A was detected by Swift on 2010 September 1 at 13:34:10 UT. With a total duration of T 90 = 439±33 s (Immler et al. 2010; Sakamoto et al. 2010 ) the burst is clearly classified as a long burst. The optical afterglow candidate at RA (J2000) = 01 h 49 m 03.42 s , Dec =+22
• 45 ′ 30.8 ′′ (90% confidence error radius of about 0.81 ′′ ) was identified in an Ultraviolet/Optical Telescope (UVOT) exposure which started 147 s after the Burst Alert Telescope (BAT) trigger (Immler et al. 2010 ). Automatic observations with the Faulkes Telescope North identified an uncatalogued object at the position consistent with the UVOT candidate (Guidorzi et al. 2010) . Several follow-up photometry efforts followed, resulting in the light curve presented and analysed in Gomboc et al. (in prep) and Gorbovskoy et al. (2012) (see also Figure 8 ). The first optical spectrum of the afterglow was taken with the Gemini MultiObject Spectrograph (GMOS) on Gemini-North (programme GN-2010B-Q-7, PI Tanvir), approximately 1 hr 15 mins (0.0526 days) after burst trigger (Chornock et al. 2010) . With this instrument, two other spectra at respectively 1 and 7 days after the burst were obtained. A fourth spectrum was obtained approximately 3 days after the burst with the X-shooter spectrograph mounted on the ESO Very Large Telescope (VLT), under programme 085.A-0009(B) (PI Fynbo) . See Table 1 for a detailed log of the observations presented in this paper.
Gemini-N/GMOS spectroscopy
Gemini-N/GMOS is a low-resolution long slit spectrograph, equipped with three detectors. For the observations presented here, a slit width of 0.75 ′′ and the B600 grism with the G5307 order suppression filter have been used, which resulted in the wavelength coverage and resolving power reported in Table 1 . We used four exposures per epoch, using dithers in both dispersion and spatial coordinates to sample over the chip gaps and regions affected by amplifier location. The GMOS spectra have been reduced with the IRAF packages for Gemini GMOS (version 1.9), using arc line exposures taken directly before and after the science data. The four exposures are combined after extraction. The resulting spectra were normalised and no flux calibration was performed.
VLT/X-shooter spectroscopy
VLT/X-shooter is a cross-dispersedéchelle spectrograph where the incoming light is split into three wavelength arms using dichroics, covering the full optical to near infrared wavelength range simultaneously (D'Odorico et al. 2006; Vernet et al. 2011) . The X-shooter spectra have been taken in nodding mode with 1 × 2 binning (i.e., binning in the dispersion direction) in the UV-Blue (UVB) and Visual (VIS) arms, using a 100kHz / high-gain readout and 4 × 600s exposure times. The selected slit widths were 1.0, 0.9 and 0.9 ′′ for the UVB, VIS and near-infrared (NIR) arms, respectively. A 5 ′′ nod throw along the slit was used to improve sky subtraction. The spectra were reduced using the ESO pipeline software version 1.2.2, using the so-called physical model mode (Goldoni et al. 2006; Modigliani et al. 2010) . We used calibration data (bias, dark, arc lamp, flat-field and flexure control frames) taken the next day or as close in time as possible to the science observations. The bin sizes of the resulting spectra were 0.2, 0.2, and 0.5Å for UVB, VIS and NIR spectra, respectively. Extracted spectra were flux calibrated using spectrophotometric standard star exposures, also taken the same night, resulting in roughly flux-calibrated spectra spanning the near-ultraviolet to the near-infrared. We caution that the weather conditions during this night were poor, and likely non-photometric. We used a telluric standard star (HD 4670, a B9 V star) to correct the telluric absorption features in the NIR afterglow spectrum, using the IDL spextool package (Vacca, Cushing & Rayner 2003 , see also Wiersema 2011 for the use on X-shooter data).
ANALYSIS
The GMOS epoch1 spectrum (see Figure 1) is that of a bright afterglow including many metal absorption lines. At a redshift of 1.4084 we detect strong resonance lines of Fe ii, Mn ii, Cr ii, Al ii, Al iii, Zn ii and Si ii. Additionally, at the same redshift, line transitions arising from excited states of Fe ii and Ni ii are clearly detected (see Section 3.2). Therefore we identify this as the host-galaxy redshift z h (Chornock et al. 2010 ). We do not detect lines from Fe iii, as observed in the case of GRB 080310 . No Figure 1 . Normalised GMOS spectrum (epoch1) of the afterglow of GRB 100901A. The red labels indicate the absorption lines of the host (z h = 1.4084); the green and blue labels (with vertical offset) indicate the absorption lines formed in two intervening systems at z 1 = 1.3147 and z 2 = 1.3179. The magenta labels show unshifted Na i lines (z = 0), resulting from the absorption in the Milky Way. The numbers at the labels indicate the configuration of the lower level and the vacuum rest wavelength of the transition. The host shows resonance lines from the ions Mn ii, Fe ii, Cr ii, Zn ii, Si ii, Al ii and Al iii, as well as lines from excited states of Fe ii and Ni ii, which are found to vary significantly (see Section 3.2). In the intervening systems we detect Mg i, Mg ii, Fe ii, Al ii and Al iii. Table 1 . Overview of the spectroscopic observations of the afterglow of GRB 100901A, arranged by instrument and epoch. Columns (1) and (2) indicate telescope, instrument, setup, and slit dimensions. Column (3) gives the wavelength coverage for this setup and the resolving power R = λ/∆λ, with ∆λ the FWHM of an unresolved line. Column (4) gives the mid time of the epochs of observation in days after the burst BAT trigger. Column (5) lists the interpolated observed R-magnitude of the afterglow at this epoch (Gomboc et al., in prep) . Column (6) lists the total exposure time of the observation in this epoch. Columns (7) and (8) give the seeing and the airmass. The seeing is measured by fitting a gaussian along the spatial direction of the slit, around the central wavelength of each spectrum. Column (9) gives the signal-to-noise ratio (S/N) in the continuum at 4150 and 6100 Å per GMOS pixel (δλ = 0.91 Å). Column (10) gives the name we will use to refer to the epoch. Lyman-α is detected, because it is too far in the blue for the covered wavelength range. Two intervening absorbers are visible at z 1 = 1.3147 and z 2 = 1.3179 (Chornock et al. 2010) . In these systems we detect Fe ii, Al ii, Al iii, Mg i and Mg ii (rest frame equivalent width W λ < 1 Å). We note that these lines are weaker at the intervening system redshifts than at the host redshift. There are no fine-structure lines detected at any of the intervening absorber redshifts. Na i λλ 5892, 5898 are detected at z = 0 and are thus due to foreground absorption in the Galaxy. The GMOS epoch2 spectrum (not fully shown in a figure) looks similar, though the signal-to-noise ratio (S/N) is lower due to the decreasing brightness of the afterglow. The line transitions arising from the metastable Ni ii 4 F 9/2 level (see Table A4 ) appear more pronounced in epoch2 than in epoch1; the Fe ii fine-structure lines have become slightly weaker.
Since GMOS epoch3 is observed after the break in the light curve at ∼ 2 days (Gomboc et al., in prep) , which causes the brightness to drop more quickly, the S/N is lower than for the other epochs, despite the longer integration time and comparable weather conditions. Still, strong metal resonance lines are clearly detected. Fine-structure lines that were present in epoch1 and lines from metastable levels that were present in epoch2 are much weaker or not detected any more (see Section 3.2).
The quality of the X-shooter spectrum (xsh, after 2.75 days, see Table 1 ) is low due to poor weather conditions and large airmass, but because of the extraordinarily large wavelength coverage of this instrument, this spectrum does provide additional information. Moreover, the higher resolution allow us to exclude the existence of different velocity components down to ∼ 70 km s −1 with respect to ∼ 200 km s −1 for GMOS. The strong and saturated Mg ii λλ 2796, 2803, Mg i λ 2853, and Ca ii λλ 3934, 3969 absorption lines from the host galaxy are outside the range of GMOS due to the redshift, but they are clearly detected in xsh-VIS (not shown in a figure) . Na i λ 5892, 5897 falls in a region with atmospheric absorption and can therefore not be detected. We do not detect the red wing of the Ly-α absorption line due to low S/N. Furthermore, in xsh-NIR, we marginally detect forbidden oxygen emission line [O iii] λ5007 at the host-galaxy redshift (see Figure 9 and Section 3.3).
We do not detect prominent interstellar (dust) extinction features such as the 2175Å feature (see e.g., Elíasdóttir et al. 2009) or diffuse interstellar bands in any of the spectra at the host-galaxy redshift.
Resonance lines
To measure the observed equivalent width W λ,obs of the absorption lines in the spectrum, we locally fit gaussian functions to the normalised spectrum with ngaussfit, a task in the stsdas package in IRAF. In principle, W λ,obs can be obtained directly by integration, but as can be seen in Figure 1 , many lines are blended. In some cases one line needs to be fixed in order to measure the potential variation of the other. ngaussfit can de-blend up to three lines, with the possibility to keep part of the parameters fixed. This method allows that in spectra with low S/N, an absent or very weak line is sometimes formally best fitted with a line with negative equivalent width (i.e., an emission line, see also Figure 6 and 7); for these lines we obtain upper limits for W λ,obs .
The formal error on the equivalent width is obtained from the error spectrum:
with δλ the spectral bin width, σ i the value of the error spectrum in bin i and F c the continuum flux. The summation runs over two times the full-width-at-half-maximum (FWHM). Furthermore, we add 3% of the equivalent width to the formal error to account for the uncertainty in placing the continuum. In the low-resolution GMOS spectra, all absorption lines are unresolved and can be fit with a gaussian with a fixed FWHM of 3.6 Å (the resolution element), which is determined from the width of the lines in the arc-lamp frames. In xsh we fix FWHM = 1.0 Å and 0.7 Å in the UVB and VIS-arms, respectively, based on the widths of arc lines and telluric emission lines. Some strongly saturated lines (for example the Mg ii doublet) in these spectra cannot be fit with gaussians and are therefore integrated numerically. The resulting rest frame equivalent widths W λ = W λ,obs /(1 + z h ) of the resonance lines in the first two epochs are listed in Table 2 .
To infer column densities of the different ions from the absorption line equivalent widths, we make use of a multi-ion single component curve-of-growth (MISC-COG) analysis (Spitzer 1978) . The Doppler line width is in principle related to the temperature and the level of turbulence in the absorbing gas. Limited by spectral resolution, it is difficult to distinguish between this and broadening due to the complex physical structure of absorbing clouds in the sight line. Therefore we speak of an 'effective' Doppler parameter, which does not carry information about the temperature of the gas, but is merely a simplification in the model (Jenkins 1986) . The assumption we need to make in this analysis is that the effective Doppler parameter b is the same for all ion species, and that it is single (one velocity component). In other words, we assume that the velocity structure is the same in all lines, and that it is dominated by smallscale effect such as thermal velocities and turbulence and not by differences in bulk velocities of different gas clouds.
Host galaxy column densities
We use three unblended Fe ii resonance lines (λ2249, λ2260 and λ2586) to determine b for the line-of-sight gas in the host galaxy (see Table 2 ). Because these lines cover both the linear and the flat part of the COG, both b and the column density for Fe ii, N Fe II , can be constrained. They are dependent variables, therefore fit them simultaneously with a grid method, yielding b = 22.1
and log N Fe II /cm −2 = 15.23
−0.08 . The COG with the best fit value for b is shown in Figure 2 . The ion species other than iron have line transitions either on the linear or on the flat part of the COG; therefore, b has to be assumed to be the same for all ion species in order to determine the column densities. The resulting column densities of the ions are listed in Table 2 . For most lines we have taken an average of the first two epochs, except Mg ii and Ca ii which can only be measured in xsh. The equivalent widths of the Al ii lines are slightly larger in epoch1 while those of Al iii are larger in epoch2. While not very significant, it may be a sign of ionisation due to the GRB afterglow (see e.g., ). Due to the low significance we decided not to take this into account in the excitation modelling in Section 3.2.
Spectral resolution limits the ability to distinguish different velocity components in absorption lines: an instrumental FWHM = 3.6 Å (GMOS spectra) corresponds to ∼ 200 km s −1 . In xsh-VIS, a velocity component difference of 70 km s −1 would be detectable, but we do not see indications for more than one velocity component in any of the lines. This could be due to the low S/N of xsh, because most intermediate to high-resolution spectra of GRBs show absorption lines with at least two components (but see e.g., Ledoux et al. 2009 ).
Prochaska (2006) warns that column densities derived with the MISC-COG method are systematically underestimated, especially when the underlying line structure is that of separated clumps of gas at different velocity shifts. In this case one derives a high b with MISC-COG analysis, and therefore a lower column density. Results for a single component COG analysis with b 20 km s −1 are highly suspect, according to Prochaska (2006) . That COG analysis of a low-resolution spectrum can be accurate is shown by D'Elia et al. (2011), who compare low and high-resolution spectra for the afterglow of GRB 081008. The COG analysis gives the same result as line fits to the high-resolution spectrum within 3σ. They conclude that this is linked to the low level of saturation of the lines. The equivalent widths of the low-ionisation lines in GRB 100901A are found to be in the lowest 10% of the sample of 69 low-resolution spectra conducted by de Ugarte Postigo et al. (2012), which strengthens the case that a COG analysis on this spectrum can provide accurate results. However, column densities resulting from COG analysis always need to be treated with caution. 
Dust depletion
The strength of the absorption lines in the spectrum are a measure of the abundance of an element in the gas phase only. Apart from the overall gas-to-dust ratio, the fraction of a specific element that is locked onto dust depends on the element species and on the nature of the dust. Therefore, the pattern of relative abundances, the depletion pattern, might give insight into the amount and nature of the dust. In Table 2 we list the abundance ratios with respect to the refractory (depleted) element Fe and the non-refractory element Zn, compared to the ratio in a solar abundance environment. We use the following, commonly used notation Table 2 . The measured rest-frame equivalent width W λ for the resonance lines at the host redshift, and the corresponding ion column densities, obtained with curve-of-growth (COG) analysis. The first column lists the ion and the vacuum rest wavelength (Å); the second column gives the oscillator strength f λ . Columns (3) and (4) give the rest-frame W λ in Å measured in epoch1 and epoch2 (GMOS) respectively. For lines for which we have a good measurement both in epoch1 and epoch2, the weighted average is used; otherwise we use the value measured in epoch1. The values that are finally used for the COG analysis are listed in Column (5). Column (6) gives the best fitting column density for the ion, fitted to a COG with effective Doppler parameter b = 22.1 +1.7 −1.6 km s −1 . Columns (7) and (8) give the relative abundances with respect to iron and zinc using solar values from Asplund et al. (2009) 
(for notation see Equation 2
). The references for the wavelength and oscillator strength are in column (9).
Al Savaglio & Fall 2004) . b The contamination by Cr ii λ2026 is determined from the other Cr ii lines and is negligible. The contribution of Mg i λ2026 cannot be determined, but we assume it is small based on the absence of Mg i λ1827. c Fe ii 2344, 2374, 3282 and 2600 are also clearly detected, but those are blended with fine-structure lines and therefore not used in the abundance study.
Estimates of their equivalent widths can be found in the appendix. d The equivalent width of the line is fixed in the second epoch in order to measure the varied strength of the blended fine-structure line(s). e Absorption lines are outside the GMOS range, measurement is from xsh spectrum. References for atomic data: (1) NIST Atomic Spectra Database, (2) Bergeson & Lawler (1993b) , (3) Bergeson & Lawler (1993a) (4) Verner et al. (1999) , (5) Morton (2003), (6) Verner et al. (1996) , (7) Morton (1991).
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with N (X) the column density of element X, and n (X) the number density of element X in a solar environment (Asplund et al. 2009 ). Differences from zero indicate dust content. We thus assume that relative abundances (both in gas and dust) are solar. Fe, Zn and Cr are iron peak elements, which makes this a reasonable assumption, although the main production pathway of Zn is not fully identified (Umeda & Nomoto 2002) . Discrepancies in relative abundances might also be due to a different star-formation history than the Milky Way.
In Figure 3 we show [Fe/Zn] as a function of the Zn column density for the host of GRB 100901A, compared with a sample of other GRB-DLAs and QSO-DLAs 1 . The relative abundance values indicate a stronger depletion (i.e., more dust) in GRB-DLAs than in QSO-DLAs, but among the GRB-DLAs, GRB 100901A is not a particularly special case. Both GRB-DLAs and QSO-DLAs appear to follow the overall trend that systems with stronger Zn column densities show stronger depletion. The fact that the two classes populate different regions in the diagram is mainly a sight line effect. QSOs probe galaxies in random orientations with only a small chance that the densest region of a galaxy is intersected, while sight lines to GRB afterglows probe the gas towards the progenitor region, so they will in general show high column densities (see also Savaglio 2006; Fynbo et al. 2009 ).
Furthermore, for GRB-DLAs with relatively low column densities and weak absorption lines, [Fe/Zn] is not well constrained (i.e., not reported in literature) because the fading afterglow prevents building up S/N over several nights of observations. This is not the case for QSO-DLAs, which is why these objects also populate the low N Zn II part of the parameter space.
A more detailed analysis of the dust content can be performed by comparing the heavy-element dust depletion pattern of GRB 100901A with observations in the interstellar medium (ISM) of the Milky Way (Savage & Sembach 1996) . We use the method described in Savaglio & Fall (2004) . We consider the observed depletion patterns in the MW sight lines trough a warm halo (WH), warm disk and halo (WDH), warm disk (WD) and cool disk (CD) as models. For the fit, we use two free parameters. One is the dustto-metal ratio relative to the Galactic values κ = κ GRB /κ J (J is one of the 4 depletion patterns). The second is proportional to the metallicity (not known because N H I is not measured in GRB 100901A). The two parameters are scaled until they reproduce the observed heavy-element depletion pattern best (minimum χ 2 ). Results using measurements of 7 elements are shown in Figure 4 . The WH depletion pattern gives the smallest χ 2 among the 4 patterns, but the WD pattern is also a reasonable fit. The dust-tometals ratio is between the MW value and 10% higher. Ni and Mg are the most uncertain measurements. The Mg ii column density is likely a lower limit because it suffers from very strong saturation. The Ni ii column density is not measured from the resonance lines directly, but follows from the modelling of the time evolution of the Ni ii 4 F 9/2 metastable level (see Section 3.2.1 and Table 5 ). Excluding these two elements from the fit does not change our results much.
For the observed column of metals, and assuming a rate of visual extinction per column density of metals like in the MW (Bohlin, Savage & Drake 1978) , the expected optical extinction in GRB100901A would be A V ∼ 0.5. This is higher than the one derived from the spectral energy distribution (SED) of GRB100901A (A V = 0.21, Gomboc et al., in prep) . This inconsistency is typically observed in GRB sight lines (Schady et al. 2011) and indicates that the rate of extinction in the ISM of GRB hosts per column of metals is different from what is observed in the MW.
Intervening absorbers
Two intervening absorbers are detected: int1 at z 1 = 1.3147 and int2 at z 2 = 1.3179. If these two systems are not physically associated with each other, and the redshift difference is dominated by cosmological expansion, the velocity difference corresponds to a co-moving separation of 3.9 Mpc. If the absorbers belong to one system, the velocity difference is 414 km s −1 , and could be due to motion of galaxies within a cluster.
Because of the long time span that our observations cover (until long after the jet break, Gomboc et al., in prep) , the data set is suited to look for variations in the strength of the lines from the intervening absorbers. This can be interesting in the context of the previously supposed discrepancy between the number of strong Mg ii absorbers (W λ (2796) > 1Å) in QSO and GRB sight lines; in the latter the redshift number density was found to be about two times as high (Prochter et al. 2006; Vergani et al. 2009; Cucchiara et al. 2009 . However, Cucchiara et al. (2012 used a larger sample and did not reproduce this discrepancy.
We do not detect variability above the 2σ level in any of the two intervening absorbers of GRB 100901A, and we see no (Savage & Sembach 1996) , which are observed patterns that can be adjusted by changing the dust-to-metal ratio κ. The column density of Ni ii is not directly measured but follows from the modelling of the fine-structure and metastable levels, see Section 3.2.1. We include a 3σ upper limit for Ti ii based on the absence of the doublet at a rest wavelength of 1910 Å. Figure 5 . Curve-of-growth for the two intervening systems in the sightline to GRB 100901A. The lines used and the best-fit column densities are listed in Table 3. systematic trend in the ensemble of lines per absorber, nor per ion species. In principle, the non-variation of the equivalent widths of the intervening absorber resonance lines gives a lower limit on the size of the absorbing clouds (i.e., the scale on which the absorbing gas is homogeneous). If the projected apparent size of the afterglow became larger than the projected size of the intervening absorber, the absorption lines from this system would become weaker since part of the light would reach the observer unabsorbed. We use the description of the apparent size of the Blandford-McKee spherical expansion described by Granot, Piran & Sari (1999) , where we use E iso = 6.3 × 10 52 erg (Gorbovskoy et al. 2012) . We assume the close circum-burst medium to have a constant density n = 1 cm −3 . At the time of the last epoch (7.027 days), we find the source to be 9. 6 × 10 16 cm. This gives a lower limit on the size of each of the absorbing clouds of 0.03 pc. Although this is not a very meaningful lower size-limit for a gas cloud, we point out that in general it is difficult to put limits on absorber sizes, but see D'Elia et al. Because the lines of the intervening systems do not vary in strength, we can average the equivalent widths measured in epoch1 and epoch2. The MISC-COG analysis can be applied, because we detect many clear lines from these systems. Figure 5 shows the best fitting COGs for both intervening absorbers. We carry out the same approach as for the host, by first constraining b with the Fe ii transitions. We find b = 12.6 Table 3 .
Detection and variability of transitions arising from excited levels of Fe ii and Ni ii.
At the redshift of the host galaxy we detect lines from fine-structure levels of Fe ii ( 6 D 7/2 , 6 D 5/2 , 6 D 3/2 and 6 D 1/2 ) and metastable levels of Fe ii ( 4 F 9/2 and 4 D 7/2 ) and Ni ii ( 4 F 9/2 ). The equivalent width of many of these lines varies with time. This provides the opportunity to derive the distance between the burst location and the absorbing material, assuming that the population of these excited states is due to the UV-radiation of the afterglow (see Section 3.2.1). With high-resolution spectra it would be possible to directly measure the column densities of the ions that are in the excited states, via Voigt profile fits to the fine-structure lines (see e.g., D 'Elia et al. 2007; Vreeswijk et al. 2007 ). In order to obtain column densities from the equivalent widths, we need to take an intermediate step with the COG, where we fix b to the value found from the resonance Fe ii lines (see Section 3.1.1); i.e., we assume that the ions in the excited states are in the same absorbing clouds as the ions in the ground state; for the implications of this assumption see the end of Section 3.2.1. Note that the value of b will only have a very small influence on the column densities of the excited ions, because the lines are all weak and lie mostly on the linear part of the COG. Tables A1, A2 , A3 and A4 in the Appendix give an overview of all transitions from the fine-structure and metastable levels of Fe ii and Ni ii that would in principle be observable in the GMOS spectral range at this redshift. Due to the low spectral resolution, many of these lines are blended such that the individual variation of the components cannot be measured. The lines that are used in the modelling are shown in boldface in Tables A1 to A4 .
In order to obtain the column density N level of ions in a specific excited state in an epoch, the equivalent widths of the transitions arising from this excited level are placed on the COG by assigning an N level to this level. The best-fit N level is the value for which the ensemble of transitions fit the COG best (minimisation of the χ 2 ). Figures 6 and 7 show the COG of the Ni ii 4 F 9/2 and the Fe ii 6 D 7/2 level per epoch (columns), together with the observed transitions from this level and gaussian fits to the line profiles. The bestfit N level and its errors are found with a Monte Carlo simulation, which we apply as follows. In every iteration, for each transition an equivalent width is randomly picked from a normal distribution with as mean the measured value and as sigma the measured error. For this simulated ensemble of equivalent widths, the best-fit N level is determined by minimising the χ 2 . After 10 000 iterations, the distribution of best-fit N level 's is fit with an asymmetric gaussian (i.e., a normal distribution with a different σ on both sides), from which we derive the overall best N level and its lower and upper 1σ error. Because the fine-structure lines lie mostly on the linear part of the COG, the effect of b is small, and the uncertainty of this value is not taken into account. If two or more transitions of a level are detected in an epoch (i.e., if |W λ | > σ|W λ |), we obtain a value for N level , otherwise we obtain an upper limit (see Table 4 ).
UV-pumping models
The column densities of the fine-structure and metastable states are found to vary in time (see Table 4 and Figure 8 ). The presence, and variation, of fine-structure lines in GRB afterglow spectra can generally well be explained by excitation due to the UV flux of the GRB afterglow. suggest that this is the dominant excitation mechanism, especially when variability is measured. The early high-resolution spectroscopic data obtained for GRB 060418 ) allowed systematic tests of other excitation mechanisms such as a background IR field and collisional excitation, but also strongly favours the UV-pumping scenario. For GRB 100901A we assume that UV-pumping is the only relevant photo-excitation mechanism.
We apply the photo-excitation model introduced by Vreeswijk et al. (2007 . For technical details we refer to the 2013 paper. The general idea is that the UV-flux of the afterglow temporarily excites ions in a cloud with thickness l at a distance d from the location of the burst. As the afterglow brightness fades in time, the excited levels depopulate after a time which is determined by the Einstein coefficient A ul or, equivalently, the oscillator strength of the transitions considered. For a given set of input parameters, the column density of each excited level as a function of time, N level (t), is predicted by the model. By comparing this temporal behaviour to the measured N level (t) for all levels simultaneously, we can optimise the parameters.
The afterglow flux is included as an interpolated series of Rband magnitudes 2 m R (t) (see upper panel Figure 8) , which corresponds to the rest-frame UV-flux (at ∼ 2700 Å) responsible for populating the levels. The monochromatic flux in the host-galaxy rest frame at the GRB-facing side of the absorbing cloud is computed as follows: Table 3 . The rest-frame equivalent widths W λ for the lines from two intervening systems int1 and int2 at respectively z 1 = 1.3147 and z 2 = 1.3179. < W λ /Å > is the weighted average of the rest frame equivalent width (in Ångstrom) measured in GMOS epoch1 and epoch2. The COGs for the two systems are shown in Figure 5 . The column densities per ion species have been calculated with the COG with the best fitting b; the errors on the column densities are the result of taking into account the range in b. Especially for lines on the flat part of the COG (e.g., Mg ii), the effect on N due to b is large. < 13.37 < 13.80 < 13.39 < 13.47 < 12. 97 < 13.75 in which F 0 = 3.02 × 10 −20 erg s −1 cm −2 Hz −1 is the flux of Vega at the effective wavelength (6410 Å) of the R-band (Fukugita, Shimasaku & Ichikawa 1995) , A R,gal = 0.264 is the Galactic extinction (Schlegel, Finkbeiner & Davis 1998) , λ rest is the wavelength array of the relevant transitions at which the flux is required to calculate the amount of excitation, β ν is the spectral slope and D L = 9.968 × 10 9 pc is the luminosity distance. The effective Doppler parameter b is fixed to 22.1 km s −1 , consistent with how we converted equivalent widths to column densities (see Section 3.2). Parameters that can be constrained from the light curve and/or SED fitting (Gomboc et al., in prep) are kept fixed: optical spectral slope β ν = 0.82, and optical extinction in the host galaxy A V = 0.21 assuming a Small Magellanic Cloud extinction profile (Gomboc et al., in prep) . We performed models with A V = 0 as well to study the effect. A V is not included in Equation 3 because the model allows to specify where the optical extinction takes place. We place the extinction in the absorbing cloud, and apply the necessary corrections to the flux. Table 5 shows the fit results of the model to the measured N level (t) as listed in Table 4 , with different requirements for the parameters. The model without extinction fits the data best with a small cloud at ∼ 250 pc, but when we include optical extinction A V = 0.2, the data favours a configuration with a very large (> 1 kpc) absorbing cloud at a smaller distance. Fixing the cloud size l leads to absorber distances of d ∼ 165 − 275 pc. Figure 8 shows the fit to the data for the model with l 500 pc (solid lines) and the model with l = 1 pc (dotted lines). Both models are decent fits: our data are not constraining enough to discriminate between the close-large and the distant-small cloud case. But in all cases, the influence of the GRB reaches distances of a few hundreds of parsecs. In Section 4.1 we will discuss the implications of this estimated absorber distance and compare it to values found in other GRBs.
Though not detectable with the spectral resolution used, it could be possible that ground-state Fe ii is present in more velocity components than excited Fe ii, i.e., that there is Fe ii that is not associated with the excited gas. If there exists more Fe ii further away, then this would decrease the amount of Fe ii that is associated with the excited Fe ii, and hence this would move the absorber closer to the burst, i.e., we would infer a smaller GRB-absorber distance. Very roughly, if this fraction of Fe ii associated to excited Fe ii is only 50% (rather than the now assumed 100%), then it would decrease the distance by a factor of √ 2. So even when assuming such Figure 6 . Curves-of-growth (COG) and spectrum excerpts for the three detected lines from the Ni ii 4 F 9/2 metastable level. Every column represents an epoch, with the observed time since the burst indicated on top. The upper plot shows the COG for b = 22.1 km s −1 to which we fit the equivalent widths for the three transitions (red diamonds). The best-fit column density N level is indicated, together with the χ 2 ν of the COG-fit. Below the COG, the three individual lines are displayed on a velocity scale, with the corresponding gaussian line profile fit. The rest frame equivalent width and oscillator strength are indicated. We use the same line label colouring as in Figure 1 . Table 5 . Photo-excitation modelling results for the environment of GRB 100901A with different settings. Column (1) extinction A V in the host galaxy, (2) requirement for the distance d from the burst to the absorber, (3) requirement for the thickness l of the absorbing cloud, (4) fit result d, (5) fit result l, (6) pre-burst column densities of Fe ii and (7) Ni ii (ground state) and (8) the reduced chi-square of the fit. See also Figure 8 . Table 4 ). The solid lines are the predicted best fit result of the photo-excitation model with a maximum absorber thickness l 500 pc (χ 2 ν = 1.15); the dotted line for a model with fixed absorber thickness l = 1 pc (χ 2 ν = 1.35), both with A V = 0.21. a large fraction (50%) of the ground-state Fe ii is further away does not change the inferred distance much.
Atomic data
In the full analysis from the COG to the photo-excitation model fitting, we need to adopt a set of values for vacuum wavelengths λ and oscillator strengths f λ . The results of the analysis described in this paper are obtained with the atomic data given in Tables A1, A2, A3 and A4. This atomic parameter set is the same as the one used in cloudy (Ferland et al. 1998 ), a widely-used photo-ionisation code, and comes from Verner et al. (1999) and references therein (see also Ledoux et al. 2009 ). The choice for this set is in principle arbitrary, but chosen such that our results can easily be compared with other works on GRB afterglow spectra. We tested the dependence of our results to this input by carrying out the full analysis with a different set of values for λ and f λ . This alternative set is the same as used in Vreeswijk et al. (2007) and uses atomic data from Quinet, Le Dourneuf & Zeippen (1996) , Morton (2003) and [O iii] host emission lines, redshifted to ∼ 1.2µ in the xsh-NIR spectrum. The top panel shows the 2D spectrum (0.5Å/px). The bottom panel shows in black the normalised 1D spectrum (0.5Å/px); in blue the same spectrum, but with a 10 pixel median filter to make the lines easier to see. The non-identified peaks in the 1D spectrum are due to residuals of skyline subtraction which are visible in the 2D spectrum as vertical white strips. Kurucz (2003) . This leads to a 2% lower b, and differences up to 0.06 dex in log N(t). The final resulting l and d of the cloud from the modelling in Section 3.2.1 differ by < 10%, sometimes with lower values for χ 2 ν . This latter fact is, however, not a reason to adopt the alternative set but rather to interpret the scatter in the results as an additional error.
Emission lines
Because GRBs originate in star forming galaxies, we have searched for emission lines at the host-galaxy redshift. There is tentative evidence for [O iii] λ5007 (see Figure 9 ), of which we estimate the flux to be 4.2 ± 1.3 × 10 −17 erg s −1 cm −2 , error including systematics due to flux calibration. [O iii] λ4959 appears to be present, but is blended with a nearby skyline and cannot be measured. We do not detect Hα, Hβ or [O ii] due to low S/N and/or skyline blends.
DISCUSSION
We have shown that the GRB 100901A afterglow UV radiation excited Fe ii and Ni ii ions in an absorbing cloud located a few hundred parsecs away in the host-galaxy ISM (Section 3.2). The ionic column densities we derive for the part of this host galaxy that is along the line of sight (Section 3.1) are very comparable to other GRB hosts where fine-structure lines are detected in the afterglow spectra (see e.g., Penprase et al. 2006; Vreeswijk et al. 2007; D'Elia et al. 2009b) . Furthermore, the part of the galaxy we probe does not appear to be a special case in the context of dust depletion (Section 3.1.1). Modelling of the variation of the lines from the excited states allows us to estimate the distance to, and the size of, the absorbing cloud. This has been possible for about a dozen of bursts; in the following section we will discuss what these absorber distances teach us about the use of GRB afterglows as probes of galaxies.
GRBs as probes of galaxies
GRB afterglows are used as probes of their host galaxies, making use of the fact that the afterglow can be extremely bright for a short time. An advantage (for example over galaxies in quasar sight lines) is that afterglows select star-forming galaxies, under the generally accepted assumption that GRBs are linked to (massive) star formation (Woosley 1993; Paczyński 1998) . In order to judge how useful they are as galaxy probes, it is important to understand what the influence of the GRB and its afterglow is on the environment, and what part of the host galaxy we are probing. For about a dozen GRB afterglows (see Table 6 ), the distance between the region where the absorption lines originate and the site where the burst has gone off has been derived with spectroscopy. The typical absorber distance is of the order of a few hundred pc, so the values we find for GRB 100901A appear to be normal (Table 6) . These values are also in agreement with lower limits on the absorber distance (> 50 − 100 pc) revealed by the presence of Mg i absorption lines . Evidently, a GRB is able to affect the ISM out to distances of 100 to 1000 pc, which can be much further out than only the starforming region of the GRB progenitor. For example, the largest star-forming region in the Local Group, the Tarantula nebula, has a diameter of ∼ 200 pc (Lebouteiller et al. 2008) . Firstly, this means that the GRB and its afterglow could have considerably influenced the environment it probes. Secondly, the absorption lines that we observe are probably not from the immediate star-forming region of the progenitor of the burst. This is important, as many stellar evolution models that are proposed as long GRB progenitors critically rely on a low metallicity (in particular iron group element abundances, see e.g., Woosley & Heger 2006) . Knowing the distance to the abundance-providing cloud gives more quantitative input into the reliability of the found abundances as tracers of the progenitor abundances.
Can low-R spectra be of use in the analysis of fine-structure line variation?
Our analysis of the fine-structure line variability in GRB 100901A differs from other studies because it is predominantly based on low-resolution spectra, while most other absorber distances are determined from spectra with a 25 − 40 times higher spectral resolution (see Table 6 ). Low resolution allowed us to monitor the spectrum over a much longer time-span. We note that GRB 100901A remained particularly bright even after a week. The combination of our observations and the excitation modelling shows that we are detecting the peak of the Ni ii 4 F 9/2 level population at around 1 day after the burst in the observer's frame (see Figure 8 ), which to date has not been observed. The downside is that low-resolution spectroscopy yields less accurate results, because additional steps and assumptions are required to translate equivalent widths to column densities. Furthermore, it is difficult to disentangle different velocity components, limiting the degree to which we can map the internal dynamical structure of the host galaxy.
When a (multi-epoch) low-resolution data set is available, we have shown that it is worthwhile to measure the variation and estimate the absorber distance by fitting a photo-excitation model to it. Especially the lines from the Ni ii 4 F 9/2 metastable level have proven to be useful for these kind of long time-span spectroscopic data-sets. These lines are strong, relatively isolated from other common lines in the spectrum, but still close to each other (with GMOS, one would be able to catch all four of them if the burst is at 0.8 < z < 1.9), and it takes longer for the levels to depopulate compared to the Fe ii fine-structure levels. In terms of recommendations for observing strategies, it would still be most useful to obtain a high-resolution spectrum as soon as possible after the burst, but late-time (after a few days depending on the brightness) spectroscopic follow-up at low resolution can provide additional constraints on the line variation. The information about the different velocity components and their Doppler parameters obtained from the earliest spectrum can be used to interpret the late time lowresolution data more accurately.
SUMMARY AND CONCLUSIONS
We have analysed the optical to near-IR spectra of the afterglow of GRB 100901A. Our data set consists of three low-resolution spectra obtained with Gemini-N/GMOS at 1 hour, 1 day and at seven days after the burst, and one medium-resolution VLT/X-shooter spectrum taken nearly 3 days post burst. At a redshift of 1.4084 a wealth of metal resonance and fine-structure lines is detected, allowing us to estimate column densities of Fe, Si, Cr, Mn, Zn, Mg, Ca and Al with a multi-ion single component curve-of-growth (MISC-COG) analysis. The obtained metal column densities are similar to what has been found in many GRB sightlines. Ly-α is not detected, so no metallicity can be determined.
[Fe/Zn] = −1.13 ± 0.10 suggests the presence of dust in the host galaxy. A comparison of the observed dust depletion pattern with sight lines in the Milky Way (Savage & Sembach 1996) reveals a slight preference for a warm-halo-like depletion pattern.
The spectrum shows two intervening absorbers at redshifts 1.3147 and 1.3179. Lines of Fe ii, Al ii, Al iii, Mg i and Mg ii have been detected and the corresponding column densities are estimated with the MISC-COG technique. We do not see significant variation in the strength of any of these lines from the intervening absorbers. Under simple assumptions for the projected source size as a function of time, this lack of variability sets a lower limit of 0.03 pc on the size (or homogeneity scale) of the absorbing clouds in these foreground galaxies.
At the host-galaxy redshift we detect lines arising from finestructure levels of the ground state of Fe ii and metastable levels of Fe ii and Ni ii. The strengths of these lines are found to vary significantly in time. By grouping transitions that arise from the same lower level, we have used the COG from the Fe ii resonance lines to retrieve the temporal behaviour of the column density of each of these excited ion species. This information is fed into a photoexcitation model, that uses the rest-frame UV-flux of the burst as input. We assume that the excited levels are populated due to the UV-radiation produced by the afterglow. The model computes the distance between the burst location and the cloud of gas in which the lines originate, and the size of this cloud. For GRB 100901A, we estimate an absorber distance of a few hundred pc, which appears to be typical compared with similar studies. This is the first time that a fine-structure line variability analysis is predominantly based on low-resolution spectra, and as a consequence of that, also the longest time span over which such variation is detected and modelled. The decrease of the Ni ii 4 F 9/2 metastable level population has not been detected before; our data, in combination with our modelling results, show that we cover the peak of the excitation of this level. We argue that applying the finestructure variability model to low-resolution data can yield a sensible estimate for the absorber distance, but additional intermediate steps (such as the COG) are necessary, which may cause additional (systematic) errors. Table 6 . Bursts for which an absorber distance has been derived from (the variability of) lines from excited and/or ionised states in the afterglow spectrum. Column (1) Burst ID, column (2) number of epochs, column (3) approximate time (observer's frame) between the different epochs, column (4) telescope and spectrograph with which the data have been taken, columns (5) and (6) the ions and levels/lines for which variability is measured and/or modelled, column (7) redshift of the burst, column (8) neutral hydrogen column density columns (9) and (10) distance between the burst and the region where the lines originate, and size of this region following from modelling of the variability, column (11) 
