Abstract-In the recently proposed collaborative compressive sensing, the cognitive radios (CRs) sense the occupied spectrum channels by measuring linear combinations of channel powers, which is more efficient than sweeping a set of channels sequen tially. The measurements are reported to the fusion center, where the occupied channels are recovered by compressive sensing algorithms. In this paper, we study a method of dynamic compres sive sensing, which continuously measures channel powers and recovers the occupied channels in a dynamic environment. While standard compressive sensing algorithms must recover multiple occupied channels, a dynamic algorithm only needs to recover the recent change, which is either a newly occupied channel or a released one. On the other hand, the dynamic algorithm must recover the change just in time. Therefore, we propose a least squares based algorithm, which is equivalent to fa minimization.
I. I NTRODUCTION
Today, most spectrum is used ineffectively, and their utiliza tion varies by time and location. To increase spectrum utiliza tion, cognitive radios (CRs) [1] are used to detect and share the unused spectrum. However, each CR has a limited reach, and channel scan is time consuming. Inspired by compressive sensing [3] , [5] , a collaborative spectrum sensing method has been proposed in [4] to resolve these problems. Instead of sweeping channels sequentially, each CR is equipped with a few frequency selective filters, through which a number of linear combinations of the powers of all channels are measured and then sent to the fusion center (FC). The FC discovers the occupied channels from the CR reports by running a recovery algorithm. This algorithm exploits a "joint sparsity" property of the channel-power vectors from different CRs: only a few occupied channels have high powers, so the vector of signals detected at each CR is sparse; meanwhile, every occupied channel is recorded by multiple CRs, so the CRs see the high powers on a common set of channels. This set of jointly sparse power vectors are recovered to reveal the occupied channels. The work [4] allows the communications between the CRs and FC to be lossy. Missing or erroneous reports can be accurately recovered by matrix completion ( [6] , [9] ) since the matrix formed by all reports is low rank. Hence, the detection is robust to errors. In comparison with traditional spectrum sensing, this method reduces the workload of sensing and communication.
However, [4] only discusses spectrum sensing in a static environment. In the real world, PRs may start or stop using their channels at any time. In order to detect changes in the spectrum usage in a dynamic environment, this paper studies a dynamic compressive sensing system, as well as its detection method. In the proposed system, the channel occupancy status and channel gains evolve, and CR reports are sent continuously to the Fe. We show that given existing channel occupancy information, updating this information can be quick and reliable.
The rest of this paper is organized as follows: Related work is studied in Section II. In Section III, the system model is given. Section IV studies the dynamic sensing scheme and propose an algorithm. Simulation results are given in Section V. Finally, Section VI concludes this paper.
II. R ELATED W ORK

A. Existing Work on Collaborative Spectrum Sensing
It has been shown that, through collaborative spectrum sensing (CSS) among CRs, the effects of the hidden terminal problem can be reduced and the probability of detecting the primary radio (PR) can be improved [11 ] - [17] . In [11] , the CRs collaborate by sharing their sensing decisions through an FC, which combines the CRs' sensing bits using the OR rule for data fusion. A similar approach is used in [12] using different decision-combining methods. In [13] , an evolutionary game model for CSS is proposed in order to inspect the strategies of the CRs and their contribution to the sensing process. In [14] , spatial diversity techniques are proposed for improving the performance of CSS by combatting the error probability due to fading on the reporting channel between the CRs and the Fe. Other performance aspects of CSS are studied in [15] - [17] .
B. Related Work based on Compressive Sensing
There are several recent applications of compressive sensing in wireless communications. In [18] , a two-step compressed spectrum sensing scheme for efficient wideband sensing is pro posed. In [19] , a Bayesian compressive sensing framework re duces the sampling requirement and computational complexity by bypassing signal reconstruction. In [20] , to collect spatial diversity against wireless fading, multiple CRs collaborate and establish consensus among local spectral estimates through running a decentralized consensus optimization algorithm. In [21] , compressive sampling is performed at local CRs to scan wide spectra, and measurements from multiple CR detectors are fused to collect spatial diversity gain, which improves the detection quality, in particular, under fading channels.
C. Related Work on Dynamic Compressive Sensing
Dynamic compressive sensing work [2] , [22] - [24] develops efficient algorithms for updating the solutions of h mini mization for streaming measurements, where the underlying signal changes and new measurements of a fixed signal are sequentially added to the system. The proposed algorithms are based on homotopy continuation, which breaks down the solution update into a small sequence of linear steps. The idea of [25] is to estimate the initial signal support by compressive sensing, run a reduced order Kalman filter over the estimated support, and apply compressive sensing to the Kalman innovations or filtering error upon any change occurs to the support.
III. C OMPRESSIVE S PECTRUM S ENSING M ODEL
We consider a cognitive radio network with M CRs mon itoring N channels, within which there are S occupied chan nels. For simplicity, we assume that each occupied channel corresponds to one PRo Each CR is equipped with P frequency selective filters, which continuously record P different linear combinations of the powers of all the N channels. Their reports are sent to the FC continuously at a certain rate. Here, P and M are much smaller than N. Hence the system requires a smaller amount of sensing and transmission compared to the traditional approach. The formation of the reports can be described with three matrices A E lIt PX N , R E lIt N x N and C E lIt Mx N . The entries of A are frequency filter coefficients used by the CRs to generate P reports. Each CRs can have its own unique A but we assume a uniform A just for notational simplicity. R is a diagonal matrix with 1 or 0 on its diagonal, where Rnn = 1 means that channel n is occupied and Rnn = 0 means unoccupied. C represents the channel gains between the CRs which are given as
where dm n is the distance between the mth CR and the primary u�er using the nth channel, a is the propagation loss factor, and hm,n is the channel fading. The CR reports B are given as
The goal of (static) spectrum sensing is to recover X from a subset of entries in B. In X, each column m (i.e. X"m) contains the powers of all channels received by CR m, and each row Xn,: corresponds to the powers of channel n. All but S rows of the matrix X are zero. These nonzero rows correspond to the occupied channels. Since there are only a small number of used channels, X is sparse in terms of nonzero rows. In each nonzero row Xn,,, there are typically more than one nonzero elements; if Xn,m -=I=-0, other entries in the same row are likely nonzero. This joint sparsity property allows X to be recovered from a small number of entries in B by algorithms such as [7] , [8] . The algorithm in [4] takes the large dynamic range of channel powers into consideration, so it returns a more stable recovery.
In a dynamic environment, X changes continuously. This paper considers discrete-times changes, which arise when a certain PR starts or stops using a channel, or the power of a channel changes significantly. Each change corresponds to a change in one certain row of X. In the future, we will study cases in which multiple changes can happen simultaneously. In this paper, the dynamic spectrum sensing problem is handled in a sequence of time periods distinguished by the changes. Let B p rev and X p rev denote B and X in the previous period. In the current period, we shall recover X given X p rev and B p rev, as well as the entries of B that have been received since the start of this period. From this X, the current occupied channels and their gains can be computed. Since each period requires solutions from its previous period, the success of dynamic recovery is based on the success in every period, which is in tum based on the received entries in B in every period. First, let us set up the model for the current period.
Let n* be the index of the changed row of X since the previous period and let A = [al,'" ,a N J. Then, flB = B -B p rev = AX -AX p rev = an* (flX)n*,,, where (flX)n*,: is the n *th row of flX. Let D denote the set of the received entries of B (equivalently, those of flB). The problem is to recover n* and (flX)n* ,: from the given A and the received entries (flB)p,m, (p, m) ED following the system model (3)
IV. R ECOVERY M ETHOD
The underlying problem is joint-sparsity recovery of only one nonzero row. There is no need to use techniques such as 1\ minimization or greedy pursuit algorithms. Instead, the recovery can be as simple as solving the least-squares problem min min II(anYn) O -(flB)oI 12' (4) n E{ 1 ,oo., N } Yn where Yn is a row vector with M entries (thus (anYn) E lIt PXM ) and the subscription Xo stands for the vector formed by the entries Xp,m, (p, m) E D. Noting that problem (3) seeks a row n of flX that best matches the observation (flB)o, we can see that n = n* and Yn* = (flX)n* ,: attain the minimum zero objective in (4).
A. Parallel Implementation
For convenience of linear algebra, define 1m := {p : (p, m) ED}, which is the set of B entries that are received from the mth CR. Then, the objective function of (4) (5) is
For fast computation, we propose a vectorized algorithm, which returns Y* E � Nx M consisting of all row vectors y�, n = 1, ... , N. We introduce
Then, the numerator (a1m,n)T (�Bh m,m = (A T �B)n,m and the denominator (alm,n) T alm,n = (AT P)n,m. Therefore, we have
(10) AT p Formula (10) can be computed by an advance matrix-matrix multiplication algorithm [10] with sub-cubic complexity.
Note that for (10) to be well-defined, D must has one entry for each CR, i.e., {p : (p, m ) E D} -=I-° for m = 1, ... , M. Under this condition, all entries of AT P are nonzero for all practical choices of compressive sensing matrices A.
To solve (4) over n, one shall compare
where y� is the nth row of Y*. If there is a unique n that gives 0 or a tiny value, then this n is n *, the row that has changes since the previous period. Therefore, let { y* n=n*'
Xn,: +-(Xp rev )n,:
The complexity of (11) is O(IDI N) and that of (12) is O(N), assuming an in-place update from Xprev to X.
Algorithm 1 Dynamic Compressive Spectrum Sensing
Require: A, Xprev, Bprev = AXprev, and Bp,m, (p, m ) ED 1: Generate �B, P, and A according to (7)-{9); 2: Compute y* according to (10); 3: Set n* as the minimizer of (II); 4: Compute X according to (12); 5: Return X.
B. Required Measurements
This subsection studies the required measurements for the correct recovery of X. Let Dm = Dn{(p, m ) : p = 1, ... , Pl. Dm -=I-0, m = 1, ... ,M, and there exists at least one m such that IDml :::: : 2, then Algorithm 1 correctly recovers x.
Proof Firstly, n = n* and Yn* = (�X)n*,: attain the minimum zero objective in (4). Secondly, without loss of gen erality, assume IDll :::: : 2. Since the entries of A are in general positions, the term II(Ynhah,n -(�Bh"Ii I; in (5) can reach zero, the minimal possible value, only for n = n *. Combining the two points, we conclude that Algorithm I returns n = n *. Finally, since every Dm is nonempty, every entry of �Yn*)m that minimizes the term II (Yn* )ma lm,n* -(�Bh m, m 11 2 in (5) is unique and equal to (�X)n*,m.
• In our future work, we will consider a realistic noise scenario and provide the number of measurements for the stable recov ery of �X. On the other hand, we tested Algorithm 1 in a simulated noisy environment. The results are given in Section V below.
C. Dynamic vs Static Compressive Sensing
In a dynamic environment, dynamic compressive sensing is not only simpler but also requiring fewer measurements than standard (static) compressive sensing. Our model of dynamic compressive sensing recovers �X, which has only one nonzero row. This is a special case of static compressive sensing, where one generally recovers multiple nonzero rows. With just one nonzero row, one can afford an exhaustive search for that row, which requires O(M) measurements and is computationally as cheap as solving N simple least-squares problems (which can be solved in parallel, using fast matrix computation, or utilizing group testing). This is equivalent to performing the fo-minimization over the rows (the fo "norm" measures the number of nonzero entries). It is well known that for seeking solutions with a general number of nonzero rows, fo-minimization is NP-hard. The fl-minimization, as the best convex approximation of fo, requires O(L log(N / L)) measurements and runs much slower than N. Therefore, dynamic compressive sensing is a much better choice in terms of measurements and computing time required. On the other hand, the success of dynamic compressive sensing requires an accurate previous solution. In case dynamic compressive sensing fails due to either lack of measurements or inaccurate previous solution, one must gather more measurements and fall back on methods for static compressive sensing.
V. S IMULATIONS
In this section, we perform numerical simulations to il lustrate the performance of the proposed dynamic spectrum sensing algorithm. We study the ability of instant capture of the change in channel occupancy status. As long as no two changes happen simultaneously, our algorithm should be able to detect them one by one. We report the chance of successful change detection over the total number 500 of randomly generated instances in which only one channel status changed.
A. Simulation Settings
Our experiments were based on a cognitive radio network with 100 channels, and 20 CR nodes performing collaborative spectrum sensing. The simulation used two types of channel model: type I, Rayleigh fading channel; and type 2, Lognor mal shadowing channel. The number of occupied channels varied from 2 to 20. Each time, we either added or deleted an occupied channel to test if our algorithm could detect the change correctly. The results for significant power change in an occupied channel were similar, so we did not plot them. The SNRs of I:!.B were chosen between 10dB and 30dB.
B. SNRs of I:!.B Our simulations were done with different SNRs of I:!.B. In this subsection, we discuss several factors that determine the SNR of I:!.B: the SNR of Bprev and B, as well as the powers of the changed channel.
The SNR of Bprev further depends on the level of thermal noise, the accuracy of the recovered Xprev (since some entries of Bprev are not directly received but recovered from AXprev), as well as the length of the previous time period, during which there is no significant change in the channel powers. The SNR of Bprev usually improves over time as more measurements are received and noise gets averaged over time. Hence, the longer a stationary period, the higher the SNR. Once a change occurs, the new time period starts, and the FC receives entries of B. The SNR of B also depends on the thermal noise level and the number of measurements received. However, the missing entries of B are not used.
For fixed SNRs of Bprev and B, the SNR of I:!.B will be higher if the change in power (i.e., the signal of I:!.B) is stronger, which translates to the unique nonzero row of I:!.X containing larger values. Physically, if a nearby or high-power PR starts or stops, the SNR of I:!.B will be large. On the contrary, if a distant or low-power PR starts or stops, the SNR of I:!.B will be small.
Since the SNR of I:!.B depends on several factors, it is tedious to run simulations with all the factors varying. Instead, we directly varied the SNRs of I:!.B.
C. Dynamic Compressive Sensing Algorithm Performance
In Figure I , we show the chance of successful change detection versus the sampling rate, which is defined as the number of received entries of I:!.B over its total number of entries. We varied the sampling rate from 5% to 40%. Note that I:!.B is already highly compressed as compressive sensing is applied to X, and the reference of our sampling rate is to the size of I:!.B, not that of X.
Figures I (a) and (b) correspond to the performance for SNR = 20dB and SNR = 30dB, respectively. When SNR = 20dB (shown in Figure I (a) ), we only need less than 25% of the samples at the fusion center to guarantee a successful detection. Neither channel model nor add/drop type affects the overall detection performance. As SNR increased to 30dB (shown in Figure I (b) ), the sampling rate can be further reduced to 25% for reliable detection. Figure 2 shows the successful detection rate of both adding and deleting one occupied channel as the number of occupied channel changes. In these simulations, we fix the SNR at 30dB. There is no obvious change in the detection rate as the number of occupied channel increases from 2 to 20 in both cases. Again, the channel models do not affect the detection rate, no matter whether there is an increase or decrease of the number of occupied channels. Figure 2 (a) shows a tough situation, in which, only 10% of the reports have been captured by the FC. We have bumpy curves here. When the situation becomes better, i.e., the FC received 20% of the reports from the CRs, the over all detection performance becomes more stable (shows in Figure  2 (b) ). Figure 3 depicts the detection rate at different SNR when we fix the number of occupied channels. Comparing Figure  3 (a) and (b), we can tell that the increase in the number of occupied channel makes it harder to detect the changes. When the SNR is low and the number of occupied channel is large, the detection rate will be relatively low.
VI. C ONCLUSIONS AND F UTURE D IRECTIONS
In order to reduce the amount of sensing and transmission workload of cognitive radio (CR) nodes, [4] has applied compressive sensing for collaborative spectrum sensing in 
number of used channels (b) Sampling 30% elements of f1B cogmtlve radio networks. In this paper, we move from a static environment to a dynamic one where channel powers and occupancies evolve over time. In the dynamic setting, our method recovers each change quickly for a very small number of measurements. In the simulation, we can see that the proposed method is effective in different SNRs, the number of channels, and the number of received CR reports.
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