Neurons can increase in size dramatically during growth. In many species neurons 8 must preserve their intrinsic dynamics and physiological function across several length scales. For 9 example, neurons in crustacean central pattern generators generate similar activity patterns 10 despite multiple-fold increases in their size and changes in morphology. This scale invariance hints 11 at regulation mechanisms that compensate for size changes by somehow altering membrane 12 currents. Using conductance-based neuron models, we asked whether simple activity-dependent 13 feedback can maintain intrinsic voltage dynamics in a neuron as its size is varied. Despite relying 14 only on a single sensor that measures time-averaged intracellular calcium as a proxy for activity, we 15 found that this regulation mechanism could regulate conductance densities of ion channels, and 16 was robust to changes in the size of the neuron. By mapping changes in cell size onto 17 perturbations in the space of conductance densities of all channels, we show how robustness to 18 size change coexists with sensitivity to perturbations that alter the ratios of maximum 19 conductances of different ion channel types. Our findings suggest that biological regulation that is 20 optimized for coping with expected perturbations such as size changes will be vulnerable to other 21 kinds of perturbations such as channel deletions. 22 29 three-fold increase in cell size (Bucher and Pflüger, 2000) . RPeD1, a neuron in the respiratory 30 central pattern generator in Lymnaea, maintains resting membrane potential, spike amplitude 31 and membrane resistance despite two-fold growth from juvenile to adult (McComb et al., 2003) . 32 In crickets, patterns of motor neuron output responsible for song production appear up to four 33 moults before the adult form (Bentley and Hoy, 1970) . In lobsters, the co-ordinated bursting activity 34 of pyloric neurons is indistinguishable between juveniles and adults, despite a many-fold increase 35 in their size (Bucher et al., 2005) . Even in embryonic stages, when these cells are even smaller, 36 the pyloric circuit central pattern generator (CPG) expresses spontaneous albeit less stereotyped 37 rhythmic activity (Casasnovas and Meyrand, 1995; Richards et al., 1999) . 38 Neurons achieve their target behavior by expressing specific combinations of voltage and 39 calcium gated ion channels (Prinz et al., 2003) . This leads to the question of how neurons maintain 40 1 of 20 Manuscript to be submitted to eLife a target function by regulating ion channel expression as the size of the cell increases. Can regulatory 41 mechanisms preserve neuron behavior during growth? 42 Homeostatic regulation has been proposed as a mechanism that can tune neuronal parameters 43 like ion channel densities to drive neuronal activity to some desired set point (LeMasson et al., 
Introduction

24
All animals grow, and increase in size over time. In some animals, the physical size of neurons 25 and neural circuits grows along with the body size of the animal, yet continuously maintain their 26 function. For example, action potential frequency and amplitude in Retzius neurons in the leech is 27 constant over four-fold increase in cell diameter (De-La-Rosa Tovar et al., 2016) . The A4I1 neuron 28 in locust shows similar wind-sensitivity in first instar nymphs and in adults, despite a greater than Bezprozvanny, 2001). Activity dependent feedback control of membrane current expression can 48 therefore potentially compensate for size changes without requiring a mechanism to explicitly 49 measure cell size. 50 We investigated this hypothesis using simplified biophysical models of pacemaker neurons that 51 use a single sensor of calcium concentration to control ion channel expression homeostatically. 52 Previous work showed that this class of self-tuning models recapitulates experimental observations 53 such a correlations in ion channel density (Schulz et al., 2006 (Schulz et al., , 2007 Temporal et al., 2014; Garcia 54 et al., 2018; O'Leary et al., 2013 O'Leary et al., , 2014 . Furthermore, these models provide robustness to some 55 forms of perturbations in membrane conductances, but can be sensitive to other perturbations like 56 channel deletions (O'Leary et al., 2014) . This property is important, because in spite of widespread 57 evidence for homeostatic compensation in the nervous system, there are clearly situations when 58 such mechanisms can fail and potentially be the source of a pathology (O'Leary, 2018) . We asked 59 under what conditions such simple homeostatic regulation can compensate for changes in cell size, 60 and why some perturbations like channel deletions can lead to pathological rather than remedial 61 compensation. 62 To answer these questions, we constructed single-compartment conductance-based models of 63 neurons that generated specific behaviour that corresponds to neuron types found in invertebrate 64 CPGs. These single-compartment models allowed us to model a dominant feature of neuron 65 growth, the increase in the cell's surface area and effective volume, but neglect other features like 66 the extension and branching of neurites and other processes. 67 We show that a single physiological readout of activity, the time-averaged calcium concentration, 68 can compensate for size changes that would otherwise disrupt electrophysiological behavior. By 69 analyzing how size changes perturb electrical properties, we construct a way to map perturbations 70 that simple, activity-dependent channel regulation can compensate for as well as showing how and 71 why certain perturbations cause this kind of regulation to fail. We suggest that biological regulation 72 that is optimized for coping with expected perturbations such as size changes will be vulnerable to 73 other kinds of perturbations such as channel deletions. 74 Methods and Materials 75 Neuron model 76 We used a simple single-compartment conductance-based neuronal model with a single membrane 77 potential , that evolves according to
where is the specific membrane capacitance of the cell,̄ is the maximal conductance 79 density, the reversal potential, and and ℎ are activation and inactivation variables of ion 80 channel population . We note that these dynamics do not depend on geometrical properties like 81 the area of the cell or the thin-shell volume . 82 Another important state variable of the neuron is the intracellular calcium concentration [ 2+ ] . 83 In neurons, calcium enters the cell through ligand-gated-and voltage-gated calcium-permeable 84 channels, increasing the cytosolic concentration (Regehr and Tank, 1994) . Extensive intracellular 85 stores can buffer this calcium influx, and can also act as both a source and a sink of calcium (Simpson 86 et al., 1995) . Following earlier work that modeled calcium dynamics in neurons (Buchholtz et al., 87 2 of 20
Manuscript to be submitted to eLife 1992; De Schutter and Smolen, 1998) , we assumed that intracellular calcium concentration evolves 88 according to:
We used a single-compartment conductance-based model of a neuron. The membrane potential 90 of the neuron evolved according to 
Now we impose the condition = at every point in the space of conductance densities and 139 find points where this equation is satisfied. 140 Computing calcium level sets and basins of attraction 141 We defined a 'calcium level set' as the set of all points along the plane where the time-averaged 142 intracellular calcium concentration was equal to that of the original model. This level set is concep-143 tually significant since it is independent of the kinetic parameters of the homeostatic regulation 144 mechanism; yet is the set of points along which the dynamics of the homeostatic mechanism is 145 quenched (since the average intracellular calcium concentration is equal to the target). 146 In principle, this level set can be found using brute-force methods where a model is simulated To characterize generic perturbations in conductance density that are not constrained to a plane (as 158 in Figure 4 ), we measured the mean and standard deviation of all conductance densities as follows:
Building a database of neuron models with similar dynamics 160 Following earlier work that generated databases of neuron models ( 
Results
173
Single-sensor homeostatic regulation can compensate for changes in cell size 174 The model we use in this paper (see Methods) uses a single compartment with one variable to 175 model the membrane potential , and one to model the intracellular calcium concentration. We 176 make the simplifying assumption that the effective volume scales with the area of the cell . This 177 approximation, referred to as the "thin-shell assumption", is based on the following findings. First, 178 it is known that calcium buffering and diffusion create "micro-domains" of elevated intracellular 179 calcium around calcium channels, suggesting that calcium influx does not lead to large increases in of calcium-sensitive currents could only be reproduced by using a much smaller volume than the 186 geometrical volume, consistent with the idea that the volume accessible to varying calcium is a thin 187 shell within the membrane (Buchholtz et al., 1992) . 188 Neglecting the effect of cell size on for the time being, we define "growth" to mean an 189 increase in the surface area and thin-shell volume . Because we assume that and scale 190 together, Eq. 2 is invariant with cell size, and the sole effect of cell growth is a co-ordinated decrease 191 in the maximal conductance densitȳ for all channel types in Eq. 1. We found that such an increase 192 in the size of a cell typically leads to a silencing of intrinsic voltage dynamics, since the right-hand 193 side of Eq. 1 is quenched. Figure 1a shows a spiking neuron that stops spiking as its cell size is 194 increased. 195 Eq. 1 suggests that one solution to maintaining voltage dynamics is to keep the set of conduc- space, corresponding to an increase in cell size shown in Fig. 1(a) , leads to a decrease in firing 200 rate and eventually leads to silence. However, firing rate is constant along diagonal lines, which 201 correspond to lines of constant conductance density. 202 Can a homeostatic feedback mechanism steer a neuron along one line of constant conductance 203 density? Fig. 1c shows a schematic of a simple biophysically plausible regulation mechanism. We 204 5 of 20 assumed that the primary determinants of the neuron's intrinsic activity were the number of ion 205 channels of each type (sodium channels, potassium channels, and so on) and that the only effect 206 of homeostatic feedback was to regulate the maximal conductance of all ion channel types. We 207 hypothesized that intracellular calcium concentration controls the slow timescale turnover of ion 208 channels. Ion channels control membrane potential dynamics, which in turn feeds back onto 209 intracellular calcium concentration through voltage-gated calcium channels. Following earlier work 210 (O 'Leary et al., 2014) , we used a simple set of equations (see Methods) to model this feedback loop. 211 where is the timescale of transcription and is the average intracellular calcium con-212 centration during target dynamics, and transcription and degradation of ion channel proteins are 213 modeled as relaxing exponentially to the mRNA levels of that channel. This homeostatic mechanism 214 drives the neuron towards realizing a target intracellular calcium concentration, , which is set 215 to the average intracellular calcium concentration in the reference model. 216 We then calculated the average calcium concentration in all points in this space (Fig.1d ). Calcium 217 levels are equal to the target level along the line of constant conductance density, suggesting that in 218 this case calcium levels are a good proxy for neuron activity. This regulatory scheme makes the line 219 of constant conductance density globally attractive ( Fig.1d ), indicating that this scheme can tune 220 conductance densities without explicitly needing to measure cell area. 221 To test these predictions we modeled linear ( Fig. 1e , thin line) and exponential Fig. 1e Understanding the dependence of this homeostatic feedback mechanism in an 8-dimensional 247 space is challenging. Due to the dependence of the feedback mechanism on intracellular calcium, 248 we reasoned that the 8 ion channel types in this model could be grouped into two sets based on 249 whether they directly affected intracellular calcium or not ( Fig. 2a ). Using a simple classification 250 scheme to group neuron behaviors into one of four non-overlapping classes (Fig. 2b) , we then state (red). 256 We then calculated a level set of calcium where average intracellular calcium levels were equal 257 to that of the target model ( Fig. 2c, red line) . This line passed through all four states, suggesting 258 that many different states could result from homeostatic compensation, even for neuron models 259 with different parameters that displayed spiking dynamics (Fig. 2-Figure Supplement 1) . 260 To determine which perturbations could be recovered from, we numerically calculated the 261 basins of attraction of these four dynamical states by initializing models at different points in 262 the plane (Fig. 2d) . For example, all perturbations that move the conductance densities of the 263 neuron within the green basin can be compensated from, because homeostatic regulation drives 264 the conductances back to the target state, and the neuron eventually generates its original voltage 265 dynamics. There was a total overlap between the basin of attraction of the target state and the 266 diagonal, suggesting that all size change perturbations can be compensated for perfectly. Strikingly, 267 the basin of attraction of the target state was relatively broader close to the origin and relatively 268 narrower at the reference state. This suggests that a larger relative de-correlation in ion channel 269 conductance densities can be compensated for at low absolute values of ion channel densities, as 270 would be seen in a developing neuron that had begun to express its ion channels. 271 Finally, the calcium level set was an excellent predictor of asymptotic conductance densities 272 of neurons perturbed to start from all over the plane (black crosses on red line, (Fig. 2c) ). This 273 is surprising since the motion of the system is not restricted to this two-dimensional plane, but a very different steady-state outcome, resulting in pathological compensation. 284 We constructed a map of the sensitivity of feedback regulation to perturbations ( Fig. 2e ). Only 285 a small region corresponded to acute robustness to perturbation ( Fig. 2e green) . A much larger 286 region, along the diagonal, corresponded to sensitivity to perturbation but where homeostasis 287 could compensate for the perturbation (Fig. 2e blue) . Intriguingly, regions where the neuron 288 was acutely robust to perturbations existed close to the reference model, where compensation 289 was pathological, and drove the neuron to states with undesirable voltage dynamics ( Fig. 2e red) . 290 These regions, though close to the reference model, did not lie on the diagonal. This suggests that 291 ratio-preserving regulation rules, which may have evolved biologically to confer robustness to size 292 changes, are vulnerable to perturbations in the expression of some, but not all channel types.
293
Predicting failure of homeostatic compensation 294 In the previous sections, we showed that that the calcium level sets correspond not only to the 295 desired physiological bursting dynamics, but also other bursting dynamics, tonic spiking, and 296 silence. The existence of these regions of parameter space are necessary, but not sufficient, for a 297 pathological homeostatic outcome because the error of the feedback signal in these regions is zero. 298 To find sufficient conditions for failure of a calcium-dependent feedback mechanism, we fo-299 cussed on the region in parameter space where calcium level sets coincided with silence. While 300 previous work had also suggested that homeostatic compensation to perturbations such as channel 301 deletions could render neurons silent, it remains unclear, mechanistically, why some perturbations 302 can be compensated for, and why some render the neuron silent, and cannot be recovered from. potential is sufficiently depolarized so that a constant influx of calcium through calcium channels 308 occurs due to window currents. We assumed that the silent state corresponds to quenched 309 dynamics in both voltage and calcium. Because the calcium level is constrained to be the same as 310 that of the reference model (the calcium target), we can solve for the fixed points of Eq. 2 to obtain 311 the voltages at which the calcium dynamics are quenched. We note that voltages at which these 312 fixed points occur do not depend on channels that are not calcium channels, since they do not 313 affect calcium dynamics. Fixed points in the calcium ODE exist only for large values of the calcium 314 channels conductance density (Fig. 3a ), suggesting that silent states that cannot be recovered from 315 are impossible below a critical calcium channel conductance density. 316 Similarly, we can solve for fixed points in the voltage ODE (Eq. 1). The intersection of these 317 two sets of curves corresponds to fixed points in both the voltage and calcium dynamics (Fig. 3a) . 318 Plotting the location of points in parameter space where both fixed points overlap reveals a smooth 319 line (black) that partially overlaps with the calcium level set (red), and is entirely contained in the 320 numerically computed basin of stability of the silent state (Fig. 3b ). To test this, we examined two points along the analytical 327 set, one where it coincided with the numerically measured calcium level set (Fig. 3b, yellow star) , 328 and one on the branch that diverged from the numerically measured calcium level set (Fig. 3b,   329 purple diamond). While a neuron initialized at the yellow star remained quiescent (Fig. 3c) , a 330 neuron initialized at the purple diamond spontaneously left the silent state, and settled on a 331 periodic sub-threshold orbit (Fig. 3c ). Plotting the voltage as the parameters of the neuron model 332 are varied along the analytically calculated set reveal that the neuron switches from a silence to 333 sub-threshold oscillations to spiking (Fig. 3d) , which is caused not by the regulatory mechanism but 334 by a destabilization of the fixed point in the intrinsic voltage and calcium dynamics of the neuron. 335 Together, these results show that simple, calcium-dependent channel regulation mechanisms 336 can be inherently sensitive to channel deletions and produce pathological compensation, even for 337 perturbations that may not affect neural behaviour acutely. We repeated the perturbation analysis for two additional perturbations ( Fig. 4a-b) . No matter   348 what projection is chosen, the diagonal always corresponds to a change in size, since along that line 349 all conductance densities are scaled together. For both additional projections, we found that the 350 diagonal is entirely contained in the basin of attraction of the canonical state ( Fig. 4a-b ). Consistent with our two-dimensional perturbation analysis, the ability of the homeostatic 361 mechanism to recover from perturbations depended not on the mean value, but on the variance, 362 suggesting that homeostasis could be simultaneously robust to large size changes (low-variance, 363 correlated changes) and sensitive to ratio-disrupting perturbations. 364 Theoretical and experimental work has shown that many different sets of maximal conductances 365 can lead to similar voltage dynamics (Prinz et al., 2003; Golowasch et al., 2002; Goldman et Consequences of using calcium concentration as a proxy for cell activity 381 For activity-dependent homeostatic regulation to work, a neuron must be able to measure the 382 deviation of its own activity from some target. A common hypothesis, that we have adopted in 383 this paper, is that neurons can estimate some features of their own dynamics using intracellular , 1993; Faure et al., 2001; Heusser and Schwappach, 2005) . 393 However, our results suggest that having too many or too large a fraction of calcium channels 394 can lead to undesirable outcomes, where calcium window currents can fool homeostatic regulation 395 into perpetuating silent states (Fig. 3) . Intriguingly, a number of studies of calcium-dependent 396 regulation show that calcium influx through specific channels is required for homeostatic responses, Manuscript to be submitted to eLife Consequences of modeling calcium concentration using a single variable 403 One of the consequences of the simple single-compartment model we have used in this paper is 404 that we use a single variable to describe (a) the calcium concentration in the thin shell that affects the 405 gating of KCa channels, (b) the calcium concentration in the bulk of the soma that likely determines 406 rates of translation, insertion or degradation of ion channel proteins (Eq. 6), and (c) the calcium 407 concentration in the nucleus, that modulates transcription rates (Eq. 5). In real neurons, these three 408 calcium concentrations can likely be very different (Sala and Hernández-Cruz, 1990 , 1982; Miller et al., 2002; Sutton et al., 2004) . Such 416 mechanisms likely depend on concentration of calcium in some small neighborhood, rather than 417 the calcium concentration in the soma, suggesting that a one-compartment model can mimic 418 some features of local, activity-dependent protein synthesis and degradation (Ouyang et al., 1999) . 419 Another possibility is that detachment of granules of mRNA at a particular location (Doyle and processes as the animal grows (e.g. motor neurons controlling muscles in the extremities) face 435 several additional challenges. First, their dynamics are no longer described by a single membrane 436 potential since they are not electronically compact. Second, channel expression is spatially regulated: 437 for example, sodium channels occur at a higher density on the axon (Kole et al., 2008) . Third, 438 intracellular calcium levels are not spatially uniform (Hernández-Cruz et al., 1990) , and can vary 439 substantially along the length of thin processes (Regehr and Tank, 1994) . Finally, since all mRNA 440 ultimately originates from the cell body, mRNA and ribosomes and other translation machinery, 441 or entire ion channels, must be physically transported from the nucleus to parts of the cell where 442 they are needed (Doyle and Kiebler, 2011; Kosik, 2016; Bramham and Wells, 2007) , leading to other 443 regulatory problems with the transport of cargo (Doyle and Kiebler, 2011; Williams et al., 2016) . 444 Nevertheless, our formalism reveals certain fundamental problems that must be addressed even in 445 more detailed analysis that models neurons as spatially extended.
338
Robustness to scale perturbations persists across projections and neuron models
446
Stochastic effects can arise from low copy numbers 447 Following earlier work, we modeled the gating of ion channels as a deterministic process (Hodgkin 448 and Huxley, 1952). Even though the gating of an individual ion channel is a stochastic process, 449 this deterministic model approximates well a large number of ion channels, since their individual 450 fluctuations average out (White et al., 2000) . However, when neurons are sufficiently small, or 451 14 of 20
Manuscript to be submitted to eLife when conductance densities are sufficiently low, a neuron, or a piece of membrane in a neuron 452 may have only a small number of channels (Smith, 2002) . In this limit, the stochastic gating of 453 ion channels becomes substantial, and has been shown to qualitatively change the behavior of 454 neurons (Chow and White, 1996; Sengupta et al., 2013) . Another source of stochasticity is in the 455 regulation mechanism since mRNA copy numbers are typically low (Kosik, 2016) . It is not clear 456 whether homeostatic mechanisms continue to function in these extreme limits, and there is formal 457 theory to show that low copy numbers present regulation problems that cannot be circumvented 458 (Lestas et al., 2010) . Such effects will introduce perturbations in the physiology of a cell that we 459 have not accounted for explicitly here.
460
Model predictions for non-neuronal cells 461 Our Yildirim and Bertram, 2017) . 473 Thus, many other cell types may share common features of homeostatic regulation with neurons 474 such as robustness to size changes and sensitivity to some perturbations.
475
Other mechanisms of compensation for growth 476 In this study, we analyzed how neurons can regulate the densities of ion channel populations as 477 they grow. In addition to this, neurons can regulate a number of other properties during growth. 478 The manner in which a neuron grows can have a critical role in shaping neuronal function. In 479 isometric growth, the length and diameter of a neuron or neuron component increase by the same 480 factor, which increases input conductance by the square of the growth factor, and changes the 481 passive properties of the neuron. In iso-electrotonic growth, the diameters of neuronal processes 482 increase as the square of their increase in length, which increases input conductance by the cube 483 of the growth factor, but leaves passive properties of the neuron unchanged (Olsen et al., 1996) . 484 Lateral giant neurons in the crayfish grow isometrically, and and become progressively less sensitive 485 to phasic components of inputs, since high-frequency signals are attenuated to a greater extent 486 (Edwards et al., 1994a,b) . Retzius neurons in the leech can compensate for an increase in size by 487 increasing the membrane resistance of the dendrites (De-La- Rosa Tovar et al., 2016) . 488 Compensation of size change of one neuron can also involve other neurons. In pyramidal cells, 489 as dendrites grow, pre-existing synaptic sites become physically or electrically more distant to (Fénelon et al., 1998; Le Feuvre et al., 1999; Bentley and Hoy, 1970) . Neuromodulators and 496 co-transmitters (Fénelon et al., 1999; Kilman et al., 1999) can be sequentially released onto neurons 497 during development, which means that the neuromodulatory context a neuron exists in may depend 498 on its size. Homeostatic mechanisms like synaptic scaling that can compensate for changing levels 499 of input can also help a neuron compensate for changes in input resistance that may occur during Scatter plots show the pairwise distribution of maximal conductances in a set of randomly sampled neuron models. Each dot in every panel corresponds to a single model. Bar chart compares the coefficient of variability (CV) between maximal conductances (black) and parameters of neuron voltage dynamics (red). Variability in maximal conductances is much greater than the chosen for tolerance in voltage dynamics. This collection thus constitutes a set of neuron models that display similar voltage dynamics, despite large variation in their parameters.
