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Abstract
This work presents a novel and modern method for reactor modeling, simulation, and uncer-
tainty characterization through an integrated framework developed under the terminology of com-
bining four fundamental principles in scientific modeling and computing: Physics, Models, Data,
and UQ (Uncertainty Quantification). The framework houses various physical phenomena that oc-
cur inside nuclear reactors, such as neutronics, reactor kinetics, fuel depletion, thermal-hydraulics,
and fuel performance as well as outside the reactor such as spent fuel and criticality safety.
The framework utilizes various computer models in the nuclear area, which are already validated
and known to provide accurate results. The framework is supported and validated by a wide range
of experimental data from different single and multiphysics experiments, such as delayed neutron
data, void fraction measurements, isotopic composition, nuclear data, and others. Many compu-
tational models to simulate the actual physical phenomena are developed under this framework,
which vary in their complexity from a simple 2D pin-cell to a complex 3D lattice model with multi-
physics coupling. Additionally, the framework is built based upon a wide range of mathematical and
statistical methods featuring different areas such as sensitivity analysis, variance decomposition, di-
mensionality analysis and reduction, reduced order modeling, machine learning, data science, deep
learning, Monte Carlo and deterministic uncertainty propagation, Bayesian statistics, correlation
analysis, and data assimilation. All efforts in this thesis are expected to yield a better understand-
ing of nuclear reactor simulations, which in turn can lead to improved performance, safety, and
reduced costs for nuclear industry.
Within this thesis, many frameworks, platforms, and models are developed to support the mas-
ter framework. An integrated UQ approach is developed through the Bayesian framework, which
handles various forms of uncertainty in scientific modeling such as parametric, experimental, predic-
tive, interpolation, and model-form uncertainty. The methodology is useful to account for various
ii
uncertainty sources in nuclear computer models. This integrated UQ methodology can also be used
for model selection of different physical models, through evaluating them against real data. The
methodology is applied in this thesis to nuclear thermal-hydraulics and two-phase flow codes to
quantify their predictive and model-form uncertainties.
Data science methods are a core part of the framework. Machine learning methods are integrated
to alleviate the computational burden of the complex simulations to construct cheap-to-evaluate
reduced order or surrogate models. Modern deep learning methods form a major part of this thesis
to analyze complex datasets resulting from the advanced simulations generated using the master
framework. These machine and deep learning models are tested using real-world and benchmarked
nuclear simulations with different underlying physics, from fundamental nuclear data to nuclear
fuel performance. Data-driven models are constructed using simulation and experimental data to
perform uncertainty propagation, surrogate modeling, model validation, and variance decomposi-
tion.
Development of a new precursor-group kinetics framework is done to propagate the uncertainty
into reactor kinetic parameters due to the fundamental nuclear and delayed neutron data. Coupling
of single physics processes (e.g. neutronics, thermal-hydraulics, fuel performance) to form more re-
alistic multiphysics simulations is also accomplished through FUSE platform. FUSE is verified
through two test cases of two-way coupled neutronics-thermal-hydraulics and neutronics-fuel per-
formance simulations. Spent fuel analysis and criticality safety frameworks are built as a validation
object to assess the accuracy of the framework modeling approaches. The spent fuel composition
discharged from the reactor core is assessed in the spent fuel cask to determine the overall system
safety. A comprehensive application of the spent fuel framework on BWR spent fuel is carried
out in this thesis. All the physics, data, methods, and frameworks are integrated into the master
framework developed in this thesis.
The major achievements of the framework developed to the nuclear area include: a set of kinetic
parameters’ values and uncertainties for light water reactor systems, advanced depletion models
for accurate burnup credit of BWR, integrated assessment and advanced UQ of nuclear computer
models, a platform for nuclear multiphysics simulations, and building deep learning models for high
dimensional UQ purposes.
iii
Most of the methods and the frameworks developed here are extendable to other problems
outside the nuclear area. The reader is strongly recommended to read the first chapter of this thesis
as it will provide directions to efficiently access the whole document. The first chapter presents
an executive summary of the work done over the whole thesis. This thesis is published in several
peer-reviewed articles in premier conferences and journals specialized in nuclear engineering, system
safety, uncertainty quantification, and energy resources. A summary of the framework developed
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A Novel Approach for Nuclear Modeling: Combining
Models and Data with Uncertainty Quantification and
Deep Learning
Following Fukushima accident, additional challenges are placed on the nuclear industry to re-
main competitive in the energy market. These challenges include improving the safety of nuclear
systems while maintaining competitive costs. Uncertainty quantification (UQ) and the best esti-
mate plus uncertainty (BEPU) practices started to emerge in the last twenty years to replace the
antiquated conservatism in reactor designs with BEPU margins D’Auria et al. (2012). Reliance on
accurate modeling and simulation in the nuclear community is a necessity due to the immense scale
and cost of nuclear experiments Avramova and Ivanov (2010). Unfortunately, UQ of nuclear reactor
models is very challenging due to the complexity, multiphysics, high-dimensional, and non-linearity
nature of nuclear computer models Turinsky and Kothe (2016); Boyack et al. (1989); Abdel-Khalik
et al. (2008b).
In this work, a novel, modern, and hybrid framework is developed for data-driven modeling and
UQ of nuclear reactor simulations. The difference between this work and previous studies can be
summarized by the following points:
• Analysis of different underlying physical phenomena that occur in nuclear reactors both in
single and multiphysics forms. This work moves from the point of “proof-of-concept” to make
observations and conclusions about the analyzed model.
• This work uses real experimental data and benchmarks extensively for validation and UQ
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instead of synthetic data which is of limited usage here.
• This work introduces modern techniques in machine learning, deep learning, and data science
with an objective of modernizing nuclear reactor modeling.
• Most of the frameworks and methods developed and applied here are extendable to other
engineering problems.
• The underlying frameworks in this study provide products to the nuclear area. These include
kinetic parameters and delayed neutron sets for light water reactor (LWR) systems, advanced
computational models for boiling water reactor (BWR) modeling, a platform for multiphysics
modeling, integrated UQ framework for nuclear computer models, and DeepUQ framework.
Analyzing the gap between nuclear computer models and data started to gain attention in the
early 2000s. They are currently of high interest, with expectation of additional growth in the future.
Researchers have developed frameworks in different forms to resolve the gap between models and
data. Indeed, these efforts are considered the motivation behind the development of our framework.
Nuclear data uncertainties which have the neutron reaction cross-section data, resonance parame-
ters, fission yield, decay data, and kinetic parameters have gained initial interests, due to their high
dimensionality and their expected effect on the solution accuracy Chadwick et al. (2011); Koning
and Rochman (2012). Abdel-Khalik et al. (2008b) developed and introduced efficient subspace
methods into the nuclear reactor area, to improve the predictive capability of simulation models.
The subspace methods are supposed to facilitate the intractable tasks of: (1) sensitivity analysis of
key system input data, (2) uncertainty quantification of system output, and (3) data assimilation in
which experimental data is assimilated with the model to achieve the best possible prediction accu-
racy. Subspace methods, which started mainly in analyzing nuclear data uncertainties, have been
extended by other authors in the nuclear area under the concept of reduced order modeling. Bang
et al. (2012) developed a hybrid reduced order modeling framework, in which the forward solution
of the neutron transport equation is used to construct an active subspace of the input data (e.g.
neutron cross-sections). The active subspace is then used in the adjoint solution to calculate the
sensitivity of the key input data. An extension of Bang et al. (2012) was performed by Khuwaileh
(2015) with a focus on multiphysics simulations using VERA-CS. The framework was built under
synthetic data (for proof of concept) and demonstrated in a model calibration of nuclear data in
Khuwaileh and Turinsky (2017). A further extension of these reduced order modeling methods was
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performed by Huang et al. (2017) to achieve dimensionality reduction in multiphysics simulations.
Nuclear data uncertainties were also handled by other frameworks based on Monte Carlo sampling
in which nuclear data covariances are propagated in a brute-force way through the model. Exam-
ples of such frames are Sampler in the SCALE code system Bowman (2011); Rearden and Jessee
(2018) and Paul Scherrer Institute (PSI) methodology Wieselquist et al. (2013). The advantage of
this approach over the subspace approach originates from its global nature and ability to handle
nonlinear models and any output type. On the other hand, this approach is more expensive than
subspace methods. Reviews of the efforts on nuclear data uncertainties are conducted by Aliberti
et al. (2006); Smith (2015).
A new framework for adjoint-based sensitivity and uncertainty analysis of nuclear thermal-
hydraulics and two-phase flow was developed by Hu and Kozlowski (2018b). The framework nu-
merical method is based on Riemann solvers, which are more robust than the other numerical
methods implemented in two-phase flow codes such as TRACE and RELAP5 U.S.NRC (2013);
Ransom et al. (2001). Adjoint methods are used in tandem to determine input sensitivities, which
can be used for uncertainty propagation if input covariance matrix is provided Hu and Kozlowski
(2018a). An adjoint framework was developed by Stripling et al. (2013) to perform sensitivity
analysis of reactor depletion calculations (e.g. time-dependent reactor calculations). Depletion
calculations are known to be computationally intensive, which make using Monte Carlo methods
prohibitive to identify the sensitive cross-section data under reactor transience. This issue can be
handled efficiently by adjoint methods. Yankov (2015) performed analysis of reactor simulations
using surrogate models such as Gaussian processes and stochastic collocation.
For inverse problems and data assimilation, multiple efforts have been conducted to quantify
the uncertainty in the input parameters such that the discrepancy between simulation predictions
and experimental data is reduced Kennedy and O’Hagan (2001). Mcfarland (2008) developed and
illustrated methods that support verification, validation, and inverse problems of computer models,
which are directly applicable to nuclear computer models. Bayesian inference and Gaussian process
interpolation were emphasized in order to perform model calibration. A similar model calibration
effort was performed by Wu (2017), but with variety of surrogate models and real experimental
data from different nuclear areas. The work was published in different studies where Polynomial
chaos expansions were used as surrogates for nuclear thermal-hydraulics codes Wu and Kozlowski
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(2017) and Kriging surrogates were used in data assimilation of nuclear fuel performance codes Wu
et al. (2018b). An uncertainty analysis of spent fuel isotopics using the SCALE code system was
done by Bratton (2015) and of rod internal pressure using FRAPCON was performed by Bratton
et al. (2017). A data-driven framework for boiling heat transfer coupled with deep neural networks
was developed by Liu et al. (2018), while another effort on wall boiling closure relations in CFD
multi-phase flow solvers was demonstrated by Liu and Dinh (2019).
All of the prescribed frameworks are valuable as they provide in-depth analysis of a specific
physics and utilize data to validate the proposed methodology. The caveat here is that most of
the previous efforts need additional improvements to allow drawing conclusions about the reactor
behavior, as more physics needs to be incorporated and explored. In addition, bridges between the
physical phenomena need to be built to facilitate uncertainty propagation and analysis between
these single physics reactor models. This idea inspired the development of the current framework,
which contains more physics and it is integrated to facilitate reactor analysis. Our framework can
be perceived as an object that (1) uses previous frameworks in nuclear and other areas as a start-
ing point, (2) hybridizes their methods and concepts, and (3) introduces modern data science and
machine learning methods for better analysis of reactor models and data. This thesis provides de-
scriptions of a framework for analyzing reactor simulations under uncertainty. Components of the
framework are described and accompanied by analysis and results drawn from real-world simula-
tions. Variety of UQ, sensitivity analysis (SA), Bayesian statistics, machine learning, deep learning,
data science, and reactor modeling methods are integrated and illustrated through specific appli-
cations.
The remaining sections of this chapter are organized as follows: section 1.1 describes the core
of the framework developed in this thesis. Introduction to the framework and its components is
presented in section 1.2. General notes about the thesis and its organization along with various
snapshots of the major thesis parts are presented in section 1.3. Section 1.4 presents a summary
of the current chapter.
4
1.1 Thesis Core
This thesis includes detailed analysis of different methods, physics, and data with a focus on
nuclear reactor simulations. Although the methods and frameworks developed in this study have
advanced structure, they can be traced back to four fundamental concepts in scientific computing
shown in Figure 1.1. These concepts are Physics, Model, Data, and UQ. Each one of the four
fundamentals is described briefly next.
Figure 1.1: Fundamentals of a modern framework for nuclear reactor modeling
1.1.1 Physics
Physics is the knowledge of nature that tries to explain physical phenomena around us from
free fall of a ball to formation of a dark hole in space. In the context of nuclear power, several phys-
ical phenomena occur during the operation of nuclear reactors such as fission of nucleus, neutron
transport, fluid flow, fuel chemistry, material behaviour, etc. Identifying these physical phenomena
is the first and most important step toward achieving a comprehensive understanding of the nu-
clear reactor behaviour. Although there are different classifications of physical phenomena inside
nuclear fission reactors, researchers in the nuclear power area focus mainly on three main physics:
neutronics, thermal-hydraulics, and fuel performance. Neutronics is the science concerns with un-
derstanding nuclear reactions (including fission), neutron transport, reactor physics, nuclear data,
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fuel depletion, and fission product tracking Mylonakis et al. (2014); Avramova et al. (2015). It is
worth mentioning that each one of the prescribed areas is a field by itself and it needs a separate
mathematical model to explore it. Reactor thermal-hydraulics concerns with the fluid flow and its
characteristics within the reactor, two-phase flow phenomena, system temperature and pressure,
etc. Finally, fuel performance is the material science part, which analyzes the nuclear fuel be-
haviour during operation, such as pellet-clad material interaction, fuel swelling, fuel densification,
fuel cracking, etc.
1.1.2 Model
The previous physical phenomena are modeled theoretically by mathematical models (or simply
models) which aim to capture the behaviour of these physical processes. Unfortunately, due to the
complexity of the processes that occur inside nuclear reactors, most of the accurate nuclear models
are computer models with complicated structure. These codes/models are legacy codes as they went
through long stages of development and validation, and the source code is usually difficult to access.
These models involve solving partial differential equations, numerical methods, semi-empirical and
empirical correlations, assumptions and approximations, validation against experimental data, and
many others. In this thesis, majority of the models used are legacy computer models to obtain
realistic results such as KENO-V.a, TRITON, Serpent, TRACE, RELAP5, and BISON Petrie
and Landers (1984); DeHart and Ulses (2006); Hermann and Westfall (1998); Hales et al. (2016);
Fletcher and Schultz (1995).
1.1.3 Data
Data is an important part of this scientific loop as it is used in validating the model and as-
sessing how close the model is to the reality. Data comes from experiments designed to mimic the
physical process. In the experiment, various responses can be measured, and these responses have
inherent measurement uncertainty. In the nuclear area, data availability is more restricted than
other engineering fields, due to the large expenses of performing nuclear experiments and difficulties
in replicating full-scale experiments similar to real reactor scales Sehgal (2001); Allen et al. (2010).
The other concept that should be mentioned here is the “data-driven” concept. Data-driven
is used in different contexts by different researchers and areas. In this thesis, data-driven has a
more generic meaning, which is using any external data (whether experimental or synthetic) to
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model or to understand something. In particular, Figure 1.2 shows three different possibilities of
using data in this thesis. The first case is obtaining data from experimental analysis which could
be nominal conditions, experimental uncertainty for the parameters, and/or correlation matrices.
Such data can be used for example in uncertainty propagation of the parametric uncertainty from
input to output. The second case is using a computer model to generate data which could be used
to learn a surrogate model using machine or deep learning methods. The surrogate is then used to
predict the output instead of the computer model. The third case is using dataset obtained from
experiments, expert judgments, and/or model simulations to train a deep model and then use that
model to predict future data.
Figure 1.2: Different usages of the data-driven concept in nuclear modeling
1.1.4 UQ
UQ is a broad area concerned with characterization and reducing uncertainties in computational
models and real world applications. UQ in this thesis refers to a set of classes of methods used in
analyzing mathematical models as follows:
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• Uncertainty propagation: this is the most common UQ task and it is also known as forward
UQ or simply UQ. In this task, uncertainty in the input parameters is propagated through
the model and the effect on model response/output is quantified. This task can be performed
using deterministic or stochastic methods Putko et al. (2002); Helton et al. (2006); Radaideh
and Radaideh (2019).
• Sensitivity analysis (SA): aims to identify the inputs whose variations have the most impact
on the output. In SA, the inputs are varied by bounds determined by the analyst to test the
system performance under normal and abnormal conditions Borgonovo and Plischke (2016).
• Variance decomposition: also known as global or variance-based SA. These methods aim to
decompose the total variance in the output into portions attributable to each input parameter,
which allows identifying the influential parameters on the output variance Saltelli et al. (2008);
Iooss and Lemâıtre (2015).
• Data assimilation (DA): came mainly from weather forecasting in which the numerical model
is combined with data/observations to improve model prediction against data. DA in en-
gineering is more known as inverse UQ or model calibration. The model parameters are
calibrated against new data, such that the posterior model has better predictive capability
and agreement with the data Kennedy and O’Hagan (2001); Wikle and Berliner (2007).
• Dimensionality reduction: this practice is used to alleviate the curse of dimensionality at
which the number of input parameters under consideration is reduced by obtaining a set
of principal inputs. This task is important as some of the UQ methods have unreliable
performance in high dimensional spaces Van Der Maaten et al. (2009); Kambhatla and Leen
(1997).
• Model selection and model-form uncertainty: is the task of selecting a model from a set
of candidate models. Since all models are reduced representation of reality, they all have
inherent model uncertainty. The model selection task aims to compare the uncertainty of the
models and select the best candidates to simulate the process Claeskens et al. (2008); Hoeting
et al. (1999).
• Reduced order modeling: also known as surrogate modeling or metamodelling. This practice
in UQ is a necessity for expensive models as UQ tasks require repetitive executions of the
original model, which make them impractical. In this case, the expensive model is replaced
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by a substitute that takes negligible time to run, which facilities UQ Forrester and Keane
(2009); Vu et al. (2017). Machine and deep learning methods such as neural networks and
Gaussian processes are very common in learning and constructing surrogates Rasmussen
(2004); Gorissen et al. (2010).
• Monte Carlo methods: are a class of algorithms that rely on repeated random sampling to
obtain numerical results. Monte Carlo methods such as importance sampling Neal (2001),
sequential Monte Carlo Doucet et al. (2001), and Markov Chain Monte Carlo Gilks et al.
(1995) demonstrate efficient performance over numerical methods in high-dimensional prob-
lems (when the number of model parameters is large).
1.2 The Framework
This thesis is built on multiple concepts with broad nature from physical modeling to uncer-
tainty quantification. All these concepts are integrated into a framework which by itself consists of
multiple frames with certain objectives. The framework is not designed to run automatically due to
the complex nature of reactor modeling and the extensive amount of databases needed throughout
the process. However, each frame can be used individually to yield specific results or data which
can be used by another frame to perform another task, and so on. The general framework is shown
in Figure 1.3. The author agrees with the fact that providing sort of automation to the processes
shown in Figure 1.3 can be valuable, but a complete automation cannot be helpful and may lead to
incorrect results. This is because that each physics (reactor physics, kinetics, thermal-hydraulics,
etc.) should be handled in-depth separately by the analyst, and not relying on black-box data
transfer between the physics without understanding the underlying process. An example to justify
this point is that if one can assume certain machine learning and data analysis methods that will
work for every dataset one could have, then companies should not hire data scientists. However, we
know that each problem and dataset has a different structure, which makes complete automation
without human intervention on the analysis not useful.
As mentioned before, many details in the framework in Figure 1.3 originate from the fundamen-
tal concepts described in Figure 1.1. This framework can be used to perform the following tasks of
nuclear reactor simulations:
1. Modeling and simulation of various physical phenomena inside the nuclear reactor. Analysis
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of a single physics is indeed one of the most common applications of this framework.
2. An environment for coupling various physics together to perform multiphysics simulations is
developed. This is performed here especially for coupling neutronics, thermal-hydraulics, and
fuel performance models.
3. Model verification and validation against data. The framework is built on various experimen-
tal and numerical benchmarks from different physics and can accept new data.
4. Uncertainty propagation of the parametric uncertainty within each physics as well as through
multiphysics simulations.
5. Quantifying both predictive and model-form uncertainties of the computer models used in
modeling using a Bayesian-based framework for model selection and averaging.
6. Performing various UQ tasks over the models such as sensitivity analysis, variance decompo-
sition, dimensionality reduction, model calibration, etc.
7. Usage of a wide range of machine learning techniques for reduced order modeling (or surrogate
modeling) and response analysis of variance.
8. Usage of modern data science and deep learning methods to handle complex datasets gener-
ated from this framework.
9. Ability to test new UQ and data science methods on variety of real-world benchmarked
simulations.
10. Flexibility to extend many of the sub-frames under the master framework to other engineering
and energy systems. For example, the methods are currently extended to renewable energy
systems such as fuel cell hybrid systems Radaideh et al. (2019f).
Unfortunately, it is difficult to find a generic classification for all framework components shown
in Figure 1.3. Ten categories are used to discuss the major components of this framework. The
details of handling each component are given in the appropriate chapter inside Part I, Part II, and
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Figure 1.3: Schematic representation of the full framework developed in this thesis
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1.2.1 Sources of Uncertainty
An important concept for this framework is identifying and classifying the sources of uncertainty
that we aim to quantify. After classification, methods to handle these uncertainty sources can be
used. First, classification of the uncertainty sources in this framework is shown in Figure 1.4. This
classification is based on a broad literature review of uncertainties in modeling. The objective is
to make the classification generic and concise with ability to contain all of the sources that are
common in nuclear engineering. Notice that the hierarchy in Figure 1.4 does not rank these sources
in terms of their importance, but in terms of their accessibility by the analyst. Consider the general
model equation as
y = f(~x, ~θ) + δ(~x) + ε, (1.1)
where y is the true value of the response, which is modeled by a model f . The model f receives
inputs in two forms: ~x (explanatory variables) and ~θ (model parameters). The model discrepancy
term is represented by δ(~x), while ε represents the measured/experimental uncertainty of the re-
sponse.
Figure 1.4: Hierarchy of uncertainty sources in engineering and nuclear modeling Radaideh et al.
(2019a)
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The classification has five major categories, which are described from the bottom of the pyramid
as follows:
• Parametric/input uncertainty (~x, ~θ): this source is the most common and most analyzed
uncertainty source. All models have input parameters and these parameters can be stochastic
or even unknown, which cause the model prediction to be uncertain. Parametric uncertainty
has two classes:
1. Explanatory parameters/variables (~x): which could be for example the boundary con-
ditions, independent variables, or any quantity that changes from experiment to exper-
iment. These parameters explain or define the problem. For example, in a fluid flow
problem, inlet temperature, pressure, system power, and mass flow rate are examples of
explanatory variables. Notice that these parameters have to be in any candidate model
f , which means that they are not used to rank or to describe the model accuracy.
2. Model parameters (~θ): unlike the first class, this class defines how much physics is
contained in the model. Therefore, θ for model 1 is not necessarily similar to model
2. Model parameters may include physical model parameters, parameters for empirical
correlations and constitutive relations, calibration parameters, etc.
• Output/observation uncertainty (ε): this is simply the experimental/measured uncertainty of
the output, which is inherent in any experimental setup.
• Interpolation/surrogate uncertainty (f → f∗): this source arises when the model f is replaced
by a substitute f∗. The model f∗ is usually called a surrogate model or reduced order model.
The use of surrogates in this framework is a necessity to alleviate the large computational
costs of the original model f . The uncertainty resulted from doing interpolation by the
surrogate should be quantified to ensure that the surrogate uncertainty is not masking the
original uncertainty that we aim to quantify.
• Predictive uncertainty (δ): also known as model discrepancy or model deficiency. This source
is not investigated widely by nuclear analysts even though it is very important. The idea be-
hind predictive uncertainty comes from the fact that any model f is a reduced representation
of reality and it has approximations and assumptions that make it deficient. For example, con-
sider one code that supports only 1D modeling and steady state, while another high-fidelity
code that supports transient and 3D modeling. It is more likely that the high-fidelity code
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will have closer predictions to real data than the low-fidelity one, due to the approximations
assumed in the model.
• Model-form uncertainty (f1, f2, ..., fN ): this is the least common source in engineering model-
ing in general and nuclear reactor modeling in special. The concept of model-form is connected
to predictive uncertainty from this fact: since we believe that any model is deficient, then
having f1, f2, ..., fN that simulate the same process does not change their deficiency. There-
fore, the model-form uncertainty can be thought of as the multidimensional version of the
predictive uncertainty. A good example of model-form uncertainty is: lets assume we have a
criticality problem modeled by KENO-V.a, Serpent, and MCNP codes. The three codes will
predict different keff values and neither of them will match the experimental data exactly.
Model-form uncertainty caused growth of two major areas in statistics called model selection
and model averaging, which are both used in this work to handle such uncertainty. In general,
model-form and predictive uncertainties are quantified by using real experimental data, which
is used to assess the candidate models.
The reader can find variety of uncertainty classifications in literature which could vary in their
comprehension, see for example Kennedy and O’Hagan (2001); Hoeting et al. (1999); Park and
Grandhi (2012); Der Kiureghian and Ditlevsen (2009); Petruzzi and D’Auria (2008). Different ar-
eas focus on different sources. For example, in nuclear computer codes, more attention is given to
the parametric uncertainty and hence many parameter types are highlighted as major classes of
uncertainty. Another example, model-form and predictive uncertainties are important for regres-
sion models in statistics and economy, and so on.
In this framework, a new integrated UQ is developed for nuclear computer codes to handle
the previous categories under the Bayesian framework. The complete methodology is described in
Radaideh et al. (2019a,b) and Chapters 8-9.
1.2.2 Nuclear Data and Kinetic Parameters
As described before, nuclear data and its uncertainties are a core of reactor modeling. The rea-
son behind that is the high-dimensionality and large numbers of these parameters which are used
to describe the neutron interaction behaviour in the neutron transport equation. These parameters
are usually called microscopic data and majority of them is measured and stored as a function of
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neutron energy, reaction type, and the corresponding isotope. For example, neutrons are likely to
have I number of interactions (e.g. fission, capture, scattering, etc.) with isotope X (e.g. U-235,
Pu-239), and the probability of these interactions changes with the incident neutron energy Ei
(i.e. which is discrestized into energy groups). By knowing that fission reactors could have many
isotopes (> 100) during operation, then the number of uncertain nuclear data parameters can reach
to extremely large numbers. Fortunately, our framework utilizes the previous valuable efforts in the
SCALE code system through Sampler Bowman (2011); Williams et al. (2013); Rearden and Jessee
(2018), which is designed to propagate all nuclear data uncertainties during neutronics and fuel
depletion calculations, both in multigroup and continuous energy forms. Preparing nuclear data
and covariance libraries requires using many nuclear data preprocessing tools, thanks to the SCALE
development team, who made the nuclear data uncertainty propagation task as easy as possible.
See Figure 1.5, which shows a schematic representation of Sampler in SCALE code system. The
top left of the figure shows the nuclear data category.
Although we have taken nuclear data uncertainty propagation as granted from Sampler, more
work is still needed on the kinetic parameters and their uncertainty. Reactor kinetic parameters are
very important reactor safety parameters, which describe the behaviour of delayed neutrons inside
the core. Delayed neutrons play a major role in the reactor control and safety. Kinetic parameters
have limited investigation scope compared to their nuclear data fellows. Inspired by these facts,
we have developed a new framework following the Sampler scheme to propagate the uncertainty
of the microscopic delayed neutron data (isotope-dependent) into the lattice homogenized kinetic
parameters, which can be used later for core calculations. The novelty of the approach compared to
previous efforts originates from the ability of the framework to handle precursor groups instead of
total kinetic parameters. Our framework supports the Keepin’s six-precursor-group model which is
validated widely in experiments Keepin et al. (1957); Tuttle (1975). The first and the fundamental
step of this framework is to create a dataset of the group-wise delayed neutron data for the major
actinides that are expected to contribute to delayed neutron emission (e.g. U-235, U-238, Pu-239).
The dataset is built based on a rigorous data collection and analysis of many delayed neutron exper-
iments of various isotopes, which started back to the 1940s. Delayed neutron data for 20 isotopes is
prepared which includes: group fractions, group decay constant, delayed neutron fractional yield,
and correlation matrices (if available). The new dataset is combined with the SCALE data direc-
tory. After additional modifications to the Sampler source code, uncertainty propagation of kinetic
15
parameters (βi, λi) can be performed during SCALE lattice physics calculations as indicated in
Figure 1.5. The complete methodology of the framework is described in details in Radaideh et al.
(2018f, 2019h) or Chapter 4. Applications and investigation of the kinetic parameters’ sensitivity
and uncertainty are demonstrated in Radaideh et al. (2019d, 2018g,h) or Chapter 5. This thesis
calculates and suggests kinetic parameters data for the nuclear community for common reactor
designs based on the framework developed here.
Figure 1.5: Application of uncertainty propagation of nuclear data and delayed neutron data into
the kinetic parameters using Sampler in SCALE code system Bowman (2011)
1.2.3 Reactor Models and Simulations
The models are a core part of this framework, as all other components depend directly or in-
directly on the models. As mentioned earlier in this chapter, nuclear reactor models used here are
legacy computer models with complex structure, and they are treated as black-box codes. Since
this framework includes many physical phenomena as well as verification and validation, many
computer codes are utilized, and they are described briefly in this section.
TRITON/NEWT DeHart and Ulses (2006) is a two-dimensional (2D) SN polygon-mesh multi-
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group deterministic transport module with arbitrary geometry model definition Rearden and Jessee
(2018). To achieve coupled transport/depletion calculations, TRITON/T-DEPL sequence can be
used which has NEWT coupled with ORIGEN. ORIGEN Hermann and Westfall (1998) is the
depletion solver in SCALE code system which solves Bateman equations to calculate the isotopic
composition at each depletion step using the legacy ORIGEN solver (MATREX) or Chebyshev Ra-
tional Approximation Method (CRAM) methods. For 3D depletion cases, TRITON/T5-DEPL or
KENO-V.a/T5-DEPL DeHart et al. (2007) module is used instead to perform Monte Carlo deple-
tion calculations Rearden and Jessee (2018). T5-DEPL replaces NEWT with KENO-V.a, which is
a three-dimensional Monte Carlo neutron transport code, that is coupled with ORIGEN for burnup
calculations.
KENO-V.a Petrie and Landers (1984) is a standalone code performs 3D Monte Carlo criti-
cality calculations for arbitrary geometry. KENO-V.a can operate in multigroup or continuous
energy mode. KENO-V.a is able to determine keff , neutron lifetime, flux densities, and many
other important reactor physics quantities. KENO-V.a also has restart capabilities, parallel com-
putations, and many other useful features. The coupling of KENO-V.a and ORIGEN yields the
KENO-V.a/ORIGEN or the T5-DEPL sequence which performs 3D Motne Carlo coupled neutron-
ics/depletion calculations. This coupled module is extensively used in our framework.
Polaris Jessee et al. (2014) is a 2D lattice physics capability in the SCALE code system for the
analysis of LWR fuel designs, with a focus on PWR and BWR fuel designs. Polaris implements
a new resonance self-shielding approach called the embedded self-shielding method (ESSM), the
method of characteristics for solving the neutron transport equation, and integration with ORI-
GEN depletion code to perform fuel burnup and depletion calculations. Polaris has a concise input
structure compared to other lattice physics codes. Polaris is used mainly in this framework for
verification and benchmarking purposes.
Serpent Leppänen et al. (2015) is a 3D Monte Carlo neutron transport code developed by VTT
Technical Research Centre of Finland with capabilities more general than KENO-V.a. Serpent
supports k-eigenvalue search, burnup calculations, cross-section homogenization, arbitrary geome-
try definition, parallel calculations, and others. The Bateman depletion equations in Serpent are
solved using the CRAM matrix exponential method Leppänen et al. (2015).
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TRACE U.S.NRC (2013) TRACE (TRAC/RELAP5 Advanced Computational Engine) is a
best-estimate thermal-hydraulic reactor system code developed by the U.S. Nuclear Regulatory
Commission (NRC) to analyze loss of coolant accident (LOCA), operational transients, two-phase
fluid flow, and other scenarios within light water reactors (LWRs) such as PWRs and BWRs.
TRACE is capable of simulating steady-state and transient coupled neutronics-thermal-hydraulics
phenomena in LWRs with high accuracy. RELAP5 (REactor Leak And Power Safety Excursion)
Fletcher and Schultz (1995) is also developed by U.S. NRC to simulate steady-state and transient
phenomena within nuclear reactors Ransom et al. (2001). RELAP5 and TRACE capabilities are
similar, even though TRACE combined one of earlier RELAP versions capabilities with three other
predecessor codes in one modernized package. Both TRACE and RELAP5 are 1D codes as they
solve the time-averaged and area-averaged two-phase two-fluid model equations. The area is aver-
aged over the x-y cross-section of the flow, and only the flow in z-direction is simulated.
BISON Williamson et al. (2012); Hales et al. (2016) is a finite element-based nuclear fuel per-
formance code developed by Idaho national laboratory. BISON solves the fully-coupled equations
of thermomechanics and species diffusion, for 1D spherically symmetric, 2D axisymmetric or 3D
geometries, and it is applicable to a variety of nuclear fuel forms such as LWR fuel rods. BISON
supports modeling various nuclear material behaviour such as fission product swelling, densification,
thermal and irradiation creep, fracture, and fission gas production and release. BISON is based
on the MOOSE framework Gaston et al. (2009) and can be used in both standard workstations or
high-performance computers.
A large number of models for different problems has been developed in this framework. Some
examples of these models are shown in Figure 1.6. Notice that these models are built using the
prescribed codes which can be summarized as follows:
• Figure 1.6(a) shows an axial layer of a 3D PWR lattice modeled using KENO-V.a/T5-DEPL.
This model is used in benchmarking the FUSE multiphysics platform presented in Chapter
10. The model is based on the OECD/NEA and U.S. NRC PWR MOX/UO2 Core Transient
Benchmark Kozlowski and Downar (2006).
• Figure 1.6(b) shows a single channel with inlet and outlet boundary conditions modeled using
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the TRACE safety analysis and thermal-hydraulics code. The model is based on the PSBT
benchmark and it is used in the validation of the integrated UQ framework presented in
Radaideh et al. (2019a) or Chapter 9.
• Figure 1.6(c) shows a 2D BWR lattice model with heterogeneous radial enrichment as modeled
by Polaris. The model is based on the GE 10x10 design and it is used during the benchmarking
process of the advanced depletion models presented in Radaideh et al. (2019e) or Chapter 12.
• Figure 1.6(d) shows a 2D BWR lattice as modeled by TRITON/T-DEPL. The model is based
on a real geometry from the Fukushima Daini-2 2F2D8 assembly Michel-Sendis et al. (2017).
This model is used in the isotopic data validation which is later used in data-driven UQ under
the criticality safety framework presented in Radaideh et al. (2018c); Price et al. (2019) or
Chapters 11-12.
• Figure 1.6(e) shows a 3D PWR spent fuel cask as modeled by Serpent with two misloaded
assemblies at the center. The model is based on the GBC-32 PWR spent fuel cask Scaglione
et al. (2014), which is used in criticality safety analysis of assembly misloading accidents
presented in Radaideh et al. (2018b).
• Figure 1.6(f) shows a 2D VVER lattice as modeled by TRITON/T-DEPL. This model is
based on the UAM benchmark Ivanov et al. (2013), which is used to generate lattice kinetic
parameters for VVER using the kinetics framework presented in Radaideh et al. (2019h,d)
or Chapters 4-5.
• Figure 1.6(g) shows 1/4 model for a BWR spent fuel cask as modeled by KENO-V.a. This
model is based on the GBC-68 cask Mueller et al. (2013b) which is used in cask criticality
calculations in different studies Radaideh et al. (2018b,d); Price et al. (2019) or Chapters
11-12.
• Figure 1.6(h) shows a 2D (r, z) model as developed in BISON. The model is based on the
PCMI benchmark Rossiter et al. (2016) with two cases shown: a smeared pellet case and
a discrete pellet case. This model is used to validate the performance of Deep Gaussian











Figure 1.6: Selected multiphysics models developed and tested in the current framework
20
1.2.4 Data
Likewise models, data is used extensively in this framework, not only for verification and vali-
dation purposes, but also for quantification of predictive and model-form uncertainties as well as
for uncertainty propagation. Data is a critical role to improve the credibility or the accuracy of
the simulations and processes carried under this framework. Wide range of data and benchmarks
is used in this framework which cannot be described in detail in this context. However, through-
out the text, the data is described in the appropriate place in conjunction with the application at
which the data is used. In this section, we describe selected benchmarks and data types in ma-
jor nuclear areas: thermal-hydraulics, depletion and spent fuel, reactor physics, and reactor kinetics.
Figure 1.7 shows 4 different benchmarks with different data types. The first benchmark in
Figure 1.7(a) is the BFBT (BWR Full-size fine-mesh Bundle Test) Neykov et al. (2006). The data
is based on a full-scale prototypical BWR geometry and thermal-hydraulics conditions. The lattice
is a full-scale 8x8 BWR fuel bundle, constructed with a wide range of power, pressure, flow and
inlet temperature conditions that can be found in commercial BWRs. This benchmark provides
intermediate to full-scale experimental conditions for model validation. The void fractions are mea-
sured at 4 locations: 3 elevations within the heated section, and one elevation above the heated
section. BFBT provides measurement of void fraction and critical power in both steady state and
transient conditions. BFBT is used in the integrated UQ framework to quantify the predictive and
model-form uncertainties in nuclear two-phase flow and thermal hydraulics codes in Radaideh et al.
(2019a) or Chapter 9.
Figure 1.7(b) shows the 2F2DN23 assembly within the Fukushima-Daini-2 unit Nakahara et al.
(2002), which is used as a major data source for spent fuel isotopics. The assembly is a Hitachi 8x8
BWR assembly which has two measured pins shown in Figure 1.7(b). The first pin is called SF98
and it is a pure UO2 pin enriched to 3.91 w/o and the second pin (SF99) is a UO2 pin enriched
to 3.4 w/o. SF99 contains two axial Gd2O3 concentrations: 4.5% over most of the rod height and
3.0% Gd2O3 near the top. Each of these pins contains experimental nuclide measurements, power
history, and void history for multiple samples along each pin. Measured values of the concentration
of U-235, U-238, Pu-239, Pu-241, and many other relevant actinides are reported in this benchmark.
This benchmark and others are used in criticality safety and isotopic validation studies presented
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in Radaideh et al. (2018c); Price et al. (2019) or Chapters 11-12.
Figure 1.7(c) shows a PWR lattice geometry based on the Benchmark for Evaluation And Val-
idation of Reactor Simulations (BEAVRS) Horelik et al. (2013). The lattice is a 17×17 PWR
design, with 264 UO2 fuel rods, 24 guide tubes, and one instrumentation tube. The case shown in
Figure 1.7(c) has all 24 guide tubes with control rod fully inserted. Other cases in the benchmark
(not shown here) with the guide tubes filled by water or burnable absorbers are also used. This
benchmark is used in validation studies of the performance of Shapley effect and Sobol indices in
variance-based sensitivity analysis under correlated inputs, which are presented in Radaideh et al.
(2019g, 2018e) or Chapter 3.
Figure 1.7(d) shows one example of delayed neutron experiments as carried out by Loaiza et al.
(1998). The idea behind these expriments is to irradiate a sample of an actinide (e.g. U-235, Pu-
239) with thermal neutrons to cause a fission in that sample. The experiments are performed with
tiny samples, high intensity neutron sources, and very short irradiation times. The delayed neutron
activity after fission is then monitored and analyzed to fit the six precursor groups. The precusor
group data from this experiment and many others Tuttle (1975); Keepin et al. (1957); Waldo et al.
(1981) are used to construct our delayed neutron dataset used in the kinetics framework presented
in Radaideh et al. (2018f, 2019h,d) or Chapters 4-5.
1.2.5 Verification and Validation
The concepts of verification and validation (V&V) are used in this framework when building new
designs with the prescribed codes Sargent (2013). Two types of V&V are used during the analysis:
(1) experimental data validation and (2) cross-code verification. The first type is performed when
there is available experimental data with good description, which can be used to validate the
quality of the model constructed. Examples of TRACE and RELAP5 code validation against the
void fraction data in BFBT and PSBT are presented in Chapter 9. An example of model verification
is presented in Chapter 12 using different codes: TRITON/T-DEPL, Serpent, and Polaris to verify
the burnup-dependent lattice k∞ and fuel isotopics.
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Figure 1.7: Selected experimental data and benchmarks used in the framework: (a) void fraction
measurements in BFBT benchmark Neykov et al. (2006), (b) measured spent fuel isotopics in
SF98 and SF99 rods Nakahara et al. (2002), (3) BEAVRS benchmark for reactor physics validation
Horelik et al. (2013), and (4) measured nuclide-dependent delayed neutron data Loaiza et al. (1998)
1.2.6 Machine Learning and Surrogate Modeling
The increase in physics and fidelity involved in this framework makes the computational cost
to increase drastically. Performing sensitivity and uncertainty tasks of these complex simulators is
prohibited by the computational time, since these tasks require repetitive executions of the original
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model. In the last 20 years or so, the concept of surrogate (a.k.a metamodel, reduced order model,
emulator) started to appear in the engineering community. The surrogate is inspired by the fact
that any computer model is nothing but a mapping function between the input/output Wang and
Shan (2007). The surrogate is a function that emulates the behaviour of the complex/original
simulator at negligible cost per run Sudret (2008). We can define the surrogate as
f(~x) : x ∈ X → f∗(~x), (1.2)
such that
f∗(~x) ≈ f(~x). (1.3)
The surrogate is built based on a “limited” number of samples from the original model called
design of experiments, experimental design, training set, etc. These samples are used to learn the
functional mapping of the simulator. After constructing an accurate surrogate (after doing several
validations of its performance), uncertainty propagation can be performed to calculate the output
statistical moments (e.g. mean, standard deviation, skewnes) Sudret et al. (2017). Other tasks such
as sensitivity analysis, analysis of variance, parameter screening, model calibration, etc. can be
efficiently done using the surrogate without worrying about the computational cost Sudret (2008);
Vu et al. (2017); Chan and Elsheikh (2018); Radaideh et al. (2019g). Developing the surrogate
can be done through a variety of methods based on classical machine learning algorithms, which
we highlight three of them here that are related to this framework. Polynomial chaos expansions
(PCE) can be perceived as a way of representing a complex function with stochastic parameters
into simpler polynomial expansions Ghanem and Spanos (1991). PCE approximates the model
output using a spectral representation of polynomial basis functions. The model output can be





where ~β is an index vector to identify the order of the components of Φ~β(~x), which are multivariate
orthogonal polynomials (e.g. Hermite, Legendre), with coefficients expressed by α~β. The space
B contains all polynomials in the d input variables of total degree less than or equal to p (user













(xi) is a univariate polynomial for the i
th input with a degree of βi. PCE requires eval-
uating the polynomial coefficients α~β, which can be performed using least-squares or quadrature
methods.
Unfortunately, PCE has a poor performance in high dimensional problems and it is recom-
mended for problems with d ∼ 10−20 . This leads to a more robust method of Gaussian Processes
(GP) Rasmussen (2004); Martin and Simpson (2005), which add the Bayesian flavor to its algo-
rithm. The GP surrogate is expressed by
Y GP (~x) =
k∑
i=0
αiφi(~x) + z(~x), (1.6)
where the first term represents the GP mean and it has the coefficients αi that need to be deter-
mined. The second term is the GP variance which is represented by a covariance matrix expressed
by
Cov[z(~xi), z(~xj)] = σ2K(~xi, ~xj), (1.7)
where σ2 is the process variance and K is called the correlation or kernel function of the process.
The kernel is a fundamental part of GP which describes the mapping function between the input-
output samples. Different types of kernels are available such as linear, absolute-exponential, radial
basis functions, and others.
Another kernel-based machine learning algorithm is known as support vector machines (SVM)
Suykens and Vandewalle (1999). SVM can be used in supervised learning to construct a surrogate




aiK(xi, x) + b, (1.8)
where ai’s are the kernel coefficients and b is the offset parameter, which all need to be determined.
The number of samples in the experimental design is given by N . The Gaussian kernel is commonly
used in SVM. The parameters of the SVM model are determined using optimization algorithms
25
such as BFGS, cross-validation, genetic algorithms, etc.
Variety of machine learning and surrogate modeling methods are applied in this thesis to re-
duce the computational costs. Chapters 5-7 provide in-depth description and assessment of these
methods.
1.2.7 Deep Learning and Data Science
This part of the framework plays a critical role in modernizing reactor modeling and simulation
in the nuclear industry in general and in this framework in specific. Deep learning is a hot topic
now in many areas like medical imaging, computer science, language processing, and many oth-
ers, and nuclear engineering can also benefit. Deep learning is a special class of machine learning
that relies on learning data abstracts instead of task-specific machine learning algorithms. Deep
learning shows to be powerful when it comes to handling complex datasets with abstract structure
and high dimensional nature. Data science combined with machine and deep learning algorithms
are used in this framework to allow a deep investigation of reactor models. The influential design
parameters under different physics can be identified by analyzing complex datasets generated from
the simulations by this framework. Examples of deep learning algorithms are shown in Figure 1.8.
Group method of data handling (GMDH) Ivakhnenko (1971) is used, which is considered by some
authors Schmidhuber (2015) as one of the earliest deep learning methods. GMDH is used here as
easy-to-interpret multi-layer learning algorithm. GMDH uses polynomials with expanding order to
learn the neurons within the hidden layer. Best neurons from each hidden layer are selected based
on external validation criterion provided by the user. Implementation of GMDH in this framework
to perform deep uncertainty quantification is shown in Chapters 6-7 based upon Radaideh and
Kozlowski (2019a).
Another usage of deep learning in this framework is also presented in Chapters 6-7. The newly
developed deep Gaussian processes (deep GP) Damianou and Lawrence (2013) are used for per-
forming UQ tasks of different reactor simulations with advanced structure Radaideh and Kozlowski
(2019c). Deep GPs are suitable for applications when the data is scarce, as deep GP can be trained
with smaller number of data points than other methods such as deep neural networks (DNN), which
are known to be data greedy. In addition, deep GP retains the feature of the regular GP in directly
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Figure 1.8: Schematic representation of various deep learning methods: (a) group method of data
handling, (b) deep neural networks, and (c) deep Gaussian processes
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Figure 1.4. This feature is critical when performing uncertainty propagation, as the analyst needs
to ensure that the deep model uncertainty does not mask the actual uncertainty that we aim to
estimate. Unlike DNN and GMDH networks which provide point estimate predictions, deep GPs
provide predictions with uncertainty. In deep GP, the data is modeled between hidden layers as a
multivariate GP. Therefore, GPs govern the mappings between a cascade of hidden layers as shown
in Figure 1.8(c). Within hidden layers, each node/neuron acts as an output for the preceding layer
and as an input for the subsequent layer. The output of the last hidden layer is forwarded to the
output layer (y). The original deep GP uses variational inference to calculate an analytical lower
bound, which is used to determine the optimum structure of the deep GP (number of layers and
nodes per layer) Damianou and Lawrence (2013); Damianou (2015). Additional studies and devel-
opments on the learning algorithms of deep GP are presented by Dai et al. (2015, 2014); Salimbeni
and Deisenroth (2017).
1.2.8 Sensitivity Analysis and Uncertainty Quantification
We can notice that most of the previous described components interact in someway with UQ
and SA. For example, section 1.2.1 presents an integrated UQ framework to handle different forms
of uncertainty, while section 1.2.6 describes surrogate models to perform UQ and SA. Various
methods of SA and UQ are described in details for analyzing mathematical models in Chapter 2.
Also, Chapter 3 presents different applications of SA and UQ methods, including variance-based SA,
which is an integral aspect in decomposing the response uncertainty into portions attributable to
the input factors. Section 1.2.10 uses experimental data to propagate the uncertainty in the isotopic
inventory during spent fuel analysis. In general, no more details are provided in this section about
UQ and SA, since the thesis has a plenty of applied methods. These UQ and SA methods include
but not limited to: One-at-a-time SA, Morris screening, partial correlation coefficients, standardized
regression coefficients, Sobol indices, Shapley effect, deterministic and stochastic-based uncertainty
propagation, Markov Chain Monte Carlo (MCMC) sampling, Bayesian methods, and others.
1.2.9 Multiphysics Coupling
Coupling single physics phenomena to form multiphyscis simulations is important to account
for any feedback between the processes. The multphysics part in this framework is handled by the
FUSE platform (Fuel performance, neUtronics, and thermal hydraulicS Engine). FUSE is a new
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multiphysics coupling interface between three major physics in reactor simulations. The FUSE
major capabilities over any other coupling scheme in the literature originate from: (1) flexibility
to accommodate various reactor codes instead of having a specific coupling between two codes,
(2) simulating time transient and isotopics change, and (3) facilitating UQ and data science of
multiphysics simulations.
FUSE supports coupling interface between neutronics, thermal-hydraulics, and fuel performance
codes. The general coupling scheme and data exchange between the three physical phenomena are
shown in Figure 1.9. Examples of two-way coupling schemes can be summarized as:
• Neutronics-Thermal hydraulics (N-T): the thermal-hydraulics code calculates the coolant
density and temperatures and transfers them to the neutronics code, which in turn calculates
the power profile and returns it back to the thermal-hydraulics code.
• Neutronics-Fuel performance (N-F): the fuel performance code calculates the radial and axial
fuel temperatures and transfers them to the neutronics code, which in turn calculates the
power profile and returns it back to the fuel-performance code.
• Thermal hydraulics-Fuel performance (T-F): the fuel performance code calculates the axial
clad heat flux and transfers it to the thermal-hydraulics code, which in turn calculates radial
and axial clad temperatures and returns them back to the fuel performance code.
For external coupling, convergence criteria should be used to ensure that the exchanged quanti-
ties between the codes converge. Previous convergence criteria based on eigenvalue and flux, local
fuel temperature, Monte Carlo uncertainty, and local power distribution have been used Ivanov
et al. (2011); Kotlyar et al. (2011). In the current FUSE structure, we focus on the convergence
of the axial power distribution (during N-T or N-F coupling), which is known to have a slow con-
vergence trend than other variables. However, other variables such as coolant temperature, clad
temperature, etc. can be also used. Different user-defined thresholds can be used to determine
the convergence such as the maximum relative difference between two successive iterations, average
relative difference, node-based relative difference, and others. More details about FUSE structure
and selected results are presented in Chapter 10.
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Figure 1.9: Multiphysics coupling of three major physics in reactor simulations
1.2.10 Spent Fuel and Criticality Safety
Finally, the spent fuel framework can be thought as a validating object to all of the previous
components that we presented. In criticality safety and spent fuel analysis, the isotopic composition
resulted from the reactor operation and simulation processes is validated against experimental data.
The uncertainty in the isotopic inventory is then quantified and propagated through cask criticality
calculations. Different responses can be used to evaluate the safety of the process. The spent fuel
analysis framework is shown in Figure 1.10 and can be summarized as follows:
1. In the first step, an advanced computational model is developed, which is as realistic as
possible to real reactor design. This model needs to be handled throughout neutronics, fuel
depletion, thermal-hydraulics, etc. inside the core. At the end of the calculations, the spent
fuel isotopics are generated.
2. In the second step, since the isotope inventory plays a critical role in the spent fuel cask
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reactivity, the uncertainty in this inventory should be quantified. For that purpose, we de-
veloped a data-driven framework from spent fuel experimental data to identify approximate
uncertainty bounds in the spent fuel isotopes.
3. In the third step, the spent fuel isotopes discharged from the core along with their uncer-
tainties are loaded into the spent fuel cask for transportation/storage. Other uncertainties
such as nuclear data, cask geometries, etc. can also be propagated, even though the isotopic
uncertainty is usually dominant.
4. In the fourth step, different responses and their uncertainty margin can be obtained from the
cask analysis such as keff , burnup credit, decay heat, etc. These responses can be validated
and used as indicators to the safety/accuracy of the whole process.
Since this process involves multiple steps, each with complex structure and data analysis, the
spent fuel framework is described in detail in Part III of this thesis. The comprehensive method-
ology is demonstrated based on advanced BWR designs, which are more difficult to analyze than
their PWR counterparts. First, the generic data-driven framework is described in Chapter 11 based
on Radaideh et al. (2018c). Afterward, advanced depletion calculations based on advanced lattice
models are carried out in the first part of Chapter 12 based on Radaideh et al. (2019e). The re-
flections of these efforts on cask criticality and burnup credit are described in the second part of
Chapter 12 based on Price et al. (2019).
The current framework and its components will be extended to other types of reactor simulations
such as loss of coolant accidents Radaideh et al. (2019c), reactivity insertion accidents Hainoun and
Alissa (2005), subcritical systems Radaideh et al. (2018a); Jarrah et al. (2018), and others.
1.3 Thesis Structure and Organization
This thesis is organized in the following form: (1) the framework is introduced in general in
the first (current) chapter, (2) different parts of the framework are discussed in the subsequent
chapters, and (3) summary of the thesis findings is presented at the end. Each chapter has its
own introduction, methodology, results, and conclusions. The dependencies between the chapters
are minimized and if they are needed, a direct reference to the dependent chapter is given. The
following general notes should be noticed by the reader about the overall structure of this document:
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(1) Advanced Models
(2) Data-driven UQ Framework 
for Fuel Isotopics 






Figure 1.10: Framework for BEPU analysis of spent fuel and criticality safety calculations
• Each chapter discusses specific parts of the master framework. The chapters are written in a
format to contain all important information within that chapter.
• To avoid interrupting the flow of the chapter, repetitions of certain definitions and mathe-
matical equations may be found. However, if the methodology is too long to be repeated,
then the reader is referred to the place where it is described in detail.
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• The author relies significantly on reader’s background as describing the theory behind all
physics analyzed here is not given. Therefore, background in nuclear power simulations in
neutronics, thermal-hydraulics, fuel performance, fuel depletion, kinetics, criticality safety is
needed. Also, fundamentals of probability, statistics, and machine learning are not discussed,
and the reader is encouraged to review these fundamentals before reading this work. However,
the author cites useful references in the appropriate places throughout the text, which refer
to good startup studies.
• This work utilizes a wide range of computer models and experimental data, which are de-
scribed very briefly in this work. The reader is encouraged to review the benchmark reports
and code manuals for more information.
• The author believes that any reader with background in nuclear engineering (or related),
mathematics, and statistics should be able to follow this work.
• All of the previous items have a major objective of ensuring “conciseness” of this document.
The thesis has a total of 13 chapters, which can be classified into four major categories in terms
of their objective:
1. Introductory and executive summary (Chapter 1): which aims to give the reader major
directions on accessing the whole document. In addition, an overview of the details and the
framework developed in this thesis is given. Section 1.2 gives the reader descriptions of the
main components of the framework developed. This chapter is aimed for the people who are
interested more in the overall work objective and value.
2. Thesis body (Chapters 2-12): these chapters describe how different physics, methods, and
data are handled in depth. These chapters are aimed for the readers who are interested in
fine details about the developed framework.
3. Thesis summary (Chapter 13): which gives a summary of the thesis findings and recommen-
dations for future work.
Chapters 2-12 which correspond to the thesis body are divided into three parts depending on the
nuclear application being investigated: (1) nuclear data, (2) single and multiphysics simulations,
and (3) spent fuel analysis. The content of the chapters is described briefly as follows:
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• In Chapter 2, stochastic and deterministic techniques for SA and UQ of mathematical models
are presented in details. The theory behind UQ is described in detail in this chapter. Methods
such as one-at-a-time, Morris screening, standardized regression coefficients, Sobol indices,
and Shapley effect are formulated and described in detail. Demonstration of these methods
is done through benchmark functions.
• In Chapter 3, two applications of the UQ and SA methods are performed on two practical
problems. The first problem is an analytical energy system where vareity of UQ and SA
methods are applied and used for importance ranking of the system design parameters. The
second application is nuclear data uncertainties. We applied a new concept of variance-
based sensitivity analysis based on the game theory proposed by Shapley Shapley (1953);
Owen (2014). The technique is called Shapley effect, and it investigates the contribution of
each input parameter as well as its interactions with every other parameter in the system
by exploring all possible permutations between them. The Shapley effect is compared to
the common Sobol indices (first order and total effects) to investigate their performance for
correlated and uncorrelated parameters.
• In Chapter 4, a new data-driven precursor-group-based framework is developed for UQ of
the reactor kinetic parameters. Delayed neutrons, which are described by kinetic parameters,
are significant for nuclear reactor operation as they make nuclear reactors controllable. Two
major sources of uncertainties are considered: (1) fundamental nuclear data (e.g. cross-
sections, fission yield, decay data) and (2) nuclide-dependent group-wise delayed neutron
data based on reported experimental measurements. The framework is used to investigate
the kinetic parameters’ sensitivity and uncertainty, followed by suggesting practical data for
reactor applications.
• In Chapter 5, applications of reduced order modeling, variance decomposition, and data
assimilation are performed on kinetic parameters and delayed neutron data. This chapter
discusses using regression and Gaussian processes surrogates for reduced order modeling,
Sobol indices for variance decomposition, and Bayesian methods combined with adaptive
MCMC for data assimilation.
• In Chapters 6-7, deep UQ is performed by the group method of data handling (GMDH), which
is one of the earliest deep learning methods. The method is applied on two reactor simula-
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tions with low and high dimensional states. GMDH is compared to other machine learning
techniques in this framework such as Gaussian processes and polynomial chaos expansions.
Afterward, deep Gaussian processes (DeeGP) are introduced into the nuclear area as one
of the methods for UQ of nuclear reactor simulations. DeepGP performance in real-world
reactor simulations with different characteristics is explored. DeepGPs have many attractive
features which make them one of the core methods of this framework.
• In Chapters 8-9, we present a new integrated framework to quantify various uncertainty
sources in nuclear computer models such as parametric, predictive, model-form, experimen-
tal, and interpolation uncertainties. The framework is based on Bayesian statistics, model
selection, and model averaging. The framework is applied on nuclear thermal-hydraulics
system codes using steady state void fraction measurements in PWR and BWR.
• In Chapter 10, a new platform is developed to simulate coupled reactor simulations such
as neutronics/thermal-hydraulics, neutronics/fuel performance, and thermal-hydraulics/fuel
performance simulations. This platform is built to facilitate UQ, machine learning, and data
science applications. This platform is a cornerstone of the master framework as it gives
information about the coupling effect on the overall system performance and uncertainty.
• In Chapter 11, two methods on propagating the isotopic uncertainties in criticality safety and
spent fuel analysis are compared. One is computationally-driven and the other is data-driven.
Spent fuel composition data is used to validate the performance of these two methods.
• In Chapter 12, this chapter is divided into two major parts to perform advanced BWR spent
fuel modeling and criticality safety. The first part focuses on the in-core aspects of the fuel.
Advanced BWR computational lattice models are rigorously developed and benchmarked.
These models capture different complexities including presence of a gadolinium absorber, con-
trol rod modeling, variable radial enrichment, nonuniform axial burnup profile, non-uniform
axial coolant density, control rod partial insertion, variable axial enrichment, part-length rods,
and control rod movement during operation. This part aims to address the compounding ef-
fects of these complexities on lattice reactivity, k∞ uncertainty, and isotopic inventory. The
second part focuses on the out-of-core analysis of the spent fuel in the transportation/storage
casks. In this part, the spent fuel discharged from the in-core analysis is analyzed in depth in
the spent fuel cask. At the end, conclusions about BWR burnup credit and its uncertainty
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are drawn based on the results obtained from different cases.
Finally, this last part of the chapter aims to give the reader a quick access to various parts of
this document. This section highlights selected parts of the thesis that the author thinks they could
be relevant and interesting. Most of the selections were based on the positive feedback the author
received from his advisor, groupmates, peer reviewers, and colleagues in the research conferences.
• A graphical sketch of the master framework developed in this thesis is shown in Figure 1.3.
• Mathematical foundations of various UQ methods can be found in section 2.1.
• Benchmarking of different UQ methods for an analytical model can be found in Table 3.3.
• Comparison of the effect of different U-235 delayed neutron data parameters on the group-wise
delayed neutron fraction can be found in Figure 4.9.
• The effect of the U-235 delayed neutron data correlation matrix on kinetic parameters’ un-
certainty is presented in section 4.4.2.
• The UQ framework of kinetic parameters developed in the SCALE code system is given in
Figure 4.3.
• The sensitivity of kinetic parameters to data and operating conditions is described in section
4.4.4.
• Tables for kinetic parameters and their uncertainties for PWR, BWR, and VVER systems
are presented in Appendix C.2.
• Comparison of Sobol indices and Shapley effect for BOL and EOL for correlated cross-sections
is presented in Figure 3.10 with a summary in section 3.4.4.
• Variance contribution of the homogenized cross-sections to lattice k∞ variance using Shapley
effect is presented in Figure 3.11 for three different operating cases.
• GMDH performance as a surrogate model for a high dimensional nuclear data problem is
given in Figure 7.4.
• Performance of deep GP and GP is compared for a delayed neutron data problem in section
7.3.3.
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• Using deep GPs for analysis of variance of fuel performance simulations is demonstrated in
Figure 7.13.
• Integrated UQ framework for working with various sources of uncertainty is shown in Figure
8.1 and described in section 8.5.
• Posterior void fraction prediction after including experimental data and combining three
thermal-hydraulics codes together is shown in Figure 9.5.
• Comparison of neutronics-thermal-hydraulics coupling results using different combinations of
codes is presented in Figure 10.7.
• Comparison of the methods to perform computational-driven versus data-driven isotopic un-
certainty propagation is given in Figures 11.2-11.3.
• The effect of the BWR model complexity on the reactivity peak is shown in Figure 12.12.
• The effect of the BWR 3D modeling on the isotopic concentration is shown in Figure 12.15.
• The effect of evolving complexity in BWR modeling on the burnup credit inside spent fuel
casks is given in Table 12.8.
• The effect of BWR 3D modeling on the fission product credit inside spent fuel casks is shown
in Figure 12.23.
1.4 Closing Remarks
In this chapter, an executive summary of the framework developed in this thesis is presented.
This framework can be perceived as an object that (1) uses previous frameworks in nuclear and
other areas as a starting point, (2) hybridizes their methods and concepts, and (3) introduces
modern data science and machine learning methods for better analysis of reactor models and data.
Brief overview of the framework is presented in this chapter. The framework consists of ten main
components as follows:
1. Sources of uncertainty: the framework that classifies and quantifies different sources of un-
certainty of nuclear computer models. The framework uses real data to handle uncertainties
from parametric to model-form under Bayesian statistics.
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2. Nuclear data: a framework that handles the uncertainty in nuclear data libraries, which are
expected to contribute significantly to reactor simulations. In addition, the nuclear data
framework provides a flexible environment to generate different testing problems with dimen-
sionality ranges from low (e.g. 8 parameters) to very high (e.g. > 1000 parameters). These
problems are useful to test UQ, machine learning, and deep learning algorithms.
3. Models: the framework uses various computer models for simulations as well as for verification
and validation. The codes can simulate different physics inside the reactor such as neutron
transport, kinetics, fuel depletion, two-phase flow, and fuel performance.
4. Verification and validation: two major activities performed over the models developed for
this framework. Validation against experimental data is done when data is available, while
cross-code verification is performed when data is not available.
5. Data: different benchmarks and experimental data are used in this framework to perform
verification, validation, and UQ. The data spans different experiments similar to the physics
simulated by the computer models used in this framework.
6. Surrogate modeling: an important practice to alleviate the increasing computational burden
of the models developed in this framework. Machine and deep learning methods such as GP,
SVM, GMDH, and others are used to construct efficient and highly accurate surrogate models
for the costly UQ tasks.
7. Data science: the modern part of this framework where data science, computational statistics,
and deep learning methodologies are used in tandem to analyze complex and abstract datasets
generated using this framework.
8. UQ and SA: a broad class of methods is used for model analysis and parameter estima-
tion such as one-at-a-time SA, Morris screening, partial correlation coefficients, standardized
regression coefficients, Sobol indices, Shapley effect, deterministic and stochastic-based un-
certainty propagation, Markov Chain Monte Carlo (MCMC) sampling, Bayesian methods,
and others.
9. Multiphysics coupling: an internal platform is developed to couple different physics to each
other by accounting the feedback between the physical processes. The platform is combined
with other components in this framework such as SA, UQ, machine learning, etc.
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10. Spent fuel analysis: a framework used to validate the accuracy of the practices done inside the
core by evaluating their effect on the out-of-core practices such as criticality safety, burnup
credit, and spent fuel transportation/storage.
The rest of the thesis will focus on discussing each one of the previous components in detail
from both theoretical and practical perspectives.
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Part I: UQ Principles & Nuclear Data
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Chapter 2
Stochastic and Deterministic Techniques for
Uncertainty Quantification and Sensitivity Analysis
Uncertainty Quantification (UQ) and Sensitivity Analysis (SA) are two essential components
in scientific computing and engineering design Smith (2013); Le Mâıtre and Knio (2010). UQ is a
broad area of research concerned with characterization and reduction of uncertainties in both com-
putational and experimental models. Uncertainty propagation (i.e. forward UQ) of system inputs
to quantify their effect on system response is a typical UQ problem. Uncertainty propagation helps
to characterize system performance when the system input parameters are unknown or have uncer-
tainty inherent in their measurement. The uncertainty in input parameters is propagated through
the scientific model (i.e. analytical, computer, semi-empirical, etc.) and the uncertainty in the
response is quantified. This uncertainty in the response can be used to assess the confidence in the
result. Two main categories of methods are used to perform forward UQ (or simply UQ). The first
category is deterministic-based Smith (2013); Putko et al. (2002) which relies on determining first
or second order sensitivity profiles of the input parameters, and then combining these profiles with
the variance-covariance matrix of the input parameters. The second category is stochastic-based
(or Monte Carlo) Smith (2013); Helton et al. (2006), which relies on probability theory where the
uncertainty of the input parameters is characterized by a random probability density function (e.g.
normal, beta, lognormal, etc.). Random samples are generated from the parameter distributions
and these samples are propagated through the scientific model. Samples can be generated randomly
or using more efficient sampling techniques, such as Latin hypercube sampling Helton and Davis
(2003). After running all samples, the first and second statistical moments (e.g. mean, variance)
of the output distribution can be determined, which quantify response uncertainty. A wide range
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of applications of UQ methods can be found in literature. For example, in the context of com-
putational fluid dynamics Putko et al. (2002), radioactive waste disposal Helton (1993), surrogate
models Le Mâıtre and Knio (2010), environmental and biological systems Isukapalli et al. (1998),
and many more.
Sensitivity analysis (SA) is gaining increasing importance in the area of scientific computing.
Given a mathematical model and/or computer code, SA can help the analyst to evaluate the quality
of the model developed. SA maps the relationship between model output and its input parameters.
A plethora of sensitivity analysis methods is available in the literature. A comprehensive review
of the recent SA methods can be found in Borgonovo and Plischke (2016); Christopher Frey and
Patil (2002). SA is also connected with other scientific areas such as UQ, reduced order mod-
eling (ROM), dimensionality reduction, data assimilation, model verification and validation, and
many others. There are different ways to classify SA methods. In this chapter, we highlight four
main categories: local methods, regression-based methods, screening methods, and variance-based
methods. Local methods involve quantifying the effect of varying a single input parameter by a
small perturbation factor on the output. One-at-a-time (OAT) and adjoint-based methods are the
most common local methods. Local methods Saltelli et al. (2000) have the advantage of having
a direct and easy application. However, most of the local methods (except the adjoint methods)
are expensive and require many model evaluations depending on the problem dimensionality. In
addition, local methods do not fully explore the input space, since they do not consider the corre-
lation between the input parameters. Regression-based methods Saltelli and Marivoet (1990) rely
on a linear regression fit between the input and the output, where the sensitivity measures can be
inferred from the regression coefficients (in standardized form). This class of methods is suitable
when the response varies linearly with the input factors, which limits its applications for non-linear
problems. The advantages of regression methods are their simplicity, and their capability to be
measured directly from Monte Carlo samples. For example, if Monte Carlo samples are available,
which represent input-output pairs at random values, standardized regression coefficients can be
calculated from those samples directly as a by-product.
Screening methods aim to identify the influential parameters in the model with thorough ex-
ploration of the input space, while maintaining an economic number of model evaluations, making
them suitable for high dimensional problems. Compared to local methods which quantify the
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sensitivity at a single location, screening methods aim to cover the entire multi-dimensional in-
put range, and then eliminate the least influential parameters based on the first/base run. Morris
screening Morris (1991) and sequential bifurcation Bettonvil and Kleijnen (1997) are the most com-
mon screening methods. Screening methods still suffer from large computational costs, especially
if the forward simulation is expensive. Variance-based methods Iooss and Lemâıtre (2015); Saltelli
et al. (2008) are a class of SA that decompose the response variance into portions attributable to
individual input parameters and groups of parameters. Therefore, the sensitivity index calculated
by these methods refers to how much of the total variance in the output can be attributed to each
input parameter. This class is distinguished by its probabilistic nature compared to deterministic
methods, as a random probability distribution is assigned to each input parameter, which causes
uncertainty/variance in the output. The main advantage of variance-based methods over local ap-
proaches is that they account for interactions between the input parameters, and for nonlinearity
between input-output. As a result, variance-based methods are also called global methods. Since
analytical calculation of the global sensitivity indices is usually prohibited for complex mathemat-
ical/computer models, Monte Carlo methods are used to calculate them. The reliance on Monte
Carlo sampling leads to the main disadvantage of this approach, since the calculations can involve
thousands of model evaluations (i.e. to ensure sampling convergence of the sensitivity index).
In fact, as thesis applications have nuclear engineering scope, UQ and SA focus on nuclear
reactor modeling and simulation, where the best estimate plus uncertainty (BEPU) practice is used
to replace overly conservative estimates. This BEPU method can lead to greater cost efficiency and
a more thorough understanding of the energy system. Since most of these methods have generic
and non-intrusive features, they are extendable to other areas of science and engineering.
2.1 Fundamentals of UQ and SA
Before describing the theory behind SA and UQ methods, the notation and definitions followed
in this section are presented first:
• ~Xd = {x1, x2, ..., xd} is the vector of the input parameters in the problem, where d or nx are
used interchangeably to refer to the total number of input parameters. The vector notation
is indicated by an arrow, while boldface is used for matrix notation. The number of outputs
or response of interest (RoI) is expressed by ny.
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• ~Xd′ is a subset vector of the input parameters, where d′ ⊆ d.
• GXd ,GXd′ , Gxi are the joint distribution of all d parameters, joint distribution of a d
′ subset,
and marginal distribution of xi, respectively.
• ~Y is the model response/output, where ~Y = F ( ~Xd). Since ~Xd is stochastic, ~Y is stochastic,
even if the function F is deterministic. Since we are dealing with a single response in this
chapter, the vector notation is dropped from Y .
• Π(d) is the total number of possible permutations (i.e. d!) of d input parameters. π is a
random permutation from the full set, π ⊆ Π. The location of input parameter i in the
permutation π is referred to by π(i).
• Pπ(i+)(π), Pi(π) are indicators for the subset that includes input i, and the subset that
includes the parameters preceding i, respectively. For example, if Pπ(3+)(π) = {x1, x2, x3},
then P3(π) = {x1, x2}. Similarly, GPπ(3+)(π) is the joint distribution of all three parameters,
and GP3(π) is the joint distribution of x1 and x2.
• V ar[Y ] and E[Y |xi] are the variance of the output and the conditional expectation of the
response Y when xi is fixed, respectively.
• ~X∼i = {x1, ..., xi−1, xi+1, ..., xh}, expresses the vector of input parameters excluding xi.
• Si, Ti, Shi are the first-order index, total index, and Shapley effect, respectively, for the ith
input. These indices will be defined later.
2.1.1 Sensitivity Analysis
Four different SA methods are discussed in the following subsections: (1) local SA using lin-
ear perturbations or one-at-a-time, (2) standardized regression coefficients, (3) partial correlation
coefficients, and (4) Morris screening.
One-at-a-time (OAT)
Local SA methods investigate how the RoI behaves when changing each input parameter indi-
vidually. Linear perturbation theory or OAT is the most common local method to perform local
SA. The sensitivity index for each input parameter can be calculated by evaluating the partial
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, i = 1, ..., nx, (2.1)
where i is the input parameter index, y is a single RoI, xi is the i
th input parameter. In most
cases, analytical solutions of these partial derivatives do not exsist or are prohibitively difficult
to find especially if the response is calculated by complex and nonlinear formulas. In this case,
sensitivity index can be determined numerically using first-order finite difference. It is common for





It is common to use SOATi,norm for the importance ranking of the parameters to isolate the parameter
unit from affecting the ranking, while SOATi is used for deterministic uncertainty propagation as
will be described later in this section. The perturbation factor δx should be carefully selected by
the analyst. However, it is important to ensure that the perturbation is physical and falls in the
input parameter range, and not too small to avoid polluting the SOATi estimation with numerical
discretization error. The computational cost of OAT method is nx + 1 model evaluations, where
the additional evaluation is to calculate the nominal value of the output (y0). To achieve higher
accuracy, central finite difference can be used, where the model is evaluated at both xi + δxi and
xi − δxi. This implies that the computational cost is doubled for central finite difference.
Standardized Regression Coefficients (SRC)
Regression-based methods measure the strength of the linear relationship between the input
parameters and the RoI. Sensitivity measures can be found by analyzing a large number of random
samples as input-output pairs. This class of methods is suitable when the response varies linearly
with the input parameters. The advantages of regression-based methods are their capability to
be measured directly by post-processing the Monte Carlo samples. The method of Standardized
regression coefficients (SRC) is described in this subsection. SRC fits a linear model between input
parameters and the output. Sensitivity measures are determined by calculating the standardized
regression coefficients of the linear model for each parameter. SRC is recommended when the
coefficient of determination (R2) of the linear model is high. A variation of SRC called standardized
rank regression coefficients (SRRC) can also be used where the input and output variables are
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replaced by their ranks, and the regression process is performed over the ranks. SRRC is preferred
when the R2 of the linear model is low. This occurs when dealing with nonlinearity or outlier data
points Volkova et al. (2008). Assume that the model output can be related to the input using a
general linear model which fits the output (y) with the independent input parameters (xj) as
yi = α0 +
nx∑
j=1
αjxij + εi, i = 1, 2, . . . , ns, (2.3)
where εi ∼ N(0, σ2) is the residual, coefficients αj are the ordinary regression coefficients usually
determined by least-squares, and ns is the number of data points (e.g. random samples) used to
construct the model. The data points here represent random samples of the input parameters and
their corresponding calculated output. The value of the coefficients αj depends on the units of the
input parameter xj . This leads to a difficulty in using αj for importance or sensitivity ranking. A
common practice is to scale both the response and input parameters by their mean and variance
















ij + εi, i = 1, 2, . . . , ns, (2.5)
where α∗j , (j = 1, .., nx) are the model standardized regression coefficients, and they express the
linear strength of each input parameter xj independent of its unit. SRC/SRRC methods measure
the change in the response per unit change in an input, when all other inputs remain fixed.
Partial Correlation Coefficients (PCC)
Partial Correlation Coefficient (PCC) is another method to perform SA of a model. Given the
regression model in Eq.(2.3), PCC can be defined as a measure of the strength of linear correlation
between an input parameter and the response when the other input parameters remain unchanged.
Similar to SRRC, partial rank correlation coefficients (PRCC) can be used instead of PCC, if
analysis on the input and output ranks is performed (e.g. for nonlinear models). PCC can be used
to rank the input parameters based on their linear correlation (e.g. Pearson, Spearman) with the
response. Lets assume we have a system with response y and two input parameters x1, x2, PCC
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where the correlation coefficient between any two general variables (u, v) can be defined as
ρu,v =
∑





where ū and v̄ are the statistical mean of the variables u and v, respectively, and i is the sample in-
dex. PCC can provide more global information about the linear relationship between the input and
the output, and can account for any correlation between the input parameters. The fundamental
difference between SRC and PCC is that SRC does not consider that a correlation between xi and
y can be a consequence of a second parameter’s influence (xj with y) due to the interaction effect.
This means that other parameter’s influence is included in SRC measure Volkova et al. (2008).
However, PCC measures the correlation between xi and y while fixing other input parameters to
exclude their influence Saltelli et al. (2000). In general, for uncorrelated inputs, SRC and PCC
importance ranking is expected to be identical. For highly correlated inputs, differences between
SRC and PCC may appear, and PCC is more preferred.
Morris Screening
Morris Morris (1991) introduced one of the premier methods for input parameter screening.
This method is the global version of OAT method. The Morris method relies on computing several
incremental ratios (also called elementary effects) for each input parameter, which are then averaged
to assess the overall importance of the input parameter. Qualitatively, elementary effects are similar
to the OAT sensitivity in terms of their calculation, with exception that elementary effects are global
in nature. The Morris method can be used for dimensionality reduction. Morris screening has the
advantage of efficiency and moderate cost compared to other global methods which typically need
large number of samples. The Morris method follows the following major steps Morris (1991);
Campolongo et al. (2007):
• A base vector (~x0) of the input parameters is generated randomly from the support of each
input parameter.
• An nx-dimensional grid with p levels is constructed. One of the parameters in the base vector
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is perturbed based on the grid spacing of that parameter to form a new vector. The new
vector becomes the base to perturb the next parameter. The process is repeated until all
parameters in the system are perturbed.
• To calculate statistics for the elementary effects, the sampling process is repeated for R
trajectories with a random initial base vector for each trajectory. At each trajectory, nx +
1 points are generated under the restriction of OAT perturbation between two successive
samples. This makes the total cost of Morris experiment to be R(nx + 1).















i−1 + ∆iei. The ∆i is grid spacing for input i and it is proportional to 1/(p − 1),
and ei is a vector of zeros except for the parameter i at which the value is unity. According to
Campolongo et al. (2007), number of levels p is recommended to be an even number and grid
spacing is reccomended to be ∆ = p2(p−1) .
After calculating the elementary effects based on the samples in all trajectories (i.e. design of
experiments), they can be processed to calculate their statistics such as the mean (which measures








i , i = 1, ..., nx. (2.9)
To avoid the effect of positive/negative indices’ cancellation, which could occur in non-monotonic
functions, the mean can be calculated from the absolute value of the elementary effects as proposed






|EE(r)i |, i = 1, ..., nx. (2.10)









2, i = 1, ..., nx, (2.11)
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which provides information about the nonlinearity in the model and/or the interactions between
the input parameters. Morris Morris (1991) mentioned that his method cannot distinguish between
the contribution of nonlinearties and interactions. We can classify the input parameters into three
main categories based on the previous statistics Pujol (2009):
• Inputs with insignificant effect (small µ∗i )
• Inputs with significant effect (large µ∗i ), and insignificant nonlinearity and interactions (small
σ2i ).
• Inputs with significant effect (large µ∗i ), and significant nonlinearity and/or interactions (large
σ2i ).
Finally, it is worth mentioning that Morris elementary effects should be normalized similar to
OAT Eq.(2.2), if they are used for importance ranking of input parameters with different units. In
this study, the parameters µi,norm and µ
∗
i,norm are used to refer to the normalized version of the




Two main methods are described to perform forward UQ: (1) deterministic-based UQ using
uncertainty propagation rules and (2) sampling-based UQ using Monte Carlo methods.
Deterministic-based UQ
The output uncertainty can be calculated deterministically by uncertainty propagation rules
through combining the parametric sensitivity profiles with the variance-covariance matrix of the
input parameters. In matrix form, the sensitivity matrix contains the sensitivity coefficients of each
parameter with respect to the RoIs. This matrix can be calculated using OAT or Morris method
described before. The variance-covariance matrix contains the uncertainty information of the input
parameters with the variance of each parameter on the diagonal, and the covariance between the











where Cx and Cy are the variance-covariance matrices of the input parameters and RoIs, respec-
tively, and S is the sensitivity matrix of the input parameters. For simplicity, consider a single
response (ny = 1), where the previous equation can be written as follows
Cy =
[
Sx1 Sx2 · · · Sxnx
]

σ2x1 COV (x1, x2) · · · COV (x1, xnx)
COV (x2, x1) σ
2













In this case, Cy is a scalar quantity which represents the variance in a single RoI, and ~S
becomes a vector contains the sensitivity coefficients between the RoI and each of the parameters.
If the input parameters are uncorrelated, the off-diagonal entries are zero. In this case, the previous
equation becomes similar to the propagation formula commonly used by experimentalists to perform
uncertainty propagation Ku et al. (1966).
Monte Carlo Sampling-based UQ
The Monte Carlo approach requires four primary steps: (1) assigning random distributions to
the input parameters (e.g. normal, beta, lognormal, etc.), (2) generating ns global random samples
of the parameters from the assigned distributions, (3) propagating the random samples through
the model, and (4) calculating the statistical moments of the RoI (e.g. mean, variance, etc.). First,
lets assume that all input parameters follow an uncorrelated univariate normal distribution, each
input parameter can be sampled as follows
x
(j)
i ∼ N(µxi , σxi) j = 1, .., ns, (2.13)
where µxi and σxi are the mean and standard deviation of the parameter xi, which can be obtained
from experiments or expert judgment. The random samples x
(j)
i for j = 1, .., ns are then passed
through the model (e.g. analytic, computer code, etc.), and the RoI is calculated for each random













(y(j) − y)2. (2.15)
The 95% confidence interval (CI) for the RoI can be calcualted using
95% CI = y ± 1.96 σy√
ns
. (2.16)
2.1.3 Global Variance Decomposition
Two methods are used for variance decomposition: Sobol indices and Shapley effect, and they
are both described next.
2.1.4 Sobol Indices
Sobol first introduced the functional decomposition of the variance under the condition of
independent/uncorrelated input parameters Sobol (1993). The idea is to decompose V ar[Y ] into
portions attributable to each input factor. Without any loss of generality, in this discussion we will
assume that the input parameters are independent and uniformly distributed in the unit hypercube,
xi ∈ [0, 1] (for i = 1, .., d), where d is the number of input parameters (same as nx). The first order
effect can be defined as
Vi = V ar[E[Y |xi]] = V ar[Y ]− E[V ar[Y |xi]], (2.17)
where Vi represents the reduction in V ar[Y ] when we fix xi as a constant. Similarly, the total effect
can be taken as the complement of the first order effect as follows
V Ti = V ar[Y ]− V ar[E[Y | ~X∼i]], (2.18)
which expresses the remaining variance of Y when all input parameters other than xi are fixed.
The Sobol decomposition is defined by






Fij(xi, xj) + ...+ F12...d(x1, x2, ..., xd), (2.19)
where two conditions should be satisfied: the first is that F0 is constant and equals to the expected
value of F ( ~X), and the second condition is that all terms in the functional decomposition are
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orthogonal (i.e. integral of the sum with respect to its own variables is zero)
∫ 1
0
Fi1,...,is(xi1 , ..., xis)d~xik = 0, 1 ≤ k ≤ s. (2.20)
The decomposition in Eq.(2.19) under the prescribed conditions is unique according to Sobol





















F (x1, ...xd)d~x∼ij − F0 − Fi(xi)− Fj(xj), (2.23)
and so on for the higher order terms. It is worth mentioning that the integration terms in the
previous equations represent the conditional expected value of the original function. Now, if F ( ~X)
is square integrable, we can define the total variance as
V = V ar[Y ] =
∫ 1
0
F 2(~x)d~x− F 20 , (2.24)







F 2i1,...,is(xi1 , ..., xis)dxi1 ...dxis , 1 ≤ i1 < ... < is ≤ d, s = 1, ..., d, (2.25)
since the condition in Eq.(2.20) holds, the partial variances should sum to the total variance (V )






the first order Sobol index Si represents the effect of each input parameter alone on the total
variance. The second order index Sij represents the effect of the interactions between the i
th
and jth parameters on the output variance. The third order and higher terms can be interpreted








Sij + ...+ S12...d = 1. (2.27)
Because of the large cost of evaluating each Sobol index, especially those associated with inter-
actions between the parameters, it is common to use only two indices for each parameter. The first
index is Si, and the second is Ti which expresses the total effect for each parameter that results




= 1− V ar[E[Y |X∼i]]
V ar[Y ]
= 1− S∼i, (2.28)
and in general, the sum of the total index for each parameter could be larger than or equal to 1
d∑
i=1
Ti ≥ 1, (2.29)
where the equality holds when the parameter i has no interactions with other parameters. The
previous discussion gives a brief description of the Sobol formulation. In real-world problems, eval-
uating the integrals in Eqs.(2.21) - (2.24) is difficult analytically for computer codes which usually
do not have a closed-form mathematical function. Alternatively, they are estimated by Monte Carlo
sampling. In addition, the input parameters could have other distribution types than the uniform
distribution, which adds more difficulty in evaluating the conditional expectation and variance (e.g.
Eq.(2.28)). The computational challenges for variance-based sensitivity analysis grow rapidly if the
problem dimensionality is high, the model is expensive and non-linear, and the parameters are
highly correlated.
Two different methods for Sobol estimation are considered in this chapter. The methods are
selected as they have been shown to yield good results. The first method is introduced by Glen
and Isaacs (2012) who performed Sobol analysis using different correlation forms, with using cor-
rection factors to reduce the effect of spurious correlation in Sobol estimation. In this chapter,
“SobolGlen” is used to refer to this Sobol method. Table 1 in Glen and Isaacs (2012) shows 12
techniques for estimating the first-order and total effect indices. The authors of Glen and Isaacs
(2012) confirmed that the technique “D3” yielded the best results, and hence this method is se-
lected here. In this chapter, we collected the main components of the D3 technique based on what
was reported in Glen and Isaacs (2012), and we write a step-by-step implementation in Algorithm
53
1. In this algorithm, the first order index can be calculated by
~S = ~C −
−−→
CF × ~E′
1− ~E × ~E′
, (2.30)
while the total effect can be calculated using
~T = 1− ~C ′ +
−−→
CF × ~E
1− ~E × ~E′
, (2.31)
the details of calculating ~C, ~C ′, ~E, ~E′, and
−−→
CF are shown in Algorithm 1. The inputs to the al-
gorithm are two independent matrices (X,X′) sampled from the joint distribution of the input
parameters and the model to be evaluated (e.g. ROM, analytic function, computer code). The
size of each matrix is N × d, where the columns represent the number of input parameters, and
the rows represent their random samples. The first order and total effects can be estimated in this
algorithm using 2 + d model runs. The first two runs use all X and X ′ data to evaluate ~g0 and
~g′0, respectively. For the remaining d runs, class xj uses samples in X
′ to find gi,j , and class x
′
j
uses samples in X (for j = 1, ..., d). This is the concept of radial sampling as named by Saltelli
et al. (2010). To achieve higher accuracy at the expense of doubling the cost, the samples in class
x′j can be used to evaluate g
′
i,j . This makes the cost for each iteration to be 2 + 2d instead of
2+d. Repeating this for N iterations, the cost for SobolGlen is N(2+2d) model evaluations. In all
algorithms in this chapter, the indexing notation “a:b” used in the algorithm description is similar
to what being used in programming languages, where “:” means all elements in the row/column
from the beginning to the end.
The second method is proposed by Owen (2013) to estimate the Sobol indices with greater
accuracy, especially the indices with small values. This method is referred to by “SobolOwe”
in this chapter. This technique uses three independent input matrices {X1,X2,X3}, instead of
two independent matrices used by most of the Sobol estimation methods. This implies that this
technique could achieve a higher accuracy, but at the expense of additional computational burden.
Similar to the description given for SobolGlen, the total cost for SobolOwen is N(2 + 3d) due to
the additional input matrix. The idea comes from the fact that for small Sobol indices, especially
the first order, the estimation could be dominated by noise when the function expectation is much
larger than the variance. For Owen (2014), the first order and total effect (in absolute variance;
54
Algorithm 1 Sobol Indices Calculation with Spurious Correction Glen and Isaacs (2012)
(1) Prepare data
(a) Set N (number of samples) and d (number of input parameters).
(b) Sample X, X′ matrices (size N × d) independently from GXd (e.g. multivariate normal).
(2) Radial Sampling
(a) Evaluate ~g0 = F (X), ~g
′
0 = F (X
′)
for i = 1:N do
for j = 1:d do
(b) Define ~x = Xi,:, ~x
′ = X′i,:





(d) Evaluate gi,j = F (~x), g
′
i,j = F (~x
′).
(3) Standardization




(b) Replace ~g0 = (~g0 − ḡ0)/σg0 , ~g′0 = (~g′0 − ḡ′0)/σg′0
(c) Replace g = (g− ~̄g)/~σg, g′ = (g′− ~̄g′)/~σg′ Note: the matrix is standardized by subtracting
and dividing by the mean and standard deviation vectors, respectively.
(4) Calculate the Parameters with Spurious Correction
(a) Set ~C = 0, ~C ′ = 0,
−−→
CF = 0
for i = 1:N do
for j = 1:d do
(b) ~Cj = ~g0i × g′i,j + ~g′0i × gi,j + ~Cj






CF j = ~g0i × ~g0i + gi,j × g′i,j +
−−→
CF j























(5) Calculate Sobol indices Sj , Tj, (j = 1, .., d)














(F (X1i )− F (X3i,j : X1i,∼j)) ∗ (F (X1i,j : X2i,∼j)− F (X2i )), (2.32)




(F (X2i )− F (X2i,j : X3i,∼j)) ∗ (F (X1i,j : X2i,∼j)− F (X1i )), (2.33)
where N is the total number of samples, i is the sample index, and j is the input index. We
summarized the work in Owen (2014) in a step-by-step form in Algorithm 2, which shows how to
evaluate each of the terms in Eqs.(2.32)-(2.33).
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Algorithm 2 Estimation of Small Sobol Indices Owen (2013)
(1) Prepare data
(a) Set N (number of samples) and d (number of input parameters).
(b) Sample X1, X2, X3 matrices (size N × d) independently from GXd (e.g. multivariate
normal).
(2) Model Evaluation
(a) Calculate ~D1 = F (X1)
(b) Calculate ~D2 = F (X2)
(c) Calculate V ar[Y ] = V ar[ ~D1]
(3) Radial Sampling
for j = 1:d do
(3a) Calculation of F (X3i,j : X
1
i,∼j)
(a) Set X ′ = X1
(b) Set X ′:,j = X
3
:,j
(c) Set D3:,j = F (X
′)
for j = 1:d do
(3b) Calculation of F (X1i,j : X
2
i,∼j)
(d) Set X ′ = X2
(e) Set X ′:,j = X
1
:,j
(f) Set D4:,j = F (X
′)
for j = 1:d do
(3c) Calculation of F (X2i,j : X
3
i,∼j)
(g) Set X ′ = X3
(h) Set X ′:,j = X
2
:,j
(i) Set D5:,j = F (X
′)
(4) Absolute indices calculation
Calculate DS = ( ~D1−D3)× (D4− ~D2), Note: the column vector is subtracted from each column in
the matrix
Calculate DT = ( ~D2 −D5)× (D4 − ~D1)
(5) Calculate the column mean of DS and DT










(6) Calculate the final fractional indices
~S = ~DS/V ar[Y ]
~T = ~DT /V ar[Y ]
2.1.5 Shapley Effect
The paper by Song et al. (2016) proposed that Sobol indices could miss some of the output
variance information. The Sobol indices could over or underestimate each parameter contribution
to the output variance when it is applied to a nonlinear model with correlated inputs, due to the as-
sumption of independent inputs in the functional decomposition by Sobol. Indeed, the limitation of
Sobol decomposition is that the variance is allocated to each input parameter individually, instead
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of decomposing the variance into each subset of the input space. Earlier efforts by Hooker (2007);
Chastaing et al. (2012) tried to decompose the function F (Xd) as a sum of orthogonal functions
of the subsets F (X ′d), where d
′ ⊆ d. Under this decomposition, the contribution of each subset
of d is calculated, and the contribution of all subsets d′ ⊆ d sum to the total variance V ar[Y ].
Owen (2014) performed a study comparing Sobol indices and Shapley effect from different per-
spectives. The author concluded that the variance results explained by Sobol and Shapley did not
match. Instead, Sobol indices (first-order and total effects) bound the Shapley effect, as Shapley
effect falls between both Sobol indices for each input parameter. Song et al. (2016) modified the
definition of Shapley effect proposed by Owen (2014), and proposed a computationally efficient
algorithm to calculate the Shapley effect. The results by Song et al. (2016) demonstrated that
for highly correlated inputs, the first order Sobol indices do not sum to the output variance (i.e.
the sum of the first order indices is more than 1). These studies were inspired by Shapley famous
work in game theory Shapley (1953), which analyzes how to attribute the value of a team effort
to individual members of that team. For example, in a soccer game, it is likely that two players
perform better/worse when they are both participating in the game, than when any one of them is
on the bench, or the performance of all players increases when their superstar is on the floor. This
concept can be applied to the input parameters where the game can be viewed as the total output
variance, and the players are the input parameters. Because of the computational efficiency of the
algorithm proposed by Song et al. (2016), we followed their approach and derivation in calculating
the Shapley effect in this chapter.
The difficulty of calculating the Shapley effect originates from considering all possible subsets
of the players/inputs. First, we need to enumerate all possible subsets, by finding all possible






[c(Pi(π) ∪ {i})− c(Pi(π))], (2.34)
where Π = Π(d) is the set of all d! permutations in d space, π is a permutation belongs to Π(d)
space, i is the input index, Pi(π) is the subset indicator which will be defined later in this section,
1/d! is an equal weight for each permutation, and c(.) is called the cost function, which can be
viewed as the output variance caused by each subset. For example, c(Xd′) measures the variance of
Y caused by the input uncertainty in the subset d′ ⊆ d. Therefore, we can set c(Xd) = V ar[Y ], as
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d is the total number of inputs, and c(∅) = 0 for the null subset. There are two choices for c(Xd′):
1. c1(Xd′) = V ar[E[Y |Xd′ ]], which is equivalent to the first-order index in Sobol formulation.
This proposal was used by Owen (2014).
2. c2(Xd′) = E[V ar[Y |X∼d′ ]], which is equivalent to the total effect in Sobol formulation. This
proposal was used by Song et al. (2016).
Song et al. (2016) showed that both of the cost functions c1 and c2 result in the same Shapley
effect estimation. However, Sun et al. (2011) demonstrated that c1 can be biased if small number
of samples is used to evaluate the conditional expectation (i.e. E[Y |Xd′ ]). However, c2 proved to
be unbiased for any number of samples, making it a better choice for Shapley calculations from
a computational point of view. Now, the major barrier in Eq.(2.34) is that the total number
of permutations to be explored is d!, which makes the computational cost very large for high
dimensional problems. The alternative in this case is to generate the permutations randomly






[c(Pi(πl) ∪ {i})− c(Pi(πl))], (2.35)
where πl is a random permutation and m is the total number of random permutations (i.e.
π1, ..., πm). We used Ŝhi instead of Shi to represent that the former is a statistical estimator
of the later. The hat notation is dropped from all subsequent formulation for convenience, since
random-based permutations are used in this thesis. We can simplify the previous equation by
introducing the concept of incremental cost
∆ic(πl) = c(Pi(πl) ∪ {i})− c(Pi(πl)), (2.36)
which is the incremental cost for adding the player i in Pi(πl). The indicator Pi(πl) ∪ {i} defines
the full subset of πl, at which i can be found. The indicator Pi(πl) defines the parameter subset
that precedes the input i in πl, which means that the input i cannot be found the in subset repre-
sented by Pi(πl). For example, if πl = {3, 1, 2} is a permutation, then P2(πl) ∪ {2} = {3, 1, 2}, and
P2(πl) = {3, 1}. Therefore, in this context, the incremental cost can be interpreted as the expected
decrease in V ar[Y ] if we fix the input value of xi out of all other inputs in the subset Pi(πl) ∪ {i}.
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To show the concept of Shapley calculation, lets consider a simple example of d = 4, where we
have 4! = 24 possible permutations. The permutations could be
π = [{1, 2, 3, 4}, {1, 2, 4, 3}, {1, 4, 2, 3}, ...etc.],
lets consider a random permutation πl = {1, 4, 2, 3} and analyze it. We can write the incremental
cost in Eq.(2.36) as
∆1c(πl) = c({1})− c(∅)
∆2c(πl) = c({1, 4, 2})− c({1, 4})
∆3c(πl) = c({1, 4, 2, 3})− c({1, 4, 2})
∆4c(πl) = c({1, 4})− c({1}).
(2.37)
We notice in Eq.(2.37) that some cost functions are evaluated twice (e.g. c({1}), c({1, 4})),
which adds more computational burden to the algorithm. Song et al. (2016) proposed an efficient
way to remove the redundant terms by considering adding parameters step-by-step to the subset,
and saving the value of the cost function of the previous step to be used in the next step. Therefore,
the incremental cost can be efficiently evaluated as
∆1c(πl) = c({1})− c(∅) [Set PS = c({1})]
∆4c(πl) = c({1, 4})− PS [Set PS = c({1, 4})]
∆2c(πl) = c({1, 4, 2})− PS [Set PS = c({1, 4, 2})]
∆3c(πl) = c({1, 4, 2, 3})− PS [Set PS = c({1, 4, 2, 3})].
(2.38)
Repeating the previous process for all permutations, the Shapley effect can be calculated by
updating Shi with ∆ic(πl). The question is how to evaluate the cost function. This is one of the
main challenges in Shapley estimation since it involves a conditional variance computation for all
parameters in the permutation. For a d size permutation, there are d− 1 conditional variances to
be evaluated. In Eq.(2.38), c({1, 4, 2, 3}) is simply the total variance V ar[Y ]. Therefore, for the
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function F ( ~X) = F (x1, x2, x3, x4), the cost functions are defined as
c({1}) = E[V ar[F ( ~X)|(x2, x3, x4)]]
c({1, 4}) = E[V ar[F ( ~X)|(x2, x3)]]
c({1, 4, 2}) = E[V ar[F ( ~X)|(x3)]]
c({1, 4, 2, 3}) = V ar[F ( ~X)].
(2.39)
The conditional variances can be evaluated by Monte Carlo sampling. Since evaluating condi-
tional expectation and variance is out of scope of this chapter due to its broadness, the reader is
referred to these references Bouchard et al. (2004); Sun et al. (2011); Song et al. (2016). However,
we will focus on discussing some important parameters to evaluate the conditional variances, since
those are important for the computational cost. The cost for Shapley algorithm is expressed by
Shcost = NV +m(d− 1)NINO. (2.40)
Shapley cost can be decomposed into two parts: Var[Y] evaluation cost represented by the first
term, while the second term represents the conditional variance evaluation cost. The cost of Shapley
estimation can be tricky, in which time should be invested to optimize the sampling parameters.
First, NV which is used to evaluate V ar[Y ] should be as large as possible, to ensure statistical
convergence of the variance. It is counter-intuitive to perform variance-based sensitivity analysis
of a statistically bad variance. The second term involves 4 parameters. Although the suggested
value of NI and NO are 3 and 1, respectively, larger values of these would give a better estimation
of the conditional variance. However, we are limited by the effect of m and d which can grow the
computational cost extensively. In general, for high dimensional problems (i.e. large d), the number
of random permutations (m) should be as large as possible to cover the space of input interactions,
and the suggested values of NI and NO can be used. For low dimensional problems (i.e. small d),
there is no need to use large m value, where we can increase NI and NO to improve the conditional
variance estimation. For example, for d = 4, we have 4! = 24 permutations. In this case, there is no
need for random permutations, as we can evaluate all permutations directly using the exact form
in Eq.(2.34), and we can spend the rest of the computational budget in evaluating the conditional
variance, through using larger values of NI and NO. It is worth mentioning that the cost of the
exact form in Eq.(2.34) can be calculated by replacing m in Eq.(2.40) by d!. Finally, since Shapley
effect is calculated by Monte Carlo sampling, the standard error for Shi can be calculated from
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the sample variance of ∆ic(π). Therefore, the analyst can use Shi standard error as an indicator
of the quality of Shi estimation.
Algorithm 3 Monte Carlo Calculations of Shapley Effect Song et al. (2016)
(1) Prepare data
(a) Set NV ,m, Shi = 0, NI , NO, d.
(b) Sample X
(i)
d ∼ GXd , for i from 1 to Nv
(c) Evaluate Y (i) = F (X
(i)
d ), for i from 1 to Nv
(d) Calculate the sample mean (Ȳ ) and variance (V ar[Y ]) of Y
(2) Shapley Calculations
for i = 1 : m do
(a) Sample π ⊆ Π (generate a random permutation from the full set of permutations).
(b) Set PS = 0, (set previous subset indicator to 0).
for j = 1 : d do
if j = d then
(c) c(Pπ(j+)) = V ar[Y ]
else
for k = 1 : NO do
(2a) Outer Conditional Sampling
(d) Sample X(k) from G∼Pπ(j+)
for l = 1 : NI do
(2b) Inner Conditional Sampling
(e) Sample X(k,l) from GPπ(j+)|X(k)
(f) Evaluate Y (k,l) = F (X(k), X(k,l))




(h) Evaluate V ar[Y |X(k)] = (NI − 1)−1
∑NI
l=1 (Y
(k,l) − Ȳ (k))2




k=1 V ar[Y |X
(k)]
(2c) Update Shapley estimation for the j-th parameter based on this permu-
tation
(j) Calculate ∆cπ(j) = c(Pπ(j+))− PS
(k) Update Shπ(j) = Shπ(j) + ∆cπ(j)
(l) Set PS = c(Pπ(j+))
(3) Calculate the indices
Calculate Shi = Shi/m, for i = 1, .., d
2.2 Benchmark Functions
In this section, three selected models are used as benchmarks to demonstrate the SA and UQ
methods: (1) the Sobol function, (2) the Morris function, and (3) the Ishigami function. Fur-
thermore, a special set of simple functions is created to analyze model parameter interactions and
nonlinearity.
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Sobol’s g-function Saltelli et al. (2000) has nx inputs, all drawn from a uniform distribution
between [0,1]. The function is preferred for sensitivity and uncertainty analyses due to its fair




|4xi − 2|+ ai
1 + ai
, i = 1, 2, · · · , nx, (2.41)
the constant ai ≥ 0 can be selected by the analyst. In this study, nx = 8 is fixed and ai =
(0, 1, 2, 3, 5, 10, 20, 50) is used. The reason for this selection will be demonstrated later in the next
section as ai value controls the parameter’s importance.
The Morris function Saltelli et al. (2000); Morris (1991) has 20 inputs, all drawn from a uni-
form distribution between [0,1]. The function has the feature of high dimensionality and non-
monotonicity, and it was created by the author Morris (1991) to test the Morris screening method.
The function is expressed by





















, for i = {3, 5, 7}.
(2.43)
The β coefficients are assigned as follows:
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β0 = N(0, 1),
βi = 20, for i = 1, 2 · · · , 10,
βi ∼ N(0, 1), for i = 11, 12, · · · , 20,
βi,j = −15, for i, j = 1, 2 · · · , 6,
βi,j ∼ N(0, 1), for i, j = 7, 8, · · · , 20,
βi,j,l = −10, for i, j, l = 1, 2 · · · , 5,
βi,j,l,m = 5, for i, j, l,m = 1, 2, · · · , 4,
(2.44)
where the remainder of the third (βi,j,l) and fourth (βi,j,l,m) order coefficients are set to zero.
The Ishigami function Ishigami and Homma (1990) has 3 inputs, all drawn from a uniform
distribution between [−π, π]. The Ishigami function is widely used for uncertainty and sensitivity
analyses due to its strong nonlinearity and non-monotonicity. The function is expressed by
fIsh(~x) = sin(x1) + a · sin2(x2) + b · x43sin(x1), (2.45)
the recommended values of a and b are: a = 7 and b = 0.1 as used before by Marrel et al. (2009).
2.2.1 Special Function Set (SFS)
This SFS is suggested to provide simple functions to demonstrate the aforementioned methods.
SFS contains 4 functions that vary between linear and nonlinear. Each function takes 3 parameters.
The first function is a sum of three linear variables
f1(~x) = x1 + x2 + x3, (2.46)
the second function contains an interaction term between x1 and x2 as follows
f2(~x) = x1 + x1x2 + x3, (2.47)
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the third function contains two nonlinear terms for x2 and x3 as follows





the fourth function contains both nonlinearity and interaction terms as follows





The previous functions can be used to assess the prescribed methods on how they handle linear
models, parameter interactions, and/or nonlinearties.
2.3 Numerical Tests
The tests are started by applying the SRC and PCC methods. A comparison of SRC and PCC
results is shown in Figure 2.1 when applying these methods on f2(x) in the SFS [See Eq.(2.47)].
The parameters (x1, x2, x3) are sampled uniformly from U[0, 1] without correlation. Since there is
no nonlinearity, the analysis is done on the variables and not on their ranks (i.e. SRRC and PRCC
are not used). Both SRC and PCC agree on the importance ranking of the three parameters due
to the absence of any correlation between the input parameters. The results show that x1 has the
largest SRC followed by x3 and finally x2. However, results show that x1, x2, and x3 have similar
measures for PCC compared to SRC measures. As mentioned in section 2.1.1, SRC includes the
interaction between the parameters during the calculations which resulted in giving x1 much larger
effect, as x1 contributes individually (the first term in f2(x)) and due to interaction with x2 in the
second term. For SRC, x2 has a smaller coefficient as it only contributes by its interaction with
x1. Since PCC controls other variables when calculating each correlation coefficient, it gives x1
and x3 close estimates, both slightly higher than x2. To summarize, we expect SRC measures for
(x1, x2, x3) to be close to each other if SRC is applied to f1(x). Also, since f2(x) is additive and
monotonic, no negative sensitivity coefficients are observed for any parameter in Figure 2.1.
Application of Morris screening on all functions in SFS is given in Figure 2.2. The mean of the
absolute value of the elementary effects (µ∗) is plotted with its uncertainty. Due to the simplicity
and monotonicity of these SFS functions, both µ and µ∗ have exactly same value (hence only µ∗ is
plotted for clarity). However, these functions demonstrate how Morris screening results in Figure
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Figure 2.1: Comparison of SRC and PCC coefficients for the function f2(x) in the SFS described
in section 2.2.1
2.2 can be interpreted. First, uncertainty in x1 (σx1) is negligible for f1 and f3, where x1 does
not interact with any other parameter, but significant in f2 and f4 where x1 interacts with x2.
For x2, interaction with x1 in f2, nonlinearity in f3, and both interaction and nonlinearity in f4
cause large σx2 in these functions. Finally, x3 has only nonlinearity (i.e. third order) in f3 and
f4, causing a very large uncertainty in its elementary effects for f3 and f4. These examples show
a straightforward demonstration on interpreting Morris results. A more complex application on
Morris function with 20 parameters with comparison to OAT finite difference (see section 2.1.1) is
given in Figure 2.3. Morris results are calculated using R = 200 trajectories, and uniform fine grid
spacing of 0.01. General observations from Figure 2.3 results are:
• The presence of four-way interactions in x1-x4 and three-way interactions in x1-x5 cause a
large error bar in the elementary effects of these parameters.
• The parameters (x3, x5, x7) have additional uncertainty contribution from their fractional
form as in Eq.(2.43).
• The value of µ and µ∗ can be significantly different especially for the parameters with large
error bars.
• OAT sensitivity demonstrates large disagreement with Morris results, especially for the first
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Figure 2.2: Comparison of the Morris elementary effects and their standard deviation for the 4
functions in the SFS described in section 2.2.1
7 parameters. This disagreement is due to the significant interaction and nonlinearity for
these parameters, which cannot be captured by the local OAT. Fair agreement can be found
for other parameters such as x8-x10.
• The absence of three and four-way interactions (βij,l = βij,l,m = 0), the small two-way
interaction coefficient [βi,j = N(0, 1)], and small βi diminish the sensitivity of the last ten
parameters (x11-x20), compared to the first ten parameters (x1-x10).
Figure 2.4 presents numerical values of the first order (Si) and total (Ti) Sobol indices, calculated
by Algorithm 1 for variance decomposition, when applied to the Sobol function in Eq.(2.41) and
Ishigami function in Eq.(2.45). First, all 8 input parameters in the Sobol function are sampled
independently from a uniform distribution U[0, 1]. Values of ai = {0, 1, 2, 3, 5, 10, 20, 50} are used.
It is clear that as ai increases, the variance contribution of xi diminishes. In addition, the difference
between the total and first-order indices decreases as ai increases, due to the reduction of the effect
of parameter interactions. For the Ishigami function, x1 has a large total index due to its interaction
with x3. The parameter x2 has similar first and total indices due to the absence of any interactions
with other parameters. However, the parameter x3 has a small first order index, but a large total
effect due to its interaction with x1. The results of x3 show that the direct effect of the parameter
could be negligible, but its indirect effect due to its interactions with other parameters in the system
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Figure 2.3: Comparison of the calculated sensitivities of OAT finite difference and Morris methods
when applied on Morris function
could be significant. Finally, it is worth mentioning that the number of random samples used in
these Sobol tests is 104 samples.
2.4 Conclusions
In this study, various methods of sensitivity and uncertainty analyses have been introduced and
applied in the context of benchmark functions. This study has described the theory and methods
behind performing detailed SA and UQ of mathematical and engineering models in a comprehensive
form. The implementation in this study facilitates SA and UQ processes and integrates them
within the framework developed in this thesis. SA methods include local methods using finite
difference (OAT perturbation) which provides a quick but shallow understanding of the system
sensitivity. Morris screening is an example of a screening method which can give an indication
of parameter sensitivity as well as its nonlinearity or interaction behaviour with other parameters.
Standardized regression and partial correlation coefficients are used to perform regression-based SA,
which measure the strength of linear correlation between the input and the output. Two methods
for UQ are introduced, the first is Monte Carlo-based uncertainty propagation, while the other
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Figure 2.4: First order (Si) and Total (Ti) Sobol indices calculated for two benchmark functions:
Sobol function (left) and Ishigami function (right)
is deterministic-based using sensitivity profiles provided from OAT or Morris screening methods.
Finally, Sobol indices and Shapley effect are utilized to decompose the total response variance into
portions attributable to each input parameter. Sobol indices are preferred to assess models that
are complex, nonlinear, non-monotonic, and have excessive parameter interactions. Shapley effect
is preferred for models with correlated input parameters. As the major objective of this chapter is
to give the reader a detailed understanding of the methods, benchmark functions (e.g. Ishigami,
Morris, Sobol) are used in a form of numerical tests to compare the methods, while real-world
applications are provided in the next chapter.
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Chapter 3
Applications of UQ methods to Engineering Problems
The methods described in the previous chapter are applied to practical problems in this chapter.
The first application is an analytical model representing an energy system. The second application
is a nuclear data problem where variance-based sensitivity analysis methods are investigated.
Nuclear data forms a major source of uncertainty in reactor calculations. Because of the high-
dimensionality of nuclear data parameters, nuclear data covariances contribute significantly to the
uncertainty in nuclear reactor responses. Lattice physics codes such as TRITON and CASMO5
generate homogenized cross-sections for a given material composition and lattice geometry. After
homogenization, reaction cross-sections for a few number of energy groups are produced, remov-
ing the information about each isotope’s cross-section. However, the energy and reaction type
dependencies are preserved in these homogenized/collapsed cross-sections. Some tools have been
developed to propagate nuclear data uncertainties (e.g. neutron microscopic cross-sections) through
reactor calculations such as Sampler in SCALE code system Bowman (2011); Rearden and Jessee
(2018) and the methodology developed at Paul Scherrer Institute (PSI) Wieselquist et al. (2013).
A fuel cell energy system is selected as an example of analytical energy model to test the UQ
and SA methods presented in this thesis. Hydrogen fuel used in fuel cells forms a viable and clean
energy resource for future. Fuel cell technology converts the chemical energy of the fuel reactants
into electricity Sharaf and Orhan (2014). Fuel cells have different constructions depending on the
electrolyte type such as proton exchange membrane fuel cell Vishnyakov (2006), phosphoric acid
fuel cell Chen et al. (2015), molten carbonate fuel cell (MCFC), and others. Fuel cells (FCs) produce
electrical current, water, and waste heat. The waste heat can be recovered to achieve additional
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power output using systems such as gas turbines, thermoelectric generator, and/or absorption
chillers Yang et al. (2014); Zhang et al. (2015); Arsalis (2012).
3.1 Modeling of Energy Systems
The power and efficiency of the MCFC (PMCFC , ηMCFC) can be written according to the first
law of thermodynamics as Wu et al. (2016)





(E − Uan − Ucat − Uohm), (3.2)
where j is the operating current density, A is the effective polar plate area of the MCFC, ne is
the number of electrons involved per reaction, F is Faraday’s constant, ∆h is the molar enthalpy
change of the electrochemical reaction in the MCFC, and E is the equilibrium potential which is
defined as


















where Rgas is the universal gas constant, T is the MCFC operating temperature, and E0 is the
standard potential. The irreversible losses Uan, Ucat, and Uohm are the anode overpotential, cathode
overpotential, and ohmic overpotential, respectively, which are defined as follows


























where Eact,an and Eact,cat are the anode and cathode activation energies, respectively, and pH2 ,
pO2 , pH2O, and pCO2 are the partial pressures of H2, O2, H2O, and CO2, respectively. The “cat”
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and “an” subscripts refer to the cathode and anode, respectively.
Operating conditions and approximate uncertainties for major MCFC parameters are listed in
Table 3.1, which are used during the analysis in this section. These uncertainties are obtained
from suggestions of previous studies that were based on experimental measurements Placca et al.
(2009); Coppo et al. (2006); Basu et al. (2006); Alaefour (2012). Notice that the input and output
uncertainties in this section are expressed mostly in relative form (i.e. σ/µ%), which is dimensionless
compared to the absolute uncertainty σ.
Table 3.1: List of operating parameters used for modeling of the MCFC system with their uncer-
tainty Zhang et al. (2011); Wu et al. (2016, 2017a); Placca et al. (2009); Coppo et al. (2006); Basu
et al. (2006); Alaefour (2012)
Parameter Nominal Value Uncertainty
Current density, j (A m−2) 0-6000 1%
Operating Temperature, T (K) 893 1%
Anode activation energy, Eact,an(J mol
−1) 53500 1%
Cathode activation energy, Eact,cat(J mol
−1) 77300 1%
Partial pressure, pH2,an (atm) 0.6 5%
Partial pressure, pCO2,an (atm) 0.15 5%
Partial pressure, pH2O,an (atm) 0.25 5%
Partial pressure, pO2,cat (atm) 0.08 5%
Partial pressure, pCO2,cat (atm) 0.08 5%
Faraday constant, F (C mol−1) 96485 -
Number of electrons, ne 2 -
Universal gas constant, Rgas (J mol
−1K−1) 8.314 -
3.2 Nuclear Cross-section Data Generation
The neutron cross-sections in nuclear data libraries are reported in continuous-energy form.
The continuous-energy cross-sections are converted to a multigroup form by discretizing the en-
ergy domain into a set of energy groups (i.e. 2 - 300 groups). The multigroup cross-sections are
used extensively in nuclear codes for reactor physics calculations. We can define the microscopic
continuous-energy cross-section as σx,m(E), where x refers to the reaction type (i.e. fission, capture,
etc.), and m is the corresponding isotope (e.g. U-235, Pu-239). In lattice physics calculations, the
macroscopic cross-section form is more common which is defined as
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Σx,m(E) = Nσx,m(E), (3.8)
where N is the number density for the isotope. The continuous-energy cross-section can be con-








where g is the energy group index. Similarly, the multigroup homogenized macroscopic cross-
sections are calculated by flux and volume weighting of the continuous cross-sections in every










V φ(r, E, t)dV
, (3.10)
where V is the geometry volume. We can see that the homogenized cross-sections (HXS) carry
information about the reaction type and energy only. Among those HXS, three reaction types are
relevant to reactivity calculations: (1) fission νΣgf , (2) absorption Σ
g
a, and (3) scattering Σ
g→g′
s
cross-sections. The scattering cross-sections are divided into two categories:
1. In-group scattering (i.e. g = g′): the neutron remains in the same energy group after encoun-
tering a scatter (e.g. Σ1→1s , Σ
2→2
s ).
2. Group-transfer scattering (i.e. g 6= g′): the neutron leaves the energy group after scattering.
For example, Σ1→2s is the scattering cross-section from group 1 to group 2.
In this chapter, we will focus on two-group analysis, where 1 refers to the fast energy group
and 2 refers to the thermal energy group. Considering the 3 main types of cross-sections in this
















A two-step process is used to calculate the uncertainty in the output. First, to generate the
HXS which form the input parameter space in this problem, the uncertainty in the fundamental mi-
croscopic cross-section data needs to be propagated into the HXS. The Sampler module in SCALE
code system Bowman (2011); Rearden and Jessee (2018) is used for uncertainty propagation. The
56-group cross-section and covariance libraries are used in the lattice physics code TRITON which
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calculates the HXS using the definition given in Eq.(3.10). The covariance library contains the
uncertainty of σgx,m for most of the isotopes relevant to reactor applications (e.g. U-235, U-238,
Pu-239, etc.). The multigroup cross-sections are then collapsed into a 2-group form based on
Eq.(3.10). The number of random samples used in Sampler is 1000 samples, and this number is
more than sufficient for the HXS statistics to converge (i.e. they converge within 200-300 samples).
The random samples in Sampler are generated from a multivariate normal distribution using the
covariance matrices in the 56-group covariance library. In the second step, the HXS are used to
calculate the lattice reactivity (i.e. k∞) which is the response to be analyzed. Since the microscopic
cross-sections are stochastic (e.g. follow normal distribution), we expect k∞ to have variance, which
will be decomposed by variance-based methods in this chapter.
Regarding the geometry, we picked a pressurized water reactor (PWR) lattice geometry based
on the Benchmark for Evaluation And Validation of Reactor Simulations (BEAVRS) Horelik et al.
(2013). The lattice is a 17×17 PWR design, with 264 UO2 fuel rods, 24 guide tubes, and one
instrumentation tube. The lattice is depleted to 50 GWD/MTU. To study the effect of neutron
absorbers on k∞ uncertainty, we considered three different cases:
1. The base case: the 24 guide tube locations in the assembly are filled with water.
2. The burnable poison case (BP case): 20 guide tube locations in the assembly are filled with
BP rods, which are made of borosilicate glass.
3. The rodded case (CR case): the 24 tube locations have control rods fully inserted during
cycle. The control rod is made of Ag+In+Cd.
The three cases and lattice models are shown in Figure 3.1. More details about the geometry
and material specifications are given in the benchmark report Horelik et al. (2013).
3.3 Application to Energy Systems
This section is divided into two subsections. The first section contains a general UQ analysis
to determine the optimum current density (j∗) at which the MCFC power output is maximized.
In this case, the current density is assumed to be deterministic (without uncertainty). In the
second subsection, the system at the optimum current j∗ is analyzed in terms of its sensitivity
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Figure 3.1: The three BEAVRS lattice models used in the nuclear data tests Horelik et al. (2013)
and uncertainty, at which 1% uncertainty is assigned to the optimum current density. Two main
responses are analyzed in the MCFC: power output (P ) and system efficiency (η).
3.3.1 General Uncertainty Analysis
All input parameters in this and following subsections are assumed to follow a univariate nor-
mal distribution (no correlation is considered between the parameters). The mean of the normal
distribution is the nominal value, while the standard deviation is the parameter uncertainty, which
are both indicated in Table 3.1. No uncertainty is considered in j in this subsection, and the total
number of uncertain parameters is 8.
The UQ results of MCFC’s power and efficiency are shown in Figure 3.2. The results plotted
include: (1) nominal values of P and η calculated based on all input parameters held at their
nominal values and not perturbed (see Table 3.1), (2) the mean value of P and η samples after
performing Monte Carlo uncertainty propagation, and (3) the 1σ uncertainty in P and η. The
results show that the nominal power output starts to increase with j until it reaches a maximum
point, after which the power output decreases. The efficiency of the system decreases with increasing
j. The mean and nominal values of P and η are close for all current densities. The results show
that the uncertainty in both P and η tends to increase as the operating current density increases.
It can be observed that the performance of MCFC at higher current densities (4000-6000 A m−2)
is unreliable, as the relative uncertainty can reach as large as 100% or even more (i.e. due to the
low power output of these high current regions). In addition, we can observe that operating the
MCFC at its maximum power density cannot be done without a certain degree of variability in the
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power output, which was also observed by Mawardi and Pitchumani (2006) for proton exchange
membrane fuel cells. The maximum power output from the MCFC is P ∗ ∼ 1500 W m−2, and it
occurs at j = j∗ ∼ 3000 A m−2. The system efficiency at j∗ is η∗ ∼ 39% Wu et al. (2016, 2017a).
The relative uncertainty in both P ∗ and η∗ is about 10% of the mean value.
Figure 3.2: Uncertainty analysis of MCFC power (left) and efficiency (right) at different current
densities
3.3.2 Analysis at the Optimum Current Density j∗
In this subsection, the optimum current density j∗ is used in the analysis with relative uncer-
tainty of 1%, where a detailed analysis of P ∗ (maximum power) and η∗ (the corresponding efficiency
of P ∗) is presented. The nominal value of the current density is j = j∗ = 3000 W m−2. The total
number of uncertain parameters explored in the system is 9.
SRRC and PRCC results are presented for power and efficiency output in Figure 3.3. The
results are generated using the following steps: (1) 104 global random samples are generated from
univariate normal distribution (without correlation) for the 9 uncertain parameters, (2) the random
samples are all evaluated through the MCFC model described in section 3.1, (3) a linear model
is constructed and analysis on the rank of the input parameters is performed based on the input-
output pairs to calculate SRRC/PRCC. The results show almost identical behaviour for the P ∗
and η∗’s sensitivity, except for j. At the optimum point, the current density shows more negative
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sensitivity on η∗ (see Figure 3.2 on the right) compared to P ∗. This can be justified by the small
sensitivity of power to j at the optimum point. According to Figure 3.2 (left), the power output
seems to be invariant in the j range of 2800-3200 W m−2 which is equivalent to ±6% around the
nominal value (i.e. 3000 W m−2). This invariance range of 6% is larger than the uncertainty of 1%
expected for the current density. Therefore, larger sensitivity of j is expected when analyzing the
system at points farther from the peak/optimum point (see Figure 3.2 on the left). The results of
SRRC/PRCC for both P ∗ and η∗ show that the operating temperature T and cathode activation
energy Eact,cat have the strongest positive and negative sensitivities, respectively, when considering
1% uncertainty in these two parameters.
Figure 3.3: SRRC and PRCC results of the MCFC maximum power (left) and corresponding
efficiency (right)
Results of OAT and Morris screening for MCFC are plotted in Figure 3.4. OAT results are
generated based on a +1% perturbation around the nominal value, while Morris results are gener-
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ated using 100 trajectories with 20 grid spaces for each input parameter. The lower/upper bounds
for Morris are taken to be ±3σ of each parameter (i.e. the physical range of normal distribution).
Good agreement between OAT and Morris can be observed for almost all parameters with slight
differences due to some nonlinearity/interactions in the model. The following observations can be
found from Figure 3.4:
• Both µ and µ∗ have identical estimates (in absolute value) for all parameters except j due to
the non-monotonicity of the current density around the peak.
• OAT and Morris results agree in ranking the operating temperature T and cathode activation
energy Eact,cat as most sensitive parameters.
• A disagreement in ranking the third sensitive parameter can be observed (e.g. for P ∗), as
OAT and Morris identify Eact,an as the third sensitive parameter, while SRRC/PRCC gives
higher coefficient to pO2,cat. This disagreement is resulted from the uncertainty assigned to
each parameter which is considered by SRRC/PRCC calculations only.
• Large uncertainty in Morris elementary effects for T and Eact,cat can be observed due to the
nonlinearity and interactions associated with these parameters.
• The results in Figure 3.4 represent parametric sensitivity only, as parametric uncertainty
is not yet considered. The addition of parametric uncertainty is expected to change the
importance ranking of the parameters as will be shown later in this section.
To combine OAT and Morris sensitivities with parametric uncertainty, a comparison of the
UQ results of P ∗ and η∗ is given in Table 3.2. The results include the absolute uncertainty as
calculated by: (1) Monte Carlo uncertainty propagation of the input parameters’ uncertainty,
(2) deterministic-based UQ using sensitivity coefficients obtained from finite difference OAT (i.e.
SOATi ), and (3) deterministic-based UQ using sensitivity coefficients obtained from Morris screen-
ing (using µ∗). In general, there is a good agreement between the results of the three methods,
but with better agreement between Morris and Monte Carlo results. This implies that Morris el-
ementary effects are more accurate than OAT sensitivity. In general, we can observe that Monte
Carlo results are bounded by OAT and Morris screening results. OAT tends to underestimate the
uncertainty as their sensitivity coefficients are limited and can miss some uncertainty information.
On the other hand, Morris’ µ∗ seems to overestimate the parameter sensitivity. The cost of Monte
Carlo UQ is 104 samples/model evaluation, Morris screening UQ is 103 evaluations, while for OAT
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Figure 3.4: OAT and Morris screening results of the MCFC maximum power (top) and correspond-
ing efficiency (bottom)
is only 10 evaluations. These differences in computational cost are less important here since the
model is relatively cheap to evaluate, but these cost differences would be important when applying
these methods on computationally-intensive models.
Application of Sobol indices to decompose the total uncertainty in Table 3.2 into the corre-
sponding parameters is given in Figure 3.5. The Sobol indices reported are normalized, which
means that they are expressed as a fraction of the total variance. A first look at the first and total
indices shows that the interaction between the parameters has insignificant effect on the output
uncertainty (i.e. Si ' Ti) for all parameters. Sobol decomposition agrees with the importance
ranking of SRRC and PRRC, as both T and Eact,cat have much larger contribution than partial
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Table 3.2: Absolute uncertainty calculated in the MCFC maximum power output (P ∗) and corre-
sponding efficiency (η∗) using different methods
Method σP ∗ (W m
−2) ση∗
Monte Carlo UQ 144.8 0.038
Deterministic UQ (OAT) 138.4 0.036
Deterministic UQ (Morris) 147.1 0.038
pressure variables. However, Sobol indices highlight the dominance of these two parameters on the
power and efficiency variances at the optimum point more than any other method. Both T and
Eact,cat contribute to more than 90% of the total variance in P
∗ and η∗, implying the high impor-
tance of accurately measuring these two parameters if MCFC is operating at its optimum current.
The partial pressure pO2,cat with the highest sensitivity contributes only to about 2% of the total
variance. Therefore, the 1% uncertainty in T causes a much larger effect on the output variance
than the 5% uncertainty in pO2,cat. It is important noticing that these conclusions are subjective
to the reported uncertainties used in Table 3.1, meaning that using different uncertainties could
change both the variance contribution and the importance ranking.
A comparison of all methods (OAT, Morris, SRRC, PRCC, and Sobol) using their importance
ranking for the 9 input parameters of the MCFC is given in Table 3.3. All reported results are
in absolute value. These methods can be decomposed into two main categories based on their
ranking: (1) sensitivity-only methods: OAT and Morris which closely agree on the ranking, and
(2) sensitivity and uncertainty methods: SRRC, PRCC, and Sobol indices, which also rank the
9 parameters similarly. In general, all methods agree on ranking the first two sensitive parame-
ters as well as in ranking most of the partial pressure variables. Obvious disagreement between
sensitivity-only methods and the uncertainty methods can be found in ranking Eact,an and pO2,cat,
at which uncertainty methods ranked pO2,cat as number 3. This came from the difference in the
uncertainty assigned to pO2,cat (5%), which is higher than that for Eact,an (1%). Therefore, this
difference highlights the importance of using these methods together for importance ranking. The
two deterministic methods highlight the parametric sensitivity only on the system without consid-
ering the parametric uncertainty. For Morris, we reported the value of µi,norm instead of µ
∗
i,norm
to avoid misleading j importance. Using µ∗i,norm for j will place it on number 5 even though we
know that this high µ∗i,norm originates from the non-monotonic behaviour of j at the peak power,
not because j is actually important. However, using µi,norm results in a total agreement between
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Figure 3.5: First order and total Sobol indices for the MCFC maximum power (left) and corre-
sponding efficiency (right)
the five methods on j ranking. These conclusions imply the importance of using these methods in
tandem to obtain a comprehensive understanding of the system being analyzed. Therefore, based
on these SA and UQ results, we can conclude the importance of the operating temperature and
cathode activation energy on the overall system performance of the MCFC, based on the optimum
current point and the prescribed uncertainties used.
3.4 Application to Nuclear Data
In this section, two variance-based methods: Sobol indices and Shapley effect are applied to the
nuclear data problem described before.
80
Table 3.3: Summary of importance ranking (in absolute value) of the input parameters using
different methods for the MCFC maximum power output
Sensitivity-only (Normalized) Sensitivity + Uncertainty
OAT (SOATi,norm) Morris (µ
∗
i,norm) SRRC PRCC Sobol (Ti)
T 6.76E+00 T 7.66E+00 T 7.53E-01 T 9.60E-01 T 5.89E-01
Eact,cat 5.94E+00 Eact,cat 6.06E+00 Eact,cat 5.88E-01 Eact,cat 9.36E-01 Eact,cat 3.75E-01
Eact,an 9.36E-01 Eact,an 9.50E-01 pO2,cat 1.36E-01 pO2,cat 5.24E-01 pO2,cat 1.98E-02
pO2,cat 2.64E-01 pO2,cat 2.81E-01 Eact,an 9.13E-02 Eact,an 3.82E-01 Eact,an 9.28E-03
pH2,an 1.29E-01 pH2,an 1.34E-01 pH2,an 6.45E-02 pH2,an 2.80E-01 pH2,an 4.72E-03
pCO2,cat 1.25E-01 pCO2,cat 1.30E-01 pCO2,cat 6.14E-02 pCO2,cat 2.68E-01 pCO2,cat 4.54E-03
pCO2,an 5.52E-02 pCO2,an 5.62E-02 pCO2,an 2.99E-02 pCO2,an 1.34E-01 pCO2,an 9.16E-04
pH2O,an 4.77E-02 pH2O,an 5.32E-02 pH2O,an 2.83E-02 pH2O,an 1.27E-01 pH2O,an 8.45E-04
j 1.03E-02 j 5.00E-02‡ j 3.58E-05 j 1.62E-04 j 5.16E-04
‡ The value of |µi,norm| is used for j instead of µ∗i,norm = 1.24E-01.
3.4.1 Correlation and Convergence Analysis
Identifying the correlation between the input parameters is required to construct the covariance
matrix which is used in sampling the random matrices for Sobol and Shapley calculations as well
as in evaluating the conditional expectation and variance. Figure 3.6 shows the correlation coeffi-
cients between the 8 input parameters for the the three cases: base, BP, and CR at beginning of
life (BOL) and end of life (EOL). The correlation coefficient is calculated by analyzing the random
samples resulted from TRITON forward calculations for the three cases at burnup values of 0 and
50 GWD/MTU. At BOL, we notice considerable correlations between the cross-sections of the fast
energy group (i.e. g=1). The fast fission XS is negatively correlated with the fast absorption and
scattering cross-sections, while a positive correlation is observed between the fast absorption and
scattering cross-sections. In general, the thermal cross-sections have weak correlations at BOL
between each other and with the fast group cross-sections, except for the upscattering and the in-
group scattering cross-sections (i.e. Σ2→1s ,Σ
2→2
s ). At EOL, the correlation is increased, especially
between the cross-sections of the thermal group. νΣ2f is positively correlated with Σ
2
a. The effect
of neutron absorption by CR and BP is insignificant on the correlation coefficient as the other
two cases (BP and CR) have the same correlation trend as the base case. Consequently, we are
reporting the numerical values of the correlation coefficients for the base case only in Table 3.4 for
BOL and Table 3.5 for EOL.
Since number of random samples and permutations are of important for Sobol and Shapley
calculations, Figure 3.7 shows the convergence of the first order and total effects for all input pa-
rameters considering both Sobol estimators (i.e. SobolGlen and SobolOwen). Figure 3.8 shows
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Σ1a 1 -0.58 0.77 0.76 0.22 0.04 0.18 0.09
νΣ1f -0.58 1 -0.63 -0.67 0.02 0.21 0.01 -0.01
Σ1→1s 0.77 -0.63 1 0.91 0.03 0.07 0.39 0.42
Σ1→2s 0.76 -0.67 0.91 1 -0.04 0.06 0.08 0.16
Σ2a 0.22 0.02 0.03 -0.04 1 0.23 0.34 -0.04
νΣ2f 0.04 0.21 0.07 0.06 0.23 1 0.12 0.06
Σ2→1s 0.18 0.01 0.39 0.08 0.34 0.12 1 0.77
Σ2→2s 0.09 -0.01 0.42 0.16 -0.04 0.06 0.77 1
















Σ1a 1 -0.32 0.68 0.53 0.44 0.43 0.43 0.07
νΣ1f -0.32 1 -0.69 -0.85 0.55 0.54 0.49 -0.14
Σ1→1s 0.68 -0.69 1 0.86 -0.11 -0.13 0.08 0.48
Σ1→2s 0.53 -0.85 0.86 1 -0.37 -0.37 -0.29 0.2
Σ2a 0.44 0.55 -0.11 -0.37 1 0.96 0.89 -0.16
νΣ2f 0.43 0.54 -0.13 -0.37 0.96 1 0.85 -0.16
Σ2→1s 0.43 0.49 0.08 -0.29 0.89 0.85 1 0.21
Σ2→2s 0.07 -0.14 0.48 0.2 -0.16 -0.16 0.21 1
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Figure 3.6: Correlation coefficients between the HXS for the three different cases at BOL and EOL
the convergence of Shapley effect with number of random permutations (m) for all parameters.
The reader should notice that this convergence analysis is performed over the base case considering
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correlated inputs at BOL. We can observe that Sobol indices start to converge after 104 samples for
most of the input parameters. The index of Tj(Owen) demonstrates slow convergence and some
negative indices even though these indices converge to values close to zero (more on the issues of
Sobol indices with correlated inputs are discussed later in this section). It is worth mentioning that
Σ1→1s , Σ
1→2
s , and Σ
2→2
s Sobol indices converge to zero for this case, and so they overlap each other
making distinguishing them in Figure 3.7 more difficult. The Shapley effect, as shown in Figure
3.8, starts to converge after about 20000 random permutations for all inputs considered. As men-
tioned before, the number of random permutations plays a major rule in Shapley computational
cost, especially for selection of the conditional sampling parameters. We demonstrated the Shapley
convergence results to show that the analyst can rely on lower number of permutations to accel-
erate the calculation process, especially for high dimensional problems. However, to isolate any
uncertainty from sampling the permutations, we used all possible permutations in the subsequent
results without sampling (i.e. d!) as given in Eq.(2.34). In summary, we decided to use N = 105
samples in both of the Sobol estimators. For Shapley calculations, we used NV = 10
6, NO = 2,
NI = 3, and the number of explored permutations is 8! = 40320. Thus for each permutation, the
conditional sampling is performed based on a total of 6 samples. This makes the total cost of
estimation to be 1.8 × 106 model evaluations for SobolGlen, 2.6 × 106 for SobolOwen,
and 2.69× 106 for Shapley effect.
3.4.2 Comparison of Shapley and Sobol Performance
The estimated values of the first order and total effects using the two Sobol estimators as well as
Shapley effect are plotted in Figures 3.9-3.10. The base case results are discussed here for brevity,
where Figure 3.9 presents a comparison between all indices when considering correlated and un-
correlated input parameters, while Figure 3.10 presents the change in the sensitivity indices when
moving from BOL to EOL.
First, when considering uncorrelated input, we can observe a good agreement between all sen-
sitivity indices both in value and ranking. At BOL, we can see that νΣ2f has the largest share of
the output variance of about 40%. All sensitivity methods considered ranked the first three key




s . In addition, Shapley and Sobol agree on the insignif-




s ) for the uncorrelated
case. However, Shapley and Sobol results reveal differences after considering the correlation matrix
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Figure 3.7: Convergence analysis of the number of random samples for Sobol indices for all HXS
inputs (based on the base case considering correlated inputs at BOL)
in Table 3.4. Except for νΣ2f , the first order and total effects disagree in value with Shapley effect
for the significant parameters (e.g. Σ1a, νΣ
1
f ). Sobol indices even show differences between each
other when we compare the two Sobol estimators. For example, the total effect (Tj) by Owen for




Figure 3.8: Convergence analysis of the number of random permutations for Shapley calculations
(based on the base case considering correlated inputs at BOL)
after considering correlated input. This is due to the fact that νΣ2f has weak correlation with all
parameters at BOL as shown in Figure 3.6. The contribution of νΣ2f increased for the correlation
case to about 46%, mainly due to the reduction of the contribution of other parameters (e.g. Σ1a)
after including correlation. In general, we can observe that the fast cross-sections experienced a
significant change in their sensitivity indices compared to the thermal cross-sections after including
their correlation effect at BOL (see Figure 3.6).
The total effect estimator by Owen shows some negative values, which are unphysical. In
general, all sensitivity methods described here are prone to negative values. In general, Sobol es-
timation is more prone to negative value due to the subtraction processes done for each random
sample (see Eqs.(2.32)-(2.33), Algorithms 1-2). However, Shapley is prone to a single subtraction
process when calculating ∆cπ(j). Having a negative value for insensitive parameters should not
be an issue, especially if that negative value is small, since the confidence interval of that esti-
mation could overlap with zero (e.g. Σ2→1s ,Σ
2→2
s ). However, for parameters showing sensitivity
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(e.g. Σ1→2s ), an index with large negative value could be an issue as it could mislead the input
contribution, especially if the first order index shows different behaviour. For example, Owen total
index for Σ1→2s is approximately -0.1 at BOL in Figure 3.10, and if we assume that Shapley effect
is the correct result, then this negative index cannot be considered zero or negligible, and hence
Σ1→2s contribution cannot be inferred. In general, Sobol indices calculated by Glen are less prone to
negative values than Owen and hence they are more reasonable. The only agreement after moving
to correlated inputs at BOL is that both Sobol and Shapley somehow preserve the same trend in
ranking the input parameters, even though the numerical values of their uncertainty contribution
disagree.
Figure 3.9: Comparison of Sobol indices and Shapley effect using correlated and uncorrelated
cross-sections at BOL
The results showing all sensitivity indices at BOL and EOL are given in Figure 3.10. It is
clear that the issues in Sobol estimators compounded more after fuel depletion, especially for the
SobolOwen formula. At EOL, it is possible for the first order index to be higher than the total
effect which makes interpreting those indices difficult (e.g. νΣ2f ). Also, Sobol indices seem to
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overestimate the variance contribution by each input parameter. For example, SobolOwen Sj gives




f , and Σ
1
a
equal shares of 40% each at EOL (i.e. a total of 120%). Both of the previous examples violate
the condition in Eq.(2.27). Therefore, in this case, it is difficult to interpret Sobol indices and
determine which parameters are influential to output variance. However, Shapley effect seems to
perform better in this area, as uncertainty contribution changes according to the correlation map.
In addition, Shapley ensures that the total uncertainty contributions sum to the total variance.
The problem of over or underestimation in Sobol indices for the correlated input can be justified
by the following two reasons. For the first order effect, by looking in Eq.(2.17), the conditional
expectation is performed over a single parameter at a time. If three parameters (x1, x2, x3) are
positively correlated, then fixing one will reduce the variability in the others. Therefore, the effect
of the correlation is overestimated by considering it in all S1, S2, and S3 estimations Song et al.
(2016). Therefore, the normalization condition of the first order effect in Eq.(2.27) is expected
to be violated in this case. On the other hand, the total effect performs expectations on X∼i
as in Eq.(2.18), which could underestimate the correlation contribution from all possible subsets.
Shapley effect on the other hand combines all possibilities of conditional expectations by examining
all subsets. Shapley ranks νΣ2f as the most influential parameter at EOL, but with a reduction
from 46% to about 28%. The reduction is compensated by increasing contributions from the fast
cross-section parameters. We can see that SobolGlen performs better than SobolOwen at EOL,
especially since the total effect is always larger than or equal to the first order effect plus that
SobolGlen indices and are non-negative.
3.4.3 Burnable Poison and Control Rod Effects
In this subsection, we are considering only the results of the Shapley effect as they captured the
correlation better than Sobol indices. Figure 3.11 shows the Shapley effect for all input parameters
for the base case, BP case, and CR case, considering their corresponding correlation matrices at
BOL and EOL. We can observe that νΣ2f is the most influential parameter for all three cases at BOL
and EOL. However, its contribution varies between the cases. The presence of control rod during
depletion as fully inserted, hardens the neutron spectrum, which increases the Pu-239 breeding and
U-238 fast fission. This can be inferred from the decrease in νΣ2f contribution and the increase in
νΣ1f and Σ
1
a contributions for the CR case at BOL. The uncertainty contributions in the BP case
are generally bracketed between the CR and the base cases, because the burnable abosorber still
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Figure 3.10: Comparison of Sobol indices and Shapley effect for BOL and EOL for correlated
cross-sections
hardens the spectrum, but not as strong as the control rod. Moving towards EOL, the ranking does
not change, but the uncertainty contribution does. Contribution by νΣ2f experienced a decrease for




s , and Σ
2
a showed an increase in their uncertainty share. At EOL,
νΣ2f for the BP case has the largest uncertainty among all parameters and cases. This is probably
due to the temporary effect of the burnable poison which is active near the BOL, leaving more
U-235 amounts without fission, which are fissioned later in cycle, leading to larger νΣ2f uncertainty
at EOL. This can also be seen for the other cross-sections as the BP case is no longer bracketed by
the other two cases at EOL.
3.4.4 Summary of the Variance-based SA Results
Tables 3.6-3.8 list the variance-based indices for both Sobol and Shapley effects. The SobolGlen
results are only reported in the tables on the basis of higher accuracy. The distinctive feature of
Shapley is that Shapley effects sum to 1.0 for both BOL and EOL for all cases, which increases the
confidence in their estimation. The other feature is using one index to express the total effect of each
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Figure 3.11: Shapley effect values for the three cases: Base Case, BP Case, and CR Case at BOL
and EOL (Correlated inputs)
parameter instead of two indices, which makes the interpretation easier. For Sobol, the first order
effects sum up to larger than unity, while the total effect (for most parameters) is always larger than
the first order effect (as expected). For Σ1a, the total effect is less than the first order effect which is
another issue observed in Sobol indices after including input correlation. In Iooss and Prieur (2017),
analytical study for a simple problem has been conducted on Shapley effect and Sobol first-order
and total effects. The study demonstrated that at certain range of correlation coefficients of the
input parameters, the first order index exceeds the total index. This issue is also observed here
for Σ1a which can be connected to the previously described issue of over/underestimation in the
first-order and total effects for correlated inputs. In this case, Sobol indices cannot be interpreted,
compared to Shapley effect which preserves reasonable estimates. The major challenge for Shapley
is its computational cost which limits its application when the input space becomes high. By
looking in Tables 3.6-3.8, if the analyst decides to exclude any parameters with contribution less
than 5%, we can see that Σ2→1s and Σ
2→2
s are inactive for all cases at BOL and EOL. This means
that the problem can be studied with a dimensionality of 6 instead of 8. By comparing our analysis
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to the study performed by Adetula and Bokov (2012), we can find some similarities and differences
between our results. It is worth mentioning first that Adetula and Bokov (2012) used an empirical
correlation matrix, as their focus was on comparing how different sampling techniques could affect
the first order and total Sobol effects. At BOL, the ranking of the cross-sections seems to agree,
and the contribution of νΣ2f is approximately 45% in both of our studies. Also, the variance-based
results are sensitive to the covariance matrix used, so the uncertainty contribution could change
significantly according to the covariance used. To summarize the results, with uncorrelated inputs,
Sobol indices are preferred for their lower cost, while for problems with strong input correlation,
Shapley effect is preferred for reasonable estimations. If Sobol indices are to be used for correlated
inputs, additional modifications to the Sobol indices can be performed by decomposing the Sobol
index into: uncorrelated and correlated parts and determine each part individually. This idea is
demonstrated in the following study Mara and Tarantola (2012).
Table 3.6: Summary of the base case variance-based sensitivity results at BOL and EOL
Parameters
BOL EOL
Sh Sj Tj Sh Sj Tj
Σ1a 0.188 0.350 0.341 0.169 0.426 0.397
νΣ1f 0.154 0.116 0.130 0.185 0.439 0.455
Σ1→1s 0.044 0.000 0.000 0.109 0.000 0.000
Σ1→2s 0.038 0.086 0.095 0.106 0.033 0.102
Σ2a 0.082 0.110 0.110 0.109 0.092 0.447
νΣ2f 0.447 0.468 0.467 0.283 0.405 0.796
Σ2→1s 0.027 0.000 0.000 0.025 0.000 0.000
Σ2→2s 0.020 0.000 0.000 0.015 0.000 0.000
Sum 1.000 1.129 1.143 1.000 1.394 2.198
3.5 Conclusions
In this chapter, UQ and SA methods are applied to a standalone fuel cell model (MCFC) energy
system. The results from the MCFC analysis show that the uncertainty in both the optimum power
output and its corresponding system efficiency are about 10%. SA and UQ final results demonstrate
that the operating temperature and cathode activation energy are the most influential parameters
for the MCFC, as they are responsible of more than 90% of the total power and efficiency variance.
A new concept of variance-based sensitivity analysis is applied based on the game theory pro-
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Table 3.7: Summary of the BP case variance-based sensitivity results at BOL and EOL
Parameters
BOL EOL
Sh Sj Tj Sh Sj Tj
Σ1a 0.197 0.399 0.391 0.176 0.433 0.404
νΣ1f 0.212 0.160 0.189 0.156 0.386 0.392
Σ1→1s 0.050 0.000 0.000 0.084 0.000 0.000
Σ1→2s 0.054 0.062 0.075 0.095 0.039 0.105
Σ2a 0.064 0.067 0.066 0.121 0.121 0.454
νΣ2f 0.402 0.420 0.422 0.322 0.399 0.776
Σ2→1s 0.008 0.000 0.000 0.034 0.000 0.001
Σ2→2s 0.012 0.000 0.000 0.011 0.000 0.000
Sum 1.000 1.108 1.143 1.000 1.379 2.133
Table 3.8: Summary of the CR case variance-based sensitivity results at BOL and EOL
Parameters
BOL EOL
Sh Sj Tj Sh Sj Tj
Σ1a 0.244 0.487 0.477 0.206 0.497 0.466
νΣ1f 0.241 0.193 0.237 0.195 0.412 0.435
Σ1→1s 0.063 0.000 0.000 0.109 0.000 0.000
Σ1→2s 0.064 0.061 0.081 0.116 0.031 0.095
Σ2a 0.047 0.044 0.044 0.084 0.147 0.284
νΣ2f 0.324 0.327 0.332 0.255 0.478 0.629
Σ2→1s 0.008 0.000 0.000 0.024 0.000 0.000
Σ2→2s 0.010 0.000 0.000 0.010 0.000 0.000
Sum 1.000 1.112 1.171 1.000 1.565 1.909
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posed by Shapley. The technique is called Shapley effect, and it is compared to Sobol indices
(first order and total effects) to investigate their performances for both correlated and uncorre-
lated inputs. The input-output problem selected is a PWR lattice depletion problem, where the
input parameters are the homogenized cross-sections and the response is the lattice reactivity. The
Shapley effect demonstrated a superior performance compared to Sobol indices when the inputs are
correlated. The Shapley effect has the advantages of capturing the correlation between the input
parameters, expressing the variance contribution in a single index instead of two, preserving the
normalization of the fractional indices, and being able to decompose the output variance without
under or overestimation. On the other hand, Sobol indices with correlated inputs experienced dif-
ferent issues (at least the two algorithms tested here) including: over/underestimating the output
variance, first order effect could be larger than the total effect, possibility of negative indices, unnor-
malized fractional indices, and difficulty in interpreting the results. However, the Sobol approach
showed satisfactory performance when the inputs are uncorrelated as the numerical values and
input ranking were in a good agreement with the Shapley results. The results of our tests showed
that the thermal fission cross-section carried most of the uncertainty at BOL. Its contribution tends
to decrease after fuel burnup, and replaced by the fast cross-section parameters. The control rod
and burnable absorber showed to affect the uncertainty contribution of the cross-sections by in-
creasing the contribution of the fast cross-section parameters, and reducing the uncertainty effect
of the thermal fission cross-section. The current methods can be extended to more practical reactor
applications under this framework such as reactor kinetics, thermal-hydraulics, fuel performance,
spent fuel analysis, and many more, to improve our understanding of reactor uncertainties.
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Chapter 4
A Framework for Calculating Precursor-based
Six-group Reactor Kinetic Parameters with
Uncertainty
Reactor kinetics models solve time-dependent neutron transport equation, coupled to delayed
neutron precursor equations, to model the neutron flux behavior during transient and accident sce-
narios (e.g. loss of flow, rod ejection). Most of the neutrons (∼ 99%) are emitted immediately after
the fission, these are called prompt neutrons, while a small fraction (order of ∼ 1 %) is released from
the neutron decay of fission products, these are called delayed neutrons. There are many fission
product isotopes that are known to emit delayed neutrons Fort et al. (2002). The mechanism of
delayed neutron emission is due to beta-decay followed by neutron emission by a delayed neutron
precursor (DNP) nuclide. Delayed neutrons are very significant for nuclear reactor operation and
safety analysis as they make nuclear reactors controllable, in addition to their importance in re-
actor transients and control rod worth calculations. The delayed neutron behaviour is described
by what so-called kinetic parameters. Kinetic parameters have different classifications/definitions
in different studies. However, most of the studies consider the delayed neutron fraction (DNF)
and the decay constant as the two main kinetic parameters to describe delayed neutrons. DNF
expresses the fraction of delayed neutrons from the total number of neutrons emitted, while decay
constant describes the timely decaying behaviour of the isotope Keepin et al. (1957); Tuttle (1975).
These two quantities gained great importance in the previous decades in which many experiments
have been conducted to analyze the delayed neutron behavior emitted from the fission of different
actinides. The conventional modeling strategy is to group the precursor isotopes based on thier
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half-lives, where each group is characterized by a single DNF value and decay constant. Keepin
et al. (1957) suggested the first and the widely used six-group model, where the DNPs are divided
into six groups with decreasing half-lives.
Delayed neutron experiments started in 1940s Snell et al. (1947); De Hoffmann and Feld (1947),
and idea behind these experiments was to irradiate a sample of an actinide (e.g. U-235, U-238,
Pu-239) with thermal or fast neutrons to cause a fission in that sample. The experiments were
usually performed on tiny samples (few grams) and with high intensity neutron sources to prevent
neutron multiplication within the sample. In addition, the irradiation time was instantaneous
to capture the short-lived precursors. Indeed, the last group (shortest half-life) of precursors is
usually not reported in the experiments, due to the difficulty of measuring this group and the large
uncertainty associated with its measurement. The delayed neutron activity was then monitored and
analyzed to fit the precursor groups. If an exponential decay is assumed to represent the delayed
neutron activity after a burst fission, then the response y (e.g. count rate) can be written with the






where N is the optimum number of periods/groups that minimizes the difference between the mea-
surment and the analytical model. The parameters ai and λi are the fitting parameters which can
be determined by least-squares. The study by Keepin et al. (1957) is among the first studies in this
area, which concluded that N = 6 is the optimum number of precursor groups. Following Keepin’s
work, several studies have been conducted to report the values of the fitting parameters for different
actinides using the suggested 6-group Keepin’s model. Other models with 5, 7, and 8 groups have
been investigated as well. The 8-group model suggested by Spriggs and Campbell Spriggs et al.
(2002); Campbell and Spriggs (2002) gained more interest than the other two models (i.e. 5 and 7
groups). This model improves the time representation of the 6-group model by adding two addi-
tional groups, and should reduce the uncertainty in the calculations. However, the 6-group model
is still widely used due to the large number of experiments that have been performed to validate
and fit the 6-group kinetic parameters. Therefore, our focus will be on the 6-group Keepin’s model.
There are many resources for delayed neutron experimental data. For example, Okajima et al.
(2002) reported a summary of international efforts to develop experimental benchmarks for the
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effective delayed neutron fraction (βeff ) for different core configurations using various experimen-
tal techniques. Spriggs and Campbell (2002); d’Angelo and Rowlands (2002) summarized previous
experimental efforts for the measured delayed neutron precursor data. The measured group pa-
rameters for different actinides were compared and reported in these studies. Wilson and England
(2002) used fission yield and decay data from ENDF/B-VI to simulate the nuclide inventory and
associated delayed neutron production for different isotopes.
Sensitivity and uncertainty analyses of DNF have been investigated by various studies. Kodeli
(2013) employed first-order perturbation theory using SUSD3D code to estimate sensitivity coef-
ficients of βeff with respect to fundamental nuclear data (neutron cross-sections and delayed and
prompt fission spectra were considered). Kodeli (2013) used Bretscher’s k-ratio formula to derive
βeff . The author found that the total uncertainty in βeff was around 3%-7% for U-235 considering
the prescribed nuclear data uncertainties. Zukeran et al. (1999) performed uncertainty analysis
of βeff for fast reactors considering three input uncertainty sources: basic delayed neutron data
(DND), energy dependence of delayed neutron yield, and fission cross-section uncertainties. The
uncertainty of βeff was found to be about 4-5%, where delayed neutron yield had largest im-
pact on the final uncertainty. Chiba and Narabayashi (2015) applied summation calculations to
quantify uncertainties in fundamental neutron data involving delayed neutron emissions, namely,
total delayed neutron yield and delayed neutron emission rate after a burst fission. Adjoint-based
sensitivities were used for uncertainty propagation and the authors found that summation calcula-
tion results for the delayed neutron emission data generally agree with the JENDL-4.0 evaluations
within 2σ of nuclear data-induced uncertainty. As an application of kinetic parameter uncertainty
propagation, Chiba et al. (2014) performed sensitivity and uncertainty analysis of the reactor sta-
ble period (which describes the reactor kinetic behavior) using adjoint-based point reactor kinetics.
Consequently, the evaluation of kinetic parameters along with their uncertainties due to nuclear
data are important for accurate reactor dynamics modeling.
It is worth mentioning that most of the previous studies have not quantified the uncertainty for
each precursor group, either in the six or eight-group model, as only uncertainty in βeff was quan-
tified through application of the k-ratio formula to calculate βeff . In addition, not all nuclear data
uncertainty sources were included in these studies, which could underestimate the quantified uncer-
tainty. Furthermore, burnup-dependent kinetic parameters uncertainties have not been addressed
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in detail. In this study, uncertainty quantification (UQ) of the group-wise kinetic parameters in the
six-group kinetic model is conducted through SCALE code system Bowman (2011); Rearden and
Jessee (2018). In this study, the kinetic parameters are calculated based on the summation and
weighting calculations of the fundamental DND, which are adopted in most deterministic lattice
physics codes. The group-wise DNF and decay constant are first decomposed and expressed in
terms of the fundamental nuclear and delayed neutron data (i.e. neutron cross-sections, nuclide-
dependent DND, etc.) to allow propagation of their uncertainties through internal SCALE modules.
Randomly perturbed DND libraries were added to SCALE for major actinides to allow propagation
of the fundamental DND, βj,i and λj,i, where βj,i and λj,i are the delayed neutron fraction and de-
cay constant of fissioning isotope j into delayed precursor group i, respectively. Different datasets
of U-235 thermal fission DND are compared in terms of their effect on the kinetic parameters’
uncertainty. Burnup and sensitivity analyses of the weighted/homogenized kinetic parameters and
their uncertainties are also performed.
To accomplish these goals, a set of DND uncertainties for 20 actinides is developed based on a
rigorous review of the delayed neutron experiments. The new set contains data from a wide range
of experiments and review studies. The uncertainty of the kinetic parameters is analyzed based
on the combination of DND and neutron cross-section uncertainties in different aspects such as
effect of data type (DND vs neutron cross-sections) and effects of operating conditions such as void
fraction, control rod, and gadolinium absorber. The impact of DND correlation on the uncertainty
is investigated, which was neglected in the previous studies. Fuel depletion and burnup effects
on the kinetic parameters’ uncertainty are also explored. Finally, a set of kinetic parameters’
values and uncertainties is suggested for applications (e.g. core calculations, accident analysis)
based upon the lattice models in UAM benchmark Ivanov et al. (2013). Since this framework is
developed mainly to analyze kinetic parameters in precursor-group form, the parameters explored
are DNF and decay constant for the six precursor groups.
4.1 Theory
Modern lattice physics codes generate kinetic parameters for a given material composition and
for a given energy group. The calculation is usually done by summation of the DND for each
actinide isotope and then weighting by real/adjoint neutron flux. TRITON, which is a lattice
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physics code in SCALE code system, calculates the adjoint/fission-weighted kinetic parameters for
a given material composition using an arbitrary group structure Rearden and Jessee (2018). The
calculated kinetic parameters can then be used for core calculations. The point reactor kinetics















n(t)− λiCi(t), (i = 1, ..., N),
(4.2)
where n(t) is the number of neutrons in the system at time t, ρ is the reactivity, βi is delayed neu-
tron fraction for the delayed neutron precursor group i, βeff is the total/effective delayed neutron
fraction, Λ is the neutron mean generation time, λi is the decay constant for the delayed neutron
precursor group i, Ci the i
th precursor group concentration, and N is the total number of neutron
precursor groups (e.g. 6). In the previous equation, βi, βeff , λi are the kinetic parameters which
will be the main focus of this study.
The total delayed neutron fraction is the summation of the delayed neutron fraction of each





where βFWi is the fission-weighted DNF for group i and N is the total number of precursor groups
(e.g. 6). However, to account for the differences between the delayed and prompt neutron fission
spectra, βFW is multiplied by a so-called importance factor to obtain the effective delayed neutron
fraction (βeff ) which is defined as
βeff = β




where I is the importance factor which will be defined later in this section. Since the adjoint-
weighted DNFs are more accurate than the fission-weighted DNFs, they will be the main focus
of this study. Therefore, to simplify the notation for the reader, we will use βeff to refer to the
adjoint-weighted total DNF and βi (i = 1, .., 6) will be used to refer to the adjoint-weighted group-
wise DNF.
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The fission-weighted group-wise DNF (βFWi ) can be calculated using the nuclide-dependent


















where the indices i, j,m, and g refer to the precursor group, nuclide in each precursor group, cell
(node), and energy group indices, respectively. The delayed neutron fraction of nuclide j related
to precursor group i is expressed by βj,i, ν̄ is the average number of neutrons produced per fission,
Σf is the fission cross-section, ϕm,g is the multigroup neutron flux, and Vm is the m
th cell volume.
In nuclear data libraries, total delayed neutron fraction for each actinide is measured along with
the fraction for each precursor group. Therefore, βj,i can be written as
βj,i = aj,iYj , (4.6)
where aj,i is the fractional group yield of the precursor group i in isotope j and Yj is the fractional





where ν̄d is the average number of delayed neutrons emitted per fission (thermal or fast) in each
actinide. As mentioned before, fission-weighted DNF does not consider the difference in fission
spectrum between delayed and prompt neutrons. In contrast, adjoint-weighted DNF is more ac-
curate than the former, where the adjoint-flux is used as additional weighting factor for the DNF.



























or in compact form
βi = β
FW










where g′ is energy group index, Ii is the importance factor for group i, χg′ is the total fission
spectrum for energy group g′, and χg
′,i
d is the delayed neutron fission spectra that corresponds to
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delayed neutron group i and energy group g′.
The decay constant for precursor group (λi) is only weighted by fission rate and it can be




















where βj,i is indicated by Eq.(4.6) and λj,i is the decay constant for the precursor group i after
fission in nuclide j. Considering one group, the effective decay constant can be calculated by








where βeff and βi are defined by Eq.(4.4) and Eq.(4.9), respectively. It is worth mentioning that
the effective kinetic parameter responses defined in Eq.(4.4) and Eq.(4.11) are derived quantities
from the group-wise responses (the focus of this study). This implies that the reader can replace
these derived quantities with other definitions depending on the application.
In general, we have 12 kinetic parameter responses to quantify their uncertainty. These re-
sponses are classified into two main categories:
1. Adjoint-weighted group-wise DNF: βi where i = 1, 2, .., 6.
2. Fission-weighted group-wise decay constant: λi where i = 1, 2, .., 6.
In the next section, the methodology of propagating the uncertainty of nuclear cross-sections and
DND into the kinetic parameters is described, along with the data resources and testing problems.
4.2 Methodology
As nuclear data uncertainties form a major source of uncertainty in reactor calculations, many
tools have been developed to facilitate the uncertainty propagation process. For example, Wieselquist
et al. (2013) developed a non-intrusive UQ capability at Paul Scherrer Institute (PSI) to propa-
gate nuclear data uncertainties through black-box codes. Sampler Rearden and Jessee (2018) is a
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super-sequence in SCALE code system which implements stochastic techniques to quantify the un-
certainty in computed result from any SCALE sequence (e.g. TRITON, KENO-V.a, Polaris), due
to nuclear data uncertainties (i.e. neutron cross sections, fission yield, decay data), and user input
parameters (e.g. fuel radius, material density, temperature). The uncertainty and correlation of the
output can be computed by analyzing the response samples. In this thesis, a new approach of UQ
associated with the delayed neutron precursor groups is added to Sampler, and uncertainty propa-
gation is implemented in SCALE to quantify the uncertainty in the homogenized kinetic parameters.
There are three common approaches to calculate kinetic parameters in nuclear reactor physics,
and they are shown in Figure 4.1. The three approaches can be summarized as follows:
• Approach 1: which is the most common. This approach uses the k-ratio formula to calculate
the effective/total DNF of the system (βeff ). The calculation of βeff requires estimating the
prompt (kp) and total (k) neutron multiplication factors. This approach is very limited as no
information on the precursors or the decay constant can be inferred.
• Approach 2: the approach followed in this thesis. The dominant precursor isotopes are
grouped into six families based on their half-lives. This approach reveals more information
in the precursor level, has moderate expense, and there is plenty of data to validate it.
• Approach 3: the detailed but the most expensive approach. Each precursor isotope produced
during the fission process is treated individually. Data about fission yield and its uncertainty
is needed for each precursor for this approach to be valid.
4.2.1 Delayed Neutron Data
In this subsection, DND parameters and their uncertainty are discussed. As mentioned in
the introduction, the study performed by Keepin on the delayed neutrons of major actinides is
considered one of the earliest and best known studies in the area Keepin et al. (1957). Most of
the subsequent delayed neutron studies confirmed the results reported by Keepin. The reported
delayed neutron parameters include group decay constant, group relative yield, and absolute de-
layed neutron yield from the fast fission of Th-232, U-233, U-235, U-238, Pu-239, and Pu-240,
and thermal fission of U-233, U-235, and Pu-239. The experiment was conducted at Los Alamos
National Laboratory using a bare U-235 metal assembly as the neutron source. Following Keepin’s
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Figure 4.1: Common approaches for kinetic parameters calculation and uncertainty analysis
experiment, a plethora of experiments has been conducted to determine the delayed neutron yield
and group parameters for different actinides, with more attention on U-235 DND parameters. For
example, Cox et al. Cox et al. (1958) conducted a study on Cf-252, Cox Cox (1961) analyzed the
delayed neutron emission from Pu-241, Gudkov et al. Gudkov et al. (1989) performed a delayed
neutron study based on irradiating various actinide samples in a fast reactor, Loaiza et al. Loaiza
et al. (1998) measured the group parameters of Np-237 and U-235 from fast fission, Saleh et al.
Saleh et al. (1997) used the Texas A&M research reactor to study the delayed neutron emission
from thermal fission of U-235, Np-237, Am-241, and Am-243, and many other studies.
Tuttle Tuttle (1975) reviewed the previous delayed neutron experiments to report DND for
the actinides relevant to reactor calculations. The study evaluated and revised a large number
of previous experimental data, and suggested a set of recommended values of DND. This makes
Tuttle’s work Tuttle (1975) a valuable source of delayed neutron data. It is worth mentioning that
Tuttle’s work relied extensively on Keepin’s data, and both of these studies are still widely used
in reactor physics applications. Other studies are selected here for isotopes which are not reported
by Tuttle/Keepin, or if the data by Tuttle is not accurate due to the limited experiments available
at that time for a particular isotope. Waldo et al. Waldo et al. (1981) reported group parameters
for some isotopes that have been rarely studied, such as U-232, Pu-238, and Cm-245. His data is
also used in our data library. For other actinides for which there is no experimental data for their
group parameters, data from Wilson and England Wilson and England (2002) is used. The data
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reported by Wilson and England (2002) is computational-based that comes from simulating the
activity of the precursors, following a burst fission of each actinide, and then using least-squares
fit to calculate the group parameters. It is worth mentioning that such computational data is used
here for isotopes that are less relevant to LWR applications such as Th-227, U-234, and Pa-231.
First, we need to define the DND parameters of interest to this study:
1. Group fractions (aj,i): this parameter represents the relative abundance or fractional delayed
neutron yield for the ith precursor group that results from fission in isotope/actinide j. This
parameter is expressed in normalized form (i.e. the sum of all precursor group fractions should
be unity).
2. Group decay constant (λj,i): this parameter represents the effective decay constant of the
precursor isotopes in the ith precursor group that results from fission in isotope/actinide j.
Group i = 1 is the longest-lived group, while group i = 6 contains the short-lived precursors.
3. Absolute delayed neutron yield (ν̄d): this parameter expresses the average number of delayed
neutrons emitted per fission (thermal or fast) in each actinide.
4. Fractional delayed neutron yield (Y ): this parameter is the ratio of ν̄d to the average number
of neutrons (prompt and delayed) emitted per fission in each actinide (i.e. ν̄). This parameter
can be perceived as the total delayed neuron fraction in the nuclide level.
The first three parameters, especially ν̄d, are measured in delayed neutron experiments. The
fourth parameter is not usually reported, since it requires ν̄, which is rarely reported in delayed
neutron experiments. Consequently, a data source for ν̄ is needed. In brief, the criteria followed
for dataset construction are as follows:
• In general, the group parameters (aj,i, λj,i) and the absolute delayed neutron yield for most
of the fast fission data are taken from Tuttle Tuttle (1975) due to their high accuracy.
• The group parameters and the absolute delayed neutron yield for thermal fission data of
U-233, U-235, and Pu-239 are taken from Keepin et al. (1957). Indeed, Tuttle Tuttle (1975)
suggested using Keepin’s data for thermal fission on the basis of its quality.
• It is preferred to use the absolute delayed neutron yield from the same study as the group
parameters, since the group fractions (aj,i) are calculated (i.e. normalized) using the measured
delayed neutron yield.
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• If the isotope data is not available in either Tuttle (1975) or Keepin et al. (1957), a different
source is used for the group parameters and the absolute delayed neutron yield.
• If there is no experimental data available for the group parameters of a specific isotope, a
computational-based data is selected from Wilson and England (2002). The computational
data has no uncertainty and no effect on the UQ results.
• If there is no experimental data available for ν̄d for a specific isotope in the delayed neutron
experiments, the value and its uncertainty are taken from SCALE data and covariance libraries
which are based on ENDF-B/VII.1.
• All ν̄ and its uncertainty for all isotopes are taken from SCALE data and covariance libraries
based on ENDF-B/VII.1.
• Exceptions to the previous points are minimal, and they are mentioned in the appropriate
place in the text.
Based on the previous criteria, DND parameters for 20 actinides are used in the framework.
Table 4.1 lists the measured delayed neutron group parameters for the isotopes with delayed neu-
trons assigned to both thermal and fast sets. The data for the other isotopes with either fast or
thermal fission set is listed in section C.1 in Appendix C. The reference used to obtain the data
is reported for each isotope. Separating the data into thermal and fast fission sets is based on
data availability and differences in ν̄d between thermal and fast fission. According to Tuttle Tuttle
(1975), it is recommended to use two sets if there is a considerable difference in ν̄d (see e.g. U-235
in Table 4.2) emitted from a thermal and fast fission. This approach is adopted only if there is
experimental data that investigates the delayed neutron emission from fast and thermal fission of
the same isotope. These two conditions are applicable only for the five isotopes in Table 4.1. The
measured values of ν̄d are given in Table 4.2. As mentioned before, all ν̄ values are taken from
SCALE libraries for both fast and thermal range (see Table 4.3), except for Cf-252 spontaneous
fission which is obtained from Santi and Miller (2008). For all data tables shown in this study, “F”
refers to fast fission, “T” to thermal fission, and “S” to spontaneous fission.
4.2.2 Implementation
Based on the discussion so far, we found that determining the uncertainty in the kinetic pa-
rameters relies on two main components: (1) the mathematical formulation of the response and (2)
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Table 4.1: Measured delayed neutron group parameters for the isotopes whose delayed neutrons
assigned to both thermal and fast sets (∗ due to lack of data for group 6, the measured data of the
fast group is used in the thermal group)
Isotope No. aj,i (F) λj,i (F) aj,i (T) λj,i (T) Source
U-233 1 0.086 ± 0.004 0.0126 ± 0.0006 0.086 ± 0.003 0.0126 ± 0.0001 F: Tuttle (1975)
2 0.274 ± 0.007 0.0334 ± 0.0021 0.299 ± 0.004 0.0337 ± 0.0006 T: Keepin et al. (1957)
3 0.227 ± 0.052 0.1310 ± 0.0070 0.252 ± 0.040 0.1386 ± 0.0058
4 0.317 ± 0.016 0.3020 ± 0.0360 0.278 ± 0.020 0.3254 ± 0.0306
5 0.073 ± 0.021 1.2700 ± 0.3900 0.051 ± 0.024 1.1271 ± 0.4435
6 0.023 ± 0.010 3.1300 ± 1.0000 0.034 ± 0.014 2.5023 ± 0.4246
U-235 1 0.038 ± 0.004 0.0127 ± 0.0003 0.033 ± 0.003 0.0124 ± 0.0003 F: Tuttle (1975)
2 0.213 ± 0.007 0.0317 ± 0.0012 0.219 ± 0.009 0.0305 ± 0.0010 T: Keepin et al. (1957)
3 0.188 ± 0.024 0.1150 ± 0.0040 0.196 ± 0.022 0.1114 ± 0.0041
4 0.407 ± 0.010 0.3110 ± 0.0120 0.395 ± 0.011 0.3014 ± 0.0118
5 0.128 ± 0.012 1.4000 ± 0.1200 0.115 ± 0.009 1.1363 ± 0.1546
6 0.026 ± 0.004 3.8700 ± 0.5500 0.042 ± 0.008 3.0137 ± 0.3276
Np-237 1 0.032 ± 0.003 0.0123 ± 0.0009 0.040 ± 0.002 0.0129 ± 0.0006 F: Loaiza et al. (1998)
2 0.238 ± 0.006 0.0284 ± 0.0005 0.233 ± 0.017 0.0324 ± 0.0010 T: Saleh et al. (1997)
3 0.175 ± 0.008 0.0971 ± 0.0070 0.190 ± 0.010 0.1048 ± 0.0019
4 0.360 ± 0.017 0.2960 ± 0.0140 0.322 ± 0.027 0.3410 ± 0.0130
5 0.150 ± 0.014 0.9140 ± 0.0580 0.193 ± 0.007 0.8500 ± 0.0600
6 0.045 ± 0.006 3.2000 ± 0.1300 0.021 ± 0.004 3.2000 ± 0.1300∗
Pu-239 1 0.038 ± 0.004 0.0129 ± 0.0003 0.035 ± 0.009 0.0128 ± 0.0006 F: Tuttle (1975)
2 0.280 ± 0.006 0.0311 ± 0.0007 0.298 ± 0.035 0.0301 ± 0.0022 T: Keepin et al. (1957)
3 0.216 ± 0.027 0.1340 ± 0.0040 0.211 ± 0.048 0.1238 ± 0.0088
4 0.328 ± 0.015 0.3310 ± 0.0180 0.326 ± 0.033 0.3254 ± 0.0367
5 0.103 ± 0.013 1.2600 ± 0.1700 0.086 ± 0.029 1.1216 ± 0.3866
6 0.035 ± 0.007 3.2100 ± 0.3800 0.044 ± 0.016 2.6971 ± 0.4722
Am-243 1 0.017 ± 0.005 0.0124 ± 0.0036 0.024 ± 0.013 0.0131 ± 0.0002 F: d’Angelo and Rowlands (2002)
2 0.314 ± 0.013 0.0311 ± 0.0031 0.291 ± 0.011 0.0311 ± 0.0009 Charlton et al. (1998)
3 0.205 ± 0.011 0.1510 ± 0.0020 0.221 ± 0.008 0.1070 ± 0.0070 Andoh (1999)
4 0.335 ± 0.011 0.3921 ± 0.0067 0.384 ± 0.016 0.3240 ± 0.0210 T: Saleh et al. (1997)
5 0.088 ± 0.009 0.8955 ± 0.0405 0.051 ± 0.004 0.9140 ± 0.0310
6 0.041 ± 0.008 2.4493 ± 0.0433 0.029 ± 0.007 2.4493 ± 0.0433∗
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Table 4.2: Measured values of the absolute delayed neutron yield (ν̄d) for selected actinides plus
uncertainty, collected from different sources (* the data for Cf-252 is the delayed neutron yield
resulted form spontaneous fission)
isotope ν̄d (F) Source ν̄d (T) Source
Th-227 - - 0.00769 ± 0.00115 SCALE Rearden and Jessee (2018)
Th-229 - - 0.01621 ± 0.00243 SCALE Rearden and Jessee (2018)
Th-232 0.05470 ± 0.00120 Tuttle (1975) - -
Pa-231 0.01110 ± 0.00110 Wilson and England (2002) - -
U-232 - - 0.00437 ± 0.00033 Waldo et al. (1981)
U-233 0.00729 ± 0.00019 Tuttle (1975) 0.00664 ± 0.00018 Tuttle (1975)
U-234 0.01060 ± 0.00120 Tuttle (1975) - -
U-235 0.01650 ± 0.00075 Keepin (1965) 0.01580 ± 0.00075 Keepin (1965)
U-236 0.02310 ± 0.00260 Tuttle (1975) - -
U-238 0.04510 ± 0.00061 Tuttle (1975) - -
Np-237 0.01260 ± 0.00070 Saleh et al. (1997) 0.01290 ± 0.00040 Loaiza et al. (1998)
Pu-238 0.00461 ± 0.00073 Waldo et al. (1981) - -
Pu-239 0.00664 ± 0.00013 Tuttle (1975) 0.00624 ± 0.00024 Tuttle (1975)
Pu-240 0.00960 ± 0.00110 Tuttle (1975) - -
Pu-241 - - 0.01560 ± 0.00160 Tuttle (1975)
Pu-242 0.02280 ± 0.00250 Tuttle (1975) - -
Am-241 - - 0.00490 ± 0.00020 Saleh et al. (1997)
Am-243 0.00860 ± 0.00050 Charlton et al. (1997) 0.00840 ± 0.00040 Saleh et al. (1997)
Cm-245 - - 0.00592 ± 0.00039 Waldo et al. (1981)
Cf-252* 0.00812 ± 0.00053 Wahl (1988) - -
propagating the uncertainty in the microscopic input data. The first component can be performed
by a lattice physics code, while the second one can be performed either by sensitivity-based UQ or
sampling-based UQ. In this study, we implemented our approach using the SCALE code system
Bowman (2011); Rearden and Jessee (2018), where TRITON calculates the kinetic parameters in
the homogenized form as discussed in section 4.1, and Sampler propagates the uncertainty of the
DND and neutron cross-sections. TRITON is a multi-purpose lattice physics code in SCALE. TRI-
TON can be used for both 2D modeling (through T-DEPL sequence) and 3D modeling (through
T5-DEPL sequence) . For 2D, the T-DEPL sequence in TRITON couples the NEWT determin-
istic solver for neutron transport calculations with the depletion solver ORIGEN. The solution
obtained by NEWT includes the real and adjoint neutron fluxes which are used in weighting the
kinetic parameters. Since TRITON performs depletion calculations, the effect of fuel burnup on
the kinetic parameters’ values and uncertainties can be explored. TRITON can be coupled easily
with other sequences to perform sensitivity and uncertainty analyses such as TSUNAMI-2D and
Sampler. Therefore, TRITON (T-DEPL) is selected as the main neutronic code in this study.
Sampler is a super-sequence that performs uncertainty analysis of other SCALE sequences (e.g.
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Table 4.3: The value of ν̄ for the selected actinides plus uncertainty as reported in SCALE data
libraries Rearden and Jessee (2018) (∗ the data for spontaneous fission of Cf-252 was taken from
Santi and Miller (2008))
isotope ν̄ (F) ν̄ (T)
Th-227 - 2.065 ± 0.103
Th-229 - 2.166 ± 0.107
Th-232 2.134 ± 0.017 -
Pa-231 2.274 ± 0.452 -
U-232 - 3.128 ± 0.063
U-233 2.520 ± 0.007 2.497 ± 0.013
U-234 2.416 ± 0.042 -
U-235 2.478 ± 0.004 2.437 ± 0.010
U-236 2.416 ± 0.042 -
U-238 2.520 ± 0.050 -
Np-237 2.694 ± 0.016 2.636 ± 0.026
Pu-238 2.967 ± 0.027 -
Pu-239 2.931 ± 0.006 2.879 ± 0.005
Pu-240 2.903 ± 0.190 -
Pu-241 2.945 ± 0.009 2.945 ± 0.009
Pu-242 2.946 ± 0.032 -
Am-241 - 3.080 ± 0.039
Am-243 3.325 ± 0.040 3.273 ± 0.049
Cm-245 - 3.596 ± 0.539
Cf-252 (S)* 3.757 ± 0.010 -
TRITON) through statistical sampling. In Sampler, all model input parameters are stochastic and
follow a random distribution, causing the responses of SCALE sequences to be stochastic as well.
Sampler supports two main categories of input uncertainty: (1) nuclear data uncertainties and (2)
model (i.e. geometry, material) parameters. Nuclear data uncertainties include microscopic cross-
section uncertainties in continuous/multigroup form, fission yield, and decay data for depletion
calculations. The uncertainty of nuclear data is represented by pre-computed random perturbation
factors, which were sampled from the SCALE covariance libraries (56-group or 252-group). The
nuclear data is assumed to follow a multivariate normal distribution. A set of 1000 random pertur-
bation factor libraries was generated by the SCALE development team and included as a part of
the cross-section libraries. This reduces the computational time needed for sampling, but limits the
sampling-based UQ to 1000 samples. However, practical applications demonstrated that responses
converge within 200-300 nuclear data samples. Examples of the fission cross-section and ν̄ uncer-
tainties based on the 56-group covariance library are plotted in Figure 4.2 for relevant actinides. The
second category of input uncertainty involves sampling the model parameters such as fuel density,
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isotope concentration, temperature, or any other input parameter in the SCALE input/model file.
Unlike the first category, this category can be accessed by the user. The distribution type (e.g. nor-
mal, uniform, beta) and its parameters can be defined by the user as well as the number of samples.
Figure 4.2: The uncertainty in ν̄ (left) and fission cross-section (right) based on the 56-group
covariance library in the SCALE code system
In this work, we add a new subcategory to the nuclear data uncertainties, which consists of
the DND uncertainties that include group fractions, group decay constant, and fractional delayed
neutron yield. Similar to other nuclear data, 1000 randomly-sampled libraries are generated based
on univariate normal distribution. The random libraries contain random DND for 20 actinides
based on the data assembled in section 4.2.1. No correlation is considered between the DND dur-
ing sampling due to the limited information in literature about the DND correlation. We present
a brief analysis on the impact of the DND correlation matrix on the uncertainty of the kinetic
parameters in section 4.4.2, but our base data does not consider correlation, as will be discussed
later. However, it is worth mentioning that this DND correlation matrix should not be confused
with the correlation resulted from the normalization condition of aj,i. All aj,i values in both fast and
thermal fission sets are re-normalized after sampling to ensure their sum to unity, which introduces
correlation between the aj,i groups.
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Figure 4.3: Uncertainty propagation of the nuclear and delayed neutron data in the SCALE code
system
The DND random libraries are written in human-readable format which means that the user
can easily replace them by other data libraries generated using other DND sources or sampling
methods. The user can increase the number of libraries/samples to larger than 1000, even though
the convergence study reported later in Figure 4.8 shows that 200-300 random samples of DND are
sufficient for convergence. The previous discussion on TRITON, Sampler, and DND is summarized
in the flowchart in Figure 4.3. The steps to follow to carry out the uncertainty analysis are (see
Figure 4.3):
1. Define the weighted kinetic parameters (e.g. βi, λi) in terms of the fundamental nuclear data
and DND.
2. Define a geometry of interest (e.g. pin-cell, lattice, etc.) and fuel composition (e.g. UO2,
MOX, etc.).
3. Determine number of random samples for the analysis (maximum is 1000 samples in Sampler
if cross-sections are perturbed).
4. Sample the nuclear data libraries (e.g. cross-sections, fundamental DND) using their random
distributions. The samples of aj,i for each energy group (fast or thermal) and each isotope j
are normalized after sampling to ensure they sum to unity (i.e.
∑6
i=1 aj,i = 1).
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5. Run the forward simulation for each sampled library.
6. Extract the weighted kinetic parameter results for each sample.
7. If depletion calculations are performed, repeat steps (3-6) as many as the depletion steps.
8. Calculate the statistics for the kinetic parameters by analyzing the samples of the responses















where n is the number of random samples defined in step 3. The correlation coefficient
between any two responses (u, v) can be defined as
ρu,v =
∑





where ū and v̄ are the statistical mean of the variables u and v, respectively.
4.2.3 Comparison and Testing Data
For comparison purposes, we selected different sets of U-235 thermal fission DND from various
sources. The data is listed in Table 4.4. The data was taken as reported by Parish et al. (1999).
The original data sources reported by that study are Tuttle (1975) and Keepin et al. (1957) which
form the base data in our framework. The other data sets are: Charlton Charlton et al. (1996),
Mills Blachot et al. (1990), Saleh Saleh et al. (1997), Waldo Waldo et al. (1981), and Syentos Parish
et al. (1999) [The original study cannot be accessed]. For the uncertainty comparison, we used the
following criteria:
• The group parameters and delayed neutron yield of U-235 fast fission remained the same
as reported in Tables 4.1-4.2.
• The group parameters of U-235 thermal fission were changed according to the data listed
in Table 4.4 in one-at-a-time form. For example, one test includes Mills data for U-235
thermal fission, and all other parameters are fixed according to the previous and next bullet
points. This process is repeated for all datasets in Table 4.4.
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• All other group parameters for isotopes other than U-235 remained the same as before
based on the data described in section 4.2.1.
Table 4.4: Six-group measured delayed neutron data for U-235 thermal fission from different
sources as reported by Parish et al. (1999)
Parameter Keepin/Tuttle (Base) Charlton Mills Saleh Waldo Syentos
a1 0.033 ± 0.003 0.034 ± 0.002 0.0343 ± 0.0003 0.0354 ± 0.003 0.033 ± 0.003 0.034 ± 0.002
a2 0.219 ± 0.009 0.218 ± 0.003 0.197 ± 0.002 0.236 ± 0.02 0.219 ± 0.023 0.217 ± 0.009
a3 0.196 ± 0.022 0.202 ± 0.015 0.119 ± 0.009 0.193 ± 0.017 0.196 ± 0.023 0.142 ± 0.023
a4 0.395 ± 0.011 0.384 ± 0.008 0.4 ± 0.014 0.385 ± 0.067 0.395 ± 0.016 0.386 ± 0.017
a5 0.115 ± 0.009 0.118 ± 0.009 0.175 ± 0.017 0.109 ± 0.009 0.115 ± 0.009 0.179 ± 0.017
a6 0.042 ± 0.008 0.042 ± 0.008 0.074 ± 0.005 0.0412 ± 0.008 0.042 ± 0.005 0.042 ± 0.008
λ1 (s
−1) 0.0124 ± 0.0003 0.0125 ± 0.0001 0.0125 ± 0.0001 0.0125 ± 0.0009 0.0127 ± 0.0003 0.0123 ± 0.0001
λ2 (s
−1) 0.0305 ± 0.0010 0.0309 ± 0.0007 0.0304 ± 0.0002 0.0306 ± 0.0002 0.0317 ± 0.0012 0.0310 ± 0.0004
λ3 (s
−1) 0.1114 ± 0.0041 0.1150 ± 0.0020 0.0903 ± 0.0040 0.1110 ± 0.0070 0.1150 ± 0.0040 0.0990 ± 0.0110
λ4 (s
−1) 0.3014 ± 0.0118 0.3170 ± 0.0090 0.2500 ± 0.0100 0.3000 ± 0.0050 0.3110 ± 0.0120 0.2540 ± 0.0200
λ5 (s
−1) 1.1363 ± 0.1546 1.4100 ± 0.0900 0.6500 ± 0.0500 1.1000 ± 0.0300 1.4000 ± 0.1200 0.9000 ± 0.1100
λ6 (s
−1) 3.0137 ± 0.3276 3.0100 ± 0.2900 2.4600 ± 0.0900 3.0100 ± 0.2900 3.8700 ± 0.5500 3.0100 ± 0.2900
νd 0.0158 ± 0.0008 0.0158 ± 0.0000 0.0164 ± 0.0000 0.0154 ± 0.0004 0.0167 ± 0.0007 0.0151 ± 0.0007
4.3 Benchmarks and Testing Models
For LWR applications, three example cases of PWR, BWR, and VVER lattice designs are
selected from the OECD/NEA Uncertainty Analysis in Modelling (UAM) Benchmark for design,
operation, and safety analysis of LWRs Ivanov et al. (2013). The PWR design is based on the Three
Mile Island (TMI-1) 15×15 lattice design. The specifications of PWR pin-cell and lattice geometries
are shown in Figures 4.4(a) and 4.4(b). The BWR lattice is based on the Peach Bottom 2 (PB-2)
design which is a 7×7 lattice. The BWR lattice model is shown in Figure 4.4(c). The VVER
lattice design is based on the Kozloduy-6 VVER-1000 hexagonal lattice. The VVER lattice model
is shown in Figure 4.4(d). All of the prescribed designs are modeled in 2D using TRITON with
reflective boundary conditions. The PWR pin-cell in Figure 4.4(a) is considered as a test model,
which will be used in sensitivity studies (unless mentioned otherwise). For burnup calculations, all
lattice models are burned to 2000 days (∼ 3 cycles) using power density of 33.6 kW/kgU for PWR,
25 kW/kgU for BWR, and 42.6 kW/kg for VVER. Additional details regarding the configuration,
dimensions, and operating conditions for these designs can be found in the UAM benchmark report






















































Figure 4.4: Sketch of the LWR test models used in this study: (a) PWR pin-cell, (b) PWR 15x15
lattice, (c) BWR 7x7 lattice, and (d) VVER-1000 lattice based on the UAM benchmark Ivanov
et al. (2013)
.
4.4 Results and Discussion
4.4.1 Uncertainty Propagation
Histograms of samples for adjoint-weighted group-wise DNF (βi) at beginning of life (BOL) are
plotted in Figure 4.5. The results are based on a PWR pin-cell geometry. The input uncertainties
include: (1) nuclear data covariances (i.e. cross-sections, fission yield, decay data) based on the
56-group covariance library distributed in SCALE-6.2.2, and (2) group-wise delayed neutron data.
The response of interest is the homogenized (also called weighted or macroscopic) kinetic parame-
ters as defined in section 4.1. At BOL, the input uncertainties associated with U-235 and U-238 are
expected to dominate the response uncertainties. We can see that βi uncertainty is relatively high
for all precursor groups, especially for groups 5 and 6. Precursor group 2 has the lowest uncertainty
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of about 6% while group 6 has the largest uncertainty of about 17%. The large uncertainty in βi’s
could be attributed to: (1) cross-section uncertainties of U-238 because of its high content in the
fuel, (2) large uncertainty in ν̄ for U-235 and U-238, and (3) uncertainty in U-235 DND (see Table
4.1). These results include the total uncertainties in the DNF, a deeper look should be given to the
cross-section and DND individual contributions to the DNF uncertainty. Variance-based sensitivity
analysis using Sobol indices can be used to decompose the DND variance contribution to kinetic
parameters as we demonstrated in Radaideh et al. (2018g,h), which can also be found in Chapter
5.
Figure 4.6 shows group-wise fission-weighted decay constant (λi) histograms at BOL. It can be
seen that the uncertainties in decay constant groups are generally lower than those in DNFs. Again,
groups 5 and 6 have larger uncertainty than other precursor groups. This could be attributed to the
higher uncertainty in the nuclide-dependent decay constant parameters for these two groups (see
Table 4.1). In general, groups 5 and 6 are difficult to measure because they include many short-lived
isotopes which resulted in high uncertainty in their nuclide-dependent data measurements.
Figure 4.7 shows the uncertainty of the effective kinetic parameters. The effective DNF (βeff )
is defined as the sum of the adjoint weighted βi’s for the six groups, while λeff is calculated using
Eq.(4.11). The results show that βeff relative uncertainty (7.1%) is smaller than the maximum
relative uncertainty for βi’s (17%), since the largest contribution in βeff comes from groups 2-4
which have lower uncertainty than the other groups. Figure 4.7 shows that the uncertainty of λeff
is about 4%.
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Figure 4.5: Histogram of samples for the adjoint-weighted group-wise DNFs (βi) at BOL
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Figure 4.6: Histogram of samples for the fission-weighted group-wise decay constant (λi) at BOL
All of the previous uncertainties assumed no correlation between the DND. On the other hand,
an implicit correlation between aj,i parameters is still considered, which resulted from the nor-
malization effect mentioned in the step 4 in section 4.2.2. Convergence analysis of the kinetic
parameters is performed to determine the number of samples required for the mean and standard
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error to converge. Figure 4.8 shows the convergence plots for selected kinetic parameters. The
results demonstrate that 1000 samples are more than sufficient to obtain a converged statistics for
the kinetic parameters, as most of the responses converge within 300 samples.
Figure 4.7: Histogram of samples for the effective kinetic parameters (βeff ,λeff ) at BOL
4.4.2 Impact of DND Correlation
Correlation between the group parameters is important for uncertainty propagation. Unfortu-
nately, very limited resources are available for the correlation between the group parameters for
most actinides. A correlation matrix for the U-235 group parameters is reported by Loaiza and
Haskin Loaiza and Haskin (2000) and shown in Table 4.5. The correlation coefficients were cal-
culated based on nonlinear least-squares fits to 11 pulsed irradiations of a highly enriched U-235
sample (93% enrichment) of Godiva. The correlation is significant between the group parameters,
especially between the adjacent groups. The correlation can be highly positive (λ3, λ4) or highly
negative (a4, λ3). Surprisingly, most of the significant correlation values (|ρi,j | > 0.7) involve cor-
relation between (ai, λj) rather than (ai, aj) or (λi, λj).
The results of the application of this correlation matrix on the kinetic parameters are shown in
Table 4.6 for a PWR pin-cell considering beginning of life (BOL) without fuel burnup. Table 4.6
shows a comparison between the kinetic parameters’ uncertainties for two cases. The uncorrelated
case refers to the case when actinides’ DND parameters (including U-235) are sampled indepen-
dently. Notice that the uncorrelated case still includes the inherent correlation resulted from aj,i
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Figure 4.8: Convergence of the mean and standard error for selected kinetic parameters
normalization as mentioned before in section 4.2.2. The correlated case includes the parametric
correlation in Table 4.5, which is used for U-235 DND. It is worth mentioning that the correlation
is applied on the U-235 thermal fission data only. This means that the fast fission parameters
for U-235 and the DND for all other actinides remain uncorrelated. In addition, the results re-
ported in Table 4.6 include the uncertainty due to the DND only, as the nuclear data source (i.e.
cross-sections) is not used to isolate its effect. It is obvious from the results in Table 4.6 that
the correlation significantly reduces the DND uncertainty effect on the kinetic parameters. All 12
kinetic parameters experience a decrease in their uncertainty after including the correlation be-
tween the U-235 data. Most of the DNF groups (βi) experience uncertainty decrease of more than
50% after including the correlation. In general, it can be confirmed based on this correlation test
that the DND uncertainty contribution tends to decrease after including the correlation between
the groups. However, the author decided to use the uncorrelated data as the reference data in all
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Table 4.5: The correlation matrix between the group parameters of U-235 thermal fission as reported
by Loaiza and Haskin (2000)
a1 λ1 a2 λ2 a3 λ3 a4 λ4 a5 λ5 a6 λ6
a1 1 0.53 0.13 0.09 0.5 0.33 -0.33 0.49 -0.05 0.4 -0.19 0.03
λ1 0.53 1 0.18 -0.16 -0.04 0.05 -0.11 -0.02 0.3 0.05 -0.4 0.13
a2 0.13 0.18 1 0.67 0.23 0.72 -0.66 0.34 -0.36 0.17 -0.26 -0.08
λ2 0.09 -0.16 0.67 1 0.36 0.88 -0.8 0.57 -0.35 0.05 -0.22 0.13
a3 0.5 -0.04 0.23 0.36 1 0.63 -0.68 0.93 -0.63 0.76 -0.17 0.45
λ3 0.33 0.05 0.72 0.88 0.63 1 -0.98 0.82 -0.45 0.36 -0.44 0.28
a4 -0.33 -0.11 -0.66 -0.8 -0.68 -0.98 1 -0.85 0.49 -0.39 0.44 -0.31
λ4 0.49 -0.02 0.34 0.57 0.93 0.82 -0.85 1 0.51 0.64 -0.29 0.47
a5 -0.05 0.3 -0.36 -0.35 -0.63 -0.45 0.49 0.51 1 -0.52 0.28 0.09
λ5 0.4 0.05 0.17 0.05 0.76 0.36 -0.39 0.64 -0.52 1 -0.39 0.49
a6 -0.19 -0.4 -0.26 -0.22 -0.17 -0.44 0.44 -0.29 0.28 -0.39 1 -0.28
λ6 0.03 0.13 -0.08 0.13 0.45 0.28 -0.31 0.47 0.09 0.49 -0.28 1
subsequent analyses for these reasons:
• There is no agreement in the literature about a correlation matrix to be used for uncertainty
propagation d’Angelo and Rowlands (2002), as all sources that are used in data collection in
section 4.2.1 did not report any correlation data.
• As reported by Loaiza and Haskin (2000), the correlation was calculated based on 11 samples,
which are indeed less than the number of parameters (i.e. 12 parameters) to be analyzed.
This implies that this correlation could change for larger number of samples.
It can be concluded that DND correlation could decrease the uncertainty in the kinetic param-
eters. We are still reporting kinetic parameters’ uncertainty information based on DND correlation
for the reader in section C.2 for the PWR lattice and other LWR types. All subsequent analyses
focus on uncorrelated DND for all actinides (unless stated otherwise).
4.4.3 Comparison of U-235 DND Sources
The comparison results between U-235 DND sources are shown in Figure 4.9 for group-wise DNF
responses (βi) and in Figure 4.10 for the group-wise decay constant responses (λi). The results
show the relative uncertainty for kinetic parameters when considering only DND uncertainties in
the UQ process to isolate their effect from the fundamental nuclear data uncertainties. Therefore,
the uncertainty in Figures 4.9-4.10 is expected to be lower than what was reported in Figures 4.5-
4.7 since the cross-section uncertainties are not included. By comparing βi uncertainty, we
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Table 4.6: Comparison of kinetic parameters evaluation for a PWR pin-cell (BOL) when consid-
ering correlated U-235 thermal DND versus uncorrelated DND (all kinetic parameters’
uncertainties in this table are caused by DND uncertainty ONLY. The cross-section uncertainties
are not propagated)
Parameter
Uncorrelated Case Correlated Case
Mean Std Std/Mean(%) Mean Std Std/Mean(%)
β1 2.120E-04 1.533E-05 7.2 2.123E-04 3.894E-06 1.8
β2 1.419E-03 4.883E-05 3.4 1.418E-03 9.279E-06 0.7
β3 1.299E-03 9.208E-05 7.1 1.300E-03 2.901E-05 2.2
β4 2.708E-03 6.466E-05 2.4 2.706E-03 2.023E-05 0.8
β5 8.949E-04 4.568E-05 5.1 8.958E-04 1.837E-05 2.1
β6 3.005E-04 3.798E-05 12.6 3.013E-04 7.592E-06 2.5
λ1 1.250E-02 2.368E-04 1.9 1.249E-02 5.430E-05 0.4
λ2 3.081E-02 7.729E-04 2.5 3.082E-02 1.887E-04 0.6
λ3 1.149E-01 3.278E-03 2.9 1.150E-01 1.051E-03 0.9
λ4 3.100E-01 9.152E-03 3.0 3.100E-01 3.224E-03 1.0
λ5 1.228E+00 1.029E-01 8.4 1.233E+00 3.161E-02 2.6
λ6 3.319E+00 2.410E-01 7.3 3.305E+00 1.108E-01 3.4
can observe that Tuttle data resulted in an intermediate uncertainty compared to other sources. In
general, uncertainties by Waldo, Saleh, and Syentos overestimated Tuttle uncertainty in β2 − β5,
while Charlton and Mills underestimated it for β1−β4. The underestimation in Charlton and Mills
results is expected since they provided ν̄d without uncertainty, as given in the last row of Table
4.4. Saleh data showed the highest uncertainty among all sources since the estimated uncertainty
in β4 by Saleh is substantially higher than other data sources, and β4 contributes about 40% of
the total DNF. Consequently, we can conclude that the uncertainty by Tuttle is approximately
bounded by other sources for the DNF. For the decay constant, the trend is different. For some
precursor groups, Tuttle uncertainty is considerably high (e.g. λ5), while for other decay constant
groups, Tuttle uncertainty is still bounded by other sources (e.g. λ1, λ4).
4.4.4 Sensitivity to Data and Operating Conditions
The effect of the uncertainty source on the kinetic parameters’ uncertainty is studied and the
results are plotted in Figure 4.11 for βi and in Figure 4.12 for λi. In this study, two main uncertainty
sources are considered: (1) nuclear data uncertainty (cross-sections, fission yield, decay data) and
this source is referred to by “XS” and (2) nuclide-dependent DND (group fractions, group decay
constant, fractional delayed neutron yield). The results are presented in terms of the coefficient of
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Figure 4.9: Comparison of the group-wise DNF uncertainty when using different sources of U-235
thermal fission DND given in Table 4.4 (Note: cross-section uncertainties are not included here)
variation or relative uncertainty (σ/µ%) for each kinetic parameter. It can be observed that XS
uncertainties dominate DNF (βi) uncertainties for the following responses: β2, β4, and β5, while
the uncertainty of the other three groups is driven by DND. Since β2 and β4 form about 60% of
the total DNF, and they are both driven by XS uncertainties, we can conclude that nuclear data
uncertainties control the DNF uncertainty. However, Figure 4.12(a) shows that decay constant
parameters demonstrate an opposite behavior to DNF, as DND contribution dominates the uncer-
tainty in all group-wise decay constants (λi). This analysis is considered generic in which the total
uncertainty is decomposed into two main categories.
Since cross-section uncertainties contribute to the major DNF groups, a numerical test case is
performed to obtain more information about the corresponding isotope. Figures 4.11(b)-4.12(b)
show the kinetic parameters’ relative uncertainty for two test cases. The first case is a PWR pin-
cell with low U-235 enrichment, while the second case has the same geometry and conditions but
with very high U-235 enrichment (> 90 wt% U-235). This test is used to isolate the effect of the
cross-section covariances of U-238. A significant reduction in DNF uncertainty can be observed,
especially for the key groups β2 and β4. Notice that the mean value between the two cases is slightly
different as the high enriched case has less delayed neutron emission (i.e. U-238 has larger ν̄d than
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Figure 4.10: Comparison of the group-wise decay constant uncertainty when using different sources
of U-235 thermal fission DND given in Table 4.4 (Note: cross-section uncertainties are not included
here)
U-235). For example, for the low enriched case, β4 = 2.693×10−3±2.010×10−4, while for the high
enriched case, β4 = 2.509 × 10−3 ± 9.822 × 10−5. This reduction implies that U-238 covariances
are a major reason for the large uncertainty in the DNF for the LWR case. In Figure 4.12(b), the
decay constants, which are mostly driven by DND, do not experience a significant change when
moving to the highly-enriched case, except for λ6 which increased from 8% to 11%. By looking in
Figure 4.2, it can be observed that U-238 uncertainty in σf and ν̄ is substantially larger than the
other actinides, which causes the large uncertainty in DNFs. Thus, additional improvements to
U-238 covariances are needed to obtain less uncertain DNFs for LWR applications.
BWR systems encounter considerable variation in void fraction axially, which causes the coolant
density to change drastically from bottom to top of the channel. Investigation of the effect of the
coolant density on the kinetic parameters and their uncertainty is performed based on the BWR
lattice in Figure 4.4(c) with four different coolant densities (ρcool). The results are plotted in Figure
4.11(c) for βi and in Figure 4.12(c) for λi. The effect of void fraction is more influential on the
uncertainty of β2, β4, and β5. The uncertainty of DNF tends to decrease with increasing the coolant
density. The uncertainty in β4 is about 8% at the highest coolant density (0.8 g/cm
3) and about
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Figure 4.11: Precursor-group-wise DNF (βi) relative uncertainty (in %) for various sensitivity cases
at BOL: (a) data source (PWR pin-cell), (b) initial fuel content (PWR pin-cell), (c) void fraction
(BWR lattice), and (d) neutron absorber (PWR lattice)
11% at the lowest (0.2 g/cm3). With low moderation, fast fission and capture in U-238 increase
relative to U-235 thermal fission. Therefore, the effect of U-238 fission cross-section covariances
increases, causing the DNF uncertainty to increase for low density values. It is worth mentioning
that the fast fission of U-238 slightly increases the mean value of βi, as U-238 emits more delayed
neutrons than U-235 as shown in Table 4.2. The uncertainty in the decay constant in Figure 4.12(c)
shows less sensitivity to the void fraction changes compared to the DNF groups.
A final sensitivity study for the effect of the neutron absorber on the kinetic parameters’ un-
certainty is shown in Figures 4.11(d)-4.12(d). The results are performed on the PWR lattice. The
base case is the original case described in Figure 4.4(b). The rodded case involves a full control rod
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Figure 4.12: Precursor-group-wise decay constant (λi) relative uncertainty (in %) for various sen-
sitivity cases at BOL: (a) data source (PWR pin-cell), (b) initial fuel content (PWR pin-cell), (c)
void fraction (BWR lattice), and (d) neutron absorber (PWR lattice)
insertion in all 16 guide tubes. The gadolinium case involves adding a total of 24 gadolinium rods
symmetrically across the lattice with 5% Gd2O3 in each rod. The results show again that the decay
constant uncertainty is less sensitive to the presence of neutron absorber compared to the DNF.
Similar to the void fraction effect, the presence of control rod and gadolinium absorber hardens the
neutron spectrum, which increases the Pu-239 breeding and U-238 fast fission, causing the DNF
uncertainty to increase. The uncertainty of the gadolinium case is bounded between the base and
rodded cases, as the control rod absorption is stronger than the gadolinium rod. In general, we can
connect this discussion to the previous data effect as follows: since DNFs show more sensitivity to
the nuclear data, operating conditions (e.g. void fraction and control rod) have more effect on DNF
uncertainties. And since decay constants are more sensitive to DND, changing operating conditions
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has less effect on their uncertainty.
To summarize, lattice designs with large heterogeneity (e.g. 3D, MOX fuel, water rods, control
rods, etc.) should be modeled explicitly for accurate analysis of kinetic parameters. Also, all results
discussed in this subsection are performed at BOL without fuel depletion, which is highlighted in
the following subsection.
4.4.5 Burnup Analysis
It is important to study how kinetic parameters and their uncertainties change as a function
of burnup, since the fuel composition changes after depletion and new actinide isotopes appear
in the fuel, which contribute to delayed neutron emission. Figure 4.13 and Figure 4.14 show the
group-wise DNF (βi) and group-wise decay constant (λi) as a function of burnup, respectively. The
results presented in this subsection are based on the PWR lattice depleted to about 65 GWD/MTU
with an average power of 33.6 kW/kgU. It is worth mentioning that the uncertainty band in Figures
4.13-4.14 corresponds to one standard deviation around the mean value.
We can observe that βi mean value decreases with burnup due to the fuel composition changes.
As fuel depletes, the concentration of plutonium isotopes increases and the U-235 concentration
decreases. Pu-239 emits less delayed neutrons than U-235, as its delayed neutron yield is around
one-third of U-235 as indicated by Table 4.2. Therefore, as burnup increases, delayed neutron
emission is dominated by plutonium isotopes (e.g. Pu-239, Pu-241). The uncertainties in βi groups
also increase with burnup for multiple reasons: (1) the change in fuel composition introduces new
cross-section covariances from other actinides, which contribute to the uncertainty, (2) the increase
in plutonium content which has larger uncertainties in fission cross-sections and ν̄ compared to U-
235 (see Figure 4.2), and (3) the depletion of U-235 increases the likelihood of fast fission in U-238,
which also has larger cross-section covariances (see Figure 4.2). Analysis shows that the uncertainty
contribution from DND does not change significantly with burnup, and the large increase in DNF
uncertainty after depletion in Figure 4.13 results mainly from nuclear data. U-238 covariances
are expected to cause the substantial raise in DNF uncertainty after burnup. For decay constant
parameters, the mean value shows almost a constant behavior with burnup (e.g. λ1, λ2), which is
different from the decreasing trend of the DNFs. The burnup-dependent relative uncertainty also
remains nearly constant for most of the λi groups. The uncertainties of λ5 and λ6 show a slight
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decrease and increase toward EOL, respectively. In general, since we observed that decay constant
uncertainty is driven by DND, and the uncertainty of the group decay constant parameters for
Pu-239 and U-235 are close (see Table 4.1), the effect of burnup on decay constant is generally
smaller than DNF.
Figure 4.13: Variation of the precursor-group-wise DNF (βi) as a function of burnup plus 1σ
uncertainty for the PWR lattice
4.5 Summary Data
To utilize the kinetic parameters calculated here for uncertainty propagation in reactor appli-
cations, it is important to have a correlation matrix between the kinetic parameters, so that a
covariance matrix can be constructed. The correlation matrices for all kinetic parameters are plot-
ted for BOL and EOL (∼ 65 GWD/MTU) in Figure 4.15 for the PWR lattice. The tabulated and
numerical values for the correlation coefficients are presented in section C.3 in Appendix C. The
matrix shows Pearson correlation coefficient between the group-wise parameters βi and λi. This
correlation matrix of the kinetic parameters (i.e. output) should not be confused with the correla-
tion matrix listed in Table 4.5, which corresponds to the fundamental DND (i.e. input). Notice
that DNFs (βi) are highly correlated at BOL. This correlation between DNF groups is magnified
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Figure 4.14: Variation of the precursor-group-wise decay constant (λi) as a function of burnup plus
1σ uncertainty for the PWR lattice
when moving to EOL. The correlation between βi is expected to be due to the correlation between
the cross-sections, as the uncertainty in βi is driven by nuclear data covariances, especially U-238.
Also, the correlation matrix at BOL shows weak correlation between βi and λi groups, and this
weak correlation continues toward EOL. In addition, λi groups show weak correlation to each other,
which could be due to using uncorrelated DND, and this weak correlation does not change at larger
burnup values.
According to the previous analysis, we observe that kinetic parameters, especially DNFs, have
high uncertainties when considering both fundamental neutron cross-sections and DND uncertain-
ties. The cross-section uncertainties demonstrated larger contribution to DNF uncertainties, while
DND contributed more to the uncertainty in decay constants. The previous conclusions are based
on the DND values and uncertainties collected in this study (which are the best available in the
literature), the 56-group covariance library in the SCALE-6.2.2 code system, and LWR fuel com-
position, geometry, and operating conditions. Using any different combinations of the input data
could significantly change the kinetic parameters’ values and uncertainties. The summary of the
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Figure 4.15: Correlation matrix of the kinetic parameters for the PWR lattice at BOL and EOL
kinetic parameters and their uncertainties as calculated by this study is reported in Appendix C for
the PWR, BWR, and VVER lattices. For each reactor type in section C.2, there are two datasets:
the first set (recommended) is based on using uncorrelated DND in the UQ process, while the
second set includes correlated DND for U-235 thermal data using the correlation matrix in Table
4.5 Loaiza and Haskin (2000). The numerical values are reported at six burnup steps. In this
section, the kinetic parameters for the three systems are presented in Table 4.7 at BOL. For PWR,
the dominant DNF group β4 uncertainty is about 7.5%. For BWR, the β4 uncertainty is 9.5%. For
VVER, the relative uncertainty is 7.6%. In general, PWR and VVER have lower uncertainties in
their kinetic parameters than BWR (see Table 4.7).
Table 4.7: Summary of kinetic parameters’ values and uncertainties at BOL for various LWR lattice
models in UAM benchmark
Parameter
PWR BWR VVER
Mean Std Std/Mean(%) Mean Std Std/Mean(%) Mean Std Std/Mean(%)
β1 2.105E-04 1.766E-05 8.4 2.053E-04 1.828E-05 8.9 2.093E-04 1.762E-05 8.4
β2 1.409E-03 8.974E-05 6.4 1.400E-03 1.050E-04 7.5 1.411E-03 8.964E-05 6.4
β3 1.290E-03 1.250E-04 9.7 1.293E-03 1.425E-04 11.0 1.292E-03 1.253E-04 9.7
β4 2.685E-03 2.016E-04 7.5 2.704E-03 2.550E-04 9.4 2.684E-03 2.037E-04 7.6
β5 8.851E-04 1.100E-04 12.4 9.212E-04 1.424E-04 15.5 8.841E-04 1.118E-04 12.6
β6 2.980E-04 5.065E-05 17.0 3.146E-04 5.921E-05 18.8 3.024E-04 5.089E-05 16.8
λ1(s
−1) 1.249E-02 2.402E-04 1.9 1.250E-02 2.474E-04 2.0 1.248E-02 2.374E-04 1.9
λ2(s
−1) 3.079E-02 7.865E-04 2.6 3.079E-02 7.942E-04 2.6 3.075E-02 7.714E-04 2.5
λ3(s
−1) 1.147E-01 3.567E-03 3.1 1.155E-01 3.799E-03 3.3 1.146E-01 3.552E-03 3.1
λ4(s
−1) 3.096E-01 9.954E-03 3.2 3.115E-01 1.051E-02 3.4 3.092E-01 9.855E-03 3.2
λ5(s
−1) 1.224E+00 1.072E-01 8.8 1.229E+00 1.069E-01 8.7 1.215E+00 1.063E-01 8.8
λ6(s
−1) 3.303E+00 2.580E-01 7.8 3.336E+00 2.623E-01 7.9 3.282E+00 2.531E-01 7.7
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The fundamental difference between the UQ approach adopted in this thesis and previous
studies is the explicit and individual treatment of each precursor group of the kinetic parameters.
This allows capturing more realistic uncertainty behaviour in the kinetic parameters. Majority of
the previous studies relied on the eigenvalue or the k-ratio approach which estimates βeff through
calculating the prompt (kp) and effective (keff ) multiplication factors. Due to the dependency of
βeff on keff , it is expected that the k-ratio approach to be driven by cross-section uncertainties as
observed by Kodeli (2013), Aures et al. (2017). Our precursor-group-based approach also included
the decay constant uncertainty, which is rarely considered in previous studies. Although any
differences in results between this thesis and the others can be attributed to differences in data
libraries, geometry, and material composition, the main reason is the difference in the methodology.
Based on the results presented in this section, kinetic parameters’ values and uncertainties are
sensitive to the fuel composition more than any other factor (which in turn affects the DND and
cross-sections). Consequently, the author recommends repeating the calculations in this thesis for
any new reactor design (especially advanced reactor designs) or covariance data library available
to see their effect on the final uncertainty. The data listed in this thesis can be used for testing
purposes, and for LWR designs that are similar to the designs in UAM benchmark.
4.6 Conclusions
In this chapter, a new data-driven framework is developed for UQ of reactor kinetic parameters,
where each precursor group is treated separately to calculate its delayed neutron fraction. A
comprehensive set of DND is collected from various delayed neutron experiments, which report
group fractions, group decay constant, and delayed neutron yield for different actinides. Two
major sources of uncertainty are considered: neutron cross-sections and nuclide-dependent DND.
The calculations are performed using TRITON lattice physics code and Sampler in the SCALE
code system. In this chapter, a new capability is developed in the SCALE code system to allow
propagation of DND uncertainties. The analysis of U-235 DND thermal fission data showed that
Tuttle data is a reliable source for the DND of major actinides, since it included revised data of
the previous delayed neutron experiments. Kinetic parameters’ sensitivity and uncertainty from
different perspectives are investigated and the following conclusions can be drawn from this chapter:
• Kinetic parameters, especially precursor-group DNFs (βi), have large uncertainties. Precursor
groups 5 and 6 (shortest half-life) are usually characterized by high uncertainty.
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• Sources for correlation data between the DND group parameters are limited. The usage of
correlated DND for U-235 in the UQ process reduces the uncertainty in the kinetic param-
eters significantly (due to the DND source). However, kinetic parameters’ uncertainties due
to uncorrelated DND are considered as the base data due to unavailability of correlation
information for most of the actinides.
• The cross-section uncertainties dominate the uncertainty in the DNF groups (for LWR de-
signs), mainly due to U-238 covariances (as revealed by a numerical test with high U-235
enrichment). On the other hand, DND shows larger contribution to the decay constant un-
certainties.
• Large void fraction and presence of neutron absorber (e.g. control rod) increase the DNF
uncertainty due to the neutron spectrum hardening.
• The uncertainty in the dominant DNF group β4 for PWR, BWR, and VVER is about 7.5%,
9.5%, and 7.6%, respectively. The uncertainty in DNF groups grows to larger values as
burnup increases, due to the depletion of U-235 and introduction of new actinides into the
fuel composition.
Kinetic parameters’ values and uncertainties provided by this thesis can be efficiently used in
subsequent core calculations, point reactor kinetics applications, control rod worth calculations,
and many other applications.
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Chapter 5
Applications of Reduced Order Modeling, Variance
Decomposition, and Data Assimilation to Delayed
Neutron Data
Introduction to the data assimilation process is presented in this chapter, while the literature
review for reduced order modeling (ROM) and sensitivity analysis are given in Chapter 6 and Chap-
ter 2, respectively. Data Assimilation (DA), inverse uncertainty quantification (IUQ), and model
calibration are terms used interchangeably to refer to the process of quantifying the uncertainty
in the input parameters given new observations obtained from experiments. DA is an approach
for combining experimental data (observations) with prior knowledge of physical phenomena (e.g.
mathematical representations) to obtain an estimate of the distribution of the true state of a pro-
cess Wikle and Berliner (2007). If the mathematical model is implemented in a computer code,
then this process aims to improve the performance of the code to predict the response of interest
(RoI) closer to the measured data and hence closer to the reality of interest. It is also called IUQ
because instead of quantifying the uncertainty in the RoI (i.e. forward UQ) using the input param-
eters’ uncertainty, the uncertainty in the input parameters is quantified using the RoI measured by
experiments.
The DA process needs two main components: a set of observations (i.e. data or experimental
measurements), and a priori model describing the process. DA problem is more evolved than the
forward UQ process. Issues related to DA could be summarized by the following Wikle and Berliner
(2007):
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1. Choice of the prior and likelihood functions is not always clear.
2. High dimensionality of the input parameter space could make the inverse problem intractable
and solution not unique.
3. If the process being studied is modeled by computer code that takes long simulation times,
then a direct inverse problem could be impractical.
4. Lack of experimental data in some fields could introduce doubts on the quality of DA results.
The Bayesian approach is by far the most common approach to implement DA. Bayesian frame-
work provides a coherent probabilistic approach for combining information. An excellent introduc-
tion to data assimilation through Bayesian approach is provided by Wikle and Berliner (2007). The
article discussed Bayesian framework with attention to data assimilation involving Monte Carlo
methods such as importance sampling, particle filtering, ensemble Kalman filtering, and Markov
Chain Monte Carlo sampling. Kennedy and O’Hagan (2001) described a Bayesian approach for
DA of computer models. The study described calibration of a code through adjusting the input
model parameters such that the discrepancy between the code and the observed data is reduced.
The integration to find the proportionality constant in the Bayesian equation was estimated using
simple quadrature rule, which is feasible only for small number of calibrated parameters.
Two different approaches have been used to solve the inverse problem: deterministic and
stochastic. In the deterministic approach, the calibrated parameter is estimated using determinis-
tic methods such as generalized least-squares without using Monte Carlo sampling. Deterministic
methods could be used in conjunction with Bayesian approach for parameter estimation. For exam-
ple, quadrature rules can be used to solve the integral in the Bayesian equation when the number
of calibrated parameters is small Kennedy and O’Hagan (2001). A study done by De Saint Jean
et al. (2015) used integral experiments to calibrate the input parameters using Bayesian framework.
The Laplace approximation is assumed to simplify the Bayes equation so that an analytical solution
can be obtained De Saint Jean et al. (2015),Williams et al. (2009).
In the stochastic or sampling approach, samples from the posterior distribution are generated
using sampling techniques such as Markov Chain Monte Carlo, importance sampling, acceptance-
rejection sampling, and others. However, the IUQ problem becomes more complicated when the
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input dimensionality is high. This makes the calculation of the proportionality constant in Bayesian
rule intractable through quadrature rules, and this is where sampling techniques become powerful.
Large numbers of Monte Carlo algorithms have been developed to sample from the posterior distri-
bution and some of these methods work for high dimensional problems. Khuwaileh and Turinsky
(2017) employed Delayed Rejection Adaptive Metropolis (DRAM) technique to solve the inverse
problem using 100,000 samples per Markov chain. Gaussian prior distribution based on the 44-
group covariance library was used for the nuclear cross-sections, and uniform distribution was used
for the thermal hydraulics parameters, namely, gap conductance and grid loss coefficient Khuwaileh
(2015). However, synthetic data was used in this study, which makes it suitable for methodology
verification, not for model assessment.
A plenty of studies has been done on DA for LWR applications either in nuclear data or in
other related fields. The reader is referred to the following references for more info: Wu and
Kozlowski (2017) for DA with application on point reactor kinetics equation, Wu et al. (2017b), Hu
and Kozlowski (2016), and Shrestha and Kozlowski (2016) for thermal hydraulic input parameters
calibration with application to the TRACE system code, Alhassan et al. (2016) for uncertainty
reduction through total Monte Carlo and benchmark data, Heo et al. (2013) for DA and UQ of
small modular reactors with application to thermal hydraulics, Ivanova et al. (2014) for nuclear
data adjustment of fast reactors, and Abdel-Khalik et al. (2008a) for a general review of UQ, SA,
and DA for nuclear systems.
5.1 Reduced Order Modeling
5.1.1 Multiple Linear Regression
Multiple linear regression (MLR) is a very common method to model the relationship between
the response and the input/predictor variables. MLR is considered the first step to fit and analyze
models where linear relationship is expected between the response and its predictors Preacher et al.
(2006); Myers and Myers (1990). Least-squares are commonly used to find the coefficients of the
model Geladi and Kowalski (1986). A linear model between the response (yi) and predictors (input
parameters) can be expressed as follows
yi = α0 + α1xi1 + α2xi2 + · · ·+ αp−1xi(p−1) + εi, i = 1, 2, . . . , n, (5.1)
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where εi ∼ N(0, σ2) is the error or noise term. For this model, we have p−1 independent variables,
x1, x2, · · · , xp−1, which are the fundamental delayed neutron data in this chapter. In addition,
there are a total of p parameters (α0, ..., αp−1) to be determined to fit the model. The response (yi)
could be one of the group-wise DNFs (e.g. β1, ..., β6). If we have n different realizations of both
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or in succinct form
~Y = X~α+ ~ε. (5.3)
The coefficients αi can be estimated by minimizing the following function
f(α0, α1, α2, · · · , αp−1) =
n∑
i=1
(yi − (α0 + α1xi1 + α2xi2 + · · ·+ αp−1xi(p−1)))2. (5.4)






where ~̂α is the vector of coefficients determined by least-squares. The main limitation of MLR is
that it requires linearity between the predictors and the response, if this assumption is violated,
the performance of the MLR model can be very poor.
5.1.2 Gaussian Process Modeling
Gaussian Process (GP) modeling, also known as Kriging, was originally developed for prediction
of minerals distribution over an area of interest given a known set of sampled sites. The method
was later extended to engineering applications to replace complex computer models by a simple
model that takes much less time to run. The GP model is a generalized regression model tuned by
Gaussian random process to make the process stochastic. The advantage of GP over MLR is that
it could be used for non-linear regression if a non-linearity is observed between the input and the
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output. However, GP is more expensive to evaluate and more difficult to implement than MLR.
The complete description of the GP theory is presented in Chapter 6 when it is connected to the
development of deep GP models. The reader is referred to that chapter for more details.
It is worth mentioning that the predictive capability of the GP model deteriorates as the di-
mensionality of the problem increases. Therefore, sensitivity analysis should be conducted first to
identify the key DND for the isotopes considered and then the GP model is created based on these
key parameters. An important aspect of model construction is that the number of observations
(realizations) of the input and output variables should be large enough to cover the input space.
If small number of observations is used to fit a large number of input parameters, the model per-
formance could be poor Marrel et al. (2008). In this work, 1000 observations are generated from
SCALE which are sufficient to construct surrogate models given that the maximum dimensionality
of the problem will be p = 39. Additional details for the usage of GP modeling in computer models
can be found in Martin and Simpson (2005).
5.2 Data Assimilation
The inverse problem is formulated based on the Bayesian framework. The major objective of
this DA is to implement and develop an MCMC-based DA framework to be used with our master
framework developed in this thesis. The application is demonstrated using synthetic DNF data.
Consider a general model ~yM (~x, ~θ) where ~yM is the model output, response, or quantity of interest.
In this chapter, ~yM refers to the SCALE code system, which is a computer model. The vector ~x
represents the code input parameters which represent explanatory or independent variables, and ~θ
is the vector of calibration or model parameters. The explanatory variables refer to the variables
that change between experiments such as initial and boundary conditions. The model parameters
are for example tuning parameters like multiplicative or additive factors, and physical constants
that are difficult to measure such as heat transfer coefficient and gap conductance. The inverse or
DA problem aims to calibrate the second category to reduce the discrepancy between predictive
simulations and experimental data. More discussions on parametric uncertainty in nuclear and en-
gineering computer models are presented in Chapter 8 when analyzing model-form and predictive
uncertainty.
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Without loss of generality, we will remove the ~θ from the notation in all of the following de-
scription, and we will use ~x to refer to the calibrated parameters, which are the fundamental DND
in this section.
Any mathematical or computer model is a reduced representation of reality due to our in-
complete understanding of the underlying physics. Therefore, any model is expected to have an
uncertainty that justifies its discrepancy from the reality. We define δ(x) which is called model
discrepancy or model deficiency (see also Chapter 8). We can write the general relation between
model and reality ~yR(x) as
~yR(x) = ~yM (x) + δ(x). (5.6)
The reality can be represented by experimental measurements ~yE(~x) which also have error
or noise. Therefore, Eq.(5.6) can be rewritten in terms of computer model and experimental
measurement as follows
~yE(x) = ~yM (x) + δ(x) + ε, (5.7)
where ε ∼ N(µe,Σe) is the experimental error. It is widely accepted to assume µe = 0 as well
as homoscedastic error between the measurements as the covariance matrix can be expressed by
Σe = σ
2
eI. Eq.(5.7) is known as model updating equation according to Arendt et al. (2012). A
challenging point in this equation originates from defining the model discrepancy or predictive
uncertainty of the model. Unfortunately, identifying such model discrepancy is a challenging task
and active area of research. Gaussian process modeling and Bayesian model averaging can be used
to infer this kind of uncertainty.
5.2.1 Bayesian Formulation
We can write the Bayes rule in proportional form to seek the posterior distribution of the input
parameters ~x given new observations from experiments or expert judgments as
p(~x|~yE) ∝ L(~yE |~x)p(~x), (5.8)
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where p(~x|~yE) is the posterior distribution, L(~yE |~x) is the likelihood, and p(~x) is the prior distri-





Each of the three distributions can be defined as follows:
1. Prior : it expresses our prior belief about ~x before finding new observations.
2. Likelihood : for a given set of observed data, the likelihood function measures the probability
of observing the data given the prior parameter values.
3. Posterior : it expresses our belief about ~x after incorporating the new observations ~yE .
The advantage of this work is that the input parameters ~x (i.e. DND) have been measured
experimentally before, so that assuming uninformative or uniform prior for the parameters is not
needed. In general, wide uniform prior distribution makes the DA problem more difficult, espe-
cially with small number of data. First, determining lower and upper bounds for the parameter
distribution could be subjective and could change the DA results. In addition, for a limited number
of observations, which is usually the case for nuclear experiments, the effect of the prior will be
dominant. Given the parameters in Tables 4.1-4.3, the prior for DND can be assumed to follow a
univariate normal distribution with mean and variance equal to the values listed in these tables.
Therefore, the prior can be written as
p(~x) ∼ N( ~µ0,Σ0) =
1√
2π|Σ0|
exp[−0.5(x− ~µ0)TΣ−10 (x− ~µ0)]. (5.10)
The likelihood function is a key component of the DA problem and it requires careful con-















where N is the total number of observations, yEi is the i
th observed data point, yMi is the model
prediction of that data point, and σe is the experimental error associated with y
E
i . Notice that in
Eq.(5.11), a constant experimental error is assumed for all data points. In general, we can define
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the covariance of the likelihood as a sum of three different components as
Σ = Σe + ΣM + Σcode, (5.12)
where Σe is the experimental covariance matrix with diagonal entries equal to the experimental
variance, and off-diagonal entries correspond to the correlation between the experiments (if any).
The second component ΣM refers to the model discrepancy or uncertainty which will not be consid-
ered in this chapter due to the limited experimental data available to infer the model uncertainty
for the code being used in simulation. A rigorous DA framework with Gaussian process used to
model the discrepancy term was developed here Wu et al. (2018c). Also, an integrated framework
is developed in Chapter 8 to quantify predictive and model-form uncertainty for nuclear computer
models. The third component Σcode refers to the interpolation error which could result from re-
placing high-fidelity models with reduced order models. Therefore, the likelihood in (5.11) can be
written in more general form as






(~yE − ~yM )TΣ−1(~yE − ~yM )
]
, (5.13)







(~yE − ~yM )TΣ−1(~yE − ~yM )− 1
2
(x− ~µ0)TΣ−10 (x− ~µ0)
]
. (5.14)
Table 5.1 shows the synthetic data used in the data assimilation problem which is derived based
on UO2 pin-cell geometry. Real experimental data can be used if they are available.
5.2.2 Adaptive MCMC Techniques
Four different MCMC techniques are used to sample from the posterior distribution, which
is intractable analytically. The algorithms are Adaptive Metropolis (AM), Rao-Blackwell (RB)
Adaptive Metropolis, Adaptive Metropolis with Adaptive Scaling (AMAS), and Single Component-
wise Adaptive Metropolis (SCAM). Although, the first three algorithms are most common to use
for sampling from posterior distributions, the last one is designed especially to sample from high
dimensional posteriors. These techniques are discussed below.
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Adaptive Metropolis (AM) Algorithm
Before describing the adaptive MCMC techniques, it is worth describing the Metropolis-Hastings
(MH) algorithm, which is the basis for all adaptive algorithms. MH relies on the proposal distri-
bution, i.e. q(x, .) to generate transitions from the Markov chain from X to Y . The transition is
accepted or rejected based on the following condition







For symmetric proposals (e.g. Gaussian), q(X,Y ) = q(Y,X). The steps for MH algorithm is
described in algorithm 4. We can see that MH is very dependent on the proposal choice, if the
proposal distribution is far from the target (i.e. p(Y )), a poor sampling performance is expected.
Unfortunately, selecting a good proposal distribution is not easy especially for high dimensional
problems where the target distribution structure is intractable.
This challenge has led to the new family of MCMC techniques called adaptive MCMC, where the
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proposal distribution is adjusted during sampling to be closer to the target, based on the samples
analyzed previously in the chain. Among the adaptive techniques, Adaptive Metropolis (AM)
algorithm is the most common, where the proposal distribution is assumed to be a multivariate
Gaussian with mean equal to the current chain state and covariance updated recursively. The key
point behind AM is updating the proposal covariance to converge to the covariance of the target
distribution. In this work, the initial covariance matrix of the proposal is assumed to be the prior
covariance. The covariance matrix is also tuned by a scaling parameter λ, where for AM this scaling
factor is not updated and set to 2.38
2
d , where d is the number of parameters to be updated. This
value of λ was suggested by Haario et al. (2001). The AM algorithm is described in algorithm 5.
Algorithm 4 Metropolis-Hastings Algorithm
Initialize ~x0
Set number of states N
Pick an appropriate proposal distribution q(x|.)
for i = 1 to N do
Sample ~xnew ∼ q(xi|.)






Generate a uniform random number η between [0, 1]





Algorithm 5 Adaptive Metropolis (AM) Algorithm
Initialize ~x0, ~µ0, Σ0
Set number of states N
for i = 1 to N do
Sample ~xnew ∼ N (~xi, λΣi)






Generate a uniform random number η between [0, 1]





Update ~µi: ~µi+1 = ~µi + γi+1(~xi+1 − ~µi)
Update Σi: Σi+1 = Σi + γi+1[(~xi+1 − ~µi)(~xi+1 − ~µi)T − Σi]
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Rao-Blackwell (RB) Adaptive Metropolis Algorithm
RB Andrieu and Thoms (2008) technique is similar to AM in concept, except that this approach
adjusts the covariance matrix using the current acceptance probability (αi). The covariance matrix
is updated by averaging the previous and current estimate based on the acceptance probability.
This method was applied by Wu et al. (2017c) for DA application to thermal hydraulic parameters.
The RB algorithm is described in algorithm 6.
Algorithm 6 Rao-Blackwell (RB) Adaptive Metropolis Algorithm
Initialize ~x0, ~µ0, Σ0
Set number of states N
for i = 1 to N do
Sample ~xnew ∼ N (~xi, λΣi)






Generate a uniform random number η between [0, 1]





Calculate ~xi+1 = αi~x
new + (1− αi)~xi
Calculate (~xi+1 − ~µi)(~xi+1 − ~µi)T = αi(~xnew − ~µi)(~xnew − ~µi)T + (1− αi)(~xi − ~µi)(~xi − ~µi)T
Update ~µi: ~µi+1 = ~µi + γi+1(~xi+1 − ~µi)
Update Σi: Σi+1 = Σi + γi+1[(~xi+1 − ~µi)(~xi+1 − ~µi)T − Σi]
Adaptive Metropolis with Adaptive Scaling (AMAS) Algorithm
For AMAS Andrieu and Thoms (2008); Atchade (2006), the scaling factor of the covariance
matrix is updated in each time step instead of assuming it a constant (i.e. 2.38
2
d ). Notice that
time step terminology in MCMC refers to the states of the Markov Chain. The intuition behind
AMAS is straightforward. After several time steps, estimate the acceptance rate, if it is too high,
increase λ to make the proposal wider. However, if the acceptance rate is low, decrease λ. Another
property of AMAS is that log(λ) is updated instead of λ to ensure that λ remains positive. For
each adaptive step, the current acceptance rate is compared to an optimal acceptance rate, and
log(λ) is updated based on the optimal acceptance rate. The optimal acceptance rate suggested
by several studies is 0.234 Andrieu and Thoms (2008); Atchade (2006). The AMAS algorithm is
described in algorithm 7.
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Algorithm 7 Adaptive Metropolis with Adaptive Scaling (AMAS) Algorithm
Initialize ~x0, ~µ0, Σ0, λ0 = 2.38
2/d
Set number of states N
for i = 1 to N do
Sample ~xnew ∼ N (~xi, λiΣi)






Generate a uniform random number η between [0, 1]





Update ~µi: ~µi+1 = ~µi + γi+1(~xi+1 − ~µi)
Update Σi: Σi+1 = Σi + γi+1[(~xi+1 − ~µi)(~xi+1 − ~µi)T − Σi]
Update λi: log(λi+1) = log(λi) + γi+1(αi − αopt)
Single Component-wise Adaptive Metropolis (SCAM)
SCAM Haario et al. (2005); Andrieu and Thoms (2008) is based on performing adaptation for
each component (i.e. parameter) in the chain. This is different than adapting the whole parame-
ter block at once. The previous techniques proved to perform well for low-dimensional problems.
SCAM is designed to sample from high dimensional posteriors. For AM, the proposal is multivari-
ate Gaussian where the covariance is updated each time step. For SCAM, the proposal is assumed
to be univariate normal distribution with mean equal to the current state and variance updated
according to the variance of the previous time steps. Note that we are using the concept of variance
for normal distribution and covariance matrix for multivariate normal distribution. Also, adaptive
scaling of the variance is performed similar to AMAS.
For this chapter, we decided to perform adaptation after the parameter-block is finished, and
also we assumed the variance scaling to be the same for all components/parameters. These mod-
ifications will accelerate the performance of SCAM instead of adapting at each time step and for
each component. In general, SCAM allows the chain to explore each parameter independently.
The main disadvantage of SCAM is that it needs another loop through the parameters besides the
time step (Markov Chain state) loop, which implies that it is more expensive than other adaptive
MCMC techniques. However, SCAM usually converges faster than the other methods due to its
detailed exploration approach. The SCAM algorithm is described in algorithm 8.
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Algorithm 8 Single Component-wise Adaptive Metropolis (SCAM) Algorithm
Initialize ~xj0(j = 1, .., d), v
j
0, λ0 = 2.38
2/d, A = 0
Set number of states N
for i = 1 to N do
for j = 1 to d do

















i−1 , ..., x
d
i−1|~yE)








Generate a uniform random number η between [0, 1]






















Update ~vi: ~vi+1 =
i−1




i − i+1i ~xi
2
Update λi: log(λi+1) = log(λi) + γi+1(r̂i − αopt)
5.3 Results and Discussion
5.3.1 DND Local Sensitivity Analysis
Local sensitivity analysis methods investigate how the response of interest changes with chang-
ing each input parameter individually. Direct perturbation or One-At-a-Time (OAT) is the most
common and simple local method to be used. The sensitivity index for each input parameter can
be calculated by evaluating partial derivatives with respect to each input parameter. In this case,
input parameters are DND (e.g. aj,i, λj,i) and the response is the kinetic parameters (e.g. β1, λ4).
The sensitivity index can be determined numerically using first-order finite difference. The OAT
approach is described in detail in Chapter 2 and section 2.1.
As mentioned before, the framework gives the user access to the DND libraries such that they
could be replaced with other libraries from other sources or with libraries sampled using different
methods and/or random distributions. In this section, we replaced the globally and randomly sam-
pled libraries, with a set of point-wise perturbed libraries which contain a single 1% perturbation
for each nuclide-dependent DND. In general, the isotopes with either fast or thermal set have a
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total of 13 perturbations (6 aj,i, 6 λj,i, and 1 Yj), while those with both sets have 26 perturbations.
Some isotopes (e.g. U-232) have zero reported group parameters for group 6, and these are also
excluded from the perturbation. It is expected for LWR applications that many of the isotopes/ac-
tinides to have insignificant effect on the kinetic parameters, due to the fuel composition content
and actinides released during operation. We present the sensitivity coefficients for three selected
βi’s in Figure 5.1 and for three selected λi’s in Figure 5.2. The results include sensitivities at BOL
(0 GWD/MTU) and EOL (∼ 65 GWD/MTU) for a PWR pin-cell geometry. It is worth mentioning
that in Figures 5.1-5.2, only sensitivities larger than 0.01 are reported. Since the DND parameters
are assumed to be uncorrelated, the local perturbation approach can capture their sensitivity.
First, we define the notation for DND parameters which is used to refer to them in this section
XIsotopei;j ,
where X is the delayed neutron parameter (e.g. a, λ, Y ), i is the precursor group (i = 1, 2, .., 6), j
is the energy group (j = 1 for fast and j = 2 for thermal), and Isotope refers to the actinide isotope
(e.g. U-235, U-238, Pu-239). For example, aU2353;2 is the fractional group yield for the precursor
group 3 due to thermal fission in U-235 isotope, λPu2391;1 is the decay constant of the first precursor
group due to fast fission in Pu-239, and Y U2381 is the fractional delayed neutron yield emitted due
to fast fission in U-238.
The results for βi responses show that at BOL, there are three major sensitive DND related to
U-235 and U-238. These parameters are the group fractions resulting from thermal and fast fission
of U-235, and fast fission of U-238 of the corresponding precursor group. For example, β3 is sensitive
to DND of the third precursor group parameters (i.e. a3;1, a3;2) and so on for the other precursor
groups. In general at BOL, aU235i;2 is the most sensitive parameter for βi’s. After depletion, the
group fraction parameters of Pu-239 and Pu-241 started to show sensitivity. Due to the decrease
in U-235 concentration after fuel depletion, the sensitivity associated with U-235 parameters expe-
rienced a significant decrease, especially the thermal group fraction parameter (aU235i;2 ). At EOL,
the contribution from Pu-239 and U-238 parameters are more dominant. It is worth mentioning
that sensitivity coefficients here can be used to obtain a first estimate about the DND parameters
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Figure 5.1: Sensitivity coefficients of three DNF responses at BOL and EOL using direct pertur-
bations for a PWR pin-cell
causing the uncertainty in βi’s. However, sensitivity alone cannot be used for final identification,
the uncertainty of each parameter also plays a major role. At the end, the most sensitive and
uncertain parameters are the ones that cause large uncertainty in the kinetic parameters.
For decay constant responses, we can observe sensitivity from both group fraction and group
decay constant. Similar to βi trend, the thermal decay constant parameter of U-235 (i.e. λ
U235
i,2 )
shows the largest sensitivity at BOL. At EOL, the long-lived groups show largest sensitivity to
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Figure 5.2: Sensitivity coefficients of three decay constant responses at BOL and EOL using direct
perturbations for a PWR pin-cell
Pu-239 decay constant group parameters, while the short-lived groups show it to those of U-
238. In addition, the group fraction parameters (ai,j) show negative sensitivity to decay constant
responses in general. Two important notes should be mentioned here: (1) as mentioned before, those
sensitivity coefficients cannot be used alone to infer the uncertainty in the kinetic parameters, a
variance-based sensitivity analysis is needed for this purpose, (2) the sensitivity at EOL is subjective
to the burnup value used, a different burnup value could change the ranking and the coefficient
value. However, it is expected that earlier in cycle, U-235 parameters are expected to have more
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weight than Pu-239 parameters.
5.3.2 Results of ROM
The sensitivity coefficients calculated in the previous subsection 5.3.1 can be used to identify
the most sensitive delayed neutron parameters to be used in ROM construction. Since we are
considering only BOL analysis without fuel depletion in LWRs, DND for two major isotopes are
considered: U-235 and U-238. The total number of delayed neutron parameters for U-235 is 26
while for U-238 is 13, since there are no delayed neutron parameters associated with thermal fission
of U-238.
ROM based on the sensitive parameters have been constructed using MLR and GP methods.
One thousand samples are used to construct and validate the ROM. The 70/30 criterion is used
in splitting the samples, 70% of the samples are used to train the model, while the remaining 30%
are kept for model validation. The purpose of the surrogate/ROM is to replace the TRITON/T-
DEPL computer model with a low-order model that has negligible computational cost and sufficient
accuracy. The problem has 6 responses (i.e. β1, ..., β6). We discuss the results for only β1 for the
sake of demonstration. Figure 5.3 shows the plot of the residuals between the code and surrogate
predictions (i.e. Y − Ŷ ) obtained by the MLR and GP surrogate models. The small residuals
show that the surrogate models are able to reproduce the code results outside the training set. To
provide a quantitative assessment of the surrogate models, it is worth to use classical validation
metrics in machine learning for model evaluation. The mathematical definition of the validation
metrics is presented later in section 6.3. The mean squared error (MSE) and Q2 (coefficient of
determination in the validation set) measure the accuracy of the surrogate model (see section 6.3).
The values of the two prescribed metrics are listed for both MLR and GP models in Table 5.2. We
can observe that the two metrics in Table 5.2 demonstrate that the surrogate models constructed
in this chapter have excellent prediction performance.




The previous discussion shows that the prediction performance of the surrogate models is good
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Figure 5.3: Surrogate residuals for the validation samples for MLR (left) and GP(right) models
for β1. Therefore, the current methods can be used for other responses and also for UQ of the DNF
responses. Table 5.3 compares the mean, standard deviation, and relative difference as calculated
by SCALE (TRITON/T-DEPL) code, MLR surrogate, and GP surrogate for delayed neutron
fractions (i.e. β1, .., β6). It is important to note that the results in Table 5.3 include ONLY delayed
neutron parameters’ uncertainties without including fission cross-section uncertainties. Also the
results are based on unnormalized group fractions (to show the effect of normalization in reducing
the DND contribution), which gave slightly higher DND uncertainty contribution compared to
Figure 4.11(a). The uncertainty results in Table 5.3 are reported based on analyzing the validation
samples since the results are already available from SCALE. We can see that the surrogate and
code predictions of the mean and standard deviation of the DNFs have a very good agreement.
The main advantage of the surrogate models is their low computational cost. Table 5.4 shows
that SCALE forward simulations take 25 hours to complete the brute-force UQ while the surrogate
models take less than a second to reproduce the code results. Consequently, surrogate models can
be used efficiently for UQ with larger number of samples. Figure 5.4 shows the histograms of the
DNF responses using the surrogate models with 10000 samples. The uncertainty in the group-wise
DNFs is generally high due to the fundamental DND. However, these results do not include both the
cross-section uncertainties and correlation between the delayed neutron data which could change
the DNF uncertainties.
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the six DNF responses using the three methods based on 300 samples
Response
MLR GP SCALE





β1 2.086E-04 1.939E-05 9.30 2.085E-04 1.933E-05 9.27 2.086E-04 1.948E-05 9.34
β2 1.418E-03 4.946E-05 3.49 1.418E-03 4.903E-05 3.46 1.418E-03 4.935E-05 3.48
β3 1.301E-03 7.996E-05 6.14 1.301E-03 7.946E-05 6.11 1.301E-03 8.041E-05 6.18
β4 2.757E-03 5.470E-05 1.98 2.757E-03 5.349E-05 1.94 2.758E-03 5.506E-05 2.00
β5 9.618E-04 6.006E-05 6.24 9.617E-04 5.816E-05 6.05 9.615E-04 6.016E-05 6.26
β6 3.220E-04 1.806E-05 5.61 3.220E-04 1.795E-05 5.57 3.220E-04 1.810E-05 5.62
Table 5.4: Computational time required to perform UQ based on 300 samples
MLR GP SCALE
Time 0.06 s 0.22 s 25.00 hr
Figure 5.4: Histograms of the DNF responses as evaluated by surrogate models due to unnormalized
fundamental delayed neutron data
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5.3.3 DND Analysis of Variance
Description of the SA methods used in this section is presented previously in Chapter 2 and
Chapter 3. The reader is encouraged to review these chapters for more information. The response
variance analyzed in this section is the decay constant of the second precursor group after fuel
burnup (λ2).
Since fuel depletion is considered, the dimensionality is expected to increase due to the produc-
tion of new actinides that will contribute to delayed neutron emission. The discharge burnup is 30
GWD/MTU. The response of interest is the homogenized decay constant for the second precursor
group (λ2). The initial dimensionality for this case is 91 decomposed as follows: 26 for U-235 (ther-
mal and fast), 13 for U-238 (fast only), 26 for Pu-239 (thermal and fast), 13 for Pu-240 (fast only),
and 13 for Pu-241 (thermal only). Since constructing and evaluating ROM with 91 parameters are
expensive, especially that not all of these parameters are active, PRCC (partial rank correlation
coefficient) results are used to reduce the diemnsionality of the problem, and Sobol indices are
calculated using ROM with the reduced space instead of the full space (see section 2.1 for more
information about PRCC). The results of PRCC for λ2 for the first 12 key parameters (out of 91)
are shown in Figure 5.5. The results show that the second precursor decay constant parameters




2,2 show close PRCC values. In general, decay
constant parameters λ2,j ’s have the largest sensitivity for λ2 at this burnup.
Afterward, only parameters with |PRCC| > 0.03 are kept for the final ROM construction. The
threshold value is arbitrary and it should preserve all influential parameters. The analysis shows
that 38 parameters out of the 91 have |PRCC| > 0.03. To ensure that this dimensionality reduction
did not deteriorate the ROM prediction performance, the residual (i.e. YCode − YROM ) is plotted
in Figure 5.6 for both ROMs when using the full space (91) and reduced space (38). Clearly, we
can observe that negligible loss of accuracy occurred after the dimensionality reduction, since both
residuals are on order of 10−4. The value of the mean squared error (MSE) for both ROMs are
very close (∼ 1.95×10−9). The results of Sobol indices for λ2 are shown in Figure 5.7, which shows
only the first 6 key DND parameters out of the 39 considered. Again, we can see a good agreement
between the ranking given by both Sobol and PRCC for λ2. All decay constant parameters λ2,j ’s
are the most uncertain parameters for this response. Both λU2352,2 and λ
Pu239
2,2 contribute to about
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Figure 5.5: PRCC results for λ2 response (only the first 12 key parameters are shown)
Figure 5.6: Residuals of two ROMs based on the full and reduced input space for λ2 response
92% of the total variance in λ2, followed by a small contribution from the fast decay constant
parameters in U-235 and U-238. The 6 parameters shown in Figure 5.7 explain about 99.4% of the
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total λ2 variance, which means that the rest of the 91 parameters contribute less than 1% to λ2
variance. Finally, it is worth mentioning that Sobol indices perform well for uncorrelated inputs
as given by the original assumption by Sobol. If correlated input data is considered, alternative
approaches should be used. For example, we demonstrate the concept of Shapley effect in Chapter
3 as a superior technique for variance-based sensitivity analysis for correlated inputs. In addition,
Sobol definition can be modified to account for correlated inputs as given by Mara and Tarantola
(2012).
Figure 5.7: Sobol indices results for λ2 response (only the first 6 key parameters are shown)
5.3.4 Results of DA
Algorithms 5–8 are used for MCMC sampling. To ensure consistency between the chains, 5000
samples are used as burnin samples and they are discarded. These burnin samples help the chain
to start faster mixing by discarding the initial samples which have low quality. After the burnin
period, a total of 100,000 samples is generated, and then 1 sample is kept for every 5 samples (not
used in SCAM) to allow thinning of the chain, leaving us with 20000 accepted samples. Chain
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thinning is a common MCMC practice to reduce auto-correlation between the samples. Figure 5.8
shows the trace plots for two selected parameters considering all MCMC chains described before.
The trace plots show a very good mixing behavior by all chains. Good mixing implies that the
chain explores different locations of the target posterior distribution and the chain is not stuck in
certain locations of the posterior. Also, we can observe that all MCMC samples are enforced to be
positive since negative values for DND parameters are not physical.
Figure 5.8: Trace plots for different MCMC chains for two selected DND parameters
To show the agreement between the MCMC chains in solving the inverse problem, 5.9 shows the
histogram of the samples as calculated by different MCMC chains, while Figures 5.10-5.11 show the
convergence of the mean and standard deviation values for two selected parameters, respectively.
We can observe that the histograms of the samples agree very well between the four MCMC chains.
Also, the mean and standard deviation values converge to similar values by all MCMC chains. The
slight differences are expected due to the statistical nature of the process, beside the fact that the
y-axis scale in Figures 5.10-5.11 is small, and it magnifies small differences. The convergence plots
show that ∼ 104 samples are sufficient to converge. The advantage of SCAM over other MCMC
chains can be observed by its relatively quicker convergence compared to AM, AMAS, and RB, as
expected from its detailed exploration behavior.
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Figure 5.9: Histograms sampled using different MCMC methods for two selected DND parameters
Figure 5.10: Convergence of the mean using different MCMC methods for two selected DND
parameters
Figure 5.12 shows auto-correlation plots as generated by the four MCMC chains. The plots
show a quick decay of the auto-correlation for all MCMC chains especially for those where thin-
ning is used (i.e. AM, RB, and AMAS). The decay for SCAM is a little slower because thinning is
avoided to reduce the computational cost of SCAM. In general, low auto-correlation means that the
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Figure 5.11: Convergence of the standard deviation using different MCMC methods for two selected
DND parameters
MCMC samples are not highly correlated, which implies that the MCMC chain explores different
locations of the target distribution. Table 5.5 lists the mean and standard deviation of selected
DND parameters as calculated by various MCMC chains.
Figure 5.12: Autocorrelation plots of different MCMC chains for a selected DND parameter (aU2353,2 )
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Table 5.5: Comparison of the mean and standard deviation by various MCMC chains for selected
parameters
Parameter AM RB AMAS SCAM
µ σ µ σ µ σ µ σ
aU2353,2 0.154 0.017 0.154 0.016 0.155 0.017 0.154 0.017
aU2355,2 0.105 0.011 0.105 0.011 0.104 0.011 0.105 0.011
aU2354,2 0.388 0.009 0.388 0.009 0.388 0.009 0.387 0.01
aU2352,2 0.215 0.007 0.216 0.007 0.215 0.007 0.215 0.007
aU2353,1 0.18 0.023 0.179 0.023 0.179 0.023 0.181 0.024
aU2356,2 0.041 0.004 0.041 0.004 0.041 0.004 0.041 0.004
Based on the previous diagnostics of MCMC chains, we will choose SCAM as our base MCMC
technique due to its high dimensional nature and inclusion of most of the features of the other
MCMC algorithms. Figure 5.13 shows the convergence of the mean and standard deviation of all
12 DND parameters considered in this chapter. The results are shown for the first 5000 samples
out of the 20000 accepted samples. The mean value converges quickly for all parameters after
2000 samples. The standard deviation converges slower than the mean, but still within the 5000
samples. Since a Gaussian prior is assumed for all DND parameters, and since the likelihood
function is also Gaussian, we expect the posterior distribution for all DND parameters to follow
Gaussian distribution based on the conjugate distribution rules. Figure 5.14 proves the previous
conclusion as normal distribution is the best fitting choice for all DND parameters.
5.4 Conclusions
In this chapter, three major UQ tasks are preformed over the DND parameters developed under
the kinetics framework. The first is using multiple linear regression and GP as ROM or surrogate
models to replace the SCALE high-fidelity models and use these ROM for efficient uncertainty
propagation of the DNF. Afterward, the ROMs are used to decompose the variance in a burnup-
dependent kinetic parameters. Sobol indices used in Chapter 3 are utilized for analysis of variance
of burnup-dependent decay constant. Finally, the sensitivity analysis and ROM results are used in
conjunction to compare four MCMC techniques in a DA or inverse UQ problem. The three UQ
problems studied here are used extensively in this framework to better understand reactor uncer-
tainties.
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Figure 5.13: Convergence of the mean and standard deviation of all DND parameters considered
based on SCAM chain
Figure 5.14: Fitted distributions of all DND parameters considered based on SCAM chain
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Introducing Deep Artificial Intelligence Concepts for
Deep Modeling and Uncertainty Quantification
With the sharp growth in artifical intellgence development, researchers started to utilize deep
learning and neural networks for many applications such as pattern recognition, big data analysis,
signal processing, text generation, automatic game playing, and many other applications LeCun
et al. (2015); Deng et al. (2014). UQ also can be one of these applications, as supervised deep
models can be used as surrogate models such that both model nonlinearity and high dimension-
ality can be captured Tripathy and Bilionis (2018). Deep learning is a form of machine learning
that relies on multiple processing layers to learn representations of big datasets with abstract and
complex structure. Therefore, deep networks are expected to avoid the“curse of dimensionality”,
which is a major problem for large-scale models with complex structure and large number of inputs
Poggio et al. (2017); Erfani et al. (2016); Keogh and Mueen (2011). Common deep learning models
available are deep neural networks (DNN) Liu et al. (2017) and deep GP Damianou and Lawrence
(2013). Application of DNN for high dimensional UQ problems was performed by Tripathy and
Bilionis (2018), where the network parameterization was done through recovering a low-dimensional
nonlinear active subspace. A Bayesian fully convolutional encoder–decoder network for surrogate
modeling and uncertainty quantification was introduced by Zhu and Zabaras (2018), with appli-
cation to stochastic partial differential equations. The method showed a very good performance
with dimensionality up to 4000 parameters. A novel deep Gaussian processes (DeepGP) framework
was developed in the PhD thesis of Damianou (2015) based on variational inference. DeepGP is a
generalization of the regular GP, where each layer is modeled as an output of a multivariate GP,
with inputs governed by another GP. Applications of DeepGP in image recognition and system
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identification can be found in Dai et al. (2015); Mattos et al. (2017).
Group Method of Data Handling (GMDH) networks Ivakhnenko (1968, 1971) are considered
one of the first deep learning methods Schmidhuber (2015). GMDH has been developed with an
aim of parametric optimization and mathematical modeling of complex systems. The GMDH was
revisited and developed further by S.J. Farlow in Farlow (1981). A review by Ivakhnenko and
Ivakhnenko (1995) highlighted the problems that can be solved by GMDH such as pattern recog-
nition, clustering, prediction, and many others. GMDH networks are created based on a special
polynomial activation functions called Kolmogorov–Gabor polynomials, which are widely used to
evolve general non-linear models Ivakhnenko (1970). GMDH can be used in both supervised and
unsupervised forms, even though the supervised algorithms are more common. Given a training
dataset, GMDH layers are incrementally grown and trained by regression methods. External valida-
tion criterion is used to optimize the neurons within the hidden layers to stop training. GMDH was
utilized in many applications such as semiconductor manufacturing Jia et al. (2018), recognition of
medical image of blood vessels Kondo and Ueno (2008), fault identification Witczak et al. (2006),
fluid flow simulations Dolati et al. (2017), and many more. For nuclear applications, GMDH was
used for predicting the beak size in loss of coolant accidents Tian et al. (2018), heat transfer appli-
cations Cong et al. (2013), reactor power shaping and sensing Park and Shin (2014); Khoshahval
et al. (2018), and monitoring and fault diagnosis in steam generators and thermal systems Lu and
Upadhyaya (2005); Kim et al. (2014).
Uncertainty quantification helps engineering areas to optimize and develop designs with com-
plex structure Smith (2013). UQ helps analysts to characterize the system performance, sensitivity,
and uncertainty under normal and accident scenarios. UQ tasks such as global sensitivity analysis,
variance decomposition, uncertainty prorogation (or forward UQ), inverse problems, and model
calibration require repetitive executions of the model, which is usually a costly black-box model,
making these UQ tasks impractical or even prohibited Kennedy and O’Hagan (2001); Wang and
Shan (2007). The common practice is to replace the original high-fidelity model with a substi-
tute called surrogate model, metamodel, or reduced order model (ROM), which runs significantly
faster. The surrogate aims to accurately capture the relationship between the model input and
output, and hence it can be used in performing advanced UQ tasks. Developing/Learning the
surrogate/ROM can be done through regression and machine learning techniques including but
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not limited to: linear regression and response surface Kleijnen and Deflandre (2006); Jalal et al.
(2013), Kriging or Gaussian process (GP) Martin and Simpson (2005); Marrel et al. (2008), radial
basis functions Buhmann (2003), neural networks Chan and Elsheikh (2018), moving least squares
Breitkopf et al. (2005), polynomial chaos expansion (PCE) Sudret (2008), stochastic collocation
Narayan et al. (2014), subspace methods Abdel-Khalik et al. (2013), and others. Detailed survey
and review studies of utilizing surrogates and metamodels for black-box code optimization are given
in Forrester and Keane (2009); Asher et al. (2015); Vu et al. (2017).
In the area of nuclear power modeling and engineering, both UQ and surrogate models are of
increasing demand to replace the antiquated conservatism in reactor designs with the best estimate
plus uncertainty (BEPU) approach D’Auria et al. (2012). UQ of nuclear reactor models is very
challenging due to the complexity, multiphysics, high-dimensional, and nonlinearity nature of nu-
clear codes. Most of the nuclear computer models are computationally intensive, making surrogate
models a necessity to perform UQ tasks Abdel-Khalik et al. (2008a). Various applications of sur-
rogate models such as GP and collocation methods to simplified nuclear reactor simulations were
performed by Yankov (2015). In the context of inverse UQ of TRACE thermal-hydraulic physical
model parameters, surrogate models were used to replace the original code. Notice that TRACE
is a system code used for safety analysis of light water reactors. Sparse gird stochastic collocation
surrogates were used in Wu et al. (2017c), while a more advanced inverse UQ framework based
on GP is demonstrated in Wu et al. (2018d). Subspace methods were also utilized extensively to
analyze uncertainties in nuclear data libraries, which have very high diemnsionality Abdel-Khalik
et al. (2013). In these methods, the forward and adjoint solutions of the problem are hybridized,
in which the forward solution is used to create a reduced subspace of the parameters, and the
adjoint solution is then executed with these few parameters (or vise versa). These methods were
developed and demonstrated in more details by Bang et al. (2012) for nonlinear models, Khuwaileh
and Turinsky (2017) for model calibration in pressurized water reactors (PWRs), and Huang et al.
(2017) for dimensionality reduction in multi-physics simulations. Application of GP surrogates to
BISON fission gas behavior model was conducted by Nguyen and Downar (2017), where BISON is
a nuclear code used to simulate nuclear fuel material performance under reactor operating condi-
tions. An adaptive high dimensional model representation (HDMR) was combined with adaptive
quadrature to represent the variance of keff response in nuclear criticality calculations Ayres and
Eaton (2015). In the context of global SA, Kriging-based (i.e. GP) surrogates were used to inves-
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tigate the sensitivity of flow-induced vibrations of a PWR fuel assembly Banyay et al. (2019). For
variance decomposition through Sobol indices and Shapley effect, surrogates models were used by
Radaideh et al. (2019g) to decompose the variance in assembly k∞ into the homogenized two-group
nuclear cross-sections. Other applications of surrogate models in nuclear reactor safety analysis are:
combining thermal-hydraulic uncertainties using GP to estimate BEPU safety margins Fynan and
Ahn (2016), probabilistic safety assessment of a fire hazard model Worrell et al. (2019), and using
radial basis functions to identify nuclear accidents Gomes and Medeiros (2015).
Most of the aforementioned surrogate modeling methods suffer from the common phenomenon
“curse of dimensionality”. The term was initially defined by the mathematician Richard Bellman
during his premier work in dynamic programming Bellman (2015). The surrogate performance
becomes poor as number of stochastic parameters increases. The direct approach to tackle this
problem is through performing dimensionality reduction at which few influential model parameters
are identified and only used in the surrogate models. Dimensionality reduction can be performed
through multiple methods such as sensitivity analysis (SA) Saltelli et al. (2008), principal com-
ponent analysis (PCA) Jolliffe (2011), and projection/active-subspace methods Constantine et al.
(2014). Unfortunately, despite of the high effectiveness of these reduction methods, most of them
still need to access the expensive model, can introduce projection errors, and may overestimate the
intrinsic model dimensionality (i.e. PCA).
Based on the previous review, the dimensionality in nuclear modeling increases tremendously
after adding new physics to the model, and thorough analysis of the problem dimensionality has
to be performed before constructing the surrogate model, which can also be challenging in multi-
physics simulations. This chapter aims to achieve the following goals: introducing and applying
GMDH and DeepGP deep learning concepts in the context of real-world reactor simulations, and
making observations about whether DeepGP and GMDH can be promising for high-dimensional
modeling in nuclear industry.
In this chapter, two main deep learning methods are described. The multi-layer GMDH ap-
proach is utilized in this study to construct deep networks to capture the input-output relationship.
Important aspects of constructing GMDH networks such as number of neurons, polynomial activa-
tion function, validation criteria, etc. are discussed and explored. Afterward, the theory of GP and
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its extension to form DeepGP are described. Variational inference, Bayesian learning, lower bounds,
kernel selection, and other concepts associated with GP modeling are described in theoretical basis.
Real-world applications of these deep models to nuclear reactor simulations are performed in the
next chapter.
6.1 Group Method of Data Handling
In this section, the GMDH method implemented in this study is described in detail. First,
the methodology and theory behind GMDH networks are presented. The principles of GMDH
are described first, followed by decomposing the GMDH network into its main components. Two
examples of GMDH external criterion and GMDH training procedures are described after.
6.1.1 Principles of GMDH
GMDH is an iterative multi-layer approach trained by regression methods Ivakhnenko (1971);
Farlow (1981). The fundamental difference between GMDH and other linear/nonlinear regression
methods is that it offers an efficient optimization and search for the best model representing the
relationship between the input-output. This means that some input parameters can be eliminated
during the search process in GMDH, which can be valuable for complex and high dimensional
problems. GMDH constructs a high-order polynomial called Kolmogorov–Gabor, which has the
following form Ivakhnenko (1968, 1971); Farlow (1981)















aijkxixjxk + ..., (6.1)
where Y GMDH is the GMDH prediction of a single model output, xi is a model input parameter,
a’s represent polynomial coefficients, and d is the number of input parameters in the model (input
dimensionality). There are different GMDH training algorithms, both in parametric and non-
parametric forms Madala and Ivakhnenko (1994). In this work, the parametric multi-layer GMDH
algorithm is used. GMDH multi-layer approach is an inductive procedure that sorts out polynomial
models, and selects the best solution (neuron) by means of an external criterion (to be defined next).
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6.1.2 Components of GMDH Networks
GMDH networks, like other neural networks, consist of three main components: input layer,
hidden layer(s), and output layer. Each hidden layer contains a set of neurons determined by the
number of possible combinations between the input parameters. The three layers are described as
follows:
• Input layer: this layer has the training samples for all input parameters in the model (~x).
• Output layer: this layer has the output prediction (Y GMDH) by the GMDH networks.
• Hidden layer(s): the first hidden layer takes its input from the input layer, while each sub-
sequent hidden layer takes the input from the preceding layer. For example, for two input
parameters (xi, xj), the output of a neuron in the first hidden layer (assuming linear model
with interaction) can be written as
Y = a0 + a1xi + a2xj + a3xixj , (6.2)
the second hidden layer uses the first layer as an input to construct another polynomial as
follows
Z = b0 + b1Yi + b2Yj + b3YiYj , (6.3)
and so on for the other layers. The output of the last hidden layer is forwarded to the output
layer. Neurons in the hidden layers are the most important part of GMDH as they control
the input-output relationship to be passed between the layers.
Two major parameters associated with the neurons need to be specified by the user. The first
parameter is the number of input factors (nx) accepted by each neuron, which is used to generate all
neurons in each hidden layer based on all possible combinations of the input factors. For example,
if nx = 2, then the first neuron takes input from (x1,x2), second neuron takes input from (x1,x3),
and so on for all remaining input factors. The second parameter is the order of the polynomial
constructed within each neuron (p). This parameter determines the polynomial order and hence
the number of coefficients to be determined by least-squares within each neuron. For example,
for nx = 2, the output from each neuron can be determined for the first, second, and third order
polynomials as follows
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Y = a0 + a1xi + a2xj + a3xixj , for p = 1,




j , for p = 2,












j , for p = 3,
(6.4)
where a1-a9 are the polynomial coefficients to be determined. Notice that for p = 1, the fourth
term is called an interaction term as xi 6= xj which represents one-way interaction between the pa-
rameters. If nx = 3, then additional terms and coefficients are added to account for the additional
parameter xk.
Another parameter controlled by the user is the maximum number of neurons to be used in a
hidden layer (nmax). This parameter is usually assumed to equal to the number of input parameters
(d). From layer to layer, the best neurons that satisfy the external criterion are used in the next
layer, with the maximum number restricted to nmax. The last option is whether or not to include
the original input layer in the training process of every hidden layer. This practice has proved to
enhance the GMDH model for certain problems. In this case, xi inputs from the input layer are
feeding each hidden layer plus the input from the preceding layer. This practice is expected to
increase the problem dimensionality (e.g. may double it if nx = d), which could slow the training
process due to the large number of combinations (neurons) to be evaluated. The summary of the
GMDH networks is shown schematically in Figure 6.1. This GMDH example has the following
parameters: d = 4, nx = 2, p = 2, nmax = 4, and a continuous feedback from the input layer.
6.1.3 External Criterion for Testing
There are a variety of options for the external criterion to evaluate each neuron. Two alterna-
tives are highlighted and used in this study. The first is based on using additional test set from the
original sample set to test the neurons. It is common in machine learning terminology to divide the
sample set into training set, which is used to train the neurons in GMDH networks, and test set,
which is used to test the trained model after it is trained and validated. The test set contains sam-
ples independent from the training set to evaluate the model capability in predicting new unseen
points by the model (to avoid overfitting to the training data). In this work for GMDH, additional
validation set is used as an external criterion during network training to prune the weak neurons.
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Figure 6.1: Schematic of multi-layer GMDH networks (green boxes and white ellipses represent
selected and rejected neurons, respectively)
The disadvantage of this approach is that it consumes more samples from the ensemble, but it could
result in better quality models as they are validated based on real data from the original model.
The second alternative is based on Akaike’s Information Criterion (AIC) which is a common
estimator to evaluate the quality of statistical models (e.g. regression models) Akaike (1974). This
approach is preferred for limited number of samples.
6.1.4 GMDH Training
After describing the GMDH structure and components, the training process of the model can
be performed by the following steps:
1. The first (or next) hidden layer is constructed based on all possible combinations of the input
layer (with size d), which can be determined based on the nx value.
2. If continuous feedback from the input layer is requested, then additional d inputs and their
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associated neurons should be considered for each layer after the first.
3. Least-squares regression can be used to estimate the polynomial coefficients in Eq.(6.4) for
each neuron in the layer, such that they fit the training data.
4. Compute the loss function for each neuron, by applying the external validation criterion, such
as mean squared error in the validation set.
5. The best neurons (i.e. having small error) are selected as candidates for the next hidden
layer. The number of candidate neurons is controlled by nmax.
6. Steps 1-5 are repeated for each hidden layer after the first. If the best neuron in the current
layer has smaller error than the previous layer, stop the training and forward the best neuron
prediction to the output layer (e.g. W3 neuron in Figure 6.1). Otherwise, return to step 1.
6.2 Gaussian Process Regression
In this section, introduction to GP methodology is given, followed by extension of the GP
hierarchy to DeepGP based on the work done by Damianou and Lawrence (2013); Damianou
(2015).
6.2.1 GP modeling
GP modeling, also known as Kriging, is a method of interpolation for random spatial processes,
developed mainly in geostatistics Cressie (1990). Later, the method was brought to machine learn-
ing Rasmussen (2004) and engineering communities to approximate complex computer models by
simpler models with insignificant computational cost Santner et al. (2003). A Gaussian process
is defined as a collection of random variables, where a finite number of these samples has a joint
Gaussian distribution Rasmussen (2004). The advantage of GP over linear regression is that it
could be used for nonlinear problems plus the fact that GP models are non-parametric. However,
GP models are more difficult to train and optimize than linear regression. Lets consider a model
f with dy noisy-free outputs, y = [y1, y2, ..., ydy ]
T and d input parameters, x = [x1, x2, ..., xd]
T .
Lets assume that the previous model is executed N times using different sets of x, different y
observations will be found. The general mathematical form of the GP model in this case can be
written as
f(x) ∼ GP(µ(x),Σ(x,x′)), (6.5)
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where µ(x) = αTΦ(x) is the GP mean and Σ(x,x′) is the GP covariance. The one-layer GP
or simply GP is shown in Figure 6.2(a). Notice that the objective here is to learn the function
f(x), which maps the input-output relationship. A zero mean is usually assumed for simplicity,
i.e. αTΦ(x) = 0, or more generally, the mean is assumed to be a linear combination of prescribed





where αi represents regression coefficients, φi is a basis function, and m is the order of the poly-
nomial basis. Polynomial basis is a polynomial set, viewed as a vector space over the field of
coefficients. For example, the set {1, x, x2} can be viewed as a basis of all polynomials of degree
two or less. The GP covariance term is expressed by
Σ(x,x′) = σ2k(x,x′), (6.7)
where σ2 is the process variance and k(x,x′) is called the kernel or correlation function of the
process, which will be defined later. To perform prediction using the GP model at a new point x∗,
the mean and variance of the prediction are given respectively by Lataniotis et al. (2015); Santner
et al. (2003)
µŷ(x




1− rT (x∗)R−1r(x∗) + uT (x∗)(F TR−1F )−1u(x∗)
]
, (6.9)
where Φ(x∗) = [φ1(x
∗), φ2(x
∗), ..., φm(x
∗)]T is the evaluation of the basis functions at x∗ and
F is the information matrix, which can be obtained by evaluating Φ at the training data x,
Fi,j = φi(xj), i = 0, ...,m, j = 1, ..., N . The vector r(x




represents the cross-correlation between the new point x∗ and every training point. The matrix R
is the correlation matrix between the training points, i.e. Ri,j = k(xi,xj), i, j = 1, ..., N . Lastly,
α̂ is the estimator of the regression coefficients, which is determined by least-squares as
α̂ = (F TR−1F )−1F TR−1y, (6.10)
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where y is the output matrix of the training data and u(x∗) is defined as
u(x∗) = F TR−1r(x∗)−Φ(x∗). (6.11)
Figure 6.2: Different forms of GP models: (a) one-layer GP, (b) two-layer DeepGP, and (c) h-layer
DeepGP
6.2.2 GP Kernels
The kernel is the most important part of GP as it is used to map the relationship between the
input-output in the training stage, and also in interpolating the predictions of the new points. We
highlight four types of kernel that are relevant to this study. Between any two points (x,x′), the
linear kernel is written by
k(x, x′) = xx′, (6.12)
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the second is the absolute-exponential kernel which is given by






where θ is the scale parameter of the kernel. The next kernel is known as the radial basis function
(RBF) or squared-exponential









The last family is the Matérn kernel family, which is common in machine learning applications,
and it has the following general form

















where ν is the shape parameter (ν ≥ 1/2), Kν is the modified Bessel function of the second kind,
and Γ is the gamma function. The parameter ν controls the smoothness of the learned function.
For smaller ν, the approximated function becomes less smooth. Three special ν values create
three common Matérn kernels: (1) ν = 1/2 makes Matérn kernel to coincide with the absolute-
exponential kernel in Eq.(6.13), (2) ν = 3/2 leads to the Matérn-3/2 kernel, and (3) ν = 5/2 leads
to the Matérn-5/2 kernel.
A special kernel form is called automatic relevance determination (ARD). ARD kernels assume
different weights for each input parameter, and it can be applied for any of the kernels defined
before. For example, the ARD version of the RBF in Eq.(6.14) can be written as









where wi = 1/θ
2
i is an independent weight assigned for each input factor (i = 1, ..., d). When
using Bayesian inference for training, the relevant dimensions are kept while the unimportant ones
(negligible wi) are turned off by assigning zero to their weights. This kernel introduces an advantage
of allowing automatic search of the optimum structure of the complex models trained by DeepGP,
but also increases the number of optimized parameters, which makes the training more challenging.
169
6.2.3 Deep GP Modeling
Deep learning models are developed to learn datasets with complex/abstract structure, which
cannot be learned with regular machine learning techniques Bengio et al. (2009). This feature
allows deep learning to learn complex underlying relationships if sufficient data is available. How-
ever, learning deep models is known to be greedy for data. Therefore, in applications where data
is scarce, the uncertainty in the deep model (i.e. interpolation uncertainty) can be high, and could
mis-predict future or unseen points. Interpolation uncertainty here is an inherent epistemic uncer-
tainty associated with machine learning models, when they are used to predict new data points
through interpolation/extrapolation. The drawback of large data needs inspired the development
of Bayesian learning (the core of DeepGPs), which can combine the attractive features of GPs
such as automatic capture of interpolation (model) uncertainty and being data economic, with the
deep learning features in handling abstract datasets. Therefore, DeepGPs are suitable for appli-
cations with missing data and data scarcity Damianou and Lawrence (2013); Dai et al. (2015).
The last statement is true for nuclear simulations where computational challenges (limited data)
are typical. The first DeepGP model was published by Damianou and Lawrence (2013), while the
detailed version was described later in this PhD thesis Damianou (2015). In this study, we follow
the implementation of Damianou and Lawrence (2013), even though additional developments on
DeepGP learning algorithms were presented by Dai et al. (2015); Bui et al. (2016); Dai et al. (2014);
Salimbeni and Deisenroth (2017), which we encourage the reader to pursue.
In DeepGP, the data is modeled between hidden layers as a multivariate GP. Therefore, GPs
govern the mappings between a cascade of hidden layers as shown in Figure 6.2(c). Within hidden
layers, each node/neuron acts as output for the preceding layer and as input for the subsequent
layer. The output of the last hidden layer is forwarded to the output layer. Since surrogate
models in UQ require both input-output samples to be known, the discussion is focused on the
supervised learning of DeepGP. More details about DeepGP for unsupervised learning are presented
in Damianou (2015). First, the general DeepGP model in Figure 6.2(c) can be written as
y = zh(zh−1(...z1(x))) + ε, (6.17)
where y, z, and x represent the notation for the output, hidden, and input layers, respectively, h
is the number of hidden layers, and ε is an independent Gaussian noise. The deep learning model
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including DeepGP relies on evaluating the marginal (log-likelihood) log p(y|x), which is intractable
directly. We can write the joint distribution for a general DeepGP model as follows




For clearer demonstration, we continue this section by a derivation of the two-layer GP shown in
Figure 6.2(b) based on Damianou and Lawrence (2013); Damianou (2015). Extending the hierarchy
to h-layer GP in Figure 6.2(c) is straightforward if the two-layer GP is well structured according to
the authors Damianou and Lawrence (2013). As shown in Figure 6.2(b), the two-layer GP consists
of one hidden layer and a total of three layers. The input layer has notation x, and consists of
the input matrix X with size N × d. The hidden layer has notation z, and consists of matrix
Z with size N × dz. Since for supervised learning we know the exact number of input nodes, we
assume for simplicity in this study that dz = d at the beginning of training, even though this is
not necessary. This is because as we mentioned before, using ARD kernels will automatically find
the effective value of dz during training by rejecting the nodes with small weights. The output
layer has notation y, and consists of the matrix Y with size (N × dy). For a two-layer GP, the








n, n = 1, ..., N, (6.20)
where the data is governed by two GPs: fx ∼ GP (0, k(X,X′)) and fz ∼ GP (0, k(Z,Z′)), assum-
ing zero mean for the GP. The function k is the kernel defined before, see for example the ARD
kernel in Eq.(6.16). For the two-layer GP, the following integration (called model evidence) needs
to be solved Damianou and Lawrence (2013)
log p(Y ) = log
∫
p(Y |Z)p(Z|X)p(X)dZdX, (6.21)
where p(X) = N (X|0, I) is the assumed prior of the input data, which is a multivariate Gaussian
with identity covariance. The previous integration is intractable due to the nonlinearity between
X and fx as well as Z and fz, and overcoming this issue is essential to evaluate the marginal. The
idea suggested by Damianou and Lawrence (2013) is to use approximate variational marginalization,
which leads to a strict lower bound (Fv) on the log of marginal likelihood, such that log p(Y ) ≥ Fv.
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This is known in the area of machine learning as variational inference, which is converting an
integral into an optimization problem Salakhutdinov and Larochelle (2010). Constructing such
lower bound can be done by the following steps Damianou and Lawrence (2013):
1. Use Jensen’s inequality: it allows obtaining a lower bound by introducing the so-called vari-
ational distribution Q (which will be introduced in the third step) to the Jensen’s inequality




p(Y ,F z,Z,F x,X)
Q
dF zdF xdZdX. (6.22)
2. Expand the joint distribution and introduce auxiliary/inducing points: the joint distribution
in the numerator of Eq.(6.22) can be expanded as follows
p(Y ,F z,Z,F x,X) = p(Y |F z)p(F z|Z) · p(Z|F x)p(F x|X) · p(X), (6.23)
where the collection of the latent functions are expressed by F x = {fxi }Ni=1 and F z = {fzi }Ni=1.
Even after this expansion, the integration to determine the lower bound in Eq.(6.22) is still
intractable. Both Z and X are still appearing nonlinearly in p(F z|Z) and p(F x|X). The
key idea of Titsias (2009) allows augmenting the probability space of the intractable terms
by I auxiliary, pseudo, or more common inducing points. The augmented space of Eq.(6.23)
can be expressed as
p(Y ,F z,U z,Z, Ẑ,F x,Ux,X, X̂) = p(Y |F z)p(F z|U z,Z)p(U z|Ẑ)
· p(Z|F x)p(F x|Ux,X)p(Ux|X̂) · p(X), (6.24)
where X̂ and Ẑ are the inducing points or variables, while Ux and U z are their corresponding
functional mapping. The inducing points are a small set of the training data used mainly to
reduce the training costs or the marginal evaluation. The method proposed by Titsias (2009),
which was used by Damianou and Lawrence (2013) for DeepGP, considered inducing points
as variational parameters of the lower bound, instead of making them hyperparameters of the
kernel (which increase overfitting). Overall, the optimum size of inducing points for DeepGP
is a hyperparameter that should be optimized for each problem individually.
3. Define Q: one of the objectives of the variational distribution Q is to resolve the intractability
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of the lower bound integral. In particular,
Q = p(F z|U z,Z)q(U z)q(Z) · p(F x|Ux,X)q(Ux)q(X), (6.25)
where new four distributions are introduced: q(U z) and q(Ux) which are variational distribu-





N (µzi ,σzi ), q(X) =
d∏
i=1
N (µxi ,σxi ). (6.26)
4. Solve for Fv: substitute Eq.(6.25) (in the numerator) and Eq.(6.24) back into the lower bound
Eq.(6.22), the lower bound can be written in more tractable form after the cancellation of




p(Y |F z)p(U z)p(Z|F x)p(Ux)p(X)
q(U z)q(Z)q(Ux)q(X)
dF zdF xdU zdUxdZdX. (6.27)
Notice that the inducing points are dropped from the notation for convenience, i.e. p(U z|Ẑ) =
p(U z) and p(Ux|X̂) = p(Ux), as these inducing points are known. The previous form of the
lower bound in Eq.(6.27) is tractable analytically. After grouping the terms in the log, the
final form of the lower bound can be written as Damianou and Lawrence (2013); Damianou
(2015)
Fv = gY + gZ +Hq(Z) −KL[q(X) || p(X)], (6.28)
where the two expectations: gY = E
[




and gZ = E
[





are both tractable as they are Gaussian densities. The term Hq(Z) is the distri-
bution entropy for q(Z) and KL[q(X) || p(X)] is Kullback-Leibler divergence, which has the
following form for any two continuous random distributions





dX = −E[log p(X)]−Hq(X), (6.29)
which is also tractable for Gaussian densities.
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6.3 Validation Metrics
In machine and deep learning, it is important to assess the model performance in predicting the
samples outside the training set to avoid overfitting. This practice is done by dividing the dataset
into training and validation sets, and evaluate different metrics based on the validation set to assess
the model performance James et al. (2013). Since this work focuses on continuous data, common
regression metrics based on the validation set are used to evaluate the model performance. The






(yi − ŷi)2, (6.30)
where NV is the number of samples in the validation/test set, yi is the targeted output of the i
th
validation/test sample, which comes from the original model (e.g. computer code), and ŷi is the
DeepGP (or surrogate) model prediction of the ith validation/test sample. Smaller MSE values
imply better prediction performance. The square root of MSE (RMSE) is also a common metric
and has easier interpretation than MSE in terms of units. Another metric is the mean absolute






|yi − ŷi|, (6.31)
where small MAE value means that the model is good for prediction. The last metric is called Q2,
and it is calculated similarly as the common metric R2, the coefficient of determination. However,
Q2 is calculated over the validation/test set instead of the training set (i.e. R







where ȳ is the mean of the y samples. The normalized metric Q2 captures the fraction of the
explained variance by the trained model. As Q2 approaches 1.0 (maximum value), the quality
of the model increases. Also, Q2 can be negative, which implies very poor performance, as the
surrogate model variance is indeed larger than the sample variance to be captured.
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Chapter 7
Applications of Deep Learning Algorithms on
Advanced Reactor Simulations
In this chapter, the two deep learning methods described in the previous chapter: GMDH and
DeepGP are applied to analyze nuclear reactor simulations with different underlying physics and
dimensionality. Various applications in nuclear reactor simulations are used to demonstrate and
investigate the performance of the deep models. Four main applications are investigated: reactor
thermal hydraulics and two phase flow, delayed neutron data and kinetic parameters, reactor physics
and depletion, and fuel performance. After validating the deep models’ prediction performance,
they are used to perform various UQ tasks such as uncertainty propagation, variance decomposition,
and parameter screening. Comparison to other machine learning methods such as GP and PCE is
also provided. Conclusions and observations about the methods and applications are drawn and
discussed.
7.1 Nuclear Reactor Applications: Benchmarks and Description
In this section, four different applications in nuclear reactor simulations are described in terms
of modeling the input-output relationship of these simulations. These applications are: (1) reactor
thermal hydraulics and two-phase flow, (2) reactor kinetic parameters, (3) reactor physics and
nuclear data, and (4) reactor fuel performance.
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7.1.1 Reactor Thermal-hydraulics
Reactor thermal-hydraulics is a fundamental aspect of reactor operation and safety. Void frac-
tion (α) in axial/vertical flow is an important response that reflects the reactor state, especially
for boiling water reactors (BWR). The first application is based on the experimental benchmark
of BWR Full-size Fine-mesh Bundle Test (BFBT) Neykov et al. (2006). Void fraction and crit-
ical power measurements in the benchmark help advancing two-phase flow research in complex
reactor systems. The lattice is a full-scale 8x8 BWR fuel bundle and void fraction is measured
using radiation-based tomography at 4 axial locations. The benchmark comprises a wide range
of boundary conditions (e.g. temperature, pressure) similar to real reactor systems. A graphical
representation of the problem is shown in Figure 7.1(a). The input-output relationship can be
summarized as:
• Boundary conditions & physical model parameters (input): Based on a previous UQ study
on BFBT benchmark by Radaideh et al. (2019a), uncertainties of the boundary conditions
had a significant effect on void fraction prediction. Boundary conditions include system
pressure (P), inlet temperature (T), mass flow rate (MassFlow), and system power (Power).
In addition, Wu et al. (2018d) performed a detailed inverse UQ of relevant physical model
parameters based upon the BFBT void fraction data, and the following 5 parameters were
found to be significant: (1) single phase liquid to wall heat transfer coefficient (LiqWalHTC),
(2) subcooled boiling heat transfer coefficient (SubBoilHTC), (3) Wall drag coefficient (Wall-
Drag), (4) interfacial drag (bubbly/slug rod bundle-Bestion) coefficient (IntDgBund), and
(5) interfacial drag (bubbly/slug Vessel) coefficient (IntDgVess). The physical details behind
these physical model parameters are out of the scope of this work, and they can be found in
the TRACE code manual U.S.NRC (2013). All parameters are assumed to follow univariate
normal distribution with uncertainty indicated in Table 7.1. The uncertainty in Table 7.1
is expressed in two forms: (1) percent relative (i.e. ratio of standard deviation to nominal
value) and (2) absolute uncertainty (±).
• TRACE (model): TRACE (TRAC/RELAP5 Advanced Computational Engine) is a best-
estimate safety analysis code developed by U.S. Nuclear Regulatory Commission (NRC) to
model and analyze accident scenarios and thermal-hydraulic systems in light water reactors
(LWRs) U.S.NRC (2013). TRACE is used to simulate the BFBT geometry to calculate the
four axial void fractions.
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• Void fraction (output): Four outputs of interest are analyzed, which represent void fraction at
four axial (z) locations from bottom to top as follows (consistent with BFBT nomenclature):
DEN1 (z= 68.2 cm), DEN2 (z= 170.6 cm), DEN3 (z= 273.0 cm), and CT (z = 370.8 cm).
Table 7.1: Parametric uncertainties of the 9 input parameters used in the thermal-hydraulics ap-
plication Neykov et al. (2006); Wu et al. (2018d)
Parameter Nominal Uncertainty
Pressure [P ] (MPa) 8.71 1%
Temperature [T ] (◦C) 291.65 ±1.5 ◦C
Mass Flow Rate [MassFlow] (kg/s) 15.16 1%






7.1.2 Reactor Kinetic Parameters
The second application is about reactor kinetic parameters and their relation to the funda-
mental delayed neutron data (DND). Nuclear kinetic parameters, which describe delayed neutrons’
behavior, play a significant role in reactor safety. The framework for sampling-based UQ of kinetic
parameters developed in Chapter 4 Radaideh et al. (2019h) is used here. In this study, the effect of
DND uncertainty on the kinetic parameters is analyzed. After fuel depletion/consumption, DND
for isotopes such as U-235, U-238, Pu-239, Pu-240, and Pu-241 is expected to be dominant. We
have shown in Chapter 5 that GP can be used in conjunction with dimensionality reduction and SA
to analyze kinetic parameters’ uncertainty at beginning of cycle/life, which is influenced only by
the DND of U-235 and U-238 Radaideh et al. (2018g). When the cycle begins, the fuel is consumed
and plutonium isotopes are released, which increase the number of DND parameters from 39 (U-235
and U-238) to 91 (all five isotopes). A graphical representation of the problem is shown in Figure
7.1(b). The input-output relationship for this problem is described as follows:
• DND (input): 91 DND parameters are divided into U-235 (26), U-238 (13), Pu-239 (26),
Pu-240 (13), and Pu-241 (13). U-235 and Pu-239 have two times DND than other isotopes,
since thermal and fast fission sets are accounted for these two isotopes, while a single set of
13 parameters (either thermal or fast) is considered for the other three isotopes. The physical
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meaning behind the DND is described in details in Chapter 4, which the reader is encouraged
to refer to for more information.
• TRITON (model): A computer code for reactor physics calculations in the SCALE code
system Bowman (2011). TRITON is used to connect the input (DND) mathematically to
the output (kinetic parameters). The geometry simulated by TRITON is a single rod model
Ivanov et al. (2013), shown in Figure 7.1(b).
• Kinetic parameters (output): 12 kinetic parameters are divided into 6 delayed neutron frac-
tions (β1,...,β6) and 6 decay constants (λ1,...,λ6).
7.1.3 Reactor Physics and Nuclear Data
The third application was firstly introduced in Chapter 3 Radaideh et al. (2019g) in 2-energy-
group form (thermal and fast) for variance decomposition using Shapley effect. The input pa-
rameters are the neutron homogenized cross-sections (HXS), which represent the average neutron
cross-section for each energy group over all isotopes in the system. In this study, 8-energy-group
HXS are used, which increase the number of input parameters. The process of generating data to
determine the HXS from the fundamental nuclear data libraries is described in section 3.2. The
input-output relationship can be summarized as:
• HXS (inputs): Which are classified into two classes. The first class is the group-averaged






n,2n, which are respectively, the fission, absorption, elastic scat-
tering, and (n,2n) HXS for the energy group g (i.e. g = 1, ..., 8). The second class includes
group-to-group scattering parameters (i.e. Σg→g
′
s ), which include within-group scattering
(g = g′), down-scattering (g < g′), and up-scattering (g > g′). After excluding parameters
with zero value, a total of 65 HXS parameters from these two classes and the eight energy
groups is obtained.
• TRITON (model): A computer code for reactor physics calculations in the SCALE code
system Bowman (2011). TRITON is used here to simulate and deplete (consume) the nuclear
fuel inside the reactor based on the generated HXS.
• k∞ (output): Which is the infinite neutron multiplication factor for the system. This out-
put describes the status of the neutron chain reaction, when the system is assumed to be
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Figure 7.1: Graphical representation of advanced nuclear computer simulations: (a) reactor
thermal-hydraulics Neykov et al. (2006), (b) reactor kinetic parameters Radaideh et al. (2019h),
(c) reactor physics Horelik et al. (2013), and (d) reactor fuel performance Rossiter et al. (2016)
surrounded by infinite media. The value and uncertainty of time-dependent lattice k∞ are
analyzed in this study based on the previous input-output description.
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The geometry selected for this application is a pressurized water reactor (PWR) lattice geometry
based on the Benchmark for Evaluation And Validation of Reactor Simulations (BEAVRS) Horelik
et al. (2013). The lattice is a 17×17 PWR design, with 264 UO2 fuel rods, 20 burnable absorber
rods (BA) rods, 4 guide tubes, and one instrumentation tube. Two cycles are operated, which are
equivalent to 1200 days. In this work, the beginning of reactor operation (t=0) is referred to as
beginning of life (BOL) and the end of operation (t=50 GWD/MTU or 1200 days) as end of life
(EOL). A graphical representation of the problem is shown in Figure 7.1(c).
7.1.4 Reactor Fuel Performance
The last application is a materials science problem about analyzing the reactor fuel perfor-
mance during operation. Case 1 from the pellet-cladding mechanical interaction (PCMI) bench-
mark Rossiter et al. (2016) is selected in this study. Case 1 simulates a hypothetical BOL ramp of
a short PWR rod (10 fuel pellets) to an average linear heat rate of 40 kW/m. The clad inner and
outer diameter are reduced in this case such that the fuel-clad interaction occurs during the ramp
time. The active fuel stack length is set to equal to 10 times the pellet length. Axial profiles of
power and rod surface temperature are assumed to be uniform. The uniform rod surface temper-
ature is set to a typical PWR rod average value of 330 ◦C, independent of the power level. The
input-output relationship for this problem can be summarized as follows:
• Material properties & boundary conditions (input): A total of 13 input parameters is consid-
ered for this problem. Boundary conditions include inlet temperature, system pressure, and
linear heat rate (LHR) or the power per unit length. The remaining 10 parameters can be
seen as geometrical parameters and properties of the fuel and clad materials. The selected
uncertain parameters are all sampled independently from normal distribution with uncer-
tainty values shown in Table 7.2. The nominal values are taken from the benchmark. The
uncertainties in Table 7.2 are expressed in relative form (i.e. ratio of standard deviation to
nominal value), and are collected from various resources studying fuel performance modeling
Djurle (1984); Brown and Zhang (2016); Petruzzi and D’Auria (2008).
• BISON (model): BISON is a finite element-based fuel performance code Williamson et al.
(2012). BISON solves the fully-coupled equations of thermomechanics and species diffusion,
for 1D spherically symmetric, 2D axisymmetric, or 3D geometries, and it is applicable to a
variety of nuclear fuel forms. BISON supports modeling various material behavior such as
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fission product swelling, densification, thermal and irradiation creep, fracture, and fission gas
production and release.
• Fuel rod responses (output): Four outputs are investigated for this problem: (1) fission gas
production, (2) maximum fuel centerline temperature, (3) maximum fuel surface temperature,
and (4) radial clad diameter after irradiation.
A graphical representation of the problem is shown in Figure 7.1(d). The DeepGP analysis for
this problem is performed over the last time step only (the discharge step).
Table 7.2: Uncertainty in the input parameters used in the PCMI fuel performance problem
Parameter Uncertainty
Fuel density (ρf ) 0.2%
Pellet outer diameter (ODpellet) 0.1%
Gap thickness (tgap) 0.5%
Clad thickness (tclad) 0.5%
Inlet temperature (Tinlet) 0.5%
Porosity (φ) 15.0%
Pellet height (hpellet) 4.4%
Linear heat rate [LHR] (q′) 2.0%
Pressure 1.0%
Clad surface temperature (Tclad) 1.0%
U-235 Enrichment (U-235 w\o) 0.1%
Fuel roughness (Rafuel) 10.0%
Clad roughness (Raclad) 10.0%
7.2 GMDH: Results and Discussion
Performance analysis of GMDH networks in the context of UQ is presented in this section. The
application based on BFBT void fraction (section 7.1.1) prediction is presented first, followed by the
application of the 8-group HXS (section 7.1.3). We performed a thorough analysis of the GMDH
parameters to ensure their convergence, but detailed results are not presented here for conciseness.
The summary of the GMDH parameters used in the two case studies is presented in Table 7.3.
After presenting the results of GMDH for the two case studies, a comparison of GMDH with other
metamodelling methods is presented. In this section, GMDH is implemented in MATLAB. For
other metamodelling methods (PCE, GP), MATLAB UQLab framework is used, which provides a
flexible implementation of these methods Marelli and Sudret (2014).
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Table 7.3: GMDH optimized training parameters used in the case studies presented in this section
Parameter
Case 1 Case 2
(sec. 7.2.1) (sec. 7.2.2)
Number of input parameters (d) 9 65
Number of inputs per neuron (nx) 3 3
Polynomial order per neuron (p) 2 1
Maximum number of neurons per layer (nmax) 9 65
Continuous input layer feedback Yes Yes
External criterion Validation Set AIC
Number of training samples 400 400
Number of validation samples 200 -
Number of test samples 300 300
7.2.1 Case 1: Two-phase Flow in a BWR Channel
This application has 9 input parameters, and this number is used as the maximum number of
neurons per layer. The network converged after 1 hidden layer. In general, these results show that
GMDH can perform well in low dimensional problems. Combination of three inputs and a second
order polynomial is used in each neuron. A total of 900 samples is used for this problem, and these
samples are divided into 400 training samples, 200 validation samples, and 300 test samples. The
original input layer is used to feed every hidden layer. GMDH results are presented in Figure 7.2
for the 300 test samples. It is clear that GMDH network is able to capture the void fraction in the
test samples, as can be observed from the very good agreement of Y and Y GMDH in Figure 7.2.
The validation metrics of GMDH based on the test set demonstrate very good performance as Q2
reports that GMDH captures 99% of the variance in the test set. This is also true based on the
small values of MAE and MSE for this test case.
After validating GMDH performance, it can be used to perform variance decomposition using
Sobol indices which is a typical and expensive UQ task Sobol (1993); Glen and Isaacs (2012). Monte
Carlo-based Sobol indices are calculated using the constructed GMDH network and the results are
plotted in Figure 7.3 using 104 samples. The results show the first-order index (Si) and the total
index (Ti). The first-order index measures the main effect of varying the parameter xi alone on the
output variance. The total index measures the total effect on the output variance from xi alone
as well as its interactions with other parameters. First, the void fraction variance is dominated
by the inlet temperature (subcooling) as T contributes to more than 90% of the total variance.
182
Figure 7.2: GMDH performance metrics for the low dimensional Case 1 (void fraction).
The pressure and power conditions have 5% and 1% variance contribution, respectively, and the
remaining parameters contribute to less than 1% of the output variance. The first-order and total
indices have similar value, implying small effect of parameter interactions on the output variance.
In general, we can observe that the uncertainty in the boundary conditions (e.g. T , P , etc.) are
more influential on the void fraction uncertainty than the physical model parameters, based on the
parametric uncertainties assigned in Table 7.1.
7.2.2 Case 2: 8-group Homogenized Cross-sections
This problem has 65 input parameters, and this number is used as the maximum number of
neurons per layer. Combination of three inputs and a first order polynomial with one-way inter-
action is used in each neuron. A total of 700 samples is used for this problem, and these samples
are divided into 400 training samples and 300 test samples, where AIC is used as the external
criterion. The original input layer is also used to feed every hidden layer in the network. GMDH
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Figure 7.3: GMDH-based normalized Sobol indices for void fraction variance (based on 104 sam-
ples).
results are presented in Figure 7.4 for the 300 test samples. The results presented in Figure 7.4 are
for lattice k∞ at EOL with burnup of 50 GWD/MTU. Notice that GMDH demonstrated similar
performance at BOL, but results are not shown here for brevity. GMDH network maintains its
performance, even though the dimensionality increases to 65. MSE and MAE remain low for Case
2, and Q2 remains close to 99%. The good agreement in EOL’s k∞ can be clearly seen in Y and
Y GMDH predictions. At BOL, the network converged after 9 hidden layers, while at EOL, the
network converged after 8 hidden layers. In general, these results show that GMDH networks are
still reliable for high dimensional problems.
After validating GMDH performance in the high dimensional case, it can be used to perform
uncertainty propagation with large number of samples. Monte Carlo uncertainty propagation using
GMDH networks is performed using 104 samples, generated from the covariance matrix of the HXS
parameters. The uncertainty results in k∞ are plotted in Figure 7.5 for BOL and EOL cases. The
uncertainty in lattice k∞ at BOL is about 726 pcm, which is equivalent to 0.58% of the mean. At
EOL, the lattice k∞ decreases due to fuel depletion during the cycle. The k∞ uncertainty at EOL
is 497 pcm, which corresponds to 0.61% of the mean.
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Figure 7.4: GMDH performance metrics for the high dimensional Case 2 (k∞ at EOL).
7.2.3 Comparison between the Methods
Finally, a comparison between GMDH performance with other machine learning and metamod-
elling methods is conducted. The validation metrics for all methods are listed in Table 7.4. For the
GP model in Case 1 (thermal-hydraulics): Matérn-5/2 kernel, MLE estimation for the hyperpa-
rameters, and a quadratic trend (GP mean) are used. In Case 2 (reactor physics), similar settings
are used except that a linear trend is used, as the quadratic trend gives poor results. For PCE,
Hermite polynomials and a truncation polynomial degree of 2 are used for both cases as they yield
the best results. The training and test samples used in GMDH and the other methods are the
same. Based on this comparison, we find that for the low dimensional case, GP and PCE have a
slightly better performance than GMDH as their Q2 approaches 1.0 compared to 0.99 for GMDH.
In general, PCE is expected to perform well in low-dimensional problems. However, for the high
dimensional Case 2, PCE shows poor Q2 value relative to the other two methods, where GMDH
and GP demonstrate competitive performance. Notice that the small values of MAE and MSE for
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Figure 7.5: GMDH-based uncertainty propagation of lattice k∞ at BOL and EOL using 10
4 samples.
PCE in Case 2 can be misleading. For example, MAE for PCE in Case 2 is 3.18 × 10−3 which
is equivalent to 318 pcm. This uncertainty from PCE model mis-prediction is significant for the
k∞, especially that the total uncertainty for this problem is 500 pcm (also notice the difference in
the sample sizes between Figure 7.5 and the test set). In this situation, Q2 is considered a better
metric as it indicates that only 35% of the sample variance in the test set is captured by PCE.
Finally, we can conclude that GMDH provides competitive and reliable performance as a surrogate
model when it is applied to low and high dimensional problems. The reader should notice that we
applied one form of GMDH networks (the most common) in this study, which implies that other
GMDH algorithms may provide different results.
Table 7.4: Comparison of metrics between GMDH and other metamodelling methods for the two
case studies
Method
Case 1 (sec. 7.2.1) Case 2 EOL (sec. 7.2.2)
MAE MSE Q2 MAE MSE Q2
GMDH 4.11E-03 2.89E-05 0.99 3.63E-04 2.08E-07 0.99
GP 5.39E-04 4.28E-07 1.00 3.17E-04 1.69E-07 0.99
PCE 1.72E-03 6.04E-06 1.00 3.18E-03 1.60E-05 0.35
7.3 DeepGP: Results and Discussion
It was concluded by Erickson et al. (2018) that GPy: a Gaussian Process framework written in
Python GPy (2012) provides very good performance compared to other packages. GPy provides
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variety of kernel types and functionality as well as relatively fast performance. Consequently, GP,
DeepGP, and all other subsequent analyses in this section are programmed using Python under
GPy.
7.3.1 DeepGP Optimization
The authors performed thorough optimization and convergence studies to find the best hyperpa-
rameters to train DeepGP models. These tests are not fully presented in this work due to their large
volume. Nevertheless, two samples of these optimization tests and a summary of the optimum pa-
rameters for all applications are presented in this section, which ensure the conciseness of this study.
An example of optimization tests is shown in Figure 7.6, which shows the convergence of Q2 as
a function of number of inducing points. The test is shown for the four outputs of the fuel perfor-
mance application. The results demonstrate that maximum fuel centerline temperature and radial
clad diameter converge after 10 inducing points, while fission gas production needs additional 10
inducing points to converge. Since we prefer in this study to have Q2 > 0.9, the number of inducing
points for this application is selected to be 200 points, which is the value that max fuel surface tem-
perature’s Q2 improves to 0.93. Notice that for this case, picking larger number of inducing points
than 200 may slightly improve the accuracy, but will significantly increase the training costs. It is
worth mentioning that this convergence behavior in inducing points is not necessarily observed for
all other cases. For example, in Case 2, 100 points yield optimum results (see Table 7.5), but using
larger numbers such as 150 would make Q2 results worse. This means that optimizing inducing
points is case-dependent and could vary depending on the number of layers, kernel types, training
data, etc.
Another example is shown in Figure 7.7, which shows the convergence of Q2 value for six se-
lected kinetic parameters, as a function of number of training samples. The figure shows that all
responses except λ1 and λ3 converge to Q2 > 0.9 at about 100 samples, while λ1 and λ3 need
additional 50 training samples to converge. Since DeepGP is trained for all outputs simultaneously,
a total of 150 training samples is selected for Case 2, presented in section 7.3.3, as this number
seems to be sufficient for DeepGP to accurately capture the relationship. Similar procedures are
followed to optimize other DeepGP parameters for other test cases.
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Figure 7.6: Q2 convergence of the DeepGP model with number of inducing points for the four
outputs of the fuel performance problem
A summary of miscellaneous parameters for DeepGP training and validation is shown in Table
7.5. Input standardization refers to normalizing/scaling the input samples before they enter the
training process. Input scaling between 0 and 1 is very useful when the input parameters have
different scales (such as in Case 1 and Case 4). Number of validation samples is fixed to 100 for
all test cases for the sake of easier plotting and manipulation in the next subsections, even though
higher number of validation samples are tested to ensure similar performance. The maximum num-
ber of optimization iterations is used as a threshold to stop optimizing the DeepGP weights (i.e.
ARD weights), where we used the “L-BFGS” default optimizer in GPy for that purpose.
Optimization of DeepGP hyperparameters (e.g. number of layers, nodes per layer, kernel type)
is a very important aspect to achieve high accuracy and reasonable computational costs from
DeepGP. The hyperparameters are determined manually by search to determine the configuration
that yields satisfactory performance. Table 7.6 lists the summary of this optimization process, where
optimum number of layers, nodes per layer, and kernel types of DeepGP models are determined
for each application separately. We can notice that two-layer DeepGPs (excluding output layer)
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Figure 7.7: Q2 convergence of the DeepGP model with number of training samples for six selected
outputs of the kinetic parameters problem
are sufficient for three applications, while a three-layer DeepGP is needed for Case 2. To simplify
the search process, the number of nodes in hidden layers is initially assumed to be equal to d, the
input dimensionality. Notice that this assumption should not be an issue, as the ARD weights of
the DeepGP kernels will automatically find the effective dimensionality for each layer (automatic
search of the structure is another DeepGP feature). Lastly, we can find that kernel types vary from
linear kernels as in Case 2 to a combination of kernels as in Case 4. A minor thing to mention is
that a bias kernel, which refers to a constant kernel (i.e. k(x, x′) = 1), is applied to other kernel
Table 7.5: List of miscellaneous parameters used in training and validating DeepGP models for all
test cases
Item Case 1 (sec. 7.3.2) Case 2 (sec. 7.3.3) Case 3 (sec. 7.3.4) Case 4 (sec. 7.3.5)
Input dimensionality 9 91 65 13
Output dimensionality 4 12 1 4
Inducing points 30 100 150 200
Input Standardization Yes No No Yes
Number of training samples 120 150 200 200
Number of validation samples 100 100 100 100
Max Optimization Iterations 500 1000 1000 1500
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types as an offset to account for non-zero means.
Table 7.6: Optimum number of layers, nodes per layer, and kernel types of the DeepGP model
for all test cases
Case Num. Num. of layers Nodes per layera Kernel per layer (excluding output layer)b
Case 1 (sec. 7.3.2) 3 9, 9, 4 RBF, RBF
Case 2 (sec. 7.3.3) 4 91, 91, 91, 12 Linear, Linear, Linear*
Case 3 (sec. 7.3.4) 3 65, 65, 1 k1=Linear + Linear*, k2= Linear
Case 4 (sec. 7.3.5) 3 13, 13, 4 k1= k2 × RBF*, k2=Matérn-5/2 + Linear
*Refers to the kernels with non-ARD option.
aNodes are ordered in sequence from input to hidden to output layer.
bKernels are ordered in sequence from input to hidden layers (without including the output layer).
7.3.2 Results of Reactor Thermal-hydraulics
The DeepGP model for this application is trained by RBF kernel with 120 training samples as
shown in Tables 7.5-7.6. Comparison of the DeepGP prediction and the target output (i.e. code
prediction) is shown in Figure 7.8 based on 100 validation samples. Line plots represent the target
outputs while the dots represent their corresponding DeepGP prediction. It is clear the great per-
formance of the DeepGP in predicting the validation samples for the four void fraction responses
in this benchmark. Table 7.7 shows a quantitative assessment of the DeepGP performance. First,
we can observe that DeepGP predictions are slightly better in the upper axial responses (e.g. CT)
compared to the lower axial responses (e.g. DEN1), by comparing the metrics such as MSE and
MAE. However, the overall performance is very good in all responses as DeepGP has Q2 of more
than 0.99, which means that the trained model captures more than 99% of the sample variance in
the validation set. In general, lower axial locations, which are characterized by subcooled boiling
flow, are more challenging to reactor system codes (e.g. TRACE, RELAP5), as the underlying
physical models need additional improvements. This adds more challenges on the DeepGP to cap-
ture the relationship between the stochastic points. Comparing DeepGP metrics to the GP (one
layer) in Table 7.7 shows that both models have practically identical performance, implying that
GP is sufficient for this problem. This finding is expected due to the low dimensionality of the
problem (i.e. 9 input parameters), for which GP is expected to be adequate.
After validating the DeepGP model for this problem, it can be used to decompose the variance
of the output. Sobol indices described in Chapter 2 are used here to decompose the variance in void
fraction Saltelli et al. (2008); Glen and Isaacs (2012). Figure 7.9 shows the results of Si and Ti for
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Figure 7.8: DeepGP performance validation for the four void fraction responses in the BFBT
benchmark (the lines refer to the target outputs and the dots refer to their corresponding DeepGP
predictions)
the four void fraction responses using the DeepGP. The results indicate that the inlet temperature
or inlet subcooling (T ) controls most of the variance for the four void fraction responses. The
variance contribution of T tends to decrease as we move up in the channel as CT’s variance has
83% contribution from T compared to 93% in DEN1. The pressure effect is almost consistent for
all responses with a range of 5%-6%. The system power and WallDrag affect more the upper void
fraction locations (DEN3, CT). In general, boundary conditions dominate the uncertainty in void
fraction compared to the physical model parameters which are insignificant. It is worth mentioning
that the uncertainties in the physical model parameters mentioned in Table 7.1 as obtained from Wu
et al. (2018d) are quantified based on BFBT data using Bayesian inversion. The Bayesian inference
solves for the input uncertainty (i.e. physical model parameters) such that the discrepancy between
the code prediction and the experimental observation is minimized.
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Table 7.7: Comparison of the validation metrics for GP and DeepGP models for the thermal-
hydraulic problem
DeepGP
Metric DEN1 DEN2 DEN3 CT
MSE 4.90E-05 2.00E-05 4.00E-06 8.96E-07
RMSE 6.97E-03 4.43E-03 1.89E-03 9.47E-04
MAE 6.67E-03 4.28E-03 1.76E-03 8.41E-04
Q2 0.991 0.993 0.995 0.997
GP
Metric DEN1 DEN2 DEN3 CT
MSE 4.60E-05 1.90E-05 3.00E-06 1.00E-06
RMSE 6.81E-03 4.39E-03 1.85E-03 1.03E-03
MAE 6.49E-03 4.27E-03 1.78E-03 9.14E-04
Q2 0.991 0.993 0.995 0.997
7.3.3 Results of Six-group Kinetic Parameters
This application features a high dimensional problem with a total of 91 DND parameters and 12
predicted responses, learned using a linear kernel (see Tables 7.5-7.6). Kinetic parameters selected
here are at middle of cycle (burnup exists), which allows for DND of the plutonium isotopes to play
a role in delayed neutron emission. Comparison of the validation metrics for the group-wise DNF
(βi) responses from GP and DeepGP is shown in Table 7.8. Similar comparison for the group-wise
decay constant is given in Table 7.9. This application shows a clear difference between the perfor-
mance of GP and DeepGP, even though same kernels and training data are used in both models.
DeepGP shows superior performance in predicting all DNF responses as in Table 7.8, while GP
shows satisfactory performance in predicting β5 and β6. For λi, DeepGP also shows competitive
performance for all six responses with Q2 value of 0.95 or more. On the other hand, GP shows
good performance in predicting λ4-λ6.
We can notice for βi in Table 7.8 that the seemingly small errors in terms of MSE, RMSE,
and MAE are not actually that small when we compare Q2. The reason is that βi has very small
values, which means that a MAE of order of 10−5 is indeed high for βi, and also implies that Q2
is a more informative metric for this kind of responses (this is also the case for k∞ response in the
next application). In general, the mathematical definition of λi includes weighting based on βi,
192
Figure 7.9: Sobol indices calculated by the DeepGP model for the four void fraction responses in
BFBT benchmark (notice that the y-axis is shared across the sub-figures)
i.e. λi = f(βi, ...), which means that λi is expected to have more influential/key input parameters
than βi Radaideh et al. (2019h). Finally, by looking back into the convergence study in Figure
7.7, we can confirm the DeepGP ability to learn the input-output relationship with few samples, as
about 150 samples seem to be sufficient to construct a good DeepGP. This number (150 samples)
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Table 7.8: Comparison of the validation metrics for GP and DeepGP models for the burnup-
dependent group-wise DNF (βi) responses
DeepGP
Metric β1 β2 β3 β4 β5 β6
MSE 1.31E-13 1.78E-14 6.66E-14 1.86E-14 3.49E-14 1.35E-14
RMSE 3.62E-07 1.33E-07 2.58E-07 1.36E-07 1.87E-07 1.16E-07
MAE 2.82E-07 1.04E-07 1.95E-07 1.09E-07 1.51E-07 8.89E-08
Q2 0.998 1.000 1.000 1.000 1.000 1.000
GP
Metric β1 β2 β3 β4 β5 β6
MSE 6.83E-11 3.84E-10 1.56E-09 1.58E-09 1.71E-10 5.43E-13
RMSE 8.27E-06 1.96E-05 3.95E-05 3.98E-05 1.31E-05 7.37E-07
MAE 6.80E-06 1.55E-05 3.22E-05 3.31E-05 1.03E-05 6.09E-07
Q2 0.104 -0.395 0.586 -0.131 0.871 0.997
corresponds to 1.65d, where d equals to 91 for this case, which demonstrates that DeepGP could
be valuable for problems with data scarcity.
Table 7.9: Comparison of the validation metrics for GP and DeepGP for the burnup-dependent
group-wise decay constant (λi) responses
DeepGP
Metric λ1 λ2 λ3 λ4 λ5 λ6
MSE 5.79E-10 1.82E-08 2.82E-07 2.65E-07 7.42E-05 1.19E-03
RMSE 2.41E-05 1.35E-04 5.31E-04 5.15E-04 8.61E-03 3.45E-02
MAE 1.97E-05 1.07E-04 4.20E-04 3.97E-04 6.81E-03 2.69E-02
Q2 0.977 0.948 0.962 0.995 0.975 0.984
GP
Metric λ1 λ2 λ3 λ4 λ5 λ6
MSE 3.74E-08 4.59E-07 6.51E-06 4.20E-06 3.64E-05 7.51E-04
RMSE 1.93E-04 6.78E-04 2.55E-03 2.05E-03 6.04E-03 2.74E-02
MAE 1.62E-04 5.53E-04 2.05E-03 1.60E-03 4.68E-03 2.00E-02
Q2 -0.492 -0.304 0.129 0.922 0.988 0.990
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7.3.4 Results of Nuclear Data and Lattice k∞
This problem has 65 HXS input parameters and one output (k∞). The DeepGP metrics of
k∞ in the validation set are satisfactory and they are Q2 = 0.991 and MAE = 4.91× 10−4. After
validating the DeepGP performance, we can use it to perform uncertainty propagation with large
number of samples. A total of 104 samples is propagated through the DeepGP model and the
histograms of samples at BOL and EOL (50 GWD/MTU) are shown in Figure 7.10. The results
show that both the k∞ mean value and the uncertainty due to nuclear data decrease when moving
from BOL to EOL. It is common to express the uncertainty in k∞ in pcm for easier interpretation
(i.e. δk∞×105). About 600 pcm uncertainty in k∞ can be observed at BOL, while this uncertainty
is decreased to about 480 pcm at EOL.
The plot of k∞ versus burnup plus uncertainty is shown in Figure 7.11. The left subfigure
shows both the mean and the uncertainty (i.e. 1σ around the mean), while the right subfigure
plots the absolute uncertainty value in pcm. The uncertainty plotted is a total uncertainty from
nuclear data and the interpolation uncertainty from the DeepGP. The interpolation uncertainty of
the DeepGP is small, on the order of 25 pcm, which is significantly lower than the nuclear data
uncertainty (600 pcm). First, k∞ drops sharply due to the accumulation of Xe-135, which is a strong
neutron absorber. Afterward, k∞ starts to increase due to the depletion of the burnable absorber
(BA) material, which leads to less neutron absorption and hence higher reactivity. The lattice
k∞ continues to increase until 9 GWD/MTU burnup, when the effect of BA becomes insignificant
(i.e. BA is almost depleted). Afterwards, k∞ decreases due to the depletion of U-235. The total
uncertainty has a decreasing trend from BOL until 20 GWD/MTU after which the uncertainty
becomes somehow insensitive to burnup. After 40 GWD/MTU, the uncertainty starts to increase
again to reach about 500 pcm which is due to the depletion of U-235 and the accumulation of
the plutonium isotopes which have larger nuclear data uncertainty than U-235. In general, we can
observe that the uncertainty in PWR lattice k∞ based on 8-group analysis ranges between 500-600
pcm, which both correspond to about 0.6% (i.e. Std/Mean%) of the mean value at BOL and EOL.
7.3.5 Results of Reactor Fuel Performance
The validation metrics of the DeepGP model for this problem are given in Table 7.10. The
results are based on the parameters listed in Tables 7.5-7.6 under case 4 header. A combination
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Figure 7.10: Histograms of k∞ samples calculated using DeepGP-based uncertainty propagation at
BOL (left) and EOL (right)
Figure 7.11: Burnup-dependent results of DeepGP-based uncertainty propagation: k∞ plus uncer-
tainty (left) and pcm uncertainty (right)
of Matérn-5/2, RBF, and linear kernels is used for this problem. The DeepGP shows good met-
rics for the four responses with Q2 values of 0.93 or higher. It is worth mentioning that the four
responses have the following statistics: (1) fission gas produced: 3.1× 10−5 moles (4.8%), (2) max
fuel centerline temperature: 1591.6 K (2.4%), max fuel surface temperature: 701.8 K (1.1%), and
(4) radial clad displacement 1.92× 10−5 m (4.2%).
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Table 7.10: Validation metrics of the DeepGP model for the four outputs analyzed in the fuel
performance problem
Metric
Fission Gas Max Fuel Max Fuel Radial Clad
Produced Centerline Temperature Surface Temperature Diameter
MSE 2.78E-14 21.69 4.72 1.64E-14
RMSE 1.67E-07 4.66 2.17 1.28E-07
MAE 1.43E-07 3.81 1.80 1.01E-07
Q2 0.987 0.986 0.933 0.978
The validated DeepGP model is first used for parameter screening. Morris method is used to
calculate the elementary effects of each input factor Morris (1991). See Chapter 2 for more infor-
mation. The results of Morris elementary effects µ and µ∗ are shown in Figure 7.12. The standard
deviation of the elementary effects is plotted as error bars in Figure 7.12. In general, large µ or µ∗
values imply larger parameter sensitivity, while large σ values imply that the input has nonlinear
or interaction dependencies with the output. The elementary effects are calculated based on 800
trajectories, 20-level grid, and ±3σ for the upper/lower bounds of each input factor (which are
the bounds used to construct the DeepGP). LHR (linear heat rate) and pellet height control the
fission gas production sensitivity with small error bars implying small interaction and small non-
linear effects. Pellet height has a large effect here since we are perturbing its height by 4.4%, which
indirectly changes the fuel content and hence the fission gas production by each pellet. The fuel
centerline temperature is sensitive to the fuel parameters such as porosity and roughness as well
as to the LHR and clad surface temperature. The fuel surface temperature is sensitive to similar
parameters as the centerline temperature except that porosity has less effect on the fuel surface
temperature. Notice that the pellet height sensitivity in fuel surface temperature has large error
bar in its elementary effects, as µ and µ∗ have different values. Finally, the radial clad diameter
response shows sensitivity to multiple parameters as can be seen in Figure 7.12(d).
Morris elementary effects cannot tell about the variance contribution from each parameter. To
include the parametric uncertainty for this case, Sobol indices were applied to the fuel performance
inputs and they are plotted in Figure 7.13. First, the agreement in the importance ranking between
Morris and Sobol can be observed well for the fission gas production. The pellet height and LHR
contribute to more than 98% of the fission gas production variance.
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Figure 7.12: DeepGP-based Morris elementary effects plus their standard deviation for the four
responses in the fuel performance problem (notice that the y-axis is shared across the sub-figures)
This agreement (between Sobol and Morris) is also observed in the maximum fuel centerline
temperature as the four sensitive parameters in Morris are contributing to the variance by Sobol.
The variance of the fuel surface temperature is controlled by the clad surface temperature, fuel
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roughness, and LHR, with insignificant effect from the pellet height. Finally, radial clad diameter
variance is controlled by similar parameters as the fuel centerline temperature with slight numerical
differences.
It is good noticing that the total and first order indices for the dominant factors have similar
values, which agree with the relatively small error bars observed in Morris results. This means that
parameter interactions are of less significance in this case.
7.4 Concluding Remarks
Multi-layer GMDH networks are used in this study to perform UQ of reactor simulations.
GMDH networks are considered one of the earliest deep learning methods. GMDH is used as a
surrogate/metamodel in this study to replace high fidelity computer models with a metamodel to fa-
cilitate UQ tasks. Application of GMDH to a low dimensional problem of two-phase flow in a BWR
channel is used. Also, an application of nuclear data using 8-group homogenized cross-sections is
used as a high-dimensional case. In both cases, GMDH networks show very good performance with
Q2 value reaches as large as 0.99 (maximum is 1.0). Comparison with other surrogate methods such
as GP and PCE demonstrates that GMDH has competitive performance at the low dimensional
problem, and better performance at the high dimensional problem, at which PCE shows weak per-
formance.
Modern nuclear reactor modeling integrates UQ practices to improve reactor safety and reduce
capital costs. UQ of nuclear systems faces many challenges including expensive models, multiphysics
coupling, and high dimensional input space. In this chapter, the recently developed deep Gaussian
process is used to perform UQ of nuclear reactor simulations. DeepGPs are used as supervised
models and tested using four real-world simulations with different underlying physics. The DeepGP
models demonstrate promising performance and advantages for nuclear modeling including ability
to handle high dimensional input spaces, relatively large datasets, learning with small number of
samples, and ability to predict new points with uncertainty (like GP). The validated DeepGP models
are used to perform typical UQ and sensitivity analysis tasks such as uncertainty propagation,
variance decomposition, and parameter screening. Based on the findings, the application of reactor
thermal-hydraulics demonstrates the importance of inlet subcooling uncertainty in void fraction
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Figure 7.13: DeepGP-based Sobol indices for the four responses in the fuel performance problem
(notice that the y-axis is shared across the sub-figures)
prediction. The nuclear data uncertainty effect using 8-group structure is about 600 pcm at BOL
and decreases to about 480 pcm at EOL. For the kinetic parameters, the DeepGP explains 95% or
more of the validation set variance. Finally, the reactor fuel performance shows the importance of
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the clad surface temperature, fuel porosity, and linear heat rate in explaining the variance of the
maximum fuel centerline and surface temperatures. In future work, deep neural networks such as
convolutional and recurrent neural networks will be investigated to model time series phenomena in
nuclear reactors. In addition, DeepGP will be applied to multiphysics simulations such as coupled
reactor physics and thermal-hydraulics simulations.
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Chapter 8
Bayesian-based Integrated Framework for Model
Selection and Model-Form UQ of Nuclear Computer
Models
Uncertainty can be found in any experimental measurement or mathematical model due to
assumptions/simplifications in the modeling process, bias of experimental devices, or lack of under-
standing of a physical process. For simple problems at which the process can be modeled with high
accuracy both theoretically and experimentally, the uncertainty can be controlled to have small
effect on the response. However, for complex phenomena, uncertainty could come from various
sources, and it can propagate causing a large spread in system response. Nuclear reactor modeling
and simulation entails coupling of various computer codes (e.g. mathematical models) which rep-
resent different physical phenomena (e.g. reactor physics, reactor kinetics, thermal-hydraulics, fuel
depletion, fuel performance). The mathematical model forming each physical phenomenon con-
tains various uncertainty sources. Neglecting such uncertainties in nuclear modeling can severely
affect prediction of responses in real-world problems. Uncertainty is usually classified into two main
categories: aleatoric (inherent which cannot be controlled) and epistemic (systematic which can
be controlled). In this study, epistemic uncertainty is classified into five main categories as: (1)
parametric/input, (2) experimental/measured, (3) predictive/model discrepancy, (4) model-form,
and (5) interpolation/statistical uncertainties.
Parametric uncertainty results from the model parameters that are used as input to the com-
puter model. Some model parameters have inexact values, cannot be measured in a lab, or difficult
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to be inferred by statistical/fitting methods. Experimental uncertainty is inevitable in any mea-
surement setup due to the systematic uncertainty of the instruments used in the experiment and
the random uncertainty that can be reduced by repeating the same experiment several times. Pre-
dictive uncertainty results from the fact that any physical model is a reduced representation of
reality, and hence it cannot match the experimental data exactly. Therefore, predictive uncertainty
represents the model deficiency or discrepancy. For some problems, exact/analytical solutions to
the mathematical problem of interest are not available, at which a numerical or Monte Carlo tech-
nique is used instead. Model assumptions, numerical approximations, lack of physics understanding
feature the model discrepancy/uncertainty. Model-form uncertainty is the multi-dimensional form
of the model discrepancy source. Due to the lack of knowledge about the physical phenomenon,
various models are developed to simulate the same physical process, but none of them can accu-
rately represent the reality. These models could have different structure, physics involved, solution
methods, and/or approximations. Model-form uncertainty arises from model selection in which
several qualified models should be considered in the UQ and response prediction (since we believe
all models are deficient). Additional discussions on the differences between model-form and predic-
tive uncertainties are presented later in section 8.2. Interpolation uncertainty can occur for cases
when there is lack of data available from a computer code. For example, some computer codes
take extensive time to run which limits their usage for UQ applications. A common practice is to
replace such high-fidelity code by a reduced order model (ROM), also called surrogate or meta-
model, which takes negligible time to run. Using ROM instead of the original high-fidelity model
introduces what so-called interpolation uncertainty. More details about using machine and deep
learning ROM are presented in chapters 5-7. Hypothetically if the parametric, experimental, and
interpolation uncertainties are zero, both predictive and model-form uncertainty are still causing
a discrepancy between the model prediction and the true value. The summary of the sources of
uncertainty considered in this thesis is presented before in Figure 1.4.
Quantification of model-form and predictive uncertainty is a widely investigated topic due to
its importance for UQ applications using computer models. Due to the difficulty and complexity
of quantifying and modeling the model-form uncertainty, it has been neglected in many studies
that perform UQ of nuclear reactor simulations. Neglecting predictive and model-form uncertainty
can cause significant underestimation of the final response uncertainty, especially if the computer
model is inaccurate and/or not validated against experimental data. Lets assume that there are
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different models (e.g. computer codes) M1,M2, ...,MN which simulate similar phenomena. The
analyst usually picks one model without considering the uncertainty that results from this model
selection. Bayesian Model Averaging (BMA) is a common technique to work around such a problem
Hoeting et al. (1999). Given a response of interest at which experimental data is available, different
mathematical/statistical models are used to predict that response. BMA uses new observations to
update model probabilities using the Bayesian framework, for which the model with highest prob-
ability is considered the best model for this dataset Hoeting et al. (1999). The process of model
averaging in BMA refers to estimating the response under each model in the full model set and then
averaging the estimates according to each model weight Wasserman (2000). A recent systematic
review of BMA applications in science can be found in Fragoso et al. (2018). As updating the model
probability can be performed by finding the maximum likelihood estimate (MLE) of the variance
that maximizes the probability of observing the data in the model prediction, various techniques
were used to search for such MLE. For example, Tian et al. (2012) used expectation-maximization
(EM) algorithm and BFGS non-linear optimization techniques to search for the MLE. The two
prescribed methods were compared to Markov Chain Monte Carlo (MCMC). Vrugt et al. (2008)
proposed alternative approach to EM (since EM convergence is not always guaranteed), by using a
recently developed MCMC algorithm called DREAM (Differential Evolution Adaptive Metropolis)
to calculate BMA required weights and variances. Aside from BMA, another approach to quantify
model-form uncertainty relies more on expert judgment and evidence theory. Zio and Aposto-
lakis (1996) introduced the theoretical and mathematical formulation for two expert-opinion-based
approaches, and they were applied to assess the model uncertainty for high-level nuclear waste
repository simulation tools. The first approach relies on constructing a set of plausible hypothesis
based on expert elicitation, and then evaluating the validity of each hypothesis based on the avail-
able data. The second approach, which is more common, is called the adjustment factor approach,
at which a reference model (best) is selected at the beginning from the model ensemble, usually
by expert opinion. The predictions of the reference model are then adjusted by a factor that is
unknown and should be determined. The unknown factor is uncertain by nature and accounts
for the uncertainty in the other models. Clearly both of the previous approaches rely on ad-hoc
expert judgment, for which defending them from scientific point of view could be difficult Zio and
Apostolakis (1996).
Several studies have been conducted to quantify model-form uncertainty in other fields. Raftery
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et al. (1997) applied a detailed BMA to ensemble of linear regression models which are used for pre-
diction of different physical processes. Park et al. (2010); Park and Grandhi (2014) utilized BMA
for model-form uncertainty quantification through MLE, and the adjustment factor approach for
its propagation into the system response. The methods were applied on a concrete creep problem
and laser peening process. Riley and Grandhi (2011) developed a framework based on the exist-
ing methods such as BMA and adjustment factor approach to quantify various uncertainty forms
including the model-form. The framework was applied on a full-scale simulation in aerodynam-
ics. Park and Grandhi (2012) quantified the model-form and parametric uncertainties using the
evidence theory through expert evidence. Evidence theory is flexible in describing the imprecise
human knowledge in which numerical measures can be assigned to the uncertainty of various sub-
sets of a model. The method was applied to spring-mass and laser peening problems. Droguett
and Mosleh (2008) developed a rigorous BMA framework for fire risk modeling when considering
both homogeneous and heterogeneous performance data sources. Another application to quantify
the model-form uncertainty of fatigue reliability models can be found in Zhang and Mahadevan
(2000).
Our previous and current efforts in promoting UQ in various nuclear areas included developing
sampling-based UQ framework of the reactor kinetic parameters Radaideh et al. (2019h) (Chapter
4), UQ in criticality safety and spent fuel analysis Radaideh et al. (2018b,c, 2019e) (Chapters 11-
12), inverse UQ for thermal-hydraulics physical model parameters Wu et al. (2017c), and another
inverse UQ application to fuel performance code BISON is presented in Wu et al. (2018b). Most of
the previous efforts did not consider analyzing both predictive and model-form uncertainty which
are usually neglected in scientific modeling and UQ applications, even though they could account
for most of the response uncertainty. Therefore, due to the emergent needs for thorough UQ of
nuclear codes and experimental data, we are developing an integrated framework based on Bayesian
statistics. In this chapter, various uncertainty forms can be quantified and accounted for during the
UQ process to improve our understanding about the models and data. The methodology is described
in the context of computer codes associated with nuclear engineering modeling. The theory and
methodology of the framework is described in this chapter, while the framework application is
demonstrated in the next chapter in the context of nuclear thermal-hydraulics and two phase flow
solvers.
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8.1 Model Updating Framework
It is important at the beginning to review the previous formulations of the model updating
equations that are used in engineering applications to predict the response of interest. First, the
rigorous and most popular formulation is given by Kennedy and O’Hagan (KOH) Kennedy and
O’Hagan (2001) which is expressed by
yi = ρFi(~xi, ~θi) + δ(xi) + γi, (8.1)
where yi is the true value of the response of interest (RoI) which is the sum of three different
components: (1) Fi(~xi, ~θi) which is the model prediction, (2) δ(~xi) is the model discrepancy term,
and (3) γi is the experimental error term. The index i is for the measured data point, and ρ is
an unknown regression parameter. The input parameters to the model are decomposed into two
classes:
• ~x: this class refers to the input parameters that are subjected to vary from one experimental
condition to the other. This class is called independent variables or explanatory inputs, and
they compromise the boundary conditions and other variables that define the problem. These
parameters can be measured in experiments and hence are subjected to uncertainty. For
example, inlet temperature, system pressure, and mass flow rate can be seen as explanatory
parameters to a thermal-hydraulic or fluid flow model.
• ~θ: this class refers to the model parameters that take constant but unknown value for all
observations. Therefore, this class can be seen as a set of calibrated or model parameters
that can improve the agreement between the model and the reality. For example, to evaluate
the interfacial drag coefficient to solve the two-phase two-fluid model, constitutive relations
are used. These relations are based on empirical correlations with uncertain (sometimes
unknown) parameters.
The previous formulation, although of its rigorousness, is difficult to implement for certain prob-
lems due to the additional parameters that are unknown. The major difficulty is the addition of the
model discrepancy term δ(~x), which needs complex modeling. First, δ(~x) objective is to address the
discrepancy between the code and the observation, which is caused by the independent variables
only. This term is usually modeled by a Gaussian process (GP) at which the code outputs at differ-
ent input locations (e.g. experimental conditions) are used to determine the GP parameters, and
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then using such GP to extrapolate/interpolate the code discrepancy at new input locations. The
previous setup needs primary perquisites including measuring the independent variable inputs to a
sufficient degree of accuracy and having a sufficient number of data points to inform the relationship
between ~x and δ(~x). Therefore, using the GP in error extrapolation is the main criticism for the
KOH approach, in which aside from its modeling complexity, it can be inaccurate. Consequently,
KOH formulation is somehow complicated and more oriented to Bayesian updating and calibration
problems (inverse UQ or DA). A wide range of studies adopted the KOH approach in various forms
such as Bayarri et al. (2007); Xiong et al. (2009); Arendt et al. (2012). For nuclear applications,
a rigorously-derived modular Bayesian framework was developed for thermal-hydraulic model pa-
rameters calibration, where the model discrepancy term is modeled by a GP Wu et al. (2018c,d).
An alternative formulation started to appear after observing the challenges of KOH approach,
which can be written as Mcfarland (2008); Park et al. (2010); Riley and Grandhi (2011)
yi = Fi(~xi) + εi, (8.2)
where yi is again the true response value, Fi is the functional form for model Mi, and ~xi represents
all input parameters that enter Mi without decomposition. In this formulation, the calibration pa-
rameters are dropped from the notation, and the model discrepancy and experimental error terms
are combined into one error term (εi). It is common to express εi with a normal distribution with
zero mean (to ensure unbiased model response) and variance σ2i , i.e. εi ∼ N(0, σ2i ).
This formulation is considered simpler than KOH and preserves most of its characteristics (at
least for the purpose of this study). It is worth mentioning in this context that assuming zero
mean for the error term (εi) assumes that the code bias is not a factor. Replacing the zero mean
with unknown variable representing the code bias would be more realistic. However, this has been
avoided in this study since there is little or almost no information about the bias behaviour of each
model considered. Therefore, the model is assessed based on the variance σ2i , which represents the
predictive capability of the model for the response combined with the experimental uncertainty.
The calibration parameters (~θi) are useful for the inverse problems as quantifying the uncertainty
in these parameters is the main goal. However, for certain applications, the code parametric uncer-
tainty could be dominated by the uncertainty in the independent variables, making the calibration
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parameters of less importance. Various studies have used this formulation for uncertainty analysis
and model-form uncertainty quantification Mcfarland (2008); Park et al. (2010); Riley and Grandhi
(2011); Park and Grandhi (2012).
In general, the first formulation by KOH is preferred for the inverse/calibration problems since
the model-discrepancy helps in avoiding the over-fitting problem, which is common when the model
discrepancy is neglected. The second formulation is preferred and accepted for model-form uncer-
tainty quantification especially when there is a limited amount of experimental data available to
infer the model discrepancy term. Although the model predictive uncertainty term is embedded in
the noise term (εi), some techniques such as BMA can still be used to infer the predictive uncer-
tainty as will be described later in this chapter. Consequently, the second formulation is adopted
in this study. Additional discussions on the model updating formulation can be found in Kennedy
and O’Hagan (2001); Mcfarland (2008); Arendt et al. (2012). The next subsection describes the
difference between two important types of uncertainty.
8.2 Model-form vs Predictive Uncertainty
Before presenting the UQ methodology, it is important to clarify the difference between two
major types of uncertainties in this study, that are usually mixed or used interchangeably. The
first is called model-form uncertainty, while the other is called predictive uncertainty.
The model-form uncertainty is introduced when selecting one model to represent a physical
phenomenon from a set of models. For example, if there are two competing models M1 and M2
that can predict the response with sufficient accuracy, using M1 or M2 alone as the best model
introduces uncertainty in the prediction, and both models should be accounted in predicting the
response Hoeting et al. (1999); Wasserman (2000). Therefore, model-form uncertainty arises from
the model selection process. Model-form uncertainty could be inferred with experimental data
which is used to assign a weight for each considered model, and then the weights along with each
model prediction can be used in combination to predict the response. In this case, the model that
has better agreement with the data will have a higher weight and hence contributes more in the
response prediction. Model-form uncertainty is not typically considered in engineering applications,
primarily due to the model complexity associated with engineering designs. However, model-form
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uncertainty is of great importance in other fields such as statistics and economics. For regression
models, the best model balances between simplicity (number of regression parameters) and good-
ness of fit with the data. For engineering applications, especially nuclear engineering models, the
model simplicity is not a factor (since most of the competing models have complex structure), the
agreement with the data is more important. However, model-form uncertainty can help in deciding
whether adding additional input parameters to the computer code improves/deteriorates the model
prediction against experimental data. The model-form uncertainty is classified as epistemic, since
it arises from the lack of our knowledge about the physical process.
Model predictive uncertainty or model deficiency is specific to each model Mi, which expresses
how close the model is to the data (represented by δ(~xi) in Eq.(8.1)) Kennedy and O’Hagan (2001).
For example, M1 could be a more advanced and high-fidelity model than M2, for which we expect
the predictive uncertainty for M1 to be less than M2. Based on that, predictive uncertainty can be
reduced by improving the code capability itself through incorporating additional physics, improving
numerical methods, reduce amount of input variability, and many more ways that require modifying
the original code/model. In general, our objective in this UQ study of computer models is not
reducing the predictive uncertainty, but to quantify it at least. The confusion between the two
uncertainty types arises by assuming that Mi is the only and the “best” model to represent a
physical process, then the model-form uncertainty by definition that results from selection is no
longer defined, and it is replaced by the code predictive uncertainty or model discrepancy for
the “best” model Mi. In summary, model-form uncertainty can be observed as the global or
multi-dimensional version of the model predictive uncertainty, since we believe that all models are
deficient, the best of each model should be used to improve the overall prediction. In all subsequent
discussions, the term “model-form uncertainty” is used to refer to the uncertainty resulted from
model selection, and the term “predictive uncertainty” is used to express the code discrepancy or
prediction uncertainty for each particular model.
8.3 Bayesian Statistics
It is apparent that the Bayesian framework is the most appealing choice when it comes to
parameter estimation and model selection due to its flexibility in handling the probabilistic nature
of models and parameters. Lets assume that N models simulate a certain physical phenomenon,
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M = {M1,M2, ...,MN}. The previous models could be either closed-form analytical, empirical,
semi-empirical, and/or computer models. In this study, the models will be computer models with
complex structure at which there is no closed-form available. The letter F is used instead of P
sometimes to represent the actual code/model even though F by itself is still a distribution. The
code response (y) could be any quantity resulted from code calculations (e.g. void fraction, gas
velocity, neuron multiplication factor, neutron flux). Each model (Mi) has a certain number of
calibration or physical model parameters (~θi). If new experimental data ~D = {D1, D2, ..., Dm} is
observed, the following can be written according to Bayes vision (after dropping the vector notation





where P (~θi|D,Mi) is the posterior of parameters ~θi after observing the data, P (D|~θi,Mi) is the
likelihood function of observing the data when ~θi is known, P (~θi|Mi) is the prior density for ~θi,
and P (D|Mi) is a normalizing constant representing the marginal likelihood. When performing
model calibration or parameter estimation, the marginal likelihood is of less importance as there
are several methods (e.g. MCMC) that can solve for the posterior distribution in the following
proportional form without the need to evaluate P (D|Mi)
P (~θi|D,Mi) ∝ P (D|~θi,Mi)P (~θi|Mi). (8.4)
However, when it comes to model evaluation and selection, the marginal likelihood P (D|Mi)
becomes the main focus. The posterior for model Mi can be written in a similar way as before in
proportional form
P (Mi|D) ∝ P (D|Mi)P (Mi), (8.5)
or in closed-form for a discrete number of models
P (Mi|D) =
P (D|Mi)P (Mi)∑N
j=1 P (D|Mj)P (Mj)
, (8.6)
where P (Mi|D) is the posterior model probability when the data is observed and P (Mi) is the prior
model probability that Mi is the true model. To reflect unbiased judgment regarding the models,
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Based on the previous formulation, the general equation of BMA can be written as follows




F (y|Mi, D)P (Mi|D), (8.8)
where F (y|D) is the adjusted response distribution after observing data D and after including all
models available, F (y|Mi, D) expresses the predictive capability of each model Mi of the response
y when using the data D. The definition in Eq.(8.8) can be interpreted as the average of the
response posterior distribution under each model Mi, weighted by their model probability P (Mi|D).
By looking into Eq.(8.8), BMA relies on evaluating the distribution F (y|Mi, D) and the model
weight P (Mi|D) for all models Mi. Evaluating P (Mi|D) needs evaluating the marginal likelihood
P (D|Mi) for each model. This task is considered the most important and most challenging in BMA
implementation which will be discussed in detail in the next section.
8.4 Advanced UQ Formulation
8.4.1 Model Uncertainty and Predictive UQ
In this case, all parameters ~xi for each Mi and the data points D are assumed to be deterministic
and do not carry uncertainty (i.e. parametric and experimental uncertainty are negligible). It is
worth mentioning that the reader should not confuse the model type with its parametric type.
For example, a deterministic model (has analytical form or solved by highly accurate numerical
method) could still have stochastic/unknown parameters that introduce uncertainty in the model
predictions. Although the previous assumption is unrealistic as most of the advanced computer
models have large number of uncertain parameters, and uncertainty in the experimental data is
also inevitable, it still provides a first impression about the models to be evaluated. In this case,
the first term of the model updating equation (see Eq.(8.2)) becomes deterministic, and so the
response y can be written in a random distribution form due to the noise term as follows











Now lets assume that a single data point Dj representing the response y is observed, the previous
equation can be written as










where xji refers to the input parameters of model i at the experimental conditions ofDj . Considering
a dataset ~D = {D1, D2, ..., Dm} with independent data points, the likelihood function is defined as
P (D|Mi, σi) =
m∏
j=1
P (Dj |Mi, σi), (8.11)
which yields
















The problem of the previous formulation is that we are interested in P (D|Mi) for Eq.(8.6) not




P (D|Mi, σi)P (σi|Mi)dσi, (8.13)
which introduces another distribution here P (σi|Mi), which represents the prior knowledge about
the variance of each model Mi. The previous integration can be solved analytically or numerically
depending on the conditions assumed for P (σi|Mi). Usually, MLE is used for analytical estimation
of this integral. In this case, the maximization is performed over P (D|Mi, σi) only without consider-
ing the prior (which is acceptable for large datasets at which the prior effect becomes insignificant).
The MLE value (σ̂2) can be solved analytically by differentiating and finding the maximum value









which is simply the mean squared error between the data and the model prediction. By plugging













Afterward, the updated model probability in Eq.(8.6) can be evaluated for equal prior model









which expresses the posterior model probability for each Mi model after observing the data D
averaged over all models. It is expected that the model with highest posterior value of P (Mi|D) to
be better in reproducing the data.
8.4.2 Incorporation of Parametric Uncertainty
Most of the computer models have many stochastic parameters that affect the response of inter-
est. The parametric uncertainty should be considered and quantified during the model averaging
to have better estimated weights for each model. Now, for model Mi, if ~xi is a vector of stochastic
input parameters in the model, the prediction of a general response y by Mi can be expressed by
F (y|Mi) =
∫
F (y|Mi, ~xi)P (~xi|Mi)d~xi, (8.17)
which is simply marginalizing ~xi out. The F (y|Mi, ~xi) represents the prediction of y by Mi when ~xi
is known, and P (~xi|Mi) represents the prior distribution of the input parameters ~xi. Similarly, if a
dataset D is observed, then the model likelihood P (D|Mi) after marginalizing the input parameters
can be expressed by
P (D|Mi) =
∫
F (D|Mi, ~xi)P (~xi|Mi)d~xi, (8.18)
where F (D|Mi, ~xi) here is simply the model prediction of the data D when ~xi is known. The
previous integration cannot be evaluated analytically for most computer codes. Alternatively, it






F (D|Mi, ~x(k)i ), (8.19)
where ~x
(k)
i is the k
th random sample of ~xi drawn from its prior distribution P (~xi|Mi). The remaining
step is to construct the function F (D|Mi, ~xi). The likelihood can be constructed as before assuming
normal distribution with uncorrelated data. Lets assume ~xi
(k), k = 1, .., ns is a random vector of
the input parameters Park and Grandhi (2014)
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Similar to what has been done in the previous section (see section 8.4.1), the MLE estimation







where (σ̂2i )~xi(k) represents the i
th model variance with respect to the data (predictive uncertainty)
for a particular random sample (~x
(k)
i ) that represents the parametric uncertainty. Therefore, the
fundamental difference between this analysis and the previous analysis in section 8.4.1 is that the
model variance is no longer a deterministic value, but has a random distribution caused by the
parameters’ variability. Afterward, by plugging back Eq.(8.21) into Eq.(8.20)











If F (D|Mi, ~xi(1)), F (D|Mi, ~xi(2)), ..., F (D|Mi, ~xi(ns)) can be evaluated, then the integration in
















Afterward, the posterior model weight/probability can be estimated using Eq.(8.6). It is im-
portant to notice that if the uncertain parameters to be marginalized out are physical model or
calibration parameters (constant and independent from the experimental conditions), then the prior
density should be fixed along the integration. However, if the uncertain parameters are boundary
conditions or explanatory, then the prior distribution could be variable from data point to the other
and should be constructed according to the experimental conditions.
8.4.3 Incorporation of Experimental Uncertainty
In the previous analysis, the data points ~D = {D1, D2, ..., Dm} are assumed to be deterministic
(has no uncertainty). However, measured data has inherent experimental uncertainty that comes
from the instruments. Incorporation of experimental uncertainty in this context can improve the
model assessment and the UQ process. The definition of the likelihood in Eq.(8.11) needs to be
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modified to account for data uncertainty. Lets assume that experimental data can be represented
by a Gaussian distribution where the nominal measured value represents the mean (µDj ), and
the experimental uncertainty represents the distribution variance (σ2Dj ), i.e. χ
Dj ∼ N(µDj , σDj ).
Similar to what has been done on parametric uncertainty, the randomness in the data (χDj ) needs








P (Dj |Mi, χDj )P (χDj |Mi)dχDj . (8.24)
It is expected that experimental uncertainty in the data is independent from Mi by defini-






P (Dj |Mi, χDj )N(χDj ;µDj , σDj )dχDj . (8.25)
The previous integration can be solved numerically through Monte Carlo integration followed
by MLE search as shown before, or by using other techniques such as importance sampling, MCMC,
and many others. A brief description to solve the previous integral is presented in the first sec-
tion of Appendix A. In simple words, instead of treating the data points as deterministic values,
they are now probabilistic where their values are sampled from their prior normal distribution
(i.e. N(µDj , σDj )). The rest of the derivation can be completed similarly as in section 8.4.2. Fur-
thermore, if both parametric and experimental uncertainty are to be included in the UQ process,
marginalization over the data and parametric uncertainties has to be done similar to what was
described before, which adds more difficulty on solving for the marginal likelihood.
8.4.4 Model-form UQ and Composite Prediction
After introducing the effect of parametric, predictive, and experimental uncertainties, the final
step is to quantify model-form uncertainty through model averaging. The individual models and
their corresponding weights (depending on how much uncertainty is included in the earlier analysis)
can be used for a hybrid/composite prediction. By looking into the main BMA equation, Eq.(8.8),
the response F (y|D) represents the distribution of the composite prediction of y given the observed





E[F (y|Mi, D)]P (Mi|D), (8.26)
where E[.] refers to the expected value of the distribution. The variance of the composite distribu-
tion is expressed by Park and Grandhi (2014)
V ar[F (y|D)] =
N∑
i=1
V ar[F (y|Mi, D)]P (Mi|D)︸ ︷︷ ︸








where V ar[.] refers to the variance of the distribution. According to Park and Grandhi (2014); Riley
and Grandhi (2011); Hoeting et al. (1999), the variance of the composite distribution is decomposed
into two terms: the first term represents the variance resulted from the model prediction of response
y due to the predictive uncertainty (this term is called the model variance), while the second term
represents a between-model variance which is the variance in the prediction of response y due to
model-form uncertainty. In addition, if F (y|Mi, D) follows normal distribution, then F (y|D) also
follows normal distribution, since the weighted sum of normal distributions is also normal.
Finally, the construction of the predictive distribution F (y|Mi, D) for each model (which is mul-
tiplied by the model weight), depends on the MLE value of the variance. For example, considering
the simple case presented in section 8.4.1, and after observing the data, the predictive distribution
can be obtained. This is done by using σ̂2i calculated by Eq.(8.14) for each model into Eq.(8.9) to
predict the response after observing the data to obtain










8.5 Model selection and UQ: Framework Structure
To sum up all previous theoretical discussions, a step-by-step approach is shown in Figure
8.1 which shows various techniques to quantify the uncertainty in computer models considering
observed data. The flowchart can be decomposed as follows:
1. For a certain physical or engineering system, a set of N models (e.g. computer, analytic,
statistical, semi-empirical) is used to simulate the system, M1, ...,MN .
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2. Each model consists of input parameters which can be either deterministic or stochastic.
Uncertainty in the stochastic input parameters should be propagated through the model to
quantify their parametric uncertainty.
3. Some input parameters have unknown prior value/distribution, these parameters can be han-
dled with available experimental data using data assimilation, inverse UQ, or model calibra-
tion exercise to infer their values/uncertainties. A demonstration of Bayesian data assimila-
tion is performed in Chapter 5. This topic is not investigated here.
4. If any model is expensive and all its sensitive parameters (and their uncertainty) are identi-
fied, the expensive model can be replaced with a reduced order model (ROM) to facilitate the
model prediction. However, this practice should be applied with care, as it introduces a new
uncertainty source called “interpolation uncertainty”. The ROM should be constructed and
validated with sufficient number of samples. ROMs constructed with machine and deep learn-
ing methods are demonstrated in Chapters 5-7. This topic is not re-visited here, especially
that the problem we analyze is not very expensive.
5. Given measured data for a general response y, model prediction can be used to infer the
predictive uncertainty for each model which represents the model uncertainty or deficiency
with respect to the data used.
6. The experimental data can be used to assign weights/probabilities to the models based on
the model’s performance in reproducing the data.
7. The uncertainty in the experimental data can be incorporated in the likelihood estimation to
avoid unbiased estimates of the model weights.
8. The posterior weights and predictive distributions of all models can be used to infer the
model-form uncertainty.
9. Finally, a composite, hybrid, or average model can be used to predict the response y after
including various uncertainty types.
In light of all previous discussions, the advantages of using this framework can be summarized
as follows:
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Figure 8.1: Advanced uncertainty quantification methodology for nuclear computer models
• The framework accounts for various uncertainty types needed for assessing nuclear computer
models including predictive, parametric, experimental, model-form, and/or interpolation un-
certainties.
• The framework is flexible in its implementation, which means that the user can pick the types
of uncertainty to be incorporated in the UQ process, without the need to include all of them.
• As most of the other UQ methods, this framework is non-intrusive by nature, which means
that applying it to legacy and black-box codes can be performed without the need to access
the source code.
• The by-products of applying this framework, in addition to UQ, include model verification
and validation, assessment of the current models, and model selection.
On the other hand, this framework has some limitations associated mainly with the implemen-
tation, which can be summarized as follows:
• The complexity of the framework implementation increases largely after incorporating addi-
tional details/uncertainties.
• The framework application can be exhaustive if the models are expensive (ROM is needed) or
if the parametric uncertainty cannot be quantified with sufficient accuracy (data assimilation
is needed).
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• The framework requires experimental data (large numbers preferred), and cannot be used
with synthetic (computational-based) data, since this violates the concept of model-form
uncertainty.
• The uncertainties of this framework should not be extrapolated to other datasets or other
responses, especially if there is large sensitivity to the data. The process needs to be repeated
for each dataset/response (can be overcome by automating the whole process).
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Chapter 9
Quantifying Model-form and Predictive Uncertainties
in Nuclear Thermal-hydraulics Solvers
In this chapter, application of the Bayesian-based framework developed in the previous chapter
is performed. For demonstration, the methodology is applied to three different computer codes
used to simulate two-phase flow and thermal-hydraulic phenomena inside nuclear reactors, which
are important for nuclear reactor system safety. The experimental data and the codes (i.e. models
to be evaluated) are described and validated first before performing UQ. Different cases and ex-
perimental data to quantify different forms of uncertainty are analyzed, and conclusions are drawn
based on the results. The current approach demonstrated in this study can be efficiently extended to
other nuclear codes simulating other phenomena, given good-quality experimental data is available.
Based on the variance analysis done before using deep learning in Chapter 7 for the void frac-
tion problem, we concluded that uncertainties in the explanatory inputs or boundary conditions
(e.g. pressure, mass flow rate) have more significant effect on the response uncertainty compared to
the physical model parameters (see Figures 7.3, 7.9). Therefore, explanatory variables are selected
to represent the parametric uncertainty in this chapter. In addition, this selection can ensure
consistency in comparing the models which have heterogeneous structure, closure relations, and
empirical correlations, which makes the comparison between the models in terms of the physical
model parameters more difficult.
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9.1 Nuclear Two-phase Flow Data and Solvers
The three models to be assessed in this study are all computer models that simulate two phase
flow and thermal-hydraulics phenomena inside nuclear power plants. TRACE (TRAC/RELAP5
Advanced Computational Engine) is a best-estimate reactor system code developed by U.S. Nuclear
Regulatory Commission (NRC) to analyze loss of coolant accident (LOCA), operational transients,
and other accident scenarios within light water reactors (LWRs) such as pressurized water reactors
(PWRs) and boiling water reactors (BWRs) U.S.NRC (2013). TRACE is capable of simulating
steady-state and transient coupled neutronic-thermal-hydraulic phenomena in LWRs with high ac-
curacy.
RELAP5 (REactor Leak And Power Safety Excursion) is also developed by U.S. NRC to simu-
late steady-state and transient phenomena within nuclear reactors Ransom et al. (2001). RELAP5
and TRACE capabilities are quite similar, even though TRACE combined one of earlier RELAP
versions capabilities with three other predecessor codes in one modernized package. TRACE and
RELAP5 are validated and used for wide range of applications such as LOCA simulation Queral
et al. (2015), void fraction prediction Kovtonyuk et al. (2008); Avramova et al. (2013), coupled
neutronics-thermal-hydraulics Uspuras et al. (2004), BWR stability analysis Kozlowski et al. (2014),
reactor transients Groudev and Stefanova (2006), and many more.
The last model is called RSTART which is a code developed internally at University of Illinois at
Urbana-Champaign (not available commercially). The code implements a well-structured numeri-
cal method to solve the two-phase two-fluid model equations based on roe-type Riemann solver Hu
and Kozlowski (2018b) compared to the complex staggered grid approach implemented in TRACE
and RELAP5. Additional improvements to the code stability through implementing an implicit
scheme, and increasing the accuracy of the code by converting to second-order roe-type numerical
flux solver have been done in Hu and Kozlowski (2018a). Validation of the code against analytic
solutions and experimental data proved the accuracy of RSTART, and they can be found in Hu and
Kozlowski (2018b,a). It is worth mentioning that all previous codes are considered 1-dimensional,
as they solve the time-averaged and area-averaged two-phase two-fluid model equations. The area
is averaged over the x-y cross-section of the flow, and only the flow in z-direction is simulated.
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Two main benchmarks are selected for this study, and they focus on void fraction measure-
ments inside LWR sub-channel and bundle geometries. The first dataset is the widely used BWR
Full-size fine-mesh Bundle Test (BFBT) Neykov et al. (2006) performed by Nuclear Power Engi-
neering Corporation (NUPEC). The data is based on a full-scale prototypical BWR geometry and
thermal-hydraulics conditions. The lattice is a full-scale 8x8 BWR fuel bundle, constructed with
a wide range of power, pressure, flow, and inlet temperature experimental conditions that can be
found in commercial BWRs. This benchmark provides intermediate to full-scale experimental con-
ditions for model validation. The void fractions are measured using radiation-based tomography
at 4 locations: 3 elevations within the heated section, and one elevation above the heated section.
The void fraction for the first three axial elevations (they are called DEN1, DEN2, DEN3) from
channel bottom (i.e. z= 68.2 cm, 170.6 cm and 273.0 cm) is measured using X-ray densitometers,
while the top axial elevation (i.e. z = 370.8), which is known as CT, is measured using X-ray CT
scanner. Two assembly types were considered during the experiments. The first is 8x8 with various
subcategories (assemblies 0, 0-1, 0-2, 0-3) to examine the effect of radial power distribution and
number of heated rods on the void fraction. The second type is 8x8 with high burnup (assembly 4)
which is selected for this study. The details of experimental conditions and uncertainties considered
in BFBT experiments are listed in Table 9.1. It is worth mentioning that a selected test case from
assembly 4 is used in validating GMDH and DeepGP models constructed in Chapter 7.
Table 9.1: Experimental conditions and uncertainties associated with BFBT void fraction measure-
ments
Parameter Range Uncertainty
Pressure (MPa) 0.96-8.71 1%
Inlet Temperature (C0) 166.9-293.1 1.5 C0
Mass Flow Rate (kg/s) 2.82-19.33 1%
Power (MW) 0.21-7.35 1.5%
Void Fraction (-) - 4%
Regarding the BFBT void fraction measurements, the densitometers remain stationary during
the experiment in contrast to the CT scanner which rotates during the measurement time. There-
fore, the densitometers cannot capture the whole channel area as the CT scanner. Due to the
non-uniformity of void fraction distribution, the densitometer measurement is expected to be bi-
ased. For example, in bubbly flow, voids are concentrated near the wall and measurement between
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rods under-predict the cross-sectional average. For slug flow, voids are concentrated in the center
and measurement of the densitometer over-predicts the cross-sectional average. To account for the
bias in densitometer measurements (i.e. DEN1, DEN2, DEN3), correction formulas were suggested











The previous formulas are recommended to be used when the void fraction measurement is
between 20%-90%. Also, this correction is used in this study for BFBT data only.
The second dataset is the PWR Sub-channel and Bundle Test (PSBT) experiments Rubin et al.
(2010), which are performed by NUPEC as well. The benchmark includes void fraction and de-
parture from nucleate boiling (DNB) measurements in a representative full-scale PWR geometry,
for both steady-state and transient conditions. The experiments were performed at subchannel
and 5x5 fuel assembly based on 17x17 assembly geometry. The experimental database covers a
wide range of power, pressure, flow, and inlet temperature conditions, including PWR operating
conditions. The benchmark supports two types of void fraction measurements: subchannel void
distribution and rod bundle void distribution measurements. For rod bundle, the void fraction is
measured at 3 axial elevations: Lower (z=221.6 cm), Middle (z=266.9 cm), and Upper (z=317.7
cm) above the beginning of the heated section. Similar to the BFBT experiments, void fraction is
measured by gamma-ray tomography techniques. Details about the experimental conditions and
uncertainties for PSBT are reported in Table 9.2. No correction to void fraction measurements is
used for PSBT. For this study, we selected PSBT test series 5 which has 74 test cases, as this series
can be simulated with all of the selected models in this study. Both BFBT and PSBT data are
considered well-accepted benchmarks for validation of thermal-hydraulic system codes.
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Table 9.2: Experimental conditions and uncertainties associated with PSBT void fraction measure-
ments
Parameter Range Uncertainty
Pressure (MPa) 4.9-16.6 1%
Inlet Temperature (C0) 140-345 1 C0
Mass Flux (kg/m2s) 550-4150 1.5%
Power (MW) 1.64-3.9 3%
Void Fraction (-) 0-0.81 3-4%
9.2 Model Verification and Validation
The first step before applying the methodology is to ensure that the selected models are capable
of reproducing the experimental data with sufficient uncertainty margin, such that erroneous mod-
els can be excluded from the beginning. In this section, we used BFBT steady-state experimental
data in a validation study for the three selected computer codes (TRACE, RELAP5, RSTART).
In addition, forward uncertainty propagation of the parametric uncertainty is performed using the
three codes, considering input parameters’ uncertainty that feature the experimental conditions
reported in Table 9.1.
Figure 9.1 shows the validation results for the 86 test cases in assembly 4 in BFBT benchmark,
where each test case has 4 void fraction measurements. Therefore, the total number of data points
plotted is 86 × 4 = 344 data points. The experimental results plotted in Figure 9.1 are after using
proper corrections in Eq.(9.2). In Figure 9.2, cross-code verification of the three codes is presented
under BFBT data points. This can help to identify the agreement between the code predictions
given data. In general, the three models show very good agreement with BFBT data. TRACE
seems to have slightly better agreement than the other two models, but all of them show relative
competency. Clearly, the measurements at higher elevations (e.g. CT) have a better agreement
than those at lower elevations (DEN1) which are close to the subcooled boiling region. Code-to-code
comparison shows that TRACE and RELAP5 have the best agreement together as compared to
RSTART-RELAP5 or RSTART-TRACE. For brevity, similar verification and validation analyses
for PSBT test cases are presented in the second section of Appendix A.
BFBT test cases selected for forward parametric UQ are described in Table 9.3, while the re-
sults are plotted in Figure 9.3 with error bars representing 1-σ around the mean value. The input
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Figure 9.1: Validation of the BFBT void fraction data using various system codes
parameters are assumed to follow a normal distribution with mean value as the nominal experi-
mental condition and standard deviation as the experimental uncertainty reported in Table 9.1.
A significant effect of the input parameters’ uncertainty can be observed on the 4 void fraction
responses, even though the perturbation is of order of 1%. The effect is more significant on the
low void fraction regions (DEN1, DEN2), while it is lower on the higher elevations (DEN3, CT).
Moreover, the error bars of the three codes are close, implying a stable performance by these models
under parameters’ perturbations. According to this brief validation study, the ability of the three
models to reproduce the steady-state void fraction measurements can be confirmed, and hence they
will be used in the model assessment and UQ in the next section.
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Figure 9.2: Cross-code verification of the BFBT void fraction data
9.3 Case Studies and Results
In this section, the methodology is presented through three case studies that include different
combination of data and sources of uncertainty. In general, the main response of interest in this
study is void fraction due to its high importance for nuclear reactor operation and safety. The
datasets are steady-state void fraction measurements based upon BFBT and PSBT experiments.
Since void fraction has strong axial dependency, the void fraction is decomposed into a set of
responses depending on its axial elevation. For BFBT data, 4 void fraction measurements are
considered from bottom to top of the channel, and they have the following names: DEN1, DEN2,
DEN3, and CT. For PSBT, 3 void fraction responses are analyzed for the rod bundle test with the
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Table 9.3: Selected test cases from BFBT assembly 4 data for forward parametric UQ studies (see
Figure 9.3)
Case ID Inlet Temperature (K) Pressure (MPa) Inlet Mass Flow (kg/s) Power (MW)
4101-19 511.25 3.936 2.81 1.34
4101-22 511.75 3.931 8.32 1.57
4101-50 551.25 7.176 8.31 3.55
4101-73 564.05 8.611 2.81 0.86
4101-80 564.35 8.63 8.3 3.34
Figure 9.3: Forward uncertainty propagation of the four input parameters’ uncertainty into the
void fraction calculations for 5 selected BFBT test cases
following names: Lower, Middle, and Upper, depending on their location in the heated section. For
parametric uncertainty, as discussed before, 4 independent/explanatory variables are considered:
system pressure, inlet temperature, mass flow rate (mass flux), and system power, due to their
227
large influence on void fraction predictions.
For demonstration purposes, we filtered the data points in BFBT assembly 4 and PSBT test
series 5 by removing the data points that are strong outliers for some models or show negative void
fraction measurements. This practice is again for demonstration only to select data ensemble that
shows relative competency by all models considered. Changing the datasets could significantly
change the results of the subsequent case studies. The final dataset for BFBT contains 33 test
cases, and PSBT has 38 test cases and they are described in the third section of Appendix A.
9.3.1 Case Study 1: Predictive and Model-form UQ
In this case study, input parameters and data are assumed to be deterministic. In this case, the
MLE estimation represents pure predictive uncertainty as described before. Therefore, the model
weights are evaluated based on the deterministic MLE value presented in section 8.4.1, and the
composite distribution is calculated afterward based on the estimated model weights.
Table 9.4 shows the posterior model weights for BFBT and PSBT data for the responses of
TRACE, RELAP5, and RSTART. For BFBT, the results show dominance of a particular model at
all responses except DEN2 at which the three codes show relative competency. TRACE dominates
DEN1 and CT predictions, while RSTART achieves goodness of fit for DEN3. At DEN2, TRACE
has about 50% of the weight, while the remaining two models share the other 50% in slightly equal
manner. For PSBT, TRACE also dominates the void fraction at the lower location similar to
BFBT, while RELAP5 has more contribution at the Middle and Upper locations. RSTART has
very small weights for PSBT at all locations which is expected by observing the validation results
presented in Appendix A (Figure A.1). Good TRACE predictions at the lower locations may be
attributed to the improved closure models for subcooled boiling in TRACE (compared to RSTART
and RELAP5), which correspond to the predictions of low void fraction regions.
The posterior prediction of the responses for a test case from the BFBT data ensemble (4101-
42) is plotted in Figure 9.4. The plot contains the posterior prediction by the three models, by the
composite model, and the original experimental value. It is clear that the composite distribution
of DEN1, DEN3, and CT is identical to the posterior distribution of the dominant model for that
response. This implies that the uncertainty of these three responses is driven by the predictive
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Figure 9.4: Posterior void fraction prediction at 4 axial locations of a selected BFBT test case using
individual models and the composite model for Case Study 1
uncertainty of the dominant model, and the model-form uncertainty is negligible. The previous
statement is specific to the case when considering the three models as well as the current dataset
in the UQ process.
Notice that considering TRACE and RELAP5 alone and excluding RSTART for DEN3 in Fig-
ure 9.4 can change the model weights and hence the model-form uncertainty contribution. This
is also the same when changing the dataset or adding several points that favor a particular model
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(see section 9.4 for the overfitting issue).
On the other hand, for DEN2, the composite distribution is located somewhere between the
three models (shifted toward TRACE due to its higher weight). The uncertainty for DEN2 is divided
between predictive uncertainty of the three codes, and model-form uncertainty (see Eq.(8.27)). In
general, improvement can be seen in DEN2 prediction by the composite distribution as its mean
is closer to the experimental data. Nevertheless, the uncertainty of the composite distribution is
larger (as expected) due to the increasing contribution from the model-form uncertainty on the
first place, and due to the distribution of the predictive uncertainty into the three models instead
of one dominant model. Based on the previous results, we can conclude that using the dominant
model and its predictive uncertainty for void fraction predictions of DEN1, DEN3, CT is the best
choice under this dataset. On the other hand, using the composite distribution for prediction of
DEN2 can provide an improved prediction (mean), but with additional penalty (uncertainty) of the
predictions. Therefore, the composite prediction can be perceived as “less risky”, since all three
models and their model-form uncertainty are accounted in the prediction.
Table 9.4: Posterior model weights for various thermal-hydraulics codes using BFBT and PSBT
datasets considering only predictive uncertainty (Case Study 1)
BFBT (33 points)
Response TRACE RELAP5 RSTART
DEN1 1.000E+00 2.700E-08 1.980E-14
DEN2 4.989E-01 2.762E-01 2.249E-01
DEN3 1.100E-05 7.142E-06 1.000E+00
CT 1.000E+00 6.522E-09 1.018E-11
PSBT (38 points)
Response TRACE RELAP5 RSTART
Lower 1.000E+00 9.066E-08 3.768E-10
Middle 8.870E-01 1.130E-01 4.349E-09
Upper 5.637E-01 4.363E-01 8.336E-07
9.3.2 Case Study 2: Incorporation of Experimental Uncertainty
In this case, the experimental void fraction data is no longer deterministic, but carries uncer-
tainty as reported in Tables 9.1-9.2. Input parameters are still deterministic in this case. The data
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is assumed to follow a Gaussian process with nominal experimental value as the mean parameter,
and the reported relative experimental uncertainty as the standard deviation. The model weights
are evaluated based on MLE search as described in section 8.4.3 and Appendix A. The compos-
ite distribution is calculated based on the estimated model weights and used for posterior prediction.
Table 9.5: Posterior model weights for various thermal-hydraulics codes using BFBT and PSBT
datasets when incorporating experimental uncertainty
BFBT (33 points)
Response TRACE RELAP5 RSTART
DEN1 1.000E+00 1.817E-08 8.850E-15
DEN2 6.823E-01 1.407E-01 1.770E-01
DEN3 5.403E-01 1.460E-01 3.137E-01
CT 5.213E-01 4.737E-01 4.974E-03
PSBT (38 points)
Response TRACE RELAP5 RSTART
Lower 1.000E+00 8.569E-08 4.529E-10
Middle 7.621E-01 2.379E-01 1.091E-08
Upper 5.802E-01 4.198E-01 1.504E-06
Table 9.5 shows the posterior model weights after including data uncertainty for both BFBT
and PSBT data. A significant change is found in the model weights after combining experimental
data and its uncertainty for BFBT. TRACE is still dominating the prediction of DEN1 response,
while RELAP5 and RSTART demonstrate weak fitness with DEN1 data. For DEN2, DEN3, and
CT, the three codes show relative competitiveness, with TRACE having the highest weight. The
predictions of DEN2, DEN3, and CT show some improvement compared to the experimental data
after combining the three models together as plotted in Figure 9.5. The model-form uncertainty
has a larger contribution than the previous case study. Table 9.6 shows the decomposition of the
variance of the composite distribution into predictive and model-form portions. Model-form un-
certainty is close to predictive uncertainty for DEN2, and even larger for DEN3. What can be
observed from this example is that adding data uncertainty could improve the prediction of some
models compared to deterministic data. For example, RELAP5 had poor agreement with DEN3
data in Case Study 1 and improved in this case. In general, stochastic data reduces the penalty on
the models through giving them additional margin to capture the data, instead of assuming perfect
data and forcing the models to account for the whole bias.
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For PSBT, the case is quite different as less variation is observed on the model weights after
including experimental uncertainty. The relative competency of the models is still the same, imply-
ing small differences as compared to Case Study 1. The posterior predictions of Lower, Middle, and
Upper void fractions for a selected PSBT test case are plotted in Figure 9.6. Less improvement in
PSBT data prediction by the composite distribution is found. For example, in the Upper location
in Figure 9.6, the composite prediction falls between TRACE and RELAP5 and did not improve
significantly. Indeed, there are other PSBT test cases where insignificant and/or some improve-
ment can be found, but not presented here for brevity. This can be justified by the extensive bias
in RELAP5 and TRACE, as they both have similar trend with PSBT data, implying that any
composite prediction by these two codes will be close to either of them. This behaviour can be
concluded from Figure A.2 which demonstrates a perfect agreement between TRACE and RELAP5
predictions even though they both have relatively fair agreement with experimental data. This can
be confirmed by comparing the model-form and predictive uncertainty portions for PSBT in Table
9.6 to find that the uncertainty for PSBT is dominated by the predictive portion of RELAP5 and
TRACE more than the model-form uncertainty, which implies that both models have identical
behavior.
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Figure 9.5: Posterior void fraction prediction at 4 axial locations of a selected BFBT test case using
individual models and the composite model for Case Study 2
9.3.3 Case Study 3: Incorporation of Parametric Uncertainty
In this case, four input parameters are assumed to be stochastic (pressure, inlet temperature,
power, mass flow) in all models. The experimental data is deterministic for this case. The uncer-
tainty of the input parameters is assumed to follow a Gaussian process with nominal experimental
condition as the mean, and the reported relative experimental uncertainty in Table 9.1 as the
standard deviation. The model weights are evaluated based on the stochastic MLE estimation
as descried in section 8.4.2. This case study is performed over BFBT dataset only for concise-
ness. Table 9.7 and Figure 9.7 show the posterior model weights and response prediction after
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Figure 9.6: Posterior void fraction prediction at 3 axial locations of a selected PSBT test case using
individual models and the composite model for Case Study 2
adding parametric uncertainty, respectively. In general, insignificant change on the model perfor-
mance occurred after marginalizing the input uncertainty compared to the results of Case Study
1. TRACE is still dominating the predictions in DEN1 and CT, and DEN3 is well-predicted by
RSTART (similar to section 9.3.1). The only difference can be observed on the estimated model
weights for DEN2 at which RSTART has larger weight and RELAP5 has smaller one, compared
to Case Study 1. Therefore, the parametric uncertainty assumed in this study had less effect on
the model performance and model-form uncertainty. This result should not be surprising due the
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type of parametric uncertainty considered in this study. It is expected that well-structured codes
to perform stable and similar under perturbations of the boundary conditions or explanatory vari-
ables. This can be inferred by observing that the error bars calculated by the codes due to the
parametric uncertainty in Figure 9.3 are close. However, increasing the number and changing the
type of uncertain parameters could change this effect as will be discussed later in the next section.
Figure 9.7: Posterior void fraction prediction at 4 axial locations of a selected BFBT test case using
individual models and the composite model for Case Study 3
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Table 9.7: Posterior model weights for various thermal-hydraulics codes using BFBT dataset when
incorporating parametric uncertainty
BFBT (33 points)
Response TRACE RELAP5 RSTART
DEN1 9.994E-01 5.935E-04 9.113E-07
DEN2 4.552E-01 7.585E-02 4.690E-01
DEN3 1.400E-05 5.112E-06 1.000E+00
CT 1.000E+00 1.295E-07 1.072E-09
9.4 Discussion
So far we have observed the advantages of applying BMA on thermal-hydraulic system codes
for model selection/assessment, UQ, and composite prediction purposes. There are several things
to consider when utilizing such framework which will be discussed in this section.
The first question that might arise is about whether applying the composite prediction weights
on the same data samples that are used to estimate the model weights would cause overfitting. The
obvious answer is yes, but also it depends on the sensitivity of the models to the data, and the com-
petency of the selected models. In this study, it is obvious that certain models perform well under
certain responses, but poor on others. Even when the models show relative competency, adding
few data points that favor one model over the others could change the model weights significantly.
This implies a significant sensitivity to the data. Therefore, the decision to extrapolate the model
weights to other problems should be carefully considered by the analyst, depending on how close
the data conditions used in BMA to the future problem. However, if the goal is to improve the
prediction of certain experimental data, then it is acceptable to utilize the posterior model weights
on the same data points that are used in Bayesian calculations. One of the popular practices, which
will be emphasized more in our future studies, is the cross-validation (CV). CV quantifies out-of-
sample predictive performance, where the dataset is split into two sets: training and validation,
and the models are tested on samples outside the training set. CV can be considered as a tool to
test the model generalizability.
Constructing the prior in Bayesian inference is usually the most challenging task, especially if
we lack any prior information about the model parameters, or even the model themselves. In this
study, we did not handle the prior effect of the model variance P (σi|Mi) and the model probability
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P (Mi), since we did not have any strong claim about which model is better. Therefore, the as-
sumption of equal model priors (i.e. P (Mi) = 1/N) could be an unbiased decision, but should be
accounted for in any future efforts after having additional knowledge (like this study) on how these
models perform. For the prior density of model variance, MLE value of the likelihood P (D|Mi, σi)
is used as a maximizer of P (D|Mi) (see Eq.(8.13)), which is justified when large number of data
points is used in the inference that marginalizes the prior effect and increases the weight of the
likelihood. Using few data points in BMA should be done with care, at which maximum a posteriori
(MAP) should be used instead of MLE.
In this study, the three selected models, TRACE, RELAP5, and RSTART are complex in their
structure. Although there are few similarities between the models, the differences are still many
more. For example, all models simulate 1-D two-phase flow in which the x-y flow resolution is
averaged out. In addition, all codes solve the same formulation of the two-phase two-fluid model.
In terms of numerical methods, TRACE and RELAP5 employ semi-implicit-based finite volume
scheme to solve the two-phase system of equations based on staggered grid discretization. On the
other hand, RSTART employs roe-type Riemann solver as a numerical method. In terms of code
stability, TRACE adopts Stability Enhancing Two-Step (SETS) scheme which avoids limitations
on Courant stability on the time step, but has relatively high numerical diffusion that would affect
the solution accuracy. RELAP5 has both semi-implicit and nearly semi-implicit schemes, where
the former does have Courant stability limit, while the later does not. The RSTART version used
in this study implements the explicit scheme. In terms of closure and physical models, we may
claim that TRACE contains additional physics than the other two codes, since TRACE combines
four different predecessor codes as mentioned before including one of the earlier RELAP versions.
This might justify TRACE excellence in predicting certain responses, even though the improved
closure relations in TRACE could also be insignificant for the problem studied here (flow in a
single pipe). In general, a significant sensitivity of the system codes to the system pressure can
be observed. The codes can well-predict the data at high system pressure, but a large error can
be found when comparing to the data obtained at low pressure conditions. This behaviour at low
pressure conditions was observed also in the following validation study Kozlowski et al. (2018).
RSTART and RELAP5 share certain similarities in their physical and closure models, especially
that RSTART is built based upon the physical models of one of earlier RELAP5 versions. The pre-
vious similarities/differences are just very brief compared to how complex these models are. This
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can be inferred from the heterogeneity in model predictions that are observed in this study. It is
worth mentioning that for certain BFBT test series (e.g. 0011, 0021, 1071) which are not discussed
in this study for brevity, RSTART outperforms TRACE and RELAP5 in its predictions, while for
other datasets TRACE and RELAP5 showed goodness of fit. What is important to mention is
that general model assessment about each model is difficult to infer in this context, and conclusion
about model performance is case-dependent. Therefore, the author cannot favor one model over
the other, and the current framework should be applied to each case independently.
The discussion presented in the previous paragraph brings another idea on how to evaluate and
improve individual models through this proposed framework. Instead of comparing heterogeneous
models with many differences together against data, different versions with various improvements
of the same model can be created and fitted against the data, and each individual improvement
can be assessed. For example, different RSTART versions (can be considered different models) can
be created with different bubbly-slug flow correlations, and each model is assessed similar to what
has been done in this study. Another example is by testing different numerical schemes: explicit,
semi-implicit, and fully-implicit on the solution accuracy. The main disadvantage of the previous
proposals is that they require accessing the source code for the model, which could be very difficult
for legacy codes (e.g. TRACE). Nevertheless, the value of these proposals is that correlations and
closure models in two-phase flow (which are many) can be assessed in terms of their effect on the
uncertainty of the final response prediction.
The parametric uncertainty effect on the model performance and response uncertainty presented
in Case Study 3 is small in general. As mentioned before, the type of the selected stochastic input
parameters used in parametric UQ is critical in this context. The parametric uncertainty resulted
from the boundary conditions or explanatory variables is expected to be close for all models if
they are supposed to be competitive models, and this is what we found. However, parametric
uncertainty should focus more on the physical model and calibration parameters for each model
(if they are sensitive to the response uncertainty), as these parameters represent the amount of
physics involved in each model. Therefore, they can be regarded as distinctive properties of each
model. Unfortunately, most of these model parameters are unknown and the issue of assigning
prior uncertainty for them is more challenging (which is not the case for the boundary conditions),
especially that each model could have different number of uncertain parameters. This will arise the
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need to perform the so-called data assimilation or model calibration (see Figure 8.1) to infer their
uncertainty which is by itself a challenging task.
The other issue is the data correlation. It is possible that the reported experimental data to
be correlated such as in time series data points representing transient void fraction measurements.
In this study, the selected datasets represent steady state measurements which are uncorrelated.
Correlated data will make constructing and calculating the marginal joint likelihood more difficult
as compared to the direct multiplication of each individual likelihood. Another issue related to
the data is the prior assessment of the uncertainty distribution of the experimental data. If the
experimental data is biased, then differentiating between the code bias and experimental bias be-
comes more challenging (since data could be the source of bias). This issue is demonstrated in a
Bayesian model calibration problem with biased data Borowiec and Kozlowski (2018). In this case,
model parameters will be calibrated to compensate for the bias in the data instead of the model.
Although the prediction with the calibrated parameters is improved, their numerical values could
be incorrect Borowiec and Kozlowski (2018).
The last thing to discuss in this paper is the alternatives to estimate the model weights. Indeed,
our proposed framework is based on the fundamental principles of Bayesian framework in how to
estimate the marginal likelihood and the subsequent model weights. Alternative efficient approaches
have been developed in statistics literature to estimate the model weights and improve the prediction
of the composite model, especially out-of-sample predictive error Wong and Clarke (2004); Yao et al.
(2018). The drawback of the direct BMA is the sensitivity of the marginal likelihood to the prior and
the difficulty in estimating it. Methods such as stacking Yao et al. (2018), Pseudo Bayesian Model
Averaging Gelfand (1996); Yao et al. (2018), WAIC (Widely Applicable Information Criterion),
and LOO (Leave-One-Out cross-validation) Vehtari et al. (2017) are developed to improve the
prediction of the composite distribution by improving model weight calculations. Since this work
is considered one of the earliest efforts on adapting BMA to nuclear applications, and to avoid
expanding the scope of this work, implementing the previous approaches and comparing them to
the current approach feature one of our main future works.
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9.5 Closing Remarks
In this study, our efforts on developing an integrated framework for uncertainty quantification
and model evaluation based on Bayesian statistics and model averaging are presented, with appli-
cations oriented to nuclear engineering computer models. We adopted the fundamental principles
of Bayesian inference to calculate the posterior model weights. Model weights were estimated based
on the MLE value of the marginal likelihood. We demonstrated the capability of quantifying four
types of uncertainties associated with computer models: parametric uncertainty, experimental un-
certainty, predictive uncertainty, and model-form uncertainty. The methodology is demonstrated
in a set of three case studies that included different combinations of the prescribed uncertainty
sources. For models, three computer models that simulate two-phase flow in nuclear reactors were
selected, and for data, steady state void fraction datasets from the widely used BFBT and PSBT
benchmarks were utilized. The three models showed relative competitiveness in predicting the
BFBT data with TRACE showed better performance for specific responses. For PSBT, the agree-
ment between the models and the data was not as good as BFBT. A composite distribution based
on the posterior model weights of the three models was used to re-predict the experimental data,
and improvement in the data prediction was found for certain cases, especially for BFBT. However,
the improvement with composite prediction comes with additional penalty due to the inclusion of
model-form uncertainty, making the composite prediction less risky. For PSBT, the improvement
was lower than BFBT as the uncertainty is dominated by the predictive uncertainty of TRACE
and RELAP5 codes. The main advantages of this framework is its flexibility and non-intrusive
nature, which makes it applicable to other types of physics, models, and datasets.
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Chapter 10
FUSE: A Platform for Multiphysics Reactor
Simulations Under Uncertainty
Accurate nuclear reactor simulation is a key aspect for improvements in efficiency, safety, and
reliability of current and future reactor designs. Simulating a single physics inside a nuclear reactor
(e.g. neutronics, thermal-hydraulics) is not always sufficient for many applications that involve
feedback from other physical phenomena that occur simultaneously during operation Mylonakis
et al. (2014). In the past, researchers have performed multiphysics reactor simulations by linking
together multiple existing codes where each code simulates a subset of the relevant multiphysics
phenomena Gaston et al. (2015). Most of the coupling efforts were isolated from each other and
subjective to the codes being used Lee and Yoon (2017); Kozmenkov et al. (2015); Guo et al. (2017).
However, a recent method which allows more flexible implementation of the multiphysics coupling
scheme was developed within the MOOSE framework by Gaston et al. (2015). A review on multi-
physics and multiscale methods used in nuclear reactor simulations was carried by Mylonakis et al.
(2014) with a focus on neutronics-thermal hydraulics coupling techniques. Verification and vali-
dation efforts of nuclear multiphysics simulations were performed by Avramova et al. (2015) using
OECD/NEA benchmarks, which allow validating coupled transient and steady state simulations.
Past efforts on coupling multiphysics simulations can be summarized in three main categories:
(1) Neutronics-Thermal hydraulics (N-T), (2) Neutronics-Fuel performance (N-F), and (3) Thermal
hydraulics-Fuel performance (T-F). These methods can be classified as two-way coupling of these
physical phenomena. The major obstacle behind performing multiphysics simulations is the com-
putational burden associated with these simulations, which also increases drastically when adding
241
more details to the reactor being modeled (e.g. 3D, transient, fine mesh, etc.). Unlike N-F and T-F
coupling, N-T coupling has been widely investigated. This is because of the importance of coolant
feedback between these simulations as well as the mature status of the neutronics and thermal-
hydraulic (TH) solvers as compared to fuel performance (FP) solvers. Notice that in subsequent
discussions, the coupled codes are listed according to the order in the previous nomenclature. For
example, for N-T coupling of Serpent-RELAP5, Serpent here is the neutronics code and RELAP5
is the TH code, and so on for the other two categories.
The main idea behind N-T coupling is to transfer the coolant properties such as coolant tem-
perature and density as calculated by a TH code to a neutronics code, which in turn calculates
the updated power distribution and returns it back to TH for a new calculation. The major chal-
lenges that face N-T coupling are summarized in Ivanov and Avramova (2007), which include the
coupling approach, algorithms, and numerical methods. Plenty of studies focus on N-T coupling;
some are highlighted here. Internal coupling between Serpent 2-SUBCHANFLOW was carried
out by Daeubler et al. (2015). The coupled framework was benchmarked against TRIPOLI4-
SUBCHANFLOW as well as the internally coupled system MCNP5-SUBCHANFLOW. A conver-
gence criterion based on the statistical uncertainty of the power distribution in the Monte Carlo
code was used in Wu and Kozlowski (2015) for Serpent-RELAP5 external coupling; this study will
guide some of the convergence criteria used later in this paper. Another coupling effort by Lee
and Yoon (2017) using a dynamic link library was used for MASTER/CUPID coupling, which
includes transient two phase flow simulations and 3D reactor physics analysis. The framework
was tested under two hypothetical reactor accident scenarios featuring malfunction of control rod
behaviour such as control rod drop and ejection. An RMS-CTF coupling was performed by Guo
et al. (2017) based on the core model in BEAVRS benchmark, where the convergence of keff and
normalized power was explored during the coupling analysis. Larsson and Demazière (2012) used
an N-T coupled module to quantify the fluctuations in neutron flux, fuel temperature, moderator
density, and flow velocity in pressurized water reactors (PWR). The fluctuations were caused, as
concluded by the authors, by perturbations in moderator temperature/density at the core inlet. A
fine-mesh solver for the N-T coupling problem was developed by Jareteg et al. (2015), and applied
to PWR pin level calculations. The paper focused mainly on the solver implementation. Other
examples of N-T coupling can be found in Shan et al. (2010) for CANDU and supercritical water
reactor (SCWR) fuel channels, in Kotlyar et al. (2011) for full PWR core simulation using Monte
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Carlo neutronic solver, and in Alam et al. (2019) for high power density civil marine small modular
reactor cores.
As mentioned before, limited efforts have been conducted on N-F and T-F coupling. Valtavirta
et al. (2017) developed an internal coupling capability between Serpent 2 and the FINIX FP code.
The fuel centerline temperature and other temperature fields are evaluated and used as feedback
to the neutronic solver, where the neutronic code returns the axial power profile. Another N-F
coupling of MCS and FRAPCON was performed by Yu et al. (2017). MCS is used to calculate
the fuel isotopics and power distribution. These data are sent to FRAPCON, which calculates
coolant density as well as fuel, clad, and coolant temperatures to return to MCS. Demonstration
was performed on a pin-cell numerical problem. N-F coupling of Rattlesnake-BISON was car-
ried out by Gleicher et al. (2014). Futhermore, some studies did investigate these three physics
together—just not in an externally-coupled form. A study by Holt et al. (2015) externally coupled
DYN3D-TRANSURANUS. DYN3D has both neutronics and TH solvers in which the power and
coolant properties can be passed to TRANSURANUS FP calculations, which return fuel tempera-
ture back to DYN3D. As per T-F coupling, a recently developed interface called Warthdog Dugan
et al. (2018) couples Nek5000 (CFD and TH solver) to BISON FP. Finally, a recently published
work by Yu et al. (2019) discusses new approaches to couple all three physics together using MCS
(N), CTF (T), and FRAPCON (F). In general, N-F and T-F coupling approaches need more work
and investigations.
In this study, we present the development of a new multiphysics platform for external coupling
of reactor codes. This platform aims to provide more flexible and automated interface to couple
different reactor codes together compared to the most previous studies which are specific to cer-
tain codes. This platform is designed to support UQ to allow deeper analysis of the parametric
uncertainty on different physics. The motivation and features of the platform are presented at the
beginning of the next section. The remaining sections of this chapter are organized as follows:
section 10.1 presents the methodology and motivation for FUSE platform development. Section
10.2 describes the data and benchmarks used in testing the FUSE platform. Section 10.3 presents
different results and discussions. The concluding remarks are presented in section 10.4.
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10.1 FUSE Methodology
Fuel performance, neUtronics, and thermal hydraulicS Engine (FUSE) is a new Python-based
multiphysics coupling interface between the three major physics in reactor simulations. The moti-
vation for FUSE originates from the following points:
• The interface is designed to accommodate different reactor codes that are widely used in
reactor simulations, especially in United States. For example, SCALE, Serpent, TRACE,
RELAP5, and BISON can be used in this interface. Additional codes will be incorporated in
future depending on the technical area needs.
• FUSE does not need additional requirements besides the original single physics models to be
coupled. In other words, FUSE requires only template inputs of the codes to be coupled, and
the coupling can be done with minimal changes on the original single physics models. Paths
to the original physics codes are taken as inputs to FUSE.
• Time transience and isotopic handling are incorporated in this platform by using the restart
capabilities of the original physics codes. The majority of previous coupling efforts were
focused on beginning of cycle where no fuel depletion or time effect was considered.
• The platform is designed to seamlessly execute UQ tasks such as uncertainty propagation,
sensitivity and variance analysis, surrogate modeling, etc.
• The ability to accommodate different physics codes allows flexible and efficient validation and
code-to-code verification.
10.1.1 Platform Components
FUSE is an external coupling interface between neutronics, thermal-hydraulics, and fuel perfor-
mance codes. The general coupling scheme and data exchange between the three physical phenom-
ena is shown in Figure 10.1 Turinsky and Kothe (2016). This coupling scheme can be decomposed
into five main categories:
• One-way coupling: the simplest form of coupling where feedback is sent from code 1 to 2,
but there is no reverse feedback from code 2 to 1. For example, the TH code calculates the
axial clad surface temperature and sends it to the FP code, but the FP does not return any
information.
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• N-T two-way coupling: the TH code calculates the axial distribution of coolant density and
coolant temperature. This information is sent to the neutronics code, which in turn calculates
a power profile that is then returned back to the TH code.
• N-F two-way coupling: the FP code calculates the axial distribution of fuel temperatures
which is sent to the neutronics code, which in turn calculates the power profile and returns
it back to the FP code.
• T-F two-way coupling: the FP code calculates the axial distribution of the clad heat flux and
sends it to the TH code, which in turn calculates axial clad temperatures and returns them
back to the FP code.
• Three-way loose coupling: all three physics are coupled, but with certain feedback pathways
dropped due to negligible effect or large computational cost. For example, all codes in Figure
10.1 exchange data as intended except that FP and TH do not exchange clad heat flux or
surface temperature. Also, this category of coupling is useful for sensitivity analysis (SA) to
determine the importance of each exchanged data pathway.
• Three-way complete coupling: the most challenging task. All codes are running simultane-
ously and all parameters are exchanged as shown in Figure 10.1.
The first three categories (probably even the first two) are the most common coupling schemes.
Our discussion in this chapter will focus on the two-way coupling schemes due to the following
reasons:
• The author prefers to develop a solid two-way coupling schemes with sufficient testing and
validation, as this will be powerful when moving to the three-way coupling due to its direct
relation to the two-way schemes.
• The computational power available under this work hinders achieving sufficient fidelity be-
tween the three codes, which could make any conclusion from three-way coupling results
meaningless.
The structure of FUSE is shown in Figure 10.2. FUSE can be run through an input file, which
contains mainly user inputs regarding the coupling procedures as well as input templates for the
codes to be coupled. It is the user responsibility to have error-free templates for the standalone
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Figure 10.1: Data exchange and multiphysics coupling of reactor simulations
codes such as RELAP5 or BISON. After executing the input file, FUSE proceeds based on the
coupling scheme selected (e.g. N-T, T-F) and runs three main classes called:
1. Parser: which parses the master FUSE input, the code templates, and configures the coupling
environment.
2. Coupler: the core of the platform, which contains several sub-classes to perform the coupling
between the codes.
3. Post-processor: which collects the data and results from the coupling procedures.
FUSE supports three main auxiliary functions which can be turned on or off by a flag reported
by the user:
1. Plotter: plots different outputs (e.g. coupling parameters) during the execution to check the
convergence of the investigated problem during calculation.
2. UQ: this performs perturbations of the user input parameters and also activates other auxil-
iary libraries to perform SA and UQ based on the methods described in this thesis and other
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methods that are useful but not explored here. More information about the sensitivity and
uncertainty methods can be found in Chapter 2 and Chapter 3.
3. Machine Learning: this allows using machine learning and surrogate modeling techniques to
create a cheap-to-evaluate surrogate based on the problem analyzed, which can be used for
further investigations. More information about machine and deep learning methods can be
found in Chapters 5-7.
Figure 10.2: General structure of FUSE for two-way coupling of reactor simulations
10.1.2 Neutronics-Thermal hydraulics (N-T coupling)
As mentioned before, N-T coupling involves data exchange of coolant properties and axial power.
In this study, two specific codes are used in the N-T coupling which are not investigated in previous
studies. The first code is KENO-V.a which is a 3D Monte Carlo neutronic solver in the SCALE
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code system Bowman (2011); Rearden and Jessee (2018). KENO-V.a performs 3D Monte Carlo
criticality calculations for arbitrary geometry, and it operates in multigroup or continuous energy
mode. KENO-V.a is able to determine keff , neutron lifetime, power and flux densities, and many
other important reactor physics quantities. TRACE (TRAC/RELAP5 Advanced Computational
Engine) is a best-estimate reactor system code developed by U.S. Nuclear Regulatory Commission
(NRC) to analyze loss of coolant accident (LOCA), operational transients, and other accident sce-
narios within light water reactors (LWRs) such as pressurized water reactors (PWRs) and boiling
water reactors (BWRs) U.S.NRC (2013). TRACE is capable of simulating steady-state and tran-
sient coupled neutronic-thermal-hydraulic phenomena in LWRs with high accuracy. TRACE is a
1D code as it solves the time-averaged and area-averaged two-phase two-fluid model equations. The
area is averaged over the x-y cross-section of the flow, and the flow in z-direction is simulated.
The coupling in the axial direction between neutronics and TH models is shown in Figure
10.3. One-to-one homogeneous mapping is used between KENO-V.a and TRACE, as the data is
exchanged between nodes with equal size. The N-T coupling procedure of TRACE/KENO-V.a can
be summarized as follows:
1. TRACE is executed first with uniform axial power in all nodes (or using axial power profile
from previous time step). After TRACE completion, coolant density and temperature are
extracted from the TRACE output using a postprocessor. It was shown before in Ivanov and
Avramova (2007); Wu and Kozlowski (2015) that starting the loop with the TH code yields
faster convergence.
2. The coolant density and temperature in all axial nodes are used to update the KENO-V.a
input. KENO-V.a is executed and the axial power in all axial nodes is extracted and normal-
ized.
3. The updated axial power distribution is used in a new TRACE calculation, which yields
updated coolant temperature and density.
4. Steps 2-3 are repeated until the convergence criterion (will be defined later) is met.
5. Steps 1-4 are repeated for all time/burnup steps in the problem (if any).
Notice that KENO-V.a has an attractive advantage of supporting nuclear data covariances in
SCALE data libraries. Therefore, the effect of nuclear data uncertainties in the coupled simulation
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can be quantified efficiently when activating the UQ module in FUSE.
Figure 10.3: Two-way coupling of neutronics and thermal-hydraulics models
10.1.3 Neutronics-Fuel Performance (N-F coupling)
BISON is a finite element-based nuclear fuel performance code developed by Idaho national
laboratory Williamson et al. (2012). BISON solves the fully-coupled equations of thermomechanics
and species diffusion, for 1D spherically symmetric, 2D axisymmetric, or 3D geometries, and it
is applicable to a variety of nuclear fuel forms such as LWR fuel rods. BISON models support
modeling various nuclear material behaviour such as fission product swelling, densification, thermal
and irradiation creep, fracture, and fission gas production and release. BISON is based on the
MOOSE framework Gaston et al. (2009) and can be used in both standard workstations or high-
performance computers. In this context, BISON is coupled to KENO-V.a to perform N-F coupling
as shown in Figure 10.4. The N-F coupling procedure can be summarized as follows:
1. BISON is executed first with uniform axial power in all pellets/nodes (or using axial power
profile from previous time step). After BISON completion, fuel temperature is extracted from
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the BISON output using a postprocessor.
2. The fuel temperatures in all nodes are used to update the KENO-V.a input where the effect
of fuel temperature on the cross-sections (i.e. Doppler effect) is accounted automatically by
SCALE modules.
3. KENO-V.a is executed and the axial power in all axial nodes is extracted and normalized.
4. The updated axial power distribution is used in a new BISON calculation, which yields
updated fuel temperature.
5. Steps 2-4 are repeated until the convergence criterion (will be defined later) is met.
6. Steps 1-5 are repeated for all time/burnup steps in the problem (if any).
Figure 10.4: Two-way coupling of neutronics and fuel performance models
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10.1.4 Thermal hydraulics-Fuel Performance (T-F coupling)
This two-way coupling format is still under development in FUSE. The general framework
will follow similar characteristics as N-T and N-F, except that the cladding properties such as
temperature and heat flux will be exchanged between TH and FP codes.
10.1.5 The Convergence Criterion
Various forms of convergence criteria in external coupling were investigated by previous studies
Ivanov et al. (2011); Wu and Kozlowski (2015); Seker et al. (2007); Kotlyar et al. (2011) based on
the eigenvalue, flux, local fuel temperature, Monte Carlo uncertainty, and local power distribution.
In the current version of FUSE, we focus on the convergence of all coupling parameters. It is worth
mentioning that the axial power distribution from neutronics tends to converge slower than the
other parameters. This is due to the stochastic nature of the neutronic solvers used in our study
as compared to the fuel performance and thermal-hydraulic solvers, which are deterministic. Four
different user-defined thresholds for a coupling parameter R (i.e. power, coolant density, etc.) are
used to determine convergence or to exit the coupling loop:
• Maximum relative difference: In this case, the user provides a threshold value to escape the
loop based on the maximum relative difference in all axial nodes (a total of N) between two








< εmax, j = 1, ..., N, i = 1, ...,M, (10.1)
• Average relative difference: In this case, the user provides a threshold value to escape the loop










∣∣∣∣∣ < εavg, i = 1, ...,M, (10.2)
• Node-based average relative difference: This is similar to the previous criterion except that
the user specifies the maximum number of nodes that need to satisfy the average relative
difference. For example, for 25 nodes, if the user selects that 20 nodes are sufficient for
convergence, then when the average relative difference of any 20 nodes falls below the thresh-
old, the loop exits. This option can be used to avoid additional computational costs for the
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convergence of some cumbersome nodes (e.g. near the boundaries).
• Specific number of iterations: No threshold is specified here. Instead, the number of iterations
is given and the coupling loop is terminated when the last iteration is reached.
10.2 Benchmark and Testing Data
For N-T coupling, the UO2 assembly model based on the OECD/NEA and U.S. NRC PWR
MOX/UO2 Core Transient Benchmark Kozlowski and Downar (2006) is used. The assembly model
is 17 ×17 with 264 pins and 25 guide tubes. Compared to the original benchmark, a model
simplification is done by removing the burnable absorber coating (IFBA) from the UOX fuel rods.
This simplification will make the geometry consistent with previous studies for comparison. A
radial layout of the final assembly model is shown in Figure 10.5. The assembly and geometry
specifications are listed in Table 10.1 including boundary conditions used in TRACE. The assembly
is modeled in TRACE and KENO-V.a using 24 equidistant axial nodes.
Table 10.1: Geometry specifications and boundary conditions of the UO2 assembly in the
OECD/NEA and U.S. NRC PWR MOX/UO2 Core Transient Benchmark for N-T coupling test
Item Value
Assembly power (kW) 18.47
Pin pitch (cm) 1.26
Assembly pitch (cm) 21.42
Active fuel length (cm) 365.76
Hydraulic diameter (cm) 1.198
Heated diameter (cm) 1.347
Fuel rod inner diameter (cm) 0.790
Fuel rod outer diameter (cm) 0.917
Guide tube inner diameter (cm) 1.125
Guide tube outer diameter (cm) 1.206
Inlet temperature (K) 560
Inlet mass flow rate (kg/s) 82.12
Outlet pressure (MPa) 15.5
For N-F coupling, case 1 in the PCMI (pellet clad material interaction) benchmark is used.
The case simulates a beginning-of-life ramp of a short PWR rodlet (10 pellets) to a rod average
rating of 40 kW/m. A ramp-up over 1 minute followed by a hold for 100 hours is simulated. The
shortness of the rodlet is to enable reasonable computation times. The ramp-up time is designed
to be sufficiently long for thermal transient (fuel and clad stored heat) effects to be negligible, but
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Figure 10.5: UO2 PWR fuel assembly with 4.2% enrichment of OECD/NEA and U.S. NRC PWR
MOX/UO2 Core Transient Benchmark
also sufficiently short to reduce the effects of other time-dependent phenomena (fuel creep, fission
gas release, etc.).
The active fuel stack length is set equal to 10 times the pellet length. The plenum free volume is
set to the value of 8.0 cm3 scaled by the active fuel stack length. The fuel is enriched to 4.487 w\o
U-235. The initial fuel porosity is set to 4.68%. The geometry is modeled as smeared pellet using
the R-Z geometry in BISON. In KENO-V.a, the 10 pellets are modeled explicitly with reflective
boundary conditions radially. The coolant density and temperature are set to 750 kg/m3 and 600
K without thermal-hydraulic feedback. A graphical representation of the coupled problem is shown
in Figure 10.4(a). During the coupling, the fuel temperature is calculated by BISON over all 10
pellets, the weighted average fuel temperature radially and axially over all pellets is passed to
KENO-V.a neutronics calculations (i.e. no axial dependency in fuel temperature). All geometrical
details and boundary conditions used to model the problem are listed in Table 10.2.
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Table 10.2: Geometry specifications and boundary conditions of the PCMI benchmark case 1 for
N-F coupling test
Item Value
Power (kW) [KENO-V.a] 5.5
Linear heat rate (W/m) [BISON] 40000
Pin pitch (cm) [KENO-V.a] 1.26
Porosity (%) 4.68%
Active fuel length (cm) 13.78
Pellet height (cm) 1.378
Pellet diameter (cm) 0.4096
Clad thickness (cm) 0.057
Fuel enrichment (%) 4.487
Top plenum thickness (cm) 0.564
Moderator temperature (K) [KENO-V.a] 600
Moderator density (kg/m3) (cm) [KENO-V.a] 750
Clad surface temperature (K) 600
Pressure (MPa) 15.5
10.3 Results and Discussion
In this section, selected results from the FUSE platform are presented. First, N-T coupling
results are presented based on KENO-V.a/TRACE and KENO-V.a/RELAP5 coupling. Afterward,
an N-F coupling of 10 fuel pellets is given to inform the effect of fuel temperature. Since this thesis
contains a wide range of SA, UQ, machine, and deep learning methods and results, we avoided
repeating this kind of analysis in this chapter. The analysis here will focus on the physics coupling
for the sake of brevity.
10.3.1 N-T Results
The results of KENO-V.a/TRACE are discussed in details in this section in terms of conver-
gence. The coupling of RELAP5 is not discussed for brevity. Figure 10.6 shows the convergence of
neutronic and thermal-hydraulic parameters for several coupling iterations. The simulation is done
based on 24 axial nodes. The Monte Carlo parameters of KENO-V.a are 550 cycles with 150,000
neutrons per cycle, and initial 50 cycles skipped.
Since TRACE is run first, the coolant density and temperature distributions are calculated first.
We can see the linear behavior in coolant density with decreasing trend in the first iteration. The
coolant temperature has an increasing linear trend. The linear behavior is due to using uniform
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normalized power in all nodes in the first iteration of TRACE. Both coolant temperature and den-
sity start to converge after the second iteration. The linear behavior is lost after convergence due
to the power feedback. The coolant is denser (or cooler) at the bottom of the assembly, while at
the upper nodes, the coolant becomes lighter as temperature increases along the channel.
The KENO-V.a axial power also shows fast convergence as given in Figure 10.6. After the
second iteration, the axial power starts to converge. We can notice that the axial power is shifted
toward the bottom-half of the assembly, which is reflected in the coolant density profile. The
convergence in the eigenvalue (keff or k∞) is expressed by pcm difference between two successive
iterations. The convergence of eigenvalue starts to appear after the third iteration where the pcm
difference falls below 10 pcm. The final average relative difference in axial power is 0.6%, while for
the eigenvalue, the difference is 9 pcm. It is worth mentioning here that the convergence tolerance
is controlled mainly by KENO-V.a since it is the Monte Carlo code (i.e. TRACE is deterministic).
The prescribed Monte Carlo parameters can be increased to higher numbers, which can yield lower
coupling error (e.g. average relative difference). However, this can increase the computational cost
significantly.
The verification of FUSE results against efforts from other researchers is shown in Figure 10.7 for
the converged axial power. The results include KENO-V.a/TRACE and KENO-V.a/RELAP5 from
FUSE. Also, results from Serpent/RELAP5 and DeCART codes are also plotted for comparison.
The following observations can be obtained from Figure 10.7:
• Both of FUSE cases agree very well. This is mainly due to the presence of KENO-V.a in both
cases.
• The solution by FUSE is bounded by the other two cases for about 2 m of the lattice height.
The peak of Serpent/RELAP5 solution is lower than FUSE, while DeCART solution tends
to be higher.
• Neglecting the N-T feedback effect causes the axial power profile to have a symmetric cosine
shape, where the power peak is located at the center of the channel
Finally, for PWR, since there is no boiling, the coolant density and the power profile do not
experience a significant change. However, for BWR systems, boiling occurs along the channel, the
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Figure 10.6: Convergence of neutronics and thermal hydraulics parameters in N-T coupling
of KENO-V.a/TRACE based on the UO2 assembly in the OECD/NEA and U.S. NRC PWR
MOX/UO2 Core Transient Benchmark
coolant density changes drastically and so does the power profile. Consequently, the N-T coupling
becomes very needed in this case.
10.3.2 N-F Results
In this section, we present results of N-F coupling using KENO-V.a/BISON. The results are
based on the PCMI benchmark case 1. The 10 fuel pellets are simulated using BISON, and also
modeled using KENO-V.a with two cases: (1) vacuum boundary conditions in the axial direction
and (2) reflective boundary conditions in all directions including the axial direction. The second
case is more realistic since we are simulating part of the fuel pin, while the first case is presented
to mimic the case when the full pin is simulated.
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Figure 10.7: Cross-code verification of the normalized axial power as calculated by various coupling
frameworks (results are based on the UO2 assembly in the OECD/NEA and U.S. NRC PWR
MOX/UO2 Core Transient Benchmark)
The results of the first case are presented in Figure 10.8, while for the second case, the results
are shown in Figure 10.9. Both of the two cases show consistent trend in terms of convergence.
First, both cases converge to close fuel temperature values after one iteration as calculated by
BISON. On the other hand, the effect of the boundary condition used on KENO-V.a axial power
is clearly different. Notice that the vacuum boundary condition case causes lower axial power near
boundaries similar to what we observed in the N-T coupling before due to the vacuum condition
in the two axial boundaries. The axial power remains constant near the center since the coolant
temperature and density remain constant during the neutronic simulation. On the other hand, the
reflective case shows uniform axial power for all nodes. Nevertheless, the difference in shape does
not change the convergence behavior as the two power shapes converge after the first calculation.
Some conclusions about the N-F coupling case can be drawn from Figures 10.8-10.9:
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• N-F coupling seems to have a better convergence behavior than N-T coupling. This is mainly
due to averaging fuel temperatures radially and axially (i.e. only a single temperature value
is monitored during convergence).
• One single calculation of KENO-V.a (the expensive code) is needed for axial power. One to
two calculations are needed for BISON to calculate fuel temperature (since the first calculation
is done with uniform power profile).
• No direct effect of fuel temperature on the axial power can be seen, as the no feedback case
exactly matches the N-F case in Figures 10.8-10.9. Also, since we are using the average
rod fuel temperature (radially and axially) over all nodes of KENO-V.a, no effect of fuel
temperature on the power profile is seen. In future, the fuel temperatures will be averaged
only radially and axial fuel temperature distribution will be used, which could indeed slow
down the N-F convergence.
Figure 10.8: Convergence of axial power and fuel temperature for the PCMI benchmark case 1
using vacuum boundary conditions in the axial direction of KENO-V.a
Although fuel temperature feedback has no direct effect on the axial power (which is advanta-
geous computationally), indirect effect on other neutronics parameters such as multiplication factor
k can be observed. The plot of k convergence for the N-F reflective case is plotted in Figure 10.10.
Iteration 0 represents the no feedback case, which is simulated using 900 K fuel temperature
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Figure 10.9: Convergence of axial power and fuel temperature for the PCMI benchmark case 1
using reflective boundary conditions in the axial direction of KENO-V.a
(the value commonly used in neutronic calculations). Again, k converges after 1-2 iterations (de-
pending on how much tolerance is accepted). However, the converged k value for the coupled case
shows significant difference to the no feedback case of about 700 pcm. This difference came from
the Doppler broadening of the cross-sections at elevated fuel temperatures (1100 K). This results
in reducing the overall system reactivity due to the fuel temperature feedback.
It is worth mentioning here that we are running the system without considering any new fission
products, which appear during operation. The consideration of these fission products and the
fuel temperature feedback on their cross-sections will increase the N-F feedback effect. Another
interesting physical problem that will be investigated in FUSE in future is consideration of fuel
swelling and thermal expansion, which can change the fuel density at higher burnups. The feedback
from fuel temperature and density can affect the axial power profile and the overall system response.
10.4 Conclusions
In this chapter, we developed a new platform for analyzing multiphysics simulations under the
master framework developed in this thesis. The platform is called FUSE and it couples three differ-
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Figure 10.10: Convergence of system multiplication factor (i.e. k) for the PCMI benchmark case 1
using reflective boundary conditions in the axial direction of KENO-V.a
ent physics including neutronics, thermal-hydraulics, and fuel performance using external coupling
techniques. The platform is built to facilitate UQ and machine and deep learning applications
to investigate multiphysics simulations under uncertainty. Examples of N-T and N-F coupling of
KENO-V.a, TRACE, RELAP5, and BISON are presented and discussed from coupling standpoints.
The results demonstrate a large effect of the thermal-hydraulic parameters (coolant density and
temperature) on the axial power profile. The convergence of all neutronics and thermal hydraulic
parameters in the N-T coupling requires 2-3 iterations. On the other hand, N-F coupling shows
faster convergence and more effect on the system reactivity (i.e. k) than on the axial power profile
due to using radially and axially average fuel temperature. Coupling N-T-F is expected to have
more realistic representation of the problem. Future work ideas for FUSE include incorporating
more physics in the coupling scheme such as material behavior change and isotopes tracking which
are expected to affect the coupled simulations. In future also, new codes such as Serpent and
FRAPCON will be incorporated for the purpose of benchmarking between different coupled cases.
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Part III: Spent Fuel Analysis
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Chapter 11
On Uncertainty Quantification of Isotopic
Uncertainties Using Computational Versus Data
Driven Approaches
In nuclear criticality safety, sources of uncertainty could be due to nuclear data libraries, fuel de-
pletion calculations, isotopic inventory, and cask design. Propagation of nuclear data uncertainties
into criticality safety applications is a well-understood topic, as adjoint-based and sampling-based
methods were thoroughly used to quantify the uncertainty in cask keff . However, the effect of the
uncertainty in the isotopic inventory needs more attention, especially because the nuclide compo-
sition plays a major rule in determining the cask criticality.
In our previous studies Radaideh et al. (2018b,d), we focused on the nuclear data uncertainties
as a major part of BWR criticality safety uncertainties. In this chapter, the uncertainty in the
spent fuel composition will be investigated using two different approaches. The first approach is
computationally driven and involves two UQ steps. First, the input uncertainties are propagated
through fuel depletion calculations using Monte Carlo sampling, this creates uncertainties in the
nuclide inventory. The uncertainty in the nuclide inventory is then propagated through cask crit-
icality calculations using Monte Carlo sampling again. The input uncertainties for this approach
include assembly geometry, nuclear data, material parameters, and operating conditions. Although
this approach still relies on data that comes from experiments (e.g. nuclear data) or prior expe-
rience (e.g. fuel design), it is called computationally-based in this chapter since the initial input
uncertainties are propagated purely based on the computational model without intervention from
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experimental data between the depletion and the criticality steps. On the other hand, the second
approach is a data-driven approach which uses nuclide experimental data derived from radiochemi-
cal assay experiments to create bias information (C/E) which represents the calculated to measured
difference. Therefore, no Monte Carlo sampling is performed during depletion calculations for the
second approach. The bias for each nuclide is then randomly sampled and used as a perturbation
factor for the nominal nuclide inventory obtained from depletion calculations. The perturbed nu-
clide inventory is then propagated through cask calculations. The two approaches are demonstrated
using BWR GE10x10 lattice model and GBC-68 spent fuel cask.
11.1 Models and Data
In this section, the GE10x10 lattice and GBC-68 cask designs are briefly described, which
are used in the application. Afterward, the sources for isotopic measured data and parameters’
uncertainty are presented.
11.1.1 Lattice and Cask Configurations
The lattice geometry selected for demonstration is GE10x10 lattice. The lattice features 74
UO2 rods, 18 gadolinium rods, and two large water rods replacing 8 fuel rod locations. The origi-
nal design for the lattice has 7 different UO2 fuel types and 4 gadolinium pin types with different
combinations of U-235 enrichment and gadolinium concentration. To simplify the depletion calcu-
lations, the U-235 enrichment and gadolinium concentration are averaged to create two pin types
(pins with pure UO2 and pins with UO2 and Gd2O3). We demonstrate that enrichment averaging
has small effect on the depletion trend for this lattice design later in Chapter 12 Radaideh et al.
(2018d). In this chapter, the lattice is modeled in 2D using TRITON/T-DEPL in the SCALE code
system with reflective boundary conditions in all directions as in Figure 11.1(a).
The GBC-68 cask is used for criticality calculations, where the isotopic composition obtained
from depletion calculations in TRITON/T-DEPL will be loaded into the cask. All 68 spent fuel
assemblies are assumed to have the same spent fuel composition calculated by single lattice cal-
culations. The cask is modeled in 3D using the KENO-V.a Monte Carlo code in the SCALE
code system as shown in Figure 11.1(b). Additional details about the lattice design can be found
in Fensin (2004); Radaideh et al. (2018b), and the cask configuration in Mueller et al. (2013b);
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Radaideh et al. (2018b). Applications of the previous designs in assembly misloading and uncer-
tainty analysis can be found in Radaideh et al. (2018b,d). Once again, to avoid confusion, the
GE10x10 lattice and GBC-68 cask are the designs at which the two UQ approaches will be applied.
Figure 11.1: Schematic representation of: (a) GE10x10 lattice and (b) GBC-68 spent fuel cask
11.1.2 Isotopic and Input Parameters Data
As mentioned before, two types of data are used in this study. The first type features input pa-
rameters’ uncertainty associated with the initial fuel design (i.e. GE10x10 lattice). This data type
will be used in the computationally-driven approach. Four main categories are considered within
this type: (1) geometrical fuel data (e.g. pellet radius), (2) material data (e.g. U-235 enrichment),
(3) operating conditions (e.g. coolant density), and (4) nuclear data (e.g. microscopic neutron
cross-sections). The parameter uncertainty within these categories comes from different sources,
mainly experimental data. Table 11.1 lists 1-σ uncertainty for various input parameters related to
the prescribed categories along with the sources used to draw the data. It is worth mentioning that
fuel design parameters such as pellet radius and U-235 enrichment are proprietary data for the fuel
vendors and therefore difficult to obtain the uncertainty in these parameters. According to Ilas and
Liljenfeldt (2017), the uncertainties in fuel design parameters are based on prior experience and
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commonly used in criticality safety analysis. The operating parameter uncertainties are based on
previous benchmark reports Grandi and Borkowski (2003); Kruners et al. (2010), which reported
that coolant density and fuel temperature uncertainties should be within 10% tolerance. We assume
here that the tolerance value corresponds to 3-σ bound of a normal distribution. The last source
is nuclear data uncertainties, which is actually reported in nuclear data covariance libraries, where
experimental error in measuring the cross-sections and other nuclear parameters is provided. Such
covariance data is available in SCALE data libraries, where nuclear data uncertainties are reported
in multigroup/continuous-energy forms (see Chapter 4 for more information). In this study, we use
the 56-group covariance library in TRITON depletion calculations. Once again, the uncertainties
listed in Table 11.1 is used ONLY in the depletion calculations for the computational-driven at
which there is random sampling.
Table 11.1: Selected input parameters’ uncertainty for lattice depletion calculations
Parameter 1-σ (%) Source
Geometry
Pellet radius 0.14% Hoefer et al. (2015); Briggs et al. (2003)
Clad Inner Diameter 0.43% Hoefer et al. (2015); Briggs et al. (2003)
Clad Outer Diameter 0.46% Hoefer et al. (2015); Briggs et al. (2003)
Material
U-235 wt% 0.60% Ilas and Liljenfeldt (2017)
Gd2O3 wt% 1.67% Ilas and Liljenfeldt (2017)
UO2 Density 0.13% Hoefer et al. (2015); Briggs et al. (2003)
Operating
Specific Power 1.67% Grandi and Borkowski (2003); Kruners et al. (2010)
Coolant Density 3.33% Grandi and Borkowski (2003); Kruners et al. (2010)
Fuel Temperature 3.33% Grandi and Borkowski (2003); Kruners et al. (2010)
Nuclear Data
Neutron Cross-sections 56group-COV Bowman (2011)
Fission Yield 56group-COV Bowman (2011)
Decay Data 56group-COV Bowman (2011)
The second data type is the radiochemical fuel assay data in which the nuclide concentrations
of different isotopes are measured using a spent fuel rod discharged from a real reactor. This
data type will be used in the data-driven approach. A database developed by the OECD Nuclear
Energy Agency (called SFCOMPO) contains measured nuclide data using different experimental
techniques and for different reactor designs (e.g. PWR, BWR). A new version of the SFCOMPO
database for isotopic data is reported in Michel-Sendis et al. (2017). In this study, we focus on
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BWR measured data. Three selected benchmarks are considered: 8x8 Fukushima Daini-2, 7x7
Cooper, and 6x6 Gundremmingen units. In this study, we perform validation only for the 8x8
Fukushima Daini-2 to calculate the bias information (C/E), while the bias data for the other two
units are taken from a previous ORNL report which utilized SCALE/TRITON Mertyurek et al.
(2010) to calculate the bias. A detailed validation of various benchmarks is left to Chapter 12 when
performing advanced criticality safety application. We list samples of measurements for major
actinides from UO2 pin drawn from the 8x8 assembly in Table 11.2. The assembly is referred to
by 2F2DN23 in the database, while SF98 is the name given for the UO2 pin. The measurements
were performed at different axial locations of the fuel pin as given in the table. The first sample
(SF98-1) corresponds to the pin bottom, while SF98-8 corresponds to pin top. There are similar
measurements from 2F2DN23 lattice, but for a gadolinium pin. This pin is referred to by SF99. The
measured data from SF99 and the other two reactor units (Cooper & Gundremmingen) are used
in this study, but they are not listed here for brevity. The reader is directed to Michel-Sendis et al.
(2017) for more information. A detailed verification and validation of the BWR spent fuel data
is performed in Chapter 12. Small dataset is used here to demonstrate the data-driven methodology.
Table 11.2: Measured nuclide concentration for major actinides in g/tUi (gram per ton of initial
uranium content) based on Fukushima Daini-2 2F2DN23 SF98 UO2 pin results Michel-Sendis et al.
(2017) (SF98-1 is at channel bottom, while SF98-8 is at channel top)
Nuclide SF98-1 SF98-2 SF98-3 SF98-4 SF98-5 SF98-6 SF98-7 SF98-8
U-234 4.88E+01 2.68E+02 2.18E+02 1.98E+02 1.90E+02 1.86E+02 1.96E+02 2.35E+02
U-235 4.13E+03 1.74E+04 8.14E+03 5.97E+03 6.32E+03 9.06E+03 9.36E+03 1.55E+04
U-236 4.86E+02 3.55E+03 4.99E+03 5.28E+03 5.31E+03 5.14E+03 5.14E+03 4.29E+03
U-238 9.88E+05 9.46E+05 9.41E+05 9.36E+05 9.33E+05 9.33E+05 9.33E+05 9.43E+05
Pu-238 3.14E+00 2.83E+01 1.17E+02 1.68E+02 1.94E+02 1.69E+02 2.08E+02 9.54E+01
Pu-239 2.30E+03 3.37E+03 3.69E+03 3.79E+03 4.27E+03 5.31E+03 5.63E+03 5.34E+03
Pu-240 5.47E+02 1.12E+03 2.14E+03 2.46E+03 2.61E+03 2.63E+03 2.67E+03 1.82E+03
Pu-241 1.33E+02 4.31E+02 8.95E+02 1.03E+03 1.17E+03 1.29E+03 1.36E+03 9.08E+02
Pu-242 1.69E+01 9.29E+01 4.62E+02 6.62E+02 6.94E+02 5.43E+02 5.44E+02 2.22E+02
Am-241 1.03E+01 2.30E+01 3.27E+01 3.42E+01 3.73E+01 4.09E+01 4.39E+01 3.30E+01
11.2 UQ Methodology
In this section, descriptions of the computational-based and data-driven approaches are pre-
sented to propagate the uncertainty in isotopic composition into the cask keff .
266
11.2.1 Computational-driven UQ
In this approach, we first propagate the input distributions provided in Table 11.1 through the
depletion calculations to cause a spread in the isotopic concentration. Afterward, the uncertainty
in the isotopic concentration is sampled from their joint distribution and propagated through the
criticality (spent fuel cask) calculations. Therefore, this approach can be viewed as a two-step
process. First, we sample all d input parameters (Xj , j = 1, .., d) from their joint/marginal dis-
tribution. For nuclear data, the samples were already generated using a correlated multivariate
normal distribution with covariance data available in the SCALE data directory. For other input
categories (e.g. geometry, material, operating), the samples are generated using a marginal normal
distribution without correlation as follows
X
(i)
j ∼ N(µj , σj), i = 1, .., Nb, (11.1)
where Nb is the number of random samples to be used in burnup calculations, and µj and σj are the
mean and standard deviation for the input parameter j, respectively. After running burnup/de-
pletion calculations on all samples, the mean and standard deviation of the isotopic concentration












(c(i)n − c̄n)2, (11.3)
where c
(i)
n is the calculated (or code predicted) concentration for isotope n and burnup random
sample i. Afterward, the isotopic concentration for all nuclides can be sampled using their mean
and covaraince matrix
~c (i) ∼ N(~̄c,ΣNn), i = 1, .., Nr1, (11.4)
where the isotopic concentrations for all nuclides are sampled dependently from their joint dis-
tribution whose mean parameter ~̄c and covariance ΣNn . The number of isotopes considered in
sampling/criticality calculations is expressed by Nn, which is 10 for this study. The value of Nr1
expresses the number of random samples used in criticality calculations for the computational-
driven approach. To remain consistent with the second approach, it is possible to replace the mean
parameter (~̄c) with the nominal code prediction of the isotopic concentration (~c 0). In this case, we
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are using the covariance matrix to perturb the nominal values (~c 0) instead of the mean values (~̄c),
which are expected to be close to the nominal values. The covariance between two vectors ( ~X, ~Y )
is defined as
COV (X,Y ) = E[(X − E[X])(Y − E[Y ])T ]. (11.5)
The isotopic random samples ~c (i) can then be propagated through the criticality calculations
to cause a spread in cask keff . Each sample of Nr1 is evaluated by KENO-V.a Monte Carlo code
















eff − keff )
2. (11.7)
This computational-driven approach is summarized in the flowchart in Figure 11.2.
11.2.2 Data-driven UQ
In this approach, we use the data provided by radiochemcial assay data (see Table 11.2) to derive
the bias information between the calculated and measured isotopic concentrations. This approach
is introduced in Gauld (2003) and applied to PWR PLUS7 assemblies in Yun et al. (2017). Lets









, i = 1, .., Ns, (11.8)
where E
(i)
n is the measured value of the nuclide n concentration in the experimental sample i,
and C
(i)
n is the calculated (e.g. code predicted) value of the nuclide n concentration in sample i.
Some references prefer to add additional index for the discharged burnup. In this study, we avoid
that approach as it could limit the number of experimental samples for each isotope if the samples








Figure 11.2: Flowchart of the computational-driven approach
where Nns is the total number of experimental samples available for isotope n. Similarly, the






(R(i)n − R̄n)2, (11.10)
now, we can sample the bias factor B from a normal distribution based on the previous definitions
as follows
B(i)n ∼ N(R̄n, σRn), i = 1, .., Nr2, (11.11)
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and so the random isotopic concentration (c
(i)
n ) can be generated using the bias factor by
c(i)n = c
0
n ∗B(i)n , i = 1, .., Nr2, (11.12)
where c0n is the nominal calculated value of the n
th isotopic concentration based on the geometry
to be simulated (e.g. GE10x10), and Nr2 is the number of random samples to be propagated into
the criticality (cask) calculations using the second approach (to distinguish it from Nr1). We can
observe here that c0n should be consistent between the data-driven and the computational-driven
approaches. However, for the bias factor Bn, for the data-driven case, it comes from the assay data,
while for the computational approach, it comes from sampling the covariance matrix. Similarly,
the statistics in cask keff for this approach due to the isotopic uncertainty can be calculated using
Eqs.(11.6)-(11.7) except that the summation is performed over Nr2 instead of Nr1. The data-driven
approach is summarized in the flowchart in Figure 11.3.
Figure 11.3: Flowchart of the data-driven approach
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11.3 Results and Discussion
The results of this study are presented in three subsections. The first subsection presents
validation of SF98 samples in the Fukushima Daini-2 assembly as well as the final bias and bias
uncertainties that are used in the data-driven approach. The second subsection includes the nuclide
inventory uncertainty and correlation obtained from the first step (depletion) in the computational-
approach. Finally, comparison of cask keff uncertainty resulting from the computational versus
data driven approaches is given in the third subsection.
11.3.1 Validation Results
Although this analysis has already been performed in SCALE-5 Mertyurek et al. (2010), it is
important to ensure the validity of the results by performing these calculations in SCALE-6. Figure
11.4 shows the results of calculating C/E for 10 different isotopes. The results from SCALE-5 and
SCALE-6 are shown, and they are in a good agreement for all isotopes except Am-241. Based on our
validation results using SCALE-6, we noticed the odd results associated with Am-241 concentration.
The author did not have a chance to identify the reason beyond the odd C/E values for Am-241,
which could be due to some erroneous data for Am-241 in the nuclear data libraries. We confirmed
that by running the same TRITON input attached in the report Mertyurek et al. (2010) using
SCALE-6, as we also obtained odd C/E as obtained by our model for Am-241. However, the
authors in Mertyurek et al. (2010) reported good C/E for Am-241 according to their SCALE-5
simulations. Therefore, we used Am-241 good bias data as reported in Mertyurek et al. (2010).
As mentioned before, we perform only validation for SF98 samples in the 8x8 Fukushima Daini-2
benchmark. The final bias (R̄n) and bias uncertainty (σRn) used in the data-driven approach for
all nuclides are listed in Table 11.3. Also, it is worth mentioning that the 6x6 benchmark did not
report measured data for U-234 and Am-241, which justifies the lower number of samples for these
two isotopes in Table 11.3. The following criteria are followed in selecting the bias data:
• For SF98 samples, the bias (C/E) is taken based on our validation in SCALE-6 for all 10
nuclides except Am-241.
• All Am-241 bias information are taken from the ORNL study Mertyurek et al. (2010).
• The bias for the SF99 samples in Fukushima Daini-2, samples from Cooper 7x7, and samples
from Gundremmingen 6x6 for all nuclides are also taken from the ORNL study Mertyurek
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et al. (2010).
Figure 11.4: Comparison of the bias (C/E) results between SCALE-6 and SCALE-5 Mertyurek
et al. (2010) for Sample 4 and Sample 6 in Fukushima Daini-2 “2F2DN23” assembly benchmark
11.3.2 Depletion UQ
The first step in the computationally-driven approach includes propagating the input uncer-
tainties in Table 11.1 through TRITON depletion calculations. To ensure a consistent comparison
between the two methods, the discharge burnup, burnup steps, and cooling time for the GE-10x10
lattice match the ones given in the Fukushima Daini-2 benchmark. As mentioned before, we have
two main fuel types in the GE-10x10 lattice (UO2 and Gadolinium pins), which we expect to have
uncertainty in their isotopic inventory at the end of cycle. First, we are plotting the correlation
matrix between the 10 nuclides considered in Figure 11.5 for the UO2 pin. In the actual analysis,
two different correlation matrices are used for each fuel type to generate the samples. Only the UO2
correlation matrix is shown here for brevity. The effect of correlation on the cask keff uncertainty
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Table 11.3: The value of bias mean and standard
deviation derived from fuel assay data to be used
in the data-driven approach
Nuclide Geometry R̄n σRn N
n
s ∗
U-234 8x8, 7x7 1.077 0.079 20
U-235 8x8, 7x7, 6x6 0.992 0.055 32
U-236 8x8, 7x7, 6x6 0.979 0.020 32
U-237 8x8, 7x7, 6x6 0.999 0.005 32
Pu-238 8x8, 7x7, 6x6 0.968 0.101 32
Pu-239 8x8, 7x7, 6x6 1.006 0.052 32
Pu-240 8x8, 7x7, 6x6 0.997 0.037 32
Pu-241 8x8, 7x7, 6x6 0.949 0.102 32
Pu-242 8x8, 7x7, 6x6 1.008 0.062 32
Am-241 8x8, 7x7 1.087 0.121 20
*Number of experimental samples available in the 3
benchmarks
is investigated by performing sampling from joint and marginal distributions as will be described
in the next subsection. Therefore, forward criticality calculations in KENO-V.a are repeated for
two rounds, each round has Nr1 forward samples, where the samples are uncorrelated for the first
round, and correlated for the second.
The correlation matrix shows that plutonium isotopes have strong positive correlation with
each other, especially Pu-240, Pu-241, and Pu-242. The uranium isotopes have weak correlation
between each other, and some negative correlation with specific plutonium isotopes. Am-241 shows
mixed correlation between negative (e.g. with U-235), positive (e.g. Pu-241), and negligible (e.g.
U-238). These conclusions hold true for the correlations in the gadolinium pins as well. Correlation
between the heavy actinides is expected. For example, Pu-241 is generated by neutron capture in
Pu-240, and Am-241 is mainly generated by beta decay of Pu-241. Since we assume that input
parameters associated with geometry, operating conditions, and material are not correlated, the
correlation in Figure 11.5 is expected to arise from nuclear data covariances in SCALE data libraries
(e.g. cross-section and fission yield covariance data). The 1-σ uncertainty for the major actinides
as estimated from depletion calculations is listed in Table 11.4 for both UO2 and Gadolinium pins.
We can observe that U-238 has the lowest relative uncertainty across all actinides. Pu-238 has the
highest uncertainty among all actinides considered. In addition, the uncertainties in the gadolin-
ium pin’s isotopes are slightly higher than their UO2 counterparts. It worth mentioning that the
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results in Figure 11.5 and Table 11.4 are produced based on 500 depletion samples in TRITON
(i.e. Nb = 500), which are sufficient for convergence of the nuclide concentrations.
Figure 11.5: Correlation coefficients between the major actinides for UO2 pins after performing
depletion calculations according to the computational-driven approach
11.3.3 UQ Comparison
In this subsection, the results of uncertainty propagation of cask keff are presented based
on the uncertainty information drawn from Tables 11.3-11.4. Table 11.5 lists the final cask keff
uncertainty using three different methods: (1) computational-driven approach with uncorrelated
isotopic inventory, (2) computational-driven approach with correlated isotopic inventory (see Figure
11.5), and (3) the data-driven approach. The following notes are important to mention regarding
the results in Table 11.5 and the study in general:
• Nominal keff value corresponds to the unperturbed cask keff , which is calculated based on
the nominal nuclide concentrations (~c 0).
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Table 11.4: The relative 1-σ uncertainty (in %) for major actinides after depletion analysis for UO2
and gadolinium pins (by computational-driven approach)











• Multivariate/marginal normal distribution is assumed for all input uncertainties in this study
whether for input uncertainties (Table 11.1), bias info (Table 11.3), or isotopic composition.
• For the computationally-driven approach, two separate covariance matrices are used dur-
ing sampling for UO2 and gadolinium pins. In addition, the uncertainty is also separated
according to Table 11.4.
• All results in Table 11.5 are based on 500 samples (i.e. Nr1 = Nr2 = 500). Figure 11.6
shows the convergence of keff uncertainty with number of samples for the computational and
data-driven approaches.
• For the computationally-driven approach, the GE-10x10 design is used in both depletion and
criticality safety with Monte Carlo sampling. In the data-driven, a single depletion calculation
is performed on the GE-10x10 to obtain the nominal nuclide concentrations. Then, the bias
information from the fuel assay data (i.e. 6x6, 7x7, 8x8 geometries) is used to sample the
nominal nuclide concentrations.
• The uncertainty in Table 11.5 includes only the isotopic uncertainty (NOT the total) to isolate
its effect. The effect of uncertainty in nuclear data, cask geometry, etc. on cask keff is not
included here.
• The cask is assumed to be flooded with full-density water to model the worst-case scenario.
The results in Figure 11.6 show that the data-driven approach yields about 1000 pcm uncer-
tainty in keff due to the isotopic inventory. The computational approach with uncorrelated samples
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has the lowest uncertainty among all methods of about 300 pcm. In addition, we can observe that
including the correlation between nuclides increases the uncertainty by about 100 pcm. The high
uncertainty for the data-driven approach could be justified by the large bias uncertainty, especially
for the influential isotopes. The cask keff is expected to be more sensitive to U-235 and Pu-239
concentrations more than other isotopes. The bias uncertainty for these two isotopes as in Ta-
ble 11.3 is ∼ 5%, compared to their ∼ 2% uncertainty in the computational approach (see Table
11.4). The reduction in bias uncertainty and hence keff uncertainty relies on increasing the number
of good experimental samples especially for the sensitive isotopes (e.g. U-235, Pu-239). For the
computationally-driven approach, although the uncertainty obtained here is below 500 pcm, this
value relies on the input uncertainties in Table 11.1, especially those that are not associated with
nuclear data libraries (e.g. operating data, geometry). Therefore, in future studies, it is important
to ensure that the sources of this data are thorough and relevant.
From computational point of view, the computational approach is generally more expensive
than the data-driven approach since Nb forward depletion calculations are needed. For the data-
driven approach, the number of depletion calculations equals to the experimental samples simulated
to derive the bias information. The previous comparison includes only the cost of depletion calcu-
lations, at which we assume that cask calculations are carried out using similar number of samples
(i.e. Nr1 = Nr2).
Table 11.5: Comparison of the cask keff uncertainty results as calculated by different approaches
Method Nominal keff keff 1-σ (%) σkeff (pcm)
Computational (Uncorrelated) 0.79747 0.79762 0.39 314
Computational (Correlated) 0.79747 0.79812 0.50 403
Data-driven 0.79747 0.79601 1.20 953
11.4 Conclusions
We present two approaches for UQ of the nuclide/isotopic composition for propagation into
the criticality calculations of spent fuel casks. The first approach is a two-step process involving
propagating input parameters’ uncertainties into depletion calculations first, which cause uncer-
tainty in the isotopic composition. The uncertainty in the isotopic composition is then propagated
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Figure 11.6: Convergence of cask keff uncertainty as a function of number of samples for various
methods
into the cask keff . Input uncertainties include those associated with nuclear data, fuel geometry,
material composition, and plant operation and these uncertainties are based on experimental and
prior experience in criticality safety. The second approach is data-driven which uses the measured
radiochemcial assay data of nuclides to derive bias information (C/E). The bias is then sampled for
each isotope and then propagated into the cask keff . We utilize measured data from SFCOMPO-2
for three different BWR lattice geometries: 6x6, 7x7, and 8x8. We apply the two UQ approaches
on a BWR 10x10 lattice and GBC-68 spent fuel cask for demonstration. The results show that the
data-driven approach results in about 1000 pcm uncertainty in cask keff , while the results for the
computationally-driven uncertainty are lower. The correlation between the isotopes increases the
uncertainty due to fuel isotopics in the computationally driven approach. Our future work on this
study will be on combining the two approaches into one hybrid approach. First, we will enhance
our fuel assay database with additional bias samples from the experiments available in SFCOMPO.
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Second, the Bayesian-based UQ framework described in Chapter 8 will be used to propagate all
sources of uncertainty in simultaneous manner (e.g. parametric, measured, model-form, etc).
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Chapter 12
Advanced BWR Spent Fuel Modeling and Analysis
with Quantified Uncertainty
Currently, there are more than fifty thousand metric tons of used nuclear fuel in the United
States. This number will increase in the future. Utilities are looking toward reducing the cost of
spent fuel transportation and storage processes. One such way to reduce the cost is to consider
burnup credit, which is defined as the reduction in reactivity of the fuel due to the change in fuel
composition after irradiation DeHart et al. (1996). This method is used in place of antiquated
methods of considering all fuel fresh which produces overly conservative estimates. Considering
burnup credit allows an increased amount of spent fuel to be stored in the same volume, or spent
fuel cask, which reduces both the cost of storage and increases shipping efficiency of the fuel. Bur-
nup credit relies on the Best Estimate Plus Uncertainty (BEPU) approach, which requires accurate
and validated simulation models. Sensitivity analysis and uncertainty quantification methods are
then performed on the model to quantify best estimate safety margins. However, a spent fuel cask
must remain subcritical in all conditions. The criticality of a spent fuel cask is influenced by many
factors, an important one being the isotopic composition of the spent fuel loaded into the cask. In
order to find the composition of the spent fuel, a depletion code is used to simulate the burnup and
depletion of the fuel during its time in the reactor and spent fuel pool. Fuel burnup is a complicated
process affected by different factors such as initial fuel composition, core configuration, burnable
absorber loading, control rod insertion, coolant density variation, power level, and many more
ANSI/ANS-8.27-2015 (2015). In addition, depletion calculations could be very expensive and time
consuming even for a single fuel lattice if the lattice design is complex. This means that for complex
lattice designs, full core depletion is a daunting task from a computational point of view. The study
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by Parks and Wagner (2001) reported the main issues in burnup credit implementation. The three
main challenges facing burnup credit can be summarized by: (1) selection of the appropriate reactor
operating conditions for depletion calculations; (2) selection and use of high quality measured data
for code validation; (3) clear guidance and criteria for possible elimination of pre-shipment burnup
measurements to reduce the cost and impact on loading operations. Addressing these challenges
would require: (1) the use of experimental data for design and operational specifics based on real
reactor operating conditions; (2) cross-code verification and code validation for the computational
models used to simulate the reactor; (3) a comprehensive uncertainty quantification method and
advanced computational model that covers different reactor operational aspects, to generate best
estimate for the isotopic composition of the fuel.
A long-term criticality safety and burnup credit project was sponsored by Nuclear Energy
Agency (NEA) at Organization for Economic Co-operation and Development (OECD) for more
than a decade. Several institutions and countries participated in this benchmark to compare the
results produced from different codes and data libraries when solving the same problem. The
project consisted of several phases where each phase concentrated on a specific reactor type. Phase
I-A Takano (1994) is the first and perhaps the most detailed problem in terms of data collected,
results, and conclusions. Phase I-A solved a PWR infinite 2D pin-cell, where depletion calculations
were performed using different codes and data libraries, for different discharge burnup and cooling
times. Phase I-B DeHart et al. (1996) accompanied the calculations in Phase I-A by compar-
ing the computed nuclide concentrations with experimental ones at three different burnups. The
study showed that most isotopes agree within 10-15 % between codes and lie reasonably close to
the experimental data. However, the concentration of Gd-155 was tested with several codes and
yielded large differences between them. Phase II-A Takano and Okuno (1996) examined the effect
of axial burnup in a PWR lattice as a function of initial enrichment, burnup, and cooling time.
Phase II-B Nouri (1998) ran 3D cask criticality calculations based on the results of Phase II-A for
different discharge burnups, including actinide and fission product isotopes. Phase II-B concluded
that axially average flat burn-up distribution is found to be a non-conservative approximation of
the reactivity during burnup. Next, phase III focused on BWR criticality safety. More specifically,
phase III-A Okuno et al. (2000) ran burnup calculations of a BWR lattice to investigate the effect of
axial void distribution, axial burnup profile, initial enrichment, burnup, and cooling time on lattice
criticality. Phase III-B Okuno et al. (2002) compared the computed nuclide concentrations for a
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2D BWR lattice with experimental measurements, where large deviations were noticed for Gd-155
concentrations. Additional phases included analysis of Mixed Oxide (MOX) Fuel: O’Connor et al.
(2003); O’Connor and Liem (2003), VVER lattices: Markova and Havluj (2007), and long term
UO2 spent fuel analysis (∼ 106 years after discharge): Radulescu and Wagner (2012); Velasquez
et al. (2014); Herrero et al. (2016).
Oak Ridge National Laboratory (ORNL) developed a computational benchmark to estimate
the reactivity margin in spent fuel due to fission products and minor actinides compared to the
spent fuel with major actinides only. The benchmark consists of a generic burnup credit cask design
suitable for storage and transportation. The main goal of this benchmark is to provide a reference
design for consistent comparison in future studies. The first benchmark is called GBC-32 (Generic
Burnup credit Cask) which holds 32 pressurized water reactor (PWR) assemblies Wagner (2001).
A similar benchmark, GBC-68, was developed for boiling water reactor (BWR) assemblies and it
holds 68 BWR spent fuel assemblies Mueller et al. (2013b). The calculation of burnup credit for
criticality safety in PWRs is a thoroughly studied topic. The criteria for PWR burnup credit, spent
fuel transportation, and criticality safety have been explored by different studies Takano (1994);
DeHart et al. (1996); Takano and Okuno (1996); Nouri (1998). One study performed burnup credit
analysis for a GBC-32 cask using SCALE and MCNP codes in order to optimize the spent fuel
storage process Yun et al. (2016). The results of this study indicate that considering non-uniform
axial burnup could lead to larger cask keff than using a uniform distribution. NUREG/CR-7205
Mueller et al. (2015) performed PWR burnup credit analysis using SCALE and MCNP codes to
quantify the impact of fission products and minor actinides on the criticality of the spent fuel cask,
the findings from this study are important when establishing the relevant isotopes to be modeled in
the spent fuel cask. Wagner and Parks (2002) performed a parametric study of the burnable poison
for PWR burnup credit. Un-poisoned and poisoned lattice configurations were compared in terms
of cask criticality. The study concluded that higher burnable poison amounts during operation
would lead to larger cask keff . Scaglione et al. (2014) developed an approach for validation of cask
criticality calculations (keff ) which relies on (1) best measured and experimental data available
from sources such as International Handbook of Evaluated Criticality Safety Benchmark Experi-
ments Briggs et al. (2003), and (2) sensitivities and uncertainties of nuclear data to estimate the
isotopic biases for minor actinides and fission products at which there is no data available. The
study focused mainly on a PWR spent fuel cask. Another study by Radulescu et al. (2012) em-
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ployed a similar approach, but for validation of the spent fuel isotopics using measured data from
destructive radiochemical assay experiments Michel-Sendis et al. (2017).
The topic of BWR burnup credit started to gain importance in recent years due to the in-
creasing amounts of BWR spent fuel to be shipped and stored. The BWR burnup credit task is
more difficult than the PWR one due to the heterogeneity associated with the BWR lattice design.
For BWRs, extra attention should be given to the axial and radial enrichment variation, presence
of neutron absorber, time-dependent axial void fraction distribution, control rod partial insertion,
control rod movement, and more. These factors will significantly affect depletion calculations, and
hence the burnup credit. Mueller et al. (2013a) reported the main issues and priorities for BWR
burnup credit based on knowledge from both international cooperation and PWR criticality safety
experience. The study highlighted the importance of a detailed treatment of axial burnup distribu-
tion, axial moderator density distributions, and control blade usage during depletion calculations.
Marshall et al. (2016) used these recommendations to perform a comprehensive study investigating
each of the previous effects in a sensitivity analysis form (one effect at a time). The study con-
cluded that averaging moderator density during burnup led to non-conservative estimates on cask
criticality. Radaideh et al. (2018b) performed assembly misloading criticality analysis for a BWR
transportation cask based on simplified 2D depletion calculations. The authors concluded that the
presence of gadolinium rods makes the misloading of burned assemblies insert more positive reac-
tivity than fresh assembly misload in some scenarios. However for PWRs, an opposite conclusion
was observed by Wagner (2008) which performed misloading analysis for PWRs and found that
fresh assembly misload led to a greater reactivity insertion. This is because the more prominent
presence of burnable absorbers in a BWR suppresses the criticality for a short time at beginning of
life. Ilas and Liljenfeldt (2017) evaluated the effect of the uncertainties in nuclear data and selected
manufacturing and operational parameters on the decay heat of a typical BWR fuel assembly. The
authors found that at shorter cooling times, decay heat values and corresponding uncertainties were
dominated by uncertainties of fission products while at longer times, these values were dominated
by actinides’ uncertainties.
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12.1 Objectives, Motivation, and Challenges
As mentioned before, accurate burnup credit calculations require accurate depletion calcula-
tions. However, for BWRs, design and operational aspects are more time varying and complicated
than those of their PWR counterparts. The presence of gadolinium absorber rods, variation of
fuel enrichment radially and axially, strong axial variation in void fraction (coolant density), and
partial control rod insertion during operation make the depletion analysis of BWRs significantly
more difficult and expensive than that of PWRs. Neglecting these conditions could severely affect
the isotopic composition and hence the cask criticality. As reported by Mueller et al. (2013a), axial
distributions associated with the burnup profile and coolant density should be given priority for a
BWR. Also, it is mentioned that control blade usage is another important parameter to consider
when modeling a BWR. Wu et al. (2018a) studied the two-way compounding effects in BWR criti-
cality safety, namely, fuel temperature, axial coolant density and burnup distributions, and control
rod insertion. The previous study was restricted to two-way effects, so all complexities were not
considered simultaneously. In addition, most of the previous studies used the STARBUCS sequence
in SCALE code system Bowman (2011) to add the 3D details (e.g. burnup, coolant density) of the
lattice model. The major limitation of the current STARBUCS version is that it supports only a
single UO2 fuel type with single enrichment. However, BWR lattices commonly have variable U-235
enrichment radially and axially as will be described later. Many other studies were restricted to 2D
models: Radaideh et al. (2018b); Okuno et al. (2002) which are not suitable for BWR modeling.
The previous discussion forms the main driving potential for this study to develop advanced BWR
depletion models to capture various details in BWR configuration which could result in a better
understanding of the fuel composition behavior both inside and outside the core (i.e. spent fuel
analysis). Therefore, this study provides a comprehensive assessment of the compounding effects
in BWR heterogeneous lattices. It develops a set of BWR lattice models with evolving complexity.
In addition, the framework for uncertainty propagation that was developed in Chapter 11 is uti-
lized in this study to explore how the uncertainty changes when adding more details to the model.
In general, this BWR application study is divided in a two-part series, where each part handles
different issues related to BWR depletion, spent fuel, criticality safety, sensitivity, and uncertainty
analyses as follows:
• Part I (section 12.2): in this part, BWR lattice models are developed and described. The
BWR data, lattice configuration, and operating parameters used in model development are
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presented. Computational methods and tools are described in detail. Selected cases are
benchmarked using different codes to ensure modeling consistency. Burnup and depletion
uncertainty analyses are performed using different BWR advanced cases, considering the
effect of nuclear data uncertainties. Isotopic inventory is analyzed for various BWR depletion
cases and conclusions are drawn. In general, this part can be viewed as in-core analysis of
BWRs.
• Part II (section 12.3): this part performs spent fuel and criticality safety analysis. This part
deals with the spent fuel cask criticality based on the advanced depletion models developed in
Part I. In general, Part II presents the cask criticality under normal and accident conditions
(i.e. water flooded) for various depletion cases. In addition, sensitivity analysis of the spent
fuel isotopics to cask keff is performed to have a better burnup credit understanding for
BWRs. Usage of latest BWR spent fuel assay data for uncertainty quantification of the
cask keff is performed. The estimated cask criticality combined with the sensitivity and
uncertainty analyses is used to infer the burnup credit behavior for BWRs, which forms the
major conclusion of this study. In general, this part can be viewed as out-of-core and
BEPU analysis of the BWR spent fuel.
12.2 In-core BWR Analysis
The subsections of this in-core analysis are organized as follows: Section 12.2.1 describes the
BWR data sources including the lattice configuration and other necessary data available from
literature. Section 12.2.2 describes the computational codes as well as the workflow for this study.
Section 12.2.3 describes the 2D and 3D lattice models developed in this study to perform BWR
depletion analysis. Section 12.2.4 provides benchmarking of selected cases using different tools.
Section 12.2.5 shows axial and radial flux mapping for different cases. Section 12.2.6 presents
depletion analysis (k∞ curves) with uncertainty propagation of the nuclear data uncertainties into
the lattice k∞. Section 12.2.7 compares the behavior of fuel isotopic concentrations during burnup
between various cases to investigate the effect of adding complexities on the isotopic inventory.
12.2.1 BWR Data and Resources
There are several BWR lattice designs such as 7x7, 8x8, 9x9, and 10x10. The design selected
for this study is the one of newest designs, GE14 10x10 lattice, which was firstly reported by Fensin
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(2004). The design was used later in different forms by several studies Marshall et al. (2015);
Radaideh et al. (2018b); Younker and Fratoni (2016). This design is preferred since it is reported
with specific details associated with the configuration, dimensions, and axial descriptions. Further-
more, the current design is more reactive than the smaller designs, making it suitable for criticality
safety applications. In the axial direction, the lattice design consists of seven axial layers, where
each layer is characterized by different fuel enrichment and rod types. This axial heterogeneity is
one of the main difficulties in BWR modeling. The lattice consists of a total of 92 fuel rods and
two large water rods in the remaining 8 rod locations. The description of the lattice in the axial
direction is given in Figure 12.1.
We can notice that the top two nodes (N-T and N-V) and the bottom node (NAT) are charac-
terized by natural uranium enrichment (i.e. 0.71 %), and they are small in size. The PSZ and DOM
nodes form most of the lattice and they have 74 UO2 rods and 18 gadolinium rods (i.e. UO2 +
Gd2O3). The enrichment varies radially also for these two nodes as it ranges from 1.6% to 4.9% for
both rod types. In particular, there are 7 different fuel enrichment for the UO2 rod and 4 different
fuel types for the gadolinium rods. The main difference between PSZ and DOM layers is the vari-
ability in gadolinium concentration. When approaching the top of the assembly, some rod locations
vanish, especially gadolinium rods, leaving the fuel rods to vary in height (i.e. part-length rods).
Additional details regarding the lattice dimensions can be found in Table 12.1. For modelling,
this lattice is simplified in various ways for multiple models to better understand the effect of each
design complexity separately. The final developed model represents the current one, with one ap-
proximation associated with radial enrichment which will be shown later to have insignificant effect.
Marshall et al. (2016) reported a set of valuable BWR operating data based on joint efforts from
the U.S. Nuclear Regulatory Commission and ORNL. ORNL gained access to proprietary operating
data for a BWR single cycle. The data includes axial moderator density distribution, axial burnup
profile, and control rod history for fuel assemblies in the reactor. The data was obtained from
a cycle that contains five different modern BWR fuel assembly designs: GE14, GNF2, SVEA-96
Optima 2, and ATRIUM-10. It is expected that axial moderator density distribution, control blade
history, and axial burnup profile is independent of the lattice size or design. One of the significant
findings of Marshall et al. (2016) is that the cycle-average moderator density profile in each axial
node can be used in depletion calculations with addition of a small reactivity penalty. Therefore,
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Figure 12.1: Axial layers showing the enrichment distribution for BWR GE14 10x10 lattice
in this study, the density distribution will not be updated during depletion and a cycle-average
profile is used. Three different density histories (DHs) are selected from that study which include:
(1) DH1: an average profile created by averaging the moderator density in each node across all 624
profiles collected by Marshall et al. (2016) ; (2) DH2: a minimum profile with minimum moderator
density in each node from a set of 10 selected profiles by the authors; and (3) DH3: is a real sample
profile selected for comparison without averaging or minimization. The three profiles are plotted
in Figure 12.2, and all of them consist of 25 axial nodes. We can notice that the average profile
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Table 12.1: BWR lattice design specifications
Parameter Value
Lattice design GE14 10x10
Number of fuel rods 92
Number of Water rods 2 (equivalent of 8 rods)
Fuel rod pitch (cm) 1.295
Fuel pellet inside diameter (cm) 0.876
Cladding inside diameter (cm) 0.894
Cladding outside diameter (cm) 1.026
Active fuel height (cm) 381
Gap thickness (cm) 0.009
Cladding thickness (cm) 0.066
Water rod inside diameter (cm) 2.321
Water rod outside diameter (cm) 2.521
Water rod radial thickness (cm) 0.1
Fuel channel inner dimension (cm) 13.406
Fuel channel outer dimension (cm) 13.914
Fuel channel thickness (cm) 0.254
(DH1) has a higher overall density than the other two profiles (DH2 and DH3) since it is based
on averaging which includes assemblies in cooler regions of the core. The numerical data for the
three density profiles are listed in Table 12.2. The average density profile (DH1) is selected as the
reference profile when comparing with other cases in this study. It is worth mentioning that the
counter-intuitive increases in some of the moderator densities at higher elevations are just anoma-
lous values due to the change in flow area or mixing, causing a slow-down in liquid phase and larger
moderator density Marshall et al. (2016).
Marshall et al. (2016) also reported 10 control blade histories based on real operational data.
The study compared cask keff between these 10 histories and found that the maximum difference
in cask keff between the two bounding histories is around 500-600 pcm. This implies in particular
that the insertion history is of little importance. However, the blade history was not applied on
an advanced model so control blade insertion history may have a different effect. Three control
blade histories are selected for this study, and they are shown in Figure 12.3. Table 12.3 lists
the numerical data plotted in Figure 12.3. These three histories were selected based on number of
control rod movements (see Figure 12.3). The third blade history (BH1) with an intermediate num-
ber of movements is selected as the reference history when comparing with other cases in this study.
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Figure 12.2: Non-uniform axial coolant density histories (DH) for 3D lattice depletion as reported
by Marshall et al. (2016).
12.2.2 Computational Tools and Workflow
In this work, the analysis is carried out using various codes in the SCALE code system Bowman
(2011). SCALE is a widely used modeling and simulation suite for nuclear safety analysis and design
developed by ORNL. SCALE provides different tools to explore criticality safety and uncertainty
analysis. Other codes are used only in the benchmarking process to ensure modeling accuracy.
Most of the available neutronic codes aim to solve the integral Boltzmann transport equation af-
ter imposing additional approximations such as multi-group or discrete ordinates approximations.
TRITON/NEWT is a two-dimensional (2D) SN polygon-mesh multi-group deterministic transport
module with arbitrary geometry model definitions Rearden and Jessee (2018). To achieve coupled
transport/depletion calculations, TRITON/T-DEPL sequence can be used which has NEWT cou-
pled with ORIGEN. ORIGEN solves Bateman equations to calculate the isotopic composition at
each depletion step using the legacy ORIGEN solver (MATREX) or Chebyshev Rational Approx-
imation Method (CRAM). For 3D depletion cases, TRITON/T5-DEPL sequence is used instead
to perform Monte Carlo depletion calculations Rearden and Jessee (2018). T5-DEPL replaces
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Figure 12.3: Control blade history selected for this study Marshall et al. (2016)
NEWT with KENO-V.a, which is a three-dimensional Monte Carlo neutron transport code, that
is coupled with ORIGEN for depletion. For benchmarking purposes, SCALE/Polaris Rearden and
Jessee (2018), Serpent Leppänen et al. (2015), and MPACT (for simplest case) Kochunas et al.
(2013) are used to validate TRITON calculations. SCALE/Polaris is a new 2D deterministic solver
started to appear in SCALE 6.2 which provides 2D lattice physics analysis capability for light wa-
ter reactor (LWR) fuel designs. Polaris implements a new multigroup self-shielding method called
the Embedded Self Shielding Method (ESSM) and a new transport solver based on the Method
of Characteristics (MoC). Polaris is also coupled with ORIGEN for depletion calculations Rearden
and Jessee (2018). Serpent is a 3D Monte Carlo neutron transport code with capabilities more gen-
eral than KENO-V.a developed by VTT Technical Research Centre of Finland. Serpent supports
k-eigenvalue search, burnup calculations, cross-section homogenization, arbitrary geometry defini-
tions, parallel calculations, and others. The Bateman depletion equations in Serpent are solved
using the CRAM method Leppänen et al. (2015). MPACT supports both 2D and 3D deterministic
neutron transport calculations using the MoC. MPACT solves the integral form of the Boltzmann
transport equation for heterogeneous reactor problems using MoC with multigroup and discrete
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Table 12.2: Non-uniform axial coolant density histories (DH) for 3D lattice depletion as reported
by Marshall et al. (2016). The density is given in g/cm3
Node No. DH1-Avg (Ref.) DH2-Min DH3-Sample
1 (top) 0.202 0.1208 0.1251
2 0.1961 0.1077 0.1197
3 0.2095 0.1186 0.1186
4 0.2164 0.1298 0.1343
5 0.2159 0.1238 0.1238
6 0.238 0.1471 0.1471
7 0.2398 0.1427 0.1427
8 0.2506 0.1497 0.1527
9 0.2717 0.1698 0.1698
10 0.2764 0.1668 0.1668
11 0.3002 0.1871 0.1957
12 0.3225 0.2083 0.209
13 0.3357 0.212 0.2141
14 0.367 0.2389 0.2466
15 0.3958 0.264 0.269
16 0.4194 0.2778 0.2853
17 0.4598 0.3209 0.3298
18 0.4993 0.3591 0.3691
19 0.5395 0.4007 0.4122
20 0.5903 0.4657 0.4787
21 0.6433 0.5391 0.5545
22 0.6956 0.6275 0.6419
23 0.7309 0.7065 0.7109
24 0.75 0.7445 0.7461
25 (bottom) 0.7552 0.7548 0.7549
ordinates approximations. MPACT uses the same approach as ORIGEN for depletion calculations
Kochunas et al. (2013). The reader is referred to the code manuals and references mentioned above
for additional information about the methods and capabilities of these codes. The workflow for
this study is shown in Figure 12.4 and can be summarized as follows:
• The first step involves calculating spent fuel composition with a depletion code. TRITON
(both T-DEPL and T5-DEPL) is used as the base depletion code for this study due to its
multi-purpose capabilities in lattice physics calculations. TRITON is used to model the 2D
BWR lattice cases using the T-DEPL sequence (NEWT + ORIGEN). The 3D cases are
modeled using the T5-DEPL sequence (KENO-V.a + ORIGEN). At the end of this step, the
burned fuel composition can be used in cask criticality calculations. The discussion of cask
criticality will be left to the next section 12.3.
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Table 12.3: The numerical values for control rod (CR) insertion for three selected blade histories
(BH)
BH1 BH2 BH3 (Ref.)
Time (d) CR Inst.(%) Time (d) CR Inst.(%) Time (d) CR Inst.(%)
0 0 0 60 0 0
103 33 8 33 66 71
133 0 44 38 76 67
397 100 46 46 88 71
440 96 65 50 99 75
456 0 74 0 107 79
690 0 130 50 127 83
140 46 138 0
189 50 380 100
201 55 441 96
212 59 454 0












• In the benchmarking step, Serpent, SCALE/Polaris, and MPACT (for the simplest case)
are used together to validate the TRITON calculations. Because of the difficulty to find
experimental BWR criticality data for the modern GE14 designs, the validation is performed
using code benchmarking in this study. The previous codes were used only in the cases at
which their capabilities support. To explain, some codes support only 2D calculations, and
so they will not be used in 3D cases, and so on.
• SCALE/Sampler sequence is used in conjunction with TRITON to perform uncertainty anal-
ysis of the lattice k∞ during depletion calculations. Uncertainties in fundamental nuclear
data (i.e. nuclear cross-sections, fission yield, decay data) are propagated into the response of
interest (e.g. k∞) by generating a large number of samples with perturbed input parameters.
These calculations are then carried out and the response is obtained. The main disadvantage
of this approach is that it requires an enormous amount of computational time for forward
TRITON simulations. The TRITON models developed in this study, especially the 3D mod-
els, are relatively complicated and computationally intensive and this adds further difficulty
to the sampling process.
12.2.3 Model Description
In this work, a set of different cases has been developed to quantify the effect of depletion
conditions on the burnup credit and cask criticality for BWR. The first case features a BWR
pin-cell, while the remaining cases are lattice geometries in 2D and 3D forms. These models
progressively become more complicated and each moves closer to simulating the complex design
mentioned in section 12.2.1. These cases are described as follows:
Table 12.4: Averaged data used for UO2 and gadolinium pins
Parameter Value
UO2 pin wt% U-235 4.23%
UO2+Gd2O3 pin wt% U-235 4.60%
UO2+Gd2O3 pin Vol% Gd2O3 7.72%
• CS0 (C sub-zero): this case models the most fundamental unit in the design which is the
pin-cell. The importance of pin-cell modeling lies in the assurance that a design is consistent
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Figure 12.4: Flowchart of the workflow for this study
across codes at the most fundamental level. This case contains two sub-cases: (1) UO2 pin-
cell, and (2) Gadolinium (i.e. UO2 + Gd2O3) pin-cell. The pin-cell is modeled in 2D with
reflective boundary conditions in all directions. The compositions considered for UO2 and
Gd2O3 are the average concentrations of the axial layer PSZ in Figure 12.1, which are listed
in Table 12.4. The two pin-cell models are plotted in Figure 12.5(a).
• C0 (2D): this case is a simplified 2D BWR lattice with only UO2 pins distributed over the
assembly. There is only a single fuel type with an average UO2 enrichment of 4.23%. This
case resembles PWR lattice depletion due to the lack of neutron absorber and peak reactivity
behavior (see Figure 12.5(b)).
• C1 (2D-reference): this case is a simplified 2D BWR lattice model without control rod pres-
ence. The enrichment and gadolinium concentration are averaged from the PSZ layer and
two fuel types are considered for this model as given in Table 12.4. A core average coolant
density of 0.4 g/cm3 was used for this model. This case is the simplest BWR lattice model
293
and represents many of the simplifications many studies make. This case will be considered
the reference case in this study (see Figure 12.5(c)).
• C2 (2D): this case is similar to C1 except that a control rod with B4C absorber material is
modeled as fully inserted (see Figure 12.5(d)).
• C3 (2D): this case contains many more types of fuel pins than previous cases. The fuel
enrichment is used as reported in the PSZ axial layer in Figure 12.1. A total of 11 fuel
types is modeled. In particular, seven UO2 fuel types with seven enrichment are modeled. In
addition, four gadolinium rod types are considered. The radial pin enrichment of this model
is shown in Figure 12.5(e).
• C4 (2D): this case is similar to C3 except that a control rod is modeled with B4C absorber
material and is fully inserted (see Figure 12.5(f)).
• C5 (3D): this case is the first 3D case. Here, the axial direction is divided into 25 axial nodes
to allow for axially nonuniform burnup. The core average coolant density (i.e. 0.4 g/cm3) is
used in all axial nodes. Reflective boundary conditions are used radially and vacuum ones
are used axially. Uniform axial enrichment is used for both fuel types as listed in Table 12.4
(see Figure 12.6(a)).
• C6 (3D): this case builds on the C5 case and it contains an axially-varied coolant density
distribution. The density distribution was based on the data mentioned in Figure 12.2 and
Table 12.2. The same boundary conditions as C5 are used for this case (see Figure 12.6(b)).
• C7 (3D): this case contains the features in C5 and C6 plus a control rod is modeled in 3D.
This case allows partial insertion of the control rod; a feature not possible in the rodded 2D
cases (C2 and C4) which can be used only with full insertion. The insertion depth is fixed to
1/3 of the total height (∼ 33%) throughout the cycle (see Figure 12.6(c)).
• C8: this case includes the features in the C5-C7 cases, but adds variable axial enrichment
and part-length rods. The axial layers in Figure 12.1 are explicitly modeled in C8. The only
assumption here is that the radial enrichment in the layers PSZ, DOM, PLE, and VAN are
averaged, to have two fuel types radially at maximum. It will be shown later in this section
that averaging the enrichment radially has small effect on reactivity plus the fact that it
reduces the computational costs and model complexity significantly (see Figure 12.6(d)).
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• C9: this case builds on the features in C5-C8 by adding a control blade movement feature.
The blade histories reported in Table 12.3 and Figure 12.3 are modeled in C9 to explore
the effect of control rod movement during depletion. The control blade in C7 is assumed
to be partially inserted and fixed during depletion, however, in C9 control blade insertion
varies with time (see Figure 12.6(e)). Also, this case maintains the axial enrichment scheme
contained in C8.
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CS0: UO2 and Gadolinium pin-cell C0: UO2-only lattice
C1: UO2 and Gad with uniform enrichment
C2: C1 with Control blade fully inserted
C3: UO2 and Gad with variable radial enrichment








Figure 12.5: 2D models (CS0, C0, C1-C4) considered in this study
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C6: C5 model with non-uniform axial coolant 
density. 




C8: C7 model with variable axial enrichment and part-
length rods (See Fig. 1)
(d)
C5: 3D model with core-averaged axial coolant 
density.
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Time step 1: 
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Time step 3: 
30% insertion 




















Figure 12.6: 3D lattice models (C5-C9) developed in this study
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Dancoff factors play an important role in characterizing spatial self-shielding effects. They are
used in fuel assembly or fuel pin lattice calculations for generating resonance group constants Bende
et al. (1999); Feher et al. (1994). Dancoff factors become more important for certain configura-
tions, especially heterogeneous configurations (e.g. BWR assembly designs), as they correct the
multi-group cross-section processing for each pin depending on its spatial position in the lattice.
TRITON allows external Dancoff factors to be provided for the cell calculations, as the default
values could lead to inaccurate results. However, Polaris treats the heterogeneous lattices automat-
ically through calculating problem-dependent Dancoff factors using the method of characteristics
Sugimura and Yamamoto (2006). SCALE provides a module called MCDANCOFF to calculate the
Dancoff factors with Monte Carlo calculations for complex geometries Rearden and Jessee (2018).
Such Dancoff factors can be used in subsequent TRITON calculations. Also in SCALE, Dancoff
factors cannot be provided to the gadolinium pins which are modeled using concentric rings, they
can only be used on the UO2 pins.
To simplify the calculations, the UO2 pins are categorized into 5 main groups, where each
group is treated with a single Dancoff factor. The groups are: (1) corner pin (4 pins), (2) edge
pin (32 pins), (3) interior pin (22 pins), (4) pin neighbouring a single water rod (14 pins), (5) pin
neighbouring the two water rods (2 pins). The authors found that this representation improved the
results when comparing them to the other codes (e.g. Polaris, Serpent). In addition, the authors
compared the current representation with one at which each rod is treated individually (i.e. a total
of 74 Dancoff factors), and they found insignificant improvement in the results. The Dancoff factors
for C1 case only are shown in Figure 12.7 as calculated by the MCDANCOFF module.
12.2.4 Model Benchmarking
Due to the lack of experimental data associated with the current GE-10x10 design, the authors
benchmarked the suggested cases using different codes to ensure consistency in modeling. The au-
thors performed detailed sensitivity explorations to determine the best options/parameters in each
code that yield good results. These studies are not mentioned here in detail for brevity. Among
those, it was found that 6-7 concentric rings are sufficient to capture the self-shielding effects in the
gadolinium rods for most of the tools considered. In addition, the length of a burnup step used in
the simulation is 40 days (i.e. 1 GWD/MTU) during most of the cycle period. Smaller steps (2-10
days) were used at beginning of life and slightly larger steps (60 days) were used near end of life.
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Figure 12.7: Dancoff factors map for C1 case as calculated by MCDANCOFF in SCALE (W: water
rod, G: gadolinium pin)
Optimizing the number of depletion steps is crucial to reduce the computational cost, especially
when performing uncertainty analysis where several forward simulations are needed. Figure 12.8
shows how k∞ changes as a function of burnup for selected cases using different codes. We can
observe good agreement in the results shown in Figure 12.8. For the C0 case, no gadolinium rods
are present, which caused the reactivity peak to disappear. For the C1 case, the initial reactivity
is much smaller than C0 due to neutron absorption by the gadolinium rods. Initially during oper-
ation, the reactivity of C1 increases due to the activation of gadolinium isotopes. Eventually, the
reactivity of C1 reaches a peak when most of the gadolinium is depleted. After the peak, the U-235
depletion is dominant, causing the assembly reactivity to decrease continuously. The differences
between the tools could be attributed to the differences in nuclear data libraries, code methodology
and approximations, self-shielding treatment, and others. However, the burnup at which k∞ peaks
seems to agree for all cases (e.g. C1, C2, C5). The discussion of the depletion behavior for all cases
is presented in detail later in Section 12.2.6.
From criticality safety point of view, the isotopic composition resulting from depletion calcula-
tions is a key component. Figure 12.9 shows a comparison of the isotopic concentrations for three
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major isotopes (U-235, Pu-239, Gd-155) for the same cases plotted in Figure 12.8. The concen-
tration is compared in a normalized form for scaling purposes (to allow plotting several curves on
the same plot). In addition, the concentration plotted in Figure 12.9 is total concentration from
all defined regions in the simulation. For C0, Polaris is included to compensate for the lack of a
Gd-155 concentration metric. In general, a very good agreement is observed between the codes
for all isotopes considered, and for all cases. We can observe that for C1 and C2, the Gd-155 is
completely depleted at the burnup of 24 GWD/MTU which matches the peak burnup shown in
Figure 12.8 for these cases. During burnup, the concentrations of U-235, Gd-155, and Pu-239 are
quite similar for the 2D cases (i.e. C0, C1, C2), while a different behavior is observed for the 3D
case (C5). We can see that the Gd-155 concentration is higher at 20 GWD/MTU for C5 than the
other 2D cases. This difference is caused by the axial burnup effect, as the Gd-155 near the top
and bottom of the lattice will not be activated as aggressively as the Gd-155 in the center. This is
because of the neutron leakage in the axial direction. This implies that additional Gd-155 amounts
remain in C5 near the axial boundaries. Additional discussions of the fuel isotopics for all cases
are presented in detail later in Section 12.2.7.
12.2.5 Flux Mapping
Before performing a detailed analysis of the fuel isotopics and assembly reactivity, it is important
to analyze the radial and axial power profiles. For brevity, only some of the depletion cases are
considered. Figure 12.10 shows the radial power peaking factor (PPF) at BOL and EOL (40
GWD/MTU) for C1 and C3 cases as calculated by SCALE/Polaris. The effect of the gadolinium
rods is prevalent at BOL, as the PFF drops to small values at their locations. Near the EOL,
the PPF stabilizes for all rods. In addition, C1 and C3 have large differences in their PPF values
at BOL due to the fuel enrichment heterogeneity associated with C3 (see Figure 12.5(e)). These
PPF differences diminish approaching EOL as shown in the second row of Figure 12.10. The axial
flux calculated for two 3D cases, C5 and C6, are plotted in Figure 12.11 for three different cycle
times. For C5, the symmetric cosine shape of the axial flux is expected at BOL due to the uniform
axial coolant density profile. After fuel depletion (10 GWD/MTU), the peak value increases due
to the fission concentration at the channel center, which is followed by a drop toward EOL (20
GWD/MTU). For C6, which has non-uniform axial coolant density distribution, the flux profile
at BOL is downward-skewed due to the increased moderator density at the channel bottom. Due
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Figure 12.8: Comparison of depletion history (k∞ vs burnup) for selected cases using different codes
to the heavy moderation at channel bottom, the fission density starts to shift toward the fuel top
after starting the fuel depletion (10 and 20 GWD/MTU). Capturing the effects of axial burnup and
coolant density is very important for accurate depletion calculations for BWRs.
12.2.6 Depletion Analysis
Criticality as a function of burnup is an important aspect of depletion calculations. Figure 12.12
shows the depletion history (i.e. k∞ vs burnup) plus uncertainty for the 2D cases (C1-C4) in the
first row and 3D cases (C5-C9) in the second row. Also, note the difference in the x-scale for both
rows. The uncertainty bars, as calculated using SCALE/Sampler, refer to one standard deviation
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Figure 12.9: Comparison of the total isotopic concentration for selected cases and isotopes using
different codes
around the mean. The relative uncertainty in % is also plotted on the right in Figure 12.12 for
both 2D and 3D cases. The uncertainty is normalized based on the initial k∞ for each case (i.e.
σji
kj∞,0
%, where i is the depletion step, j is the case, and kj∞,0 is the initial reactivity for case j). This
approach ensures that the change in the uncertainty with burnup is not caused by the change in k∞
raw value. C1 is considered as the reference case because it is used commonly in BWR depletion
calculations and included in both plots. In this section, the changes in k∞ and its uncertainty
with burnup are analyzed for some of the cases considered in this study. Cases CS0 and C0 are
excluded from the analysis in this section and the next one since they do not represent realistic
BWR depletion (i.e. no reactivity peak for these cases). The input uncertainties considered include
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Figure 12.10: Comparison of C1 & C3 radial power peaking factor at BOL and EOL
nuclear data uncertainties (i.e. cross-section, fission yield, and decay data), which are available in
the 56-group covariance library, distributed with SCALE-6.2.2. The uncertainty analysis was done
using 100 samples, as this number was sufficient for k∞ statistics to converge.
For 2D, the results illustrate that using radial average enrichment has a small effect on the
overall depletion trend as the results for C1 and C3 agree well for most of the cycle period. Specifi-
cally, C3 matches C1 at BOL, then C1 overestimates C3’s k∞ in the range 5-20 GWD/MTU. Near
the peak reactivity, k∞ for C1 overestimates k∞ of C3. Both cases have close values of k∞ near
EOL. In general, averaging radial enrichment leads to more conservative reactivity estimate than
considering a variable enrichment distribution. The 2D rodded cases (C2 and C4) have much lower
k∞ than C1 and C3 due to the full control rod insertion. The control rod presence tends to harden
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Figure 12.11: Comparison of C5 & C6 axial flux profiles at three different cycle times
the neutron spectrum, reducing the U-235 fission and increasing Pu-239 generation. However, the
rodded 2D cases (C2 and C4) follow the same trend as the unrodded cases (C1 and C3), as C2 is
more conservative than C4 during most of the cycle period. Another important finding is that the
peak reactivity location did not change between all 2D cases, and it is close to 24 GWD/MTU.
The relative uncertainty in % in Figure 12.12 for the 2D cases shows that C2 has the largest
k∞ uncertainty due to nuclear data compared to the other 2D cases. The general trend for the
uncertainty is that it starts to decrease after BOL, due to the diminishing effect of Gd-155 and Gd-
157 (n, γ) covariances. This is then followed by an increase in uncertainty toward EOL, due to the
increased contribution of plutonium and other fission products’ covariances. In reference to specific
nuclear data contributions, at BOL the uncertainty is likely to come from U-235 cross-sections ν̄,
Σf , and (n, γ); U-238 cross-sections (n, γ); and the elastic scatter of H-1. A strong uncertainty
contribution is also expected from (n, γ) cross-sections of Gd-155 and Gd-157. Moving toward
EOL, the uncertainty contributions from U-235, Gd-155, and Gd-157 are expected to decrease and
be replaced by the cross-section uncertainties of the plutonium isotopes (i.e. Pu-239, Pu-241).
The capture, fission, and nubar for Pu-239 and Pu-241 form the major source of uncertainty after
depletion. Pu-239 cross-section uncertainties play a major role for the rodded cases (C2 and C4),
causing their uncertainty to be higher than the unrodded cases (C1 and C3). In general, averaging
the enrichment radially in C1 and C2 tends to increase the uncertainty compared to the other cases
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with heterogeneous distribution (i.e. C3 and C4). Consequently, four main findings can be found
from the 2D analysis:
1. The unrodded case (C1) had a larger k∞, while the rodded case (C2) had the largest k∞ rela-
tive uncertainty for most of the cycle time, when considering only nuclear data uncertainties.
2. The peak burnup is not affected by control rod insertion or radial enrichment averaging.
3. Radial enrichment averaging and control rod insertion tend to increase k∞ uncertainty.
4. Averaging the enrichment radially had minimal impact on k∞ during the depletion cycle.
Based on that, all subsequent 3D cases adopt average radial enrichment, which will reduce
the model complexity significantly from computational point of view.
Figure 12.13 shows a comparison of the depletion history between several 3D cases when con-
sidering different coolant density and blade history distributions (see Tables 12.2-12.3 or Figures
12.2-12.3). The results show that using the average coolant density distribution (DH1) in C6 calcu-
lations tend to overestimate k∞ as compared to the other two distributions. This is clearly because
of the larger moderation associated with DH1 which resulted in larger reactivity than DH2 and
DH3. In addition, using 3D depletion with an axial power profile (C5), and axial density distribu-
tion (C6) shifted the peak reactivity to a lower burnup compared to the C1 reference case. As shown
in Figure 12.13, the burnup of peak criticality is about 13 GWD/MTU for C5, 9 GWD/MTU for
C6, and 24 GWD/MTU for C1. Consequently, 3D modeling is crucial for accurate peak reactivity
analysis for BWR. Figure 12.13 compares the C9 case using different blade histories, with C8 (with-
out control rod movement). As mentioned before, C9 case is the most complex case that includes
most of the other features in the previous cases. We can see that the depletion history is distorted
by the control blade insertion. Lattice k∞ drops significantly during the insertion moment as shown
in Figure 12.13. In general, the depletion history for C9 follows the blade insertion history, as the
insertion moments can be detected clearly from the k∞. In general, at EOL, it is found that the C9
lattice is more reactive than C8 for all C9 cases. This can be justified by the spectrum hardening
caused by the control rod, leaving additional U-235, which increases the assembly reactivity later
during cycle. More importantly, C8 case has the control rod partially inserted during the whole
cycle length, compared to the C9 cases at which the control blade is completely withdrawn near
the end of cycle (See Figure 12.3 and Table 12.3). Also for C9, we can observe that the concept
of peak reactivity is practically lost, as the neutron absorption is dominated more by the control
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Figure 12.12: k∞ vs burnup with uncertainty for 2D and 3D cases (each curve on the left includes
the mean value of k∞ and one standard deviation around it for each depletion step based on 100-200
random samples)
blade than by the gadolinium pins.
To continue the discussion on the 3D models, the second row of Figure 12.12 shows the depletion
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Figure 12.13: k∞ vs burnup for various 3D cases (with different input distributions) as compared to
some reference cases (each curve includes the deterministic k∞ value at each burnup step without
random perturbations)
history with uncertainty for the 3D cases compared to C1. For C6 and C9, only the reference profiles
were considered in the uncertainty analysis. To reduce the computational cost of the uncertainty
analysis for the 3D cases, C5-C8 are simulated only to 20 GWD/MTU, while C9 is simulated
for one cycle (17 GWD/MTU) similar to the blade history. As can be seen, the 3D cases adopt
different peak burnup locations. In general, 3D lattices have a lower peak reactivity than the C1
case, and also the reactivity peak occurs much earlier for the 3D cases. C6 has the earliest peak,
again, this is due to the non-uniform density profile which causes more gadolinium depletion near
the channel bottom, and so quicker peak approach. The C7 peak finds itself between C5 and C6
since the control rod insertion delays the peak approach due to the lower gadolinium depletion in
the bottom (i.e. where the control blade is inserted). C8 is more reactive than C5-C7 because
of the vanished locations in the C8 lattice, which mainly target the gadolinium pins causing the
lattice criticality to be higher. The k∞ uncertainty of the 3D cases is generally lower than the 2D
cases during most of the depletion cycle. At EOL, C6 has the highest uncertainty, while C5 and
C8 have the lowest. The major findings from the 3D cases are:
1. 3D cases have lower peak reactivity than the 2D reference case (C1).
2. 3D modeling changed the peak burnup location significantly, as it occurs earlier for 3D cases.
3. The k∞ uncertainty for 3D cases is lower than the 2D cases, the uncertainty could reach as
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low as 0.15%.
4. Control blade movement distorted the depletion history, making the concept of peak reactivity
irrelevant.
12.2.7 Isotopic Inventory Analysis
In this section, the change in the isotopic composition is discussed. The uncertainty analysis of
the isotopic inventory is left to the next section due to its relevance to the cask criticality. Figure
12.14 shows the atom density of the fuel for 12 selected isotopes as a function of burnup for 2D cases.
It can be observed that the depletion rate of U-235 for the rodded cases (C2 and C4) is slightly
lower than for the unrodded cases (C1 and C3). This resulted in more U-238 depletion because
of the difference in neutron energy spectrum. As expected, rodded cases have larger plutonium
and americium concentrations (see Pu-239, Pu-240, Pu241, Am-241, Am-243 in Figure 12.14) than
unrodded ones. On the other hand, for other isotopes such as Cs-133 and Gd-155, all 2D cases seem
to have a similar trend. In particular, the Gd-155 depletion is quite similar for all 2D cases (still
slower depletion is observed in the rodded cases). This uniformity in Gd-155 depletion justifies
the same peak locations that were observed previously in Figure 12.12. In addition, rodded cases
are characterized by increasing Sm-149 concentrations. Sm-149 is produced from β− decay of the
fission product Pm-149. The fission yield of Pm-149 is higher for Pu-239 than U-235, causing more
Sm-149 to be produced for the rodded cases. For most of the important isotopes in Figure 12.14,
we can see that C1 & C3, and C2 & C4 follow the same trend, confirming that radial enrichment
averaging had minimal impact on the isotopic composition as it did on the lattice k∞.
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Figure 12.14: Variation of the isotopic concentration as a function of burnup for different isotopes
for various 2D depletion cases
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Figure 12.15: Variation of the isotopic concentration as a function of burnup for different isotopes
for various 3D depletion cases
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For 3D cases, the isotopic composition is plotted in Figure 12.15. First, we can see that the
usage of an axial burnup profile (C5), non-uniform coolant density (C6), and control rod insertion
(C7) slow down the depletion of U-235 compared to the 2D case (C1). A large difference can also
be observed in Gd-155 depletion which justified the large shift in peak location when moving to
3D cases. Since C8 and C9 share the same axial fuel structure compared to other 3D cases, they
have lower U-235 and Gd-155 concentrations at BOL due to the vanished locations, and higher U-
238 concentrations due to the natural uranium presence at top and bottom. C8 has slower U-235
depletion than C9 since C8 has a constant blade presence (33%), while C9 has a variable behavior
including 0% insertion sometimes during the cycle. This can be reinforced from the Gd-155 behavior
for C8 and C9. The build up of Pu-239 is lower for all 3D cases than it is for C1. Within these 3D
cases, case C5 carries the largest Pu-239 concentration because of the uniform moderation across
the axial direction (i.e. C5 resembles C1 in terms of moderator density). However for the rodded
3D cases (C7-C9), Pu-240 and Pu-241 have larger concentrations than C1. Case C9 seems to have
a larger Pu-239 density than C8, especially during the deeper and longer blade insertion times. For
Sm-149 buildup, we can see that C5 has the highest concentration during the cycle. In general,
the blade history and amount of insertion depend on the lattice position in the core. Consequently,
the full core analysis with control rod movement would be more realistic, in which case each lattice
could experience different insertion depth depending on its position. The difficulty of performing
full core depletion originates from the extensive computational cost associated with BWR depletion
calculations, especially if sampling-based uncertainty analysis is needed. This can be inferred from
Table 12.5, which shows the serial time (i.e. using single processor) in hours for each depletion
case. The results show how the computational time drastically increases when moving from one
case to another. Also, the results imply that doing uncertainty analysis with sampling for full core
depletion is difficult.
12.3 Out-of-Core BWR Criticality Safety and Spent Fuel Analysis
In the context of criticality safety and burnup credit, several studies have been conducted on
uncertainty propagation of nuclear data through depletion calculations, wet storage pools, trans-
portation casks, and dry storage. Two main methods for UQ are typically used in criticality safety:
(1) Monte Carlo methods based on statistical sampling of input parameters and (2) linear pertur-
bation methods which use input sensitivity to determine response uncertainty, in this study, both
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Table 12.5: Serial computational time for TRITON for several depletion cases











are explored. Rochman et al. (2016) provided a consistent comparison between the two approaches
with application to a large number of criticality-safety benchmarks. The authors concluded that
both methods generate equivalent results for keff mean and uncertainty. Yun et al. (2017) employed
a two-way ANOVA (Analysis of Variance) approach to quantify the uncertainty in keff of PWR
dry storage casks due to the bias calculation in isotopic composition. This bias was represented
as a ratio of code calculated and measured isotopic data for a set of major actinides, a similar
approach will be used in this study. The authors implemented various statistical tests to ensure
the convergence of the Monte Carlo sampling. Fiorito et al. (2015) reproduced the fuel composi-
tion given in two benchmarks; one for PWR fuel and another for BWR fuel; the results showed
good agreement with measured data for the major actinides. The authors performed uncertainty
analysis to conclude that decay data has an insignificant impact on the uncertainty of the fuel
isotopics while cross-section and fission yield uncertainties have larger contribution. This study
also found that the introduction of correlation between the Pu-239 and U-235 fission yield data
reduced the uncertainty contribution due to fission yield. Leray et al. (2016) studied the impact of
cross-section and fission yield uncertainties on the lattice k∞. The authors built on existing uncer-
tainty data for fission yield by adding an external correlation matrix for the fission yield of major
actinides. Additional criticality safety studies with UQ were conducted to analyze plate type fuel
assembly storage racks Han et al. (2013), wet storage pool Pecchia et al. (2015), assembly misload-
ing in transportation casks Radaideh et al. (2018b), and decay heat for BWRs Ilas and Liljenfeldt
(2017). Vasiliev et al. (2018) introduced the PSI methodology in uncertainty propagation of nuclear
data uncertainties for LWR criticality safety applications. The PSI methodology was tested with
ENDF/B-VII.1 library for 149 benchmarks from ICSBEP Handbook Briggs et al. (2003). The PSI
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framework is similar in concept to the Sampler Williams et al. (2013) super-sequence in SCALE
Bowman (2011). Sampler allows propagation of nuclear data uncertainties through other SCALE
sequences such as TRITON and KENO-V.a Rearden and Jessee (2018). Radulescu et al. (2009)
performed an analysis of similarities between a generic spent fuel cask and evaluated commercial
reactor criticals using the adjoint-based sensitivity analysis implemented in TSUNAMI sequence of
SCALE Rearden and Jessee (2018). The similarity index could be used to infer the validity of the
benchmark experiment for burnup credit validation.
This section is the second part of BWR burnup credit and spent fuel criticality safety. In the first
part presented in section 12.2 of this thesis Radaideh et al. (2019e), a set of BWR lattice models was
developed to capture the heterogeneity of BWR modeling. A set of 11 cases was developed, start-
ing from a BWR 2D pin-cell and moving to a 3D BWR lattice with control rod movement during
depletion. The cases were built to investigate the compounding operational and geometrical effects
in a BWR including: gadolinium and water rods presence, heterogeneous radial enrichment, control
rod usage, axial burnup profile through 3D modeling, axial coolant density distribution, control
rod partial insertion, variable axial enrichment, part-length rods, and control rod movement during
operation. The previous details were studied together to ensure accurate modeling and isotopic
calculations. Since the previous cases were built based on the BWR GE14 10x10 design, depletion
cases were benchmarked/verified using different codes due to a lack of experimental data on this
design. Section 12.2 Radaideh et al. (2019e) focused on the depletion calculations and isotopic
inventory associated with each case, it was found that the various BWR design complexities have
large contributions to the final isotopic composition of the spent fuel. This section continues the
criticality safety analysis for the developed depletion modelling techniques to compare cask critical-
ity calculations using different depletion conditions. In particular, this study pursues the following
research directions: (1) the spent fuel composition discharged from the advanced depletion models
is loaded into the spent fuel cask to determine its effect on cask criticality, (2) compounding effects
of burnup calculations on cask reactivity are explored, (3) realistic BWR isotopic data is used to
determine uncertainty bounds for the spent fuel isotopes to perform data-driven UQ as indicated
in Chapter 11, (4) cask criticality calculations are combined with UQ to yield best-estimate cask
keff , (5) conclusions regrading BWR burnup credit and its uncertainty are drawn based on the
observations.
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The remaining subsections are organized as follows, section 12.3.1 presents the main data re-
sources used in the analysis. This includes a recap of the lattice depletion cases developed in section
12.2 as well as the definition of the isotopic inventory sets considered in cask criticality, and data
for BWR measured isotopic composition. Section 12.3.2 presents results of cask keff for various
depletion cases without considering any uncertainty sources along with quantifying the effect of
modeling complexities on cask reactivity. Section 12.3.3 summaries the validation efforts for var-
ious BWR isotopic measurements, with focus on the major actinides. Section 12.3.4 presents the
methodology and results of analyzing cask keff sensitivity and uncertainty. The uncertainty in keff
includes the isotopic uncertainty information obtained from section 12.3.3 as well as nuclear data
covariance libraries. Section 12.3.5 highlights the burnup credit contribution for each depletion
case, combined with the uncertainty calculated in the previous section.
12.3.1 Data Resources
In this section, the main experimental and configuration data used in the subsequent sections
are described. In the first subsection, the GE10x10 lattice and GBC-68 BWR cask models, which
are the base models in this study, are described. Afterward, the isotope sets used to quantify
the burnup credit of the fission products are described. Finally, the experimental fuel assay data
used to infer the BWR depletion uncertainty for subsequent UQ purposes is presented in the third
subsection.
Description of the Base Models
The lattice models selected for criticality safety in this study are based on the models developed
in the previous section. The reader is encouraged to review that section for more thorough descrip-
tions of the lattice models. However, a brief description of the computational models is presented
in Table 12.6.
In section 12.2, various void and blade histories were used based on the data reported originally
by Marshall et al. (2016). In this study, one axial void fraction history is used in the depletion
calculations of C5-C9, and two blade histories are used in C9, and they are plotted in Figure 12.17.
Although one constant void distribution throughout burnup is used in this section, it is important
to acknowledge that the axial void varies largely with burnup and placement in the core. More
details on this variation can be found in sections 4.1 and 4.2 in Marshall et al. (2016) which gives
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the assembly axial void distribution as a function of distance from the center of the core as well
as the variation of axial void distribution within a single assembly over the time of a cycle. The
reader should notice that the cask SA, UQ, and burnup credit analysis demonstrated in sections
12.3.4-12.3.5 are based on the GE10x10 depletion models listed in Table 12.6 and developed by
Radaideh et al. (2019e) or Figures 12.5-12.6.
For criticality calculations, the BWR generic burnup credit cask (GBC-68) is selected. The
isotopic composition obtained from depletion calculations of the cases in Table 12.6 is loaded into
a cask. The cask takes up to 68 BWR spent fuel assemblies, and they are assumed to be identical.
The cask is modeled using KENO-V.a, a 3D Monte Carlo code in the SCALE code system, with
vacuum boundary conditions in all directions. A diagram of the cask is given in Figure 12.16.
Additional details about the cask dimensions and configuration can be found in Mueller et al.
(2013b) and an application of using this cask to analyze assembly misloading accident scenarios is
given by Radaideh et al. (2018b).
Table 12.6: Description of lattice models developed for BWR depletion calculations (see section
12.2 or Radaideh et al. (2019e))
Case Type Description
C0 2D GE10x10 BWR lattice with UO2 pins only (average enrichment)
C1 2D GE10x10 BWR lattice with UO2 and Gadolinium pins (average enrichment)
C2 2D C1 case with control blade fully inserted
C3 2D GE10x10 BWR lattice with heterogeneous radial enrichment (11 fuel types)
C4 2D C3 case with control blade fully inserted
C5 3D C1 case in 3D with 25 axial nodes and core-average coolant density
C6 3D C5 with non-uniform axial coolant density distribution
C7 3D C6 with control rod partial insertion (33% fixed depth)
C8 3D C7 with heterogeneous axial enrichment and part-length rods
C9 3D C8 with control rod movement during depletion
Burnup Credit Set
To isolate the effect of the fission products from the actinides on the cask criticality, two differ-
ent sets of nuclides are considered for fuel composition in criticality calculations with KENO-V.a:
Actinides Only (AO) and Actinides and Fission Products (AFP). The AO set consists of 9 actinide
isotopes and oxygen. The AFP set includes the AO set isotopes and 19 additional fission product
isotopes (a total of 29 isotopes). The AO and AFP isotope sets used in this study are reported by
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Figure 12.16: Top view of the GBC-68 spent fuel cask model
Figure 12.17: Average axial coolant density DH1 (left) used in the 3D cases C5-C9, and two control
blade histories (right) used in C9 reproduced from Marshall et al. (2016); Radaideh et al. (2019e).
Mueller et al. (2013b) (see Table 12.7 for the full list).
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Table 12.7: List of burnup credit isotopes used in the analysis
Set 1: Actinide Only (AO)
U-234 U-235 U-238 Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Am-241 O-16*
Set 2: Actinide & Fission Products (AFP)
U-234 U-235 U-236 U-238 Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Am-241
Am-243 Np-237 Ru101 Rh-103 Ag-109 Tc-99 Mo-95 Cs-133 Sm-147 Sm-149
Sm-150 Sm-151 Sm-152 Nd-143 Nd-145 Eu-151 Eu-153 Gd-155 O-16*
*Oxygen is not an actinide or a fission product, it is included in the two sets since it is a major
constituent of the UO2 fuel
Spent Fuel Assay Data
For UQ of cask keff , spent fuel assay data from the SFCOMPO-2.0 database is used Michel-
Sendis et al. (2017). SFCOMPO-2.0 is a collection of fuel assay data and burnup conditions
compiled from a joint effort between the OECD Nuclear Energy Agency (NEA), Oak Ridge Na-
tional Laboratory (ORNL), and many other international institutions around the world. For the
purposes of this study, the nuclide composition of 62 experimental samples from 3 different BWRs
are compared to calculated results from the TRITON 2D deterministic lattice physics code con-
tained within the SCALE code system. Information on the irradiation and void histories of each
sample is contained within SFCOMPO-2.0 and is used to calculate the isotopic composition of the
fuel. As will be described in section 12.3.4, this is performed to quantify the ratio of calculated
to measured results (i.e. C/E), which will be used later to generate perturbation factors for UQ
purposes (similar to the data-driven method presented in Chapter 11).
One of the benchmarks used in the analysis is the 2F2DN23 assembly within the Fukushima-
Daini-2 reactor Nakahara et al. (2002). This assembly is a Hitachi 8x8 BWR assembly that has
been used in several code validation studies in the past due to its thorough documentation Mer-
tyurek et al. (2010), Tada et al. (2018). Figure 12.18 presents the radial layout of the assembly.
Within the assembly, two pins are measured and they are called SF98 and SF99. SF98 is a pure
UO2 pin enriched to 3.91 w/o and SF99 is a UO2 pin enriched to 3.4 w/o. SF99 contains two
axial Gd2O3 concentrations: 4.5% over most of the rod height and 3.0% Gd2O3 near the top. Each
of these pins contained experimental nuclide measurements, power history, and void history for
multiple samples along each pin (sample locations shown in Figure 12.18). Table 11.2 in Chapter
11 shows experimentally determined isotopic concentrations available in SFCOMPO-2.0 for each
317
of the relevant samples in SF98. For burnup calculations, a 2D slice of the assembly with reflective
boundaries at each sample location is simulated using TRITON (T-DEPL). This is advantageous
because the sample burnup given in SFCOMPO-2.0 can be directly used for each sample model.
Samples from the naturally-enriched portions of these pins (located at the axial boundaries) are
not considered due to the large flux gradient and small burnup associated with these samples.
In TRITON modeling, control blade is not simulated during the cycle. Even though the exper-
imental results are based on fuel that likely experienced control blade insertion, there is no blade
history data to use in the models. In addition, constant fuel and clad temperatures are assumed
during the cycle, which are expected to have an insignificant effect on the isotopic inventory for
large irradiation times as found before in Nakahara et al. (2000); Mertyurek et al. (2010). The
assembly is modeled in a square channel without rounded corners to simplify the geometry def-
inition. This is a common modeling approximation that is also made in the GE10x10 depletion
models. The last assumption is using core-average void fraction and constant coolant temperature
during the whole cycle. The last assumption is the most significant due to the large sensitivity of
the isotopic inventory (especially U and Pu isotopes) to the void fraction. This practice is the only
option available due to the limited information provided on the void history for most of the BWR
experimental samples.
For Fukushima Daini-2 2F2D1-2F2D8 assemblies, additional assumption is used due to the
undocumented information. The fuel density is assumed to be equal to the smeared fuel density
reported in the 2F2DN23 benchmark for all samples. The primary documentation for configuration
details, void history, and power history is the SFCOMPO-2 database Michel-Sendis et al. (2017),
ORNL team efforts Mertyurek et al. (2010), and the specific benchmark resources which are listed
immediately below. In this section, only assembly 2F2DN23 is explained in detail to demonstrate
the layout of the experimental data. For brevity, further experimental data used for validation
and UQ will not be thoroughly explained. Instead, below is a list of the benchmarks used in the
analysis along with supporting sources for additional information. It is worth mentioning that a
sample-specific power history is not given for any of the samples in Fukushima Daini-2: 2F2D1,
2F2D2, 2F2D3, and 2F2D8. Instead, the full pin history (or assembly history) was scaled to match
the sample burnup. The benchmarks and relevant resources used in this study are as follows:
• Fukushima Daini-2: 2F2DN23 (15 samples)
318
Nakahara et al. (2002), Mertyurek et al. (2010), Michel-Sendis et al. (2017)
• Cooper-1: CZ346 (6 samples)
Guenther et al. (1991), Mertyurek et al. (2010), Michel-Sendis et al. (2017)
• Gundremmingen-A: B23 and C16 (16 samples)
Barbero et al. (1979), Mertyurek et al. (2010), Michel-Sendis et al. (2017)
• Fukushima Daini-2: 2F2D1, 2F2D2, 2F2D3, and 2F2D8 (25 samples)
Yamamoto (2009), Michel-Sendis et al. (2017)
Figure 12.18: Experimental setup for Fukushima Daini-2: 2F2DN23 assembly benchmark
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12.3.2 Modeling Complexity and Cask Criticality
In this section, a first look at the cask keff for BWR GBC-68 spent fuel cask is presented.
The spent fuel composition considered is the nominal concentration discharged from the depletion
calculations performed in section 12.2. In order to model the most critical fuel composition from
each case, each case is depleted to its reactivity peak. This composition is loaded into the cask.
Explained below, the two exceptions to this are C0 and C9. Therefore, in all subsequent discus-
sions, results are presented based on the spent fuel composition of the assembly discharged at the
time of peak reactivity. In section 12.2, it was demonstrated that for 2D cases (except C0), the peak
burnup falls in the range 22-23 GWD/MTU. For C0, the discharge burnup was taken to be the
same as C1 because the absence of burnable absorber causes the assembly k∞ to decrease steadily
during burnup. This is done because it allows for the effect of burnable absorbers to be explored
by comparison of C0 and C1. While for 3D cases (except C9), the peak burnup is located in 10-14
GWD/MTU. Due to the variable control blade insertion in C9, the peak reactivity is difficult to
define for this case. Therefore, the discharge burnup for this case will be taken to be the same as
C8. Also, the blade history plotted in Figure 12.17 shows the full cycle in section 12.2. However,
in this study, depletion calculations for C9 are terminated earlier in cycle at 10 GWD/MTU (peak
of C8). This allows one-to-one comparison with the closest case.
To explicitly list the discharge burnups: (C0-C1,C3) were discharged at 22 GWD/MTU, (C2,C4)
were discharged at 23 GWD/MTU (C5,C8-C9) were discharged at 10 GWD/MTU, (C6) was dis-
charged at 14 GWD/MTU, and finally (C7) was discharged at 11 GWD/MTU. All cases ran at
a constant specific power of 25.0 MW/MTU. The axial coolant density distribution (DH) used in
C6-C9 and the blade histories (BH) used in C9 are shown in Figure 12.17. In addition, to simu-
late bounding keff behavior, the cask is assumed to be flooded with full density water. Lastly, a
downtime cooling period of 5 years is assumed for all cases before loading the fuel into the cask.
The detailed burnup credit analysis including uncertainty in nuclear data and isotopic inventory
to keff is presented later in section 12.3.5. Table 12.8 shows the nominal keff results for all cases
at the prescribed conditions. Results for AFP and AO nuclide sets are presented. The statistical
uncertainty in all keff values is less than 10 pcm. In general, these results demonstrate the effect
of the modelling complexities on the overall cask reactivity.
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For 2D cases, the AFP results show that C1 and C0 have close keff values. The AO results
show that C1 has larger keff than C0. This is due to the larger amounts of Pu-239 and U-235 that
C1 retains because of the gadolinium spectrum hardening. This effect is made clearer by observing
that the C2 results are more reactive than both C1 and C0 (for both AFP and AO) due to the
spectrum hardening from the control blade. The C3 results show larger credit of fission products
than C1 (about 1500 pcm difference in their AFP results), while the AO results for both C1 and
C3 demonstrate close values. It is worth mentioning here that by looking on the k∞ vs burnup
curves reported in Figure 12.12 for C1 and C3, the k∞ difference is maximized near the reactivity
peak where C3 is less reactive than C1. In other words, this reactivity difference between C1 and
C3 represents the maximum reactivity penalty of adopting the radial enrichment averaging. This
behavior can also be seen when comparing results for C2 and C4, however, the difference is much
smaller than C1 and C3, as the control rod effect dominates the reactivity trend more than the
enrichment averaging—see Figure 12.12.
Table 12.8: Nominal BWR cask keff and between-cases pcm difference for all deple-
tion cases based on the isotopic composition discharged at the corresponding case
reactivity peak, when considering two nuclide sets
Case keff (AFP) keff (AO) ∆k Type ∆kAFP (pcm) ∆kAO (pcm)
C0 0.78447 0.83485 NA - -
C1 0.78387 0.84687 kC1 − kC0 -60 1202
C2 0.79260 0.86742 kC2 − kC1 873 2055
C3 0.76891 0.84440 kC3 − kC1 -1496 -248
C4 0.78598 0.86733 kC4 − kC2 -662 -9
C5 0.70436 0.90629 kC5 − kC1 -7950 5942
C6 0.72708 0.92806 kC6 − kC5 2271 2177
C7 0.75711 0.92417 kC7 − kC6 3004 -388
C8 0.769187 0.92858 kC8 − kC7 1207 440
C9 (BH2) 0.75782 0.9311 kC9 − kC8 -1137 253
C9 (BH3) 0.77633 0.92326 kC9 − kC8 714 -532
*Statistical uncertainty in all keff values is less than 10 pcm.
For the 3D cases, cask criticality follows a different trend. All AO results for the 3D cases are
higher than 0.9000 and they are higher than those of the 2D cases. For AFP, all 3D cases show
lower keff than the 2D cases, implying that 3D modeling increases the burnup credit associated
with fission products. Moving from C1-C9, the difference in AO results between C9 and C1 is as
large as 8500 pcm. Below, the 3D cases are discussed one by one to highlight the individual credit
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gain for each geometrical complexity added:
• Case C5, which incorporates the effect of the axial power profile without an axial void distri-
bution, shows much larger AO keff than C1, but the AFP result is lower. First, for C5, the
fission density is concentrated in the central nodes of the assembly, due to the neutron leakage
at the axial boundaries. This implies that the reactivity within the cask is controlled by the
top and bottom ends of the fuel assembly, due to the undepleted U-235 in those regions. This
is the reason for the large AO difference between C5 and C1. A similar conclusion can be
applied to the gadolinium near the axial boundaries which remains undepleted. This would
lead to a lower AFP keff for C5 compared to C1. This behavior shows the importance of
accurate gadolinium modeling, as our conclusion here is opposite of what was found by Wu
et al. (2018a). That study found that the axial power profile yielded a conservative AFP crit-
icality compared to the uniform power case at discharge burnups of 10 and 50 GWD/MTU.
However, Wu et al. (2018a) did not consider the gadolinium rods during depletion, as they
used STARBUCS sequence in SCALE which supports only single fuel type in the current ver-
sion of SCALE. This resulted in reversing the axial power effect by neglecting the undepleted
gadolinium at the axial boundaries.
• For C6, larger criticality is observed compared to C5. A realistic coolant profile increases
the moderation and fission in the bottom part of the assembly, but reduces it at the top of
the assembly compared to the uniform profile. This means that cask reactivity is controlled
mainly by the top region of the assembly (due to the additional U-235 amounts in the upper
nodes), which leads to an overall larger keff than C5.
• Case C7 demonstrates a significant increase in cask criticality as compared to C5 and C6 for
AFP isotope set. The control blade partially inserted to about 33% of the assembly length
reduces the fission at the bottom nodes and enhances plutonium breeding. This leads to
larger AFP keff value for C7 as compared to its predecessors C6 and C5. The difference in
pcm shows a large credit for the control rod insertion during depletion.
• C8 causes an increase in criticality but with a smaller effect than in C7. The change in
criticality for C8 is expected since both the geometry and material composition of the lattice
are changed; particularly for gadolinium rods. First, vanished rod locations at the assembly
top and bottom (see Figure 12.1 and Figure 12.6) reduce the effect of gadolinium absorption
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when moving to the cask, which increases the AFP keff by about 1200 pcm. In general, the
credit coming from the axial enrichment heterogeneity is small, when it is compared to the
credit obtained from the axial power profile, coolant density, and blade insertion.
• Finally, the movement of the control rod in C9 based upon BH2 blade history caused a
reduction of keff of about 1100 pcm in the AFP case. Although this credit is notable, it is
small compared to the computational cost it added to the model. On top of that, neglecting
variable control blade insertion leads to conservative estimates (For AFP). The credit given
to considering C9(BH2) for the AFP case can be justified by the difference in the control rod
insertion from C8 near end of cycle. From Figure 12.19 it can be seen that the Gd-155 for
C9(BH2) has slow depletion, causing more Gd-155 to be moved into the cask for this case.
For AO, the difference in keff between C9(BH2) and C8 is much smaller.
• For C9(BH3) there is small credit given to the consideration of this blade history. This is
supported by the similarities in their isotopic composition for many isotopes as shown in
Figure 12.15. Therefore, it may be concluded that a short rod insertion early in the cycle
has little effect on the final cask criticality. Overall, the effect of control rod movement on
increasing cask reactivity is bounded by 700 pcm.
Figure 12.19: Comparison of C8 and C9 isotopic concentration as a function of burnup for Gd-155
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12.3.3 Actinide Inventory Isotopic Validation
In this section, validation results from the fuel assay data described in section 12.3.1 are pre-
sented. Validation is performed over the following actinide isotopes: U-234, U-235, U-236, U-238,
Np-237, Pu-238, Pu-239, Pu-240, Pu-241, and Pu-242. These actinides are chosen because they
play a major role in cask criticality and its uncertainty. Am-241 and fission products are excluded
from the validation and UQ processes due to the large discrepancies found between the code predic-
tions and the measured values. Such discrepancies could be due to unreported uncertainties in the
measurements or nuclear data uncertainties which impact TRITON predictions. In addition, most
of the fission products do not have sufficient number of measurements to infer their statistics com-
pared to U-235 and other major actinides. Therefore, only the 10 actinides previously mentioned
are considered in the validation process and subsequent UQ calculations. Even within these 10 ac-
tinides, there are some outliers for each isotope. These outliers have a relative error (|(R̄n − 1)%|)
that could reach more than 100%. Most of the outlier samples were observed in the Gundrem-
mingen and Fukushima Daini-2 2F2D2-2F2D8 benchmarks which have undocumented depletion
parameters that could result in this large discrepancy. To resolve this issue without excluding the
same sample from all isotopes, the following elimination criteria were used to improve the quality
of the dataset used later in the UQ process as well as to preserve a sufficient number of samples
for each isotope:
• Any experimental sample of absolute relative error of 50% or more is excluded from each
isotope.
• The first 8 data points with highest relative error are excluded from each isotope.
• The maximum number of excluded data points per isotope is 8 points.
• The previous three items are not applicable to Np-237 and U-234 which have smaller sample
size than the other 8 isotopes (i.e. all Np-237 and U-234 available samples are kept).
The threshold numbers used in the previous criteria are arbitrary, the authors picked these
numbers to ensure quality data points in the final ensemble. For completeness, we present the C/E
ratio for all 62 samples without applying the previous criteria in Appendix B. After applying these
criteria, the results are plotted in Figure 12.20 for four major actinides, and in Figure 12.21 for the
remaining six minor actinides. Good agreement is observed for U-235 and U-238 (points are close
to the diagonal line) compared to Pu-239 and Pu-241 concentrations which are more scattered.
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These results can be explained because Pu-241 is generated mainly by neutron capture (n,γ) in Pu-
240, and Pu-242 is generated by another successive capture in Pu-241. The cross-sections of these
reactions could explain the discrepancy in Pu-241 and Pu-242 results. For the minor actinides,
U-234 and U-236 show good agreement, while the other isotopes Np-237, Pu-238, and Pu-242 seem
to have large discrepancies even after eliminating 8 outlier points. Np-237 is generated mainly
by (n,2n) reactions with U-238, and (n,γ) with U-236, which both generate U-237 that decays by
β− in about 7 days to Np-237. According to Tada et al. (2018), they found that adjusting these
two cross-sections of U-238 can improve Np-237 accuracy. Similarly, Pu-238 is generated either
directly by α decay of Cm-242, or neutron capture (n,γ) with Np-237 which generates Np-238
that decays by β− in about 2 days to Pu-238. Since Cm-242 concentrations are much less than
Pu-238, it is expected that the first α-decay process is insignificant and most of the uncertainty to
come from the Np-237 capture cross-section. It is worth mentioning that improvement in (n,2n)
of U-238 or (n,γ) of U-236 can improve Pu-238 estimation indirectly through Np-237 Tada et al.
(2018). U-234 and U-236 concentrations at end of cycle are dependent on their fresh fuel content as
both of these isotopes have lower reaction activity than other actinides (which explains their good
agreement). Any discrepancy in U-234 and U-236 can be due to the inaccuracy in determining
their exact content in the fresh fuel Mertyurek et al. (2010). In general, more U-236 is produced
by U-235 capture than lost during cycle operation. U-234 is consumed by neutron capture to form
additional U-235, and is a product of α decay of Pu-238. Lastly, U-238 has the best agreement
over all actinides due its small relative change in concentration and the ability to measure it with
high accuracy. In short, we can conclude that the good agreement of U-238, U-234, and U-236
can be attributed mainly to their small thermal reaction cross-sections; as opposed to U-235 which
depletes heavily during the cycle.
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Figure 12.20: Experimental versus TRITON calculated values of the nuclide concentration for four
major actinides: U-235, U-238, Pu-239, and Pu-241
It is also possible that some of the modelling methods mentioned in section 12.3.1 could cause
significant differences; especially any assumptions associated with void fraction, fuel content, and
power history. Also, there could be systematic errors or undocumented uncertainties in the reported
measured data. To discuss the specific benchmarks used in this investigation, the Fukushima Daini-
2 2F2DN23 and Cooper samples yield the best agreement especially for U-235. The Fukushima
Daini-2 2F2D1-2F2D8 and Gundremmingen samples have large discrepancies that do not lie in the
bounds of the reported experimental uncertainty. This may be due to assumed coolant densities
obtained from their benchmarks. For information on other BWR benchmark studies, the reader
is referred to deeper validation studies of some of the benchmarks referenced here Yamamoto and
Kanayama (2008); Mertyurek et al. (2010); Fiorito et al. (2015); Tada et al. (2018).
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Figure 12.21: Experimental versus TRITON calculated values of the nuclide concentration for six
minor actinides: U-234, U-236, Np-237, Pu-238, Pu-240, and Pu-242
12.3.4 Cask keff Sensitivity and Uncertainty
The main purpose of this study is to better understand the burnup credit in BWR spent fuel
by accounting for BWR geometrical and operational complexities and performing UQ to infer
best estimates. This study focuses on analyzing spent fuel in the storage/transportation casks.
Therefore, the main response of interest is cask criticality (keff ). To perform an uncertainty
analysis on cask criticality calculations, it is important to define three types of uncertainties that
should be accounted in criticality calculations:
• Isotopic uncertainty (σISO): this refers to the uncertainty in the nuclide/isotopic concentra-
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tion (N) for all isotopes (actinides and fission products) in the spent fuel. Uncertainty in
the nuclide density arises from approximations, assumptions, or nuclear data uncertainty in
depletion calculations.
• Nuclear data uncertainty (σND): this represents the parametric uncertainty in the nuclear
data libraries which are used in the cask criticality calculations. The covariance matrices
contained in the SCALE buit-in libraries can help in characterizing this source by providing
perturbed sets of cross-sections for the sampling-based UQ performed in this study.
• Statistical uncertainty (σSTAT ): this source originates from the Monte Carlo sampling used in
criticality calculations. Fortunately, this source can be made insignificant compared to other
sources by increasing the number of neutron histories/samples in criticality calculations.
Although there could be other uncertainty sources in criticality calculations, the focus of this
study is the above three.
To determine nuclear data sensitivity to cask keff , adjoint-based analysis can be used in which
two simulations are performed (forward and adjoint) to quantify the first-order sensitivity index
for all nuclear cross-sections. The adjoint approach is implemented in TSUNAMI-3D in SCALE
code system Rearden and Jessee (2018) which is coupled with KENO-V.a —a Monte Carlo code
in the same package. TSUNAMI-3D provides point-wise first-order sensitivity indices for nuclear
cross-sections to keff response, which is in this study the spent fuel cask keff .
For nuclear data uncertainty, two different codes within the SCALE code system could be used:
Sampler and TSUNAMI-3D. The Sampler module in SCALE can be used to propagate the nuclear
data uncertainties using a Monte Carlo sampling-based approach. In addition, TSUNAMI-3D can
be used to compute the contribution of specific nuclear data to the uncertainty in cask keff . The
uncertainty propagation in TSUNAMI-3D can be performed by folding the covariance matrix in




where Sj,i is the sensitivity matrix that contains the first-order sensitivity coefficients for i
th nuclear
data parameter with respect to the responses j, Ci,i is the prior covariance matrix of the nuclear
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data which contains relative variances on the diagonal and relative covariances off-diagonal for all
unique nuclide-reaction pairs Rearden and Jessee (2018). One of the main advantages of this ap-
proach is that the individual uncertainty of keff due to each nuclide-reaction pair can be efficiently
quantified with low cost. For computational cost purposes, Sampler was used to propagate both
nuclear data and isotopic uncertainties in a single calculation for each depletion case to obtain the
total uncertainty from these two sources. However, sensitivity results from TSUNAMI-3D will still
be presented.
For UQ of the isotopic inventory, experimental radiochemcial assay data based on real BWR
benchmarks is used (see section 12.3.1) to create a distribution of perturbation factors to charac-
terize σISO. This approach is inspired by the earlier work of Gauld (2003). This approach was
applied to analyze the depletion uncertainty of PWR spent fuel under rigorous two-way ANOVA
statistical measures Yun et al. (2017). In addition, the difference between the isotopic uncertainty
calculated through a “data-driven” approach (the method used in this chapter) and an alternative
more computational approach was demonstrated in Radaideh et al. (2018d) and Chapter 11. The
data-driven approach is adopted in this chapter for two main reasons:
1. Based on the results of Chapter 11 Radaideh et al. (2018d), the data-driven approach had a
larger uncertainty associated with keff , which can provide another source of conservatism to
the keff uncertainty estimated in this analysis (in addition to assuming the cask flooded by
water and the lattice is discharged at the peak reactivity).
2. The data-driven approach can be perceived as more realistic since real experimental data (with
sufficient quality) is used to validate the model (e.g. SCALE/TRITON) and the UQ process.
The computational-driven approach on the other hand relies heavily on ad-hoc assumptions
regarding the uncertainty bounds of the stochastic input parameters Radaideh et al. (2018d).
Nuclear data sensitivities calculated using TSUNAMI-3D based on the peak burnup spent fuel
composition of cases C1 and C9 are presented in Table 12.9. Only the first 10 sensitive parame-
ters are presented in Table 12.9. As the nuclide sensitivity of U-235 is expected to be influential,
U-235 cross-sections are expected to play a major role as well. This can be confirmed from the
large sensitivity of U-235 ν̄ (nubar) and Σf . Next, Pu-239’s ν̄ and H-1 (elastic, total) also show
significant sensitivity. Based on the comparison between C1 and C9 (and between other cases
which are not shown for brevity), the most influential parameters are numerically similar across all
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cases with only slight changes in the order from case to case. This implies that the nuclear data
sensitivity did not change significantly after adding the geometrical complexities associated with
BWRs. However, it was found that the sensitivity of keff to nuclear data is strongly dependent on
the initial fuel composition and burnup value. Therefore, it is expected for larger burnup values,
increasing coefficients of Pu-239 ν̄ and Σf as well as U-238 capture, and decreasing coefficients for
U-235 cross-sections.
Table 12.9: Nuclear data sensitivities of cask keff for the first 10 influential parameters for C1 and
C9(BH3) cases based on TSUNAMI-3D calculations at the peak reactivity
Case C1 Case C9
Isotope Reaction Sk Isotope Reaction Sk
U-235 nubar 0.595 U-235 nubar 0.611
Pu-239 nubar 0.293 Pu-239 nubar 0.292
U-235 fission 0.266 U-235 fission 0.292
H-1 elastic 0.251 H-1 elastic 0.276
U-235 total 0.199 U-235 total 0.229
H-1 total 0.188 H-1 total 0.194
Pu-239 fission 0.155 Pu-239 fission 0.163
U-238 capture 0.145 U-238 capture 0.132
U-238 total 0.093 Pu-239 total 0.100
Pu-239 total 0.086 H-1 capture 0.081
The main purpose of performing the spent fuel data validation in section 12.3.3 is to calculate the
statistical estimators R̄n and σRn which are used as perturbation factors in the global-perturbation
uncertainty calculations. The lattice and cask models used in this section are explained in section
12.3.1. The final results for R̄n and σRn , after applying the elimination criteria presented in section
12.3.3, are shown in Table 12.10. The fourth column of this table gives the coefficient of variation
or relative standard deviation (RSD) for each isotope. Clearly, Pu-238 and Np-237 have large RSD
compared to other isotopes which implies that their samples (Ri) are largely scattered, even though,
as can be seen in the fifth column, Pu-238 has a small relative error. The large RSD for Np-237 can
be justified by the small number of available samples that were used in the calculations compared
to other actinides. According to the results, U-238 has the lowest RSD and relative error, Pu-238
has the largest RSD, and Pu-241 has the largest relative error across all actinides.
The perturbation factors sampled from a Gaussian distribution described by the values listed
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in Table 12.10 are used to perturb the nominal concentration of each isotope regardless of its fuel
type (e.g. UO2 or gadolinium rod) or axial location (bottom, middle, top). To use U-235 as an
example, a random perturbation factor from the U-235 distribution is independently sampled and
used to perturb the nominal U-235 concentration in both the UO2 and the gadolinium rods. In 3D
cases, this factor is also applied across all axial nodes. This practice implies that the perturbed
concentrations are correlated across all fuel materials. In addition to isotopic uncertainty, uncer-
tainties in the nuclear data are simultaneously propagated using the Sampler module.
Table 12.10: Final statistics for the perturbation factors for




% |(R̄n − 1)%| Nns ∗
U-234 1.014 0.085 8.4 1.4 46
U-235 1.002 0.108 10.7 0.2 54
U-236 1.002 0.044 4.4 0.2 54
U-238 1.000 0.002 0.2 0.0 54
Np-237 1.067 0.184 17.2 6.7 21
Pu-238 0.972 0.215 22.1 2.8 54
Pu-239 0.965 0.116 12.0 3.5 54
Pu-240 0.970 0.083 8.6 3.0 54
Pu-241 0.930 0.162 17.4 7.0 54
Pu-242 0.977 0.156 15.9 2.3 54
* Number of experimental samples included to calculate the
statistics.
Table 12.11 lists the results of the UQ calculations performed over all depletion cases. These
results reflect uncertainty contributions from nuclear data, isotopic, and statistical sources. In the
KENO-V.a calculations, statistical uncertainty is kept below 10 pcm for each random sample. Cal-
culations are performed for both AFP and AO isotope sets. The results show a notable uncertainty
in keff for the spent fuel cask. The uncertainty is dominated mainly by the isotopic inventory due
the large perturbation factors for U-235 and Pu-239 (see Table 12.10) and large sensitivity of cask
keff to the nuclide density of these major actinides. The uncertainty for these BWR cases can
reach as large as ∼ 2500 pcm (C5 AFP) and as small as ∼ 1700 pcm (C4 AO). The uncertainties
calculated in this study are higher than those calculated for PWR by Yun et al. (2017), which re-
ported 1186, 1318, and 1426 pcm uncertainty in keff for 10, 30, and 40 GWD/MTU, respectively.
Although Yun et al. (2017) did not use nuclear data uncertainties, the comparison between these
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two studies is valid because of the relatively small contribution of the nuclear data to the overall
uncertainty. In fact, all uncertainties for PWRs are generally lower than the BWR uncertainties
presented here.
Improvement in the comprehensiveness of spent fuel assay data will strengthen the method
shown in this study by increasing the capability to accurately quantify the perturbation factors
independent of model deficiencies. Improvements to the fuel assay data can be done by either
improving the experimental samples or adding new samples with more information on depletion
conditions.
Uncertainties calculated in the 2D cases for AO are generally lower than those for 3D cases, im-
plying that perturbing the concentration of the 3D axial slices increases keff uncertainty as can be
observed by comparing C5 and C1. Once again the effect of the radial enrichment homogenization
is negligible on the uncertainty as can be seen from comparing C1 & C3 as well as C2 & C4. Case
C9 with the BH2 blade history yielded the most critical cask across all AO cases, while C2 with full
control rod (CR) insertion yielded the most critical cask across all AFP cases. Both of these results
imply the importance of the detailed CR modeling on both cask reactivity as well as subsequent
burnup credit. In terms of the uncertainty, case C5 has the largest uncertainty (both in absolute
and relative forms) across all AFP cases, while C7 has the largest uncertainty for AO cases, both
of which have values close to about 2500 pcm. Comparing the two C9 cases with different blade
histories shows that this differing blade history has less of an effect on their uncertainty for AFP,
and a greater effect of their uncertainty for AO. This trend is opposite when comparing their mean
values (C9 cases) as there is a more significant difference in cask reactivity for AFP than AO (see
section 12.3.2). Figure 12.22 plots the keff samples as well as their mean and standard deviation.
The mean is slightly below the nominal value.
Finally, the main conclusion of this UQ study is that even though extreme conservatism is
assumed in this study: (1) 10x10 reactive Assembly, (2) fuel is discharged at the peak reactivity,
(3) cask is flooded with full density water, and (4) no fission product credit, the most reactive case:
C9 (BH2) AO is still subcritical within 2σ around the mean value. Therefore, none of the BWR
depletion cases considered in this study reached criticality within 2σ uncertainty.
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Table 12.11: Summary of the cask keff UQ results for all depletion cases using the statistics
reported in Table 12.10
Case keff Mean (AFP) keff Uncertainty (AFP) keff Mean (AO) keff Uncertainty (AO)
C0 0.78201 0.02057 (2057 pcm) 0.83249 0.01969 (1969 pcm)
C1 0.78136 0.02049 (2049 pcm) 0.84492 0.01872 (1872 pcm)
C2 0.78958* 0.01991 (1991 pcm) 0.86509 0.01752 (1752 pcm)
C3 0.76658 0.02087 (2087 pcm) 0.84254 0.01842 (1842 pcm)
C4 0.78325 0.01985 (1985 pcm) 0.86552 0.01735 (1735 pcm)
C5 0.70216 0.02465 (2465 pcm)** 0.90529 0.02166 (2166 pcm)
C6 0.72477 0.02103 (2103 pcm) 0.92690 0.02355 (2355 pcm)
C7 0.75457 0.02035 (2035 pcm) 0.92333 0.02426 (2426 pcm)**
C8 0.76655 0.0219 (2190 pcm) 0.92769 0.02407 (2407 pcm)
C9 (BH2) 0.75498 0.02249 (2249 pcm) 0.92957* 0.02393 (2393 pcm)
C9 (BH3) 0.77332 0.02221 (2221 pcm) 0.92175 0.02241 (2241 pcm)
* Refers to the case with maximum keff mean in AO and AFP sets.
** Refers to the case with maximum keff uncertainty (relative to its mean) in AO and AFP sets.
Figure 12.22: C1 UQ summary showing cask keff for each random sample, keff of the nominal
case, mean keff , and keff ± 1σ for AFP (left) and AO (right) cases
12.3.5 Burnup Credit Analysis
This section summarizes one of the major objectives of this two-part study, which is quantifying
the effect of modeling complexities on BWR burnup credit. First, the fission product credit (FPC)
within each case is quantified, which is defined as the difference in cask reactivity when considering
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AFP instead of AO as




where i is the case index. This comparison should be performed within the same depletion case to
infer the effect of the fission products on cask critically. Therefore, the FPC definition is considered
as “within-case” comparison.
Figure 12.23 shows the FPC plus uncertainty achieved for all cases based upon a within-case
comparison. Greater FPC in the 3D cases can be observed as compared to the 2D cases. Across the
2D cases, C2-C4 have close FPC and they are higher than those achieved by C0 and C1. For 3D
cases, C5 has the largest FPC mainly due to the axial power profile effect as well as the undepleted
gadolinium absorber at the axial boundaries (as mentioned in section 12.3.2). These factors reduce
the C5 AFP reactivity significantly compared to C5 AO reactivity. C7 and C8 FPC are typically
lower than C5 and C6, which can be attributed mainly to the control rod partial insertion that
reduces the effect of the fission products compared to unrodded cases. This can be confirmed by the
higher AFP reactivity of the 2D cases: C2 and C4 compared to their unrodded versions C1 and C3,
respectively (see Table 12.11). The two C9 cases yielded two different FPC values with BH2 (more
blade insertion per time step) having more FPC. The uncertainty in the burnup credit is typically
high, mainly due to the high uncertainty in keff which is propagated into the FPC. Finally, the
major finding from this FPC analysis is that detailed 3D modeling is required for BWRs in order
to achieve accurate credits from the fission products as the FPC could reach as large as 2×104 pcm.
The definition of standard burnup credit (BUC) is the difference in cask reactivity/criticality
with burnup compared to the cask loaded with fresh fuel. In our study, we implement additional
details in the depletion model and the effect of these details can be quantified by comparison to a
reference case. The reference case selected here is the GBC-68 cask loaded with fresh assemblies of
C0 design. Consequently, the BUC in this study can be defined as
BUC (pcm) = (kFreshC0 − k
AFP
Ci )× 10
5, i = 0, ..., 9 (12.3)
Cask criticality calculations with UQ are performed on the fresh C0 case which yield keff =
0.92408± 0.00425. Notice that the uncertainty for this case is significantly lower than those listed
in Table 12.11 as no isotopic uncertainties are propagated in this fresh assembly, and only nuclear
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Figure 12.23: Burnup credit plus uncertainty achieved due to the fission products (FPC) for all
depletion cases considered (within-case credit)
data uncertainties are considered. In particular, notice that the BUC definition here quantifies the
compounding effects of depletion calculations on the cask criticality by comparing to the overesti-
mated fresh fuel case with simplified lattice design.
Table 12.12 lists burnup credit values and their uncertainties by comparing the criticality of
various depletion cases based on the AFP to the prescribed reference case. First, the effect of
depletion of C0 gives about 14200 pcm difference in cask keff compared to its fresh version. The
effect of 2D gadolinium as represented by C1 does not change the credit significantly compared to
C0. However, C3 with heterogeneous radial enrichment increases BUC to about 15750 pcm, which
can be justified by the same fact discussed before in section 12.3.2, as this BUC can be perceived as
the maximum BUC value achieved from this case. Compared to C1 BUC, C4 and more particularly
C2 increase the cask criticality and hence reduce BUC. All 3D cases have large BUCs similar to
the large FPCs observed in Figure 12.23. C5 and C6 have the largest two BUC values across all
cases which again demonstrate the importance of axial power profile and moderator density on the
BUCs. The uncertainty in BUC in Table 12.12 ranges between 10.8%-15.1% of the BUC mean value.
To summarize the findings of this study, three types of the effects of burnup on cask criticality are
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presented and discussed: (1) the individual effect of various BWR complexities on cask criticality is
summarized in Table 12.8 in section 12.3.2, (2) the effect of fission products within each depletion
case is given in Figure 12.23, and (3) the standard BUC with respect to a reference cask loaded
with fresh fuel assemblies is shown in Table 12.12.
Table 12.12: Burnup credit plus uncertainty for all AFP cases
compared to the cask loaded with fresh C0 assemblies










C9 (BH2) 16910 2289
C9 (BH3) 15076 2261
* BUC values and uncertainties are calculated with respect to a cask
loaded with C0 fresh assemblies which has keff = 0.92408± 0.00425
12.4 Concluding Remarks
A detailed and comprehensive criticality safety analysis for BWR spent fuel was performed by
developing a set of advanced models that capture various complexities associated with BWR op-
eration. The findings are presented in two comprehensive sections. In section 12.2 Radaideh et al.
(2019e), a detailed in-core depletion analysis is performed, where the advanced lattice models are
developed, benchmarked, and depleted. In the next section, the spent fuel composition discharged
from the depletion calculations of the lattice models is used to evaluate the GBC-68 BWR cask
criticality.
We investigated the effect of different BWR modeling details on the lattice reactivity, k∞
uncertainty, and isotopic composition. A single BWR lattice is developed with evolving complexity
including gadolinium absorber and control rod modeling, variable radial enrichment, axial burnup
profile, non-uniform axial coolant density, control rod partial insertion, variable axial enrichment,
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part-length rods, and control rod movement during operation. The models have been developed
rigorously and benchmarked using different codes to ensure modeling consistency. The lattice
design and operating data were selected from the literature which reported real data. The following
conclusions can be drawn from the in-core analysis:
• Averaging radial enrichment had minimal impact on k∞ value during depletion.
• The time of peak reactivity showed insensitivity to radial enrichment averaging and control
rod insertion in 2D modeling.
• The criticality curve showed a significant shift when moving from 2D to 3D modeling, giving
the axial burnup and coolant density profiles the largest credit in influencing burnup history.
The reactivity peak occurred earlier for the 3D cases.
• The 2D cases have larger k∞ uncertainty during burnup, compared to the 3D cases. Also
for 2D models, the rodded cases are characterized by larger uncertainty than the unrodded
cases.
• The k∞ uncertainty is driven by the covariances of U-235, U-238, Gd-155, and Gd-157 at
BOL. Such covariances diminish after fuel depletion and replaced by uncertainty of plutonium
isotopes.
• The 3D cases adopt slower U-235 and Gd-155 burnup compared to the 2D cases, as most of the
fission and activation processes occur near the lattice center or bottom (for a bottom-peaked
coolant density profile).
• The variable axial enrichment and part-length rod showed a significant effect on U-235 and
Gd-155 depletion, making those effects crucial for burnup credit of BWRs.
• The control rod movement during depletion showed increasing Pu-239 concentrations, espe-
cially during the deeper and longer control blade insertion moments.
• Realistic BWR modeling involves many complexities making the depletion calculations very
expensive, even for a single lattice.
In the out-of-core study (section 12.3), the isotopic composition is used to assess various aspects
of a spent fuel cask, with an aim to quantify the burnup credit from each modeling detail included.
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The purpose is to provide an assessment of the burnup credit resulting from the fission products, ge-
ometrical details, and operational details associated with BWR spent fuel criticality safety analysis.
The analysis is combined with sensitivity and uncertainty analyses to provide best-estimate results.
To combine the best estimates with bounding scenarios, two additional assumptions have been used
in the analysis: (1) the cask is flooded with full density water and (2) the fuel is discharged at the
reactivity peak where the gadolinium absorber has the smallest effect on the assembly reactivity.
The conclusions drawn from the out-of-core study can be summarized as follows:
• UQ of isotopic uncertainty was performed using the depletion uncertainty in the spent fuel
assay data with a focus on the major actinides. In general, uranium isotopes demonstrated
better agreement with the data than the plutonium isotopes. Achieving high accuracy during
validation of BWR spent fuel data is challenging due to the assumptions needed to account
for the undocumented benchmark information, these approximations manifest as additional
uncertainties in the spent fuel compositions.
• At the reactivity peak, the cask keff demonstrated strong sensitivity to U-235 and Pu-239
cross-sections: ν̄ and σfission, with some contribution from H-1 and U-238 cross-sections.
• After combining the isotopic, nuclear data, and statistical uncertainties in the criticality
calculations, the uncertainty in cask keff can reach to as large as about 2500 pcm. These
BWR uncertainties are generally larger than those found by other studies for PWRs.
• 3D cases adopt additional burnup credit from the fission products, which can be inferred
from their lower AFP results compared to the 2D cases. Excluding the fission products, 3D
cases have significantly larger AO criticality than the 2D cases (all above 0.9). This shows
the necessity for detailed 3D modeling for accurate BWR burnup credit analysis.
• For burnup credit quantification, large uncertainties in cask keff are propagated causing
uncertainties in the final burnup credit value. The standard burnup credit calculations com-
pared to a reference case of a cask loaded with fresh fuel demonstrate that the burnup credit
uncertainty ranges between 10.8%-15.1% for all cases considered.
• The final results show that considering axial power profile, axial coolant density distribution,
control rod modeling, and gadolinium effect have the largest effects on BWR burnup credit.
The radial and axial non-uniform enrichment, part-length rods, and control rod movement
during the cycle had smaller effects.
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After simulating different depletion conditions, including relevant uncertainties, and imposing
additional conservatism to the simulation conditions, it is concluded that all cases considered (C0-
C9 for both AFP and AO) remain subcritical within 2σ about the nominal value. This information
can be used to improve cask storage practices and designs in order to optimize the cost efficiency of
spent fuel storage without compromising safety. For burnup credit, it is clear that 3D modeling is
needed to achieve higher burnup credit benefits. The main challenge for BWR burnup credit is the
significant increase in modeling complexities and computational cost for BWR models. Future plans
are to extend this methodology to other reactor types, especially the advanced reactor designs. Also,
future effort should go into code validation because this part of the current study is very valuable
for a variety of other applications. However, it is necessary to improve current spent fuel databases
with more detailed depletion conditions. This will improve the overall validation accuracy and
reduce the uncertainty associated with cask keff .
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Chapter 13
Summary and Future Work
In this thesis, a novel framework for data-driven modeling of nuclear reactor simulations is
developed based on four fundamental concepts: Physics, Model, Data, and UQ. The thesis is
divided into three main parts analyzing main areas in nuclear reactor modeling including nuclear
data, single and multiphysics simulations, and spent fuel analysis. Within each part, various
methods and concepts are introduced, developed, and applied on nuclear modeling and simulation
of different physical phenomena. The master framework consists of multiple underlying frameworks
that perform specific tasks such as model-form and predictive UQ, deep learning, reduced order
modeling, sensitivity analysis, and others. Variety of SA, UQ, dimensionality reduction, data
analysis, machine and deep learning, DA, and many others are investigated and integrated in the
framework. Executive summary of the framework components is presented in Chapter 1, which
presents a step-by-step description of how the master framework is built. A short summary of the
thesis findings is presented here.
13.1 Thesis Summary
UQ and SA fundamentals are introduced in Chapter 2 to obtain a rigorous understanding of
these methods. UQ and SA methods are used extensively in this thesis, as they are very help-
ful to improve our understanding about the models and physical phenomena. In that chapter,
the theory and methods are described behind performing detailed SA and UQ of mathematical
and engineering models in a comprehensive form. SA methods include local methods using finite
difference (OAT perturbation), which provides a quick but shallow understanding of the system
sensitivity. Morris screening is an example of a screening method, which can give an indication
340
of parameter sensitivity as well as its nonlinearity or interaction behavior with other parameters.
Standardized regression and partial correlation coefficients are used to perform regression-based SA,
which measures the strength of linear correlation between the input and the output. Two methods
for UQ are introduced, the first is Monte Carlo-based uncertainty propagation, while the other
is deterministic-based using sensitivity profiles obtained from OAT or Morris screening methods.
Sobol indices are utilized to decompose the total response variance into portions attributable to
each input parameter. Shapley effect is also introduced as a substitute for Sobol indices, when the
input parameters are correlated. Sobol and Shapley are preferred to assess models that are complex,
nonlinear, non-monotonic, and have excessive parameter interactions. The prescribed methods are
tested using benchmark functions (e.g. Ishigami, Morris, Sobol) in a form of numerical tests.
In Chapter 3, the UQ and SA methods are applied and assessed using two main applications.
The first application is a fuel cell energy model given in analytical form. The results from the anal-
ysis show that the uncertainties in both the optimum power output and its corresponding system
efficiency are about 10%. SA and UQ final results demonstrate that the operating temperature and
cathode activation energy are the most influential parameters for the fuel cell system, as they are
responsible of more than 90% of the total power and efficiency variance. Various methods are used
to analyze the system and they agree very well in ranking the importance of the design parameters
in the fuel cell system. Afterward, Shapley effect and Sobol indices are applied to a nuclear data
problem, which is characterized by significant parametric correlation. Shapley effect investigates
the contribution of each input parameter as well as its interactions with every other parameter in
the system by exploring all possible permutations between them. Shapley effect is compared to the
common Sobol indices (first order and total effects) to investigate their performance under corre-
lated and uncorrelated parameters. Shapley effect demonstrates superior performance compared to
the Sobol indices for correlated input parameters. Shapley effect captures the correlation between
the input parameters, expressing the variance contribution in a single index instead of two indices,
and normalization of the fractional indices is preserved without over or underestimation. On the
other hand, the two algorithms we use to calculate Sobol indices under correlated inputs experi-
ence different issues including: over/underestimating the output variance, first order effect could
be larger than the total effect, possibility of negative indices, unnormalized fractional indices, and
difficulty to interpret the results. However, Sobol shows satisfactory performance when the inputs
are uncorrelated as the numerical values and input ranking are in good agreement with Shapley
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effect. The main disadvantage of Shapley effect is its large computational cost especially for high
dimensional problems, where the number of possible input subsets becomes very large. The results
of our tests show that thermal fission cross-sections carry most of the uncertainty at BOL, and its
contribution declines after fuel burnup, which is replaced by the uncertainty contribution of the
fast cross-section parameters.
In Chapters 4-5, a new data-driven sampling-based framework is developed for UQ of the kinetic
parameters calculated by lattice physics codes such as TRITON and Polaris. Delayed neutrons,
which are described by kinetic parameters, are significant for nuclear reactor operation as they
make nuclear reactors controllable. Our approach is group-based and it balances between amount
of physics included, data availability, and computational cost. Kinetic parameters for six precursor
groups plus their uncertainty can be calculated using this framework. A rigours database of the
delayed neutron data (DND) is developed for 20 actinides/isotopes relevant to reactor physics ap-
plications and delayed neutron emission. In this work, uncertainty analysis of the six-group kinetic
parameters is performed using Sampler, a module in SCALE code system. Two major sources of
uncertainties are considered: (1) fundamental nuclear data (i.e. cross-sections, fission yield, decay
data) and (2) nuclide-dependent group-wise DND based on reported experimental measurements.
A new capability is developed through SCALE code system to allow propagation of DND uncer-
tainties.
Afterward, the framework is utilized to obtain a deeper knowledge of the kinetic parameters’
sensitivity and uncertainty. It is found that kinetic parameters, especially DNFs, have large un-
certainties. The DNF uncertainty is driven by the cross-section uncertainties for LWR designs,
while decay constant uncertainty is dominated by the DND uncertainties. The usage of correlated
U-235 thermal DND in the UQ process significantly reduces the DND uncertainty contribution on
the kinetic parameters. Large void fraction and presence of neutron absorber (e.g. control rod)
increase the DNF uncertainty due to the hardening of neutron spectrum. High correlation between
the DNF groups (β1, .., β6) is observed, while the decay constant groups (λ1, .., λ6) show weak cor-
relation to each other and also to DNF groups. The DNF uncertainties of the dominant precursor
group 4 for PWR, BWR, and VVER are about 7.5%, 9.4%, and 7.6%, respectively. The DNF un-
certainty grows to larger values after fuel burnup. Additionally, reduced order modeling, variance
decomposition, and data assimilation of the DND are performed. Kinetic parameters’ values and
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uncertainties provided by this framework can be used efficiently in subsequent core calculations,
point reactor kinetics, and other applications.
Chapters 6-7 focus on deep and machine learning for nuclear reactor simulations. Group Method
of Data Handling (GMDH) is investigated, which is considered as one of the earliest deep learning
methods. Deep learning has gained additional interests in today’s applications due to its capability
to handle complex and high dimensional problems. Multi-layer GMDH networks are used to per-
form UQ of nuclear reactor simulations. GMDH is utilized as a surrogate/metamodel to replace
high fidelity computer models with cheap-to-evaluate surrogate models, which facilitate UQ tasks
(e.g. variance decomposition, uncertainty propagation, etc.). GMDH performance is validated
through two UQ applications in reactor simulations: (1) low dimensional input space (two-phase
flow in a BWR channel), and (2) high dimensional space (8-group homogenized cross-sections). In
both applications, GMDH networks show very good performance with Q2 value of 0.99 and small
mean absolute and squared errors. GMDH is utilized afterward to perform UQ tasks such as vari-
ance decomposition through Sobol indices, and GMDH-based uncertainty propagation with large
number of samples. GMDH performance is also compared with other common surrogate methods
such as Gaussian processes and polynomial chaos expansions. The comparison shows that GMDH
has competitive performance with the other methods at the low dimensional problem, and reliable
performance at the high dimensional problem.
The second method presented in Chapters 6-7 is the deep Gaussian processes (DeepGP). We
resolved three main research ideas regarding DeepGP: (1) utilizing DeepGP in UQ which has lim-
ited scope in literature, (2) exploration of the DeepGP performance under different cases such as
high dimensional problems, prediction performance compared to the one-layer GP, linear and non-
linear problems, etc. and (3) application of DeepGP to real-world engineering problems featuring
different underlying physics. DeepGP performs well in handling relatively large datasets, handling
high dimensional problems, being data economic, and automatically capturing the surrogate model
uncertainty or interpolation uncertainty. Four main applications are investigated: (1) a 1-D two-
phase flow in a reactor fuel channel, (2) reactor kinetic parameters, (3) reactor physics and nuclear
data, and (4) reactor fuel performance. These real applications differ in their fundamental physics
and dimensionality level. The DeepGP model shows very good performance in all considered ap-
plications as the model is able to capture 90% or more of the variance in the validation set. After
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validating the DeepGP model, it is used to perform various UQ tasks of these applications such as
uncertainty propagation, variance decomposition, and parameter screening. In general, the promis-
ing results we found motivate more research on DeepGP in the nuclear area, especially when the
previous physical models are coupled (i.e. multiphysics). For these challenging multiphysics prob-
lems, the dimensionality increases largely and obtaining sufficient data from the simulator becomes
restricted, which are both expected to be handled by DeepGP models.
In Chapters 8-9, a framework for model evaluation and UQ is presented with applications ori-
ented to nuclear engineering simulation codes. Our framework is built on the previous research
on Bayesian statistics and model averaging. The methodology is demonstrated by performing UQ
of three thermal-hydraulic computer codes used for two-phase flow simulation inside nuclear reac-
tors, and conclusions regarding their performance are drawn. The complexity of the framework
implementation depends upon the information to be drawn about the models as well as the na-
ture of the models and the data. Uncertainties inherent in the input parameters and experimental
data along with predictive and model-form uncertainty can be quantified in this methodology to
construct a composite model based on the competent models for improved response prediction.
Two benchmarks featuring steady-state void fraction data in full-scale PWR and BWR channels
are used to demonstrate the methodology. The results show that the three models/codes demon-
strate variable competitiveness (goodness of fit with the data) in reproducing the data. There is
no consistent trend at which each code excels. The predictive uncertainty (representing individual
model deficiency or discrepancy) dominates the model-form uncertainty for many cases due to two
reasons: (1) presence of a single competent model for a specific response and (2) poor agreement
with experimental data for certain responses at which system codes struggle, such as low pressure
and subcooled boiling conditions. In general, improvements in composite predictions (based on
posterior model weights) are observed for BFBT data, while insignificant improvement is found
for PSBT. For PSBT, the predictive uncertainty of RELAP5 and TRACE dominates the response
uncertainty causing weak improvement. In general, additional efforts are needed to improve the
closure models of these system codes in future to reduce the model discrepancy contribution. This
framework can be utilized for this purpose at which various closure models for the same code can
be assessed in terms of their effect on the final response uncertainty. The proposed framework is
flexible and extendable to other types of physics, models, and data.
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In Chapter 10, the development of FUSE is presented, which is a new multiphysics platform for
external coupling of nuclear reactor codes. FUSE serves as a tool to couple the underlying physics in
the master framework. FUSE aims to provide more flexible and automated interface to couple dif-
ferent reactor codes together compared to the most previous studies, which are restricted to certain
codes and models. This platform is designed to support UQ and machine learning to allow deeper
analysis of the underlying uncertainty in coupled simulations. Currently, FUSE handles two-way
coupling of neutronics-thermal hydraulics, neutronics-fuel performance, and thermal-hydraulics-
fuel performance models. The development of three-way simultaneous coupling is left for future
after performing rigorous validation of the two-way schemes, which are expected to form the next
three-way schemes. Application of KENO-V.a and TRACE coupling to perform neutronics-thermal
hydraulics is demonstrated, while KENO-V.a and BISON are coupled to perform neutronics-fuel
performance multiphysics simulations.
Chapter 11 compares two approaches for UQ of the nuclide/isotopic composition in criticality
safety calculations. The first approach uses input parameter uncertainties in nuclear data libraries,
fuel design, and plant operation data. These uncertainties are based on experimental data and
prior work in criticality safety. This approach is called a computationally-driven approach as the
uncertainty in the input parameters is propagated through two calculations. The depletion calcu-
lations come first, generating the uncertainty in the isotopic composition, which is then propagated
into the cask keff with criticality calculations. The second approach is data-driven approach,
which uses the measured radiochemcial assay data of nuclides to derive the bias information (C/E),
which is then used in the UQ process in the cask. For the data-driven, no random sampling is
performed during depletion calculations as in the first approach. We applied the two approaches
on a BWR GE10x10 lattice and GBC-68 spent fuel cask for demonstration. The results show that
the data-driven approach results in larger uncertainty in cask keff than the computationally-driven
approach. The high bias uncertainty in U-235 and Pu-239 isotopes plays a major role in increasing
the data-driven uncertainty. In the computational approach, considering correlation between the
isotopes in the inventory seems to increase the cask keff uncertainty.
Chapter 12 performs advanced and comprehensive criticality safety analysis of BWR spent fuel.
The study is divided into two parts: in-core analysis and out-of-core analysis (spent fuel cask).
The first part performs an advanced depletion analysis for a BWR lattice capturing various BWR
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operating complexities simultaneously. This is done to address the compounding effects of these
complexities on lattice reactivity, k∞ uncertainty, and isotopic inventory. A set of BWR lattice
models is developed with evolving complexity. These complexities include presence of a gadolinium
absorber, control rod modeling, variable radial enrichment, a nonuniform axial burnup profile, non-
uniform axial coolant density, control rod partial insertion, variable axial enrichment, part-length
rods, and control rod movement during operation. These models have been developed rigorously
and benchmarked using different codes to ensure modeling accuracy. The lattice configuration,
coolant density profile, control blade history, and other operating data are based on real-world
data collected from literature. It is found that averaging radial enrichment has minimal impact on
the k∞ value and reactivity peak location. The effect of axial burnup and coolant density profiles is
significant on the time of peak reactivity, making the lattice reaching the peak reactivity earlier in
cycle. The 3D models show slower U-235 and Gd-155 depletion compared to the 2D cases, making
the 3D lattices less reactive in general. The k∞ uncertainty for the studied design is driven by
the uncertainties of U-235, U-238, Gd-155, and Gd-157 at beginning of cycle, these are replaced
later by plutonium isotopes after depletion. The effect of variable axial enrichment and part-length
rods shows a significant impact on U-235 and Gd-155 depletion, making these design complexities
important for criticality safety considerations. It is found that BWR modeling requires many com-
plexities which make the depletion calculations very expensive even for a single lattice. Thus, this
adds more difficulty on the brute-force sampling-based uncertainty analysis.
The second part of Chapter 12 continues the investigation process by performing an analysis
on the burnup credit for cask criticality safety in BWR spent fuel. This analysis is based on ad-
vanced lattice depletion models that capture various complexities associated with BWR operation.
The spent fuel compositions resulting from the depletion models developed before are used for cask
criticality calculations. UQ of cask keff is performed by combining the uncertainty in isotope inven-
tory, nuclear data, and KENO-V.a statistical sampling using the data-driven approach introduced
in Chapter 11. The uncertainty in isotopic inventory is quantified by performing a validation anal-
ysis by comparing spent fuel compositions calculated by TRITON to experimentally determined
spent-fuel assay data for three reactors: Fukushima Daini-2, Cooper-1, and Gundermmingen-A.
The validation results demonstrate good agreement for the uranium isotopes as compared to the
plutonium isotopes. Also, it is found that the uncertainty in cask keff can reach about 2500 pcm,
and as low as about 1700 pcm, and it is dominated by the isotopic uncertainty source. Final re-
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sults show that axial power profile, axial coolant density, control rod modeling, and the presence
of gadolinium in 3D simulations have the largest effects on BWR burnup credit. This implies the
need for detailed 3D modeling for accurate BWR burnup credit analysis. In addition, based on the
UQ analysis considering both actinide only and actinide and fission products sets, the cask remains
subcritical within 2σ for all depletion cases analyzed (C0-C9), even though the cask is assumed to
be flooded with water and the lattices are discharged at their peak reactivity.
13.2 Future Work
Since this thesis works with different physics, data, and methods, various future work ideas are
expected to appear. Some of these ideas are summarized below:
• For kinetic parameters, the inference of the correlation between the DND will be performed
through simulating the decay curves of the actinides after a burst fission under nuclear data
perturbations. We have noticed in Chapter 4 that correlation information between DND is
very limited and only U-235 is found. It is possible for other isotopes to use computational
methods to infer their correlation by using least-squares fit of their decay curves.
• Toward the future, UQ of kinetic parameters will be performed for other fuel types and
advanced reactor designs, which contribute to future nuclear systems that need information
about their delayed neutron behaviour.
• Deep neural networks will be investigated against DeepGP to determine the ability of using
the two approaches to handle complex and multiphysics reactor simulations. An idea is to use
deep neural networks for feature extraction or dimensionality reduction of very big datasets,
and using DeepGP afterward based on the reduced space to perform UQ. This is one of the
main future topics of this thesis that the author would like to focus on.
• For the integrated UQ in Chapters 8-9, instead of comparing heterogeneous models with many
differences together against data (e.g. TRACE, RELAP5, RSTART), different versions with
various improvements of the same model can be created and fitted against the data, and each
individual improvement can be assessed. For example, different RELAP5 versions (can be
considered different models) can be created with different bubbly-slug flow correlations, and
each model is assessed similar to what has been done in Chapter 9. This practice facilities
individual treatment of each uncertainty effect on the model-form and predictive uncertainties.
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• The other future topic on the integrated UQ is data correlation. It is possible that the
reported experimental data to be correlated such as in time series data points representing
transient void fraction measurements. Correlated data needs special treatment to calculate
the joint likelihood which is something we are going to explore in future.
• For the multiphysics coupling in Chapter 10, a complete full core coupled simulation will be
performed with validation against experimental data from the OECD/NEA Multi-physics Pel-
let Cladding Mechanical Interaction Validation (MPCMIV) benchmark. The computational
resources available under this work cannot handle these kinds of simulations.
• The comprehensive spent fuel and criticality safety work presented in Part III through Chap-
ters 11-12 will be applied to PWR spent fuel in future with incorporation of the UQ techniques
and methods presented in this thesis. The methods are applied to BWR in this thesis for
many reasons mentioned before, and mainly due to its direct connection to a funded project
from which this thesis is supported. The audience and readers of this BWR spent fuel work
returned many positive feedback and they would like to see an application of this framework
to the widely-used PWR systems and their spent fuel. Deep learning methodology is expected
to appear in the spent fuel framework as well.
Finally, additional parts of this work are not presented in this document to ensure its conciseness,
and they are expected to appear in journal and conference publications in the near future. Based on
the findings so far, the author believes that this work establishes the first and the most important
step for a long-term plan of modernizing nuclear power and energy modeling.
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Void Fraction Data Validation and Selection
A.1 Evaluating MLE for Noisy Data
In this section, we discuss how to formulate the likelihood for MLE search in Eq.(8.25). First,
it is worth mentioning that this is an optimization problem which can be solved through a plethora
of techniques. Therefore, the formulation will be presented here, and the solution is left for the





P (Dj |Mi, χDj )N(χDj ;µDj , σDj )dχDj . (A.1)
First, the integral should be solved before calculating the marginal likelihood. Similar as before,
Monte Carlo integration can be used by sampling χDj ∼ N(µDj , σDj ), and then P (Dj |Mi, χDj )
can be evaluated by plugging the random sample χDj(k) into Dj , and then the process is repeated
for all random samples and the average is taken. To simplify the notation, lets assume the random
sample χDj(k) = D
(k)































where nd is the number of random experimental samples drawn from the prior distribution. Other
parameters have the same definition as mentioned in section 8.1. The problem is that σ2i is unknown
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and the summation cannot be evaluated analytically to calculate the MLE in closed form expression.


































by taking the log for both sides

























now, we need to search for the σ2i value that maximizes the previous expression. The Bayesian
Information Criterion (BIC) is usually used to solve this problem. BIC is used in the context of
model selection and evaluation and it is defined for model Mi as
BIC(Mi) = −2log[P (D|Mi)] + d ∗ log(m), (A.6)
where m is the number of data points and d is the number of parameters to be estimated. Therefore,
the value of σ2i that minimizes BIC (due to taking the minus sign of the log) for model Mi is the
MLE (σ̂2i ) for the model. This optimization problem can be solved by any of the optimization
methods available in literature such as Newton’s method, BFGS, steepest descent, and many more.
A.2 PSBT data validation
In this appendix, a followup of the verification and validation results that are presented in
section 9.2 is given for PSBT benchmark. Validation of the three codes, TRACE, RELAP5, and
RSTART against PSBT test series 5 is presented in Figure A.1. The cross-code verification under
PSBT data for the three codes is presented in Figure A.2. All 74 test cases in test series 5 are plotted
in both figures. The agreement between the codes and PSBT is not as good as BFBT (see Figures
9.1-9.2). The observed trend is that the codes tend to underestimate the measurements, especially
in the upper location, making the results more biased toward the experimental data. TRACE
387
and RELAP5 demonstrate better performance than RSTART for PSBT test series 5. This can be
confirmed from the excellent agreement between TRACE and RELAP5 in the verification Figure
A.2.
Figure A.1: Validation of the PSBT void fraction data using various system codes
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Figure A.2: Cross-code verification under the PSBT void fraction data
A.3 Test Cases Selected for Numerical Tests
The selected data points from both BFBT assembly 4 and PSBT test series 5, which are used
in the numerical tests (section 9.3), are presented. In general, BFBT assembly 4 contains 86 test
cases, where each case contains four void fraction measurements (DEN1, DEN2, DEN3, and CT).
PSBT test series 5 contains a total of 74 test cases with three void fraction measurements in each
case (Lower, Middle, Upper). To demonstrate our methodology, we used a subset of these datasets
after eliminating some test cases that contain negative experimental void fraction measurements.
Very few data points that are outliers to some models are also excluded based on their relative
error to the measured values. In addition, only test cases with experimental void fraction of 2% or
389
more in all axial elevations for both BFBT and PSBT are kept. This previous criterion eliminates
large number of test cases, and we used it due to the large uncertainty associated with predicting
void fraction with small values (i.e. at lower elevations). In this case, the models are penalized for
this uncertainty even though the problem could be from the data itself. In simple words, we used
only data at which there is void fraction value that can be detected by both the models as well as
the experimentalist. After applying these criteria, we ended up with 33 BFBT test cases shown
in Table A.1, and 38 PSBT test cases shown in Table A.2. The selected cases span wide range of
experimental conditions for both BFBT and PSBT.
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Table A.1: Test cases and experimental conditions selected from BFBT assembly 4 data
No. Case Name Inlet Temperature (K) Pressure (MPa) Mass Flow Rate Power (MW)
1 4101-17 511.35 3.93 2.82 0.72
2 4101-18 511.25 3.92 2.82 1
3 4101-19 511.25 3.94 2.81 1.34
4 4101-22 511.75 3.93 8.32 1.57
5 4101-23 511.75 3.94 8.32 2.14
6 4101-24 511.45 3.94 8.31 3
7 4101-25 511.45 3.94 8.31 4.01
8 4101-28 511.65 3.92 15.2 2.88
9 4101-29 511.55 3.92 15.19 3.92
10 4101-30 511.45 3.96 15.2 5.5
11 4101-31 511.45 3.99 15.21 7.33
12 4101-32 511.45 3.99 15.21 7.33
13 4101-36 550.35 7.15 2.81 0.65
14 4101-37 550.45 7.15 2.81 0.89
15 4101-38 550.55 7.15 2.81 1.19
16 4101-42 550.95 7.14 5.56 1.29
17 4101-43 550.95 7.14 5.57 1.79
18 4101-44 550.95 7.14 5.58 2.36
19 4101-48 551.35 7.17 8.31 1.93
20 4101-49 551.15 7.17 8.32 2.67
21 4101-50 551.25 7.18 8.31 3.55
22 4101-51 556.95 7.16 15.14 1.46
23 4101-52 556.95 7.21 15.14 3.07
24 4101-59 551.05 7.19 15.16 4.88
25 4101-60 551.05 7.18 15.17 4.89
26 4101-61 550.65 7.18 15.18 6.48
27 4101-67 551.25 7.25 19.33 4.48
28 4101-68 551.35 7.28 19.32 6.22
29 4101-73 564.05 8.61 2.81 0.86
30 4101-74 564.05 8.61 2.81 1.11
31 4101-78 564.35 8.64 8.31 1.83
32 4101-79 564.35 8.61 8.3 2.52
33 4101-80 564.35 8.63 8.3 3.34
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Table A.2: Test cases and experimental conditions selected from PSBT test series 5
No. Case Name Inlet Temperature (K) Pressure (MPa) Mass Flow Rate (kg/s) Power (MW)
1 5.1342 590.35 16.56 5.35 2.01
2 5.1452 585.65 16.59 3.37 1.52
3 5.2131 589.65 14.52 10.13 2.36
4 5.2132 594.95 14.48 10.14 2.36
5 5.2232 584.95 14.60 7.44 2.36
6 5.2241 589.95 14.60 7.43 1.90
7 5.2242 594.75 14.59 7.44 1.90
8 5.2332 560.95 14.69 5.37 2.52
9 5.2341 575.15 14.68 5.39 1.90
10 5.2342 585.35 14.66 5.35 1.90
11 5.2351 589.95 14.68 5.33 1.43
12 5.2352 595.05 14.67 5.37 1.43
13 5.2451 584.55 14.72 3.34 0.98
14 5.2452 594.95 14.73 3.31 0.96
15 5.3332 550.45 12.25 5.40 2.49
16 5.3442 530.85 12.27 3.38 2.01
17 5.4212 520.85 9.68 7.51 3.48
18 5.4321 511.05 9.74 5.47 2.98
19 5.4322 516.25 9.73 5.45 2.99
20 5.4442 506.55 9.80 3.39 2.01
21 5.4562 487.45 9.83 1.37 1.02
22 5.5202 486.35 7.29 7.48 4.02
23 5.5311 466.95 7.35 5.45 3.51
24 5.5312 477.15 7.34 5.49 3.51
25 5.5322 491.75 7.35 5.43 3.02
26 5.5432 457.35 7.37 3.41 2.52
27 5.5441 476.75 7.37 3.39 2.02
28 5.5442 486.75 7.38 3.39 2.02
29 5.5551 456.15 7.40 1.35 1.03
30 5.5552 466.35 7.39 1.35 1.03
31 5.6311 436.95 4.80 5.31 3.50
32 5.6312 447.05 4.79 5.31 3.49
33 5.6322 456.75 4.81 5.31 3.00
34 5.6431 422.55 4.89 3.33 2.51
35 5.6432 432.45 4.88 3.35 2.51
36 5.6442 451.65 4.89 3.35 2.02
37 5.6551 422.25 4.92 1.35 1.03
38 5.6552 432.25 4.92 1.35 1.03
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Appendix B
BWR spent fuel assay data validation
In this appendix, results of the validation calculations of BWR spent fuel assay data are pre-
sented. Table B.1 presents C/E values (ratio of TRITON calculated value to the experimental
value) for a total of 62 experimental samples collected from 4 main benchmarks. The data pre-
sented in Table B.1 is the full dataset without elimination. The data ID is presented according
to the following format: ReactorID-AssemblyID-RodID-SampleID. For Gundremmingen samples,
LabID is added to refer to the laboratory used for the measurement.
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Table B.1: The C/E values for all benchmarks and spent fuel samples based on TRITON calcula-
tions
Data U-234 U-235 U-236 U-238 Np-237 Pu-238 Pu-239 Pu-240 Pu-241 Pu-242
FukushimaDaini2-2F2DN23-SF98-S2 0.949 0.825 1.200 1.001 1.606 2.094 1.074 1.365 1.163 2.014
FukushimaDaini2-2F2DN23-SF98-S3 1.002 1.003 1.030 0.999 1.107 1.137 0.992 1.004 0.800 0.999
FukushimaDaini2-2F2DN23-SF98-S4 1.006 0.995 1.028 1.000 1.039 1.118 0.986 0.986 0.794 0.989
FukushimaDaini2-2F2DN23-SF98-S5 1.011 0.948 1.032 1.000 1.299 1.163 0.978 0.987 0.790 1.029
FukushimaDaini2-2F2DN23-SF98-S6 1.079 0.939 1.030 1.002 0.947 1.239 0.924 0.961 0.756 1.033
FukushimaDaini2-2F2DN23-SF98-S7 1.016 0.995 1.028 1.000 1.109 1.072 0.971 0.974 0.769 0.983
FukushimaDaini2-2F2DN23-SF98-S8 1.009 1.010 1.020 0.999 1.127 1.047 0.993 0.986 0.788 0.990
FukushimaDaini2-2F2DN23-SF99-S2 1.122 1.074 0.999 1.000 0.943 1.307 0.984 0.984 0.754 0.900
FukushimaDaini2-2F2DN23-SF99-S3 1.106 1.087 1.013 1.001 0.890 1.178 0.989 0.985 0.778 0.944
FukushimaDaini2-2F2DN23-SF99-S4 1.126 1.165 1.003 1.000 0.992 1.224 1.036 0.988 0.795 0.911
FukushimaDaini2-2F2DN23-SF99-S5 1.128 1.057 1.017 1.002 0.893 1.401 0.961 0.960 0.756 0.952
FukushimaDaini2-2F2DN23-SF99-S6 1.145 1.045 1.002 1.001 0.945 1.118 0.940 0.946 0.749 0.969
FukushimaDaini2-2F2DN23-SF99-S7 1.138 1.056 1.016 1.001 0.921 1.196 0.966 0.960 0.763 0.967
FukushimaDaini2-2F2DN23-SF99-S8 1.098 1.049 1.007 1.000 0.968 1.167 1.015 0.987 0.793 0.977
FukushimaDaini2-2F2DN23-SF99-S9 0.988 0.868 1.231 0.995 1.349 2.204 1.169 1.380 1.229 2.017
Copper-CZ346-ADD2966-B 1.015 1.024 0.988 0.998 1.254 1.142 1.247 1.091 1.683 1.219
Copper-CZ346-ADD2966-K 1.029 1.044 0.977 0.999 0.942 0.985 1.165 0.984 1.459 1.023
Copper-CZ346-ADD2966-T 0.963 0.970 0.965 0.994 0.926 0.961 1.082 0.976 1.380 1.023
Copper-CZ346-ADD2974-B 1.009 1.004 1.007 0.986 1.241 1.087 1.201 1.067 1.614 1.187
Copper-CZ346-ADD2974-J 0.992 1.038 0.971 0.982 1.020 0.977 1.205 0.983 1.490 1.010
Copper-CZ346-ADD2974-U 0.947 0.929 0.968 0.989 0.889 0.994 1.012 0.963 1.316 1.026
FukushimaDaini2-2F2D1-F6-TU101 1.001 0.882 1.208 1.003 NA 1.085 0.796 1.118 1.077 1.246
FukushimaDaini2-2F2D1-F6-TU102 0.953 0.908 1.239 1.001 NA 1.443 0.870 1.154 1.208 1.654
FukushimaDaini2-2F2D1-F6-TU106 1.042 0.928 1.124 1.002 NA 0.976 0.698 0.932 0.796 0.924
FukushimaDaini2-2F2D2-F6-TU201 1.001 0.806 1.159 1.002 NA 1.119 0.718 1.056 0.845 1.560
FukushimaDaini2-2F2D2-F6-TU202 0.990 0.809 1.150 0.999 NA 1.386 0.816 1.064 0.966 1.311
FukushimaDaini2-2F2D3-A4-TU304 1.045 1.025 1.027 1.002 NA 0.662 0.770 0.923 0.873 0.855
FukushimaDaini2-2F2D3-A4-TU306 1.059 1.254 0.982 0.999 NA 0.714 0.929 0.951 1.021 0.786
FukushimaDaini2-2F2D3-H5-TU301 1.102 1.185 0.974 1.002 NA 0.519 0.738 0.820 0.781 0.677
FukushimaDaini2-2F2D3-H5-TU302 1.202 1.255 0.966 0.998 NA 0.707 0.946 0.950 1.030 0.785
FukushimaDaini2-2F2D8-A4-TU505 0.808 0.724 1.020 1.002 NA 0.862 0.853 0.922 0.982 1.029
FukushimaDaini2-2F2D8-A4-TU506 0.883 0.738 1.047 1.000 NA 1.088 0.968 1.014 1.148 1.155
FukushimaDaini2-2F2D8-H5-TU501 0.896 0.632 1.019 1.002 NA 0.838 0.846 1.023 0.976 1.238
FukushimaDaini2-2F2D8-H5-TU502 0.809 0.756 1.012 1.000 NA 0.966 1.004 1.080 1.052 1.202
FukushimaDaini2-2F2D8-H5-TU503 0.987 0.916 1.014 0.999 NA 1.105 1.109 1.192 1.260 1.250
FukushimaDaini2-2F2D1-B3-TU103 1.052 1.003 1.081 1.002 NA 0.977 0.743 0.916 0.921 1.209
FukushimaDaini2-2F2D1-B3-TU104 1.021 1.100 0.909 1.000 NA 0.420 0.743 0.741 0.668 0.505
FukushimaDaini2-2F2D1-B3-TU105 1.002 0.962 1.098 1.003 NA 1.147 0.733 0.847 0.777 0.943
FukushimaDaini2-2F2D2-B3-TU203 1.095 0.938 1.069 1.004 NA 0.715 0.665 0.879 0.795 1.021
FukushimaDaini2-2F2D2-B3-TU204 1.062 1.048 1.047 1.003 NA 0.569 0.665 0.804 0.758 0.783
FukushimaDaini2-2F2D2-B3-TU205 1.102 1.204 0.978 0.999 NA 0.622 0.865 0.855 0.892 0.716
FukushimaDaini2-2F2D3-B3-TU308 0.918 1.050 0.990 1.002 NA 0.644 0.748 0.875 0.924 0.939
FukushimaDaini2-2F2D3-B3-TU309 0.902 1.001 0.994 1.006 NA 0.503 0.587 0.692 0.714 0.712
FukushimaDaini2-2F2D3-B3-TU311 0.903 1.247 0.963 1.000 NA 0.792 0.942 0.950 1.063 0.846
FukushimaDaini2-2F2D8-B3-TU510 0.935 0.676 1.002 1.006 NA 0.731 0.716 0.808 0.859 1.056
FukushimaDaini2-2F2D8-B3-TU511 0.980 1.095 0.979 1.002 NA 0.856 0.933 0.942 1.087 0.910
Gundremmingen-B23-A1-2680 (Lab I) NA 0.917 0.991 1.001 NA 0.988 0.950 0.993 0.889 0.929
Gundremmingen-B23-A1-440 (Lab I) NA 0.895 0.982 1.001 NA 1.066 0.927 1.053 0.958 1.070
Gundremmingen-B23-B3-2680 (Lab I) NA 0.990 0.966 1.000 NA 0.902 0.974 0.993 0.964 0.989
Gundremmingen-B23-B4-2680 (Lab I) NA 1.003 0.976 1.000 NA 0.838 0.997 1.018 0.982 1.022
Gundremmingen-B23-E3-2680 (Lab I) NA 0.947 0.962 1.001 NA 0.983 0.992 1.068 1.015 1.112
Gundremmingen-B23-E5-2680 (Lab I) NA 1.011 0.967 1.001 NA 0.860 0.912 0.962 0.907 0.948
Gundremmingen-C16-A1-2680 (Lab I) NA 0.630 1.120 0.993 NA 2.221 1.032 1.404 1.327 2.073
Gundremmingen-C16-A1-440 (Lab I) NA 0.657 1.049 0.996 NA 2.014 0.952 1.298 1.240 1.942
Gundremmingen-C16-B3-2680 (Lab I) NA 0.737 1.166 0.994 NA 2.187 1.106 1.563 1.541 2.443
Gundremmingen-C16-E5-2680 (Lab I) NA 1.049 0.939 1.001 NA 0.771 0.915 0.913 0.860 0.774
Gundremmingen-B23-B3-2680 (Lab K) NA 0.971 0.963 1.001 NA 0.839 0.952 0.961 0.935 0.949
Gundremmingen-B23-C5-2680 (Lab K) NA 0.861 0.955 1.003 NA 0.688 0.753 0.913 0.783 0.963
Gundremmingen-B23-E5-2680 (Lab K) NA 0.986 0.944 1.002 NA 0.843 0.927 0.966 0.913 0.942
Gundremmingen-C16-B3-2680 (Lab K) NA 0.732 1.157 0.994 NA 2.187 1.099 1.536 1.524 2.416
Gundremmingen-C16-C5-2680 (Lab K) NA 0.966 0.965 1.001 NA 0.877 0.940 1.006 0.958 1.024
Gundremmingen-C16-E5-2680 (Lab K) NA 1.026 0.919 1.001 NA 0.771 0.920 0.913 0.869 0.812
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Appendix C
Tables of DND and Kinetic Parameters for LWRs
C.1 Delayed Neutron Group Parameters for Isotopes with Single
Fission Set
This section lists the group parameters for selected actinides and isotopes whose delayed neu-
trons are assigned to either thermal or fast set in Table C.1. The list is complementary to the
list given in Table 4.1 which contains actinides with thermal and fast fission group parameters.
The data contains both measured and calculated values and the reference is indicated for each
isotope. The calculated values do not have uncertainties. Measured data for U-236 is only for
aj,i, as decay constant is reported without uncertainty. The U-232 and Pu-238 measured data
have large uncertainties due to the limited experiments available. If the application contains large
amount of U-232 and Pu-238 isotopes, we recommend replacing their data with more accurate
computational/measured data if available.
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Table C.1: Group-wise delayed neutron data for isotopes whose either thermal or fast fission set (*
refers to computational-data taken from Wilson and England (2002))
Isotope No. aj,i λj,i Isotope No. aj,i λj,i
Th-227 (T)* 1 0.163 ± 0.000 0.0125 ± 0.0000 Th-229 (T)* 1 0.109 ± 0.000 0.0125 ± 0.0000
2 0.264 ± 0.000 0.0308 ± 0.0000 2 0.223 ± 0.000 0.0315 ± 0.0000
3 0.109 ± 0.000 0.0661 ± 0.0000 3 0.116 ± 0.000 0.0603 ± 0.0000
4 0.283 ± 0.000 0.1995 ± 0.0000 4 0.295 ± 0.000 0.1997 ± 0.0000
5 0.156 ± 0.000 0.4691 ± 0.0000 5 0.206 ± 0.000 0.5058± 0.0000
6 0.024 ± 0.000 2.0235 ± 0.0000 6 0.052 ± 0.000 1.7652 ± 0.0000
Th-232 (F) 1 0.034 ± 0.003 0.0124 ± 0.0003 Pa-231 (F)* 1 0.078 ± 0.000 0.0125 ± 0.0000
Tuttle (1975) 2 0.150 ± 0.007 0.0334 ± 0.0016 2 0.213 ± 0.000 0.0307 ± 0.0000
3 0.155 ± 0.031 0.1210 ± 0.007 3 0.112 ± 0.000 0.0591 ± 0.0000
4 0.446 ± 0.022 0.3210 ± 0.016 4 0.304 ± 0.000 0.1877 ± 0.0000
5 0.172 ± 0.019 1.2100 ± 0.1300 5 0.243 ± 0.000 0.4383 ± 0.0000
6 0.043 ± 0.009 3.2900 ± 0.4400 6 0.052 ± 0.000 2.1462 ± 0.0000
U-232 (T) 1 0.120 ± 0.013 0.0128 ± 0.0001 U-234 (F)* 1 0.054 ± 0.000 0.0125 ± 0.0000
Waldo et al. (1981) 2 0.300 ± 0.032 0.0350 ± 0.0003 2 0.216 ± 0.000 0.0304 ± 0.0000
3 0.307 ± 0.040 0.1439 ± 0.0059 3 0.102 ± 0.000 0.0690 ± 0.0000
4 0.259 ± 0.034 0.3960 ± 0.0450 4 0.342 ± 0.000 0.2051 ± 0.0000
5 0.016 ± 0.001 1.3500 ± 0.0000 5 0.219 ± 0.000 0.5090 ± 0.0000
6 0.000 ± 0.000 0.0000 ± 0.0000 6 0.066 ± 0.000 2.2513 ± 0.0000
U-236 (F) 1 0.027 ± 0.005 0.0125 ± 0.0000 U-238 (F) 1 0.013 ± 0.001 0.0132 ± 0.0004
Gudkov et al. (1989) 2 0.193 ± 0.034 0.0338 ± 0.0000 Tuttle (1975) 2 0.137 ± 0.003 0.0321 ± 0.0009
3 0.179 ± 0.040 0.1390 ± 0.0000 3 0.162 ± 0.030 0.1390 ± 0.0070
4 0.431 ± 0.089 0.3310 ± 0.0000 4 0.388 ± 0.018 0.3580 ± 0.0210
5 0.132 ± 0.028 1.0600 ± 0.0000 5 0.225 ± 0.019 1.4100 ± 0.1000
6 0.037 ± 0.015 2.4900 ± 0.0000 6 0.075 ± 0.007 4.0200 ± 0.3200
Pu-238 (F) 1 0.043 ± 0.009 0.0126 ± 0.0001 Pu-240 (F) 1 0.028 ± 0.004 0.0129 ± 0.0006
Waldo et al. (1981) 2 0.308 ± 0.068 0.0303 ± 0.0004 Tuttle (1975) 2 0.273 ± 0.006 0.0313 ± 0.0007
3 0.115 ± 0.070 0.0851 ± 0.0120 3 0.192 ± 0.078 0.1350 ± 0.0160
4 0.178 ± 0.040 0.1970 ± 0.0230 4 0.350 ± 0.030 0.3330 ± 0.0460
5 0.328 ± 0.073 0.3560 ± 0.0510 5 0.128 ± 0.027 1.3600 ± 0.3000
6 0.033 ± 0.005 2.5582 ± 0.0000* 6 0.029 ± 0.009 4.0400 ± 1.1600
Pu-241 (T) 1 0.010 ± 0.003 0.0128 ± 0.0002 Pu-242 (F) 1 0.004 ± 0.001 0.0128 ± 0.0003
Tuttle (1975) 2 0.229 ± 0.006 0.0299 ± 0.0006 Tuttle (1975) 2 0.195 ± 0.032 0.0314 ± 0.0013
3 0.173 ± 0.025 0.1240 ± 0.0130 3 0.161 ± 0.048 0.1280 ± 0.0090
4 0.390 ± 0.050 0.3520 ± 0.0180 4 0.412 ± 0.153 0.3250 ± 0.0200
5 0.182 ± 0.019 1.6100 ± 0.1500 5 0.218 ± 0.087 1.3500 ± 0.9900
6 0.016 ± 0.005 3.4700 ± 1.7000 6 0.010 ± 0.003 3.7000 ± 0.4400
Am-241 (T) 1 0.036 ± 0.002 0.0122 ± 0.0005 Cm-245 (T) 1 0.024 ± 0.002 0.1334 ± 0.0001
Saleh et al. (1997) 2 0.309 ± 0.015 0.0318 ± 0.0016 Waldo et al. (1981) 2 0.302 ± 0.028 0.0303 ± 0.0001
3 0.195 ± 0.008 0.1110 ± 0.0070 3 0.091 ± 0.029 0.1040 ± 0.0140
4 0.331 ± 0.039 0.3000 ± 0.0170 4 0.294 ± 0.056 0.2110 ± 0.0110
5 0.110 ± 0.005 0.8900 ± 0.0230 5 0.230 ± 0.031 0.5370 ± 0.0730
6 0.018 ± 0.004 2.4568 ± 0.0000* 6 0.059 ± 0.004 2.8893 ± 0.0000*
Cf-252 (S) 1 0.005 ± 0.001 0.0125 ± 0.0000*
Wahl (1988) 2 0.233 ± 0.029 0.0259 ± 0.0011
3 0.213 ± 0.038 0.1136 ± 0.0261
4 0.385 ± 0.049 0.3466 ± 0.0520
5 0.133 ± 0.027 1.3863 ± 0.2772
6 0.031 ± 0.008 3.2396 ± 0.0000*
C.2 Tables of Kinetic Parameters for PWR, BWR, and VVER
In this section, the mean and standard deviation of kinetic parameters are reported at various
burnup steps for the PWR lattice described in Figure 4.4. Two sets are given: the first includes
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kinetic parameters’ uncertainties without considering correlation between DND, while the second
set includes the correlation matrix given in Table 4.5 for U-235 thermal fission data. PWR data is
given in Tables C.2-C.3, BWR data is given in Tables C.4-C.5, and VVER data is given in Tables
C.6-C.7.
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Table C.2: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the PWR lattice
when considering uncorrelated DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.105E-04 1.766E-05 1.839E-04 1.681E-05 1.630E-04 1.843E-05 1.458E-04 2.023E-05 1.343E-04 2.154E-05 1.204E-04 2.322E-05
β2 1.409E-03 8.974E-05 1.270E-03 1.052E-04 1.176E-03 1.301E-04 1.107E-03 1.502E-04 1.064E-03 1.630E-04 1.013E-03 1.782E-04
β3 1.290E-03 1.250E-04 1.145E-03 1.233E-04 1.046E-03 1.325E-04 9.724E-04 1.430E-04 9.263E-04 1.508E-04 8.728E-04 1.612E-04
β4 2.685E-03 2.016E-04 2.356E-03 2.161E-04 2.137E-03 2.389E-04 1.980E-03 2.606E-04 1.884E-03 2.763E-04 1.773E-03 2.964E-04
β5 8.851E-04 1.100E-04 7.950E-04 1.154E-04 7.443E-04 1.233E-04 7.151E-04 1.318E-04 7.003E-04 1.384E-04 6.859E-04 1.474E-04
β6 2.980E-04 5.065E-05 2.701E-04 4.814E-05 2.504E-04 4.888E-05 2.354E-04 5.074E-05 2.259E-04 5.253E-05 2.149E-04 5.524E-05
λ1 1.249E-02 2.402E-04 1.253E-02 2.223E-04 1.257E-02 2.160E-04 1.260E-02 2.155E-04 1.263E-02 2.183E-04 1.267E-02 2.265E-04
λ2 3.079E-02 7.865E-04 3.079E-02 7.287E-04 3.077E-02 7.186E-04 3.074E-02 7.279E-04 3.071E-02 7.442E-04 3.068E-02 7.779E-04
λ3 1.147E-01 3.567E-03 1.164E-01 3.479E-03 1.180E-01 3.562E-03 1.195E-01 3.750E-03 1.207E-01 3.960E-03 1.223E-01 4.326E-03
λ4 3.096E-01 9.954E-03 3.129E-01 9.597E-03 3.167E-01 9.667E-03 3.207E-01 9.949E-03 3.239E-01 1.028E-02 3.284E-01 1.090E-02
λ5 1.224E+00 1.072E-01 1.238E+00 9.754E-02 1.260E+00 9.083E-02 1.286E+00 8.614E-02 1.306E+00 8.411E-02 1.333E+00 8.374E-02
λ6 3.303E+00 2.580E-01 3.321E+00 2.456E-01 3.341E+00 2.445E-01 3.366E+00 2.507E-01 3.386E+00 2.598E-01 3.415E+00 2.774E-01
Table C.3: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the PWR lattice
when considering correlated U-235 thermal DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.108E-04 9.626E-06 1.841E-04 1.230E-05 1.632E-04 1.602E-05 1.459E-04 1.888E-05 1.344E-04 2.067E-05 1.205E-04 2.276E-05
β2 1.409E-03 7.521E-05 1.270E-03 9.830E-05 1.176E-03 1.267E-04 1.107E-03 1.484E-04 1.064E-03 1.619E-04 1.013E-03 1.776E-04
β3 1.290E-03 8.620E-05 1.146E-03 1.009E-04 1.046E-03 1.196E-04 9.728E-04 1.352E-04 9.267E-04 1.456E-04 8.730E-04 1.582E-04
β4 2.683E-03 1.916E-04 2.354E-03 2.108E-04 2.136E-03 2.360E-04 1.979E-03 2.590E-04 1.883E-03 2.753E-04 1.773E-03 2.959E-04
β5 8.860E-04 1.043E-04 7.957E-04 1.130E-04 7.448E-04 1.225E-04 7.155E-04 1.317E-04 7.006E-04 1.386E-04 6.861E-04 1.478E-04
β6 2.988E-04 3.515E-05 2.708E-04 3.908E-05 2.509E-04 4.355E-05 2.358E-04 4.760E-05 2.262E-04 5.048E-05 2.152E-04 5.416E-05
λ1 1.249E-02 5.646E-05 1.253E-02 7.708E-05 1.257E-02 1.042E-04 1.260E-02 1.304E-04 1.263E-02 1.507E-04 1.266E-02 1.797E-04
λ2 3.080E-02 1.963E-04 3.080E-02 3.016E-04 3.077E-02 4.257E-04 3.074E-02 5.287E-04 3.072E-02 5.990E-04 3.069E-02 6.884E-04
λ3 1.148E-01 1.713E-03 1.164E-01 2.150E-03 1.180E-01 2.632E-03 1.195E-01 3.114E-03 1.207E-01 3.497E-03 1.223E-01 4.042E-03
λ4 3.097E-01 4.640E-03 3.130E-01 5.739E-03 3.167E-01 6.960E-03 3.208E-01 8.097E-03 3.240E-01 8.941E-03 3.284E-01 1.009E-02
λ5 1.227E+00 3.781E-02 1.241E+00 4.524E-02 1.263E+00 5.341E-02 1.288E+00 6.071E-02 1.308E+00 6.613E-02 1.334E+00 7.359E-02
λ6 3.289E+00 1.410E-01 3.309E+00 1.576E-01 3.331E+00 1.797E-01 3.356E+00 2.045E-01 3.377E+00 2.252E-01 3.408E+00 2.558E-01
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Table C.4: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the BWR lattice
when considering uncorrelated DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.053E-04 1.827E-05 1.592E-04 1.977E-05 1.332E-04 2.313E-05 1.143E-04 2.552E-05 1.008E-04 2.721E-05 9.187E-05 2.830E-05
β2 1.399E-03 1.051E-04 1.164E-03 1.440E-04 1.059E-03 1.767E-04 9.907E-04 1.977E-04 9.439E-04 2.117E-04 9.133E-04 2.204E-04
β3 1.293E-03 1.424E-04 1.039E-03 1.457E-04 9.253E-04 1.633E-04 8.518E-04 1.778E-04 8.018E-04 1.887E-04 7.695E-04 1.961E-04
β4 2.704E-03 2.554E-04 2.120E-03 2.702E-04 1.877E-03 3.027E-04 1.727E-03 3.300E-04 1.627E-03 3.507E-04 1.564E-03 3.647E-04
β5 9.216E-04 1.426E-04 7.513E-04 1.412E-04 7.044E-04 1.529E-04 6.857E-04 1.649E-04 6.770E-04 1.747E-04 6.728E-04 1.817E-04
β6 3.147E-04 5.929E-05 2.590E-04 5.460E-05 2.340E-04 5.756E-05 2.178E-04 6.130E-05 2.070E-04 6.457E-05 2.001E-04 6.697E-05
λ1 1.250E-02 2.476E-04 1.257E-02 2.257E-04 1.263E-02 2.298E-04 1.269E-02 2.447E-04 1.276E-02 2.670E-04 1.281E-02 2.909E-04
λ2 3.079E-02 7.954E-04 3.075E-02 7.518E-04 3.071E-02 7.912E-04 3.067E-02 8.471E-04 3.064E-02 9.073E-04 3.063E-02 9.584E-04
λ3 1.155E-01 3.805E-03 1.185E-01 3.813E-03 1.210E-01 4.164E-03 1.234E-01 4.681E-03 1.254E-01 5.251E-03 1.268E-01 5.750E-03
λ4 3.115E-01 1.049E-02 3.178E-01 1.032E-02 3.245E-01 1.098E-02 3.311E-01 1.192E-02 3.367E-01 1.295E-02 3.409E-01 1.386E-02
λ5 1.229E+00 1.070E-01 1.256E+00 9.448E-02 1.299E+00 8.856E-02 1.340E+00 8.819E-02 1.373E+00 9.192E-02 1.395E+00 9.666E-02
λ6 3.337E+00 2.627E-01 3.350E+00 2.539E-01 3.391E+00 2.685E-01 3.438E+00 2.945E-01 3.481E+00 3.250E-01 3.514E+00 3.533E-01
Table C.5: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the BWR lattice
when considering correlated U-235 thermal DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.055E-04 1.060E-05 1.593E-04 1.753E-05 1.332E-04 2.232E-05 1.143E-04 2.524E-05 1.007E-04 2.714E-05 9.179E-05 2.830E-05
β2 1.399E-03 9.280E-05 1.164E-03 1.410E-04 1.058E-03 1.758E-04 9.899E-04 1.976E-04 9.431E-04 2.118E-04 9.125E-04 2.207E-04
β3 1.294E-03 1.089E-04 1.039E-03 1.340E-04 9.253E-04 1.585E-04 8.515E-04 1.758E-04 8.014E-04 1.880E-04 7.689E-04 1.958E-04
β4 2.702E-03 2.470E-04 2.118E-03 2.676E-04 1.875E-03 3.019E-04 1.725E-03 3.298E-04 1.626E-03 3.507E-04 1.562E-03 3.649E-04
β5 9.221E-04 1.387E-04 7.515E-04 1.406E-04 7.043E-04 1.531E-04 6.855E-04 1.653E-04 6.767E-04 1.751E-04 6.723E-04 1.819E-04
β6 3.154E-04 4.666E-05 2.593E-04 4.984E-05 2.341E-04 5.566E-05 2.178E-04 6.061E-05 2.069E-04 6.435E-05 1.999E-04 6.692E-05
λ1 1.249E-02 5.396E-05 1.257E-02 1.121E-04 1.263E-02 1.628E-04 1.269E-02 2.081E-04 1.275E-02 2.491E-04 1.281E-02 2.828E-04
λ2 3.080E-02 1.860E-04 3.075E-02 4.630E-04 3.071E-02 6.487E-04 3.068E-02 7.807E-04 3.065E-02 8.790E-04 3.063E-02 9.469E-04
λ3 1.156E-01 2.161E-03 1.185E-01 2.934E-03 1.211E-01 3.711E-03 1.234E-01 4.467E-03 1.254E-01 5.157E-03 1.269E-01 5.709E-03
λ4 3.116E-01 5.730E-03 3.179E-01 7.792E-03 3.246E-01 9.723E-03 3.311E-01 1.136E-02 3.368E-01 1.273E-02 3.409E-01 1.379E-02
λ5 1.232E+00 4.271E-02 1.259E+00 5.856E-02 1.301E+00 7.093E-02 1.342E+00 8.109E-02 1.374E+00 8.969E-02 1.396E+00 9.616E-02
λ6 3.323E+00 1.573E-01 3.339E+00 1.938E-01 3.383E+00 2.359E-01 3.432E+00 2.789E-01 3.477E+00 3.187E-01 3.511E+00 3.513E-01
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Table C.6: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the VVER lattice
when considering uncorrelated DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.092E-04 1.819E-05 1.721E-04 1.809E-05 1.452E-04 2.117E-05 1.255E-04 2.359E-05 1.103E-04 2.547E-05 9.898E-05 2.691E-05
β2 1.411E-03 9.167E-05 1.218E-03 1.215E-04 1.102E-03 1.567E-04 1.028E-03 1.793E-04 9.743E-04 1.954E-04 9.347E-04 2.071E-04
β3 1.292E-03 1.286E-04 1.091E-03 1.307E-04 9.669E-04 1.468E-04 8.867E-04 1.605E-04 8.288E-04 1.719E-04 7.865E-04 1.809E-04
β4 2.685E-03 2.051E-04 2.229E-03 2.315E-04 1.959E-03 2.644E-04 1.792E-03 2.904E-04 1.674E-03 3.116E-04 1.590E-03 3.285E-04
β5 8.839E-04 1.122E-04 7.615E-04 1.211E-04 7.036E-04 1.321E-04 6.773E-04 1.423E-04 6.633E-04 1.516E-04 6.551E-04 1.595E-04
β6 3.028E-04 5.239E-05 2.630E-04 4.955E-05 2.365E-04 5.146E-05 2.186E-04 5.427E-05 2.056E-04 5.719E-05 1.964E-04 5.984E-05
λ1 1.248E-02 2.509E-04 1.254E-02 2.271E-04 1.260E-02 2.238E-04 1.265E-02 2.308E-04 1.270E-02 2.454E-04 1.275E-02 2.654E-04
λ2 3.075E-02 8.140E-04 3.074E-02 7.464E-04 3.071E-02 7.604E-04 3.067E-02 7.974E-04 3.064E-02 8.465E-04 3.061E-02 8.995E-04
λ3 1.146E-01 3.693E-03 1.171E-01 3.617E-03 1.194E-01 3.836E-03 1.215E-01 4.221E-03 1.234E-01 4.719E-03 1.251E-01 5.245E-03
λ4 3.093E-01 1.031E-02 3.144E-01 9.928E-03 3.203E-01 1.028E-02 3.262E-01 1.094E-02 3.317E-01 1.180E-02 3.365E-01 1.274E-02
λ5 1.215E+00 1.119E-01 1.239E+00 9.833E-02 1.276E+00 9.026E-02 1.315E+00 8.706E-02 1.350E+00 8.836E-02 1.377E+00 9.244E-02
λ6 3.283E+00 2.634E-01 3.313E+00 2.487E-01 3.348E+00 2.544E-01 3.386E+00 2.722E-01 3.425E+00 2.981E-01 3.460E+00 3.271E-01
Table C.7: Kinetic parameters’ mean value (left column) and uncertainty (right column) at different burnup steps for the VVER lattice
when considering correlated U-235 thermal DND
Parameter
Burnup (GWD/MTU)
0 10 20 30 40 50
β1 2.094E-04 9.339E-06 1.723E-04 1.457E-05 1.453E-04 1.979E-05 1.256E-04 2.299E-05 1.104E-04 2.521E-05 9.902E-05 2.680E-05
β2 1.410E-03 7.602E-05 1.218E-03 1.165E-04 1.102E-03 1.548E-04 1.028E-03 1.785E-04 9.741E-04 1.951E-04 9.346E-04 2.070E-04
β3 1.293E-03 8.668E-05 1.091E-03 1.125E-04 9.674E-04 1.388E-04 8.870E-04 1.567E-04 8.290E-04 1.700E-04 7.866E-04 1.801E-04
β4 2.682E-03 1.941E-04 2.227E-03 2.273E-04 1.958E-03 2.627E-04 1.791E-03 2.897E-04 1.674E-03 3.113E-04 1.589E-03 3.284E-04
β5 8.849E-04 1.059E-04 7.621E-04 1.194E-04 7.040E-04 1.320E-04 6.776E-04 1.426E-04 6.636E-04 1.520E-04 6.552E-04 1.598E-04
β6 3.036E-04 3.570E-05 2.636E-04 4.205E-05 2.369E-04 4.812E-05 2.189E-04 5.277E-05 2.058E-04 5.657E-05 1.965E-04 5.961E-05
λ1 1.248E-02 4.636E-05 1.254E-02 8.869E-05 1.259E-02 1.352E-04 1.264E-02 1.752E-04 1.270E-02 2.130E-04 1.275E-02 2.483E-04
λ2 3.076E-02 1.610E-04 3.075E-02 3.661E-04 3.072E-02 5.542E-04 3.068E-02 6.859E-04 3.064E-02 7.899E-04 3.061E-02 8.729E-04
λ3 1.147E-01 1.701E-03 1.171E-01 2.421E-03 1.194E-01 3.160E-03 1.215E-01 3.852E-03 1.235E-01 4.533E-03 1.251E-01 5.158E-03
λ4 3.094E-01 4.564E-03 3.145E-01 6.432E-03 3.204E-01 8.330E-03 3.263E-01 9.892E-03 3.318E-01 1.129E-02 3.365E-01 1.252E-02
λ5 1.218E+00 3.745E-02 1.242E+00 5.055E-02 1.279E+00 6.331E-02 1.317E+00 7.342E-02 1.351E+00 8.251E-02 1.378E+00 9.042E-02
λ6 3.269E+00 1.397E-01 3.302E+00 1.689E-01 3.339E+00 2.063E-01 3.379E+00 2.448E-01 3.419E+00 2.842E-01 3.456E+00 3.210E-01
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C.3 Correlation Matrices of Kinetic Parameters
Correlation matrices are given at six different depletion steps in Tables C.8-C.13 based on
uncorrelated input DND and in Tables C.14-C.19 based on correlated input U-235 thermal fission
data. The correlation coefficients are based on the PWR lattice and they can be used for other
LWR designs, since their correlation coefficients are close. The correlation matrices presented in
Tables C.8-C.13 should be used in conjunction with the data in Table C.2, Table C.4, or Table C.6.
On the other hand, the correlation matrices presented in Tables C.14-C.19 should be used with the
data in Table C.3, Table C.5, or Table C.7.
Table C.8: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at zero burnup
BU=0 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.43 0.16 0.43 0.36 0.21 -0.01 0.06 0.09 0.06 -0.06 0.12
β2 0.43 1 0.33 0.81 0.68 0.45 0.02 0.09 0.23 0.22 0.05 0.21
β3 0.16 0.33 1 0.47 0.49 0.34 0.07 0.1 0.2 0.21 0.09 0.15
β4 0.43 0.81 0.47 1 0.83 0.57 0.06 0.11 0.3 0.29 0.1 0.26
β5 0.36 0.68 0.49 0.83 1 0.57 0.06 0.11 0.31 0.3 0.08 0.27
β6 0.21 0.45 0.34 0.57 0.57 1 0.09 0.05 0.22 0.22 0.08 0.08
λ1 -0.01 0.02 0.07 0.06 0.06 0.09 1 0.02 0.06 0.04 -0.03 -0.01
λ2 0.06 0.09 0.1 0.11 0.11 0.05 0.02 1 0.05 0.01 0.01 0.04
λ3 0.09 0.23 0.2 0.3 0.31 0.22 0.06 0.05 1 0.13 0.03 0.12
λ4 0.06 0.22 0.21 0.29 0.3 0.22 0.04 0.01 0.13 1 0.06 0.12
λ5 -0.06 0.05 0.09 0.1 0.08 0.08 -0.03 0.01 0.03 0.06 1 0.04
λ6 0.12 0.21 0.15 0.26 0.27 0.08 -0.01 0.04 0.12 0.12 0.04 1
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Table C.9: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at burnup of 10 GWD/MTU
BU=10 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.63 0.37 0.57 0.45 0.36 0.01 0.06 0.17 0.11 -0.03 0.11
β2 0.63 1 0.58 0.84 0.71 0.58 0.04 0.07 0.29 0.25 0.07 0.19
β3 0.37 0.58 1 0.65 0.62 0.51 0.09 0.09 0.3 0.25 0.13 0.2
β4 0.57 0.84 0.65 1 0.88 0.71 0.08 0.12 0.39 0.34 0.14 0.29
β5 0.45 0.71 0.62 0.88 1 0.7 0.09 0.14 0.39 0.35 0.14 0.34
β6 0.36 0.58 0.51 0.71 0.7 1 0.11 0.08 0.33 0.3 0.12 0.16
λ1 0.01 0.04 0.09 0.08 0.09 0.11 1 0.04 0.08 0.04 -0.01 0.01
λ2 0.06 0.07 0.09 0.12 0.14 0.08 0.04 1 0.05 0.03 0.03 0.06
λ3 0.17 0.29 0.3 0.39 0.39 0.33 0.08 0.05 1 0.17 0.06 0.18
λ4 0.11 0.25 0.25 0.34 0.35 0.3 0.04 0.03 0.17 1 0.1 0.18
λ5 -0.03 0.07 0.13 0.14 0.14 0.12 -0.01 0.03 0.06 0.1 1 0.08
λ6 0.11 0.19 0.2 0.29 0.34 0.16 0.01 0.06 0.18 0.18 0.08 1
Table C.10: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at burnup of 20 GWD/MTU
BU=20 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.76 0.55 0.66 0.5 0.48 0.04 0.04 0.22 0.15 -0.01 0.06
β2 0.76 1 0.72 0.85 0.69 0.65 0.06 0.03 0.32 0.25 0.06 0.13
β3 0.55 0.72 1 0.75 0.68 0.63 0.11 0.07 0.38 0.27 0.13 0.19
β4 0.66 0.85 0.75 1 0.89 0.8 0.11 0.11 0.44 0.36 0.14 0.29
β5 0.5 0.69 0.68 0.89 1 0.78 0.11 0.15 0.44 0.38 0.16 0.37
β6 0.48 0.65 0.63 0.8 0.78 1 0.13 0.1 0.4 0.34 0.13 0.2
λ1 0.04 0.06 0.11 0.11 0.11 0.13 1 0.04 0.1 0.04 0 0.04
λ2 0.04 0.03 0.07 0.11 0.15 0.1 0.04 1 0.05 0.04 0.05 0.08
λ3 0.22 0.32 0.38 0.44 0.44 0.4 0.1 0.05 1 0.2 0.07 0.22
λ4 0.15 0.25 0.27 0.36 0.38 0.34 0.04 0.04 0.2 1 0.13 0.21
λ5 -0.01 0.06 0.13 0.14 0.16 0.13 0 0.05 0.07 0.13 1 0.12
λ6 0.06 0.13 0.19 0.29 0.37 0.2 0.04 0.08 0.22 0.21 0.12 1
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Table C.11: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at burnup of 30 GWD/MTU
BU=30 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.82 0.65 0.71 0.53 0.54 0.07 0.01 0.22 0.15 -0.02 0.01
β2 0.82 1 0.79 0.86 0.69 0.69 0.08 0.01 0.31 0.23 0.04 0.08
β3 0.65 0.79 1 0.81 0.72 0.7 0.13 0.05 0.41 0.26 0.11 0.17
β4 0.71 0.86 0.81 1 0.89 0.84 0.13 0.1 0.45 0.36 0.13 0.28
β5 0.53 0.69 0.72 0.89 1 0.82 0.14 0.15 0.46 0.38 0.16 0.38
β6 0.54 0.69 0.7 0.84 0.82 1 0.14 0.11 0.43 0.35 0.12 0.22
λ1 0.07 0.08 0.13 0.13 0.14 0.14 1 0.05 0.1 0.05 0 0.07
λ2 0.01 0.01 0.05 0.1 0.15 0.11 0.05 1 0.05 0.06 0.06 0.1
λ3 0.22 0.31 0.41 0.45 0.46 0.43 0.1 0.05 1 0.22 0.07 0.25
λ4 0.15 0.23 0.26 0.36 0.38 0.35 0.05 0.06 0.22 1 0.13 0.23
λ5 -0.02 0.04 0.11 0.13 0.16 0.12 0 0.06 0.07 0.13 1 0.15
λ6 0.01 0.08 0.17 0.28 0.38 0.22 0.07 0.1 0.25 0.23 0.15 1
Table C.12: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at burnup of 40 GWD/MTU
BU=40 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.84 0.69 0.72 0.54 0.57 0.08 0 0.21 0.14 -0.03 -0.01
β2 0.84 1 0.81 0.86 0.68 0.7 0.08 0 0.29 0.2 0.01 0.05
β3 0.69 0.81 1 0.83 0.73 0.73 0.13 0.04 0.4 0.25 0.08 0.16
β4 0.72 0.86 0.83 1 0.89 0.86 0.14 0.09 0.44 0.34 0.1 0.27
β5 0.54 0.68 0.73 0.89 1 0.84 0.15 0.15 0.46 0.36 0.14 0.39
β6 0.57 0.7 0.73 0.86 0.84 1 0.15 0.11 0.43 0.34 0.1 0.23
λ1 0.08 0.08 0.13 0.14 0.15 0.15 1 0.04 0.11 0.05 0 0.09
λ2 0 0 0.04 0.09 0.15 0.11 0.04 1 0.06 0.07 0.07 0.11
λ3 0.21 0.29 0.4 0.44 0.46 0.43 0.11 0.06 1 0.21 0.06 0.27
λ4 0.14 0.2 0.25 0.34 0.36 0.34 0.05 0.07 0.21 1 0.12 0.24
λ5 -0.03 0.01 0.08 0.1 0.14 0.1 0 0.07 0.06 0.12 1 0.16
λ6 -0.01 0.05 0.16 0.27 0.39 0.23 0.09 0.11 0.27 0.24 0.16 1
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Table C.13: Correlation matrix for kinetic parameters in the PWR lattice based on uncorrelated
DND at burnup of 50 GWD/MTU
BU=50 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.85 0.72 0.74 0.54 0.6 0.08 -0.01 0.17 0.11 -0.06 -0.04
β2 0.85 1 0.83 0.86 0.68 0.72 0.08 -0.01 0.25 0.16 -0.03 0.01
β3 0.72 0.83 1 0.85 0.74 0.76 0.13 0.03 0.37 0.2 0.03 0.13
β4 0.74 0.86 0.85 1 0.89 0.88 0.15 0.09 0.4 0.29 0.05 0.24
β5 0.54 0.68 0.74 0.89 1 0.86 0.16 0.15 0.44 0.33 0.1 0.38
β6 0.6 0.72 0.76 0.88 0.86 1 0.15 0.12 0.41 0.31 0.06 0.22
λ1 0.08 0.08 0.13 0.15 0.16 0.15 1 0.04 0.1 0.05 0 0.11
λ2 -0.01 -0.01 0.03 0.09 0.15 0.12 0.04 1 0.07 0.08 0.08 0.12
λ3 0.17 0.25 0.37 0.4 0.44 0.41 0.1 0.07 1 0.2 0.04 0.27
λ4 0.11 0.16 0.2 0.29 0.33 0.31 0.05 0.08 0.2 1 0.09 0.23
λ5 -0.06 -0.03 0.03 0.05 0.1 0.06 0 0.08 0.04 0.09 1 0.16
λ6 -0.04 0.01 0.13 0.24 0.38 0.22 0.11 0.12 0.27 0.23 0.16 1
Table C.14: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at zero burnup
BU=0 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.89 0.78 0.84 0.73 0.74 0.21 0.22 0.42 0.43 0.31 0.39
β2 0.89 1 0.9 0.97 0.9 0.9 0.26 0.29 0.58 0.57 0.42 0.5
β3 0.78 0.9 1 0.9 0.85 0.86 0.24 0.26 0.7 0.56 0.42 0.5
β4 0.84 0.97 0.9 1 0.95 0.95 0.3 0.3 0.66 0.64 0.48 0.56
β5 0.73 0.9 0.85 0.95 1 0.95 0.31 0.32 0.7 0.66 0.54 0.58
β6 0.74 0.9 0.86 0.95 0.95 1 0.31 0.32 0.7 0.65 0.5 0.6
λ1 0.21 0.26 0.24 0.3 0.31 0.31 1 0.08 0.28 0.23 0.19 0.21
λ2 0.22 0.29 0.26 0.3 0.32 0.32 0.08 1 0.24 0.25 0.19 0.21
λ3 0.42 0.58 0.7 0.66 0.7 0.7 0.28 0.24 1 0.51 0.41 0.48
λ4 0.43 0.57 0.56 0.64 0.66 0.65 0.23 0.25 0.51 1 0.39 0.44
λ5 0.31 0.42 0.42 0.48 0.54 0.5 0.19 0.19 0.41 0.39 1 0.43
λ6 0.39 0.5 0.5 0.56 0.58 0.6 0.21 0.21 0.48 0.44 0.43 1
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Table C.15: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at burnup of 10 GWD/MTU
BU=10 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.89 0.77 0.79 0.65 0.68 0.22 0.1 0.41 0.36 0.23 0.28
β2 0.89 1 0.87 0.91 0.8 0.82 0.24 0.13 0.54 0.46 0.32 0.37
β3 0.77 0.87 1 0.89 0.82 0.83 0.23 0.15 0.69 0.5 0.36 0.44
β4 0.79 0.91 0.89 1 0.94 0.94 0.29 0.21 0.66 0.59 0.44 0.54
β5 0.65 0.8 0.82 0.94 1 0.93 0.29 0.25 0.67 0.6 0.49 0.59
β6 0.68 0.82 0.83 0.94 0.93 1 0.29 0.23 0.67 0.58 0.45 0.57
λ1 0.22 0.24 0.23 0.29 0.29 0.29 1 0.04 0.23 0.21 0.16 0.21
λ2 0.1 0.13 0.15 0.21 0.25 0.23 0.04 1 0.15 0.19 0.14 0.18
λ3 0.41 0.54 0.69 0.66 0.67 0.67 0.23 0.15 1 0.46 0.34 0.46
λ4 0.36 0.46 0.5 0.59 0.6 0.58 0.21 0.19 0.46 1 0.33 0.42
λ5 0.23 0.32 0.36 0.44 0.49 0.45 0.16 0.14 0.34 0.33 1 0.41
λ6 0.28 0.37 0.44 0.54 0.59 0.57 0.21 0.18 0.46 0.42 0.41 1
Table C.16: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at burnup of 20 GWD/MTU
BU=20 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.88 0.77 0.76 0.59 0.65 0.21 0.01 0.35 0.29 0.13 0.14
β2 0.88 1 0.86 0.88 0.73 0.77 0.21 0.03 0.46 0.36 0.2 0.22
β3 0.77 0.86 1 0.88 0.78 0.81 0.21 0.07 0.63 0.42 0.25 0.34
β4 0.76 0.88 0.88 1 0.92 0.93 0.26 0.14 0.61 0.51 0.33 0.46
β5 0.59 0.73 0.78 0.92 1 0.91 0.27 0.19 0.63 0.53 0.4 0.55
β6 0.65 0.77 0.81 0.93 0.91 1 0.25 0.16 0.62 0.51 0.35 0.48
λ1 0.21 0.21 0.21 0.26 0.27 0.25 1 0.02 0.19 0.17 0.1 0.19
λ2 0.01 0.03 0.07 0.14 0.19 0.16 0.02 1 0.09 0.15 0.11 0.15
λ3 0.35 0.46 0.63 0.61 0.63 0.62 0.19 0.09 1 0.39 0.25 0.41
λ4 0.29 0.36 0.42 0.51 0.53 0.51 0.17 0.15 0.39 1 0.24 0.38
λ5 0.13 0.2 0.25 0.33 0.4 0.35 0.1 0.11 0.25 0.24 1 0.36
λ6 0.14 0.22 0.34 0.46 0.55 0.48 0.19 0.15 0.41 0.38 0.36 1
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Table C.17: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at burnup of 30 GWD/MTU
BU=30 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.87 0.77 0.76 0.57 0.63 0.19 -0.01 0.3 0.23 0.06 0.07
β2 0.87 1 0.86 0.87 0.7 0.75 0.18 0 0.4 0.29 0.11 0.13
β3 0.77 0.86 1 0.87 0.77 0.8 0.19 0.04 0.56 0.35 0.16 0.26
β4 0.76 0.87 0.87 1 0.91 0.92 0.24 0.11 0.55 0.44 0.24 0.39
β5 0.57 0.7 0.77 0.91 1 0.9 0.25 0.16 0.58 0.47 0.3 0.51
β6 0.63 0.75 0.8 0.92 0.9 1 0.23 0.14 0.56 0.44 0.25 0.41
λ1 0.19 0.18 0.19 0.24 0.25 0.23 1 0.01 0.15 0.14 0.07 0.18
λ2 -0.01 0 0.04 0.11 0.16 0.14 0.01 1 0.08 0.13 0.1 0.14
λ3 0.3 0.4 0.56 0.55 0.58 0.56 0.15 0.08 1 0.33 0.18 0.37
λ4 0.23 0.29 0.35 0.44 0.47 0.44 0.14 0.13 0.33 1 0.17 0.33
λ5 0.06 0.11 0.16 0.24 0.3 0.25 0.07 0.1 0.18 0.17 1 0.31
λ6 0.07 0.13 0.26 0.39 0.51 0.41 0.18 0.14 0.37 0.33 0.31 1
Table C.18: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at burnup of 40 GWD/MTU
BU=40 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.87 0.76 0.75 0.56 0.63 0.17 -0.02 0.25 0.19 0.01 0.03
β2 0.87 1 0.86 0.87 0.69 0.75 0.16 -0.01 0.34 0.24 0.05 0.08
β3 0.76 0.86 1 0.87 0.76 0.79 0.18 0.03 0.5 0.3 0.1 0.22
β4 0.75 0.87 0.87 1 0.9 0.91 0.22 0.09 0.51 0.39 0.17 0.35
β5 0.56 0.69 0.76 0.9 1 0.89 0.23 0.15 0.54 0.42 0.23 0.48
β6 0.63 0.75 0.79 0.91 0.89 1 0.21 0.13 0.51 0.39 0.19 0.36
λ1 0.17 0.16 0.18 0.22 0.23 0.21 1 0.01 0.13 0.12 0.05 0.17
λ2 -0.02 -0.01 0.03 0.09 0.15 0.13 0.01 1 0.08 0.12 0.09 0.14
λ3 0.25 0.34 0.5 0.51 0.54 0.51 0.13 0.08 1 0.29 0.13 0.34
λ4 0.19 0.24 0.3 0.39 0.42 0.39 0.12 0.12 0.29 1 0.12 0.3
λ5 0.01 0.05 0.1 0.17 0.23 0.19 0.05 0.09 0.13 0.12 1 0.27
λ6 0.03 0.08 0.22 0.35 0.48 0.36 0.17 0.14 0.34 0.3 0.27 1
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Table C.19: Correlation matrix for kinetic parameters in the PWR lattice based on correlated
U-235 thermal DND at burnup of 50 GWD/MTU
BU=50 β1 β2 β3 β4 β5 β6 λ1 λ2 λ3 λ4 λ5 λ6
β1 1 0.87 0.76 0.75 0.55 0.62 0.13 -0.03 0.19 0.14 -0.04 -0.02
β2 0.87 1 0.85 0.87 0.68 0.74 0.13 -0.02 0.28 0.17 -0.02 0.04
β3 0.76 0.85 1 0.87 0.75 0.79 0.15 0.03 0.42 0.23 0.03 0.17
β4 0.75 0.87 0.87 1 0.9 0.91 0.2 0.09 0.44 0.32 0.08 0.3
β5 0.55 0.68 0.75 0.9 1 0.88 0.21 0.15 0.48 0.35 0.15 0.44
β6 0.62 0.74 0.79 0.91 0.88 1 0.19 0.12 0.45 0.33 0.1 0.31
λ1 0.13 0.13 0.15 0.2 0.21 0.19 1 0.01 0.11 0.1 0.02 0.17
λ2 -0.03 -0.02 0.03 0.09 0.15 0.12 0.01 1 0.08 0.12 0.09 0.14
λ3 0.19 0.28 0.42 0.44 0.48 0.45 0.11 0.08 1 0.24 0.08 0.31
λ4 0.14 0.17 0.23 0.32 0.35 0.33 0.1 0.12 0.24 1 0.07 0.26
λ5 -0.04 -0.02 0.03 0.08 0.15 0.1 0.02 0.09 0.08 0.07 1 0.22
λ6 -0.02 0.04 0.17 0.3 0.44 0.31 0.17 0.14 0.31 0.26 0.22 1
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