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1. Positive sums and integrals 
The lectures [ I] were written to call attention to one problem. This is to find positive polynomials 
which arise in a natural way yet their positivity is not obvious in the most natural representation 
of the polynomials. Most of the polynomials considered in [ 1 ] are sums of Jacobi polynomials. 
Jacobi polynomials Pd(a38) (x ) are polynomials orthogonal on the interval [ - 1 , 1 ] with respect to 
(1 - x)” (1 + x)fi. They can be defined by 
(-1)” d” 
(1 -x)*(1 + x)Q+P’(x) = -- 
2”n! dx” 
[(I -xY+@(l + x)“+Q 
or given as a hypergeometric series 
P(“qx) = y)n2~l (-ya+:B+l;t(l_x))* n 
(1.1) 
(1.2) 
Special cases include Legendre polynomials Pn (x) when Q = jI = 0, Chebychev polynomials of 
the first and second kind T,, (x ) and U,, (x), when Q = p = - $ and a! = p = 3 respectively, and 
Hermite polynomials I& (x ) when x is replaced by x(u-‘12, p = a and a + 00. 
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At the beginning of this century, Fejer discovered some special cases of the following inequality: 
(1.3) 
FejCr proved this when (Y = i, p = -$, when a = /3 = 0, and conjectured it when (Y = p = i. 
This conjecture was proved by Jackson and Gronwall. Many years later, Feldheim realized that 
( 1.3) should be true for a = /3 > 0, and proved this. References to all of these are in [ 11. 
The idea that something true for specific values of (a,P) should have an extension for other 
(a, /? ) has been one of my motivations, and it continues to be useful. In particular, the inequality 
( 1.3) has been shown to be true for a > $, /? = - i and for (Y > -2, /3 = 0. It is also true that if 
(1.3) holds for (cK,~), then it holds for (a -~,/3 + p), ,U > 0. 
To see for which other values of (a, /3) it may be possible to have ( 1.3)) it is useful to both 
consider special cases and to look at limiting cases. 
Consider first y1 = 1. The sum is 
(a+P+2)(1 +x) 
2(P+ 1) ’ (1.4) 
and this is negative for - 1 < x when CY + /? + 2 < 0 and /I > - 1. 
When 12 = 2, the minimum value of the quadratic is 
+(a + 21, (1.5) 
when (Y + /? + 2 = 0, so the sum is negative when (y: + /3 + 2 = 0 and -2 < a < 0. We can do 
better than these examples by considering a limiting case. 
It is well known and easy to show that 
ph. n-aP,(ayp) e ( > cos n = (g?)-v,(e), 
where 
Ja(e) = 2 (-l)“(gu 
2n+u 
n=or(n + a + l)n!’ 
Whena>P-1, 
a+l-/3 n e 
c 
P’“YP) (cos(8/n) 1 k = 2*r(/3 + 1) t+J,(t)dt. 
k=O P/y@) ( 1) s 0 
(1.6) 
(1.7) 
(1.8) 
Thus when cx > /3 - 1, if the right-hand side changes sign, then the left-hand side must also, at least 
for large n. 
The integral 
(1.9) 
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converges for ct: - p > - 1, and the positivity can be determined completely, at least in one sense. 
The Bessel function J,(t) has infinitely many zeros and decays like tm112 as t -+ co. In particular, 
112 
COs(t - (a + t)+x> + O(te312), for t large, (1.10) 
so t112 J, (t) has oscillations which look similar to those of cos t and sin t. In particular when CX’ = $, 
these functions are 
2 t/2 
t”2J1,2(t) = ; 
0 
sin t, (1.11) 
t1/2J_,,Z(t) = 2 
0 
112 
n 
cost. (1.12) 
These two functions have different properties for their first arch, which explains why 
0 
I sintdt = 1 -cos8 2 0, 
0 
but 
0 
I costdt = sin8 
0 
(1.13) 
(1.14) 
changes sign infinitely often. 
Using an extension of Sturm’s theorem, or a series as a sum of squares with positive coefficients, 
it is possible to prove 
I t+J,(t)dt a 0, 
0 
(1.15) 
for 8 > 0 when p = - 1, CY > 1, with strict positivity when Q > $. See [ 191 for the Sturm argument, 
and [ 131 for the identity 
0 
t1’2J a (t) dt = 
a+‘e 
0 
X 
O” (;,,(~a- ~,,(cy + ;Lm + a + i, 
n=O (a + 1)&a + &n! (n + QI + 4) [Jn+a/2+1/4(@)12, c 
a > -;. (1.16) 
This series is clearly positive when o > i, nonnegative when o = i, and is negative when 8 is a 
zero of J~2~+1)/4(;6) when -4 <Q < 4. 
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For j? = 0, there are a number of ways of showing that ( 1.15) holds when (u > - 1. A formula of 
Bailey is 
0 n/2 
I 
J,(t)dt = 8 
s 
[Ja,2(3esinu,)12sin~d~, Q > -1. (1.17) 
0 0 
This and other formulas are mentioned or derived by Gasper [ 131. 
Just as for (1.3), if (1.15) is true for (a,P), it continues to hold for (a - p,j? + Jo) when p > 0 
as long as the convergence condition is satisfied, i.e., p < i ((u + 1 - p). It is also true when ((Y, p) 
is changed to (a + p, j? + p), p > 0. The second claim is easy to prove, since it follows immediately 
from Sonine’s first integral 
1 
“-y(x) = 
1 
X 
T(y - cX)2Y-a-i s 
(1 - t2)y-a-1Ja(xt)ta+1 dt, y > Q > -1, (1.18) 
0 
for 
e 1 e 
s x-~-~~a+p,x)~ = r(yf2r_l /(I - t2y1 /~dxt”+B+l dt, /l > 0. (1.19) 
0 0 0 
To show the first, we use an inverse of Sonine’s integral, which is not well known. To obtain it, 
first give the Hankel transform inverse of ( 1.18 ). If a function f (t ) is smooth enough and goes to 
zero fast enough, then 
cc 
cc?(x) = 
s 
f(t)&(xt)tdt 
0 
can be inverted to give 
03 
f(t) = s g(x)J,(xt)xdx. 
0 
This applied to (1.18) gives 
(1.20) 
(1.21) 
ta(l - t2);+’ = r(y - a)2Y-*-’ J x”-YJ,(x)J,(xt)xdx 
= r(y - 4y-“-’ Fg4 [;> &(x)xdx, y > (Y > -1, (1.22) 
0 
so, 
co 
s 1 J,(x)Jy(x.Qx=-Yxdx = r(r _ ,)2y_,_is -Y(s2- q-a-1, y > Ly > -1. (1.23) 
0 
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This can again be inverted using ( 1.20) and ( 1.2 1) to obtain 
cc 
*-yJ,(x) = 
1 
X 
T(y - a)2Y-a-’ J s-~ (s2 - 1 Y-r J, (xs)s ds, 
1 
(1.24) 
Q < y < 2a + $. Then 
Y Y 
J 
x+pJ,_,(x)dx = 2p_1;(P) J*s~+‘-~(s~ - I)+ J$$$i.xh, 
0 1 0 
(1.25) 
when 0 < ,U < min(i(2& + 3), :(a + 1 - p)). The condition p < $0 + i can be removed by 
iteration of (1.25). The other conditions on p are needed to insure convergence of the left integral 
in ( 1.25) at x = 0 and the right integral at s = 1. 
Returning to ( 1.15)) the cases when /3 < - $ do not lead to a positive integral, for the sizes of the 
arches increase and so eventually the area of the negative arches will outweigh that of the positive 
arches if you stop at the end of a negative arch. 
This leaves just the cases - 1 < cy < i, /? > -i, and -2 < Q < -1, -i < /? < CE + 1. When 
i < (Y < - 1, the first arch is negative, so positivity does not hold. When - 1 < cy < i, fi > -i, -- 
the solution uses the root /3(a) of the equation 
ja,2 
J 
t+J&)dt = 0, Q-P > -1, (1.26) 
0 
where j,,2 is the second positive zero of J,(t). For -1 < CY. < $, -i < /?(a) < 0 and (1.15) holds 
for p(a) 6 /3 < 0 but not for p < P(Q). See [4] for -1 < CE < - i and [20] for - $< a < 1. The 
case (Y = -4 is much older, and follows from an integration by parts. 
Two questions arise naturally. First, what is the nature of the curve (a, /3(a))? Numerical 
evidence in [4] suggests that /I (CX) is decreasing and convex, at least when - 4 < a < 4. Much 
earlier Szego [ 81 showed that 
9 
J t-“J,(t)dt 2 0, 
0 
when cr > 6 and 6 is the solution of 
&2 
J 
t-“J,(t)dt = 0. 
0 
(1.27) 
(1.28) 
It is easy to show that 
lim p(a) = 0, (1.29) 
a-.-1+ 
for the first positive zero of J, (t > approaches 0 when a + - 1 + , and if (1.29) does not hold, then 
the area of the first arch goes to zero and the second area is negative. 
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Referee Grosjean asked De Meyer to compute more data on the values of these zeros. A least- 
square fitting based on 150 pairs (a,P) from o = -0.99 to Q = 0.5 gives 
/3(a) = -0.42535 ((Y + 1) + 0.10433 (a + l)‘-0.04733 (a + 1)3 
+ 0.01662 (CX + 1)4 - 0.00278 (a + 1)5 + small error, -1 < Q < i. 
Since the second derivative of the polynomial on the right is positive for -1 < Q: < i, it seems 
likely that p (a) is convex for - 1 < Q < i. 
The other natural problem is to try to prove (1.3) for some (a,P) in this range, i.e., for 
-l<a<Oandsomep<OandO<a<{ and some p < -_(y. This is probably quite hard, 
and I do not know applications, so it may not be worth a lot of time. However, it is worth some 
computing time to see what is true, especially for -2 < Q < - 1. For the best p in ( 1.3) is bounded 
by P(a) from (1.26) when -1 < a < i, and so it goes to zero as a + -l+. However, (1.3) holds 
for /3 = 0 when -2 < Q < -1, and (1.3) may hold for some p < 0 in this range. If so, this is very 
interesting, and should be studied carefully. 
There is a more general sum with one more parameter, and also a corresponding Bessel function 
integral. The simple picture of looking at areas of arches no longer works, but deep results have 
been obtained by Gasper by means of sums of squares with positive coefficients. See [ 141 for 
deeper results for sums of Jacobi polynomials. 
I mentioned most of the above in an earlier set of problems. The problems in this section of [2] 
are the only ones in this paper which have not generated new results, and since I think they are 
interesting, and I am annoyed that no computer work has been done, I took this chance to call them 
to the attention of some of the bright young mathematicians now studying orthogonal polynomials 
and special functions. 
2. Other problems 
The other list of problems I published was in [ 1, Chapter lo]. This list has not been as successful, 
possibly because I was not as explicit as I should have been about why the problems are interesting. 
The first problem was posed by Ginibre [ 15 1. If H,, (x ) is the Hermite polynomial defined by 
K(X) = (2~)~ 2Fo 
-$z,~<l -n) ;-x-2 
and orthogonal on (-co, cc ) with respect to exp (-x2 ), then Ginibre proved that 
OomN 
JSn [H,, (xl f H,,, (y ) I e-x2-y2 dx dy > 0, 
--w-LX i=l 
for all N = 1,2, . . ., ni = 0, 1, . . ., and all choices of plus and minus signs. 
The obvious general problem is to see when 
(2.1) 
(2.2) 
bbN 
JJn 
[Pni(X) hPni(Y)] da(X) da(y) 2 0, 
a a i=l 
(2.3) 
R. Askey /Jacobi polynomials and Bessel functions 
for the same N, ni and all plus and minus signs when 
b 
s 
pn(x)nn(x)da(x) = 0, m + ~1, da (X ) a positive measure. 
9 
(2.4) 
To find a necessary condition, consider N = 3 with all plus signs. Then the integral is 
b b 
2 
s 
Pn, LdPn, WPn, 0) da(x) 
s 
da(y), (2.5) 
a a 
for the other integrals have a factor which is zero by orthogonality. When (2.5) is nonnegative, 
then 
n+m 
Pn(X)Pm(X) = c akm,n)l%(x), (2.6) 
!f+-WI) 
with nonnegative coefficients a (k, m, n ). 
Ginibre [ 15 ] proved (2.3) when p,, (x ) = T,, (x 1, da (x ) = ( I- x2 )-‘i2 d_x, and it is easy to see 
that (2.3) also holds when p,(x) = U,,(x) and when 
Pn(COSO) = 
sin(n + +j)13 
sin 1 . 
(2.7) 
These are positive multiples of Pn(aS8) (x) when (a,P) = (-i,-i), ($,i) and ($,-i), respec- 
tively. The problem (2.6) of positive linearization coefficients of Jacobi polynomials was solved 
completely by Gasper [ 9, lo], a q-extension was studied by Rahman [23], and recently Szwarc 
[25,26] gave a general argument which comes close to getting all of Gasper’s results. I would guess 
that (2.3) holds when 
Pn (x) = @Ia) (x), (2.8) 
when cy 2 /I > -i and possibly for (Y 2 p > - 1, a + j3 + 1 2 0. It is probably also true for the 
symmetric Krawtchouk polynomials 
KI(x;;m = 2fi (-:ix;2), 12,x = O,l,..., N, (2.9) 
which are orthogonal on x = 0, 1, . . . , N with respect to 
( > ; (~)x(~Fx, 
and possibly for the nonsymmetric case with the appropriate normalization. The linearization 
coefficients were shown to be nonnegative in [7]. 
The second problem concerned a pair of inequalities proved in [ 16,171. These are 
1 + Pn(x) 2 Prb) + P,(x), O<x<l, n(n+l)=r(r+l)+s(s+l), (2.10) 
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when P,,(x) is the Legendre polynomial (i.e., (II = /I = 0 in the Jacobi polynomial). The other 
inequality is 
1 + Jo(c) > Jo(a) + Jo(b), (2.11) 
when c2 = a2 + b2. An extension of (2.11) to - 
04 
a+1 
Q a 0, 
which is a renormalized Bessel function, follows from (2.11) and Sonine’s integral ( 1.18 ) . A much 
nicer proof of (2.11)) which leads to many extensions, was found by Mercer [ 2 1,221. What I would 
like is a proof of (2.10) which has something in common with Mercer’s proof. The conditions 
n (n + 1) = r (r + 1) + s (s + 1) and c2 = a2 + b2 come from the eigenvalues in the usual differential 
equations satisfied by P,, (x ) and JO (cx ) . The number of solutions of n (n + 1) = r (r + 1) + s (s + 1) 
can be found by a theorem of Jacobi for the number of ways of writing an integer as the sum of 
the squares, for 
n(n+ 1) =r(r+ l)+s(s+ 1) (2.12) 
is equivalent to 
1 + (2n + 1)2 = (2r + 1)2 + (2s + 1)2 (2.13) 
and both sides are congruent to 2 mod 4, while the sum of two even squares is congruent to 
0 mod 4 and an odd and even square is odd. When n, r and s are even, then using the quadratic 
transformation 
Pz&(X) = Pk(o+2’(2x2 - I), (2.14) 
an inequality for -1 < x < 1 is obtained for P,(oy-1’2’ (x). It is 
1 + p(0*-1’2)(x) 2 P,(o,+)(x) + p,(o,+)(x), n -1 < x < 1, (2.15) 
when 
2n(2n + 1) = 2r(2r + 1) + 2s(2s + 1). 
This suggests the right place to look for an inequality is using 
pk-‘/a (x), 
n (2.16) 
which for (Y = -i,O,i,... are the spherical functions on real projective spaces (see [ 18]), but use 
the quadratic transformation (2.14) to get this form of the spherical functions. 
At the meeting in Granada I mentioned some other problems. One has been solved; let me record 
it here, so people can stop thinking about it, and call attention to a very interesting new paper of 
Dummit. 
In [ 241 a problem of Ramanujan on two sixth-degree equations which he claimed could be solved 
in terms of radicals is reprinted. Since Ramanujan probably did not know Galois theory, it is likely 
he could solve the equations exactly. Each of his equations has a trivial zero, so the problem is to 
solve two fifth-degree equations. Dummit [6] found a way to solve a fifth-degree equation if the 
Galois group is solvable, and gave one example. After McKay told me about Dummit’s paper, I 
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wrote Dummit to ask if he would solve these two equations of Ramanujan. He did. The equations 
are 
x6-x3+x*+2x-l =o, (2.17) 
x6 + x5 - x3 - x2 - x + 1 = 0. (2.18) 
x = - 1 is a solution of (2.17) and x = 1 of (2.18). The other roots of (2.17) are as follows. 
The polynomial x6 -x3 + x2 + 2x - 1 is the product of the linear factor x + 1 and the irreducible 
polynomial g(x) = x5 - x4 + x3 - 2x2 + 3x - 1. The roots of g(x) = 0 generate an extension 
of the rational numbers of degree 10 with dihedral Galois group. Let (all fifth roots are real fifth 
roots) 
2ooJs-~~~+~&KFz) 1 
115 
r1 = _Ep+ 
= 2.161 178730214795 139..., 
115 
r-2 = -~-2ooJ5-~~~-~&GFz) 
I 
= -4.441 1819562904313053.... 
115 
r3 = -y-200&+ yd_+ y JqGCzF) 1 = 1.596460134606070673..., 
115 
r4 = -&p+ 200&+ y J~-~~~ 
I 
= 1.892 564 407 823 392 102.. . . 
Let c denote a fifth root of unity with [ + [ -l = i( - 1 + 6) and set 
a1 = rl + r2 + r3 + ~4, 
a2 = C4rl + C3r2 + tY2r3 + b4, 
a3 = C3rl + 02 + C4r3 + C*r4, 
a4 = 1*ri + C4r2 + lr3 + C3r4, 
a5 = lrl + C*r2 + 13r3 + C4r4. 
Then the roots of g (x ) are the numbers 
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Choosing c = 0.309016 994 374947424 1 + 0.951056 516295 153 572 1 i, the approximate nu- 
merical values of the roots are 
x1 = 0.441804 263 270 766 1, 
x2 = 0.910 820 763 699 306 960 + 0.658 673 915 593 740 872 i, 
x3 = -0.631722895334689621 - l.l80005278172243333i, 
x4 = -0.631722895334689621 + l.l80005278172243333i, 
x5 = 0.910 820 763 699 306 960 - 0.658 673 915 593 740 872 i. 
The above is taken from a letter written by Dummit. 
Recently, Dummit was looking at the Lecture Notes in Math. 21 on complex multiplication. It 
contains a paper by Chowla [ 51 in which the nontrivial real root of the second equation is given. 
Chowla has a reference to a note of Watson in which both equations are solved (see [28] ). In the 
referee’s report, Grosjean observed that the expressions for ri above can be rewritten in a slightly 
more attractive way, for 
Watson and Dummit, in the week before he was able to see Watson’s paper, figured out how 
Ramanujan came across these two quintics. Dummit thinks it is likely Ramanujan knew these 
equations could be solved without having their solutions. If so, Ramanujan probably read more of 
Volume 3 of Weber’s Algebra [29] than had seemed likely on the basis of his other work. 
Finally, a wild problem which must have occurred to many people. For Jacobi polynomials the 
formal reproducing kernel, or delta function with respect o their measure, is 
2 h,‘P,‘“B) (x)P,‘*‘8’ (y), (2.19) 
n=O 
where 
h, = j [P”(aTYx)]2 (1 -x)“(l + x)Qx. 
-1 
When a > p > -$, there is an integral found by Gasper [ 111 which gives 
(2.20) 
P;(ay8) (x +*~) (y) = P;“y8) (1) i P:=+P) (z) do(x,y, z), (2.21) 
with do(x, y, z) > 0. Thus, for these values of (a, p), for many problems it is sufficient o consider 
(2.22) 
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There are two very natural ways to form a positive series from (2.22). The first is 
ix 
c rvz-$y) (x)PpJ) (l), n 
n=O 
the second is 
2 rn(n+cu+B+‘)h,‘p,(cr,P)(x)p,(*‘8’(l), 0 6 y < 1. 
n=O 
When (I = fi = A- i, (2.23) becomes a multiple of the classical generating function 
“n+;i 1 c 7Cn(x)r” = 1 -r* 
n=O 
(1 - 2xr + r*)l+l’ 
and 
cc 1 ..2 
Here, 
Iz > 0, 
1+2x r"cosyl~ = 
I - r- 
1 - 2rcose + Y2’ 
A = 0. 
n=l 
13 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
When A = 0, the sum which corresponds to (2.24) is 
1+2~r~2~~~nf9= fi(1-r2n+2)(1+2r2n+1cosB+r4”+2)=g(r,~). (2.28) 
n=l n=O 
This is the Jacobi triple product for the theta function. Notice that (2.26) has no zeros in 0, but 
(2.28) has, and the zeros have a nice structure. They are on a bilateral geometric sequence in the 
variable z = eie. 
Is there something similar for (2.24)? For CY = p, Bochner proved that (2.24) is positive when 
0 < r < 1 and a 3 -1, and Gasper [ 121 showed that Bochner’s argument extends to the Jacobi 
case. It is too much to expect the zeros will be as regular as in the case (2.28), but they may have 
some qualitative regularity. 
From (2.28) it is easy to see that the zeros of (2.24) when (Y = /I = -i are on the ray x < -1. 
The same is true when CX* = p* = f. To see this for (Y = fi = 1, differentiate (2.28) with respect 
to 0 and divide by -2r sin 8. The result is 
cc 
c 
0 
r"("+*)(n + l)Sin(in+B1)e = g(r,e) 2 r2n 
n=O (1 + eier2n+l)(1 + e-ie$“+i) 
= g(0)z 2 
r2n 
n=O (1 + zr2n+1)(z + r*n+l)’ 
The partial sum of the series on the right is 
$ (1 + zr2n+:;;Z + r*n+l) = Q2k(z) fi 1 
n=O (’ + 
zrZn+l)(z + ++I) 
(2.29) 
(2.30) 
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where Qzk (z) is a polynomial of degree 2k. The function on the left has at least 2k zeros when 
z < 0, for between each pair of adjacent poles the function changes sign, except possibly between 
the poles at z = -r and z = -r- * . There are 2k such zeros, and since QZk (z ) is a polynomial 
of degree 2k, there are no other zeros. Then Hurwitz’s theorem on zeros of sequences of analytic 
functions implies that the zeros of (2.24) satisfy x < -1 when (Y = /3 = i. 
When cy = -/3 = i or cy = -p = - 1, a similar argument can be given. For cu = -p = $, start 
with 
2 
cc 
y”(“+l) cos(n + $)(j = eiel2 Cp(n+l) einO, 
0 -cc 
(2.31) 
which can be factored by the triple product identity. Then the same argument as above gives the 
desired conclusion. 
For Q = -/3 = -i, or more generally, for p > Q > - 4, the result for 
c 
O” r”(n+a+B+l)h,lp,d (x)p,‘“,B’ @) (2.32) 
n=O 
follows from the case when CI: and /3 are interchanged, since 
P’“J)(-,) = (-l)“p,‘B’*’ (x). n (2.33) 
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