Routing Topologies of Wireless Sensor Networks for Health Monitoring of a Cultural Heritage Site by Aparicio, Sofía et al.
sensors
Article
Routing Topologies of Wireless Sensor Networks for
Health Monitoring of a Cultural Heritage Site
Sofía Aparicio 1,*, María I. Martínez-Garrido 2,3, Javier Ranz 1, Rafael Fort 2,3
and Miguel Ángel G. Izquierdo 2,4
1 Instituto de Tecnologías Físicas y de la Información “Leonardo Torres Quevedo” (ITEFI) CSIC,
C/Serrano, 144, 28006 Madrid, Spain; javier.ranz@csic.es
2 CEI Campus Moncloa, UCM-UPM y CSIC, 28040 Madrid, Spain; mi.martinez.garrido@csic.es (M.I.M.-G.);
rafael.fort@csic.es (R.F.); miguelangel.garcia.izquierdo@upm.es (M.Á.G.I.)
3 Instituto de Geociencias, IGEO, (CSIC-UCM), C/José Antonio Novais, 2, 28040 Madrid, Spain
4 E.T.S.I. Telecomunicación (UPM), Av. Complutense 30, 28040, Madrid, Spain
* Correspondence: sofia.aparicio@csic.es; Tel.: +34-915-618-806
Academic Editor: Leonhard M. Reindl
Received: 28 June 2016; Accepted: 12 September 2016; Published: 19 October 2016
Abstract: This paper provides a performance evaluation of tree and mesh routing topologies of
wireless sensor networks (WSNs) in a cultural heritage site. The historical site selected was San Juan
Bautista church in Talamanca de Jarama (Madrid, Spain). We report the preliminary analysis required
to study the effects of heating in this historical location using WSNs to monitor the temperature and
humidity conditions during periods of weeks. To test which routing topology was better for this kind
of application, the WSNs were first deployed on the upper floor of the CAEND institute in Arganda
del Rey simulating the church deployment, but in the former scenario there was no direct line of sight
between the WSN elements. Two parameters were selected to evaluate the performance of the routing
topologies of WSNs: the percentage of received messages and the lifetime of the wireless sensor
network. To analyze in more detail which topology gave the best performance, other communication
parameters were also measured. The tree topology used was the collection tree protocol and the mesh
topology was the XMESH provided by MEMSIC (Andover, MA, USA). For the scenarios presented in
this paper, it can be concluded that the tree topology lost fewer messages than the mesh topology.
Keywords: wireless sensor networks; routing topologies; mesh topology; tree topology; cultural heritage
1. Introduction
Wireless sensor networks (WSNs) belong to a new field of research that is currently undergoing
rapid growth. A WSN is composed of nodes; each of them has computing power and can transmit
and receive messages over wireless communication links. In recent years, WSNs have been used for
structural health monitoring of different types of structures as bridges [1,2].
Over the last decade, there is a growing effort to protect and support cultural heritage. The need
to protect our heritage from the environmental degradation is widely recognized by, e.g., the European
Commission. Research has focused on solutions to preserve movable and immovable cultural heritage
assets using WSNs [3–10]. This work belongs to a series of papers dedicated to study the effects of
heating in historical heritage sites using WSNs to monitor the temperature and humidity conditions
during two years.
The design of a WSN for monitoring and conservation of heritage sites depends on the application
scenario. It must consider specific requirements, such as the environment, resources, cost, hardware,
and system constrains. One of the clues of this kind of WSNs is the routing topology that the messages
follow to reach the base station. Several works have been performed to study the configuration of these
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types of networks [11–13]. To face the problem of testing WSNs, different articles have also been found
in the literature [14,15]. Therefore, a preliminary analysis about which topology is more adequate
should be carried out in this application scenario. This paper provides a performance evaluation
of tree and mesh routing topologies of WSNs in a cultural heritage site. The historical heritage site
selected was the San Juan Bautista church in Talamanca de Jarama (Madrid, Spain). The tree topology
used was the collection tree protocol (CTP) and the mesh topology was the XMESH provided by
MEMSIC (Andover, MA, USA). These topologies were selected because they are the most commonly
used [16–23]. An experimental study of WSN power efficiency using the XMESH routing topology
was reported in [23].
The BLIP, the Berkeley Low-power IP stack, and TinyRPL implementations in TinyOS 2.x were
used to evaluate the performance of the newly proposed standards and compare them with CTP [24].
Three protocols for WSNs (i.e., CTP, MultiHopLQI and BLIP 6LowPAN) were experimentally compared
to assess the performances in terms of latency and packet loss [25]. In this work, CTP exhibited
minimum latency and the best reliability. Previous studies compared mesh and tree topologies,
but only in a simulated scenario [26,27].
To test which routing topology was better for this kind of application, the WSNs were first
deployed on the upper floor of the CAEND institute in Arganda del Rey (Madrid, Spain) simulating
the church deployment. This deployment is representative of a typical building interior with numerous
walls and no direct line of sight between the WSN elements. In the cultural heritage site studied in
this work there were almost no fixed obstacles and, therefore, direct line of sight between the WSN
elements. Both scenarios had a rather similar arrangement; the motes were distributed in an elongated
rectangular surface, forming two parallel lines with the base station to one end. This arrangement
is very common in buildings, such as warehouses, churches, offices, etc. Motes were tested point to
point and several communication parameters were measured, such as the received signal strength
indication (RSSI), the throughput, and the transmission bandwidth. It was found that this network was
appropriate for this kind of deployment. We, therefore, decided to carry out a more comprehensive
study to determine which topology was preferred in a particular scenario.
2. WSN
When a WSN is deployed in a real scenario, many communication problems arise due to the
uncontrolled circumstances; for example, crowd intensity, presence of no fixed obstacles, electrical
power outages, etc. Each cultural building has unique characteristics from the point of view of design,
construction, and materials used to build it. In particular, in the cultural heritage site selected in
this work, many communications problems appeared. During the celebration of catholic ceremonies,
such as masses, Passion Week, etc. the communications were affected due to the presence of people,
sculptures, and large quantities of flowers for the processions. Therefore, it is very important to test
this type of network in a real deployment to evaluate which routing protocol is more effective for the
required application. Comparing the number of lost messages and the lifetime of the network makes
it possible to analyze the network behavior for a particular scenario and to choose the best routing
topology for the application.
In this section the wireless sensor system and components developed by the authors are described.
2.1. The Hardware Platform
Two WSNs composed of Mica2 motes purchased from MEMSIC (Andover, MA, USA) [28] using
different routing topologies, mesh or tree, were employed. The Mica2 motes come in three models
according to their RF frequency band: the MPR400 (915 MHz), MPR410 (433 MHz), and MPR420
(315 MHz). The motes use the Chipcon CC1000, FSK modulated radio and are controlled by an
Atmega128L micro-controller with a frequency-tunable radio with extended range. The MPR400
model, emitting maximum power, was used in this experiment. Software programs for motes were
written in NesC (an object-oriented extension of C) and run using the TinyOS operating system [29].
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Both WSNs were composed of seven motes and the base station. Motes were programmed to send a
data package of 41 bytes every 2 min, which was enough to monitor the slow temperature changes in
the buildings. As mentioned above, this work arose from a project to study the effects of heating in
historical heritage sites using WSNs to monitor the temperature and humidity conditions inside and
outside the walls during periods of weeks.
2.2. Routing Algorithms
The two different routing topologies used in this work, mesh and tree, respectively, using the
XMESH and the CTP protocol, are described below.
2.2.1. XMESH
XMESH is a full-featured, multi-hop, ad-hoc, mesh networking protocol developed by MEMSIC
(Andover, MA, USA) for wireless networks [28]. An XMESH network consists of nodes (motes) that
wirelessly communicate with each other and are capable of hopping radio messages to a base station
where they are passed to a PC or other client. The hopping effectively extends the radio communication
range and reduces the power required to transmit messages. By hopping data in this way, XMESH
can provide two critical benefits: improved radio coverage and improved reliability. Two nodes do
not need to be within direct radio range of each other to communicate. A message can be delivered to
one or more nodes in between, which will route the data to its final destination. Likewise, if there is
a bad radio link between two nodes, that obstacle can be overcome by rerouting around the area of
bad service.
2.2.2. Collection Tree Protocol (CTP)
The TinyOS-2.x operating system provides a well-tested, tree-based routing protocol called the
collection tree protocol (CTP). A number of nodes in a network advertise themselves as tree roots.
The remaining nodes form a set of routing trees to these roots. CTP is address-free in that a node does
not send a packet to a particular root; instead, it implicitly chooses a root by choosing the next hop.
Nodes generate routes to roots using a routing gradient [30]. CTP uses expected transmissions (ETX) as
its routing gradient, with roots having an ETX of 0. The ETX of a node is the ETX of its parent plus the
ETX of its link to its parent. This additive measure assumes that nodes use link-level retransmissions.
Given a choice of valid routes, CTP should choose the one with the lowest ETX value.
The main problems that emerge in a CTP network are routing loops and packet duplication.
Routing loops generally occur when a node chooses a new route that has a significantly higher ETX
than the older one, perhaps in response to losing connectivity with a candidate parent. If the new
route includes a node that was a descendant, then a loop occurs. Packet duplication is an additional
problem that can occur in CTP. This occurs when a node receives a data frame successfully and
transmits an acknowledgment (ACK), but the ACK is not received. The sender retransmits the packet,
and the receiver receives it a second time. This can have disastrous effects over multiple hops, as the
duplication is exponential. For example, if each hop, on average, produces one duplicate, then on the
first hop there will be two packets, on the second hop there will be four, on the third hop there will be
eight, and so on.
3. Scenario of the WSN Deployment
The historical heritage site selected was San Juan Bautista church in Talamanca de Jarama (Madrid,
Spain). As mentioned in Section 1, to test which routing topology was better for this kind of application,
the WSNs were first deployed on the upper floor of the CAEND institute in Arganda del Rey (Madrid,
Spain) (Figure 1), simulating the church deployment. In this location there was no direct line of sight
between the WSN elements and walls are made of bricks and glass. The first WSN was composed of
seven motes (11–17) and the base station (10) using the XMESH protocol. The second WSN was also
composed of seven motes (21–27) and the base station (20) using the CTP protocol.
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4. Performance Evaluation 
As previously mentioned, two parameters were selected to evaluate the performance of the 
routing topologies of WSNs, the percentage of received messages and the lifetime of the network. To 
analyze in more detail which topology gave the best performance, other communication parameters 
were measured, such as the number of hops required for every message to reach the base station, the 
parent identifier for each message, and the Received Signal Strength indicator (RSSI) values for each 
mote.  
To compute the number of lost messages, messages were labeled with consecutive identification 
numbers and the missing numbers were spotted and summed. Representing this number of lost 
messages as a function of time, the behavior of the WSN can be analyzed and malfunctions can be 
detected.  
Energy efficiency and optimal performance are essential for WSNs that operate in remote 
environments with difficult access. Energy efficiency can be improved with an appropriate choice of 
the WSN topology and communication protocols, with the energy required for communication 
scaling with distance (d) in a d2 to d4 relation. Therefore, the lifetime of the WSN has been studied 
as an indicator of energy efficiency. Some computer simulations have been performed to study the 
energy efficiency using different topologies [27], and different assumptions about the radio 
parameters in transmit and receive modes also change the relative advantages of different topology 
and routing protocols. 
The performance of the WSN was also monitored using additional parameters, related to the 
routing of messages within the WSN, these parameters were the number of hops, the parent 
identifier, and the RSSI values. 
The number of hops is the number of times a packet travels from the source through the 
intermediate nodes to reach the base station. A data point with one hop indicates that the message 
Figure 1. WSN deployment on an upper floor of the CAEND institute.
Since both WSNs worked well at the institute, they were tested in San Juan Bautista church as
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4. Performance Evaluation
As previ usly mentioned, two paramete s were sel cted to evaluate the performance of the
routing topologies of WSNs, he percentage of receiv d messages and the lifetime of the network.
To analyze in more det il which topol gy gave the b st performanc , oth r communication parameters
wer measured, such as th number of ops r quired for every message reach the base station,
the parent identifier for each message, and the Received Signal Strength indicator (RSSI) values for
each mote.
To compu e the number of lost messages, mess ges were labeled with co secutive identificati n
numbers and the missing numbers were spotted and summed. Representing this number of lost
messages as a function of time, the behavior of the WSN can be analyzed and malfunctions can
be detected.
E ergy efficiency and optimal performance are ess ntial for WSNs that operate in remote
environments with difficult access. Energy efficiency can be improv d with an appropriate choice of the
WSN topology and ommu ication protocols, with the energy required for communication scaling with
distance (d) in a d2 to d4 r lation. Therefore, the lifetime of the WSN has b en studied as an indica or
of nergy efficiency. Some computer simulat ons have been performed to study the energy efficiency
using differe t topologies [27], and differ nt assumptions about th radio p rameters in transmit and
receive modes also change the relative advantages of different topology and routing protocols.
i of messages within the WSN, these parameters w e th number of hops, the parent identifier,
and he RSSI values.
i te nodes to reach the base sta ion. A data point with one hop indicates that the message was
received directly by the base station, two hops means that there was one intermediate mote, and so on.
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The parent identifier is the identifier of the first mote that receives the message. If the base
station has a direct connection to the mote sending the message, then the base station is identified as
the parent.
The RSSI values are measured for each mote in every position and these values can be related
with the parent identifier of each mote.
Henceforth, we use the expression “crowd intensity” to mean the number of people walking in the
vicinity of the WSN, leading to signal interference. Crowd intensity was higher during working days
from Monday to Friday, and lower during weekends and holiday periods. Three different experiments
were carried out to evaluate the selected routing topologies: Experiments 1 and 2 were performed at
the CAEND institute with high and low crowd intensity, respectively, and with no direct line of sight
between motes. To check the robustness of the results obtained, the motes were exchanged but keeping
the same general spatial configuration. Experiment 3 was performed at the church deployment with
occasional high crowd intensities during masses and with direct line of sight between motes.
5. Results
In this section, the results obtained with the WSNs during the three experiments are presented.
The number of lost messages was compared with the lifetime of the network to analyze the network
behavior for a particular scenario and to detect hardware failures. To prevent erroneous data due to
the lack of battery power needed to compute the number of lost messages, only measurements up to
8400 min were considered. Figure 3 presents the percentages of received messages using the XMESH
and CTP protocols in the three experiments for each mote. The percentage of received messages using
the XMESH protocol was always lower compared to the CTP protocol. In Experiment 1 the difference
between the average percentages of received messages using both protocols was the largest, probably
due to the high crowd intensity during the test. In Experiment 3 this difference was the smallest since
there was direct line of sight between motes.
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the CTP protocol was used in the same experiment. 
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The nodes closest to the base station (Motes 12 and 14) in Experiment 2 were the motes with the
lowest number of lost messages using the XMESH protocol, but this tendency was not observed when
the CTP protocol was used in the same experiment.
The percentage of the relative lifetime of each mote using the XMESH and the CTP protocols
in the experiments is presented in Figure 4. The relative lifetime for each experiment means the
lifetime of each mote considering 100% the lifetime of the last mote depleting its energy. The value
of 100% corresponds to 13,384 min. On average the WSN using the CTP protocol depleted its energy
faster than the WSN using the XMESH protocol in all experiments. Experiment 1 had the longest
lifetime and Experiment 2 the shortest one. In Experiment 1 the results obtained using the XMESH
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protocol had more dispersion than using the CTP protocol, while the reverse situation was observed in
Experiments 2 and 3. Figure 4 also shows that, in general, the motes located at longer distances from
the base station stopped emitting before those closer to the base station.
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In Experiment 3, since there was direct line of sight, both WSNs worked well and were very stable,
and almost all motes had a direct connection to the base station. Therefore, a more detailed study
was developed specifically for Experiments 1 and 2 to understand why the CTP protocol performed
better than the XMESH one. The number of hops, the parent identifiers of each message, and the
total number of lost messages as a function of time, using the XMESH (Mote 11) and CTP (Mote 21)
protocols during Experiment 1, is shown in Figure 5. This representation illustrates the differences
between protocols for Motes in the sa e positions. It was found that fewer messages were lost using
the CTP and the WSN more stable, i.e., there were fewer changes from one parent to another.
Once a parent was selected, it was kept for a longer time interval.
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Figure 6 presents the average number of hops made for a message to reach the base station and
the average hopping distance reached by each mote (i.e., the distance divided by the average number
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of hops) using each protocol in Experiments 1 and 2. As expected, the nodes closer to the base station
had on average the lowest number of hops for both protocols. In Experiment 1, the average number of
hops was always lower (and, therefore, the average hopping distance was larger) for the CTP protocol
than for the XMESH protocol, except for Mote 12. In Experiment 2, the average number of hops was, in
general, lower (and, therefore, the average hopping distance was larger) for the XMESH protocol than
for the CTP protocol. The average number of hops in Experiment 1 was larger than in Experiment 2
due to the higher presence of people.
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The RSSI values of the WSN located at the CAEND institute are shown in Table 1. It should be
considered that walls are made of bricks and glass. Mote 22 had the lowest RSSI value with the base
station (Mote 20). The best connections were found between Motes 23 and 26 and between 23 and 25.
Table 1. RSSI values of the WSN at the CAEND institute.
RSSI Mote 20 Mote 21 Mote 22 Mote 23 Mote 24 Mote 25 Mote 26 Mote 27
Mote 21 244 X 38 230 190 125 215 260
Mote 22 182 138 X 265 169 195 248 X
Mote 23 X 230 265 X X 76 35 220
Mote 24 193 190 169 X X 252 X X
Mote 25 X 125 195 76 252 X 146 291
Mote 26 X 215 248 35 X 146 X 209
Mote 27 X 260 X 220 X 291 209 X
6. Discussion
In this section, a comparison between the performance of the XMESH and CTP protocols tested at
the CAEND institute (Experiments 1 and 2) is presented. Two parameters, the percentage of received
messages and the lifetime of the WSN, are proposed in this work to analyze which routing protocol is
better in a particular deployment. According to the results reported in Figures 3 and 4, the percentage
of received messages using the XMESH protocol was always lower than that using the CTP protocol.
In general, the WSN using the CTP protocol depleted its energy faster.
A more detailed analysis of the data was developed by us to understand why the WSN using
the CTP protocol performed better, but depleted its energy faster, than the WSN using the XMESH
protocol in both experiments. For that purpose, the communication parameters described above will
be presented as a function of time during the experiment.
For each mote, the route followed by each message as a function of time is shown in
Figures 9 and 10 using the XMESH and CTP protocols in Experiment 1, respectively.
e sors 2016, 16, 1732  f  
 
The RSSI values of the WSN located at the CAEND institute are shown in Table 1. It should be 
considered that walls are made of bricks and glass. Mote 22 had the lowest RSSI value with the base 
station (Mote 20). The best connections were found between Motes 23 and 26 and between 23 and 25. 
Table 1. RSSI values of the WSN at the CAEND institute. 
RSSI Mote 20 Mote 21 Mote 22 Mote 23 Mote 24 Mote 25 Mote 26 Mote 27
Mote 21 244 X 38 230 190 125 215 260 
Mote 22 182 138 X 265 169 195 248 X 
Mote 23 X 230 265 X X 76 35 220 
Mote 24 193 190 169 X X 252 X X 
Mote 25 X 125 195 76 252 X 146 291 
Mote 26 X 215 248   146 X 209 
Mote 27 X 260 X 220 X 291 209 X 
. iscussion 
I  t is section, a comparison betw en the performance of the XMESH and CTP prot cols sted 
at the CAEND institute (Exp riments 1 and 2) is presented. Two param ters, the p rcentage of 
received messages and the lifetime of th  WSN, are proposed in this work to analyze which r uting 
protocol is be ter in a particular deployme t. According to the esults repo ted in Figures 3 and 4, th  
pe centage of received messages using the XMESH protocol was always lower than that using the 
CTP protocol. In general, the WSN using the CTP protocol depleted its energy faster.  
  t il  l   t  t   l    t  r t   t   i  
t   t   , t l  i   f , t  t e  si  t   
r t c l i  t  eri e ts.  t , t  i ti  t  i   ill 
 s t  s  f cti  f ti e ri g the experi ent. 
 c  mote, the route foll wed by each message as a function of time is shown in Figures 9 
and 10 usi g the XMESH and CTP protocols in Experiment 1, respectively. 
 
Figure 9. Route distribution for each mote using the XMESH protocol in Experiment 1. . i t r t c l i eri e t 1.
Sensors 2016, 16, 1732 9 of 14
Sensors 2016, 16, 1732 9 of 14 
 
 
Figure 10. Route distribution for each mote using the CTP protocol in Experiment 1. 
The black dot represents the mote that created the message (source mote), a blue dot represents 
the parent of a mote (the first parent), a red dot the parent of the parent (the second parent, i.e., a 
grandparent in human terms), a green dot the third parent, a cyan dot the fourth parent, a magenta 
dot the fifth parent, a yellow dot the sixth parent, and a black cross the seventh parent. It can be seen 
that the CTP network was more stable, i.e., there were fewer changes from one parent to another. 
Indeed, once a parent is selected it is kept for a longer time interval (which is visualized as a 
continuous line of the same color). Since this experiment starts on Monday morning, it can be 
observed that, during the weekend, the XMESH configuration was more stable than during working 
days, but compared with CTP the number of hops was generally larger. 
The lost messages (red color), number of hops made for a message to reach the base station (black 
color), and parent identifiers (blue color) as a function of time for each mote using the XMESH 
protocol, are shown in Figure 11. In the x-axis the time interval is presented as a day period, morning 
(m) from 7:00 to 15:00, afternoon (a) from 15:00 to 23:00, and night (n) from 23:00 to 7:00. The data 
considered in Figure 11 starts on Monday morning and lasts until Sunday morning. When a lost 
message occurs, a red cross is plotted with a value of −1. This representation of the data serves to 
point out possible relationships between the lost messages and the change of the parent identifier or 
the number of hops required to reach the base station. It can be observed that, in many cases, a 
message loss using the XMESH protocol is associated with a route change. Mote 12 had the lowest 
number of lost messages; it did not change its parent. 
With this representation, it can also be seen that, commonly, the received message losses 
occurred in the morning, probably due to the higher crowd intensity. During the weekend, when the 
crowd intensity was the lowest, fewer messages were lost and the route was more stable since the 
motes almost did not change the parent identifier. 
l i i t .
The black dot represents the mote that created the message (source mote), a blue dot represents
the parent of a mote (the first parent), a red dot the parent of the parent (the second parent, i.e.,
a grandparent in human terms), a green dot the third parent, a cyan dot the fourth parent, a magenta
dot the fifth parent, a yellow dot the sixth parent, and a black cross the seventh parent. It can be seen
that the CTP network was more stable, i.e., there were fewer changes from one parent to another.
Indeed, once a parent is selected it is kept for a longer time interval (which is visualized as a continuous
line of the same color). Since this experiment starts on Monday morning, it can be observed that, during
the weekend, the XMESH configuration was more stable than during working days, but compared
with CTP the number of hops was generally larger.
The lost messages (red color), number of hops made for a message to reach the base station
(black color), and parent identifiers (blue color) as a function of time for each mote using the XMESH
protocol, are shown in Figure 11. In the x-axis the time interval is presented as a day period, morning
(m) from 7:00 to 15:00, afternoon (a) from 15:00 to 23:00, and night (n) from 23:00 to 7:00. The data
considered in Figure 11 starts on Monday morning and lasts until Sunday morning. When a lost
message occurs, a red cross is plotted with a value of−1. This representation of the data serves to point
out possible relationships between the lost messages and the change of the parent identifier or the
number of hops required to reach the base station. It can be observed that, in many cases, a message
loss using the XMESH protocol is associated with a route change. Mote 12 had the lowest number of
lost messages; it did not change its parent.
With this representation, it can also be seen that, commonly, the received message losses occurred
in the morning, probably due to the higher crowd intensity. During the weekend, when the crowd
intensity was the lowest, fewer messages were lost and the route was more stable since the motes
almost did not change the parent identifier.
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The analysis of the parent identifiers for eac essa e ri the last period of the WSN lifetime
(displayed in Figures 12 and 13 for the XMESH and CTP protocols, respectiv ly) provides more insight
about t e network behavior. T e data s own starts when he first nodes disconnected from the WSN
and nds whe the last nodes discon ect d. A detailed analysis was performed when multiple nodes
simultaneously disconnected from the twork, trying to understa d if they depleted their nergy or
if they died because their parents died in adva ce.
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In the case of the XMESH protocol, Motes 13, 16, and 17 disconnected first from the network.
Motes 13 and 16 depleted their energy since their parents were still connected to the WSN. Therefore,
Mote 17 probably died because it did not have enough energy to connect with more distant nodes.
Then, Motes 11 and 14 depleted their energy since they could have otherwise connected with Mote 12.
After that, Mote 15 depleted its energy, because its parent was still alive. Finally, Mote 12 lasted a
longer time and, therefore, it was the final parent of all motes.
For the CTP protocol, Motes 22, 23, and 27 depleted their energy first, in this order. Then, Motes 21,
25, and 26 died due to the cascade effect created by their parent’s death. Finally, Mote 24 lasted a
longer time and was, therefore, the final parent of all motes.
As previously mentioned, this experiment was repeated to check the robustness of the results
obtained, the motes were exchanged but keeping the same general spatial configuration (Experiment 2).
In this second experiment, similar results were obtained.
Several conclusions can be drawn from the detailed analysis of Experiments 1 and 2. The CTP
network performed better than the XMESH network in all the experiments, meaning that fewer
messages were lost. The main reason for this behavior is that the XMESH network tends to reconfigure
itself faster than the CTP network when there are communication problems, mainly caused by
the movement of people in the real deployment. If the location of the network is static, this is a
disadvantage because the time required to reconfigure the network can lead to message loss. The CTP
algorithm is much more stable when reconfiguring the network structure, thus producing a smaller
number of lost messages. In the almost absence of people interfering with the radio signal, during the
evenings and weekends, as well as in Experiment 2, it was found that the behavior of both networks,
in terms of its configuration, was very similar and the number of lost messages was relatively low.
Another aspect related to the stability of the WSN is that, in the XMESH network, the percentage
of lost messages increases with the number of hops given by a message from the source to the base
station. It was also observed that the average hopping distance reached by each mote did not affect the
message loss.
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It is well known that batteries discharge more quickly in cold weather than in hot weather
conditions. This might explain why the energy efficiency corresponding to Experiment 1, performed
in late May, was high compared to Experiment 2, performed in January.
Finally, in all experiments, it was found that, on average, the WSN using the CTP protocol
depleted its energy faster than the one using the XMESH protocol. In both protocols, nodes closer to
the base station, handling more traffic, lasted longer than the other nodes. Therefore, the number of
transmissions does not affect the lifetime of the motes.
7. Conclusions
This paper provides a performance evaluation of tree and mesh routing topologies of wireless
sensor networks (WSNs) in San Juan Bautista church in Talamanca de Jarama (Madrid, Spain). To test
which routing topology was better for this kind of application, the WSNs were first deployed on
the upper floor of the CAEND institute in Arganda del Rey (Madrid, Spain) simulating the church
deployment. Two parameters were selected to evaluate the performance of the routing topologies
selected, the percentage of received messages and the lifetime of the network. To analyze in more
detail which topology gave the best performance, other communication parameters were measured,
such as the number of hops required for every message to reach the base station, the parent identifier
for each message, and the RSSI values for each mote.
The tree topology used was the collection tree protocol and the mesh topology was the XMESH
provided by MEMSIC (Andover, MA, USA). These topologies were selected because they are the most
commonly used.
Three different experiments were carried out to evaluate the selected routing topologies.
Experiments 1 and 2 were conducted at the CAEND institute with high and low crowd intensity,
respectively, while Experiment 3 was performed at the church deployment with occasional high crowd
intensities during mass times.
In this study, the following conclusions were obtained:
• The CTP network performed better than the XMESH network in all experiments, meaning that
fewer messages were lost. The main reason of this behavior is that the XMESH network tends
to reconfigure itself faster than the CTP one, if there are communication problems, which were
mainly due to the movement of people. This could be an advantage in some applications, but the
reverse situation occurs if the location of the network is static, mainly because the time required to
reconfigure the network can lead to message loss. When XMESH became more unstable, mainly
due to high crowd intensity, the number of hops increased and message loss was associated with
route changes.
• The CTP network was more stable, i.e., there were fewer changes from one parent to another.
• People presence affected the XMESH network more than the CTP one. Under quiet conditions
(low people presence), during evenings and weekends, as well as in Experiment 2 performed
during a holiday period, it was found that the behavior of both networks, in terms of network
configuration, was very similar and the number of lost messages was reduced.
In all experiments, it was found that, on average, the WSN using the CTP protocol depleted
its energy faster than the WSN using the XMESH protocol. In both protocols, nodes closer to the
base station handling more traffic lasted longer than the other nodes. Therefore, the number of
transmissions does not affect the lifetime of the motes.
The conclusions of this work are constrained to WSNs using the very common CTP and XMESH
protocols, as representative of tree and mesh topologies, respectively. Future work using different
protocols is needed to verify if our findings apply to tree and mesh topologies in general. This task
is out of the scope of the present work, which is one of the first attempts to provide an experimental
evaluation to test the performance of WSNs.
Sensors 2016, 16, 1732 13 of 14
Acknowledgments: The Spanish Ministry of Economy and Competitiveness supported this research under
grant numbers BIA2009-14395-C04-01 and TEC2012-38402-C04-03. The present study was also funded under
project CGL2010-19554. S. Aparicio benefited from funding provided by the Spanish National Research Council
(CSIC) through its Post-graduate Studies Council’s post-doctoral specialisation programme (JAE-Doc). Researcher
Martínez-Garrido’s was supported by an International Programme for Recruiting Talent (PICATA) predoctoral
fellowship awarded by the Moncloa Campus of International Excellence (UPM-UCM, CSIC). J. Ranz benefited
from a FPI grant BES-2010-038826 of the Ministry of Education, Culture and Sports. The cooperation received
from the Diocese of Alcalá research team is gratefully acknowledged.
Author Contributions: S.A., M.I.M-G, J.R., R.F. and M.Á.G.I. conceived and designed the experiments; S.A.,
M.I.M-G, J.R., R.F. and M.Á.G.I. performed the experiments; S.A. and J.R. analyzed the data; S.A. wrote the paper.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Kilic, G. Wireless sensor network protocol comparison for bridge health assessment. Struct. Eng. Mech. 2014,
49, 509–521. [CrossRef]
2. Jalsan, K.E.; Soman, R.N.; Flouri, K.; Kyriakides, M.A.; Feltrin, G.; Onoufriou, T. Layout optimization of
wireless sensor networks for structural health monitoring. Smart Struct. Syst. 2014, 14, 39–54. [CrossRef]
3. Rodriguez-Sanchez, M.C.; Borromeo, S.; Hernandez Tamames, J.A. Wireless sensor networks for conservation
and monitoring cultural assets. IEEE Sens. J. 2011, 11, 1382–1389. [CrossRef]
4. Mecocci, A.; Abrardo, A. Monitoring Architectural Heritage by Wireless Sensors Networks:
San Gimignano—A Case Study. Sensors 2014, 14, 770–778. [CrossRef] [PubMed]
5. Ceriotti, M.; Mottola, L.; Picco, G.P.; Murphy, A.L.; Guna, S.; Corra, M.; Zanon, P. Monitoring heritage
buildings with wireless sensor networks: The Torre Aquila deployment. In Proceedings of the 2009
International Conference on Information Processing in Sensor Networks, San Francisco, CA, USA,
13–16 April 2009; pp. 277–288.
6. Mazzucchelli, L. European Commission 6th Framework Program—2nd Call Galileo Joint Undertaking.
Cultural Heritage Space Identification System (CUSPIS). Available online: http://www.gsa.europa.eu/
cultural-heritage-space-identification-system-0 (accessed on 6 June 2016).
7. Krüger, M. EU-Project, Smart Monitoring of Historic Structures. University of Stuttgart: Stuttgart, Germany.
Available online: http://www.smoohs.eu/tiki-index.php (accessed on 6 June 2016).
8. Augello, A.; Santangelo, A.; Sorce, S.; Pilato, G.; Gentile, A.; Genco, R.; Gaglio, S. MAGA: A Mobile
Archaeological Guide at Agrigento; Mobile Guide 06; University of Palermo: Palermo, Italy, 2006.
9. LaMarca, A.; Chawathe, Y.; Consolvo, S.; Hightower, J.; Smith, I.; Scott, J.; Sohn, T.; Howard, J.; Hughes, J.;
Potter, F.; et al. Place lab: Device positioning using radio beacons in the wild. In Proceedings of the 3rd
International Conference on Pervasive Computing, Dublin, Ireland, 7–10 May 2005; pp. 116–133.
10. Leccese, F.; Cagnetti, M.; Calogero, A.; Trinca, D.; Di Pasquale, S.; Giarnetti, S.; Cozzella, L. A New Acquisition
and Imaging System for Environmental Measurements: An Experience on the Italian Cultural Heritage.
Sensors 2014, 14, 9290–9312. [CrossRef] [PubMed]
11. Huang, G.; Tao, W.; Liu, P.; Liu, S. Multipath ring Routing in Wireless Sensor Networks. In Proceedings of
the 2nd International Symposium on Computer, Communication, Control and Automation (ISCCCA-13),
Shijiazhuang, China, 22–24 February 2013.
12. Pandya, A.; Mehta, M. Performance Evaluation of Multipath Ring Routing Protocol for Wireless Sensor
Network. In Proceedings of the International Conference on Advances in Computer, Electronics and
Electrical Engineering, Dehradun, Uttarakhand, India, 7–9 July 2012.
13. Al-Karaki, J.N.; Kamal, A.E. Routing techniques in wireless sensor networks: A survey. IEEE Wirel. Commun.
2004, 11, 6–28. [CrossRef]
14. Leccese, F. Remote-Control System of High Efficiency and Intelligent Street Lighting Using a ZigBee Network
of Devices and Sensors. IEEE Trans. Power Deliv. 2013, 28, 21–28. [CrossRef]
15. Leccese, F.; Cagnetti, M.; Trinca, D. A Smart City Application: A Fully Controlled Street Lighting System Isle
Based on Raspberry-Pi Card, ZigBee Sensor Network and WiMAX. Sensors 2014, 14, 24408–24424. [CrossRef]
[PubMed]
16. Akyildiz, I.F.; Wang, X.; Wang, W. Wireless mesh networks: A survey. Comput. Netw. J. 2005, 47, 445–487.
[CrossRef]
Sensors 2016, 16, 1732 14 of 14
17. Teo, A.; Singh, G.; McEachen, J.C. Evaluation of the XMesh Routing Protocol in Wireless Sensor Networks.
In Proceedings of the 49th IEEE International Midwest Symposium on Circuits and Systems (MWSCAS’06),
San Juan, Puerto Rico, 6–9 August 2006; Volume 2, pp. 113–117.
18. Zhu, X.J.; Hu, W.W.; Ma, K.; Zhang, L.B. Xmesh: A mesh-like topology for network on chip. Ruan Jian Xue
Bao (J. Softw.) 2007, 18, 2194–2204. [CrossRef]
19. Wang, L.; Xu, Z.M.; Chen, Y.G.; Wang, X.Y. Research and Application of XMesh Networking Technology.
J. Changshu Inst. Technol. 2009, 10, 024.
20. Colesanti, U.; Santini, S. A Performance Evaluation of the Collection Tree Protocol Based on Its Implementation for
the Castalia Wireless Sensor Networks Simulator; Technical Report, Nr. 681; Department of Computer Science,
ETH Zurich: Zurich, Switzerland, 2010.
21. Moeller, S.; Sridharan, A.; Krishnamachari, B.; Gnawali, O. Routing without routes: The backpressure
collection protocol. In Proceedings of the 9th ACM/IEEE International Conference on Information Processing
in Sensor Networks, Stockholm, Sweden, 12–16 April 2010; pp. 279–290.
22. Gnawali, O.; Fonseca, R.; Jamieson, K.; Levis, P. Ctp: Robust and Efficient Collection through Control and Data
Plane Integration; Technical Report; Stanford University: Stanford, CA, USA, 2008.
23. Tyler, X.L.; Davis, W.; Navarro, M. An Experimental Study of WSN Power Efficiency: MICAz Networks with
XMesh. Int. J. Distrib. Sens. Netw. 2012, 8, 1–14.
24. Ko, J.; Dawson-Haggerty, S.; Gnawali, O.; Culler, D.; Terzis, A. Evaluating the Performance of RPL and
6LoWPAN in TinyOS. In Proceedings of the Workshop on Extending the Internet to Low Power and Lossy
Networks (IP + SN), Chicago, IL, USA, 11 April 2011.
25. Sasidharan, S.; Pianegiani, F.; Macii, D. A Protocol Performance Comparison in Modular WSNs for Data
Center Server Monitoring. In Proceedings of the IEEE Symposium on Industrial Embedded Systems (SIES),
Trento, Italy, 7–9 July 2010; pp. 213–216.
26. Mihajlov, B.; Bogdanoski, M. Overview and Analysis of the Performances of ZigBee based Wireless Sensor
Networks. Int. J. Comput. Appl. 2011, 29. [CrossRef]
27. Shrestha, A.; Xing, L. A performance comparison of different topologies for wireless sensor networks.
In Proceedings of the IEEE Conference Technologies for Homeland Security, Woburn, MA, USA, 16–17
May 2007; pp. 280–285.
28. Memsic Company. Available online: http://www.memsic.com/ (accessed on 6 June 2016).
29. TinyOS Community. Available online: http://www.tinyos.net/ (accessed on 6 June 2016).
30. Gnawali, O.; Fonseca, R.; Jamieson, K.; Moss, D.; Levis, P. Collection tree protocol. In Proceedings of the 7th
ACM Conference on Embedded Networked Sensor Systems, Berkeley, CA, USA, 4–6 November 2009.
© 2016 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC-BY) license (http://creativecommons.org/licenses/by/4.0/).
