Abstract We study the small-mass (overdamped) limit of Langevin equations for a particle in a potential and/or magnetic field with matrix-valued and statedependent drift and diffusion. The present work generalizes prior derivations of the homogenized equation for the position degrees of freedom in the m → 0 limit. Specifically, we develop a hierarchy of approximate equations for the position degrees of freedom that achieves accuracy of order m ℓ/2 over compact time intervals for any ℓ ∈ Z + . The results cover bounded forces, for which we prove convergence in L p norms, and unbounded forces, in which case we prove convergence in probability.
Introduction
Langevin equations provide models of a diffusing particle of mass m; a simple example, illustrating several typical ingredients, is the system of stochastic differential equations (SDE) (here and in the sequel we use a superscript to denote the m dependence), where γ and σ are the dissipation (or: drag) and diffusion coefficients respectively and W t is a Wiener process. Pioneering work, including investigation of the small-mass limit, was done by Smoluchowski [1] and Kramers [2] . A detailed discussion of the early literature can be found in [3] . The field has since expanded far beyond Eq. (1.1) to more complicated models and settings, such as found in [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . Such problems fall under the umbrella of homogenization; see, for example, the recent sources [15, 16] . Work studying the small-mass limit of generalized versions of Eq. (1.1) have rigorously established convergence of the position degrees of freedom, q m t , as m → 0 to the solution, q t , of a limiting, homogenized SDE. In particular, when γ (σ if the Stratonovich integral is used) is state-dependent, the limiting equation can be shown to involve an additional drift term that was not present in the original system. This noise-induced drift phenomenon was first derived in [17] and has been studied in numerous subsequent works [18, 19, 20, 21, 22, 23, 24] . See [20] for further references and discussion. See also [25] for a rough paths perspective on the singular nature of the small-mass limit. The particular result used in this paper comes from [23] , where it was proven that q t approximates q m t with O(m 1/2 ) error over compact time intervals (see also Theorem 1.1 below).
Generalizing Eq. (1.1) to allow for time-and state-dependent drag, noise, and external forcing, we arrive at the type of Langevin equation that will be studied in this work (
1.3)
γ has a symmetric part, the drag matrix, and is allowed to have an antisymmetric part, coming from a possible magnetic field. See Eq. (1.5) below for details. We alert the reader that here, and elsewhere, the superscript m on vector or matrixvalued quantities denotes the value of the mass and not a component or a power. Except in the simplest cases, the system Eq. (1.2) -Eq. (1.3) cannot be solved explicitly, and it is difficult to study numerically, especially for small values of m, since the velocity process v m t diverges as m → 0. As discussed above, solutions of the homogenized SDE can serve as approximations to (the position components of) solutions of the original system, as long as the value of m is sufficiently small. The effectiveness of this has been confirmed numerically and experimentally for physically relevant values of m [19] . However, this approximate solution is independent of m. The present work improves on this, by deriving approximate position processes which are sensitive to the variation of m while still not requiring one to solve the full system. In addition, these m-dependent approximations are free from the type of singularity that makes the original system Eq. (1.2)-Eq. (1.3) difficult to work with when m is small.
More specifically, we obtain a hierarchy of approximations q , appears rather benign; it primarily serves to exponentially damp out contributions from the past history of q ℓ−1,m t . We believe these features make our approach a promising basis for constructing efficient numerical schemes of higher order of accuracy in m. Here we focus on deriving the equations that govern the hierarchy of approximations and proving the claimed O(m ℓ/2 ) accuracy, leaving questions regarding numerical schemes for future work.
In Section 1.1 we summarize the prior results that will be needed in this paper. Section 1.2 gives a summary of the new results that will be established and a short outline of the proof. The proofs of the new results are found in Sections 2 and 3. The former covers Langevin equations driven by bounded forces and the latter covers the extension to unbounded forces. In Section 2.4 we elaborate on the important special case where a fluctuation-dissipation relation holds
Homogenized Equation in the m → 0 Limit: Established Results
We will consider the system Eq. (1.2)-Eq. (1.3) whereγ consists of a continuous, symmetric matrix-valued drag, γ, and an antisymmetric part, coming from a magnetic field, generated by a C 2 vector potential, ψ:
The force, F : [0, ∞) × R n → R n , and diffusion, σ : [0, ∞) × R n → R n×k are continuous, and W is a R k -valued Wiener process on a filtered probability space (Ω, F, F t , P ) satisfying the usual conditions [26] .
Stated in the framework of Hamiltonian systems, our results apply to Hamiltonians of the form
where ψ represents the vector potential of an electromagnetic field (with the charge of the particle set to one) and the C 2 function V represents an (electrostatic) potential. The relation to Eq. in [23] we showed that, for a large class of such systems, there exists unique global in time solutions (q m t , u m t ) that converge to (q t , 0) as m → 0, where q t is the solution to a certain limiting SDE. We summarize the precise mode of convergence in Theorem 1.1 below, which we take as the starting point for this work. See Appendix A for a list of properties that guarantee that the following holds.
as m → 0, where q t is the solution to the SDE
is called the noise-induced drift, see [23] , and is given by (employing the summation convention on repeated indices):
The initial conditions are assumed to satisfy E[ q
The following bounds on q m t and q t were also shown:
. Also, in the above, we have defined the index placement onγ −1 so that 13) and for any v i we define the contraction (γ
As stated previously, a comprehensive list of assumptions that guarantee the convergence and boundedness properties from Theorem 1.1 can be found in Appendix A.
Summary of Results and Outline of the Proof
The main result of the present work is the derivation of a hierarchy of approximating equations for the position degrees of freedom, generalizing the O(m )dt (1.14)
In Section 3 we will use the technique developed in [21] to significantly relax the assumption of bounded forcing, while still obtaining convergence in probability: . See Chapter V in [27] and Appendix C below for the general theory of SDEs that include forcing terms of this type.
Each R ℓ−1,m t will be defined in terms of q ℓ−1,m | [0,t] , the approximation at the ℓ − 1st step up to time t. In fact, it will be useful to think of the R ℓ,m t as functions of a continuous semimartingale. Thought of this way, they will have the form [0,t] (Lipschitz with respect to certain pairs of norms that will be specified below), and then inductively using a Gronwall's inequality argument.
Derivation of the Approximation Hierarchy for Bounded Forcing
We now begin the derivation of the hierarchy of approximating equations under the assumptions from Appendix A; in particular, for bounded forcing. The next two subsections lay the analytical groundwork, while the definition of the approximating hierarchy and the convergence proof are found in Section 2.3.
Identifying the Remainder Terms
It will be convenient to rewrite the system Eq. (1.2)-Eq. (1.3) in terms of u m t : 
In principle, the above formula for u We begin by mimicking the convergence proof of q m t to q t , as found in [23] , and separating the terms that survive in the m → 0 limit from the remaining O(
error terms. To make this section more self-contained, we will repeat a portion of that derivation here:
First solve Eq. 
Integrating the last term by parts results in 
We wish to solve for
Ifγ is scalar-valued we can immediately solve for
In general, one must solve a Lyapunov equation (see Eq.(4.15) and surrounding material in [23] for details). Doing so, and substituting back into Eq. (2.5) results in
where 12) and, defining the O(1) processes 
where Φ m t [y] is defined pathwise as the solution to
We then define 
Proof Using Lemma B1, for 0 ≤ s ≤ t we have the pathwise bound
The result then follows from the fact thatγ is C 1 with bounded derivative on
We now give a pair of lemmas proving Lipschitz and boundedness properties of z m t [y] under various norms.
We emphasize that the C and L are independent of m.
Proof Decomposing the stochastic convolution as in Eq. (B.6),
we can write
Starting from this expression, the claimed bounds are follow from repeated uses of the triangle inequality, Minkowski's inequality for integrals, Hölder's inequality, and the Burkholder-Davis-Gundy inequality (see, for example, Theorem 3.28 in [26] ).
First, for 0 ≤ t ≤ T , we compute:
Let L denote a constant, independent of m, that potentially changes from line to line. Using Eq. (2.19), Eq. (B.2), and the bounds from Appendix A we obtain
Here,
. There are many different types of terms appearing in Eq. (2.26) and computing an L p bound proceeds slightly differently for each, but they all draw from the following toolkit: Minkowski's inequality for integrals, Hölder's inequality, and the Burkholder-Davis-Gundy inequality.
Let q > p ≥ 2. Using Minkowski's inequality for integrals and Hölder's inequality we find
ds.
Bounding the stochastic integrals via the Burkholder-Davis-Gundy inequality and extracting the powers of m from the Lebesgue integrals gives
We have used several times the fact that sup t≥0 (t/m) k e −λt/m < ∞ for all k ≥ 0. The condition p ≥ 2 was needed to use Hölder's inequality and obtain the final inequality. Taking a supremum over t on the left hand side gives the claimed Lipschitz bound.
The bound on z m t proceeds using the same tools. First we bound
(2.28)
Hence for p ≥ 2, and letting C vary from line to line,
and so
as claimed.
A proof, similar to that of the previous lemma, but this time also employing Lemma B3, gives: Here, and in the following, we will need to bound expected values of the following types:
and 
Cp,n denotes the constant from the Burkholder-Davis-Gundy inequality. Note that p ≥ 2 was needed to employ Minkowski's inequality for integrals and obtain the last line. Eq. (2.36) can be bounded similarly, but this time we also need to use the bound from Lemma B3. Using this, for any T > 0, δ > 0, p ≥ 2 we have
where N = min{k ∈ Z : kδ ≥ T } and C j depends only on j.
For anyq ≥ 1 we can bound the maximum of an N -term sequence by its ℓq norm. This, along with Hölder's inequality, the Burkholder-Davis-Gundy inequality, and Minkowski's inequality for integrals yields
For the current purposes, it is useful to let δ = m κ for κ ∈ (0, 1). Hence there is a constant C T,m0,p,κ,q,n,λ,j , with the indicated dependencies, such that .
We note that the constant can be chosen to be increasing in T . These bounds imply that, for anyq ≥ 1, κ ∈ (0, 1), we have
. σ is bounded, so for any ǫ > 0 we can fix κ andq and find a C so that
For the Lipschitz bound we go back to Eq. (2.26) and compute Therefore, fort ≤ T and q > p we can use Hölder's inequality to obtain 
for anyq ≥ 1, κ ∈ (0, 1). Therefore, given ǫ > 0 we can chooseq, κ E sup 
Once again, C and L are independent of m.
Proof We group the terms in R 
We will show that each of these terms satisfies the claimed Lipschitz property. The computations are all similar, and use the same tools as the previous lemmas, so we illustrate the main ideas while omitting some details:
The first two terms are similar, and the derivation relies on the fact thatγ −1 , 
Here and in the following, x denotes the ℓ 2 norm of the vector with components 
pq/(q−p)
The third, fourth and fifth terms are bounded similarly, using also the facts that F and ∂s(γ
) are bounded and Lipschitz in q. For example, defining 
The rest of the derivation mimics that of the first two terms. Finally, for the last term define
This is bounded and Lipschitz, and the Burkholder-Davis-Gundy inequality and Minkowski inequality for integrals together give
The rest of the proof proceeds similarly to the previous ones. This completes the proof of the Lipschitz property. The proof of the inequality
with C independent of m follows from Eq. (2.22) using similar techniques. We omit the details.
We end this section with Lipschitz and boundedness properties for R m t corresponding to the norms from Lemma 2.3. 
Lemma 2.5 Let y,ỹ ∈ Y . Then for any
is defined pathwise as the solution to 
By Eq. (2.60) and the induction hypothesis, given ǫ > 0 there exist L > 0, q > 0 such that The bound for arbitrary p > 0 again follows from Hölder's inequality, and so the proof of the second half of Eq. (2.67) is also complete. (see Eq. (2.66)) present no additional trouble. These facts play a crucial role in our proofs.
Special Cases
We end this section by discussing several special cases. First we treat the fluctuationdissipation case:
Lemma 2.6 Suppose that ψ = 0 and a fluctuation-dissipation relation holds,
79) for a time and position dependent 'temperature' T (t, q). Then the noise-induced drift
has the following simplified form: 
(2.85)
Finally, instead of a fluctuation-dissipation relation, suppose that γ is stateindependent:
Corollary 2.2 Suppose that ψ = 0 and γ is doesn't depend on q. Then the approximating hierarchy, Eq. (2.66), takes the following form for ℓ > 1:
where Here we show how to remove some of the restrictions in Theorem 2.1 on boundedness of the forcing terms, using the technique developed in [21] and similarly used in [23] . There are various assumptions one could try to weaken and we make no attempt at complete generality, but rather focus on accommodating unbounded forces,F and ∇qV . In particular, the following result covers potentials that are confining, or at least not too unstable, meaning that there exist a ≥ 0, b ≥ 0 such that a + b q 2 + V (t, q) is non-negative. In this section, we will no longer be making the assumptions from Appendix A. Instead, we will work under the following conditions:
Assumption 3.1 Assume that:
is non-negative. 2. ψ(t, q) is C 4 and ∇qψ is bounded.
3. γ(t, q) is a bounded, C 3 function valued in the symmetric n × n real matrices with eigenvalues bounded below by some λ > 0. 6. There exist C > 0, M > 0 such that
σ(t, q) is bounded, continuous and Lipschitz in
3) The following can be shown by constructing Lyapunov functions, as in Appendix C of [23] : for all t ≥ 0, P -a.s.
Proof
The proof is a straightforward use of the formulas in Definition 2.2. The result then follows for R etc., yielding terms inỸ , provided that y ∈Ỹ .
We also need to know that solutions to the SDE defining the hierarchy exist under the current weakened assumptions: We are now ready to prove convergence in probability of the approximating hierarchy under the more relaxed assumptions of this section. Let χ : R n → [0, 1] be a C ∞ bump function, equal to 1 on B 1 (0) ≡ { q ≤ 1} and zero outside B 2 (0). Given r > 0 let χr(q) = χ(q/r). Define Vr(t, q) = χr(q)V (t, q),Fr(t, q) = χr(q)F (t, q), ψr(t, q) = χr(q)ψ(t, q), γr(t, q) = χr(q)γ(t, q) + (1 − χr(q))λI.
(3 = inf{t : q t ≥ r} ≡ ηr is independent of m. The drifts and diffusions of the modified and unmodified SDEs agree on the ball { q ≤ r}. Therefore, using induction on ℓ, Lemma 3.2, Eq. (3.14), and pathwise uniqueness of solutions, implies that the driving semimartingales of the hierarchy up to ℓ for both the original and cutoff systems agree up to the stopping time τ Therefore we obtain lim sup
This holds for all r > 0 and non-explosion of q t implies that
as r → ∞, hence we have proven the claimed result.
A Assumptions Implying Homogenization as m → 0
In this appendix, we give a list of properties that, as shown in [23] , are sufficient to guarantee that the solutions to the SDE Eq. (2.1)-Eq. (2.2) satisfy the claims of Theorem 1.1. Some of the smoothness assumptions below are strengthened, as compared to [23] , in order to meet the needs of the current paper. We assume that
6. There exist a, b ≥ 0 such thatṼ (t, q) ≡ a + b q 2 + V (t, q) is non-negative for all t, q. 7. There exist M, C > 0 such that
for all t, q. 8. σ is bounded. 
B Properties of the Fundamental Solution
A key tool in this paper is the process obtained by pathwise solving the linear ordinary differential equation (ODE)
where y is a continuous semimartingale. Each path of Φ m t is the fundamental solution to a linear ODE, so we call Φ m t the fundamental-solution process. It is adapted and pathwise C 1 . The symmetric part ofγ is γ, which is assumed to have eigenvalues bounded below by λ > 0. Hence (see, for example, p.86 of [28] ), for t ≥ s, we have the important bound
Note that while the left hand side is random, the upper bound is not. As we have stated it, this bound requires the use of the the ℓ 2 operator norm. Otherwise, there is an additional constant multiplying the exponential. We will also need the following bound on the difference between the fundamental solutions corresponding to two linear ODEs. See the Appendix to [24] .
, be continuous and suppose their symmetric parts have eigenvalues bounded above by µ, uniformly in t. Consider the fundamental solutions,
Then for any 0 ≤ t ≤ T we have the bound
We will need the following lemma concerning stochastic convolutions, adapted from Lemma 5.1 in [22] :
Lemma B2 Let Vs, Bs be continuous adapted R n×n -valued processes. Let Φ(t) be the fundamentalsolution process, pathwise satisfying
Then we have the P -a.s. equality
VrdWr ds for all t.
We will also need the following bound, whose proof is very similar to that of Lemma 5.1 in [22] .
Lemma B3 Let Vs be a continuous adapted R n×n -valued process and α > 0.
Then for every j ∈ Z 0 there exists C j > 0 such that for all T > 0, δ > 0 we have the P -a.s. bound
where N = min{k ∈ Z : kδ ≥ T }. We emphasize that C j depends only on j. 
In the second term we can split the integral to obtain
Combining Eq. (B.9), Eq. (B.10), and Eq. (B.11) gives the P -a.s. bound
VrdWr ds (B.12)
VrdWr .
The case δ ≥ T is covered by bounding max k=1,...,N−1 by max k=1,...,N .
C SDEs with Semimartingale Forcing
Let Wt be an R k -valued Wiener process on (Ω, F , P, Ft), a filtered probability space satisfying the usual conditions [26] . In this section, we give some of the background theory of SDEs of the form
i.e. SDEs where the initial condition is generalized to a time dependent, continuous semimartingale forcing term, Nt. Much of the following can be found in [27] , with the generalization to SDEs with explosions adapted from [29] . Both of these references discuss the generalization where Wt is replaced by a more general driving semimartingale, but we don't need that extension here.
The main existence and uniqueness result for Eq. (C.1) mirrors that of the more standard SDE theory:
x, y ∈ C we have
i.e. b(t, x) and σ(t, x) are locally Lipschitz in x, uniformly in t on compact intervals.
Then for any continuous semimartingale Nt with N 0 valued in U , the SDE
has a unique (pathwise) maximal solution up to a stopping time, e, called the explosion time.
For every ω ∈ Ω, e satisfies one of the following:
1. e(ω) = ∞, 2. There exists a subsequence tn ր e(ω) with limn→∞ Xt n (ω) = ∞, 3. There exists a subsequence tn ր e(ω) with limn→∞ d(Xt n (ω), ∂U ) = 0.
As with standard SDEs, non-explosion of solutions follows when the drift and diffusion are linearly bounded: has a unique maximal solution and it is defined for all t ≥ 0 i.e. its explosion time is e = ∞ a.s.
We will also need a generalization of the theory of Lyapunov functions to the current setting; it is needed to prove non-explosion for the hierarchy of approximating equations when the assumption of bounded forcing is relaxed. Proof Existence of a solution, Xt, up to explosion time, e, follows from Theorem C1. Let Un be precompact open sets with Un ⊂ U n+1 ⊂ U and ∪nUn = U . By looking at the equation on the events {X 0 ∈ Un \ U n−1 } it suffices to suppose X 0 is contained in a compact subset of U (say, U 1 ). Define ηm = inf{t : at ≥ m} ∧ inf{t : ct ≥ m}. at and ct are continuous and adapted, so ηm are stopping times. Since ηm increase to infinity, proving that there is no explosion with Nt replaced by N m t ≡ N ηm t
for each m will imply that e = ∞. Therefore we can fix m and consider X, the solution to with explosion time e. Define the stopping times τn = inf{t : Xt ∈ U c n } ∧ n and note that τn < e a.s and X τn t ≤ sup x∈Un x . The continuous semimartingales X τn are solutions to Now take ω ∈ Ω with e(ω) < t. Given R > 0 we have a compact C ⊂ U and a δ > 0 such that V ≥ R on [e(ω) − δ, e(ω)] × C c . Noting that τn(ω) ր e(ω) we can take N large enough that for n ≥ N we have τn(ω) ∈ [e(ω) − δ, e(ω)] and C ⊂ Un. Therefore V (τn(ω), Xτ n (ω)) ≥ R for n ≥ N . So lim infn→∞ V (τn(ω), Xτ n (ω)) ≥ R i.e. lim infn→∞ V (τn, Xτ n )1e<t = ∞1e<t. But we have a finite upper bound Eq. (C.16) so we must have P (e < t) = 0. t ≥ 0 was arbitrary and so e = ∞ a.s.
