Automatic speech recognition (ASR) 
Introduction
In human language, a phoneme is the smallest structural unit that distinguishes meaning. Normally, Language like English commonly combines phonemes to form a form. In Bahasa Malaysia, children are taught to spell the words using a combination of consonants and vowels. We believe that a computer can be taught to spell like a child. For English words, audio signals are broken up into acoustic components and translated into phonemes. These arrangement and sequence of these phonemes are then compared with actual words from and English database that can make up of thousands of words. English word pronunciation depends on a sequential combination of phonemes. The advantage the Bahasa Malaysia has over English is the numbers of vowel phoneme that need to be considered. The proper Bahasa Malaysia need only concern 6 vowels phonemes which are /a/, /e/, /i/, /o/, /u/ and /e'/ [1] whereas Standard British English (RP) has 20 vowel phonemes which includes 7 short vowels, 5 long vowels and 8 diphthongs. General American English (GA) has 17 basic vowel phonemes which consist of 7 short vowels, 5 long vowels and 5 diphthongs [2] . It is possible that a Malay word can be spelled out by a computer similar to a human being.
Among the active Malaysian Universities in researching Speech Recognition are Universiti Teknologi Malaysia (UTM), Universiti Kebangsaan Malaysia (UKM), Universiti Putra Malaysia (UPM), Universiti Sains Malaysia (USM) and Multimedia University (MMU). For example, UTM did research into Malay plosives sounds [3, 4] and Malay numbers [5, 6] . UTM also did a study on Malay vowels based on cepstral coefficients [7] and fusion of Dynamic Time Warping (DTW) and Hidden Markov Model (HMM) [8] . USM experimented with 200 vowel signals using wavelet de-noising approach and Probabilistic Neural Network Model [9] . MMU studied about speech emotion recognition based on LPC analysis and classified using Neural Network and Fuzzy Models [10] . UPM is investigating on using Neural Networks to recognized Malay digits [11] .
UniMAP also published findings related to BW approach while comparing its performance with LPC formant features using Multinomial Logistic Regression (MLR) and Adaptive Learning Rate Backpropagation (GDX) Network as a classifier [12, 13] . Its result showed that BW approach obtained better classification rate than the LPC formant features while MLR trained faster than the GDX.
Linear Prediction Coding (LPC) Model
Linear Prediction is a method which determines the coefficients of a pth-order linear predictor or a finite impulse response filter that predicts the current value of the real-valued time series x based on past samples by minimizing the prediction error in the least squares sense [14] .
In linear prediction (LP) analysis, an all-pole filter with transfer function (1) models the vocal tract transfer function.
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where the gain parameter, G is a constant and p is the number of poles. S(z) and U(z) are obtained by Ztransform from output signal s(n) and input signal u(n). The relationship between speech samples s(n) and excitation u(n) is given by equation (2) 
The linear prediction coefficients, a k are chosen to minimize the mean square prediction error as shown in equation 4:
The filter coefficients can be obtained by either using covariance method or autocorrelation [14] .
Autoregressive processes have been demonstrated to be well suited to model short-time portions of general audio signals [15] . Autoregressive (AR) or moving-average autoregressive (ARMA) models are used [16] to obtain spectral peaks. High-order AR models are required for proper modeling of audio signals [15] . Model order selection is directly related to the number of resonance peaks present in the signal. The main drawback of model-based parametric methods lies on their high computational costs, which may prevent use in real-time applications.
In linear prediction, a Finite Impulse Response (FIR) filter is determined that can optimally predict future samples of an autoregressive process based on a linear combination of past samples. The difference between the actual autoregressive signal and the predicted signal is called the prediction error. Spectral envelope can be obtained by means of low-order autoregressive modeling of the audio signal [16] . The autoregressive (AR) model assumes the transfer function of the filter to consist of only poles. This transfer function be denoted by 
Bandwidth Theory
Bandwidth is the difference between the upper and lower cutoff frequencies of a signal spectrum and measured in hertz. In signal processing, the bandwidth is the frequency at which the closed-loop system gain drops 3 dB below peak [17] shown by E BW in equation 5. Refer to Figure 1 for a simple illustration of the theory. 
Speech Recognition Using Vowels
Human speech has strict hierarchical structure. It consists of sentences, which can be divided into words, and they are built by phonemes that are the basic voice construction elements. Vowels can be defined as phonemes with persistent frequency characteristics most expressed. These frequency characteristics represent stable basis for construction of efficient vowel recognizer. It is known from literature [18] [19] [20] that the spectral properties of male, female and child speech differ in a number of ways especially in terms of average vocal tract lengths (VTL). The VTL of female is about 10% shorter compared to the VTL of male. The VTL of children is even shorter (up to 10%) than that of females.
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Data Collection and Data Preparation
Data collection was done twice taken from a total of 80 individuals consisting students and staffs from Universiti Malaysia Perlis (UniMAP) and Universiti Utara Malaysia. The recordings were done using a microphone and a laptop computer with a sampling frequency of 8000Hz. The words "KA, KE, KI, KO, KU" were used to represent the five vowels of /a/, /e/, /i/, /o/ and /u/ because vowels have significantly more energy than consonants. Based on [14, [21] [22] [23] , the first three formants for vowels are situated within 4 kHz and so are vowel's main characteristics. For this study, a sampling frequency of 8 kHz was used to sample the vowels. The recordings were done 3 to 4 times per speaker. The summary of the entire Vowel recognition Process is shown in Figure 2 below. 
Pre-processing and Vowel Extraction
A simple program was developed to extract the vowel portions of the signal based on energy computation. First, the voice signal was recorded using a laptop and a microphone using a sampling frequency of 8000Hz. The DC portion of the which were introduced by the recording equipment is removed and the resultant signal was then normalized. The start and endpoint locations were determined using only energy method. Noise level was calculated from the first 100ms or 800 samples, M using equation (6) which were assumed to be background noise. (6) Next, any signal value less than noise was changed to the noise value as shown in equation (7). In equation (8) becoming s'[n] . The boundary of the resultant signal, s'[n] was determined using frame by frame mean value. The start and end points can be extracted using maximum vowel energy and period threshold.
The segmentation process is summarized in Fig. 3 . Normally, frame-by-frame analysis is used to analyze the speech signals but in this vowel recognition method, only a single signal frame analysis was used to extract the features. In order to determine the best frame size and location to analyze on the waveform, spectrums were analyzed using frameshifted waveform and frame-expanding waveform methods as shown in Figure 4 and 5. Figure 6 and 7 shows all five-vowel spectrum using frame-shifted waveform and frame-expanding waveform. The spectrums of the Frame-Shifting analysis show inconsistent response as the frame moves from left to right. On the other hand, the spectrums of the FrameExpanding analysis show the same consistent response using different frame size with the center of the frame being the center of the waveform. The frame size chosen was 70% waveform length with the center frame located at the center of the waveform. When any part of frame is chosen for analysis, the segmentation process may cause some difference between the signal at the beginning and end of the voice segment. This can produce spectral leakages. To reduce the discontinuity, a Hamming window function was applied to bring the signal smoothly to zero at beginning and endpoints. The Hamming window is given by the equation (6) .
Voice Signal

Vowel
Next, the signal was pre-emphasize to emphasize the higher frequencies component of the signal. Preemphasis compensates the effect of the glottal-source and energy radiation from the lips [24] . The preemphasize filter was implemented by the equation (7) using a preemphasized constant value of 0.95.
Analyzing the Vocal Tract Model
The magnitudes of the 512-point complex frequency response are plotted for each of the vowels. In Figure 8 and 9, all the averaged speakers' spectrum plots are shown for each of the vowels in linear and log scaled magnitude. The peaks in the linear scaled spectrum are more defined than the log scaled spectrum.
It is easily visible how closely the responses for different speakers match up for any of the vowels. Based on the observation and analysis of the plotted outputs, significant differences were found between the each of the vowel frequency responses on bands on the frequency ranges. In terms of differentiating vowels, these gain magnitude differences can be used as features that to classify the vowels. Mean magnitude parameter values were calculated from these subbands for each speech sample representing each of the vowels. 
Determining the subbands
Altogether, there are seven subbands used to extract gain magnitude features from the vocal tract model. Five of them were determined using Bandwidth Approach (BW) applied to the first peak response of every averaged vowel plot. Figure 10 shows the frequency range from the first peak response of vowel /u/. Bandwidth determined for vowel /u/ is from 336Hz to 477Hz with a magnitude value of 10.46.
Two more ranges were determined by comparing each of the average vowel plots. The sixth range is between 1000Hz and 1500Hz and the seventh range 1500Hz and 2000Hz as shown in Figure 11 . Table 2 shows the subband of frequencies that were used to extract gain magnitude features. Fourteen energy features were extracted based on the frequency ranges from Table 2 .
International 
Classifying results using Back Propagation Neural Networks
C algorithms have a good generalization [33, 34] but suffer from its ability to convergence. However, GDM may be considered when an application requires the generalization property of the network to achieve accuracy. Momentum allows a GDM network to respond not only to the local gradient, but also to recent trends in the error surface. Momentum allows the network to ignore small features in the error surface which may allow it to slide through a shallow local minimum. Momentum can be added to BP method learning by making weight changes equal to the sum of a fraction of the last weight change and the new change suggested by the gradient descent BP rule. The parameter α is the learning rate and g k is the gradient of the error with respect to the weight vector, w k+1 which is given by (8) .
There are seven input neurons representing seven parameters of formant bandwidth mean gain magnitude features. Two layers of ten hidden neurons and three output neurons representing vowel /a/, /e/, /i/, /o/ and /u/ with 001, 010, 011, 100 and 101. The network was trained using 70% of the data using learning rate of 0.3 and momentum factor of 0.8. The weights and biases of the network were initialized randomly.
For comparison purposes, the first 3-formant values from 10 th order Linear Predictive Coding (LPC) and 13 coefficients from MFCC were computed. These values were used to compare with the performance of the bandwidth approach. Figure 12 below A testing tolerance of 0.2 was selected based on its accuracy and its permissible limit of variation. Table 3 below shows the summary of the averaged results of the classification based on testing tolerance of 0.2. Table 4 the vowel classification results.
Vowel recognition using First Formant Feature Shahrul Azmi M.Y., Sazali Yaacob, Paulraj M.P. BW obtained a classification accuracy of 89.58%, which is 0.71% better than MFCC but taking 505 seconds longer to train. The extra training time may be due to the reason that the BW features maybe a bit more complex than the MFCC to be trained by the network. Figure 9 shows the vowel classification accuracy of the two methods and summarized in Table  6 below. 
Conclusion
In this paper, a new feature extraction method based on parameters of the vocal tract model was presented. This method uses Bandwidth Approach to determine the range of frequency to extract the energy features. Energy features were obtained from specific ranges of frequencies from the frequency response plots that were determined by the Bandwidth Approach.
The data were classified using a using a Backpropagation Neural Network. The training function of this network updates weight and bias values according to gradient descent momentum and an adaptive learning rate. Classification results from different testing tolerance were obtained and the testing tolerance selected was 0.2 based on its accuracy and its permissible limit of variation.
The overall classification accuracy of the BW method for testing tolerance of 0.2 was 89.58 %, which is 0.71% higher than the MFCC method and 2.48% higher than the Formant classification. Although the overall vowel classification of BW was better than MFCC it did not truly reflect on all the individual vowels. MFCC performed best in classifying vowel /a/, /e/ and /i/ but did badly in classifying /o/ and /u/. BW classified /a/, /e/ and /i/ slightly worse than MFCC but did much better in classifying /o/ and especially the vowel /u/ which is classified 8.32% better than MFCC.
In terms of classification time, BW took longer to train than MFCC. The complexity of BW features maybe higher than MFCC that may explain the additional training time.
