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                                                             ABSTRACT 
La Statistica è una disciplina che studia come raccogliere ed analizzare i dati per 
ottenere informazioni che permettano di confermare o di smentire determinate 
ipotesi. 
In ambito clinico, per esempio, quando un farmaco sperimentale viene 
somministrato a dei pazienti, l’applicazione della statistica permette di confermare o 
smentire l’ipotesi che il farmaco abbia effetti terapeutici. Per poter avanzare delle 
ipotesi, è necessario limitarsi ad osservare un piccolo sottoinsieme della 
popolazione, dal momento che sarebbe fisicamente ed economicamente impossibile 
esaminarne tutte le unità. Per questo motivo sono state sviluppate varie tecniche di 
campionamento. Sebbene siano basate su un numero esiguo di osservazioni, tali 
tecniche permettono di ottenere informazioni riguardanti l’intera popolazione grazie 
al supporto dell’inferenza statistica. 
Questo lavoro di tesi si prefigge di applicare l’analisi statistica a dati relativi al 
trattamento di cellule tumorali con molecole di nuova sintesi, capaci di indurre la 
dissipazione del potenziale mitocondriale (delta psi). Il  si genera nel corso del 
trasferimento degli elettroni durante la fosforilazione ossidativa, quando viene 
sprigionata una certa quantità di energia, poi utilizzata per pompare i protoni dalla 
matrice allo spazio intermembrana; si genera così una differenza di potenziale 
elettrochimico, che vede la matrice mitocondriale carica negativamente e lo spazio 
intermembrana carico positivamente. 
Quando la cellula va incontro ad apoptosi, le proteine del complesso di transizione 
della permeabilità, quali TSPO, ANT e VDAC, formano dei pori sulla membrana 
interna del mitocondrio, facilitando l’ingresso in massa di tutti i protoni situati nello 
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spazio intermembrana. Di conseguenza, il viene dissipato e la cellula va 
incontro a processi di morte. 
Lo scopo di questa tesi è stato quello di valutare l’efficacia di nuove molecole in 
grado di legare e attivare il TSPO e di indurre quindi la dissipazione del potenziale 
elettrochimico del mitocondrio. L’efficacia delle molecole di nuova sintesi è stata 
valutata confrontando un gruppo di cellule tumorali di glioblastoma non trattate 
(gruppo di controllo) con gruppi di cellule trattate con i composti da caratterizzare. 
L’analisi della varianza (ANOVA) ha permesso di stabilire se le differenze 
osservate tra i gruppi trattati e il gruppo di controllo erano significative o 
semplicemente dovute alla casualità. L’applicazione di post-test ha permesso di 
stabilire quale gruppo fosse significativamente differente rispetto al controllo. 
Nell’ambito dei post-test, il test di Newman-Keuls è particolarmente sensibile e in 
grado di rilevare differenze anche minime tra i gruppi; in altri termini, è definito un 
test poco robusto. Se la differenza tra trattato e controllo è molto piccola, la 
molecola verrebbe erroneamente considerata candidata a proseguire la 
sperimentazione. Per non esporsi a questo rischio, è possibile adottare il metodo di 
Tukey, che è più prudente nel definire significativa una differenza e quindi si adatta 
meglio a questo tipo di analisi. 
L’analisi dei risultati relativi al  ha evidenziato differenze statisticamente 
significative tra i gruppi trattati e il gruppo di controllo. Le molecole di nuova 
sintesi si sono pertanto rivelate efficaci nel dissipare il potenziale mitocondriale ed 
idonee ad essere sottoposte ad ulteriori caratterizzazioni. 
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1. INTRODUZIONE 
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1.1 Cos’è la statistica. 
La statistica è una disciplina definita come “studio qualitativo e quantitativo di 
fenomeni collettivi, ossia di quei fenomeni caratterizzati da un insieme di manifestazioni 
individuali” (Passacquale, a. s.  2011-2012). Per esempio, sono fenomeni collettivi il 
consumo di un determinato bene in un periodo fissato, il reddito di un insieme di individui, 
il peso di un gruppo di persone o oggetti ecc. Questo tipo di disciplina, che trova 
applicazione in numerosi settori scientifici (medicina, matematica, economia, biologia, 
chimica), studia come raccogliere ed analizzare i dati per ottenere delle informazioni che ci 
permettano di confermare o smentire determinate ipotesi. Facendo un esempio pratico 
applicato al campo farmaceutico, quando viene somministrato un determinato farmaco ad 
un gruppo di pazienti, l’applicazione della statistica permette di verificare se l’ipotesi 
d’impiego del farmaco, secondo cui esso dovrebbe possedere effetti terapeutici sul gruppo 
di pazienti, possa essere confermata o smentita. 
In via del tutto ipotetica, se fosse possibile realizzare un’indagine che esamini tutte 
le unità della popolazione, si potrebbe pervenire ad una completa descrizione del fenomeno 
oggetto di studio. Tuttavia, poiché ad ogni osservazione è legato un costo di rilevazione, 
spesso è necessario limitarsi ad osservare un piccolo sottoinsieme della popolazione di 
interesse (figura 1). 
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Figura 1. Popolazione da analizzare e campionamento 
 
Per questo ed altri motivi, sono state sviluppate le tecniche di campionamento. Tali 
tecniche permettono, anche basandosi su un numero esiguo di osservazioni, di ottenere 
indicazioni sul fenomeno oggetto di studio con un livello di affidabilità noto, grazie al 
supporto dell’inferenza statistica. La statistica inferenziale si prefigge di ottenere, mediante 
l’analisi campionaria, informazioni sulle caratteristiche (o parametri) riguardanti l’intera 
popolazione oggetto di studio. L’accuratezza dei risultati dipende dalla numerosità del 
campione (n) e dalla variabilità intra-individuale (simbolo). 
La statistica descrittiva, invece, si limita a descrivere ciò che i dati evidenziano nei 
loro tratti essenziali, senza trarre conclusioni che si estendono oltre i dati raccolti nel loro 
immediato e che possano essere riferibili ad un contesto più ampio rispetto a quello dei dati 
di quel singolo esperimento (Stanton, 2003). 
Il campione è definito come una raccolta finita di elementi che viene estratta dalla 
popolazione seguendo alcune regole probabilistiche (il cosiddetto piano di 
campionamento), diverse a seconda del tipo di popolazione che stiamo studiando. 
La popolazione è definita come un insieme che raccoglie tutte le osservazioni 
possibili relativamente ad una data variabile o ad un dato fenomeno e può essere finita o 
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infinita. E’ finita quando è costituita da N unità come, per esempio, l’insieme di tutte le 
famiglie di una città o di tutte le aziende di un paese. E’ infinita quando è composta da un 
numero molto elevato di unità, ossia da tutte le unità potenzialmente osservabili e non 
necessariamente già esistenti fisicamente come, per esempio, l’insieme di circuiti 
elettronici che un’industria è in grado di produrre. 
Quando la popolazione è finita, il piano di campionamento può essere 1) casuale o 
randomizzato semplice; 2) stratificato; 3) casuale o randomizzato a grappolo. 
Il campionamento più semplice da adottare è il campionamento casuale o 
randomizzato semplice. In questo tipo di campionamento, i campioni di uguale dimensione 
hanno tutti la stessa probabilità di essere estratti (figura 2). 
 
Figura 2. Esempio di campionamento casuale semplice. 
 
Un secondo tipo di campionamento casuale è il campionamento stratificato 
(figura3).  
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Figura 3. Esempio di campionamento stratificato. 
Questa tecnica si adotta quando si possiedono informazioni aggiuntive sulla 
popolazione. Supponiamo, per esempio, di voler stimare la spesa mensile per generi 
alimentari delle famiglie di una certa area geografica, composta da numerosissimi centri di 
piccole dimensioni, da alcuni di medie dimensioni e da una grande città. Da precedenti 
studi è noto che più grande è il centro abitato minore è il consumo di generi alimentari 
(Borra e di Ciaccio,2008). Quindi, se adottassimo un campionamento casuale semplice 
delle famiglie, il campione risultante potrebbe contenere soprattutto famiglie che abitano in 
centri di piccola e media grandezza e il consumo dei generi alimentari risulterebbe 
sovrastimato. Al contrario, se il campione contenesse soprattutto famiglie che abitano in 
città, il consumo risulterebbe sottostimato. Per questo motivo, la popolazione viene 
suddivisa in un certo numero di strati (i centri abitati) e, da ogni strato, vengono poi 
estratte, mediante un campionamento casuale semplice, le unità da inserire nel campione. 
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Nel campionamento casuale a grappoli, la popolazione viene suddivisa in un certo 
numero di sottoinsiemi detti grappoli (Figura 4). 
 
Figura 4. . Esempio di campionamento casuale a grappolo 
 
Per esempio, se volessimo analizzare le caratteristiche delle abitazioni in una certa 
regione, difficilmente avremmo a disposizione una lista completa di tutte le abitazioni della 
regione per poter effettuare un campionamento semplice. Per superare questo problema, 
dobbiamo definire dei sottoinsiemi di abitazioni in base a considerazioni geografiche: in 
prima battuta i grappoli saranno i comuni della regione. Se ci sono comuni molto grandi si 
creeranno delle suddivisioni più fini (in quartieri, per esempio) in modo da avere grappoli 
con un numero di unità abitative non troppo dissimile. Si selezionano, quindi, con 
un’estrazione casuale, un certo numero di grappoli e si prendono come unità campionarie 
tutte le unità appartenenti ai grappoli estratti. In sostanza, in questo tipo di campionamento 
solo l’estrazione dei grappoli è casuale: le unità appartenenti ai grappoli vengono tutte 
rilevate. 
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In generale, le tecniche statistiche prevedono che il campione venga suddiviso in 
due o più gruppi di elementi detti unità statistiche. Si definisce unità statistica l’unità 
elementare su cui vengono osservati i caratteri oggetto di studio. Questi ultimi possono 
essere divisi in differenti tipologie in relazione alle unità statistiche. Ad esempio, se in un 
gruppo ci fossero cinque individui (quindi cinque unità statistiche), un carattere (es. peso) 
assumerebbe diverse modalità (es. numero di Kg) in dipendenza dei diversi individui 
(Borra e Di Ciaccio, 2008). Quando le modalità sono espresse numericamente, il carattere 
è detto quantitativo; se invece sono espressi con valori non numerici è detto qualitativo. 
I caratteri quantitativi vengono distinti in continui o discreti, trasferibili o non 
trasferibili, con scala a intervalli o con scala di rapporti. Un carattere è discreto quando le 
sue modalità possono essere espresse solo con numeri interi (es. numero di figli, numero di 
pezzi prodotti, voto a un esame), continuo quando possono essere espresse anche con 
numeri non interi (es. peso e altezza). E’ trasferibile se ha senso immaginare che un’unità 
statistica possa cedere tutto o parte del carattere posseduto ad un’altra unità statistica (es. 
reddito o quantità di terreno posseduto), altrimenti non è trasferibile (es. peso, età, titolo di 
studio). In un carattere quantitativo con scala a intervalli non esiste uno zero assoluto, 
naturale e non arbitrario, il quale deve invece esistere in un carattere quantitativo con scala 
di rapporti. Un esempio di carattere con scala a intervalli è la temperatura misurata in gradi 
centigradi. Infatti, lo zero utilizzato è uno zero convenzionale e non uno zero assoluto e 
quindi non avrebbe senso affermare che una temperatura di 20 gradi è “due volte più calda 
di una temperatura di 10 gradi”. I caratteri quantitativi più comuni, comunque, sono su 
scala di rapporti (reddito, età, lunghezza di un oggetto ecc.). 
Un carattere qualitativo invece può essere sconnesso o ordinato. Se è sconnesso, le 
modalità possono essere elencate in modo del tutto arbitrario (es. sesso, attività, luogo di 
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nascita, religione ecc.). Se è ordinato, invece, le modalità devono essere ordinate secondo 
determinati criteri (es. il titolo di studio). I caratteri ordinati, a loro volta, possono essere 
rettilinei o ciclici. Esempi di caratteri ciclici sono la direzione prevalente del vento in un 
determinato giorno o i mesi dell’anno, in quanto le modalità estreme dell’elenco (gennaio e 
dicembre) sono tra loro molto prossime. Ciò non si verifica quando i caratteri sono 
rettilinei (es. qualifica dei ruoli impiegatizi pubblici o privati). 
 
1.2 La terminologia statistica (Media, Varianza, Distribuzione gaussiana, 
Significatività) 
MEDIA. 
E’ uno dei parametri matematici più importanti sui quali si basano le tecniche 
statistiche (Borra e di Ciaccio, 2008). Il calcolo della media si effettua semplicemente 
sommando tutti i valori numerici e dividendo poi il risultato per il numero dei valori. 
Supponiamo, per esempio, che uno studente liceale sostenga tre prove scritte di Latino 
ottenendo, come voti, rispettivamente 6, 7 e 8. In questo caso la media delle sue tre prove 
scritte verrà calcolata nel seguente modo: 6+7+8 (i voti)/3 (il numero delle prove scritte). Il 
risultato di questo calcolo sarà, ovviamente, 7. Nelle espressioni matematiche, la media 
viene indicata con la lettera greca µ, la somma dei valori con la lettera greca  e il numero 
dei valori con la lettera N. 
Poiché sarebbe fisicamente ed economicamente impossibile esaminare ogni 
elemento di un’intera popolazione per poi determinarne la media, le tecniche statistiche di 
tipo inferenziale si limitano a studiare un campione di n individui tratto da una popolazione 
complessiva, nella speranza che la media di tale campione rispecchi quanto più possibile 
quella della popolazione oggetto di studio (Stanton,2003). A partire dai dati campionari, 
quindi, otteniamo un singolo valore numerico (media) usato come stima del parametro 
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dell’intera popolazione. La stima è tanto più accurata quanto maggiore è l’addensamento 
dei dati campionari intorno al valore medio (in questo caso la variabilità tra gli individui è 
bassa) e quanto maggiore è la numerosità del campione (e quindi anche la frazione di 
campionamento). Per comprendere meglio il significato di questa affermazione, è 
opportuno, a questo punto, introdurre altri concetti statistici, come la varianza, la 
distribuzione normale, gli intervalli di confidenza e l’errore standard della media. 
VARIANZA. 
E’ un parametro matematico che ci permette di misurare la dispersione dei dati 
intorno alla media. Valori equidistanti dalla media dovrebbero contribuire in ugual misura 
all’indice di variabilità, indipendentemente dal fatto che siano superiori o inferiori alla 
media stessa, anche se nel primo caso lo scostamento è positivo e nel secondo caso è 
negativo. Elevando un numero, sia positivo che negativo, al quadrato, si ottiene un numero 
positivo, pertanto la variabilità di una popolazione intorno alla media sarà descritta 
calcolando la media dei quadrati degli scostamenti (o scarti) dalla media. La media degli 
scarti è tanto maggiore quanto maggiore è la variabilità tra gli elementi della popolazione. 
Essa è definita “varianza della popolazione” ed è indicata con sigma minuscolo al quadrato 
(). L espressione matematica equivalente è: 
2= ∑(x-µ)2/N 
dove x rappresenta il singolo valore dello scarto, µ è la media della popolazione, N 
è la numerosità della popolazione. 
La media dei quadrati degli scarti intorno alla media del campione viene calcolata 
dividendo per n-1 (numerosità campionaria) invece che per N. La spiegazione di questo 
secondo punto può essere limitata alla seguente giustificazione intuitiva: la variabilità del 
campione sarà sempre inferiore a quella dell’intera popolazione e dividere per n-1 invece 
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che per N rappresenta una correzione per la tendenza a sottostimare la deviazione standard 
della popolazione (Stanton, 2003).  
DISTRIBUZIONE NORMALE E CURVA GAUSSIANA 
La distribuzione normale è rappresentata da una particolare curva continua a forma 
campanulare (gaussiana). Il termine 
normale deriva dalla convinzione che 
molti fenomeni si distribuiscano con 
frequenze più elevate nei valori centrali 
e frequenze progressivamente minori 
verso gli estremi. E’ la distribuzione 
che 
Figura 5. Curva Gaussiana 
meglio rappresenta molte variabili biologiche (Magnani, 2009). I parametri statistici su cui 
si basa questa distribuzione sono la media e la deviazione standard sigma  (o indice di 
scostamento dalla media). La media corrisponde all’asse di simmetria della curva 
campanulare, mentre le deviazioni standard corrispondono ai punti di flesso della curva. 
Quest’ultima è costituita da rettangoli verticali allineati sull’asse delle ascisse. L’area di 
questi rettangoli è proporzionale alla frequenza dei valori.  Nella distribuzione normale, 
media e deviazione standard potrebbero  assumere teoricamente qualsiasi valore compreso 
tra -∞ e +∞, ma nella distribuzione normale standardizzata i due parametri assumono, 
rispettivamente, il valore zero e il valore 1. Scostandosi simmetricamente rispetto alla 
media, i valori cadono su µ +/- , µ+/- 2  e µ+/- 3 . L’area sottesa alla curva e delimitata 
da questi valori corrisponde a determinate percentuali di probabilità (p). Più esattamente, 
l’area compresa tra - e + corrisponde ad una percentuale di probabilità pari al 68% 
circa; l’area compresa tra -2  e +2  corrisponde ad una percentuale pari al 95% circa e 
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l’area compresa tra circa -3 e +3 corrisponde ad una probabilità superiore al 99%. In 
realtà, il valore preciso che viene utilizzato per la percentuale del 95% è 1.96 (Visaggi, 
2009). 
Una volta stimati la media campionaria e l’errore standard della media (ES o SEM), la 
curva gaussiana ci permette di costruire un intervallo di confidenza, individuando due 
valori (gli estremi dell’intervallo) che hanno una prestabilita probabilità di contenere al 
loro interno la vera media della popolazione. L’errore standard della media viene calcolato 
attraverso questa formula matematica 
 
ES = √(1 − 𝑓)
𝑆2
𝑛
 
 
Dove f è la frazione di campionamento (n/N),  è la varianza campionaria ed n è la 
numerosità del campione. Supponiamo ora che da una popolazione di 1872 studenti venga 
estratto un campione di 250 studenti, la cui media (M) è 2.192 e la cui varianza è 1.008. In 
questo caso, l’ intervallo di confidenza al 95% per M (M± 1.96 ES) è dato da 2.192±1.96 
ES. Si ha, quindi, una probabilità del 95% che l’intervallo i cui estremi sono 2.076 (M- 
1.96 ES) e 2.308 (M+ 1.96 ES) comprenda la vera media della popolazione. Quando la 
numerosità del campione (n) aumenta e la varianza (2) diminuisce, l’errore standard della 
media assume un valore minore e l’intervallo di confidenza si restringe. Possiamo quindi 
affermare che all’aumentare della numerosità del campione e al decrescere della sua 
varianza, la stima è molto più accurata perché aumentano le probabilità che la media 
campionaria corrisponda alla media dell’intera popolazione oggetto di studio. La curva di 
Gauss, inoltre, ci permette di calcolare la probabilità di estrarre un campione di dimensioni 
n e media M da una popolazione con media (µ) e deviazione standard note, secondo la 
formula: Z=(M-µ)/ES. 
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SIGNIFICATIVITA’ 
Il livello di significatività α esprime la probabilità di commettere un errore nel 
momento in cui si decide di respingere l’ipotesi nulla ovvero l’ipotesi secondo cui le 
differenze osservate tra i gruppi presi in esame siano dovute solo al caso. In altre parole, la 
significatività indica la probabilità di considerare falsa un’ipotesi quando in realtà 
dovrebbe essere accettata. Per convenzione internazionale consolidata, i livelli di soglia 
della probabilità significativa α ai quali di norma si ricorre sono tre: 0.05 (5%), 0.01 (1%) e 
0.001 (0.1%). Il livello di significatività 5% viene adottato molto frequentemente, in 
quanto si ritiene che il rapporto 1/20 sia sufficientemente piccolo da poter concludere che 
sia “piuttosto improbabile” che la differenza osservata tra i gruppi sia semplicemente 
casuale, infatti lo sarà solo una volta su 20 (Silvano, 2010). Logicamente, se il livello di 
significatività si riduce all’1%, solo una volta su 100 la differenza significativa tra i gruppi 
sarà dovuta al caso. Se il livello di significatività equivale al 5% o al 1% è possibile 
scartare l’ipotesi nulla ed affermare che le differenze tra gruppi sono significative. 
La significatività può essere stimata mediante la curva di gauss e l’equazione 
precedentemente descritta: Z=(M-µ)/ES. Ad ogni valore di Z corrisponde un valore di α in 
percentuale. Per esempio, quando Z=1.96, α=0.05 (5% totale, distribuito 2.5% ad ogni 
estremo della curva). 
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Figura 6. Tabella dei valori Z 
1.3 Test F e Anova Nell'ambito della ricerca sperimentale è necessario confrontare 
tra loro i risultati di due o più misurazioni. Tale confronto può essere effettuato mediante 
appropriati test statistici. L'ANOVA (o analisi della varianza) è un insieme di tecniche 
statistiche, appartenenti al filone della statistica inferenziale, che permettono di confrontare 
due o più gruppi di dati confrontando la varianza tra i gruppi (between) con la varianza 
interna ai gruppi (within), intendendo per varianza la misura di quanto i dati si discostano 
dal valore medio. La media e la varianza sono i parametri su cui si basa ANOVA e sono 
validi solo se applicati ad una popolazione che segue una distribuzione normale. Si parte 
mettendo a confronto due ipotesi contrarie tra loro: l'ipotesi nulla e l'ipotesi alternativa. 
L'ipotesi nulla prevede che i dati di tutti i gruppi abbiano la stessa origine e che le 
differenze osservate tra i gruppi siano dovute solo al caso. Il fattore che distingue i vari 
gruppi sperimentali non influenza il risultato. L'ipotesi alternativa è l'ipotesi contraria alla 
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precedente. L'ipotesi nulla viene rifiutata nel momento in cui si constata che la varianza tra 
i gruppi  supera, oltre un determinato valore critico, la varianza interna ai gruppi . 
Quest'ultima viene stimata sommando le varianze dei gruppi e dividendo il risultato per il 
numero dei gruppi. Successivamente, il calcolo dell'errore standard della media (SEM) ci 
permette di stimare anche la varianza tra i gruppi, espressa come il prodotto della 
numerosità dei gruppi per il quadrato dell'errore standard. La varianza tra i gruppi viene 
infine rapportata alla varianza interna ai gruppi e tale rapporto ci permette di effettuare il 
test F. Il valore critico di F (Fc, per α 0.05 o 0.01) dipende essenzialmente da tre fattori: il 
numero dei gruppi, la numerosità di ciascun gruppo e la distribuzione della popolazione 
d’origine (che deve seguire un andamento normale). La dipendenza del valore critico dal 
numero dei gruppi a confronto e dalla loro numerosità è espressa da due parametri, detti 
gradi di libertà (Vn e Vd). Per questo genere di analisi, il numero dei gradi di libertà tra i 
gruppi (Vn o gradi di libertà al numeratore) è dato da m-1, dove m è il numero dei gruppi 
messi a confronto. Il numero dei gradi di libertà entro i gruppi (Vd o gradi di libertà al 
denominatore) è dato da m(n-1), dove n rappresenta la numerosità di ciascun gruppo (D. 
Cocca, a.a.2011-2012). Esistono tabelle che riportano i valori critici di F (per alfa 0.05 o 
0.01) in relazione ai gradi di libertà. 
 
1.4 Cos’è il Potenziale Mitocondriale 
I mitocondri sono organelli citoplasmatici a forma di bastoncino, di dimensioni 
variabili (diametro medio di circa 0.5 µm e lunghezza media da 2 a 8 µm). In ogni cellula, 
il numero dei mitocondri oscilla tra 1000 e 1500 (Panattoni,2002). Procedendo dall’esterno 
all’interno, la struttura del mitocondrio presenta: una membrana esterna, uno spazio tra 
membrana interna ed esterna, una membrana interna e una matrice (figura  7) 
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Figura 7, mitocondrio 
La membrana esterna è dotata di elevata permeabilità e ha un contenuto lipidico 
(40-50%) maggiore rispetto a quella interna, rappresentato essenzialmente da fosfolipidi, in 
particolare fosfatidilcolina. Il 20% del contenuto proteico è costituito da porine, canali 
acquosi attraversabili da ioni e molecole polari di peso inferiore a 4,50 kDa. Lo spazio 
intermembrana, di circa 7 nm, non è altro che lo spazio compreso tra le membrane interna 
ed esterna. La membrana interna contiene una percentuale particolarmente alta di proteine 
(superiore al 70%) che sono coinvolte nella fosforilazione ossidativa e nel trasporto di 
metaboliti (piruvato e acidi grassi) tra il citosol e il mitocondrio. Il suo contenuto lipidico è 
costituito dal fosofolipide cardiolipina e, in minima parte, da colesterolo. La membrana 
interna si introflette verso la matrice formando delle pieghe (creste). La matrice contiene il 
sistema genetico mitocondriale e gli enzimi responsabili delle reazioni centrali del 
metabolismo ossidativo (Panattoni, 2002). 
I mitocondri giocano un ruolo cruciale nella produzione dell’energia metabolica, 
indispensabile per la vita e per le attività cellulari (come la contrazione muscolare e il 
trasporto contro gradiente di concentrazione). L’energia prodotta nel corso della 
demolizione ossidativa del glucosio e degli acidi grassi viene poi convertita in ultimo in 
molecole di ATP. Gli stadi iniziali del metabolismo del glucosio (glicolisi) si attuano nel 
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citosol, dove il glucosio è trasformato in piruvato producendo due molecole di ATP. Il 
piruvato è trasportato successivamente nella matrice mitocondriale, dove subisce una 
decarbossilazione ossidativa trasformandosi in acetil CoA, che è poi demolito a CO2 
attraverso il ciclo dell’acido citrico. Anche l’ossidazione degli acidi grassi genera acetil 
CoA, il quale è parimenti metabolizzato dal ciclo dell’acido citrico. 
L’ossidazione dell’acetil CoA a CO2 è accoppiata alla riduzione del NAD+ e del 
FAD a NADH e FADH2, rispettivamente. Questi due cofattori vengono riossidati nel 
momento in cui trasferiscono i loro elettroni ad un accettore, l’ossigeno molecolare, 
attraverso la catena di trasporto della fosforilazione ossidativa, costituita da vari carriers 
proteici localizzati nella membrana interna mitocondriale (Cooper, 2005). 
L’energia prodotta nel corso del trasferimento elettronico viene utilizzata per 
pompare i protoni dalla matrice allo spazio intermembrana, generando così un gradiente 
protonico attraverso la membrana mitocondriale interna. Poiché i protoni sono particelle 
elettricamente cariche, l’energia potenziale conservata nel gradiente protonico è costituita 
da due componenti: una elettrica e una chimica. La componente elettrica corrisponde alla 
differenza di potenziale (delta psi, ) attraverso la membrana mitocondriale interna, che 
vede la matrice mitocondriale carica negativamente e lo spazio intermembrana carico 
positivamente. L’energia libera corrispondente a questa differenza di potenziale è data da: 
∆𝐺 = −𝐹∆𝑉 
dove F è la costante di Faraday e ∆𝑉  è il potenziale di membrana. La componente di 
energia libera corrispondente alla differenza di concentrazione protonica attraverso la 
membrana è data dall’equazione: 
∆𝐺 = 𝑅𝑇 𝑙𝑛
[𝐻+]𝑖
[𝐻+]𝑜
    (Cooper, 2005). 
dove [H+]i e [H
+]o si riferiscono, rispettivamente, alla concentrazione dei protoni all’interno 
e all’esterno dei mitocondri. 
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La concentrazione di protoni nella matrice è dieci volte inferiore a quella del citosol e dello 
spazio intermembrana, pertanto si riscontra una differenza di circa un’unità di pH in questi 
compartimenti (pH 8 nella matrice e circa 7 nel citosol e tra le due membrane). La 
concentrazione di H+ più bassa nella matrice genera un gradiente di pH (ΔpH) e un 
gradiente di potenziale elettrico transmembrana (Δψ) che in condizioni fisiologiche assume 
valori tra -150 mV e -200 mV. Questi sono i due elementi che compongono la forza 
motrice protonica (ΔμH) secondo la relazione: ΔμH = Δψ - 2,303 RT ΔpH; con R = 
costante dei gas = 8,31 JK-1 mol-1 e T = 298°K (25°C). Quindi, una parte dell’energia 
conservata nel gradiente protonico è usata per sostenere la sintesi di ATP allorchè alcuni 
protoni diffondono a ritroso nella matrice attraverso il complesso proteico V (ATPasi) 
(Figura 8). 
 
Figura 8: Catena di trasporto degli elettroni. 
 
E’ stato scoperto che i mitocondri giocano un ruolo cruciale anche nella morte 
programmata della cellula, nota come apoptosi. Quest'ultima rappresenta un meccanismo 
di difesa per mezzo del quale le cellule danneggiate e potenzialmente pericolose possono 
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essere eliminate salvaguardando così la salute dell'organismo intero (Cooper, 2005) 
(Figura 9) 
 
Figura 9: Schematizzazione del processo apoptotico. 
 
E’ stato dimostrato che la dissipazione del potenziale mitocondriale è l’evento 
scatenante il fenomeno della morte programmata. L’attivazione dell’apoptosi può derivare 
da due vie di signaling: la via estrinseca e la via intrinseca o mitocondriale. Le due vie 
apoptotiche sono strettamente correlate e dipendenti l’una dall’altra. 
Nella via estrinseca il ligando Fas si lega al suo recettore di membrana 
citoplasmatica causandone la trimerizzazione. La porzione citoplasmatica del recettore lega 
molecole adattatrici che a loro volta legano una caspasi a monte chiamata caspasi 8, la 
quale viene attivata mediante autoproteolisi. La caspasi 8 ha un'attività proteasica su altre 
caspasi, ma anche su un membro della famiglia di Bcl2 chiamato Bid, il quale è in grado di 
indurre apoptosi. Infatti, in seguito al taglio proteasico, Bid trasloca dal citosol al 
mitocondrio. Qui promuove l'oligomerizzazione di altre proteine proapoptotiche, anch'esse 
appartenenti alla famiglia di Bcl2, come Bax e Bak. Oligomerizzando, Bak e Bax formano 
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pori sulla membrana mitocondriale esterna e ciò ha come conseguenza la fuoriuscita del 
citocromo c, contenuto nello spazio intermembrana. Il citocromo c attiva la procaspasi 9 
(una caspasi iniziatrice), la quale a sua volta attiva, tramite taglio proteolitico, la caspasi 3 
(esecutrice). Quest'ultima degrada le proteine del citoscheletro e blocca gli inibitori delle 
DNAsi. Dal mitocondrio, vengono liberate altre molecole come l'endonucleasi G e 
Smac/Diablo. L'endonucleasi G entra nel nucleo e degrada il DNA mentre le molecole 
Smac/Diablo promuovono la morte cellulare impedendo l'attivazione delle proteine IAP, 
che sono degli inibitori delle caspasi. Bak e Bax, in realtà, possono interagire anche con le 
proteine del complesso di permeabilità di transizione del poro mitocondriale (PTPM), 
come ANT (adenina nucleotide traslocasi), VDAC (canale anionico voltaggio dipendente) 
e TSPO (traslocatore proteico mitocondriale, coinvolto anche nella sintesi degli steroidi e 
nel trasporto del colesterolo all'interno dei mitocondri). ANT è localizzata sulla membrana 
interna del mitocondrio e la sua attivazione ad opera di Bak e Bax porta alla formazione di 
pori, attraverso i quali i protoni situati nello spazio intermembrana migrano in massa nella 
matrice mitocondriale, dissipando così il potenziale elettrochimico del mitocondrio. Ciò ha 
come conseguenza la morte cellulare, dal momento che la cellula non è più in grado di 
sostenere la sintesi di ATP. La formazione di pori ad opera di ANT viene impedita da 
proteine antiapoptotiche come Bcl2 e Bcl Xl le quali sono anche in grado di sequestrare il t 
Bid e di neutralizzare Bak e Bax. La funzione della  proteina proapoptotica Bad  è quella di 
"liberare" t Bid, Bax e Bak dal loro legame con le proteine antiapoptotiche 
(Kroemer,2007). 
La via intrinseca è innescata dall’attivazione delle specifiche proteine pro-
apoptotiche (Bid, Bad, Bak e Bax) e tramite l’inattivazione delle proteine anti-apoptotiche 
Bcl-2 e Bcl-XL. Il bilancio tra le prime e le seconde proteine determina il prevalere 
dell’apoptosi o della sopravvivenza cellulare. Quando nella cellula prevalgono le proteine 
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pro-apoptotiche, si ha un aumento della permeabilità mitocondriale e il conseguente 
rilascio del citocromo c, che attiva e fa assumere una conformazione distesa ad Apaf-1, che 
permette l’interazione con le caspasi iniziatrici, come la caspasi 9. (figura 10) 
 
 
 
 
Figura 10. Via estrinseca e via intrinseca. 
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2. SCOPO DELLA TESI 
Questo lavoro si propone di descrivere una metodologia statistica per caratterizzare nuove 
molecole antineoplastiche. Il meccanismo dell’azione citotossica di questi composti 
consiste nell’attivazione del complesso di transizione di permeabilità mitocondriale, 
mediante il legame alla proteina TSPO, facente parte di tale poro. In seguito al legame di 
tali composti al TSPO, si verifica aumento della permeabilità mitocondriale, dissipazione 
del potenziale transmembrana e innesco dei segnali che conducono all’apoptosi. I dati sulla 
dissipazione del potenziale mitocondriale in cellule umane di glioblastoma multiforme, 
trattate con vari ligandi al TSPO, sono stati analizzati mediante il metodo statistico One-
Way Anova e verificati mediante i post test. Tale analisi è stata condotta per evidenziare 
l’esistenza di differenze statisticamente significative tra i gruppi trattati ed i controlli, in 
modo da autorizzare successive sperimentazioni dei farmaci in questione. 
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3. MATERIALI E METODI 
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3.1 Dati già ottenuti sul ΔΨ 
I dati relativi all’analisi di dissipazione del potenziale mitocondriale sono stati ottenuti 
precedentemente all’avvio di questo lavoro di tesi, mediante il probe fluorescente 5,5’,6,6’-
tetracloro-1,1’,3,3’-tetraetilbenzimidazolilcarbocianina ioduro (JC-1), che è considerato il 
probe più sensibile e affidabile per rilevare le variazioni del Δψm. L’accumulo di JC-1 nel 
mitocondrio, infatti, è strettamente legato alla variazione del potenziale elettrochimico 
dell’organello. JC-1 si accumula nel mitocondrio con potenziale integro, grazie alla sua 
carica negativa; quando si trova ad alte concentrazioni il probe inizia a formare degli 
aggregati, che emettono una fluorescenza arancione-rossa ad un massimo di 590 nm. In 
questo modo, la depolarizzazione mitocondriale viene rilevata osservando un aumento 
dell’intensità della fluorescenza arancione-rossa. Una soluzione di JC1 (0.2 mg/ml) in 
DMSO è stata conservata in ghiaccio per 15-20 minuti per permettere al fluorescente di 
sciogliersi. I mitocondri sono stati isolati dalle cellule di glioblastoma umano U87MG 
usando un protocollo standard (Kit di isolamento dei mitocondri, Sigma Aldrich, Milano, 
Italia). Per testare l’effetto dei nuovi farmaci sul Δψm mitocondriale, i ligandi al TSPO 
sono stati aggiunti alla sospensione mitocondriale per 15 minuti. Successivamente, in un 
una piastra nera da 96 pozzetti, sono stati aggiunti 90 µl di soluzione di JC1 e 10 µl 
(equivalenti a 5µg di proteine) di mitocondri isolati trattati e non trattati. La fluorescenza 
del campione è stata letta in un fluorimetro usando il metodo time-drive (una lettura ogni 
10 secondi per 10 minuti) e impostando la lunghezza d’onda di eccitazione a 490 nm e 
quella di emissione a 590nm. I valori ottenuti rappresentavano le Unità di Fluorescenza 
Relativa (RFU). 
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Analisi statistica dei dati 
L’analisi statistica dei dati sperimentali e la loro rappresentazione grafica sono stati 
condotti utilizzando il programma di statistica Graph-Pad Prism (nonlinear multipurpose 
curve-fitting program GraphPad Software Inc., San Diego, CA).  
GraphPad Prism è un software di creazione di grafici scientifici 2D/3D polivalente capace 
di integrare funzioni statistiche orientate in scienze biomediche. Il programma propone un 
insieme di strumenti per analizzare i dati scientifici. Anche se non può sostituire un 
software dedicato esclusivamente all'analisi statistica, esso permette di realizzare 
facilmente test statistici di base, quelli normalmente utilizzati dai laboratori e dai 
ricercatori clinic, proponendo test t, di comparazione non parametrica, one-way e two-way 
ANOVA, regressione lineare e non lineare, analisi delle tabelle di contingenza e analisi di 
sopravvivenza. 
Nel presente lavoro di tesi, l’analisi statistica dei dati è stata condotta utilizzando il test 
One-Way ANOVA, in quanto test appropriato per le caratteristiche dei dati sperimentali da 
analizzare. Entro certi limiti il software è in grado di verificare in maniera automatica se 
l’analisi scelta è consona all’esperimento. Una volta selezionato il test ed inseriti i dati, il 
programma presenta i risultati in una tabella organizzata, analoga a quella dell’esempio 
mostrato in figura (figura 11). L’analisi statistica è stata effettuata mediante vari t test per i 
confronti di coppia. P<0.05 è stato considerato statisticamente significativo. 
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Figura 11 . Esempio di foglio di calcolo Graph Pad Prism. 
Il valore p riportato in tabella si riferisce alla probabilità e risponde a questo 
interrogativo: Se le popolazioni hanno realmente la stessa media (i trattamenti sono 
inefficaci), qual è la probabilità che il campionamento random produca delle medie 
distanziate allo stesso modo (o anche di più) di quanto si osserva nel nostro esperimento? 
Se il valore complessivo di p è ampio, i dati non ci autorizzano in alcun modo ad affermare 
che le medie differiscono. Anche se le medie della popolazione fossero uguali, non ci 
dovrebbe sorprendere di trovare le medie del campione in questione così distanziate solo 
per caso. Ciò non equivale a dire che le vere medie sono le stesse. Non otteniamo cioè 
un'evidenza assoluta che esse sono le stesse. Se il valore complessivo di p è basso, allora è 
improbabile che le differenze osservate siano dovute al caso. Quindi possiamo respingere 
l'ipotesi che tutte le popolazioni abbiano medie identiche. Ciò non significa che ogni media 
differisca da ogni altra media, ma solamente che almeno una differisce da tutte le altre.  
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Il test di Bartlett riportato in tabella serve a verificare il presupposto del One-Way 
ANOVA secondo cui le popolazioni abbiano tutte le stesse deviazioni standard, a patto che 
ciascun gruppo contenga almeno cinque valori. Il test di Bartlett pone questa ipotesi: se le 
popolazioni hanno davvero le stesse deviazioni standard, che probabilità abbiamo di aver 
selezionato a caso campioni le cui deviazioni standard sono differenti l'una dall'altra come 
nel nostro esperimento? Se il valore p è basso, dobbiamo decidere se trarre la conclusione 
che le deviazioni standard delle due popolazioni sono differenti. Se concludiamo che le 
popolazioni hanno diverse varianze, abbiamo quattro possibilità: 1) possiamo affermare 
che le popolazioni sono diverse. Se le deviazioni standard sono davvero diverse, allora le 
popolazioni sono diverse a prescindere da cosa Anova conclude circa le differenze tra le 
medie. Questa può essere la conclusione più importante dell'esperimento. 2) possiamo 
trasformare i dati per eguagliare le deviazioni standard e quindi eseguire nuovamente 
l'analisi della varianza. Convertendo i valori nei loro reciproci o nei logaritmi, si 
eguaglieranno le deviazioni standard e si renderanno le distribuzioni più gaussiane. 3) 
possiamo usare un'Anova modificata che non prevede che tutte le deviazioni standard siano 
uguali. Il prisma, però, non fornisce una simile opzione. 4) possiamo ignorare il test di 
Bartlett e interpretare i risultati forniti da Anova nel solito modo. Il test di Bartlett è molto 
sensibile alle deviazioni da una distribuzione di tipo gaussiano. Un basso valore di p con il 
test di Bartlett può essere dovuto a dati che non sono di tipo gaussiano, piuttosto che a 
varianze disomogenee. Poichè l'Anova è abbastanza stabile nei confronti dei dati non 
gaussiani, alcuni esperti di statistica suggeriscono di ignorare il test di Bartlett, 
specialmente quando la numerosità dei campioni è uguale (o quasi). 
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3.2 Scelta del post test. 
Il software permette di operare la scelta fra quattro post-test differenti. 
E’ necessario applicare un post –test perché quando vengono confrontati più di due 
gruppi, Anova permette solo di stabilire se le differenze osservate tra i gruppi trattati e il 
gruppo di controllo sono significative o dovute al caso. In altre parole, permette di stabilire 
se i trattamenti hanno avuto effetto. Non permette, però, di stabilire a quale trattamento è 
dovuta la differenza significativa osservata. Supponiamo, per esempio, di voler scoprire se 
un determinato tipo di dieta è in grado di modificare la gittata cardiaca confrontando tra 
loro quattro gruppi: un gruppo che non segue alcuna dieta (gruppo di controllo), un gruppo 
che segue una dieta a base di pesce, un gruppo che segue una dieta a base di carne e infine 
un gruppo che segue una dieta a base di frutta. Anche se riuscissimo a constatare, mediante 
Anova, che la dieta (il fattore sperimentale che distingue i gruppi) incide sulla gittata 
cardiaca, non sapremmo "quale tipo" di dieta incide sulla gittata cardiaca. In altri termini, 
non sapremmo in quale gruppo risiede la differenza osservata. In questi casi, quindi, 
ricorriamo ad altri test statistici, come il test t di Bonferroni, di Newman Keuls e di Tukey 
e Dunnet (D. Cocca a. a. 2011-2012). 
Il test t di Bonferroni è basato su una regola di disuguaglianza (detta 
disuguaglianza di Bonferroni), secondo la quale per operare tre confronti con il test t 
mantenendo la probabilità di commettere uno o più errori sotto il 5%, dobbiamo usare il 
valore soglia di t corrispondente a 0.05/3 = 1.6%. per ognuno dei confronti singoli. Se non 
adottassimo questa procedura, infatti, avremmo una probabilità circa del 3 (5) = 15% di 
trovare una differenza quando in realtà non ve n'è alcuna. Tale procedura funziona 
abbastanza bene quando ci sono pochi gruppi da confrontare, ma quando il numero dei 
confronti cresce oltre 8 o 10, il valore di t richiesto per concludere che esiste una differenza 
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diventa molto più grande del necessario e il metodo diventa troppo cautelativo. 
L'equazione del test t di Bonferroni è la seguente: 
 t = 
𝑋1−𝑋2
√(𝑆
2𝑒𝑛𝑡𝑟𝑜
𝑛1⁄ )+(
𝑆2𝑒𝑛𝑡𝑟𝑜
𝑛2⁄ )
 
Quando le numerosità campionarie sono uguali, l'equazione diventa: 
t = 
𝑋1−𝑋2
√2𝑆𝑒𝑛𝑡𝑟𝑜
2
𝑛⁄
 
Un metodo per rendere meno conservativo il test t è quello di usare la stima della 
varianza entro i gruppi in luogo della stima combinata della varianza. In questo caso, 
infatti, i gradi di libertà sono come quelli del denominatore nell'analisi della varianza e 
sono più numerosi che per un semplice test t basato sul confronto di due campioni. Poichè 
il valore critico di t decresce quando i gradi di libertà aumentano, è possibile rilevare una 
differenza, con un grado prefissato di fiducia, anche in presenza di minori differenze 
assolute tra le medie. Supponiamo che vengano confrontati tre gruppi due a due: il primo è 
costituito da 26 donne che praticano corse competitive (runners), il secondo da 26 donne 
che praticano la corsa come dilettanti (joggers) e il terzo da 26 donne che non praticano 
alcuna corsa (detto anche gruppo di controllo). Vogliamo scoprire se la corsa riduce la 
frequenza dei cicli mestruali. In questo caso, i gradi di libertà associati con la stima della 
varianza entro gruppi (o gradi di libertà al denominatore) sono m (n-1) = 3 (26-1)= 75.  La 
media del primo gruppo é 9.1, la media del secondo è 10.1 e la media del terzo è 11.5. Per 
confrontare il gruppo di controllo con quello delle dilettanti calcoliamo: 
t = 
𝑋𝑗𝑜𝑔−𝑋𝑐𝑜𝑛
√2𝑆𝑒𝑛𝑡𝑟𝑜
2
𝑛⁄
 = 
11.5−10.1
√2(3.95) 26⁄
 = 2.54 
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Per confrontare il gruppo di controllo con quello delle professioniste calcoliamo: 
t = 
𝑋𝑟𝑢𝑛−𝑋𝑐𝑜𝑛
√2𝑆𝑒𝑛𝑡𝑟𝑜
2
𝑛⁄
 = 
11.5−9.1
√2(3.95) 26⁄
 = 4.35 
Per confrontare infine il gruppo delle dilettanti con quello delle professioniste 
calcoliamo: 
t = 
𝑋𝑗𝑜𝑔−𝑋𝑟𝑢𝑛
√2𝑆𝑒𝑛𝑡𝑟𝑜
2
𝑛⁄
 = 
10.1−9.1
√2(3.95) 26⁄
 = 1.81 
Il valore critico di t per alfa 1.6% e gdl 75 è 2.45 circa. Quindi abbiamo prove 
sufficienti per concludere che sia la corsa per dilettanti sia quella per professioniste 
riducono la frequenza dei cicli mestruali, ma non possiamo affermare che la corsa 
competitiva allunga i cicli mestruali in misura maggiore della corsa per dilettanti. 
La statistica q del test di Newman Keuls è costruita in modo simile alla statistica 
t, ma la distribuzione campionaria usata per determinarne i valori critici riflette un modello 
matematico per confronti multipli, più complicato della semplice disuguaglianza di 
Bonferroni. Questo modello più sofisticato consente di ottenere una stima più realistica 
della probabilità alfa rispetto al test t di Bonferroni. Prima di applicare la formula 
dobbiamo accertarci che F sia significativo. A questo punto si dispongono tutte le medie 
campionarie in ordine crescente e si calcola la statistica q secondo la formula: 
q = 
𝑋𝐴−𝑋𝐵
√
𝑆𝑒𝑛𝑡𝑟𝑜
2
2
(
1
𝑛𝐴
+ 
1
𝑛𝐵
)
 
dove XA e XB sono le due medie confrontate, S
2 entro è la stima della varianza 
entro i gruppi e nA e nB sono le numerosità dei campioni a confronto. Il valore critico di q 
dipende da alfa, dai gradi di libertà del denominatore e da un parametro p che è il numero 
di medie confrontato nel test. Per esempio, quando si confrontano la più grande e la più 
piccola di quattro medie, p=4; quando si confrontano la più piccola e quella 
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immediatamente seguente in ordine di grandezza, p=2. La procedura appropriata consiste 
nel confrontare dapprima la media massima con la minima, poi la massima con la seconda 
in ordine crescente e così via, finchè la massima non viene confrontata con quella 
immediatamente precedente. Indi si confronta la penultima in ordine crescente con la 
minima, poi con la seconda in ordine crescente  e così via. Per esempio, dopo aver disposto 
quattro medie in ordine crescente, la sequenza dei confronti dovrebbe essere la seguente: 4 
con 1; 4 con 2; 4 con 3; 3 con 1; 3 con 2; 2 con 1. Un'altra importante regola procedurale è 
che se non esiste una differenza significativa tra due medie, si deve concludere che non 
esiste differenza significativa neppure tra le medie comprese tra esse, senza effettuare 
alcun test ulteriore. Dunque se non troviamo alcuna differenza tra le medie 3 e 1 
rinunciamo a cercare una differenza tra le medie 3 e 2 o 2 e 1. Riportiamo l'esempio 
precedente: la corsa e i cicli mestruali. Sapendo che le tre medie sono 11.5, 10.1 e 9.1, 
calcoliamo la differenza tra la più grande e la più piccola (gruppo di controllo contro 
professioniste), tra la più grande e l'intermedia (controllo contro dilettanti) e tra 
l'intermedia e la più piccola (dilettanti contro professioniste). Per confrontare il gruppo di 
controllo con le professioniste calcoliamo: 
q = 
𝑋𝑐𝑜𝑛−𝑋𝑟𝑢𝑛
√
𝑆𝑒𝑛𝑡𝑟𝑜
2
2
(
1
𝑛𝑐𝑜𝑛 
+ 
1
𝑛𝑟𝑢𝑛
)
 = 
11.5−9.1
√
3.95
2
(
1
26
+ 
1
26
)
 = 6.157 
Questo confronto comprende tre medie, cosicchè p=3. Il valore critico di q per alfa 
=0.05, gdl = 75 e p=3, è 3.385. Poichè il valore di q associato a questo confronto (6.157) 
supera questo valore critico, concludiamo che c'è una differenza significativa tra gruppo di 
controllo e professioniste. Per confrontare il gruppo di controllo con quello delle dilettanti 
calcoliamo: 
q = 
𝑋𝑐𝑜𝑛−𝑋𝑗𝑜𝑔
√
𝑆𝑒𝑛𝑡𝑟𝑜
2
2
(
1
𝑛𝑐𝑜𝑛 
+ 
1
𝑛𝑗𝑜𝑔
)
 = 
11.5−10.1
√
3.95
2
(
1
26
+ 
1
26
)
 = 3.592 
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Per questo confronto, alfa e gdl sono gli stessi di prima, ma p=2. Il valore critico di 
q è 2.822. Il valore di 3.592 calcolato per questo confronto, dunque, supera anch'esso il 
valore critico, cosicché concludiamo che il gruppo di controllo differisce 
significativamente anche da quello delle dilettanti. Per confrontare il gruppo delle dilettanti 
con quello delle professioniste, calcoliamo: 
q = 
𝑋𝑗𝑜𝑔−𝑋𝑟𝑢𝑛
√
𝑆𝑒𝑛𝑡𝑟𝑜
2
2
(
1
𝑛𝑗𝑜𝑔 
+ 
1
𝑛𝑟𝑢𝑛
)
 = 
10.1−9.1
√
3.95
2
(
1
26
+ 
1
26
)
 = 2.566 
Il valore di q calcolato per questo confronto (2.566) è inferiore al valore critico di 
2.822 necessario per concludere che c'è differenza tra il gruppo delle dilettanti e il gruppo 
delle professioniste (i valori di gdl e p sono uguali al caso precedente, così come lo è il 
valore critico di q). 
Il test di Tukey si esegue nello stesso modo del test di Newman Keuls. L'unica 
differenza sta nel valore critico utilizzato per controllare se una data differenza è 
significativa. Nel test di Newman Keuls il valore del parametro p dipende dal numero di 
medie comprese tra le due che si confrontano. Ne segue che il completamento di una serie 
di confronti mediante il test SNK comporta variazioni del valore critico di q in relazione a 
quale confronto viene fatto. Nel test di Tukey, invece, il parametro p è posto uguale a m, il 
numero di gruppi che fanno parte dell'analisi. Se usassimo il test di Tukey per l'esame dei 
confronti multipli nell'esempio delle corse, dovremmo usare m=3 per p e quindi 
confrontare i valori osservati di q con il valore critico di 3.385 per tutti i confronti. Il test di 
Tukey controlla il tasso di errore per tutti i confronti contemporaneamente, mentre il test di 
Newman Keuls controlla il tasso di errore per tutti i confronti che coinvolgono p medie. Ne 
segue che il test di Tukey è più prudente del test di Newman Keuls (cioè è meno probabile 
che definisca significativa una differenza). (Stanton).  
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4.1 Analisi dei dati 
L’analisi statistica dei dati di dissipazione del potenziale mitocondriale, ottenuti 
trattando mitocondri isolati con composti capaci di legare il TSPO, ha evidenziato per 
alcune molecole un’efficacia d’azione nel dissipare il potenziale mitocondriale altamente 
significativa rispetto ai mitocondri trattati con il solo solvente. 
In particolare, i composti della serie EB, sintetizzati nel laboratorio di Chimica 
Farmaceutica del Dipartimento di Farmacia, diretto dal prof. Federico Da Settimo, si sono 
rivelati buoni candidati ad ulteriori caratterizzazioni biologiche. 
I valori di fluorescenza (RFU) ottenuti trattando i mitocondri con varie 
concentrazioni del composto EB54 (50nM-500nM-5M) sono stati inseriti nel foglio di 
calcolo (figura 12, A). Il grafico sotto riportato (figura 12, B) mostra come l’effetto di 
dissipazione del potenziale mitocondriale sia concentrazione-dipendente. 
A 
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Figura 12 
E’ stata quindi condotta l’analisi statistica del foglio di calcolo per evidenziare 
eventuali differenze fra i campioni, sotto forma di confronto multiplo. Un confronto è un 
test di differenza tra le medie di due gruppi. Ci sono due categorie di confronti per i gruppi 
testati da Anova: i confronti semplici e i confronti complessi. Un confronto semplice è un 
test di differenza tra qualsiasi coppia di gruppi, come per esempio il gruppo sperimentale e 
il gruppo di controllo. Un confronto complesso è un test di differenza tra combinazioni di 
gruppi. L’analisi One-way ANOVA, capace di effettuare un confronto complesso fra 
gruppi, ha permesso di rilevare una differenza altamente significativa fra i gruppi, pari a 
p<0.0001 (figura 13). 
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Figura 13 Applicazione del One-Way Anova 
 
Successivamente, l’applicazione dei diversi post-test (Tukey, Newman-Keuls , 
Bonferroni e Dunnett) ha permesso di individuare il gruppo che differiva 
significativamente dal controllo (Figura 14, 15, 16 e 17) 
 
Figura 14 Applicazione del test di Tukey 
 
 
Figura 15 Applicazione del test di Newman-Keuls 
 
Figura16 Applicazione del test di Bonferroni 
Figura 17 Applicazione del test di Dunnett 
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Per i dati analizzati, i quattro post-test effettuati non differivano negli esiti. È stato 
quindi possibile affermare che gli effetti del composto EB54 erano altamente significativi 
rispetto al controllo e con modalità concentrazione–dipendenti (figura 18). 
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Figura 18 
Analizzando i valori ottenuti trattando i mitocondri con il composto EB22 e 
paragonandoli con quelli ottenuti con il composto EB54 è stato ottenuto il seguente foglio 
di calcolo e il seguente grafico (figura 19, A e B) : 
A 
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B 
Figura 19 Unità di fluorescenza in funzione delle concentrazioni 
 
Mediante l’Anova One-Way, è stato possibile rilevare differenze statisticamente 
significative tra i gruppi trattati e il gruppo di controllo, con una probabilità di 
commettere un errore di tipo I inferiore allo 0.01%, come evidenziato nel foglio dei 
risultati prodotti dal programma Prism (Figura 20).  
 
Figura 20: applicazione dell’Anova 
 
Figura 21: applicazione del test di Tukey 
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Figura 22: applicazione del test di Newman-Keuls 
 
Figura 23: applicazione del test di Bonferroni 
 
Figura 24: applicazione del test di Dunnett 
 
 Tutti e quattro i post test hanno permesso di constatare che la differenza osservata 
tra il campione trattato con il composto EB 54 e il campione di controllo (p<0.001) 
risultava più significativa della differenza osservata tra il campione trattato con EB 
22 e il campione di controllo (p<0.01).  
In ultimo abbiamo preso in esame i risultati di dissipazione del potenziale 
mitocondriale ottenuti con composti appartenenti ad una classe chimica diversa da quella 
degli EB, denominati EC.  
I valori sono stati inseriti nel foglio di calcolo con una modalità diversa, inserendo 
il valore medio, la deviazione standard e numero di valori per gruppo (figura 25 A, B) 
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Figura 25 
 
Mediante l’Anova One-Way è stato possibile, anche in questo caso, rilevare 
differenze significative tra il gruppo di controllo e i gruppi trattati, con una 
probabilità di commettere un errore di tipo I inferiore allo 0.01% (figura 26) 
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Figura 26: applicazione dell’Anova 
 
Figura 27: applicazione del test di Tukey 
Figura 28: applicazione del test di Newman-Keuls 
Figura 29: applicazione del test di Bonferroni 
 
Figura 30: applicazione del test di Dunnett 
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Effettuando il test di Newman-Keuls, la differenza tra il campione trattato con EC 1 
e il campione di controllo è risultata avere una significatività pari a p<0.01.  
Tuttavia, effettuando altri test meno sensibili, ovvero più robusti, come il Tukey, il 
Bonferroni e il Dunnett, questa differenza è risultata meno significativa (p<0.05), 
dal momento che aumentavano le probabilità di commettere un errore respingendo 
l’ipotesi nulla. Invece, la differenza osservata tra il campione trattato con EC 2 e il 
campione di controllo è risultata altamente significativa (p<0.001) anche 
effettuando i test più robusti.  
 
Alla luce dei risultati ottenuti emerge che una volta effettuato un test di analisi di 
varianza (Anova), non si è ancora in grado di rilevare quale o quali gruppi 
differiscano significativamente dal controllo. A tale scopo è infatti necessario 
effettuare altri test statistici (post-test). Come approccio iniziale si potrebbe tendere 
ad effettuare un certo numero di t test su ogni coppia di gruppi. Questo però non è 
un buon approccio per due motivi: 1) effettuando ripetuti test statistici sugli stessi 
dati (cosa che accade effettuando t test su ogni coppia di gruppi) il valore di alfa 
aumenta, facendo perdere di robustezza all’analisi; 2) i risultati non sono 
pienamente confrontabili dal momento che i t test individuali possono esaminare 
solo due gruppi per volta e non tengono di conto di eventuali relazioni sperimentali 
fra i campioni analizzati. Grazie ai test statistici, basati sull’analisi dei confronti 
multipli, è possibile superare i limiti dei t test e quantificare le differenze tra i vari 
gruppi oggetto di studio una volta effettuata l’analisi della varianza. Tali test 
statistici includono appunto il test di Bonferroni, il test di Tukey, il test di Newman-
Keuls e il test di Dunnett, i post test applicati in questo lavoro di tesi. E’ possibile 
decidere quale di questi test effettuare a seconda dello scopo che si vuole 
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raggiungere e delle condizioni sperimentali in cui sono stati ottenuti i dati 
analizzati. L’efficacia di un test, infatti, può essere importante in uno studio e alcuni 
test sono più efficaci di altri. Nell’ambito della ricerca sperimentale, situazioni 
diverse possono condizionare la scelta di un test basato sui confronti multipli. Per 
esempio, l’analisi di comparazione multipla di Tukey è stata sviluppata per 
trattare gruppi a diversa numerosità, eventualità che può verificarsi nell’ambito di 
una ricerca. Questo metodo testa ciascun gruppo sperimentale con ciascun gruppo 
di controllo. Il metodo Tukey prevede che venga testata per prima la coppia di 
gruppi con una differenza maggiore tra le medie ed usa la statistica q per verificare 
se le differenze osservate tra i gruppi sono statisticamente significative. Si procede 
sottraendo la media minore dalla media maggiore e dividendo il risultato per 
l’errore standard della media dell’intero gruppo. I valori critici di q sono riportati in 
apposite tabelle. Se il valore q ottenuto dall’analisi supera il valore critico riportato 
in tabella, possiamo concludere che esiste una differenza significativa tra i due 
gruppi messi a confronto. A questo punto, viene testata la coppia successiva e si 
continua a testare le coppie finche’ il valore q ottenuto diventa non significativo. 
Tukey usa una stima di alfa abbastanza conservativa e quindi è meno probabile che 
definisca significativa una differenza. I test come quello di Tukey riducono la 
possibilità di commettere un errore di tipo I e quindi di definire significativa una 
differenza quando questa è minima. Per questo motivo, dovrebbero essere usati 
quando l’errore di tipo I (falso positivo) viene considerato più grave dell’errore di 
tipo II (falso negativo).  
 Tuttavia il test di Tukey presenta anche alcuni svantaggi: è meno efficace di altri 
sistemi e non è adeguato per l’analisi di comparazioni complesse. 
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Il metodo di Newman-Keuls è un metodo è molto simile al Tukey ma, rispetto a 
quest’ultimo, è meno conservativo e quindi risulta più facile riscontrare delle 
differenze significative tra i gruppi. Inizialmente esegue le stesse comparazioni di 
coppia del Tukey, ma il valore critico usato nel metodo di Newman-Keuls 
diminuisce ad ogni test successivo, mentre il Tukey presenta lo stesso valore critico 
per tutti i test. Infatti, come già descritto precedentemente, nel test di Newman-
Keuls il valore critico tende a diminuire quando diminuisce il numero di medie 
messe a confronto. Nel test di Tukey, invece, il valore critico non dipende dal 
numero di medie confrontate, bensì dal numero dei gruppi confrontati e quindi 
assume un valore costante in tutti i confronti.   Questo tipo di statistica dovrebbe 
essere usato per gli studi nei quali hanno importanza solo differenze di coppia 
relativamente piccole. In conclusione, il metodo di Newman-Keuls è appropriato 
per studi nei quali anche minime differenze sono importanti da rilevare e le 
conseguenze di un errore di tipo II sono più gravi di quelle di un errore di tipo I. 
Diversamente dal Tukey, la tecnica di Newman-Keuls va adottata quando si ha a 
che fare con gruppi di uguale numerosità. 
Come il metodo Tukey e contrariamente al Newman-Keuls, il metodo di 
Bonferroni è un metodo in grado di effettuare confronti complessi. Tuttavia, la 
statistica di Bonferroni non è uno strumento adatto per un’analisi preliminare dei 
dati. Richiede, infatti, che si sappia in anticipo quali sono i confronti da testare e che 
si conosca nello specifico il fenomeno di interesse. Limitando il numero dei test a 
quelli specificati in anticipo dal ricercatore, il test di Bonferroni riduce il problema 
dell’aumento dell’alfa. Il maggior vantaggio del metodo di Bonferroni è che esso 
riduce la probabilità di commettere un errore di tipo I, perché pone dei limiti 
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all’aumento di alfa. Tuttavia, fornisce meno informazioni circa le differenze tra i 
gruppi dal momento che non tutte le differenze vengono prese in esame. 
Infine, il metodo di Dunnett è utile per testare le differenze dei gruppi rispetto al 
gruppo di controllo. E’ una statistica particolarmente efficace ed inoltre è in grado 
di rilevare differenze relativamente piccole, ma significative, tra i gruppi o tra le 
combinazioni di gruppi. Il metodo di Dunnett si rivela abbastanza utile quando il 
ricercatore vuole confrontare due o più gruppi sperimentali con un solo gruppo di 
controllo. Questo metodo mette a confronto le medie di tutti i gruppi sperimentali 
con la media del gruppo di controllo.  Tuttavia, non è in grado di confrontare tra 
loro i gruppi sperimentali. Il test di Dunnett, inoltre, è più sensibile del test di 
Bonferroni. 
 
Concludendo, è possibile applicare diversi post test per scoprire in quale gruppo 
risieda la differenza osservata dal One-Way Anova. Ogni test si presta a specifiche 
applicazioni e presenta vantaggi e svantaggi (tabella 1). E’ importante scegliere il 
test più adatto all’analisi di comparazione dei dati e al tipo di ricerca che si vuole 
effettuare. Come conseguenza della scelta di un test sbagliato, è facile incorrere 
nell’errore di tipo I o nell’errore di tipo II.  Dal momento che Anova non è in grado 
di fornire informazioni dettagliate circa le differenze tra i gruppi, così come non è in 
grado di fornire informazioni circa i confronti multipli, l’applicazione di un corretto 
post test di analisi di confronti multipli è di fondamentale importanza nell’ambito 
della ricerca sperimentale. 
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TEST COSA TESTA? VANTAGGI SVANTAGGI 
T test su 
tutte le 
coppie 
Tutti i confronti di coppia sia 
semplici che complessi 
Semplice da eseguire al computer o con una 
calcolatrice.  
Ampiamente disponibile. 
Efficace. 
Può essere effettuato anche quando i gruppi 
hanno una diversa numerosità. 
Aumento di alfa. 
Rischio maggiore di commettere errori 
di tipo I. 
Risultati non attendibili dovuti alla 
sovrastima delle differenze tra le 
coppie di gruppi. 
Tukey Tutti i possibili confronti 
semplici 
Riduce il rischio di commettere errori di tipo I 
Può essere effettuato anche quando i gruppi non 
hanno la stessa numerosità 
Non riesce a effettuare confronti 
complessi. 
E’ meno potente degli altri test.  
E’ soggetto a errori di tipo II. 
Meno disponibile del Bonferroni. 
Newman-
Keuls 
Tutti i possibili confronti 
semplici 
Più potente del Tukey. 
Disponibile per molte ricerche statistiche. 
Riduce il rischio di commettere errori di tipo II. 
E’ in grado di rilevare differenze piccole ma 
significative. 
Non riesce a effettuare confronti 
complessi. 
Richiede che il gruppi abbiano la 
stessa numerosità. 
E’ soggetto a errori di tipo I. 
Bonferroni Sia i confronti semplici sia i 
confronti complessi 
Mantiene costante il valore di alfa. 
È in grado di testare tanto le differenze tra i 
gruppi sperimentali quanto le differenze tra i 
gruppi sperimentali e il gruppo di controllo. 
I gruppi devono avere la stessa 
numerosità. 
Tutti i controlli devono essere definiti 
dal ricercatore. 
Dunnett Permette di confrontare il 
gruppo di controllo con 
ciascun gruppo sperimentale 
o combinazioni di gruppi 
sperimentali. Usato quando 
l’Anova respinge l’ipotesi di 
uguaglianza delle medie 
Potente. È in grado di rilevare piccole differenze 
tra i gruppi sperimentali e di controllo. Confronta 
i gruppi sperimentali direttamente con il gruppo 
di controllo evidenziandone le differenze. 
Non è in grado di testare le differenze 
tra i gruppi sperimentali 
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