Motivated by the open problem of finding the asymptotic distributional behavior of the number of collisions in a Poisson-Dirichlet coalescent, the following version of a stochastic leaderelection algorithm is studied. Consider an infinite family of persons, labeled by 1, 2, 3, . . ., who generate iid random numbers from an arbitrary continuous distribution. Those persons who have generated a record value, that is, a value larger than the values of all previous persons, stay in the game, all others must leave. The remaining persons are relabeled by 1, 2, 3, . . . maintaining their order in the first round, and the election procedure is repeated independently from the past and indefinitely. We prove limit theorems for a number of relevant functionals for this procedure, notably the number of rounds T (M ) until all persons among 1, . . . , M , except the first one, have left (as M → ∞). For example, we show that the sequence (T (M ) − log * M ) M ∈N , where log * denotes the iterated logarithm, is tight, and study its weak subsequential limits. We further provide an appropriate and apparently new kind of normalization (based on tetrations) such that the original labels of persons who stay in the game until round n converge (as n → ∞) to some random non-Poissonian point process and study its properties. The results are applied to describe all subsequential distributional limits for the number of collisions in the Poisson-Dirichlet coalescent, thus providing a complete answer to the open problem mentioned above.
Introduction
Motivated by a natural connection with the number of collisions in a Poisson-Dirichlet coalescent to be explained further below (Section 3), we propose and analyze a leader-election procedure [12, 16, 17, 18, 28] which, unlike its classical version using independent, identically distributed (iid) Bernoulli trials, is based on the records in a sequence of iid continuous random variables. The procedure starts with an infinite number of players labeled by 1, 2, 3, . . . who independently generate random numbers from an arbitrary continuous distribution (which can be chosen w.l.o.g. to be uniform on (0, 1)). Those players holding a record value, that is, a value larger than those of 1 , Zakhar Kabluchko 1 and Alexander Marynych 1, 2 all preceding players, stay in the game for the next round. Each round is run independently from the previous ones and in the same manner after relabeling the players still in the game by 1, 2, 3, . . . while keeping the original order. Notice that player 1 always remains in the game and retains his number. He can therefore be considered either as the person who is always elected as the leader, or as a "dummy", who does not participate in the leader-election procedure at all. Here we adopt the first interpretation so that, for instance, the time needed to select the leader is the same as the time until all players except the first one leave the game. Define the indicator variables ξ (n) i := 1{in round n, the player with the current number i survives} (1) for i, n ∈ N. By Rényi's theorem on records, see [26, page 58] or [29] , the infinite random vectors (ξ
2 , . . .), n ∈ N, are independent distributional copies of (ξ 1 , ξ 2 , . . .), where (ξ i ) i∈N is a sequence of independent random variables with
for i ∈ N. We are interested in the following quantities:
• N 
for M, n ∈ N.
• 1 = S
< . . ., the original numbers of the players who survived the first n rounds, formally S (n) j := inf{i ∈ N : N (n) i = j} (4) for j, n ∈ N.
• T (M ), the number of rounds until only one player (which is of course the first one) among 1, 2, . . . , M remains, thus T (M ) := inf{n ∈ N : N (n)
for M ∈ N.
• T 0 (M ), the number of conclusive rounds, i.e. the number of rounds among 1, . . . , T (M ) in which at least one of the players with original labels 1, . . . , M is eliminated:
The counting process of records is defined by
and the associated process of record times as the corresponding first passage time process, viz.
ν(k) := inf{j ∈ N : K(j) ≥ k} = inf{j ∈ N : K(j) = k}, k ∈ N.
Here, the second equality holds because K(M ) has unit jumps only. Hence, K(M ) is the number of records in the sample of size M , whereas ν(k) is the index of the k-th record in the infinite sample.
Main results
In this section we state our main results for the model just introduced. All proofs are presented in Section 4. Whereas the classical leader-election procedure based on iid Bernoulli trials was mostly studied by tools from Analytic Combinatorics, as in [12, 28] , or by exploiting the connection with maxima in samples from the geometric distribution, as in [9] , hereby relying on the particularly nice structure of this model, our approach is entirely different and not even restricted to the leaderelection procedure proposed here. For example, we could also treat by similar methods procedures based on independent Bernoulli trials with success probabilities that are given by any sufficiently nice function of i instead of (2), for example θ/(i + θ − 1), θ > 0, or i −α , α ∈ (0, 1).
In what follows, we use −→ to denote weak convergence of finite-dimensional distributions. The notation w −→ is used for weak convergence of random elements on a topological space to be specified on every occurrence. Let [x] denote the integer part of x.
The time needed to select the leader
Before stating our limit theorem for T (M ) as M → ∞, we provide some intuition. It is known [29] that the number K(M ) of records in M iid observations satisfies
For very large M , the number of persons among 1, . . . , M who survive the first round is therefore approximately log M , the number of persons who survive the second round is approximately log log M , and so on. In order to obtain an approximation for T (M ), consider the iterated logarithm log * which is the integer-valued function defined as log * x := 0, 0 ≤ x < 1, log * x := 1 + log * (log x), x ≥ 1.
More explicitly, we have
, if e ≤ x < e e , . . . . . . j, if e ↑↑ (j − 1) ≤ x < e ↑↑ j, j ∈ N, . . . . . . ,
where we used Knuth's uparrow notation [20, Ch. 2] a ↑↑ b = a a . . .
a (b copies of a).
The previous considerations suggest that, for large M , T (M ) should differ from log * M by at most O(1). This is confirmed by our first theorem.
Theorem 2.1 The sequence (T (M )−log
* M ) M ∈N is tight (and in fact L r -bounded for every r > 0), but it does not converge in distribution.
In view of this result, it is natural to ask for the subsequential distributional limits of the above sequence for which we will need the modified iterated exponentials (or the modified tetration), for ρ ≥ 1 recursively defined by E 0 (ρ) := ρ and E n (ρ) := e En−1(ρ)−1 for n ∈ N.
The subtraction of 1 in the above definition ensures that each E n is a strictly increasing continuous self-map of the interval [1, +∞) and E n (1) = 1. The standard tetration without this subtraction will be discussed in Subsection 2.5.
Theorem 2.2
The following convergence of finite-dimensional distributions along the subsequence ([E n (ρ)]) n∈N holds true:
where (T * (ρ)) ρ>1 is a stochastically continuous process with nondecreasing, càdlàg sample paths satisfying the stochastic fixed-point equation
In particular, for each ρ > 1,
The random variables T * (ρ), ρ > 1, are integer-valued with P{T * (ρ) = k} > 0 for all k ∈ Z and further pairwise distinct in law.
Remark 2.3
The fact that T (M ) − log * M is tight but not convergent in distribution should not be surprising and matches a similar result by Fill et al. [12, Cor. 1] for the classical leaderelection algorithm which uses iid Bernoulli trials instead of record times to determine the leader. The phenomenon is due to periodic fluctuations, and Theorem 2.2 provides the right way of scaling (via modified tetrations) so as to identify all subsequential distributional limits. A similar result could be stated for the classical algorithm, but the scaling would instead be in terms of iterations of a linear function, for in this context the number of eliminated persons per round is approximately a fixed fraction p, where p is determined by the chosen coin. Periodic fluctuations, typically of a very small order of magnitude, are pervasive in the analysis of algorithms and digital trees, see e.g. [13] , but also in other fields like the theory of branching processes, see e.g. [2, 5, 6] .
Remark 2.4 Regarding (12), we point out that for a stochastic process with nondecreasing, càdlàg sample paths, convergence of finite-dimensional distributions implies weak convergence in the Skorokhod D-space endowed with the M 1 -topology. On the other hand, provided that the limiting process is continuous in probability, it was claimed in [8, Thm. 3] but disproved in [35] that this holds even true if the Skorokhod space is endowed with the J 1 -topology.
Remark 2.5
The limiting process (T * (ρ)) ρ>1 does not seem to belong to any known family of stochastic processes. As we have not been able to derive a closed-form analytic expression for P{T * (ρ) = k}, k ∈ Z, we must leave this as an open problem. Yet, it is possible to compute these probabilities numerically by use of Monte-Carlo simulation; see Figure 1 and Section 5.3 for a description of the simulation method.
The next result shows that there are no further weak subsequential limits beyond those given in (14) . Proposition 2.6 If T (a n ) − b n converges in distribution to a nondegenerate random variable Z, where (a n ) n∈N ⊂ N and (b n ) n∈N ⊂ Z are sequences such that a n → +∞, then there exist ρ > 1 and
Finally, we provide a strong law of large numbers for T (M ) that will be deduced from the previous results.
s. and in L r for each r > 0.
Positions of the persons who survived the first n rounds
We next turn to the asymptotic behavior of the process (S
is the original label of the person who survived n rounds and whose number after n rounds is j. Here we need the modified iterated logarithms, for ρ ≥ 1 recursively defined by
Obviously, each L n is a strictly increasing continuous function which maps the interval [1, +∞) onto itself and L n (1) = 1. The functions L n and E n are inverse to each other, viz.
Moreover, for arbitrary integers n ≥ m ≥ 0, we further have
We therefore define L −n := E n and E −n := L n for n ∈ N 0 and note that the set of functions {E n } n∈Z (or, equivalently, {L n } n∈Z ) forms an infinite cyclic subgroup of the group ( 
as n → ∞, and the limit vector satisfies the stochastic fixed-point equation
where the sequence (ν(j)) j∈N of record times on the right-hand side is independent of (S * j ) j∈N and given by (8) .
Remark 2.9 Note that the normalizing functions in Theorem 2.8 are L n rather than
which the reader might deem more natural. However, the choice of L n would lead to inevitable complications because L n (S (n) j ) is undefined on a set of positive probability, viz.
We refer to Subsection 2.5 for further discussion. 
where δ x denotes the Dirac point mass at x.
Since the constant vector (1, 1, . . .) also satisfies the fixed-point equation (18) , one may wonder whether the limit vector in Theorem 2.8 is random. The next result, giving a strong law of large numbers as well as a central limit theorem for S * k , as k → ∞, confirms that the process (S * j ) j∈N is nondegenerate.
where N(0, 1) denotes the standard normal distribution.
The next theorem states that, far away from the origin, the spacings of the point process
look approximately like the spacings of a standard Poisson point process.
Theorem 2.12 Let E 1 , E 2 , . . . be independent standard exponential random variables. Then, as k → ∞, We will frequently make use of the fact, stated in the subsequent proposition, that the law of S * k for k ≥ 2 (recall that S * 1 = 1) is continuous and that, for m ≥ 2, the joint law of (S * 
for all 1 < α 2 < β 2 < . . . < α m < β m and m ∈ N.
Although the asymptotic properties of the point process Remark 2.14 There is a connection between the distributions of S * 2 and T * (ρ), namely
as shown in Step 1 in the Proof of Theorem 2.2 (Subsection 4.4). We also note in passing that the function p * 0 (ρ) := P{T * (ρ) = 0} (displayed in red in Figure 1 ) satisfies the curious identity
A "space-time version" of Theorem 2.8 is next. We have already observed that the distribution of V := (S * j ) j∈N is invariant under the random mapping ψ :
By iteration of this mapping, we can construct a one-sided stationary random sequence (
, is a R N -valued random vector with the same distribution as V , and each V k+1 is obtained from V k by applying an independent copy of ψ. Moreover, by the 1 , Zakhar Kabluchko 1 and Alexander Marynych
1,2
Kolmogorov consistency theorem, we can construct a two-sided stationary version (
k∈Z is a sequence of independent copies of ψ.
as n → ∞.
2.3
The number of survivors after n rounds
M is the number of persons among {1, . . . , M } who survived the first n rounds. Let N * (ρ) denote the counting process associated with the sequence (S *
The next theorem is a "dual" version of Theorem 2.8.
Theorem 2.16
The process (N * (ρ)) ρ≥1 is continuous in probability, and
If (K(M )) M ∈N is a record counting sequence (see (7)) and independent of (N * (ρ)) ρ≥1 , then the following stochastic fixed-point equation holds:
Remark 2.17 In contrast to Theorem 2.2 the parameter ρ in Theorem 2.16 varies in [1, ∞) rather than (1, ∞). If ρ = 1 then both sides of (24) equal 1.
Remark 2.18
The processes in (24) have all nondecreasing, càdlàg sample paths, and the limiting process (N * (ρ)) ρ≥1 is continuous in probability. Hence, by the same argument as in Remark 2.4, (24) even holds in the sense of weak convergence on D[1, ∞) endowed with the M 1 -topology.
Recall from Theorem 2.15 above that (S * k,j ) (j,k)∈N×Z equals the "space-time" limit of the random field (L n+k (S (n+k) j )) (j,k)∈N×Z as n → ∞. For ρ ≥ 1 define the counting processes
The next result is the "space-time" version of Theorem 2.16.
The number of conclusive rounds
We finally turn to the random variable that will appear in connection with the Poisson-Dirichlet coalescent, namely the number of conclusive rounds T 0 (M ) it takes to eliminate all but the first person among 1, 2, . . . , M . Recall from (6) that
If the number of players, say k, in a round is large, the event that the round is inconclusive has very small probability, namely 1/k!, however at times close to T (M ) inconclusive rounds may appear with non-negligible probability. Theorem 2.21 below constitutes a counterpart of Theorem 2.2 for T 0 (n) and forms a key ingredient to the proof of Theorem 3.1 on the Poisson-Dirichlet coalescent stated below. Before stating it, we give an auxiliary proposition describing the behavior of the model shortly before the time T ([E n (ρ)]) when all but the first player have left. Fix m ∈ N and let
.
Note that the first coordinate is the number of players among 1, 2, . . . , [E n (ρ)] who participate in the last round, the second coordinate is the number of players among 1, 2, . . . , [E n (ρ)], who participate in the penultimate round, and so on.
where T * (ρ) is as in Theorem 2.2 and
The next theorem is the basic convergence result on the number of conclusive rounds.
Theorem 2.21
As n → ∞, the following convergence of the finite-dimensional distributions holds:
where
Some properties of the stochastic process (T * 0 (ρ)) ρ>1 are collected in the next proposition. Proposition 2.22 The random variables T * 0 (ρ), ρ > 1, are integer-valued and nondegenerate. For
and the inequality is strict on an event of positive probability. In particular, the distributions of T * 0 (ρ), ρ > 1, are pairwise distinct.
Passing to the standard tetration
With some adjustments to be explained next, it is possible to replace E n (ρ) in our results by the simpler iterations of exponentials E n (ρ), called standard tetration, viz. Define the function f by
Lemma 5.3 in the Appendix shows that f is well-defined for all z ∈ R, continuous and strictly increasing on R. It follows from the definition that f satisfies the functional equation
and it conjugates the dynamics generated by the mappings z → E 1 (z) and z → E 1 (z) in the sense that
, for all n ∈ Z and z ∈ R.
We refer to [21, Chapter 8] for a general theory of such conjugacy relations. The monotonicity of f ensures that the limit f (−∞) := lim z→−∞ f (z) exists and is ≥ 1. Numerical calculations show that actually
and so the image of R under f is slightly smaller than the interval (1, ∞).
Note that in the subsequent corollaries on convergence along E n (ρ), the argument ρ takes values in R rather than in (1, ∞) as in the previous theorems.
as well as
Moreover, the limit process ( N * (ρ)) ρ∈R satisfies the stochastic fixed-point equation (compare (25))
where T * (ρ) is as in Corollary 2.23 and
Corollary 2.26 As n → ∞ and with T * 0 (ρ) := T * 0 (f (ρ)), the following convergence of the finitedimensional distributions holds:
The random variables T * 0 (ρ), ρ ∈ R, are integer-valued, nondegenerate and have pairwise different distributions.
All previous results are checked in an essentially analogous way by drawing on the results in the preceding subsections. This will be exemplified in Subsection 4.7 by giving a detailed argument for (30) of Corollary 2.24.
The Poisson-Dirichlet coalescent
The leader-election procedure based on records arises quite naturally when studying the number of collisions in the Poisson-Dirichlet coalescent as we will briefly explain next. An exchangeable coalescent with multiple collisions is a continuous-time Markov process Π n := (Π n (t)) t≥0 taking values in the set of partitions of [n] := {1, 2, . . . , n}. Starting from the trivial partition into the singletons Π n (0) = {{1}, {2}, . . . , {n}}, it evolves according to the following rule. If at some time t ≥ 0 the number of blocks in the current partition equals m, then every k-tuple of blocks merges into one block with intensity
where Λ is a finite measure on [0, 1]. In view of this characterization exchangeable coalescents with multiple collisions are also called Λ-coalescents. The special choice of intensities is necessary and sufficient for the consistency of the family of exchangeable processes (Π n ) n∈N . The latter property allows the construction of the infinite coalescent Π := (Π(t)) t≥0 , the process with state space of partitions of N such that the restriction of Π to [n] is Π n for every n. We refer to the seminal paper [27] and to the surveys [4, 14] for further information on Λ-coalescents.
The definition of the Λ-coalescent allows only one collision at a time. In [25] , see also [32] , the concept of an exchangeable coalescent with simultaneous multiple collisions was proposed for which the evolution proceeds as follows: if at some time t ≥ 0 the number of blocks equals m, they merge into j blocks consisting of k 1 , k 2 , . . . , k j initial blocks (k 1 +k 2 +. . .+k j = m and 
and Ξ(·) denotes a finite measure on ∆ * . Exchangeable coalescents with simultaneous multiple collisions are called Ξ-coalescents. 1 The most widely known examples of non-trivial probability measures on ∆ * are the Poisson-Dirichlet distributions PD θ for θ > 0, and the PoissonDirichlet coalescent (Π θ n (t)) t≥0 is the Ξ-coalescent when choosing
This parametric family was introduced in [30] where these coalescents appear as the limiting processes for an exchangeable reproduction model described by a compound multinomial distribution, see [30, Section 3] for details.
We are aware of two works [23, 24] on the asymptotic analysis (for large n) of relevant functionals of the Poisson-Dirichlet coalescent like the total number of mergers (with simultaneous mergers counted as one). If X θ (n) denotes this number when starting with n blocks, it was shown in [23] that for all θ > 0 and as n → ∞
where the integer-valued function log *
for an arbitrary x 0 > e 2θ∨1 (this ensures that iterations will eventually end up in [0, x 0 )). For θ = 1, log * 1 can be replaced by the iterated-logarithm defined in (10) , and therefore (32) restated as
Obviously, this result leaves open the question about the asymptotic behavior of the distribution of X 1 (n) which has been the initial motivation for the present work. By suitable translation, our results on the leader-election procedure will enable us to establish the following theorem which states convergence in law of X 1 (k n ) along suitable subsequences k n . These subsequences are (the integer parts of) the standard tetration E n (ρ) defined in (26) (the modified tetration E n (ρ) could be used as well).
Theorem 3.1 For any fixed ρ ∈ R,
where the T * 0 (ρ) = T * 0 (f (ρ)), ρ ∈ R, are the integer-valued, nondegenerate random variables defined in Theorem 2.21 and Corollary 2.26.
1 Formula (31) for the intensities is not the most general one ensuring consistency because the measure Ξ may be supported by a larger simplex ∆ := {x = (x 1 , x 2 , . . .) :
x i ≤ 1} and the formula for ψ j may be more involved (see Eq. (11) in [32] ). If Ξ is concentrated on ∆ * , this formula reduces to (31) , see (2) in [24] .
The proof is based on Theorem 2.21 on the number T 0 (n) of conclusive rounds in the leaderelection model, the connection following from the fact, to be established in Subsection 4.5, that X 1 (n) and T 0 (n) have the same distribution. Since the T * 0 (ρ), ρ ∈ R, have pairwise distinct laws (Prop. 2.22), it is clear that the family X 1 (M ) − log * M , M ∈ N, cannot be convergent in distribution. On the other hand, our last result shows that this family is tight.
is tight (and in fact even bounded in L r for every r > 0), but it does not converge in distribution.
Although the previous results are stated only for the Poisson-Dirichlet coalescent with parameter θ = 1, we point out that they can easily be extended to the case of general θ > 0. Let us briefly sketch the corresponding construction. Fix θ > 0 and consider a θ-modified leader-election procedure where, instead of (2), the positions of remaining players are determined by the independent random variables ξ (n) i := 1{in round n player with the current number i survives} with distribution
for i, n ∈ N. Using exactly the same arguments as in the proof of Theorem 3.1, in particular formula (61), it can be easily checked that the random variable X θ (n) has the same distribution as the number of conclusive rounds in the θ-modified leader-election procedure starting with n players. All the results of Section 2 can be extended to the θ-modified leader-election procedure with appropriate adjustments. For example one has to replace tetrations E n and iterated logarithms L n by their θ-modified analogs:
for n ∈ N;
for n ∈ N; and, as suggested by (32) , log * by log * θ . We close this section with some further remarks. The quite exotic asymptotic behavior of X n involving iterated logarithms and tetrations is not very common in the probabilistic literature, yet it has appeared in several places in population genetics and coalescent theory. In particular, the "log-star" asymptotics arise in the analysis of the number of distinguishable alleles in the OhtaKimura model of neutral mutation [19] and in the analysis of the spatial Kingman coalescent [3] . Outside Mathematical Biology the "log-star" function has appeared in some problems related to the complexity analysis of computer algorithms [10, 22, 31] . Let us finally mention a recent preprint [1] where we have studied another generalization of the classical leader-election procedure.
4 The proofs ...
Since iterations of functions will play a role in various places of this section, let us introduce the following shorthand notation: Given a sequence of self-maps ϕ (n) , n ∈ Z or ∈ N, of an arbitrary set S, we put
for k ≤ n. For k < n, we stipulate that ϕ (n↑k) and ϕ (k↓n) denote the identity map on S if k < n. We start with the proof of Theorem 2.8, which is the basic convergence result in this model.
For k, m, n ∈ N, define K (n) (m) as the number of records among the first m players still in the game in round n and ν (n) (k) as the index of the k-th record in round n, formally
Observe that
, S
, . . .), n ∈ N.
Iterating this relation and using the initial condition S (0) j = j, we obtain
This shows that the (S
3 , . . .) forms an iterated function system, obtained by the forward iteration of iid copies φ (1) , φ (2) , . . . of the random mapping
with initial condition (S
1 , S
2 , S
3 , . . .) = (1, 2, 3 , . . .), thus
for n ∈ N. A standard tool for such systems is to pass to the backward iterations. This transformation does not change the distributions, hence
for every n ∈ N. The advantage of this passage lies in the fact that upon applying the mapping L n to the coordinates on the right-hand side of (34) we obtain an almost surely convergent sequence, while doing the same with the forward iterations gives convergence in distribution only. For an excellent general survey of iterated function systems and applications, we refer to Diaconis and Freedman [11] . Define
Our aim is to show that, for every fixed j ∈ N, the sequence
converges a.s., as n → ∞. To this end, it suffices to show that the sequence X n, j has almost surely bounded variation for arbitrary fixed j ∈ N, i.e.
This being obvious for j = 1 because X n, 1 = 1 for all n ∈ N 0 , let j ∈ {2, 3, . . .} and note that, by Prop. 5.1 in the Appendix,
for arbitrary r > 0 and some finite constant C r depending only on r. Since η
Based on these observations and by making use of the mean-value theorem for differentiable functions, we find
For n ≥ 2 and x ∈ [1, ∞), we have
and then by the Cauchy-Schwarz inequality,
The second term on the right-hand side is bounded by an appeal to (38), while E η
n (j) can be further bounded from above by
2 If (X n ) n∈N is L r -bounded by a constant c and (Y α ) α∈A a family of positive, integer-valued random variables independent of (X n ) n∈N , then (X Y α ) α∈A is also L r -bounded by c, for Now the second factor in the second summand is bounded by an absolute constant; see again (38). By combining the previous estimates and using that η (n−1) j ≥ 1, we finally arrive at
where C is an absolute constant (not depending on n and j). For n = 1, this inequality is not valid because (39) breaks down in this case. Instead, we then have L 0 (x) = 1 and
byan appeal to the Cauchy-Schwarz inequality and then (38). We will need (41) in the proof of Theorem 2.11 below.
Since j ≥ 2, we have η
) and applying Lemma 5.2 from the Appendix, we obtain that
for all n ∈ N. Using this inductively together with η
for n ∈ N 0 and j ≥ 2. Therefore, recalling (40),
where C is an absolute constant. This completes the proof of (37). The random mapping ψ defined by (22) is almost surely continuous with respect to the product topology on R N , hence the limit vector satisfies (18) . This completes the proof of Theorem 2.8.
... of Theorems 2.11, 2.12, 2.15 and Proposition 2.13
Proof (of Theorem 2.11). We first prove that k −1 S * k → 1 a.s. In the proof of Theorem 2.8, we have shown that, for each fixed k ≥ 2, the sequence of random variables (X n,k ) n∈N0 converges a.s. to a random variable here denoted by X * k . Since (X * k ) k∈N has the same distribution as (S * k ) k∈N , it suffices to prove that
Recall from (36) that X 1,k = L 1 (ν (1) (k)). By the strong law of large numbers for record times, see [29] or (64) in the Appendix, we have
where we have utilized (42) for the last step. By Markov's inequality it follows that, for every ε > 0,
and since the last term is summable over k, the Borel-Cantelli lemma together with (44) implies (43).
To derive the asymptotic formula for the expectation, namely ES * k ∼ k, observe that
where (41) and (42) have been used. Finally turning to the central limit theorem, it suffices again to show the assertion for the sequence (X * k ) k∈N0 , thus
The central limit theorem for record times, see [26, page 63] or (64) in the Appendix, states that
and from (45), we know that
The combination of (48) and (49) gives (47). 
By the continuous mapping theorem, it follows that, as k → ∞, Moreover, we know from (45) that
which completes the proof of (19) because (X * k+l − X * k+l−1 ) l=1,...,m has the same law as (S * k+l − S * k+l−1 ) l=1,...,m . Proof (of Prop. 2.13). We must show that S * k has no atoms for all k ≥ 2. Assuming the contrary, let a be an atom of S * k having maximal mass, thus p := P{S * k = a} > 0 and P{S * k = b} ≤ p for all b ∈ R. The stochastic fixed-point equation (18) then gives
Since P{S * k = E 1 (a)} ≤ p and P{ν(k) = k} = 1/k! < 1, we infer that S * l , for at least one l ≥ k + 1, satisfies P{S * l = E 1 (a)} ≥ p and thus has also an atom of size at least p. Repeating this argument indefinitely, we obtain a sequence k < k 1 < k 2 < . . . such that each S * ki has an atom of size at least p. As a consequence, the random variables
have this property as well. On the other hand, we know by Theorem 2.11 that W i converges in distribution to a standard normal random variable. By Lemma 4.1 below, this is a contradiction.
Next, we must show (20) or, equivalently,
The existence of such t i follows from lim k→∞ E k (β i )/E k (α i ) = ∞. One can take, for instance,
, and using the independence of ν (1) , . . . , ν (n) , we obtain
It suffices to show that both probabilities on the right-hand side, say p and p , are strictly positive. As for p , this follows from
Regarding p , we infer with the help of (50)
and Markov's inequality in combination with (46) provides us with
Consequently,
which completes the proof.
Lemma 4.1 Let W 1 , W 2 , . . . be random variables such that P{W n = a n } ≥ p > 0 for some a 1 , a 2 , . . . ∈ R and all n ∈ N. Then W n d −→ W implies that W has also an atom.
Proof. Suppose that W n converges in distribution to a random variable W with a continuous law.
If lim sup n→∞ a n = +∞, then
for all x ∈ R which is impossible, for lim x→+∞ P{W ≤ x} = 1. By a similar argument, we can rule out lim inf n→∞ a n = −∞. So it remains to consider the case when the sequence (a n ) is bounded, w.l.o.g. (after passing to a subsequence) convergent to some a ∈ R. Then
for any ε > 0, which is again impossible, for lim ε↓0 P{W ∈ [a − ε, a + ε]} = 0 by the continuity of the law of W .
Proof (of Theorem 2.15). Recall that S
for every p ∈ N, where L n+k is applied coordinate-wise and we recall that V k = (S * k,j ) j∈N . We regard both sides in (51) as random vectors with components from R N , the latter space being endowed with the product topology. Recall that (ψ (j) ) j∈Z is a family of independent copies of the mapping ψ and assume that S (n−p) is independent of this family. By definition of ψ, see (22),
where we have used that ψ (j) commutes with L 1 when applied coordinate-wise. Applying the map L n−p to both sides, we obtain
k∈{−p,...,p} , and we know from Theorem 2.8 that
By the continuous mapping theorem, thus completing the proof of (51) and Theorem 2.15.
... of Theorems 2.16 and 2.19
Proof (of Theorem 2.16). Our argument is based on the simple duality relation
Fix m ∈ N, 1 ≤ ρ 1 < . . . < ρ m , k 1 , . . . , k m ∈ {2, 3, . . .} and write
Applying the monotone function L n to both sides, we obtain
By Theorem 2.8, we know that
and S * k1 , . . . , S * km have no atoms by Prop. 2.13. A combination of these facts provides us with
where (23) should be recalled for the last equality. This proves (24) . To prove the stochastic fixed point equation (25) , observe that by (18) ,
and a similar identity holds for the finite-dimensional distributions of the processes.
Proof (of Theorem 2.19).
We restrict ourselves to a proof of
for arbitrary m ∈ N, k 1 , . . . , k m ∈ Z, l 1 , . . . , l m ∈ {2, 3, . . .} and ρ > 1. The general case when ρ may also vary can be treated by exactly the same arguments. We have, using (52),
By Theorem 2.15, the last probability on the right-hand side converges to
as n → ∞, thus proving (53). We first give a proof of Theorem 2.2 because the proof of Theorem 2.1 will draw on this result (and its Corollary 2.23).
Proof (of Theorem 2.2).
We have divided the proof into five steps.
Step 1. We first prove (12), i.e.
Fix m ∈ N, 1 < ρ 1 < . . . < ρ m and k 1 , . . . , k m ∈ Z and note that for large n
where (16) has been used for the last step and L −k = E k for k ≤ 0 should be recalled. By Theorem 2.15, we know that
and the random variables S * k1,2 , . . . , S * km,2 (by definition, of the same law as S * 2 ) have no atoms by Prop. 2.13. By combining these facts,
follows, and this completes the proof of (12) if we put, for ρ > 1,
The infimum is indeed well-defined because S * k,2 → ∞ as k → ∞ by Theorem 2.11, and E k (S * k,2 ) is nondecreasing in k:
Step 2. That (T * (ρ)) ρ>1 and (T * (e ρ−1 ) − 1) ρ>1 have the same finite-dimensional distributions, follows by a double use of (12), viz.
Step 3. It is clear from (54) that the sample paths of (T * (ρ)) ρ>1 are nondecreasing and càdlàg. To prove the stochastic continuity, observe that
Recalling that L n (S (n) k ) has the same distribution as X n,k , we obtain
For every fixed k ∈ N, we have
k has no atoms (Prop. 2.13). The stochastic continuity will now follow from (55) via the dominated convergence theorem once the estimate
has been established for all a and sufficiently large n, k, and some b > 0. To this end, note that, for large k,
Recalling (45), we infer with the help of Markov's inequality
and for the second term in a similar manner that
where Proposition 5.1 in the Appendix has been utilized for the last estimate.
Step 4. We next prove that P{T * (ρ) = k} > 0 for all k ∈ Z. Note that
If exactly one person among 2, . . . , [E n (ρ)] survives at time n + k − 1 and if this person leaves at time n + k, then the event {T ([E n (ρ)]) = n + k} occurs. Consequently,
) .
Letting n → ∞ and using Theorem 2.8 and Prop. 2.13, we obtain
and the rightmost probability is strictly positive by Prop. 2.13.
Step 5. We must finally prove that T * (ρ 1 ), T * (ρ 2 ) have distinct laws for any 1 < ρ 1 < ρ 2 . In fact, we even show strict stochastic domination, i.e.
for all k ∈ Z. By (54), we have
and the last probability is strictly positive by Prop. 2.13.
Proof (of Theorem 2.1). We prove that the sequence (T (M ) − log * M ) M ∈N is bounded in L r for every r > 0 and thus, in particular, tight. Fix M ∈ {2, 3, . . .} and pick n ∈ N such that E n (0) ≤ M < E n+1 (0). Note that log * M = n. For every z ∈ Z, we have
whence it suffices to show that, for all z ∈ N and n sufficiently large,
and
Proof of (57). We have
Use the crude estimate P{N
It therefore remains to show that sup n∈N EN
Finally, lim n→∞ L n ( E n (0)) = f (0) and (56) imply
for sufficiently large n and k, and this is enough for (57).
Proof of (58). We have 
) > E z (0)} and know that EL n−z (S (n−z) 2 ) = EX n−z,2 . But the sequence (EX n,2 ) n≥1 is bounded, for it has bounded variation (see (42)). Hence, (58) follows with the help of Markov's inequality.
To prove that T (M )−log * M does not converge in distribution, we argue as follows. For arbitrary 0 < ρ 1 < ρ 2 < 1 and sufficiently large n,
From Corollary 2.23, we know that, for i = 1, 2,
Since T * (f (ρ 1 )) and T * (f (ρ 2 )) have distinct distributions by Theorem 2.2 (recall also that f is strictly increasing), the claim is proved.
Proof (of Proposition 2.6). For any sufficiently large n ∈ N, we can find k(n) ∈ N such that E k(n) (2) ≤ a n < E k(n)+1 (2) . Put ρ n := L k(n) (a n ) ∈ [2, e). Possibly after passing to a subsequence, we may assume that lim n→∞ ρ n = ρ ∈ [2, e] and that k(n) is strictly increasing. But then, by Lemma 4.2 below, we have
On the other hand, by our assumption
By Theorem 2.2 and our assumption, respectively, T * (ρ) and Z are nondegenerate random variables. Therefore the convergence of types lemma ensures the existence of c (necessarily an integer) such that Z and T * (ρ) + c have the same law.
Proof. Fix any k ∈ Z. For any given ε > 0, there is n(ε) such that |ρ n − ρ| < ε for all n ≥ n(ε).
By taking the limit n → ∞ and using Theorem 2.2, we find
Finally, let ε ↓ 0 and use the continuity in probability of (T * (ρ)) ρ>1 (shown in Theorem 2.2), to arrive at lim
which is the desired conclusion.
Proof (of Theorem 2.7)
. The L r -convergence follows directly from the L r -boundedness of T (M ) − log * M (provided by Theorem 2.1). To prove the almost sure convergence, fix ε > 0 and note that, by Markov's inequality and Theorem 2.1,
for some C > 0. Hence, the Borel-Cantelli lemma provides us with
Moreover, for each sufficiently large M ∈ N, there exists n such that
Therefore,
and the claim follows by a standard sandwich argument.
... of Theorem 2.21 and Propositions 2.20, 2.22
Proof (of Proposition 2.20). We give the proof only for the one-dimensional distributions because the higher-dimensional ones are treated in a similar manner, but become notationally quite tedious. Fix m ∈ N, ρ > 1, k ∈ Z and integers 2 ≤ l 1 ≤ . . . ≤ l m . We have
By Theorem 2.19, the last probability converges to
as n → ∞, and this limit probability in turn equals 
for any n ∈ N and note that, by Proposition 2.20, as n → ∞,
As m → ∞, the right-hand limit converges almost surely to
To verify that T * 0 (ρ) is finite a.s., we need to check the a.s. convergence of the series
To this end, note that for all j ∈ N and ρ > 1
with (K(n)) n∈N and (ν(n)) n∈N being independent of (N * −j (ρ)) ρ>1 . Consequently, 
Use Markov's inequality to infer
Note that, with (
[En(ρ)] ) j∈N0 is a nonincreasing Markov chain and that
is just the mean number of visits of this chain to the state k. If the chain ever visits k ≥ 2 then the number of rounds it remains in k is geometrically distributed with parameter 1 − 1/k!, hence
A combination of all previous estimates finally yields lim sup
The latter series converges uniformly in m because it is dominated by ∞ k=2 1 k! . Therefore, we can pass to the limit m → ∞ under the sum sign, giving which completes the proof of (60).
Proof (of Proposition 2.22). To prove that
Step 4 in the proof of Theorem 2.2.
Next we fix 1 < ρ 1 < ρ 2 and prove that T * 0 (ρ 1 ) ≤ T * 0 (ρ 2 ) with a strict inequality on an event of positive probability. Recall from (59) that
It is clear that
To prove the inequality to be strict with positive probability, recall T * (ρ) = inf{k ∈ Z : E k (S * k,2 ) > ρ} and note that
which is strictly positive by Prop. 2.13. Indeed, the condition on the S * k,j 's in the second line guarantees that T * (ρ 1 ) = 1, T * (ρ 2 ) = 2, and 2 = N * 1 (ρ 2 ) = N * 2 (ρ 2 ) = 1.
... of Theorems 3.1, 3.2
Proof (of Theorem 3.1). We will prove X 1 (n)
denotes the number of conclusive rounds in the leader election procedure using records. It is known (see calculations on p. 2170 in [24] ) that the number J θ (n) of blocks after the first collision in the Poisson-Dirichlet coalescent with parameter θ > 0 and n initial blocks has distribution
where n k denotes the unsigned Stirling number of the first kind. For θ = 1, this gives
The number of blocks in the coalescent forms a decreasing Markov chain on the set {1, . . . , n} which starts at n and is eventually absorbed at state 1. The transitions of this chain can be described as follows. Generate n iid variables with continuous distribution and count the number K(n) of records among them. If there are exactly n records, repeat the procedure until at some point one gets a number J 1 (n) < n records. The Markov chain jumps from state n to state J 1 (n), and the procedure is repeated independently from the past. After a random number X 1 (n) of downward jumps, the Markov chain is absorbed at state 1. From this description, it follows that
where again ( X 1 (n)) n∈N d = (X 1 (n)) n∈N and ( X 1 (n)) n∈N is independent of K(n). Let us show that the same recursion holds for (T 0 (n)) n∈N . Clearly, T 0 (1) = 0. Conditioning on the number of players after the first round, which is distributed as K(n), we see that for n ≥ 2 the following equality in distribution holds:
where T 0 has the obvious meaning. Therefore, by induction over n ∈ N, we obtain T 0 (n) All results in Subsection 2.5 are proved in a similar manner and rely on the simple observation that lim n→∞ L n+j ( E n (ρ)) = L j (f (ρ)), ρ ∈ R, and the fact that, by Prop. 2.13, S * j has a continuous distribution function for every j ≥ 2. Therefore, we confine ourselves to a complete proof of (30) ki ≤ E n (ρ i ), i = 1, . . . , m} = P{L n (S (n) ki ) ≤ L n ( E n (ρ i )), i = 1, . . . , m}.
By the definition of f (see (27) ) and Prop. 2.13, we have 
Appendix

Asymptotics of the record times ν(n)
Recall that ν(n) denotes the nth record time in a sequence of iid observations with continuous distribution. Rényi [29] has shown that log ν(n) satisfies a law of large numbers and a central limit theorem, namely log ν(n) n → 1 a.s. and log ν(n) − n √ n d → N(0, 1),
where N(0, 1) denotes the standard normal law. Some additional properties are collected in the subsequent proposition. Proof. The first two assertions were proved by Gut [15, Thm. 2] . To prove the third one, we use Williams' representation for record times [26, page 60] . Let U 1 , U 2 , . . . be independent random variables distributed uniformly on the interval [0, 1]. Define R(1) = 1 and R(n + 1) = R(n)/U n , for n ∈ N. The representation states that the random sequences (ν(n)) n∈N and (R(n)) n∈N have the same distribution. We have R(n + 1) ≥ R(n)/U n and hence,
Note that the variables E k := − log U k are standard exponential. Fix any r > 0 and let n > r. By (65), we have E n 1 + log ν(n) r = E n 1 + log R(n) Proof. If n = 2, we have P{ν(2) = k} = 1 (k−1)k for k ≥ 2; see [26, page 56] . Consequently,
For n ≥ 3, we make another use of Williams' representation. Applying (65), we obtain
for all n ∈ N, and since 2 −(n−1) ≤
