Abstract. We provide a characterization of BMO in terms of endpoint boundedness of commutators of singular integrals. In particular, in one dimension, we show that b BMO ≂ B, where B is the best constant in the endpoint L log L modular estimate for the commutator [H, b]. We provide a similar characterization of the space BMO in terms of endpoint boundedness of higher order commutators of the Hilbert transform. In higher dimension we give the corresponding characterization of BMO in terms of the first order commutators of the Riesz transforms. We also show that these characterizations can be given in terms of commutators of more general singular integral operators of convolution type.
Introduction
The main subject of this paper is commutators of singular integrals operators with appropriate symbols. In particular we are interested in characterizing the class of symbols for which these commutators are bounded. To be more precise, let b be a locally integrable function on R n , which we call the symbol, and T a Calderón Zygmund operator. In 1976, Coifman, Rochberg and Weiss proved that the commutator is a bounded map from L p (R n ) onto itself (1 < p < ∞) if the symbol belongs to BMO(R n ), [1] . They also show that if all commutators [R j , b], 1 ≤ j ≤ n, with the Riesz transforms are bounded then necessarily b ∈ BMO(R n ). In [5] , Janson improved this result by showing that it suffices to assume the boundedness of only one of these commutators [R j , b] . Commutators of more general singular integral operators were considered by Uchiyama in [14, 15] and Li in [7] . In the multiparameter case the corresponding results have been the subject of a long investigation and similar characterizations of BMO(R n ) are available both for small BMO(R n ), as well as for product BMO(R n ), by means of suitable commutator bounds; see for example [2, 3, 8] .
For the case p = 1, the endpoint boundedness of commutators of singular integrals with BMO(R n ) symbols was addressed by Pérez in [9] . More specifically he showed that the commutator of a singular integral with a BMO(R n ) symbol is not bounded from L 1 (R n ) onto L 1,∞ (R n ).
However, they do satisfy the following modular inequality of the type L log L when b ∈ BMO(R n )
This estimate reflects that these commutators are more singular operators than Calderón Zygmund operators. Estimates like these are interesting since they serve as endpoint to interpolate. The original proof of (1.1) is based on a good-λ type argument relating these commutators with M 2 = M ○ M, the iteration of the maximal function. Actually M 2 satisfies a similar L log L modular inequality. A different proof of this Theorem was given by Pérez and Pradolini in [10] .
The main purpose of this work is to show the necessity of the BMO(R n ) assumption for the boundedness of commutators of singular integrals at the endpoint. First, we investigate the simplest case, namely if we assume that the commutator with the Hilbert transform satisfies the modular L log L endpoint inequality then the symbol b has to be a BMO(R) function. We obtain the following theorem: 
for all t > 0 and f , then b ∈ BMO(R) and there is a universal constant c such that b BMO(R) ≤ cB.
Here and throughout the paper we define log + t ≔ max(log t, 0). We will not prove this theorem, as it will follow from the corresponding result for higher order commutators of the Hilbert transform included in Section 2.
In Section 3 we will address the same question but in higher dimensions. We will consider more general singular integral operators,
where we will impose conditions on the kernel Ω similar as in the paper of Uchiyama, [14] . In particular, we obtain the same result assuming that the commutator with one Riesz transform satisfies the L log L endpoint inequality.
As we mentioned before, there are examples of commutators of Calderón Zygmund operators and BMO functions that fail to be of weak type (1, 1). However, it is not hard to see that if we take the symbol to be an L ∞ -function instead, then we get that the commutator
is also necessary, by assuming that the commutator [b, T ] of a locally integrable symbol b and a singular integral operator (with the same conditions on the kernel that we considered above) is of weak type (1, 1).
Dimension one
where the supremum is taken over all the cubes with edges parallel to the axes and b Q denotes the usual average of b over Q,
In this space, we have an equivalent norm, defined by
For a cube Q, the infimum above is attained and the constants where this happens can be found among the median values.
Definition 2.1.
A median value of b over a cube Q will be any real number
The fact that the constant c in the definition of b
can be chosen to be a median value of b can be found for instance in [13, Ch. 8, p. 199 ].
An equivalent description of BMO(R n ) was obtained by John [6] and by Strömberg [12] . These authors considered the following quantities for 0 < s < 1 and b measurable
and proved that b BMO s is equivalent to the usual BMO(R n )-norm for 0 < s ≤ 1 2. Here we will understand that BMO s ≡ BMO s (R n ), we omit the dimension to simplify notation. They obtained the following more precise estimates.
Theorem 2.2 (Strömberg, [12]). For
For these "norms" it will be also useful to replace the general constant c by the median m Q (b). Thus, to prove that a function b belongs to BMO it will be enough to find constants A and s (0 < s ≤ 1 2) such that, for every cube Q we have
Then we also have that b BMO ≲ n,s A.
Higher order commutators. The commutator of order k for
For T a Calderón-Zygmund operator and b ∈ BMO(R n ), we have the following estimate
for every smooth function with compact support f and t > 0; here the function φ k is defined by
Consider the Hilbert transform, defined by
It is not difficult to see that in this case we can define the k-order commutator of the Hilbert transform via the formula
The following theorem, in combination with the results from [9] , gives a characterization of the space BMO(R n ) in terms of endpoint boundedness of higher order commutators of the Hilbert transform.
R). If there exists a constant B and a positive integer k such that we have the following estimate
Proof. By 2.2, it is enough to find a constant A such that for every interval I,
where m I (b) is a median of b on I. Fix I an interval. We can find disjoint subsets of I, E + and E − such that E + = E − = I 2,
Now integrating for y ∈ E − and z ∈ E + and calling c I the center of I, we get
The first summand in the right hand side of the estimate above can be bounded above by 1
Using a similar estimate for the second summand we get
. We show the estimate for (i). The estimates for the other terms are similar.
as we wanted.
Higher dimensions
For this section we will be considering operators T of the form
where Ω ∈ Lip(S n−1 ) is homogeneous of degree zero, satisfies ∫ S n−1 Ω = 0, and the set {Ω(x) = 0} has zero measure. An important class of operators that satisfies these conditions are the Riesz transforms,
R n x j − y j x − y n+1 f (y)dy. First we prove that if the commutator of one of these operators with a symbol b is weak (1, 1) then b must satisfy a stronger condition than BMO(R n ), namely b ∈ L ∞ (R n ).
Theorem 3.2. Let b be a locally integrable function and suppose
Proof. We begin by fixing a locally integrable function b. Note that this assumption implies that b is finite almost everywhere, and that almost every point y ∈ R n is a Lebesgue point of b. Now recall that 
x − y n Ω(x − y) . So we get that, for every λ > 0 and y a Lebesgue point for b,
Fix ε > 0 and take K to be a compact subset of S n−1 such that {x
and note that C Ω > 0, by the Lipschitz assumption on Ω. We now define the following sets
Note that, with the definition above, and the choice of K, we have for every r > 0 that
By 3.3 and the definition of C Ω we have
Since our hypothesis is invariant under replacing b by b − c, for any constant c, and since b is finite almost everywhere, we can assume that b(0) = 0 and we also have
for almost every y. Suppose that b(y) > 2 n (if we had that b(y) ≤ 2 n for all y ≠ 0 that is also a Lebesgue point then we would be done). We conclude that
This implies that B(y, 1 2 y b(y)
Let us observe that (3.4) ; here ω n denotes the measure of the unit ball. We also have that
here we are using (3.4) again. Estimate (3.6) then yields
Combining with the previous estimate we get that
for almost all y ∈ R n and thus b is bounded and b ∞ ≤ C(Ω, n) as desired. Now we prove a higher dimensional analogue of Theorem 1.2 for the class of singular integral operators given in (3.1). We use a similar argument as the one given by Uchiyama in [14] . In the statement and proof of the following theorem we test some endpoint inequalities for the commutator on characteristic functions, which is somewhat reminiscent of Sawyer's testing conditions, [11] , characterizing the two-weight norm inequalities for the Hardy-Littlewood maximal operator. We impose a symmetric condition on the adjoint operator; indeed, since we are assuming an endpoint estimate, we can no longer rely on duality in order to conclude the boundedness of the adjoint commutator, as for example was done in [14] . Note however that for the Riesz transforms, as well as for more general odd kernels as in (3.1), it will be enough to assume the endpoint boundedness of [b, T ] at the endpoint in order to conclude that b ∈ BMO(R n ) (we would get the condition on the adjoint for free, since
For the statement of the theorem below we remember that φ 1 (t) = t(1 + log + t).
Theorem 3.7. Let b be a locally integrable function on R n . If there exists a constant B such that for every measurable set E and t > 0 we have that
and
Proof. As we did in the proof of theorem 3.2, we can assume
By translation and dilation invariance it suffices to prove (3.8) for the cube
we may assume that m Q 1 (b) = 0. This means that we can find disjoint subsets of
Take Σ ⊂ S n−1 a compact set such that Ω(x) > 0 for every x ∈ Σ. From now on, we will denote by A i constants depending only on the dimension n and the kernel Ω. Take A 1 such that for every x ∈ Σ and z ∈ S n−1 satisfying
We bound these two terms separately. We deal with the first one,
Observe that (x − y) ′ − x ′ < A 1 and so Ω(x − y) > 1 2Ω(x), which in particular means that Ω(x−y) is positive. Since we already have that b(y)ψ(y) is nonnegative and we are taking x ∈ G, we get p. v.
Now we have to deal with T ψ(x)
. Since we have that ∫ ψ = 0 we can estimate p. v.
by assuming, as we may, that M is large enough.
Let g(x) ≔ sgn(b(x))χ F (x) and T * be the adjoint operator of T . Then, for
By the definition of F , we have
Note that y ∈ F means that y ≤ M 1 n and thus
For the second summand in the estimate for [T * , b] we have for x ∈ Q 1 that
log M. By our assumption on T * we can now conclude that
where the last inequality follows by taking M large enough, since log + t vanishes for t < 1. On the other hand,
as M −1 n log M is bounded for every M > e 1 n . Then, we have that M ≤ (A 9 A 11 ) n .
Summarizing the estimates above, we have proved that
, e 1 n , (A 9 A 11 ) n ≕ C(Ω, n), as all the constants A i depend only on Ω and n.
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