In this note we prove a discrete analogue of the continuous Halanay inequality and apply it to derive sufficient conditions for the global asymptotic stability of the equilibrium of certain generalized difference equations. The relation with some numerical schemes for functional delay differential equations is discussed.
Introduction
In [6, Section 4.5], A. Halanay proved an asymptotic formula for the solutions of a differential inequality involving the "maximum" functional, and applied it in the stability theory of linear systems with delay. Such inequality was called Halanay inequality in several works [2, 4, [7] [8] [9] [10] , in which some generalizations and new applications can be found. In particular, in [3, 9] the authors consider discrete Halanay-type inequalities in order to study some discretized versions of functional differential equations.
As it is pointed out in [9] , although there are many numerical schemes to approximate the solutions of continuous type systems, the asymptotic behaviour of the two types of systems (discrete and continuous) do not often coincide. For other comments on the difference between the dynamics of a continuous time delay differential equation and its discrete version, see also [3] .
The purpose of this note is to give a simple discrete version of Halanay's lemma, and to apply it to obtain results on the global asymptotical stability of certain generalized difference equations. Moreover, we show that the classical criterion on the absolute stability (or delay-independent stability) in certain delay equations holds for the discretized equation using the Euler scheme if the discretization step is small enough.
Discrete Halanay Inequality
In this section, we give a discrete version of the original Halanay inequality. Although our result could be deduced from [9, Theorem 3.1], we include it here our simpler proof in order to point out how the constant λ 0 involved in the asymptotic formula can be easily obtained.
First we give some preliminaries on the difference equation
where ∆x n = x n+1 − x n , and f : N × R r+1 → R. Eq. (1) is a class of generalized difference equation (see [1, Section 2] ). The initial value problem for this equation requires the knowledge of initial data {x −r , x −r+1 , . . . , x 0 }. This vector is called initial string in [3] . For every initial string, there exists a unique solution {x n } n≥−r of (1) that can be calculated by the explicit recurrence formula
Theorem 1 Let r > 0 be a natural number, and let {x n } n≥−r be a sequence of real numbers satisfying the inequality
If 0 < b < a ≤ 1, then there exists a constant λ 0 ∈ (0, 1) such that
Moreover, λ 0 can be chosen as the smallest root in the interval (0, 1) of equation
PROOF. Let {y n } be a solution of the difference equation
Since 1 − a ≥ 0, b > 0, it is easy to prove that if {x n } satisfies (3) and x n ≤ y n for n = −r, . . . , 0, then x n ≤ y n for all n ≥ 0. Now, if K > 0, λ ∈ (0, 1), the sequence {y n } defined by y n = Kλ n is a solution of Eq. (5) if and only if λ is a solution of (4). Define F (λ) = λ r+1 +(a−1)λ r −b. F is continuous on (0, 1], lim λ→0 + F (λ) = −b < 0, and F (1) = a−b > 0. Hence there exists λ 0 ∈ (0, 1) such that F (λ 0 ) = 0 (we can choose the smallest value of λ satisfying this equation since F (λ) is a polynomial and it has at most r + 1 real roots).
Thus, for this λ 0 , {Kλ n 0 } is a solution of (5) for every K > 0. Finally, let K = max{0, x −r , . . . , x 0 }. Clearly y n ≥ x n for all n = −r, . . . , 0. Hence, using the first part of the proof, we can conclude that x n ≤ y n = Kλ n 0 for all n ≥ 0.
Asymptotic stability of generalized difference equations
In this section we consider the following generalized difference equation
Although for every initial string {x −r , x −r+1 , . . . , x 0 } the solution {x n } of (6) can be explicitly calculated by a recurrence similar to (2), in general it is difficult to investigate the asymptotic behaviour of the solutions using that formula. Next result gives an asymptotic estimate by a simple use of the discrete Halanay inequality.
Theorem 2 Assume that 0 < a ≤ 1 and there exists a positive constant b < a such that
Then there exists λ 0 ∈ (0, 1) such that for every solution {x n } of (6), we have
where λ 0 can be calculated in the form established in Theorem 1.
As a consequence, the trivial solution of Eq. (6) is globally asymptotically stable.
PROOF. Let {x n } be a solution of Eq. (6) . From [1, Section 1], we know that
Thus, using (7), we obtain
Denote v n = |x n | for n = −r, . . . , 0, and
for n > 0. We have that |x n | ≤ v n and hence ∆v n = −av n + b max{|x n |, . . . , |x n−r |} ≤ −av n + b max{v n , . . . , v n−r }, n > 0.
Theorem 1 ensures that
with λ 0 as it was indicated in the statement of the theorem.
Examples. Equation (6) covers a variety of difference equations. For instance, we can mention equations
investigated recently in [5] . Theorem 2 ensures that if there exists b > 0 such that |f (x)| ≤ b|x| for all x, and b < a ≤ 1, then all solutions of (8) converge to zero.
On the other hand, condition (7) is satisfied by some linear and nonlinear generalized difference equations. We can mention equation
for which Theorem 2 gives the global asymptotic stability of the equilibrium if
since Eq. (9) can be rewritten in the form
with f (x n , . . . , x n−r ) = n i=n−r b i x i . For example, (10) is satisfied by equation
For more general results on the asymptotic behaviour of generalized difference systems, we refer the reader to [1, Section 9].
We also point out that Theorem 2 applies to the linear difference equation x n+1 = bx n . In this case, the condition provided by our theorem is precisely |b| < 1. Thus, with some reservations, we can affirm that our result is sharp in some sense.
Remarks. A similar result to Theorem 2 can be obtained for systems of difference equations by using appropriate norms of vectors and matrices. Moreover, our result can be also extended to generalized difference equations with variable coefficients a n using the results in [9] .
Discretization of delay equations
Let us consider the functional differential equation
where φ ∈ C(I), I = [−τ, 0], x t ∈ C(I) is defined by x t (s) = x(t + s) for s ∈ I, f : R × C(I) → R is a continuous functional, a > 0 and b ∈ L ∞ (R, R).
Using the continuous Halanay inequality, one can prove (see [7, Corollary 3.2] ) that if |f (t, φ)| ≤ φ = max s∈I |φ(s)| for all φ ∈ C(I), and ess sup|b(t)| = b < a, then all solutions of (11) converge to zero.
We are interested in studying if the delay-independent condition b < a for the global stability of (11) is preserved when we use a numerical scheme to approximate the solutions of (11). First we propose the following idea to perform this approximation: we divide the interval I into r subintervals of the same length h = τ /r (h will be the discretization step), and introduce the notations t 0 = 0, t n+i = t n + ih, x(t n ) = x n , x(t n + ih) = x n+i , i ∈ Z. Since the initial function φ is known, we can calculate x n = φ(t n ) for n = −r, . . . , 0.
On the other hand, given r + 1 points p n−r = (t n−r , x n−r ), . . . , p n = (t n , x n ), we define ψ n : [t n−r , t n ] → R as the piecewise linear function connecting the points p n−r , . . . , p n , and ϕ n (t) = ψ n (t − t n ). Since ϕ n ∈ C(I), we can evaluate f (t n , ϕ n ).
Thus we can use the explicit Euler discretization method to approximate the solutions of (5) in the form x n+1 − x n h = −ax n +f (n, x n , . . . , x n−r ) , n > 0,
wheref (n, x n , . . . , x n−r ) = b(t n )f (t n , ϕ n ). Now, we can rewrite (12) in the form ∆x n = −ahx n + hf (n, x n , . . . , x n−r ). Moreover, |hf (n, x n , . . . , x n−r )| = |hb(t n )f (t n , ϕ n )| ≤ hb ϕ n = hb (x n , . . . , x n−r ) ∞ .
Thus Theorem 2 allows us to ensure that all solutions of (12) converge to zero if bh < ah ≤ 1, that is, if b < a and h ≤ 1/a. Hence, for a sufficiently small size of the discretization step, we can affirm that the asymptotic stability properties of Eq (11) are preserved for the generalized difference equation (12).
