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Dl = {Pαァ(b，α)，Pαァ(c，b)， Par(d， c)，・・}









P1 : sg(X， X)←Person(X). 














D1 = {Pαァ(bうα)うPαァ(c，b)， Pαァ(d，c)， Pαァ(e，c)， 
Pαァ(d，])， Pαァ(e，])，Pαァ(]，g)ヲPαァ(]うh)，Pαァ(b，i)， Pαγ(g，の}
U {Person(α)うPerson(b)，Person(c)， Persoη(d)うPerson(e)，
Persoη(])， Per son(g)うPerson(h)ヲPerson( i)} (1.3) 
このとき，問い合わせに対する解集合は次のようなデータの集合である.例えば，D1の
Person(d)にルー ル(1.1)を適用すると sg(d，のが生成される.そのsg(d，d)とPar(d，c)， 
Par(d， ])にルー ル(1.2)を適用すると sg(c，])とsg(]，c)が生成される.更に，例えば，そ
のsg(cぅ])と Par(c，b)， Par(]， g)にルー ル(1.2)を適用すると sg(b，g)が生成される.もし，
D1のデータに対するP1のルールのこのような適用を新しいsgデータが生成できなくなる
まで可能な限り繰り返すならば，同世代関係を表すデータ集合
1 M P 1 = { s9( d， d)， s 9 ( eス)， 
sg(c，c)，sg(c，])，sg(]ぅc)，sg(]， ])， 
sg(b，b)，sg(b，g)，sg(b，h)，sg(g，b)，sg(g，g)，sg(g，h)， 









ト集合 (factset) ，ノレーノレ集合とファクト集合の組Sl= (P1， D1)を演鐸データベース




(sg(b， Y)?， P1)を問い合わせ (query) と言う.また，利用者が知りたいものを記述する式，
すなわち，sg(b， Y)?を本論文では問い合わせアトム (queryatom) と言う.問い合わせと
ファクト集合の組，すなわち， 問い合わせアトムと演鐸データベースの組 (sgゅうY)?うSl)
を問題 (problem) と言う.集合ANS1を解集合 (answerset) と言う.解集合ANS1は，
意味1MP1に含まれるデータの中で，問い合わせアトムsg(b，Y)?と形が一致するデータの
集合である.解集合を求めることを問い合わせを処理する Cevaluatea query) ，あるいは，
問題を解く (solvea problem) と言う.






























項 (term)は， (a)定数は項である， (b)変数は項である， (c) t1， t2，・ぺtkが項でfがk引
数関数記号ならば式j(tl' t2，・.，tk)は項である， (d)その他のし¥かなる式も項ではない，によ
り帰納的に定義される式である.例えば， α.bを定数，X，Yを変数，jを1引数関数記号，gを
2引数関数記号とするとき， α，X，j(α)，j(f(α)， f(X)， j(j(X))， g(α，b)， g(g(X， Y)， j(j(X))) 
等が項である.変数を含まない項を基礎項 (groundterm) と言う.例えば，上記の項の例
のうち， α，j(α)， j(f (α)， g(α， b)が基礎項である.
。
m{固の基礎項の組の集合{(t1，t2，・・・ ，tm)lti，i=l，・ 1 肌は基礎項}から集合{真う偽}
への写像をm引数述語 (predicate) と言う.述語には通常述語と算術述語があり，通常述
語には，更に， IDB述語と EDB述語がある.通常述語 (ordinarypredicate)はルール集
合やファクト集合により定義される述語である.ルールにおいて，記号“←"の左側を頭部







t]， t2， .・ ，tmが項，pがm引数述語のとき，式P(t1，t2，・・・ ，tm)をアトム (atom) と言う.
pを通常述語，>を算術述語，X，Yを変数， α，bを定数，fを関数記号とするとき，p(X， Y)， 
p(α，b)，p(f(X)， f(1/))， > (X， Y)等はアトムである.また，例1.1のsg(X，Y)やPer8on(X)，
Par(X， Xp)，問い合わせアトムsg(bぅY)?もアトムである(問い合わせアトムについては，
問い合わせアトムであること陽に示すために，“?"を付けている) .通常 (IDB，EDB， 
算術)述語のアトムを通常 (IDB，EDB，算術)アトムと言う.算術アトム > (X， Y)は，
通常の数学記法にしたがって，X>Yと記すこともある.アトムのうち，変数を含ま
ないアトムを基礎アトム (groundatom) と言い， gaと略記する.例えば，先のアトム




アトムp(t1，t2，' . .， tm)の中の項ti，i = 1γ ・.，m，をそのアトムの第t引数と言う.
以後，特に断らない限り，定数はα，b，・・・ ，al，. . .のように小文字で、始まる文字列により，変
数はX，Y.，・・・ ?X17...のように大文字で始まる文字列により， EDB述語はA，B，・・・ ，Pαr，.• 
のように大文字で始まる文字列により， IDB述語はp，q，・・・ ，8gぃ.のように小文字で、始ま
る文字列により表す.
t， t1、・・・ ，tnを引数ベクトル，p(t)を通常アトム， ql (tI)γ ・ ，qη(tn)をアトムとするとき，式
p(t)←ql (t1)， • • • ，仇(tn)
6 




p(X， Y)←q(X， Z)，p(Z， 1/) 
p(αぅb)←.
p(X， Y)←q(α，Z)，p(Z，Y)，X>区
p(J(X)， j(Y))←p(X， Y). 
p(X， Z)←A(X， Y)♂(Y，Z)ぅ，q(X，Z). 







を考える.ここで，jは関数記号， I は否定， vは論理和である.これらのルーノレのうち，
(1.4)から(1.7)はホー ンルー ノレで、あるが， (1.8)は，否定 (，q(X，Z)) を含むために，ホー
ンルールではなく， (1.9)は，頭部が二つのアトムの論理和 (p(X，Z) v s(X， Z))であるた
めに，ホーンルールで、はない.また，ホーンルール(1.4)から(1.7)のうち， (1.4)と(1.5)は
datalogルー ノレで、あるが， (1.6)は，算術アトム (X> Y)を含むために， datalogルー ルで、


















p(X， Z)←q(X， Y): q(Y， Z) 















る.Bancilhon， Beeri， Han， Henschen， Lozinskii， N aqvi， N aughton， RamakrishnanうRohmer，
Sacca， Shapiro， Ullman， Vieille， Wong， Zanioloらにより，また， 日本では第五世代コン
ヒ。ュータプロジェクト (ICOT)が中心となり，世木，西尾，宮崎，横田らにより多く の成
果が報告されている [MS81，Ban85， Loz85， Ge186， Vie86， BKBR87， IW87， Han88， Nau88]. 



































えば，第1.1節の例1.1の問題において，ファクトPar(dぅc)とPar(d，f)があり， ga sg(d， d)







1MP =1 -D; 









問題を (q(α，X)?，(P， D))として，セミナイーブ法を図 1.2に示す.






















































が2の場合の同世代問題 (samegeneration problem)がある.本節では，このm ニ 2の場
合の同世代問題について説明する(第2章ではm(?_2)が任意の整数である場合を扱う). 
第1.1節の例1.1の問題(sg(b，Y)?， (P1， D1))はm = 2の場合の同世代問題の1例である

























u_sg(Xp: J)←Par(Xp1 X)， u_sg(X， 1)， J = 1 + 1 

































めの必要十分条件は， Ibとdが，ファクト Person(c)が存在し，かっ，(bとcの世代差)= 
(dとcの世代差)であるようなある共通先祖cをもっ」ことである.同様に，新しい問題の


































(sg(b， Y)?， (P1ぅD))とする.但し，Parファクト集合を表すグラフ Gは閉路を含んでもよい.





















一般の問題を効率的に解くための有名な方法に，基本マジック集合法 (basicmagic sets 
method) [BMSU86]，一般化マジック集合法 (generalizedmagic sets method) [BR87]，一般
化補助マジック集合法 (generalizedsupplementary magic sets method) [BR87]，マジックテ
ンプレート法 (magicternplates method) [Ram88]がある.これらの方法は総称してマジック
集合法 (magicsets method)と呼ばれている.また，その他の有名な方法に，アレクサンダ一
法 (Alexandermethod) [RLK86]，アレクサンダーテンプレート法 (Alexandertemplates 




















集合法の説明(1， 2， 3， 4) とほぼ同じである.
(1)問題の解き方
基本マジック集合法，一般化マジック集合法，マジックテンプレート法を， (1) ， (2) ， (3) 
を通して，簡単ため，単に，マジック集合法と呼ぶ.
意味1MPの中のgaで解の生成に使われる ga(解である gaも含む)の集合は関連集合
(relevant set) と呼ばれる.関連集合をRELと記すと，AN S c REL c 1M Pである.関
連集合を包含する gaの集合は潜在的関連集合 (potentiallyrelevant set) と呼ばれる.潜在


















呼ばれる)，MS1 = {m_sg(b)， m_sg(b')， m_sg(b")ぃ・)である.また，マジック集合法は，こ
のMS1を使って，第1引数の値がMS1の中のgaの引数の値(すなわち，bの先祖)であり，
17 
第2引数の値が任意の人であるようなsggaの集合をPRE L 1 (= {s 9 (がうct)I m_sg(bt)ε 
MS1， c↑は任意の人})と定める.
なお，上の説明において，アトムの引数に伝達される値は拘束 (binding) と呼ばれる.





じく，初め，問題 ((q(b，Y)?， (P， D))と記す)のルール集合Pを書き換えて新しいルール




P1mg: m_sg(b)←. (1.19) 
(1.20) 
(1.21) 
m_sg(Xp)←m_sg(X)， Par(Xp: X). 
sg(X，X)←m勾 (X)，Person(X). 


















を生成する時間 (Tムsと記す)と ga集合1MPnPRELを生成する時間 (Tムと記す)の
和である (Tms= I:ムs+T45).仮定1が成立する場合， T45とセミナイーブ法の計算時
間(乙η と記す)の比は， ga集合1MPパPRELとga集合1MPの大きさの比にほぼ等し
い (TムITsn土 11MP円PRELI/I1MPJ).従って，マジック集合法の計算時間は






時間Tms (式(1.23))はIRELI/I1MPIx Tsnに近づき，そして，この IRELI/I1MPIx Tsn 

























P1mg' : m_sg(b)← (l.24) 
SUPl(X，Xp)←m_sg(X)， Par(Xp， X). (l.25) 
SUP2(X， Yp)←SUPl (X， Xp)， sg(Xp，ち) (l.26) 
m_sg(Xp)←s叩 1(X， Xp) (l.27) 
sg(X，X)←m_sg(X)， Person(X) (l.28) 
sg(X， Y)←SUP2(X， Yp)，Par(九Y) (l.29) 
ノレー ル集合P1mgとP1mg'を比べると，P1mgの中のルール(l.22)が，P1mg'では，補助的
な述語SUPlとSUP2を使って三つのルール(l.25)，(l.26)， (l.29)に分割されているのが分か
















































Cm}をp[C1X・ xCm]と記し，この式p[C1x... x Cm]を直積型基礎アトム集合式 (ground





















中で，p[CQ1 X・ xCOm]と同じ述語pをもっgaseをp[Cux . . . XC1m]， ・ ，p[Cn1X・ xCnm]
と記す.直積法はヲ式













問題 (continuousCartesian product problem) クラスと呼ぶ.連続直積問題に直積法を適
用した場合，生成される gasep[C1 x・ xCm]の中の各集合Cj，j= 1，・・・?凧は連続整数集
合となる.すなわち，Cjはある整数b3とejを使って，Cj = {Xj I bj三Xj:; ej， Xjは整数}
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sg(X~ ， X~ ， ・，. yム) (2.2) 
と問い合わせアトム
第2章
sg(α1ぅα2，・，ah，Xh+1， Xh+2，. " Xm)? (2.3) 
多変数同世代問題を効率的に解くための問
い合わせ処理法
とファクト集合Dよりなる問題(sg(α1，α2γ ・勺向，X九十1，. X-h+2，・・・:~Ym)? ， (P， D))である.こ
こで，sgはIDB述語，A。およびA1'・ ，AmはEDB述語， αlγ ・7α九は定数，X1，・ ，Xm，
X~ ， . ・・ ， Xんは変数であり，変数X} γ ・ ・ ， Xm ， X~ ， ・・・ ， Xふはすべて異なる.
なお，ファクト集合Dについては，一部の研究で設けられているような制限を設けない.
すなわち，ルール(2.2)に現れる各EDB述語Ai'i = 1，・.，m，に対し，ファクト集合D (= 
{Ao(Cll" . .， Clm)， AO(C21"'" C2m)，. ..}υ {A 1 ( α~l ' b~1) ， A1(a~2' b~2)'" .}U.. 'U{Am(αらl'b~l) ' 
Am(αら2 ， bら2) ' ・・})の中の Ai ファク ト の集合{ム (α~l， b~l) ' Ai (α~2' b~2)' . . .}から，次のよう
に，グラフ Giを作る.Aiファクト集合に現れる異なる定数をグラフGiの節点とし，ファ
クトム(α"b')が存在するとき，Giの節点αFからb'へ枝を作る.このようにGiを作るとき，
各グラフ Gi= (只?広)(i= 1γ ・，mう Vi:節点集合，Ei 枝集合)は閉路を含んでも含まな
くてもよいとする.
同世代問題の解集合は，演緯データベース (P，D)から生成可能なsgga (sg(α;γ・けαL
a~+l ' ・ ・ •，aら)と記す)のうち，条件α;=α1，・ 14=α九を満たす全てのsggaの集合
再帰述語の引数の数mが2の場合の同世代問題は有名な問題であり，多くの研究が行わ












ANS = {sg(α;?・ぅαi?α;+l?・ぅαら)I a~ =α1，・ Ai=α九7
sg(αし.・74ぅα;+11・・7αら)は演纏データベース(P，D)より生成される }
P: g(X1， ~\"2 ‘ ./\m) ← Ao(X1 ， X2， ・，Xm).







効率的に解くことを目的としてHaNa法 (HaNamethod) [HN88， HN91]やその他多くの




数の数)を η，Gi の枝の数(すなわち，ム ファクトの数)を e と記す• m=2の場合，例え
ば， HaNa法の最悪時間量はO(ηε)[HN88， H1¥91]，一般化補助マジック集合法 (generalized











8P887， 8Z86]を使って解くか，または， (i) m = 2の問題に対して提案された方法[HN88，




ク集合法は，ノレーノレ集合P: (2.1)， (2.2)うおよび問い合わせアトムsg(α1γ・汁向?xh+1γ ・・?
Xm)?より次の新しいノレーノレ集合
pmg m勾 (α1，・ ，ah)←. (2.4) 
m_SUP1(XしX2，..，X九)← m_sg(X1，・，Xh)，A1 (X~ ， X1). (2.5) 
m_SUP2(X~) X~ ， X3，・• ，Xh)←m_sup1 (X~ ， X2， ・，Xh)，A2(X~ ， X2). (2.6) 
m_s叩九一l(X~ ， ・ ) X~_l'X九)← m_s叩h-2()(~ ，. . . ')(~-2 ， )(h-1 ， )(h) ， 
Ah-1 (X~_l' )(h-1)' (2.7) 
m_sg(Xし・ 7x;) ← m_s叩h-1(X~ ， . .. ， X~_ l ， Xh) ， Ah(X~ ， Xh). (2.8) 
SUPh ()(1，・ ，Xh，X~+l う ， Xふ)← m_sg(X1 ， ・ ， X九)， 
A1 (X~ ， X1)， • . . . Ah(X;p Xh)， sg(X~ ， ・ 3x;7x;+1? ・ ， Xふ) . (2.9) 
Up九+1(..'\1 ぅ ， )(h+1 ， X~+2"" ，Xふ)← Ah+1(X~+l' X九+1)，
S叩斗.Y1，• .、x;+1?x;+2? ・，X:n). (2.10) 
UPm-1(X1，・，Xm-1， _y:n)← Am-1 (_X:n-1' )(m-1)， 
叩 m-2(-¥11 、Xm-2..t¥:n_l'.Xふ). (2.11) 
2 
sg(X1，・ぺXm)←Am(X.んXm)，SUPm-1 (X1 ・，.tYm-1，Xふ). (2.12) 
を作り，そして，同世代問題(sg(α1，.・ 1 向?Xh+1γ ・・ ， )~m)?) (P， D))のルー ノレ集合Pを新し
いノレール集合pmgに置き換えて得られる問題(sg(α1，・ ・?αhヲXh+1'.・，Xm)?，(pmg， D))を
セミナイーブ法を使って解くことにより，解集合ANSを得る.ここで，述語m_sgはマジッ
ク述語 (magicpredicate) ，述語m_SUPi，i = 1，・ ，h-1，とSUPj，J=ム・・・，m-1，は補助





一方， (i)の場合，述語sg(X1γ ・，Xh，Xh+1γ ・，Xm)の第1引数から第九引数までを一
つの変数Zl(= (X1γ ・，Xh) ，残りの引数をもう一つの変数Z2(= (Xh+ 1 γ ・ •，Xm) 
として，述語sgを2引数述語Sg(Zl'Z2)と見なし，また， EDB述語の連言 A1(X~ ， X1) 八
・・ ^Ah(X~ ， Xh ) を変数 Zl に関する EDB述語A~ (Z~ ， Zl)，同様に，Ah+1(X~+] ， Xh+1) 八・・・八
Am(X.ん Xm) を変数 Z2 に関する EDB述語 A~(Z~ ，Z2)と見なすことにより， m = 2に対し
て提案された方法は一般のmに適用できるように素直に変形することができる.一般のm
に素直に変形された方法の中で， HaNa法は最悪時間量において最も優れていると思われ
る.その最悪時間量はO(nh(eh+ to) + (nh + nm-h) (to +♂一九))= O(nh(eh +to) +ηm-h(to + 
em-h)である [HN88ぅHN91]. ここで，nh，計は，各々，述語A1^ ・・・八Ahが表す積グラフ
G1x・ XGhの節点数，校数であり，nm-h， em-hは，各々，述語Ah+l ・^・・ ^Amが表す
積グラフGh+1X ・ XGm の節点数，校数である.また，toはAoファクトの数である.
一般化補助マジック集合法の最悪時間量O(ehnm-h)とHaNa法の最悪時間量O(nh(eh+ 





Hai¥ a method) を提案する.そして， m三3のとき，その最悪時間量が















として，{Par(b，α)， Par(c， b)γ ・・}と記す) と，そこに現れる人の集合(例えば， α，b，c，・・
が人として，{Persoη(α)， Person(b)， Persoη(c)， • • .}と記す)と，特定の二人の人 (α1，α2
と記す)が与えられていて，α1，α2，X3の三人が同世代となる よう なすべての人X3を求めた
い.この問題はm= 3の同世代問題と して表すこと ができる.以下にこれを示す(第1章
の例1.1ではm =2の場合について示した)• 
同世代問題のノレー ノレ集合を
p': sg(X，X，X)←Person(X) (2.13) 
sg(X1， -¥'"2， X3 ) ← Pαγ ()(~ ， Xl) ， Par(X~ ， X2 ) ， Par(X~ ， X3) ， sg(X~ ， X~ ， X~) 
(2.14) 
とし，ファク ト集合を親子関係を表すデータの集合と人を表すデータの集合の和





ど，'"= 1.・・ ，d，そのどの子供をどへJ = 1γ・.，di、と記す.このとき，ルール(2.13)よ
りsg(x.x，x)が得られ，そのsg(x，ιx)にノレーノレ(2.14)を適用すると， 39(:ril?Z12?zt3)311、"'2，
"'3 = 1.・ ・・;d，が得られる.更に，そのsg(XilヲZ眠 z勺にルーノレ(2.14)を適用すると，Sg(Xtl]l. 
Xt2J2， Xω)，]1 = 1，・.， di1 ;]2二 1，・・・，di2，]3二 1，• • .‘d句、が得られる.このような処理を繰
り返すと，xからある同じ世代数だけ下がった任意の子孫Xl，X2， X3に対し，Sg(Xl，X2，X3)を
得ることができる.すなわち，述語sg(X1，X2， X3)は r"Y1 ， 入~2 ，X3の3人がある共通先祖か










故に，m (> 3) 人の同世代関係を表せるm 三3の同世代問題について研究することは，
m=2の同世代問題が十分研究されているにも関わらず，意義があるように恩われる.
2.3 HaNa法の紹介
本節では， R.W.HaddadおよびJ.F.Naughtonによ り提案されたHaNa法[HN88，HN91] 
を紹介する.
2.3.1 HaNa法の概要
m = 2の場合の同世代問題を考える.問い合わせばsg(α1，X2) ?である.グラフ Gi，i= 
1，2，における，節点Yiから節点 Xiへの三つの距離集合を
Di(Yi・Xi)= { l /節点 Yiから Xiへ長さ Jの路が存在する(閉路を含んでも含まなくても
よい) }， 
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0+-0 "'0 "'0 








図2.1:Ai' i = 1γ ・.， m，ファクト集合を表すグラフG
CDi(Yi， Xi)= { l I Giの少なくとも一つの閉路に出会う，節点YiからXiへの長さ Jの路が
存在する}，
Fi(Yi， Xi)= { l I節点YiからXiへlく ηなる長さ Jの路が存在する}
= Di(Yi， Xi)内{O，1，2ヲ・・ ，n -1} 




Ao = {(Y1' Y2) I AO(Yl' Y2)はファクト}
と記し，Di' CDi，Fiをイ吏って，
AJVS = {sg(α1， X2) Iヨ(Yl，Y2)ε石?Dl(Ul?α1)n D2(Y2， X2) i=ゆ}，
CANS = {sg(α1， X2) Iヨ(Y1，Y2)ε石，CD1(Y1ぅα1)n CD2(Y2， X2)チめ}，
FA~VS = {sg(向、X2)Iヨ(Yl.Y2)ε石、 F1(Yl aI) n九(Y2，X2) i=ゆ}
32 
と定義する.定義から分かるように，AJ'lS は同世代問題の解集合である • CDiは閉路を
含む全ての路の長さを含むので，CA1VSは，G1上の閉路を含む路と G2上の閉路を含む路
により生成される全ての解を包含する • FANSは長さ (η-1)以下の路により生成される
解の集合であり，G1， G2の路の少なくとも一方が閉路を含まないような全ての解を包含す
る.従って，解集合ANSはCANSとFA1VSの和として計算することができる.
AN S = C AN S u FAN S 
FANSの計算は，有限集合Fiを扱えばよいので容易である.計数法 (countingmethod) 
[BMSU86]により O(ne)時間で計算することができる [SPS87卜 一方，CANSの計算は，無
限集合CDiを処理しなければならず問題がある.そこで，HaNa法 [HN88，HN91]では，








から α7への路が存在するので，CD(αO?α7)は，集合{3+ 2入2+4入4I入2，入4 非負整数}を
含む.同様に，単純路αOa1a2a7，aOa1a2α3α10α7とそれらの各々に出会う閉路を考えること
により ，CD(α03α7)は
CD(αO?α7) = {3+2入2+4入4I入2，入4 非負整数}









L ( C;p') = { C +入p'I CεC，入:非負整数}
L(C;N) = {c+乞 入pPI cεC，入ρ:非負整数}
pεN 
として定義されている.本論文では，例えば，L(C;p')は




Ni， i= 1ぃ •，d，を自然数のある有限集合とすると，先に述べたように，集合CD(y，x)は
CD(y， x) = U L(Ci; Ni) (2.15) 
i=l 
と表されるので，これより，新しい集合
B(CD(y， x)= B( U L(Ci; Ni) = U L(Ci mod gi; gi) (2.16) 
i=l i=l 
を定義する.但し，gi = gcd(Ni)， i= 1， • • • ，d，である. この集合B(CD(y，x)をCD(yヲx)
の簡略化距離集合 (cyclicsimplified distance set)と呼び，CS(y， x)と記す.上記の例では，
CS(αO?α7) = B(CD(α03α7) 
である.
= L(l; 2)U L(3; 4)U L(l; 4)
= {1 + 2入|入 :非負整数}υ{3+ 4入|入:非負整数}





CD1(Yl・xI)n CD2(Y2， X2) i=φ 
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(2.17) 
件 ICD1(Y1:X1) n CD2(Y2， x2)1 =∞ 
φ ICS1刷、xI)n CS2(Y2， x2)1 =∞ 
(仁:ICSi(Yi， Xi)-CDi(Yi， Xi)I <∞より .二今:CDi(Yi， xi)c CSi(Yiぅxi)より)
仲 CS1(Y1，X1)n CS2(Y2，X2)チゆ
が成立するので，CANSを，簡略化距離集合CSiを使って，












C = {c mod p I Cε U L( Ci mod gi; gi)} 
i=l 
を計算 し，そして，CS(y，x)を
CS(y， x)= U L(c; p) 
cEC 
と 表す• CS(y， x)のこの表現UcεcL(c;p)をM(CS(y，x))と記す.例えば，式(2.17)は，こ
の表現により
CS(aO， a7) = L(l; 4)U L(3; 4) 
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と簡略化される.
(文献 [HN88，HN91]では，Gの極大強連結成分 Cstronglyconnected component) Gに
含まれる全ての閉路の長さの最大公約数をGの周期と定義しているが，)本論文では，この
p(= lCm(glγ ・リgd))をCS(y，x)の周期 Cperiod) と呼ぶ.P は以下の性質を持つ.
(i) xを含むGの極大強連結成分をG= (V， E) CV:節点集合点:枝集合)とする.節点
どがGに含まれるならば，CCD(yぅx)= Ui L(Ci; Ni)のNiとCD(yうど)= Ui L ( c~; Ni)のNi
は全て等しいので，)CS(y，X)の周期pとCS(y，X')の周期p'は等しい.
(i)δに含まれる全ての単純閉路の長さを九 • ，p!とする.CD(y，x) = U乙1L(Ci; Ni) 
において，戸1，・・，p!は全てのNi，i = 1γ.. ，d，に含まれるので，
P = lcm(gcd(N1)， . . .♂cd(Nd) )三gcd({孔.，p!})三IVI (2.18) 
が成立する.
ケース2) 節点zが閉路に含まれない場合
節点uからzへのある路y. . . ZiVilVi2・・VicXにおいて，節点みはある閉路に含まれ，節
点Vil'叫2，・・.， Vicは全てどの閉路にも含まれないとする.この条件を満足する全てのみを
Zl，・ ，Zeとし，各Ziの簡略化距離集合を(ケース 1の節点であるので)
CS(y， Zi)= U L(c; Pi) i = 1γ ・・，e
cεCi 
と記す.HaNa法は
C: = {(c +路ZiVi1 • • .叫cXの長さ)mod Pi I CεCi} 
を計算し，そして，CS(y，x)を
と表す.
CS(y，x) = U U L(C;Pi) 
i=l cεC' 
例えば，図 2.1のGにおける CS(αO?α12)を考えると，y二 α0，x二 α12に対し，Z1 - α6， Z2 = 
α8となり，CS(α0， a6) = L(O; 2)， CS(αO?α8) = L(O; 4) U L(2; 4)であるので， HaNa法は
CS(α0‘a12)を





CS(αO?α1) = L(l; 4)， 
CS(αOぅα2)= L(2; 4)， 
CS(αO?α3) = L(3; 4)ぅ
CS(α0， a4) = L(O; 4)， 
CS(αO?ポ)= L(l; 2)， 
CS(αO?α6) = L(O; 2)， 
CS(αOヲα7)= L(l; 4) U L(3; 4)， 
CS(α0， a8) = L(O; 4) U L(2; 4)， 
CS(α0， a9) = L(l; 4)υL(3;4)， 
CS(αO?α10) = L(O; 4) U L(2; 4)， 
CS(αO?α11) = L(l; 4) U L(3; 4)， 













Di(Yi， Xi): CDi(Yi， Xi)， Fi(Yi: Xi)， CSi(Yi， xi)(i = 1，・・，m)を第2.3節と同様に定義する.
また，A。ファクトの引数の集合を
石 = {(Y1，...:Ym)IAo(Y1，..，Ym)はファクト }
と記し，
ANS = {sg(α1， ・ぅαh，Xh+1， ・，Xm)I ヨ(Yl'・，Ym) εAo 
(什Di(Yi，ai))n(n Di(Yi，Xi))チ札
i=l Z二h+1
CANS = {sg(α1，・，ah，Xh+1，・ ，Xm)Iヨ(Y1，• • • ，Ym)εAo 
(什CDi(Yi，ai)n ( n CDi(Yi，Xi))-#ゆ}，
i=l i=九+1
FANS = {sg(α1γ .，aゎXh+1，・ ，Xm)Iヨ(Y1"'"Ym)εAo 
(什Fi(Yi，αi))n(n Fi(Yi，Xi))-#ゆ}
Z二 1 i=h+1 
と定義する.ANSは同世代問題の解集合であり，第2.3節と同じ議論によ り，
ANS = CANSuFANS， 
CANS = {sg(α1，・ ，ah，Xh+1， • • • ，Xm) Iヨ(Y1，• • . ，Ym)モAo




を図2.2に示す.図では，Vi， i = 1γ ・.，mうをグラフ Giの節点集合として，
1 Vi={(x九+1，・ ，Xm)I Xh+1ξ vi川， ...，XmεVm}， 
i=h+1 
1 CSi(Yi，向)x I CSi(Yi，Xi)二
i=l t=九+1





step2: j* CANSの計算 *j
CANS=ゆ;
for(V(Y1， • • • ， Ym)ε石){ j*ループド/
step2.1: HaNa法のアルゴリズムにより，簡略化距離集合
CSi(Yi，Xi)(i = 1γ ・，mヲXiεVi)を計算する;
step2.2: j* (Y1γ ・.，Ym)に対する CANSの計算 *j
for (V(x九+1 ， ・・・ ， Xm ) εll~f川 Vi) { j*ノレー フ。2* j
if (sg(α1， • • • ，ah， Xh+1ぅ..，Xm) tiCANS) { 




if (L(P1; q1) n . . . n L(Pm; qm)チゆ){ 







(1) step1のFANSの計算を， m 二 2の場合， HaNa法は計数法を使って最悪時間量O(ne)
で行う.一般のmの場合に計数法を適用するには，第2.1節で述べたやり方で拡張すればよ
いが， しかし，そのとき，計数法の最悪時間量はO(η(計+em-h + to)となる(少なくと
も一つのGiが閉路を含まないので，FANSの計算に必要な，積グラフ G1X ・・・ XGhおよ
びGh+1X ・・・ xGmの路の最大長がη以下になるからである)• n:::; e :; n2であるので，九
























gcd(p， p')= dp +γp' (2.21) 
と表すことができ，この6もいっしょに計算する.
step2: L(c;p) n L(c';p') i-ゆおよび式(2.20)より




p" lcm(p， p')= pp' j gcd(p， p')ヲ
c" 二 (c-K dp) mod p" 
と表すことができる.step1のgcd(p，〆)と d，および，K = (c -c')j gcd(p，p')を使っ
て上記のpf17cffを計算する.
図2.3:L ( c"; p") = L ( c; p) n L ( c' ; p')を満たすL(c"; pつの計算法
式判定テストの実行回数の減少が望まれる.




初めに，L ( c; p) n L ( c' ; p')チゆ (0:; cくp;O三c'< p')の場合に，
L( c"; pつ=L ( c; p) n L ( c' ; p')
を満たすcぺ::;pつうp"を求める方法を図 2.3に示す.この方法の時間量は，ユークリッド互
除法にかかるo(log max{p， p'}) [Iba89， Knu81]である.
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stepl: /*初期化*/
Ci， Piを各々cj?pjと記す(i= 1，. ..m). 
k:= 1; 
step2: k = log m + 1 (すなわち， L(Cl;Pl)n. .nL(cm;Pm)-Iゆを計算済み)ならば，式
(2.19)は成立として終了.
step3: 式 (2.20)を使って，L(C~i- l;P~i- l) nL(C~i;P~i) -I ゅの判定を行うれ= 1，..， m/2k) 
.少なくとも一つの t に対し L(C~i- l;P~i- l) n L(C~i;P~i) =ゆであれば，式(2.19)は不
成立と して終了.
step4: L(C~+l ; p~+l) = L(C~i-l;P~i-l) n L(C~i ; P~J を満足する cf+lJf+1 を図 2.3の方法に




{P~i- ぃ P~J) [Iba89， Knu81]の和である.pf三η2k-lであるので，
2二乞 O(log(max{p~i_l ' P~i})) = 玄乞 O(logn2k-l) O( m log r川ogn)




数回のL式判定テスト.• .， L(Cl; Pl)内...n L(Cm-l;Pm-1) n L(cm;Pm) -1ゅう L(Cl;Pl) n 
. . n L(Cm-l; Pmー1)n L(c'm;pら)手仇..において，前回のL式判定テスト L(Cl;Pl)n... n 









補題 2.1 グラフ G= (1/， E)において節点uを一つ固定する.yとGの全ての節点との聞
の簡略化距離集合の和を
SS(y) = u CS(y， x)= U L(Ci;Pi) 
xεv 
と記し，その中に含まれる異なる式L(Ci;Pi)の数を 1SS(y) 1と記す.そのとき，
1 SS(y) 1三IVI(=n) (2.23) 
が成立する.
証明 (i) L (Ci; Pi)に現れる異なるPiを，一般性を失うことなく ，Pl ， P2 ， ・・ • ，Pd"とする.初
めに，
Pl十P2+ . . . + Pd" :S; n (2.24) 
を示す.G の閉路を含む極大強連結成分を G~ = (Vt， E~) ， iニ 1，・・ ，f，とすると，





L(c'; p)のpは第1項の中のある L(c;p)のpと等しい. また，同じく第2.3.2節のケース 1で
紹介したように，第1項の各UxeiiCS(yj X)の中に現れる L(c;p)のpは全て等しく(それを
p~ とおく) ， p~ 三 IV~I である.従って，
である.
Pl + P2 +・ +Pd" 
三p;+p;+- +p}(z手jに対しp;=p;の場合も有り得るから)
壬Iv1 +・・・+IVfl 三IVI =η 
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(i)次に，任意の L(c; p)において， 0三c::;p-1であるので，




ノレー フ。のうち，ルーフ 2では，各(Xh+1'・.， Xm )(ε TI~h+1 Vi)ごとにL式判定テスト(式









以上の議論をまとめ，拡張HaNa法を図 2.5~こ与える . 但し，
NNi(L(Ci;Pi)，Yi) = {Xi I L(Ci;Pi) c CSi(Yi，Xi)}， 
r N Ni(L( Ci; Pi)， Yi)ニ
i=h+l 
i = h + 1，・・，m，
{(Xh+17 . . . ，Xm) 1XiεN Ni(L(Ci; Pi)， Yi)， i= h + 1，・ ，m}，
日SSi(yi)= 
i=h+l 
{(L( Ch+1; Ph+I) ， ・ヲL(cm;Pm))I L(Ci;Pi) c SSi(Yi)， i = h + 1，...， m} 
とする.
2.4.5 適用例
m = 3， h = 2，問い合わせアトムをsg(α5，a7，X)?とする.また，Ao = {(αO?αO?αo)}と
し，Gi， i= L 2， 3，は全て図2.1のGに等しいとする.
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stepl:逆計数法を使ってFANSを計算する;
step2: j* CANSの計算 *j
CANS=ゆ;
for(V(Y1" .・ ，Ym)εAo){ j*ノレー フ。1* j
step2.1: HaNa法のアルゴリズムにより，簡略化距離集合
CSi(Yi，Xi)(i = 1;・ lm，XiεVi)を計算する;
step2.2:各グラフGi，i= h+ 1，・.，m，において，SSi(Yi)および
NNi(L(Ci;Pi)，Yi)(L(Ci;Pi) c SSi(Yi))を計算する;
step2.3: j* (Y1γ ・，Ym)に対する CANSの計算 *j
} 
for (V(L(Ch+1; Ph+1) ， ・ ， L(cm;Pm)) ε TI~九+1 SSi(yi) { j*ルーフ。2* j
for (V(L(C1;Pr)，..， L(Ch;Ph))εTI7=1 C Si (Yi，αi)) { j*ノレー プ3* j
if (L(Cl;P1) n.. n L(cm;Pm)ヂゆ){ 
CANS = CANS U {sg(α1，..，ah，Xh+1， ・ぅXm)1 (Xh+1" . . ，Xm) 
ε TI~h+l N Ni (L( Ci; Pi)， Yi)}; 
goto exitloop; 
exitloop: ; j*ルーフ 3を抜けるための空文 *j




わちstep2.1からstep2.3は，(Y1， Y2， Y3) = (αO?α07α0)に対し1回だけ実行される.step2.1で
計算される簡略化距離集合CS1(α0，aj)， CS2(α0; aj)， CS3(αO?αj)，) = 0，・・， 12，は全て，第
2.3.2節で求めたCS(αO?αJ)に等しい.従って， step2.2のSS3(α0)は
SS3(α0) = U CS3(α0， aj) 
を得る.
本例では，FANS の計算結果は CANS と等しく • A.JVS = CA^TSとなる.
2.5 最悪計算量の解析
j=o (1)図2.5のstepl: FANS を計算する逆計数法 [B~ISU86J の最悪時間量は O(tonme+ 





がら，一つのS8ふ'i(ωU仇i)を計算する時間はεZεαv;1 CSi(ωYi， X勾刈i)川1I1og1 s，品5ふ
た，文献 [HN88，HN91Jおよび第2.4.3節の補題より 1CSi(Yi， Xi)1三1SSi(Yi) 1三nであ
る.従って，to個の (YlJ・・.，Ym)ε石に対してSSh+1(Yh+ I) γ ・ • ，SSrη(Ym)を計算する時間
Time1は，
= L(O; 2) U L(l; 2) U L(O; 4) U L(l; 4) U L(2; 4) U L(3; 4) 
である.また，NN3については，例えば，L(l; 2)はCS(α0，a5)とCS(αOぅα12)に含まれる
ので，
NN3(L(1; 2)，α0) = {α5?α12} 
であり，その他のNNiも同様に計算すると，
NN3(L(0;2)，α0) {α6}， 
N N3(L(0; 4)，α0) ，~ ，~ ，~ J' 
N N3 (L(1; 4)，α0) = {αiα7α9αll} ，~ ，~ ，~ J' 
NN3(L(2; 4)，α0) ，~ ，~ ，~ J' 
NN3(L(3;4)，α0) = {α3α7. a9α11} ，~ ，~ ， 




は，各々，CS1(α0， a5)， CS2(α07α7)である.従って，例えば，L(l; 2)(εCS1(α0?α5)， L(l; 4)(ε 
CS2(α07α7)， L(l; 2)(εSS3(α0))に対し， L式判定条件:
L(l; 2) n L(l; 4)内L(l;2) -#ゆ
が成立する.同様に，L(l; 4)， L(3; 4) (ε SS3(α0))に対しても， L式判定条件が成立し，そ
の結果，
Spαce1 = 乞 1SSi(Yi) 11= O((m -h)n) 
1，=九+1
である.
各 N~Ní(L( Ci; Pi)， Yi)の計算は， C Si (YiJ Xi)より SSi (Yi)を作る際にL(Ci; Pi)からXiへのポ
インタをはることにより，計算時間を増やすことなく ，SSi(Yi)の計算と同時に進めること
ができる.そのとき必要となる領域量Space2は，NNi(L(Ci;Pi)，Yi)三IViI= nより，
????????? ? L IN Ni(L(Ci;Pi)， Yi)1 = O((m -h)η2) 
CANS = {sg(α5?α7、X)I 
zε JVN3(L(1; 2)，α0) U N N3(L(1; 4)，α0) U N N3(L(3; 4)，αO)} 
= {sg(α5?α7、X)I Xε{α1α37α5α¥α9?α11?α12} } 




以上より， step2.2の最悪時間量はO(to(m-h)η210g η) ，最悪領域量はSpαcelとSpace2
より O((m-h)η2)である.




Time3 = O(toηmm logn) 
である.
次に，式
CA]¥TS = CANS U {sg(α1，・ 7αh，Xh+l， • • • ，Xm) I 
(Xh+1' . . . ，Xm)εI N Ni(L( Ci; pi)， Yi)} (2.26) 
i=h+1 
を計算するのに必要な時間量Time4について考える.式(2.26)は，ノレー プ3の繰り返しで
は高々1回しか実行されない.従って，式(2.26)の全実行回数は， I石II1~h+1 1 SSi(Yi) 1 
















である.ここで， mを定数と見なしてmについての多項式項を消去すると， m> 3のとき
最悪時間量は




m 三3，かっ，hとeが大きく ，t。と IA2VSIが小さい場合，最悪時間量において，拡張
HaNa法がマジック集合法より効率的であることを示す (1n= 2の場合，拡張HaNa法は
マジック集合法およびHaNa法と同程度，または，それより非効率である). 
(1) m三3，かっ，九と eが大きく ，toとIANSIが小さい場合の最悪時間量






。(to(ηm logn +ηm-hIANSllogn)) 






{(払・・)Y) I Yは任意の定数}として与えられることが多く，このとき，to = nである.更



























pを述語，C1，・ ，Chの各々を定数組の集合，C1 X ・・・XChを集合C1，・ ，C九の直積とす































pを述語，C1 ， ・・ •，Chの各々を定数組の集合，C1 X ・ X Chを集合C1，・・・，Chの直積 (
Cartesian product) ，すなわち， C1x・ xCh二 {(Cll，・・，Clmぃ.• .，Chl1・・ぅC1mh)I (Cll， ・ぅ
Clml)ε C1，・ ，(C九1，・・，C1mh)εCh}とするとき， 式p[C1X ・ xCh]はga集合{p(c)I cε 
C1 X・ xCh}を表すと定義し，この式p[C1X・ xCh]を直積型基礎アトム集合式 (ground







s(X，γ)←F(_.Y. Y-). (3.1) 
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s(X， Y)←A(./Y'， X)， BCY'. :V)， s(X'， Y'). (3.2) 
である問題は直積問題である.そのファクト集合を，例えば
{F(α，b)}U{A(α?向)I i = 1，・・，h1}U{A(αi，αρI i = 1， ・，h1，j = 1ぅ・ ・， h2} 
υ{B(b， bi/) I i'二 1，・ ，k1} U {B(bi/: bi'jl) I i' = 1， ・，k1， j' = 1: . . . ， k2} 
とする (簡単のため， 定数α，a1ぃ.，ah1，α11γ ・?αh1h2'b， b1，・ー，bk1， bll，・・，bk1k2はすべて
異なると仮定する)と，次のようにgaseを生成することができる. (1)ルール(3.1)から ga
の初期値s(a，b)が生成できるので，このgas(α， b)に対しgaseの初期値 s[{α}x {b}]を生成




の集合Cf= {αi I i= 1γ・，h1}が得られる.同様に，本体アトムs(X'，Y')の第2引数Y'に
集合{b}の中の任意の定数(この場合bのみ)を代入し， 本体アトムB(YにY)に代入可能な
任意のBファクトを代入して，頭部アトムs(X，Y)の第2引数Yの値の集合を計算すると，
定数集合 C~ = {bi， I i'= 1，・ ，k1 } が得られる.これらの C~ と C~ より gase s [C~ x C~] を生
成する.(3)再び，得られたgases[C~ x C~ ] をルール (3.2) の本体に代入 して， (2)のときと
同様のやり方で，頭部アトムのためのgaseを生成する.頭部アトムs(X，Y)の引数Xのた
めの値の集合として C~' = {αtjlt=11・・・?九1，J= 1，・・，h2}が得られ， 引数Yのための値
の集合としてC;= {bi1j' I i' = 1，・・.， k1， j'= 1， • • • ， k2}が得られるので， gase s[C~' x C引を
生成する. (4)更に， gase s[C~' x C，引をルー ル(3.2)の本体に代入して， (2)， (3)のときと
同様のやり方でgaseを生成しようとすると，定数はすべて異なるとしづ仮定より，頭部ア
トムの引数のための集合を生成することができず， gaseの生成に失敗する.以上，三つの
gase s[{α} x {b}]， s[C~ x C~]， s[C~' x C，引を生成することができる.これら三つのgaseが表



























述語 (X1，・ ，Xmを異なる変数としてp(X1，・ ，Xm)と記す)に対し，その引数X1，.
Xmを複数のグループ ({Xl1)・ ，X1m1}ぅ・・，{Xh1，・ ，Xhmh}と記す)に分割することによ
り，引数Xl1，・ぺX1m1をもっ述語 (Pl(Xl，・ ，X1m1)と記す)と， ...，引数Xh1，・ぺXhmh
をもっ述語 (Ph(Xh1，.・，Xhmh)と記す)を作ることを， 述語を分割する (decomposea pred-
icate) と言い，式p(X1γ ・.，Xm)→Pl(Xu， • ぺ X1mJ 八・・・^Ph(Xh1，・ぺXhmh)によって
示す. ここで，{X1，・，. Xm} = {Xl，・・，X1mt}U... U {Xh1，・ ，Xhmh}であり，かっ，変
数Xl1・ ，X1m1，• ・・，.<Yh1，・・，.)(hmhはすべて異なる.
アトムp(Xし・・，./Yム)(ここで，X~ ，. ・ .， Xふには同じ変数が含まれてよい)とその述語p
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についての述語分割P(X1・リXm)→Pl(Xll1・ ，X1m1)八・・・^ Ph (.)(h1 ，・・，Xhmh)が与え
られている.このとき，述語分割の左辺のアトムp(X1 ) ・・・ :Xm ) にアトム p(X~ ，..・，Xふ)を
代入することにより，述語分割の右辺のアトムとして，アトム P1(X~1'. ・・ヲ Xfml ) と， .， 
アトム Ph(X~ll ・・・ ， X~mh) を作ることを，アトムを述語分割にしたがって分割すると言う.









一八Ph(Xh1，・ ，Xhmh)の述語に対し，Gi: i -1ぃ •，h，を引数組(Xi1，• 一 ， Xim1 ) のための





ァ: 30(X~) ← A1 (Y~) ，. . • ，Az(YD， 31(X~) ， • • . ， 3n(X~) 
(ここで， 30，31，.・・?らはIDB述語，A1'・ ，AzはEDB述語，X~ ， Y~ ， ・・ .， Y~ ， Xし・ 1x;
は引数ベクトル)に対し，上記の述語分割集合PDを使って，次のように無向グラフGr
を作る.Gr の節点は，ルーノレァの各 IDB アトム 30(X~) ぅ 3 I(X~) ，. .寸 3n(X~) を PD の中の
述語分割にしたがって分割したときに得られるアトム，および，ルールァのEDBアトム
A1(Y~):. . うん (YD である • Grの枝は，節点であるこつのアトムが同じ変数を含むとき，
それら二つの節点の問に枝を作る.この無向グラフGrをノレー ルγのための引数依存グラフ





1. SOi(X~J と SOj(X~j) を頭部アトム SO(X~) の分割によりできた異なる節点とするとき，
節点 SOi(X~J と SOj(X~j) の聞に路が存在しない，
2. Ski(X~i) と Skj(X~j) を本体の同 じ IDB アトムの分割によりできた異なる節点とする






えば，初期化ルーノレより gap( C1， C2， C3， C4)が生成でき，述語pの述語分割がp(X1，X2， X3， X4) 
→P1(X1， X2)八P2(X3)^P3(X4)であるとすると， gap(cl，c2ぅC3，C4)に対しgasep[ { ( C1，の)}x 
{C3} x {C4}]を生成する.
主ルーノレ γ の各 IDB アトム Si(X~) ぅ i = 0，1ぃ・川?を述語分割にしたがって分割したとき
得られるアトムをSil(X~l) ' ・・・ヲ Sthz(x;ん)と記す.直積問題の条件 1 は，ノレーノレァから頭部
アトム SO(X~) のための gase が生成できるための条件である.条件 1 が成立している場合，




直積問題の条件 2 は，ノレーノレァから頭部アトム SO(X~) のための gase を生成する際に，計
算が効率的にできるための条件である.条件 2 が成立している場合，頭部アトム So(X~) を
分割した ときに得られるいずれの引数部分X~j ， j -1，・・，ho，も，本体の同じIDBアトム







B 1 (X 1 ， Y 1，Z) 














S(X1， X2) X3)←A(X1) X2) X3) 

















p(X1， X2)←A(X1， X2). 
q(X1，X2)←B(X1，X2) 
pバ(-)(1'X5)←C1 (X1， X2)， C:α'2(X1， X3リ)，C:α'3(X2わ，X4心)，C4バ(_)ん3，X4)
p刈(_)(む2，X3)， q(X3， X5). 






の少なくとも一方を二つ以上に分割するような述語分割の集合には，PD2 = {P(X11 X2)→ 
Pl (X1)八P2(X2)，q(X1，X2)→ql(X1)八q2(X2)}，P D2' = {p(X1， X2)→P1 (X1)八P2(X2)ぅq(X1，
X2)→q(X1， X2)}， PD2"二 {p(X1，X2)→p(X1， X2)， q(X1) X2)→ql(X1) ^ q2(X2)}の三































P1(Xll，・，X1mJ八・ 八Ph(X九1，・ ，Xhmh) (3.11) 
とするとき，Pのg伊as問eは引数X1日1，い.一• .X1同mlのための定数組のある集合C1= {(仇Cll，γ...ιC1ml) J 
(いCι;hI?γ...ιC~いmJν?γ. . .}とι，.一ぺ寸， 引数X九削1γい• .X，伽げLmhのための定数組のある集合C九={れ(C臼九1い?γ.. 
C臼hm/川hムZ




初期化ルールより生成可能な異なる各gaP(C11， • .・ぅC1mlい.，Chl，・ .，Chmh)に対し，Pの







stepl: j* gaseの初期値の生成 本/
OGS=ゆ;
NGS=U {P[{(Cl，..，Clm 1)}X ・ x {( Ch1， ぅChmh)}]);
初期化ノレーノレより生成可能なgaP(Cll'・ ，Clm1，・ ・，Ch1，• ・・ ，Chmh) 
step2: j本gaseの生成 *j
while(NGS #-ゆ){ 
step2.1: j* NGS の中の gase を一つ選ぶ • *j 
p[ C] = select_gαse(~NGS); 
step2.2: j本p[C]を使ったgaseの生成 *j
for ("1ノレーノレァ εP(p)){ 
j* P(p)は本体に述語pをもっノレールの集合.ノレーノレァの
頭部アトムをpo(X0)，本体のIDBアトムをP1(X 1) ，・・・ ， Pn(Xη) と記す• *j 
while (((pI[C1]，.. ，Pn[Cn]) =ηext_gαse_tuple(r，p[C]， OGS))ヂNULL){
j* gase組 (P1[C1]， • . . ，Pn[Cn])の作成 *j
if ((PO[C01 X ・ X COh] = gene_gαse(ア，(pI[C1]γ ・， Pn[Cn]))チNULL){
j*ルー ノレァと gase組(P1[C1]， ・，pη[Cηn])を使つたg伊as臼eの生成 *j
if (CO引1X .•. X CO肋h~ Up向O[Cblx"，xCbふh点1
/〆*被覆テスト *j/ 
step2.2.1: j*不要なgaseの消去り
OGS = delete_gase(pO[C01 X ・ X COh]， OG S); 
NGS = delete_gαse(pO[C01 X ・ X COh]， NGS); 
step2.2.2: 
NGS = NGS U {PO[C01 X ・ XCOh]}; 
} } } 
step2.3: j* p[C]をNGSからOGSへ移す.* j
if (p[C] E NGS) { 
} } 
NGS = NGS -{p[C]}; 
OGS = OGS U {p[C]}; 
step3: j*解集合ANSの作成.問い合わせアトムをq(X)?と記す. * j
AJVS=φ; 
for (Vgase q[C↑lε OGS) { 
G A = select_gα(q(X)?， q[C↑]); 
































のgase組として， gase p[C]とOGSの中のgaseよりなる gase組で，少なく l箇所にはp[C]
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を含むような新しいgase組を l組作ろうとする.next_gαse_tuple は，そのようなgase組が
作れる場合には，それを (pI[Cl]，・・ • .pη[Cn])として返し，一方，作れない場合にはNULL
を返す(図3.2では，簡単のため，前者の場合を (...)f=NULLと記した).前者の場合，続




実行されると，サフ、ノレーチンgene_gαse ( r，(pI[ C 1]， . • • 1 Pπ[Cn]) )は，ルールァの本体にgase
組(P1(C1)，・ ，Pn(Cn)を代入して，頭部アトムのためのgaseを生成しようとする.この
gaseの生成の仕方を例を使って説明する.主ルールァを例えば
ァ: Po(X1， X2， X3)←A1(X}l X2， Y1， Z2)， A2(X3， Z3)， A3(九?九，Zl)， 
P1 (Y1，九，Y3)，P2(Zl，Z2， Z3). 
とする.ここで，A1，A2うんはEDB述語，Po， P1， P2はIDB述語であり，各IDB述語の述語
分割は
PO(X1， X2， X3)→POl (X}， X2) ^ P叫X3)，
Pl (i七九?九)→Pll(Y1)八P12(九，Y'3) ， 
P2(Z}， Z2， Z3)→P21 (Zl)八P22(Z2)八pぉ(Z3)
とする.また，ノレールァの本体に代入する gase組を， Cll， C21， C2， C23を定数の集合，C12 
を二つの定数よりなる定数組の集合として，(P1 [C11 x C12]， P2 [C21 X C2 x C23])と記す.ルー
ノレァより引数依存グラフを作り，路で接続された部分を取り出すと，次の三つの部分が得
られる.
P01 (X1， X2)←AI(X1，X2， i， Z2)，Pll(Yi)，P以Z2)
p叫X3)←A2(X3，Z3)，P23(Z3) 





←の左側に記したこの三つの式と集合Cll，C12， C21， C2， C23を使って，ルールァの頭部ア
トムPO(.¥l，)¥2， )C3)のためのgaseを次のように生成する.式(3.12)を恰も， EDB述語A1と，
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ファクト集合が{Pll(c) I CεCll}である EDB述語Pllと，ファクト集合がい22(c) I Cξ C2} 
である EDB述語P22を本体にもつルールと見なし，これらのルール(3.12)とんファクト集
合と Pllファクト集合と P22ファクト集合より，生成可能なすべてのPOlgaを生成する(処
理1と呼ぶ).それらのP01gaの集合を{P01(C1'C2) I (C1， C2)εC01}と記す.式(3.13)につ
いても同様に処理して生成可能なすべてのP02gaを生成し(処理2と呼ぶ)，それらのP02
gaの集合を{P02( C3)I C3ε CO2}と記す.また，式(3.14)については，A3ファクトと， ga 
集合旬以C2，C3) I (C2， C3)ε C12}の中のPllgaと， ga集合{P21(C1) I C1ε C21}の中のP21
gaよりなる ga組で、式(3.14)を真とするようなga組(A1(C2ぅC3，Cl)，P12(C2， C3)，P21(CI)が少な
くとも一つ存在するか否かを調べる(処理3と呼ぶ).これらの処理の結果，{P01(Cl'の)I 
(C1， C2)ε C01}手ゆ，かっ，{P02 ( C3)I C3ε CO2} f=ゆ，かっ，式(3.14)を真とするようなga










(partial rule) と呼び，特に，式(3.12)，(3.13)のように， gaを生成するためのものを生成
型部分ルール Cpartialrule for generation) ，式(3.14)のように， ga組の存在を判定するた
めのものを判定型部分ルール (partialrule for decision) と呼ぶ.
サブ、ノレー チンgene_gαse(r，(Pl[Cl]， ・，Pn[Cn])は，頭部アトムのためのgaseの生成に成
功した場合は，それをPO[C01X・ xCOh]として返し，一方，失敗した場合はNULLを返す
(図3.2では，簡単のため，前者の場合を(.• .)手 NULLと記した).前者の場合，続いて， 2番







C01 X ・ X COh cl U C~1 X ・ x C~九 (3.15) 
PO[Cbl X.' ・ XC~hJεNGSuOGS




g蹴をPO[C61X・ xC6h]， PO [C61 X ・xC，ふ]，・・，PO[C61X・ xC6h]と記す.式(3.15)の
判定は，式
C01 X・ X COh -CJ1 X・ XC5h -Cd1 X . . x C，ふ-...-C61 X ・ XC6h (3.16) 
の値が空集合でなし、か空集合であるかを判定することにより行う.h個の集合よりなる直
積C1X C2 X C3 X・・XChとc;×cj×Cj×・・・ xC~ の差 C1 X・・XCh - C~ X・ xC~ 
は，二つの直積が共通部分をもっとき，式
C1 X C2 X C3 X ・ X Ch - C~ X C~ x C~ x・・・× C;=
(C1 -C~) X C2 X C3 X・ XCh U (C1 n C~) x (C2 - C~) X C3 X・ XCh 
U... U (C1 n C~) x (C2 n C~) x ・ x (Ch- 1 パ C~_l) X (Ch -C~) (3.17) 
によって，高々h個の直積の和として表すことができる.ここで，Cj c Cj，j二 1ぅ・…，h，
の場合，そのような集合の差Cj- Cj を含む直積 (C1nC~)x ・・・ x (Cj - Cj) x・ XCh 
は存在しない.直積法は，直積のこの性質を利用して，式(3.16)の値を次のように計算す
る.C61 X・ XC6h' . . ，C61 X・ xC.ムの中からC01X・・XCOhと共通部分をもっ最初の
直積(すなわち，共通部分をもっ直積で、右上の番号が最小の直積)を探し(それをt番目
のCO1X・ xC.ふとする)， 式(3.17)にしたがって， COl x・・XCOh -CO1 X・ xC.ふ
を計算して直積(C01-CO1) x・ X COhγ ・ぅ(C01n C~l) x・・ X (COh -C~h) を作成する
(COl x ・ ・ XCOh-C~1 X・ xC，ふ=(C01 -Ca1) x ・XCOhU. . 'U(C01什Ca1)x・・x(Co九-Cah)). 
作成したこれらの直積を作業用直積と呼ぶ.次に，作成した作業用直積 (C01-C~1)X ・・・×




_/ C，，~ うえ ・ xc，，~..、 ¥ 
(いl') :ヘパIh)






直積である.口の葉節点Cはある直積c"(ε{Cdl X ・XCdh' . . ， C61 X ・xC6h})の減算
c-c"の結果， c c c"であるためにp 完全に消去されてしまった作業用直積で、あり，一方，












る.説明の簡単のため， gase (PO[C1 x・ xCh]と記す)のいずれの集合Cj，j = 1， • • • ， h，も
定数の集合である (Cjニ {ClヲC2γ・・})と仮定する.述語PO，整数)，定数c~こ対し ， NGS 
またはOGSの中の述語poのgaseで，そのj番目の集合Cjが定数cを含む (cε Cj) よう
なgasepo[C1 X ・・・× C3×・・・ xCh]を考える.直積法は，各組(PO:j， c)に対し， このよう
なgasepo[C1 X ・・・× Cj×・・・ XCh]の識別番号の集合 (1D(po， j， c)と記す)を管理してお
り，そして?各集合1D(po， j， c)を，識別番号を降順に並べたリストとして記憶している.
直積C01X ・ XCOh， Cd1 X ・ X C.ん ・，C61X ・ XC6hを上の段落の場合と同様に定義
する.但し，直積C61X・ XC6h)...，C!n x.. x C6hは，対応する gaseの識別番号の降
順に並べておく.初めに， Cdl X ・ XC61い うC61X ・ XC6hの中から， C01 X ・ XCOh 
と共通部分をもっ最初の直積を探す場合を考える.このような直積に対応する gaseの識別
番号は，集合1D(Po，j，c)の定義より，集合内j=l，.・h(UcεcOj1D(po， j， c)の中の最大要素 (ido
と記す)である.集合1D(po， j， c)は降順に並んだ識別番号のリストであるので，直積法は，
リスト 1D (Po， j; c) ，)' = 1，・・・?九，cε COj，の要素を先頭から)1慎に調べていくことによって，
idoを効率的に探す (1D(po， j， c)の中のん未満k2以上の要素の数をcnt(pOぅj，C， k1， k2)と記
66 
すと， O(乞j=l，.h，CECOjcnt(po， j， c，∞， ido)の時間量で、idoを見つけることができる).次
に，上で、見つかった識別番号idoのgaseの直積がt番目のCdlX・ X C~h であるとし，更に，
C01 X・ XCo九-CO1X・.X COhの計算により作成される作業用直積の一つをc;×・・・ X C~ 




積法は，idoを求めたときの識別番号集合の一部1D (Po， j， c)， j= 1ぃ・，h，cεc;(ここで，
qgCoj)，について， 1 D(po， j， c)の要素を先ほど調べ終えた位置から後方に向かって引
き続き調べていくことによって，id1を効率的に探す (0(23=l，.A，cEC;cnt(PO?j?C1td07tdl))
の時間量でid1を見つけることができる).直積法は集合1D(po， j， c)に対してこのような処
理を繰り返すことにより，直積C01X ・ X COhや作業用直積と共通部分をもっ直積を効率
的に探索していく.




のポインタの集合PTR(id) = {ptrl，ptr2γ ・・}を管理している.
以上のようにstep2.2の被覆テストを実行した結果F 式(3.15)が成立する場合，すなわち，
gase po [C01 X ・ XCOh]が新しいgaを含んでいる場合， step2.2.1およびstep2.2.2を実行す
る.一方，式(3.15)が成立しない場合，すなわち， gase po[C01 X ・ XCOh]が新しいgaを





gaseを調べ， po[C01 X・ XCOh]に包含される gaseがあれば，それを消去する(サブ、ノレーチ
ンdelete_gαseはこれらの処理を表す). 
PO[C01 X ・ XCOh]に包含される gase(Po[C1 x・・XCh]と記す)を消去するのは次の理
由による. (i) po[C1 X ・ X Ch]を含むgase組をルールの本体に代入して生成される gase
67 
p[C~ x・・xC[]は， そのgase組のgasePO[C1 X・・xCh]をgasePO[C01 x・ xCOh]に置き
換えて得られるgase組を同じルールの本体に代入して生成される gasep[C~' )く ・ xC{']に
包含される.それ故，正しい解集合を得るためには， gase PO[C01 x・・xCOhJを保存すれ
ば， gase PO[C1 x・・xCh]は不要である.また， (i)効率化のためには，通常，不要なgase
組を作らない方がよく，そのためには，保存しておく gaseの数を減らす方がよい.以上の
二つが理由である.
なお，OGS (NGS)の中からPO[C01X・ xCOh]に包含される gaseを探す処理は，OGS




























q(α，X，X，Y)←q1(α，X) ^  q2(XヲY) (3.19) 
を得る.式(3.19)を，恰も，ファクト集合が{q1 (C1' C2) I (C1' C2)εC1}である EDB述語q1
と，ファクト集合が{q2(Cl'の)I (Cl， C2)εC2}である EDB述語q2を本体にもつノレールと
見なし，これらのルーノレとファクト集合より生成可能なすべてのqgaを生成すると，こ
れらのqgaの集合は求めるべき ga集合{q ( c)I ..} -{q ( C~， C;， C~ ， C~) I ( C~ ， C;， C~ ， C~) ε 









P sg(X， X)←A(X) (3.20) 
sg(XぅY)←B(X'，X)， B(Y'うY)，sg(X'， Y'). (3.21) 
とファクト集合
D = {A(a)， A(b)， A(c)， A(d)， A(e)， A(f)， A(g)} 
U {B(α，c)， B(b， c)， B(α，d)， B(b， d)， B(cj e)， B(cj f): B(d， f)， B(d， g)} (3.22) 
69 
と問い合わせアトムsg(e，Y)?よりなる問題(sg(e，Y)?， (P， D))を考える.この問題は，第
3.2節で述べたように，述語分害IJ集合PD= {sg(X， Y)→Sgl (X)八Sg2(Y)}に対し直積問
題である. この問題に直積法を適用する.
step1で，初期化ルール(3.20)より gaseを生成すると，
u ({c} x {d} -{d} x {d} -・-{g} x {g}) 
= {d} x {c} U ( { c} x {d} -{d} x {d}ー ・ - {g} x {g}) 
NGS = {sg[{α} x {α}]， s 9 [ {b} x {b}]， s 9 [{ c} x {c}]， s 9 [ {d} x {d}]， s 9 [ { e}x {e}]， 
sg[{J} x {j}]， sg[{g} x {g}]} (3.23) 
のように計算が進み，少なくとも {d}x {c}が残り ，式(3.26)が空集合ではないことが分
かる.すなわち，gase s 9 [ { c，d}x {c， d}]が新しいgaを含んでいることが分かる.従って，
step2.2.1で，このgases 9 [ { c，d} x {c、d}]に包含される，JVGSおよびOGSの中のgase(す
なわち， gase sg[ {c} x {c}]とsg[{d}x {d}])を消去し，その後，step2.2.2でこのgaseを
NGSに加える.step2.2を終了 し，step2.3で、gasesg[ {α} x {α}]をIVGSから OGSへ移す.
この結果，
を得る.
step2.1で，p[C]として，NGSの中のgasesg[ {α} x {α}]を選ぶ.






















































Sgl (X)←B(X'， X)， Sgl (X'). 




step2の初めに戻り， step2.1でNGS(式(3.27))の中から次のp[C]としてgasesg[ {c， d}x 
{c， d}]を選び，このgaseのために，再びstep2.2およびstep2.3を実行する.step2.2で，nexL 
gαse_tupleはgase組(sg[{c，d} x {c， d}])を作成し，gene_gαseはこのgase組のためにgase
sg[ {e， j， g}x {e， Jヲg}]を生成する.被覆テストで，このgasesg[{e，J，g} x {e，j，g}]の直積
{e，j，g} x {e，J，g}から，NGS (式(3.27))およびOGS(式(3.28))の中のgaseの直積を
引くとの二つの部分ルーノレが得られる.部分ルール(3.24)と， gase sg[{α}x{α}]の1番目の定数集
合{α}から得られる ga集合{Sgl(α)}と，式(3.22)のBファクト集合から gaを生成すると，
ga集合{Sgl(C)，sgl(d)}を得る.同様に，部分ルール(3.25)と， gase sg[{α} x {α}]の2番目
の定数集合{α}から得られる ga集合{Sg2(α)}と，Bファクト集合から gaを生成すると， ga 
集合{Sg2(c)， Sg2(d)}を得る.よって，gene_gαseはgases 9 [ { c，d}x {c， d}]を生成する.被
覆テストにおいて，このgaseの直積{c， d}x {c， d}から gase集合NGS(式(3.23))および
OGS (但し，空)の中のgaseの直積を引くと，
{e，j，g} x {久j，g} -{c， d}x {c， d}-{α} x {α}一一一 {g}x {g} 
が空集合ではないことが分かる.従って， step2.2.1で，このgasesg[ {e， J， g}x {e， J， g}]に包
含される，NGSおよびOGSの中のgase(すなわち，gase sg[{e} x {e}]とsg[{j} x {j}]と
sg[{g} x {g}])を消去し，その後， step2.2.2でこのgaseをNGSに加える.step2.3でgase
sg[{c，のx{c， d}]をNGSから OGSへ移した後，
{ c， d}x {c， d}-{α} x {α} -. . . -{g} x {g} 
= ( {d}x {c， d}U {c} x {d}) -{d} x {d} -. . -{g} x {g} 
= ( {d} x {c} -{e} x {e} -. . -{g} x {g}) 
(3.26) 
NGS = {sg[{e，j，g} x {e;.f:g}]，sg[{b} x {b}]}， 





再び， step2の初めに戻り， step2.1で、p[C]として， gase sg[{e，j，g} x {e，j，g}]を選び，
step2.2およびstep2.3を実行する.step2.2において，gene_gαseはgase組 (sg[{eヲj，g}x{e，
j， g}])のためのgaseを生成しようとするが，適切なBファクトがないためにgaseの生成に
失敗する.従って， step2.3でgases 9 [ { e，j， g}x {e， jぅg}]をNGSから OGSへ移した後，
NGS = {sg[{b} x {b}]}， (3.31) 
OGS = {sg[{ムj，g}x {e，j，g}]，sg[{c，d} x {c，d}]，sg[{α} x {α}]} (3.32) 
となる.
再度， step2の初めに戻り， step2.1で;p[C]としてgasesg[ {b} x {b}]を選び， step2.2および
step2.3を実行する.step2.2で、gene_gαseはgase組 (sg[{b}x {b}])のためにgasesg[ {c， d}x 
{c， d}]を生成する. しかし，被覆テストにおいて
{ c， d}x {c， d}-{久j，g}x {e，j，g}-{cぅd}x {c， d}-{α} x {α}-{b}x{b} 
が空集合であることが分かるので， gase sg[{C， d}x {c， d}]を保存することなく捨てる.
step2.3で、gases 9 [ {b}x {b}]をNGSからOGSへ移した後，
NGS = ゆ?
OGS = {sg[{b} x {b}]，sg[{e，j，g} x {ムr9 }]， s 9 [ { c，d}x {c， d}]，






select_gα(sg(e，Y)?，sg[{b} x {b}]) =ゆ?
select_gα(sg(e，Y)?，sg[{e，j，g} x {e，j，g}]) = {sg(e，e)，sg(e，j)，sg(eぅg)}， 
select_gα(sg(e， Y)?， sg[{C、d}x {c， d}]) =ゆ7
lect_gα(sg(e， Y)?， sg[{α} x {α}])ニゆ
を返すので.解集合












P1 : S(X1， X2， X3)←A(X1， X2， X3) (3.35) 
s(X1， X2， X3)←B1(XしX1)，B2(X~ ， X2)， B3(X~ ， -'~3) ， S(X~ ， X~ ， X~). (3.36) 
s(X1， X2， X3)←C1(XしX1)，C2(X~ ， X2)， C3(X~ ， X3)， s(X~ ， X~ ， X~). (3.37) 
とファクト集合D1(ランダムに作成する)と問い合わせアトムs(α1，α2，X3)?よりなる線形




題Aは述語分割集合{s(X1，X2， X3)→Sl(X1)八S2(X2)^  S3(X3)}に関して直積問題になっ
ている.
二つ自の問題はルーノレ集合
P2: S(X1，X2)←E(X1， X2) (3.38) 
s(X1， X6)←Fl (X 1 ， X 2)， S (X 2， X 3)i九(X3，X4)， S(X4， X5)， F3(X5， X6). (3.39) 
とファクト集合D2(ランダムに作成する)と問い合わせアトムs(αぅX2)?よりなる非線形

























のgase(Po [C~ x・・ xC~] と記す)を比較して， C~ c C01 ^ ・・・八 C~ c Co九を判定するため
の時間量であり，これは，集合C;の中の要素cが集合COiには含まれない (cε CI，c cf_CoJ 































m_supl (X~ ， )(2) ← m_s(Xl ， X2) ， 131(X~ ， Xl) 
m_s(X;， X~) ← m_s'upl (X~ ， X2)， 132 (X~ ， X2) 
m_sUP2(X~ ， X2)←m_s(X1，X2)， C1(X;，X1) 
m_s(Xし X~) ← m，_sUP2(Xし X2 ) ， C2(X~ ， X2) 
S(X1 X2， X3)←m_s(X1; X2)， A(X1. X2， X3) 
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S(X1:Xゎ X3 ) ← 153(X~ jX3)， SUP1 (X1， X2， X~) 
1000000 
SUP2(X1， X2， X~) ← ~-S(X1 ， X2) ， C71 (Xし X1 ) ぅ C72 (X2 ぅ X~) ， S(Xし X~ ， X~) 








SUP1 (X1， X2 ) ← ~-S(X1) ， F1 (X1， X2). 
SUP2 (X1， X3)←SUP1 (X1， X2)， S(X2ぅX3)
10 
1 
SUP3 (X1， X4)←SUP2(X1， X3)， F2(X3， X4). 
4 3.5 2.5 3 
ファクト密度d
2 1.5 1 0.5 SUP4(X1， X5)←SUP3(JY1， X4)， S(X4， X5) 5 4.5 
ーー -マジック集合法|ト ト 直積法
~-S(X2) ← SUP1 (X1， X2) 
m判X4)←SUP3(X1，X4) 
図3.4:実験A1における平均時間量S(X1， X2 ) ← m刈X1) ， ~(X1 ， X2) .





















































































































































異なる定数の数η とファクト密度を表すノξラメタ dの二つのパラU. . . u{C73ファクト }は，
100 




10 152， 153， C71， C72， C73ファクト集合も 151ファク中からランダムに Z，Jを選ぶことにより作る.
5 4.5 4 3.5 2.5 3 
ファク ト密度d
2 1.5 1 0.5 問題例の問い合わせアトムは常にs(l，1， X3)?とする.ト集合と同様に作る.



















































































































































直積法の(d > 1)所では，ファクト密度dが大きいd> 2.5ではほぼ一定となっている.
直積法が生成したgascの数の平図3.7は，平均領域量はマジック集合法のそれより小さい.
5 4.5 4 3.5 2.5 3 
ファクト密度d
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幾つかのgaseが大きなgaseを主に，NGSの中には，NGSの中から消去される.ために，5 4.5 4 3.5 2.5 3 
ファクト密度d




直積法のと，(d > 1) dが更に大きくなる
大きなgaseが幾っか生成された後は，
このように，gaseが生成されなくなる.








直積法の平均領域量が，ファクト密度dが中程度 (d= 1) の所で大きく ，dが大きい所
で、小さくなるのは，上に説明したように，生成gase数がそのように変化するからである.






C01 X ・ ・XCOhー は1X ・ ・XC6h -C51 X ・・・ XC5h -. . . -C61 X ・・・ xC，ム
に現れる直積C61X ・ XCdh' . . ，C61 X ・・・× cjfzはこのような多くの小さなgaseに対応し















量が爆発するために実験できなし¥).η をη=50;100γ ・.，500，dをd= 0.5，1，. • • ，5， kを





























発するために実験できなし¥).η をη=100，200γ ・ :1000とし，dとkは実験A2のそれらと












0.5 1 1.5 
ト← 直積法
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4 4.5 5 
算量は実験B1のときとほぼ同様な変化の仕方をし， ファクト密度dが大きい場合， 直積法
はηの大きな問題例も効率的に解くことができた.例えば， η= 1000の場合， d = 3.5の問
題例はタイムアウトしたが， dニ 4の問題例は平均時間量3290968. 平均CPU時間 153000
ミリ秒で、， また， d = 5の問題例は平均時間量1893745，平均CPU時間82556ミリ秒で解
くことができた.






直積問題の例と して， 同世代問題の再帰ルーノレを複数にした問題， および， 非線形にした

































覆問題 (multi-dimensionalrectangle cover problem) と呼ぶ(直積法と多次元直方体被覆
問題の関係については，連続直積問題の定義も含めて，第4.2節で詳しく説明する)• 
多次元直方体被覆問題は，具体的には，次のように表される.m次元直方体(m-dimensional 
rectangle)は，正整数mとbiくei，i = 1，・・，m，であるある整数b1，・・，bm， el， • • • ， emを使っ
て表される m次元ユークリッド空間内の閉領域 {(Xlぃ.，Xm) I bi三町三 ei，Xiは実数， 2=
1，. .，m}であり，R(b1:・ ，bm，elγ ・ぅem)または，単に，R，R'，Rぃ...などと記す.多次元
直方体被覆問題は， m次元直方体~(全領域 (full domain) と呼ぶ)とんに包含された
複数のm次元直方体R1γ ・.，Rη が与えられて，R。がRl'・ ，Rη の和により被覆されている
(すなわち， ~ = R1u...uRη)か否かを判定する(正確には，“被覆されていなし1か?"に







間がこのように作られた点集合の和{1}x {1} x {O， l}U{O} x {O} x {1}により被覆されている
か否かを判定する問題となる [Iwa89].すなわち，Eが充足可能(不能)のとき， {O，1}3空間は
被覆されない(される).更に，この{Oぅ1}3空間上の被覆問題は， {0，1}3空間の各点(α，b，c) 
を3次元ユークリッド空間の領域{(X，y，z)Iα 三z三α+1，b三y三b+ 1， c ~ z三c+ 1} 








る[BP81，GPB82， PB85， Pur87， Pur90， Iwa89， Fra91， SLM92， MI93， OY093].それらの中
で， Davis-Putnum法(DP法と略す)[DLL62， GPB82]と局所探索法(localsearch法， LS 




い場合と大きい場合は DP 法は効率的であるが，その中間の η に対しては DP~去の効率は低
下する.また，文献[SLM92]には，ランダム3SAT問題に対する DP法と LS法の実験結果
がある.実験の結果として， (i)ランダム3SAT問題ではη=4.3m程度の問題例がDP法に
とって一番難しいこと， (i)そのような問題例に対して， DP法はm= 120，η 二 516程度の
規模の問題例までは解くことができるが，それ以上の規模になると急に効率が低下するこ
と， (ii) LS法は，そのような問題例の中の充足可能な問題例に対して， DP法より大幅に









Putnum法と呼び， MDP 法と略す.ある領域DM が直方体 R~ γ ・・ ， R~， (Ç DM)により被
覆されているか否かを判定する場合を考える. MDP法では，DMが被覆されているか否
かの状態を変更しないように保障しながら時 3 ・・・・ R~， の縮小，消去，併合を繰り返すこと





し，DMl ， DM2 と変形後の直方体集合 {R~ヲ... .R~} から問題 (DM]l{DMlnR~ ， ・・・ ， DMl パ
R~}) と (DM2 ，{DM2 n R~ ，. ・ ， D~12n R~}) を作り，それらの各問題に対し上記の処理を
繰り返す.MDP法はDP法に直方体の変形処理を加えたものである.
一番初めの問題を (Ro ぅ {Rlぅ・・・ヲ九~})として?これに上記の処理を繰り返し適用した結果
生成される問題(DM11{DMlnR~ ， ・ ， DMlnR~}) ， (DM2， {DM2nR~ ， ・・ ， DM2パR~~})など




































き， 原始的である (primitive) と言う.
原始的な述語分割集合PDにしたがって，直積問題の主ルールを分割したときにできる
各生成型部分ノレール(第3.2節を参照)を
ァ: po(Xo)←A1(YI)，・ ，Az(Yt)，Pl (X1)， • .・ ，Ph(Xh) ( 4.1) 
と記す.ここで，XO，X1，・.，Xhは変数，Y1γ ・，Ylは変数ベクトルで、あり，XO，X1ぃ・ ，Xh
の中には同じ変数が含まれでもよい.また，A1 (Y I) γ ・ •，Az(Yz)はEDBアトム，Po(Xo)， 
Pl (X1)，・ ，Ph(Xh)は主ルーノレのIDBアトムを分割して得られるアトム(これもIDBアト





ム接続グラフ (atomconnection graph) と呼ぶ.例えば，生成型部分ルーノレァを










2. A(α1，・ ?向)と A(b1γ・ぅbk)をDAの中の任意のファクト，i (iε {1，・ .，k})を任
意の引数位置， Ciをmin{αzん}三 Ci 三 max{αzん}を満たす任意の整数とすると














補題 4.1 連続直積問題に直積法を適用した場合，生成されるgasep[C1 X ・ XCm]の中
の各集合Ci，i = 1，・・，m，は連続した整数の集合になる.すなわち， Ciはα;三月であるあ
る整数α;とb;を使って， Ci = {x I a~ :; x三b;?Zは整数}と表すことができる.













めのga集合を{q(c)I cε Cq} ({s(c) I cε Cs}) と記す.ここで，仮定より，Cq (CJ 
は連続した整数の集合である.また，これらのga集合と連続ファクト集合DA，DB，Dcと
ノレー ル(4.2)を使って生成されるpgaの集合を{p(c) I cε Cp}と記し，Cpの中の最小値を
αx，最大値をbxと記す.更に，ga p(αx)を生成するためにルーノレ(4.2)の本体に代入され
たgaをA(ax，αy，az)， B(αy. a，小C(αy)，q(αz)， s(αv)と記し，同様に，gap(bx)を生成する
ためにルール(4.2)の本体に代入されたgaをA(bx，bYi bz)， B(by， bv)， C(by)， q(bz)， s(bv)と
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てファクト集合および、ga集合を調べていく. (i) Aファクト集合DAについて考える.DA 
は連続であるので，min{αy， by}三Cy三max{αy，by}， min{αzぅbz}三Cz三max{αz，bz} 
であるようなあるファクトA(cx，Cyぅcz)がDAの中に存在する.(i) Bファクト集合DBに
ついて考える.min{αy，by}三 Cy三max{αy，by}であり，かっ，DBは連続であるので，
min{αv， bv}三 Cv三 max{αv，bv}であるようなあるファクト B(cy，cv)がDBの中に存
在する.(ii) ga集合{cI cε Cs} ~こついて考える. min{αv， bv}三Cv三max{αvぅbv}
であり，かっ，集合Csは連続であるので，ga s(cv)はga集合{s(c)I cε Cs}の中に存
在する.同様に議論を進めると，ファクト C(Cy)がDcの中に存在すること，および， ga 
q(cz)がga集合{q(c)I cε Cq}の中に存在することが分かる.以上，gapo(cx)を生成する
A(cx， Cy， cz)ぅB(cyぅcv)，C(Cy)ぅs( Cv)，q ( cz )がファクト集合およびga集合の中に存在するの
で，ルール(4.2)を評価する際には，それらがノレール(4.2)の本体に代入されて，gap(cx)が
生成される.これにより，命題4が証明された.従って，補題が証明された.口
上の補題より，連続直積問題に直積法を適用した場合，生成される gasep[C1 X・ xCm]
の中の各集合Ci，i = 1，・ぺm，は連続した整数の集合となる.従って，直積法が被覆テスト
において判定する第3章の式(3.15):
COl X・ XCOh g U Cbl X ・ X C~h 
PO[Chl X…xCふlεNGSuOGS









stepl: ST := {Ro}; 
step2: ST =ののとき，Roは被覆されているとして終了;
step3: STから領域を一つ (DMと記す)取り出し，
(ケー ス 1)DM c Riである直方体Ri'iε{1，・1η}，が存在する場合， step2へ;
(ケー ス 2)DMn凡 が体積をもっ直方体Riが存在する場合，単一節分割または
純リテラル分割または単純分割により DMを領域DM'，DM川に分割してそれらを
STに加え， step2へ;





クリッド空間においても使用する. m次元直方体R(b1，・ ，bm，el，.・ .， em)が与えられたと
き， (m -1)次元領域{(Xlぃ.，Xm) I Xh = bh(or eh)，一∞くぬく+∞(i-1 h)}，h = 
1γ ・，m，をRの境界平面 (boundaryplane) と呼び，Xhニ bh(oreh)と記す.また，Rの
各境界平面と Rとの共通部分(例えば{(Xlγ・，Xm)I Xh = bh， bi三Z15ez(tラt:h)}) 
をRの周囲面 (peripheralplane) と呼ぶ.m次元空間内の領域V= {(Xlぃ .，Xm) I b~ :; 
2154?tニ 1γ ・，m}を考える.b;く e;7t=17・ ，m，の場合，Vは体積をもっと言い，
(ε;-b;)・ (eら-bら)をVの体積 (volume)と呼び，IVIと記す.また，b~ = eんb;<e;(tチh)
の場合，Vは面積をもっと言う.
多次元直方体被覆問題に拡張された DP 法を図 4.2に示す• STはRoの分割によりできた
領域を入れるスタ ックである. step3 の単一節分割~ (unit clause division) ，純リテラル分







any other axis than h-axis 
↑I Ro --- ~ R 
DM 
DMPlDM"i DM!? 
plane -→: :.-plane 
一一一歩 h-ax1 S 
(a) The unit clause division 





b1h bh b2h b3h elh e2}z eh e3h 
一一一争h-axls 
(b) The pure literal division 





1 2 I 3 
bh b1h b3h elh b2h e3h eh 
(司)ー→h-axis
(c) The simple division 
図4.3:領域の分割方法
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をRllR2' R3として，DM， Rl' R2' R3の各h座標区間[bh，eh]， [b1h， e凶]，[b2hバ2h]， [b3hグ3h]が
共通区間をもっ(すなわちmax{bh，b1九，b2h， b3h}く min{eh， elゎ e2h，e3h}) ような座標軸hが
存在する場合，平面Xh= max{bh， b1h， b2h， b3h}とXh= mi吋eh，elh， e2h， e3h}により DMを




区間[bh，内!とし，その区間の“中点"を Chとするとき，平面Xh - Chにより DMを2分割
し，できた領域DM'，DM'"をスタ ック STに加える.但し，ここに限り札，各区問σのコ“長さ"，
例えばh座標区間の
る引)のh軸に垂直な境界平面の中でで、，DMと交わるもの (Xh= b1h， Xh = b3h， Xh = elわ Xh= 
b2h， Xh =εめとする)の数十 1(すなわち， 6) と定義し，h座標区間の“中点"Chとは，こ






C : Cl I ¥ C2 I C3 
C'" 
R4 
• • • • 
•..•••• 
• • • • 
?
• • • • • ???? ? ? ?• • • • • • 
.. _.-・....  : R2 






R4の境界平面により (2n+l)m = 81個の領域に分割される.これらの各領域をセル (cel)
と呼ぶ.一つのセノレCから一つの軸に沿って隣接するセルをつぎつぎと見たとき(例えば
図4.4のCから 1軸正方向に並ぶセルC1，C2， C3) ，そのセルを包含する直方体の集合がCを
包含する直方体の集合{R2'R3}とは異なる， Cに最も近いセルすなわちC2を，Cに弱隣接
する (weakadjacent)セルと呼ぶ.各軸の正および負方向について同様に定義すると，図
4.4の場合， Cに弱隣接するセルは全部で、C2，C'，CぺCIIIとなり ，2m =4個ある.この弱隣
接の考え方が8AT問題にくらべ拡張された点である.
































図4.6(c)のように，直方体R'= R(b~ ， . ・・ ， bい ε;? ・・・， e~J の 2m個の周囲面のうち，領域
DMの周囲面に接していないある面PLC平面Xh=弘と R'の共通部分とする)に注目し，
その面をh軸負方向に移動することにより，直方体R'を縮小することを考える (R'の周
囲面川 =b~ を h軸正方向に移動することを考えることもできる) .周囲面PLとの共通
部分が面積をもっ直方体を例えばRf=R(bf13・ Jfm?イ1，・ ・14m)7m=R(b21ぃ -J2m?
;13・ 7dm)7R;=R(b;17・ J;m7417・1dm)とする. また， 直方体R'および直方体Rf?
fちに R~ の開始九座標 b~ ， b~h' bら ? b;fl の 中で最も大きい ものを b~h(= max{b~ ) b~h' bら?b;九})と
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any other axis thanh-axis any other axis thanh-axis 
↑IDM 
R'=R-UR+I R" 
R- I R+ 
p laneー →:
一一→ h-ax1 S 
(a) cut transformation 
any other axis 
than h-axis R'" 
R' 
↑I R"'=R 'UR" R" 




(b) join transformation 
peripheral 
plane PL 
bL b:h bzh b:h(=b2h〕ei
一一一..h-aXlS 
(c) move transformation 
図4.6:直方体の変形方法
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?? ? ? ? ?
------斗jmpledimon 
(DM'， {R2' ，R3 ，R4} ) 
__-:-
(DM， {Ri ，R台})









step4: (ケー ス 1)DM = R'である直方体R'(εRS)が存在する場合， step2へ;
(ケー ス2)RSヲ止のの場合，単一節分割または純リテラル分割または単純分割により
DMを小領域DM'，DM川に分割し，RS = {R~ ， ・・・ ， R~} の各直方体と
DM'(DM"')との共通部分R;f=町内 DM'(Rt=町内DM"')を求め，






? ? ? ? ? ? ?
DM' 図4.7:MDP(∞?∞)法 DM 
DM全記す.このとき，周囲面PLをXh= bらまで移動することにより R'を縮小しでも，
体が被覆されているか否かの状態は変化しない.特に， b:九=b~ の場合， 周囲あるいは，
R'全体を消去することがで面PLとの共通部分が面積をもっ直方体が存在しない場合は，


















is found to be uncovered. DM' 
るスタ ックである.
図4.8はm - 2，η= 4の問題例にNIDP(∞?∞)法を適用した例である.






















(ii) について説明する.直方体R' の開始ん座標 b~ と直方体R" の開始九座標ぱが異なる


















































数をct( *)(~t ( *) ，j t ( *)と記す・ lv1DP(α，b)法は，各部分問題における ct(R)，~t(l{)， jt( R) 




ある.従って， MDP(α，b)法の1部分問題当たりの最悪時間量は，b <αηの場合，O(bn~) 
となり ，b三αηの場合， O(αη2~) となる・また，結合によりできた直方体を別の直方体と
考えると，一つの直方体Rに対する ct(l{)， ~t(R) ， jt(l?)は先の工夫により，各々，O(n)と








分割型問題例1= (l{o， {R 1 ， ・，l?n})は次のように生成する.図4.9のように， (1)同じ全
領域Roをs個 (R6，• ぺ l{ß と記す)用意する . (2) 次に，各領域 R~(= Ro)，j = 1，・.， 8，と
とに，R~ をランダムに分害1] して f 個の直方体を作る・ここで， l{~ の分割は次のように行う.


















(A = {R~ ，.. ・ ， Rし-17RC- ・・ ， Rι1}) ・この操作を A= {R6}から初めてAの中の直方体の数
がfになるまで続ける.(3)最後に，9 = n/8として，各ROごとに， (2)で作られたf個の直
方体の中からランダムにg個の直方体 (Rj1，・ ，Rjg と記す)を選び，すべての R~ から選ばれ





にg'= l n(8 -l 8 J ) /8 J個の直方体を選び，残りのいj個の全領域RO，・?Risjの各々からは，
gの代わりにg"二(n-g')/ l 8 J個((n -g') / l 8 Jが整数でない場合はg"=i(n-g')/lsJlま




式ω 二口/1 により定義される ω は(乞;~1IRI)/IRolの平均値を表しており， 重複度 (
duplication degree) と呼ぶ.ωは全領域l?o内の各点を包含する直方体の平均数であり， ω
が大きいほど直方体Rl'・・，Rnの重複の度合が大きい.また，式γ=S/wにより定義され
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(timej : ii J J i Jl十 DPout 1.;a; ; ; ; j i la---LS 
4，~ -， 1:1-8 四 MDP(∞，∞)
1000 -tJ: ・~


















となり，直方体R1:・・，Rnの配置は完全にランダムになる (とのとき， IBIは最小となる)• 
ランダム度γを変化させることにより，重複度ωを一定このように，分割型問題例では，
1 
O r-→L()r-→ Nσコ寸;Uコ<.0ト∞ σ)0000000000000 ・ . . . .. .. . ~ <="l的寸イぽ)Lo
. r-→ F→~~~，....-.1~r-→ F→<="lゲコ寸;L() 1"→ 
F→，..-.1，..→ 
モーILー 今 randomness degree r 
covered uncovered 
に保ったまま， 被覆された問題例から被覆されていない問題例まで作ることができる.
実験では，全領域Roの1辺の長さ L= 2000，次元m=30，直方体の数n= 300，分割のと
きに使う平面の数t= 2，重複度ω=30，27.2，25，23う20，18.7， 16.6う14.2，12う10，8.1，6，4，2，1( 
ランダすなわち，分割数f= n/w = 10，11，12，13，15ぅ16，18，21，25，30，37，50，75，150ぅ300)， 
1.00， 1.01， 1.05， 1.1う1.2，1.3，・.• ， 2.0， 3.0， 4.0ぅ5.0，10ヲ20，30，40，50，300，および、η/ωム度T











0 何回r-1c'¥lの寸;L() <.0ト∞ σ')0000000000 ・. . .• ，..-1 <="lぴ〉
. ~ ，..-1 r-→，...， ，..-1 r-→，......，r-→，....-.1 N ゲ〉吋~ L() 
F→ F→ F→ 




















A口..企 4h企.l口 . :企..企.12 
口A口&口l口口口 口 :口 企..企..企 13
口口口口口口口l口口:口口口 企.....15 
口口口口口I口口口口 口口口:0 16 
口口口口口l口:口口口口口口口 .....18 
口口口口10:tJo口:口口口口口 A企...企 21
口口 0010:口口 口口口企企 口A企....25 
o oolo=ol口口口口口A企A企企 A企..30 



































。T'""→ ω~ C'Jゲコ寸1L(') c.oト∞σ)0000000000
000 ・. . • . . . . • . • . . ~ C'J的寸1L() 0 
.~ T'"・-l ~~ T'"→ F→ F→~~小3 ゲコ対1 l(コ ゲコ
~ T'""→ F吋
拡大型問題例の実験4.5.2 
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1 -ー一;一一ーーー「旬広三ι-ー-e l 
E・ 4・ 目ナ-.








0 1"'ilfコ1"'"'ic\) σコ寸~ LD <.0ト∞ σ')0000000000・.. . ~ c¥)ぴ3・~，...・-! ，....→~...-1，....→戸~...-1，....→小3 ぴ3 可~ LD 
F→F→F→ 





00 ・・・・・・・・・・・・・ rlc"lの. ..→，..-1，..→ rl rl .→F→rl ，..→。、JCつ可~ L() ，..-1，..-1rl 

















8HmHN的対的 ω ト∞ σ')000000000 ・・・・・・・・. . . . .，.→ N の. ，..→，..-1 . → F吋 F・・・~，....→ F→ F→ F→小ミゲコ寸~L(コ
rl . →，..-1 I I 
モーI Lーう randomness degree 
covered uncovered 
全領域の全体または全領域のほとんどの部かっ，(ω= 2，10) ， 重複度が低くじであり，
1vIDP(∞?∞)法はDP法より効率的であった.分が被覆された問題例に対しては，
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H σ') LD 










































































-H + 1 :; Xi :; 
体被覆問題用に拡張してランダム型問題例を作り，
1辺の長さ Hのm次元直方体R;?t=1ぃ・ 3九1を領域{(Xlγ.. ，Xm) I 
L + H -l，i = 1，・・ ，m}の内部にランダムに配置し， R;と全領域Ro= {(Xlγ ・ぅXm)I 
o :;Xi三L，i ニ 1 ，・・ .， m} の共通部分九 = R~ n Ro を集 めて， ランダム型問題例1= 
それ一つだけでは，被覆されていない部分の大LS法のいずれも，DP ~去，2. MDP法，(Ro， {九、・ ・・?九l})とする.



















































































一般の問題を効率的に解くための有名な方法に， 基本マジック集合法 (basicmagic sets 
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method) [BMSU86]，一般化マジック集合法 (generalizedmagic sets method) [BR87]，一般
化補助マジック集合法 (generalizedsupplementary lnagic sets method) [BR87]，マジックテ
ンプレート法 (n1agictemplates method) [Ram88]がある.これらの方法は総称してマジック
集合法 (magicsets method)と呼ばれている.また，その他の有名な方法に，アレクサンダ一
法 (Alexandermethod) [RLK86] ，アレクサンダーテンプレート法 (Alcxandertemplatcs 























述語名の集合をN(S)(= {pぅqぅr，..，A，B，Cγ ・})， Sの中の全ての定数の集合をC(5)(ニ
{a， b， c，・・・})，述語の全引数に定数を代入して得られる全ての基礎アトム (gaと記す)の集
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合，すなわち， エルブラン基底(Herbrandbase)をHB(S)(={p(α?・ ?α)ヲp(仏.• ， b)，・
q(α?・・7α)，q(α7・ ，b)，・・})， Sから生成できるすべてのgaの集合，すなわち，意味を1MP
(5)，問題の解集合をANS(q(α，X)?，S) (= {q(α，x) I q(α， x)ε1MP(S)}) と記す.ddb 
S = (P， D)のルール集合を
P: αηc(X， Y)←Par(X， Y). 
αηc(X， Z)←Par(X， Y)，αnc(Y， Z) 
(5.1) 
(5.2) 
とし，ファクト集合をD= {Par(α，c)， Par(c， d)ぅPar(dヲe)，・・・}とするとき，例えば，図5.1
の木のように， ddbより gaを生成することができる.gaがddbより生成される様子を表す
このような木を生成木 (generationtree) と呼ぶ.
定義 5.1 ga s(d) (ε1 MP(S))を生成するある生成木が節点にgap(c)を含むとき (p(c)ε 
IMP(5)である)， p(c)はs(d)に関連している (relevant)と言い，(p( c)， S)斗 s(d)と記す.
ある解q(α，b) ( ε A~NS(q(α ， X) ? 、 S)) に gap( e)が関連しているとき，p(e)は問い合わせ
アトムq(α，X)?に関連していると言い，(p( e)， S)斗 q(α，X)?と記す.問い合わせアトム
q(α，X)?に関連している全てのgaの集合を関連集合(rele，'ant set)と呼び，REL(q(α，X)?， 
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S) (c 11vl P(S))と記す.
REL(q(αぅX)?，S) = U {p(e) I (p(e)， S)与 q(α、X)?} 口
pεN(S) 
定義 5.2 緩和条件(relaxationcondition) 





マジック集合法は， (1)初め， acyclic sip (sideways information passing) [BR87， Ram88] 
という考え方に基づいて問い合わせアトムおよび、ノレール中の拘束を各ノレーノレに伝搬させる
ことにより，ある小さなga集合MS(マジック集合と呼ばれる)を生成し，そのMSを使っ
てPRELを定義する.例えば， 2引数のIDB述語p(X，Y)についての問題があり ，p(X， Y) 
の第1引数についての拘束の集合を表すマジック集合i11S= {7Tしp(α)， m_p ( b)， • . .}を生成
したとする. このとき，PRELは





合SJMPはSJMP= MS u (1MP n PREL)である.
マジック集合法の正当性について説明する • 1MPおよびPRELの性質より (PRELn 














































































定義 5.3 ddb S = (P，D)の問題(q ( a， X)? ， S)を考える.S'ニ (P'，D)を別のddbとする.
Vpι N(S)，ヨp'εN(S')RELp(q(α，X)?，S)={ρ(b) I p'(b)ε1 M Ppl (S')} (5.4) 
が成立するとき，p(Y)にp'(Y)を対応させる写像をgと記し(すなわち，p' (Y) = g(p(Y)) 





s(c)，・ ，p(b)八s( c)^  t ( d)， ..I p ( b)， s ( c)， t ( d)ぃ .ε HB(S)})と記し，同様に，N(S)に
属す述語名から成る全ての連言の集合をN(S)*と記す.また，1MPP1 (S)に属すgaと，
IMPpπ(S)に属すgaとの連言の集合を11¥1PP1 (S) 0.・③1M1弘(S)(= {Pl (b1) ^・・ P^n(bn)I 
Pi (bi)ε1MPpi(S)， i = 1，・.，n})と記す.次の定義5.4と5.5は， 問題(q(α，X)?，S)の
潜在的関連集合PRELを表すddbSRLXRを， ddb SRELの緩和として定める.定義5.4の
ddb S'， S"は，各々 ， ddb SREL、SRLXRに対応する.
定義 5.4S' = ( P' 、 D' ) と SI! 二 (Pぺ Dつ を ddb とする • HB(めからHB(S")*への連言
写像f:
f (p'( b)= p~ ( b1 )ハ ・・ ハ p~(bn) (5.5) 
120 
が存在し，条件
Vp'εN(S')，ヨpfpL.p;ε ]¥T (S") 
f(1MIシ(S'))(={f(p'(b)) I p'(b)ε1l¥11シ(ダ)} ) 
三 1MPp~(Sつ 0 1lvl Pp~(Sつ 3 ・・ ② 1111Pp~ (Sつ (5.6) 
が成立するとき，S"はfの下でS'の緩和(relaxation)であると言う.また，このようなddb
S"および写像fを作ることを，S'を緩和すると言う.口
式 (5.5) の f において， 定数ベクトル bお よび bi の次元は対応する述語p' および、 p~' の 引数
の数と一致しているものとする.引数ベク トノレY= (Y1ぃ .， Ym)に含まれる変数の集合を
(Y) (= {日?・ ・，Ym}) と記す.多くの緩和法(すなわち，第5.2.2節の定数グ、ノレー プ化を
用いない緩和法) において， dfの引数集合(Yi)はp'の引数集合(Y)の部分集合であり，bi 
はbの対応する引数の要素を選んだものになっている.このとき，fはN(S')からN(Sつ*
への写像




bi = (bi1，... ，bim) = (ん(bi1)，.• • ，fc(bim))である.このとき，(Yi)をp'の引数集合(Y)の
部分集合として，fは写像
f(p'(Y)) =p~(fC(Yl)) 八・・・ハバ (fc(Yη)) (5.8) 
と考えることができる.ここで，Yi = (Yil' ・，Yim)として，(fc(九)，・ ?ん(Yim))をん(Yi)
と言己した.
定義 5.5 ddb SREL = (pREL， D)を問題(q(α，X)?，S)のgの下での関連ddbとし， ddb S" 
をfの下でのSRELの緩和とする.このとき，SI!を問題(q(α，X)?，S)のf.gの下での緩和
関連ddb(relaxed relevant ddb) と呼び，SRLXR = (PRLXR， DRLXR)と記す.ロ
SRELJ?SRLXRJを定義5.5のそれらとする.このとき，式(5.4)および(5.6)より
REL(q(白，X)?，S) = U {p(b) I g(p(b)ε1 M ppl(SREL)} 
pεN(S) 
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stepl: 問題(q(a，X)?， 5)の関連ddbSREL = (PREL， D)および写像gを作る.
step2: SRELを緩和し，緩和関連ddbSRLXR = (PRLXR， DRLXR)および写像fを作る.
step3: SRLXRおよび1.gが定める潜在的関連集合PREL(式(5.9) を制約として元の
ddb 5に付加することにより新しいddb(変形ddb(modified ddb) と呼び，SMDFと
記す)を作る.すなわち，sの各ルー ノレァ(εP)
p(Y)←t1(ZI)， t2(Z2)，・ ， th(Zh) 
に対しい，頭部述語pバ(Y)σの)f. 9 による像 f打(ωg引(ωpバ(Y))) ニ pバ~(げ1c(Y 1ω)リ)^ ...仇^pバ~(げfんC(Yηρ)リ) 
(式(伊5.8司))を Tの本体に付加 してル一ルT戸"
p到(Y) ← pバ~(げfん'c(Y1)' . . ， pバ~(υ1c(Yη)リ)，t1(Zlけ)，tら2(Z2凡)，• • • ， t九h(Z九ρ) 
を作る.P川をそのようなルーノレ1''の集合として，変形ddb




c U {p(b) 1p(b)εHB(S)， 
pεN(S) 
f(g(p(b) ) ε1M乃{(SRLXR)⑧・・・②1M Pp~ (SRLXR)} 
が成立するので， ga集合
PREL = U {p(b) 1 p(b)εHB(S)， 
pεN(S) 










み合わせて用いることができる.演算をどのように選択し適用しでも， (i) SREL， SRLXR， f 
は式(5.6)の条件を満足する.故に，緩和法は解を正しく求めることができる.効率を高め
るためには， (i)セミナイーブ法がSRLXRをボトムアップ評価する際の時間量，領域量が




(1)述語消去 (eliminationof predicate) 
P'の一つのルールザに注目し，その本体にあるあるアトムを消去することによりルーノレ






ると，deg(γ"' )く deg(γ')となるので，時間量の小さなノレ ノーレ1'''を得る ことができる.




p(X)→P1 (X 1)八 ・・八九(Xk)， (X 1)γ ・:(Xk) C (X)， k三1
のように分割し(ここで，(Xi)と(Xj)は同じ変数を重複して含んでもよし'¥)， 1"のp(X)
をpl(X1)八・・・ 八九(Xk)で置き換えてルールγ11を作る.更に，P1 (X 1)γ ，Pk(Xk)を定義
するノレールイγ ・:T;を加える.
1'' : q ← P1(X 1 ) ， ・・ • ，Pk(Xk)， s， t;・・，U
1'~ : Pl (X 1)←p(X). 
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ヴ: Pk(X k)←p(X). 
この場合もfは恒等写像とする.この演算を本体述語分割と呼ぶ.特に， k = 1のとき，
変数集合(X;が(X1;に縮小されるので，k = 1のときの本体述語分割を本体引数消去 (





また，アトムp(X)，5(Y)が変数Xを含まない部分(Pl(X 1)， 51 (Y 1)と記す)と変数Xを
含む部分(P2(X2)，52(Y2)と記す)との連言P1(X1)^P2(X2)， 51(Y 1)八52(Y2)に置き換わる
ように，ァfに本体述語分割演算(k= 2)を複数回適用してPl( X1 ) ， P2( X2)， 51 (Y 1 )， 52 (Y 2) 
を含むルー ノレr'"を作り，更に， r'"がP1(X 1)，51 (Y 1)を含むルールイfとP2(X2)，52(Y2)を
含むルーノレイに分割されるように，ザ"に次のルール分割演算(3)を適用してルールイ17イf




(3)ルール分割 (decompositionof rule) 
P'のルー ノレ
r' : p(X)←ql(X1)， q2(X2)， ・，qn(Xn)' 
は本体に多くの変数，多くのアトムを含むとする r'の本体のアトムを二つのグループ
{ql (X 1)，・ ，ql(XI)}と{qh(Xh)，..qn(Xη)}に分ける.但し， {ql (X 1)， .ぺql(Xl)}U{ qh(X h)，・・1
qn(Xπ)} = {q1 (X 1)ぃ・，qn(Xη)}であるが，同じアトムが二つのグループに重複して含まれ
てもよい.グノレープ{ql(X 1)、 ， ql(Xl)}に含まれ，かっ，ク、、ルー フ。{qh(Xh)，・・?仇(Xn)}
または頭部p(X)に含まれる変数よりなる引数ベクトノレをX'と記す.ルールr'を次の二つ
のノレールイと弓に分割して置き換える.
r~ : p' (X')←ql (X 1): ‘ql(XL) 
イ: p(X)←p'(X')、qh(Xh)、 ..qη(Xπ)
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(4)頭部述語分割 (decompositionof head predicate) 
ある IDB述語p(εN(S'))を頭部または本体にもつ全てのルールをぺ γ ・1r~ (εP')と記
す.述語pの分割
p(X)→Pl(XI) ^ ・・・八九(Xk)， (X1;，・ ，(Xk) c (X)， k三1
を定め(ここで，(Xiと(Xj)は同じ変数を重複して含んでもよし'¥)，各ノレー ノレ
ァ;:p←p，ql，"'， ql 
に対し，その本体に含まれる全てのpをPl^ ・・・^Pkで置き換え，各Pj，j = 1γ ・，k，を頭
部とするノレールペL--?T;Lを作る.
ァ;;:Pl:-Pl??PbqI? ・ ，ql 
ァ;L: PK:-Pl??Pbql??ql-
(ノレーノレァ;がpを頭部に持たないときは，本体のpのみがP1八・・・八九と置き換えられるの
で，ノレールは一つだ、けで、きる.)写像fは，述語pについてはf(p(X)= P1 (X 1)八・・・八
Pk(X k)， P以外の述語については恒等写像とする.この演算を頭部述語分割と呼ぶ.また，
特に，k = 1のときの頭部述語分害IJを頭部引数消去 (eliminationof head argument) と呼




(5)定数グループ化 (groupingof constant) 
S' = (P'， D')に現れる定数を幾つかのグノレープ (Clγ ・ぅ Cm と記す)に分ける. このグ
ノレー フ。化を表すmany-to-one写像をfc:C(S')→{Cl， • .・ ，Cm }として，S'のルールおよび
ファクトに現れる各定数bをfc(b)に置き換えることにより S"= (PぺD")を作る.すなわ
ち，S"のファクト集合D"を









ン問題である場合，すなわち， ddb S'がdatalogddbではないホーンddbである場合， (1) 











ddb Sl = (P1， D1)のルール集合を
P1 : p(X， Y.， Z)←A(X， Y.， Z) 
p(X， Y， Z)←B(X'， X)， c(}r" Y)， D(Z'， Z)，p(X'. }"， Z'). 
s(X， Y， Z)←E(X， Y， Z)
s(X， Y， Z)←F(X'うX)，G(}7'う}7)，H(Z'うZ)，S(-，Y'うγIうZ')










D(Z'， Z)は，各々，y座標と z座標について同様なことを示す.また，述語F(X'，X)， G(Y'， 
Y)， H(Z'， Z)は，各々，VsのZぅy，z座標について同様なことを示す.述語p(X，Y， Z) (s(X， Y， 
Z))はv;(Vs)が3次元座標(X，Y， Z)に到達可能であることを表し，述語q(X，Y， ZぅZ')は，
v;と九が共に到達可能なxy座標(X，Y)と，そのときのちのz座標Zとにのz座標Z'との




ノレー ル集合P1と問い合わせアトムq(αヲY，Z， Z')?より次のノレール集合P1REL : (5.16)，・
(5.25)，を作る.
o_p(X， Y， Z)←A(X， Y， Z). ((5.11)より) (5.16) 
o_p(X， Y， Z)←B(X'， X)， C(Y'， Y)， D(Z'， Z)， o_p(X'， Y'， Z'). (5.12)より)
。_s(X，Y， Z)←E(X， Y， Z). ((5.13)より)






o_q(X， Y， Z， Z')←o_p(X， Y.Z)， O_S(X， Y， Z'). (5.15)より) (5.20) 
ア-q(α，Y，Z，Z')← o_q(α，Y，Z， Z'). (問い合わせアトムより) (5.21) 
仁 .p(X，Y， Z)←アー q(X，Y， Z、Z')，o_p(X， Y， Z)， o_s(X， Y， Z'). ((5.15)より)
(5.22) 
r _p(X'， Y'， Z')←ア♂(X，Y， Z)， B(X'， X)， C(Y'. Y)， D(Z'， Z)， o_p(X'， Y'， Z') 
((5.12)より) (5.23) 
ア_s(X，Y， Z')←r _q(X， Y， Z， Z')， o_p(X， Y， Z)， o_s(X， Y， Z'). ((5.15)より)
(5.24) 
仁 s(X'，Y'， Z')←ァ判X，Y， Z)， F(X'ヲX)，G(Y'， Y)， H(Z'， Z)， o_s(X'うY'ヲZ')
((5.14)より) (5.25) 
ノレー ル(5.16)γ ・，(5.20)は，述語名p，s，qがo_p，o_s， o_q ~こ変更されている点を除き，元の
ノレー ル(5.11)，.・， (5.15)に等しい.従って，ルール (5.16)γ ・ぅ (5.20)をボトムアップ評
価すると，1M凡小1M九_s，IM}も-q(すなわち，1M}も，IMPsぅ1MPq)が生成される.ノレ
ノーレ(5.21)γ ・，(5.25)はこれらのgaを問い合わせアトムq(α，Y，ZヲZ')?に関連づけるもの






与える.すなわち，Sl REL = (P 1 REL ， D 1) = ({(5.16) ，・， (5.25)}，D1)は写像以




する引数を消去し(すなわち.第5.2.2節の頭部引数消去) ，次のルーノレ集合P1RLXR . 
(5.26)，・・， (5.35)、を作る.
アo_p(X.Y)←A(){、工Z). ((5.16)より) (5.26) 
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アo_p(X，Y)←B(X'， )()， C(Y'， Y)， ro_p(./Y'， Y'). ((5.17)より)
ro_s(X， Y) ← ECX~， Y， Z). ((5.18)より)
アo_s(X‘Y)← F(.}(.'，X)， G(i"， Y)ぅアo_s(X'，iヴ ((5.19)より)
ro_q(X. Y)←ro_p(X， Y). ro_s(./Y，γ). ((5.20)より)
アア-q(α，Y)←ro_q(α，Y). ((5.21)より)







rr _p(X'， Y')←アr_p(X， Y)， B(X'， X)， C(Y'， Y)， ro_p(./Y'， Y'). ((5.23)より)
(5.33) 





Sl RLXR = (P1 RLXR， D1) = ({ (5.26)， • • • ， (5.35)}， D1)は写像f1:
r _p(X， Y， Z)→rr _p(X， Y)，アs(X，Y， Z)→rr _s(X， Y)， 
r _q(X， Y， Z， Z')→rr _q(X， Y)， 
の下でSlRELの緩和になる(述語o_p，o_s， o_qに関する写像は省略). 
(3) step3 
ノレー ル集合P1: (5.11)，・・.， (5.15)，の各ルールの本体に，頭部アトムp(X，Y， Z)， s(X， Y， Z)， 
q(X， Y， Z， Z')についての制約f1(gl(p(X，Y， Z))) = rr _p(X， Y)， f1(gl(s(X， Y， Z))) = rr_s 
(X， Y)， f1(gl(q(XうY，Z， Z'))) = rr _q(X， Y)を各々加えることにより，次のルーノレ集合
P1'" : (5.36)， • • • ， (5.40)，を作る
p(X， Y， Z)←アア_p(X，Y)， A(X， Y， Z)
p(X， Y， Z)←アア_p(X，Y)， B(X'， X)， C(Y'， Y)， D(Z'， Z)，p(X'， Y'， Z') 
s(X， Y， Z)←rr _s(X， Y)， E(X， Y， Z)
s(X， Y， Z)←rr_s(X， Y)，F(XヘX)，Ci(Y'， Y)， H(Z'， Z)， s(X'， Y'， Z') 







以上の結果，変形ddb31 MDF = (P1'" u P1 RLX R， D1)が得られる.
(4) step4 
例えば，ファ クト集合D1を
D1 = {A(1.100.1)，E(1，91，1)} 
U {B(i，j)，C(j，i)，D(i，j)，F(i，j)，G(i + 90，j + 90)，H(i，j) / 
1三1三j三100，(j = i + 1またはjニ i)，九J:整数} (5.41) 
とし，問い合わせアトム中の定数αをα=80とする.ddb SlMDFをセミナイーブ法を使っ
てボ トムアップ評価する と，ga集合
1 M P(51MDF) = {1'o_p(x， y)/1三z三100，1三U三100}
u {1' 0 _8 ( x， y)/ 1三z三100，91 :s; y三190}
U { l' 0 _q ( x， y)/ 1三z三100ぅ91三U三100}
U {1'1' _q(ιν) / x= 80，91三U三100}
u {1' l' _p ( x， y)/ 1 :s;x :s;80， 91三y:s; 100} 
U {1'1' _s (x， y)/ 1三z三80，91三U三100}
U {p ( x， y， z) / 1三x:S;80，91三u三100，1三z三100}
U {s(x，y，z) /1三z三80，91:S; y三100，1三z三100}
U{q(x，yぅz，z') 11三z三80，91三u三100，1三ムz'三100} (5.42) 
が生成されるにこで，各gaの引数の値はし¥ずれも整数とする). IMP(SlMDF)の中から
解を選択して.解集合
AjV51 = {q(x， y， z， z')/ x = 80，91三ν三100，1三nzf三100} (5.43) 
を得る.
1M P(Sl MDF) (式(5.42))の中の述語pのgaの集合を1M Pp(51 MDF)と記し，他の述語
の ga の集合も同様に記す• 1l¥1P(511VfDF)のう ち1MPrリ (SlMDF) u 1 j¥lfPro_s(51 MDF) U 
11 Pr叫 (Sl
J¥1 DF) U 11イPrr_q(51MDF)U 11'¥1  Pr_p(Sl MDF) U 1 Jv1 Prr_s(Sl MDF)は潜在的関連
集合PREL1を求めるために生成 したga集合である.PREL1を陽に表すと
PREL1ニ {p(xμz) / 1'1' _p( x. y)εIJ1Prリ (51MDF)，Zは任意の整数}
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u {8 (x， y， z) I 1'1'_8 (X， y)ε1 ]¥1 Prr _s ( 31M D F ) ， Zは任意の整数}
U {q(x， y， z， z')11'1' _q(x， y)ε1 M Pr_q(Sl MDF)、zとどは任意の整数} (5.44) 
となる.問題(q(αぅY，Z， Z')?， Sl)のxy座標のみを残しz座標を消去した小規模な問題 (q'(α? 
Y)?， Sl')を考えると，IMPrr_q(SlMDF)UIMPrリ (SlMDP) UI M Prr~5 (Sl MDF)はこの問題
の関連集合である (REL(q'(αぅY")?，Sl')二 IMRT-q(SIMDF)LJIldRリ (SlMDF)UIM Prr_s( 
Sl MDF))ので，PREL1は，第1引数と第2引数が小規模問題の関連集合REL(q'(α，Y)?， Sl') 




IMP(Sl) = {p(x，y，z) 11三x，y，z三100}
υ{s(xぅy，z)/l:S;xぅZ三100，91三U三190}
u{q(x，yぅz，z') /1三x，z， z':S; 100，91三ν三190}
と潜在的関連集合PREL1の共通部分になっている (1MPp(51 MDF) u 1M Ps(SlMDF) U 
1M九(SlMDF)二 1MP(Sl)n PREL1) . 
/IMPrリ (SlMDF) U 1M Pro_s(Sl MDF) U 1M Pro_q(Sl MDF) U 1 M Prr_q(SlMDF) u 1 M Pr・-p





sipl = {{q九(X)}→{X}p(XぅY，Z)， {qh(X)，P(X， Y， Z)}→{X，Y} s(X， Y， Z')}， 
勾2 = {{qh(X)}→{X} 8(XぅY，Z')， {qh(X)， 8(X， Y， Z')}→{X，Y} p(X， Y， Z)} 
がある.ここで，アトムqh(X)は，問い合わせアトムq(α，Y，Z， Z')?において定数に固定され
ている引数(すなわち，第1引数)のみに限定されたルール(5.15)の頭部アトムq(X，Y"， Z， Z') 
である.例えば， sip1は，初め，頭部アトムq(X，Y， Z， Z')の第1引数Xについての拘束を
本体アトムp(X，Y， Z)の第1引数Xに伝搬し ({qh(X)}→{X}p(X， Y， Z)) ，次に，本体ア
トムp(X，Y， Z)の第l引数Xおよび第2引数Yについての拘束を本体アトムs(X，Y， Z')の
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第1引数Xおよび第2引数Yに伝搬する ({qh(X):p(X.Y， Z)}→{X，Y} s(XぅY，Z'))ことを
表している.
二つのSlpのうち，例えば，sip1を使うものとする.マジックテンプレー ト法は， sip1に




m_p(X')←m_p(X)， B(X'， X) 
m刈X，Y)←m_q(X)，p(X，Y， Z)
m_s(X'， 1"')←m刈X，Y)， F(X'， X)， G(Y'， 1")
p(X， Y， Z)←m_p(X)， A(X， Y， Z) 
p(_/Y，】/，Z)←m_p(X)， B(X'， X)， C(Y'， Y)， D(Z'， Z)，p(X'， Y'， Z'). 
s(X， Y， Z)←m_s(X， Y)， E(X， Y， Z)
s(X， Y， Z)←m_s(X， Y)， F(X'， X)， G(Y'， Y)， H(Z'， Z)， s(X'， }/'， Z') 
q(X， Y， Z， Z')←m_q(X)， p(X， Y， Z)， s(X， Y， Z'). 















1 M P(51 m9) = {m_q(80)} 
U {m_p(x) 11三z三80}
U {m_s(x， y)1 x = 80， 1三U三100}U {m_s(x， y)11 :S;x三80，91三U三100}
U {p( x， y， z) 1 1三z三80司l三ν三100，1三z三100}
U {s(x， y， z) 1 1 :S; x三80、91:S; y三100，1三z三100}




と記し，他の述語の gaの集合も同様に記す• 1MP(Slm9)のうち1MPm_q(Slm9) U1M Pm_p 
(Sl m9) U 1M Pm_s(Slmg)は潜在的関連集合
PREL1' = {p(x，仏z)1 m_p(x)ε1 MPm_p(Slm9)， yとzは任意の整数)
U{s(x，yぅz)1 m_s(x， y)ε1 M Pm_s(Slm9)ぅZは任意の整数}
U {q(xぅy，ムz')1 m_q(x)ε1 AI Pm_q(Slm9)， yとzとz'は任意の整数} (5.56) 
を求めるために生成したga集合で、あり，1MP(Slm9)のうち残りの11¥1Pp(Sl m9) U 1M PS 
(Slmg) u1Mlミ(Slm9)は，1MP(Sl)の中のgaのうちPREL1'に含まれるよ うなgaのみを





語qのga集合1M Pq (Sl M DF)と1M九(51m9)も等しい.しかし，緩和法が生成する述語p
のga集合1M乃(51MDF)に比べ，マジックテンプレート法のそれ1MPp(Slmg)はかなり大
きい (11MPp(SlMDF)I(=80 x 10 x 100)くく 11M九(S 1 mg) 1 (= 80 x 100 x 100)) .故に，
緩和法はマジックテンプレート法より効率的になっている.
なお，マジックテンプレート法はsip1の代わりにsip2を使うこともできるが，その場合






わらない.本例において， acyclicなsip1は，ルー ノレ(5.15)の本体アトムp(X，Y， Z)の引数
Yから本体アトムs(X，Y， Z')の引数Yへは拘束を伝えるが， しかし，逆方向には拘束を伝
えない.その結果，sのgas(X， Y， Z)の生成を制限するためのマジック述語m_s(X，Y)はs





とができ，sのgas(X， Y， Z)の生成を制限するための述語rr_s(X， Y)が第2引数Yについ








ddb S2 = (P2， D2)のノレー ノレ集合を
P2 :δ(XうY，Z)←D(X，Y， Z)
s(X， Y， Z)←A(X'， X)， B(Y'， Y)， C(Z'， Z)， s(X'， Y'， Z') 
(5.57) 
(5.58) 
とし，ファクト集合をD2= DA U DB U Dc U {D(α?久α)}とする.ここで，DA (DB，Dc) 
はA(BヲC)ファクトの集合である.また，問い合わせアトムをs(X，X，X)?とする.問題
(s(X， X， ./Y)?， S2) (問題2と呼ぶ)について考える.
問題2は次のよ うに解釈できる.ファクト集合D2は3種類のアーク (Aαrc，Barc， Cαrcと
記す)をもっ有向グラフG=(V，DAUDBUDc)(ここで，V = C(S2)) を定める • A(b， c)ε
D2のとき，節点bから節点 CへのAアーク Aαrc(b，c)が存在する.アーク BαrcとCαrcも
同様である.Aarc (Bαrc，Cαrc)のみから成る節点bから節点Cへのある路をApαth(b，c)( 







関連ddbS2REL = (P2REL， D2)のルール集合p2REL:(5.59)， (5.60). (5.61)、(5.62)うを
。_s(_.X，Y， Z)←D(X， Y， Z) 
。判X，Y.Z)←A(X'.X)， B(Y'， Y)， C(Z'， Z)， o_s(.，\"'， γ'~ Z') 
ア_s(X，X， X)←O_s(X， X， X). 
ア_s(X'うY'，Z')←T判X.，Y， Z)， A(X'. X)， B(Y'， Y)， C(Z'， Z)， 










Y，Z)をO_Sl(X， Y)八0_S2(Y，Z)八0_S3(Z，X)に，述語γ_s(X，Y， Z)をr_sI(XぅY)八r-S2(Y， Z)ハ
アーS3(Z，X)に分割することにより，ルール(5.59)よりルール























ア 3ー1(X'， Y')←T _31 (X， Y)グ_32(Y，Z)グ_33(ZぅX)，J1(X'. X)， B(Y'， Y)， C(Z'‘Z)， 
を作る.






(2)次に，ノレー ル(5.66)，(5.67)， (5.68)， (5.72)， (5.73)， (5.74)の時間量を減らすために，次
のように述語消去を行う.(5.66)の本体より ZまたはZ'を含むアトム C，0_82，0_83を， (5.67) 
の本体より Xまたは)('を含むアトムA，0_S1， 0_S3を， (5.68)の本体より YまたはY'を含む
アトムB，0_81，0_32を， (5.72)の本体より ZまたはZ'を含むアトムC，0_82，0_83，r_82，r_83を，
(5.73)の本体より XまたはX'を含むアトムJ1，0_31，0_83，T_81，T_83を， (5.74)の本体より Y
またはY'を含むアトムB，0_31，0_S2，T_s1，r_32を消去することにより，ノレール(5.75)，
(5.80)を作る.各ルーノレは次のようになる.
0_81 (X， Y)←A(X'， X)， B(Y'， Y)， O_Sl(X'，γ) 
0_82(Y， Z)←B(Y'， Y)， C(Z'， Z)， 0_82(Y'， Z') 
0_83(Z， )()← J1(X'， X)， C(Z'， Z)， 0_83(Z'， X') 
に31(X'，Y')←T _81 (X， Y)， J1(X'， )(，B(Y'うY)，0-S1 (X'， Y') 
r _82(Y'， Z')←r _82(Y， Z)， B(Y'， Y)， C(Z'， Z)， 0_82 (Y'， Z') 









t1 (X， }/')←A(X'，X)、0_31( . ¥'"，Y') 
0_81 (X、Y)←t1(X，γ)， B(Y'， Y) 
を作り，ルール(5.76)からノレー ル
t2(Y、Z')←B(γヘγ).0_82(Y"司Z')







t3(Z， X')←C(Z'， Z)， 0_33(Z'， X') 
0_33(Z， X)←t3(Z，X')， J1(X'，X) 
(5.85) 
(5.86) 
を作る.例えば，ノレーノレ(5.81)，(5.82)と元のルール(5.75)を比べると，de 9 ( (5.81) ) (= 3)， 
deg( (5.82))( = 3)く deg((5.75))(=4)であるので，前者のボトムアップ評価の時間量は後者
のそれより小さくなる.
以上の結果，緩和関連ddbS2RLXR = (P2RLXR， D2)はノレー ル集合P2RLXR : (5.63)， (5.64)ぅ
(5.65)， (5.69)， (5.70)， (5.71)ぅ(5.78)，(5.79)， (5.80)， (5.81)γ・，(5.86)うとして，また，連言写像
f2はf2 ( 0_8(X， Y， Z)) = 0_81 (XうY)八0_32(Y，Z)八0_33(Z， X)， f2(r _8(X， Y， Z)) = r _81 (X， Y) 
^ T_82(Y， Z)八r_83 (Z， X)として得られる.
以上のよ うにして求めたS2RLXRとf2'g2が定める潜在的関連集合PREL2={8(X，Y，Z) 





に含まれる任意のga8(b， c，のは次の四つの条件を満足する. ( i) e'， e"， e'"はRelαxedANS
に属すある節点であり (e'，εペe'"E RelαxedANS)， (i)節点bとcから節点dへ長さの等
しい路Apαth1(b， e')とBpαth1(c， e')が存在し， (ii)節点cとdから節点e"へ長さの等しい
路Bpath2(c， e")とCpαth2(d， e")が存在し， (iv)節点dとbから節点e'"へ長さの等しい路
Cpαth3(d， e'っと Apαth3(b，elll)が存在する.
次に，問題2をマジックテンプレート法を使って解く場合を考える.問い合わせアトムの
























グラフG= (V，DAUDBUDc)のアーク Aαrc(Barc， Carc)のみから成るグラフをGA=
(V， DA) ( GB = (V， DB)， Gc = (V， Dc) )と記し，GA，GB，GCはサイクルを持っと仮定す
る • GA (GB，GC) のサイクノレAcyclei'i = 1，・ ・，l，(Bcyclejぅj=17・・ぅm，Ccyclek， k = 
1，・・・川，)を計算し[Tar72]，節点uとωがGAのあるサイクノレAcyclei'に属し，かっ，GB 
のあるサイクルBcyclej'に属し，かっ，GcのあるサイクノレCcyclek'に属すとき (v，ωε
Acyclei"Bcyclej"Ccyclek') ， f3c(υ) = f3c(ω)となるように定数写像f3cを定める.この
f3cを使ってS2RELを緩和し，S2RLXR'および写像f3を作る(式(5.10)). 
このようにして求めたS2RLXRとf3・g2が定める潜在的関連集合PREL3について考える.










関連ddbのノレー ル集合と して， P1REL': (5.16)，..， (5.23)， (5.87)， (5.25)， (5.88)ぅ(5.89)，を
使う.
(5.16)から (5.23)は第5.3.1節のそれらと 同じ
ァ判XJ:zf)←ァ_q(X，Y， Z， Z')，p(X， Y， Z)ぅO_3(X，Y， Z'). 
(5.25 )は第5.3.1節のそれと同じ.
p(X， Y， Z)←r _p(X， Y， Z)， A(XぅY，Z)




P1REL'と第5.3.1節のP1REL : (5.16)ぃ・・， (5.25)，を比べた場合，P1REL'では，γ-pに限定さ
れたpを与えるルーノレ(5.88)，(5.89)が追加され，r _3を与えるルール(5.87)の本体にはo_p
ではなくそのpが使われている.P1REL'はP1RELと比べ冗長であるが，Sl REL' = (P1 REL'， 
D1)の述語r_pぅr_3，r_qはやはり関連集合REL(q(α，Y， Z， Z')?， Sl)を与える.
次に，P1REL'を以下のように緩和する.r_qの第2，第3，第4引数，r_pの第2，第3引数，
r_3の第3引数を消去し，各々，述語rr_q， rr_p， rr_3とする(頭部引数消去)ことにより，ルー
ノレ(5.21)，(5.22)， (5.23)， (5.87)， (5.25)， (5.88)ぅ(5.89)からノレー ノレ(5.21')，(5.22')， (5.23')， (5.87')， 
(5.25')， (5.88')ぅ(5.89')を作る.更に，ルール(5.21')，(5.22')， (5.23')， (5.87')， (5.25')の本体よ
り述語。_qぅO_p，0ームC，D，Hのアトムを消去し(述語消去)，ノレー ル(5.21")，(5.22")， (5.23")， 
(5.87")， (5.25つを作る.その結果，述語。_qぅO_pぅ0_3を頭部に持つルーノレ(5.16)，・ぺ(5.20)は
rr _q， rr_p， rr_3のgaの生成とは無関係になるので，それらのルール自身を消去する.このよ
うにしてできたルーノレの集合をP1RLXR' : (5.21")ぅ(5.22")，(5.23")， (5.87")， (5.25")， (5.88')， 
(5.89') ，とする.
最後に，rr_q，rr_pぅrr_3のアトムをP1のルール(5.11)ぃ・・， (5.15)の本体に付加すること














































Urげ Eval(r，ムIヲ1)-1; 1 = 1 Uム1;})が実行可能であること(ボトムアップ評価の実行
ボトムアップ評価する段階を考える • S'のボトムアップ評価を完了するためには，
(5.90) p(X， Y)←A(X)， B(Y). P4: 























m_p(X'， Y')←m_p(X， Y)， X' = X -10， y'二 Y-7，-10三X'く 10，しかし，Sは算術述語を含み，かっ，問い合ddb Sの各ノレールは領域制限されているが，
(5.93) 
(5.94) 
-7 < y'く 13.






ことが必要である.Xが存在しないことを判断する，ρ(X， Y)←m_p(X， Y)，p(X'， Y')， X = X' + 10， Y = Y' + 7，0 S Xく20，






このノレールを含むddbS4mg = (P4mg， D4)をボ トムアッフ。評価しよ うと
ここで、，
初めに述べたように，






(5.96) ( (5.92)より)m_p(X，X) 
(5.104) rO-P2 (Y)←B(Y) 
(m_p(X'， Y') I X'， Y'はXf=X-10?yr=X-7?-10三X'く 10，
αtom1 : 
(5.105) rO-Pl (X)←ro_pI(X')， X = X' + 10，0三X く 20
(5.97) (αtom1と(5.93)より)-7三y'く13を満たす)
αtom2 : 
( 5.106) rO-P2 (Y)←アO-P2(Y')ぅY= y' + 7，0三Yく 20
= (m_p(X'， Y') I X'， y'はX'= X -10， y'= X -7，0三X く 20
(5.107) rr _p(X， X)←アO-Pl(X)，γO-P2(X)
を満たす)




-7三Y"く13)，(X' = X -10， y' = X -7，0三X く20)を満たす)
αtom3・
(5.109) p(X， Y)←rr _p(X， Y)， A(X)， B(Y) 
(5.99) (αtom2と(5.93)より)
p(X， Y)←rr _p(X， Y)，p(X'， Y')， X = X' + 10うY=Y'十7，0三X< 20， 
= (m_p(XぺY勺IXぺy"はXf=X-20?yfニ X-14，10 S X く 20
(5.110) 0< Yく 20.、
? ?
?





のノレールは，第5.3節で述べた方法により関連ddbS4REL = (P4REL， D4)を作り，
(m_p(XぺY')I Xぺy'"は(X'"= X" -10， Y'"二 Y"-7， 



























えるノレー ル(5.92)と異なり ，領域制限されていることに注意して欲 しい.


























ddb 55 = (P5， D5)のノレー ノレ集合を
P5: p(X， Y)←A(X，Y) 












p(X， Y)←m_p(X)， A(X. }r) 
p(X， Y)←m_p(X)， p(u(X)，υ(17)) 
(5.115) 
(5.116) 
ddb S5mg = (P5mg， D5)のボトムアップ評価は，無限個の基礎アトムm_p(u3(α))，m_p(v4 
(α)， m_p( U5(α); . . を生成するために，停止しない(すなわち， (i)が成立しない)• 




rr _p( u3 (α)←アo_p(u3(α)) 
rr _p( u(X))←アア_p(X)，ro_p(u(X)) 









のルールは，第5.3節で述べた方法により関連ddbS5REL = (P5REL， D5)を作り，ノレール
集合P5REL中の述語。_p(X，Y)およびr_p(X， Y)の第2引数を頭部引数消去して作った.























p(X， Y， Z)←A(X， Y， Z) 
p(X， Y， Z)←B(X'， X)， C(Y'， Y)， D(Z'， Z)， p(X'， Y'， Z'). 
p(X， Y，Z)←B'(X'，X， W)， C'(Y'， Y， W)， D'(Z'， Z， W)，p(X'， Y'， Z'). 
s(X， Y， Z)←E(X， Y， Z) 
s(X， Y， Z)←F(X'， X)， G(Y'， Y)， H(Z'， Z)， s(X'， Y'， Z'). 
s(X， Y， Z)←P'(X'， X， W)， G'(Y'， Y， W)， H'(Z'， Z， lIF)， s(X'， Y'， Z'). 
q(X， Y， Z， Z')←p(X， Y， Z)， s(X， Y， Z'). 
であり，問い合わせアトムはq(α，Y，Z， Z')7である.口
例 5.7例5.2の問題2の変形である.ノレール集合は
s(X， Y， Z)←D(X， Y， Z) 
s(X， Y， Z)←A(X'、)C)，B(17'， Y)， C(Z'， Z)， s(XヘY'，Z'). 




p(X. Y)←A(X)， BCV) 
p(X. Y)←p(X'， Y')， X= X'十 10，Y=γ+ 7，0三_)¥_< 20，0三Yく 20司
10 < X + Yく 30.
であり，問い合わせアトムはp(X，X)?である.口
例 5.9 例5.5の問題5の変形である.ルール集合は
p(X， Y)←A(X， Y) 
p(X， Y)←p(u(X)，υ(Y)) 
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