Abstract. This paper presents a stochastic coordinate descent algorithm for solving bound constrained global optimization problems. The algorithm borrows ideas from some stochastic optimization methods available for the minimization of expected and empirical risks that arise in large-scale machine learning. Initially, the algorithm generates a population of points although only a small subpopulation of points is randomly selected and moved at each iteration towards the global optimal solution. Each point of the subpopulation is moved along one component only of the negative gradient direction. Preliminary experiments show that the algorithm is effective in reaching the required solution.
INTRODUCTION
In this paper, we consider the problem of finding a global solution of a bound constrained nonlinear optimization problem in the following form: minimize f (x) subject to x ∈ Ω,
where f : R n → R is a nonlinear function and Ω = {x ∈ R n : −∞ < l i ≤ x i ≤ u i < ∞, i = 1, . . . , n} is a bounded feasible region. We assume that the objective function f is differentiable, is nonconvex and may possess many local minima in the set Ω. We assume that the optimal set X * of the problem (1) is nonempty and bounded, x * is a global minimizer and f * represents the global optimal value. To solve the global optimization (GO) problem shown in (1), a stochastic or a deterministic method may be selected. A stochastic method is able to provide a solution that may not be globally optimal. On the other hand, a deterministic method provides an interval that contains the global optimal solution, but requires in general a much larger computational effort [1] . Techniques to find a global optimal solution rely on two search procedures. The exploration procedure aims to diversify the search so that a global optimal solution is located; the exploitation procedure is devoted to intensify the search in a vicinity of a promising region so that a good approximation is computed. Approximate methods or heuristics are designed to generate good solutions with less computational effort and time than the more classical algorithms. Stochastic heuristics use random procedures to generate candidate solutions and perform a series of operations on those solutions in order to find different and hopefully better solutions.
Recent and promising optimization methods for large-scale machine learning make use of classical gradientbased methods, like the full gradient, accelerated gradient, conjugate gradient and quasi-Newton, classified as batch approaches. On the other hand, stochastic gradient approaches have relied on intuitive schemes to employ data information more efficiently than the batch methods. It has been recognized that working with small data samples can avoid redundancy and be quite appealing [2, 3, 4] . The coordinate descent method (CDM) is one of the oldest methods in optimization. It is very popular for its simplicity and it has been applied in a variety of practical situations. Cyclic coordinate search, block coordinate descent and random coordinate search are known variants of the CDM and differ mainly on the choice of the component(s) of the gradient for the update of the variables. Convergence issues for convex objective f are clear and well defined for some variants of the CDM [5] .
This paper is devoted to the use of a variant of the CDM in the context of a stochastic population-based method for solving bound constrained GO problems that may have a large number of variables. The new stochastic CDM has started to be tested and the numerical results seem promising.
STOCHASTIC COORDINATE DESCENT FRAMEWORK
This section presents the motivation for the use of the stochastic coordinate descent method in the context of a population-based method for solving the problem (1).
Coordinate Descent Method The CDM operates by taking steps along the coordinate directions [2, 5] . Hence, the search direction for minimizing f from the iterate x (k) , at iteration k, is defined as
where e i k represents the i k th coordinate vector for some index i k , usually chosen by cycling through {1, 2, . . . , n}, and x i k is the i k th component of the vector x ∈ R n . For a positive step size, α (k) , the new approximation, x (k+1) , is computed as shown below and differ from x (k) only in the i k th component:
Stochastic Coordinate Descent Method Stochastic gradient methods and stochastic CDM (S-CDM) have been attracting the attention of the scientific community because of their usefulness in data analysis and machine learning.
Applications to practical problems of the CDM are varied being the support vector machine problem the most known application of S-CDM, see [6] and references therein. In the S-CDM, the index i k to define the search direction and the component of x (k) to be adjusted (see (2) and (3)) is chosen randomly by uniform distribution on {1, 2, . . . , n} with replacement in each iteration. If the random choice is made without replacement, a set of n consecutive iterations defines an "epoch" and at the start of each epoch, the set {1, 2, . . . , n} is shuffled [6] . As shown above the approximation x (k) is moved along the direction corresponding to the component of the gradient with index i k . We note here that the direction shown in (2) might not be a negative directional derivative for f from x (k) .
Population-Based Stochastic Coordinate Descent Method
At each iteration of a population-based algorithm, a set of candidate solutions/points is generated aiming to explore the feasible region for a global optimum. Let |P| denote the number of points in the population, where x i ∈ R n represents the ith point (i ∈ P = {1, 2, . . . , |P|}). The likelihood is that the greater the |P| the better is the exploration feature of the algorithm. However, to handle and evaluate the objective f for a large number of points is time consuming. We now describe an S-CDM adapted to a populationbased framework, herein coined by P-S-CDM. To prevent the computational burden of moving and evaluating the full population, without spoiling the exploration capability of the algorithm, a subpopulation of points is randomly selected to be potentially moved in direction to the global optimum. In practical terms, the indices of the subpopulation are randomly selected by a uniform distribution on {1, 2, . . . , |P|} without replacement. Let P 1 , P 2 , . . . , P k , . . . be the sets of indices of the subpopulation randomly chosen from P. After movement, the best point of each subpopulation will be maintained for the next iteration. We note that, for k = 1, P 1 includes the index of the best point, while for the subsequent iterations, P k does not include the index of the best point of the previous subpopulation. Hence, for k = 1 the size of the population is |P 1 |, and for k > 1, the size is |P k | + 1. The rules to generate the subsets of indices, from the set P, for the subpopulations are the following:
r1:
|P 1 | |P|; r3:
where j k−1 is the index of the best point of the subpopulation of iteration k − 1. We usex, the central point, to represent the region defined by the points of a subpopulation, which in the context of our algorithm is defined as follows:
We define P + 1 = P 1 and P
is a descent direction for f from x j , where α k j is a positive step size computed by a backtracking strategy; otherwise, the point x j is not moved. Whenever the new position of the point falls outside the bounds, a projection onto Ω is carried out. For each j ∈ P + k , the search direction is along a component of the gradient at the central point, with the index i k randomly selected by uniform distribution on {1, 2, . . . , n} one at a time for each j with replacement:
Input: ε, N.F. max , µ Output:
Randomly generate a set of |P| points in Ω, {x 1 , x 2 , . . . , x |P| } while stopping condition is not satisfied and N.F. ≤ N.F. max do Randomly select a subset of indices P k from P following rules r1, r2 and r3 
Algorithm 1: Population-based stochastic coordinate descent algorithm Although using only one component of the gradient to adjust each point x j of the population seems a weakness in contrast with using the full gradient, it is in fact a strength since in a population-based environment (with a variety of candidate solutions at each iteration) the likelihood is that all components of the gradient end up to be used to move the points. The smaller the number of variables the greater is the probability that all components are selected. We also note that, even if the direction with the full gradient is not a descent direction for f from x j , the selected coordinate direction could be and some progress is achieved along this direction. Algorithm 1 shows the main steps of the algorithm. The stopping condition to guarantee a solution in the vicinity of f * is
where x j k is the best point of the subpopulation, j k = arg min{ f (x j ), j ∈ P + k }. However, if (6) is not satisfied for a given tolerance, ε > 0, the algorithm stops after a specified number of function evaluations, N.F. max .
PRELIMINARY EXPERIMENTS AND CONCLUSION
For a preliminary practical validation of the proposed P-S-CDM five well-known benchmark problems are used: GP (Goldstein and Price), MHB (Modified Himmelblau), RA-2, RA-5, RA-10 (Rastrigin n = 2, n = 5, n = 10 respectively), described in Table 1 of [7] . The algorithm is implemented in the Matlab TM (Matlab is a registered trademark of the MathWorks, Inc.) programming language. The selected parameter values for the algorithm are |P| = 500,
We compare our results with other population-based methods from the literature using the same stopping condition, mEM (modified electromagnetism-like mechanism based on memory force vector), mAFS-P (priority-based modified artificial fish swarm), mDE (modified differential evolution with mixing mutation), mGA (modified genetic algorithm with diversity preserving mechanism) and the results are taken from [7] . Table 1 shows the average of the obtained minimum f values, f avg , after 30 runs, and the average number of function evaluations, N.F. avg . The preliminary experiments show that the proposed P-S-CDM is effective in reaching the required solution. In the comparisons with other stochastic population-based methods, our algorithm has 100% of successful runs (according to (6) ) in four of five tested problems. It wins in efficiency over mAFS-P on GP, over mAFS-P and mGA on MHB, over mEM, mAFS-P and mGA on RA-2 and over mEM and mGA on RA-5. When solving RA-10, our algorithm reaches a solution with the required accuracy (according to (6) ) on 77% of the runs (mEM reports 100%, mAFS-P reports 38%, mDE 100% and mGA 0%). We also note that both mEM and mAFS-P implement a local search starting from the best solution at each iteration aiming to enhance the quality of the obtained solutions.
Future developments will focus on improving the convergence of our proposal by using a self-adaptive strategy to define the size of each subpopulation and a new strategy to sample a block of components of the gradient to move points of the subpopulation. Classes of randomly generated test problems [8] will be used for a comparison between deterministic descent methods, our improved algorithm and other stochastic metaheuristics via operational zones [9, 10] . The convergence for nonconvex objective functions will be also analyzed.
