We present the LexGram system, an amalgam of (Lambek) categorial grammar and Head Driven Phrase Structure Grammar (HPSG), and show that the grammar formalism it implements is a well-structured and useful tool for actual grammar development.
Introduction
Grammar development becomes easier if the grammar formalism which has been chosen caters for the basic needs of syntactic modelling. According to the current state of a airs, grammars for natural languages di er in the following two points from grammars for formal languages. First, the lexicon contains complex syntactic information. Second, natural language admits nonlocal syntactic dependencies.
Complex lexical information can be kept manageable if the grammar formalism includes an inheritance mechanism. For a reliable and e cient handling of nonlocal dependencies, moved and empty constituents must be o cial components of the grammar formalism. The existence of a representational tool which allows for relating dislocated syntactic constituents systematically with their base positions, leads to more concise grammars, i.e. modelling e ort is saved. On the processing side, unnecessary struggles with getting the grammar actually running will be avoided if the con ict in information ow between the top-down propagation of a moved constituent and the bottom-up manner of building a base-generated syntactic structure, e.g. lling a subcategorization list, is taken care of by the grammar interpreter. Head-Driven Phrase Grammars (HPSG 22]) seems to be an excellent candidate to ful ll the just mentioned requirements. They are based on typed feature terms with an inheritance mechanism and treat nonlocal dependencies by the Nonlocal Feature Principle (NFP). Unfortunately, on the processing side, due to the fact that HPSG is neither a pure (phrase structure) rule-based system nor a pure lexicalist approach a genuine and e cient HPSG-interpreter seems to be still being searched for. The direct interpretation of an HPSG grammar by a successive renement of its phrase structure schemata as it has been suggested in 5] corresponds to a top-down parser, whose de ciencies are well-known since the early age of top-down interpreted De nite Clause Grammars: A phrase structure schema may be inserted (possibly in nitly many times) although its applicability is restricted or even excluded by the input string (e.g. exploration of the adjunct scheme although no adjuncts occur in the input string or proposal of an in nite number of empty constituents by unrestricted application of the ller-head scheme.) The more sophisticated parsing methods which have been developed for grammars with a 'context-free' skeleton, i.e. with an informative phrase structure rule component, cannot reach their full e ciency since in HPSG phrase structure rules have been turned into phrase structure schemata by moving information to the lexicon. Most of the syntactic information is not located in the place where it is expected by these parsing algorithms. Parsers for lexicalized grammars, e.g. Lexicalized Tree Adjoining Grammars or categorial grammars, are not quite adequate either, since not all of the syntactic descriptions are anchored in the lexicon (i.e. ller-head structures and adjunct-head structures). This means that although HPSG is attractive for various reasons, a variant of HPSG is required for practical applications which is amenable to e cient processing in a straightforward manner.
Since HPSG is closer to a lexicalized grammar than to a rule-based grammar 1 , it seems more natural to design a lexicalized version of HPSG than to compromise the essence of HPSG by transforming the phrase structure schemata back into phrase structure rules. It turns out that this is not just a matter of taste, since lexicalized grammars favor e cient processing (cf. 23], 24]) and enhance grammar design:
The grammar interpreter can work with a restricted view on the grammar speci cation: Only those syntactic descriptions have to be considered which can be accessed through the words in the input string. Hence, each step of the search for an analysis is licensed by some input word. This helps to decrease the processing time in practice due to the reduced and controlled search space. In particular, the notorious problems of grammars which admit empty constituents are kept manageable, if every trace is licensed by a lexical ller category. Furthermore, top-down and bottom-up approaches to parsing can be joined in ideal manner. Since there is no rule component in between a goal to be derived and the lexicon, each top-down driven step can access immediately the lexicon (without going through a 'link relation', cf. gure 1) and trigger the next bottom-up step. Grammar modelling becomes simpler, since there is only one viewpoint on syntactic structure: from the lexemes. In non-lexicalized grammars, generalizations can only be carried out for the lexicon and the phrase structure component in separation, cf. the speci cation of adjunction in HPSG which is split into a phrase structure schema plus a lexical schema. In a lexicalized grammar, this collapses into one single, lexical schema. However, by such a compilation only the processing virtues of lexicalized grammars are gained. In order to enjoy the conceptual elegance which arises from the uniform view on grammar in lexicalized approaches, grammar should be encoded directly in a lexicalist manner. We want to propose a grammar formalism, called LexGram 2 which is derived from HPSG by lexicalizing the phrase structure principles and schemata of HPSG. At this point, the reader might object that there is nothing new about the uni cation-based categorial grammar which results from this enterprise. However, existing uni cation-based categorial grammars do not incorporate HPSG's principled way of treating nonlocal dependencies, since they take as their basis a basic categorial grammar 10], 26], 28], 2] resp. a Combinatory Categorial Grammar 27] . On the other hand, those categorial grammars which come with a logically well-de ned treatment of moved constituents, the Lambek categorial grammars 3 , are usually not furnished with a feature term component. Basically, the LexGram system realizes a linguistically motivated extension of the Lambek calculus 4 . LexGram has been built on top of the CUF system 3], which takes care of the handling of (recursively de ned) typed feature terms.
2 From HPSG to categorial grammar 2.1 Reduction to one single phrase structure schema
Lexicalizing HPSG means to turn its phrase structure component ultimately schematic, by admitting only one single phrase structure schema. More speci c postulations on the information ow in a grammar, which are not covered by that single schema, have to be expressed in the lexical signs. I.e. the phrase structure component is impoverished whereas the lexical schemata or word class descriptions are enriched.
The phrase structure component of HPSG consists essentially of the four phrase structure schemata (immediate dominance schemata) head-complement-, head-marker-, headadjunct, head-ller structures, and of a number of principles. The major phrase structure principles are the Head Feature Principle 
The schema for head-complement structures is the least restrictive one and closely mirrors the categorial grammar idea of a functor category 'subcategorizing' for a certain number of arguments. Hence, the head-complement schema will be the only one to survive this lexicalization enterprise. Speci ers, adjuncts, and llers will have to become functor categories, i.e. 'heads' in a generalized sense of the word. We get rid of the head-marker schema by assuming an analysis of complementizers and determiners as functional heads, cf. 7], 19]. Instead of using a special mod-feature with a special treatment (bypassing the phrase structure principles) to express the fact that an adjunct 'subcategorizes' for the phrase it modi es, 
To accomodate schema (7), the slash-feature has to be admitted for synsem-structures which occur on the subcat list, and the Nonlocal Feature Principle must be changed in order to retrieve the slash information from the complement's synsem value. Since no confusion can arise any longer, the feature inherited slash can be omitted from the nonlocal structure: 
2.2 Relating the single schema to a categorial grammar
In order to get access to the wealth of research concerning the logical foundations of categorial grammars, we will argue that the kernel of HPSG and a variant of the Lambek calculus are equivalent. The head/subcat structures of HPSG are an uncurried notation for syntactic categories in a categorial grammar. The translation scheme between both representations is sketched by example 1, ignoring surface word order issues (as we will do in the remainder of this section). Essentially, =-operators at embedding level 1 mark elements of the subcat list, whereas =-operators at embedding level 2 correspond to the to bind slash of HPSG. In this section, the actual implementation of the LexGram formalism will be described.
Data type for lexicalized syntactic structures
In order to gain e ciency, we want the subcategorization information to re ect directly the expected surface order of the complements. In HPSG, the word order information is de ned separately from the lexical subcategorization information as`constituent order principles'. However, if word order is a part of the subcategorization information, the work of the grammar interpreter becomes much simpler because it is su cient to use string concatenation instead of expensive permutation operations. In order to avoid confusion with the slightly di erent semantics of HPSG feature names, we decided to rename head into root, and subcat into leaves. The synsem type is replaced by the stree type in gure 2. Each element on the leaves list is annotated with its direction wrt. the head of the phrase. The leaves list induces a binary tree, where elements at the beginning of the list are closer to the head than those towards the end of the list. The set of trees 6 which correspond to uses of the stree type in the lexicon is described more formally in de nition 4. vp dp "geht"
walks Note that open leaf nodes, i.e. expected complements, are tree descriptions themselves (of type arg stree). This admits complements with a non-empty leaves list in order to encode control phenomena, or complements with a non-empty slash value for treating movement phenomena, as discussed in the section 2.
The fringe of the tree matches the input string. 
Grammar interpreter
The task of the grammar interpreter (i.e. the parser or generator) is to construct a complete syntax tree for a given string or input semantics from the partial trees speci ed in the grammar. Subsequently, only the parsing algorithm of the LexGram system will be presented. A generator can be spelled out along the same lines cf. K onig 1994 14] and has been implemented, as well.
The parsing algorithm is an adaptation and re nement of the head-driven parser for Lambek categorial grammars (cf. 12], 9]). The basic mechanism, without traces, is sketched in gure 3 relying on the (imperfect) graphical representation of the stree type.
To be more precise, we will give a sequent-style characterization of the full algorithm. In contrast to the Phrase Structure Schema of de nition 1, the direction information that comes with a complement is honored by the parser. However, there is no directionality attached to the elements of the slash value. The list order of the slash is disregarded, i.e. the slash values are treated as multi-sets. The resulting system is in between a directional and a nondirectional Lambek calculus with the directional operators n and = at odd levels of embedding and an undirectional operator j at even levels of embedding 7 , e.g. (X 0 =X 1 )=((X 2 jX 3 )jX 4 ).
For e ciency reasons, sequences are represented as pairs of string positions 8 . Traces are posited on demand, i.e. an explicit slash threading mechanism is required. Since the slash value is considered as an unordered (multi-)set, an encoding by pairs of list positions is not available, only a di erence-list representation SlashIn-SlashOut. The rule (lex) in gure 4 chooses a potential head from the string 9 . A trace which could serve as the head of the current phrase is taken from the incoming slash value by the rule (trace), which guesses the insertion point of the trace in the string. The axiom Empty constituents are handled safely because there are only traces available which have been licensed by words in the input string. In the current implementation of the parser, which caches the lexical lookup, parsing times are in the range of seconds. For example, it takes approx. two seconds to parse a German sentence with a dozen words which includes the following syntactic phenomena: movement of the main verb to verb rst position, movement of a complement into the vorfeld, two adjectives, and a relative clause. Simultaneously to all these syntactic manipulations, a Discourse Representation Structure is built up as a feature structure. 
The word class hierarchy
Since all syntactic descriptions are located in the lexicon, the whole grammar can be seen as a single taxonomy of word classes whose leaves are the lexical entries, e.g. gure 7. For example, the most general syntactic structure is syntax tree which helps to abstract from the realization of the stree data type in terms of features. syntax tree is encoded as a two-place CUF sort: , which is easily simulated by the backward chaining mechanism of proving a CUF goal.
Movement
Since traces are o cial components of the proposed grammar formalism, concise descriptions of phrase structures which involve nonlocal dependencies are feasible. Similar to the type-raising rules in categorial grammar, the movement of a phrase means that its base representation is the (single) element of the slash value of the ( rst) complement, cf. 
The ability of determiner phrases to move to the vorfeld will be expressed by adding this alternative to the basic representation of dp's: basic dp := maxproj dp .
determiner phrase := basic dp.
determiner phrase := vorfeld basic dp .
Compare (13) to the covert trace analysis of Pollard and Sag 22, chapter 9] where overt traces are avoided by adding alternative, shorter subcategorization frames to the word class (here the verb) whose complements can be moved. (The trace still appears on the slash value.) Computationally, this is more costly than the solution in (13) because e.g. three alternatives will be added to the lexicon entry of a three-place verb, which have to be explored during parsing whereas (13) adds only one alternative to a lexical entry. Furthermore, conceptually, the covert trace solution seems to be less clear: It is the dp that may move from its base position, why should the verb know about it (unless the verb puts constraints on the movement of its complement).
Conclusion
Abstract speci cations in the style of HPSG have become an ideal in some groups of the computational linguistic community. However, it seems that most people who implement a grammar 'in the spirit of HPSG' have to compromise in order to get e ciency. In this paper, we explained one possible compromise: First, turn the phrase structure schemata and principles ultimately schematic by admitting only the head-complement schema. Second, hard-wire these principles into an e cient grammar interpreter, i.e. parser or generator. The grammar writer is supported because the grammar interpreter incorporates a certain amount of linguistic knowledge, i.e. a general phrase structure schema including a built-in treatment of non-local dependencies. The lexicalist approach provides for a uniform view of grammar as a word class hierarchy, a clean basis for code-sharing among lexical entries. Additional bene ts come from the underlying typed feature-based language. Since the signature (the type system) has to be de ned before the rules, i.e. the CUF sorts, are spelled out, the writing of more transparent grammars is encouraged and errors are discovered much more often at compile time. Further, CUF sorts can serve as interfaces among the grammar modules.
So far, no speci c tools for large scale grammar development and debugging are available in CUF/LexGram. A module concept is necessary to structure the grammar properly into submodules and to guarantee for data encapsulation. The tools for inspecting the data-ow in a grammar should be still improved. At compile time, a graphical representation of the word class hierarchy etc. could be extracted automatically. At run time, the user needs (more) means to visualize and to control the co-routining of subgoals.
