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Abstract—The wireless signal distortion decreases the precision
of the estimated position. However, the distortion caused by the
multipath propagation was recently shown not to decrease but
even improve the precision when utilized correctly. This approach
is called mutipath assisted positioning. In this paper, we propose
a particle filter resampling algorithm for multipath assisted
positioning exploring high likelihood areas allowing a better
approximation of the posterior probability density function.
Thanks to the posterior probability density function modeled
as a Gaussian mixture model, we can perform the exploration
with the same computational load as a regularized particle
filter. The proposed algorithm allows decreasing the number of
particles orderly while preserving the state of the art approach’s
precision. We show a comparison of the state of the art Channel-
SLAM algorithm with the proposed Gaussian mixture model-
based method demonstrating the significance of the achieved
improvement.
Index Terms—Channel-SLAM, Gaussian mixture model, nav-
igation, multipath assisted positioning, particle filters.
I. INTRODUCTION
The increasing need for precise positioning in areas unfavor-
able for mainstream localization systems like a GPS, based on
a Line-of-sight (LoS) wireless signal propagation, gave birth
to a family of multipath assisted positioning methods. These
methods use an idea of turning the disadvantage of a signal
distortion into an advantage. Thus, it can reliably estimate the
position even when the LoS propagation is not available or
is highly distorted by multipath propagation. The multipath
assisted positioning methods separates into a fingerprinting [1],
[2], feature mapping [3]–[5], and Simultaneous Localization
And Mapping (SLAM) [6]–[10].
Due to the system’s nonlinearity, the SLAM methods for
multipath assisted positioning use, in most cases, sampling
particles to approximate the true posterior Probability Density
Function (PDF). The two main techniques practically used
are Rao-Blackwellized Particle Filter (RBPF) [11], [12], and
Nonparametric Belief Propagation (NBP) [13]. The disadvan-
tage of particle-based approaches for parameter estimation is
a significant computational complexity, which can be easily
forbidding the algorithm to work in a real-time scenario.
The number of particles used for a PDF approximation is
the main parameter influencing the computational complexity.
One can decrease the number of particles to speed up the
algorithm while reducing precision. However, after some point,
the number of particles is too small to represent the desired
PDF sufficiently, and the estimation algorithm quickly fails.
We propose a method that allows us to use an extremely
low number of particles to represent a complicated multimodal
PDF of the Virtual Transmitter (VT) using a Gaussian Mixture
Model (GMM). [14] The idea is to use an effective exploration
method to increase the PDF approximation precision, improv-
ing the scaling of the RBPF for a low number of particles.
The advantage of the presented exploration algorithm is that
it does not increase the computational complexity than the
state-of-the-art Channel-SLAM algorithm [10]. We achieve
it by releasing and reusing resources during the systematic
resampling [15] step of the Particle Filter (PF).
The article is structured as follows. Section II describes
and defining the algorithms necessary for understanding the
presented method. Section III explains the main idea of the
releasing resources while performing resampling and reusing
them for exploring the relevant PDF regions. Section IV com-
pares the performance of the proposed method with the state-
of-the-art approach to multipath assisted positioning. Finally,
the article concludes in Section V.
II. ALGORITHM FOUNDATIONS
A. Multipath Assisted Positioning
The classical positioning approaches based on Time of
Arrival (ToA) assume only the LoS propagation between the
transmitter and receiver. However, the received signal usually
consists of the transmitted signal and the delayed replicas
of the transmitted signal caused by reflection and scattering.
When the received signal consists of more than the LoS signal,
we refer to this radio propagation channel as a multipath
channel. Each replica of the transmitted signal, including the
LoS, is referred to as a Multipath Component (MPC).
We can describe the multipath channel mathematically as
a causal time-variant analog filter defined by its Channel
Impulse Response (CIR). According to [16], the CIR can
be assumed to be time-invariant for a short time interval
δt = Tt+1 − Tt and can be defined as a discrete function




α`t · δ(τ − τ`t), (1)
where Nt is the number of MPCs, τ`t, and α`t are the delay
and complex amplitude of the `-th MPC at time t. Finally, δ(·)
stands for the Dirac distribution.
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Fig. 1. Solid purple lines show the LoS between the physical transmitter
xTx,1 t, and user trajectory for two different time instances xRx,0, and xRx,t.
The MPCs caused by a reflection on a reflecting surface can be interpreted
as an LoS signal propagated from VT2 at position xTx,2 t. The position
of xTx,2 t is obtained by mirroring xTx,1 t along the reflecting surface. The
blue dashed line shows the real ray-like propagation, while the blue dotted line
shows the VT interpretation. Additionally, the transmitted signal is scattered,
and VT3 defines the position of the scatterer xTx,3 t. The corresponding
MPC delay is defined as an LoS shown by the green dashed lines, with an
additional propagation distance bv,3 t shown by the orange dash-dotted line.
The classical positioning approaches use the LoS MPC
while treating all Non-line-of-sight (NLoS) MPCs as interfer-
ence, decreasing the ToA-based position estimation precision.
Contrary to this approach, the multipath assisted positioning
tries to exploit the NLoS MPCs rather than suppress them.
Our work is based on the Channel-SLAM algorithm intro-
duced in [8]–[10]. It uses the concept of VTs, where each
of the MPCs can be modeled as an LoS signal propagating
from the VT to a user carrying the receiver. Fig. 1 explains
this concept, where the physical transmitter xTx,1 t is mirrored
along the reflecting surface, creating xTx,2 t. On top of the
VT concept assumed in [7], we use a signal scattering. We
can model a scatterer as a VT xTx,3 t placed at the position
of the scatterer. However, we need to assume an additional
propagation distance bv,3 t , which corresponds to the physical
transmitter and the scatterer distance. The Channel-SLAM
algorithm needs no information about the floor plan and
position of the VTs. Using a SLAM approach, the Channel-
SLAM algorithm estimates the user position and VT position
simultaneously.
B. Channel-SLAM With Stochastic Data Association
The Channel-SLAM with stochastic data association algo-
rithm [10] assumes stochastic description, where the system
state x0:t in timesteps 1, 2, . . . , t is estimated jointly with
the data association variable n1:t associating the measured
delays of MPCs z1:t = [τ 1 1:t, τ 2 1:t . . . τN1:t 1:t]
T with the
VTs. This is formally described by the Joint Probabilistic Data
Association (JPDA) conditioned on the measured delays and
the Inertial Measurement Unit (IMU) measurements u1:t as
p (x0:t,n1:t | z1:t,u1:t) , (2)
where the system state consists of a user system state and a








The PDF (2) can be approximated using PF [15] with


















t−1|t−2 ∝ bel (n1:t−1) bel (xu,0:t−1) , (6)
with
bel (n1:t) bel (xu,0:t) =ηp (zt | nt,xt) p (nt | nt−1)
p (zt | xu,t, zt−1) p (xu,t | xu,t−1,ut)
bel (n1:t−1) bel (xu,0:t−1) ,
(7)
defining the recursive belief functions assuming a first-order
Hidden Markov Model (HMM), and using Bayes’ rule.
Finally, the transmitter position estimation is given by the
set of kernels x(k p)v,` t weighted by w
(k p)
` t|t−1 defining a multivari-
ate PDF. This approach is known as a Regularized Particle
Filter (RPF) [15].
III. SEQUENTIAL ESTIMATION OF THE GAUSSIAN
MIXTURE MODEL PARAMETERS
As the Channel-SLAM algorithm is implemented as a
sequential estimator of a user position, we require the VT
state posterior to be estimated sequentially to evaluate (5).
The approach in [10] achieves this by modeling the VT using
an RPF.
The initial set of VT samples is obtained by sampling from
a prior PDF. The prior PDF of VT` can be visualized as a
right cone surface with the base radius and height equal to the
measured delay zi t of MPCi. This can be written as
‖xRx,t,xTx,` t‖2 = (zi t − bu,t − bv,` t)2 , (8)
where xRx,t and xTx,` t represent 2D Cartesian coordinates of
a user position and a VT position, respectively. The zi t is a
measured distance obtained by dividing the speed of light by
the measured delay of MPCi, bu,t is an additional propagation
distance associated with a receiver time offset, and bv,` t is
an additional propagation distance associated with a VT. For
the initialization step, the set of VT samples is obtained by
drawing samples uniformly from the right cone defined by
(8), where zi t is a normally distributed random variable with
variance corresponding to MPC delay estimator variance.
To sufficiently approximate this prior PDF requires many
samples proportional to the measured delay square and in-
versely proportional to the measurement variance. The number
of weights is given by the number of particles in all of the VTs.
The weight calculation presents the position algorithm’s main
computational load. Hence, to reduce the computational load,
we need to reduce the number of particles while preserving
position estimation precision.
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A. Modeling Virtual Transmitter with a Gaussian Mixture
Model
Similarly to the RPF [15], we draw particles from the









xv,` t − x( p)v,` t,Σ` t
)
, (9)
which is a definition of the GMM in [14] with weights of
individual GMM components corresponding to w( p)` t|t−1.
To see this approach’s advantage, we need to discuss the
approximation error caused by using samples from the kernels
as proposed in RPF. While performing the RPF resampling
step, each particle is treated as a PDF distributed according
to the same kernel. The kernel is estimated according to the


































v,` t , (11)
then the new set of samples is obtained from a set of kernels
placed to each particle’s position.





Tx,` t (10) provides a poor approximation of the
actual covariance in the particle vicinity. The sample weights
obtained by this method will almost surely diminish. This is
especially true in the early stages after the VT initialization
when the PDF is strongly multi-modal. In the multi-modal
case, the RPF requires to decrease the kernel width [15], which
in the Channel-SLAM means to assure the kernel width is
comparable to an observation covariance.
From the other point of view, if the new samples are
obtained using the Gaussian kernel, the VT particles perform
the Brownian movement during the resampling step. This
contradicts the assumption used during the Channel-SLAM
derivation [8]–[10], where the VT has to be fixed. The only
way how to use the RPF for the VT state estimation is to
decrease the kernel width that, from the user movement point
of view, VT particles seem fixed.
On the other hand, the proposed GMM-based algorithm as-
sumes a fixed position of GMM components assuring the fixed
VT position. We perform the posterior PDF exploration by
creating new GMM components drawn from the actual poste-
rior PDF estimation represented by the GMM. The exploration
step allows using a lower number of GMM components during
the VT initialization step. The implementation of the GMM
resampling step, including the posterior PDF, exploration is
described in the following section.
B. Implementation
The difference of the state-of-the-art implementation of the
Channel-SLAM [10] and the proposed method is in the VT
state PF’s resampling step.
Similarly to [10], we use the systematic resampling scheme
[15] to obtain a set of new GMM components by drawing the
components with the probability corresponding to its weights
w
( p)
` t|t−1. However, during the systematic resampling step, we
do not draw the components multiple times. The proposed
algorithm draws each of the components not more than ones
and assigns it with a weight corresponding to the required
occurrences. Hence, the obtained PDF represents the same
PDF as the systematic resampled one while using a lower
number of components.
The key idea is to reuse the resources preserved by resam-
pling without repetition to improve the PDF approximation and
reduce the PF’s degeneracy phenomenon. Sampling P add sam-
ples from the GMM with P unq unique components obtained
during the resampling without repetition provides exploration
samples. Assigning the P add samples with a uniform weight,
appending with P unq components, and normalizing the new
set of P = P add + P unq weights produces a new GMM
approximating the VT PDF.
Similarly to RPF, we use a fraction of estimated covariance
(10) as a covariance for each GMM component. However,
since the initialization of the x(k )v,` t according to (8) is a
multimodal PDF, directly using the estimated covariance
would produce overly pessimistic samples with a close to zero
likelihood. This effect is particularly severe during the early
iterations.
To reuse the released resources most efficiently, we desire
to explore areas with most of the PDF mass and not waste
limited resources within a close to zero probability area. We
first sample position components from a GMM while ignoring
the bv,` t axis, and its correlations with position components
to achieve this goal. Then we assign a b′v,` t value according
to
b′v,` t = bv,` t + ‖xRx,t,xTx,` t‖ −
∥∥xRx,t,x′Tx,` t∥∥+ v, (12)
where the apostrophe marks value obtained from a corre-
sponding GMM component, and v is a zero-mean normally
distributed additional value.
We claim that this method provides a set of new samples
that, on average, have the same likelihood as the GMM
component from which were the samples obtained. This can









∣∣∣ x(k)u,t ,x′Tx,` t, b′v,` t)
 = 1, (13)
where the expectation is taken with respect to b′v,` t and the
















Additionally, one can notice that the likelihood function moti-
vates the initialization using (8) because the maximum likeli-
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Fig. 2. The example of the simulated trajectory shown in green with the
marked beginning and the end. The randomly generated VTs are marked with
blue crosses, where the xTx,1 is the physical transmitter. The figure shows
the RMSE curves for two different particle volumes.
hood for a fixed position x(k)Rx,t, and the additional propagation
distances b(k)u,t , and bv,` t , defines a right cone.
IV. EVALUATIONS
To show the advantage of the presented method, we compare
it with the state-of-the-art approach. [10] We use simula-
tions of the band-limited Ultra-WideBand (UWB) channel.
Each simulation assumes one physical transmitter and five
reflections. The White Noise Acceleration (WNA) movement
model [17] simulates the user trajectory. We assume that
the received ranging waveform is processed by a channel
parameter estimator approaching Cramer-Rao Lower bound
(CRLB). The noisy delay estimates serve as an input for the
algorithms. Finally, we assume outages of the MPC tracking
occurring when the Rayleigh distributed random amplitude of
the MPC is lower than some threshold. We use 3 dB above
the noise level as a threshold.
The evaluation compares the proposed algorithm with the
state-of-the-art approach for different amounts of particles
used to initialize the VTs. The simulations are performed for
ten randomly generated scenarios. An example of a randomly
generated scenario is shown by Fig. 2, where the user is
walking inside a rectangular room for 100 seconds. Due to the
simulation and evaluation randomness, all of the evaluations
are repeated ten times.
Throughout the evaluations, the RMSE is used to compare
the algorithm performance. Since each VT havs a different
propagation loss, the delay estimation variances differ signifi-
cantly. The evaluated RMSE for each VT is normalized by its
delay Standard Deviation (STD) to show the VT estimator’s
performance. The user and VT position estimation perfor-
mance over time is shown in Fig. 3a and Fig. 3b, respectively.
The plots show two different amounts of simulated particles.
The particle set size is defined by the particles needed to ap-
proximate the user state; however, it also depends on the MPC
delay during the initialization and its variance Hence, the num-
ber of particles varies between 1× 104 < Nparticles < 5× 106.
The different amounts of particles for individual simulations
are obtained by changing one multiplicative constant influenc-
ing the number of particles used to initialize VT.
We assume that the initial user state is known. Hence, the
initial RMSE in Fig. 3a starts at zero and then slowly increases
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Fig. 3. The RMSE of the position xRx,t (a) and VT position (b) estimated
using the proposed PF resampling method marked by a solid blue line, and the
state-of-the-art Channel-SLAM algorithm shown by dashed red line. Each VT
is normalized by the corresponding STD to be able to plot one generalizing
RMSE curve for the VTs with different observation covariance. The figures
show the RMSE curves for two different particle volumes.










































Fig. 4. The CDF of the position xRx,t (a) and VT position (b) RMSE
estimated using the proposed PF resampling method marked by a solid blue
line, and the state-of-the-art Channel-SLAM algorithm shown by dashed red
line. Each VT is normalized by the corresponding STD to be able to plot one
generalizing RMSE curve for the VTs with different observation covariance.
The figures show the RMSE curves for three different particle volumes.
because the VTs are not yet estimated well enough to correct
the user state prediction error. On the other hand, the VTs
are initialized uniformly within the whole prior PDF given by
(8). Hence, in Fig. 3b, the VT RMSE is maximal initially and
decreases over time.
The plotted Cumulative Distribution Functions (CDFs) in
Fig. 4 shows better performance improvement. The addi-
tional dashed plot shows the performance when the number
of VT particles is increased ten times than the minimum
Nparticles ≈ 1× 104. While the state-of-the-art method still per-
forms poorly, the proposed method is already comparable with
the best precision achievable by the state-of-the-art algorithm.
To fully capture the sensitivity of the compared algorithms































Fig. 5. The comparison of the proposed and the state-of-the-art PF resampling
method RMSE achieved for a given number of particles. The 90% confidence
intervals of RMSE for a user (a) and VT (b) position are plotted.
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concerning the number of particles, we show, in Fig. 5, the
90% confidence interval of the RMSE achievable for a given
number of particles. Fig. 5b shows that for an extremely low
number of VT particles, the RMSE converges to a common
point. The lowest point is using approximately ten particles
per VT per user particle.
With the number of particles this low, the probability of
converging to a correct VT position is marginal. However,
even for the lowest number of particles, the measurements
help estimate the user position better. When tracking the user
position using only the movement model, the RMSE is more
than twice the RMSE < 2.5 m achieved using VT with the
lowest number of particles.
As we increase the number of particles, the RMSE is
decreasing faster for the proposed algorithm than the state-
of-the-art approach, which is achieved thanks to the reusing
the resources, redeemed during the resampling step, to explore
the areas where the likelihood is assumed to be large. The
proposed algorithm is allowing to obtain the assumed maximal
achievable precision for orderly less number of particles. The
scenario itself, together with the VT placement and the user
trajectory, limits the achievable precision, making calculating
the true maximal achievable precision particularly hard. We
assume achieving the maximal achievable precision when the
RMSE is no longer improving with an increasing number of
particles.
Interestingly, the proposed method can achieve better pre-
cision even for a high number of particles, where both algo-
rithms would be expected to converge to the same precision.
This might be caused by the fact that the VT in the state-of-
the-art approach performs a weak Brownian movement during
the kernel resampling step. While our GMM-based method
assumes fixed VTs as required by the Channel-SLAM algo-
rithm and performs exploration to approximate the posterior
PDF using a low number of particles.
The VT precision effects the RMSE of the user state
estimation depicted by Fig. 5a in the same manner.
V. CONCLUSION
The proposed GMM-based Channel-SLAM algorithm sig-
nificantly improves the state-of-the-art multipath assisted po-
sitioning approach. The evaluation shows that the proposed
method allows decreasing the number of particles more than
10 times while preserving the same precision as the state-
of-the-art approach. Not only that, the memory consumption
is significantly reduced, thanks to the proposed resampling
approach, the computational complexity is also reduced. This
was achieved by releasing and reusing resources during the
PF resampling schedule. Finally, increasing the number of
particles, the GMM-based algorithm converges to a lower
RMSE than the RPF-based state-of-the-art approach. A pos-
sible explanation is that the GMM-based model assumes a
fixed VT state in time, while the RPF-based state-of-the-art
approach performs Brownian movement violating one of the
Channel-SLAM assumptions.
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