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Abstract. The control of quantum dynamics via specially tailored laser pulses is
a long-standing goal in physics and chemistry. Partly, this dream has come true, as
sophisticated pulse shaping experiments allow to coherently control product ratios of
chemical reactions. The theoretical design of the laser pulse to transfer an initial state
to a given final state can be achieved with the help of quantum optimal control theory
(QOCT). This tutorial provides an introduction to QOCT. It shows how the control
equations defining such an optimal pulse follow from the variation of a properly defined
functional. We explain the most successful schemes to solve these control equations and
show how to incorporate additional constraints in the pulse design. The algorithms are
then applied to simple quantum systems and the obtained pulses are analyzed. Besides
the traditional final-time control methods, the tutorial also presents an algorithm and
an example to handle time-dependent control targets.
Submitted to: J. Opt. B: Quantum Semiclass. Opt.
PACS numbers: 42.50.Ct,32.80.Qk,33.80.Qk,02.30.Yy,02.60.Pn
1. Introduction
Since the first realization of the laser by T.H. Maiman in 1960, physicists and chemists
have had the vision to coherently control quantum systems using laser fields. For
example, laser pulses may be applied to create and break a particular bond in a molecule,
to control charge transfer within molecules, or to optimize high harmonic generation.
The first approach to break a certain bond in a molecule using a laser tuned on resonance
and initiating a resonance catastrophe failed [1]. The molecule internally converted the
energy too quickly, so that the specific bond did not break but instead the whole molecule
was “heated” [2]. To overcome this so-called internal vibrational relaxation (IVR) a
smarter excitation strategy and further technological improvements were necessary.
With the advent of femtosecond laser pulses in the 1980’s and a sophisticated pulse-
shaping technology [3] the goal of controlling complex chemical reactions with coherent
light was finally achieved: For example, in 1998 Assion et al. [4] showed that the product
ratio CpFeCOCl+/FeCl+ of the organo-metallic compound (CpFe(CO)2Cl) can be either
maximized or minimized by a specially tailored light pulse; or in 2001, Levis et al. [5]
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demonstrated a rearrangement of molecular fragments. In both of these experiments
adaptive laser pulse shaping techniques [3, 6] were applied, i.e., a computer analyzes the
outcome of the experiment and modifies the laser pulse shape to optimize the yield of
a predefined reaction product. This process is repeated until the optimal laser pulse is
found (see Appendix A.1). The number of experiments based on this so-called closed-
learning-loop (CLL) is growing constantly, see for example Refs. [7, 8, 9, 10, 11, 12, 13].
Recently, the pulse shaping techniques have been extended to allow also for polarization
shaping [14, 15, 16, 17], i.e., experimentalists can independently shape polarization,
amplitude, and phase.
In addition to further technological advances, it is of utmost importance to have
powerful theoretical methods available. The questions that theory has to answer can be
divided into two classes: The first class is that of controllability [18], or in other words:
Given a certain quantum system (e.g. a molecule) can the control target (a certain
reaction product) be reached at all with the given controller (e.g. a laser)? The second
class concerns the problem of finding the best way to achieve a given control objective,
e.g., calculating the optimal laser pulse for breaking a particular bond in a molecule.
Such theoretical predictions are very important to gain insight into the complexity of
the control process, to determine the experimental parameters, to transfer laser pulse
designs to the laboratory, or to compare the optimized pulse from an experiment with
the calculated one [19].
Several theoretical approaches have been developed to optimize laser pulses, ranging
from brute-force optimization of a few pulse parameters [20], pulse-timing control
[21, 22, 23], Brumer-Shapiro coherent control [24], stimulated-Raman-Adiabatic-Passage
(STIRAP) [25, 26, 27], to genetic algorithms [28]. The most powerful approach, in our
opinion, is optimal control theory (OCT) which is commonly applied in engineering, for
example to design trajectories for satellites and space probes. The application of optimal
control theory to quantum mechanics started in the late 1980’s [29, 30] and shows
continuous advances until today. Among the most important developments were the
introduction of rapidly converging iteration schemes [31, 32, 33, 34], the generalization
to include dissipation (Liouville space) [35, 36, 37], and to account for multiple control
objectives [38].
This tutorial will focus on the theoretical aspects of quantum optimal control theory
(QOCT) and tries to explain the beginning Phd student how to calculate optimal laser
pulses. The first step is to work through the basic theory which is presented in section 2.
In the following sections we will always refer to parts of the presented theory therein.
The application of the derived method is then explored with the help of a two-level
system in section 2.7. The basics of the two-level system are reviewed in Appendix A.2.
As a second example we consider the control of a 1D asymmetric double well model
in section 2.8 which will motivate the need for further constraints on the optimal laser
field. Theory and algorithms for optimizing laser pulses with additional constraints are
explained in section 3. Two examples for the asymmetric double well can be found in
section 3.4 and section 3.5. The last part of this tutorial in section 4 will focus on time-
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dependent control targets. A brief summary and outlook of this article can be found in
section 5.
We would like to conclude this introduction by emphasizing that our intention
is to provide only a brief overview, but a detailed derivation of the algorithms, and
simple examples that can be reworked by the reader (especially those of the two-level
system). The tutorial cannot cover all topics in quantum control and excludes the
following imported topics: Closed-loop control (see Refs. [39]), time optimal control
(see Refs. [40, 41, 42]), and dissipative systems (see Refs. [35, 36, 37, 43, 44]). For an
excellent review on the experimental aspects of quantum control we like to refer the
reader to Ref. [45].
2. Theory and Algorithms
In this section we sketch the basics of optimal control theory applied to quantum
mechanics.
Let us consider an electron in an external potential V (r) under the influence of a
laser field propagating in z-direction. Given an initial state Ψ(r, 0) = φ(r), the time
evolution of the electron is described by the time-dependent Schro¨dinger equation with
the laser field modelled in the dipole approximation (length gauge)
i
∂
∂t
Ψ(r, t) = ĤΨ(r, t), (1)
Ĥ = Ĥ0 − µˆǫ(t), (2)
Ĥ0 = T̂ + V̂ , (3)
(atomic units are used throughout: ~ = m = e = 1). Here, µˆ = (µˆx, µˆy) is the dipole
operator, and ǫ(t) = (ǫx(t), ǫy(t)) is the time-dependent electric field. The kinetic en-
ergy operator is T̂ = −∇2
2
.
2.1. Controllability
Before trying to find an optimal control for a given target and quantum system we
raise the question if the given control target can be reached at all with the given
controller, here: the controller is the laser field Hˆ1 = −µˆǫ(t). In the following we want
to summarize some of the rigorous results on controllability that exist in the literature.
The most powerful and easy-to-use statements are available for N -level systems
[18, 46, 47]. We start with a definition of the term complete controllability and then
discuss the results from Ref. [46].
Definition (Schirmer et al. [47]): A quantum system
Hˆ = Hˆ0 + HˆI , (4)
Hˆ0 =
N∑
n=1
εn|n 〉〈n|, HˆI =
M∑
m=1
fm(t)Hˆm, (5)
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is completely controllable if every unitary operator Uˆ is accessible from the identity
operator Iˆ via a path γ(t) = Uˆ(t, t0) that satisfies
i∂tUˆ(t, t0) =
(
Hˆ0 + HˆI
)
Uˆ(t, t0). (6)
Theorem (Ramakrishna et al. [46]): A necessary and sufficient condition for
complete controllability of a quantum system defined by equations (4) and (5) is that
the Lie algebra L0 has dimension N
2.
We can therefore check the controllability of an N -level system by constructing
its Lie algebra L0 which is generated by Hˆ0, . . . , HˆM and then calculate the rank of
the algebra. An algorithm for this task has been suggested in Ref. [47]. This scheme is
demonstrated for the two-level-system in Appendix A.4. A further statement in Ref. [46]
guarantees that complete controllability can also be achieved under external constraints
on the strength of the controller.
The extension of such controllability theorems to an infinite-dimensional Hilbert
space and the inclusion of unbound operators like r or ∇r turns out to be non-trivial as
shown in Ref. [18]. The conditions of controllability are only valid for quantum systems
with a non-degenerate and discrete spectrum and do not include external constraints
on the strength of the control functions.
2.2. Derivation of the control equations
Let us consider the following quantum mechanical control problem:
Our goal is to find a laser pulse ǫ(t) which drives a quantum system from its initial
state Ψ(0) to a state Ψ(T ) in such a way that the expectation value of an operator Ô is
maximized at the end of the laser interaction:
max
ǫ(t)
J1 with J1[Ψ] =
〈
Ψ(T )|Oˆ|Ψ(T )
〉
. (7)
At this point we keep the operator Oˆ as general as possible. The only restriction on
Oˆ is that it has to be a Hermitian operator. We will discuss examples for the operator
Oˆ in section 2.5. In addition to the maximization of J1[Ψ], we require that the fluence
of the laser field is as small as possible which is cast in the following mathematical form:
J2[ǫ] = −
∑
j
∫ T
0
dt αjǫj
2(t), j = x, y. (8)
where ǫx(t) and ǫy(t) are the components of the laser field perpendicular to the
propagation direction. The positive constants αj play the role of penalty factors: The
higher the laser fluence the more negative the expression, the smaller the sum J1+J2. As
pointed out in Ref. [48], the penalty factor can be extended to a time-dependent function
αj(t) to enforce a given time-dependent shape of the laser pulse, e.g. a Gaussian or
sinusoidal envelope. The constraint that the electronic wave function has to satisfy the
time-dependent Schro¨dinger equation (TDSE) is expressed by
J3[ǫ,Ψ, χ] = − 2 Im
∫ T
0
dt
〈
χ(t)
∣∣∣(i∂t − Hˆ(t))∣∣∣Ψ(t)〉 , (9)
Quantum Optimal Control Theory 5
where we have introduced the Lagrange multiplier χ(t). Since we require the TDSE
to be fullfilled by the complex conjugate of the wave-function as well, we obtain the
imaginary part Im of the functional. Note, that we choose the imaginary part to be
consistent with the literature, for instance, Ref. [30, 46, 32].
The Lagrange functional has the form
J [χ,Ψ, ǫ] = J1[Ψ] + J2[ǫ] + J3[χ,Ψ, ǫ]. (10)
We refer to this functional as the standard optimal control problem and start the
discussion of all extensions considered in this work from this standard form.
2.3. Variation of J
To find the optimal laser field from the functional in equation (10) we perform a total
variation. Since the variables Ψ, χ and ǫ are linearly independent we can write:
δJ =
∫ T
0
dτ
∫
dr
{
δJ
δΨ(r, τ)
δΨ(r, τ) +
δJ
δχ(r, τ)
δχ(r, τ)
}
+
∑
k=x,y
∫ T
0
dτ
δJ
δǫk(τ)
δǫk(τ)
= δΨJ + δχJ +
∑
k=x,y
δǫkJ, (11)
where we have omitted the derivations with respect to the complex conjugate of the
wave function Ψ∗(t) and the Lagrange multiplier χ∗(t), since the functional derivative
will result in the complex conjugate equations for these variations.
Since we are looking for a maximum of J , the necessary condition is
δJ = 0
⇒ δΨJ = 0, δχJ = 0, δǫkJ = 0. (12)
2.3.1. Variation with respect to the wave function Ψ First, let us consider the functional
derivative of J with respect to Ψ:
δJ1
δΨ(r′, τ)
= OˆΨ∗(r′, τ) δ(T − τ),
δJ2
δΨ(r′, τ)
= 0,
δJ3
δΨ(r′, τ)
= − i
(
i∂τ + Hˆ(τ)
)
χ∗(r′, τ)− [χ∗(r′, t)δ(t− τ)]
∣∣∣T
0
. (13)
For the last functional derivative we have used the following partial integration:∫ T
0
dt
〈
χ(t)|i∂t − Hˆ(t)|Ψ(t)
〉
= i 〈χ(t)|Ψ(t)〉
∣∣∣T
0
− i
∫ T
0
dt 〈∂tχ(t)|Ψ(t)〉 −
∫ T
0
dt
〈
Hˆ(t)χ(t)|Ψ(t)
〉
= i 〈χ(t)|Ψ(t)〉
∣∣∣T
0
+
∫ T
0
dt
〈(
i∂t − Hˆ(t)
)
χ(t)|Ψ(t)
〉
.
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We find for the variation with respect to Ψ:
δΨJ =
〈
Ψ(T )|Oˆ|δΨ(T )
〉
+ i
∫ T
0
dτ
〈(
i∂τ − Hˆ(τ)
)
χ(τ)|δΨ(τ)
〉
− 〈χ(T )|δΨ(T )〉+ 〈χ(0)|δΨ(0)〉︸ ︷︷ ︸
=0
. (14)
The variation of δΨ(0) vanishes because we have a fixed initial condition, Ψ(0) = φi.
2.3.2. Variation with respect to the Lagrange multiplier χ Now we do the same steps
for χ(t):
δJ1
δχ(r′, τ)
=
δJ2
δχ(r′, τ)
= 0,
δJ3
δχ(r′, τ)
= i
(
i∂τ + Hˆ(τ)
)
Ψ∗(r′, τ).
In contrast to the variation with respect to Ψ we do not have boundary terms here. The
variation of J with respect to χ yields
δχJ = − i
∫ T
0
dτ
〈(
i∂τ − Hˆ(τ)
)
Ψ(τ)|δχ(τ)
〉
, k = x, y. (15)
2.3.3. Variation with respect to the field The functional derivative with respect to ǫk(t)
is
δJ1
δǫk(τ)
= 0,
δJ2
δǫk(τ)
= − 2αkǫk(τ), (16)
δJ3
δǫk(τ)
= − 2 Im 〈χ(τ)|µˆk|Ψ(τ)〉 , k = x, y. (17)
Hence, the variation with respect to ǫk(t) yields
δǫkJ =
∫ T
0
dτ {−2 Im 〈χ(τ)|µˆk|Ψ(τ)〉 − 2αkǫk(τ)} δǫk(τ). (18)
2.4. Control equations
Setting each of the variations independently to zero results in the desired control
equations. From δǫkJ = 0 [equation (18)] we find
αkǫk(t) = − Im 〈χ(t)|µˆk|Ψ(t)〉, k = x, y. (19)
The laser field ǫ(t) is calculated from the wave function Ψ(t) and the Lagrange multiplier
χ(t) at the same point in time. The variation δχJ in equation (15) yields a time-
dependent Schro¨dinger equation for Ψ(t) with a fixed initial state φi,
0 =
(
i∂t − Hˆ(t)
)
Ψ(r, t), Ψ(r, 0) = φi(r). (20)
Note that this equation also depends on the laser field ǫ(t) via the Hamiltonian.
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The variation with respect to the wave function δΨJ in equation (14) results in(
i∂t − Hˆ(t)
)
χ(r, t) = i
(
χ(r, t)− OˆΨ(r, t)
)
δ(t− T ). (21)
If we require the Lagrange multiplier χ(t) to be continuous at t = T , we can solve the
following two equations instead of equation (21):(
i∂t − Hˆ(t)
)
χ(r, t) = 0, (22)
χ(r, T ) = OˆΨ(r, T ). (23)
To show this we integrate over equation (21):
lim
κ→0
∫ T+κ
T−κ
dt
[(
i∂t − Hˆ(t)
)
χ(r, t)
]
= lim
κ→0
∫ T+κ
T−κ
dt i
(
χ(r, t)− OˆΨ(r, t)
)
δ(t− T ). (24)
The left-hand side of equation (24) vanishes because the integrand is a continuous
function. It follows that also the right-hand side must vanish, which implies equation
(23). From equations (23) and (21) then follows equation (22). Hence, the Lagrange
multiplier χ(t) satisfies a time-dependent Schro¨dinger equation with an initial condition
at t = T . The set of equations that we need to solve is now complete: (19), (20), (22),
and (23).
To find an optimal field ǫ(t) from these equations we use an iterative algorithm
which will be discussed in the section 2.6.
2.5. Target operators
So far we have shown how we can optimize a laser field and which equations have to be
solved to achieve this goal. Before we discuss details on how the equations are solved in
practice, we want to discuss different examples for the target operator Oˆ.
2.5.1. Projection operator Choosing a projection operator Oˆ = |φf〉〈φf |, the
maximization of J1 corresponds to maximizing the overlap of the propagated wave
function Ψ(T ) with φf , i.e.,
J1 = 〈Ψ(T )|φf〉 〈φf |Ψ(T )〉 = |〈Ψ(T )|φf〉|2 . (25)
Using a projection operator as target in the optimal control algorithm therefore allows
one to find an optimized pulse which drives the system from the initial state Ψ(0) to
the desired target state φf up to a global phase factor e
iγ. In other words, the target
functional J1 is invariant under the transformation
φf → eiγ φf . (26)
It is possible to fix this phase if we replace equation (25) by the following functional
[49]:
Re 〈Ψ(T )|φf〉 , (27)
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which can be derived in the following way:
min ‖Ψ(T )− φf‖2 = min {〈Ψ(T )|Ψ(T )〉+ 〈φf |φf〉 − 2Re 〈Ψ(T )|φf〉} .(28)
Assuming normalized states the minimization corresponds to the maximization of
equation (27).
In all cases considered in this work, φf is chosen to be an excited state of the
quantum system. But it is also possible to choose any normalized superposition of
bound and continuum states as a target state. For example, choosing
φf = Nγ exp[−γ(r − r0)2]eik0r (29)
as target state allows us to find a laser field that drives the particle to a predefined
expectation value for position and momentum: 〈φf |rˆ|φf〉 = r0 and 〈φf |pˆ|φf〉 = k0.
This choice is of course not unique since, for example, any choice for the width γ results
in the same expectation values.
2.5.2. Local operator Instead of using a non-local operator like the projection operator
we can also employ a local operator for Oˆ, e.g., Oˆ = f(r). The most popular example
for the local operator is the δ function,
J1 = 〈Ψ(T )|δ(r− r0)|Ψ(T )〉 = |Ψ(T, r0)|2, (30)
which maximizes (in the single-particle case) the density at point r0. The more density is
squeezed into the point the higher the yield J1. The target by itself does not sound very
physical but in practice it allows us to maximize the density distribution in a given region
in space. In the next section we will show that a function different from the δ function
corresponds to a multi-objective optimization. In the practical implementation the
δ function will be approximated by a narrow Gaussian.
A different choice for driving the density towards a target density nf [similar to
equation (28)] is
min ‖
√
n(T )−√nf‖2 = min
{
2− 2
∫
dr
√
n(r, T )nf(r)
}
, (31)
where we assume normalization for n(T ) and nf . The minimization corresponds to a
maximization of
J˜1 =
∫
dr
√
n(r, T )nf(r). (32)
2.5.3. Multi-objective target operators Within the formalism established, we are not
restricted to a single objective. We can also employ a multi-objective target operator
like
Oˆ =
∑
j
βjOˆj. (33)
For example, the operators Oˆj can be projection operators for different excited states.
The weights βj are chosen to balance the different objectives. If βj is chosen negative,
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the optimization will try to minimize the expectation value of Oˆj, e.g., the occupation of
a specific excited state. Combinations of projection and local operators are also possible.
Note that the choice of a sum of projection operators has to be distinguished from the
projection on the coherent superposition of these states.
A local operator which is not a δ function corresponds to a multi-objective
optimization. This can be shown by considering the limit of infinitely many δ target
operators
Oˆ(r) =
∫
dr′ β(r)δ(r′ − r), (34)
J1 =
∫
dr β(r)|Ψ(r, T )|2, (35)
where the weight function β(r) can be identified with an arbitrary local operator.
2.5.4. Finite penalty versus complete controllability Introducing a (positive) penalty
factor α has the immediate consequence that a final target state occupation of 100%
cannot be achieved. This can be proven within a few steps by achieving a contradiction:
Assume that we have found the optimal field ǫopt(t) which drives the system from
the initial state φi = Ψ(0) to the target state Ψ(T ) = φf . According to equation (23) the
initial state for the Lagrange multiplier is then χ(T ) = φf . Since the two Hamiltonians
of equations (20) and (22) are the same, the time-evolution operators for Ψ(t) and χ(t)
are identical:
Ψ(T ) = Uˆ(T, t)Uˆ(t, 0)Ψ(0) = χ(T )
⇒ Uˆ(t, 0)Ψ(0) = Uˆ(t, T )χ(T )
⇒ Ψ(t) = χ(t).
Inserting this finding in equation (19) gives
αkǫk(t) = − Im〈Ψ(t)|µˆk|Ψ(t)〉 = 0, k = x, y,
resulting in the statement that ǫopt(t) = 0 or that 100% overlap cannot be achieved.
Except for the trivial case ǫ(t) = 0 which presents a minimum for the functional if the
initial and target state are orthogonal, 〈φi|φf〉 = 0, we have to deal with the fact that
100% occupation of the final state cannot be obtained with this kind of algorithm even
if the system is completely controllable in principle.
2.6. Algorithm to solve the control equations
In the following we present two approaches to solve the standard optimal control problem
[see equations (7), (8), and (9)]. The first approach is an iterative solution [33] of the
equations (19), (20), (22), and (23). It provides the starting point for all extensions
developed in this work. The second scheme applies to the case where the target operator
is a projection operator. In this case a slightly faster algorithm can be deduced.
As the word iterative already indicates, it will be necessary to solve the time-
dependent Schro¨dinger equation more than once. Even with the present computational
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resources this limits the application of the algorithms to relatively low-dimensional
systems.
2.6.1. Standard iterative scheme The control equations (19), (20), (22), and (23) can
be solved as follows [33]. The scheme starts with propagating φi = Ψ
(0)(0) forward
in time. For the initial propagation we have to guess the laser field ǫ(0)(t). For most
of the cases we consider, the trivial initial guess ǫ(0)(t) = 0 is sufficient. However,
sometimes the algorithm gets stuck in this solution. In this case, a rule of thumb for
the initial choice is that the forward propagation has to result in a large enough value
for ‖OˆΨ(T )‖2. A strong dc-field ǫ(0)(t) = const often proves to be helpful. This part of
the iteration can be expressed symbolically by
step 0: Ψ(0)(0)
ǫ
(0)(t)−→ Ψ(0)(T ). (36)
After the initial propagation we determine the final state for the Lagrange multiplier
wave function χ(0)(T ) by applying the target operator to the final state of the wave
function, OˆΨ(0)(T ). The laser field for the backward propagation for χ(0)(t), ǫ˜(0)(t) is
determined by
ǫ˜
(k)
j (t) = −
1
αj
Im
〈
χ(k)(t)|µˆj|Ψ(k)(t)
〉
, j = x, y. (37)
The propagation from χ(0)(T ) to χ(0)(T−dt) is done with the field ǫ˜(0)(T ), where we use
χ(0)(T ) and Ψ(0)(T ) in equation (37). The small error introduced here is compensated
by choosing a sufficiently small time step. In parallel, we propagate Ψ(0)(T ) backward
with the previous field ǫ(0)(t). This additional parallel propagation is only necessary
if the storage of Ψ(0)(t) in the memory is not possible. For the next propagation step
from χ(0)(T −dt) to χ(0)(T −2 dt) we use Ψ(0)(T −dt) and χ(0)(T −dt) in equation (37).
We repeat these steps until χ(0)(0) is reached. To check the reliability of the parallel
propagation we project Ψ(0)(0) onto φi and compare with 1. We summarize the whole
iteration step by
step k:
[
Ψ(k)(T )
ǫ
(k)(t)−→ Ψ(k)(0)]
OˆΨ(k)(T ) = χ(k)(T )
eǫ(k)(t)−→ χ(k)(0).
(38)
The last part of the zeroth iteration step consists in setting Ψ(1)(0) = φi and propagating
Ψ(1)(0) forward with the field ǫ(1)(t) determined by
ǫ
(k+1)
j (t) = −
1
αj
Im
〈
χ(k)(t)|µˆj|Ψ(k+1)(t)
〉
, j = x, y, (39)
which requires the input of χ(0)(t). Again, we have to use the saved values from the
backward propagation or propagate from χ(0)(0) to χ(T ) in parallel using the previously
calculated field ǫ˜(0)(t). We end up having calculated ǫ(1)(t) and Ψ(1)(T ) which can be
expressed by [
χ(k)(0)
eǫ(k)(t)−→ χ(k)(T )]
φi = Ψ
(k+1)(0)
ǫ
(k+1)(t)−→ Ψ(k+1)(T ).
(40)
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This completes the zeroth iteration step. The loop is closed by continuing with equation
(38), i.e., propagating OˆΨ(1)(T ) = χ(1)(T ) with ǫ˜(1)(t) [see equation (37)] backwards to
χ(1)(0).
If the initial guess for the laser field is appropriate the algorithm starts converging
very rapidly and in a monotonic way, meaning that the value for the functional J in
equation (10) is increasing at each iteration step. The monotonic convergence can be
proven analytically [32, 33]. In the proof an infinitely accurate solution of the time-
dependent Schro¨dinger equation is assumed. Since this is not possible in practice, it
may happen that the functional decreases in the numerical scheme, e.g., when absorbing
boundaries are employed. This sensitivity provides an additional check on the accuracy
of the propagation. We can summarize the complete scheme by
step 0: Ψ(0)(0)
ǫ
(0)(t)
−→ Ψ(0)(T )
step k:
ˆ
Ψ(k)(T )
ǫ
(k)(t)
−→ Ψ(k)(0)
˜
OˆΨ(k)(T ) = χ(k)(T )
eǫ
(k)(t)
−→ χ(k)(0)
ˆ
χ(k)(0)
eǫ
(k)(t)
−→ χ(k)(T )
˜
φi = Ψ(k+1)(0)
ǫ
(k+1)(t)
−→ Ψ(k+1)(T ).
(41)
2.6.2. Projection operator - rapidly convergent scheme If the target operator is a
projection operator Oˆ = |φf〉〈φf |, a scheme with even faster convergence can be derived
from the modified functional
J˜3[ǫ,Ψ, χ] = −2 Im
{
〈Ψ(T )|φf〉
∫ T
0
dt
〈
χ(t)
∣∣∣(i∂t − Hˆ(t))∣∣∣Ψ(t)〉} . (42)
The scheme differs only in two points. First, the iteration is started with propagating
χ(t) backwards in time which is possible if we set |χ(T )〉 = |φf〉. Second, the equations
which determine the laser field [equations (37) and (39)] are replaced by
ǫ˜
(k)
j (t) = −
1
αj
Im
{ 〈
Ψ(k)(t)|χ(k)(t)〉 〈χ(k)(t)|µˆj|Ψ(k)(t)〉 } , (43)
ǫ
(k+1)
j (t) = −
1
αj
Im
{ 〈
Ψ(k+1)(t)|χ(k)(t)〉 〈χ(k)(t)|µˆj|Ψ(k+1)(t)〉 } , j = x, y. (44)
We can summarize this scheme by
step 0: φf = χ
(0)(T )
ǫ
(0)(t)
−→ χ(0)(0)
step k:
ˆ
χ(k)(0)
ǫ
(k)(t)
−→ χ(k)(T )
˜
φi = Ψ
(k)(0)
eǫ
(k)(t)
−→ Ψ(k)(T )
ˆ
Ψ(k)(T )
eǫ
(k)(t)
−→ Ψ(k)(0)
˜
φf = χ
(k+1)(T )
ǫ
(k+1)(t)
−→ χ(k+1)(0).
(45)
Again, monotonic convergence can be proven. The scheme contains some freedom in
the choice of the first overlap 〈Ψ(k′)(t)|χ(k)(t)〉 (with k′ = k or k′ = k + 1) in equations
(43) and (44), since
〈Ψ(t)|χ(t)〉 = 〈Ψ(t′)|χ(t′)〉 .
The authors of Ref. [32] report that the convergence changes for different choices of
〈Ψ(t)|χ(t)〉. In our implementation we update this overlap at every point in time.
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2.7. Example: Two-level system
Let us apply the previously developed theory to a two-level system. A brief review
about the theory of two-level systems can be found in Appendix A.2. For the two-level
system the integrals which determine the field, i.e., equations (43) and (44), reduce to
〈Ψ(t)|χ(t) 〉 = g∗a(t)ha(t) + g∗b (t)hb(t),
〈χ(t)|µˆ|Ψ(t) 〉 = ρabh∗a(t)gb(t)ei(ωa−ωb)t + ρbah∗b(t)ga(t)ei(ωb−ωa)t
= µ
(
h∗a(t)gb(t)e
−iωbat + h∗b(t)ga(t)e
iωbat
)
, (46)
with ck(t) = 〈 k|Ψ(t) 〉 and where gk(t) = ck(t)eiωkt was defined in equations (A.5) and
(A.6). The coefficients of the Lagrange multiplier wave function χ(t) in the basis |a 〉
and |b 〉 are 〈 k|χ(t) 〉 = lk(t) = hk(t)e−iωkt.
Our goal is to find a laser pulse which transfers the ground state to the excited
state |b〉 at T = 400. For this purpose, we use the algorithm described in equation (45)
with the penalty factor α = 1.0 and the initial guess ǫ(t) = 0.05. After 5000 iterations
we obtain an excited state occupation of 0.9996 and the laser field shown in figure 1(a).
Note that the functional tries to find a laser field which produces a high occupation and
has a low fluence. This behavior is clearly visible in figure 1(c), where the target yield
J1 = |〈b|Ψ(T )〉|2 [(——) line] jumps to 0.9945 after the first iteration which corresponds
to a fluence of E0 = 0.9204 [(· · · · · ·) line], while the converged field has the fluence
of E0 = 0.0786. The optimal laser field [see figure 1(a)] has a constant amplitude of
A = 0.02 and frequency ω = 0.1568
J = |〈b|Ψ(T )〉|2 − α
∫ T
0
dt ǫ2(t),
where we have dropped the third term J3 since it is always zero.
The optimal pulse within the validity of the rotating-wave-approximation (RWA)
has to have a constant envelope A(t) = const. This can be understood with the help of
the pulse-area theorem [50],
µ
∫ T
0
dt A(t) = π, (47)
which states that the inversion of a two-level system (within the RWA) is achieved if the
area under the pulse envelope A(t) multiplied with µ, i.e., the dipole matrix element,
becomes π. Now consider the following functional:
L =
∫ T
0
dt A2(t)− λ
(
µ
∫ T
0
dt A(t)− π
)
.
The variation of L with respect to λ yields the pulse-area theorem [equation (47)], while
the variation with respect to the pulse shape A(t) results in
2A(t) = λµ. (48)
If we plug this result back into equation (47) and solve for λ we find
λ =
2π
µ2T
(49)
⇒ A(t) = π
µT
. (50)
Quantum Optimal Control Theory 13
0 100 200 300 400
t [a.u.]
-2
-1
0
1
2
ε(t
) [
a.u
.] x
 10
-
2
(a)
0 100 200 300 400
t [a.u.]
0
0.2
0.4
0.6
0.8
1
o
cc
u
pa
tio
n
(b)
1 10 100 1000
iteration
0
0.2
0.4
0.6
0.8
1
yi
el
d
0.1
1
E
0 
[a
.u
.]
(c)
1 10
penalty
0.97
0.98
0.99
1
o
c
c
u
pa
tio
n
0.1
1
E
0[a
.u
.]
(d)
Figure 1. (Color online). We apply optimal control theory to invert the population
of a two-level system. (a) Optimized laser field of the 5000th iteration with α = 1.0.
(b) Time evolution of the occupation numbers for the system propagated with the
optimized pulse. The ground state occupation corresponds to the (——) line and
the excited state to the (- - - -) line. (c) Convergence of J1 [(——) line], J [(- - - -)
line], and the fluence E0 [(· · · · · ·) line]. (d) J1 (◦ ) and E0 () for different penalty
factors after 2000 iterations. The filled symbols [J1: (• ), E0: ()] correspond to 100
iterations.
We may argue that the numerical algorithm has converged to the optimal pulse, because
the RWA is perfectly valid for the chosen pulse length.
We have run the optimization for different values α of the penalty factor. The
occupation J1 (• ) and the fluence () after 100 and 2000 iterations (◦ ,) are shown
in figure 1(d). We observe that 100 iterations are not enough to maximize the functional
for small penalty factors. Although the occupation jumps to values J1 > 0.99 within a
few iterations, the comparison with the longer iteration shows that there is still room for
improvement. Iterating long enough yields a similar fluence for a range of α from 0.8 to
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6.0. For penalties α > 2.0 the occupation starts to drop significantly because the fluence
term is over-weighted. Selecting to small penalty factors leads to numerical instabilities
which can be compensated by increasing the numerical accuracy of the propagation
algorithm until the propagation becomes to costly.
The applied optimization method does not provide a possibility to find optimal
fields with a predefined fluence E0. This can be achieved only indirectly by the penalty
factor. However, the mapping between the penalty factor α need not to be invertible. A
practicable way to find laser pulses with a given fluence is presented in section section 3.1.
2.7.1. Short time transfer In the weak field regime, i.e., where the propagation time is
usually long enough to justify the use of the RWA, the application of OCT for two-level
systems does not seem to be appropriate due to the large numerical effort compared to
the simple formula [equation (47)].
In table 1 we show a comparison between the target state occupation achieved
with pulses obtained from equation (47) and from OCT. The results show that for high
requirements on the inversion efficiency (> 0.995) OCT becomes inevitable already for
five-cycle pulses (T = 200). If one requires an inversion efficiency around 0.90 the RWA
is appropriate up to single-cycle pulses (T = 40).
The superiority of the OCT method for short pulses will become even more apparent
for a system with more than two levels [51]. In this case a high strength of the field
(oscillating with resonance frequency) will result in excitations to other levels which are
minimized by the OCT pulses.
Table 1. Comparison of the yield P = |〈b|Ψ(T )〉|2 when propagated with the laser
field obtained with the two-level (RWA) estimate versus the laser field from OCT. Note
that the period of the oscillation with ωba is Tp = 40.08. In all optimal control runs
we set the number of iterations to 5000. In columns four and five we show the fluences
calculated from the RWA and the optimized pulse, respectively. The penalty factor
(in the last column) was chosen to give the best occupation for each optimization and
a fluence comparable to the RWA values.
T PRWA POCT E0RWA E0OCT penalty
400 0.9986 0.9996 0.0803 0.0786 1.0
200 0.9944 0.9996 0.1606 0.1592 0.5
100 0.9774 0.9991 0.3212 0.3402 0.3
50 0.9897 0.9996 0.6417 0.7743 0.3
40 0.8567 0.9917 0.8030 0.7091 0.3
25 0.7696 0.9990 1.2430 1.4569 0.3
2.8. Example: Asymmetric double well
In the remaining examples we will focus on a one-dimensional asymmetric double well
to test our algorithms. The double well is similar to that in reference [52] but features
Quantum Optimal Control Theory 15
an additional cubic term:
V (x) =
w40
64B
x4 − ω
2
0
4
x2 + βx3, (51)
with ω0 corresponding to the classical frequency at the bottom of the well and the
parameter B adjusting the barrier height. The number of pairs of states below the
barrier is approximately B/ω0. Here, we choose B = ω0 = 1.0 and β = 1/256 which
leads to two states below the barrier, as shown in figure 2. In order to analyze the laser
-6 -4 -2 0 2 4 6
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]
Figure 2. The plot shows the model potential with the ground state (——), the
first excited state (- - - -), the second excited state (· · · · · ·) and the third excited state
(— · —). Each state is shifted according to its eigenvalue.
pulses from the optimization runs we calculate the excitation energies (see table 2) and
dipole moments (see table 3) of the system by propagating in imaginary time.
Table 2. Excitation energies in atomic units [a.u.] for the 1D asymmetric double well,
calculated by imaginary time propagation.
|0〉 |1〉 |2〉 |3〉
|0〉 0.
|1〉 0.1568 0.
|2〉 0.7022 0.5454 0.
|3〉 1.0147 0.8580 0.3125 0.
|4〉 1.5294 1.3726 0.8273 0.5147
The time-dependent Schro¨dinger equation for the 1D double well is solved on an
equidistant grid, where the infinitesimal time-evolution operator is approximated by the
2nd-order split-operator (SPO) technique [53]:
Û t+∆tt = T exp
(
−i
∫ t+∆t
t
dt′ Ĥ(t′)
)
≈ exp(− i
2
Tˆ ∆t) exp(−i Vˆ (t)∆t) exp(− i
2
Tˆ ∆t) +O(∆t3).
Following the rapidly convergent scheme described in section 2.6, one needs four
propagations per iteration (if we want to avoid storing the wave function). Within
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Table 3. Dipole matrix elements for the 1D asymmetric double well, calculated by
imaginary time propagation.
|0〉 |1〉 |2〉 |3〉 |4〉
|0〉 −2.5676
|1〉 0.3921 2.3242
|2〉 0.6382 −0.7037 −0.5988
|3〉 −0.3865 −0.4630 1.7051 0.1958
|4〉 −0.1414 0.2118 0.1593 −1.7862 −0.0939
the 2nd order split-operator scheme each time step requires 4 Fast Fourier Transforms
(FFT) [54] for the backward propagations, because we have to know the wave-function
and the Lagrange multiplier in real space at every time-step to be able to evaluate the
field from equations (43) and (44). This sums up to 16 FFTs per time step and iteration.
Table 4. Employed numerical parameters (atomic units).
parameter
T 400.0 pulse length
xmax 30 grid size
dx 0.1172 grid spacing
dt 0.001 time step
ǫ(0) −0.2 initial guess
∆Jk−1,k 10−5 convergence threshold
The parameters used in the runs are summarized in table 4. The initial guess for
the laser field was ǫ(0)(t) = −0.2. This choice is arbitrary but has the advantage of
producing a significant occupation in the target state at the end of the pulse, necessary
to get the iteration working. Although the simple choice ǫ(0)(t) = 0.0 will work as well
in most cases, it represents a minimum of the functional since initial and target state
are orthonormal. Therefore the algorithm could get stuck in principle.
In the following we apply the rapidly convergent algorithm to find the optimal field
that transfers the ground-state to the 1st-excited state. Choosing the penalty factor
α = 2.2 the algorithm converges after 515 iterations to J = 0.8470. We consider the
value as converged if the change of the functional between two subsequent iterations is
smaller than ∆Jk−1,k = 10−5.
The optimal laser field is shown in the upper panel of figure 3(a). Applying this
laser field to the system yields an occupation of 0.9944 in the target state. The laser
field exhibits a fluence of 0.0670 which is 16% less than a monochromatic pulse with a
similar final occupation would need. The first step to analyze the optimal pulse is via its
spectrum shown in figure 3(b). It is dominated by three narrow peaks which are located
close to the field-free excitation energies ω01 = 0.1568, ω12 = 0.5454, and ω02 = 0.7022.
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Further we observe a group of peaks around ω01 (ω ∈ [0, 0.1] and ω ∈ [0.2, 0.3]) which
do not correspond to any excitation energy of the field-free Hamiltonian. However,
these frequencies play an important role in the transition process. If we filter out these
frequency components, rescale the fluence to E0 = 0.0670, and then propagate this
modified laser pulse, we find at the end of the pulse the following occupations: ground-
state 17.0%, first excited state 24.4%, second excited state 58.4%, and in all higher levels
0.2%. In particular, the direct transition and the back transfer from the intermediate
level |2〉 to the target state in the indirect process are less efficient without these extra
frequencies. Further analysis of this kind shows that the low-frequency components
and especially the zero frequency component (bias) are crucial since they introduce a
(slight) shift compared to the (field-free) resonance frequencies, visible as a broadening
of the ω01 peak in figure 3(b). On the other hand, if these components are missing the
remaining frequencies become (in that sense) off-resonant, resulting in a low occupation
of 24.0% of the first excited state.
If we filter out everything except for the extra peaks we find a target state
occupation of 5%. Understanding these extra peaks as a third type of transfer process
suggests that a mixing of transition processes in this case seems to be superior in terms
of the maximum target yield per fluence than a simple monochromatic pulse.
The gain in the occupation of 0.01% and in the fluence of 16.25% compared to
a simple monochromatic pulse has a high price – the optimized pulse is much more
difficult to realize in an experiment. Although the gain improves with shorter pulse
lengths (see table 1), this example demonstrates the typical dilemma between theory
and experiment: Calculated pulses often have a far too complicated spectrum to be
produced in practice. In sections 3.4 - 3.5 we demonstrate how this dilemma can be
solved.
To conclude the analysis we look at the convergence behavior of the applied scheme
[see inset of figure 3(b)]. We find a fast convergence within the first 20 iterations. After
these iterations the improvement of the yield slows down.
3. Constraints on the optimal laser field
Despite its importance only a few attempts have been made to take further restrictions
on the optimal field into account. In Ref. [29] a scheme to calculate the pulse for a given
fluence is shown. However, it does not make use of the immediate feedback introduced
in Ref. [32], and it suffers from a rather unstable convergence. A constraint on the
spectrum is considered in Ref. [55] for a steepest descent method which, in the quantum
control context, also exhibits a poor convergence and a strong dependence on the initial
pulse [56]. An elegant way to restrict the spectrum has been presented in Ref. [57].
This scheme preserves the rapid and monotonic convergence behavior of the underlying
scheme [32] by projecting out those parts of the time-dependent wave function which
are responsible for the unwanted spectral components. However, this method is not
sufficiently general and does not easily allow for an additional fluence constraint (as it
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Figure 3. (Color online). Optimization of the |0 〉 → |1 〉 transition. (a) Top:
Optimized field. Bottom: Time evolution of the occupation numbers |〈Ψ(t)|n〉|2 [n = 0
(——), n = 1 (- - - -), n = 2 (· · · · · ·), and n = 3 (— · —)]. (b) Spectrum of optimized
field. The vertical lines indicate the transition frequencies ω01, ω12, and ω02. Inset:
Convergence of J1 [(——) line], functional J [(- - - -) line], and the fluence E0 [(· · · · · ·)
line; scale on the right].
keeps the penalty factor).
The schemes shown in the following are similar to what we have discussed in
Ref. [51], but are presented in a slightly more general way. This allows us to incorporate a
large variety of experimental constraints in the optimization, for example, fluence and/or
spectral constraints and phase-only shaping. As we will see in section 3.4 and section 3.5,
they show very good convergence, although a proof of monotonic convergence similar to
reference [33] is not possible here. The difficulty consists in α
(k)
j which is changing during
the iteration and in the case of spectral constraints due to the (brute-force) modification
of the field. But, even for the “brute-force” spectral filter we find a good convergence
unless not too many essential features of the pulse are suppressed.
Since we do not expect a monotonic convergence we have to add some additional
intelligence to the algorithm, i.e., we store the field which produces the pulse with the
highest yield in the memory. This field is considered as the result of the optimization.
3.1. Fluence constraint
In order to fix the fluence of the optimized laser pulse to a given value E0, we have to
replace the functional J2 by
J˜2[ǫ] = −
∑
j=x,y
αj
[∫ T
0
dt ǫj
2(t)− E0j
]
. (52)
Here αj is a (time-independent) Lagrange multiplier. Instead of specifying αj, we have
to prescribe specific values E0j for the components E0x and E0y of the laser fluence.
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Since (here) αj is a Lagrange multiplier we have to vary with respect to it when
calculating the total variation of J [cf. equation (11)]. The variation with respect to αk
results in an additional equation∫ T
0
dt ǫk
2(t) = E0k , k = x, y. (53)
In the case where αk is a penalty factor its value has to be set externally, while here
the additional equation can be rewritten [29] to determine the value of the Lagrange
multiplier αk. Inserting equation (19) into equation (53) yields
1
α2k
∫ T
0
dt
 Im〈χ(t)|µˆk|Ψ(t)〉︸ ︷︷ ︸
=Wk(t)

2
= E0k
⇒ αk =
√∫ T
0
dtW 2k (t)
E0k
, k = x, y, (54)
where µˆk is the dipole moment operator.
The remaining part of the functional stays the same, so the variations do not change,
and we keep the control equations: (19), (20), (22), and (23).
3.1.1. Algorithm The set of coupled equations which have to be solved is now given
by the equations (19), (20), (22), (23), and (54). The scheme below shows the order in
which these equations are solved in the kth step.
step k: Ψ(k)(0)
ǫ
(k)(t)−→ Ψ(k)(T )[
Ψ(k)(T )
ǫ
(k)(t)−→ Ψ(k)(0)]
χ(k)(T )
ǫ˜
(k)(t)−→ χ(k)(0),
(55)
with the laser fields ǫ(k)(t), ǫ˜(k)(t) given by
ǫ˜
(k)
j (t) = −
1
α
(k)
j
Im〈χ(k)(t)|µˆj|Ψ(k)(t)〉, (56)
ǫ
(k+1)
j (t) =
α
(k)
j
α
(k+1)
j
ǫ˜
(k)
j (t), j = x, y, (57)
where the Lagrange multiplier α
(k+1)
j is defined by
α
(k+1)
j =
√√√√∫ T0 dt [α(k)j ǫ˜(k)j (t)]2
E0j
, j = x, y. (58)
The initial conditions in every iteration step are
Ψ(r, 0) = φi(r),
χ(r, T ) = OˆΨ(r, T ). (59)
The scheme starts with the propagation of Ψ(0)(t) forward in time using the laser field
ǫ(0)(t) which has to be guessed. The result of the propagation is the wave function
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Ψ(0)(T ) which is now used to calculate χ(0)(T ) by applying the target operator [equation
(59)]. We continue by propagating χ(0)(t) backwards in time using the laser field ǫ˜(0)(t)
defined by equation (56). To solve equation (56), we have to know both wave functions
Ψ(0)(t) and χ(0)(t) at the same time t, which makes it necessary to either store the
whole time-dependent wave function Ψ(0)(t) or propagate it backwards with the previous
laser field ǫ(0)(t). The avoided storage is indicated by the brackets in the scheme (55).
Moreover, it is necessary to provide an initial value for α
(0)
j which we choose to be
α
(0)
j =
√√√√∫ T0 dt [ǫ(0)j (t)]2
E0j
, j = x, y.
The result of the backward propagation χ(0)(t) is the laser field ǫ˜(0)(t) which is rescaled
to the right value with equation (57) giving ǫ(1)(t). This completes the first iteration
step. The second (k = 1) or, in general, the kth step repeat the described procedure
starting with the initial state Ψ(k)(0) = φi and the rescaled field ǫ
(k)(t).
The scheme described above has some aspects in common with the techniques
described in Refs. [29, 32]. The basic idea of incorporating fluence constraints in the
optimization algorithm was given in Ref. [29]. However, in contrast to this reference we
make use of immediate feedback [see equation (56)], i.e., the backward propagation is
accomplished by updating χ(t) and ǫ(t) in a self-consistent way, which was suggested
in Ref. [32]. On the other hand, the technique presented by the authors of Ref. [32]
does not allow to build in fluence constraints, since αj is not a Lagrange multiplier in
their case. Roughly speaking, the technique presented above is a combination of these
approaches.
3.2. Generalized filtering technique
In contrast to the fluence constraint, the following general technique is not derived from
a functional. Rather, a general filter is applied “brute force” in every iteration to the
laser field,
ǫout,j(t) = G[ǫin,j(t)].
In principle, the filter G can be any operator. A few examples are discussed in sections
3.2.2-3.2.5.
Since the functional itself stays the same as the standard functional [equations (7)-
(10)], we have to solve the usual set of control equations: (19), (20), (22), and (23).
3.2.1. Algorithm The algorithm with built in general filtering is similar to the one
presented in the previous section (section 3.1) with two important differences: The
factor αj is a penalty factor. It has to be specified from the start and remains unchanged
during the optimization. Second, the update of ǫ
(k+1)
j (t) in equation (57) is replaced by
ǫ
(k+1)
j (t) = G
[
ǫ˜
(k)
j (t)
]
, j = x, y, (60)
where the symbol G indicates a given filter operator acting on the field ǫ˜(k)j (t).
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3.2.2. Spectral constraints If spectral filtering is required, we formulate the constraint
with the help of a filter function fj(ω), the Fourier transform F , and its inverse F−1.
Equation (60) is now replaced by
ǫ
(k+1)
j (t) = F−1
[
fj(ω)F
[
ǫ˜
(k)
j (t)
]]
, j = x, y. (61)
Since ǫj(t) is real-valued we have to make sure that fj(ω) = fj(−ω). For example, the
filter function could be chosen to be
fj(ω) = exp[−γ(ω − ω0)2] + exp[−γ(ω + ω0)2], (62)
so that only the components around the center frequency ±ω0 are allowed in the pulse.
If one uses instead
f˜j(ω) = 1−
(
exp[−γ(ω − ω0)2] + exp[−γ(ω + ω0)2]
)
, (63)
one would allow every spectral component in the laser field except the components
around ±ω0.
In Ref. [58] we show that the spectral filter technique can be derived from a modified
form of the standard functional.
3.2.3. Laser-envelope constraints Even though the formulation of the theory with a
time-dependent penalty factor provides already one way to enforce a time-dependent
shape function hj(t), we want to present an alternative way. Here, we replace equation
(60) by
ǫ
(k+1)
j (t) = hj(t) ǫ˜
(k)
j (t), j = x, y. (64)
While the more elegant way is to use a time-dependent penalty factor [48], its application
is not always possible, for example, in the case of a fixed laser fluence where the penalty
factor does not exist. While the alternative method still enables us to impose restrictions
on the laser envelope and at the same time to fix the fluence to a given value.
3.2.4. Phase-only shaping Many experiments are carried out using only phase-shaping,
i.e., only the phases of the spectral components are optimized but the amplitude
spectrum itself stays fixed (for details on the experiment see section Appendix A.1).
This is done to reduce the enormous search space for the genetic algorithm and to
achieve a faster convergence.
For the implementation of phase-only shaping into the computational optimization
we have to replace equation (60) by the following equations:
ǫ˜
(k)
j (ω) = F
[
ǫ˜
(k)
j (t)
]
, (65)
ǫ
(k+1)
j (t) = F−1
[
Aj(ω)
ǫ˜
(k)
j (ω)
|ǫ˜(k)j (ω)|
]
, j = x, y, (66)
where the function Aj(ω) contains the predefined amplitude spectrum which, in the
experiment, corresponds to the spectrum of the laser pulse that enters the pulse shaping
device.
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3.2.5. Combination of filters In principle, the filters can be freely combined. Then
equation (60) has to be extended to
ǫ
(k+1)
j (t) = GN
[
GN−1
[
. . .G1
[
ǫ˜
(k)
j (t)
]]
. . .
]
, j = x, y. (67)
Care must be taken if the filters are conjugated, for example, a filter in the frequency
domain will change the field in the time domain as well. In this case the order of the
filters is important. For example, we want to restrict the spectrum and at the same
time require a Gaussian shaped laser envelope. In general, it is impossible to satisfy
both requirements at the same time. However, if the spectral filter function is broad
enough (unlike a δ function which will always result in a constant envelope) the time
filter can be satisfied in a reasonable way. Of course, if the filters are conjugated only
the last filter will have the full desired effect.
3.3. Generalized filtering technique with fluence constraint
It is also possible to combine the fluence constraints with the filtering techniques. This
combination makes it possible to implement even more realistic experimental constraints
in computational pulse optimizations. Therefore we use the functional and the control
equations discussed in section 3.1 and add the “brute force” method of section 3.2.
3.3.1. Algorithm The algorithm is a simple combination of the schemes presented
above. Basically we use the scheme (55), equation (56), and instead of equation (57) we
employ
ǫ¯
(k)
j (t) = G
[
ǫ˜
(k)
j (t)
]
, (68)
ǫ
(k+1)
j (t) =
α
(k)
j
α
(k+1)
j
ǫ¯
(k)
j (t), j = x, y, (69)
where G is a given filter operator and α(k+1)j is evaluated inserting the filtered field ǫ¯(k)j (t)
in
α
(k+1)
j =
√√√√∫ T0 dt [α(k)j ǫ¯(k)j (t)]2
E0j
, j = x, y, (70)
to enforce the predefined value for E0j . Note that the total spectral power is related to
the time-integrated quantity by Parseval’s theorem,
E0j =
∫ +∞
−∞
dt θ(t)θ(T − t) [ǫj(t)]2 = 1
2π
∫ +∞
−∞
dω |ǫj(ω)|2 .
In this combined form of the algorithm we first apply the filter function to the laser field
(68) and then rescale the field to yield the right value for E0j [see equation (69)].
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3.4. Example: Direct Transition
We now present the results of the algorithm with spectral constraints and a penalty
factor. In the previous chapter the transfer of the particle occured via a mixture of a
direct transition and indirect transitions. This motivates the following aim: Find a laser
pulse that produces a high yield and that contains only spectral components centered
around the resonance frequency ω01.
In order to find an optimal pulse with ω01 as the center frequency, we use a Gaussian
frequency filter f(ω) according to equation (62) centered around ω0 = ω01 and with
γ = 500.
After 50 iterations the algorithm finds a laser pulse which yields of 99.97%. The
penalty factor has been set to α = 0.05. The obtained value for E0 = 0.090 is slightly
higher than the estimate from the two-level model (E0 = 0.08, J1 = 99.30%). The
slight envelope on the field, visible in the upper panel of figure 4(a), is caused by the
finite width of the Gaussian [see (- - - -) line in figure 4(b)]. Frequency components
near ω01 are still allowed in the pulse and result in a beat pattern (envelope). The
time-dependent occupation numbers confirm that the higher states are not occupied
during the transition [see the lower panel of figure 4(b)]. The convergence shown in
figure 4(b) is rather smooth. Note that if we desire a sinusoidal field with a constant
envelope, we have to reduce the width of the Gaussian to a δ function to allow only one
single component in the spectrum. Using such a filter we obtain a yield of 99.79% and
E0 = 0.085. This field oscillates with the amplitude A = 0.0207 which is slightly higher
than the amplitude derived from the pulse area theorem [see equation (A.18)].
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Figure 4. (Color online). Optimization of the |0 〉 → |1 〉 transition with a Gaussian
frequency filter around ω01 = 0.1568. (a) Upper panel: Optimized field. Lower panel:
The time-dependent occupation numbers confirm that only the ground state (——) and
the first excited state (- - - -) take part in the transition process. The second excited
state population (· · · · · ·) is hardly visible. (c) Spectrum (——) and filter function f(ω)
(- - - -), scaled by 0.01. Inset: Convergence of J1. The (◦ ) indicates the iteration
with the highest yield.
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3.5. Example: Transition via |3 〉
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Figure 5. (Color online). We apply the optimization algorithm for the transition
|0 〉 → |1 〉 with a double Gaussian frequency filter allowing only frequencies around ω03
and ω31, and in addition we set E0 = 0.320. (a) Optimized field and time-dependent
occupation numbers [ground state (——), first excited state (- - - -), and second excited
state (· · · · · ·)]. (b) Spectrum and filter function f(ω) (- - - -), scaled by 0.01. Inset:
Convergence of J1. The (◦ ) indicates the iteration with the highest yield.
The process |0〉 → |3〉 → |1〉 using the third excited state as an intermediate state
plays only a minor role in the examples considered above. Now, we are going to optimize
the laser pulse such that the transition occurs exclusively via this process. In addition
we require E0 = 0.320. This time a double Gaussian filter is centered at ω13 and ω03.
The width parameter is again γ = 500.
The results are shown in figure 5. Like in the previous example, the high restrictions
within the optimization lead to a rather erratic convergence [see inset of figure 5(b)].
The field, shown in the upper panel of figure 5(a), corresponds to the 162th iteration and
produces a target state occupation of 99.89%. The time-dependent occupation numbers
[see lower panel of figure 5(a)] show that the transition occurs exactly in the desired
way.
4. Time-dependent control targets
The control targets we have considered so far refer to the maximization of a quantity
at the end of the laser pulse, e.g., the occupation of some excited state. This kind of
optimization objective is called a time-independent target, since it leaves the dynamical
path the quantum system follows towards a target state undefined. In this chapter we
demonstrate that it is also possible to control this path, i.e., to find the laser pulse which
leads the quantum system as close as possible along a predefined trajectory [59]. The
path could be simply a trajectory in the configuration space but it may also be a path
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in a more abstract sense, e.g., a trajectory in quantum number space to control how a
transition takes place.
Control targets that require a time-dependent formalism are the control of bond
distances in molecules (e.g., steering the fragmentation process in time or using a laser
to keep a certain bond distance), the optimization of high harmonics [8, 28], and the
control of currents in time, e.g., in a molecular switch.
To our knowledge, three different methods for the control of time-dependent targets
have been proposed so far: A 4th-order Euler-Lagrange equation to determine the
envelope of the control-field has been derived in Ref. [60]. However, it is restricted
to very simple quantum systems.
A very elegant method, known as tracking has been proposed in Refs. [61, 62].
Despite its tremendous success, this method bears an intrinsic difficulty: One has to
prescribe a path that is actually achievable with a laser field, otherwise singularities in
the field appear due to the one-to-one correspondence between the laser field and the
given trajectory. In practice, this may require a lot of intuition. However, the most
severe drawback is that tracking cannot be used together with constraints on the laser
pulse (see section 3), which is again a problem of the one-to-one correspondence.
The third method is an optimal control scheme for time-dependent targets [63, 64].
The new method is monotonically convergent and in contrast to tracking it does not
rely on one’s intuition in choosing the right control targets. Furthermore, the method
is not restricted to two-level systems and can be extended to incorporate fluence and
spectral constraints, as we will show in section 4.5. First applications of the method
can be found in [63, 65, 66, 58, 67].
In section 4 we present the formalism for the control of time-dependent targets [59]
in the same way as in section 2.2. The algorithm [63, 66] to solve the resulting equations
is described in section 4.4.
In section 4.5 we present a novel algorithm which combines the standard control
algorithm of section 4.4 with the constraints discussed in section 3. We test the
developed algorithm for the asymmetric double well model (see section 2.8) and discuss
the results for the control of a path in quantum number space in section 4.6.
4.1. Derivation of the control equations
Consider a modified form for the first term of the standard functional in equation (10)
J1[Ψ] =
1
T
∫ T
0
dt w(t)〈Ψ(t)|Oˆ(t)|Ψ(t)〉, (71)
with w(t) representing a time-dependent weight function which is normalized in the
following way ∫ T
0
dt w(t) = T, w(t) ≥ 0 ∀ t.
The weight function w(t) is supposed to steer the relative importance of the time-
dependent target operator. If the target operator Oˆ(t) is positive semidefinite then J1
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will reach its maximum, if at each point in time the expectation value of the operator
〈Ψ(t)|Oˆ(t)|Ψ(t)〉 is maximized. For the moment we will keep the operator as general as
possible and postpone the discussion of different examples to section 4.3.
The other parts of the standard functional, J2 in equation (8) and J3 in equation
(9), remain unchanged. Thus, the functional derivative of J with respect to Ψ becomes
δJ1
δΨ(r′, τ)
=
1
T
w(τ)Oˆ(τ)Ψ∗(r′, τ) ,
δJ3
δΨ(r′, τ)
= − i
(
i∂τ + Hˆ(τ)
)
χ∗(r′, τ)− [χ∗(y, t)δ(t− τ)]
∣∣∣T
0
,
which yields
δΨJ =
∫ T
0
dτ
{
1
T
w(τ)
〈
Ψ(τ)|Oˆ|δΨ(τ)
〉
+ i
〈(
i∂τ − Hˆ(τ)
)
χ(τ)|δΨ(τ)
〉}
− 〈χ(T )|δΨ(T )〉+ 〈χ(0)|δΨ(0)〉︸ ︷︷ ︸
=0
. (72)
4.2. Time-dependent control equations
Setting the variation with respect to Ψ in equation (72) equal to zero, we obtain an
inhomogeneous time-dependent Schro¨dinger equation for the Lagrange multiplier χ(r, t)(
i∂t − Hˆ(t)
)
χ(r, t) = − i
T
w(t)Oˆ(t)Ψ(r, t) , χ(r, T ) = 0. (73)
Its solution can be formally written as
χ(r, t) = Uˆ tt0χ(r, t0)−
1
T
∫ t
t0
dτ Uˆ tτ
(
w(τ)Oˆ(τ)Ψ(r, τ)
)
, (74)
where Uˆ tt0 is the time-evolution operator [68] defined by
Uˆ tt0 = T exp
[
−i
∫ t
t0
dt′ Hˆ(t′)
]
.
Since the other parts of the functional correspond to the standard functional, also the
variations with respect to χ(r, t) and ǫk(t) are identical to equations (20) and (19), which
we restate here for convenience(
i∂t − Hˆ(t)
)
Ψ(r, t) = 0, Ψ(r, 0) = φi(r), (75)
αkǫk(t) = − Im 〈χ(t)|µˆk|Ψ(t)〉, k = x, y. (76)
Similar to section 3.1 we can introduce fluence constraints by using J˜2 [equation (52)]
instead of J2 [equation (8)], for which we obtain an additional equation from the variation
with respect to the Lagrange multiplier αk∫ T
0
dt ǫk
2(t) = E0k . (77)
The set of equations that we need to solve is now complete: (73), (75), (76), and in the
case of a predefined fluence, we have in addition equation (77).
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4.3. Target operators
The physical meaning of the functional J1 given by equation (71) depends on the choice
of the target operator. In the following we present the most important choices and
discuss their physical interpretation.
Final-time control: Since our approach is a generalization of the standard optimal
control formulation given in section 2.2 we first observe that the latter is trivially
recovered as a limiting case by setting
w(t) = 2Tδ(t− T ), Oˆ = |φf〉〈φf |,
where we use the definition:
∫ T
0
dt δ(t− T ) = 1/2. Here |φf 〉 represents the target state,
which the propagated wave function Ψ(t) is supposed to reach at time T . In this case
the target functional reduces to [29, 32]
J1 = |〈Ψ(T )|φf〉|2.
The target operator may also be local, as pointed out in Ref. [33]. If we choose
w(t) = 2Tδ(t − T ) and Oˆ = δ(r − r0) (the density operator), we can maximize the
probability density in r0 at t = T ,
J1 = 〈Ψ(T )|Oˆ|Ψ(T )〉 = n(r0, T ). (78)
In the actual calculations, the δ function can be approximated by a narrow Gaussian.
Maximizing the average: In the literature [60, 63] the functional (71) has so far only
been used with a time-independent target operator, e.g.,
Oˆ = |φf〉〈φf |,
combined either with a time-independent (w(t) = 1) or time-dependent weight function
[69].
In the first case, we require the laser pulse to maximize the average occupation in
state |φf〉, i.e., the earlier the laser pulse drives the initial to the target state (and keeps
it there), the higher the yield.
Wave function follower: The most ambitious goal is to find the pulse that forces the
system to follow a predefined wave function φ(r, t). If we choose
w(t) = 1,
Oˆ(t) = |φ(t)〉〈φ(t)|, (79)
the maximization of the time-averaged expectation value of Oˆ(t) becomes almost
equivalent to the inversion of the time-dependent Schro¨dinger equation, i.e., for a given
function φ(r, t) we find the field ǫ(t) so that the propagated wave function Ψ(r, t) comes
as close as possible to the target φ(r, t) in the space of admissible control fields. We can
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apply this method to the control of time-dependent occupation numbers, if we choose
the time-dependent target to be
|φ(t)〉 = c0(t)e−iE0t|0〉+ c1(t)e−iE1t|1〉+ c2(t)e−iE2t|2〉+ . . . , (80)
Hˆ0|n〉 = En|n〉
Oˆ(t) = |φ(t)〉〈φ(t)|. (81)
The functions |c0(t)|2, |c1(t)|2, |c2(t)|2, . . . are the predefined time-dependent level-
occupations which the optimal laser pulse will try to achieve. In general the functions
c0(t), c1(t), c2(t), . . . can be complex, but as demonstrated in Ref. [64], real functions can
be sufficient to control the occupations in time. For example, if in a two-level system the
occupation is supposed to oscillate with frequency Ω we could choose c0(t) = cos(Ωt)
and, by normalization, c1(t) = sin(Ωt). This defines a time-dependent target operator
by equations (80) and (81).
Moving density: The operator used in equation (78) can be generalized to
Oˆ(t) = δ(r− r0(t)), (82)
J1 =
1
T
∫ T
0
dt w(t)〈Ψ(t)|δ(r− r0(t))|Ψ(t)〉
=
1
T
∫ T
0
dt w(t)n(r0(t), t). (83)
Here J1 is maximized if the field focusses the density at each point in time in r0(t). An
example can be found in Ref. [67]. The relative importance of different time intervals
can then be adjusted by the weight function w(t).
4.4. Algorithm for time-dependent control targets
Equipped with the control equations (73), (75), (76) we have to find an algorithm to
solve these equations for ǫ(t). In the following we describe such a scheme which is similar
to those in Refs. [34, 63] where the additional parameters η and ξ have been “artificially”
introduced (not derived by a functional variation) to “fine tune” the convergence of the
algorithm. A monotonic convergence in J can be proven if η ∈ [0, 1] and ξ ∈ [0, 2] [34].
Here, α is always a penalty factor.
The algorithm starts with propagating Ψ(0)(0) = φi forward in time with an initial
guess for the laser field ǫ(t)(0),
step 0: Ψ(0)(0)
ǫ
(0)(t)−→ Ψ(0)(T ). (84)
The backward propagation of χ(0)(t) is started from χ(0)(T ) = 0 solving an
inhomogeneous time-dependent Schro¨dinger equation which requires Ψ(0)(t) as input
(with k = 0),
step k:
[
Ψ(k)(T )
ǫ
(k)(t)−→ Ψ(k)(0)]
χ(k)(T )
eǫ(k)(t), Ψ(k)(t)−→ χ(k)(0) .
(85)
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The brackets indicate that the storage of the wave function Ψ(0)(t) can be avoided if
we propagate it backwards in time as well using ǫ(0)(t). The backward propagation of
χ(0)(t) requires the laser field determined by (k = 0),
ǫ˜
(k)
j (t) = (1− η)ǫ(k)j (t)−
η
αj
Im 〈χ(k)(t)|µˆj|Ψ(k)(t)〉, j = x, y. (86)
The next step is to start a forward propagation of Ψ(1)(0) = φi (k = 0)[
χ(k)(0)
eǫ(k)(t), Ψ(k)(t)−→ χ(k)(T )][
Ψ(k)(0)
ǫ
(k)(t)−→ Ψ(k)(T )]
Ψ(k+1)(0)
ǫ
(k+1)(t)−→ Ψ(k+1)(T ).
(87)
and calculate the laser field
ǫ
(k+1)
j (t) = (1− ξ)ǫ˜(k)j (t)−
ξ
αj
Im 〈χ(k)(t)|µˆj|Ψ(k+1)(t)〉, j = x, y. (88)
If we want to avoid storing χ(0)(t) in the memory we have to perform an additional
forward propagation which in turn requires the knowledge of Ψ(0)(t). These extra
propagations are indicated by the expressions in brackets. After the time evolution
is complete we can close the loop and continue with equation (85).
The whole scheme can be depicted symbolically by:
step 0: Ψ(0)(0)
ǫ
(0)(t)
−→ Ψ(0)(T )
step k:
ˆ
Ψ(k)(T )
ǫ
(k)(t)
−→ Ψ(k)(0)
˜
χ(k)(T )
eǫ
(k)(t), Ψ(k)(t)
−→ χ(k)(0)
ˆ
χ(k)(0)
eǫ
(k)(t), Ψ(k)(t)
−→ χ(k)(T )
˜
ˆ
Ψ(k)(0)
ǫ
(k)(t)
−→ Ψ(k)(T )
˜
Ψ(k+1)(0)
ǫ
(k+1)(t)
−→ Ψ(k+1)(T ).
(89)
The main difference between this iteration and the schemes used in Ref. [34] is that
one needs to know the time-dependent wave function Ψ(t) to solve the inhomogeneous
equation (74) for the Lagrange multiplier χ(t).
The choice of η and ξ completes the algorithm. ξ = 1 and η = 1 correspond to
the algorithm suggested in Ref. [33], while the choice ξ = 1 and η = 0 is analogous
to the method used in Ref. [29] with a direct feedback of Ψ(k)(t). Further choices are
discussed in Ref. [34]. A more detailed discussion on the convergence of this algorithm
with exclusively time-dependent target operators and a modified version of the target
functional can be found in Ref. [66].
4.5. Algorithms for time-dependent control targets with constraints
For time-dependent targets a spectral restriction of the laser pulse turns out to be even
more important than in the time-independent case. Besides the need to incorporate
experimental limitations, spectral restrictions become important already at the level of
modelling. For instance, assume that we want to optimize a time-dependent occupation
or density such that it oscillates at a given frequency but the optimized pulse is not
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allowed to contain this frequency, e.g., to optimize high-harmonic generation, in that
case a spectral constraint becomes inevitable.
In the following we present an extension of the algorithm discussed in section 3
to incorporate time-dependent targets. During the presentation in section 3 we have
distinguished between targets with a constraint on the fluence, filter algorithms using a
penalty factor, and fluence constraints together with filter algorithms. Here we combine
all of them in one scheme:
step k: Ψ(k)(0)
ǫ
(k)(t)−→ Ψ(k)(T )[
Ψ(k)(T )
ǫ
(k)(t)−→ Ψ(k)(0)]
χ(k)(T )
eǫ(k)(t),Ψ(k)(t)−→ χ(k)(0),
(90)
with the laser fields ǫ(k)(t), ǫ˜(k)(t) given by
ǫ˜
(k)
j (t) = −
1
α
(k)
j
Im〈χ(k)(t)|µˆj|Ψ(k)(t)〉, (91)
ǫ¯
(k)
j (t) = G
[
ǫ˜
(k)
j (t)
]
, (92)
ǫ
(k+1)
j (t) =
α
(k)
j
α
(k+1)
j
ǫ¯
(k)
j (t), j = x, y, (93)
where G is a generic operator. Its precise form depends on the application, several
examples can be found in section 3.2. In the case of a fixed fluence the Lagrange
multiplier α
(k+1)
j is defined by
α
(k+1)
j =
√√√√∫ T0 dt [α(k)j ǫ¯(k)j (t)]2
E0j
, (94)
otherwise (when αj is a penalty factor) we set α
(k+1)
j = αj .
The initial conditions in every iteration step are
Ψ(r, 0) = φi(r),
χ(r, T ) = 0. (95)
If only the fluence has to be kept fixed to a given value we use G[ǫ(t)] = ǫ(t).
4.6. Example: Optimal Control of time-dependent occupation numbers
In this section we present an application of the algorithms (89) and (90). We want
to control the occupation numbers of the asymmetric double well model in time. We
look for a laser pulse which drives the system as close as possible along a given path
in quantum number space, defined as follows: First, excite the system from the ground
state to the fourth excited state, then dump the occupation as fast as possible to the
third excited state [realized by the step function Θ(5T/8 − t) in equation (100)], and
Quantum Optimal Control Theory 31
finally transfer the occupation to the first excited state. In mathematical terms, the
target occupation numbers |cn(t)|2 are defined as follows:
c0(t) = θ(T/2− t) cos(πt/T ) (96)
c1(t) = θ(t− 3T/4) sin(2πt/T − 3π/2) (97)
c2(t) = 0 (98)
c3(t) = θ(t− T/2)
(
1− |c0(t)|2 − |c1(t)|2 − |c4(t)|2
)1/2
(99)
c4(t) = θ(T/2− t) sin(πt/T ) + θ(t− T/2) θ(5 T/8− t). (100)
For t < 0 the system is in the ground state. The choice of the timings and the
particular functional form of the population curves are just examples to demonstrate
the capabilities of the optimization method.
The squared moduli of the functions in equations (96)-(100) are represented in the
middle panel of figure 6(c) by the (· · · · · ·) lines. The coefficients cn(t) define the target
operator
Oˆ = |φ(t)〉〈φ(t)|,
|φ(t)〉 =
4∑
n=0
cn(t)e
−iEnt|n〉.
The control objective has some resemblances with the one shown in section 3.5 where
we have used a filter function to achieve a similar path-selective excitation. The time-
dependent target operator, however, exhibits a much more precise control. We can
specify not only the timings of the single transitions but also the rate. On the other hand,
the choice of the trajectory does not require the same amount of intuition compared
to the tracking method [61], i.e. with the help of OCT we can find a laser field that
guides the system as close as possible along the trajectory, but not necessarily exactly.
Therefore we are able to use also “unphysical” trajectories [64], e.g., the step-like change
at t = 5T/8 in equation (100), where tracking methods will not work at all.
In the following we present the results for the time-dependent target described
above (see equations (96) - (100)). To suppress unwanted frequency contributions and
to obtain a simple pulse shape we apply the filter algorithm described in section 4.5
with the parameters α = 0.2, w(t) = 1, T = 800, ǫ(0)(t) = 0, (γ = 1, η = 1). The filter
functions are Gaussian-shaped and centered around the field-free transition frequencies
ω04 = 1.5294, ω43 = 0.5147, and ω31 = 0.8580. In addition, we want to improve the final
occupation of the first excited state and to decrease the importance of the fast transition
at t = 500 by using a weight function which is shown in the top panel of figure 6(c) and
defined by
f(t) =
(
1− e− (t−5T/8)
2
1600 + e−
(t−T )2
64
)
,
w(t) = T
f(t)∫ T
0
dt f(t)
. (101)
Running the optimization the target functional J1 reaches 86.72% of its maximum
value after 23 iterations. The convergence is presented in figure 6(d). It shows a fast
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convergence within the first ten iterations. Also shown in the inset of figure 6(b) is the
increase of the fluence during the iterations. At the end of the iteration the laser fluence
has reached E0 = 0.7586.
The optimized laser pulse is shown in figure 6(a) and its spectrum in figure 6(b).
Obviously, the spectrum shows only the three permitted frequency contributions ω04,
ω43, and ω31 indicated by the vertical lines.
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Figure 6. (Color online). Control of time-dependent occupation numbers (|0 〉 →
|4 〉 → |3 〉 → |1 〉). (a) Optimized laser field. (b) Spectrum of the optimized pulse
together with the filter function [(- - - -); scaled by 0.02]. (c) Top panel: Time-
dependent weight function. Middle panel: Target and the achieved occupations
|〈n|Ψ(t)〉|2: n = 0 (——), n = 1 (– – –), n = 3 (— · —), n = 4 (— · · —). The
(· · · · · ·) lines correspond to the target curves |ck(t)|2 from equations (96-100). Bottom
panel: n = 2 (· · · · · ·), n = 5 (). (d) Convergence of the algorithm, the (——) line
corresponds to the value of the target functional J1, the (- - - -) line to J , and the
(· · · · · ·) line to the fluence of the pulse. The vertical line indicates the iteration with
the maximum yield.
The system driven by the optimized laser follows the target population, indicated
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by the (· · · · · ·) lines in figure 6(c), very closely.
Surprisingly, we observe an occupation of the 5th excited state, indicated by the
magenta () in figure 6(c), although the resonance frequency ω35 is now suppressed by
the filter. The excitation can only be understood by a mixing of two frequencies, namely
ω04−ω43 = 1.0147 ≈ ω35. A time-frequency analysis shows that both are present at the
time the occupation occurs.
The weight function improves the occupation of the first excited state at the end
of the pulse. The effect of the weight function on “smoothing” the transition at t = 500
is rather small compared to runs without the weight function [58].
We conclude the analysis with the remark that for the optimizations of time-
dependent targets we find the choice of the initial guess more important compared
to the time-independent case. The simplest choice ǫ(t) = 0 turns out to be the best in
this case, i.e., it produces the highest yields. Other choices end up in similar results
but slightly smaller yields. The reason is a slowly decaying influence of the initial guess
during the iteration.
5. Summary and Outlook
In this tutorial we have presented the basics of quantum optimal control theory. We
started with the derivation of the control equations from a suitably formed functional
and then presented several algorithms to solve these equations. In addition we have
presented a filter algorithm and the extension to time-dependent targets. Each section
contained an example to demonstrate the discussed algorithm.
Currently, we are working on the implementation of several optimal control
algorithms into the freely available software package OCTOPUS [70, 71]. All algorithms
in this article are already accessible within OCTOPUS for single-particle calculations
in real-space. In the future this implementation will allow us to investigate the
optimal control of multi-electron systems using time-dependent density-functional
theory (TDDFT)[58].
Besides further developments in experimental and theoretical capabilities it is
extremely important for the future of quantum control to work on the interface between
both “worlds”. Namely to extract the most relevant information from the theoretical
calculations and directly apply them in the experiment.
Appendix
Appendix A.1. Closed-loop learning experiments
In the following we describe the principles of a closed-loop quantum control experiment
using femtosecond laser pulses. In particular, we will focus on the process of laser pulse
shaping which provides the connection with the theory presented here. These quantum
control experiments have become possible due to the improvement of laser pulse
shaping [3, 72, 73] and the implementation of closed-loop learning (CLL) techniques
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[6]. Experiments using CLL have delivered highly encouraging results, ranging from the
control of chemical reactions [4, 5, 12, 7, 9, 10, 11, 14] to the control of high-harmonic
generation [8, 13].
Consider a molecule which consists of three parts: A − B − C. The objective is
to optimize a laser pulse that breaks the bond between A and B, or in other words,
maximizes the yield ofB−C fragments over A−B fragments. The optimization proceeds
iteratively within a learning loop. The loop starts with using an initial guess for the
laser pulse. The pulse hits the molecules (in the gas phase) in a reaction chamber. After
the laser interaction the product is analyzed with a mass-spectrometer. The resulting
mass spectrum is then fed back into a computer which generates a new pulse shape.
The prediction of the new pulse shape is usually done by a genetic algorithm [74]. When
the reaction chamber is loaded with a new sample of the molecule the procedure starts
again. The loop is continued until the best pulse is found.
To understand some of the problems in these control experiments we have to take a
closer look at the process of pulse shaping. The first point to realize is that a femtosecond
pulse is broad in frequency space, i.e., many frequency components are needed to form
this pulse (20 fs ∼ 1000 cm−1). The idea of pulse shaping is to manipulate the phases
and the amplitudes of these frequencies which can be achieved in the following way: The
incoming pulse is targeted on a grating which separates the frequencies in space. Then
the light beam enters a liquid crystal modulator (LCM or SLM: spatial light modulator)
which consists of several (typically 128 to 640) small “windows” (pixels). Every pixel
modifies the amplitude and phase of the incoming light separately, controlled by the
computer algorithm. The transmitted beam is then transformed back using a second
grating. The first loop of the experiment has to be started with an initial guess for the
settings of the LCM. Since the convergence of the genetic algorithm (speed and final
result) might depend on the initial guess a good choice is very important since the search
space itself is gigantic: Let us assume a resolution of the amplitude and the phase in
each LCM pixel of 4 bit which corresponds to 24 = 16 different settings. With 128 Pixels
we have 128(2·16) ≈ 1067 different pulses that can be generated. If we fix the amplitude
setting and use phase-only shaping, we can reduce the number of configurations by a
factor 1/2. If we give up the idea of free optimization and assume a function which
describes the settings of the LCM with n parameters [74] we can reduce the search
space from 128 to n dimensions and therefore n(2·16) configurations. To determine a
good parameterization of the pulse, theoretical calculations which take into account the
experimental constraints are extremely important.
Appendix A.2. Two-Level theory
Two-level systems are applied in many fields of physics from spin models to the area
of quantum computation [75]. Since they are analytically solvable if the rotating-
wave approximation (RWA) is used, they often serve as simple but powerful models
to analyze field-matter interaction problems. The availability of exact solutions is also
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our motivation to study the system. The idea is to illustrate the OCT algorithm and
to compare the results to the exact solutions within the RWA.
First an introduction to the theoretical concepts of two-level systems is given. We
start by reviewing the RWA and then we derive two recipes for population inversion
within the RWA (π-pulses) and in first-order perturbation theory. We conclude this
brief review with a controllability analysis in Appendix A.4.
Appendix A.3. Two-level system: Basics
Let our model system consist of two orthonormal states |a 〉 and |b 〉. The state vector
at any time t is given by
|Ψ(t) 〉 = ca(t)|a 〉+ cb(t)|b 〉 =:
(
ca(t)
cb(t)
)
. (A.1)
The time evolution of |Ψ(t) 〉 is described by the time-dependent Schro¨dinger equation
i∂t|Ψ(t) 〉 = Hˆ(t)|Ψ(t) 〉,
with the Hamiltonian in the basis |a 〉 and |b 〉 given by
Hˆ(t) =
(
ωa 0
0 ωb
)
− ǫ(t)
(
ρaa ρab
ρba ρbb
)
, (A.2)
where we assume ρab = ρba = µ and ρaa = ρbb = 0. The time-dependent Schro¨dinger
equation then yields the following system of differential equations,
c˙a = − iωaca(t) + iǫ(t)µcb(t), (A.3)
c˙b = − iωbcb(t) + iǫ(t)µca(t). (A.4)
Applying the transformation gk(t) = exp(iωkt)ck(t) we obtain
g˙a = iǫ(t)µe
−iωbatgb(t), (A.5)
g˙b = iǫ(t)µe
iωbatga(t), (A.6)
where ωba = ωb − ωa.
For an arbitrary laser field ǫ(t), the set of differential equations (A.5) and (A.6) is
only numerically solvable.
Appendix A.3.1. Rotating wave approximation (RWA) If the laser field ǫ(t) is chosen
to be
ǫ(t) = A sin(νt) =
A
2i
(eiνt − e−iνt), (A.7)
we can rewrite the differential equations (A.5) and (A.6) as
g˙a(t) = iΩR e
−iωbat
1
2i
(
eiνt − e−iνt) gb(t)
=
ΩR
2
(e−i(ωba−ν)t − e−i(ωba+ν)t)gb(t), (A.8)
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where we have introduced the expression ΩR = Aµ known as the Rabi-frequency.
Analogously, we get
g˙b(t) =
−ΩR
2
(e−i∆−t − e−i∆+t)ga(t) (A.9)
with ∆± = (ωba ± ν). If ωba and ν are of similar magnitude (and have the same sign),
i.e., ∆− is small, we may neglect the term
e−i∆+t = e−i(ωba+ν)t, (A.10)
because it oscillates much faster than the other term and cancels out on average. This
approximation is called the rotating wave approximation (RWA).
Appendix A.3.2. Solutions: Resonant case in RWA Using the RWA, equations (A.8)
and (A.9) can be solved analytically [76]. The solution is
ga(t) =
[
ga(0)
(
cos(Ωt/2)− i∆−
Ω
sin(Ωt/2)
)
−ΩR
Ω
gb(0) sin(Ωt/2)
]
ei∆−t/2, (A.11)
gb(t) =
[
gb(0)
(
cos(Ωt/2) +
i∆−
Ω
sin(Ωt/2)
)
−ΩR
Ω
ga(0) sin(Ωt/2)
]
e−i∆−t/2, (A.12)
with
Ω2 = Ω2R +∆
2
−.
For the initial state, we choose ga(0) = 1 and gb(0) = 0, i.e., the population is assumed
to rest in the lower-state at t = 0. Thus, the occupation numbers are given by
|ga(t)|2 = cos2(Ω t/2) +
∆2−
Ω2
sin2(Ω t/2), (A.13)
|gb(t)|2 = Ω
2
R
Ω2
sin2(Ω t/2). (A.14)
The populations oscillate with the frequency Ω/2 which, in the resonant case ∆− = 0,
corresponds to half the Rabi frequency ΩR/2. On the other hand, if we fix the
propagation time to T and look at the final populations for different field amplitudes,
we also find oscillations of |ga(T )|2 and |gb(T )|2 versus the field amplitude. These are
called Rabi oscillations as well.
Appendix A.3.3. RWA: Optimal amplitudes If we want to maximize the occupation of
state |b〉 at the final time T , it is possible to find an optimal amplitude A by looking at
the structure of equation (A.14), i.e., if |gb(T )|2 reaches its maximum at T it has to be
zero at 2T : |gb(2T )|2 = 0. Therefore, we have
sin(ΩT ) = 0,
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⇒ ΩT = π(2k + 1) with k = 0, 1, . . . ,
⇒ Ω2R =
(2k + 1)2π2
T 2
−∆2−, (A.15)
where k tells us how many times the maximum occupation has been reached within the
time interval [0, T ]. From equation (A.15) follows the optimal amplitude
A =
1
µ
√
(2k + 1)2π2
T 2
−∆2−. (A.16)
Note that for a fixed final time T the number k has to be chosen large enough, so that
the root does not yield an imaginary number for the value of ∆−. The occupation of
state |b〉 for the optimal amplitude in equation (A.16) is
max |gb(T )|2 = Ω
2
R
Ω2
= 1− ∆
2
−T
2
(2k + 1)2π2
. (A.17)
For a fixed final time T , the result will improve with larger k and therefore with
increasing field strength [see equation (A.16)].
The solution in the resonant case (∆− = 0),
k=0⇒ ARWA = π
Tµ
, (A.18)
plays an important role in this work since it will be used as a benchmark for optimal
control solutions.
The results, equations (A.16) and (A.18), allow us to find a pulse which maximizes
the occupation in the upper state |b〉 in an arbitrarily short time. In the limit T → 0
the optimal amplitude diverges as 1/T . However, if T becomes comparable to 1/ν the
RWA is no longer applicable. Besides this limitation, one has to take care that the full
quantum system can be approximated by a two-level model at all in the case of the
resulting strong fields, i.e., usually more levels have to be considered.
Appendix A.3.4. Results from perturbation theory In the following we determine an
optimal laser field for population inversion with the help of perturbation theory. We
consider the two-level system defined by equations (A.3) and (A.4). In time-dependent
perturbation theory [77] the kth-order coefficients are determined by
c˙
(k)
b = − iµǫ(t)eiωbatc(k−1)a , (A.19)
c˙(k)a = − iµǫ(t)e−iωbatc(k−1)b . (A.20)
Now consider a functional J = J1 + J2 with
J1 = |〈 b|Ψ(T ) 〉|2, (A.21)
J2 = − λ
∫ T
0
dt ǫ2(t), (A.22)
where λ is a given penalty factor.
This functional expresses our wish to transfer the occupation, initially in state |a 〉, to
state |b 〉 at the end of the laser pulse and to minimize the fluence of the laser.
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Setting the variation of this functional to zero yields
δJ1
δǫ(t)
= −2λǫ(t). (A.23)
Now we express J1 in first-order perturbation theory using equations (A.19),
〈 b|Ψ(T ) 〉(1) = c(1)b (T ) = µ
∫ T
0
dt′ eiωbat
′
ǫ(t′),
and obtain
J
(1)
1 =
1
2
|µ|2
∫ T
0
dt′
∫ T
0
dt′′ cos [ωba(t
′ − t′′)] ǫ(t′)ǫ(t′′). (A.24)
The functional derivative of J
(1)
1 with respect to the laser field is
δJ
(1)
1
δǫ(t)
= |µ|2
∫ T
0
dt′ cos [ωba(t
′ − t)] ǫ(t′), (A.25)
and the optimal field can be determined by
λǫ(t) =
∫ T
0
dt′|µ|2 cos [ωba(t′ − t)] ǫ(t′). (A.26)
This equation represents an eigenvalue problem which also means that the penalty factor
λ does only yield solutions for certain values, i.e., the eigenvalues of this equation. It can
be interpreted as the yield J
(1)
1 per unit of field fluence [78, 79]. Thus, the eigenvector
corresponding to the largest eigenvalue yields the optimal field (see figure A1). However,
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Figure A1. (Color online). (a) The two largest eigenvectors of equation (A.26). The
(——) line corresponds to an eigenvalue of 30.8478 while the (- - - -) line corresponds
to the eigenvalue 30.8032. The third largest eigenvalue is 1.1126 · 10−14. The
shown eigenvectors are oscillations with ω = ωba = 0.1568 and have an amplitude
of A = 0.1273, after rescaling it with equation (A.27). If we propagate the two-level
system with the field corresponding to the largest eigenvalue we find J
(1)
1 = 0.6850
[see (b); (- - - -) line], showing that the first-order approximation is insufficient in this
case. The (——) line corresponds to the ground state occupation.
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the amplitude of that field is arbitrary. It can be fixed by the maximum value that we
can achieve for the occupation of state |b 〉, which is one. Therefore, the optimal field is
given by:
ǫopt(t) =
√
1/λ∫ T
0
dt ǫ2(t)
ǫ(t). (A.27)
An optimal field from the two-level system obtained in this way is shown in figure A1.
We emphasize that the optimal field obtained in this way is unique and the RWA need
not be applied. However, as the example calculation shows, the amplitude obtained in
this way is too small. The final occupation of the target state is 68.50%.
Appendix A.4. Example: Complete controllability of two-level-system
To show that the two-level system is completely controllable we use the theorems of
Refs. [46, 47], which have been stated in section 2.1. Following these theorems, we have
to construct the Lie algebra L0 of the skew-Hermitian operators iH0 and iH1 describing
our system. In particular, we have to show that the dimension of L0 is N
2 = 22. For the
construction we will apply the approach of Ref. [47]. The calculation can be simplified
by rewriting the Hamiltonian of the two-level system (A.2) as
Hˆ =
1
2
(ωa + ωb) Iˆ +
1
2
(ωa − ωb) σz − ǫ(t)µσx, (A.28)
where we have used µ = ρab = ρba and ρaa = ρbb = 0. The σk are the Pauli matrices
which obey the commutation relation: [σi, σj ] = 2iǫijkσk. At this point we introduce the
matrixW which will represent the basis of L0. If its rank is N
2 the system is completely
controllable. The matrix consists of columns W:,k, i.e., W = (W:,1,W:,2, . . . ,W:,N2). The
columns are calculated by transforming the N × N matrix Hk into a vector with N2
components by appending the next column to the end of the previous one. The columns
are calculated in the following way:
(i) Set W:,1 := Hˆ0 to the unperturbed Hamiltonian, here W:,1 = (ωa, 0, 0, ωb)
†.
(ii) SetW:,j := Hˆj to the perturbation/control Hamiltonians, hereW:,2 = (0, ǫµ, ǫµ, 0)
†.
(iii) Calculate all non-vanishing commutators of Hˆ0 and Hˆj and add to W if it is
linearly independent from the existing columns. Here, we have simply W:,3 =
(0, ωbaǫµ,−ωbaǫµ, 0)†.
(iv) After appending the new column, all commutators with the previous columns have
to be evaluated and added (if linearly independent).
This will result in W:,4 = (2ǫ
2µ2ωba, 0, 0,−2ǫ2µ2ωba)†.
(v) Repeat steps 3 and 4 until the matrix is full, or no new linearly independent columns
can be found, and then determine the rank of W .
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The two-level system results in the matrix
W =

ωa 0 0 2ǫ
2µ2ωba
0 ǫµ ωbaǫµ 0
0 ǫµ −ωbaǫµ 0
ωb 0 0 −2ǫ2µ2ωba
 .
If ωb 6= −ωa the rank ofW is N2 = 4 and therefore the system is completely controllable.
If ωb = −ωa (i.e. ωba = −2ωa) the rank reduces to N2 − 1 = 3 and the system is not
completely controllable according to the definition. In other words, the difference of
being controllable or not depends on whether Hˆ0 has a non-zero trace or not. The
disturbing fact is that a traceless Hˆ0 can be changed to a Hamiltonian with non-zero
trace by shifting the energy levels. However, this shift is not of physical significance.
The dilemma is resolved by realizing that in the case of a traceless Hˆ0 we (only) loose
control over the phase of the state, which is not relevant in the case of population
inversion [47].
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