ABSTRACT Recommending items and friends are equally important in social recommendation applications. Current works usually consider them as two independent tasks and address them separately. This paper presents a new method to collaboratively perform the two tasks, in which three types of sparse data, ratings, trust, and distrust, are complemented with each other by a coupled low-rank approximation model. The data sparsity problems, which greatly decline prediction quality in respective tasks, are well mitigated in this way. The recovery conditions regarding the low-rank approximation are provided. Empirical studies on real data also support our theoretical models and analysis. To the best of our knowledge, this is the first attempt to raise and address such a problem.
I. INTRODUCTION
Collaborative filtering (CF) recommendation aims to provide personalized services to users to help them filter high-quality information, by exploring the collective behaviors of largescale users. Nowadays, many successful E-commerce companies are applying CF based recommendation techniques.
Traditional CF makes predictions totally based on ratings. When available ratings are very sparse (this is always true in real-world applications), its quality will be severely declined, especially for cold start users or items. With the emergence of online social networks, plenty of user-generated social relations (such as trust ties in Epinions, following sequences in Twitter, and friendships in Facebook) are available, which are combined with ratings, to alleviate data sparsity issue and then improve recommendation accuracy. This kind of recommendation is usually called social recommendation, or more specifically trust-based CF, because it assumes that users are more likely to adopt recommendations from trusted friends or acquaintances than strangers. Various techniques were applied to make up for the deficiency of ratings in social networks. Trust-aware methods [1] - [4] attempt to find neighborhood of target users and then perform recommendation by aggregating their ratings, where neighborhood is often defined by trust value. MF-based method [5] , [6] assumes that only a small fraction of factors in the rating matrix influences the preferences of users, therefore make predictions using low dimensional representation.
Trust-aware recommendation was first put forward by [7] , which explored the probabilistic matrix factorization (PMF) to fuse user-item rating matrix with user trust relation matrix by sharing a common latent low dimensional user feature matrix. Reference [8] found that users play different roles in real world: trusters who trust others and trustees who are trusted, and constructed TrustMF model that use both truster and trustee role of user to fit the ratings based on PMF. Reference [9] introduced STE model which assumes that one user s decision is the balance between his own preference and that of his trusted friends. Reference [10] proposed social MF model that make the latent feature vector of user dependent on the feature vector of his direct neighbors in the trust network. Reference [11] explored average based and individual based regularization terms to represent mutual interactions between user and his trusted friends.
There is relatively few work on distrust based CF methods. Reference [12] interpreted the distrust relationships as the dissimilarity between users, and constrained the distance from one user to his distrusted user by adding the regularization terms. Reference [13] proposed F, D and N three strategies to handle distrust information. F utilized distrust to filter out neighbours by computing the correlation coefficient. D used distrust to revise the trust propagation result. N viewed distrust scores as negative weights. Experiment results showed F or D looks more promising. Reference [14] assumed that when a user agrees on an item with his friends then he will also disagree with the person he distrust on the same item. If factorizing the rating matrix, then there is a margin between the distance from latent feature of user to his trusted user and the distance from this user to his distrusted user. Reference [15] used both the rating and trust information to learn latent feature of users by MF, and applied regularization terms to makes the feature vector of one user as far away from feature vector of his distrusted user as possible.
If we view trust relations as positive edges and distrust relations as negative edges, then trust prediction is considered as sign prediction in signed network. Existing sign prediction algorithms can be generally categorized into supervised and unsupervised methods. Supervised methods [16] view sign of edge as label, and extract node features or network characteristics to construct classification model. Node features can be obtained from node local features, such as degree [17] , similarity between nodes described by laplacian graph kernels or from interaction behaviors among nodes [18] . Network characteristics, such as local triangular structure of edges [17] and long cycles of network [19] , are usually based on the structure balance theory of signed network. However, since the number of trust pairs and distrust pairs is out of all proportion, the classification faces imbalanced problem, and the performance will be severely influenced. Unsupervised methods attempt to explore trust propagation [1] , [20] - [22] or low rank model to perform sign prediction.
More recently, Jiliang Tang et al. introduce recommendation in signed social networks, which is also targeted at rating prediction [23] . Tang and Wang also propose a recommendation framework SoDimRec which incorporates heterogeneity of social relations and weak dependency connections based on social dimensions [24] . The work by Fang propose filtering with user trusts and item ratings, in which distrust relationship is not taken into consideration [25] . Wang explored implicit hierarchical structures for recommender systems [26] . Reference [27] proposes TrustSVD by integrating multiple information sources into the recommendation model in order to reduce the data sparsity and cold start problems and boost recommendation performance, which also boiled down to matrices factorization and optimization problem.
Besides item recommendation, recommending friends is also popular particularly in online social networks. As friends are made usually based on the trust or distrust relationships among individuals in the real-world, friend recommendation can be formalized as the sign prediction in signed social networks containing both positive and negative links [28] . Most of existing sign prediction methods are either supervised or unsupervised. The former views sign prediction as a classification problem, while the latter attempts to make predictions based on the properties of trust network, such as trust propagation or low-rank attribute. Since these methods solely rely on network structures, and in case trust networks are extremely sparse (this is usually the case in reality), their prediction accuracy will be sharply declined. Hence, the challenge of correctly inferring unknown trust relations in view of sparsity attracts increasing attention in recent years.
With the popularity of mobile phones, recommending valuable items and right friends to users are becoming equally important in social recommendation applications, particularly in those concerned by mobile social networks. However, the existing research works usually consider them as two independent tasks and address them separately, either by using available trust or distrust information to boost rating predictions, or by performing link predictions just based on structural properties. Since the two tasks demonstrate similarities in some aspects, for example both can be modeled as low-rank matrix completion, can we construct a unified model to perform item recommendation and sign prediction simultaneously? Specifically, can we properly fuse available trust, distrust and rating data together in one recommendation model such that:
(1) on one hand, this model can explore sparse relation information to make up for the deficiency of rating data to enhance the quality of rating prediction.
(2) on the other hand, sparse rating data can compensate for the lack of relation data to improve the correctness of sign prediction. This is the primary motivation behind this work. To the best of our knowledge, this is the first attempt in the literature to raise and address this problem.
In short, current work either explore trust or distrust relations to predict the ratings of items, or utilize network structure to predict trust/distrust. As we know, there is no related paper that fuse both of them together, to make rating and trust/distrust information complement each other, and solve item recommendation and sign prediction task simultaneously.
Accordingly, we present a coupled low-rank approximation model. It is able to combine three types of data, ratings, trust and distrust, by means of common subspace modeling and leaning, making these original sparse data complement with each other and then achieving better collaborative filtering for both items and trust. Compared with the existing works, the main innovations of this model are summarized below.
(1) It sufficiently employs the low-rank feature of rating data, the structural balance characteristic of signed networks, and the assortative attribute of user preference;
(2) Each latent feature variables in this model have explicit physical or geometrical meanings and then can be well interpreted; and therefore the model is flexible and can be readily extended by incorporating prior knowledge in terms of regularization terms; (3) The theoretical recovery conditions of the coupled low rank approximation are provided.
The rest of the paper is organized as follows: Section 2 presents coupled low-rank algorithm CLR, which is divided into seven subsections. Following problem description in VOLUME 6, 2018 subsection 2.1, subsection 2.2 and subsection 2.3 introduce low-rank approximation of ratings and low-rank approximation of trusts respectively; subsection 2.4 presents coupled low-rank approximation of the above matrices; subsection 2.5 proves recovery conditions for matrices factorization and low-rank approximation; subsection 2.6 describes approximation algorithm; and subsection 2.7 provides time complexity analysis of the proposed algorithm. Section 3 is devoted to experiment, which comprises of four subsections: subsection 3.1 outlined datasets used in the experiment; subsection 3.2 is comparative algorithms; subsection 3.3 gives evaluation metrics and parameter settings; subsection 3.4 reports experimental results and evaluations. And finally Section 4 makes conclusions. and A uv = 0 denotes the relation between users u and v is unknown. Note that, the trust and distrust relations may not be symmetric, and therefore A may not be symmetric. Given the two partially observed matrices as input, our target is to predict the unobserved ratings in R and the unknown relations in A collaboratively such that the difference between predictions and ground truth values is minimized.
In the following statements, we let:
denote the positions of existing ratings in matrix R. And we let:
denote the positions of existing relations in matrix A, and let R ui andÂ uv denote the predictions of R ui and A uv , respectively.
B. LOW RANK APPROXIMATION OF RATINGS
Unique recovery of the missing data is impossible without additional information. The underlying assumption in CF-based item recommendation is that the complete rating matrix (denoted byR) satisfies homophily assumption: there is a small number of ''typical'' users, such that all users' ratings can be constructed as the linear combinations of these typical users' ratings. This implies thatR has a low rank, which is equal to the number of such typical users. Then the missing rating recovery problem can be modeled as a lowrank matrix completion problem. That is, given a partially observed R, one attempts to complete it so that the determined matrixR is low rank. Formally, we have:
Once obtain the minimizerR, one can infer the unobserved user-item ratings by it. Directly solving (3) is NP-hard. It turns out, however, that under specified conditions (see Section 2.5 for details), exact recovery of missing ratings from R is possible by solving a convex optimization, which is obtained by dropping the discrete constraints and replacing rank with trace norm, i.e., the tightest convex relaxation of rank. Let ||R|| denote the trace norm ofR, which is defined as the sum of singular values of matrix, the convex relaxation of problem (3) then is:
By taking the fact ||R|| = minR [29] , and dropping the constraint by using a 2-norm to measure the fitting betweenR and R, the problem (4) then becomes:
|| · || F is Frobenius norm, and d-dimension vectors U u and V i denote latent user-specific feature and item-specific feature.
C. LOW RANK APPROXIMATION OF TRUSTS
Our assumption behind trust prediction is that the complete signed network is weakly balanced. According to [30] , a signed network is weakly balanced iff there exists a k-way partition of the network such that within-group links are all positive and between-group links are all negative. Moreover, the adjacency matrixÂ of a complete weakly balanced network has rank 1 if k ≤ 2, and has rank k for all k > 2 [28] . In real-world networks, the number of groups k is usually much less than the scale of nodes m. This implies thatÂ has a low rank. Note that, eachR ui is positive andÂ uv may be negative. In order to construct a proper common subspace to bridge rating data in positive-definite space with trust data in nonpositive definite space, we need to decomposeÂ into two positive matrices. LetÂ =T −D, whereT is complete trust matrix andD is complete distrust matrix, such thatT ij = 1 if user u trusts user v, otherwiseT ij = 0;D ik = 1 if user u distrusts user v, otherwiseD ik = 0. Moreover, we have the following feature regarding this decomposition.
Proposition 1: LetÂ be the matrix of a complete weakly balanced network with a k-way partition. AfterÂ is decomposed intoT andD in the above way, we have:
Proof: Because the network is weakly balanced, k = 1 means all nodes are assigned to the same group, within which all links are positive. This implies thatÂ
And thus, rank(T ) = 1, rank(D) = 0. k ≥ 2 means all nodes are assigned to more than one groups, all links within groups are positive, and all links between groups are negative. Suppose the sizes of k groups are m 1 , m 2 , ..., m k , respectively. We have m 1 + m 2 + · · · + m k = m. According to the k-way partition, we can rearrange the rows and columns of matrixÂ such that the first m 1 rows/columns correspond the m 1 nodes within group 1, the next m 2 rows/columns correspond the m 2 nodes within group 2, ..., and so on. After the rearrangement,Â becomes a k × k block matrix, in which all ''1'' distribute within k diagonal blocks and all ''-1'' outside them. Correspondingly, after decomposition,T andD are both k × k block matrices with similar block structures. Note that, this rearrangement will not change the ranks of these matrices. We first consider the following k rows ofT :
Clearly these k row vectors are linearly independent. Now considering any k + 1 rows ofT , denoted byT l 1 ,T l 2 , · · · , T l k+1 . Due to the k × k block structure ofT , there are at least two identical rows. Suppose the two rows are l i and l j , then there exist α 1 , · · · , α k+1 with α l i = 1, α l j = −1 and other
In the similar way, we can also proof rank(D) = k.
Based on the above proposition, it is straightforward to have: ifÂ is low rank thenT andD are also low rank. Then the missing trust or distrust recovery problems can also be modelled as low-rank matrix completion problems, respectively:
Similarly, the exact recovery of missing trust or distrust is possible by minimize the trace norms of ||T || or ||D|| under specified conditions (see Section 2.5 for details). In the same way from (4) to (5), the problems (10) and (11) become:
where the vectors B u , W v , P u , Q v denote latent trust-specific features and distrust-specific features, respectively.
D. COUPLED LOW RANK APPROXIMATION
According to the low rank models introduced above, the objective raised in Section 2.1, i.e., collaboratively predict ratings and relations, can be achieved by minimizing rank(R)+rank(T ) +rank(D). This can be seemed as a coupled matrix completion task, in which three partially observed matrices are collaboratively completed such that all of them have low ranks. By integrating the approximation models of (5), (12) and (13), the objective to be minimized is:
where parameters λ weight the effect of respective items. We now couple the completions of R, T and D in L 1 by the following steps: (1) since trust values are in [0,1], we first normalize R and adopt a logistic function such as :
to bound the inner product of latent features into the same interval [0,1]; and (2) add three coupled constraints: U = 0.5(B + W ) (use trust-specific feature to approximate userspecific feature), Q = W (connecting trust and distrust), and B T u P u = 0 (the orthogonality of trust and distrust). Then, L 1 becomes:
where B, W , P and V are non-negative. The complete matricesR andÂ obtained by this model have three features: homophily, balance and assortative. More specifically, (1) Homophily: in the social recommendation system, there exist a few ''representative'' users, whose preferences of ratings can be linearly combined as those of others. This is implied by the low rank ofR.
(2) Balance: the complete social network in the system is structural balanced with a simple (or small k) partition model. This is implied by the low rank ofÂ.
(3) Assortative: users trusting/distrusting each other tend to have similar/distinct preferences. This is implied by the coupled constraints: As a remark, one tends to give high ratings to the items he prefers and trust someone if their comments are relevant and helpful. Reasonably, we can approximate the observed ratings and relations by measuring the coincidence of respective feature vectors in terms of inner products. In the same way, inner products can also be used to measure the coincidence (or similarity) of user preference vectors. Let sim(U i ,U j )=U T i U j denote the similarity of users' preference, the assortative feature of model (15) is stated as follows.
Proposition 2: If user i trusts j more than k, then sim(U i ,U j ) > sim(U i ,U k ); if user i distrusts j more than k, then sim(U i ,U j ) < sim(U i ,U k ).
Proof: i trusts j more than k means that B T i W j > B T i W k . Remember the constraint U = 0.5(B+W ) implies that U can be approximated by B or W equally. In the case of U i being approximated by B i , U j by W j , and U k by W k , we have: 
E. RECOVERY CONDITIONS OF APPROXIMATIONS
Studies on low rank completion showed that perfect recovery from the observations by minimizing trace norm is possible if the observed entries are uniformly sampled and sufficient in terms of incoherence [31] , [32] . A m × n matrix M with singular value decomposition M = USV T is µ-incoherent if
Higher incoherence (smaller µ) means that most observed entries of M are not concentrated within a small part of the matrix, so uniform sampling is necessary to recover M . We first discuss the recovery conditions ofR by solving problem (4). We say complete rating matrixR is homophilous if all m users can be divided into k 1 groups and all n items can be divided into k 2 groups such that each group of items are rated by each group of users in the same way. It is easy to prove rank(R) = min{k 1 , k 2 }. We now show the connection between incoherence and the relative sizes of user groups and items groups by the following definition.
Definition 1 (Group Imbalance ofR): Let m 1 ,m 2 ,· · · ,m k1 be the sizes of k 1 user groups, and τ 1 =max i {m/m i }. Let n 1 , n 2 , · · · , n k 2 be the sizes of k 2 item groups, and τ 2 = max j {n/n j }. Then group imbalance ofR is defined as: τ ≡ max{τ 1 , τ 2 }.
Large group imbalance τ indicates the presence of a very small group. Moreover, we have the following theorem regarding group imbalance and incoherence. According to it, by solving (4) we can recover the missing ratings with high probability if there are no extremely small groups.
Theorem 1 (Incoherence ofR): IfR is homophilous, then it is τ -incoherent, where τ is its group imbalance.
Proof: Suppose the singular value decomposition ofR isR = USV T . U , S and V are m-by-r, r-by-r, and n-byr matrices, respectively. Moreover, S is a diagonal matrix, the column vectors of U consist of r eigenvectorsRR T , and the column vectors of V consist of r eigenvectorsR TR .
We first denote matrix U by its column vectors, i.e., U = (u 1 , u 2 , · · · , u r ). Let u be any column of U with eigenvalue λ. Suppose users i and j in the same group. BecauseR is homophilous, row i and row j of matrixR are the same, i.e.,R i,: =R j,: , and thus row i and row j of matrixRR T are also identical. Then, u i = (RR T ) i,: u/λ = (RR T ) j,: u/λ = u j . Thus, u takes the following form:
. u is arbitrary, so we have max
We then denote V by its column vectors (v 1 , v 2 , · · · , v r ). Let v be any column of V with eigenvalue λ. Suppose items i and j in the same group, then columns i and j ofR are the same, then rows i and j ofR TR are also identical. Then .
Let τ = max{τ 1 , τ 2 }, then we have:
Thus,R is τ -incoherent.
For a complete weakly balanced network with a k-way partition, if we define σ = max i {m/m i } as the group balance ofÂ, where m 1 , m 2 , · · · , m k are the sizes of k user groups, then we have:Â is σ -incoherent [28] .
Then according to the recovery conditions for µ-incoherent matrix [32] , we have the following theorem for recovering the proposed coupled low-rank approximation. 
where τ and σ are group imbalance ofR andÂ. 3) high incoherence, i.e.,
where τ and σ are group imbalance ofR andÂ, C 1 and C 2 are two constants. ThenR andÂ can be perfectly recovered by solving problem (15) , with probability at least 1 − m −3 .
| · | denotes the cardinality of a set. Theorem 2 implies that we need at least O(m log 2 m) uniformly sampled entries to satisfactorily recover missing data. Thus, this theorem can also help us to determine how challenging a given social recommending task will be, by checking the distance between the quantity of available data and the theoretical bound.
F. TRAINING ALGORITHM
We apply ALS (Alternating Least Squares) to optimize L in problem (15) . According to non-negative matrix factorization, we derived the following multiplicative update rules, where ''·'' and ''/'' denote element-wise time and divide of vectors.
is the set of items which user u ever rated, R + (i) is the set of users ever rated item i, T (u) is the set of users trusted by u, T + (u) is the set of users trust u, D(u) is the set of users distrusted by u, D + (u) is the set of users distrust u.
Note that vectors E,F,G,H ,I ,J ,K ,M are all nonnegative. So, B, W , P, V are non-negative as well. Moreover, we can prove the update rules in Eq.22 satisfy with KKT conditions and converge to a local optimum, using the similar ways in [33] and [34] .
G. TIME COMPLEXITY ANALYSIS
The computational time of training the CLR is mainly taken by evaluating the object function L and computing the eight intermediate vectors used by update rules. The time of computing:
where d is the dimension of subspace, and | |, | +1 | and | −1 | are the numbers of observed ratings, trust, and distrust, respectively. The time of computing vectors E,F,G,H ,I ,J ,K ,M is equivalent to that of computing the gradients of L over B, W , P, V , which are :
Thus, the overall time needed by one iteration is:
which is scalable for large-scale applications. VOLUME 6, 2018 
III. EXPERIMENTS
We now test the coupled low-rank model (CLR) to see whether it can simultaneously (1) improve the quality of structure prediction by fusing rating data, and (2) improve the quality of rating prediction by fusing structure information.
A. DATASET DESCRIPTION
Three real-world data sets are adopted, which are summarized in Table 1 . They are widely used as the benchmarks for testing either sign prediction or social CF. Three realworld data sets are adopted, which are the benchmarks for testing either sign prediction or social collaborative filtering. Wikipedia contains 7,065 nodes and 103,186 links (78.7% ''+'' and 21.2% ''−''). Its link sparsity is 0.203%. Slashdot contains 82,144 nodes and 549,202 links (77.4% ''+'' and 22.6% ''−''). Its link sparsity is 0.008%. Note that, these two data have only structural information without ratings. Epinions contains 120,492 nodes and 691,926 links (87.6% ''+'' and 12.4% ''−''). Its link sparsity is 0.0048%. Moreover, it also contains 775,760 items and 13,668,320 ratings. Its rating sparsity is 0.015%. In Wikipedia, links between nodes denote the attitudes of users in an election of administrators. Positive links denote ''support'' and negative links denotes ''oppose''. In Slashdot, links between nodes denote the social relationship of users. Positive denotes ''friend'' and negative denotes ''foe''. Note that, these two data have only structural information without ratings. Epinions contain both ratings and social relations including trust and distrust. In theorem 2, we proved that when the dataset are weakly balanced, then R and A can be perfectly recovered, note the term ''perfectly'' in measuring the degree of recoverability, which also signify that with imbalanced dataset, as is the case in real-life datasets, recovery may not be perfect, but the algorithm can still perform well when the dataset is close to weekly balanced. And it can be inferred that the degree of imbalance has negative impact on the result of recovery, which also demonstrates robustness of the model.
B. COMPARISON METHODS
Seven representative methods are selected to compare with CLR, three (HOC, MOI and LR) for sign prediction and four (SoRec, Social MF, MFTD, TDRec) for rating prediction.
HOC [17] works by means of supervised learning, in which features are derived from higher-order cycles with length. Here we use HOC-3, the features being derived from triangles. MOI [19] works by reasoning locally unbalanced triangles, in which link signs are determined such that more triangles are expected to obey structure balance. In LR [28] , sign prediction is modeled as a low-rank matrix factorization, which is solved by a gradient descent algorithm. Note that, HOC, MOI and LR predict signs based only on structure information. SoRec [7] , Social MF [10] , MFTD [14] , TDRec [15] are all model-based collaborative filtering methods, which are scalable to large-scale datasets. SoRec and Social MF predict ratings based only on trust; while MFTD and TDRec predict ratings based on both trust and distrust.
C. EXPERIMENTAL SET-UP 1) CROSS VALIDATION
We adopt a 5-fold cross-validation for training and testing.
In each round of test we randomly select 80% of data as training set and the remaining 20% for testing. For each round of test presented below, the average is taken as the final result. As shown in Table 1 , the distributions of positive and negative links in real-networks are very uneven. To make tests fair, in the cross-validations for sign prediction, we randomly sample equally quantity of positive links and negative links for test, the remaining for training. We normalized R ij by the function f (x) = x/x max where x max is the maximum of the rating set.
2) EVALUATION METRICS
The fraction of correct prediction is used to measure the accuracy of sign prediction, which is defined as: R p = E p /E t . E p is the number of links being correctly predicted and E t is the total number of links to be predicted. Mean absolute error (MAE) and root mean squared error (RMSE) are used to evaluate rating predictions, which are defined as:
R ij is real rating, R ij is prediction, and N is the cardinality of test set. Three widely used rank-based metrics (precision, recall and F1-score) are also adopted to further evaluate rating predictions. Let Fav(i) and Rec(i) denote the actual favourite items of user i and the recommended items to user i based on predictions as follows: And r(·) is a rounding function. Then, precision, recall and F1-score are defined as:
There are also three top-k based ranking metrics used in our experiment, which are Precision@k, Recall@k, F1@k. These metrics are defined as:
where T (i) denotes the set of top-k items in the ranking based on predictions.
3) PARAMETER SETTING
As 
4) COLD START TESTING
Rating prediction is performed for both all users and cold start users. For the cold-start validation, the same cross-validation setting is still used but we only care about the accuracy of predictions for those cold start users with five or even fewer ratings in training set. There are total 30,166 cold start users in Epinions. 
D. RESULTS OF EXPERIMENTS
From Table 3 we have: 1) For Wikipedia and Slashdot, in which ratings are not available, all methods including CLR have to work based only on structures. In this case, CLR still did much better. Note that both LR and CLR are based on low rank model, but differently, CLR adopts non-negative matrix factorization (NMF) to address low rank approximation via decomposing A into two positive matrices. NMF provides not only performance improvement but also more explicable latent features, with explicit geometrical meanings, than those obtained by LR containing negative components; 2) CLR did much better again for Epinions with ratings. Notably, even 1% promotion is very significant because it implies that, with the help of available ratings, one can avoid 1% of total 120492 2 potential links being wrongly predicted. Tables 4 and 5 show the results in terms of MAE, RMSE, precision, recall and F1-score on all users and cold start users. As we see, MFTD, TDRec and CLR mostly did better than SoRec and SocialMF by considering more structural information (i.e., distrust). Note, MFTD and TDRec incorporate distrust by adding penalty items, trying to make U i (preference vector) close to U j if i trusts j, otherwise, make it far away from U j if i distrusts j. In addition to this assortative feature, structural balance, the fundamental characterization of signed networks, is also considered by CLR in terms of low rank modeling, while neglected by current methods. This is the main reason why CLR remarkably outperforms current distrust-aware social collaborative filtering methods, including MFTD and TDRec, on both all users and cold start users. Table 6 shows the experimental results regarding three top-k based ranking metrics, Pre@k, Rec@k and F1@k (with k=5,10), on the Epinions dataset. In this experiment, CLR performs the best among all compared methods with respect to precision and F1-score. MFTD and TDRec perform better with respect to recall.
To reveal the effect of factorization dimensionality on recommendation performance, we conducted experiments by setting d=5, 8,10,12 and 15 , each with 5-folds validation. The corresponding MAE and RMSE values for CLR and other comparative algorithms are shown in Figure 1 . It can be observed that CLR performs the best for all of the 5 dimensionality settings, and moreover, it is quite stable with 
IV. CONCLUSION
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