In this paper, by using the generalized Hadamard product and the orthogonal decomposition of projection matrix, we propose a new general approach to construct mixed-level orthogonal arrays. As an application of the method, some new mixed-level orthogonal array's of run sizes 36 and 72 are constructed.
Introduction
An n × m matrix A, having k i columns with p i levels, i = 1; : : : ; t; m = t i=1 k i ; p i = p j , for i = j, is called an orthogonal array (OA) of strength d and size n if each n × d submatrix of A contains all possible 1 × d row vectors with the same frequency. Unless stated otherwise, we consider an orthogonal array of strength 2, using the notation L n (p k1 1 : : : p kt t ) for such an array. An orthogonal array is said to have mixed level (or asymmetrical) if t¿2. Asymmetrical orthogonal arrays were formally introduced by Rao [13] , although examples of such arrays appeared in earlier publications, for example, Addelman [1, 2] and Addelman and Kempthorne [3, 4] . Clearly, n must be a multiple of p i p j ; i = j. If k i ¿2, n must be a multiple of p 2 i . Therefore, it is simply true that n = prq for mixed level OAs. The preceding deÿnition also includes the case t = 1, but the array is usually called a symmetrical orthogonal array, denoted by L n (p m ). These arrays were introduced by Rao [12] , although the adjective 'orthogonal' seems to have been added by Bush [7] and Bose and Bush [6] . For simplicity, we will no longer demand that t = 2 and that p i = p j , for i = j. The symmetrical and asymmetrical will be used only when needed.
The current emphasis on quality control and product improvement has rejuvenated research in the area of asymmetrical factorial design, or namely asymmetrical orthogonal arrays. Practical considerations have spurred research in various new or newly emphasized directions. Among these is that of the use and construction of asymmetrical orthogonal arrays, exempliÿed by research of Taguchi [15] , Cheng [8] , Agrawal and Dey [5] , Wu et al. [18] , Hedayet et al. [10] and Hedayet et al. [11] . Also, the use of orthogonal arrays as fractional factorial designs is so su ciently documented that it requires no further explanation. Many new construction methods have been proposed, for example, a grouping scheme by Wu [17] , generalized Kronecker sum by Wang and Wu [16] and Baer subplane by Ryoh Fuji-Hara [14] . Most of these methods are mainly for the construction of symmetrical orthogonal arrays. The theory of the construction of asymmetrical orthogonal arrays has not been received yet much attention since it is too di cult to study. However, we need to construct asymmetrical orthogonal arrays because they have many applications in quality control and product improvement.
A new theory or procedure of constructing asymmetrical orthogonal arrays by using the orthogonal decompositions of projection matrix has been given by Zhang et al. [28] . The ÿrst who used it with this objective was Zhang [19 -20] . Main ideas come from the theory of multilateral matrix -a mathematical technique to solve the problems of multivariate analysis. Generalized Hadamard product was proposed and used by Zhang [25, 26] to construct some BIB designs. In this paper, we will extend the technique to construct some new asymmetrical (or mixed-level) orthogonal arrays by exploring generalized Hadamard product and the orthogonal decompositions of projection matrix.
Section 2 contains basic concepts and main theorems while in Section 3 we describe the method of construction. Some new mixed-level OAs with run sizes 36 and 72 are constructed in Section 4.
Basic concepts and main theorems
Deÿnition 1. Let h(x; y) be a map from 1 × 2 to V , where 1 × 2 = {(x; y): x ∈ 1 ; y ∈ 2 } and 1 ; 2 ; V are some sets. For two n × r matrices A = (a ij ) with entries from 1 • will be the usual addition of matrices in matrix theory (or in group algebra), denoted by +. In most of our examples, G will correspond to the additive group associated with a Galois ÿeld GF(p). For example, G is often the module additive group of GF(p). The notations A h • m ; A
• m and A +m are very useful for the construction of asymmetrical orthogonal arrays.
In general, let 1 = {0; 1; : : : ; p − 1}; 2 = {0; 1; : : : ; q − 1}, V = {0; 1; : : : ; pq − 1} and h(i; j) = iq + j. In this case, the generalized Hadamard product h
•, also called a jointing or repeating operation and denoted by L, can be used for the construction of asymmetrical orthogonal arrays.
Let (r)=(0; : : : ; r−1) N r (r) = 1 r + (r); mod r; and
The Kronecker product A ⊗ B and the Kronecker sum A ⊕ B are, respectively, deÿned as
Deÿnition 2. Let A be an OA of strength 1, i.e., A = (a 1 ; : : : ; a m ) = (S 1 (1 r1 ⊗ (p 1 )); : : : ; S m (1 rm ⊗ (p m ))); where r i p i = n and S i is a permutation matrix, for i = 1; : : : ; m. The projection matrix A j =S j (P rj ⊗ pm )S T j is called the matrix image (MI) of the jth column a j of A, denoted by m(a j ) = A j for j = 1; : : : ; m. In general, the MI of a subarray of A is deÿned as the sum of the MIs of all its columns. In particular, we denote the MI of A by m(A).
If a design is an orthogonal array, then the MIs of its columns have some interesting properties. These properties can be used to construct mixed-level OAs. For example, by the deÿnition, we have m(1 r ) = P r and m((r)) = r :
Theorem 1. For any permutation matrix S and any array L;
Theorem 2. Let the array A be an OA of strength 1; i.e.;
A = (a 1 ; : : : ; a m ) = (S 1 (1 r1 ⊗ (p 1 )); : : :
where r i p i = n and S i is a permutation matrix; for i = 1; : : : ; m.
The following statements are equivalent.
(1) A is an OA of strength 2.
(2) The MI of A is a projection matrix. 
Deÿnition 3.
An orthogonal array A is said to be saturated if 
Theorem 3.
Suppose that a and b are OAs which have only one column with run size n; i.e.; a = L n (p) = (a 1 ; : : : ; a n )
where a L b = (a 1 q + b 1 ; : : : ; a n q + b n ) T is the repeating operation of a and b in Deÿnition 1; and m(a) • m(b) is the usual Hadamard product in matrix theory.
is also an OA. In this case;
Corollary 5. Suppose that p is a prime and a and b are OAs which have only one column with run size n and p levels; i.e.; a = L n (p) = (a 1 ; : : : ; a n )
; mod p; is also an OA whose MI is p ⊗ p .
These theorems and corollaries can be found in [23] [24] [25] . Our procedure of constructing mixed-level OAs by using the generalized Hadamard product based on the orthogonal decomposition of the projection matrix n consists of the following three steps:
Step 1. Orthogonally decompose the projection matrix n :
where A i ; B i ; nA i • B i ; C j are projection matrices.
Step 2. Find OAs K 
Step 3. Lay out the new OA L by Theorem 3 and Corollaries 1-3:
; H 1 ; : : : ; H k2 ) (k 2 6k):
In applying Step 1, the following orthogonal decompositions of n are very useful:
These equations are easy to verify from n = I n − P n ; P nk = P n ⊗ P k and I nk = I n ⊗ I k .
The following theorem plays a very useful role in the procedure: 
where (k 1 6k); then prq can be orthogonally decomposed into
If there also exist OAs
is also an OA.
Proof. From (3), we have
Suppose that
Using the matrix property (ABC)
Thus, (4) holds.
Since the decompositions of p ⊗ I r ; rq and q are orthogonal, the decomposition of prq in (4) is orthogonal. By Theorem 1, we have
Also by Theorem 3 and Corollary 4, we have
T is a projection matrix, denoted by D. Similarly, by (3) and ( * * ), for all j, we obtain
where
On the other hand, by Theorem 2 and the condition that
rq ) is also a projection matrix since ( )( ) T = . This completes the proof.
Constructions of OAs of run sizes 36 and 72

Construction of the OAs
By (1) and Corollary 5, we may assume without loss of generality that
and
T are permutation matrices (see Tables 
) and L 9 (3 4 ) are saturated OAs, from (2), and Theorems 1 and 2, we have
Now, we want to use Theorem 4 to complete the construction. From (3), we have 36 = 3 ⊗ I 3 ⊗ P 4 + P 3 ⊗ 12 + 3 ⊗ I 3 ⊗ 4 ; where p = 3; r = 3 and q = 4. Let k 1 = 2 and r 2 = 1 in Theorem 4. We shall ÿnd an OA L (−) 12 such that
i.e., there exists an orthogonal array L 12 such that 2 2 1 1 2 0 2 2 0 1 2 2 1 2 1 2 1 2 0 2 0 0 1 0 0 1 1 1 0 0 1 1 1 0 1 0 1 1 0 0 1 1 0 0 21 10 3 0 1 2 5 0 2 71 0 2 2 0 1 2 2 1 2 0 0 2 2 1 1 2 2 1 2 1 2 0 2 0 1 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 22 11 2 1 1 2 5 1 2 72 0 2 2 0 1 2 2 1 0 2 2 0 1 2 2 1 1 2 1 2 0 2 0 2 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 23 11 3 0 0 3 5 2 Table 3 The permutation matrices used in the course of construction 
By calculation, we obtain Table 4 The known OAs of run size 12; 18; 9 and 4 used in this paper T . Now, we need to ÿnd an orthogonal array L 12 containing the two columns P 6 ⊗ (2) and 1 3 
Each of the OAs L 12 (2 11 ); L 12 (3 · 2 4 ) and L 12 (6 · 2 2 ) in Table 4 contains the two columns P 6 ⊗ (2) and 1 3 ⊗ ((2) ⊕ (2)). Deleting these two columns from the three OAs, we obtain OAs L 12 (2 9 ); L 12 (3 · 2 2 ) and L 12 (6), respectively. The MIs of these arrays are less than or equal to 12 
By Theorem 4, we have
The above decompositions are orthogonal because of the orthogonality in each step.
Then we want to ÿnd an OA H whose MI is less than or equal to 3 ⊗P 6 + 3 ⊗I 3 ⊗ 2 . The OA L 18 (6 · 3 6 ) in Table 4 (3)⊗1 3 ) )+m(S 2 ((3)⊗1 3 ))= 3 ⊗I 3 − 3 ⊗P 3 = 3 ⊗ 3 follows from (5) . An L 18 (3 4 ) is obtained by deleting these three columns. Then
By (6) and Theorems 1-4, we obtain two OAs L 36 (6 · 3 8 · 2 10 ) and L 36 (6 2 · 3 4 · 2 9 ) as follows (see Table 1 ):
A particular form of OA L 36 (12 · 3 12 ) can be also obtained from (6) as follows: Table 1 ).
By the method and some complex calculation, we can also get some other OAs (see [20] ).
where ( T which is the third column of L 12 (2 11 ) in Table 4 , i.e., L 12 (2 9 ) = (b; L 12 ( 2 8 )) and L 12 (3 · 2 2 ) = (b; L 12 (3 · 2)). These results have been summarized as in Table 1 . Similarly, the procedure of constructing the OAs of run size 36 can be used to construct the OAs of run size 72 (see Table 2 ). 
Construction of OAs
where S 1 and S 2 are the same permutation matrices as in Section 4.1 (see Table 3 where
The Q 1 and Q 2 are the same permutation matrices as in Section 4.1 (see Table 3 ). By Theorems 1 and 2, we have
Using the permutation matrix properties K(3; 6) T ( 3 ⊗ I 6 )K(3; 6) = I 6 ⊗ 3 and diag(N we obtain 
i.e., there exists an orthogonal array L 24 such that
24 ]: By calculations, we obtain and
Now, we need to ÿnd an orthogonal array L 24 containing the four columns 1 12 ⊗ T ⊗ 1 2 ⊕ (2); 1 6 ⊗ (2) ⊕ (2); 1 3 ⊗ (2) ⊕ (2) ⊕ (2)).
By (8), (5) 
The above decompositions are orthogonal because of the orthogonality in each step. Now, we want to ÿnd an OA whose MI is less than or equal to 3 ⊗ 3 ⊗ P 4 + 3 ⊗ I 6 ⊗ 2 . From (6) 24 ) can be also obtained from (9) as follows (see Table 2 
