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Using an open quantum system we calculate the time dependence of the concurrence between two maximally
entangled electron spins with one accelerated uniformly in the presence of constant electric and magnetic fields
and the other at rest and isolated from fields. We find at high Rindler temperature the proper time for the
entanglement to be extinguished is proportional to the inverse of the acceleration cubed.
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I. INTRODUCTION
Since the discovery of Hawking radiation [1] in the early
seventies much research into quantum field theory on gen-
eral classical backgrounds has taken place. One of the most
well established results of this field is that of the Unruh effect
[2, 3, 4] which states that a constantly accelerated particle de-
tector in the Minkowski vacuum will register a thermal bath
of particles at a temperature given by:
kT =
~a
2πc
, (1)
where a is the acceleration of the detector.
Roughly one decade after the Hawking result, Bell and
Leinaas took these observations and applied them to linearly
and circularly moving electrons [5] addressing the anomalous
spin depolarization that was observed in storage rings (see
also [6]).
Mainly due to the drive for quantum computing, the last
twenty years has also seen the rise of quantum information
theory, at the heart of which lies the resource of entanglement.
Entanglement is a phenomenon unique to quantum systems.
Two systems are said to be entangled if they are described
by a single state vector that cannot be written as a product of
state vectors for each part. The entanglement between two
qubits can be quantified by a function called concurrence [7],
taking values on the interval [0,1], where a concurrence of
zero (one) represents no (maximal) entanglement.
It has only recently been shown that the resource of
entanglement is frame dependent [8], in the sense that the
distribution of spin and momentum entanglement between
two electrons can depend on the speed of the observer
measuring these properties. Furthermore, it was shown by
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[9, 10] that the amount of entanglement shared by a pair of
field modes in a constantly accelerating cavity entangled with
another pair at rest decreases with acceleration. For further
developments in this field see [11, 12, 13].
While the entanglement between electrons under Lorentz
transformations and the entanglement between Dirac field
modes in accelerating cavities have both been investigated,
a systematic study on the spin entanglement between an
accelerating electron and one at rest remains to be done. At
first sight there are two effects that require consideration:
The first effect is a rotation of the accelerating electron’s
spin as viewed from the stationary electron frame. Uniform
acceleration consists of a continuous sequence of infinitesi-
mal boosts, d~v′ = ~adτ , where the acceleration ~a and change
in velocity d~v′ are measured in the Instantaneous Rest Frame
(IRF), i.e., the frame that is momentarily at rest with the mov-
ing electron at proper time τ . Viewed from the unaccelerated
frame the change in motion comprises of a Lorentz boost
A(~v) into the IRF followed by an infinitesimal boost A(d~v′).
It is well known that if two successive non-collinear Lorentz
boosts take X to X ′ then the single Lorentz transformation
relating these frames is not a pure boost, but rather is the
product of a boost and a rotation. The rotation induces an
operation on the quantum state called a Wigner rotation. As
discussed in [8, 14] when the particle is not in a momentum
eigenstate these Wigner rotations transform the entanglement
between the spin and momentum degrees of freedom.
The second effect arises from interactions with the thermal
environment (1). As shown in [5], the spin of the accelerat-
ing electron will flip in response to the Rindler radiation. To
understand what effect this has on the spin entanglement it is
instructive to consider the simpler spin flip interaction:
Hint ∼ b†| ↓〉〈↑ |+ b| ↑〉〈↓ |, (2)
where b(†) are the annihilation (creation) operators for the
field modes of the thermal field and the Hamiltonian is only
acting on the subspace of the first spinor. A first order inter-
2action will turn the entangled state:
|Ψ〉 = 1√
2
(| ↑↑〉+ | ↓↓〉) |n0〉, (3)
into:
|Ψ〉 → 1√
2
(| ↓↑〉|n0 + 1〉+ | ↑↓〉|n0 − 1〉) . (4)
Since one is only observing the spin degrees of freedom the
field subspace must be traced out. One then finds the spins
disentangled, i.e.,
TrB ρ(Ψ)→ 12 | ↑↓〉〈↑↓ |+ 12 | ↓↑〉〈↓↑ |. (5)
In this paper we show that both of these effects can be in-
corporated into a single framework by using an open quantum
system formalism and extending the single electron work of
Bell and Leinaas to an entangled two particle system. In our
case we take an accelerating electron similar to the one in [5],
and entangle it with an ancillary rest particle. We will show
that the first effect (described above) is nothing other than the
Thomas precession of the electron, which is automatically
present as a term in the effective Hamiltonian [5]. In section
III we show that the first effect can be neglected for the
classical path under our consideration. The second effect is
then the dominant source of disentanglement and within the
open system framework we show that analytical values for
the relaxation timescales and the concurrence of the system
can be obtained.
It is found that due to the Unruh radiation that the acceler-
ated particle experiences, the acceleration increases the rate
at which the entanglement is destroyed. In the limit when
the Rindler temperature (1) is larger than the spin energy
separation scale this dependence takes on a particularly
simple form. For an initially maximally entangled system
the time to completely disentangle, as measured by the
accelerated spinor, is found to be:
τ0 =
3π ln 3
8
~c6
µ2a3
, (6)
and in the rest frame:
t0 =
c
2a
exp
(
3π ln 3
8
~c5
µ2a2
)
. (7)
This paper is organised as follows: after briefly reviewing
accelerated world lines on flat spacetimes in section II we out-
line our configuration of fields and electrons and then deter-
mine and solve the master equation for this system in section
III. In section IV we will calculate the relaxation times and
study the time decay of the concurrence in the system before
summarising our findings.
II. ACCELERATED PATHS IN ONE DIMENSION
In what follows we give a brief derivation of the Rindler
worldline emphasising its generalisation to time-dependent
accelerations, a(τ). It is for this reason we expect that the
method we use to calculate concurrence in this paper will
also be applicable to more general accelerations, for instance
sinusoidal motion.
Consider a particle confined to move along the z-direction
and subjected to time-dependent accelerations in its IRF . In
that frame the particle will gain a small velocity dv′ = a(τ)dτ
in a small time interval dτ due to its acceleration, where a(τ)
is the acceleration as measured in the IRF. A static observer
will measure a velocity
v + dv =
dv′ + v
1 + vdv′/c2
, (8)
where v is the velocity of the IRF at time t(τ). Keeping terms
to order O(dv′) one finds dv = (1 − (v/c)2)dv′ and that the
rapidity is given by:
r(τ) ≡ arctanh
(
v(τ)
c
)
, (9)
=
1
c
∫
dv
1− (v(τ)/c)2 =
1
c
∫
a(τ)dτ, (10)
The particle’s trajectory in the static frame is then
z(τ) =
∫
dz
dt
dt
dτ
dτ, (11)
= c
∫
sinh r(τ)dτ. (12)
We can also find the dependence of coordinate time on the
proper time, t(τ), in flat spacetime using the Minkowski line
element 1 = ( dtdτ )
2 − ( dzcdτ )2. This implies that
t(τ) =
∫
cosh r(τ)dτ. (13)
For the special case where the acceleration is constant, a(τ) =
a, we obtain:
t(τ) =
c
a
sinh
a
c
τ, (14)
z(τ) =
c2
a
cosh
a
c
τ, (15)
which is the usual Rindler result. The path of the Rindler
worldline is shown in figure 1.(a).
III. QUANTUM EVOLUTION OF SPIN ENTANGLEMENT
BETWEEN FRAMES
In our setup, we take two electrons keeping one of them
(e2) stationary and isolated from any fields whilst the other
(e1) is placed under a constant magnetic field and accelerated
by a constant electric field, see figure 1. In this situation all
the dynamics occurs on e1 with e2 playing a spectator role.
e2 acts as an entangling partner for e1 and also defines a static
inertial frame. We investigate what effect the acceleration has
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FIG. 1: Two different views of the two entangled spins in our setup.
In a) we have the Minkowski diagram with electron e1 following
the Rindler worldline for a constantly accelerated path while elec-
tron e2 remains at rest (following the vertical dotted line) and defines
the inertial frame of this diagram. Figure b) on the other hand is a
physical view of the two electrons; the top electron, e1, is acceler-
ated by a constant electric field that points in the negative z-direction
and placed under a constant magnetic field that points in the positive
z-direction, while the bottom spinor, e2, is isolated and at rest.
on any entanglement the two electron spins initially possess.
Let the electron mass be m, charge be e and the mag-
nitude of the magnetic moment be µ, and define the fields
to point along the z-direction i.e., E = (0, 0,−Ez) and
B = (0, 0, Bz). The IRF acceleration of the first electron
e1 is given by:
a = − e
m
Ez. (16)
Since the electron charge is negative the electron accelerates
in the positive z-direction shown in figure 1.(b).
The evolution of the electron spin is determined using clas-
sical relativistic electrodynamics (see Appendix A and also
[5, 15, 16]). The effective spin-field interaction Hamiltonian
for the spin of a relativistic electron [17] is:
H = −σ ·
{
γ−1µB′ − ~
2
γ2
γ + 1
dβ
dt
× β
}
, (17)
where β = v/c, γ = (1 − β2)−1/2, σ is the vector of Pauli
matrices, andB′ is the magnetic field in the IRF given by:
B′ = γ
{
B − β ×E − γ
γ + 1
ββ ·B
}
. (18)
As discussed in Appendix A the second term in equation (17)
is related to the phenomenon of Thomas precession.
We first analyse this equation semi-classically, treating the
magnetic field as a classical field and taking the electron path
to be the classical trajectory given by equations (14) and (15).
At this level the Thomas term vanishes as the cross product
between the velocity of the classical particle and its accelera-
tion is zero. Changing the time parameter to the proper time,
τ , (corresponding to multiplying the Hamiltonian (17) by γ)
the evolution of the spin is determined by the usual semi clas-
sical Hamiltonian
HSC = −µσzBz, (19)
where we have used the result that B′z = Bz for the classical
path and field. This time-independent system has two
energy eigenstates defined by σz = ±1, with an energy gap
∆ = 2µBz and therefore spin flipping does not occur at this
level.
From the Lorentz force equation (assuming that all non
electromagnetic forces are negligible), one finds:
p˙ = mc(γ˙β + γβ˙), (20)
= e(E + β ×B), (21)
and thus equation (17) can be written as:
H = −σ ·
{
γ−1µB′ + (γ + 1)−1
e~
2mc
β ×E′
}
, (22)
using:
E′ = γ
(
E + β ×B − γ
γ + 1
β(β ·E)
)
. (23)
In terms of the fields in the stationary frame,
H = −µσ · {γ−1B + (γ + 1)−1E × β} , (24)
where µ = e~2mc with g = 2, which differs from (22) by a
minus sign in the second term. Using p = mcγβ and the
classical to quantum correspondence pˆ→ −i~∇ we find:
H = −µσ ·
{
B − i(γ + 1)−1 ~
mc
E ×∇
}
, (25)
4where we have parameterized the quantum evolution by
the proper time, τ . Thus, even at the classical field level,
if one was to consider a spread in the momentum of the
electron [8, 18], the Thomas term would alter the energy
separation found in equation (19). Furthermore, the electric
field vacuum fluctuations perpendicular to the momentum
would cause the particle to fluctuate about the classical path.
Following the discussions relating to the perturbations of
the classical path made in reference [5] we assume, as they
have, that the particle path remains classical and unperturbed.
This seems to be a good approximation for particles with
a gyromagnetic factor g ∼ 2, such as electrons. Since we
neglect perturbations to the path, the Thomas term in equation
(25) should be dropped and the moving electron will remain
within this approximation in a momentum eigenstate along
the z-direction.
Thus far we have only been concerned with the dynam-
ics between e1 and the electromagnetic fields, we now in-
troduce the ancillary electron e2 into the Hamiltonian. We
take the Hilbert space of the combined system to be H =
H1⊗H2⊗Hfield, whereH1 is the subspace of the accelerated
spinor,H2 is the subspace of the spectator electron, andHfield
is the Hilbert space for the electromagnetic field. In terms of
the proper time the spin-field interaction Hamiltonian for the
whole system is:
H = −µσ ⊗ 1 ·B, (26)
Since the action on H2 is always the identity, for notational
simplicity we suppress the factor of ⊗1 from all operators
acting on the combined spin Hilbert space in what follows.
We now consider the second quantisation of the magnetic
field. We do this in the standard way by interpreting the mag-
netic field as a space-time dependent field operator. Expand-
ing equation (26), and defining the field operators, B± =
Bx ± iBy , [19] we obtain the interaction in terms of field
mode operators:
V (x) = −µ(σxBx(x) + σyBy(x) + σzBz(x)),
= −µ(σ−B+(x) + σ+B−(x) + σzBz(x)), (27)
where in the last step we have used σ± = 12 (σx ∓ iσy). Thus,
the spin flips when a magnetic field mode [20] is excited.
Next we calculate the time evolution of the two electron
system using a perturbative master equation [21, 22] whereby
we interpret the magnetic field fluctuations about this system
as an external environment [23]. As we are viewing the
fluctuations of the external magnetic field as an unobserved
environment of the spin-spin system, tracing over the field
subspace is implied and thus no ad hoc dynamical modelling
of the source of decoherence is necessary.
We can write the total Hamiltonian of the system as
H = HSC +HB + V, (28)
where HSC is the semiclassical evolution of the spin system,
(19), HB is the free Hamiltonian for the magnetic field,
whose exact form will not be required, and V contains the
quantum fluctuations arising from the second quantization of
the spin-field interaction determined in equation (27).
Let ρT be the total density operator of the system plus field
in the interaction picture. The equation of motion is:
dρT (τ)
dτ
=
1
i~
[V (τ), ρT (τ)], (29)
where τ is the proper time of the accelerating electron. We
assume that initially the electron spin system and field states
are uncorrelated so that:
ρT (0) = ρI(0)⊗ ρB, (30)
where ρI describes the state of the two electron spins and ρB
describes the state of the magnetic field. Following [21], one
can expand equation (29) in a perturbative series and noting
that TrB(V (τ)ρB) = 0 [24] one finds to second order in per-
turbation theory:
dρI(τ)
dτ
= − 1
~2
∫ τ
0
dτ1TrB [V (τ), [V (τ1), ρI(τ)⊗ ρB]].
(31)
For brevity we write the interaction in (27) as
V (τ) = −µ
∑
i
σi(τ)B
†
i (x(τ)), (32)
where i = {+,−, z} and the σi(τ) are Heisenberg operators.
By taking out the dependence of HSC from ρI using:
ρI(τ) = e
iHSCτ/~ρS(τ)e
−iHSCτ/~, (33)
we can rewrite the master equation (31) for the spin subsys-
tem in terms of ρS , i.e., the reduced density matrix in the
Schro¨dinger picture (see [22]):
dρS(τ)
dτ
=
1
i~
[HSC , ρS ]− µ
2
~2
∑
i,j
∫ τ
0
dτ1 × · · ·
TrB[σiB†i (x), [σj(τ1 − τ)B†j (x1), ρS ⊗ ρB]], (34)
where x ≡ x(τ) and x1 ≡ x(τ1) are defined for short. This
equation is still not entirely in the spin subsystem Schro¨dinger
picture as we still have the σ(τ1 − τ) Heisenberg operators.
However since HSC is given by equation (19) we can use the
Heisenberg equations of motion to find
σj(τ) = e
αj∆iτ/~σj , (35)
where αj = +1,−1, 0, for j = +,−, z, respectively, and
defining the expectation value over the field state to be 〈O〉 =
TrB(OρB) we obtain:
dρS
dτ
=
1
i~
[HSC , ρS]− µ
2
~2
∑
i,j
∫ τ
0
dτ1e
αj∆i(τ1−τ)/~×
{
(σiσjρS − σjρSσi)〈B†i (x)B†j (x1)〉+
+ (ρSσjσi − σiρSσj)〈B†j (x1)B†i (x)〉
}
. (36)
5In Gaussian units the electromagnetic free field Wightman
function is
〈0|Fµν(x)Fρσ(x′)|0〉 = 4~c
π
(x− x′)−6×{
(x− x′)2(gµρgνσ − gµσgνρ)
−2 [(x− x′)µ(x − x′)ρgνσ − (x− x′)ν(x− x′)ρgµσ
−(x− x′)µ(x− x′)σgνρ + (x− x′)ν(x− x′)σgµρ]} ,
(37)
whereFµν = ∂µAν−∂νAµ is the anti-symmetric electromag-
netic field strength tensor. UsingAµ = (φ, ~A) and ~B = ∇× ~A
one finds ~B = (F32, F13, F21). Since the motion is entirely
along the z direction we find that the only non-zero two point
correlation functions are [25]
〈Bj(x)Bj(x′)〉 = G(x(τ − iǫ), x(τ ′)), (38)
where j ∈ {x, y, z} [26] and
G(x, x′) =
4~c
π
(x− x′)−4. (39)
Along the constantly accelerated path described by equations
(14)-(15), this further reduces to:
G(τ − τ ′) ≡ G(x(τ), x(τ ′))
=
~a4
4πc7
{
sinh
[ a
2c
(τ − τ ′)
]}−4
. (40)
Thus we obtain the equation:
dρS
dτ
=
1
i~
[HSC , ρS ]− µ
2
~2
{
2(σ−σ+ρS − σ+ρSσ−)
∫ τ
0
dτ1e
i∆(τ1−τ)/~G(τ − τ1 − iǫ) + 2(ρSσ+σ− − σ−ρSσ+)
∫ τ
0
dτ1e
i∆(τ1−τ)/~G(τ − τ1 + iǫ)
+ 2(σ+σ−ρS − σ−ρSσ+)
∫ τ
0
dτ1e
−i∆(τ1−τ)/~G(τ − τ1 − iǫ) + 2(ρSσ−σ+ − σ+ρSσ−)
∫ τ
0
dτ1e
−i∆(τ1−τ)/~G(τ − τ1 + iǫ)
+ (ρS − σzρSσz)
∫ τ
0
(G(τ − τ1 − iǫ) +G(τ − τ1 + iǫ)) dτ1
}
. (41)
Since the integrands in the above equation are sharply peaked
functions about τ1 = τ we are justified in making the Marko-
vian approximation (see [22], pg.28). We make the change of
variable s = τ−τ1 and extend the integration over the interval
s ∈ [0,∞]. To simplify the notation we define the following
integrals:
Γ± =
∫ ∞
0
ei∆s/~G(s± iǫ)ds, (42)
Γz =
∫ ∞
0
{G(s− iǫ) +G(s+ iǫ)} ds. (43)
Using∫
ds
sinh4(s+ ia)
= − 13 coth(s+ ia)
(
csch2(s+ ia)− 2) ,
(44)
we find that Γz = 23
~a3
pic6 . Then equation (41) becomes:
dρS
dτ
=
1
i~
[HSC , ρS ]− µ
2
~2
{
2(σ−σ+ρS − σ+ρSσ−)Γ∗+ + 2(ρSσ+σ− − σ−ρSσ+)Γ∗−
+2(σ+σ−ρS − σ−ρSσ+)Γ− + 2(ρSσ−σ+ − σ+ρSσ−)Γ+
+
2
3
~a3
πc6
(ρS − σzρSσz) } , (45)
where we have made use of the identity G(−z) = G(z) for
any complex z, which follows from equation (40). This mas-
ter equation is similar in form to those found in [22, 27]. By
separating Γ1 and Γ2 into their real and imaginary compo-
nents equation (45) simplifies into:
dρS
dτ
=
1
i~
[HSC , ρS ]− µ
2
~2
{
2ReΓ−(σ−σ+ρS + ρSσ−σ+ − 2σ+ρSσ−)
+2ReΓ+(σ+σ−ρS + ρSσ+σ− − 2σ−ρSσ+)
+
2
3
~a3
πc6
(ρS − σzρSσz)− iIm(Γ+ + Γ−)[σz , ρS ] } .
(46)
The last term is a correction to the unperturbed energy sepa-
ration ∆. It is due to the spin-field coupling and effectively
renormalizes the Hamiltonian by a term HLC = µ
2
~
Im(Γ+ +
Γ−)σz , reminiscent of the Lamb shift [28] in atomic physics.
Further defining:
γ± ≡ 4µ
2
~2
ReΓ± =
2µ2
~2
∫ ∞
−∞
e∓i∆s/~G(s− iǫ)ds, (47)
we observe that the Master equation takes a manifestly Lind-
6blad form:
dρS
dt
= − i
~
[H ′, ρS ]+
∑
j
[
2LjρSL
†
j −
{
L†jLj, ρS
}]
, (48)
where {x, y} = xy + yx denotes an anticommutator, H ′ =
HSC − HLC is the coherent part of the renormalized spin
Hamiltonian, and Lj are the Lindblad operators, given by:
L1 =
√
γ−
2
σ−, (49)
L2 =
√
γ+
2
σ+, (50)
for transitions down and up (in spin energy) respectively and
L3 =
√
γz
2
σz , (51)
(a pure dephasing channel) where
γz ≡ µ
2
~2
Γz =
2
3
µ2
~
a3
πc6
. (52)
By renormalizing the subsystem density matrix,
ρ˜(τ) = eiH
′τ/~ρS(τ)e
−iH′τ/~, (53)
we can write
dρ˜
dτ
= γ−2 [2σ−ρ˜σ+ − σ+σ−ρ˜− ρ˜σ+σ−]
+ γ+2 [2σ+ρ˜σ− − σ−σ+ρ˜− ρ˜σ−σ+]
+ γz[σz ρ˜σz − ρ˜]. (54)
We note that this master equation is similar to the master
equation for spontaneous emission of an atom discussed in
[29] (pg. 388) except that in our case we have a 4× 4 density
matrix and two more Lindblad operators. Nevertheless,
we will now show that the same method that was used to
solve the master equation in [29] can be applied here by
choosing the right generalisation of the Bloch sphere in 4× 4
dimensions.
Since ρ spans a sixteen dimensional vector space and the
direct product of Pauli matrices including the identity, {σi ⊗
σj |i, j ∈ 0, · · · , 3}, form sixteen linearly independent vec-
tors we can expand any general density matrix for a two spin
system as follows:
ρ =
3∑
i=0
3∑
j=0
rijσi ⊗ σj , (55)
where we have chosen the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
(56)
and defined σ0 = 1. A nice property about this choice of ba-
sis is that the expansion coefficients rij are real, which follows
from the hermiticity of the Pauli matrices and density opera-
tor, furthermore the expansion coefficients can be computed
directly using:
rij =
1
4
Tr(ρσi ⊗ σj). (57)
As every density matrix has trace one, r00 is equal to one quar-
ter. From the inequality Trρ2 ≤ 1 the density operator can
also be expressed as:
ρ =
1
4

14×4 +√3 ∑
i+j 6=0
yijσi ⊗ σj

 , (58)
where ∑
i+j 6=0
(yij)
2 ≤ 1, (59)
where equality holds if and only if the state is pure. Equation
(58) generalises the Bloch sphere representation of a single
qubit [29] to a two qubit system, in this way two qubit mixed
states can be thought of as lying somewhere within a fifteen
dimensional unit-sphere.
In our case we will find it more useful to express our density
in the form (55). As an example, a maximally entangled Bell
state of the kind 1√
2
(| ↑↑〉+ | ↓↓〉) would be expressed
ρBell =
1
4 (σ0 ⊗ σ0 + σ1 ⊗ σ1 − σ2 ⊗ σ2 + σ3 ⊗ σ3). (60)
The entanglement between the spin degrees of freedom can
be obtained by calculating the concurrence [7]
C(ρ) = max{λ1 − λ2 − λ3 − λ4, 0}, (61)
where {λ1, λ2, λ3, λ4} are the non-negative square roots of
the eigenvalues of the matrix
M = ρ(σ2 ⊗ σ2)ρ∗(σ2 ⊗ σ2). (62)
Thus, the maximally entangled state (60) has a concurrence
of one.
Substituting ρ˜ =
∑
i,j r˜ijσi ⊗ σj into equation (54) gives:
dr˜ij
dτ
σi ⊗ σj = γ−
2
r˜ij [2σ−σiσ+ − σ+σ−σi − σiσ+σ−]⊗ σj
+
γ+
2
r˜ij [2σ+σiσ− − σ−σ+σi − σiσ−σ+]⊗ σj
+ γz r˜ij [σzσiσz − σi]⊗ σj , (63)
which after a little algebra gives sixteen first order linear dif-
ferential equations
˙˜r0j(τ) = 0,
˙˜r1j(τ) = − 12 (γ− + γ+ + 4γz)r˜1j(τ),
˙˜r2j(τ) = − 12 (γ− + γ+ + 4γz)r˜2j(τ),
˙˜r3j(τ) = (γ− − γ+)r˜0j(τ) − (γ− + γ+)r˜3j(τ), (64)
7where dots imply differentiation with respect to τ . The solu-
tions to these equations are found to be:
r˜0j(τ) = r˜0j(0),
r˜1j(τ) = r˜1j(0)e
− 12 (γ−+γ++4γz)τ ,
r˜2j(τ) = r˜2j(0)e
− 12 (γ−+γ++4γz)τ ,
r˜3j(τ) = r˜3j(0)e
−(γ−+γ+)τ
+ γ−−γ+γ−+γ+ r˜0j(0)(1− e
−(γ−+γ+)τ ). (65)
Thus, the relaxation and dephasing times respectively are:
T−11 = γ− + γ+, (66)
T−12 =
γ− + γ+
2
+ 2γz, (67)
where T2 is the timescale for which the off-diagonal ele-
ments of the density matrix (‘coherences’) decay and T1 is
the timescale for spin flipping. The relations (66)-(67) have
a form identical to those typically found in magnetic reso-
nance problems (see [27], chapter 4.3). We will compare these
timescales in more detail in the next section once we have cal-
culated the spin flip rates.
IV. RELAXATION AND CONCURRENCE
We have succeeded in finding the time evolution for the
system of spins within our specific setup. In order to analyse
the effect that the acceleration has on the entanglement shared
by these spins it is necessary to calculate the spin flip rates
defined in equation (47).
Making a linear change of variables, s′ = as/c, the integral
in (47) becomes
γ± =
2µ2
~2
~a4
4πc7
c
a
∫ ∞
−∞
ds′
exp (∓i∆s′c/a~)
sinh4 12 (s
′ − iǫ) . (68)
These integrals can be evaluated using contour integration [5]:
γ± = ∓8
3
µ2∆
~4c3
(
∆2 +
a2~2
c2
)(
1− e±2pic∆/a~
)−1
. (69)
Bell and Leinaas also noted that the ratio of the transition
rates,
γ+
γ−
= e−2pic∆/a~, (70)
define an equilibrium ratio of populations of the upper and
lower states. Thus, the equilibrium distribution over the levels
has a thermal character in accordance with the Unruh temper-
ature formula (1). To proceed further we recall that the Bose
occupation number is
n =
1
e2pic∆/a~ − 1 . (71)
FIG. 2: The relaxation times T1 (dashed line) and T2 (solid line)
in units of the spontaneous emission timescale at zero acceleration,
γ−10 , as a function of the acceleration, a, in units of c∆/~.
We also notice from equation (69) that there remains an emis-
sion rate even when the acceleration goes to zero:
γ0 ≡ lim
a→0
γ− =
8
3
µ2∆3
~4c3
. (72)
This spontaneous emission is due to the quantum interactions
of the magnetic moment with the magnetic field and defines a
useful parameter, γ0, which sets the scale of spin flip transi-
tion rates. This magnetic spontaneous emission rate is much
weaker than the usual atomic spontaneous emission rate, and
is significantly harder to detect, see [30]. The equations in
(47) can now be written:
γ+ = γ0
(
1 +
(
a~
c∆
)2)
n, (73)
γ− = γ0
(
1 +
(
a~
c∆
)2)
(n+ 1). (74)
Furthermore, it is easily verified that
γz =
1
4piγ0
(
a~
c∆
)3
. (75)
Thus, the relaxation and dephasing times respectively are:
T−11 = γ0(1 + (
a~
c∆ )
2) coth pic∆a~ , (76)
T−12 =
γ0
2
{
(1 + ( a~c∆)
2) coth pic∆a~ +
1
pi (
a~
c∆)
3
}
. (77)
The relaxation and dephasing times are shown in figure 2. We
observe that T1 < T2 ≤ 2T1 for all values of the acceleration.
Thus, typically there will be more than one spin flip before the
coherences vanish.
In the long time limit the state (55) becomes:
ρ˜a(∞) =
∑
j
r˜0j1⊗ σj + tanh( cpi∆a~ )r˜0jσ3 ⊗ σj , (78)
=
(
1+ tanh( cpi∆a~ ) σ3
)
2
⊗ 2
∑
j
r˜0jσj , (79)
8which is a product of two density matrices acting separately
on each of the spinor subspaces. Therefore the state of the
spins will eventually separate regardless of how they were
initialised. To determine precisely how the system separates
we calculate the concurrence (61)-(62) as a function of time.
Before doing so, it is worth discussing the effect of Lorentz
transformations on entanglement.
Recall that Gingrich and Adami [8] have shown that the
concurrence of two particles, each in a state with some spread
in momentum, is not Lorentz invariant. This is because
momentum dependent Wigner rotations act on the spinors
under Lorentz transformations (see also [18] for a discussion
on the entropy of single particles under Lorentz transforma-
tions). One then wonders if in the present case calculating
the concurrence in the rest frame of the inertial electron is
meaningful. While this is clearly a concern for particles
with a spread of momentum states, when the particles are in
momentum eigenstates the Wigner rotation acts like a local
unitary operation on the spinors and therefore does not change
the concurrence [8, 14]. In our case, the moving electron
follows the classical path defined by equations (14)-(15) and
is thus by construction in a momentum eigenstate pz(τ).
Furthermore, the stationary spinor can be chosen to be as
narrow as is required i.e., ∆pz ∼ 0. Under these conditions,
since there is no significant momentum spread in either
of the particles wavefunctions, the concurrence function
behaves to good approximation invariantly under Lorentz
transformations. We now proceed to calculate the value of
the concurrence in the stationary electron rest frame.
We initialise the system into the maximally entangled Bell
state (60) which then evolves according to equation (65), since
concurrence is invariant under local unitary transformations
[7] we are justified in calculating the concurrence of ρ˜ instead
of ρS . The time-dependent system density matrix is:
ρ˜(τ) =
1
4
{
σ0 ⊗ σ0 + e−Γ2τσ1 ⊗ σ1 − e−Γ2τσ2 ⊗ σ2
+e−Γ1τσ3 ⊗ σ3 + tanh
(
cpi∆
a~
) (
1− e−Γ1τ )σ3 ⊗ σ0} ,
(80)
where we have defined Γ1 = T−11 and Γ2 = T
−1
2 . One ob-
serves from equation (80) that ρ˜(τ) = ρ˜∗(τ), and since the
eigenvalues of M in equation (62) are real and positive [7] we
can find the concurrence of ρ˜(τ) by diagonalising the matrix:
ρ˜σ2 ⊗ σ2, (81)
where we take the {λi} in equation (61) to be the absolute
values of the eigenvalues of the matrix (81). We find that the
concurrence is given by:
C(a, τ) = max
{
e−τΓ2 − 12
(
1− e−τΓ1) sech( cpi∆a~ ), 0} .(82)
The concurrence is plotted in figure 3 as a function of the ac-
celeration and the proper time. We observe that the greater
the acceleration the quicker that the initial entanglement dis-
appears. We will use the time taken for the system to reach
FIG. 3: (Color online) We have plotted the concurrence of two ini-
tially maximally entangled spins as a function of the acceleration, a,
(in units of c∆
~
) and the proper time (in units of γ−10 ). Our main re-
sult, equation (85), is also shown overlaid in a dark (red) line along
C = 0.
zero concurrence to quantify the dependence of disentangle-
ment on acceleration. For a given acceleration the time taken,
τ0, for the system to completely disentangle is given by the
equation:
e−τ0Γ2 = 12
(
1− e−τ0Γ1) sech( cpi∆a~ ), (83)
which follows from equation (82) [31]. Defining the dimen-
sionless parameter α ≡ a~c∆ and taking the limit α ≫ 1 (i.e.,
∆≪ a~c ) we find,
Γ1 = Γ2 =
8
3π
µ2a3
~c6
+O(α). (84)
Equation (83) can now be solved for τ0:
τ0 =
3π ln 3
8
~c6
µ2a3
+O(α−5). (85)
Thus in the large acceleration small magnetic field limit the
proper time taken to disentangle the two spinors is propor-
tional to the inverse of the acceleration cubed [32]. We have
used this result to plot the zero concurrence dark (red) line in
figure 3.
In the frame of the stationary spinor the time taken to disen-
tangle is exponentially longer:
t0 =
c
2a
exp
(
3π ln 3
8
~c5
µ2a2
)
. (86)
If we put in the numbers for an electron we find:
t0 =
c
2a
exp
(
3.8× 1061m2.s−4
a2
)
. (87)
Therefore an acceleration with a magnitude of about thirty
is required to observe the disentanglement on a reasonable
timescale. This is consistent with the thermal equilibrium
timescale found in [5].
9V. CONCLUSION
We have considered the system of two spin-entangled elec-
trons when one electron is accelerated and placed under a con-
stant magnetic field whilst the other is at rest and isolated.
Our method consisted of explicitly calculating the open quan-
tum system where the quantised magnetic field fluctuations
were considered to be an unobserved environment. This gen-
eralises the linearly accelerated single electron case consid-
ered by Bell and Leinaas over 25 years ago. For the first time
we have found analytic expressions for the T2 (77), the con-
currence (82) and the entanglement lifetime (86) of this sys-
tem.
It is worth emphasising that while the timescales found here
for the linear system prohibit any experimentation, there is a
drastic improvement in the timescale when the accelerating
electron is put into a circular orbit [5]. Using the methods we
have employed here, one could perform the calculation in the
case when the motion is circular or when the acceleration in
the IRF is simple harmonic. The latter situation is of interest
as it would be a good theoretical basis in which to study the
entanglement between spins attached to high frequency can-
tilevers.
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APPENDIX A: CONNECTION BETWEEN THOMAS
PRECESSION AND THE INFINITESIMAL WIGNER
ROTATION
As discussed in the introduction a single boost A(~β + d~β)
differs from the combination of boosts A(~β) followed by
A(d~β′) by a rotation:
R(d~Ω) = A(~β + d~β)[A(d~β′)A(~β)]−1, (A1)
where d~β′ is measured in the IRF and is related to d~β = ~v/c
(see [16], chapter 11.8, [34]) by:
d~β′ = γd~β +
γ3
γ + 1
d~β · ~β~β. (A2)
Using R(d~Ω)A(d~β′) = A(d~β′)R(d~Ω) + O(d~β) [35] one
finds:
R(d~Ω) = A(−d~β′)A(~β + d~β)A−1(~β), (A3)
= I − d~Ω · S, (A4)
where S is the generator of rotations and
d~Ω =
γ2
γ + 1
~β × d~β. (A5)
One can verify that −d~β′ is the three component vector of
A(~β + d~β)β, where β = (γ, γ ~β), in what follows we adopt
the notation that ~βΛ represents the three vector component of
Λβ. Defining L = A−1 and Λ = A(~β + d~β) we have,
R(d~Ω) = L−1(~βΛ)ΛL(~β), (A6)
which shows that the infinitesimal Thomas rotation is a special
case of the Wigner rotation [8, 14] for the choice of Λ given
above. Therefore a state |~pλ〉 acted on by U(Λ) (where U
is a two dimensional linear operator satisfying U(Λ1Λ2) =
U(Λ1)U(Λ2)) can be written
U(Λ)|~pλ〉 = U(Λ)U(L(~β))|~kλ〉, (A7)
= U(L(~βΛ))U(L
−1(~βΛ)ΛL(~β))|~kλ〉, (A8)
=
∑
λ′
Dλλ′(Λ, ~p)|~pΛλ′〉. (A9)
where we have made use ofL(~β)µνkν = pµ, where k is the rest
frame four momentum (mc2, 0). On the second line we have
inserted the identity U(L(~βΛ))U(L−1(~βΛ)) = 1 and identi-
fied the Wigner Rotation. The momentum dependent Wigner
D-function is known to disentangle spin states [8] when ei-
ther state has some spread in momentum. Putting the rotation
into this form allows us to see that a continuous sequence of
Wigner rotations caused by a constant acceleration in general
leads to a mixing of the spin and momentum entanglement.
We now complete the analysis by showing that this effect is
just the Thomas precession, which can be accounted for by
including an additional term in the Hamiltonian.
When the acceleration in the IRF is constant the moving frame
rotates with a constant angular velocity,
~ωT = −d
~Ω
dt
=
γ2
γ + 1
d~β
dt
× ~β. (A10)
Now we can write
U(R(d~Ω)) = 1− d
~Ω
dt
· Sdt, (A11)
where in our case we choose S to be the generators of the
two dimensional representations of the unitary subgroup of
SL2(C ), i.e., that satisfy the commutation relations:
[Si, Sj ] = ǫijkSk, (A12)
[Si,Kj ] = ǫijkKk, (A13)
[Ki,Kj] = −ǫijkSk, (A14)
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where K are the hermitian subset of SL2(C ) corresponding
to boosts. Since the Pauli matrices satisfy [σi, σj ] = 2iǫijkσk
we can take,
Si = − iσi
2
, ∀i ∈ {x, y, z}. (A15)
Then
U(R(d~Ω)) = 1 + ~ωT · S, (A16)
= 1− i
~
(
~~ωT · ~σ
2
)
dt. (A17)
This equation is the infinitesimal form of the unitary time
translation operator and thus the generator in brackets is the
Thomas Hamiltonian,
HT =
~~ωT · ~σ
2
. (A18)
In the IRF the spin-field equation of motion is given by,
d~s
dτ
= ~µ×B′ (A19)
where B′ is the field in the IRF. In the laboratory time,
d~s
dt
= γ−1µ×B′. (A20)
Thus, the total Hamiltonian for the relativistic two component
spinor can then be written,
H = −γ−1~µ · B′ + ~~ωT · ~σ
2
. (A21)
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