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Abstract  
With the increasing use of web services in everyday tasks we are entering an era of 
Internet of Services (IoS). Service discovery and selection in both centralized and 
decentralized environments have become a critical issue in the area of web services, 
in particular when services having similar functionality but different Quality of 
Service (QoS). As a result, selecting a high quality service that best suits consumer 
requirements from a large list of functionally equivalent services is a challenging task. 
In response to increasing numbers of services in the discovery and selection process, 
there is a corresponding increase of service consumers and a consequent diversity in 
Quality of Service (QoS) available. Increases in both sides leads to a diversity in the 
demand and supply of services, which would result in the partial match of the 
requirements and offers. Furthermore, it is challenging for customers to select suitable 
services from a large number of services that satisfy consumer functional 
requirements. Therefore, web service recommendation becomes an attractive solution 
to provide recommended services to consumers which can satisfy their requirements.  
In this thesis, first a service ranking and selection algorithm is proposed by 
considering multiple QoS requirements and allowing partially matched services to be 
counted as a candidate for the selection process. With the initial list of available 
services the approach considers those services with a partial match of consumer 
requirements and ranks them based on the QoS parameters, this allows the consumer 
to select suitable service. In addition, providing weight value for QoS parameters 
might not be an easy and understandable task for consumers, as a result an automatic 
weight calculation method has been included for consumer requirements by utilizing 
distance correlation between QoS parameters.   
 XII   
 
The second aspect of the work in the thesis is the process of QoS based web service 
recommendation. With an increasing number of web services having similar 
functionality, it is challenging for service consumers to find out suitable web services 
that meet their requirements. We propose a personalised service recommendation 
method using the LDA topic model, which extracts latent interests of consumers and 
latent topics of services in the form of probability distribution. In addition, the 
proposed method is able to improve the accuracy of prediction of QoS properties by 
considering the correlation between neighbouring services and return a list of 
recommended services that best satisfy consumer requirements.  
The third part of the thesis concerns providing service discovery and selection in a 
decentralized environment. Service discovery approaches are often supported by 
centralized repositories that could suffer from single point failure, performance 
bottleneck, and scalability issues in large scale systems. To address these issues, we 
propose a context-aware service discovery and selection approach in a decentralized 
peer-to-peer environment. In the approach homophily similarity was used for 
bootstrapping and distribution of nodes. The discovery process is based on the 
similarity of nodes and previous interaction and behaviour of the nodes, which will 
help the discovery process in a dynamic environment. Our approach is not only 
considering service discovery, but also the selection of suitable web service by taking 
into account the QoS properties of the web services. 
The major contribution of the thesis is providing a comprehensive QoS based service 
recommendation and selection in centralized and decentralized environments. With 
the proposed approach consumers will be able to select suitable service based on their 
requirements. Experimental results on real world service datasets showed that 
proposed approaches achieved better performance and efficiency in recommendation 
and selection process.  
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Chapter 1 Introduction 
1.1 Overview 
Web services are self-contained and self-describing computational Web components 
designed to support machine-to-machine interaction by programmatic Web method 
calls [1]. Services are platform independent entities that can be used in atomic form 
or in composite forms, where services offer integrated functionality by combining 
with other services. Web services, understood as a means for developing highly 
complex systems by using loosely coupled services, are one of the main 
implementations of a service oriented architecture (SOA).  
With the rapid development of distributed systems, web services are widely accepted 
in academic and industry communities. They are understood as a means for 
developing high complexity systems by using loosely-coupled services. Web service 
discovery is the process of finding suitable services that match consumer requirements 
from a list of available web services published in a service registry. From the ever-
increasing number of services, it has become a trend that the data oriented web is 
moving towards a service oriented web [2]. As a result, finding a desired web service 
is similar to looking for a needle in a haystack [3]. Efficiently and effectively 
discovering and selecting web services that match consumer requirements becomes a 
critical issue, especially when there is a pool of functionally equivalent services with 
different quality of service (QoS).  
Consumers are concerned about the QoS parameters in addition to the functional 
properties of the services. Different consumers prefer different QoS parameters, or 
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different ways of expressing QoS parameters. This diversity leads to partial or 
imprecise matching of QoS parameters. Services may not be selected because of the 
existence of partial matching of some properties even though the services are relevant 
to the user’s query. For example, a potential passenger may have several criteria for a 
flight service, and an airline operator may have a list of relevant offers. Not having an 
exact match for all the criteria the user is asking for leads to these offers being 
excluded from the selection process. For an accurate and efficient service selection, 
there should be a mechanism to deal with partial matching during service selection. 
This leads to the necessity for an accurate, efficient and dynamic service selection 
method using a partial match between consumer requirements and provider offers.  
In addition, increases in the number of web services with different QoS makes it 
challenging for service consumers to decide on and select the best available web 
service for their requirements. Service recommendation is one of the approaches that 
help consumers by providing a list of recommended services that match their 
requirements. By using recommendation systems, and based on previous interactions 
and behaviours, consumers can be provided with a list of recommended web services. 
While there are a significant number of works on recommendation systems using 
collaborative filtering (CF) [4] [5] [6] [7] [8] and content-based filtering [9] [10], most 
of the approaches ignore the latent interests of services and consumers and 
correlations with neighbouring web services. To improve the recommendation 
process, a hybrid approach is required. Such an approach would use topic modelling 
as an efficient dimension reduction technique to extract the latent interests of 
providers and consumers. Employing probability distributions and using correlations 
among neighbouring web services would improve the accuracy of prediction of QoS 
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properties of web services and return a list of recommended web services to the 
consumer. 
Last but not least, the cloud computing trend, which is a service-oriented application, 
has resulted in a growing number of web services such as Software as a Service 
(SaaS), platform as a Service (PaaS), and Infrastructure as a Service (IaaS). The 
increasing number of web services has led to critical issues like efficiency and 
scalability. Most of the current approaches focus on centralized architectures in which 
a single service registry or multiple service registries synchronize together. These 
approaches lead to bottlenecks, single points of failure, and scalability limitations. In 
addition, one of the main drawbacks of centralized approaches is having a global 
knowledge about the system that is not presented in decentralized environments. 
While availability and demand for services is growing significantly, the inherent 
disadvantages in centralized environments prevent web services from being applied 
in large scale service networks. As Service Oriented Computing environments are 
largely distributed, a decentralized approach appears to be a suitable way to address 
the issues and achieve scalable, reliable and robust service discovery and selection.  
The term services as it is used throughout this thesis is a general term for web services 
in service oriented computing, as well as other forms of services, such as services in 
the Internet of Things (IoT) [11]. IoT connects billions of devices in an internet-like 
structure. Each device is encapsulated as a real-world service that provides 
functionality and information exchanges with other devices. In this thesis, three 
approaches are used to tackle these challenging research problems. The first approach 
is directed to web service partial matching by proposing an efficient ranking and 
Introduction  
 4   
 
selection algorithm for partially matched services in the Internet of Services (IoS). 
The next approach addresses service recommendations by proposing hybrid service 
recommendation using correlation-based and semantic content features. The last 
approach focuses on web service discovery and selection in a decentralized 
environment by proposing a context-aware service discovery and selection algorithm 
in decentralized environments. The detailed motivations, contributions, and 
organizations of these approaches are presented in section 1.2, section 1.3, and section 
1.4 respectively. 
1.2 Research Motivations 
Services have become a persistent fact in the field of computing and seemingly enter 
every aspect of life. SOA, Grid, and cloud computing are different computing 
paradigms based on web services. With an increase in the number of web services, the 
requirements of consumers increase seamlessly.  
Each service can be described by its functional and non-functional properties. The 
functional properties of a service to the consumer can be represented by its inputs and 
outputs and by the behaviour of the service; it describes what the service does. 
However, the non-functional properties of a service show the details of how well a 
service can provide that functionality. Examples of those properties are response time, 
availability, throughput, latency, and so on. Commonly, QoS represents non-
functional attributes of a service. However, some literature describes QoS as a sub-
class of non-functional properties. In the context of this thesis, we use QoS to represent 
all non-functional attributes.  
Introduction  
 5   
 
There is a plethora of web services currently available, and new services continuously 
emerge. In service discovery, a service consumer has a list of requirements, and 
service providers publish services and advertise their capabilities. During the 
discovery process, service capability is matched to consumer requirements, and a list 
of web services with similar functionality but with different QoS parameters is 
returned. In this case, the QoS parameter plays an important role in determining which 
service will be selected and utilised by the consumer. Due to the complexity of QoS 
metrics, the issue of service selection is not fully addressed. There is an array of 
consumer QoS criteria that can be used to differentiate between services. Consumers 
may place different levels of importance on different QoS criteria. The algorithm must 
meet current needs to have flexibility in a variety of QoS attributes and be scalable to 
meet future needs without re-engineering. In addition, several factors give rise to a 
situation where the list of QoS attributes from the consumer requirements and from 
the provider parameters are not identical. Services that would otherwise satisfy the 
consumer’s requirements might not be considered simply because of imprecise or 
partially matching QoS properties. In this case, the discovery and selection algorithm 
should avoid excluding partially matched services. It should include them in the 
process of discovery and selection. 
The growth and popularity of web services make personalized recommendations one 
of the most important research issues. Web service recommendations can be 
considered an automatic process of discovering and recommending several web 
services to the consumer based on the QoS properties of the web services and the 
behaviour of the consumer. Collaborative filtering is a significant approach used in 
the process of service recommendation by exploiting consumers’ and providers’ 
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interactions with the system. There are two main types of collaborative filtering 
approach, user-based and item-based [12]. Additionally, a hybrid approach combining 
both user-based and item-based approaches has also been proposed [7] [8].  
Current collaborative filtering approaches make recommendations based on mutual 
relationships between users and services, but neglect the latent interests of the users 
and services. The latent interests of the user can be considered a requirement of the 
user that will avoid the user having to provide explicit requirements, as it is always 
prone to error. The latent interests of the service reduce the search dimension by 
describing each service by a list of latent interests (topics); those topics represent the 
behaviour of the service. Another well-known problem to this approach [13] [8] is that 
it does not take the relationship among neighbouring services into consideration 
during the process of service recommendation. The correlation has an impact on 
improving the accuracy of predicting missing QoS values. 
Since the use of web services continually increases in everyday life, we are entering 
an era of the Internet of Services (IoS). Traditional service discovery approaches are 
often supported by centralized registries. The centralised approach cannot cover all 
aspects of practically unlimited consumer requirements because it is not feasible for 
any service repository or service provider to meet all consumer demands. A 
centralized approach is also always prone to single point failures and bottlenecks, 
hugely affecting the availability and reliability of web services. Therefore, a 
decentralized P2P approach is proposed where each peer node can represent a cloud 
platform and provide different services. A practically unlimited number of services 
can be found outside each cloud platform and can be outsourced based on the 
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consumer’s request. The nodes can dynamically join and leave the network, which 
provides an elastic environment for a limitless number of services. As a result, each 
node can outsource services from other nodes based on the context and on social 
behaviour. Consumer demands will be fulfilled in this way, and the issue of single 
point failure will be solved using different numbers of nodes with each of them acting 
as a provider and requester of services.  
1.3 Research Aim and Objectives 
1.3.1 Research Aim 
The overall aim of this research is to develop a novel and efficient method for service 
recommendation and selection based on Quality of Service (QoS). This includes 
development of a suitable discovery and ranking method in centralized and 
decentralized environments. It is necessary to divide the aim into more specific 
objectives. They are listed in section 1.3.2. 
1.3.2 Research Objectives 
 To review background research and related work in the area of service 
selection and recommendation in different platforms.  
 To develop an efficient method for service recommendation and selection 
based on QoS parameters. The method should deal with partially matched 
services and consumer requirements and adequately rank services by 
aggregating different QoS parameters and consumer requirements.  
Introduction  
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 The recommendation and selection method should be scalable and capable 
of dealing with several web services and QoS parameters (i.e. two-
dimension scalability).  
 The method should be easily expanded to handle extra aspects like 
adapting to different environments (centralized and decentralized).  
 To develop a hybrid service recommendation method that considers 
service correlations and service semantic content extraction. The method 
should consider the consumer’s preferences and criteria in order to provide 
the most suitable services. 
 The evaluation should show improvements of the proposed methods in 
comparison with the existing methods in the area of service selection and 
recommendation. 
1.4 Research Contributions 
Based on our research aim and objectives, we can list the key contributions of this 
thesis as follows: 
1.4.1 Partially matched service selection 
Based on the listed challenges of partial matching, scalability, and consumer 
preferences, contributions of partially matched service selection can be determined to 
include: 
 Service selection algorithm: One of the key purposes of the investigation 
of the service selection method is to help consumers select the best 
available service for their requirements. Consumers may not be able to 
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make the correct decision, as the selection constraints are complicated. In 
Chapter 3, we study a QoS-based partial service selection approach by 
evaluating the similarity score between requested and published QoS 
parameters. We found that traditional service selection algorithms that 
reflect an exact match between the request and the published QoS 
parameters cannot represent the matchmaking process well under certain 
conditions. To observe the tolerance in some QoS parameters that a service 
could provide, robust partial matching has been proposed. For calculation 
of the partial match, a comprehensive service request has been proposed 
to let consumers express their requirements. The QoS value of each 
dimension for both service requests and published QoS parameters could 
be described by attributes such as values, datatypes, weight, and the 
tendency of the preferences. By using six different equations, the 
normalized value of each QoS parameter is calculated, and based on the 
aggregation of the values, the rank of the service will be attributed. 
 Automatic weight value calculation: It is difficult to evaluate different 
criteria, as each criterion might be expressed in different ways, and the 
preferences of each consumer vary for each criterion. Collecting weights 
and preferences of each QoS parameter from consumers may not be an 
efficient choice, particularly in complex selection processes with tens or 
hundreds of consumer requirements. Therefore, we provided an automatic 
weight calculation method based on weight value dependency among QoS 
parameters. Based on the method, the distance correlation of QoS 
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distributions will be calculated and used to predict the weight value of each 
QoS parameter. 
 Scalability of the partially matched selection method: Increase in the 
number of web services has impact in the efficiency and accuracy of the 
selection and recommendation process. With the increase in the number of 
services, the selection and recommendation system should be scalable and 
capable to deal with large number of services. In our proposed approach 
the scalability of the partially matched selection method will be tested. 
Based on the results, our approach has to be scalable in terms of increasing 
the number of services in the selection process. 
1.4.2 Personalized service recommendation method 
Based on the mentioned challenges in service recommendation and selection, the 
contributions in this section can be summarized as: 
 Hybrid Recommendation Method: To achieve efficient web service 
recommendation and selection, we proposed a personalized service 
recommendation approach in Chapter 4. In this method, a hybrid approach 
for web service recommendation is proposed that combines correlation-
based and content-based recommendation of services. Unlike other 
conventional service recommendation approaches, our approach considers 
correlations between web services based on co-invocation by different 
consumers, and exploits a Latent Dirichlet Allocation (LDA) model that 
simultaneously considers the similarities of users and content of web 
services and extracts latent interests of users and services. 
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 Correlation based recommendation: Some of the well-known 
approaches [8] [10] ignore relationships among Web services in similar 
neighbouring selections, which has an important impact on QoS prediction 
accuracy. In this approach, we use a correlation-based top-k 
recommendation approach to improve the process of finding k neighbours 
by using correlations between Web services instead of similarities. The 
relationships between services can be achieved by using the number of co-
invoked web services by different consumer of services. Then a correlation 
graph will be generated which shows the services and links between the 
nodes representing the correlation between services. Based on the 
relationships between services in the correlation graph, a service ranking 
matrix will be generated to be used in the prediction and recommendation 
process.  
 Content based recommendation: Content-based service 
recommendation is the process of the exploration of the similarities of the 
content between services. In the recommender system, model ratings of 
services depend on an underlying set of topics. The model has a three-layer 
representation: service, topics, and users. Each service is represented as a 
probability distribution over topics, and each topic is a probability 
distribution over users. In addition, by using consumer’s latent interests, 
the next possible consumer preferences can be statistically estimated.  
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1.4.3 Service discovery and selection in decentralized environment 
In this section, a service discovery and selection algorithm in a decentralized 
environment is proposed that will improve the efficiency and performance of the 
discovery and selection process in comparison to the previous work in this area. 
Contributions can be summarized as a decentralized discovery and selection method 
and the simulation of a prototype platform. 
 Decentralized discovery and selection method: Chapter 5 introduces a 
service discovery and selection method in a decentralized environment to 
address the need for acquiring the QoS attributes based on consumer 
requirements and selecting the required services more accurately. A 
homophily-based approach is proposed, meaning that the most noticeable 
attributes of services that determine similarities between nodes in the 
system are utilized as a method of bootstrapping and creating links 
between the nodes of the decentralized environment. The discovery 
process is based on semantic similarity, previous interaction, and the social 
behaviour of nodes. It will aid the discovery process by creating 
communities based on the similarities, and by providing a more dynamic 
environment for joining and leaving nodes. It does not just concern 
discovering services, it also considers the selection of the best available 
service by taking into account the QoS properties of the services. 
 
Simulation of prototype platform: A prototype platform is proposed for a self-
organized discovery and selection environment using a real world semantic dataset. 
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To observe the evolution of network topology in the simulations, the process starts 
with the initialization of nodes, resources, and social profiles. Then the contents of the 
semantic services are used to evenly distribute them among the self-organized nodes 
in the system. The experimental results with a real world semantic web service dataset 
show that this approach achieved better performance and efficiency in both the 
discovery and selection processes. 
1.5 Thesis Organization  
The rest of the thesis is organized as follows: 
 Chapter two:  
In this chapter, I review some background knowledge and related work in the area of 
service recommendation and selection in different environments. 
 Chapter three: 
In this chapter, we propose an efficient algorithm for partially matched services in 
Internet of Services. Our approach considers partial matching, scalability, and 
personalization of QoS preferences. The proposed approach reflects IoT service 
ranking and selection algorithm by considering multiple QoS requirements and 
allowing partially matched services to be counted as a candidate for the selection 
process. 
 Chapter four: 
In this chapter, we propose a personalized service recommendation using correlation-
based and semantic content features. The work considers accuracy, diversity and cold 
start problems for the recommendation of web services. We propose a hybrid service 
recommendation approach using latent topic modelling and use this as a technique for 
Introduction  
 14   
 
dimension reduction, which extracts latent interests of services and consumers in a 
probability distribution form.  In addition, correlation between neighbouring web 
services is considered to enhance the accuracy of prediction of QoS properties of web 
services, and to return a list of desired recommended web services to the consumer. 
 Chapter five: 
In this chapter, we propose context-aware service discovery and selection in 
decentralized environments. In the approach, homophily similarity was used for 
creation and distribution of nodes. The discovery process is based on the similarity of 
nodes, and behaviour, which will help the discovery process in a dynamic 
environment. Our approach is not only considering service discovery, but also the 
selection of the best available web service by taking into account the QoS properties 
of the web services. 
 Chapter six: 
In this final chapter we present the overall conclusions of research using the stated 
approaches and provide some suggestions for future directions for further exploration.  
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Chapter 2 Research background and literature review 
2.1 Background of Web Services 
In the service oriented environment, web services are considered one of the most 
widely used implementations. The World Wide Web Consortium (W3C) defined a 
web service as follows: 
A web service is a software application identified by a URI, whose interfaces 
and bindings are capable of being defined, described, and discovered as XML 
artifacts. A web service supports direct interactions with other software agents 
using XML-based messages exchanged via Internet-based protocols [14].  
Based on this definition, web services can be published, described, and invoked. In 
addition, web services are understood as a set of operations with input parameters and 
output values that are used for developing a complex system by using loosely coupled 
services where components are not dependent on others. Services are platform 
independent entities that can be in atomic form, a service whose implementation is 
self-contained and does not invoke any other service, or composite form, a service 
whose implementation calls other services. Throughout the dissertation, services are 
not limited to only web services. 
 Web services, however, perform all the characteristics of a service oriented 
architecture (SOA) and are considered an implementation of SOA. “SOA is a flexible, 
standardised model with a deeply rooted concept of encapsulating application logic 
within services to better support the integration of various applications and the sharing 
Research background and literature review  
 16   
 
of data” [15]. With SOA, there are three main entities, the service provider, the service 
consumer, and the service registry, as shown in Figure 2.1.  
Service Provider: This entity provides services to consumers. Each provider can 
deliver one or more services to consumers. A service provider can be a device, smart 
phone, business entity, publicly available service repository, government body, 
academic institution, etc.  
Service Consumer: This entity invokes services, and can be a human consumer, 
another web service, or a web application. 
 
 
 
 
 
 
 
Service Registry: This entity contains a collection of published web services that can 
be searched and accessed. The service registry is responsible for the coordination of 
requests from consumers and providers and is also responsible for defining and 
encoding the service information. There are two kinds of service registries. One type 
Registry 
Consumer Provider 
Find 
Invoke 
Publish 
Figure 2.1 Web Service Architecture Model 
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is public, which are available through the internet, and private, which are only 
accessible to a limited number of consumers. 
2.2 Background of Service Selection 
Web service is a mature concept concerning the delivery of software services over 
networks that are communicated through web-based standards and protocols [16]. 
Many techniques for service definition, publication, discovery, and invocation have 
been introduced by academia and industry, such as XML-based Web Service 
Description Language (WSDL) and semantic markup language (OWLS, OWL). 
These techniques have significantly accelerated the process of web service discovery 
and selection. Service selection is the process of finding a suitable service that matches 
the consumer requirements. Essentially, the service selection process consists of 
gathering the requirements of the consumers and the information published by 
registered service providers, then matching the requirements to the services. The 
requirements of the consumers usually include a description of the service and the 
quality of the service, for example a hotel booking consumer looking for hotel in 
London with four or more stars as customer review , while the published information 
on the service contains the semantic behaviour (such as inputs, outputs, pre-
conditions, and post-conditions) and QoS parameters.  
Several service selection approaches and techniques have been proposed, such as 
Multi-Criteria Decision Making (MCDM) [9], optimization techniques [10] such as 
dynamic programming [12], integer programming [13], or greedy programming [14], 
and Analytic Hierarchy Process/Analytic Network Process (AHP/ANP). Based on the 
literature, three service selection approaches have been identified: 
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 Functional service selection approach: Functional service selection is the 
process of matching a suitable service to a consumer’s requirements based 
on the functional properties of the service. Normally, semantic 
descriptions of the services are used for functional service selection. In the 
semantic web, several approaches have been introduced to describe the 
semantic behaviour of services by using ontologies, such as WSDL-S, 
OWL-S, and WSMO. Semantic service matchmaking and selection are 
considered logic inference tasks [17]. The author in [18] proposed an 
extended signature-matchmaking to the specification of semantic 
matchmaking in the semantic web. Sycara et al. [19] proposed a DAML-S 
based heterogeneous web service discovery. 
 Non-functional service selection approach: With web service selection, a 
list of web services might provide similar functionality, but each one may 
have different QoS parameters. With non-functional based service 
selection, services will be selected based on the non-functional properties 
that are characterized by QoS and the context of the service. There is 
diversity in the QoS parameters based on different consumers. Consumers 
want to select a service based on QoS preferences. QoS can be gauged by 
response time, throughput, availability, reliability, cost, etc.; the context of 
the service can refer to location, time, provider’s profile, e-mail address, 
etc. Zeng et al. [20] [21] proposed two QoS driven methods for web service 
selection and recommendation. The methods compute the quality ratings 
from the users of a service and then aggregate them using a simple 
arithmetic average to derive the QoS without considering the context. In 
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[22], a tree model has been proposed to represent quality parameters and 
to explore user QoS preferences. The author also proposed a QoS broker-
based architecture to facilitate the work of requesters in selecting preferred 
web services. In this approach, the tree structure is limited to only four 
constraint nodes, and only numeric data criteria were considered in the 
selection. Tian et al. [23] introduced WSQoS for QoS-based web service 
selection and monitoring, and supported the use of the service broker for 
the QoS based service selection.  
 Trust based service selection: The trust (reputation) based service selection 
uses consumer feedback, or ratings, to identify good service providers. In 
an environment where service users do not have information about service 
providers, it is hard for a user to select a service. If the user selects a service 
without having prior knowledge about the provider, the result might be 
dissatisfaction during the service use. In such situations, service reputation 
can help a user to select an optimal service. Reputation is an important 
factor in the process of service selection; it helps the process to give a more 
accurate result to the user. In [24], middleware is proposed for QoS-aware 
service composition. In that approach, service reputation is considered, and 
an average rating method is used for reputation. It is the simplest form of 
service reputation, calculating the average of all user ratings and using this 
as a reference for new service users. Amazon uses the same average rating 
for customers. This is not considered to be an effective method, as the 
number of ratings may increase rapidly, and the view of the users towards 
the service may change over time. EBay employs the same approach as in 
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[25]. This approach uses the difference between the negative and positive 
feedbacks of users. Other approaches for service reputation are available. 
In [26] the reputationNet method was proposed which helped in 
calculating effective service recommendation. In the work, reputation was 
calculated based on the standing of the service designer and it is popularity. 
Zacharia et al. [27] proposed a centralized reputation model that allowed 
consumers to give feedback on a service and used that feedback as a 
measure for it’s reputation. This kind of approach has been used by online 
auction websites such as Yahoo. In [28], a novel method for calculating 
service reputation is proposed. The method has two phases. The first phase 
uses a dynamic weight formula to calculate reputation that reflects the 
latest tendency of the service, and the second is removing the negative 
effects of unfair ratings using an olfactory response formula. The work 
depended on first impression and mind-set. Most of the time, decisions 
based on first impressions are correct, but this is by no means guaranteed.  
This thesis explores non-function based service selection. Particular focus is given to 
the QoS aspect of the non-functional properties. For the functional aspect, our 
approaches assume that the service providers are classified in the same functional 
groups by semantic presentation with different QoS values. Furthermore, it is 
considered that the QoS values indicate the objective opinion of the service 
consumers. The subjective opinion, such as trust value, also needs to be considered 
for a comprehensive service selection method. The QoS based service selection 
approaches are introduced in further detail during the following section. 
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2.3 QoS parameters 
As the number of web services with similar functionality rises, the first step is to find 
the QoS attributes that need to be gathered and analysed in the QoS based service 
selection process. Classification of QoS parameters can be used as a method to 
examine the parameters and make the selection process easier. Several approaches for 
modelling QoS attributes for web services have been proposed by researchers [29] 
[30]. Dobson at el. [31] proposed an ontology-based classification of QoS attributes 
called QoSOnt, which identifies two QoS attribute classes, measurable and 
unmeasurable attributes. Most QoS selection approaches concentrate more on the 
detail of the ontology rather than on finding an optimal selection mechanism. In [32], 
detailed ontologies were designed to represent user non-functional attributes and were 
integrated with WSMO. Despite having detailed ontologies, a proper selection 
algorithm was lacking, and there was little explanation of how user preferences would 
be included in the approach. [33] proposed a QoS based service selection using non-
functional attributes and context attributes of the services. 
There is no standard model for the representation of QoS attributes of services; 
different researchers have proposed different approaches to represent QoS attributes 
in their work. The WS-QoS class [34] is to represent quality parameters of a service. 
In this approach, several QoS parameters have been defined, and network level QoS 
parameters such as packet loss and network delay with the service were defined as 
well. In a real world case, the service user would be interested in the quality of  
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ID QoS attributes Description Unit Tendency 
1 Response time Indicates the expected delay time 
required to send a request and receive 
response  
Ms Low  
2 Availability Successful invocation divided by total 
invocation 
% High 
3 Throughput Number of invocations in a period of 
time over the network. 
Ips High 
4 Success Rate Number of responses divided by number 
of request 
% High 
5 Reliability Probability that a request is responded 
and processed correctly and consistently 
by the service provider (i.e. Ratio of 
successful messages to the total 
messages) 
% High 
6 Compliance Matching with WSDL description % High 
7 Best Practices Matching with WS-I Basic Profile % High 
Research background and literature review  
 23   
 
8  Latency Processing duration for a given request Ms Low 
9 Documentation Amount of documentation in a WSDL 
file 
% high 
10 Cost Or price; the amount of money that 
needs to be paid to the service provider 
for a certain service invocation 
$ Low 
11 Reputation The measure of trustworthiness. It is 
normally based on requesters’ direct or 
indirect experiences and rankings. 
% High 
Table 2.2.1 Web Service Quality Attributes 
services, but not much in the network level details. Table 2.1 shows a sample list of 
widely used QoS parameters. 
2.4 QoS Based Service Selection  
Every service normally provides some functionality which focuses on the functional 
properties of the composed service, and how the functionality is provided can be 
determined by it is non-functional parameters, which can be denoted as QoS. For 
instance, QoS parameters like response time identify the time required for a service to 
respond to the requester, or cost parameter states the amount of money required in 
order to invoke that service. Therefore, for service discovery and selection, 
considering functional requirements is not enough. Non-functional requirements play 
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an important role as well. The decision of the service consumer should reflect both 
functional and QoS requirements. 
The literature contains various approaches to considering QoS properties for the 
service discovery and selection process. Multi-criteria-based approaches, like 
Analytic Hierarchy Process/Analytic Network Process (AHP/ANP), outranking, 
multi-attribute utility theory (MAUT), and optimization techniques like linear 
programming approaches, graph-based approaches, network topology based 
approaches, game theory based approaches, swarm intelligence based approaches, and 
genetic algorithm based approaches, are explained below.  
 AHP/ANP-based approach: The AHP [35] [36] is a web service 
ranking method that forms a hierarchy to organize service information and 
dependencies among service criteria. There are three main phases which 
the method depends on. They are decomposition, comparison judgement, 
and synthesis. In the decomposition phase, the hierarchy is formed to 
model dependencies among decision elements, as shown in Figure 2.2. In 
the comparison judgement phase, same level comparison is applied among 
elements to find the influence of elements on the higher levels. Finally, in 
the synthesis phase, priorities of elements are synthesized to prompt the 
priorities of alternative A and B. However, the ANP [37] [38] is considered 
an extension of the AHP by providing solutions to problems that cannot be 
hierarchically structured. With ANP, criteria and alternatives are clustered 
instead of layered, as shown in Figure 2.3. The arrows between clusters 
shows the influence between criteria and alternatives.  
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Figure 2.2 AHP Hierarchy 
 
 
Figure 2.3 ANP network 
 
 MAUT based approach: Unlike AHP, which is used for comparisons 
between a pair of criteria, Multi-Attribute Utility Theory (MAUT) depends 
on utility functions [36]. In a utility function, the preference of the 
consumer is considered, and the criterion is evaluated based on the 
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consumer’s preference. [39] discussed cloud service selection, in which a 
multi-attribute utility function was used in the selection process to trade-
off between maximized gain and minimized cost. In this approach, the 
selection process was performed in two levels. In the first level, a list of 
services was selected that meets user requirements using Simple Additive 
Weight, and in the second step a service was selected from the list that 
reached the trade-off between the gain and the cost. 
 Outranking-based Approach: Another method from the MCDM family is 
the outranking method [40]. This method can be defined by example as 
follows: Alternative Ai can outrank Aj if on a great part of the criteria, Ai 
performs minimally as well as Aj (concordance condition), while it is worst 
performance in the other criteria is still acceptable (non-discordance 
condition). It examines the degree of dominance of one candidate over 
others at the criterion level. The key difference between MAUT and 
outranking is that the former returns the best choice while the latter 
provides a short list of alternatives.  
 Linear Programming Approaches: The aim of QoS-based service selection 
is to maximize or minimize the utility function in parallel with the 
satisfaction of the QoS constraints and requirements. The process can be 
considered as Mix Integer Programming (MIP) where objectives and 
constraints are linear. Zeng [41] proposed a linear programming approach 
to solve the problem of service selection. In the approach, the execution 
plan was presented using Direct Acyclic Graph (DAG) in which each 
service was represented using a QoS vector. The aggregated QoS value 
Research background and literature review  
 27   
 
was computed for each service using Simple Additive Weighting (SAW) 
in order to capture the optimal solution. Within the approach, the 
computation cost was very high, especially in the case of large 
computational pools. In addition, the service ratings were collected 
directly from customers, and the values aggregated without any 
consideration of the context of the service and consumer. Branch and 
Bound (BB) algorithms is an approach usually used to solve the problem 
of the Integer Programming (IP). Yu et al. [42] proposed a BB-based 
approach for composite service selection while considering the sequential, 
parallel and conditional invocation types. In addition, the authors proposed 
a heuristic approach to reduce the computation time.  
 Dynamic Programming: Dynamic programming is primarily used to tackle 
the optimization problem by breaking down complex problems into 
smaller sub-problems, then solving those smaller problems and saving the 
result in a memory-based data structure. Chang at el. [43] proposed a 
dynamic programming-based approach to select cloud storage providers 
based on the survival probability of stored data with a fixed budget. In the 
approach, a mathematical formula was included for cloud service provider 
selection in which the object function and cost measurement were defined. 
Two methods were used to analyse the availability of the storage service, 
minimum failure probability for a given budget, and maximum validity 
with a given budget. The earlier one claimed a solution to minimize failure 
probability for a fixed budget.  
Research background and literature review  
 28   
 
 Prediction based approaches: The prediction of QoS-based approaches is 
another method for dealing with service selection. Zheng et al. [21] 
proposed a CloudRank algorithm, which is a personalized QoS ranking 
prediction framework based on the past service invocations of other 
consumers to predict the QoS ranking of cloud services in the process of 
service selection. Firstly, the similarity between an active consumer and a 
training consumer for the same set of services is calculated by using the 
Kendall Rank Correlation Coefficient (KRCC). Secondly, according to the 
similarity value, two greedy methods CloudRank1 and CloudRank2 were 
proposed to calculate ranking prediction for current consumers. In 
CloudRank1 consumer preferences for two different services would be 
calculated based on the QoS parameters of both services, then all the 
services would be sorted based on the consumer preferences of the pair 
services using the greedy method. Finally, all services would be ranked 
from highest to lowest, with the service pair with the highest consumer 
preferences being ranked the highest. In CloudRank2, a confidence value, 
which measures the difference between preference values, is considered 
for overall consumer preferences. The confidence value can be used to 
increase prediction accuracy as it determines consumer preferences for 
different services.  
 Game theory-based approaches: Game theory approaches have been used 
in the process of QoS-based service selection. Esmaeilsabzali et al. [44] 
proposed a game theory-based service selection using a multi-dimensional 
single rounded auction in which the auction was repeated multiple times. 
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For the selection process, three QoS parameters, availability, reliability, 
and price, where used. Every provider submits a bid for a consumer 
request, with similar approach to auctions. The consumer selects the bid 
best suited to the requirements. Shen et al. [45] also proposed a game 
theory-based method in which the approach response time was determined 
by the performance of the provider and the number of consumer requests 
to the service. The author used a strategy in which the selected service 
would provide minimum execution time with certain probability.  
2.5 Partially Matched Services Selection 
Currently, we are witnessing an increase in the number of available services in the IoT 
environment which requires an automatic and scalable approach for the discovery and 
selection process. There are number of approaches for the discovery and selection of 
services in the IoT environment [46] [47] [48] [49]. However, discovery and selection 
is a challenging process, especially when available services have a similar 
functionality but different QoS parameters, such as reliability, security and 
availability. In line with this the challenge is furthered by an increasing number of 
available services. Many approaches concentrate on discovery or functional 
matchmaking, such as in studies [50], [51] [52], and [53]. Concentration on semantic 
description of services in the form of Input/output and neglecting QoS parameters 
resulted in good performance, however the accuracy of the selection process was 
inadequate.  
 A number of approaches for selection and ranking techniques have been proposed 
that take QoS parameters into consideration during discovery and selection, as in the 
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papers of Chao et al. [54], Huang et al. [55], Ngan et al. [56] and Kiritikos et al. [57]. 
With the diversity of QoS parameters consumers will select a service based on their 
QoS preferences. For example, a consumer for flight services may be more interested 
in price and safety, while a consumer for printing services would be more interested 
in colour matching and speed of printing.  
In a similar approach, Liu, Ngu and Zeng [58] used average ranking, which treats 
consumer QoS preferences equally. This negates the priority of different consumers 
in defining QoS properties. In a paper by Estrella et al. [59], WSARCH was used. 
WSARCH is based on a service oriented architecture that provides services with 
verifiable QoS attributes. The approach monitors service providers and analyses data 
to provide suitable services for the consumer’s QoS request. In Kritikos and 
Plexousakis [60], two non-functional matchmaking techniques were proposed. The 
first one relies on exploiting similarity relationships between offers to organize them, 
while the second one relies on organizing service offers based on non-functional 
metrics. 
The approaches mentioned consider QoS parameters to be precise and to be provided 
by the consumer. But in general, QoS parameters from consumers are imprecise and 
are expressed in different forms. In addition, little or no detail is given on how to 
calculate the dependencies between QoS parameters, which will influence service 
ranking and selection. Fuzzy logic has been used to deal with ambiguous QoS 
parameters. [61], [62], and [63] used fuzzy logic to deal with QoS parameters. 
However, the approaches provide solutions to ambiguous and imprecise QoS 
parameters and do not address any dependencies among QoS parameters.  
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In [64], a middleware service selection approach titled SSM_EC was proposed. 
SSM_EC utilizes an outranking ELECTRE algorithm. QoS from the consumers and 
providers are collected. Based on that information, the concordance index, the 
discordance index, and the credibility degrees are calculated. With the concordance 
index, the reliability of the outranking relation between two candidates can be 
presented for a given criterion. The discordance index is used to determine the 
correctness of the outranking relation based on the performance difference between 
the two alternatives by using the criterion. The credibility degree combines both the 
concordance and discordance index to provide the outranking relation for the whole 
set of criteria. Finally, ascending and descending ordering of the services is performed, 
and the rank of the services is calculated. 
Other approaches [65] [66] used Simple Additive Weight (SAW)-based methods to 
rank alternatives for cloud service adoption. Based on decision making theories, in 
[65], the authors analysed problems that might be encountered by consumer’s criteria 
during the service selection process and identified solutions that can be used in that 
process. For the proposed service selection framework—MADMAC (i.e. Multiple 
Attribute Decision Methodology for Adoption of Clouds), the author introduced an 
attribute hierarchy which consisted of six attributes to define the criteria for the 
decision making process. With the proposed method, experts’ opinions were also 
taken into consideration and were used to determine the value of the criteria. Finally, 
a SAW-based method was used to calculate the rank of the services. 
Zhao et al. [67] proposed SPSE (Service Provider Search Engine), for service 
selection and scheduling. The approach focuses on service selection in SOA and cloud 
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computing environments with the consideration of users’ personalisation and multiple 
objectives. The proposed method includes four basic operations: search, filter, rank, 
and update. In the first step, by using indexing technology, services with required 
service attributes and available service providers are searched. The found services are 
then filtered via a Pareto optimal-based selection method to improve scheduling 
efficiency. In the third step, services are ranked; each parameter of the service is first 
ranked considering the values given by the service provider. The ranked values and 
consumer preferences are then added to arrive at the final ranking of the services. The 
update operation automatically calculates and updates consumer preferences 
according to the principal requirements of consumers and their subsequent choices of 
services. 
Unfortunately, many of the existing approaches use a precise value comparison for 
QoS parameters. Any missing QoS parameters of a service lead to exclusion of that 
service in the process of ranking and selection. The suggested ranking techniques 
should be tolerant, with partial matching of parameters. This tolerance, however, 
should be exercised with care, as it might lead to failure of the selection process and 
consequently fail to satisfy the needs of the service consumer. In contrast to SPSE 
[67] and SAW based [65] approaches, we develop an automatic method to 
autonomously determine the weight value of QoS attributes by calculating correlation 
dependencies among different QoS attributes, and a new service ranking algorithm, 
which will be presented in the following section, is introduced by considering partial 
matching of services. 
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2.6 Web Service Latent Topic Modelling 
Nowadays the number of services is increasing rapidly, and the web is moving to the 
web of services. Likewise, the number of service consumers is increasing, and they 
have a greater diversity of requirements. As a result, service discovery and selection 
has become a major challenge. There are limitations in keyword-based discovery. For 
example, it is difficult for consumers to select a suitable service for their requirements, 
as the number of functionally equivalent services is huge. In addition to this, keywords 
are described by natural languages and cannot express the semantic concepts of a 
particular service. To overcome the limitations of keyword-based discovery, a 
probabilistic topic model has been used in our work that treats each service description 
as a vector for the recommendation of web services. Probabilistic topic models are a 
suite of algorithms whose aim is to discover the hidden thematic structure in large 
archives of documents. Probabilistic topic models treat textual data that humans have 
not been able to categorize manually, and it uses hidden variables to find latent 
semantic structure in a corpus of textual data.  
In this section, we introduce some basic concepts of parameter estimation and provide 
a brief introduction to two of the most commonly used probabilistic topic models 
Probabilistic Latent Semantic Analysis (PLSA) and Latent Dirichlet Allocation 
(LDA).  
2.6.1 Parameter Estimation 
This is the process of estimating the parameters of a selected distribution using 
available sample data. There are two inference issues. Firstly, the issue of estimating 
a set of distribution parameters from a set of observed variables wi (i.e.  ).  ( | )P W
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The second issue is prediction which is to predict the probability of new observations 
 given previous observations (i.e. . 
There are different parameter estimation methods available. We start from simple 
maximum likelihood estimation, then maximum posteriori estimation, and finally 
Bayesian estimation. 
2.6.1.1 Maximum Likelihood Estimation: 
Maximum Likelihood (ML) estimation obtains the most likely values of parameters 
for a given distribution. It is mathematically formulated as  
1 2
1
( | , ,..., ) ( | )
R
R i
i
L w w w f w 

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where  is the unknown parameter that is to be estimated from R observed variables
. 
 
It is often simpler to use the log likelihood, L=Log ɭ , in which case the MLE can be 
written as 
 
To determine the probability of new observation  given the dataW , the following 
equation can be used: 
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where the next observation is anticipated to be distributed with the estimated 
parameters . 
2.6.1.2 Maximum a Posteriori Estimation 
Maximum a posteriori probability (MAP) estimating is a kind of a posterior 
distribution. The MAP is useful to get a point estimate of a hidden quantity by using 
empirical data. It is similar to ML estimation, but allows the addition of some prior 
beliefs about the parameters by weighting them with a prior distribution ( )P  . 
Therefore, it can be considered a regularization of ML estimation.  
 
By using the Baye’s rule, the equation can be rewritten as 
 
In comparison to Equation 2.2, a prior distribution is added to the likelihood. The prior 
can be utilized to add extra knowledge and prevent overfitting by enforcing 
preferences to the simpler models. 
ML
ˆ arg max ( | ) (2.5)MAP P W

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( | ) P( )ˆ arg max ( ) ( )
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2.6.1.3 Bayesian Estimation 
Bayesian estimation (BE) is an estimator in estimation theory that minimizes the 
posterior expected value and maximizes the posterior expectation of a utility function. 
BE is an extension of MAP estimation by using a distribution over the parameter set 
 instead of carrying out a direct estimate. Calculation of the posterior is the main 
step in this approach: 
 
In Bayesian estimation, there is no restriction for finding the maximum, so one must 
calculate the normalization term using the probability of the observed  in 
Equation 2.7. The value can be expressed by the total probability of parameters, as 
follows:  
 
With addition of new observed data, the posterior in Equation 2.7 is automatically 
changed and is ready for the analysis of its statistics. Since the normalization integral 
in Equation 2.8 is the complex part of Bayesian estimation, it can be investigated 
further. Bayesian estimation extends MAP by ensuring exact equality to overcome the 
prediction problem, as below. 
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where the posterior  substitutes an explicit calculation of parameter . With 
the integration over , the prior belief is automatically added into the prediction. This 
is a distribution over , and can be analysed within the variance.  
2.6.2 Probabilistic Topic Modelling 
With the increasing popularity of services, service discovery and selection have 
become a challenging issue. With service discovery, services will be found based on 
functional requirements that can return a list of functionally equivalent services. QoS 
plays a very important role in recommending and selecting the best available service 
for the consumer from the discovered list of services. In recommendations, all the 
discovered services will be ranked based on the QoS parameters and returned to the 
consumer.  
A machine learning probabilistic topic model is one of the approaches for extracting 
latent variables from service contents and for using the latent variables to describe 
services. Similarities between the service latent variables and consumer queries 
determine the relevancy of the service to the consumer query. We are going to discuss 
two commonly used probabilistic topic models, PLSA and LDA. 
2.6.2.1 Probabilistic Latent Semantic Analysis (PLSA) 
Probabilistic latent semantic analysis (PLSA) is a statistical technique for the analysis 
of two-mode and co-occurrence data. It is based on an aspect model. For web services, 
observations can be considered in the form of words and services ( , )i js w . PLSA 
models the probability of each co-occurrence as a mixture of conditionally 
independent multinomial distributions, as follows: 
( | )P W 

w
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Figure 2.4 Probabilistic Latent Semantic Analysis Model 
In formula 2.10, si represents i
th service in the corpus, zf Z is a latent topic drawn 
from the service’s topic distribution, and wi W is a word from the word distribution. 
Both S and W are observed variables, while Z represents latent variables. It is assumed 
that the description of the service and words are conditionally independent for a given 
latent factor. After the identification of the latent variables zf Z, services can be 
described by a probability distribution of latent topics , and the service si 
can be a part of a certain topic group. With PLSA, the first step is the formation of the 
observed probability . The latent parameters  can be 
discovered using estimation methods. 
2.6.2.2 Latent Dirichlet Allocation (LDA) 
Latent Dirichlet allocation LDA is a generative probabilistic model for the collection 
of discrete data, such as text corpora. LDA is a three-level hierarchical Bayesian 
model in which each item of a collection is modelled as a finite mixture over an 
1
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underlying set of topics [68]. Each document can be described by multiple topics. The 
LDA model tries to find those topics in a corpus of documents, or as in our case, of 
services. For example, Figure 2.5 shows a document about “Seeking Life’s Bare 
(Genetics) Necessities” that is about a data analysis approach to determine number of 
genes required for the survival of a living organism.  
 
“Figure removed for copyright reasons”.  
The figure can be found in the below paper, page number 78 
 David M. Blei, “ Probabilistic topic models,” Communications of the ACM, vol. 55, no. 4, p. 
77–84, 2012. 
 
 
 
Figure 2.5 The intuition behind LDA model, Source: David M. Blei [69] 
After removing stop words from the documents, such as the, can, be, and, etc., the 
remaining words have been highlighted in different colours based on topics that they 
relate to. There are three main topics that the document is about. They are (1) data 
analysis, like “computer, numbers”, which all are highlighted in blue, (2) genes, like 
“Genome, sequence”, which are highlighted in yellow, and finally (3) evolutionary 
biology, like “organism, survive”, which are highlighted in red. For service s, each 
word w can be generated by using a latent variable z from the topic distribution and 
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then getting a word from the topic-word distribution. The distribution of the topics in 
the document determine the groups that the document belongs to. It is assumed that a 
number of topics with a distribution of words exist in the corpus. While the aim of 
LDA, which is mapping of high-dimensional count vector to lower dimensional 
variables in latent semantic space, is similar to that of PLSA, LDA provides a way to 
improve PLSA by introducing Dirichlet prior to the service-topic distribution. 
LDA provides the probability of words in services. The following equation shows the 
probability of wi for a given service: 
1
( ) ( | ) ( ) (1.11)
k
i i i i
f
P w P w z f P z f

  
 
Where wi is probability of i
th word by using the latent factor zi, ( )iP z f  is the 
probability of drawing wi from topic f, and is the probability of finding 
wi in given topic f.  
2.7 Hybrid Service Recommendation  
Web service recommendation and selection has been an essential research issue since 
the emergence of Web service technologies. With a recommendation system, 
consumer preferences can be represented for suggesting services to consumers. 
Several techniques have been proposed for service recommendations, such as 
collaborative filtering, content-based, knowledge-based, and others. Sometimes, to 
improve performance, some of these methods have been combined to make a hybrid 
method. The content-based approaches recommend web services similar to those that 
a consumer appreciates based on the service’s properties. However, the collaborative 
( | )i iP w z f
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filtering approaches recommend services based on the similarities of different 
consumers.  
In different approaches, QoS can be considered a means to support improving service 
recommendation and selection. It considers different QoS parameters from different 
services that perform similar functions, and in addition, it considers consumer 
preferences in the recommendation process [20] [70]. In these approaches, the quality 
of a service has been considered based on it’s QoS parameters. It is assumed that QoS 
parameters like response time are available and easily accessible, but this is unlikely 
for most QoS parameters, as mentioned by Zheng et al. in [6]. Some QoS parameters 
change based on the location, time and the quality of the network (example, response 
time, latency, availability, etc.). Those parameters might affect the guarantees offered 
by a service provider, who as a result might not be able to satisfy those QoS 
guarantees. In order to avoid this issue, in our approach, we consider an efficient 
method that recommends services based on the correlation of similar services and 
users in addition to the sematic content of the services. 
However, collaborative filtering is one of the most widely used approaches in service 
recommendations. It collects ratings, or the recommendations of services from 
consumers based on ratings, and based on the inter-consumer comparisons, generates 
new recommendations for services. In collaborative filtering, typically a consumer 
profile consists of lists of services and their ratings based on previous invocations of 
the services by the consumer. Collaborative filtering systems have been used widely 
like Netflix and Amazon [71], [72], and [73]. Zheng et al. [6] proposed a collaborative 
filtering approach for the prediction of missing QoS parameters by using the 
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information of similar Web consumers and services. The work in [74] presents 
RegionKNN, a collaborative filtering algorithm that is structured for large-scale Web 
service recommendations. This approach takes into consideration the service 
consumers’ physical locations and offers a regional model by considering the QoS 
parameters of services. Collaborative systems can be divided into two types. Memory-
based systems compare users and items against each other using correlations or 
similarity. Examples of memory-based approaches are item-based approaches like 
[71] and [75] and user-based approaches like [4] and [13]. The second type is a model-
based approach in which prediction is made based on the rating data from previous 
interactions. A few learning techniques have been used in model-based approaches, 
like clustering models [76], neural networks [77], and latent semantic models [78] 
[79]. The strength of collaborative filtering systems is that they are independent of the 
representation of the services being recommended, which can be used for 
recommendations in complex systems. Nevertheless, these models must be 
restructured when new users or items are added to the system. 
The content-based approach creates consumer profiles based on the estimation of 
consumer preferences against each of the content features from previous ratings of 
consumer interactions and the service properties [9]. New services are recommended 
to the consumer based on the similarity of the service content to the consumer’s 
constructed profile. Different approaches in topic modelling have been proposed in 
which a topic is a probability distribution over words to extract the contents of services 
and consumer profiles. The most commonly used are Probabilistic Latent Semantic 
Analysis (PLSA) [80], and LDA [68]. PLSA is a generative statistical model for 
examining the co-occurrence of data. It is based on the aspect model [80]. With PLSA, 
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consumer preferences and service properties are ruled by few latent variables. It has 
been used in both automatic recommendations [81] and collaborative filtering [78]. 
However, LDA is a probabilistic model that uses a generative probabilistic model for 
groups of discrete data [68]. LDA is an effort to develop the PLSA by introducing a 
Dirichlet prior onto the service-topic distribution. LDA has been used in different 
fields, like finding scientific topics [82], information retrieval [83], and collaborative 
filtering [84]. One of the issues with recommender systems is cold starts. A cold start 
happens when a recommender system tries to recommend a service whose properties 
are unexplored to the consumer [85]. With content-based or hybrid recommender 
systems, where there is a profile description, the cold start problem can be overcome 
by understanding the service or consumer with such content information. For example, 
the author [86] proposed a probabilistic model that combines item content and 
collaborative filtering for recommendations to deal with the item-side cold start 
problem. To address the user side cold start problem, [74] proposed a consumer info 
aspect model based on consumers’ information, such as age and gender. In 
collaborative filtering there is no content information. The only way to overcome the 
cold start issue is to better understand both the consumers and the services from 
limited and sparse rating records. For example, in order to enhance the 
recommendation performance under cold start conditions, [87] designed a heuristic 
similarity measure using the minute meanings of services.  
In the approach, we present a hybrid approach for better web service recommendations 
by systematically combining the methods of correlation and content-based. In 
particular, we propose a model that considers both QoS ratings and the semantic 
content of Web services. User preferences are modelled as a set of latent variables in 
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the aspect model [10], which can be statistically estimated using the expectation 
maximization (EM) method. To the best of our knowledge, this is the first approach 
that combines correlation and content-based approaches for Web services 
recommendation. 
2.8 Service Discovery and Selection in a Decentralized Environment 
Currently there is a plethora of web services available that have been created by 
industries and companies, and new services continuously emerge. This increase leads 
to diversity in the quality of web services where large number of web services with 
similar functionality but different QoS properties, and also leads to diversity in the 
requirements of the consumer where different consumer requests different 
requirements. There are two main approaches for service discovery and selection. The 
approach can either be centralized or decentralized. 
With centralized approaches, the main entity has global knowledge about services and 
resources in the system; this entity provides coordination for service management and 
discovery. As in [88], [89], [90] and [91], centralized approaches are suitable for 
systems with a smaller number of web services and a limited number of consumer 
requests, since it is always prone to bottleneck delays and single point failures. In [92], 
keyword based searching has been used for service discovery in which a provider 
receives a keyword request for a service, then a list of discovered services will be 
returned to the consumer to select from. Yet the accuracy of the keyword search is not 
the best since it does not consider the semantics of services. However, there are 
approaches that use the semantic web to improve the accuracy of service discovery 
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and selection. Examples are found in Agarwal and Studer [50], Plebani and Pernici 
[52] and Klush, Fries and Sycara [53]. 
Decentralized approaches can address the issues that exist in the centralized 
approaches. With a decentralized approach, all nodes are considered equal, without 
any centralized control; each node can act as a requester and provider. The author of 
[93] proposed a decentralized resource discovery in which a self-configuring 
architecture was proposed, and the resources of the system were distributed on 
network nodes. A requester provides a query to a local node and the local node checks 
it is own repository. If the node finds the resource, it returns this to the requester; 
otherwise, the query will be forwarded to another node. The process of query 
forwarding continues until a resource is discovered or until the Time To Live (TTL) 
value decreases to zero. In the paper, four query forwarding algorithms were used: 
random, experienced plus random, best neighbour, and experienced plus best 
neighbour. Based on the results in the paper, the experienced plus random method had 
the best performance among the four methods. But the method has some drawbacks. 
It used First-Found-First-Served (FFFS), in which the first found service with 
desirable properties is allocated to the search and returned to the requester without 
searching other resources. In addition to this, the flooding method which is used in the 
paper for message generation creates a large overload in the system as it floods the 
query message to all neighbour nodes, and as a result, it raises the issue of scalability.  
 Sanya et al. [94] also proposed a decentralized resource discovery. Their algorithm 
was based on TTL reservations and a unicast request forwarding algorithm. The 
experienced plus random forwarding algorithm has been used. With the method, a 
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reservation algorithm was added, which resulted in more resource matching by using 
TTL values with the user’s request message. The life time of the resource discovery 
process is determined by the value of TTL. To avoid any selection overhead from the 
requester, the method only returns one resource to the requester even if the number of 
available resources is more than one. The results of the algorithm were compared to 
those from the FFFS algorithm. Per these results, the scalability of both algorithms in 
handling the number of requests was similar. However, there were improvements in 
the utilization of resources in the algorithm, but with an increase in the number of 
hops. Hong et al. [95] proposed decentralized resource discovery based on node 
clustering and keyword combinations. The algorithm supported knowledge requests 
from the user in the form of multi-keywords. Based on the user’s knowledge requests, 
hot key combinations were produced, then the requests were forwarded to the clusters 
with high correlations to the request. The algorithm improved discovery performance, 
as the request was forwarded only to the targeted clusters.  
A self-organized decentralized system was proposed by the author of [96]. That author 
proposed an ant colony algorithm to support a P2P overlay network by minimizing 
the number of links between the nodes of the system. In this approach, six types of 
ants were used to form the colony: discovery, update, construction, unlink, 
optimization, and ping. In the discovery process, the ant visits nodes in a random walk 
process and stores information about the visited nodes in an alpha-table. The 
construction process is carried out during the addition of new node. If the destination 
node is full, it will forward the request to a neighbouring node, and a link will be 
constructed with the neighbouring node. Optimization is performed when a node 
wants to form a link and the node meets the optimization requirements of the 
Research background and literature review  
 47   
 
connection rule. Any node leaving the network will result in the unlink ant, which 
removes all the existing connections to the node. With the ant overlay network 
algorithm, enough information about other nodes is collected and stored in the local 
cache. However, the mechanism suffers from additional overhead, which will affect 
the response time in the system. To improve on the security and scalability concerns, 
the author in [97] proposed a decentralized resource discovery method by utilizing 
programmable networking hardware. The algorithm solved issues like single point 
failure and management of the entire network, and provided autonomy to the nodes.  
Other approaches use P2P for service discovery and selection in a decentralized 
environment, such as the super node [98]. With super nodes, it is always possible that 
there will be a failure in the nodes, and replacing them with less qualified nodes results 
in a decrease in the overall performance of the system. The Distributed Hash Table 
(DHT) [99], [100], and [101], has been proposed in a P2P environment that uses a key 
identifier to a document or a service. Different approaches for DHT, like those of 
Chord [98], Pastry [102] and CAN [103], have been proposed. The differences 
between the approaches are mainly in the distribution of keys and the mechanism of 
joining or leaving the nodes. The cost of the search process in DHT is high, and 
maintenance of the tables is time consuming, especially during the joining and leaving 
of nodes in the system. 
In [104], a decentralised service discovery approach was presented by considering 
local information in the service discovery process and using homophily between 
nodes to establish the links. Our work is similar to that approach, but in this approach, 
homophilic similarity was used for bootstrapping and establishing community in the 
system. The discovery process is not only based on homophilic similarity but also 
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considers previous interactions and the social behaviour of the nodes, which creates 
a more dynamic environment for joining and leaving nodes. Besides the discovery 
process it also considers the selection of the best available service by taking into 
account the QoS properties of the services using a partial service selection algorithm. 
 
2.9   Summary 
In this chapter, we provided an overview of web service selection and 
recommendation in different platforms. We began with an overview and 
understanding of web services and definition of it is related technologies.   We also 
addressed the overview of SOA conceptual framework which is used to build systems 
for web service publishing, discovery, and invocation. Then the classification of 
service selection was identified. In the thesis, it is claimed the non-functional service 
selection is the main focus of our work, in particular QoS based web service selection. 
After that, the literature of QoS based service selection and partially matched service 
selection is discussed.  In addition, an overview of latent topic modelling was 
discussed which included parameter estimation and probabilistic topic modelling. 
Besides that, related work about hybrid service selection was discussed. Finally, 
literature review about service discovery and selection in decentralized environment 
has been discussed. The comprehensive overview and literature review laid a solid 
ground for our research. 
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Chapter 3 Partially Service Selection in Internet of Services 
3.1 Introduction 
With the increasing popularity of Internet of Things (IoT) hardware becoming smaller, 
cheaper, and more powerful, however majority of them have computation and 
communication capabilities which they use to connect, interact and exchange 
information with surrounding environments [46]. The proliferation of wireless systems 
such as Bluetooth, Radio Frequency Identification (RFID), Wi-Fi, telephone data 
services, embedded sensors and actuator nodes, have allowed the IoT to develop from 
infancy and it is on the verge to transform current static internet to a fully integrated 
Future Internet [11].The interaction between all these devices will lead to a large 
amount of data which needs storing, processing, analysing, and presenting in an 
efficient, convenient and useable format. In the IoT environment, dynamic network 
query, discovery, selection, and on-demand provisioning of services are of crucial 
importance. 
One application area of IoT is the emergency and accident management services. The 
number of emergency cases increases with increasing population and increasing hazard 
potential from e.g. the number of cars on the roads. According to Health and Social 
Care Information Centre (HSCIC) [105] the number of accident and emergency 
attendances in England for 2012-2013 is more than 18.3 million. To provide the most 
suitable service for emergency cases and achieve better performance, Emergency 
Management Services can provide a unified platform to connect all local and private 
sector emergency command centres. Concurrently, wireless sensor networks can be 
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used for surveillance and precise automated data collection regarding the emergency 
case and required services. 
There are varieties of attributes which determine the type of emergency service 
available for a given case. The data is generally dynamic in nature such as crew 
members, and therefore capabilities, in particular vehicles on a particular shift. While 
the majority of the data is dynamic, the change rate it is not synchronised. For example, 
some of the data is slowly changing e.g. vehicles owned by a county service; some is 
moderately changing e.g. qualifications and capabilities of crew members and some is 
rapidly changing e.g. current location and status / availability. To search for the most 
suitable service, consideration needs to be given to the different service types: fire, 
police, ambulance, coast guard, anti-terrorist unit, etc. and then the attributes which 
would include vehicle type (cycle, motorcycle, car, transit vehicle, aircraft), vehicle 
capability (four wheel drive, number of seats, number of beds), vehicle equipment 
(defibrillator, oxygen, breathing apparatus, underwater search equipment, access 
equipment), personnel capability (fully qualified / part qualified / undertaking training 
in e.g. resuscitation, working at altitude, crash investigation), current service location, 
current service availability, owner of service provision (county, borough, private, etc.). 
The number of required attributes is significant and not all would apply to the available 
services which would lead to a need for partial matching and more importantly, best 
service selection. An example could be for a motorway vehicle accident involving 
chemical transportation (injuries, vehicle instability, hazardous materials, volatile air 
supply, chemical clean up, distance to services etc.). In this example a service was not 
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specified, only a partial attribute list. The search would need to be automated based on 
a reported incident and call handler recording  
For the emergency support service existing technologies in service-oriented systems 
may be leveraged to provide partial solutions. Within Service Oriented Architecture 
(SOA) services are considered as self-contained, self-describing, modular applications 
that can be published, found, and invoked across the web [106]. SOA stores all the 
services in repositories, those services can be selected and invoked automatically. 
Therefore it can be suggested that it needs more effort to build a more accurate and 
efficient service selection method to overcome the challenges facing the process of 
emergency support service.  
 In this paper we propose an efficient and dynamic algorithm for selection of disaster 
services based on partial matching of service QoS attributes. Furthermore, an accurate 
ranking algorithm is provided by considering the deviation of QoS values from 
disaster nominal requirements. 
From the mentioned points we can identify three crucial issues as challenges in disaster 
service selection process, 
 Partial matching - where the available emergency services do not fully match every 
QoS requirements. The selection algorithm should avoid excluding those partially 
matched disaster services. 
 Scalability - the algorithm should consider scalability techniques in order to manage 
large number of emergency services and diversity in the kind of requirements. 
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 QoS requirements - is an important part of the selection process, it should be taken 
into account precisely; the selection process should reflect those requirements for 
different kinds of emergency services. 
3.2 Contributions 
Based on the listed challenges of partially matching, scalability, and consumer 
preferences contributions in this paper can be concluded as; 
 A service selection algorithm has been proposed that provides emergency cases a 
suitable service which matches their requirements. 
 The algorithm can achieve a high accuracy since it considers all the available services 
in the selection process. In the case of not finding an exact match, the algorithm 
considers partial matching of services. 
 The system is able to support a large number of services, and by providing distance 
correlation weighting mechanism it can support different QoS requirements. 
 Utilising real world services, the experimental results show that the proposed 
algorithm improves the quality and performance of the selection process. 
The rest of the chapter is structured as follows: Section 3.2 shows and analyses some 
related work in the field of service selection. Section 3.3 illustrates system architecture 
and provides detail of ranking algorithm and recommendation of services to the 
consumer. Section 3.4 provides experimental results of the work. Finally section 3.5 
presents the conclusion. 
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3.3 System Model 
3.3.1 QoS Parameters 
As the number of services increases, it becomes inevitable that there will be multiple 
services with similar functionality performing same task but with different quality. For 
clarification, the ‘task’ describes the process of providing information and the ‘quality’ 
describes how the task is satisfied. Quality, when used in this context, refers only to 
the task and not the actual data returned. QoS in Internet of Services is usually used to 
represent non-functional characteristics of services. Different non-functional QoS 
attributes of services can be divided into two parts, one part as the user-independent 
properties which have identical values for different users (e.g., price, popularity, etc.), 
and the second part as the user-dependent properties which have the different values 
for different service users (e.g., response time, throughput, etc.). The QoS values are 
affected not only by the service providers, but also by the environmental factors in 
services computing (e.g., server workload, network condition, etc.). 
Researchers have proposed numerous different approaches regarding the use of QoS 
criteria in services, summaries of many of the methods including benefits and 
limitations have also been published [30]. It is common in many of the methods to rely 
only on QoS attribute values published by the service providers. Attributes such as 
response time and availability may change over time independently of the published 
values and the values might only be accurate when the service is used within the 
original network context. All attribute values given by providers are considered subject 
to validity and integrity.  
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In the consumer requirements, each QoS parameter can be either mandatory or 
optional. Optional values are also given a weight factor to determine priority. The 
tendency of the parameter as shown in Table (1) indicates whether high or low values 
are regarded as more desirable in an ideal scenario. For example, high Availability 
and Throughput values imply a better service whereas low Response time and Latency 
values would also generally indicate better service. 
3.3.2 Architecture 
The aim of our proposed system is to provide an efficient service selection tool in 
which service consumer is able to choose the best available service based on consumer 
requirements and service QoS attributes. Figure 3.1 shows the model within more 
detail.  
Consumer Request Module: The process begins with the consumer supplied 
requirements, which are different for each consumer and purpose. These requirements 
initially define the task and desired QoS. As examples, for a given output, a project 
may prioritise service cost above update rate whereas another project might consider 
higher cost to be justified to obtain a higher update rate.  
Request Manager Module: This module gets the QoS requirements from consumer 
requirement module and communicates with service repository manager to return the 
list of available offers which perform consumer required functionality, and extract 
QoS parameters of the offered services.  
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QoS Analyser Module: This module analyses the offers and collects the QoS 
parameters belong to offers. The parameters will be used in constructing accuracy 
matrix and calculation of offers ranks. 
 
 
 
 
 
 
 
 
 
 
Accuracy Matrix Module: From the list of services and their QoS parameters a 
matrix will be formed. The matrix will be normalized based on consumer 
requirements. Within this module services will be filtered and candidate for the 
ranking and selection process. 
Request Manager 
QoS Analyser 
Accuracy Matrix 
Ranker 
Service Provider 
Consumer 
Request Repository Manager 
Device 
embedded 
Services 
Figure 3.1 Service Selection Model 
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Ranker Module: Based on the Accuracy Matrix each candidate service will be 
evaluated and ranked. The detail of the ranking process is discussed in the Ranking 
Algorithm. 
Implementation Module: The list of ranked services will be returned to the 
consumers, and consumers will select the most desired service based on their 
requirements. In case of failure the implementation, the module will be responsible to 
find alternative services for the consumer. 
3.3.3 Ranking and Recommendation Algorithm 
This section explains how our algorithm and accuracy matrix are applied to services 
with only partially available data in order to generate a more complete, preference 
ranked service listing. For each selection process there is a list of services which have 
similar functionalities and may be able to satisfy the task requirement.  
Each service can be represented as  
 Service= {s_id, s_name, p_id, s_type, I, O, QoS} 
where , s_id is identifier for the service, s_name is any given name to the service, p_id 
is the identifier for the provider of the service, I is a set of service input, O is a set of 
service output, and QoS is a list of QoS parameters of the service.  
Consumer request is used to define QoS requirements,  
Request={request_id,consumer_id,i_data,s_type, req} 
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Where request_id is an identifier for the consumer request, consumer_id is an identifier 
of the consumer, i_data is a set of data submitted to the provider,  s_type defines the 
type of the service the consumer requires, and req defines list of QoS requirements 
from the consumer. 
Let, 
 QR be a set of consumer QoS requirements, QR= {r1, r2, r3 … rn} where nN. 
 S be a set of potential services with similar functionality, S= {s1, s2, s3… sm},  
mN. 
 Each set of S candidate services has QS property matrices QS= {QS1, QS2, QS3 
… QSi}, where QSi={qi1, qi2, qi3 … qij}, i,jN. QSi represents quality matrices for 
service i.  
During the process of service selection its unlikely consumer QoS requirements QR has 
same number of matrices as services QoS parameters QSi. QR is taken as the baseline 
and quality matrices are arranged as follows, 
 Any consumer QR which is lacking in service QSi will be assigned with 0. 
 Removing any QSi which is not presented in QR. 
If n consumer QoS requirements QR has been identified, and m potential services can 
satisfy consumer functional requirements, the m-by-n requirements matrix is 
constructed, R, as shown in Fig. 3.2. Each column in the matrix represents consumer 
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QoS requirements QR and each row represents a potential service for the selection 
process. 
With the consideration of the original consumer QoS requirements, all services that do 
not satisfy mandatory requirements are removed from selection process as shown in 
Algorithm 3.1. The remaining candidate services will be considered in the 
matchmaking process. 
  
Figure 33.2 Requirements Matrix, R 
 
The calculation of the accuracy matrix, A, is dependent on the tendency of QoS 
parameters. Tendency explains how the numeric value of a service changes for the 
service to be perceived as better. The tendency for the majority of values in our 
example is expected to be high, only Response time and Latency are expected to be 
low.  
Using the consumer specified QoS range and the service derived QoS offered, each 
element of the accuracy matrix, A, is calculated using the case dependant formulae 
(3.1) – (3.6). 
  QR1    QR2 …   QRn 
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For values with high tendency:  
 
ij
l
R
R
 When Rij < Rl  (3.1) 
ij l
h l
R R
R R




 When Rl ≤  Rij ≤ Rh (3.2) 
max
ijR
R
  When Rij > Rh                          (3.3) 
For values with low tendency: 
h
ij
R
R
 When Rij > Rh               (3.4) 
h ij
h l
R R
R R




       When Rl ≤ Rij ≤ Rh                (3.5) 
min
ij
R
R
  When Rij < Rl                (3.6) 
Where, 
 Rij, is the value of ith QoS property of jth service. 
 Rl, is the lower limit of consumer requirement for an attribute. 
 Rh, is the higher limit of consumer requirement for an attribute. 
 Rmax, is the maximum value of a QoS property offered by the services 
under consideration. 
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 Rmin, is the minimum value of a QoS property offered by the services 
under consideration. 
 α and β{1, 2, 3 …} where α<β .  
Algorithm: Partial Service Ranking and Recommendation based on QoS properties 
Input: CR (Consumer Requirements), SL (Service List) 
For all service s  {1, 2, 3 … m} in SL do 
 If (s satisfies mandatory consumer requirements) 
  Add s to CL (Candidate List) 
        // Candidate List CL is a list of all relevant services  
 end if 
end for 
For all service s in CL 
 For all QoS parameter q 
  Find Minimum and Maximum value of q from SL 
  //Min and Max will be used in formation of accuracy matrix. 
 end for 
end for 
For all service s in CL 
 Calculate normalised value of QoS property 
 // normalized values will be calculated using equation 1-6 
end for 
For all service s in in CL 
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 Calculate total score for each service s 
  
1
*
n
s is s
j
R A W


 
End for 
Based on the total score Rank all services order services in  CL 
Return CL 
Algorithm 3.1: Service recommendation and ranking algorithm 
Figure 3.3 shows the three different ranges of interest: preferred, tight and loose. 
Figure 3.3a shows increasing of values for high tendency QoS properties, while 
Figure3.3b shows decreasing of values for low tendency QoS properties.  
 
Figure 3.3a QoS property measurements- high tendency 
 
 Figure 3.3b QoS property measurement- low tendency 
The equations (3.1)-(3.6) generate results which are normalised in the range 0 to 1. The 
constants α and β are introduced in order to discriminate between the three ranges. For 
results in the loose range, the value remains between 0 and 1. For results in the 
preferable range, α is added to the equation and the results are in the range α to (α+1). 
For results in the tight range, β is added and the results are in the range β to (β+1).  
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For consistency, we have normalized values of QoS properties to be in a small range 
using equation (3.1-3.6), in which all the values in the accuracy matrix lies in the range 
of (0, β+1). In the selection process there are thousands of services, the main purpose 
of the algorithm is to arrange all the QoS values for services based on minimum and 
maximum values , and arrange the values between (0, β+1).  
On the other hand, every value in the algorithm is considered precisely based on the 
range. Considering a value for availability; let’s assume preferable range is (80% - 
90%). Any service having availability value less than 80% will be counted as loose, 
those between 80%-90% will be counted as preferable range and α will be added, 
finally any value larger than 90% will be counted as tight and β will be added. Since 
0<α<β it guarantees that the higher range always has higher value than the other two 
ranges.   
The results of the calculations are used to populate the accuracy matrix, A. The matrix 
shows how accurately each advertised service matches the overall consumer 
requirement without yet considering the desired preference of each attribute. 
3.3.4 Weight Calculation 
Collecting weight values from service consumers and calculating weight values using 
arithmetic and geometric methods might not be an efficient or understandable choice. 
They are not the most suitable choice for complex selection process with tens or 
hundreds of consumer requirements with higher weights. Dependency between parties 
is always considered important.  QoS properties have different values and there are 
dependencies between these parties. Values in QoS properties might affect each other, 
which will directly affect performance and accuracy of the service selection process. 
Partially Service Selection in Internet of Services  
 63   
 
The work considers these dependencies to determine weighting value of QoS 
properties using distance correlation between QoS properties. Distance correlation can 
detect different types of dependencies, the value will be one when the two QoS 
properties are totally dependent on each other, and zero when the two QoS properties 
are statistically independent. 
The distance correlation for a sample (X,Y)={(Xk, Yk): k=1…p} from the pairwise 
distribution of random vectors X and Y defined as follows: 
 || ||jk j ka X X   , || Y ||jk j kb Y   j,k=1,2,..,p 
 
It is worth to note that | |p denotes the Eculidean norm, similarly, 
, , . . ..:j k j k j kA a a a a    ,  , , . . ..:j k j k j kB b b b b            
Where .ja is the mean of j
th row, and .ka represents k
th column mean, and ..a  represents 
grand mean of the distance matrix of the X, it is the same for the b values. 
The distance covariance of the two distributions X and Y is computed as follows: 
 2 , ,2
, 1
:
1
, * (3.7)
p
p j k j k
j k
dCov X Y A B
p 
   
Finally, with the equation below the distance correlation between the two distributions 
X and Y is calculated as following: 
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( , )
( ,Y) (3.8)
( )* ( )
dCov X Y
dCor X
dCov X dCov Y
  
With computing pairwise distance correlations for different QoS attributes, it produces 
the following dependency matrix, the overall dependency of QoSi with respect to other 
quality attributes is determined as follows: 
1
1
( ) (3.9)
p
i ij
j
dep QoS dCor
p 
   
The weight of each quality attributes is then derived from the dependency value as 
follows: 
1
( )
( ) (3.10)
( )
i
i m
i
i
dep QoS
W QoS
dep QoS



 
After the A matrix is fully populated, the rank of each service is calculated by 
summation of the QoS attribute and weight product for that service using (3.11).  
1
* (3.11)
n
i ij j
j
R A W

  
Where Ri represents rank of service i, Aij represents the accuracy value of j
th QoS 
property of service i, and Wj represents weight of j
th QoS property. 
3.4 Example Scenario 
We are taking a real world example and going through it step by step to clearly 
demonstrate the service ranking algorithm.  
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The plan is to use emergency support service. For the sake of simplicity we assume 
there are three QoS requirements as in Table 3.1. 
Number QoS Requirement Preferred value 
1 Distance 7-32 km 
2 Availability 80-90 % 
3 Reliability 70-85 % 
Table 3.1 Consumer quality of service requirements 
 Assume the list of available emergency support services available are as below in 
Table 3.2, 
No. Service Name Distance (km) Availability (%) Reliability (%) 
S1 EmergencySupport 4.93 42 73 
S2 PluralEmergency 64.5 86 85 
S3 FastEmergency 10.3 85 90 
S4 GlobalEmergency 28.5 90 70 
S5 countyEmergency 50 97 73 
Table 3.2 List of available web services 
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By using equation (3.1)-(3.6) we can calculate QoS property values for each service as 
shown in Table 3.2. According to the emergency case preferred values, S1 does not 
comply with all QoS requirements, S1 value for Availability is 42% which is lower 
than the preferred range, and this is true for both S2 and S5. Since none of the QoS 
requirements is mandatory, they can be considered in the selection process.  
 
No. Service Name Distance (km) Availability (%) Reliability (%) 
S1 EmergencySupport 3 0.525 1.2 
S2 PluralEmergency 0.496 1.6 2 
S3 FastEmergency 1.868 1.5 3 
S4 GlobalEmergency 1.14 2 1 
S5 countyEmergency 0.64 3 1.2 
Table 3.3.3 Values of QoS for each candidate service 
Based on the results from Table 3.3, scores of each service can be calculated by using 
Equation 3.11. It is considered the corresponding weight value is given for the request, 
and the weight value for the three QoS requirements are assumed to be {5, 3, 2} 
respectively. 
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Serivces Final Score 
S1 18.975 
S2 11.28 
S3 19.84 
S4 13.7 
S5 14.6 
Table 3.3.4 Rank of each service 
From the table 3.4 it can be understood that services returned to the consumer are 
ranked as S3> S1> S5> S4> S2 . Service S3 is having a distance of 10.3km with 
Availability of 86% and Reliability of 90%. While S1 has value of 4.93km for distance 
which is better than distance value of S3, but S1 availability value is 42% and 
Reliability is 73%. Based on our approach by considering the overall criteria, S3 is the 
best suited to the consumer request. 
3.5 Experimental Results and Evaluations 
Experiment Setup: In this section experimental results are shown for the algorithm. For 
the experiment a large scale dataset, WS_DREAM, has been used. The WS-DREAM 
dataset three [107] is a large scale dataset which has more than 4500 real world 
services. Each service was invoked by 142 service consumers in 64 different time 
intervals. Each service has different QoS properties like Response time and 
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Throughput. Based on the QoS properties service ratings is calculated by using multi-
attribute utility function [108].  
The tests in this chapter all carried out on a HP ProBook laptop corei5 2.50GHz, with 
4GB of RAM on Windows 7 Enterprise. In the evaluation a set of experiments were 
conducted. Experiments are to evaluate the algorithm based on accuracy and 
performance.  
3.5.1 Performance Measurement 
3.5.1.1 Discount Cumulative Gain (DCG) 
In the proposed algorithm the rank of services were calculated based on QoS 
properties. To measure the performance the algorithm was compared to proposed 
algorithm in [66] which used the probabilistic flooding-based method, by combining 
Simple Additive Weighting (SAW) technique and Skyline filtering. In addition it was 
compared to SPSE algorithm, which uses the Pareto optimal-based solution method 
[67]. In the experiment, a real world services were used.  
The DCG method was used, which is a common method for information retrieval and 
quality ranking [109]. The method calculates the quality of services depending on their 
rank in the list; the gain is accumulated at the upper ranks and discounted in the lower 
ranks. Services with better quality should be shown earlier in the ranking method.   
The equation is as follows,  
(3.12)2 1
log(1 )1
Qp i
DCG
p Ri i

 

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Where Qi is the QoS for the i
th service, and Ri is the rank of i
th service. The higher the 
DCGP value the higher the QoS parameters of the Top-P service. The experiment 
compared the ranking value of the top 50 services and is summarised in increments of 
10. 
Top P Acc. Matrix SPSE SAW 
5 7.569091655 4.646180572 3.0730903 
10 10.38841135 6.38846729 3.9442336 
15 12.71343601 8.372440175 4.9362201 
20 14.89674501 10.34730971 5.9236549 
25 16.85575592 12.17659888 6.8382994 
30 18.62296682 14.09352166 8.1967608 
35 20.40988547 15.89264909 10.496325 
40 21.8047093 17.3287577 11.864379 
45 23.0047093 19.6287577 13.314379 
50 24.8047093 22.1287577 16.514379 
Table 3.5 DCG ranking for accuracy matrix, SPSE, and SAW 
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Table 3.5 shows the results of DCG for top-50 services returned for the selection 
process. From the results we can see the quality matrices of Accuracy Matrix top-P 
services are higher and in many cases, nearly double to SPSE and SAW results. For 
example in the analysis category, the top 5 services for Accuracy Matrix algorithm is 
7.569 while for SPSE is 4.646, and for SAW is 3.073. It is clear the top 5 services are 
the most important services to the consumer, since most of the times consumer selects 
services from the top 5 candidates. By examining the returned results it can be 
understood that the proposed algorithm returns higher quality services to the 
consumers and provide more satisfactory results to their requirements, this is due to 
the high accuracy of our approach in which each QoS property plays important role 
in the ranking and recommendation process. 
3.5.1.2 Precision and Recall 
The precision and recall are standard measurements that have been used in information 
retrieval for measuring the accuracy of a discovery or recommendation method or a 
discovery engine. The precision is defined as the ratio of the number of returned correct 
services to the total number of all returned services [110]. By contrast, recall is defined 
as the ratio of the number of returned correct serviced to the number of all correct 
services as shown in equation (3.12).  
Prec ,Rcal
Re
Rtrel Rtrel
l Rt
   
Where Prec represents precision, Rtrel represents a list of returned relevant services, 
Rel represents relevant services, and Rt represents returned services.  
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To assess the method, we categorized the services into different categories based on 
the functionalities they provide. From one category we randomly selected a set of 60 
services with different QoS properties, of which 40 services were relevant to the query. 
We conducted 10 different tests each of them repeated 100 times. In the first test no 
service had unmatched properties, in the second test at least one of the properties was 
partial match to the service query. The numbers of partial match properties were  
 
 
Figure 3.4 Comparison of precision between SPSE, SAW, and Accuracy matrix 
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Figure 3.5 Comparison of recall between SPSE, SAW, and Accuracy matrix 
 
increased through remaining tests. In Figure 3.4 it can be depicted that the precision 
is affected by the number of returned services, it decreases as the number of returned 
services increase. On the other side, the recall increases by increasing number of 
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returned services as shown in Figure 3.5. From Figure 3.4 and Figure 3.5 it is apparent 
that the Accuracy Matrix algorithm improved both precision and recall, the percentage 
of relevant services in the Accuracy Matrix is higher than SPSE and SAW. The 
improvement is due to the inclusion of partially matched services in the Accuracy 
Matrix algorithm. This effect is very clearly observed when the recall for SPSE and 
SAW do not reach as high as our algorithm; it is because of the limitation of service 
matchmaking in both algorithms by exclusion of partially matched services. This 
confirms that our approach deals more accurately with the service query, and returns 
relevant service to the consumer even in the case where the candidate services only 
partially match the consumer requirements. 
3.5.2 Scalability 
In this part of the experiment we evaluate the scalability of our algorithm with 
increasing number of services. The test focused on selection time with increase in 
number of services, while number of QoS parameters fixed. A real world dataset were 
used, which had up to 4500 services.  The selection time was measured while 
increasing the number of services.  
From results in Figure 3.6, it is clear that the algorithm linearly increases time with an 
increasing number of services, and it is also clear from the figure that SPSE method 
had marginally better performance comparing to the our method, this is due to the use 
of automatic weighting technique to estimate values of consumers preferences, and 
also the increase in the number of candidate services in the selection process. For 
example, with 1000 services, our algorithm returned 56 services in 12.2 seconds, while 
SPSE returned 36 services in 10.6 seconds. The figure also shows the direct 
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proportionality between execution time and services considered. The slope of this 
linearity strongly implies that our approach is rather scalable with increasing number 
of services. 
 
Figure 3.6 Performance evaluation with fixed number of QoS parameters, and number of returned services for 
both methods 
 
3.6 Summary  
In this work, we proposed an efficient algorithm to service selection in IoT 
environment. By considering all QoS properties, the algorithm includes consumer 
preference and allows the consumer to select the best available service for their task. 
The design of an accurate ranking algorithm for services based on matching consumer 
requirements identifies those services which are candidates for use in the selection 
process.  
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When an initial list of services is returned which only partially matches with optional 
consumer requirements, our algorithm includes them in the decision and 
recommendation process. This holds true even in the case where the optional attributes 
barely match. This action allows more services to be included and accurately ranked, 
providing the best choice to the consumer. Experimental results show that in extreme 
circumstances, our algorithm recommends services when other methods would return 
an empty list. This feature can be used and applied to other service applications such 
as service discovery and composition.  
The solution is generic and can deal with multiple QoS properties and large numbers 
of services. Experimental results show a significant improvement in the number of 
relevant services recommended by our algorithm when compared to the SPSE 
algorithm. The scalability was tested by increasing number of services and QoS 
parameters. There was no significant performance degradation when reducing large 
datasets with multiple QoS attributes. Our experiments rendered results that strongly 
support its use as a tool for service selection and recommendation processing. 
This chapter explained the detail of partially matched service selection method which 
helps consumers to select the best available service to their requirements. In the next 
chapter correlation and content analysis of services will be used in a personalized 
service recommendation and selection approach. 
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Chapter 4 Personalized Service Recommendation 
4.1 Introduction 
Web services are self-contained, self-describing, loosely coupled, modular software 
applications that can be published, found, and invoked across the web [111]. \the 
number of web services is continuously increasing and it is becoming one of the 
standard technologies for software and data sharing. The rapid increase in the number 
of web services with similar functionality and different Quality of Service (QoS) 
properties requires a novel and efficient approach for recommendation and selection 
of web services to satisfy consumer requirements. 
Web service recommendation can be considered an automatic process of discovering 
and recommending a number of web services to the consumer based on their QoS 
properties and the behaviour of the consumer. Collaborative filtering [5] [6] [7] [8]is 
used as a significant approach in the process of service recommendation by exploiting 
consumers and services interactions with the system. There are two types of 
collaborative filtering approaches, user-based and item-based approaches [12]. 
Additionally, a hybrid approach has also been proposed [7] [8] by combining both 
user-based and item-based approaches.  
All the current collaborative filtering approaches make recommendations based on 
mutual relationships between user and services, but neglect the latent interests of the 
users and services.  
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The latent interest from the user can be considered as a requirement of the user which 
will avoid the user providing his/her requirements as it is always prone to error. 
Whereas latent interests of the service reduces the search dimension by describing 
each service by a list of latent interests (topics), and those topics represent the 
behaviour of the service. Another problem is that well-known approaches did not take 
the relationship among neighbouring services into consideration during process of 
service recommendation; this correlation has a big impact on improving the accuracy 
of predicting missing QoS values.   
In the process of service recommendation there are three main requirements needed 
to conduct an effective service recommendation task which is considered as 
motivation for our approach: 
 Accuracy: A good recommendation system should recommend more 
favourite Web services and fewer disliked ones, particularly in the situations 
where available information might be not sufficient (e.g. missing QoS of some 
services). 
 Fairness: Recommending services that are well-known to a user is often found 
unsatisfactory or meaningless. If the recommended services are unfamiliar to 
a user, the chances of finding new Web services that match the user’s 
requirements would increase. 
 Cold-start problem: Solving this problem not only enables users to find 
newly-deployed Web services, but also enhances the recommendation 
diversity. 
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In this chapter, we propose a hybrid approach for Web service recommendation by 
combining correlation-based and semantic content-based recommendation. With 
correlation-based, relationships among neighbouring web services is calculated based 
on the list of users that invoked both services, and the value was used to generate a 
correlation matrix to improve QoS prediction accuracy.  On the other hand, with the 
semantic content-based method, latent interests have been extracted by using Latent 
Drichlet Allocation (LDA), based on the latent interests each web service is 
represented by a list of topics and each user requirement is viewed by a list of topics, 
based on the service-topic-users relationship the next possible interest of the user is 
predicted and list of recommended services is returned to the user. Our approach 
exploits the advantages of both techniques by proposing a hybrid method that 
considers both correlation and content information of Web services. The main 
contribution of the work can be stated as follows: 
 Proposing a hybrid approach for web service recommendation that combines 
service correlation-based and content-based recommendation of services. 
 Unlike other conventional service recommendation approaches, our approach 
considers correlation between web services based on co-invocation by 
different consumers, and exploits the LDA (Latent Dirichlet Allocation) model 
that simultaneously considers the similarities of users and content of web 
services and extracts latent interests of users and services.  
 Next possible user preferences can be statistically estimated by using a list of 
user’s latent interests. 
 Extensive experiments were performed by using real-world Web services to 
verify the proposed method. A dataset consisting of 5,825 web services were 
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examined and 2,675 live Web services were selected and utilized in the 
experiments. The experimental results show that our approach achieves better 
recommendation performance than the conventional correlation and content-
based methods.  
The rest of the chapter is organized as follows, section 4.2 provides an outlook on the 
related work in the area, and section 4.3 gives the detail of the proposed hybrid 
method. Section 4.4 shows the experimental results, and finally section 4.5 concludes 
the paper. 
 
  
 
4.2 Hybrid Web Service Recommendation 
In this section, we discuss the extension of the recommendation process by utilizing 
correlation-based and content-based recommendation. In the first step we discuss the 
correlation-based recommendation of Web services. With the correlation, the 
relationship between web services can be acquired by utilizing the number of co-
invoked web services by different service consumers which represents service 
dependant preference. Based on the service correlation the Top-k neighbours are used 
in predicting QoS properties. In the second step, content-based recommendation is 
discussed. From the content of web services latent information about services is 
extracted by using inference of the LDA model. Two matrices are formed to predict 
missing QoS attributes for recommendation processes based on the relationship 
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between the latent topics of services and the latent interests of users. Finally, by 
combining correlation-based and content-based a hybrid method is formed, the 
method is used to rank candidate services and return the Top-K recommended 
services. 
4.2.1- Correlation based recommendation 
Some of the well-known approaches ignore relationships among Web services in 
similar neighbour selection which have an important impact on QoS prediction 
accuracy. In this approach, which is based on our previous work [112] we used a 
correlation-based top-k recommendation approach for Web services to improve the 
process of finding k neighbours by using correlation between Web services instead of 
the similarity. 
The relationship between services can be achieved by using the number of co-invoked 
web services by different consumers. The preferred dependency between services can 
be defined as; 
, ,
,
, ,
{ : ( ) ( )} ( )
(4.1)
( )
1,..., ; 1,..., ; 1,...,M;
| | (4.2)
k k i k j
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Where depi,j  is a list of service consumer who have invoked both i
th and jth service. 
qosk,i and qosk,j are lists of QoS parameters for both i and j service which has been 
invoked by user k, M and N are the number of users and services consequently. Finally, 
DEPi,j is a N*N matrix, where each entry is a depi,j value.  
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In addition, the considered correlation of services is not only affected by co-invoked 
service consumers, but also by the other service consumers (i.e. the correlation of 
DEPi,j  should be different from the correlation of DEPj,i . As a result the DEP matrix 
can be enhanced using the following equation 
,
,
,
| |
| | (4.3)
0
i j
i j
i j
l N
dep
i j
depCr
i j

 
  
  
 
  
  
Where Cr is a matrix of N*N elements which is derived after enhancement of DEP 
matrix. Cr shows a stochastic matrix where every entry represents the correlation 
value between two services. Based on the correlation value for service a correlation 
graph G [113] will be constructed as shown in Figure 4.1, the nodes of the graph show 
the services and the connection between them shows the correlation value between 
services. The connection between nodes are bidirectional and built based on Cr 
matrix, which shows different values of correlation between a pair of services in each 
direction. The service correlation can propagate through the graph, and the flow of 
relation of web services can be used to transfer neighbours of high QoS services to 
good quality services.  
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Figure 4.1  Sample of Correlation Graph for Service Recommendation 
 
The characteristics in the process of service correlation propagation graph are similar 
to PageRank [114], which has two important characteristics, propagation and 
attenuation. In the scenario of service recommendation, important scores can be 
considered as the rank for Web service n. Thus, PageRank equation can be extended 
by the following equation with Biased PageRank as; 
,
( )
. ( ) ( , ) (1 ). (4.4)
k
j
k j j u
q E n
SRM c SR q Cr q n c d

    
Where SRMk,j is the rank of Web service j for user k and Cr(q, nj) is the correlation 
value that service q is connected to service nj in matrix Cr. E(nj) is a set of services 
which are connected to service nj directly. Vector du can be tuned in order to bias the 
PageRank by boosting nodes corresponding to high value entries and matric Cr 
controls the propagation and attenuation mode. Then, du is a vector for user u in which 
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non-negative entries have summed up to 1. In addition c is a decay factor which is 
usually set to 0.85. As in Table 4.1 a sample of service rank was shown, as it is clear 
different consumers have different ranks for the services. Each entry in the table shows 
the rank of a service for corresponding service consumer. Interested readers can refer 
to the previous work in [112] for the detail of the correlation graph recommendation, 
and the ranking matrix.  
Users 
Web services 
S
1
 S
2
 S
3
 S
4
 S
5
 
U
1
 0.00065 0.00105 0.00055 0.00081 0.00146 
U
2
 0.00069 0.00098 0.00049 0.00086 0.00155 
U
3
 0.00076 0.00109 0.00056 0.00079 0.00153 
U
4
 0.00071 0.00101 0.00059 0.00083 0.00148 
Table 4.1Sample of Ranked Services 
4.2.2 Service Content Extraction 
Every web service has a WSDL (Web Service Description Language) which contains 
the description of the web service. WSDL is a XML-based language, which describes 
web service based on the W3C (World Wide Web Consortium) standard. Each web 
service has two types of descriptions, first one is WSDL description which describes 
“how” a service should be used, and the second one is the free text which describes 
“what” the service does.  
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The process of content extraction starts by checking the availability of the web service 
and validating it is content. And then getting the WSDL file directly from the URI and 
read the content of the file. The following are several steps in the process of content 
extraction; 
 Content extraction and Tokenization: In this step all important features will 
be extracted from WSDL file, such as name, inputs, outpts, documentation, 
messages, and operations. Based on the extracted contents each service can be 
represented by a list of descriptors which are called tokens. Ds={t1,t2,…,tn} 
where ti is token i in service s. Some tokens usually consist of a sequence of 
words which need to be handled. The first letter of each word in the sequence 
is capitalized (e.g., getItemPrice, or findAddressByPostcode). As a result the 
descriptors are separated into different tokens using regular expressions (e.g., 
get, Item, Price, find, Address, By, Postcode).  
 Removing Stop Words: In this step all words are removed which are 
considered as stopwords and do not have substantial semantics. Example of 
stopwords are, WSDL related like SOAP, type, element, binding, get, set, and 
etc., and all the other stopwords like a, the, what, where, and etc. for the 
stopword removal the Standford POS Tagger4 has been used which removed 
all stopwords and left only nouns, adjectives, and verbs.  
 Analysis and Matrix Construction: After extraction of the content of the 
web services we calculate the frequency of each term for each web service. 
TF/IDF (Term Frequency/Inverse Document Frequency) [115] algorithm has 
been used to represent the corpus of WSDL documents. The TF/IDF is a 
common mechanism in Information Retrieval (IR) for generating a set of 
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robust representative terms for a corpus of documents [115] . We use TF/IDF 
to convert WSDL document to Vector Space Model (VSM), which is a 
technique to represent each web service as a vector of terms and form service 
matrix. Each row of the matrix represents a service description, and each 
column represents a term from the whole corpus, and each entry of the matrix 
represents the frequency of the item in that particular service. The TF/IDF 
equation: Wij=tfij * log(n nj),  
where, Wij, is the weight of the term j in the service document i, 
Tij is the frequency of term j in the service i, 
n, is the total number of service documents in the corpus, 
nj, is the total number of services contain that term j. 
 
4.2.3 Content-based Recommendation 
Content-based service recommendation is based on the analysis of the similarities of 
the content (e.g., WSDLs and short descriptions) between services. There have been 
two main approaches in content-based Web services recommendation: syntactic based 
approaches and semantic based approaches. We discuss only semantic based 
approaches in this paper since syntactic based approaches have limitations in 
suggesting high quality recommendations. 
The semantics of a Web service s can be represented by a set of semantic attributes: 
i) functional category F(s), ii) functional parameters (i.e., inputs IP(s) and outputs 
OP(s)), and iii) requirements (i.e., preconditions P(s) and effects E(s)). We assume 
that these attributes can be provided by domain ontology through semantic 
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annotations, which will ensure to provide users with recommendations that are 
semantically similar to Web services previously invoked. It is possible to construct 
domain ontology by analysing Web service descriptions (WSDLs and free text 
descriptors).  
Service recommendation aims at providing services to consumers which matches their 
requirements. The list of functionally equivalent services is recommended to the 
consumer and ordered based on their QoS properties. In our approach for content 
based recommendation, inspired by work in [84] we use Latent Dirichlet Allocation 
(LDA), which is a probabilistic topic model uses a generative probabilistic model for 
collections of discrete data [68], to extract latent interests (topics) from service 
descriptions. 
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In the recommender system model ratings of services depends on an underlying set of 
topics. The model has a three layer representation, service-topics-users, as it is shown 
in Figure 4.2. Each service is represented as a probability distribution over topics and 
each topic is a probability distribution over users. 
Topic modelling is a type of statistical modelling, which is used to find hidden topics 
(football, weather, holiday, and etc.) that occur in a collection of documents, and it 
was initially proposed in machine learning and natural language.  It is important to 
distinguish LDA from a simple Dirichlet-multinomial topic model, LDA involves 
Figure 4.2 Service-Topics-User representation 
W     
M 
N 
Figure 4.3 LDA Graphical Model Representation 
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three levels, and notably the topic node is sampled repeatedly within the document. 
Under this model, documents can be associated with multiple topics. 
The LDA model can be represented by a probabilistic graphical model as depicted in 
Figure 4.3. The grey shaded variable represents observed variables while the unshaded 
variables are latent variables. Each service si from the list of services S= {s1,s2,s3,…, 
sm}, is represented as a bag of words W, W={w1,w2,w3, …, wn}, each word wj is seen 
as an observed variable. Observed variables are generated from multinomial 
distribution over t  specific to topic t, and topic t is selected from a multinomial 
distribution over topics i  specific to the service. Both   and   are put by the 
Dirichlet distribution with hyper-parameters   and   respectively.  
The principle of LDA is mapping high-dimensional count vectors to a lower 
dimensional representation in latent semantic space. Each word w in a service 
description s is generated by sampling a topic z from topic distribution, and then 
sampling a word from topic-word distribution. The probability of the ith word 
occurring in a given service is given by Equation 4.5: 
1
( ) ( | ) ( ) (4.5)
k
i i i i
f
P w P w z f P z f

    
Where zi is a latent factor (or topic) from which the i
th word was drawn, P(zi = f) is the 
probability of topic f being the topic from which wi was drawn, and P(wi|zi = f) is the 
probability of having word wi given the f 
th topic. 
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A k-dimensional Dirichlet random variable θ can take values in the (k −1)-simplex (a 
k-vector θ lies in the (k−1)-simplex if θi ≥ 0, ∑k i=1 θi = 1), and has the following 
probability density on this simplex: 
1
( , , | , ) ( | ) ( | ) ( | , ) (4.6)
N
n n n
n
p z w p p z p w z      

   
Where p(zn |θ) is simply θi for the unique i such that zi n = 1. Integrating over θ and 
summing over z. The parameters α and β are corpus level parameters, assumed to be 
sampled once in the process of generating a corpus. 
Extracting service topics from LDA is an inference process for latent variables, which 
is to reverse the generative model and generates latent variables from provided 
observations. After the inference process the value of latent variables should 
maximize the posterior distribution of the service observations. There are many 
approximation methods, Gibbs Sampling [9], variational inference [8], and others. In 
this paper Gibbs Sampling technique has been chosen as it is easy to implement and 
provides an efficient method for extracting a set of topics from a large rating set. 
 
4.2.4 Hybrid Method and Ranking of Recommended Services 
As mentioned before, correlation-based and content-based approaches can 
complement each other very well to analyse user-service QoS rating matrices and 
recommend services to users. Accordingly, in this subsection we integrate the two 
types of methods into our hybrid prediction model, which is defined based on 
Equation (4.1) and Equation (4.3), as shown in the formula 4.4. After obtaining the 
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predicted values for those missing elements in the user-service QoS rating matrix, 
personalized Web service recommendation can be easily performed based on the 
complete matrix. According to a given target user’s non-functional requirements or 
preference on QoS rating, all candidate Web services are sorted in a certain order. For 
example, the recommender arranges the values of candidate Web services in 
ascending order if the target user focuses on response time, while it will return the 
results in descending order when considering availability. Eventually, the top K Web 
services in a sorted list with respect to QoS rating are recommended to the target user. 
( ) * ( ) (1 )* ( ) (4.7)rank services correlation services contents services      
In the model, the customization parameter  is in the interval of [0, 1] for model 
weight adjustment that can adapt to different application scenarios. 
 
4.3 Experimental Results 
In the experiment section, to increase the reliability of the results a large scale dataset 
is required, however constructing such a dataset is time consuming and beyond the 
scope of our research. Fortunately, there is a piece of work in the WS-DREAM 
project, which is a large scale real-world web service dataset provided by Zheng et al 
[6] [12]. With WS-DREAM, web crawler engine, all available web service WSDL 
files were crawled from the internet. Besides the services some QoS parameters were 
observed by 339 distributed computers in 30 different countries in Planet-Lab with 
more than 1.97 million invocation records. The dataset was used in the experiment 
after performing the following preparations, 
Personalized Service Recommendation  
 91   
 
1- All 5,825 WSDL addresses were traversed from the dataset; by using a crawler 
software 2,675 live services were retrieved. After that, as explained in service content 
extraction section, service descriptions are extracted and used to determine the 
topics/interests describing web services. For the LDA implementation we used 
JGibbLDA [116] [117], which is a Java implementation of Latent Dirichlet Allocation 
(LDA) using Gibbs Sampling technique for parameter estimation and inference. For 
hyperparameters of   and   we used the same value from previous works [118] 
[83] which have found that   =50/T where T is the number of topics and the default 
value for  =0.1. All services rating scores were determined from 1 to 5 depending 
on their QoS parameters (e.g., response time, throughput) using a multi-attribute 
utility function. 
2- To perform the QoS prediction performance more sufficiently, we divide the 
399*2,675 matrix into different sub matrices by randomly choosing web services from 
399*2675 matrix to construct new sub matrices with different numbers of services NS. 
A consumer usually invokes a small number of services, to simulate a real world 
dataset distribution we randomly remove entries from the sub matrices by using 
different density parameters (0<density≤1). For each sparse matrix we separate into 
two parts, training set (80% of the records in the matrix) and the test set (the remaining 
20% records in the matrix, the values in the training set will be used to predict missing 
values in the test set.  Furthermore, a parameter k is used to denote the number of 
neighbours for web services. 
The tests in this paper all carried out on a HP ProBook laptop corei5 2.50GHz, with 
4GB of RAM on Windows 7 Enterprise. In the evaluation a set of experiments were 
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conducted. Experiments are to evaluate the algorithm based on prediction accuracy 
and recommendation of services to consumer. 
4.3.1 Evaluation Matrics 
In this paper, Mean Absolute Error (MAE) and Normalized Mean Absolute Error 
(NMAE) metrics [12], [119] are used to measure the prediction accuracy of our 
approach. The definitions of the metrics are defined as: 
, ,,
,,
ˆ| |
(4.8)
(4.9)
/
k kk
kk
u i u iu i
u iu i
r r
MAE
L
MAE
NMAE
r L





 
Where, ,ˆ ku ir  is the predicted QoS value of service i invoked by service user uk while 
the ,ku i
r  is the real QoS value of service item i invoked by service user uk. In addition, 
L is the number of predicted values. And the low values of these metrics represent the 
high prediction accuracy of corresponding approaches. 
We compare our approach with seven other well-known approaches which includes, 
  UPCC [12], which is a user-based collaborative filtering method using Pearson 
Correlation Coefficient to measure similarity between users. 
  IPCC [12], which is an item-based collaborative filtering method using Pearson 
Correlation Coefficient to measure similarity between items. 
 WSRec [12] , which is a QoS-aware hybrid Web service recommendation approach 
by combining both UPCC and IPCC with confidence weight 
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 BiasSVD [120], which is latent factor model using Singular Value Decomposition 
(SVD) with the addition of biases to user and item  
 GM [121], which is a greedy method for ordering items 
  CloudRank2 [21], which is a cloud service ranking method using confidence levels 
of different preference value  
  2RHyRec [122], which 
is a ranking-oriented 
hybrid approach which combines collaborative filtering and latent factors.  
Methods Density 
Methods 
Density 
0.1 0.2 0.3 0.4 
UPCC 0.86436 0.84087 0.83125 0.79215 
IPCC 0.79241 0.77498 0.75175 0.72198 
WSRec 0.78985 0.75871 0.72478 0.71875 
GM 0.74394 0.70214 0.68241 0.65097 
CloudRank2 0.75756 0.73589 0.70423 0.68847 
2RHyRec 0.69026 0.67543 0.64891 0.62345 
Hybrid 0.62376 0.61375 0.60345 0.58794 
Table 4.2 MAE values for performance comparison of different methods 
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0.1 0.2 0.3 0.4 
UPCC 0.92695 0.89453 0.87548 0.86435 
IPCC 0.84098 0.79248 0.76476 0.72439 
WSRec 0.81785 0.77621 0.74835 0.70986 
GM 0.77284 0.73452 0.70864 0.68432 
CloudRank2 0.78584 0.76432 0.72086 0.69893 
2RHyRec 0.75542 0.69326 0.66304 0.66109 
Hybrid 0.68235 0.64286 0.61045 0.59345 
Table 4.3 NMAE values for performance comparison of different methods 
Table 4.2, and Table 4.3 shows the MAE and NMAE values of seven recommendation  
approaches based on response time, with different densities 01, 02, 03, and 0.4. In 
addition, we set c=0.85, k=30,   =50/T,   =0.1 in the experiment. We repeated the 
experiment 10 times and the average value was taken. Based on the results in Table 
4.2 and Table 4.3, our Hybrid approach significantly outperforms other six approaches 
under both MAE and NMAE metrics consistently, indicating that the prediction 
accuracy can be improved by employing correlation-based and semantic content 
recommendation. Recommendation approaches with ranking-oriented methods 
like(GM, CloudRank2, 2RHyRec, and Hybrid) obtain smaller MAE and NMAE 
values while recommendation approaches based on rating-oriented methods obtain 
bigger MAE and NMAE values.  For all the methods, gradually increasing matrix 
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density values from 0.1 to 0.4 with the step value of 0.1 improve the prediction 
accuracy. This observation shows that increase in the quantity of training matrix has 
an important influence on prediction accuracy. 
 
4.3.2 Matrix Density Effect 
To study the impact of training matrix density, we set c=0.85, k=30,   =50/T,   
=0.1, density=0.1, 0.2, 0.3, and 0.4 respectively. Figure 3a, and 3b show the 
experimental results with MAE and NMAE, in which seven approaches have better 
prediction accuracy with both MAE and NMAE when density increases from 0.1 to 
0.4. This observation shows that bigger training matrix density can provide more QoS 
information to enhance the prediction accuracy. Especially, with same experimental 
settings and just by changing the density range from 0.1 to 0.4, the same as the results 
illustrated in Table 4.2 and Table 4.3, our approach obtains smallest MAE and NMAE 
values than other six approaches, which illustrates more accurate prediction 
performance. 
4.4.3 Top K Neighbours Effect 
In recommendation approaches based on top K neighbours, the number of neighbours 
is an important factor influencing the prediction performance. To determine the 
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4.4.3 Top K Neighbours Effect 
In recommendation approaches based on top K neighbours, the number of neighbours 
is an important factor influencing the prediction performance. To determine the 
impact of top K on the accuracy of the hybrid model we set c=0.85,   =50/T,   
=0.1, where value of top K changes from 5 to 60 with steps of 5 and 10. As illustrated 
in Figure 4.4, the effect of top K value on the hybrid method was shown with respect 
to response time; the X-axis shows the top k value while the Y-axis shows the MAE 
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Figure 4.5 Effects of matrix density for NMAE 
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and NMAE values. Figure 4.4, and 4.5 show that the four curves of density=0.1, 0.2, 
0.3, and 0.4 respectively experience similar trend with the increase in the value of top 
K. The figure for both NMAE and MAE shows a downward trend with the increase 
of the k neighbours from 5 to 60, which shows that the prediction accuracy can be 
increased by providing more neighbours. In addition, after number of top k reaches 40 
the trend shows a constant value with the increase of top k neighbour, this implies 
more growth of top K after certain value adds more neighbours that are not very 
similar and it does not contribute enough in the accuracy of QoS prediction. 
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4.3.4 Recommendation Evaluation 
In order to study the recommendation performance, we compared our proposed hybrid 
recommendation approach with the other three methods: GM, CloudRank2, and 
2RHyRec.  
The recommendation performance was evaluated by examining the quality of top x 
rankings of Web services (x= 5, 10, 15, and 20). Specifically, after each model is 
learned. The average precisions and average recalls for top x recommendations were 
used as the evaluation metrics. Average precision was calculated as the ratio of the 
number of top x recommendation hits to the recommendation size; and average recall 
was calculated as the ratio of the number of top x recommendation hits to the size of 
the user’s validation item set. We calculated the average precisions and recalls of all 
users for three different methods. 
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Figure 4.8 Average Precision for Recommendation performance comparing Hybrid, Collaborative Filtering, Top 
K correlation, and Content-based 
 
 
Figure 4.9 Average Recall for Recommendation performance comparing Hybrid, Collaborative Filtering, Top K 
correlation, and Content-based 
Figures 4.5 and 4.6 show the result. From Figure 4.5 we can see that, the top x 
precision values of our hybrid approach are higher than GM, CloudRank2, and 
2RHyRec. In Figure 6 the top x recall values of Hybrid approach are also higher than 
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the other three approaches. It is evident that our approach outperforms the other two 
approaches and more relevant Web services can be recommended by our approach. 
 
4.4 Summary 
Web services recommendation and selection is a fundamental issue in service oriented 
computing. In this paper, we have proposed a hybrid approach for effective Web 
services recommendation. Our approach exploits a model that systematically 
combines correlation-based and semantic content-based recommendation. In the first 
step the correlation-based recommendation of Web services has been discussed. With 
the correlation the relationship between web services can be learnt by using the 
number of co-invoked web services by different service consumers. Based on the 
correlation the Top-k neighbours are used in the QoS prediction. In the second step, 
content-based recommendation has been used, for which latent information about 
services is extracted using LDA topic modelling. From the latent interests two 
matrices were constructed for service-interest and consumer-interest relationships to 
predict missing QoS attributes. Finally, using a hybrid method which combines 
correlation-based and content-based, the Top-K recommended services are returned 
to the consumer.  
Our approach is validated by conducting several experimental studies that used 
publicly available real-world web services datasets. The experimental results show 
that our approach outperforms state-of-the-art methods including the collaborative 
filtering, content based, and other hybrid methods in terms of QoS prediction and 
ranking performance. 
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In this chapter a personalized service recommendation approach has been proposed to 
let customers select suitable services for their requirements. In the next chapter we 
propose a service discovery and selection approach in a self-organized decentralized 
environment. 
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Chapter 5 Decentralized service discovery and selection 
 
5.1 INTRODUCTION 
In the recent years distributed technologies are introduced through Service Oriented 
Architecture (SOA), Grid computing and Cloud computing, all of these technologies 
have been used throughout organizations and companies of different sizes. With the 
advances of web service technology the web is moving from data- oriented web to 
service oriented web. Continually the number of web services increases, for example 
current cloud computing trend which is a Service-Oriented application has been 
growing in number of web services such as Software as a Service (SaaS), Platform as 
a Service (PaaS), and Infrastructure as a Service (IaaS). The increasing number of web 
services has led to critical issues like efficiency and scalability, however most of the 
current approaches focus on centralized architectures, in which a single service 
registry or multiple service registries synchronize together. With centralized 
approaches, you can have standardized hardware and software, resources can be 
efficiently administered, and there is no need for redundant cost and resources. 
However, centralized approaches lead to bottlenecks, single points of failure, and 
scalability limitations. In addition, one of the main drawbacks of centralized 
approaches is having a global knowledge about the system which is not presented in 
decentralized environments. While availability and demand for services grows 
significantly, the inherited disadvantages in centralized environments prevent web 
services from being applied in large scale service networks. As Service Oriented 
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Computing environments are largely distributed, a decentralized approach appears to 
be a suitable way to address the issues and achieve scalable, reliable and robust service 
discovery and selection. 
Peer-to-Peer (P2P) has been used worldwide for resource sharing and received great 
success such as in (Gnutella, Chord, Freenet, JXTA and etc.). P2P technology is one 
of the areas which provides a universal approach in improving reliability, scalability, 
and robustness of distributed systems by weakening centralized control. In a P2P 
environment each node can play the role of provider or consumer depending on the 
need at any moment of time. P2P is located in an overlay network and distributed 
without any centralized control. There are approaches which use a decentralized 
system without central supervision to discovery services as in [123], [104], and [124]. 
The challenge is to find the service with fewer steps, which considers only local and 
neighbour information. In this approach we are designing a novel self-organized P2P 
architecture and social enhanced model for collaborated, dynamic and context-aware 
service discovery and selection to improve the scalability and efficiency of traditional 
methods. In this approach homophily was used, meaning that the most noticeable 
properties of services which determine similarity between nodes in the system is 
utilized as a method of bootstrapping and creating links between nodes. The discovery 
process is based on the similarity, previous interaction and social behaviour of nodes, 
which will help the discovery process and create a more dynamic environment for 
joining and leaving of the nodes. It is not only about discovering services, it also 
considers the selection of the best available service by taking into account the QoS 
properties of the services. 
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5.1.1 Motivation 
Web services have become a de facto in the field of computing, and seemingly enter 
every aspects of life. SOA, Grid, and cloud computing are different paradigms of 
 
Figure 5.1 Centralized and Decentralized Service Model 
computing based on web services. With the increase in the number of web services, 
the requirements of consumers increase seamlessly. A centralised approach cannot 
cover all aspects of practically unlimited consumer requirements, because it is not 
feasible for any service repository or service provider to meet all consumer demands. 
On the other hand, a centralized approach is always prone to single point failures and 
bottlenecks, which hugely affect the availability and reliability of web services. 
Therefore, a decentralized P2P approach is proposed where each peer node can 
represent a cloud platform and provide different services as shown in Figure 5.1. A 
practically unlimited number of services can be found outside each cloud platform and 
can be outsourced based on the consumer request. The nodes can dynamically join 
and leave the network which provides an elastic environment for limitless number of 
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services; as a result each node can outsource services from other nodes based on the 
context and social behaviour. By this way consumer demands will be fulfilled, and the 
issue of single point failure will be solved using different number of nodes each of 
them act as a provider and requester for services. 
5.1.2 Contributions 
The paper presents a service discovery and selection algorithm in a decentralized 
environment which will improve the efficiency and performance of the discovery and 
selection process in comparison to the previous works in this area. Contributions can 
be summarized as 
 Designing a service discovery algorithm in a decentralized P2P environment 
considering homophily for node distribution and using social behaviour and 
node interaction to discover the most relevant services. 
 Proposing a service selection algorithm to consider partial matching of the 
services based on QoS parameters, and a related ranking algorithm capable of 
ranking all the discovered services and returning the best available service to 
the consumer. 
 Use of real world semantic web service dataset to provide experimental proof 
of the performance and efficiency improvement of the proposed algorithm 
when compared to the existing algorithms. 
 Implementation of a prototype platform for Peer-to-Peer service discovery and 
selection in a real world environment. 
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The rest of the chapter is structured as follows: Sections 5.2 illustrate system structure 
and provides detail of the homophily similarity algorithm, and provides details on 
community creation in decentralized environment and also discuss service discovery 
and selection. Section 5.3 and 5.4 consider network simulation and evaluation. Final 
section 5.5 presents conclusion on the approach. 
5.2 DECENTRALIZED SYSTEM STRUCTURE 
The system consists of a set of nodes which are distributed in a decentralised manner; 
each node in the system does not have a global knowledge about other nodes except 
direct neighbours. This section explains the structure of the decentralized system, 
nodes, and the services as contents of the nodes. 
Definition 1. The decentralized system can be formalized as C = {N,L}, such that 
N = {n1,n2,n3,· · · nm}, where 
N represents the list of nodes in the network, ni represents the i
th node in the system 
and m is the total number of nodes. L = {ni,nj}, (1 ≤ i ≤ m and 1 ≤ j ≤ m where i ≠j). L 
is a set of links between different nodes in the system, both i and j representing two 
different nodes. 
Definition 2. Each node ni in the system N can be formalized as a tuple of {Si, Nei, Ki, 
Qi, µi} where: 
 Si is the list of services in the ith node 
 Nei is the list of direct neighbours for ith node, and ε is similarity threshold to 
determine if neighbour node content is similar to the ith node content. 
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 Ki is the knowledge index for the ith node, which contains the service categories 
of neighbouring nodes. 
 Qi is a received query at any given time in the ith node. • µi is the selection 
function for ith node to determine nodes which a query can be forwarded. 
The network is decentralized, each node at least connected to one neighbour node 
based on the content similarity, and the environment is dynamic in which nodes can 
join and leave the network. The distribution of queries is not based on flooding or 
random distribution; it is based on the similarity of the query to the neighbour node 
which is determined by the function µi. 
Definition 3. Service Distribution and node organization Let Si = {s1 ,s2,...sn} be list of 
services for ith node, for each service there is a service tuple: Service tuple, sn = {In, 
On, Catn, QoSn} Where, In is the list of service inputs; On is the list of service outputs; 
Catn represents the user defined service category; QoSn is the list of quality of service 
properties for the service n. In the context of services, in every node in the network 
there is a list of services with different functionality and QoS properties. During the 
discovery process, based on the service request, each node checks its local services 
for a service which matches the service request. If there is any service matching the 
request it will return that service to the requester and forward the request to another 
node which has similarity with the service request. This process continues until the 
Time To Live (TTL), which is the maximum number of times a query can be 
forwarded, becomes zero. 
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5.2.1 Homophily in decentralized environment 
Homophily was first used by Lazarsfeld and Merton [125] to define interactions and 
links between two individuals based on their similarities in set of social entities such 
as ethnicity, religion, or gender to establish links between them. Using same approach 
homophily became one of the most prominent properties present in complex networks 
[126]. In this paper homophily is used to determine the similarity between nodes in 
the decentralized system, which is based on the similarity of service values for Inputs, 
Outputs and Categories. 
To determine the homophily similarity between nodes Cosine Similarity is used. 
Cosine Similarity is a measure of similarity between two vectors of an inner product 
space that measures the cosine of the angle between them. To find the relationship 
between two services, each service is constructed as a vector in the space of node. The 
cosine between these vectors gives a measure of similarity. Such functions have 
largely been used in the web space to identify similarity of documents and web pages. 
It has been one of the most preferred techniques in information retrieval, clustering 
and has also been applied to pattern recognition and medical diagnosis [20]. 
The following explains the details of Cosine homophily process. Given two vectors 
of attributes, Sk and S·l, the cosine similarity, cos (θ), can be determined: 
                                 (5.1) 
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Where, vector Sk represents all attributes of Sk {sk
ins, sk
out, sk
cat}, while vector S·l 
represents all attributes of S·l {s·l
in, s·l
out, s·l
cat} as in Figure 5.2. The result Hcos(Sk, 
S·l)determines the similarity of two service vectors Sk and S·l based on the similarity 
of their attributes. 
 
Figure 5.2 List of inputs, outputs, and categories for two vectors in Cosine similarity 
 
Figure 5.3 Relationship between two nodes n1 and n2 
 
By using equation (5.1), similarity between services of both node n1 andn2 will be 
calculated as shown in Figure 5.3, 
                                          (5.2) 
Decentralized service discovery and selection  
 110   
 
Where Hcos(n1,n2) represents the similarity between two nodes n1 and n2 and the value 
is normalized to be between [0,1]. The value of q represents number of services in n1, 
while the value of p represents number of services in n2. Hcos(Sk,S·l) represents the 
similarity between service vector Sk in n1 and service vector S·l in n2; k represents k
th 
service in n1 and l represents the l
th service in n2 . 
To establish the connection between two nodes there is a similarity threshold, ε, the 
threshold can be set to determine if the similarity of two nodes is in the level to 
establish connection. 
5.2.2 Community creation 
Once Cosine homophily has been defined in the context of decentralized systems, and 
then it is described how it is included in both structure creation and service discovery 
process. Cosine homophily establishes a measure of similarity between two nodes 
based on services similarity inside the nodes. The similarity measurement is taken into 
account by nodes during community creation process. 
 Each node that is part of the system is considered an entry point. At the 
beginning each node ni in the system randomly connects to a number of other 
nodes in the system. 
 The number of random neighbour is determined by the system. Each node ni 
should know at least one node nj that already present in the system. 
 The establishment of connection between both ni and nj is based on the Cosine 
homophily between them. 
The Probability Tl of establishing a connection between node ni and node nj is 
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                                                (5.3) 
To obtain the probability distribution, the cosine homophily between two nodes 
should be divided by an appropriate constant T that indicates the degree of precision 
to consider two nodes equal. The r parameter is a homophily regulator. When r is zero, 
the system shows no homophily (i.e, nodes are not grouped by similar services). As r 
grows, links tend to connect nodes with more similar services. Basically, r makes the 
system create communities with similar services. 
Nodes have a greater chance of establishing connections with other nodes if they 
provide similar services in the system. As a result of this behaviour, communities of 
similar nodes are created in a decentralized way. The resulting system structure is a 
network based on homophily as shown in Figure 5.4, which grows according to a 
simple self-organized process. The construction process of a growing network ensures 
that the oldest nodes have a higher probability of receiving new links than the newest 
ones. 
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Figure 5.4 Homophily based community creation 
 
5.2.3 Service discovery 
In decentralized structure service discovery relies on the local information in the 
nodes, which is information about the content of the node and knowledge about 
neighbouring nodes. In this way it prevents central supervision, eliminates single 
points of failure in the system, and precludes the need to collect global knowledge 
about the structure of network which is not available in a large dynamic environment. 
In the following section the process of service discovery is explained in a 
decentralized environment using local information of the nodes and knowledge about 
first neighbours of the nodes. 
During service discovery, when a node nt sends a request to node ni, node ni searches 
its local services to find any service similar to the request rt by node nt. If there is any 
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service similar to the request, it will be returned to nt. The request will then be 
forwarded to most promising neighbours of ni. The most promising neighbours are 
neighbours with highest score of similarity to the target node nt. This process of 
forwarding query continues until TTL becomes zero. 
The equation which calculates the most promising neighbour from node ni is as 
follows, 
µi(nt) = argmax Ps(hnj,nti)                    (5.4) 
For each neighbour of nj, Ps determines the probability that node nj is a promising 
neighbour to forward the query 
                    (5.5) 
For this probability Cosine homophily-based factors and degree based factors (number 
of neighbours |Nj|) is used to explore the network. For cosine homophily in the 
discovery process, we use information available in knowledge index of each node 
about neighbours. In the knowledge index there are categories of services provided by 
neighbours. These categories are user defined categories, and it is possible to have 
multiple categories for a single service in a node. 
5.2.4 Service selection 
There are two criteria which service selection is depending on; the first one is QoS 
from the service tuple, which determines the quality properties of each service. The 
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second one is node Knowledge, which is based on the previous interaction of the nodes 
and consumer rating for the services in the node. 
The selection process considers partial selection algorithm from our previous work 
[4], which returns the best available web service to the consumer when the providers 
offer does not fully match every consumer QoS requirements. By having QoS 
properties from services and node knowledge on one side, and consumer specified 
QoS requirements on the other side, the normalized value of each QoS property can 
be calculated by using the case dependant equation (5.6) (5.11). 
For values with high tendency 
  Rij < Rl (5.6) 
  (5.7) 
  (5.8) 
For values with low tendency 
  Rij > Rh (5.9) 
  (5.10) 
  (5.11) 
Where,Rij, is the value of i
th property of jth service. Rl, is the lower limit of consumer 
requirement for an attribute, while Rh, is the higher limit of consumer requirement for 
the attribute. Rmax, is the maximum value of a QoS property offered by the web 
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services under consideration, and Rmin, is the minimum value of a QoS property 
offered by the web services under consideration. In the equations the value of α and β 
∈ {1,2,3,...} where α < β . 
The calculation of the accuracy matrix is dependent on the tendency of QoS 
parameters. Tendency explains how the numeric value of a service changes for the 
service to be perceived as better. The tendency for the majority of values is expected 
to be high, others are expected to be low such as Response time and Latency. The 
tendency of a parameter indicates whether high or low values are regarded as more 
desirable in an ideal scenario. For example, high Availability and Throughput values 
imply a better service whereas low Response time and Latency values would also 
generally indicate better service. 
The equations 5.6-5.11 generate results which are normalized in the range [0, 1]. The 
constants α and β are introduced in order to discriminate between the three ranges. For 
results in the loose range, the value remains in the range of [0, 1]. For results in the 
preferable range, α is added to the equation and the results are in the range [α, α + 1]. 
For results in the tight range, β is added and the results are in the range [β, β + 1]. 
For consistency, using equation (1-6) values of QoS properties were normalized to be 
in a small range, in which all the values in the accuracy matrix lies in the range of [0, 
β + 1]. In the selection process there are many services, the main purpose of the 
algorithm is to arrange all the QoS values for services based on minimum and 
maximum values , and arrange the values between [0,β + 1]. 
Decentralized service discovery and selection  
 116   
 
On the other hand, in the algorithm, every value is considered precisely based on the 
range. Consider a value for availability; assume the preferable range is [80% − 90%] 
.Any service having availability value less than 80% will be counted as loose, between 
[80% − 90%] will be counted as preferable range and α will be added, finally any 
value larger than 90% will be counted as tight and β will be added. Since 0 < α < β it 
guarantees that the higher range always has higher value than the other two ranges. 
The results of the calculations are used to populate the accuracy matrix. The matrix 
shows how accurately each advertised service matches the overall consumer 
requirement without yet considering the desired preference of each attribute. After the 
matrix is fully populated, the rank of each service is calculated by summation of the 
QoS attribute and weight product for that service using equation (5.12). 
R       (5.12) 
Where Ri represents rank of i
th service , Aij represents the accuracy value of j
th QoS 
property of ith service, and Wj represents weight of j
th QoS property. 
5.3  SIMULATION ENVIRONMENT 
5.3.1 Performance metrics 
Performance was evaluated with the following measures: Recall: the ratio of the 
number of found files to the number of all matched files in the network. 
Average path length (APL) of searches: the average distance from the query originator 
to the targeted node which first finds a matched file. If none are found, the average 
path length of the search is set as four [TTL + 1] in the simulations. This metric is used 
to measure the speed of resource discovery. Other metrics are Recall per visited node, 
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Average number of found files, Number of visited nodes, Number of query messages. 
Figure 5.5 shows the detail of the network initialization and simulation. 
5.3.2 Topology initialization and evolution 
In order to better observe the evolution of network topology in the simulations, the 
process was started from a small-size random network with 100 nodes. Each peer node 
connected to four peer nodes bi-directionally based on similarity to generate a 
homophily topology. Since at the initial phase there is no interaction between peer 
nodes, each peer node has an empty knowledge index which can contain a maximum 
of 1000 entries between topics and associated peer nodes (if no other size is specified). 
In the simulations, a dynamic network was started with a small set of peer nodes. The 
peer nodes frequently transition between being present or absent from the network. In 
order to explore the effect of topology, random topology, ring topology and power 
law topology are also implemented to draw comparisons regarding the efficiency of 
service discovery. 
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Figure 5.5 Network initialization and simulation diagram 
 
5.3.3 Content generation and distribution 
In the experiments, each network was initialized with 100 nodes. Each node offers 11 
semantic web services which are uniformly distributed to the node. All the 
experiments were performed with real semantic services. The set of semantic services 
used for the experiments were from the test collection OWL-S TC4 1. Based on the 
OWL-S TC4 dataset, which has 1082 semantic web services, the semantic content of 
                                                          
1 http://www.semwebcentral.org/projects/owls-tc 
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the services including ID, Name, Input, Output and discretion are extracted for the 
process of service discovery. Some key QoS parameters such as response time, 
availability, reliability, latency are created randomly and assigned to the services for 
the process of service selection. 
5.3.4 Search network 
In each time step of the simulations, an online node was randomly chosen as the 
requesting node and a search with a query was started. Queries were uniformly 
generated among all the agents. This means that all the agents in the system had the 
same probability of generating service queries. Each query was tagged with a TTL to 
limit the life time of a message to three hops in the simulations. The generated queries 
were propagated with the proposed routing algorithm. To decide the average degree 
of connection it is influence on the average path length was evaluated. As the average 
degree of connection increases, the paths get shorter and it is easier to locate the target 
agent since agents have available more possibilities to guide the search. 
5.4  PERFORMANCE EVALUATION 
5.4.1 Service discovery performance 
In this section results for precision and recall were compared for the homophily 
topology against random, ring and power law topologies. In each case, a node was 
randomly chosen to be the requesting node from the 100 node vector and a search was 
started with a query selected randomly from the list of queries in the current dataset. 
Each query is tagged by a TTL to limit the lifetime of a message to three hops in our 
simulation. The selected queries are propagated with the Gnutella routing algorithm. 
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For the evaluation 24 queries were selected randomly from the list of queries in the 
dataset, for each query the simulations of Service discovery were run. The tests were 
repeated for different TTL values starting from 2 to 11.For performance measurement 
we used precision and recall. Precision and recall are standard measurements that have 
been used in information retrieval for measuring the accuracy of a discovery or 
recommendation method or a discovery engine. Precision is defined as the ratio of the 
number of returned correct services to the total number of all returned services [110] 
. By contrast, recall is defined as the ratio of the number of returned correct services 
to the number of all correct services. 
 
 
 
 
 
 
 
 
 
 
Figure 5.6 Average Precision calculation for Homophily, Ring, Power Law and Random Topology 
 
Figure 5.7 Average Recall calculation for Homophily, Ring, Power Law and Random TopologyFigure 
5.8 Average Precision calculation for Homophily, Ring, Power Law and Random Topology 
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From the results shown in Figure 5.6 and Figure 5.7 it is evident that homophily 
topology achieved better performance for lower TTL values. Increasing TTL values 
means increasing in the message exchange between nodes which in result increases 
overall system overload. For average precision homophily topology outperformed 
other topology for TTL values of 2, and 3. On the other hand for average recall 
homophily topology again outperformed other topologies for TTL values 2,3,4,5, and 
6. If we consider values of both recall and precision, for example homophily topology 
has best precision (0.418) with TTL value 3, within the same TTL it has the best recall 
(0.179) comparing to other topologies as well. But for ring topology it has best value 
(0.474) for TTL value 6, while it is recall value (0.114) for the same TTL is the worst 
among all the topologies. It is the same for Powerlaw topology; it is best precision 
Figure 5.9 Average Recall calculation for Homophily, Ring, Power Law and Random 
Topology 
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value (0.395) is for TTL 4 while it is recall for the same TTL is the second worst after 
ring topology with the value of (0.2). From the results we can see that homophily gets 
better precision and recall for lower TTL values and for the higher TTL the average of 
recall and precision is better than the other topologies. 
 
5.4.2 Service selection performance 
In the proposed algorithm the rank of web services was calculated based on QoS 
properties. To measure the performance the algorithm was compared to proposed 
algorithm in [123] which used probabilistic flooding-based method, by combining 
Simple Additive Weighting (SAW) technique and Skyline filtering. And also 
compared to to SPSE algorithm, which uses Pareto optimal-based solution method 
[67]. 
For the selection process the same set of tests were used as in the discovery process. 
Since the semantic dataset does not have any QoS properties attached to it, we 
randomly added four QoS properties to services in the dataset. The added QoS 
properties were Response Time, Availability, Reliability and Latency. For each test 
different requirements were used for QoS properties. Based on the requirements we 
checked number of returned services and relevant returned services. 
From Figure 5.8 and Figure 5.9 it is apparent that the Accuracy Matrix approach 
improved both precision and recall compared to SAW and SPSE, the percentage of 
returned services in the Accuracy Matrix is higher than SAW and SPSE. In the same 
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way the percentage of returned relevant services in Accuracy Matrix is higher than 
both SAW and SPSE. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10 Average Precision for AccuracyMatrix, SPSE and SAW methods 
Figure 5.11 Average Recall for AccuracyMatrix, SPSE and SAW methods 
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The improvement is due to the inclusion of partially matched web services in the 
Accuracy Matrix approach. This confirms that our approach deals more accurately 
with the service query, and returns relevant service to the consumer even in the case 
where the candidate services only partially match the consumer requirements. 
5.5 Summary 
In this work, we proposed a context-aware service discovery and selection method in 
a decentralized environment. In the approach, each node in the network established 
connection to the other nodes based on homophily similarity between them. For the 
homophily a cosine similarity method was used which calculates service similarity 
based on inputs, outputs and categories of services. With cosine homophily nodes 
create a network based on similarity without having central supervision. Cosine 
similarity is used for bootstrapping and creation of network community, therefore it 
does not require any training period. With an increasing number of interactions 
between nodes the knowledge index gathers information about content of 
neighbouring nodes which in result helps the process of service discovery. In the 
experiment we compared Cosine homophily topology to Ring, Power Law, and 
Random topologies, the results showed improvements in both precision and recall in 
the service discovery. This is due to the use of homophily similarity which let the 
nodes to create community based on similarity of their contents. 
One of the other features of this paper is the inclusion of partially matching services. 
When an initial list of web services is returned to the requesting node the algorithm 
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includes them in the selection process. The algorithm considers every service 
accurately and ranks them based on QoS properties and node knowledge. 
Experimental results show that Accuracy Matrix performed better comparing to SAW 
algorithm. Accuracy Matrix had better precision and recall
Conclusion and Future Work  
 126   
 
Chapter 6 Conclusion and Future Work 
6.1 Conclusion 
In the last few years services have become a popular research area that has attracted 
the attention of both the academic and industrial community. In the service oriented 
environment applications are developed in a loosely coupled way where consumers 
can find and invoke preferred services from a service pool. From an ever increasing 
number of services, finding a suitable service efficiently and effectively becomes a 
challenging issue. Especially, selecting a high quality service from a pool of 
functionally equivalent services where each has different quality.  
In addition to functional properties, non-functional properties play an important role 
in the process of service selection and recommendation. Thus, a wide range of service 
selection and recommendation methods have been proposed. However, there is no real 
investigation on partially matched services (where consumers QoS properties partially 
matched providers service properties), what information affects quality of service 
properties or how to deal with the information provided for service selection and 
recommendation. The initial goals of our research were to introduce service selection 
and recommendation in centralized and decentralized environments. Based on the aim 
and objectives the overall thesis consists of three parts, in the first part we concentrated 
on the efficient algorithm for partially matched web services in the Internet of 
Services, for the second part the focus was on the personalized hybrid service 
recommendation algorithm using service correlation and semantic content features, 
while in the last part the focus was on a context-aware service discovery and selection 
algorithm in a decentralized platform. All three approaches in the thesis aim for the 
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improvement of service recommendation and selection approaches on different 
platforms.  
In the first approach, service selection and recommendation in IoS was covered. 
Internet of Services is  highly dynamic and continuously changing due to constant 
degrade, vanish and possibly reappear of the devices, this opens a new challenge in the 
process of resource discovery and selection. In response to increasing numbers of 
services in the discovery and selection process, there is a corresponding increase in  the 
number of service consumers and consequent diversity of QoS available. Increase in 
both sides has lead to diversity in the demand and supply of services, which would 
result in the partial match of the requirements and offers. The approach proposed a 
service ranking and selection algorithm by considering multiple QoS requirements and 
allowing partially matched services to be counted as candidates for the selection 
process. Our algorithm includes partially matched services in the decision and 
recommendation process, this holds true even in the case where the attributes 
marginally match. It allows more services to be included and accurately ranked, 
providing the best choice to the consumer. Experimental results show that in extreme 
circumstances, our algorithm recommends services when other methods would return 
an empty list. In addition to that, the approach is generic and scalable which can deal 
with multiple QoS properties and large numbers of services.  Experimental results from 
real world services showed that the proposed method achieved significant 
improvement in the accuracy and performance in the selection process. The scalability 
was tested by increasing number of services and QoS parameters. There was no 
significant performance degradation when reducing large datasets with multiple QoS 
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attributes. Our experiments rendered results that strongly support its use as a tool for 
service selection processing. 
For the second approach, with the increasing number of web services having similar 
functionality but different QoS, it is challenging for service consumers to find out the 
best available web services that meet their requirements. In the approach, we proposed 
a novel personalised service recommendation method by using the LDA topic model, 
which extracts latent interests of consumers and latent topics of services in the form 
of probability distribution. In addition, the proposed method is able to improve the 
prediction accuracy of missing QoS properties of services by considering the 
correlation between neighbouring services using the number of co-invoked service 
consumers. As a result, the hybrid method which combines correlation-based and 
semantic content-based was used to return the Top-K recommended services to the 
consumer. Experimental results based on publicly available real world datasets 
showed that the proposed method achieved significant improvements in terms of 
accuracy and performance in comparison with state-of-the-art methods. 
In the last approach, we are dealing with service discovery and selection in a 
decentralized environment. Traditional service discovery approaches are often 
supported by centralized registries that could suffer from single point failure, 
performance bottleneck, and scalability issues in large scale systems. To address these 
issues we proposed a context-aware service discovery and selection approach in a 
decentralized environment. In the approach homophily similarity was used for 
bootstrapping and distribution of nodes. The discovery process is based on the 
similarity of nodes, previous interaction and behaviour of the nodes, which helped the 
discovery process in a dynamic environment. Our approach is not only considering 
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service discovery, but also the selection of the best available web service by taking 
into account the QoS properties of the web services. Experimental results were based 
on a real world semantic web service dataset, the results showed that the approach 
achieved better performance and efficiency in both discovery and selection of web 
services. 
 
6.2 Future Work 
Although we have successfully achieved our research aims, but based on the 
promising research findings presented in this thesis, several future research directions 
has been recognized and planned. These future directions intend to make our approach 
more practically viable. The following works will be carried out in near future of our 
research, 
 The partial service recommendation and selection algorithm discussed in 
chapter three is concentrating on single service recommendation and selection. 
Further investigation needed to be carried out about QoS properties in a 
composite service environment, where more than one service have to be 
invoked to carry out a specific job. Our partial matchmaking approach can be 
used as a promising tool for partially matched composite service selection and 
recommendation.  
 The thesis used both functional and non-functional (QoS) properties of Web 
services which facilitate the automation of the discovery, matchmaking and 
recommendation processes. It should be possible to extend definition to deal 
with other properties of the Web service, such as a precondition and post 
condition which have to be satisfied to interact with a service. The 
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precondition may determine requirements that must be satisfied, such as, only 
flights from UK can be booked, or a consumer must be a registered with the 
service provider. The definition of the precondition of the Web service will 
take a form of a logical expression and must be satisfied in order to invoke the 
service. 
 Further aspects of service selection process will be investigated, such as, 
concentrating on further refinery of our selection and recommendation 
algorithm results by the inclusion of consumer opinion, which will help in the 
prediction of the user QoS requirements and assigned weight value. 
 For the personalized hybrid service recommendation algorithm we used real 
world dataset. In the future work more experiments will be carried out in a 
larger scale datasets and we will include more latent features to study the 
performance and scalability of the proposed approach in a larger scale. The 
recommendation process will be improved by integrating context-aware 
techniques in the approach. 
 Service reputation is one of the important parameters of services and plays an 
important role in recommendation and selection of services. We are planning 
to provide a dynamic method for service calculation. In addition of the 
reputation calculation method, we will utilize reputation real-time data to 
evaluate parameters of consumer experience which measures consumer 
experience with a service. Finally integrate the reputation method with our 
recommendation method in both atomic and composite service 
recommendation.  
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 Adapting our decentralized service discovery and selection approach to Online 
Social Networks (OSN) environment, which becomes a popular internet 
applications where people communicate and share services in real time 
environment. Since OSN is a very dynamic environment, the discovery and 
selection algorithm should maintain and update real time knowledge 
independent of the history records. 
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