Background: Tumor classification and feature quantification from H&E histology images are critical tasks for cancer diagnosis, cancer research, and treatment. However, both tasks involve tedious and time-consuming manual examination of histology images. We explored the possibilities of using deep learning methods to perform segmentation and classification of histology images of cancer tissue for their potential in computeraided tumor diagnosis and other clinical and research applications. Specifically, we tested selected deep learning methods for their performance in the segmentation of stroma and glandular objects in tumor image data and in the classification of tumor images. We automated these tasks to help facilitate downstream tumor image analysis, reduce the labor load of pathologists, and provide them with a second opinion on their analysis. Methods: We modified a patch-based U-Net model and trained it to perform stroma detection and segmentation in cancer tissue. Then the semantic segmentation capabilities of the U-Net model were compared with that of a DeepLabV3+ model. We also explored the possible use of transfer learning to train a patch-based model to classify cancer tissue images as carcinoma and sarcoma and to further classify them as carcinoma subtypes.
Background
Cancer is the second leading cause of death in the US [1] . Evaluation of histopathological images is an indispensable tool critical for the diagnosis and understanding of cancer and the assessment of therapies in drug discovery. With recent advances in deep learning [2] , a subfield of artificial intelligence, the remarkable successes in the application of deep learning methods in tumor image segmentation [3] and tumor classification [4] provided promise to state-of-art computer-aided medical image analysis. The ability of deep learning methods to automatically and quantitatively extract image features from digital pathological images and computationally learn the multilevel representations of data for comprehensive image analysis and classification offers the opportunity for better modeling of disease and potentially improved prediction of disease and patient outcome [5, 6, 7] . As a result, these deep learning methods may help assist and validate diagnosis results from radiologists and pathologists.
Stromal cells play an important role in the growth and development of cancer [8] . Most anticancer therapies target cancer cells specifically, but the tumor stroma can promote the resistance of cancer cells to such therapies [8] . Therefore, novel treatment strategies should combine anti-cancer and anti-stroma agents. Stroma detection in cancerous tissue would help clinicians and researchers to learn more about the progression of cancer and start early treatments targeting the tumor stroma [9] . It has been postulated that therapy directed against the supporting host tissue rather than the tumor itself will be less prone to resistance because the genetic plasticity of the cancer is not reflected in the stroma [8] . Therefore, by identifying the stroma present in cancerous tissue, scientists would be able to learn more about the progression of cancer and start early treatments targeting the tumor stroma. Interestingly, recent studies show that the tumorstroma ratio (TSR) derived from image analysis also potentially serves as an independent prognostic factor in many types of cancer [7, 9, 10] . However, much of such work was done manually. For example, human observers were used for visual estimation of TSR in a previous report [10] , which is a tedious and time-consuming task and subject to human bias. Such estimation generally involves tumor image segmentation, which is a critical task in medical image processing. However, manual segmentation is still common in clinical settings. Accurate computational segmentation of tumor images by deep learning models to distinguish the stroma and nonstroma tumor areas would largely help facilitate downstream image analysis to accurately derive TSR. This would conceivably expand the TSRbased studies in the field to explore the potentials of TSR as a promising prognosis factor in cancer treatment.
A popular deep learning method involving the convolutional neural network (CNN) called U-Net [11] is already widely used and shows excellent results in biomedical segmentation tasks in the field. Although limited in histology samples in a clinical setting, one way to increase dataset size is by extracting overlapping image patches from the existing images of regions of interest (ROIs). This decrease in size from ROIs to small patches also helps decrease the amount of memory the models will need to run. More importantly, the commonly used patch extraction strategy was shown to be able to help increase the performance of segmentation in previous research [12, 13] . Therefore, we also used the patch extraction strategy in our segmentation of tumor images to annotate the stroma and nonstroma cell areas. To gain insights on the general performance of the popular and conventional U-Net method [11] in tumor image segmentation, we also compared its performance in tumor image segmentation with the recently developed and more unconventional, complex, and computationally expensive DeepLabV3+ model [14] .
Tumor types and subtypes assessment from histology images is also a key diagnosis process supporting clinicians' treatment decision and prognosis evaluation. In most cases, tumor classification from histology images is done directly by pathologists [4] . However, computer-aided tumor classification can help pathologists classify cancer tissue images, offering them a second opinion on classification as pre-screening results and helping to reduce their labor load. Deep learning methods were successfully applied to tumor classification in some recent studies [4] . Other studies have shown that a transfer learning strategy can improve the performance of tumor classification [15] . It is also demonstrated recently that a patchbased CNN can outperform an image-based CNN in tumor classification [16, 17] . Therefore, another goal of our study was to explore and compare the potentials and abilities of various deep learning models with transfer learning and other strategies to improve their performance in tumor type and subtype classification of cancer histology images.
To summarize, in this study, we modified a U-Net model and trained it to perform semantic segmentation of stromal cells in cancer tissue. Also, the performance of the U-Net model was compared with that of a recently developed DeepLabV3+ model to discover which model would segment more accurately. We also evaluated the performances of deep learning models utilizing the transfer learning technique, and we compared the performances of selected models to classify cancer tissue images as carcinoma or sarcoma, and to further classify the images as carcinoma subtypes. Specifically, the VGG-16 [18] and InceptionResNetV2 [19] models were used as the convolutional bases in our transfer learning models.
Methods

Data collection and processing
We first manually segmented stroma on histology whole slide images (WSIs) provided by the FNLCR Molecular Characterization (MoCha) group with results reviewed by a pathologist. The WSIs were cut into patches of 1000 x 1000 pixels to make manual segmentation more manageable. Customized Python scripts were then created, forming a pipeline to facilitate data processing. Briefly, under the guidance of a pathologist, the patches of image data were segmented with GIMP [20] , and then the segmented layers were extracted and subsequently converted to black and white binary images. The generated annotations were reviewed by the pathologist. Methods from the NumPy [21] and PIL Image modules [22, 23] were utilized to merge the patches back to the original WSIs. Then, methods from the PIL Image module were used to extract smaller patches of 256 x 256 pixels on the original images and ground truth labels (also called masks or segmentation maps) using a sliding window approach, increasing the dataset size. The smaller patches were then converted to NumPy arrays which were fed as input into our deep learning models. Overlapping patches were cropped from the WSIs to help smooth outputted predictions. Ultimately, we ended up with 10,240 patches in our dataset (excludes test set images), 75% of which we used for training and 25% of which we used for validation To compare the semantic image segmentation results between the U-Net model [11] and the DeepLabV3+ model [14] , the publicly available MICCAI Gland Segmentation (GlaS) Challenge pathology image dataset [24] was downloaded [25] . The dataset consisted of .bmp (bitmap) images split into a training set of 85 images, a test A set of 60 images, and a test B set of 20 images. There were images of six different sizes in the training and test A sets: (574 x 433), (589 x 533), (775 x 522), (567 x 430), (578 x 433), and (581 x 442). All test B images were of size (775 x 522). All images were downloaded with their corresponding ground truth labels, outlining glandular objects in colon tissue, and they were pre-processed into forms that the deep learning models could use as input. Briefly, customized Python scripts were created to convert the labels to binary blackand-white images and crop the images and ground truth labels into corresponding 256x256 patches via a sliding window approach. The data were then converted into NumPy arrays and fed into the models as an input. We used the patches created from the training and test A sets as our combined training dataset and the test B set as our test set.
For the classification of carcinoma and sarcoma, all images were downloaded from the NCI Patient-Derived Model Repository (PDMR) [26] . As a pilot study, we only selected low-magnification (4x) image data. 244 carcinoma images from 9 different carcinoma subtypes and 180 sarcoma images from 7 different sarcoma subtypes were selected. These images are provided by PDMR as region of interests (ROIs) extracted from the original WSIs. We tried to select a diverse range of images that had vastly different appearances to improve the generalization abilities of our models. After obtaining data from the PDMR database, the data was split into a training, validation, and test set. 10% of the carcinoma and sarcoma images were first randomly set aside to be used as test set images, and then 20% of the remaining images were randomly set aside to be used as the validation set, leaving the other images to be used as the training dataset. After splitting up the images, each set was then converted to overlapping patches via a sliding window approach. Tables 1 and 2 show the details of the dataset split that was used to train the data to optimize the results with patch extraction for our binary classification study between sarcoma and carcinoma and multi-class classification study between subtypes of carcinoma, respectively. In our models, we also applied data augmentation techniques (horizontal flip, dimensional shift, rotation, zoom, etc.) to our image set to increase the generalization capabilities of our classification models, given our small dataset. Due to the small number of ROI Images of each tumor type, especially in the case of the dataset split in our multi-class classification study of carcinoma subtypes, patch extraction was again used to increase dataset size [17] . An internal assessment suggested patch extraction be a more effective data preparation technique than other methods such as downsizing (unpublished internal results). Similar to the pipeline we used in segmentation tasks, customized Python scripts were created to add necessary padding and then strategically crop the large images into 256x256 patches with an overlapping shift using a sliding window approach. We also applied a threshold value and discarded patches where more than 90 percent of the pixels in the patch were white and grey background pixels (we define this to be pixels with R, G, and B values all greater than 240).
Segmentation model architectures and performance evaluation
We used the U-Net and DeepLabV3+ models for our segmentation studies. Named after the shape of its architecture, the U-Net convolutional neural network works well for biomedical image segmentation, even with minimal training images [11] . Developed by Google, DeepLabV3+ has achieved state-of-art results on the PASCAL VOC 2012 and Cityscapes datasets (89.0% and 82.1%, respectively), highlighting the model's accurate segmentation abilities [14] . For best performance, the model utilizes an Aligned Xception model backbone modified to support atrous separable convolutions and batch normalization features. A Keras implementation of the DeepLabV3+ model was retrieved from GitHub [27] and integrated into our pipeline, while we recreated the U-Net model from scratch. Both the U-Net and DeepLabV3+ model architectures were built on Python 3 using the Keras [28] and TensorFlow [29] modules and were trained on an Ubuntu workstation with two NVIDIA GTX 1080 GPUs. Multi-GPU parallelism was used to significantly increase computational power and decrease training time [30] .
To fairly assess their abilities, both models used the Dice coefficient [31, 32] to measure similarity to ground truth labels, and the negative values of the Dice score were used as the loss values that the models learned to minimize in order to boost performance. K-fold cross-validation and Dropout layers were also utilized to help prevent overfitting and improve the models' generalization abilities. Customized Python wrapper functions acted as pipelines to handle the constructions and auxiliary function calls of the model architectures for training, model parameters setting and tuning, as well as performance evaluation. To improve model performance, hyperparameters such as learning rate, batch size, and the number of training epochs were fine-tuned based on previous advice [20] . Depending on the user's available computational resources, the "output stride" variable can also be decreased from 16 to 8 in training the DeepLabV3+ model to achieve slightly better segmentation accuracy at the cost of higher computational complexity [14] . After training, the models outputted test Table 2 . Dataset split implemented for multi-class classification of subtypes of carcinoma. Patches were converted from each subtypes of carcinoma dataset due to limited number of WSI images in each category with ground truth labels. Dataset split implemented for multiclass classification task. 10% of the images of each carcinoma subtype (rounded down) were first randomly set aside to be used as test set images, and 20% of the remaining images were randomly set aside to be used as the validation set, leaving the other images to be used as the training dataset. After splitting up the WSI images, each set was then converted to patches.
accuracy values as an indicator of model performance. We also predicted masks on test set images that were not seen during training, and these mask predictions were outputted alongside their corresponding images and ground truth labels to visually evaluate performance. In our work to train a model to automatically detect and segment stroma in WSIs, our U-Net model was also trained with a customized validation scheme. The model was run on a server in a Python Virtual Environment with the following packages: Keras 2.1.2, TensorFlow-GPU 1.4.1, Pillow 4.3.0, NumPy 1.13.3 and Scikit-Image 0.13.1.
We compared the performances of the U-Net and DeepLabV3+ models on the MICCAI GlaS image dataset. In training the models, an initial learning rate of 0.0001 (1e-4) was used, and 4-fold cross-validation was also utilized. Then test set image data were used for prediction by the besttrained models and visually evaluated for performance comparison. For the purpose of comparison, we also trained some models with a customized validation scheme in addition to training others with conventional kfold cross-validation. In general, the DeepLabV3+ model was trained on batch sizes of 8 (due to memory constraints), while U-Net was trained on batch sizes of 16. We also fine-tuned other hyperparameters. Pipelines for U-Net and DeepLabV3+ with a similar organizational structure were created and run in similar Python Virtual Environments as the stroma image data.
Tumor type and tumor subtype classification model architectures and performance evaluation
A simple convolutional neural network (CNN) was trained from scratch as the reference point [33] . Weight decay and Dropout layers were used at the end of the simple CNN. Additional layers were added if needed, and the number of filters on existing layers were also adjusted to optimize model performance. We used a sigmoid activation at the end of the binary classification models, while we used a softmax activation at the end of the multiclass classification models. The labels assigned to each class (tumor type or subtype) made use of Keras' ImageDataGenerator class and a customized directory structure.
The models trained with transfer learning made use of the VGG-16 [18] and InceptionResNetV2 [19] networks as feature extractors, two models of greatly varying complexity that both come pre-packaged with Keras. We trained the transfer learning models [15, 16] with the selected pretrained models as a convolutional base, and additional fully connected layers (Dense layers) were attached to the end of the model to act as the classifier. Although three different classifiers (Dense layers, global pooling layers, and linear support vector machines) were tested to optimize the models, Dense layers were selected to be used in this study.
We trained the transfer learning models with the techniques of feature extraction and fine-tuning [30] . A customized function was created and used to unfreeze layers and then recompile the model for fine-tuning with a new learning rate. The models were first trained with VGG-16 and In-ceptionResNetV3 acting as feature extractors, meaning that the model was trained with a completely frozen (untrainable) convolutional base for a certain number of epochs. Then, the top layers in the model were unfrozen, and the model was trained with fine-tuning for another certain number of epochs
To evaluate model performance, we used the loss and accuracy metrics pre-packaged with the Keras module. For performance comparison, we also derived AUCs of ROC curves for each trained model with customized R scripts that used the pROC R package [34] . The confidence and accuracy of the binary and multiclass classification models in their test set ROI image predictions were also assessed by Keras' built-in accuracy metric, which we used as test accuracy (patch-wise classification score) for performance evaluation. In addition, to study the details of performance, we also outputted image-wise classification scores and classification results on randomly selected ROIs using test set prediction functions designed for our classification tasks, like the pipeline we built for U-Net and DeepLabV3+.
In outputting predictions for binary classification between carcinoma and sarcoma, each test set image is turned into patches (the ones with too many background pixels are again thrown out) and sent into the model to predict and output class labels. The model outputs a prediction score between 0 and 1 for each patch, where values closer to 0 suggest the model is more confident that the patch should be classified as carcinoma, while values closer to 1 suggest the model is more confident the patch is sarcoma. We then averaged the prediction scores among all inputted patches to compute the image-wise classification score of the model on each overall ROI image. If the ROI ground truth label is carcinoma and the imagewise classification score is less than 0.5, we denoted that the ROI was correctly classified by the model. If the image-wise classification score is greater than 0.5, we denote that the ROI was incorrectly classified. Similarly, ROIs with the ground truth label of sarcoma are correctly predicted if the image-wise classification score is greater than 0.5 and incorrectly predicted if it is less than 0.5. We define this to be the classification result of each test set ROI. We used the image-wise classification scores and classification results of all individual test set ROIs as input for the ROC analysis for performance comparison of all models.
To output test set image predictions of our multiclass classification models for different carcinoma subtypes, we derived a simple customized method to output a final class label prediction by taking advantage of the mode of the patch class labels. First, each ROI is turned into patches, and we obtained the softmax-activated prediction results of the model and assigned a predicted class to each patch according to its largest probability value. The frequency of each predicted class among the patches was then tallied, and the predicted class label for the input image was taken to be the most frequently predicted class among all of its individual patches. If the predicted class label was the same as the ground truth label, we denoted that we classified the ROI correctly. We used this prediction function on our test set ROIs to output the classification results for our multiclass classification models.
Results
Segmentation of cancer tissue images can distinguish between stroma and non-stroma pixels using a U-Net architecture based deep learning model
Inspired by previous studies showing that tumor-stroma ratio (TSR) serves as an independent prognostic factor in many types of cancer [7, 9, 10] , we sought to examine deep learning methods in the segmentation of tumor images to differentiate the stroma and non-stroma areas as starting points to potentially initialize more deep downstream analysis relevant to researching the role of TSR in cancer prognosis. As a pilot experiment, we chose to use the U-Net method, which is a convolutional neural network that was developed for biomedical image segmentation [11] and has been a conventional method in the field since its development (reviewed in [35, 36] ). However, not many studies have applied this technique to differentiate the stroma and non-stroma cells from tumor images of cancer patients. Very few related studies were reported, although only one report found from the literature did show promise of U-Net in segmentation of multi-class segmentation including stroma as one of the classes in prostate cancer images [37] . We set up an image analysis framework that utilized the U-Net model and applied it to image data from cancer patients. After multiple test runs and tuning hyperparameters, the U-Net model rather consistently obtained a validation Dice score close to 0.80 through these trial runs ( Figure 1A) . Visual comparison of images of ground truth labels and those of predicted labels indicated rather similar patterns (Figure 1B, 1C,1D ).
Comparing the performance of a U-Net architecture based deep learning model and DeepLabV3+ model in semantically segmenting glandular objects in colon tissue
After finding the great capability of the modified U-Net to perform semantic segmentation, we wanted to compare this model's performance in this task with a more complex model, the DeepLabV3+, using the MICCAI Gland Segmentation (GlaS) Challenge dataset. The great success of DeepLabV3+ in the segmentation of other non-medical image datasets [14] inspired us to examine directly the great potential of DeepLabV3+ in the segmentation of tumor images. Also, it would be rather interesting to compare the semantic image segmentation results derived from these two very different neural network architectures to gain some insights on the potentials of both models. In this study, these models were trained to segment glandular objects in the GlaS dataset rather than the previous stromal cells in cancer tissue due to the higher availability of accessible data from this set.
We first trained models of the chosen networks with conventional kfold cross-validation and evaluated the models' predictions by ensembling the predictions of the k models produced (in our case, k = 4). Interestingly, even after running many trial runs with various conditions, U-Net still showed generally lower ensemble test accuracies compared to DeepLabV3+. The achieved test accuracy scores from U-Net ranged from 0.747 to 0.840. However, the model appears to only achieve scores above 0.8 in very few conditions, while in contrast, the ensemble test accuracies of DeepLabV3+ at various conditions consistently achieved scores above 0.8, with our specific results ranging from 0.833 to 0.859 (Table 3 ). This implies that DeepLabV3+ seems to more easily achieve a trained model with a relatively higher performance compared to U-Net, which seems much more unreliable, at least in our results performed on a limited dataset. Visualizing predictions on test set images using the best models trained from both networks based on ensemble test accuracy (Table 3) , we also found that DeepLabV3+ had better performance compared to U-Net on gland segmentation on the test dataset ( Figure 2) , which is consistent with the overall better ensemble test accuracies achieved by DeepLabV3+ (Table 3 ). Table 3 . Comparison of segmentation results between U-Net and DeepLabV3+ in multiple exploratory trial runs. In all of the example trials shown here, we used an initial learning rate of 0.0001 and trained with 4-fold cross-validation. In general, the DeepLabV3+ model was trained on batch sizes of from 4 to 8 (due to memory constraints) and epochs ranged from 8 to 64 (only show epochs above 32 with better performance), whereas U-Net was trained on batch sizes ranging from 4 to 32 and epochs ranged from 16 to 64.
The observation that DeepLabV3+ performed better than U-Net was expected since DeepLabV3+ is a more evolved network than U-Net, although the performance of both DeepLabV3+ and U-Net still appeared to be limited in this setting, despite the promising performance of U-Net on stroma segmentation described earlier. Table 4 . Comparison of segmentation results between U-Net and DeepLabV3+ in multiple exploratory trial runs with training by customized validation. In all of the example trials shown here, we used an initial learning rate of 0.0001 and trained by customized validation rather than conventional k-fold cross-validation. In general, the DeepLabV3+ model was trained batch sizes of 8 (due to memory constraints) and epochs ranged from 16 to 64, while U-Net was trained on batch sizes ranged from 16 to 32 and epochs ranged from 16 to 64. Only showed cases with better performance for similar conditions. Notably, due to limitations on our computational resources, we could not increase the batch size inputted into DeepLabV3+ beyond a size of 8, whereas U-Net could use a batch size up to 32 (Table 3 ). In theory, a larger mini-batch size should help the network converge to a better minimum and therefore better final accuracy [38] . However, we did not see the benefit of larger batch-size in our model training for U-Net, where a model trained with a batch size of 4 achieved the best performance. This is consistent with a recent report about the benefit of a smaller batch size [39] .
For the purpose of comparison, we also trained the models using a different experimental customized validation scheme with various conditions shown in Table 4 . We were able to reach validation Dice scores consistently above 0.85 with both models, and a validation Dice Score reaching up to 0.98. In addition, the test set image prediction results using the besttrained models derived from both networks showed accurate segmentation results (Figure 3) .
To our knowledge, our study would be the first report to show the potentials of DeepLabV3+ in segmentation on tumor images, although it had been successfully used for segmentation on other types of images. 
Classification of different cancer types with deep learning models
After testing the capabilities of deep learning models in semantic image segmentation, we turned our attention to exploring the potential of selected deep learning models in cancer type classification. Specifically, the impacts of transfer learning [15, 16] and patch extraction [17] strategies, which were initially reported to improve performance in classification, were applied to our publicly available dataset taken from the NCI PDMR database to classify sarcoma and carcinoma. A simple convolutional neural network (CNN) was trained from scratch and compared with models trained using transfer learning, with VGG-16 [18] and InceptionResNetV2 [19] networks as the feature extractors, or convolutional bases. The performance of the models was assessed on test set ROIs for their patch-wise and image-wise classification results. While the performance of all models consistently achieved test accuracies (patch-wise classification score) above 80%, the model trained on VGG-16 achieved the highest training, validation, and test accuracies, whereas the simple CNN showed the lowest test accuracy ( Table 5 ). ROC analysis of image-wise classification results showed a similar trend as the patch-wise classification results, with VGG-16 having the best ROC AUC at 0.6875 (Table 5 ), though the difference is more obvious compared to test accuracy results ( Table 5 ). This may be because the ROC AUCs are assessed at an image level, while the patch-wise classification score directly outputted by the models relies more on aggregated patch-level analysis. On the other hand, the shape of the ROC curves, where all of them are below the diagonal line at the higher specificity side, further suggested the likely adverse impact from the unbalanced dataset used (Figure 4) .
The trends in training and validation loss and accuracy over training time can also be seen in Figure 5 . Note that while the InceptionResNetV2 showed a lower test accuracy than VGG-16, its performance may suffer from its high complexity and slow runtime due to constraints of our server, although it does show promise in being a more accurate model if given more training data or trained for more training epochs.
As shown in Table 6 , we have also studied the details of the image-wise classification scores and results compared to their ground truth labels on ten randomly selected test set images (shown in Figure 6 ). While the model based on VGG-16 achieved the lowest number of correct classifications, we noticed it still performed the best on the ROI predictions in two aspects. Every case of carcinoma was accurately classified, with the closest prediction scores to the ground truth score of 0 amongst all three types of models. On the other hand, even though the model failed to correctly classify more sarcoma images than the other two, it managed to classify one sarcoma image with the highest score (0.8703) closest to its ground truth score ( Table 6 ). The images that this model incorrectly predicted also had prediction scores closest to 0.5, meaning that it was the least confident in its prediction when it predicted incorrectly. Combined with the fact that the VGG-16-based model also achieved the highest overall test accuracy and the highest AUC from ROC analysis (Table 5) , the great performance of this model mainly seems to benefit from its high specificity.
Multi-class classification of different subtypes of carcinoma with deep learning models
Having achieved relatively high accuracy in classifying carcinoma and sarcoma samples in our binary classification experiments, we extended our work to classify different carcinoma subtypes within a total of nine subtypes of carcinoma in our dataset. We chose to mainly focus on classifying carcinoma subtypes because we had more carcinoma data and subtypes in our dataset than sarcoma data and subtypes. We slightly modified our binary classification models to work for multiclass classification as described in our Methods section. We conducted an extensive empirical evaluation with different scenarios of hyperparameter tuning. Despite the limited number of training runs performed, one of our multiclass classification models utilizing the transfer learning scheme based on VGG-16 was able to reach a test accuracy (patch-wise classification score) of just under 59% ( Table 7) . Considering that we trained each model to learn to classify between nine classes, this result was extremely good, far better than a baseline random classifier with a test accuracy of about 1/9, or 0.11 (in a balanced dataset). This is also consistent with the above results of our binary classification models. Furthermore, after we performed additional processing on the patch-wise classification scores to compute the image-wise classification result (by taking advantage of the mode of the patch class labels as mentioned in the Methods section), we were able to consistently classify 9 out of 10 sample test set ROIs correctly (the test set images were from all nine classes, data not shown), which appears significantly more accurate than the 59% test accuracy ( Table 7) . These observations will be subjected to further investigation.
Discussions
In this study, we were able to use the U-Net model to rather accurately perform segmentation of the stroma and non-stroma areas in tumor images. Although it is a pilot experiment with a limited amount of data available, we believe our results are already more accurate than what was expected and show great promise in sparking more future in-depth investigations once more data is available. Since manually segmenting the stroma can be difficult, even with the guidance of a professional pathologist, the human error in classifying stroma areas could have caused inconsistencies in the training data which would have affected the model performance. We believe that the modified U-Net model could likely attain higher Dice scores with further hyperparameter tweaking (namely, adjusting the batch size and learning rate), adding batch normalization layers to the model, increasing the number of training patches, and/or using data augmentation techniques to artificially increase the amount of data seen by the model. In summary, our work suggests the great potential of U-Net as a segmentation tool to help automatically and accurately assess the TSR as a prognosis biomarker.
In our comparison of segmentation results between U-Net and DeepLabV3+, we observed performance differences with and without kfold cross-validation between the two models. DeepLabV3+ generally performed better, which makes sense based on its excellent performance on non-medical image data. However, we note that we were still able to train U-Net models that could output prediction images that appeared almost as accurate as those produced by DeepLabV3+ models when using our customized validation scheme. Overall, we observed a plateau of performance from U-Net and DeepLabV3+ on our dataset around 0.840 to 0.859 respectively when using k-fold cross validation. This leads us to believe that our results could be better if more data was available. Thus, we cannot eliminate the possibility that U-Net may still have viability as an effective model in biomedical image segmentation given a larger dataset.
We note that our results for our customized validation scheme for both models are exceedingly high when trained for 64 epochs (achieving a validation Dice score of greater than 0.98). These values are not fully indicative of the models' performance on test set images, but we believe they are still somewhat exaggerated due to the nature of our custom validation scheme. However, this does not change the fact that we were still able to output very accurate prediction results on test set images. We believe that further investigation into the capabilities of both models would be beneficial. For example, we may gain further insight into the models by comparing their performances in segmenting more types of tissue, such as necrosis (regions of dead cells), or in segmenting out multiple types of tissue at once.
Due to its complexity, we also observed DeepLabV3+ encounter constraints on our server's capacity, such as the limit on the batch size allowed without causing the server to run out of memory. The current capacity of our server could also not allocate enough memory for the DeepLabV3+ model to train with an output stride of 8, which limited its ability to improve its performance on segmentation as well. The model was more limited by memory constraints. We did notice that the model also required much more time to train than U-Net. Given the relatively small size of the dataset (around 3000 training patches), the DeepLabV3+ model still required three to four times as long to train even when training on half as many epochs as U-Net (90-120 minutes compared to 20-30 minutes on U-Net). Training the DeepLabV3+ model with a pre-trained set of weights could help decrease training time and increase accuracy.
We conclude that DeepLabV3+ shows better promise in being a useful tool with better performance in biomedical image segmentation, which Table 6 . Class labels and prediction scores of all three models on samples 1 to 10 in Table 6 . Detailed class labels and prediction scores of all three models on randomly selected samples 1 to 10 with images shown in Figure 6 . Prediction results are shown for the simple convolutional neural network (Simple CNN), VGG-16 transfer learning model, and InceptionRes-NetV2 transfer learning model with the best test accuracies (patch-wise classification scores). Prediction scores (image-wise classification scores) are the predicted class probability values derived from the corresponding model. For ground truth, the prediction score is defined as 1 for sarcoma and 0 for carcinoma. The class label is the predicted class based on the corresponding prediction score dependent on whether the score is closer to 1 or 0 (image-wise classification result). Note that the designed prediction function for these models breaks a test set into evenly sized patches, outputs prediction scores on each individual patch, and then averages the predictions across all the patches to produce a single predicted class probability value as the prediction score for the whole image, where values closer to 0 show that the model is more confident about classifying the image as carcinoma and values closer to 1 show that the model is more confident classifying the image as sarcoma.
would perform even better if memory constraints are removed. U-Net may still be an effective and efficient model to utilize if given a larger dataset, however.
For the classification of sarcoma and carcinoma, we have achieved consistent patch-wise classification scores around 85% with all models, with VGG-16 achieving the highest performance. We also believe that we may achieve higher image-wise and patch-wise classification scores by implementing several improvements. For one, we only used a tiny dataset for the experiment, and, given a larger dataset, we may see higher classification scores. We believe that the performance of all of the models could also be improved by fine-tuning hyperparameters. Implementing class weighting and adjusting patch size could be two other options to further improve model performance. Furthermore, in this study, we restricted the number of training epochs that each model trained for to 20. This was done to get a more comparable performance assessment for each of the models, but all the models could very likely improve if this constraint on the number of training epochs was removed or increased and the models could train longer.
Our multiclass classification results on carcinoma subtypes also appear very promising. While the test accuracies of our models appear to be relatively low, they are indeed very good values, considering the baseline probability of random classification results for this dataset with a total of nine classes. Even though our best model does not have a particularly high test accuracy, after we took advantage of the mode of the patch class labels to derive image-wise classification results, we were still able to consistently classify 9 out of 10 sample test set ROI images correctly.
In the future, like our discussion of our binary classification models, we can also implement class weighting in our multiclass classification models to mitigate the effects of class imbalances. We believe that we may also see further increases in the accuracy of model predictions if other types of post-processing custom functions were tested and compared to the performance of the one that we designed, as mentioned in the Methods section.
Based on our results, we concluded that VGG-16 has the best overall performance on binary classification, consistent with its best overall performance in multiclass classification as well, although more datasets may be needed to validate the results. Compared to the performance of simple CNNs, especially when looking into the AUCs of ROC analysis, networks with transfer learning appeared to have better performance. However, we concede that InceptionResNetV2 could possibly have better performance if given more computational resources, since the extremely long training time of this complex network prevented us from training the network as sufficiently as the other two.
Importantly, our results in sarcoma vs. carcinoma classification helped provide a baseline for low quality and/or resolution images. It shows the high accuracy we may achieve even without using high-quality original resolution images. The use case could be using low-resolution images from clinical reports, manuscripts, or data sources not capable of generating high-quality images such as taking a picture using a cell phone from a microscope.
There are other lessons learned on the technical aspects of this study. For example, potentially beneficial combinations of convolutional, Dense, Dropout, and Regularization layers could be tested (the performances of new architectures trained from scratch could be tested). In utilizing transfer learning, we can also try unfreezing the model from different layers or try adapting other pre-trained models with transfer learning like Xception, ResNet, and MobileNet. We can also perhaps attempt to train our own model from scratch (like U-Net) on another, larger biomedical dataset and then use transfer learning with our trained model to see if that will improve performance on our smaller dataset.
Combining the raw pixel information currently utilized by the classification models with the segmentation maps produced by the semantic segmentation models is another interesting avenue of further research that could potentially lead to more refined tissue type classifications useful for pathologists and pathologic diagnosis. Figure 6 . Randomly selected 10 images from test set with detailed individual prediction results compared with the ground truth labels shown in Table  6 . Samples 1 to 5 are sarcoma and samples 6 to 10 are carcinoma by ground truth labels. Table 7 . Best accuracy results achieved with each type of model in multiclass classification. Each model was trained for a different number of epochs. The first value in the Trained Epochs column for the VGG-16 and InceptionRseNetV2 models refers to the number of epochs trained with feature extraction, while the second value denotes the number of epochs trained with fine-tuning. The transfer learning model trained based on VGG-16 achieved the highest test accuracy, while InceptionResNetV2 achieved the highest validation accuracy.
Conclusions
We have explored many deep learning models for their potentials in tumor image segmentation and classifications in research and clinical settings, and tested transfer learning and other strategies for their impacts on model performance. Overall, we believe the progress made and lessons learned from this pilot exploratory study can help the medical image analysis community in utilizing deep learning models for segmentation and classification of tumor image data in both research and clinical settings. 
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