The understanding and analysis of video content are fundamentally important for numerous applications, including video summarization, retrieval, navigation, and editing. An important part of this process is to detect salient (which usually means important and interesting) objects in video segments. Unlike existing approaches, we propose a method that combines the saliency measurement with spatial and temporal coherence. The integration of spatial and temporal coherence is inspired by the focused attention in human vision. In the proposed method, the spatial coherence of low-level visual grouping cues (e.g. appearance and motion) helps per-frame object-background separation, while the temporal coherence of the object properties (e.g. shape and appearance) ensures consistent object localization over time, and thus the method is robust to unexpected environment changes and camera vibrations. Having developed an efficient optimization strategy based on coarse-to-fine multi-scale dynamic programming, we evaluate our method using a challenging dataset that is freely available together with this paper. We show the effectiveness and complementariness of the two types of coherence, and demonstrate that they can significantly improve the performance of salient object detection in videos. The rapid development of networks and storage devices has greatly encouraged the capture, spread and sharing of large quantities of video data. However, because these extensive videos often contain unimportant or uninteresting content, searching for a desired video segment in a large database becomes a very difficult and time-consuming task. To solve this problem, a plausible approach is to model visual attention of human vision, as it can filter out unwanted information in a scene [1] . In the literature, visual attention has been widely modeled as a visual saliency estimation problem [2] [3] [4] [5] , which has been extensively investigated using both static images and video segments. Instead of disregarding the content when dealing with the generic visual saliency estimation *Corresponding authors (email: wuyang0321@gmail.com; nnzheng@mail.xjtu.edu.cn) problem in video [5], we focus on detecting a salient object in video segments. Video segments with a particular focus are found in many kinds of videos, and research on these has very important applications such as video summarization, retrieval, navigation and editing.
The rapid development of networks and storage devices has greatly encouraged the capture, spread and sharing of large quantities of video data. However, because these extensive videos often contain unimportant or uninteresting content, searching for a desired video segment in a large database becomes a very difficult and time-consuming task. To solve this problem, a plausible approach is to model visual attention of human vision, as it can filter out unwanted information in a scene [1] .
In the literature, visual attention has been widely modeled as a visual saliency estimation problem [2] [3] [4] [5] , which has been extensively investigated using both static images and video segments. Instead of disregarding the content when dealing with the generic visual saliency estimation *Corresponding authors (email: wuyang0321@gmail.com; nnzheng@mail.xjtu.edu.cn) problem in video [5] , we focus on detecting a salient object in video segments. Video segments with a particular focus are found in many kinds of videos, and research on these has very important applications such as video summarization, retrieval, navigation and editing.
As argued by cognitive scientist Stephen Palmer in his book [6] , there are two types of visual attention: distributed attention and focused attention. The former relates to visual signal processing that occurs when subjects are prepared for the target to appear in any location, while the latter occurs when they have selected a single perceptual object. For the problem of detecting a salient object in a video clip, focused attention of the human vision system should play a critical role. Therefore, the perceptive properties of focused attention become our inspiration for solving the problem.
Most of the related works focus on the integration of various bottom-up cues for estimating saliency [7] [8] [9] , supported by feature integration theory [10] . Usually such cues are represented by contrast-based features, including both low-level measures of contrast (e.g. pixel-wise color, gradient contrast and regional appearance contrast) and highlevel measures (e.g. objectness [11] ). When human eyefixation records or hand-labeled bounding boxes of salient regions are available for model learning [3] [4] [5] , these top-down priors can be used to train a saliency model, whose properties depend largely on the training data. An extreme case is to train class-specific saliency estimators that can be used to detect interesting object classes [12] . There are also some studies on the combination of bottom-up and top-down models for better detection performance [5, 13] . Irrespective of which cues or priors have been used, most of these efforts are aimed at generating a saliency map, without explicitly modeling the coherence of the results, either spatially or temporally. Although spatial and temporal information can somehow be represented by regional contrast, we argue that coherence is not equivalent to regional contrast, because it emphasizes the absolute consistency of the object itself, and not the relative differences against the changing background. Spatial coherence has been used widely in image and motion segmentation [14, 15] , while temporal coherence plays a critical role in object tracking [16] . Though both of these have also been used for moving object detection [17, 18] , they are usually modeled separately. As far as we are aware, there is no prior work that uses both of these factors to detect salient objects in videos. However, when humans focus their attention on an object, it means that the object remains somewhere consistently in the spatial and temporal space. Therefore, spatial and temporal coherence are indispensable properties for detecting the object. This paper proposes a novel method that combines spatial and temporal coherence systematically with the saliency measurement for salient object detection. We present encouraging results that demonstrate the importance and complementariness of these two types of coherence.
Problem formulation
We formulate salient object detection as a binary labeling problem, where the salient object is represented as a binary mask { } 
where E(·) is an energy function and Z is the partition function. Therefore, the optimal solution for the labeling A 1:T based on the maximum a posteriori estimation can be obtained by minimizing E(A 1:T |I 1:T ). If the Markov property holds for the data, the optimization can be written as:
( ) (3) is the general form of the global energy function based on both the static image and dynamic motion information, where the optical flow field M t and the saliency map S(A t ,I t ,M t ) can be obtained using any method. In fact, these computations are currently two active research topics [5, 20] with new approaches constantly being proposed despite the existence of many solutions.
In our former work [4] , we proposed the three different types of features defined below, to compute the saliency maps of static images.
(i) Local multi-scale contrast. Given an image I, a Gaussian image pyramid of L levels is computed, and then the multi-scale contrast feature is defined as
where I l is the lth level image in the pyramid and
the neighborhood of pixel x. Typically, L=6 and
(ii) Regional center-surround histogram. Suppose the salient object is bounded by a rectangle R, we construct a surrounding contour R S with the same area as R. Given a pixel x, we find the most distinct rectangle R * (x) centered at x, from the candidates with different sizes and aspect ratios:
1) The proportion sign is necessary because the definition is not normalized. After normalization, the right hand side is the desired feature. The other two features are designed similarly. where C is the number of color components. Then, after obtaining the position variance V(c) of each color component c, the color spatial-distribution feature can be defined as
Further details about the definition and computation of V(c) can be found in [4] . These features have been extensively evaluated, with promising results, using a large-scale image dataset. The integrated saliency map based thereon is
where the learned optimal parameters are λ c =0.24, λ h =0.54, and λ s =0.22 [4] .
Static saliency may be confused by a cluttered background especially in videos, so we have also proposed computing the same features on the optical flow fields to represent the dynamic motion saliency [21] . However, because of the instability of the optical flow extraction algorithm, the optical flow field was smoothed before feature extraction. If the optical flow is computed by a satisfactory approach such as the one proposed in [22] , the features can be extracted directly from t M without extra smoothing. In the experiments presented in Section 4, optical flow is computed by the algorithm introduced in [22] , and the same parameters (λ c , λ h and λ s ) are adopted to combine the three types of features into the motion saliency map
Having obtained both these saliency maps, we can combine them into an overall saliency map F t using the adaptive strategy proposed in [21] . Then, the saliency term in eq. (3) can be defined as Figure 1 illustrates the framework of our method based on eq. (3). Besides the saliency maps, spatial and temporal coherence are two other important components for global optimization, as explained in detail in the following section.
Spatial and temporal coherence 2.1 Spatial coherence
The spatial relationship between neighboring pixels has widely been used to represent the intrinsic property of random fields. The simplest relationship is based on the assumption that proximal pixels are more likely to have the same category labels. In conditional random field-based applications, however, information from the data is usually taken into account as well, resulting in a more general spatial constraint because neighboring pixels belonging to the same category are more likely to share the same features/properties. Such a spatial coherence constraint is also widely referred to as the smoothing term or smoothing model in the literature because it tends to smoothen the features/properties within the same category. Consequently, we formulate the spatial coherence as
x where x and x′ are neighboring pixels and D is the smoothness measurement of the image and motion fields at pixel x. The smoother the image and motion fields are at x, the larger the value of D(x,I t ,M t ) is. Therefore, when C S is minimized, the boundary pixels separating the foreground object and the background regions tend to be located at or close to the edge points of the image and motion field. A simple yet effective choice for D is the distance transform [23] , which is a soft smoothness measurement. If chamfer distance is used as the distance metric, it can be computed efficiently. The formulation above is a generic form that contains both the static appearance and dynamic motion information. Here, we discuss these two typical cues, together with the combination thereof.
(i) Static cue: appearance. Although in general the static cue can be any image features, we focus on the most widely used one: raw color information. If only this cue is considered, eq. (11) becomes
where EM(I t ) is the edge map of I t and D ch is the chamfer distance.
The static cue uses the image edges to guide the labeling, which should be beneficial for the results if the background is relatively clean. Unfortunately, there are many cases in which the background is cluttered, especially outdoor scenes as shown in Figure 2 , where row (d) illustrates the distance transform results using the static cue only. The valleys (darkest areas) are spread out across the whole images because of the cluttered background. In these cases, optimization using appearance-based spatial coherence can easily get confused because it cannot distinguish the real object boundaries from the background clutter.
(ii) Dynamic cue: motion. If the foreground object moves differently to the cluttered background, the optical flow field t M is useful for detecting the object. Similar to the appearance-based spatial coherence, we can define spatial coherence of the motion field as
where EM(M t ) is the edge map of M t and D ch is once again the chamfer distance. As far as we are aware, this is the first time that the optical flow field has been used as the spatial coherence constraint to detect salient objects in videos. The first 4 frames of row (e) in Figure 2 demonstrate the effectiveness of spatial coherence when the cluttered background moves uniformly yet differently to the salient object.
(iii) Integrating static and dynamic cues. When the salient object moves in a dynamic scene with an uneven background motion field, the power of the dynamic cue is weakened. In these cases, the static cue may be helpful if the moving parts of the background have weaker static boundaries than the salient objects. Therefore, combining the two cues might be a better choice than using only one of them. Inspired by the way in which the spatial and temporal smoothing terms are combined for moving object detection in reference [24] , we combined the two cues for spatial coherence by defining the smoothness measurement D(x,I t ,M t ) in eq. (11) as ( ) D I M x at each pixel) and the detection results using the two-cue based spatial coherence, for which η I and η M are both set to 1. It can be seen that the results are much tighter than those using only saliency maps.
Temporal coherence
Temporal coherence is designed to represent the temporal similarity between the salient objects from two consecutive frames. Such temporal similarity can be measured by both shape and appearance as Figure 3 shows an example of how temporal coherence works. The five consecutive frames are prone to a short and irregular vibration of the camera, causing the saliency maps to be heavily influenced by the distracting motion. However, the temporal coherence can smooth out the randomness within the saliency maps and generate a stable sequence of object bounding boxes.
T t t t t S T t t T t t t t t t T t t T t t t t t t t t C A

Optimization strategy
Given the problem in eqs. (2) and (3), the optimization involves finding the best labeling for each pixel x in each frame I t of the video segment I=I 1:T . This is computationally infeasible as the search space is 2 whT , where w,h denote the image width and height, respectively. In object detection, however, pixel-wise segmentation results are usually unnecessary and the bounding boxes suffice. If the binary mask A t is restricted to a rectangle, it can be represented by four parameters: center t A x and size , t A s both of which are two-dimensional. The state space thus decreases dramatically to no more than (w 2 ×h 2 )
T . Meanwhile, the temporal coherence based on shape can be simplified as
where γ is a weight balancing the location and scale differences according to [25] . The problem defined by eqs. (2) and (3) can be decomposed into a set of subproblems, the solutions of which enable the original optimization problem to be solved quickly. Moreover, these subproblems overlap, i.e., their local solutions can be used multiple times in the global optimization. Therefore, the optimization can be solved efficiently by dynamic programming.
Let B t (A t ) be the summarized energy of frames 1 to t, then these subproblems can be written recursively as
, Note that we narrow down the search space of A t-1 by enforcing it to be in the neighborhood of A t , which coincides with the temporal coherence requirement. After computing all possible B t (A t ) for each frame I t , the final solution for the overall problem can be obtained by
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Then we trace back the sequence to obtain the optimal solution for each of the rest frames A t ,t∈{1,···,T-1}: The computational expense of the algorithm is dominated by the computation of B t (A t ),t∈{1,···,T}. Suppose there are n candidates in the neighborhood space ( ), size, it is not easy to set a proper neighborhood size n. If n is too small, it may fail to represent the large movements of big objects, whereas conversely, an overlarge n loses the efficiency of the neighborhood search. To solve this problem and further speed up the computation, a coarse-to-fine strategy can be used [21] . All the saliency maps are down-sampled to generate a pyramid (for example 6 layers) and then, after searching the entire state space at the coarsest scale, the optimization results serve as the initial solution for the finer scale. By doing this, the neighbor space can be limited to a small range, such as a circle with a radius of 2 pixels.
Experimental results
To demonstrate quantitatively the advantages of using spatial and temporal coherence, we carried out our experiments on 32 video segments with a total of 4820 frames collected from the internet 2) . Each video segment contains a single salient object, which ranges from humans performing various activities and animals in the wild, to vehicles both on the ground and in the air. All the frames are annotated with object bounding boxes, and the detection performance is evaluated in terms of mean precision (P), recall (R), F-measure (F 0.5 ), and boundary displacement errors (BDE) [3] .
Four different settings on eq. (3) have been adopted for performance comparison: saliency only, namely setting α = β = 0; involving spatial coherence (Saliency + SC), i.e. β = 0; involving temporal coherence (Saliency + TC), i.e.
2) This dataset is freely available from the authors. smaller values resulted in lower performance gain, and we found that using both cues was better than using either of them. For the temporal coherence, γ=2 and β=0.01 were found to be effective. The mean performances of the four different settings, illustrated in Figure 4 , provide several valuable results.
(i) Spatial coherence increases the precision significantly, but at the same time diminishes the recall somewhat. Overall, it improves the performance in terms of both the F-measure and BDE. Moreover, adding SC to "Saliency" yielded a 10.9% increase in precision and a 3.8% decrease in recall, whereas adding SC to "Saliency + TC" improved precision by 14.3% and reduced recall by 7.1%. The performance gains with respect to the F-measure (BDE) for these two cases are 6.2% (10.3%) and 7.0% (10.1%), respectively.
(ii) Temporal coherence increases both the precision and the recall and therefore, significantly improves the F-measure and BDE. Moreover, adding TC to "Saliency" improved precision by 9.2% and recall by 3.8%, whereas adding TC to "Saliency + SC" improved precision by 12.6% and recall by 0.3%. The performance improvements in terms of F-measure (BDE) for these two cases are 7.6% (23.6%) and 8.3% (23.4%), respectively.
(iii) Involving both SC and TC is better than using only one of them, and can greatly improve the detection performance. Compared with "Saliency", "Saliency + STC" improved the F-measure by 15.1% and reduced BDE by 31.3%. Figure 5 shows two representative object detection results using these four different strategies. The benefits of involving spatial and temporal coherence can be clearly seen. The experimental results show that spatial coherence and temporal coherence are in fact complementary. The existence of either of them has no significant impact on the properties of the other. Although in our model the spatial coherence includes the between-frame motion, it only requires the motion field within the object to be as consistent as possible, whereas temporal coherence constrains the magnitude of the motion vectors. 
Conclusion and discussion
Inspired by the focused attention inherent in human vision, we proposed a novel method for salient object detection that incorporates both spatial and temporal coherence with traditional saliency measurements. Experimental results demonstrate the effectiveness and complementariness of the spatial and temporal coherence of saliency features. The method is simple and flexible in the sense that any saliency computation models can be directly embedded therein, and new cues on modeling the within-frame spatial coherence and between-frame temporal coherence can easily be added. Moreover, dynamic programming and a coarse-to-fine search strategy have been used to solve the problem efficiently.
The limitation of this work is that it assumes that the salient object appears throughout the whole video segment, which implicitly requires the segment to be extracted in advance from a longer video. A possible future work is to detect when the focused attention start and end, so that the video segment can be localized automatically.
