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PREFACE 
The present dissertation entitled "ORLICZ SPACES" has been 
written for submission to Aligarh Muslim University in partial 
fulfilment of the requirements of the degree of Master of Philosophy. 
The dissertation consists of six chapters. In chapter I, we recall 
notations, convexity, uniform convexity, modular space, Orlicz function, 
Musielak-Orlicz function, 52-condition, Orlicz spaces, Orlicz and 
Luxemburg norm, paranorm and seminorm. 
In chapter II, we discuss the criteria for rotundity, local uniform 
rotundity, compact local uniform rotundity and property H in Orlicz 
sequence spaces equipped with the Orlicz norm. 
In chapter III, for a Banach space X, the Orlicz vector-valued 
sequence space 'M (X) and its modular are defined and it is proved that 
'M(X) is rotund if and only if X is rotund, ME~ and M is strictly 
convex on [O,M- 1(l/2)]. 
In chapter IV, we study the criteria for the property (~), local 
uniform convexity, local weak uniform convexity and local property (~) 
in Musielak-Orlicz sequence spaces. 
In chapter V, we define the strong summability by a Musielak-
Orlicz function and examine its relationship with A -statistical 
convergence. 
Finally in the last chapter we introduce some new sequence spaces 
with respect to an Orlicz function. 
Towards the end of the dissertation, we have gIven a fairly 
exhaustive bibliography of the books and publication to which reference 
have been made throughout the dissertation. 
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DEFINITIONS AND NOTATIONS 
The primary aim of this section is to recall some basic notations 
and definitions of which we shall make frequent use in the rest of this 
work without further references 
1.1. Notations 
The symbols are used to denote: 
IN Set of all positive integers 
IR Set of all real numbers 
C Set of all complex numbers 
IIAII sup L lank I 
n k 
x = (Xk): any sequence whose k'll term is Xk. 
P = (Pk): a sequence of strictly positive real numbers with 
sup Pk < if.) 
k 
ek= (O,O,O, ... ,l (klh place),O,O,O, .. ) for all kErN 
e = (1,1,1, ...... ,) 
,0 or cu:= {x = (xd: XkE IR or C}, the space of all real or complex 
sequences 
1 
100:= {X = (Xk): SUp I xk 1< oo}, the space of all bounded sequences, 
k 
normed by Ilxlloo = sup I xk 1 
k 
c:= {x = (Xk): limxk =1, lEe}, the space of all convergent 
k 
sequences, normed by II x 1100 = sup 1 xk 1 
k 
co:= {x = (Xk): limxk = O}, the space of all null sequences, 
k 
normed by II x 11= max I Xk I or sup 1 Xk I 
k k 
/ 1:= {x = (Xk): I I Xk 1 < oo}, the space of absolutely convergent 
k 
series, normed by II x 11= L 1 xk 1 
k 
00 
lp:= {x = (Xk): I 1 Xk IP < oo} (p > 0), the space of absolutely 
k=! 
1 
p-summable sequences, normed by II x II P = (I 1 Xk IP Jp , 1:::; p < 00 
k=l 
if 0 <p < 1, IIxllp= I IXk IP (p-norm) 
k 
Lp:= The Lebesgue integration space Lp [a, b], 1 ::: p < 00 is the 
Banach space whose elements are real-valued functions x on 
[a, b] such that 
2 
b f I x(t) IP dt < Cf) 
a 
where the integral is taken in the Lebesgue sense. 
The Banach space Lp [a, b] is the completion of the normed space 
which consists of all continuous real-valued functions on [a,b] and the 
norm defined by 
( 
b )l/P 
IIxllp= fa Ix(t)I P dt 
The elements of Lp [a, b] are equivalence classes of those 
functions, where x is equivalent to y if the Lebesgue integral of IX-YiP 
over [a,b] is zero. 
1.2. Convexity 
A continuous function M:IR~IR is called convex if 
for all u, VE IR. 
If in addition, the two sides of above are not equal for u -:t. v then 
we call M strictly convex. 
1.3. Uniform Convexity 
A continuous function M:IR~IR is said to be uniformly convex if 
for any & > 0 and any lio> 0 there exists some 8> 0 such that 
3 
for all u,vEIR satisfying lu-vl ~ cmax{lul,1 V/}~ClIO 
1.4. Modular Space 
A function p: X ~ [0,00] is called a modular if it satisfies the 
following conditions: 
1. p(x) = 0 if and only if x = 0 
2. p(ax) = p(x) for all scalar a with lal = 1. 
3. p(ax + fJy) 5: p(x) + p(y), for all X,YEX and all a,fJ > 0 with 
a+fJ = 1. 
The modular p is called convex if 
4. p(ax + fJy) 5: apex) + fJ p(y), for all X,YEX and all a,fJ ~ 0 with 
a+fJ = 1 
For any modular p on X, the space Xp = {x EX: p(Ax) < 00 for 
some A> O} is called the modular space. 
1.5. Orlicz Function 
A map M:IR~[O,oo] is said to be an Orlicz function if it is even, 
convex, continuous and vanishing at 0 and M(u)~oo as 1I~00. 
We say that an Orlicz function M is an N'- function if it satisfies 
the following condition: 
lim M(u) = 00 
1I~CJ:) 11 
4 
An N-function M is said to be an N-function if 
lim M(u) = 0 (1.5.1) 
u-).O U 
If the convexity of the Orlicz function M is replaced by 
M(x+y) S M(x)+M(y), then this function is called modulus function 
introduced by Ruckle [41] and studied by Maddox [33] and others. 
1.6. Musielak-Orlicz Function 
A sequence .M= (MJ of Orlicz functions is called a Musielak-
Orlicz function. By .N=(Nj ) we denote the complimentary function of 
.M is sense of Young, i.e., 
Nj(v) = sup{1 v I u - Mi(u): u ~ O}, i = 1,2, .... 
For given Musielak-Orlicz function At, we define a convex 
00 
modular by J.J(x) = I Mi(x(i)) for any x = (x (i))Elo. 
i=l 
We define Musielak- Orlicz sequence space 1.J( and its subspace h.J( by 
1.M.={xEtD: J.M.(kx) < 00, for some k> O} 
h.J(={XEi.J(. J.J(kx) < 00, for all k> O}. 
1. 7. ~-condition 
We say that an Orlicz function M satisfies the 
~-condition (ME~ for short) if there exist constant K > 2 and uo > 0 
such that 0 < M(uo) < 00 and 
5 
M(2u) S KM(u) 
whenever lui < Uo 
If M satisfies the 8z. condition for any a > 0 with K > 2 dependent on 
a, we say that M satisfies the slrong 52-condition (write ME 52 for short). 
M satisfies 5; -condition (ME 5; for short) if and only if .N E cSz. 
An Orlicz function M is said to satisfy 5;.,-condition for all values 
u if there exists a constant K> 0 such that 
M(AU) s KAM(u) for all u > 0 and')" > 1 
Remark 1.7.1. Note that neither ~~condition implies 8z.-condition 
nor conversely. For example, let M(u) = u2• Then it satisfies 8z.-
condition with K=4, but for '),,=5 it does not satisfy ~ -condition. On the 
other hand if K=3 and '),,=2, then M satisfies ~ -condition but not 
8z.-condition. 
Theorem 1.7.2. The following are equivalent: 
1. ME8z., 
2. There exist I> 1, Uo > 0 and K> 1 such that 
M(tu) < KM(u) (lui < uo) 
3. For any II > 1 and UI > 0, there exists K' > 0 such that the 
inequality in (2) holds for I = It, Uo = UI and K = K'. 
6 
1.8. Orlicz Spaces 
We always denote by (G,L,j.l) the Lebesgue measure space in a 
Euclidean space with 0 < JIG < CJ) and by M,N a pair of Orlicz functions 
complementary to each other. Moreover, for a measurable function /I 
on G, we introduce its modular by 
PM (11) = Se M (u(t»dt . 
Then the Orlicz space L,\/ and its subspace EM are defined as follows: 
LAI = {u: PM (AU) < CJ) for some A > O}, 
EM={u:PM(AU)<CJ) foraUA>O}. 
We define Orlicz sequence 'space 1M and its subspace hu by 
00 
'M == {x E 10 : PAl (cx) = L M(cx(i» < CJ) for some c> O} 
i=l 
00 
hAJ ={xE/AJ : PM (cx) = L M(cx(i»<CJ) for all c> O}. 
i=l 
1.9. Orlicz and Luxemburg Norm 
For each UELA{, let 
Theri it is easily verified that (Lu,II'llo) and (Eu,II'llo) are 
Banach spaces. We call (LM,II'lIo) the Orlicz space generated by the 
Orlicz junction M, and 11·110 the Orlicz norm. 
7 
For an Orlicz space Lt.!, we call the functional 
II u II = inf {A > 0 : PM (u / A) :::; I} 
the Luxemburg norm. 
We will consider 1.11 equipped with the Luxemburg norm 
or with the equivalent one 
II x 110= inf ~(l + PM (Ia», 
k>O k 
called the Orlicz norm or the Amemiya norm. 
1.10. Paranorm 
A paranorm is a function g:X~1R defined on a linear space X 
such that for all X,YEX 
1. g(x) = 0 ifx= 0, 
2. g( -x) = g(x), 
3. g(x+y) < g(x) + g(y), 
4. If (An) is a sequence of scalars with An~A (n~oo) and Xm aEX 
with Xn~a (n~oo), in the sense that g(xn-a)~O (n~oo), then 
A"xn~Aa in the sense that g(A"xn-Aa) ~O (n~oo). 
8 
A paranonn g for which g(x) = 0 implies x = 0 i,s called a to/al 
paranorm on X, and the pair (X,g) is called a totally paranormed space. 
1.11. Seminorm 
A seminorm is a functions v:X~1R defined on a linear space X 
slich that for all X,YEX 
1. v(x)=Oifx=0, 
2. v(ax) = lalv(x), for all scalar a, 
3. v(x+ y) :s vex) + v(y). 
Remark 1.11.1. Every seminormed space IS a paranormed but 
not converscely. 
9 
CHAPTER-II 
ORLICZ SEQUENCE SPACES EQUIPPED 
WITH ORLICZ NORM 
1. Preliminaries and Introduction 
Let (X, 11.11) be a real Banach space, B(X) and SeX) be the closed 
• 
unit ball and the unit sphere of X respectively. By X denote the dual 
space of X. Clarkson [4] introduced the concept of uniform rotundity. 
A Banach space X is said to be uniformly rotund (UR for short) 
if for every sequences (xn) and (yn) in SeX) such that lim II Xn + Yn 11= 2, 
n--+XJ 
there holds lim II Xn - Yn 11= O. 
n~oo 
A Banach space X is said to be rotund (R for short) if for any x 
and y in SeX) with II x+y II = 2, we have x = y. 
A Banach space X is called locally uniformly rotund (L UR for 
short) if for each XES(X) and each sequence (xn) in SeX) such that 
lim II Xn +X 11= 2, there holds lim II Xn - x 11= O. 
n~oo n~oo 
A Banach space X is said to be compactly locally uniformly 
rotund (CLUR for short) if for each XES(X) and each sequence (xn) in 
SeX) such that lim Ilxn+xll=2, it follows that the set {xn: nErN} is 
n~oo 
relatively compact in norm topology. 
10 
If in a Banach space X a partial order "<" is defined and 
II x II ~ II y II whenever I x I ~ I y I, then X is said to be a Banach lattice. If 
X is a Banach lattice and Ilxli < IlYli whenever 0 < x ~ y and x "* y, then 
X is said to be strictly monotone (see [17]). 
It is clear that a Banach space X is LUR if and only if it is CLUR 
and R (see [36]). 
A Banach space X is said to have property H if on the unit 
sphere every weakly convergent sequence to a point on the sphere is 
convergent in norm. 
A Banach space X has the Schur property if every weakly 
convergent sequence is norm convergent (strongly convergent) in X. 
In this chapter we prove that for any reflexive Banach space X, 
both X and X· are CLUR if and only if both X and X· have property H. 
Criteria for rotundity, local uniform rotundity, compact local uniform 
rotundity and property H in Orlicz sequence spaces equipped with the 
Orlicz norm are given. 
2. Main Results 
We begin with a general result. 
Theorem 2.1. If X is a reflexive Banach space, then both X and 
X· are CLUR if and only if both X and X· have property H. 
11 
Proof. It is known that if X is CLUR, then X has property H. We 
only need to prove that X is CLUR if both X and X· have property H. 
For every XoES(X) and every sequence (xn) in SeX) with 
lim II Xn + Xo II = 2, take (f,,) c S(X·) such that In(xn + xo) =11 Xn + Xo II 
n-)':fJ 
for every n ErN. Then 
for every n ErN and 
lim inf In (xo) ~ lim II xn + Xo II-lim sup In (xn), 
n-)OCJ n-)OCJ n-)OCJ 
By the reflexivity of X, there is a subsequence (In) of (In) and 
I 
* 10 E X such that J~. tends to 10 weakly. It is obvious that in virtue of 
I 
limn~OCJ In(xo) = 1 this yields lo(xo) = 1, whence lifoll=l. By property H 
for X*, we get that In. -t 10 in norm. Hence 
I 
lo(xn.) = (/0 - In. )(xn.) + In. (xn) -t 1 as i-too. 
I I I I 1 
Using now the reflexivity of X, we can find a subsequence (Zi) of 
(Xn.) and XO EX such that Zj tends to xO weakly. Obviously, /o(xo) = 1, 
1 
whence II xO II = 1. By property H for X, Zi tends to xO strongly, i.e. the 
set {xn: nErN} is relatively compact in SeX), which implies that X is 
CLUR. 
Theorem' 2.2. Let x E it (x:#: 0). If K (x) = 0, then 
Proof. Since the function J(k) = ~(l + PM (Ia» is continuous on 
k 
the interval (0, B (x» and lim k~O+ J(k) = 00, the formula 
is true. 
Corollary 2.3. If x E I~ and B(x) < 00, then K(x):;t: 0. 
Proof. Assume for the contrary that K(x) = 0. Then, by Theorem 
2.2 and the Fatou Lemma, we have 
whence K(x) '* 0. A contradiction. 
o Corollary 2.4. If x E 1M and K(x) = 0, then for any nEW we have 
and 
fX(i)ej = lim .!. PM(k f x(i)ei ]' 
. j=n+l 0 k~CLJ k i=n+l 
13 
fi 1 0 h h lO Ot 10 M(u) eXIOstso Tho Proof. We Irst c aIm t at t e: Iml Im U _HO -- IS 
U 
follows from the fact that for 0 < U\ < U2, we have 
M(Ul) = ~M(~U2) < ~o M(U2) = M(U2) 0 
Ul Ul U2 U2 Ul U2 
o 10 M(u) 0 fi 0 d 1 Smce K(x) = 0, Imu~CX) -- IS mIte, an consequent y 
u 
II x 110= lim 2. PM (kx) = lim 2.(PM(k ± x(i)ei ] + PM(k f x(i)ei]J k~CX) k k~CX) k i=l i=n+l 
n CX) 
~ I x(i)ei + I x(i)ei 
i=l o i=n+l o 
for every n E tIJ 0 On the other hand, by the triangle inequality, we have 
n CX) 
II x lIo~ I x(i)ei + I x(i)ei 
i==l 0 i=n+l 0 
for every n EtIJ 0 So the corollary is provedo 
Corollary 2.5. If x E 1ft and K(x) = 0, then 
CX) 
II x 110= A:L I xci) I, 
i=l 
14 
· M(u) 
where A = hmu~oo --. 
u 
Proof. Since we can assume without loss of generality that 
x(i)*O for any iEtN, by Corollary 2.4, we have 
n I (n J I x(i)ei = lim - PM k I x(i)ei 
i=1 0 k~oo k i=1 
= lim l ± M(kx(i» = lim ± \ xCi) \ M(kxU» = Ai I xCi) I 
k~oo k i=l k~oo i=l k I xU) I i=l 
n 
for every n E n-J. Since II x 110 = limn~oo I x(i)ei 
i=l 
00 
II x 110= AI I xU) I· 
i=l 
, we obtain 
o 
Corollary 2.6. Assume that M is an Orlicz function with 
lim (M(u)/u) = A < 00 
u~oo 
and a > ° is the number satisfying M(a) =1. If there exists b E(O, 1) such 
that Au-b < M(u) for all u ~ ; , then K(x) = 0 for some x E S(lt). 
Proof. Define y = (a,O,O ... ). Then pNJ0;) = 1, whence 1/ y II = 1 
and II y 110 < 2 II y " = 2. So, for x = ~ y there holds II x lIoS; 1. Assuming 
for the contrary that K(x) =t: 0, we conclude that there is k > 1 such that 
15 
On the other hand 
II xllo~ lim ~M(ak) 
k-WJ k 2 
= a lim ~M(akJ = Aa, 
2k~rxJak 2 2 
a contradiction, which shows that K(x) = 0. 
Remark 2.7. 
l. If M is an N'-function, then K(x) =t 0 for any x E It \ {O}. 
2. Let M be an OrIicz function satisfying condition (l.5. I of 
chapter-I). If x E It \ {O} and K(x) = 0, then supp x is a finite set. 
Proof. The assertion (1) has been proved in [13]. To prove (2) 
assume for the contrary that supp x is infinite. Denote by fi the 
counting measure. Then 
,u{ieW: IxU)1 >! }~OO as n~oo. 
n 
By the assumption (l.5.1 of chapter-I), we conclude that both 
functions Nand p vanish only at zero. Fix a > 0 and denote b = pea), 
16 
where p is the right hand derivative of:M on IR+ Let mEW satisfy 
mN(b) > 1. Next, let noEW be such that 
1 
,u{iEttJ: IxU) I> -} > m 
n 
for n > no. Let k = noa and 
A = {i ErN: IxU) I > _1 }. 
no 
Then k I xCi) I > a and consequently p(k I xCi) I) '2.b for any iEA. Therefore, 
PN (pok I x I) '2. ,u(A)N(b) '2. mN(b) '2.1. 
This yields 
whence K(x)::j; 0 (see[l]). 
Lemma 2.8. Let Xo E sut) be such that K(xo) is nonempty and 
bounded. If (xn ) c S(lt) is coordinatewise convergent to Xo then there 
any sequence (kn) with kn E K(xn ) (n ErN). If additionally ME Oz, then 
there exists a subsequence (x
nk )of (xn) such that all elements of (xnk ) 
have equi-absolutely continuous norms, i.e. for any G> 0 there is i.<;ErtJ 
such that 
17 
n 
IXnk (i)ei <& 
i=ic o 
for all kErN. 
Proof. Suppose that K(xo) is non empty and bounded. First, we 
will prove that there is nl ErN such that K(xn )*-0 for n ~ n\. 
Otherwise, we may assume without loss of generality that 
K(xn)=0 (n = 1,2, ... ). This implies that limu-)oo(M(u)/u)=A<oo 
because otherwise K(x) *- 0 for any x E It (see[ 13]). Since K(xo) *- 0 
and it is bounded, there is &0> 0 such that 
N ext, there exists i 1 E rN such that 
i) 
II Xo 110 +&0 < AI I xo(i) I· 
i=l 
Since Xn~XO coordinatewise, there is n2 ErN such that 
for n > n2. Hence 
18 
00 ;1 00 
=AL IXn(i)I=AL IXn(i)I+A L Ixn(OI 
i=) ;=) 
for n > n2. This contradiction shows that there is n IE tN such that 
K(xn) =/:. 0 for n ~ n). Without loss of generality, we may assume that 
K(xn) =/:. 0 for all nEtN. Therefore, there are kn > 1 such that 
n = 0,1,2, ... 
We will prove that sup{kn:n = 0,1,2, .... } < 00. If not, we can 
assume that kn t 00. Since 
there exists i2 E tN such that 
Hence 
i2 
II xollo+&o<AL IXoU)I· 
i=l 
19 
a contradiction which shows that sup{kn:n = 0,1,2, ... } < CIJ whenever 
K(xn):;t: 0 for all n ErN. Taking no large enough and using the fact that 
K(xn):;t: 0 for all n > nJ, we get the first part of the lemma. 
Now, suppose that ME~. Passing to a subsequence if necessary, 
we may assume without loss of generality that there is kE [1 ,CI:) such 
that 
Now, we will prove that the elements of (xn) have eqUl-
absolutely continuous norms. Since ME~, we only need to prove that 
for every B> 0 there is icE rN such that 
for all n E ~. Fix B> O. Then there is i3 E ~ such that 
i3 
.LXo(i)ei 
;=1 o 
B 
>1--. 
2 
Since Xn~XO coordinatewise, there is n3 E~ such that 
20 
for n > n3' Hence 
for n > n3. So we have 
for n > n3' This finishes the proof of the lemma. 
Theorem 2.9. If ME Oz, then for each sequence (xn) in 
S(l~ ) and Xo E S(l~) such that xn(i) -j. xo(i) as n -j. 00 for i = 1,2,3 ... , 
we have that Xn-j.Xo in norm. 
Proof. Note that ME Oz yields that M vanishes only at zero. In 
order to prove the theorem, we will consider two cases. 
21 
Case I. K(xn) = 0 or K(xo) is nonempty and unbounded. Assume 
first that there is a subsequence (zn) of (xn) such that K(zn) = 0 for all 
00 
nEW. Then, by Corollary 2.5, IIznllo=AI IznU)1 for each nEtN and 
i==! 
00 
II Xo 110= AL 1 xo(i) I· Since II has the Schur property, we get 
i=! 
Since 
00 
AI 1 zn(i) - xo(i) I~ 0 as n~oo. 
i=l 
00 
IIzn -xo lIosAL: IznU)-xoU)1 
i == 1 
for all n E tN, we get 
lim /I Z n - Xo 110 = 0 . 
n~oo 
Assume now that there is a subsequence (yn) of (xn) such that 
there are kn > 1 satisfying 
1 II Yn 110= k(l + PM (knYn» 
n 
for n = 1,2'.00 0 In virtue of ME 8z., for any G> 0 there is <5 > 0 such that 
PAAX) < <5 implies II x 110 < Eo Moreover, there is ioE tN such that 
iO 
L xo(i)ei 
i=! 
> 1-0 
o 
22 
and 
<Xl 
I xOU)ei 
i=iO +1 
<5. 
o 
Since Yn(i) ~ xo(i) as n~oo for i=1,2, ... there exists noEttJ such that 
iO 
I yn(i)ei 
i=1 
for n > no. So, 
iO 
o 
~ I ynU)ei 
i=1 
> I-b' 
<Xl <Xl 
+ I M(ynU» > 1-8 + I M(Yn(i» 
o i=io+l i=iO+l 
for n > no. This means that 
<Xl 
L M(Yn(i» < b' 
i=io +1 
for n > no. Hence 
<Xl 
I Yn(i)ei < £ 
i=io +1 o 
for n ::: no. Since Yn~XO coordinatewise, there is nl > no such that 
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iO I (Yn (i) - Xo (i))ei < & 
i=1 o 
for n > n\. Thus 
iO 00 00 
II Yn -Xo 110= I (Yn(i)-xo(i))e; + I ynU)e; - I xOU)ei 
i=1 ;=iO+1 ;=;0 +1 o 
iO 00 00 
s I (ynU) - xo(i)ei + I Yn(i)ej + I xoU)e; < 3& 
i=1 0 i=;o +1 0 ;=;0 +1 0 
for n > n\. Note that we have proved that we always can find a 
subsequence (yn) of (xn) such that "Yn - Xo 11--) O. So, by the double 
extract subsequence theorem, there holds II xn - Xo 11--) O. 
Case II. K(xo) is nonempty and bounded. By Lemma 2.8, we can 
assume without loss of generality that K(xn) *- 0 for each nEflJ. Now, 
repeating the procedure from case I, we get 
lim II x n - Xo II 0 = 0 . 
n~'Y) 
We can also get the same conclusion by applying equi-absolute 
continuity of the norm of (xn) and the fact that Xn --) Xo coordinatewise. 
So the proof of the theorem is finished. 
Remark 2.10. An analogue of Theorem 2.9 for the Luxemburg 
norm has been proved in [18]. 
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Remark 2.11. Criteria for H-property of Orlicz sequence spaces 
equipped with the Luxemburg norm and the Orlicz norm, but generated 
by N-functions, were first given in [45] and [3]. Next the problem of a 
characterization of H-points in Orlicz sequence spaces was considered 
in [15], [38] and [18]. Criteria for H-property of OrJicz sequence 
spaces 1M equipped with the Luxemburg norm in the case of convex 
Orlicz functions (without the assumption that it is an N-function) were 
given in [18]. The next theorem solves an analogous problem for the 
Orlicz norm for arbitrary Orlicz function. Although the criterion is the 
same as for N-functions, the proof is much more complicated and it is 
based on Theorem 2.9, the proof of which use some new techniques in 
comparison with the ones used in [45] and [3]. 
3. Some Geometric Properties 
In this section we will consider some geometric properties of the 
space I~. 
Theorem 3.1. The space I~ has property H if and only if ME 62. 
Proof. Sufficiency. Assume for a sequence (xn) in S(l~) that 
Xn~XO weakly. This implies that Xn~XO coordinatewise. By Theorem 
2.9, in view of ME /h., Xn~XO in norm. 
Necessi(y. Assume first that M vanishes only at zero. If M~ 62, 
there is Xo E S(l M) such that 
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for any A > 1 (see [1 D. Take an increasing sequence (in) of natural 
numbers such that in ---). Cf) as n ---). Cf) and 
jn+l 
L xoU)ej 
i=in +1 
for every n E tN. Put 
o 
1 
>-
- 2 
Xn = (Xo (l), ... ,xo (in),O, ... O,xo (in + I + 1), xO(in+1 + 2), ... ) 
and zn = xn III Xo 110 for n = 0,1,2, .... 
We will show that Zn---).ZO weakly. Any f E ~~)* is uniquely 
represented in the formf= y+s, where YE1N and s E ~~ r. Since YEI,I\', 
there is A > ° such that 
00 L N (Ay(i» < Cf) • 
j=\ 
Hence 
in+l 
l(xn-xo,f)I==I(xn-xo,y)l= L xo(i)y(i) 
i=i/1 + 1 
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o 
as n-+oo. So, zn-+zO wf!akly. Hence, by property H of 1M , 
Ilzn-zollo-+ O. 
On the other hand, 
II Zn - Zo 110= II Xo 110 
1 in+l L xo(i)ei ~ 
i==in +! 0 
1 > 0 
211 Xo II 0 
for every nEW. This contradiction shows that ME ~ is necessary for 
property H of l~ if M vanishes only at zero. 
Assume .now that M vanishes outside zero and define 
a = a(M) = sup{u ~ 0: M(u) = O}. 
Then a > O. Let x = (a,a, ... ). We have 1 +'PM(X) = I and 
1 
-(1+ PM (kx)) > 1 
k 
for each k> 0, k"# 1. Therefore II x 110 = 1. Define 
xn = (a, ... ,a, O,a,a, ... ) 
"--v--' 
n 
for every nEW. Then we can prove In the same way as for x that 
each singular functional x* over 1M• Take now any Y = (Yt>Y2, ... ) E l~. 
There is A > ° such that PN CAY) < 00, whence it follows that N(AYn)~O 
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as n~oo. Therefore, sinse N vanishes only at zero, we get Yn ~ 0 as 
n ~ 00 and consequently 
This shows that x - xn ~ 0 weakly. However 
for each n E ttJ. So, l~ fails to have property H if M vanishes outside 
zero, which finishes the proof of the theorem. 
Theorem 3.2. The space l~ is CLUR if and only if ME ~ and N E~. 
Proof.· Sufficiency. If ME~ and NE~, then l~ is reflexive. 
Consequently, by the previous theorem and Theorem 6 in [18], both 12, 
. 
and IN have property H. In virtue of Theorem 2.1, we obtain that l~ is 
CLUR. 
Necessity. Since property CLUR implies property H, in view of 
Theorem 3.1, we get ME~. To prove the necessity of NE~ assume 
first that N vanishes only at zero. If N ~~, there is a sequence (un) of 
positive numbers such that un.J..O and 
(3.2.1) 
for each n ErN. Take positive integers Bm such that 
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(3.2.2) 
for m = 1,2, ... (we can pass to a subsequence of (un) if necessary). 
; 
Define k; = L Bm (i =1,2, ... ), 
m=1 
b (N ) = sup {u ::: 0: N (u) < I} an d 
Zo = (b(N ),0,0, ... ), 
Bl 
~ 
zl = (ul, u\ '''., u\ ,0,0,,,.), 
Bl B2 
~~ 
z2 = (0,0, ... ,0,. u2, u~ , ... , u2 ,0,0, ... ), 
Then, denoting by 11·\\ the Luxemburg norm in IN, we easily get from 
inequalities (3.2.1) and (3.2.2) that 
(i) ~~ IIzm \I ~ I,m =1,2, ... 
m+l 
Moreover, 
(ii) there is a sequence (xm) in sV~ ) such that xm(i) = ° for 1 < i < km- I 
and i > km+l, and Xm generate support functionals at Zm, i.e. 
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km 
II Zm \1= (Zm,Xm) = Urn L xmU)· 
l=km- 1 +1 
• 0 This follows by the Hahn-Banach theorem and the fact that (IN) = 1M , 
Moreover for 
there holds Ilxollo=l. Put 
for m = 1,2, .... Then 
whence IIgmll < 1. Moreover, in virtue of (ii), we have 
00 
II xm + Xo lIo~ (xm + xo,gm) = L (xm(i) + xoU»gm(i) 
i=! 
as m~cD. But, by the orthogonality of Xm and Xn for n :t= m, there holds 
IIxm-xnllo~lIxnllo=l for n:t=m, 
which means that tk is not CLUR. So, in the case when N vanishes 
only at zero, N E Oz is necessary for property CLUR of IZt . 
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Assume now that 
c(N) = sup{u > 0: N(u);::: o} > ° 
and define 
Un = (1- ~2 J c(N) and An = ~ 
n n-l 
for n = 2,3, .... Then 
for each n E W\ { 1 }, but AnUn~ c(N ) as n~oo. Let (Bn )~=I be a sequence 
of natural numbers such that 
for n = 2,3, .... Define 
and 
B)+l 
zl = L u2ei 
i=2 
kn 
zn = L un+lei' 
i=kn_) +1 
k "n-I where n = 1 + L..i=1 Bj for n = 2,3, .... Define also Zo = (b(N),O,O, ... ), 
where beN) is the number defined above. Then II Zo II = 1 and 
for each n E fN. Hence 
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for each nE~J. Since ZnEhN for every nEWu{O}, there IS a sequence 
(Xn)~==O with supp Xn = sUPP Zn such that 
for each nEWu{O}. Define gn = Zn + Zo for each nEW. Then 
whence II gn II < 1. Moreover, II gn II :::. II Zo II = 1 and consequently 
II gn II = 1 for each nErtJ. Hence 
whence 
lim II xn +xo 110= 2. 
n~a:J 
Since 
II xn - Xo 110:2:11 xn 110= 1 
for every n ::j; m, the sequence (xn) contains no convergent sequence, 
i.e. It is not CLUR. 
This finishes the proof of the theorem. 
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CHAPTER-III 
ORLICZ VECTOR VALUED SEQUENCE 
SPACES 
1. Preliminaries and Introduction 
A point XES(X) is called an extreme point of B(X) if for every 
y,zEB(X) the equality 2x = y + Z implies y = z. We denote Ext B(X) the 
set of all extreme points of B(X). A Banach space X is said to be rotund 
(write (R) for short), if Ext B(X) :::;: SeX) is an extreme point. 
Let X be a Banach space. Denote X 0 the space of all sequences 
in X. For XEX o , we denote x(i) the {h term of x. 
For a given Orlicz function M, we define PM : XO ~[O,oo] by the 
formular 
<Xl 
PM (x) = L MOl xU) II)· 
i=l 
By convexity of M it is easy to see that PM is a convex modular. 
The Orlicz vector-valued sequence space IM(X) and its subspace 
hM(X) are defined as follows: 
We consider IMCx) equipped with the Luxemburg norm 
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1\ x II M = inf{ A > 0 : PM (xJ A) ~ I} . 
Since PM is a convex modular, it implies that (1M ,II, 11M ) is a Banach 
space (see [35]). 
Convexity properties in Banach space is an important topic in 
functional analysis and play an important role in infinite dimensional 
holomorphy. In order to study the geometric properties of Banach 
space, Clarkson [4] introduced the very important class of rotundity 
(strict convexity). Since Clarkson's paper many authors have defined 
and studied the classes of Banach space lying between the uniform 
convexity and rotundity see [30] and [43]. The criteria for rotundity of 
Orlicz spaces was given by [2]. 
2. Main Results 
In order to establish our main results, we start with giving some 
auxiliary lemmas. 
Lemma 2.1. Suppose that p is a convex modular on a real vector 
space X such that·p E 82, Then for x E X p' IIxll = 1 if and only if p(x) = 1 
Proof. See [23]. 
Lemma 2.2. If Mrt.~, then there exists xEIM(X) such that IlxlI~l 
and PM(X) < l. 
34 
Proof. Let t > 1. If M~~, by Theorem l.7.2(2) of chapter I, 
., () 1 k+l there eXIsts ak-YO such that M ak < 2k+l and M(tak) > 2 M(ak) for 
all kErN. For each kErN, choose an integer mk such that 
Put x' E SeX) and define 
Observe that 
ml m, +m2 In, +m2 +m) 
Py(X) = IM(lI a lx(i)II)+ I M(ll a 2x(i)ID+ IMCll a3x(i)II)+ ... 
;=1 i=mt +1 ;=mt +m2 +1 
mt +m2 + ... +mk 
+ I M(II akx(i) II) + .... 
i=ml +m2 + ... +mk-l + 1 
This show that XEIM(X) and PM(x)<l. 
But we see that 
00 00 00 
PM(tx) = I mkM(tak) > I mk 2k+1M(ak)"? I 1=00, 
k==l k=l k==l 
which implies that IIxliM = 1. 
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Theorem 2.3. xES(lM(X» is an extreme point of B(lM(X» if 
and only if 
(1) 
(2) x{i) E Ext B(X) for all i E I't-J such that x(i):;t: 0, 
II xU) II 
(3) #{i: II xU) liE IR\SA/} < 1. 
Where, for a finite subset Acl't-J we denoted #A the number of member of A. 
Proof. Necessity. Suppose (1) does not hold, i.e., PM(x) = c < 1. 
Since M is continuous, we can choose E> 0 so small such that 
I-c MOl x(1) II +E) ~ M(II xCI) II) +-. 
2 
00 
By PM (x) = 2: M(II x(i) II) < 1, we have lim M(I! xU) II) = O. This implies 
i~oo i=l 
II x(i) II~ 0 as i ~ 00. So there exists KEI't-J such that II x(n) 11< E for all n ~ K. 
Next, we select x(no) for some no ~ K and defined y = (y(i», z = (z(i» 
by y(1) = x(l)-x(no), z(1) = x(l)+x(no) and y(i) = xU) = z(i) for all i ~ 2. 
Then 2x = y + Z andy:;t: z. Then 
00 
PM (y) = M(II xCI) - x(no) II) + 2: M(II x(i) II) 
i=2 
00 
~ M(I! x(l) I! + I! x(no) II) + I MOl xU) II) 
i=2 
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00 
~ M(II x(1) II +E) + L M(I! x(i) II) 
i=2 
1- c 00 ~ M(II x(l) II) + - + L MOl xU) II) 
2 i=2 
= c + 1- c = c + 1 < 1, 
2 2 
and similarly we can show that PM(z) ~ l. Thus y,z E B(lM(X» which 
contradicts with the fact that xEExt R (lM (X». 
If (2) is not true, then there exist ioE ~ such that x(io) e: Ext B(X). 
Ii x{io) II 
Then there exist u{io), v{io) E R(X) with u(io) :;t:. v{io ) and 
x(io) u(io) + v(io ) 
_--=..c._ = . Define the sequence u' and Vi by, 
1\ x(io) 1\ 2 
. {II x(io) II u(io) ;i = io 
u'(z) = 
x(i) ; i :;t:. io, 
and 
. {II x(io) II v(io ) ;i = to 
v'(z) = 
x{i) ; i 7= io. 
It is easy to see that PM(u')~l and PM(v')~l, u':;t:. Vi and 2x = u' + Vi 
which contradicts our hypothesis that x is an extreme point of B(X). 
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Next, a~sume that (3) does not holds, without loss of generality 
we may assume that II xCI) II, II x(2) II E IR\SM i.e., II xCI) II and II x(2) II 
belong to some affine intervals (a},b)) and (a2,b2) of M, respectively. 
Define y == (y (i)), z = (z (i)) by 
y(1) = (1 + &1 )x(l) y(2) = (1- &2 )x(2) 
z(1) = (1- &1 )x(I) z(2) = (1 + &2 )x(2) 
and y{i) = z{i) = x{i) for all i> 2. So 
y(1) + z(1) = (1 + &1 )x(l) + (1- &1 )x(l) 
= 2x(1) 
y(2) + z(2) = (1- &2 )x(2) + (l + &2 )x(2) 
= 2x(2) 
and y{i) + z{i) = 2x{i) for all i > 2. 
Hence 2x=y+z and y::ftz. Now, we show thaty and zEB(IM(X). By 
computation PM (y), we have 
co 
PM (y) = MOl y(1) II) + MOl y(2) II) + L MOl y(i) II) 
i==3 
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00 
= M(II (1 + 51 )x(l) II) + M(II (1- 52 )x(2) II) + I MOl xU) II) 
1=3 
00 
= kl «(1 + 51)11 x(l) II) + PI + k2 «1- 52) II x(2) II) + P2 + I M (II x{i) II) 
. " 1=,) 
00 
= kl II x(l) II +kI5I II x(1) II + PI + k2 II x(2) lI-k25 2 II x(2) II + P2 + I M(II xU) II) 
i=3 
00 
= kIll x(1) II +PI + k211 x(2) II +P2 + I M(I! xU) II) 
1==3 
00 
= MOl x(l) II) + M(I! x(2) II) + L M(II xU) II) 
i=3 
Similarly, we get that PM(z)~l, hence y,zEB(lM(X» which 
contradicts our hypothesis that XE Ext B(lM(X», 
• 
Sufficiency. Let 2x = y + Z, y, zEB(lM(X». Since 
we have 
M(" y(i) "; II z(i) II) ~ ~[M(li y(i) III +M(II z(i) Ill], 
for all i ErN. By (3) there exist atmost one j ErN such that IIx(j) II E IR\S M. 
This give IIxU)11 = I!Y(O" = IlzU)11 for all i =t j. And since 
00 00 00 
1 = I MOl x(i) II) = I M(I! y(i) II) = I MOl z(i) II), 
i==1 i==1 i=1 
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we deduce IlxU)11 = IlYU)1I = IIzU) I I· Since 2(x(i» = y(i) + z(i) we have 
2x(i) = y(i) + z(i) . It implies by (2) thaty=z. Hence,xEExtB(lM(X». 
II xCi) II II y(i) II II z(i) II 
Theorem 2.4. IM(X) is rotund if and only if 
2. X is rotund and 
3. M is strictly convex on [O,M- 1 (112)]. 
Proof. Necessity. If Mr£. 82, then by Lemma 2.2 we can find 
xEIM(X) such that IlxllM=l and PM(x)<l, thus by (1) of Theorem 
2.3 we have that x r£. Ext B(lM(X». 
If (2) is not true, then there exist x,y,zES(X) with 2x = y + Z and 
Y t:: z. Pick· uES(lM(X», by (1) and Lemma 2.1 we· have 
1 = PM (u) = I;:l Mell u(i) II) . Define x' = (x'(i», y'= (y'(i», z'= (z'(i» by 
x'(i) = II u(i) II x, y'(i) = II uU) II y and z'(i) = II u(i) II z. 
Then 
00 00 
PM(X')= I M(lIu(i)lIl1xll)= I M(lIu(i)II)=l<oo, 
i=l i=1 
and in the same way we get PM(y') = PM(Z') = 1. Thus x',y',z' E SUM (X». 
Moreover, we see that 2x' = y' + z', y' t:: z', so that x' is not an extreme point 
of B(lM(X» , contradicting the rotundity of 1M (X) . 
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If (3) does not hold, then M: is affine on some interval 
[a,b]c[0,M- 1(1/2)]. Since b~M-l(1/2). So 2M(b) < 1, thus we can 
find eE(a,b) and d> ° such that 2M(e) + M(d) = 1. 
Choose X'ES(X) and put 
x = (ex', ex', dx', 0,0,0, ... ), 
then 
co 
PM (x) = L M(II x(i) II) 
i=l 
= MOl ex'll) + M(II ex'll) + MOl dx'lI) 
= M(e II x'II) + M(e II x'lI) + M(d II x'II) 
= M (c) + M (c) + M (d) = 1 , 
But IIx(1 )1I,lIx(2)1I E IR\SM, so it follows from Theorem 2.3 (3) that 
x!lExt B(lM (X)), which contradicts with rotundity of 'M(X). 
Sufficiency. Let x E S{lM(X»). It is obvious that (2) of Theorem 
2.3 holds true by (2). Since ME ~ we have by Lemma 2.1 that 
PM(x)=l, so (1) of Theorem 2.3 is true. 
Next, Let J={iEtN : IIx(i)IIEIR\SM}. By (3), for any iEJ, we have 
M(II xU) II) > 112. But since 
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00 
PM(X)=I M(l\x(i)I\)=l, 
i=} 
it implies that I contain atmost a single point. Hence, (3) of Theorem 
2.3 is true. So we obtain by Theorem 2.3 that XEExt B(lM (X)) . 
Example 2.5. Theorem 2.4 may be false if X is not (R). Consider 
X = 1R2 equipped with the norm defined by 
2 
II(a},a2)II=Il aj l, 
)=1 
we have that (IR?, \\.\\) is a Banach space but not a rotund space. Let 
y = «(1,0), (0,0), (0,0), (0,0), .... ), 
z = «(0,0), (0,1), (0,0), (0,0), .... ). 
Next, we define an Orlicz function M:IR~IR+ by, 
{
2U 2 
M(u)= 
luI 
; for u E [- ~ , ~ ] 
; otherwise. 
It is easy to see that ME 0, and M is strictly convex on [0, M -1 G )J and 
00 
PM (x) = I M(II xU) II) = M(II x(l) II) + M(I! x(2) II) + MOl x(3) II) + .... 
i=1 
= Me) + MG)+ M(O)+ M(O) + .... 
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1 1 
=-+-=1. 
2 2 
Similarly we can show that PM(Y) = PM(z) = 1, thus x,y,z E S(lM(X». 
It is easy to see that 2x = y + z, and Y :t z. This implies that x is not 
extreme point of B(lM (X». Hence, 1M (X) is not a rotund space. 
From Theorem 2.4, if X = IR we have the following results. 
Corollary 2.6. (Chen [1], Theorem 2.7) 1M is rotund iff 
1. ME~ and 
2. Mis strictly convex on [O,M- 1(1I2)]. 
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CHAPTER-IV 
MUSIELAK-ORLICZ SEQUENCE SPACES 
1. Preliminaries and Introduction 
For any subset A of X by conv(A) (conv(A)) we denote the 
convex hull ( closed convex hull) of A. 
A Banach space X is said to be strictly convex if for any 
X,YES(X) with II x + y 11== 2 we have x = y (see [7]). 
A Banach space X is said to have the local uniform convexity 
property (local weak uniform convexity property) if for every sequence 
(xn)cS(X) and XES(X) with limn~oollxn+xll==2 we have 
xn ~ x(x w) x)' as n~oo (see[7]). 
The norm 11·11 is called uniformly convex (abbreviated as (UC» if 
for each & > 0 there is a 0 > 0 such that for X,YES(X) the inequality 
IIx-YIl > & implies that 
1 
-(x+y) <1-0. 
2 
In this definition we can replace condition (1.1) by 
inf{1I z II : Z E conv ({x,y})}< 1- 6' (see[ 40]). 
For any x ~ R(X), the drop determined by x is the set 
D(x,R(X)) = cony ({x} u R(X)). 
(1.1 ) 
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Rolewicz in [39], motivated the drop theorem of Danes [6], 
introduced the notion of the drop property for Banach spaces. 
A Banach space X has the drop property (abbreviated as (D)) if 
for every closed set C disjoint with B(X) there exists an element XE C 
such that 
D(x,B(X)) (lC = {x}. 
A Banach space X is said to have the Kadec-Klee property (or 
property (H)) if every weakly convergent sequence on the unit sphere 
is convergent in norm. 
In [39] Rolewicz proved that if the Banach space X has the drop 
property, then X is reflexive. Montesinos [34] extended this result by 
showing that X has the drop property if and only if X is reflexive and X 
has the property (H). 
A sequence (xn ) C X IS said to be an &-separate sequence for 
some &> 0 if 
A Banach space X is said to have the uniform Kadec-Klee 
property (abbreviated as (UKK)) if for every & > 0 there exists a t5 > 0, 
such that if x is a weak limit of norm one &-separate sequence, then 
'" 
II x II < 1-8. 
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A Banach space X is said to be nearly u;niformly convex 
(abbreviated as (NUC» (see [19]) if for every 8 > 0 there exists a 
8E(O,I) such that for every sequence (xn) cB with sep(xn) > 8, we have 
conv(xn)n(l- 8)B * ¢. 
It is easy to see that every (NUC) space has the (UKK) property, 
and every Banach space with the (UKK) property has the property (H). 
Huff [19], proved that X is (NUC) if and only if X is reflexive and X 
has the (UKK) property. 
For any subset C of X, the Kuratowski measure of C is the 
infimum a( C) of those 8 > 0 for which there is a covering of C by a 
finite number of sets of diameter less then 8. 
Goebel and Sekowski [12], extend the definition of uniform 
convexity replacing condition (1.1) by a condition involving the 
Kuratowski measure of noncompactness. 
A norm 1/·11 in a Banach space X is I:!.-uniformly convex (abbreviated 
as I:!.UC) if for each 8> 0 there is a 8> 0 such that for each convex set E 
contained in the closed unit ball B(X) such that aCE) > 8, we have 
inf{11 x II: x E E} < 1- 8. 
A Banach space X is said to have the property (/3) if for any 
8> 0 there exists a 8> 0 such that 
a(D(x, B(X»)\B(X»)< 8 
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whenever 1 < II x II < 1 +8. 
The following equivalent form· of the property (~) is very helpful 
in our work (see [28]). 
A Banach space X has the property (~) if and only if for every 
c> 0 there exists a 5> 0 such that for each element xEB(X) and each 
sequence (xn) in R(X) with sep(xn) ~ c there is an index k for which 
X+Xk 
11---"':':"'11 ~ 1 - 8. 
2 
Rolewicz [40] showed that the property (~) follows from 
uniform convexity and that the property (P) implies the space is (~UC). 
Resuming the above discussion we have 
(UC) ~ (~) ~ (~UC) <=> (NUC) ~ (Rfx) (1.2) 
where (Rfx) denotes the property of reflexivity. 
A Banach space X is said to have the local property (/3) if for 
every c > 0 and XES(X) there exists 5> 0 such that for each sequence 
(Xn) in B(X) with sep(xn) > c there is an index k for which 
X+Xk ~1-5. 
2 
It is easy to see that a Banach space X with the local uniform convexity 
property has the local property (P) and a space X with the local 
property (~)has the Kadec-Klee property (see [29]). 
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We say that a Musielak-Orlicz function .;/( satisfies the 
(*)-condition if for any 8E(0,I) there exists 8> 0 such that Mj«l+b)u):S 1 
wheqever M;(u) < 1-8 for all i ErN and UE rN (see [20]). 
For more details we refer to [1] or [35]. 
In this chapter, criteria for the property (P), local uni form 
convexity, local weak uniform convexity and local property (P) in 
Musielak-Orlicz sequence spaces equipped with the Luxemburg norm 
have been obtained. 
2. Main Results 
In order establish our new results, we need to recall some known 
facts. 
Lemma 2.1. (see[20]) If a Musielak-Orlicz function.;/( = (Mn) 
satisfies the (*) -condition and .Jt E~, then for each 8 > 0 there is a 
8> 0 such that IIxll < 1-8, whenever I.J( (x) < 1-8. 
Lemma 2.2. (see[20]) If a Musielak-Orlicz function .Jt = (Mn) 
satisfies the (*)- condition and .JtEb2, then for each 8> 0 and each c > 0 
there exists a 8> 0 such that 
/I.J( (x+y)-I.J( (x)/ < 8 
whenever I.J( (x) < c and I.J( (y) < t5. 
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Lemma 2.3. (see[ 16]) If a Musielak-Orlicz function .J/{ = (Mn) 
satisfies the (*)-condition and .J/{E~, then Ilxll = 1 if and only if IvIi(x) = 1. 
Lemma 2.4. (see [16]) If a Musielak-Orlicz function .J/{E 8;, 
then there exists BE (0, 1) and a sequence (hi) in IR+ with 
M- - ::; -- M-(u) (u) I-B I 2 2 I 
* . Lemma 2.5. If .J/{f£. 82 , then there eXIst ° = 10 < II < lz < ... and 
{uf}, for each kErN and i = h-I+l, .... ,h such that 
and 
Ik I Mi(uf) > 1, 
i=Ik_l+l 
for k = 1,2, ... (see[44]). 
Theorem 2.6. If the Musielak-Orlicz function .J/{ = (Mn) satisfies 
the (*) -condition then the following statements are equivalent: 
1. lvlihas the property (~), 
2. lvli is (~UC), 
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3. 1..1{ has th e drop property, 
4. .J{ satisfies the both bi-condition and 8; -condition, that is, 
1..1{ is reflexive. 
Proof. By (l.2), we have (l) ::::> (2) ::::> (3) ::::> (4). To finish the 
proof, we have to show that (4) ::::> (l). Suppose that this implication is 
not true. Let & > 0 be given. For each sequence (xn)cB(l.;/l) with 
each mE tN, there exists a nm E tN such that 
when n > nm . Since .J{E 82, there exists a <5 > 0 such that 
]..I{(.f xn(i)ei ) > 8, m=1,2, .... 
I=m 
for all n E tN. As .J{E 8;, there exists BE (0, 1) and a sequence (hi) in IR+ 
holds for every iE tN and u satisfying Mj(h;) < Mj(u) < l. Using .J{E bi 
again, there exists 81 > 0 such that 
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8B 
11.,H (x+y)-1.,H (x)1 < -
8 
whenever 1.,H(x) < 1 and LIl(y) < 8,_ For any xEB(LIt), there exist 
Hence 
when n > nio -
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Since .;ItE 82 and satisfies the (*) -co~dition, by Lemma 2.1 there 
is a 0 < e < 1 such that 
when n> ni
o
' !.At has property (~). 
Theorem 2.7. If the Musielak-Orlicz function .;It = (Mn) satisfies 
the (*) -condition then the following statements are equivalent: 
1. !.At has the local uniform convexity property, 
2. !.At has the local weak uniform convexity property, 
3. (i)..HE 0, and MiESC[O,M/' G}, 
Proof. (1) ~ (2) is trivial. (2) ~ (3). Since !.At has the local 
weak uniform convexity property, !.At is strictly convex. So (i) of 
condition (3) holds (see[21]). If (ii) of condition (3) is not true, then 
we may assume that there exists an affine interval 
[a, b] c [M1 -1 G)' M1- 1 (I)] and ..H II 0;. Then by lemma 2.5 there exist 
0=10 < I) < 12 < ... and {ut} for 1 = h-I+ 1, ... , h such that 
and 
k 1 }v/·(u· ) <-
I I - k' 
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Ik L .iUi(uf) > 1, 
i=Ik_l+l 
for kE rN. Take t > 0 such that Ml (b) + M 2 (t) = 1. Choose natural 
numbers mkE [I k-l + 1,1 d such that 
mk 
M 1(a)+M2 (t)+ L Mi(uf)~1 
i=Ik_I+1 
and 
mk+ 1 
M 1(a)+M2 (t)+ L Mi(uf»l. 
i=I k-\ +1 
(/ n-I +3)th 
Put x = (b,t,O,O ... ) and Xn = (a,t,O, ... O, u1
n 
+1 , ........ , un ,0,0 ..... ) for 
n-I mn 
n = 1,2, .... It is clear that II x II = 1 and lim n~<x> II x n 1\ = 1. Moreover, we have 
( J (bJ mn (nJ xn+x a+ Ui fAt =M1 -- +M2 (t)+. L M i -2 2 1=1 +1 2 n-I 
Hence II xn + x II~ 2 as n ~ 00. It IS obvious that xn w) X is 
impossible, a contradiction. 
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Sufficiency, we divide the proof into two parts: 
For every sequence (xn) cS(tlt) and X ES(/.Jt ) with II Xn + x II~ 2, 
we have (xn) is compact in S(/.Jt) thanks to Theorem 2.6. Hence there 
exists a subsequence (xn) c (xn) and x' ES(/.Jt) such that xn ~ x'. 
I f 
Furthermore, we have II x + X' 11= 2. As tl{ is strictly convex, we get 
x' = x. Thus we obtain Xn~ x. 
First, we will prove xn(i) ~ x(i) for i = 1,2, ... If not, we may 
assume that, without loss of generality, there exist a iOE ~ and &0 > ° 
there exists a BE (0, 1) such that 
(see[l]). Hence 
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a contradiction. 
Last, we will prove (x n) has equi-absolutely continuous norm. 
For any c> 0 there exists a i)ErN such that ,,~_. 1 M;(x(i»)<c, i.e., ~/-II+ 
L~~I M i(x(i)>l-c. Using xn(i)~x(i), there exists a noEttJ such that 
00 ;) 
I M;(xn(i» = 1-I Mi(Xn(i» < 1-(1- c) = c. 
;=i l +1 i=l 
Since AtE 52, we have that (xn) has equi-absolutely continuous norm. 
So, Xn~ X. 
Observing the proof of Theorem 2.7 and using Theorem 2.6 and 
the fact that if the Musielak-Orlicz function .Jt = (Mn) satisfies the 
(*)-condition then 1.1{ has the Kadec-Klee property if and only if 
(1) .JtE ~ (see [20]), we can easily obtain the following result. 
Theorem 2.8. If Musielak-Orlicz function .Jt = (Mn) satisfies the 
(*)-condition then l.l{has the local property (~) if and only if(l) AtE 52 
55 
Recall that the Nakano space [(Pi) is the Musielak-Orlicz 
sequence space with .Jt = (MJ where 
Corollary 2.9. ,(PI) has the property (~) if and only if 
1 < lim inf Pi $; lim sup Pi < +00 . 
i~oo i~oo 
Proof. If Mi(u) =1 U IPi for all UE IR and i E W, then the 
complementary function .Nj of M; is defined by the formula 
where 11 Pi + 11 qi = 1 and Ci = (Pi)1 / Pi (qi)1I qi for all i E W. It is easy to 
see that .;K E~ if and only if lim SUPi~oo Pi < +00. Moreover, .N EO; if 
and only if 1 < lim infi~oo Pi' 
Corollary 2.10. The following statements are equivalent: 
l. [(Pi) has the local uniform strict convexity property, 
2. [(Pi) has the local property (~), 
3. 1 < lim infi~oo Pi' 
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CHAPTER-V 
SEQUENCES DEFINED BY MUSIELAK-
ORLICZ FUNCTIONS 
1. Preliminaries and Introduction 
The spaces of strongly summable sequences were discussed by 
Maddox [31]. Parashar and Choudhary [37] defined these spaces by 
using the idea of Orlicz function as follows: 
Let p = (Pk) be a sequence of positive real numbers and OJ be the 
space of all real sequences. Then 
W(M,p) = {x E OJ :x-Ie E Wo(M,p), I> O}, 
Woo(M,P)={XEOJ:SUP! i [M(IXk IJ]Pk <00, for some A > 0 }. 
n nk=l A. 
If M(x) = x, then the above spaces are deduced to [C, 1 ,p ]0, 
[C,1,p] and [C,l,p]co respectively. For Pk = P > 0 for each k, we denote 
these sequence spaces by Wt(M), WP(M) and Wr!(M) respectively. 
Let X be a Banach space and OJ(X) denote the space of all 
sequences x = (Xk) in X. A matrix A = (ank )~k is called regular on OJ(X) 
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if A ~aps c(X) into c(X) and limn An(x) = limk Xk in X. It is known that a 
matrix A is regular on m(X) if and only if it is regular on m. The 
necessary and sufficient conditions for A to be regular [14] on mare 
(i) sUPn 2: 1 ank 1< 00, (ii) limn ank = 0 for each k and (iii) limn 2: ank = I. 
k k 
These are well-known Silverman-Toeplitz conditions (see[ 14]). A 
matrix A is said to be uniformly regular if it regular, ank > 0 and 
lim supn 2: I ank 1=0. 
k 
We define the following sequence spaces 
Let A = (ank)~ k be a non-negative regular matrix and At = (Md a 
, 
sequence of Orlicz func'tions such that each Mk satisfies 8t.-condition. 
Then for p > o. 
WP(.M,A,X) = {xEm: there exists XoEX, (Xk -XO)E wt (.M,A,X)}. 
For XE WP(.M,A,X), we write Xk~XO (WP(.M,A,X». 
If Mk(X) = x for each k, then these spaces are reduced to 
wt(A,X)and WP(A,X) respectively, where 
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If (Mk) is replaced by (Ik) a sequence of modulus functions, then 
the above spaces are reduced to the spaces defined by Kolk [26]. 
In this chapter we define the notion of strong summability by a 
sequence ofOrlicz functions and consider some inclusion relation (see [22]). 
2. Inclusion Relations 
In this section, we prove the following results. 
Theorem 2.1. wt (A,X)c wt(M,A,X) ifand only if 
lim supMk(t) = 0 (t> 0). 
t~o+ k 
(2.1.1) 
Proof. LetWt(A,X)cwt(M,A,X). If we take A=/ (unit 
matrix), then this inclusion is reduced to 
where co( .M,X)~ {x E m(X): Ii:," t ( Mk(lI:; II)) ~ 0, for somd > 0 } 
Suppose that (2.1.1) fails to hold. Then there exists a number 
co> ° and an index sequence (k;) such that 
(i = 1,2 .. ) 
for a positive sequence (t;)ECo. Define the sequence x = (Xk) by 
Xk = {t i Y, ~or k = k and for a fixed YEX with IIYII = 1; 
0, if k::j:: ki. 
(2.1.2) 
Then x E co(X) since t;Eco, and hence xEco(M,X). On the other hand, 
by (2.1.2) and ~ -condition we have 
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i.e., x~co(m,X), a contradiction. Therefore (2.1.1) must hold. 
Conversely, suppose that (2.1.1) holds. Then for every & > 0 
there exists a number 0 such that 0 < 0 < 1 and 
l. 
&p 
Mk(t)<-, k=1,2 .... for IsO 
IIAII 
For a sequence X=(Xk)EWt(A,X) let 
T =" a (~JP n L..J nk A ' 
k 
so that limn Tn = O. Now 
(2.1.3) 
(2.1.4) 
where L' is the sum over k such that 1\ xk II so and L" is the sum over 
A 
k such that ~ > O. 
A 
Since A is regular and by (2.1.3), we have 
L'<& (2.1.5) 
By (2.1.1), we have 
(2.1.6) 
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Since each Mk is non-decreasing and convex, we have by (2.1.6) 
and b'A-condition that for K> 0 
M (" Xk ") = M (b'b'-l M) k A k A' 
1.e. (2.1.7) 
Hence L"~O as n~oo. Therefore xEwt(M,A,X). This completes 
the proof of the theorem. 
Theorem 2.2. wt (M,A,X)c wt (A,X) if and only if 
(2.2.1) 
Proof. Let wt(M,A,X)c Wt(A,X). Suppose that (2.2.1) does 
not hold. Then 
inf M k (t) = 0 (t > 0) 
k 
and thus we can choose an index sequence (k;) such that 
1 
Mk j (ti) < -: (i = 1,2, .... ). 
l 
Now, define a sequence x = (Xk) by 
(2.2.2) 
(2.2.3) 
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Xk = {
toY, for k = k j where Y E X with II y II = 1 and to > 0; 
0, otherwise. 
Then II Xk II = II Xk II = to, and so by (2.2.2) and (2.2.3) we get 
I 
and hence 
Further by regularity of A, we have 
i.e. X'= (Xk)EWt(M,A,X). But on the other hand 
lim Lank II Xk liP = t6 lim Lank = t6' since A is regular. 
n k n k 
Hence x~Wt(A,X). Which contradicts that wt(M,A,X)c Wt(A,X). 
Hence (2.2.1) must hold. 
Conversely, let (2.2.1) hold and XE Wt(M,A,X). Suppose that 
x, ~ w t (M ,A, X). Then for some number &0 > ° and index ko we have 
II Xk· II> &0 (i E W) for some subsequence of indices (k;), since A is 
I 
regular. Thus 
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(
EO J (II Xk IIJ Mk T < Mk ),,' for some)" > 0, 
and further by regularity of A. we have liru M k( ~ J ~ 0 which 
contradicts (2.2.1). Hence xEWt(A,X). This completes the proof of 
the theorem. 
3. A-Statistical Convergence 
In this section we find relation of A-statistical convergence with 
strong A -summability defined by a sequence ./It = (Mk) of Orlicz functions. 
Let K = {k;} be an index set, i.e. precisely the sequence (k;) of 
indices. Let ¢l be the characteristic sequence of K, i.e. r/i = (¢;), where 
k {I, ¢. = 
J 0 , 
If j=k,i=1,2, .... 
otherwise. 
If ¢k is (C,l)-summable then the limit 
1 n k 
lim- I tPj 
n n . I J= 
is called the asymptotic density of K and is denoted by <5 (K). 
An index set K = {ki } is said to have A-density if 
SA (K) = lim AntP k = lim I ank 
n n kEK 
exists, where A = (ank )~,k=l is a non-negative regular matrix (cf125]). 
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The idea of statistical convergence was introduce~ by Fast [9] 
and studied by various authors, e.g. by Salat [42], Freedman and 
Sember [10], Fridy [11], Connor [5], and Kolk [25]. 
A sequence x = (xk) E m(X) is said to be A-statistically 
convergent to Xo, (see [25]) i.e. xk ~ xo(S A(X)) if for every £ > 0, 
bALE) = 0, where Le = {k:1I xk -xo II ~ £}. We denote by SA(X) the set 
of all A-statistically convergent sequences in X. If A is Crmatrix, then 
A -statistical convergence is reduced to the statistical convergence. 
Example 3.1. Define Xk = 1 if k is a square and Xk = ° otherwise. 
Then I {k ~ n : Xk :-1= o} I~ (n)1I2, so x = (Xk) is statistically convergent to 0. 
Theorem 3.2. Let A be uniformly regular matrix and the 
sequence .At = (Mk ) be a pointwise convergent. Then 
if and only if 
(3.1.1) 
Proof. Let £ > O. Then as III [27, Theorem 3.8], we can find 
numbers s > ° and rE W such that 
(3.l.2) 
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Where: L& ={k:llxk-XoIl2&}. Since xk~xo(W6(M,A,X)) implies 
If (3.1.1) is not true we have 
limMk(tO) = ° for some to> 0. 
k 
Since A is uniformly regular, by Lemma 2.4 of Kolk [27], there exists an 
infinite index set K = (k i ) with bA(K) = 0. Define a sequence y = (Yk) by 
{
a, kEK, 
Yk = . 
toz, otherwise; 
where zEXwith IIzll = 1. Then 
and by the regularity of A we have 
But for ° < &< to, 
Thus Yk does not~ ° (SACx)) , i.e. contradiction to the hypothesis. 
Hence (3.1.1) must hold. This completes the proof of the theorem. 
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CHAPTER-VI 
SOME NEW SEQUENCE SPACES DEFINED 
BY ORLICZ FUNCTION IN A LOCALLY 
CONVEX SPACE 
1. Preliminaries and Introduction 
Kizmaz [24] introduced the notion of difference sequence spaces 
as follows: 
X(~) = {x = (Xk): (~k) E X}, 
Later on the notion was generalized by Et and Colak [8] as follows: 
x (~m ) = {x = (x k ) : (fl m X k ) E X}, 
such that 
The sequence spaces loo(~m), c(~m), co(flm) are Banach spaces, normed by 
m 
II X 1IL'1 = I I Xi I + IIflm x 1100 . 
i=O 
A sequence space E is said to be solid (or normal) if (akx dEE 
whenever (Xk) E E for all sequences (ak) of scalars with I a k I 5 1 for all k E fN. 
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A sequence space E is said to be monotone if E contains the 
canonical preimages of all its steps. 
Let M be an Orlicz function, X be a locally convex Hausdorff 
topological linear space whose topology is determined by a set Q of 
continuous seminorms q and p = (Pk) be a sequence of positive real 
numbers. The symbol w(X) denotes the space of all sequences defined 
over X. We define the following sequence spaces: 
as n~oo for some')... > 0 and L > O} 
Wo(~m,M,p,q)={XEW(X):~ ± r M(q(~mXkJJ]Pk ~O, 
n k=! L A 
as n ~ 00 for some')... > O} 
for some')... > O} 
We denote W(~m ,M,p,q), Wo(~m ,M,p,q) and Wco{~m ,M,p,q) as 
[C,~m,l,q], [C,~m,l,q]o and [C,~m,l,q]co respectively for Pk = 1 for all 
kErN and M(x) = x. 
We get the following sequence spaces from the above sequence 
spaces on giving particular values to X, q and m. 
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1. If X= C and q(x) == 1 x I, t~.en W(6.m,M,p,q) = W(M,p)(6.m), 
Wo(6. ffi ,M,p,q) = Wo(M,p)(6.m ) and Woo(6.
m
,M,p,q) = Woo(M,p)(6.m ). 
for some A. > O}. 
2. If m = 0, then W(6.m,M,p,q) = W(M,p,q), Wo(6.m,M,p,q) == Wo(M,p,q) 
3. If m = 0, q(x) = 1 x 1 and X = C then W(6.m,M,p,q) = W(M,p) , 
and Choudhary [37]). 
4. Taking Pk = I for all kE Jt..J, we denote the above defined sequence 
If x E W(6.m ,M,q), then we say that (Xk) is strongly 6.~ -Cesaro 
summable with respect to the Orlicz function M. 
The following inequality will be used throughout the article. Let p = (Pk) be 
a positive sequence of real numbers with ° < P k S; sup P k == G, D == max(l, 2 H -1 ) . 
k 
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(1.1 ) 
(see for instance Maddox [32]). 
In this chapter, we introduce some new sequence spaces with 
respect to an Orlicz function and for all qEQ, where Q is the set of 
continuous seminorms. 
2. Main Results 
Theorem 2.1. Let the sequence (Pd be bounded, then 
W(l1m,M,p,q), Wo(l1m,M,p,q) and Woo(l1m,M,p,q) are linear spaces. 
Proof. Let X,YE Wo(l1m,M,p,q) and a,pE C, then there exists 
positive numbers AI ,A 2 such that 
lim ! f [M(q(l1mXk JJ]Pk = 0 
n~oo n k=I Al 
and 
lim! f [M(q( 11m Xk JJ]Pk = O. n~oo n k=l A2 
Let A3 = max( 21 a I A I ,21 PI A 2)' Since M is non-decreasing and 
convex, q is a seminorm and 11m is linear, 
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~ 0, as n~oo. 
This proves that Wo(~n\ M,p,q) is a linear space 
The other cases are routine works in view of the above proof. 
Theorem 2.2. The space W(~m,M,p,q), Wo(~m,M,p,q) and 
WOCJ(~m,M,p,q) are paranormed space (not totally paranormed), 
paranormed by 
{ Pn ( (~m X JJ } g~(x)=inf AH :~~M q T ~l, A>O, nEN , 
where H = max (l, sup Pk). 
Proof. Consider WOCJ(~m,M,p,q). Then clearly gt,(x) > 0, gL';(x) 
Al > 0, A2> ° such that 
SUPM(q(~mXk JJ:::; 1 
k~I Al 
and 
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Finally let f-L be a given non-zero scalar, then the continuity of 
the scalar multiplication follows from the following equality 
. A 
where r=-. 
I fil 
This completes the proof of the theorem. 
Theorem 2.3. Let M, MI. M2 be OrIicz functions those satisfy 
~-condition. Then 
Proof. (1) Let (xk)e Wo(t:,.m,M.,p,q). Let e> 0 and choose 5 with 
o < t5 < 1 such that M(t) < " for 0 < t < 8. Write Yk = M{ q( I'1:Xk J J and 
consider 
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n L [M(Yk )]Pk :::; II [M(Yk )]Pk + Ii [M(Yk )]Pk , 
k=I 
where the first summation is over Yk < 8. Since M is continuous, we have 
(2.3. I) 
and for Yk > 8, we have 
Since M is non-decreasing and convex, if follows that 
Since M satisfies ~-c~mdition, therefore there exists K ~ 1 such that 
Hence 
! I2 [M(Yk )]Pk ~ max(I,(KM(2)8- I f)! i [Yk ]Pk ~ 0, as n ~ 00 
n n k=I 
(2.3.2) 
By (2.3.1) and (2.3.2) we have (Xk) E Woe t1 m ,MOM) ,p, q). 
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The proof of the following result is a routine work in view of the 
above Theorem. 
Corollary 2.4. Let M, MJ, M2 be Orlicz functions those satisfy 
~-condition. Then 
1. W(!1 ffi ,M(,p,q) c W(!1 m,MOMJ,p,q). 
2. W(!1 ffi ,M),p,q)nW(!1n\M2,p,q) cW(!1ffi ,M1+M2,p,q). 
3. Wro(!1 ffi ,M1,p,q) c Wcc(!1 ffi , MOMJ,p,q). 
4. Woo(!1ffi ,M"p,q) nWoo(!1n\M2,p,q) cWoo(!1 ffi ,M1+M2,p,q). 
The proof of the following result is a consequence of Theorem 
2.3 (l), Corollary 2.4 (l) and Corollary 2.4 (2). 
Proposition 2.5. Let M be an Orlicz function which satisfies the 
b;-condition. Then 
2. [C,!1m ,l,q] c W(!1m ,M,q). 
The proof of the following result is a routine work. 
Proposition 2.6. W(!1m-1 ,M,p,q) c Wo(!1m ,M,p,q). 
Theorem 2.7. Let m :::: 1, then the following inclusions are strict. 
1. Wo(!1m-1 ,M,p,q) c Wo(!1m ,M,p,q). 
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2. W(~m-l ,M,p,q) c W(~m ,M,p,q). 
Proof. We prove the case (1) only. The other cases follow in a 
similar way. Let x E Wo(~m-l ,M, p,q). Then we have 
1 n tin-Ix [ ( [ JJJ
Pk 
n:;1 M q A k ~ 0, as n~oo for some A > o. 
Since M is' non-decreasing, convex function and q is a seminorm, 
we have 
~ tI [MH d:~k JJr ~ ± tI [MH dm-1xk ~~m-IXk+I )Jr 
~ D{: tI [~MH dm~IXk JJr +: tI [~ M( q( dm->+! J Jr } 
~o, as n~oo, by (2.3.2). 
This completes the proof. In general Wo(~j,M,p,q) c Wo(~m,M,p,q) for 
all i = 1,2,3, ... , m-l and the inclusion is strict. 
To show that the inclusion is strict, consider the following example. 
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Example2.8.LetX=C M(x)=x,q(x)=ixi andputpk= 1 for all kErN. 
Consider the sequence (Xk) = (kill-I). Then xEWo(fl.m,M,p,q) but 
Proposition 2.9. For any two sequences P = (p k) and t = (tk) of 
positive real numbers and for any two seminorms ql, q2 we have 
Proof. Since the zero element belongs to each of the above 
classes of sequences, thus the intersection is nonempty 
Theorem 2.10. Let 0 < Pi <r, and (:: ) be bounded, then 
W(fl.m ,M,r,q) c W(fl.m ,M,p,q). 
Ilk = Pk for all kErN. Then 0 < f.lk < 1 for all kErN. Let f.l be such that 
rk 
0< Il < J.ik for all kErN. Define the sequences (Uk) and (Vk) as follows: 
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Then clearly for all kE ttJ and we have wk = uk + vk, Wfk = Ufk + vt'k , 
In In [In]1l 
- I Wfk <- I Wk + - I Vk 
nk=l nk=l nk=l 
Cfor this inequality one may refer to Maddox [31 D· 
This completes the proof of the theorem. 
Theorem 2.11. The sequence spaces WoCM,p,q) and WooCM,p,q) 
are solid and monotone. 
Remark 2.12. In general it is difficult to predict about the 
solidity of WoCl1m ,M,p,q) and WooCl1m ,M,p,q) when m > 1. For this 
consider the following example. 
Example 2.13. Let X = C, M(x) = x, q(x) =1 x I, m = 2 and Pk = 1 
solid. 
76 
BIBLIOGRAPHY 
[1] Chen, S.T., Geometry ofOrlicz spaces, Dissert. Math., 356 (1996), 
1-204. 
[2] Chen, S.T. and Sun, H., Extreme points and rotundity of sequence 
Orlicz spaces, Natur. Sci. J. Harbin Normal Univ., 1 (2) (1985), 
1-6 (in Chinese). 
[3] Chen, S.T. and Wang Tingfu, H-property of Orlicz spaces, Chinese 
Ann. Math., 8A (1987),61-67. 
[4] Clarkson, J.A., Uniformly convex spaces, Trans. Amer. Math. Soc., 
40 (1936), 396-414. 
[5] Connor, J.S., The statistical and strong p-Cesaro convergence of 
sequences, Analysis, 8 (1988),47-63. 
[6] Danes, J., A geometric theorem useful in non-linear functional 
analysis, Bull. Un. Math. Ital., 6 (1972), 369-372. 
[7] Diestel, J., Geometry of Banach Spaces Selected Topics, Lecture 
Notes in Mathematics, Springer-Verlag, 485 (1975). 
[8] Et, M. and Colak, R., On some generalized difference sequence 
spaces, Soochow J. Math., 21 (4) (1995),377-386. 
[9] Fast, H., Surla convergence statistique, Colloq. Math., 2 (1951), 
241-244. 
[10] Freedman, A.R. and Sember, J.J., Densities and summability, 
Pacific J. Math., 95 (1981),293-305. 
[11] Fridy, J.A., On statistical convergence, Analysis, 5 (1985), 301-303. 
77 
[12] Geobel, K. and Sekowski, T., The modulus of non-compact 
convexity, Ann. Univ. Maria Curie-Sklodowska, Seet., A 38 (1984), 
41-48. 
[13] Grzaslewicz, R. and Hudzik, H., Smooth points of Orlicz spaces 
equipped with the Luxemburg norm, Math. Nachr., 155 (1992), 31-45. 
[14] Hardy, G.H., Divergent Series, Oxford Univ. Press, 1949. 
[15] Hudzik, H., Orlicz spaces without strongly extreme points and without 
H-points, Canad. Math. Bull., 36(2) (1993),173-177. 
[16] Hudzik, H. and Denker, M., Uniformly non-I' (n) Musielak-Orlicz 
sequence spaces endowed with the Luxemburg norm, Proc. Indian 
Acad. Sci., 2 (1991), 71-86. 
[17] Hudzik, H. and Kurc, W., Monotonicity properties of Musielak-
Orlicz spaces and dominated best approximation in Banach lattices, 
J. Approx. Theory, 95 (1998),353-368. 
[18] Hudzik, H. and Pallaschke, D., On some convexity properties of 
Orlicz sequence spaces equipped with the Luxemburg norm, 
Math. Nachr., 186 (1997), 167-185. 
[19] Huff, R., Banach spaces which are nearly uniformly convex, 
Rockey Mountain J. Math., 10 (1980), 473-749. 
[20] Kaminska, A., Uniform convexity of Musielak-Orlicz sequence 
spaces, J. Approx. Theory, 47 (1986), 302-322. 
[21] Kaminska, A., Rotundity of Musielak-Orlicz sequence spaces, Bull. 
Acad. Polon. Math., 29 (1981), 137-144. 
[22] Khan, V.A., Some sequence spaces and their geometric properties, 
Ph.D. Thesis, (2004). 
78 
[23] Kirk, W.A. and Sims, B., Handbook of Metric Fixed Point Theory, 
Kluwer Academic Publishers, (2001). 
[24] Kizmaz, H., On certain sequence spaces, Canad. Math. Bull., 
24 (1981),169-176. 
[25] Kolk, E., The statistical convergence 10 Banach space, Acta et 
Comment. Univ. Tartll., 928 (1991), 41-52. 
[26] Kolk, E., On strong boundedness and summability with respect to a 
sequence of moduli, Acta et Comment. Univ. Tartu., 960 (1993), 41-
50. 
[27] Kolk, E., Inclusion relations between the statistical convergence and 
strong summability, Acta et Comment. Univ. Tartu. Math., 2 (1998), 
39-54. 
[28] Kutzarowa, D.N., An isomorphic characterization of property (P) of 
Rolewicz, Note Math., 10 (2) (1990),347-354. 
[29] Kutzarowa, D.N. and Papini, P.L., On a characterization of property 
(P) and LUR, Bull. Un. Math. Ital., A (7), No. 26 (1992), 209-214. 
[30] Lovaglia, A.R., Locally uniformly convex Banach spaces, Trans. 
Amer. Math. Soc., 29 (1977), 963-970. 
[31] Maddox, I.J., Spaces of strongly summable sequences, Quart. J. 
Math. Oxford (2) 18 (1967), 161-166. 
[32] Maddox, I.J., Elements of Functional Analysis, Cambridge 
University Press, 1970. 
[33] Maddox, I.J., Sequence spaces defined by a modulus, Math. Proc. 
Camb. Phil. Soc., 100 (1986), 161-166 
79 
[34] Montesinos, V., Drop property equals reflexivity, Studia Math., 87 
(1987), 93-100. 
[35] Musielak, J., Orlicz Spaces and Modular Spaces, Lecture Notes in 
Mathematics, 1034, (1983). 
[36] Panda, B.B. and Kapoor, O.P., Generalization of local uniform 
convexity of the norm, J. Math. Anal. Appl., 52 (1975),300-308. 
[37] Parashar, S.D. and Choudhary, B., Sequence spaces defined by 
Orlicz functions, Indian J. Pure Appl. Math., 25 (4) (1994), 419-428. 
[38] Pluciennik, R., Wang, T. and Zhang, Y., H-points and denting points 
in Orlicz spaces, Comment. Math., 33 (1993), 135-151. 
[39] Rolewicz, S., On drop property, Studia Math., 85 (1987), 27-35. 
[40] Rolewicz, S., On L1-uniform convexity and drop property, Studia 
Math., 87 (1987),181-191. 
[41] Ruckle, W.H., FK spaces in which the sequence of co-ordinate vectors 
is bounded, Canad. J. Math., 25 (1973), 973-978. 
[42] Salat, T., On statistically convergent sequences of real numbers, 
Math. Siovaca, 30 (1980), 139-159. 
[43] Smith, M.A., Banach spaces that are uniformly rotund in weakly 
compact set of direction, Canad. J. Math., 29 (1977), 963-970. 
[44] Wang Junming and Wang Tingfu, WM property of Musielak-Orlicz 
sequence spaces, Far East J. Math. Sci., 5 (3) (1997), 475-496. 
[45] Wu, C., Cben, S.T. and Wang, Y., H-property of sequence Orlicz 
spaces, J. Harbin Inst. Tech. ( Math. Issue ), (1985), 6-11 (in 
Chinese). 
80 
