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ABSTRACT
We investigated the efficiency of coherent upstream large-amplitude electromagnetic wave emission via synchrotron
maser instability at relativistic magnetized shocks by using two-dimensional particle-in-cell simulations. We considered
the purely perpendicular shock in an electron-positron plasma. The coherent wave emission efficiency was measured
as a function of the magnetization parameter σ, which is defined by the ratio of the Poynting flux to the kinetic energy
flux. The wave amplitude was systematically smaller than that observed in one-dimensional simulations. However,
it continued to persist, even at a considerably low magnetization rate, where the Weibel instability dominated the
shock transition. The emitted electromagnetic waves were sufficiently strong to disturb the upstream medium, and
transverse filamentary density structures of substantial amplitude were produced. Based on this result, we discuss the
possibility of the wakefield acceleration model for the production of non-thermal electrons in a relativistic magnetized
ion-electron shock.
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21. INTRODUCTION
The origin of cosmic rays (CRs) has been a long-
standing problem in astrophysics. CRs with energies up
to 1015.5 eV are commonly believed to be generated by
diffusive shock acceleration (DSA) (Bell 1978; Bland-
ford & Ostriker 1978; Drury 1983; Blandford & Eich-
ler 1987) at supernova remnant shocks in our galaxy.
Observations of broadband non-thermal emission from
young supernova remnants support this paradigm (e.g.,
Koyama et al. 1995; Bamba et al. 2006; Helder et al.
2009). In contrast, the origin of high-energy CR popu-
lation (> 1015.5 eV), presumably of extragalactic origin,
is not well understood. Active galactic nuclei (AGN)
and gamma-ray bursts (GRBs) are among the possible
sources of such ultra-high-energy CRs (UHECRs) (e.g.,
Hillas 1984; Milgrom & Usov 1995; Vietri 1995; Wax-
man 1995). Observations show that AGN produce high-
energy photons via synchrotron and inverse Compton
emission (e.g., Abdo et al. 2010a,b; Nolan et al. 2012),
which clearly shows the presence of ultrarelativistic elec-
trons. AGN are typically associated with relativistic
jets with Lorentz factors of a few tens (e.g., Lister et al.
2016). The energetic electrons are often assumed to be
produced at shockwaves associated with the jet (e.g.,
Marscher et al. 2008). The intense radiation from GRBs
is also thought to originate from a relativistic outflow
whose Lorentz factor may exceed several hundreds (e.g.,
Pe’er et al. 2007; Ackermann et al. 2014). The standard
model for GRBs assumes the presence of shockwaves
wherein charged particles are accelerated and produce
photons through synchrotron radiation (see, e.g., Piran
2005).
DSA has also been one of the most commonly pro-
posed mechanisms for producing UHECRs in these
sources. However, it is well known that DSA be-
comes less efficient at a relativistic shock propagating
in a magnetized plasma (Begelman & Kirk 1990). The
Lorentz transformation of the magnetic field from the
upstream rest frame into the shock rest frame boosts
only the transverse component by the Lorentz factor
of the shock. Therefore, a highly-relativistic shock is
almost always superluminal, indicating that particles
moving along the magnetic field line cannot diffuse back
into the upstream. In such a shock, particles must
diffuse across the magnetic field to be accelerated by
the DSA mechanism. Since perpendicular diffusion is
typically much slower than parallel diffusion, this may
not be a plausible solution for particle acceleration in
highly-relativistic shocks (see, e.g., Takamoto & Kirk
2015).
Chen et al. (2002) proposed an alternative model for
UHECR acceleration at GRBs. The model invokes a
large-amplitude Alfve´n wave in a relativistic plasma that
generates an electrostatic wave behind it. A particle
may be accelerated by this electric field to high ener-
gies, possibly to the UHECR-energy range. This is es-
sentially an application of wakefield acceleration (WFA),
as discussed in the context of laser-plasma interactions
in the laboratory (Tajima & Dawson 1979). WFA in
laboratory plasmas occurs when an intense laser pulse
(or transverse electromagnetic wave) propagates in a
plasma. A Langmuir wave is excited via Raman scat-
tering, in which the ponderomotive force exerted by the
laser pulse expels electrons from the region of high laser
intensity, whereas ions are nearly unaffected. Conse-
quently, a large-amplitude charge density fluctuation is
generated, which is associated with a longitudinal elec-
tric field called a wakefield. It is easy to confirm that
the phase velocity of the excited Langmuir wave is nearly
equal to the group velocity of the laser pulse, and is close
to but less than the speed of light (see, e.g., Hoshino
2008). Therefore, the wakefield is able to accelerate
particles to highly-relativistic energies via the Landau
resonance.
WFA may also be applicable to relativistic magnetized
shocks in nature. It is known that large-amplitude elec-
tromagnetic waves are excited at relativistic shock fronts
by synchrotron maser instability (SMI) driven by par-
ticles reflected off the shock-compressed magnetic field
(Hoshino & Arons 1991). The instability results from
the resonance between the relativistic particle cyclotron
motion and an electromagnetic wave of the extraordi-
nary mode (X-mode). The fluctuating magnetic field of
the X-mode wave is parallel to the ambient magnetic
field and perpendicular to the wavenumber vector. In
a pair plasma, the fluctuating electric field is perpen-
dicular to both the fluctuating magnetic field and the
wavenumber vector and thus the X-mode wave is linearly
polarized. The electromagnetic waves may be emitted
toward both the upstream and downstream directions;
however, only the waves with upstream-directed group
velocities greater than the shock propagating speed can
escape upstream. Consequently, the appearance of such
high-frequency precursor waves ahead of the shock is
a common feature of relativistic magnetized shocks re-
produced by one-dimensional (1D) particle-in-cell (PIC)
simulations (e.g., Langdon et al. 1988; Gallant et al.
1992; Hoshino et al. 1992; Amato & Arons 2006). The
precursors emitted in 1D PIC simulations of relativistic
magnetized shocks in electron-ion plasmas were suffi-
ciently strong to generate a wakefield of substantial am-
plitude wherein electrons were accelerated (Lyubarsky
2006; Hoshino 2008). Hoshino (2008) demonstrated
the generation of non-thermal electrons by the WFA
3and estimated the maximum attainable energy εmax
as εmax/γ1mec
2 ∼ Lsys/(c/ωpe), where γ1 is the up-
stream bulk Lorentz factor and ωpe is the proper elec-
tron plasma frequency. According to this estimate, the
maximum energy is proportional to the system size Lsys
of an astronomical object. Hoshino (2008) found that
the maximum energy can exceed the theoretical limit
of conventional shock acceleration models such as DSA
and that the WFA plays an important role in relativis-
tic magnetized shocks, especially at a low magnetization
rate.
WFA in the context of relativistic shocks has so far
been discussed solely through 1D simulations. It is not
well known whether the same mechanism can operate in
more realistic multidimensional systems. In general, in-
homogeneity (or waves) may appear in the transverse di-
rection of the shock and the waves emitted from different
positions at the shock may not necessarily be coherent in
phase. Because the precursor waves are a superposition
of such waves, the efficiency of the WFA may deteriorate
in an incoherent precursor. Another possible problem is
the competition between the SMI and Weibel instabil-
ity (WI) (Weibel 1959; Fried 1959). The WI is driven
unstable by effective temperature anisotropy generated
by the reflected particles in the shock-transition region
(e.g., Kato 2007; Chang et al. 2008). The mode is unsta-
ble for wavenumbers perpendicular to the shock normal,
thereby appearing only in multidimensional simulations.
The maximum growth rate of the WI including relativis-
tic effects scales as the proper electron plasma frequency
ωpe for sufficiently strong anisotropy (see, e.g., Yoon &
Davidson 1987; Yang et al. 1993; Achterberg et al. 2007;
Schaefer-Rolffs & Tautz 2008). In contrast, the growth
rate of the SMI is on the order of the relativistic electron
cyclotron frequency ωce (Hoshino & Arons 1991). As
both instabilities are excited from the same free-energy
source, the precursor wave emission efficiency may be af-
fected or even completely shut off in a low-magnetization
regime (ωce  ωpe), where the WI grows more quickly
than the SMI. Previous PIC simulation studies in multi-
ple dimensions indeed showed that the shock transition
is dominated by the WI at low magnetization σ . 10−2
(e.g., Spitkovsky 2005; Kato & Takabe 2010; Sironi et al.
2013), where σ is the ratio of the Poynting flux to the
kinetic energy flux.
In fact, some earlier studies of two-dimensional (2D)
magnetized shocks gave negative results for the WFA.
Sironi & Spitkovsky (2009) reported that the precursor
waves were seen only in the initial phase and had little
effect in their long-term calculations. Later, Sironi &
Spitkovsky (2011) found that although a wakefield was
induced in their 2D simulations of magnetized shocks
in an ion-electron plasma, the amplitude was not suffi-
ciently strong to produce non-thermal particles, which is
in clear contrast to the 1D results reported by Hoshino
(2008). However, according to our numerical conver-
gence study (see Appendix A), the numerical resolu-
tions used in the earlier studies were insufficient to cap-
ture the precursor waves. In this study, we quantify
the efficiency of precursor wave emission using high-
resolution 2D PIC simulations to investigate the appli-
cability of the WFA model to astrophysical relativis-
tic magnetized shocks. For the purpose of estimating
the precursor wave emission efficiency, we consider only
shocks in electron-positron plasmas. We note that, al-
though the WFA needs a finite inertial difference be-
tween the positive and negative charges, the emission
mechanism itself is identical between the pair and ion-
electron plasmas. Therefore, the precursor wave emis-
sion efficiency measured in a pair plasma shock will also
give a good estimate for an ion-electron plasma.
This work is organized as follows. First, we describe
our simulation setup in §2. §3 describes global struc-
tures of relativistic magnetized shocks in the presence
of large-amplitude electromagnetic precursor waves. In
§4, the properties of precursor waves are comprehen-
sively analyzed. In §5, we discuss the applicability of
the WFA model to relativistic magnetized shocks in an
ion-electron plasma. Finally, §6 summarizes this study.
2. SIMULATION SETUP
Our simulations of relativistic shocks in magnetized
pair plasmas were performed in 2D systems in the x-y
plane using a fully relativistic electromagnetic PIC code
(Matsumoto et al. 2013, 2015). The basic configuration
of our simulations is illustrated in Figure 1. A cold pair
plasma flow (with zero thermal spread) is continuously
injected from the right-hand boundary of the simulation
domain toward the −x direction at a bulk Lorentz fac-
tor of γ1 = 40. The particles are specularly reflected at
the left-hand boundary, and the conducting-wall bound-
ary condition is applied for the electromagnetic field.
The boundary condition in the y direction is periodic for
both the field and the particles. The particles reflected
off the wall interact with the incoming plasma, and a
shockwave propagating in the +x direction is formed.
Consequently, the simulation frame corresponds to the
downstream rest frame.
In this study, we solely focus on the purely perpen-
dicular shock. In 2D simulations, there is a degree of
freedom in the choice of direction of the ambient mag-
netic field. In general, due to the neglect of the third
coordinate (z in our coordinate system), the rotation
of the ambient magnetic field around the shock normal
4may change the shock dissipation physics. Neverthe-
less, we only present simulation results with the ambient
magnetic field pointing in the out-of-plane direction (Bz
in our coordinate system) in this study for simplifying
our discussion. Note that our conclusion is not limited
to this particular configuration. The results with an in-
plane magnetic field configuration (By) will be published
elsewhere.
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Figure 1. Coordinate system and geometry of the simula-
tion.
The length and time were measured in units of the
electron inertial length c/ωpe and the inverse proper
electron plasma frequency ω−1pe , respectively. The proper
electron plasma frequency is defined as follows:
ωpe =
√
4piN1e2
γ1me
, (1)
where N1 is the upstream electron number density mea-
sured in the simulation frame. The number of parti-
cles/cell is N1∆x
2 = 64 for both electrons and positrons
upstream, where ∆x = ∆y is the spatial grid size. The
grid size is fixed to ∆x/(c/ωpe) = 1/40 and the number
of grids in each direction is Nx ×Ny = 20, 000 × 1, 680
throughout this study. The relativistic electron cy-
clotron frequency ωce is also the characteristic timescale
of the relativistic magnetized shocks, and it is defined
as follows:
ωce =
eB1
γ1mec
. (2)
It is known that in a PIC simulation involving a rela-
tivistic plasma flow, there appears a so-called numer-
ical Cherenkov instability (Godfrey 1974), which will
grow to substantial amplitudes and cause non-negligible
amounts of plasma heating, even in homogeneous sys-
tems with relativistic bulk flows. As the unphysical
heating in the cold upstream flow will change the physics
of the shock, the simulation box size and integration
time are severely limited by the growth timescale of the
numerical instability. To minimize numerical artifacts,
the method developed by Ikeya & Matsumoto (2015) is
applied to our code. This method is a variant of the
method originally reported by Godfrey & Vay (2013)
and Xu et al. (2013), who found that a particular choice
of CFL number can dramatically reduce the numerical
instability growth rate. However, the magic CFL num-
ber depends on the numerical scheme used for solving
Maxwell’s equations. Ikeya & Matsumoto (2015) per-
formed numerical experiments and found that the magic
CFL number is equal to unity for an implicit Maxwell
solver employed in the code. As we used a fixed grid
size of ∆x/(c/ωpe) = 1/40, the time step was automat-
ically determined as ωpe∆t = 1/40. In addition, we
used a moving injector for the upstream boundary. The
particles are continuously injected from an injector that
moves away from the shock (i.e., toward +x direction)
with the speed of light. This minimizes the propagation
time for the undisturbed upstream uniform plasma, en-
abling us to follow the long-term evolution of the shock
without being affected by the numerical instability.
Note that one has to carefully check numerical arti-
facts in the code for an accurate estimate of the precur-
sor wave emission efficiency. Since the precursor waves
are high-frequency (and thus short-wavelength) electro-
magnetic waves, they may easily be damped (e.g., in
the case of the insufficient resolution). In addition, the
application of digital filtering often used to suppress the
numerical Cherenkov noise may underestimate the emis-
sion efficiency. Therefore, we performed 1D simulations
and investigated numerical convergence with respect to
both the grid size and the number of particles (see Ap-
pendix A). The numerical resolution employed in the 2D
simulations is motivated by the numerical convergence
study.
We investigated the dependence on the magnetization
parameter σe defined as the ratio of the Poynting flux
to the kinetic energy flux:
σe ≡ B
2
1
4piγ1N1mec2
=
ω2ce
ω2pe
, (3)
which is the main controlling parameter of a relativistic
magnetized shock. Our simulations were performed for
the following seven cases: σe = 1, 3 × 10−1, 1 × 10−1,
3× 10−2, 1× 10−2, 3× 10−3 and 1× 10−3.
3. GLOBAL SHOCK STRUCTURE
3.1. High-σe Case
First, an overview of the global shock structure for
a relatively high-σe case is discussed. Figure 2 illus-
trates the global shock structure at ωpet = 500 for
σe = 3 × 10−1. Shown from top to bottom are the
electron number density Ne, the transversely averaged
electron number density 〈Ne〉, the out-of-plane magnetic
5field Bz, the 1D profile for Bz along y/(c/ωpe) = 21, the
transversely averaged electrostatic field 〈Ex〉, and the
phase-space plots of electrons in the x−uxe and x−uye
planes. All quantities are normalized by the correspond-
ing upstream values. At this time, the shock front is
clearly seen at x/(c/ωpe) ∼ 280. It has already propa-
gated sufficiently far away from the left-hand boundary
and a well-developed shock structure is formed. A shock
formation may be identified by the density increase by
a factor of three, as expected from the MHD Rankine-
Hugoniot relation (see Appendix B for finite deviation
from the theoretical prediction).
In the upstream region, large-amplitude fluctuations
in Bz are clearly seen. These are the electromagnetic
waves emitted and propagated away from the shock
front. The wave magnetic field is polarized in the z
direction (i.e., parallel to the ambient magnetic field di-
rection). This is the signature of the X-mode wave and
is consistent with the linear theory of the SMI (Hoshino
& Arons 1991) as well as previous 1D PIC simulation re-
sults (Langdon et al. 1988; Gallant et al. 1992; Hoshino
et al. 1992; Amato & Arons 2006). At around the tip
of the precursor wave region (450 ≤ x/(c/ωpe) ≤ 480),
the wavefront is roughly uniform in the y direction and
is obviously different from the other part of the precur-
sor. The waves in this region are generated in the early
phase of simulations and are contaminated by the initial
and boundary conditions. Therefore, we excluded this
region from our analysis presented below.
In the precursor region, transverse filamentary struc-
tures are clearly identified in both the density and mag-
netic fields. We think that these filaments are gener-
ated by a filamentation instability discussed by Kaw
et al. (1973) and Drake et al. (1974) for an ion-electron
plasma. This is a kind of parametric instability driven
by the ponderomotive force of a large-amplitude electro-
magnetic wave. Strictly speaking, to the authors’ knowl-
edge, this instability has not been analyzed for a pair
plasma. However, the similarity with the ion-electron
plasma case indicates that it is probably related to the
filamentation instability. More comprehensive studies of
this instability will be presented in a future publication.
In any case, the appearance of filamentary structures
in the precursor region is the strong evidence that the
precursor waves still retain coherence in 2D systems.
As is seen in the phase-space density plot, the precur-
sor waves cause strong heating in ux in the upstream re-
gion. Note that this is not clearly seen in uy because the
Lorentz transformation (from the upstream rest frame
to the laboratory frame) increases the thermal spread
only in the ux direction. Because the heating region
coincides with the density filament region, this may be
attributed to precursor waves. As discussed in §4.2, this
apparent heating is merely a result of coherent oscilla-
tions in velocity in the strong wave electromagnetic field
and cannot be referred to as a true heating.
The density filaments in the precursor are convected
by the upstream flow and eventually hit the shock. Con-
sequently, the shock surface is strongly modulated and
large amplitude fluctuations both in density and mag-
netic field are seen in the downstream region. The down-
stream turbulence may be explained by the Richtmyer-
Meshkov instability (Richtmyer 1960; Meshkov 1969)
which occurs when a shock wave passes through a
medium with density inhomogeneity. The density fil-
aments interacting with the shock may thus generate
turbulence in a similar manner. It is worth noting that
the precursor wave activity survives even in the presence
of such a strong feedback effect of the emission to the
shock. As discussed in §4.1, the wave emission efficiency
has nearly reached a quasi-stationary state at this stage.
This leads to the firm conclusion that coherent precursor
waves persist in 2D systems.
3.2. Low-σe Case
Further, we discuss the global shock structure for a rel-
atively low σe case. Figure 3 illustrates the global shock
structure at ωpet = 500 for σe = 3 × 10−3. The format
is the same as Figure 2. As we have already mentioned,
our main concern in a low magnetization regime is the
competition between the SMI and the WI. As expected,
we observe filamentary density and magnetic field struc-
tures at x/(c/ωpe) = 240 − 280 in Figure 3, which are
attributed to the WI (see Appendix C). Because the WI
results from velocity anisotropy near the shock front,
the length of the magnetic field filament corresponds to
that of the reflected particle beam (or simply the parti-
cle Larmor radius for a perpendicular shock). It is clear
that the density filaments are extended well ahead of
the Weibel-dominated shock transition region where no
back-streaming particles exist. We believe that these
filaments are generated by the interaction between co-
herent radiation and upstream plasmas, just as in the
high-σe case discussed in §3.1 .
Surprisingly, precursor waves are observed with ap-
preciable amplitudes in this case as well. Although the
amplitude of the density filaments is smaller than that
in the high-σe case, presumably due to smaller precursor
wave amplitudes (see §4.4), the formation of filaments
indicates that the precursors strongly interact with the
upstream plasma. Particle heating in the precursor re-
gion is not observed in Figure 3 again because of lower
wave amplitude. Nevertheless, finite heating due to
quiver motion in the wave electromagnetic field is in-
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Figure 2. Global shock structures at ωpet = 500 for σe = 3 × 10−1. From top to bottom, the electron number density
Ne, the transversely averaged electron number density 〈Ne〉, the out-of-plane magnetic field Bz, the 1D profile for Bz along
y/(c/ωpe) = 21, the transversely averaged electrostatic field 〈Ex〉, and the phase-space plots of electrons in the x − uxe and
x− uye planes are shown. The color scale of the phase-space plots is in a logarithmic scale.
deed identified (see §4.2). All these results suggest that
the precursor waves remain coherent even in this case,
and that the SMI and the WI may somehow coexist at
a relativistic magnetized shock.
4. PRECURSOR WAVE PROPERTIES
4.1. Time Evolution
Here, we discuss the time evolution of precursor wave
power. Figure 4 shows the time evolution of the wave
energy averaged over the y direction 〈δBz〉/8piγ1N1mec2
(where δBz ≡ Bz −B1 is the fluctuating magnetic field
component) in the range 300 ≤ ωpet ≤ 500. The wave
energy is normalized by the upstream bulk kinetic en-
ergy. Two different runs with σe = 3 × 10−1 (left) and
σe = 3×10−3 (right) are shown. Note that since the pre-
cursor waves are high-frequency electromagnetic waves,
the same plots for δEy look almost identical.
This study primarily focuses on a sufficiently long-
term evolution wherein the effects of the initial and
boundary conditions may be neglected. For this pur-
pose, we focus on precursor waves in the immediate up-
stream of the shock front, as they are newly generated
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Figure 3. Global shock structures at ωpet = 500 for σe = 3× 10−3. See the caption of Figure 2 for details. Note that the color
scale for Bz was chosen such that the precursor waves become clearly visible; the Weibel-generated magnetic fields in the shock
transition region are out of scale.
waves at the shock in the highly-disturbed medium. Fig-
ure 4 indicates that the precursor wave amplitude near
the shock front gradually decreases over time. However,
it remains finite and reaches a quasi-steady state by the
end of the simulations.
We quantified the precursor wave power by taking
the average power in the range: rL < x − Xsh <
rL + 50c/ωpe, where Xsh is the position of the shock
and rL = c/ωce is the relativistic Larmor radius calcu-
lated with the upstream flow Lorentz factor γ1. The
shock position Xsh is determined from the y-averaged
density profile 〈Ne〉, assuming that the shock propaga-
tion speed is constant over time. Figure 5 shows the
precursor wave energy density as a function of time in
the range 300 ≤ ωpet ≤ 500 for σe = 3× 10−1 (left) and
3× 10−3 (right). Note that the results with low resolu-
tion ∆x/(c/ωpe) = 1/20 are also shown for comparison.
Each data point represents the temporal average dur-
ing the time interval 20/ωpe, and the error bars were
estimated from the standard deviation during the time
interval. The error bars for σe = 3 × 10−1 were sys-
tematically larger than those for σe = 3× 10−3 because
of low-frequency fluctuations in Bz associated with the
density filaments. Nevertheless, the results suggest that
8Figure 4. Time evolution of the wave energy averaged over the y direction given in units of upstream bulk kinetic energy:
σe = 3× 10−1 (left) and σe = 3× 10−3 (right).
the precursor wave power is nearly saturated at around
ωpet ' 450 in both cases at our fiducial resolution.
On the other hand, the lower resolution runs showed
continuous decrease (for σe = 3 × 10−3) or saturation
at a lower level (for σe = 3 × 10−1). Therefore, it is
natural that even lower resolution simulations reported
previously could not accurately reproduce the precursor
waves (Sironi & Spitkovsky 2009, 2011).
4.2. Precursor Heating
As shown in Figure 2, the x component of the elec-
tron four-velocity uxe in the precursor wave region for
σe = 3 × 10−1 has a substantial spread. However, we
found that particles’ velocities are merely oscillating in
the precursor wave electromagnetic field and that the
apparent broadening in the velocity distribution does
not indicate true heating.
To confirm this idea, Figures 6 and 7 show individ-
ual electron four-velocities (blue circle) and the Lorentz
force (red solid line) both in the upstream rest frame
calculated at each grid point along y/(c/ωpe) = 21 for
σe = 3 × 10−1 and σe = 3 × 10−3, respectively. Note
that Ex is weak because of the perfect symmetry in a
pair plasma. The top and bottom panels show the x and
y components, respectively, at ωpet = 500. In addition,
only 1% of the electrons located within one grid cell in
the y direction are shown. The prime indicates physi-
cal quantities measured in the upstream rest frame. It is
known that an electron motion in a plane, linearly polar-
ized monochromatic electromagnetic wave (with ω = kc)
propagating in the +x direction may be written as
ux =
a2
2
cos2 ω
(x
c
− t
)
, (4)
uy =a cosω
(x
c
− t
)
, (5)
where a = eδE/mecω is the strength parameter (see
Lyubarsky 2006) . The electrons obey these equations
quite well, suggesting that the particles in the upstream
are not actually thermalized but forced to oscillate in a
coherent manner by the wave electromagnetic field.
It is easy to confirm that the electromagnetic waves
propagating in a plasma always have superluminal phase
speeds. Therefore, they are not susceptible to resonant
wave-particle interactions and will not directly thermal-
ize the particles. Heating may occur when a parametric
instability produces longitudinal waves with subluminal
phase speeds, allowing energy to be absorbed by the par-
ticles via wave-particle resonances. The WFA is indeed
one of the examples of such heating. However, in the
present simulations, although filamentation instability
occurs, the electric field associated with the density fil-
aments is weak due to the symmetry in a pair plasma.
This is probably the reason why there is no true heating
in the precursor even in the presence of filamentation
instability.
In any case, the fast particle quiver motion may be-
have as an effective temperature that potentially reduces
the growth rate of the SMI. Note that the SMI results
from harmonic resonances between the relativistic par-
ticle gyromotion and the X-mode wave ω = nωce, where
integer n denotes the harmonic number of the resonance.
Amato & Arons (2006) reported that a finite thermal
spread in the ring distribution suppresses the growth
rate at higher harmonics, and the suppression becomes
increasingly significant at lower harmonic numbers as
the thermal spread of the particles increases. There-
fore, we think that the effective temperature may be re-
sponsible for the gradual decrease of the precursor wave
amplitude. The quasi-steady state in the final phase of
the simulations is probably determined by the balance
between wave generation and heating.
4.3. Wavenumber Spectra
Figure 8 shows the precursor wave power spectra in
wavenumber space normalized by the upstream ambi-
ent magnetic field energy density. The spectra were ob-
tained for a snapshot at ωpet = 500 by taking the Fourier
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Figure 6. Comparison of the Lorentz force (red solid line) with individual electron velocities (blue circle) for σe = 3 × 10−1.
The top and bottom panels show the x and y components, respectively.
transform in the region: rL < x−Xsh < rL + 50c/ωpe.
We applied the Hanning window to remove edge effects.
Note that the Nyquist wavenumber for our simulation
is kN = pi/∆x ∼ 120ωpe/c, and the precursor waves are
well resolved.
Each of these spectra has a lower cutoff wavenum-
ber. This can be explained by the wavenumber above
which the upstream-directed group velocity of the pre-
cursor wave is greater than the shock propagation veloc-
ity (Gallant et al. 1992). We estimated the theoretical
cutoff wavenumber (see Appendix B), which is shown by
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The white solid line indicates a theoretical cutoff wavenumber (see Appendix B).
the white solid line in Figure 8. The theoretical lower
cutoff wavenumber is roughly consistent with the mea-
sured one. The wave power to the right of the white solid
line may be attributed to the precursor waves propagat-
ing away from the shock front. Note that both spectra
have non-negligible wave power around kx = 0, and in
particular the power for σe = 3 × 10−1 has a substan-
tial fraction of the total wave power. Recall that we
excluded the region contaminated by the WI from this
analysis. Therefore, we think that waves around kx = 0
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are associated with the filamentation instability. These
filamentary structures generated in the upstream region
are convected by the upstream plasma flow, which then
interact with the shock.
4.4. σe Dependence
Now we discuss the σe dependence of the precursor
wave amplitude. The amplitude was calculated by in-
tegrating the power spectra as described above over the
whole wavenumber space. Figure 9 shows the precursor
wave power as a function of σe with two different nor-
malizations: one normalized to the upstream ambient
magnetic field (left) and another to the upstream bulk
kinetic energy (right). Figure 9 also shows 1D simula-
tion results and the results reported by Gallant et al.
(1992) for comparison. The amplitudes of the precur-
sor waves in 2D were systematically smaller than those
in the 1D results. This is more or less to be expected.
Because the inhomogeneity along the shock surface re-
duces the coherence of shock-reflected particles, the cold
ring distribution assumption may no longer valid and the
growth rate and saturation level of the SMI may become
smaller than that in 1D simulations. The σe dependence
shows a different behavior for σe ≤ 10−2, which may
be attributed to the WI. Although the wave power was
smaller than that in 1D results by roughly an order of
magnitude in the Weibel-dominated regime, the coher-
ent precursor waves continued to exist with amplitudes
sufficiently strong to substantially disturb the upstream
medium, confirming that the coherent electromagnetic
precursor wave emission is indeed an intrinsic aspect of
relativistic shocks.
5. DISCUSSION
5.1. SMI in the Weibel Region
Our simulation results suggest that precursor wave
emission via the SMI occurs even in the regime where
the WI produces a large-amplitude magnetic turbulence.
This sounds rather counterintuitive in the sense that the
WI and the SMI both grow from the same unstable dis-
tribution function: the dominant WI in a low-σe shock
may substantially distort the distribution function be-
fore electromagnetic waves are amplified by the SMI.
However, in reality, this is not the case and both insta-
bilities may actually coexist to some extent. This may
be understood as follows.
We may roughly estimate the effect of the Weibel-
generated turbulence on the particle trajectory by com-
paring the Lorentz force exerted by the ambient B1 and
the fluctuating magnetic field components δB. For this,
we assume that the fluctuation is random at scale length
longer than the coherence length λ of the turbulence. By
assumption, the turbulent magnetic field effect disap-
pears if the time scale is longer than the particle transit
time over the coherence length λ/c. Therefore, if the
Lorentz force arising from the fluctuation during this
time scale ∝ δBλ/c is smaller than the average Lorentz
force over the unperturbed cyclotron period B1/ωce:
δB
λ
c
. B1
ωce
, (6)
the particle performs, on average, a gyromotion with
respect to the ambient magnetic field. This condition
(Eq. 6) may be written as follows:
B .
(
λ
c/ωpe
)−2
, (7)
where B = δB
2/4piN1γ1mec
2 is the energy conversion
rate from upstream plasma kinetic energy into Weibel-
generated magnetic field energy. Equivalently, this may
be understood as the condition such that the Larmor
radius defined with respect to the fluctuation magnetic
field is larger than the coherence length of the turbu-
lence. Therefore, the particle cannot complete a full
gyromotion around the turbulent magnetic field.
It is interesting to note that the above condition is
solely determined by the properties of the WI, and in-
dependent of the shock parameters such as σe or γ1.
Noting that our simulations give B ∼ O(0.1) and
λ/(c/ωpe) ∼ O(1), we find that the condition (Eq. 7) is
always satisfied, and the unperturbed particle gyromo-
tion is sustained. We believe that this is the reason why
we observe large-amplitude waves even in the presence
of the strong Weibel turbulence.
Nevertheless, the effect of turbulence may not com-
pletely be neglected. Since the turbulent magnetic field
fluctuation gives random kicks during the gyromotion,
the coherence of the particle motion may be broken. In
other words, the fluctuation introduces an effective ther-
mal spread in the original otherwise cold ring distribu-
tion in momentum. As we already mentioned in §4.2, a
finite temperature reduces the growth rate of the SMI at
higher harmonics (Amato & Arons 2006). Therefore, the
wave power at higher frequency will be strongly reduced
in the Weibel turbulence. This probably leads to the
lower wave emission efficiency in the Weibel-dominated
regime, but the lower frequency waves being less affected
by the turbulence may persist with finite amplitude.
On the other hand, we expect that there will be a
lower limit for the magnetization rate below which co-
herent precursor waves cannot be generated. A lower
magnetization rate requires a higher harmonic number n
for a generated wave to propagate upstream because the
wave frequency must be larger than the cutoff frequency
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Figure 9. σe dependence of the precursor wave energy in two different normalizations. Left: normalized to the ambient
upstream magnetic field energy. Right: normalized to the upstream kinetic energy. The 1D simulation results by Gallant et al.
(1992) as well as the 1D and 2D simulation results of this study are shown in black, green and red, respectively.
ω = nωce &
√
2(1 + βshockγshock)ωpe (see Appendix B).
Therefore, the suppression of higher harmonic resonance
due to the finite temperature effect becomes progres-
sively important as decreasing σe. More quantitative
estimate for the lower limit will be addressed in the fu-
ture.
5.2. Particle Energy Spectra
Figure 10 shows the downstream energy spectra of
electrons for σe = 3 × 10−1 and 3 × 10−3 in the range
rL < x < Xsh − rL, which are normalized as follows:∫ ∞
1
fe(γ)dγ = 1. (8)
The positron energy spectra are identical to those of
electrons. The time evolution from ωpet = 50 to ωpet =
500 is shown. For σe = 3 × 10−1, the measured distri-
bution reaches a steady state at ωpet = 400 and can be
well fitted with the 2D relativistic Maxwellian,
f(γ)dγ ∝ γ exp(−γmc
2
kT
). (9)
This indicates that the particles downstream are com-
pletely thermalized and that the non-thermal particles
are not generated. In contrast, for σe = 3 × 10−3,
a suprathermal tail is clearly visible. The tail gradu-
ally approaches a power law with a spectral index of
p ∼ 2.6. The energy spectrum reaches a steady state
at ωpet ∼ 450, and the maximum Lorentz factor was
approximately at γsat ∼ 600. Sironi et al. (2013) re-
ported that efficient particle acceleration occurs in a
relativistic perpendicular shock propagating in a pair
plasma due to the strong turbulence generated by the
WI when σe . 3 × 10−3, and that the acceleration ef-
ficiency is independent of the bulk Lorentz factor γ1 if
γ1 & 10. Note that γ1 = 40 in our simulations satis-
fies this condition. However, the energy spectrum in our
simulation saturated faster than that in their simulation
possibly because our high-resolution simulation without
the application of digital filtering can accurately resolve
Weibel-generated turbulence. So far, we have not found
any evidence of precursor wave emission contributing
positively for the particle acceleration in a pair plasma
shock.
5.3. Applicability of WFA
Based on the simulation results, we now discuss the
application of the WFA model to astrophysical relativis-
tic shocks. As mentioned earlier, Lyubarsky (2006) and
Hoshino (2008) both presented 1D simulation results. In
contrast, the numerical resolution of the 2D simulations
presented by Sironi & Spitkovsky (2011) was probably
insufficient for this purpose. However, another approach
was taken by Kuramitsu et al. (2008), who assumed the
presence of precursor waves in their 2D PIC simulations.
Focusing only on the interaction between the precur-
sor and plasma in the upstream region, they injected
large-amplitude electromagnetic waves into a uniform
ion-electron plasma and investigated particle accelera-
tion efficiency. Although based on the strong assump-
tion, they found that efficient particle acceleration in-
deed occurs when the strength parameter of the elec-
tromagnetic wave a = eδE/mecω is greater than unity,
where δE is the amplitude of the wave electric field, and
ω is the wave frequency. The accelerated particle ex-
hibited a power-law like spectrum N(γ) ∝ γ−p with a
spectral index of roughly p ' 2.
To discuss the relation with the results by Kuramitsu
et al. (2008), we estimated the strength parameter of
the precursor waves from our simulation results. As
the strength parameter is the amplitude of the particle
quiver motion under the wave electromagnetic field, it
may be estimated from the transverse particle velocity in
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Figure 10. Downstream energy spectra of electrons: σe = 3× 10−1 (left) and σe = 3× 10−3 (right). The black dashed lines in
the left and right panels indicate a 2D relativistic Maxwellian and a power law distribution fitting result, respectively.
the upstream region. As discussed in §4.2, the particles
in the upstream region are forced to oscillate in veloc-
ity by the strong electromagnetic field of the precursors.
In the precursor region defined in §3.1, the oscillation
amplitude of the particle velocity was determined by in-
tegrating the Fourier spectrum of the transverse veloc-
ity (i.e., first-order velocity moment) fluctuations over
the wavenumber at ωpe = 500. The obtained strength
parameter is shown in Figure 11 by the solid line. An-
other way to estimate the strength parameter is to use
the precursor wave amplitude. Typical wavenumbers
kc/ωpe = 2−4 of the observed precursor wave combined
with the dispersion relation give the wave frequency as
follows:
ω
ωpe
∼ 3. (10)
The strength parameter a may then be estimated as
a = γ1
√
σe
ωpe
ω
δE
B1
' γ1√σeωpe
ω
δB
B1
∼
√
2
3
γ1
√
conv,
(11)
where conv = δB
2/8piN1γ1mec
2 is the energy conver-
sion rate from the upstream plasma kinetic energy into
the precursor wave energy. Figure 11 also shows the
strength parameter estimated in this manner by the
dashed line. It is readily apparent that the former
method (based on the particle quiver velocity) gives a
smaller value than the latter method (based on the wave
amplitude). This is natural because the latter estimate
(Eq. 11) uses conv as a proxy of the amplitude of a
monochromatic wave, whereas the actual spectra are
rather broadband in wavenumber. Nevertheless, it is
worth noting that both estimates give the same order
of magnitude and essentially the same tendency. The
strength parameter a & 1 implies that the precursor
waves are strongly unstable against parametric instabil-
ity. The formation of the observed density filaments is
consistent with this understanding.
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Figure 11. σe dependence of the strength parameters es-
timated by the amplitudes of electron quiver motion (solid
line) and precursor waves (dashed line).
We again emphasize that the WFA should not oc-
cur in a pair plasma. However, the observation of a
strong precursor-plasma interaction in the upstream re-
gion indicates that the same precursors will generate
large-amplitude Langmuir waves if propagating in an
ion-electron plasma.
The latter estimate predicts that the strength param-
eter of the precursor waves linearly scales with the shock
Lorentz factor. Therefore, highly-relativistic shocks as-
sociated with, for instance, external shocks of GRBs
may be an important site of the application of the WFA
model.
6. SUMMARY
In this study, we investigated the efficiency of coher-
ent electromagnetic precursor wave emission by the SMI
at relativistic magnetized shocks in pair plasmas via
2D PIC simulations. The precursor wave emission effi-
ciency was measured as a function of the magnetization
parameter σe, which well characterizes the relativistic
shocks. Although the wave power in 2D simulations was
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systematically smaller than that in the corresponding
1D results, it was sufficiently strong to produce large-
amplitude density filaments in the upstream medium.
We think that the formation of density filaments is due
to a filamentation instability excited by intense electro-
magnetic waves propagating in the upstream plasma.
The precursor wave emission continues even well after
the highly-disturbed upstream medium interacts with
the shock, and the amplitude reaches a quasi-steady
state level. At low σe, the power was roughly an order of
magnitude smaller than that in 1D simulations, which
may be attributed to the presence of the WI dominat-
ing the shock transition region. Nevertheless, we found
that large-amplitude precursor waves persist even in the
Weibel-dominated regime. Therefore, we conclude that
the emission of the coherent precursor waves is indeed
intrinsic to relativistic shocks, even if the multidimen-
sional effect is considered.
Based on the simulation results, we discussed the
applicability of the WFA model to astrophysical rela-
tivistic shocks. We concluded that the precursor wave
power may be sufficiently strong for the WFA at highly-
relativistic shocks in an ion-electron plasma. External
shocks in the relativistic jets from GRBs may be impor-
tant sites for the production of UHECRs via the WFA.
However, the actual particle acceleration efficiency must
be comprehensively examined by directly performing
simulations for relativistic ion-electron shocks. This will
be a subject for future research.
Numerical computations were carried out on Cray
XC30 at Center for Computational Astrophysics, Na-
tional Astronomical Observatory of Japan.
APPENDIX
A. NUMERICAL CONVERGENCE
We also performed 1D PIC simulations for numerical convergence study. The simulation setup was identical to that
described in §2, except for the number of grids and particles per cell. We used the same 2D simulation code with
two grid points in the y direction. For technical reasons, this is the minimum number of grid points in the transverse
direction.
First, we investigated the dependence on the number of particles per cell N1∆x for each species and found that the
results did not change as long as N1∆x & 64. However, for a smaller number of particles, the measured amplitude
shows non-negligible decrease, probably due to enhanced numerical collisions. In general, the effect of numerical
collision becomes smaller as the dimensionality increases (Kato 2013; May et al. 2014). Therefore, N1∆x = 64 is
sufficient for 2D simulations.
Next, we studied the dependence on the grid size ∆x. For this study, we fixed the box size to Nx∆x/(c/ωpe) = 500
where Nx is the number of gird points. For each σe, we performed simulations for the following four different resolutions:
∆x/(c/ωpe) = 1/10, 1/20, 1/40 and 1/80.
Figure 12 shows the overall shock structure at ωpet = 500 for σe = 3 × 10−1 for ∆x/(c/ωpe) = 1/10 (left) and
∆x/(c/ωpe) = 1/40 (right). Shown from top to bottom are the electron number density Ne, the z component of
magnetic field Bz, the x component of the electric field Ex, and the phase-space plots in x−ux and x−uy, respectively.
All quantities are normalized by the corresponding upstream values. It is clear that the positions of the shock
front are different between the two cases: at x/(c/ωpe) ∼ 270 for ∆x/(c/ωpe) = 1/10 and at x/(c/ωpe) ∼ 240 for
∆x/(c/ωpe) = 1/40. We think that the difference in shock propagation velocity arises due to different precursor
wave emission efficiencies, as shown in Figure 12. The increased precursor wave emission indicates a larger fraction
of the energy flux carried away from the shock, thereby modifying the Rankine-Hugoniot relation. In Appendix B,
we show actually that the precursor emission has substantial effect on the shock propagation speed in this parameter
range. In contrast, the precursor region ahead of the shock is more extended in higher resolution runs than in lower
resolution runs. This is in contrast to the shock propagation speed, and may be explained by analyzing the emitted
wave spectrum.
The power spectra of the precursor waves are shown in Figure 13. The spectra were obtained for snapshots at
ωpet = 500 by taking the Fourier transform in the region rL < x−Xsh < rL + 50c/ωpe. The Nyquist wavenumbers are
kN ∼ 30ωpe/c and kN ∼ 120ωpe/c for ∆x/(c/ωpe) = 1/10 and ∆x/(c/ωpe) = 1/40, respectively. Both the maximum
wavenumber and the peak power are greater for ∆x/(c/ωpe) = 1/40 than for ∆x/(c/ωpe) = 1/10. Because the group
velocity of electromagnetic waves increases with the wavenumber, the precursor waves in the higher resolution run can
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Figure 12. Comparison of 1D PIC simulations for σ = 3 × 10−1 at two different resolutions: ∆x/(c/ωpe) = 1/10 (left) and
∆x/(c/ωpe) = 1/40 (right). Top to bottom: electron number density Ne, z component of magnetic field Bz, x component of
electric field Ex, and phase-space plots in x− ux and x− uy at ωpet = 500, respectively.
propagate farther away from the shock front than at lower resolution. In addition, numerical damping (which is more
significant at lower resolution) may also contribute to waves during long-distance propagation.
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Figure 13. Wavenumber power spectra for precursor waves normalized by upstream ambient magnetic field at ωpet = 500 for
σe = 3× 10−1: ∆x/(c/ωpe) = 1/10 (left) and ∆x/(c/ωpe) = 1/40 (right).
Figure 14 shows the σe dependence of the wave energy density normalized by the total upstream bulk kinetic energy
for ∆x/(c/ωpe) = 1/10, 1/20, 1/40 and 1/80. The amplitude was calculated by integrating the power spectra over the
whole wavenumber space. Error estimates were obtained by taking the standard deviation during the time interval
500 ≤ ωpet ≤ 520. The wave amplitude systematically increases along with the resolution for all σe and more or less
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converges for ∆x/(c/ωpe) ≤ 1/40. This numerical convergence study confirms that the precursor wave emission is
indeed very sensitive to numerical resolution. Based on this result, we used ∆x/(c/ωpe) = 1/40 for the 2D simulations
discussed in the main text.
10-3 10-2 10-1 100
σe
10-4
10-3
10-2
10-1
100
δB
2
/8
pi
γ
1
N
1
m
e
c2
∆x/(c/ωpe) = 1/10
∆x/(c/ωpe) = 1/20
∆x/(c/ωpe) = 1/40
∆x/(c/ωpe) = 1/80
Figure 14. The σe dependence of the precursor wave energy normalized by the upstream bulk kinetic energy. The results for
∆x/(c/ωpe) = 1/10, 1/20, 1/40 and 1/80 are shown by blue, green, red and cyan lines respectively.
B. CUTOFF WAVENUMBER
We here estimate a theoretical cutoff wavenumber, above which electromagnetic waves may escape from the shock
upstream using the X-mode dispersion relation in a cold pair plasma. In the plasma rest frame, this relation is given
by
n′2 = 1− 2ω
2
pe
ω′2 − σeω2pe
, (B1)
where the prime indicates physical quantities measured in the plasma rest frame and n′ ≡ ck′/ω′ is the refraction
index. By performing Lorentz transformation to the simulation frame, the dispersion relation upstream becomes
ω2
ω2pe
=
2
1− n2 +
σe
γ21(1 + β1n cos θ)
2
, (B2)
where θ is the angle between the wave propagation direction and the x axis. As the precursor wave traveling upstream
is considered, θ varies from −pi/2 to pi/2. Therefore, 1 + β1n cos θ is always greater than unity, and we can safely
neglect the second term in Eq. B2 for σe/γ
2
1  1, which is satisfied in our simulations. This leads to the dispersion
relation B2, which is identical to that for a weakly magnetized plasma (σe  1) in the plasma rest frame:
ω2 ' 2ω2pe + k2c2. (B3)
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Now, the group velocity of the precursor wave can be expressed as
vg ≡ dω
dk
=
kc2√
2ω2pe + k
2c2
. (B4)
Equating the x component of the group velocity vg cos θ with the shock velocity cβshock, we obtain the cutoff wavenum-
ber
kx = βshockγshock
√
k2y +
2ω2pe
c2
. (B5)
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Figure 15. Comparison of the shock velocity measured in simulations with Rankine-Hugoniot relations. The dashed line shows
the ideal MHD Rankine-Hugoniot prediction. The filled circles and open triangles show the measured shock velocity, and the
shock velocity obtained by the modified Rankine-Hugoniot conditions, respectively.
Determining the shock velocities is essential to calculate the theoretical cutoff wavenumber. The shock velocities
were measured based on the time evolution of the electron number density averaged over the y direction. The σe
dependence of the shock velocity is shown in Figure 15. The filled circles are the simulation results, which clearly
deviate, particularly at higher σe, from the dashed line, showing the ideal MHD Rankine-Hugoniot prediction calculated
with an adiabatic index of Γ = 3/2. This is because the electromagnetic precursor waves are not considered in the
ideal MHD Rankine-Hugoniot condition. We examined the consistency between the simulations and theory considering
the effect of precursor wave emission in the energy and momentum conservation laws. Namely, the shock velocity is
calculated by solving the conservation laws using the energy and momentum fluxes of the precursors in the simulations
(see Gallant et al. 1992). The open triangles in Figure 15 show the estimate based on the modified Rankine-Hugoniot
conditions. This agrees quite well with the observed shock velocity, which we used to estimate the cutoff wavenumber.
C. WEIBEL INSTABILITY
To confirm that the fluctuating magnetic fields near the shock front in the simulation with σe = 3 × 10−3 result
from the WI, we here compare the time evolution of the magnetic field with the linear growth rate of the WI. The
18
maximum value of the fluctuating magnetic field energy averaged over the y axis is determined for each snapshot
(solid line in Figure 16). The fluctuating magnetic field energy is normalized by the upstream bulk kinetic energy.
For a low σe shock wherein the WI substantially grows in amplitude, we may use a linear growth rate obtained for an
unmagnetized plasma. Schaefer-Rolffs & Tautz (2008) discussed the linear theory of the WI for the monochromatic,
waterbag, bi-Maxwellian and κ distribution functions. In all these distributions, the dispersion relation reduces to
ω4 − (2ω2pe + c2k2)ω2 − ω2pec2k2 = 0 (C6)
for sufficiently strong anisotropy. Note that the relativistic effect was appropriately considered when calculating the
linear growth rate. The maximum linear growth rate Γmax can be estimated from the dispersion relation C6
Γmax ∼ ωpe, (C7)
which is indicated in Figure 16 by the dashed line. We see that the linear theory is consistent with the simulation
result. The energy density of the generated magnetic field saturates at around 10− 20% of the upstream bulk kinetic
energy. This result is also consistent with those of the previous studies (Kato 2007; Chang et al. 2008; Sironi &
Spitkovsky 2011). Therefore, we conclude that the filamentary magnetic field structure in the shock transition region
results from the WI.
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Figure 16. Time evolution of the magnetic field energy normalized by the upstream bulk kinetic energy. The solid line indicates
the simulation results, whereas the dashed line indicates the prediction from the linear theory.
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