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Stabilization on periodic impulse control systems ∗
Shulin Qin†, Gengsheng Wang‡, Huaiqiang Yu§
Abstract
This paper studies the stabilization for a kind of linear and impulse control systems in
finite-dimensional spaces, where impulse instants appear periodically. We present several
characterizations on the stabilization; show how to design feedback laws; and provide locations
for impulse instants to ensure the stabilization. In the proofs of these results, we set up a
discrete LQ problem; derived a discrete dynamic programming principle, built up a variant
of Riccati’s equation; applied repeatedly the Kalman controllability decomposition; and used
a controllability result built up in [17].
Keywords. Impulse control systems, characterizations for stabilization, periodic impulse instants,
variant of Riccati’s equations
2010 AMS Subject Classifications. 93C15, 93D15
1 Introduction
1.1 Control system and strategy
Given a state matrix A ∈ Rn×n, a number ~ ∈ N+ := {1, 2, . . .}, ~ control matrices {Bk}~k=1 ⊂
Rn×m and impulse instants Λ~ := {tj}j∈N (Here, N := {0, 1, 2, . . .}.) with
t0 := 0 < t1 < t2 < · · · and tj+~ − tj = t~ ∀ j ∈ N
+, (1.1)
we consider the impulse control system:{
x′(t) = Ax(t), t ∈ R+ \ Λ~,
△x(tj) = Bϑ(j)uj , j ∈ N
+,
(1.2)
where R+ := [0,∞), △x(tj) := x(t
+
j )− x(tj), u := (uj)j∈N+ ∈ l
2(N+;Rm) and
ϑ(j) := j − [j/~]~ ∀ j ∈ N+. (1.3)
Here, [s] := max{k ∈ N : k < s} for each s > 0. (Notice that for each 1 ≤ j ≤ ~ and each
k ∈ N+, we have ϑ(j + k~) = ϑ(j) = j.) Several notes are given in order:
• Throughout the paper, ~ ∈ N+ is arbitrarily fixed and Λ~ denotes an element in the set:
I~ :=
{
Λ~ = {tj}j∈N : tj+1 > tj > t0 = 0 and tj+~ − tj = t~ ∀j ∈ N
+
}
. (1.4)
Each Λ~ = {tj}j∈N ∈ I~ satisfies
{tj~+k − tj~}
~
k=1 = {tj~+k − jt~}
~
k=1 = {tk}
~
k=1 ∀j ∈ N. (1.5)
Because of such periodicity, we call (1.2) an ~-periodic impulse control system.
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• The control strategy in (1.2) can be explained by two ways. Way One: With ~ control
matrices {Bj}~j=1 and impulse instants {tj}j∈N (obeying (1.1)) in hands, we put periodically
the control matrices into the system x′ = Ax at the impulse instants. Way Two: With ~
control matrices {Bk}~k=1 in hands, we first choose impulse instants {tj}j∈N satisfying (1.1),
then put the control matrices periodically into the system x′ = Ax at the impulse instants. It
deserves mentioning that (1.2) contains only ~ control matrices, but infinitely many controls.
In the first way mentioned above, we denote the system (1.2) by (A, {Bk}~k=1,Λ~). In the
second way, we treat the system (1.2) as a pair (A, {Bk}~k=1), while treat Λ~ as an auxiliary
of controls (uj)j∈N+ .
• The control system (1.2) can be understood as a model describing a kind of multi-person
cooperation.
• When ~ = 1, we necessarily have a constant τ > 0 so that tj = jτ for all j ∈ N. However,
the case that B = Bk ∀ k may correspond to any ~ ∈ N+ and any {tj}j∈N satisfying (1.1).
When Bk = B ∈ Rn×m ∀ k ∈ {1, 2, . . . , ~}, we simply write {B} for {Bk}~k=1 if there is no
risk causing any confusion.
• One can easily check that for each x0 ∈ Rn and each u := (uj)j∈N+ ∈ l
2(Rm), the system
(1.2), with the initial condition x(0) = x0, has a unique solution x(·;u, x0) in PC(R+;Rn),
the space of all functions from R+ to Rn, which are left continuous over R+, continuous
over R+ \ {tj}j∈N+ , and have discontinuities of first kind at the points {tj}j∈N+ . (Here
and throughout the paper, l2(Rd), d ∈ N+, stands for l2(N+;Rd). The same is said about
l∞(Rd).) Furthermore, we have
x(t;u, x0) = e
Atx0 +
∑
0<tj<t
eA(t−tj)Bϑ(j)uj for any t ∈ R
+.
• The way that {Bk}
~
k=1 and (uj)j∈N+ affect the system (1.2) differs from the way that B and
v affect the usual control system:
x′(t) = Ax(t) +Bv(t), t ∈ R+, where v ∈ L2(R+;Rm). (1.6)
Notice that the system (1.6) is time-invariant, while the system (1.2) is time-varying in the
sense: control matrices varies at impulse instants ~-periodically.
1.2 Main problems
We begin with introducing several concepts.
• The system (A, {Bk}~k=1,Λ~) (or (1.2)) is said to be ~-stabilizable if there is a sequence of
feedback laws {Fk}~k=1 ⊂ R
m×n so that the following closed-loop system is stable:{
x′(t) = Ax(t), t ∈ R+ \ Λ~,
△x(tj) = Bϑ(j)Fϑ(j)x(tj), j ∈ N
+.
(1.7)
Here, the stability of (1.7) means that there is M > 0 and µ > 0 so that any solution xF (·)
to (1.7) satisfies
‖xF (t)‖Rn ≤Me
−µt‖xF (0)‖Rn ∀ t ∈ R
+. (1.8)
We simply write F := {Fk}~k=1 (call it a feedback law) and denote the closed-loop system
(1.7) by (A, {BkFk}~k=1,Λ~). Since {Fk}
~
k=1 appear at time instants Λ~ ~-periodically, the
feedback law F is indeed ~-periodic time-varying.
• A pair (A, {Bk}~k=1) is said to be ~-stabilizable if there is Λ~ so that the system (A, {Bk}
~
k=1,Λ~)
is ~-stabilizable.
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This paper mainly concerns the following problems on the stabilization for the system (1.2):
• What is the characterization of the ~-stabilization for a system (A, {Bk}~k=1,Λ~)?
• When a system (A, {Bk}
~
k=1,Λ~) is ~-stabilizable, how to design a feedback law?
• What is the characterization of the ~-stabilization for a pair (A, {Bk}
~
k=1)?
• When a pair (A, {Bk}~k=1) is ~-stabilizable, how to choose Λ~ so that (A, {Bk}
~
k=1,Λ~) is
~-stabilizable?
We now explain why these problems deserve to be studied. First, in the classical control theory
of linear ODEs, the characterization on the stabilization for the control system (1.6) (or (A,B))
is the well-known Kalman’s criterion: Rank (λI −A,B) = n for all λ ∈ C+ := {z ∈ C : Re z ≥ 0}.
When (A,B) is stabilizable, the feedback law can be obtained from the Riccati equation. These
constitute fundamental stabilization theory for the control system (1.6). From this point of view,
the first three problems mentioned-above are fundamental on the stabilization for the periodic
impulse control system (1.2). Second, Λ~ gives locations where control matrices are put and
controls are active. This shows the importance of the last problem mentioned-above.
1.3 Main results
The first main theorem concerns characterizations of ~-stabilization for a system (A, {Bk}~k=1,Λ~)
and the design of a feedback law. We start with the following notations:
M
d
~
:= {(Mj)j∈N+ ∈ l
∞(Rd×d) : Mj+~ =Mj ∀j ∈ N
+};
M
d
~,+ := {(Mj)j∈N+ ∈M
d
~
: eachMj is symmetric and positive definite}, d ∈ N
+.
Arbitrarily fix Q := (Qj)j∈N+ ∈ M
n
~,+ and R := (Rj)j∈N+ ∈ M
m
~,+. We consider the LQ problem
(associated with a control system (A, {Bk}~k=1,Λ~), where Λ~ = {tj}j∈N ∈ I~):
(I-I-LQ): Given x0 ∈ Rn, find a control u∗ = (u∗j )j∈N+ ∈ Uad(x0) so that
J(u∗;x0) = inf
u∈Uad(x0)
J(u;x0),
where
Uad(x0) := {u = (uj)j∈N+ ∈ l
2(Rm) : (x(tj ;u, x0))j∈N+ ∈ l
2(Rn)}; (1.9)
J(u;x0) :=
+∞∑
j=1
[〈Qjx(tj ;u, x0), x(tj ;u, x0)〉Rn + 〈Rjuj, uj〉Rm ] , u ∈ Uad(x0). (1.10)
Here, 〈·, ·〉Rn and 〈·, ·〉Rm stands for the usual inner products in Rn and Rm. In this paper, we
simply denote them by 〈·, ·〉 if there is no risk causing any confusion.
Next, we introduce the variant of Riccati’s equation (which is associated with (I-I-LQ)):
e−A
⊤(tk+1−tk)Pke
−A(tk+1−tk) − Pk+1
= Qk+1 − Pk+1Bk+1(Rk+1 +B⊤k+1Pk+1Bk+1)
−1B⊤k+1Pk+1, 0 ≤ k ≤ ~− 1,
P0 = P~.
(1.11)
Several notes on (I-I-LQ) and (1.11) are given in order.
• Double I in the notation (I-I-LQ) denotes the abbreviations of infinite horizon and impulse
controls. In this LQ problem, Uad(x0) is called an admissible set, which is independent of
the choice of Q and R, while J(·;x0) is called a cost functional which depends on the choice
of Q and R.
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• In (1.11), unknowns Pk, k = 0, 1, . . .~, are n × n real, symmetric and positive definite
matrices. The solution of (1.11), if exists, is denoted by {Pk}~k=0.
Theorem 1.1. Given (A, {Bk}~k=1,Λ~), the following statements are equivalent:
(i) The system (A, {Bk}~k=1,Λ~) is ~-stabilizable.
(ii) For each x0 ∈ Rn, the admissible set Uad(x0) is not empty.
(iii) For any Q ∈Mn
~,+ and R ∈M
m
~,+, the equation (1.11) has a unique solution {Pk}
~
k=0.
(iv) There is Q ∈Mn
~,+ and R ∈M
m
~,+ so that the equation (1.11) has a unique solution {Pk}
~
k=0.
Furthermore, if one of above items is true, then the feedback law F = {Fk}~k=1 can be designed in
the following manner: First, take arbitrarily Q ∈ Mn
~,+ and R ∈ M
m
~,+, then solve (1.11) to get
{Pk}~k=0, finally set
Fk := −
(
Rk +B
⊤
k PkBk
)−1
B⊤k Pk for each k = 1, . . . , ~. (1.12)
Several notes on Theorem 1.1 are given in order:
• In Theorem 1.1, our feedback controls are as: (uj)j∈N+ = (Fϑ(j)x(tj))j∈N+ . When we replace
△x(tj) by△−x(tj) := x(tj)−x(t
−
j ) in (1.2), we can get the same results as those in Theorem
1.1, but feedback controls should be (uj)j∈N+ = (Fϑ(j)x(t
−
j ))j∈N+ .
• If ~ = 1, B1 = B, Λ1 = {jτ}j∈N (with τ > 0), Q1 = In and R1 = Im, then (1.11) reads:
e−A
⊤τPe−Aτ − P = In − PB(Im + B
⊤PB)−1B⊤P. (1.13)
When (A, {B},Λ1) is 1-stabilizable, the feedback law can be taken as:
F = {Fk}
1
k=1, with F1 := −(Im +B
⊤PB)−1B⊤P,
where P is the solution of the equation (1.13).
The second main theorem concerns characterizations of the ~-stabilization for a pair (A, {Bk}~k=1).
Theorem 1.2. Given (A, {Bk}
~
k=1), the following statements are equivalent:
(i) The pair (A, {Bk}~k=1) is ~-stabilizable.
(ii) For any λ ∈ C+, it holds that Rank (λIn −A,B1, · · · , B~) = n.
(iii) For any λ ∈ σ(A) ∩ C+, it holds that Rank (λIn −A,B1, · · · , B~) = n.
Here, σ(A) denotes the spectrum of A.
We now give a remark on Theorem 1.2.
• By the classical stabilization theory on (1.6) and by using Theorem 1.2, we can easily see
that the system (1.6) is stabilizable if and only if the system (1.2), where Bk = B for all
k, is ~-stabilizable. This gives connection between the usual control system (1.6) and the
periodic impulse control system (1.2), from perspective of the stabilization.
The third main theorem gives, for an ~-stabilizable pair (A, {Bk}~k=1), a set of such Λ~ making
(A, {Bk}~k=1,Λ~) ~-stabilizable. We start with some notations. Given (A, {Bk}
~
k=1), we write
B :=
(
B1 B2 · · · B~
)
(∈ Rn×m~) (1.14)
and let
dA := min {pi/|Imλ| : λ ∈ σ(A)} . (1.15)
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(Here, we use the convention: 10 = +∞.) Given C ∈ R
i×i and D ∈ Ri×k with i, k ∈ N+, we write
qi,k(C,D) := max{dimV iC(d) : d is a column of D}, (1.16)
where V iC(d) := span{d, Cd, . . . , C
i−1d} (the linear subspace generated by all column vectors d,
Cd . . . , Ci−1d). Let
LA,B,~ := {{tj}j∈N ⊂ R
+ : Card((s, s+ dA) ∩ {tj}j∈N) ≥ ~(q
n,m~(A,B) + 2) ∀s ∈ R+}, (1.17)
where Card((s, s+ dA)∩ {tj}j∈N) denotes the number of elements of the set (s, s+ dA)∩ {tj}j∈N.
Theorem 1.3. If a pair (A, {Bk}~k=1) is ~-stabilizable, then for any Λ~ in I~∩LA,B,~, the system
(A, {Bk}~k=1,Λ~) is ~-stabilizable.
Several notes on Theorem 1.3 are given in order:
• We have that I~ ∩ LA,B,~ 6= ∅ for any ~ ∈ N+. Indeed, when 0 < τ <
dA
~[qn,m~(A,B)+2]+2
, we
have that Λ~ = {jτ}j∈N ∈ I~ ∩ LA,B,~.
• In the case that σ(A) ⊂ R, we have dA = +∞ which implies any infinite sequence {tj}j∈N
of R+ with tj → +∞ as j → +∞ is in LA,B,~. So if (A, {Bk}~k=1) is ~-stabilizable and
σ(A) ⊂ R, then ∀ Λ~ ∈ I~, (A, {Bk}~k=1,Λ~) is ~-stabilizable.
1.4 Novelties of this paper
• The control strategy presented in (1.2) seems to be new for us.
• It seems for us that characterizations on the stabilization for impulse control systems have
not been touched upon. (At least, we do not find any such literature.) From this perspective,
the equivalent results in Theorem 1.1, as well as in Theorem 1.2, are new.
• It seems for us that studies on locations of impulse instants for the stabilization of impulse
control system have not been touched upon. (At least, we do not find any such literature.)
From this perspective, Theorem 1.3 is new.
• Since controls affect (1.2) and (1.6) in different ways, we set up (I-I-LQ) which differs from
the usual LQ problem for the control system (1.6). This modified LQ problem leads to a
discrete dynamic programming principle, from which, we get the variant of Riccati’s equation
(1.11) and the feedback law (1.12) differing from those for the usual control system (1.6).
1.5 Related works
• About the stabilization for impulse control systems, we would like to mention [1, 8, 9, 12,
14, 16] and the references therein.
In [12], the authors studied the stabilization for the system:
x′(t) = Ax(t) +Bu(t), t ∈ R+ \ {tj}j∈N+ , x(t
+
j ) = AIx(tj), j ∈ N
+.
Under some assumption on time instants {tj}j∈N+ , it was obtained that if the above system
has some reachable property, then it is stabilizable. This result was generalized in [14] via
another way.
In [9], the author built up a Kalman-type controllability decomposition for the system:
x′(t) = Ax(t) +Bu(t), t ∈ R+ \ {tj}j∈N+ , x(t
+
j ) = AIx(tj) +BIuj , j ∈ N
+.
Based on the decomposition, a necessary condition, as well as a sufficient condition, for
the stabilization of the above system was given. Both results are related to some kind of
reachability. The stabilization of the above system was also studied in [8].
In [16], the authors studied the stabilization for impulse control heat equations.
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• About the controllability for impulse control systems, we mention works: [3, 4, 5, 13, 17, 20,
23] and the references therein.
The work [13] concerns the system:
x′(t) = Ax(t) +Bu(t), t ∈ R+ \ {tj}j∈N+ , x(t
+
j ) = AIx(tj) +BIuj , j ∈ N
+.
The authors gave links among reachable sets, some invariant subspaces and the feedback-
reversibility.
In [17], the authors studied the controllability for the system:
x′(t) = Ax(t), t ∈ [0, T ] \ {tj}
q
j=1, △x(tj) = Buj , j ∈ {1, 2, . . . , q}.
(Here T > 0, q ∈ N+ and {tj}
q
j=1 ⊂ (0, T ).) They found q
n,m(A,B) ∈ N+ (defined in
(1.16) with C = A and D = B) so that for each q ≥ qn,m(A,B) and each {tj}
q
j=1 ⊂ (0, T )
with tq − t1 < dA, the above system is controllable, provided that (A,B) holds Kalman
controllability rank condition. This result is used in the proofs of Theorem 1.2, as well as
Theorem 1.3.
• About optimal control for impulse control systems, we mention the works: [2, 11, 15, 19, 22]
and the references therein.
• About general theory for impulse systems, we refer readers to [7, 10, 21] and the references
therein.
1.6 Plan of this paper
The rest of this paper is organized as follows: Section 2 proves Theorem 1.1. Section 3 shows
Theorem 1.2 and Theorem 1.3. Section 4 gives conclusions and perspectives.
2 Proof of main results (Part I)
The aim of this section is to prove Theorem 1.1.
2.1 On LQ problem
We arbitrarily fix a system (A, {Bk}~k=1,Λ~), Q = (Qj)j∈N+ ∈ M
n
~,+ and R = (Rj)j∈N+ ∈ M
m
~,+.
Recall (1.9) and (1.10) for the definitions of Uad(x0) and J(u;x0). Throughout this subsection,
we assume
Uad(x0) 6= ∅ for all x0 ∈ R
n. (2.1)
The value-function of the problem (I-I-LQ) is defined as:
V (x0) := inf
u∈Uad(x0)
J(u;x0), x0 ∈ R
n. (2.2)
Because of (2.1), we have that V (x0) < +∞ for each x0 ∈ Rn. From (2.2), (1.9) and (1.10), one
can directly check that V (·) is continuous and satisfies the parallelogram law:
V (x0 + y0) + V (x0 − y0) = 2(V (x0) + V (y0)) for all x0, y0 ∈ R
n.
(We omit the detailed proof here.) Then by [6, Theorem 3], we have
Lemma 2.1. There is a symmetric and positive definite matrix P ∈ Rn×n so that V (x0) =
〈Px0, x0〉 for all x0 ∈ Rn.
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Let x(·;u, x0, l), with l ∈ N and x0 ∈ Rn, be the solution to the equation:
x′(t) = Ax(t), t ∈ (tl,+∞) \ Λ~,
△x(tj) = Bϑ(j)uj, j > l,
x(t+l ) = x0.
We define, for each x0 ∈ Rn and each l ∈ N,
Uad(x0; l) := {u ∈ l
2(Rm) : (x(tj ;u, x0, l))j>l ∈ l
2(Rn)}; (2.3)
J(u;x0, l) :=
+∞∑
j=l+1
[
〈Qjx(tj ;u, x0, l), x(tj ;u, x0, l)〉+ 〈Rjuj, uj〉
]
, u ∈ Uad(x0; l). (2.4)
(They correspond to Uad(x0) and J(u;x0) respectively.) One can easily check that
Uad(x0; 0) = Uad(x0) ∀ x0 ∈ R
n (2.5)
and that for any t > tl (with l ∈ N), x0 ∈ Rn and u ∈ Uad(x0; 0),
x(t;u, x0) = x(t;u, x0, 0) = x(t;u, x(t
+
1 ;u, x0), 1) = · · · = x(t;u, x(t
+
l ;u, x0), l). (2.6)
We now consider, for each l ∈ N, the LQ problem (I-I-LQ)l: Given x0 ∈ Rn, find a control
u∗l ∈ Uad(x0; l) so that
V (x0; l) := inf
u∈Uad(x0;l)
J(u;x0, l) = J(u
∗
l ;x0, l). (2.7)
It is clear that (I-I-LQ)0 coincides with (I-I-LQ) and V (·) = V (·; 0) (see (2.2)). We call V (·; l)
the value-function of (I-I-LQ)l.
Lemma 2.2. For any l ∈ N+ and x0 ∈ Rn, it holds that Uad(x0; l) 6= ∅ and V (x0; l) < +∞.
Proof. Arbitrarily fix l ∈ N+ and x0 ∈ Rn. First of all, we have Uad(x0; 0) 6= ∅ ∀ x0 ∈ Rn, because
of (2.1) and (2.5). We now claim
Uad(x0;N~) 6= ∅ for any x0 ∈ R
n and N ∈ N+. (2.8)
To this end, we arbitrarily fix N ∈ N+. Define a map H : l2(Rm) → l2(Rm) in the following
manner: Given u = (uj)j∈N+ ∈ l
2(Rm), let
H(u) := v = (vj)j∈N+ with vj = uj+N~ for all j ∈ N
+. (2.9)
By (2.9), (1.1) and (1.3), we can directly check that for each u ∈ l2(Rm),
x(tj+N~;u, x0, N~) = x(tj ;H(u), x0, 0) for all j ∈ N
+. (2.10)
By (2.10) and (2.3), we can easily find
u ∈ Uad(x0;N~)⇔ H(u) ∈ Uad(x0; 0). (2.11)
Since H is surjective and Uad(x0; 0) 6= ∅, we get (2.8) from (2.11).
Next, we let N = [l/~] (which implies N~ < l ≤ (N + 1)~). By (2.8), we can take
vˆ = {vˆj}j∈N+ ∈ Uad(e
A(t(N+1)~−tl)x0; (N + 1)~). (2.12)
Define uˆ = (uˆj)j∈N+ in the manner: uˆj := 0, when 1 ≤ j ≤ (N+1)~; uˆj := vˆj , when j > (N+1)~.
Then by (2.6), we see
x(tj ; uˆ, x0, l) =
{
eA(tj−tl)x0, if l ≤ j ≤ (N + 1)~,
x(tj ; vˆ, e
A(t(N+1)~−tj)x0, (N + 1)~), if j > (N + 1)~.
This, along with (2.12), yields (x(tj ; uˆ, x0, l))j>l ∈ l2(Rn) which implies uˆ ∈ Uad(x0; l). So
Uad(x0; l) 6= ∅, which, along with (2.7), shows that V (x0; l) < +∞. This ends the proof.
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By Lemma 2.2, we see that V (x0; l) < +∞ for all l ∈ N and x0 ∈ Rn.
Lemma 2.3. (i) For each l ∈ N, there is a symmetric and positive definite matrix Pl ∈ Rn×n
such that V (x0; l) = 〈Plx0, x0〉 for any x0 ∈ Rn;
(ii) It holds that Pl+~ = Pl for all l ∈ N.
Proof. The proof of the claim (i). One can use Lemma 2.2 to see that for each l ∈ N, V (·; l) is
continuous and satisfies the parallelogram law. Then the desired result follows from [6, Theorem
3].
The proof of the claim (ii). By the claim (i) of this lemma, we see that it suffices to show that,
for each l ∈ N,
V (x0; l) = V (x0; l + ~) for any x0 ∈ R
n. (2.13)
We only show (2.13) for the case that l = 0, i.e.,
V (x0; 0) = V (x0; ~) for any x0 ∈ R
n. (2.14)
The general cases can be proved by the same way. To prove (2.14), we arbitrarily fix x0 ∈ Rn.
Define a map H~ : l2(Rm)→ l2(Rm) by
H~(u) := v with vj = uj+~ for each j ∈ N
+. (2.15)
Then H~ is surjective. By (2.15), (1.1) and (1.3), we can directly check that for each u ∈ l2(Rm),
x(tj+~;u, x0, ~) = x(tj ;H~(u), x0, 0) for all j ∈ N
+. (2.16)
From (2.15), (2.16) and (2.3), we find
H~(u) ∈ Uad(x0; 0)⇔ u ∈ Uad(x0; ~). (2.17)
Since Qj+~ = Qj and Rj+~ = Rj for each j ∈ N+, we see from (2.17) and (2.16) that
J(u;x0, ~) = J(H~(u);x0, 0), when u ∈ Uad(x0; ~). (2.18)
By (2.17) and (2.18), we find
V (x0; 0) ≤ J(H~(u);x0, 0) = J(u;x0, ~) for each u ∈ Uad(x0; ~),
which, together with (2.7), leads to
V (x0; 0) ≤ V (x0; ~). (2.19)
We next show the reverse of (2.19). By (2.7), we can find, for each ε > 0, a control vε ∈ U(x0; 0)
so that
V (x0; 0) + ε ≥ J(vε;x0, 0). (2.20)
Since H~ is surjective, there is uε ∈ l2(Rm) so that H~(uε) = vε. This, along with (2.17), leads to
uε ∈ Uad(x0; ~). (2.21)
From (2.21) and (2.18), we find that J(uε;x0, ~) = J(vε;x0, 0). This, together with (2.20) and
(2.7), yields
V (x0; 0) + ε ≥ J(vε;x0, 0) = J(uε;x0, ~) ≥ V (x0; ~).
Sending ε → 0 in the above gives V (x; 0) ≥ V (x; ~), which, together with (2.19), leads to (2.14).
This ends the proof.
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The next Lemma 2.4 gives a discrete dynamic programming principle associated to (I-I-LQ)l.
Throughout this lemma and its proof, we will use the notations: For each v ∈ l2(Rm), x0 ∈ Rn,
l ∈ N, we let
q(j; v, x0, l) := 〈Qjx(tj ; v, x0, l), x(tj ; v, x0, l)〉+ 〈Rjvj , vj〉, j = l + 1, l+ 2, . . . . (2.22)
For each w = (w1, · · · , wk) (with wj ∈ Rm, k ∈ N+) and each (vj)j∈N+ ∈ l
2(Rm), we write
w ⊙ v := (w1, · · · , wk, v1, v2, · · · ). (2.23)
For each v = (vj)j∈N+ ∈ l
2(Rm) and each k ∈ N+, we let
Ek(v) := (vj)
k
j=1 ∈ R
m×k and Gk(v) := (vk+j)j∈N+ ∈ l
2(Rm). (2.24)
Lemma 2.4. With notations in (2.22) and (2.23), it holds that for each l ∈ N and each k > l,
V (x0; l) = inf
w∈Rm×k
{ k∑
j=l+1
q(j;w ⊙ 0, x0, l) + V (x(t
+
k ;w ⊙ 0, x0, l); k)
}
for each x0 ∈ R
n.
Here, 0 is the origin of l2(Rm).
Proof. Arbitrarily fix x0 ∈ R
n, l and k with k > l. By Lemma 2.2, we have Uad(x0; l) 6= ∅. We
organize the rest of the proof by two steps.
Step 1. We prove
V (x0; l) ≤ inf
w∈Rm×k
{ k∑
j=l+1
q(j;w ⊙ 0, x0, l) + V (x(t
+
k ;w ⊙ 0, x0, l); k)
}
. (2.25)
To show (2.25), it suffices to prove
V (x0; l) ≤
k∑
j=l+1
q(j;Ek(v)⊙ 0, x0, l) + V (x(t
+
k ;Ek(v) ⊙ 0, x0, l); k) ∀ v ∈ Ek(Uad(x0; l)) (2.26)
and
Ek(Uad(x0; l)) = R
m×k. (2.27)
We first show (2.26). Arbitrarily fix v ∈ Uad(x; l). We can directly check the following facts:
V (x0; l) ≤
k∑
j=l+1
q(j; v, x0, l) +
+∞∑
j=k+1
q(j; v, x0, l); (2.28)
+∞∑
j=k+1
q(j; v, x, l) = J(v;x(t+k ; v, x, l), k) for each j ≥ k + 1; (2.29)
J(Ek(v)⊙Gk(v);x, k) = J(vˆ
k ⊙Gk(v);x, k) for any vˆ
k ∈ Rm×k. (2.30)
We now claim
Ek(v)⊙Gk(u) ∈ Uad(x; l), when u ∈ Uad(x(t
+
k ; v, x, l); k). (2.31)
To this end, we arbitrarily fix u ∈ Uad(x(t
+
k ; v, x, l); k). Then from (2.24), we have
x(tj ;Ek(v)⊙Gk(u), x0, l) =
{
x(tj ;Ek(v)⊙ 0, x0, l), if l+ 1 ≤ j ≤ k,
eA(tj−tj−1)x(t+j−1;u, x(t
+
k ; v, x0, l), tk), if j > k.
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Meanwhile, we can directly check
(x(t+j−1;u, x(t
+
k ; v, x0, l), tk))j>k = (e
−A(tj−tj−1)x(tj ;u, x(t
+
k ; v, x0, l), tk))j>k.
From these, (2.31) follows.
By (2.31), (2.29), (2.30) and by (2.28) (where v is replaced by Ek(v)⊙Gk(u)), we find
V (x0; l) ≤
k∑
j=l+1
q(j;Ek(v)⊙ 0, x0, l) + J(u;x(t
+
k ;Ek(v)⊙ 0, x0, l), k) ∀ u ∈ Uad(x(t
+
k ; v, x0, l); k),
which leads to (2.26). Here, we have used the facts:
x(t+k ;Ek(v)⊙Gk(u), x0, l) = x(t
+
k ;Ek(v)⊙ 0, x0, l)
and
k∑
j=l+1
q(j;Ek(v) ⊙Gk(u), x0, l) =
k∑
j=l+1
q(j;Ek(v)⊙ 0, x0, l).
We next show (2.27). In fact, it follows by (2.24) that Ek(Uad(x0; l)) ⊂ Rm×k. Conversely, for
each w = (w1, · · · , wk) ∈ Rm×k, we take uˆ ∈ Uad(x(t
+
k ;w ⊙ 0, x0, l); k). Let wˆ := w ⊙ uˆ. Then
by (2.31) and (2.24), we find wˆ ∈ Uad(x0; l) and Ek(wˆ) = w. Hence, Rm×k ⊂ Ek(Uad(x0; l)). So
(2.27) is true.
Step 2. We prove
V (x0; l) ≥ inf
w∈Rm×k
{ k∑
j=l+1
q(j;w ⊙ 0, x0, l) + V (x(t
+
k ;w ⊙ 0, x0, l); k)
}
. (2.32)
It follows by (2.7), (2.4) and (2.22) that for each ε > 0, there is vε ∈ Uad(x0; l) such that
V (x0; l) + ε ≥
k∑
j=l+1
q(j; vε, x0, l) +
+∞∑
j=k+1
q(j; vε, x0, l)
≥
k∑
j=l+1
q(j;Ek(v
ε)⊙ 0, x0, l) + V (x(t
+
k ;Ek(v
ε)⊙ 0, x0, l); k). (2.33)
Here, we have used facts:
x(t+k ; v
ε, x0, l) = x(t
+
k ;Ek(v
ε)⊙ 0, x0, l);
k∑
j=l+1
q(j; vε, x0, l) =
k∑
j=l+1
q(j;Ek(v
ε)⊙ 0, x0, l);
and
vε ∈ Uad(x(t
+
k , Ek(v
ε)⊙ 0, x0, l); k).
(The last fact above holds, since vε ∈ Uad(x0; l).) From (2.33) and (2.27), we see
V (x0; l) + ε ≥ inf
w∈Rm×k
{ k∑
j=l+1
q(j;w ⊙ 0, x0, l) + V (x(t
+
k ;w ⊙ 0, x0, l); k)
}
.
Letting ε→ 0+ in the above leads to (2.32).
Thus, by (2.25) and (2.32), we end the proof.
10
2.2 Proof of Theorem 1.1
Arbitrarily fix (A, {Bk}~k=1,Λ~). First of all, we give the following two statements:
(iii)′ For any Q ∈Mn
~,+ and R ∈M
m
~,+, the equation (1.11) has a solution {Pk}
~
k=0.
(iv)′ There is Q ∈Mn
~,+ and R ∈M
m
~,+ so that the equation (1.11) has a solution {Pk}
~
k=0.
We will prove (i)⇒ (ii)⇒ (iii)′ ⇒ (iv)′ ⇒ (i) and (iii)′ ⇒ (iii). When these are done, we finish
the proof of Theorem 1.1, since it is clear that (iii)⇒ (iv) and (iv)⇒ (iv)′.
We organize the proof by several steps.
Step 1. We prove (i)⇒ (ii).
Suppose that (i) is true. Then there is F := {Fk}~k=1 ⊂ R
m×n so that (1.8) is true. Arbitrarily
fix x0 ∈ Rn and F so that (1.8) holds. Write xF (·;x0) for the solution to the equation (1.7)
with the initial condition: x(0) = x0. Take control u := (uj)j∈N+ with uj = Fϑ(j)xF (tj ;x0),
j ∈ N+. Then we have x(t;u, x0) = xF (t;x0) for t ≥ 0. This, along with (1.8), indicates that
(x(tj ;u, x0))j∈N+ ∈ l
2(Rn) and u ∈ l2(Rm). Thus, Uad(x0) 6= ∅. So (ii) holds.
Step 2. We prove (ii)⇒ (iii)′.
Suppose that (ii) is true. Arbitrarily fix Q ∈ Mn
~,+ and R ∈M
m
~,+. Let P = (Pl)l∈N be given
by Lemma 2.3. (Notice that Lemma 2.3 needs the assumption (2.1) which is exactly (ii).) We
will show that {Pk}
~
k=0 is a solution to the equation (1.11).
First, we show that {Pk}~k=0 satisfies the first equation in (1.11), i.e., for each 0 ≤ l < ~,
e−A
⊤(tl+1−tl)Ple
−A(tl+1−tl) −Pl+1 = Ql+1 − Pl+1Bl+1(Rl+1 +B
⊤
l+1Pl+1Bl+1)
−1B⊤l+1Pl+1. (2.34)
To this end, we arbitrarily fix x0 ∈ Rn and 0 ≤ l < ~. It follows by Lemma 2.3 and Lemma 2.4
that for any v = (v1, · · · , vl+1) (with vj ∈ Rm for all j),
〈Plx0, x0〉 − 〈Pl+1x(t
+
l+1; v ⊙ 0, x0, l), x(t
+
l+1; v ⊙ 0, x0, l)〉
≤ 〈Ql+1x(tl+1; v ⊙ 0, x0, l), x(tl+1; v ⊙ 0, x0, l)〉+ 〈Rl+1vl+1, vl+1〉. (2.35)
(Here 0 is the origin of l2(Rm).) Meanwhile, one can directly check that for any v = (v1, · · · , vl+1)
(with vj ∈ Rm for all j),
〈Pl+1x(t
+
l+1; v ⊙ 0, x0, l), x(t
+
l+1; v ⊙ 0, x0, l)〉
= 〈eA
⊤(tl+1−tl)Pl+1e
A(tl+1−tl)x0, x0〉+ 2〈B
⊤
l+1Pl+1e
A(tl+1−tl)x0, vl+1〉
+〈B⊤l+1Pl+1Bl+1vl+1, vl+1〉 (2.36)
and
〈Ql+1x(tl+1; v ⊙ 0, x0, l), x(tl+1; v ⊙ 0, x0, l)〉 = 〈e
A⊤(tl+1−tl)Ql+1e
A(tl+1−tl)x0, x0〉. (2.37)
These, together with (2.35), imply that for any v = (v1, · · · , vl+1) (with vj ∈ Rm for all j),〈[
Pl − e
A⊤(tl+1−tl) (Pl+1 +Ql+1) e
A(tl+1−tl)
]
x0, x0
〉
≤
〈(
Rl+1 +B
⊤
l+1Pl+1Bl+1
)
vl+1, vl+1
〉
+ 2〈B⊤l+1Pl+1e
A(tl+1−tl)x0, vl+1〉
=
∥∥∥(Rl+1 +B⊤l+1Pl+1Bl+1) 12 [vl+1 + (Rl+1 +B⊤l+1Pl+1Bl+1)−1B⊤l+1Pl+1eA(tl+1−tl)x0]∥∥∥2
Rn
−
〈
eA
⊤(tl+1−tl)Pl+1Bl+1
(
Rl+1 +B
⊤
l+1Pl+1Bl+1
)−1
B⊤l+1Pl+1e
A(tl+1−tl)x0, x0
〉
.
Letting vl+1 := −
(
Rl+1 +B
⊤
l+1Pl+1Bl+1
)−1
B⊤l+1Pl+1e
A(tl+1−tl)x0 in the above leads to〈[
Pl − e
A⊤(tl+1−tl) (Pl+1 +Ql+1) e
A(tl+1−tl)
]
x0, x0
〉
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≤ −
〈
eA
⊤(tl+1−tl)Pl+1Bl+1
(
Rl+1 + B
⊤
l+1Pl+1Bl+1
)−1
B⊤l+1Pl+1e
A(tl+1−tl)x0, x0
〉
. (2.38)
On the other hand, by Lemmas 2.3, 2.4, for each ε > 0, there is vε ∈ Rm×(l+1) so that
〈Plx0, x0〉 − 〈Pl+1x(t
+
l+1; v
ε ⊙ 0, x, l), x(t+l+1; v
ε ⊙ 0, x0, l)〉+ ε
≥ 〈Ql+1x(tl+1; v
ε ⊙ 0, x0, l), x(tl+1; v
ε ⊙ 0, x0, l)〉+ 〈Rl+1v
ε
l+1, v
ε
l+1〉.
This, along with (2.36) and (2.37) (where v = vε), yields〈[
Pl − e
A⊤(tl+1−tl) (Pl+1 +Ql+1) e
A(tl+1−tl)
]
x0, x0
〉
+ ε
≥ −
〈
eA
⊤(tl+1−tl)Pl+1Bl+1
(
Rl+1 + B
⊤
l+1Pl+1Bl+1
)−1
B⊤l+1Pl+1e
A(tl+1−tl)x0, x0
〉
.
Sending ε→ 0 in the above, then combining (2.38), we obtain (2.34) by the arbitrariness of x0.
Besides, by the conclusion (ii) in Lemma 2.3, we see that P0 = P~, i.e., {Pk}~k=0 satisfies the
second equation in (1.11). So {Pk}~k=0 is a solution to the equation (1.11).
Step 3. It is trivial that (iii)′ ⇒ (iv)′.
Step 4. We prove that (iv)′ ⇒ (i).
Suppose that Q, R and {Pk}~k=0 are given by (iv)
′. Then we can find positive constants Cmin,
Cmax and Ĉ so that
CminIn ≤ Pk ≤ CmaxIn ∀ k ∈ {0, 1, . . . , ~} and Qj ≥ ĈIn ∀ j ∈ N
+. (2.39)
((2.39) will be used later.) Let F := {Fk}~k=1 be the corresponding feedback law given by (1.12).
We claim that the corresponding closed-loop system (1.7) is stable. For this purpose, we
arbitrarily fix a solution xF (·) to (1.7). Our aim is to show that it satisfies (1.8). The proof is
divided by two parts.
Part 4.1. We prove that for some µ > 0,
〈P~xF (t
+
~
), xF (t
+
~
)〉 ≤ e−µt~〈P~xF (0), xF (0)〉. (2.40)
Since
xF (t
+
k ) = e
A(tk−tk−1)xF (t
+
k−1) +BkFke
A(tk−tk−1)xF (t
+
k−1) ∀ k ∈ {1, 2, . . . , ~},
one can directly see from (1.11) and (1.12) that for each k ∈ {1, 2, . . . , ~},
〈PkxF (t
+
k ), xF (t
+
k )〉
= 〈eA
⊤(tk−tk−1)Pke
A(tk−tk−1)xF (t
+
k−1), xF (t
+
k−1)〉
−〈eA
⊤(tk−tk−1)PkBk(Rk +B
⊤
k PkBk)
−1B⊤k Pke
A(tk−tk−1)xF (t
+
k−1), xF (t
+
k−1)〉
−〈RkFke
A(tk−tk−1)xF (t
+
k−1), Fke
A(tk−tk−1)xF (t
+
k−1)〉
≤ 〈Pk−1xF (t
+
k−1), xF (t
+
k−1)〉 − 〈Qke
A(tk−tk−1)xF (t
+
k−1), e
A(tk−tk−1)xF (t
+
k−1)〉. (2.41)
Meanwhile, by (2.39), we find that for each k ∈ {1, 2, . . . , ~},
〈Qke
A(tk−tk−1)xF (t
+
k−1), e
A(tk−tk−1)xF (t
+
k−1)〉
≥ ĈC−1max
[
sup
s∈[0,t~]
‖e−As‖L(Rn)
]−2
〈Pk−1xF (t
+
k−1), xF (t
+
k−1)〉. (2.42)
Now by letting ρ := 1− ĈC−1max
[
sups∈[0,t~] ‖e
−As‖L(Rn)
]−2
, we obtain from (2.41) and (2.42) that
〈PkxF (t
+
k ), xF (t
+
k )〉 ≤ ρ〈Pk−1xF (t
+
k−1), xF (t
+
k−1)〉 ∀ k ∈ {1, 2, . . . , ~}, (2.43)
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which leads to
〈P~xF (t
+
~
), xF (t
+
~
)〉 ≤ ρ~〈P0xF (0), xF (0)〉 = ρ
~〈P~xF (0), xF (0)〉. (2.44)
Notice that 0 ≤ ρ < 1. (This follows from (2.43).) In the case that ρ = 0, we see from (2.44)
that (2.40) holds for any µ > 0. In the case when ρ ∈ (0, 1), we see from (2.44) that (2.40) holds
for µ = − ~
t~
ln ρ. Hence, (2.40) has been proved.
Part 4.2. We prove that xF (·) satisfies (1.8).
Since jt~ = tj~ for all j ∈ N+ (see (1.5)), it follows from (2.40) that
〈P~xF (t
+
j~), xF (t
+
j~)〉 ≤ e
−µtj~〈P~xF (0), xF (0)〉 for each j ∈ N
+.
This, along with (2.39), indicates
‖xF (t
+
j~)‖Rn ≤ C
− 12
minC
1
2
maxe
−
µ
2 tj~‖xF(0)‖Rn for each j ∈ N
+. (2.45)
Arbitrarily fix t > t~. There is j
∗ ∈ N+ such that tj∗~ < t ≤ t(j∗+1)~. From (1.5), we have
tj∗~ ≥ t− t~. These, together with (2.45), yield
‖xF(t)‖Rn ≤ C‖xF (t
+
j∗~)‖Rn ≤ CC
−
1
2
minC
1
2
maxe
−
µ
2 tj∗~‖xF (0)‖Rn
≤ CC
−
1
2
minC
1
2
maxe
−
µ
2 t~e−
µ
2 t‖xF(0)‖Rn .
Here C := sups∈[0,t~] ‖SF(s, 0)‖L(Rn), where SF(·, ·) is the transition matrix of the closed-loop
system (A, {BkFk}~k=1,Λ~) (i.e., (1.7)). So xF (·) satisfies (1.8).
Step 5. We prove that (iii)′ ⇒ (iii).
Suppose that (iii)′ is true. Then by Steps 1-4, we have (i) and (ii). To show (iii), we arbitrarily
fix Q = (Qj)j∈N+ ∈M
n
~,+ and R = (Rj)j∈N+ ∈M
m
~,+, and then let {Pˆl}
~
l=0 be a solution to (1.11).
It suffices to show
V (x0; l) = 〈Pˆlx0, x0〉 for all l ∈ {0, 1, . . . , ~} and x0 ∈ R
n, (2.46)
where V (·; l) is given by (2.7).
To show (2.46), we arbitrarily fix l ∈ {0, 1, . . . , ~} and x0 ∈ Rn, and then arbitrarily fix
v = (vj)j∈N+ ∈ Uad(x0; l). (Notice that Uad(x0; l) 6= ∅, which follows from Lemma 2.2 and (ii) of
Theorem 1.1.) Since
x(t+j+1; v, x0, l) = e
A(tj+1−tj)x(t+j ; v, x0, l) +Bj+1vj+1 for all j ≥ l
and
tj+1 − tj = tϑ(j+1) − tϑ(j) for all j ≥ l,
we can directly verify from (1.11) that when j ≥ l,
〈Pˆϑ(j)x(t
+
j ; v, x0, l), x(t
+
j ; v, x0, l)〉 − 〈Pˆϑ(j+1)x(t
+
j+1; v, x0, l), x(t
+
j+1; v, x0, l)〉
= [〈Qj+1x(tj+1; v, x0, j), x(tj+1; v, x0, j)〉+ 〈Rj+1vj+1, vj+1〉]
−
∥∥(B⊤ϑ(j+1)Pˆϑ(j+1)Bϑ(j+1) +Rj+1) 12 vj+1
+(B⊤ϑ(j+1)Pˆϑ(j+1)Bϑ(j+1) +Rj+1)
− 12B⊤ϑ(j+1)Pˆϑ(j+1)e
A(tj+1−tj)x(t+j ; v, x0, l)
∥∥2
Rn
.
This, along with the definition of J(·;x0, l) (see (2.4)), leads to
J(v;x0, l) = 〈Pˆlx0, x0〉 (2.47)
+
∞∑
j=l+1
∥∥(B⊤ϑ(j)Pˆϑ(j)Bϑ(j) +Rj) 12 vj + (B⊤ϑ(j)Pˆϑ(j)Bϑ(j) +Rj)− 12B⊤ϑ(j)Pˆϑ(j)x(tj ; v, x0, l)∥∥2Rn .
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(The series in the above converges due to v ∈ Uad(x0; l).) This, together with (2.7), gives that
V (x0; l) ≥ 〈Pˆlx0, x0〉. (2.48)
Next, we let F be given by (1.12) (with Pk = Pˆk). Let xF (·; l) be the solution to the equation:
x′(t) = Ax(t), t ∈ (tl,+∞) \ Λ~,
△x(tj) = Bϑ(j)Fϑ(j)x(tj), j > l,
x(t+l ) = x0.
Then by taking vˆ = (vˆj)j>l = (Fϑ(j)xF (tj ; l))j>l, we can easily verify that
x(tj ; vˆ, x0, l) = x(tj ; (Fϑ(k)xF (tk; l))k>l, x0, l) = xF (tj ; l).
This, together with (2.47) and (2.7), yields
V (x0; l) ≤ J(vˆ;x0, l) = 〈Pˆlx0, x0〉,
which, along with (2.48), leads to (2.46).
Thus we end the proof of Theorem 1.1.
3 Proof of main results (Part II)
The purpose of this section is to prove Theorem 1.2 and Theorem 1.3.
3.1 Preliminary lemmas
We start with the controllability of the system (A, {B},Λ~) which is the system (1.2) where
Bk = B for all k. Given T > t1, we write
mT := Card(Λ~ ∩ (0, T )).
• The system (A, {B},Λ~) is said to be controllable at time T > t1, if for any x0 ∈ Rn, there
is u := (u1, u2, · · · , umT )⊙ 0 ∈ l
∞(Rm) so that x(T ;u, x0) = 0.
Recall (1.16) and (1.15) for the definitions of qn,m(A,B) and dA.
Lemma 3.1. ([21, Theorem 2.3.1]) The system (A, {B},Λ~) is controllable at T if and only if
Rank (eA(T−t1)B, eA(T−t2)B, · · · , eA(T−tmT )B) = n.
Lemma 3.2. ([17, Theorem 2.2]) Let {tj}
qn,m(A,B)
j=1 ⊂ R
+ be an increasing strictly sequence
satisfying tqn,m(A,B) − t1 < dA. Then
Rank (eAt1B, · · · , eAtqn,m(A,B)B) = Rank (B,AB, · · · , An−1B).
Based on Lemma 3.1 and Lemma 3.2, we can easily obtain the next Lemma 3.3.
Lemma 3.3. Let Λ~ verify that tqn,m(A,B) − t1 < dA. Suppose that
Rank (B,AB, · · · , An−1B) = n.
Then, for any T > tqn,m(A,B), (A, {B},Λ~) is controllable at T .
Lemma 3.4. If (A, {B},Λ~) is controllable at some time T > 0, then it is ~-stabilizable.
Proof. By the controllability of (A, {B},Λ~) and by (1.9), we find that Uad(x0) 6= ∅ for each
x0 ∈ Rn. Then the ~-stabilizability of (A, {B},Λ~) follows from Theorem 1.1.
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Given C ∈ Rp×p and D ∈ Rp×q (with p, q ∈ N+), we write
R[C,D] := Rank (D,CD, · · · , Cp−1D). (3.1)
Lemma 3.5. Suppose that R[A,B] := r < n. Then there is an invertible L ∈ Rn×n so that
LAL−1 =
(
A1 A2
0 A3
)
, LB =
(
B˜
0
)
, R[A1, B˜] = r, (3.2)
where A1 ∈ Rr×r, A2 ∈ Rr×(n−r), A3 ∈ R(n−r)×(n−r) and B˜ ∈ Rr×m. Furthermore, it holds that{
qn,m(A,B) = qr,m(A1, B˜),
σ(A) = σ(A1) ∪ σ(A3).
(3.3)
The above (3.2) is the well-known Kalman controllability decomposition (see [18, Lemma 3.3.3
and Lemma 3.3.4]), while (3.3) can be directly derived from (3.2). (We omit the detailed proof.)
We call A3 as the uncontrollable part of (A,B).
Recall (1.15) and (1.16) for the definitions of dA and q
n,m(A,B). Let
LA,B := {{tj}j∈N ⊂ R
+ : Card((s, s+ dA) ∩ {tj}j∈N) ≥ q
n,m(A,B) ∀s ∈ R+}. (3.4)
Lemma 3.6. Suppose that (iii) of Theorem 1.2, where {Bk}~k=1 = {B}, is true. Then for each
Λ~ ∈ I~ ∩ LA,B, (A, {B},Λ~) is ~-stabilizble.
Proof. By (3.4) and (1.17), we see that LA,B,~ ⊂ LA,B, where B is given by (1.14) (with Bk =
B ∀ k). This, along with the first note after Theorem 1.3, we see that I~ ∩ LA,B 6= ∅. Thus, we
can arbitrarily fix Λ~ := {tj}j∈N ∈ I~ ∩ LA,B. This, along with (3.4), yields
tqn,m(A,B) − t1 < dA. (3.5)
The rest of the proof is organized by two steps.
Step 1. We prove that (A, {B},Λ~) is ~-stabilizable in the case that R[A,B] = n.
By (3.5) and by the fact that R[A,B] = n, we can apply Lemma 3.3 to see that (A, {B},Λ~)
is controllable at time tqn,m(A,B)+1. Then according to Lemma 3.4, (A, {B},Λ~) is ~-stabilizble.
Step 2. We prove that (A, {B},Λ~) is ~-stabilizable in the case that R[A,B] = r < n.
First of all, according to Lemma 3.5, there is an invertible matrix L ∈ Rn×n so that (3.2)-(3.3)
hold. We now claim
σ(A3) ∩ C
+ = ∅. (3.6)
If (3.6) was not true, then there would be λ0 ∈ σ(A3)∩C+. So we have Rank (λ0In−r−A3) < n−r.
This, along with the first two equalities in (3.2), yields
Rank (λ0In −A,B) ≤ Rank (λ0Ir −A1,−A2, B˜) + Rank(λ0In−r −A3) < n. (3.7)
Meanwhile, by (iii) of Theorem 1.2, it follows that n = Rank (λ0In − A,B). This contradicts
(3.7). So (3.6) is true.
Next, according to (3.6), there are positive constants M1 and µ1 so that
‖eA3t‖L(Rn−r) ≤M1e
−µ1t for any t ∈ R+. (3.8)
Meanwhile, from the second equality in (3.3), (3.6) and (1.15), we find that dA = dA1 , which,
by the first equality in (3.3), yields LA,B = LA1,B˜. Thus we have Λ~ ∈ LA1,B˜. Because of this
and the last equality in (3.2), we can apply Lemma 3.3 to get the controllability of (A1, {B˜},Λ~)
at t
qr,m(A1,B˜)+1
= tqn,m(A,B)+1. From this and Lemma 3.4, we can find a feedback law F˜ =
{F˜k}~k=1 ⊂ R
m×r so that for some positive constants µ2 and M2,
‖S˜
F˜
(t, s)‖L(Rr) ≤M2e
−µ2(t−s) for any t ≥ s ≥ 0. (3.9)
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Here, S˜
F˜
(·, ·) is the transition matrix of the closed-loop system (A1, {B˜F˜k}~k=1,Λ~) (i.e., (1.7)
where A = A1, Bk = B˜ ∀ k, Fk = F˜k ∀ k).
We now consider the closed-loop system:
y′(t) = A1y(t) +A2z(t), t ∈ R+ \ Λ~,
z′(t) = A3z(t), t ∈ R+,
△y(tj) = B˜F˜ϑ(j)y(tj), j ∈ N
+.
(3.10)
Let
F := {Fk}
~
k=1, with Fk :=
(
F˜k 0m×(n−r)
)
L, k = 1, 2, . . . , ~. (3.11)
Two facts are given in order: First, it follows from (3.8) and (3.9) that there are two positive
constants µ3 and M3 so that for each solution (y(·), z(·))
⊤ to (3.10),
‖(y(t), z(t))⊤‖Rn ≤M3e
−µ3t‖(y(0), z(0))⊤‖Rn for each t ≥ 0.
(Here, we used that y(t) = S˜
F˜
(t, 0)y(0) +
∫ t
0 S˜F˜ (t, s)A2z(s)ds and z(t) = e
A3tz(0).) Second,
(y(·), z(·))⊤ solves (3.10) if and only if x(·) := L−1(y(·), z(·))⊤ solves (1.7) where Bk = B ∀ k and
F is given by (3.11).
Finally, from the above two facts, we see that (A, {B},Λ~) is ~-stabilizable. This ends the
proof of Lemma 3.6.
3.2 Key proposition
Recall (1.14) and (1.17) for the definitions of B and LA,B,~.
Proposition 3.1. Suppose that (iii) of Theorem 1.2 is true. Then for any Λ~ ∈ I~ ∩ LA,B,~,
(A, {Bk}~k=1,Λ~) is ~-stabilizable.
Proof. Recall that for each ~ ∈ N+, I~ ∩ LA,B,~ 6= ∅ (see the first note after Theorem 1.3). The
proof is organized by three parts: ~ = 1; ~ = 2; ~ ≥ 3.
Part 1: We prove Proposition 3.1 for the case that ~ = 1.
In this case, Proposition 3.1 follows from Lemma 3.6 since LA,B,1 ⊂ LA,B (with B = B), where
LA,B is defined by (3.4).
Part 2: We prove Proposition 3.1 for the case that ~ = 2.
In this case, we have B =
(
B1 B2
)
. Suppose that (iii) of Theorem 1.2 is true. Arbitrarily
fix Λ2 := {tj}j∈N so that
Λ2 ∈ I2 and Λ2 ∈ LA,B,2. (3.12)
We aim to show the 2-stabilizability of (A, {Bk}
2
k=1,Λ2). Let Λ := {t2j}j∈N. By (1.4), we have
Λ ∈ I1. (3.13)
We first consider the case that
R[A,B2] = n. (3.14)
Two observations are given in order: First, from [18, Lemma 3.3.7] and (3.1), we have
R[A,B2] = n⇒ (iii) of Theorem 1.2 (with {Bk}
~
k=1 = {B2} and any ~ ∈ N
+). (3.15)
Second, by (1.16), we have qn,m(A,B2) ≤ qn,2m(A,B). This, along with the second equality in
(3.12) and (1.17), shows that for any s ∈ R+,
2(Card((s, s+ dA) ∩ Λ) + 2) ≥ Card((s, s+ dA) ∩ Λ2) ≥ 2(q
n,2m(A,B) + 2) ≥ 2(qn,m(A,B2) + 2),
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which, along with (3.4) and (3.13), leads to
Λ ∈ LA,B2 ∩ I1, (3.16)
where LA,B2 is given by (3.4) (with B = B2). From (3.14) (3.15) and (3.16), we can apply Lemma
3.6 (where (~, A, {B},Λ~) is replaced by (1, A, {B2},Λ)) to find F̂2 ∈ R
m×n so that the closed-loop
system (A, {B2F̂2},Λ) (i.e., (1.7) where ~ = 1, Λ~ = Λ, Bϑ(j) = B2 ∀ j, Fϑ(j) = F̂2 ∀ j) is stable.
From this, we can easily see that the closed-loop system (A, {BkF̂k}2k=1,Λ2), with F̂1 := 0, (see the
corresponding (1.7) with F1 = F̂1 and F2 = F̂2) is stable. Hence (A, {Bk}2k=1,Λ2) is 2-stabilizable.
Next, we turn to the main part of the proof:
When R[A,B2] := n2 < n, (A, {Bk}2k=1,Λ2) is 2-stabilizable.
This will be carried by several steps.
Step 1. We give a decomposition and a related decay estimate.
Since R[A,B2] := n2 < n, we can use Lemma 3.5 to find an invertible L2 ∈ Rn×m so that
L2AL
−1
2 =
(
A2,1 A2,2
0 A2,3
)
, L2B2 =
(
B˜2
0
)
, R[A2,1, B˜2] = n2 (3.17)
where A2,1 ∈ R
n2×n2 , A2,2 ∈ R
n2×(n−n2), A2,3 ∈ R
(n−n2)×(n−n2) and B˜2 ∈ R
n2×m. Let
L2B1 :=
(
B̂1
B1,2
)
, with B̂1 ∈ R
n2×m, B1,2 ∈ R
(n−n2)×m. (3.18)
We now claim
Λ ∈ L
A2,1,B˜2
and Λ ∈ I1. (3.19)
Indeed, the second conclusion in (3.19) follows from (1.4) directly (since Λ := {t2j}j∈N). Mean-
while, one can directly verify from (1.17) and (3.12) that for any s ∈ R+,
2(Card((s, s+dA2,1)∩Λ)+2) ≥ Card((s, s+dA)∩Λ2) ≥ 2(q
n,2m(A,B)+2) ≥ 2(qn2,m(A2,1, B˜2)+2).
Here, we note that dA2,1 ≥ dA by the second equality in (3.3). This implies that
Card((s, s+ dA2,1) ∩ Λ) ≥ q
n2,m(A2,1, B˜2) ∀ s ∈ R
+. (3.20)
From (3.4) and (3.20), we obtain the first conclusion in (3.19).
Next, from the last equality in (3.17), we can use (3.15) (where (A,B2, n) is replaced by
(A2,1, B˜2, n2)) to get (iii) of Theorem 1.2 (where (~, A, {Bk}~k=1) is replaced by (1, A2,1, {B˜2})).
From this and (3.19), we can use Lemma 3.6 (where (~, A, {B},Λ~) is replaced by (1, A2,1, {B˜2},Λ))
to find F˜2 ∈ Rm×n2 so that the closed-loop system (A2,1, {B˜2F˜2},Λ) (see the corresponding (1.7)
with ~ = 1, A = A2,1, B1 = B˜2, F1 = F˜2) is stable. Thus, there is µ2 > 0 and M2 > 0 so that
‖S˜2(t, s)‖L(Rn−n2) ≤M2e
−µ2(t−s) for any t ≥ s ≥ 0, (3.21)
where S˜2(·, ·) is the transition matrix generated by the closed-loop system (A2,1, {B˜2F˜2},Λ).
Step 2. With notations in (3.17) and (3.18), we prove that when σ(A2,3)∩C+ = ∅, (A, {Bk}2k=1,Λ2)
is 2-stabilizable.
Since σ(A2,3) ∩ C+ = ∅, there is µ′2 > 0 and M
′
2 > 0 so that
‖eA2,3t‖L(Rn−n2) ≤M
′
2e
−µ′2t for any t ∈ R+. (3.22)
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We consider the following closed-loop system (with F˜2 given in Step 1):
y′2(t) = A2,1y2(t) +A2,2z2(t), t ∈ R
+ \ Λ2,
z′2(t) = A2,3z2(t), t ∈ R
+,
△y2(tj) = B˜2F˜2y2(tj), if ϑ(j) = 2,
△y2(tj) = 0, if ϑ(j) 6= 2.
(3.23)
Let
F := {Fk}
2
k=1 with F1 := 0, F2 :=
(
F˜2 0m×(n−n2)
)
L2. (3.24)
Two facts are given in order: First, by (3.23), (3.21) and (3.22), there is µ′′2 > 0 and M
′′
2 > 0 so
that each solution (y2(·), z2(·))⊤ (to (3.23)) satisfies
‖(y2(t), z2(t))
⊤‖Rn ≤M
′′
2 e
−µ′′2 t‖(y2(0), z2(0))
⊤‖Rn ∀ t ≥ 0.
Second, (y2(·), z2(·))⊤ solves (3.23) if and only if x(·) := L
−1
2 (y2(·), z2(·))
⊤ solves (1.7) where
~ = 2, Λ~ = Λ2 and F is given by (3.24). From these two facts, we see that (A, {Bk}2k=1,Λ2) is
2-stabilizable.
Step 3. With notations in (3.17) and (3.18), we prove that (A, {Bk}2k=1,Λ2) is 2-stabilizable, when
σ(A2,3) ∩ C+ 6= ∅ and R[A2,3, B1,2] = n− n2.
We can use a very similar way used in the proof of (3.19) to show Λ ∈ LA2,3,B1,2 ∩ I1 for
this case. Meanwhile, since R[A2,3, B1,2] = n − n2, we can use (3.15) (where (A,B2, n) is re-
placed by (A2,3, B1,2, n − n2)) to get (iii) of Theorem 1.2 (where (~, A, {Bk}~k=1) is replaced by
(1, A2,3, {B1,2})). From these, we can apply Lemma 3.6 (where (~, A, {B},Λ~) is replaced by
(1, A2,3, {B1,2},Λ)) to find F1,2 ∈ R
m×(n−n2) so that for some µ1,2 > 0 and M1,2 > 0, each solu-
tion w1,2(·) to the closed-loop system (A2,3, {B1,2F1,2},Λ) (see the corresponding (1.7) with ~ = 1,
A = A2,3, B1 = B1,2, F1 = F1,2) satisfies
‖w1,2(t)‖R(n−n2) ≤M1,2e
−µ1,2(t−s)‖w1,2(s)‖R(n−n2) for any t ≥ s ≥ 0. (3.25)
Next, let S˜1,2(·, ·) be the transition matrix of the system:{
w˜′1,2(σ) = A2,3w˜1,2(σ), σ ∈ R
+ \ {t2j−1}j∈N+ ,
△w˜1,2(t2j−1) = B1,2F1,2w˜1,2(t2j−1), j ∈ N+.
(3.26)
One can easily check that w1,2(·) solves the closed-loop system (A2,3, {B1,2F1,2},Λ) if and only if
w1,2(·+ t2 − t1) solves (3.26). This, along with (3.25), leads to
‖S˜1,2(σ, 0)‖L(Rn−n2) ≤M1,2e
−µ1,2σ for any σ ∈ R+. (3.27)
We now consider the closed-loop system:
(
y2(t)
z2(t)
)′
=
(
A2,1 A2,2
0 A2,3
)(
y2(t)
z2(t)
)
, t ∈ R+ \ Λ2,
△y2(tj) = B˜2F˜2y2(tj), if ϑ(j) = 2,
△z2(tj) = B1,2F1,2z2(tj), if ϑ(j) = 1,
△y2(tj) = 0, if ϑ(j) 6= 2,
△z2(tj) = 0, if ϑ(j) 6= 1.
(3.28)
Let
F := {Fk}
2
k=1, with F1 :=
(
0m×n2 F1,2
)
L2, F2 :=
(
F˜2 0m×(n−n2)
)
L2. (3.29)
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Several facts are given in order: First, since ϑ(2j − 1) = 1 ∀ j ∈ N+ (with ~ = 2), the solution
(y2(·), z2(·))⊤ to the equation (3.28) can be expressed by
(y2(t), z2(t))
⊤ =
(
S˜2(t, 0)y2(0) +
∫ t
0
S˜2(t, s)A2,2z2(s)ds, S˜1,2(t, 0)z2(0)
)⊤
∀ t ≥ 0.
Second, it follows by the first fact, (3.21) and (3.27) that for some µ′1,2 > 0 and M
′
1,2 > 0, any
solution (y2(·), z2(·))⊤ to (3.28) satisfies
‖(y2(t), z2(t))
⊤‖Rn ≤M
′
1,2e
−µ′1,2t‖(y2(0), z2(0))
⊤‖Rn ∀ t ≥ 0,
i.e., the closed-loop system (3.28) is stable. Third, (y2(·), z2(·))⊤ solves (3.28) if and only if
x(·) := L−12 (y2(·), z2(·))
⊤ solves (1.7) where ~ = 2, Λ~ = Λ2 and F is given by (3.29).
Finally, the last two facts above leads to the 2-stabilization of (A, {Bk}
2
k=1,Λ2).
Step 4. With notations in (3.17) and (3.18), we prove that (A, {Bk}2k=1,Λ2) is 2-stabilizable, when
σ(A2,3) ∩ C+ 6= ∅ and R[A2,3, B1,2] := n1 < n− n2.
The proof of this step is divided into several sub-steps.
Sub-step 4.1. We give another decomposition and a related decay estimate.
Since n1 < n− n2, we can use Lemma 3.5 to find an invertible L˜1 ∈ R(n−n2)×(n−n2) so that
L˜1A2,3L˜
−1
1 =
(
A1,1 A1,2
0 A1,3
)
, L˜1B1,2 =
(
B˜1
0
)
, R[A1,1, B˜1] = n1, (3.30)
where A1,1 ∈ Rn1×n1 , A1,2 ∈ Rn1×(n−n1−n2), A1,3 ∈ R(n−n1−n2)×(n−n1−n2) and B˜1 ∈ Rn1×m. Let
L1 :=
(
In2 0
0 L˜1
)
. (3.31)
By (3.30), (3.31), (3.17) and (3.18), there is Â2,1 ∈ Rn2×n1 and Â2,2 ∈ Rn2×(n−n1−n2) so that
L1L2A(L1L2)
−1 =
 A2,1 Â2,1 Â2,20 A1,1 A1,2
0 0 A1,3
 , L1L2 ( B1 B2 ) =
 B̂1 B˜2B˜1 0
0 0
 . (3.32)
By a very similar way used in the proof of (3.19), we can show Λ ∈ L
A1,1,B˜1
∩ I1. Meanwhile,
by the last equality in (3.30), we can use (3.15) (where (A,B2, n) is replaced by (A1,1, B˜1, n1))
to get (iii) of Theorem 1.2 (where (~, A, {Bk}~k=1) is replaced by (1, A1,1, {B˜1})). From these, we
can use Lemma 3.6 (where (~, A, {B},Λ~) is replaced by (1, A1,1, {B˜1},Λ)) to find F˜1 ∈ Rm×n1 so
that for some µ1 > 0 and M1 > 0, each solution w1(·) to the closed-loop system (A1,1, {B˜1F˜1},Λ)
(see the corresponding (1.7) with ~ = 1, A = A11, B1 = B˜1, F1 = F˜1) satisfies
‖w1(t)‖Rn1 ≤M1e
−µ1(t−s)‖w1(s)‖Rn1 for any t ≥ s ≥ 0. (3.33)
Next, we let S˜1(·, ·) be the transition matrix of the system:{
w˜′1(σ) = A1,1w˜1(σ), σ ∈ R
+ \ {t2j−1}j∈N+ ,
△w˜1(t2j−1) = B˜1F˜1w˜1(t2j−1), j ∈ N+.
(3.34)
One can easily check that w1(·) solves the closed-loop system (A1,1, {B˜1F˜1},Λ) if and only if
w1(·+ t2 − t1) solves (3.34). This, along with (3.33), yields
‖S˜1(t, s)‖L(Rn1) ≤M1e
−µ1(t−s) for any t ≥ s ≥ 0. (3.35)
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Sub-step 4.2. We prove
σ(A1,3) ∩ C
+ = ∅. (3.36)
By contradiction, suppose that (3.36) were not true. Then there would be a number λ0 so that
λ0 ∈ σ(A1,3) ∩ C
+ and Rank(λ0In−n1−n2 −A1,3) < n− n1 − n2. (3.37)
Next, with notations in (3.17), (3.18), (3.30) and (3.32), we let
A :=
(
A2,1 Â2,1
0 A1,1
)
, Â :=
(
Â2,2
A1,2
)
, B˜ :=
(
B̂1 B˜2
B˜1 0
)
. (3.38)
From (3.32) and (3.38), we can easily check that
Rank (λ0In −A,B) = Rank (λ0In − L1L2A(L1L2)
−1, L1L2
(
B1 B2
)
)
= Rank
((
λ0In1+n2 −A −Â
0 λ0In−n1−n2 −A1,3
)
,
(
B˜
0
))
. (3.39)
Since Rank ((λ0In1+n2 − A,−Â), B˜) ≤ n1 + n2, it follows from (3.39) and the second inequality
in (3.37) that
Rank (λ0In −A,B) ≤ Rank ((λ0In1+n2 −A,−Â), B˜) + Rank(λ0In−n1−n2 − A˜1) < n.
This contradicts (iii) of Theorem 1.2 (which is the assumption of Proposition 3.1). So (3.36) is
true.
Sub-step 4.3. We finish the proof of Step 4.
By (3.36), there is µ′1 > 0 and M
′
1 > 0 so that
‖eA1,3t‖L(Rn−n1−n2) ≤M
′
1e
−µ′1t for any t ∈ R+. (3.40)
With F˜1 and F˜2 given by Sub-step 4.1 and Step 1, we consider the closed-loop system:
 y2(t)y1(t)
z1(t)

′
=
 A2,1 Â2,1 Â2,20 A1,1 A1,2
0 0 A1,3

 y2(t)y1(t)
z1(t)
 , t ∈ R+ \ Λ2,
△y2(tj) = B˜2F˜2y2(tj), if ϑ(j) = 2,
△y1(tj) = B˜1F˜1y1(tj), if ϑ(j) = 1,
△y2(tj) = 0, if ϑ(j) 6= 2,
△y1(tj) = 0, if ϑ(j) 6= 1,
△z1(tj) = 0, j ∈ N+
(3.41)
and let
F1 :=
(
0m×n2 F˜1 0m×(n−n1−n2)
)
L1L2, F2 :=
(
F˜2 0m×(n−n2)
)
L1L2, (3.42)
Several facts are given in order: First, (3.41) is equivalent to
y2(t) = S˜2(t, 0)y2(0) +
∫ t
0 S˜2(t, s)
(
Â2,1y1(s)ds+ Â2,2z1(s)
)
ds,
y1(t) = S˜1(t, 0)y1(0) +
∫ t
0
S˜1(t, s)A1,2z1(s)ds,
z1(t) = e
A1,3tz1(0).
for any t ∈ R+.
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Second, from the first fact, (3.21), (3.35) and (3.40), we can find µ′′1 > 0 and M
′′
1 > 0 so that each
solution (y2(·), y1(·), z1(·))⊤ to (3.41) satisfies
‖(y2(t), y1(t), z1(t))
⊤‖Rn ≤M
′′
1 e
−µ′′1 t‖(y2(0), y1(0), z1(0))
⊤‖Rn for each t ∈ R
+.
Third, (y2(·), y1(·), z1(·))⊤ solves (3.41) if and only if x(·) := (L1L2)−1(y2(·), y1(·), z1(·))⊤ solves
(1.7) where Λ~ = Λ2 and F = {Fk}2k=1 with F1 and F2 given by (3.42).
Finally, the last two facts above lead to the 2-stabilization of (A, {Bk}2k=1,Λ2).
Part 3: We prove Proposition 3.1 for the case that ~ ≥ 3
Arbitrarily fix ~ ≥ 3 and Λ~ ∈ I~ ∩ LA,B,~. Let Λ := {tj~}j∈N ∈ I1. Denote [C,D] :=
(D,CD, · · · , Cp−1D) for any C ∈ Rp×p and D ∈ Rp×q (with p, q ∈ N+). We start from (A,B~).
When [A,B~] is full of rank, we turn to (3.14) and use the same way there to get the desired
stabilization. When [A,B~] is not full of rank, we use Lemma 3.5 to get a decomposition for the
pair (A,B~) with an uncontrollable part A~,3 (see Step 1 in Part 2). Next, if σ(A~,3) ∩ C+ = ∅,
then we turn to Step 2 in Part 2 to get the desired stabilization. If σ(A~,3) ∩ C+ 6= ∅, we take
B~−1 into the consideration. Similar to (3.18), we divide B~−1 into two parts: B̂~ and B~−1,~.
When [A~,3, B~−1,~] is full of rank, we turn to Step 3 in Part 2 to get the desired stabilization.
When [A~,3, B~−1,~] is not full of rank, we turn to another decomposition for (A~,3, B~−1,~) with
an uncontrollable part A~−1,3 (see Sub-step 4.1 in Part 2).
We continue the above process. After ~ steps, if we are not done, then, based on (A,B~),
(A,B~, B~−1), . . . , (A,B~, B~−1, · · · , B1), we can get uncontrollable parts: A~,3, A~−1,3, . . . , A1,3
with σ(Ak,3) ∩ C+ 6= ∅ for all ~ ≥ k ≥ 2. Then we can use a very similar way as that used in
Sub-step 4.2 in Part 2, to get σ(A1,3) ∩C+ 6= ∅. From this, we can turn to Sub-step 4.3 in Part 2
to get the desired stabilization.
In summary, we end the proof of Proposition 3.1.
3.3 Proofs of Theorems 1.2-1.3
Proof of Theorem 1.2. From Proposition 3.1, (iii) ⇒ (i) follows at once. It is trivial that (ii) ⇒
(iii). We now show (i)⇒ (ii).
Recall (1.14) for B which is in Rn×(m~). Without loss of generality, we assumeR[A,B] = nˆ < n.
(For otherwise, (ii) of Theorem 1.2 follows from [18, Lemma 3.3.7] at once.) Thus, by Lemma 3.5,
there is an invertible matrix L ∈ Rn×n such that
LAL−1 =
(
A1 A2
0 A3
)
, LB =
(
LB1 · · · LB~
)
=
(
B̂
0
)
, R[A1, B̂] = nˆ, (3.43)
where A1 ∈ Rnˆ×nˆ, A2 ∈ Rnˆ×(n−nˆ), A3 ∈ R(n−nˆ)×(n−nˆ) and B̂ ∈ Rnˆ×(m~).
By the first two equalities in (3.43) and by (i) of Theorem 1.2, we have σ(A3)∩C+ = ∅ which
implies
Rank (λIn−nˆ −A3) = n− nˆ for all λ ∈ C
+. (3.44)
Meanwhile, by the last equality in (3.43), we can use [18, Lemma 3.3.7] to get
Rank (λInˆ −A1, B̂) = nˆ for all λ ∈ C. (3.45)
Finally, by the first two equalities in (3.43) and by (3.44) and (3.45), we have
n ≥ Rank (λIn −A,B) ≥ Rank (λInˆ −A1, B̂) + Rank (λIn−nˆ −A3) = n for all λ ∈ C
+,
which leads to (ii) of Theorem 1.2.
In summary, we end the proof of Theorem 1.2.
Theorem 1.3. By Theorem 1.2 and Proposition 3.1, Theorem 1.3 follows at once. This ends the
proof of Theorem 1.3.
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4 Conclusions and perspectives
Inspired by phenomena of multi-person cooperations, we set up a periodic impulse control system
(1.2). Then we studied systematically the stabilization for this system: First, we obtained several
necessary and sufficient conditions on the stabilization of the system (A, {Bk}~k=1,Λ~), and then
gave a way to build up feedback laws. Second, we got several necessary and sufficient conditions
on the stabilization for the pair (A, {Bk}
~
k=1) and then provided locations where impulse instants
should stay.
In the studies of (A, {Bk}~k=1,Λ~), the main ideas are originally from the classical LQ theory.
But we modified the cost functional and derived a discrete dynamic programming principle which
leads to the variant of Riccati’s equation (1.11). Both the discrete dynamic programming principle
and the variant of Riccati’s equation differ from the classical ones. In the studies of (A, {Bk}~k=1),
our method is based on the repeated use of Kalman controllable decomposition and a result in
[17].
Several open issues are given in order:
• Extensions of our main results to some infinite-dimensional systems.
• Applications of our main results to non-linear systems.
• The relationship between the feedback law designed by usual LQ theory for the control
system (1.6) and our feedback law (1.12) (with ~ = 1, B1 = B, Λ1 = {iτ}j∈N (τ > 0))
designed by discrete LQ problem.
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