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HIGH ENERGY SIGN-CHANGING SOLUTIONS FOR CORON’S PROBLEM
SHENGBING DENG AND MONICA MUSSO
Abstract: We study the existence of sign changing solutions to the following problem{
∆u+ |u|p−1u = 0 in Ωε;
u = 0 on ∂Ωε,
(0.1)
where p = n+2
n−2 is the critical Sobolev exponent and Ωε is a bounded smooth domain in R
n,
n ≥ 3, with the form Ωε = Ω\B(0, ε) with Ω a smooth bounded domain containing the origin
0 and B(0, ε) the ball centered at the origin with radius ε > 0. We construct a new type
of sign-changing solutions with high energy to problem (0.1), when the parameter ε is small
enough.
1. Introduction
Let D be a smooth bounded domain in Rn, with n ≥ 3, and let p = n+2
n−2 be the critical
Sobolev exponent, namely the exponent for which the Sobolev embedding H10 (D) →֒ Lp+1(D)
ceases to be compact. A problem which has been widely studied in the last 30 years concerns
the existence, multiplicity, and qualitative properties for positive or sign-changing solutions to{
∆u+ |u|p−1u = 0 in D;
u = 0 on ∂D.
(1.1)
Solvability for Problem (1.1) is not a trivial issue, since it strongly depends on the geometry of D.
Let us briefly summarize some classical results. A direct consequence of Pohozaev’s indentity [23]
is that Problem (1.1) has no positive solutions when the domain D is strictly star-shaped. On
the other hand, if D is an annulus, then Kazdan and Warner [15] showed that solvability for
problem (1.1) is restored: a solution is found as critical point of the energy functional associated
to the problem, and the required compactness for the functional is obtained thanks to radially
symmetry. A surprising result by Coron showed later on that symmetry is not really needed
to have solvability: in his classical work [6] he proves the existence of a positive solution to
(1.1) in the case in which D has a small (not necessarily symmetric) hole. In literature, the
name Coron’s problem is referred to problem (1.1), when the domain D has a hole. The result
by Coron was then generalized by Bahri and Coron in [2], where the authors showed that,
under the assumption that some homology group of D with coefficients in Z2 is not trivial then
problem (1.1) has at least one positive solution. Multiplicity result for positive solutions to (1.1)
is obtained in [24], where the situation of a domain D with several holes is treated. On the other
hand, existence and multiplicity of positive solutions has been established also in contractible
domains, we refer to the works of Dancer [7], Ding [10], and Passaseo [21]- [22], among others.
The study of solutions for elliptic problems with critical nonlinearity which change sign has
received the interest of several authors in the last years, see for instance [3, 4], [13, 14], and
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references therein. Here we focus our interest in existence and qualitative properties of sign-
changing solutions to (1.1) for domains D which have a hole, that is in the Coron’s setting.
The first result available in literature is the one contained in [17], where a large number of sign
changing solutions to (1.1) in the presence of a single small hole has been proved. To be more
precise, the authors assume that the domain D has the form D = Ω\B(0, ε), where Ω is a
smooth bounded domain containing the origin, and it is symmetric with respect to the origin,
while the hole is given by B(0, ε), a round ball with size ε. In this situation, they prove that,
for any given integer k there exist εk > 0 so that, for any ε ∈ (0, εk) a sign-changing solution
to (1.1) exists, and it has the shape of a superposition of exactly k bubbles, centered at 0. A
bubble is the function
(1.2) U(y) = αn
(
1
1 + |y|2
)n−2
2
, αn = [n(n− 2)]
n−2
4 ,
and it solves
(1.3) ∆u+ up = 0, in Rn.
It is well known that all positive solutions to (1.3) are given by the function (1.2) and any
translation, and proper dilation of it, that is by
(1.4) U(x− ξ), for ξ ∈ Rn, and λ−n−22 U(x
λ
), for λ > 0,
see [1, 20,25]. The solutions found in [17] are bubble-tower, with k bubbles of alternating sign,
which at main order look like
uε(x) ∼
k∑
j=1
(−1)j+1λ−
n−2
2
j U
(
x
λj
)
, λj ∼ ε
2j−1
2k ,
as ε→ 0+. The energy of these solutions has the asymptotic expansion
e(uε) = kSn +O
(
ε
n−2
2
)
, as ε→ 0+, where Sn =
(
1
2
− 1
p+ 1
) (ˆ
Rn
|∇U |2 dx
)
.
We recall the explicit definition of the energy e, given by
(1.5) e(u) =
1
2
ˆ
D
|∇u|2 − 1
p+ 1
ˆ
D
|u|p+1.
Substantial improvement of this result was obtained in [12] where the assumption of symmetry
was removed. See also [16]. A different construction of sign-changing solutions for (1.1) on
a domain with a small hole has been obtained in [5]: in this case, solutions look like the
sum of a positive bubble centered inside the shrinking hole, and a number of sign-changing
bubbles centered inside the domain, far from the hole. A common feature of the constructions
in [5,12,16,17] above described is that the building blocks that constitute the core of the shape
of the solutions are given by the positive solutions to (1.3), which are completely classified by
the functions given by (1.2) and (1.5).
The aim of this work is to produce a new, different construction of sign-changing solutions to
problem (1.1), which are build upon a limit profile given by an explicit sign-changing solution
to
(1.6) ∆u+ |u|p−1u = 0, in Rn.
In [8] it is proven the existence of a sequence of finite-energy, sign-changing solutions Qk to (1.6),
with a crown-like shape and energy of size (k + 1)Sn(1 + o(1)), as k →∞. For any k large, Qk
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is given by
(1.7) Qk(x) = U∗(x) + φ˜(x), U∗(x) = U(x)−
k∑
j=1
Uj(x),
where φ˜ is smaller than U∗, in some sense that we precise later. The function U is given by (1.2)
and Uj are defined as
Uj(x) = µ
−n−2
2
k U(µ
−1
k (x− ξj)).
For any integer k large, the k points ξj , j = 1, . . . , k are vertices of a regular polygon of k edges,
contained in the (x1, x2)-plane, given by
ξj =
√
1− µ2k (cos θj, sin θj, 0) ∈ R2 × Rn−2, θj =
2π(j − 1)
k
and the parameter µk is defined as
(1.8)
[ k∑
j=1
1
(1− cos θj)
n−2
2
]
µ
n−2
2
k = 1 +O(
1
k
), for k →∞.
Observe that the previous definition gives
(1.9) µk ∼
{
k−2, if n ≥ 4,
k−2| log k|−2, if n = 3.
In other words, Qk is a crown-like function, with a central positive bubble, centered at the origin
in Rn, and a large number of negative copies of bubbles, centered at the vertices of a regular
k-polygon sit in the (x1, x2, 0, . . . , 0)-plane, each one with a very sharp profile, as k → ∞. A
property of these solutions that is central for our construction to work is that they are non-
degenerate, as proved in [18]. In the class of bounded functions, the linearized operator around
Qk
L(φ) = ∆φ+ p|Qk|p−1φ
has a kernel of finite dimension, equals to 3n. Section 2 is devoted to give a precise description
of the main properties of these solutions, including their non-degeneracy.
In this paper, we construct sign changing solutions to problem (1.1) using the function Qk as
main building block, thus generating a new type of sign-changing solutions, different from the
ones already known in literature [5, 12,16,17].
Let Ω be a smooth bounded domain in Rn, ε > 0 and Ωε = Ω\B(0, ε). We consider the
following problem {
∆u+ |u|p−1u = 0 in Ωε;
u = 0 on ∂Ωε.
(1.10)
Our result states the following
Theorem 1.1. There exists an integer k0 such that for any integer k ≥ k0, there exists εk, such
that for any ε ∈ (0, εk), Problem (1.10) has a sign changing solution uε, satisfying
uε(x) = d
−n−2
2
ε ε
−n−2
4 Qk
(
x
εd2ε
)
(1 + o(1))
where o(1)→ 0 uniformly as ε→ 0, and dε → d0 with d0 is a positive constant. Moreover
Jε(uε) = (k + 1)Sn +O(ε
n−2
2 ), as ε→ 0+,
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where
Jε(uε) =
1
2
ˆ
Ωε
|∇u|2dx− 1
p+ 1
ˆ
Ωε
|u|p+1dx.
This paper is organized as follows. In Section 2 we recall the main properties of the functions
Qk, that are used in the rest of the paper. In Section 3, we define a first approximation to
problem (1.10). We give the expansion of the energy functional at the first approximation in
Section 4. The proof of Theorem 1.1 is contained in Section 5. Section 6 is devoted to solve a
linear problem, and Section 7 is devoted to solve a nonlinear problem. Further properties on
the functions Qk, which are new, are reported in the Appendix A.
2. Building blocks: Sign-Changing solutions Qk in R
n
The solutions predicted by Theorem 1.1 are constructed as small perturbation of an initial
approximation. This initial approximation is build using the entire, finite energy, sign changing
solution Qk for the problem (1.6), which are mentioned in the Introduction. The existence
of such solutions is proven in [8, 9]: this is a sequence of solutions, defined for any integer k
sufficiently large. If we define the energy by
(2.1) E(u) =
1
2
ˆ
Rn
|∇u|2 dy − 1
p+ 1
ˆ
Rn
|u|p+1 dy,
we have
E(Qk) =

(k + 1)Sn
(
1 +O(k2−n)
)
if n ≥ 4 ,
(k + 1)S3
(
1 +O(k−1| log k|−1) if n = 3,
as k → ∞, where Sn is a positive constant, depending on n. The solution Q = Qk decays at
infinity like the fundamental solution, namely
(2.2) lim
|y|→∞
|y|n−2Qk(y) = βn (1 + ck)
where βn is a positive number and
ck =

O( 1
kn−3
) if n ≥ 4 ,
O(| log k|−1) if n = 3,
as k →∞.
Furthermore, the solution Q = Qk has a positive global non degenerate maximum at y = 0. To
be more precisely we have
(2.3) Q(y) = [n(n− 2)]n−24
(
1− n− 2
2
|y|2 +O(|y|3)
)
as |y| → 0.
Another property for the solution Q = Qk is that it is invariant under rotation of angle
2pi
k
in
the y1, y2 plane, namely
(2.4) Q(e
2pi
k y¯, y′) = Q(y¯, y′), y¯ = (y1, y2), y′ = (y3, . . . , yn).
It is even in the yj-coordinates, for any j = 2, . . . , n
(2.5) Q(y1, . . . , yj , . . . , yn) = Q(y1, . . . ,−yj, . . . , yn), j = 2, . . . , n.
It respects invariance under Kelvin’s transform:
(2.6) Q(y) = |y|2−nQ( y|y|2 ).
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The function φ˜ in (1.7) can be further decomposed. Let us introduce some cut-off functions ζj
to be defined as follows. Let ζ(s) be a smooth function such that ζ(s) = 1 for s < 1 and ζ(s) = 0
for s > 2. We also let ζ−(s) = ζ(2s). Then we set
ζj(y) =

ζ( kη−1|y|−2|(y − ξ|y|) | ) if |y| > 1 ,
ζ( kη−1 |y − ξ| ) if |y| ≤ 1 ,
in such a way that that
ζj(y) = ζj(y/|y|2).
The function φ˜ has the form
(2.7) φ˜ =
k∑
j=1
φ˜j + ψ.
In the decomposition (2.7) the functions φ˜j , for j > 1, are defined in terms of φ˜1
(2.8) φ˜j(y¯, y
′) = φ˜1(e
2pij
k
iy¯, y′), j = 1, . . . , k − 1.
We have that
(2.9) ‖ψ‖n−2 ≤ Ck1−
n
q if n ≥ 4, ‖ψ‖n−2 ≤ C
log k
if n = 3,
where q > n2 , and
(2.10) ‖φ‖n−2 := ‖ (1 + |y|n−2)φ ‖L∞(Rn) .
On the other hand, if we rescale and translate the function φ˜1
(2.11) φ1(y) = µ
n−2
2 φ˜1(ξ1 + µy)
we have the validity of the following estimate for φ1
(2.12) ‖φ1‖n−2 ≤ Ck−
n
q if n ≥ 4, ‖φ1‖n−2 ≤ C
k log k
if n = 3.
The description of the solution Q in (1.7) is thus quite accurate. For later purpose, we observe
that the region where Q changes sign is well understood: there exists 0 < R1 < 1 < R2, positive,
so that
(2.13) Q(y) > 0, for |y| ≤ R1, |y| ≥ R2.
In [18], is was proved that these solutions are non degenerate. That is, fix one solution Q = Qk
of problem (1.6) and define the linearized equation around Q as follows
(2.14) L(φ) = ∆φ+ p|Q|p−1φ.
The invariances (2.4), (2.5), (2.6), together with the natural invariance of any solution to (1.6)
under translation (if u solves (1.6) then also u(y + ζ) solves (1.6) for any ζ ∈ Rn) and under
dilation (if u solves (1.6) then λ−
n−2
2 u(λ−1y) solves (1.6) for any λ > 0) produce some natural
functions ϕ in the kernel of L, namely
L(ϕ) = 0.
These are the 3n linearly independent functions we introduce next:
(2.15) z0(y) =
n− 2
2
Q(y) +∇Q(y) · y,
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(2.16) zα(y) =
∂
∂yα
Q(y), for α = 1, . . . , n,
and
(2.17) zn+1(y) = −y2 ∂
∂y1
Q(y) + y1
∂
∂y2
Q(y),
(2.18) zn+2(y) = −2y1z0(y) + |y|2z1(y), zn+3(y) = −2y2z0(y) + |y|2z2(y)
and, for l = 3, . . . , n
(2.19) zn+l+1(y) = −ylz1(y) + y1zl(y), z2n+l−1(y) = −ylz2(y) + y2zl(y).
One has
(2.20) L(zα) = 0, for all α = 0, 1, . . . , 3n − 1.
To show (2.20), let us introduce the following operator: for any set of parameters A = (λ, ξ, a, θ) ∈
R
+ × Rn × R2 × R2n−3 and for any function f : Rn → R, we define the following function
(2.21) ΘA[f ](x) = λ
−n−2
2
∣∣∣∣ x− ξ|x− ξ| − a |x− ξ|λ
∣∣∣∣2−n f
Rθ
(
x−ξ
λ
− a|x−ξ
λ
|2
)
| x−ξ|x−ξ| − a
|x−ξ|
λ
|2
 .
When f = Q = Qk is the non-degenerate solution to problem (1.6), for simplicity we define
(2.22) ΘA(x) = ΘA[Q](x).
In [11] it is proven that for any choice of A, the function ΘA is still a solution of (1.6), namely
∆ΘA + |ΘA|p−1ΘA = 0, in Rn.
Observe now that
(2.23)
(
∂
∂λ
Θ(λ,0,0,0)(x)
)
λ=1
= −z0(x),
(
∂
∂ξj
Θ(1,ξ,0,0)(x)
)
ξ=0
= −zj(x), j = 1, . . . , n
(2.24)
(
∂
∂a1
Θ(1,0,a,0)(x)
)
a=0
= zn+2(x),
(
∂
∂a2
Θ(1,0,a,0)(x)
)
a=0
= zn+3(x).
Identities (2.23) and (2.24) say that z0 is related to the invariance of Problem (1.6) with respect
to dilation λ−
n−2
2 Q(λ−1y), zi, i = 1, . . . , n, are related to the invariance of Problem (1.6) with
respect to translation Q(y + ζ), zn+2 and zn+3 defined in (2.18) are related to the invariance
of Problem (1.6) under Kelvin transformation (2.6). We shall see next that the function zn+1
defined in (2.17) is related to the invariance of Q under rotation in the (y1, y2) plane, while the
functions defined in (2.19) are related to the invariance under rotation in the (y1, yl) plane and
in the (y2, yl) plane respectively.
Let us be more precise. Denote by O(n) the orthogonal group of n× n matrices P with real
coefficients, so that P TP = I, and by SO(n) ⊂ O(n) the special orthogonal group of all matrices
in O(n) with detP = 1. SO(n) is the group of all rotations in Rn, it is a compact group, which
can be identified with a compact set in R
n(n−1)
2 . Consider the sub group Sˆ of SO(n) generated
by rotations in the (x1, x2)-plane, in the (xj , xα)-plane, for any j = 1, 2 and α = 3, . . . , n. We
have that Sˆ is compact and can be identified with a compact manifold of dimension 2n−3, with
no boundary. In other words, there exists a smooth injective map χ : Sˆ → Rn(n−1)2 so that χ(Sˆ)
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is a compact manifold of dimension 2n − 3 with no boundary and χ−1 : χ(Sˆ)→ Sˆ is a smooth
parametrization of Sˆ in a neighborhood of the Identity. Thus we write
θ ∈ O = χ(Sˆ), Rθ = χ−1(θ)
where O is a compact manifold of dimension 2n−3 with no boundary and Rθ denotes a rotation
in Sˆ. Let θ = (θ12, θ13, . . . , θ1n, θ23, . . . , θ2n), and we write
Rθ = P12(θ12)P13(θ13)P14(θ14) · · ·P1n(θ1n)P23(θ23)P24(θ24) · · ·P2n(θ2n),
where Pij(θ) is the rotation in the (i, j)−plane of an angle θ,
Pij(θ) =

1 · · · 0 0 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
...
. . .
...
0 · · · cos θ 0 · · · 0 − sin θ · · · 0
0 · · · 0 1 · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1 0 · · · 0
0 · · · sin θ 0 · · · 0 cos θ · · · 0
...
. . .
...
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 1

, i < j.
We have
(2.25)
(
∂
∂θ12
Θ(1,0,θ,0)(x)
)
θ=0
= zn+1(x)
and, for any l = 3, . . . , n,
(2.26)
(
∂
∂θ1l
Θ(1,0,θ,0)(x)
)
θ=0
= zn+l+1(x),
(
∂
∂θ2l
Θ(1,0,θ,0)(x)
)
θ=0
= zn+l−1(x)
Thus we have the validity of (2.20) as direct consequence of (2.23), (2.24), (2.25), (2.26).
In [18] it is proven that there exists a sequence of solutions Q = Qk of the form (1.7) which
are non degenerate in the sense that
(2.27) Kernel(L) = Span{zα : α = 0, 1, 2, . . . , 3n− 1},
or equivalently, any bounded (or any solution in D1,2) of L(ϕ) = 0 is a linear combination of
the functions zα, α = 0, . . . , 3n − 1. The non-degeneracy of Q is a crucial property for our
construction.
3. The first approximation solution
Let η > 0 be a fixed and small number and let us introduce a set of parameters A =
(λ, ξ, a, θ) ∈ R+ ×Rn × R2 ×R2n−3 with the properties that
λ = d
√
ε, with η < d <
1
η
, for some fixed η > 0,(3.1)
ξ = λτ ∈ Rn, with |τ | < η(3.2)
a ∈ B :=
{
a = (a1, a2, 0, . . . , 0) ∈ Rn : |a| < 1
2
}
,(3.3)
and
θ = (θ12, θ13, . . . , θ1n, θ23, . . . , θ2n) ∈ O(3.4)
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whereO is a compact manifold of dimension 2n−3 with no boundary which was introduced in the
previous section. The elements in O represents the invariants of any solution to (1.6) generated
by rotations in the (x1, x2)-plane, in the (xj , xα)-plane, for any j = 1, 2 and α = 3, . . . , n. Here,
with abuse of notation, we identify a = (a1, a2) ∈ R2, with a = (a1, a2, 0) ∈ Rn.
For any set of parameters A = (λ, ξ, a, θ) ∈ R+ × Rn × R2 × R2n−3, we now introduce the
function,
QA(x) = ΘA(R
−1
θ (x− ξ)),
where ΘA is defined in (2.22). More explicitly,
QA(x) = λ
−n−2
2
∣∣∣∣ x− ξ|x− ξ| −Rθa |x− ξ|λ
∣∣∣∣2−nQ
(
x−ξ
λ
−Rθa|x−ξλ |2
1− 2Rθa · x−ξλ + |a|2|x−ξλ |2
)
.(3.5)
Observe that QA solves the equation in (1.10), but it is far from satisfying the boundary con-
ditions. For this reason, we correct QA, introducing its projection onto H
1
0 (Ωε). Let us define
PεQA to be {−∆PεQA = |QA|p−1QA in Ωε;
PεQA = 0 on ∂Ωε.
(3.6)
We next give the description of the asymptotic behavior of the projection PεQA for x ∈ Ωε,
as ε → 0. To do so, we need to introduce Green’s function G(x, y) of the domain, namely G
satisfies
(3.7)
{−∆xG(x, y) = δ(x− y) x ∈ Ω;
G(x, y) = 0 x ∈ ∂Ω,
where δ(x) denotes the Dirac mass at the origin, and its regular partH(x, y) := Γ(x−y)−G(x, y),
where Γ denotes the fundamental solution of the Laplacian,
(3.8) Γ(x) = γn|x|2−n.
It is direct to see that
(3.9)
{−∆xH(x, y) = 0 x ∈ Ω;
H(x, y) = Γ(x− y) x ∈ ∂Ω.
Furthermore, we introduce the function
(3.10) F (τ, a, θ) :=

Q
(
− τ|τ |2 −Rθa
)
|τ |2−n if τ 6= 0 ,
limz→∞ Q(z)|z|n−2 if τ = 0.
This is a smooth function in the set of parameters τ , a and θ satisfying (3.2), (3.3), (3.4). We
have the validity of the following
Lemma 3.1. Let η > 0 be fixed and assume that A = (λ, ξ, a, θ) ∈ R+ × Rn × R2 × R2n−3
satisfies (3.1)-(3.4), with the additional assumption that ξ = λτ , and τ 6= 0. Let
R(x) := PεQA(x)−QA(x) + γ−1n λ
n−2
2 Q(−Rθa)H(x, ξ) + 1
λ
n−2
2
F (τ, a, θ)
εn−2
|x|n−2 ,
where F is defined in (3.10). Then there exists a positive constant c such that for any x ∈
Ω \B(0, ε)
|R(x)| ≤ cλn−22
[
εn−2(1 + ελ−n+1)
|x|n−2 + λ
2 +
εn−2
λn−2
]
,(3.11)
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|∂λR(x)| ≤ cλ
n−4
2
[
εn−2(1 + ελ−n+1)
|x|n−2 + λ
2 +
εn−2
λn−2
]
,(3.12)
|∂τiR(x)| ≤ cλ
n
2
[
εn−2(1 + ελ−n)
|x|n−2 + λ
2 +
εn−2
λn−1
]
,(3.13)
|∂aiR(x)| ≤ cλ
n−2
2
[
εn−2(1 + ελ−n+1)
|x|n−2 + λ
2 +
εn−2
λn−2
]
,(3.14)
∣∣∂θijR(x)∣∣ ≤ cλn−22 [εn−2(1 + ελ−n+1)|x|n−2 + λ2 + εn−2λn−2
]
.(3.15)
Proof. Let us introduce the scaled function Rˆ(y) = λ−
n−2
2 R(εy), defined for y ∈ Ωˆε =
(
Ω
ε
) \
B(0, 1). Thus −∆Rˆ = 0 in Ωˆε. Furthermore, Ωˆε → Rn \ B(0, 1) as ε → 0. Observe that, if
z = εy−ξ
λ
, then
QA(εy) = λ
−n−2
2 |z|2−nQ
(
z
|z|2 −Rθa
)
.
For any y ∈ ∂B(0, 1) we have that
Rˆ(y) = −λ−n−22 QA(εy) + γ−1n Q(−Rθa)H(εy, ξ) + λ2−nF (τ, a, θ).
If ξ = λτ , and τ 6= 0, then z = −τ + ε
λ
y, and a direct Taylor expansion gives that
QA(εy) = λ
−n−2
2 Q
(
− τ|τ |2 −Rθa
)
|τ |2−n
(
1 +O(
ε
λ
)
)
uniformly for points y ∈ ∂B(0, 1). If τ = 0, then
QA(εy) = λ
−n−2
2
(
lim
w→∞ |z|
2−nQ(w)
) (
1 +O(
ε
λ
)
)
Thus we get the estimates
(3.16) |Rˆ(y)| ≤ C(1 + 1
λn−2
ε
λ
) uniformly for y ∈ ∂B(0, 1).
Let us now take y ∈ ∂ (Ω
ε
)
, and we have
Rˆ(y) = −λ−n−22 QA(εy) + γn|εy − λτ |n−2Q(Rθa) +
1
λn−2
F (τ, a, θ)
1
|y|n−2 .
Since |z| = | − τ + εy
λ
| → ∞, as ε→ 0, we get
|Rˆ(y)| ≤ C(λ2 + ( ε
λ
)n−2) uniformly fory ∈ ∂
(
Ω
ε
)
.
A comparison argument for harmonic functions implies that
|Rˆ(y)| ≤ C
[
1 + ελ1−n
|y|n−2 + λ
2 + (
ε
λ
)n−2
]
.
This fact gives (3.11).
Let us now denote by Rλ(x) = ∂λR(x) and define Rˆµ(y) = λ
−n−4
2 R(εy). A direct computation
shows that
|Rˆλ(y)| ≤ C(1 + 1
λn−2
ε
λ
) uniformly for y ∈ ∂B(0, 1),
and
|Rˆλ(y)| ≤ C(λ2 + ( ε
λ
)n−2) uniformly for y ∈ ∂
(
Ω
ε
)
.
This fact gives (3.12).
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Finally, let Ri(x) = ∂τiR(x) and Rˆi(y) = λ
−n
2Ri(εy). We get the following estimates
|Rˆi(y)| ≤ C(1 + ε
λn
) uniformly fory ∈ ∂B(0, 1),
and
|Rˆi(y)| ≤ C(λ2 + ε
n−2
λn−1
) uniformly fory ∈ ∂
(
Ω
ε
)
.
This fact gives (3.13). In a similar way, one gets estimates (3.14) and (3.15). 
4. The expansion of the energy
In this Section, we give the expansion of the energy function Jε(PεQA) which defined by
Jε(u) =
1
2
ˆ
Ωε
|∇u|2dx− 1
p+ 1
ˆ
Ωε
|u|p+1dx.
We have the following result.
Proposition 4.1. Let η > 0 be fixed, and A = (λ, ξ, a, θ) ∈ R+ × Rn × R2 × R2n−3 satisfies
(3.1)-(3.4). Then
Jε(PεQA) = c1 +
1
2
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2
+Π(d, τ, a, θ) ε
n−1
2(4.1)
and
∇(d,τ,a,θ)Jε(PεQA) = ∇(d,τ,a,θ)
[
1
2
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
)]
ε
n−2
2
+Π(d, τ, a, θ) ε
n−1
2(4.2)
as ε → 0, where Π denote a smooth function of its variables, which is uniformly bounded as
ε → 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4). Here F is the function introduced in (3.10), and c1
and c2 are the constants
c1 =
1
n
ˆ
Rn
|Q|p+1 dz, c2 =
ˆ
Rn
|Q|p dz.
Proof. We compute the energy
Jε(PεQA) =
1
2
ˆ
Ωε
|∇PεQA|2dx− 1
p+ 1
ˆ
Ωε
|PεQA|p+1dx.(4.3)
Taking into the fact that −∆PεQA = |QA|p−1QA in Ωε, and PεQA = 0 on ∂Ωε, we haveˆ
Ωε
|∇PεQA|2dx =
ˆ
Ωε
|QA|p−1QAPεQAdx
=
ˆ
Ωε
|QA|p+1dx+
ˆ
Ωε
|QA|p−1QA(PεQA −QA)dx.(4.4)
Moreover, by a Taylor expansion, for some t ∈ (0, 1),ˆ
Ωε
|PεQA|p+1dx =
ˆ
Ωε
|QA + (PεQA −QA)|p+1dx
=
ˆ
Ωε
|QA|p+1dx+ (p+ 1)
ˆ
Ωε
|QA|p−1QA(PεQA −QA)dx
+
p(p+ 1)
2
ˆ
Ωε
(tPεQA + (1− t)QA)p−1 (PεQA −QA)2dx,(4.5)
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From (4.3), (4.4) and (4.5), we get
Jε(PεQA) =
1
n
ˆ
Ωε
|QA|p+1dx− 1
2
ˆ
Ωε
|QA|p−1QA(PεQA −QA)dx
−p
2
ˆ
Ωε
(tPεQA + (1− t)QA)p−1 (PεQA −QA)2dx.(4.6)
We will estimate each term in the following, and then the result in Proposition is a consequence
of the following Lemmas. 
Lemma 4.2. Let η > 0 be fixed, and A = (λ, ξ, a, θ) ∈ R+×Rn×R2×R2n−3 satisfies (3.1)-(3.4).
It holds ˆ
Ωε
|QA|p+1dx =
ˆ
Rn
|Q|p+1 dz + εn2Π(d, τ, a, θ),(4.7)
where Π is a smooth function of its variables, which is uniformly bounded as ε→ 0 for (λ, ξ, a, θ)
satisfying (3.1)-(3.4).
Proof. We decompose it asˆ
Ωε
|QA|p+1dx =
ˆ
ε<|x|<δ
|QA|p+1dx+
ˆ
|x|>δ
|QA|p+1dx
for some δ > 0 fixed and small. In the region ε < |x| < δ we introduce the change of variables
y = x−ξ
λ
= x
λ
− τ , so that
ˆ
ε<|x|<δ
|QA|p+1 dx =
ˆ
B1,ε
[∣∣∣∣ y|y| −Rθa|y|
∣∣∣∣2−n |Q|
( y
|y|2 −Rθa
| y|y|2 −Rθa|2
)]p+1
dy,
where B1,ε := B(−τ, δλ ) \ B(−τ, ελ). Since |w|2−nQ( w|w|2 ) = Q(w), and using the change of
variables z = y|y|2 , we then haveˆ
ε<|x|<δ
|QA|p+1 dx =
ˆ
B1,ε
[
|y|2−n|Q|
(
y
|y|2 −Rθa
)]p+1
dy
=
ˆ
B1,ε
|y|2n
[
|Q|
(
y
|y|2 −Rθa
)]p+1
dy
=
ˆ
B2,ε
|Q (z −Rθa)|p+1 dz =
ˆ
Rn
|Q|p+1 dz + λnO(1),
where B2,ε := B(
−τ
|τ |2 ,
λ
ε
) \ B( −τ|τ |2 , λδ ), if τ 6= 0, and B2,ε := B(0, λε ) \ B(0, λδ ) if τ = 0.
Thus, the above estimate holds true for a generic function O(1) of the parameters (d, τ, a, θ),
which is uniformly bounded as ε → 0. On the other hand, in the set |x| > δ we have that∣∣∣´|x|>δ |QA|p+1 dx∣∣∣ ≤ Cλn. This concludes the proof of the Lemma. 
Lemma 4.3. Let η > 0 be fixed, and A = (λ, ξ, a, θ) ∈ R+×Rn×R2×R2n−3 satisfies (3.1)-(3.4).
It holds, as ε→ 0,ˆ
Ωε
|QA|p−1QA(PεQA −QA)dx = −γ−2n Q(−Rθa)2H(0, 0)λn−2
−
( ε
λ
)n−2
F (τ, a, θ)
ˆ
Rn
|Q|p dz +Π(d, τ, a, θ) εn−12 ,(4.8)
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where Π is a smooth function of its variables, which is uniformly bounded as ε→ 0 for (λ, ξ, a, θ)
satisfying (3.1)-(3.4). Here F is the function introduced in (3.10).
Proof. By Lemma 3.1, we haveˆ
Ωε
|QA|p−1QA(PεQA −QA)dx = −γ−1n λ
n−2
2 Q(−Rθa)
ˆ
Ωε
|QA|p−1QAH(x, ξ)dx
− ε
n−2
λ
n−2
2
F (τ, a, θ)
ˆ
Ωε
|QA|p−1QA dx|x|n−2 +
ˆ
Ωε
|QA|p−1QAR(x)dx
:= I1 + I2 + I3.(4.9)
To estimate I1, we writeˆ
Ωε
|QA|p−1QAH(x, ξ)dx =
ˆ
ε<|x|<δ
|QA|p−1QAH(x, ξ)dx+
ˆ
Ω∩|x|>δ
|QA|p−1QAH(x, ξ)dx,
for some positive, small and fixed δ. In the first region, the function H is smooth, and in
particular it has bounded derivatives. Thus, by Taylor expansions, we getˆ
ε<|x|<δ
|QA|p−1QAH(x, 0)dx = H(0, 0)
(ˆ
ε<|x|<δ
|QA|p−1QAdx
)
+O(
ˆ
ε<|x|<δ
|QA|p−1QA|x|dx) + λO(
ˆ
ε<|x|<δ
|QA|p−1QAdx).
Taking the change of variables y = x−ξ
λ
, using the invariance of Q under Kelvin transform, and
using the change of variables z = y|y|2 , we getˆ
ε<|x|<δ
|QA|p−1QA dx = λ
n−2
2
ˆ
B1,ε
[
|y|2−n|Q|
(
y
|y|2 −Rθa
)]p
dy
= λ
n−2
2
ˆ
B1,ε
|y|−(n+2)
[
|Q|
(
y
|y|2 −Rθa
)]p
dy
= λ
n−2
2
ˆ
B2,ε
1
|z|n−2 |Q (z −Rθa)|
p dz
= λ
n−2
2
ˆ
Rn
1
|z +Rθa|n−2 |Q|
p dz +O(λ
n+2
2 ),
as ε→ 0. Here again B1,ε := B(−τ, δλ ) \B(−τ, ελ), while B2,ε := B( −τ|τ |2 , λε ) \B( −τ|τ |2 , λδ ), if τ 6= 0,
and B2,ε := B(0,
λ
ε
) \B(0, λ
δ
) if τ = 0. Recall now that
Q(−Rθa) = γn
ˆ
Rn
1
|z +Rθa|n−2
|Q|p dz
Thus we get
(4.10)
ˆ
ε<|x|<δ
|QA|p−1QAdx = γ−1n λ
n−2
2 Q(−Rθa) +O(λ
n+2
2 ).
On the other hand, using again the change of variables y = x−ξ
λ
one finds directly thatˆ
|x|<δ
|QA|p−1QA |x|dx = O(λ
n
2 ).
On the other hand, we observe that, in the region where |x| > δ, one has
(4.11) |QA(x)| ≤ Cλ
n−2
2 , for all x ∈ Ω, |x| > δ,
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where the constant C is independent of ε. Indeed, to prove (4.11), we start with the observation
that, in the region under consideration, one has
|QA(x)| ≤ c|QA¯(x)|, where A¯ = (λ, 0, a, θ),
for some constant c, independent of ε. Now, if we set y = x
λ
, we have, in the region under
consideration
|QA(x)| ≤ Cλ−
n−2
2
∣∣∣∣ y|y|2 −Rθa
∣∣∣∣2−n |y|2−nQ
 y|y|2 −Rθa∣∣∣ y|y|2 −Rθa∣∣∣2

= Cλ−
n−2
2 |y|2−nQ
(
y
|y|2 −Rθa
)
≤ Cλn−22 .
Thus the validity of (4.11) follows. A direct consequence of (4.11) isˆ
Ω∩|x|>δ
|QA|p−1QAH(x, 0) dx = O(λ
n+2
2 ).
Then, we find
I1 = −γ−2n λn−2Q(−Rθa)2H(0, 0) +O(λn−1).(4.12)
Let us now estimate I2. We split the integral as followsˆ
Ωε
|QA|p−1QA 1|x|n−2dx =
ˆ
ε<|x|<δ
|QA|p−1QA 1|x|n−2dx+
ˆ
Ω∩|x|>δ
|QA|p−1QA 1|x|n−2 dx.
Using again (4.11), we see that
´
Ω∩|x|>δ |QA|p−1QA 1|x|n−2dx = O(λ
n+2
2 ). Using the invariance of
Q under Kelvin transform, and using the changes of variables, first y = x−ξ
λ
and then z = y|y|2 ,
we getˆ
Ωε∩|x|<δ
|QA|p−1QA 1|x|n−2dx = λ
−n−2
2
ˆ
B1,ε
[
|y|2−n|Q|
(
y
|y|2 −Rθa
)]p 1
|y|n−2 dy
= λ−
n−2
2
ˆ
B1,ε
|y|−2n
[
|Q|
(
y
|y|2 −Rθa
)]p
dy
= λ−
n−2
2
ˆ
B2,ε
|Q (z −Rθa)|p dz = λ−
n−2
2
(ˆ
Rn
|Q|p dz +O(λ2)
)
.(4.13)
Then
I2 = − ε
n−2
λn−2
(
F (τ, a, θ)
ˆ
Rn
|Q|p dz +O(λ2)
)
.(4.14)
We conclude with the estimate for I3. We use the result in Lemma 3.1, and in particular estimate
(3.11), to get
|I3| = |
ˆ
Ωε
|QA|p−1QAR(x)dx| ≤ cε
1
2 (|I1|+ |I2|),(4.15)
for some positive constant c. This concludes the proof of Lemma. 
Lemma 4.4. Under the same assumptions as in Proposition 4.1, it holdsˆ
Ωε
(tPεQA + (1− t)QA)p−1 (PεQA −QA)2dx = Π(d, τ, a, θ) ε
n−1
2 .(4.16)
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Proof. Using (4.6), we have
|
ˆ
Ωε
(tPεQA + (1− t)QA)p−1 (PεQA −QA)2dx|
≤ c
ˆ
Ωε
|QA|p−1
(
λn−2 +
ε2(n−2)
λn−2
1
|x|2(n−2)
)
dx.(4.17)
Since
λn−2
ˆ
Ωε
|QA|p−1dx = λn−2
ˆ
ε<|x|<δ
|QA|p−1dx+ λn−2
ˆ
Ω∩|x|>δ
|QA|p−1dx
= λ2(n−2)
ˆ
ε
λ
<|y|< δ
λ
[
|y|2−n|Q|
(
y
|y|2 −Rθa
)]p−1
dy +O(λn+2)
= λ2(n−2)
ˆ
ε
λ
<|y|< δ
λ
|y|−4
[
|Q|
(
y
|y|2 −Rθa
)]p−1
dy +O(λn+2)
= λ2(n−2)
ˆ
λ
δ
<|z|<λ
ε
1
|z|2(n−2) |Q (z −Rθa)|
p−1 dz +O(λn+2)
= λ2(n−2)(
ˆ
Rn
1
|z +Rθa|2(n−2)
|Q|p−1 dz + o(1)) +O(λn+2)
= O(λn+2),(4.18)
and
ε2(n−2)
λn−2
ˆ
Ωε
|QA|p−1 1|x|2(n−2) dx
=
ε2(n−2)
λn−2
ˆ
ε<|x|<δ
|QA|p−1 1|x|2(n−2) dx+
ε2(n−2)
λn−2
ˆ
Ω∩|x|>δ
|QA|p−1 1|x|2(n−2) dx
=
ε2(n−2)
λ2(n−2)
ˆ
ε
λ
<|y|< δ
λ
[
|y|2−n|Q|
(
y
|y|2 −Rθa
)]p−1 1
|y|2(n−2) dy +O(λ
4)
ε2(n−2)
λn−2
=
ε2(n−2)
λ2(n−2)
ˆ
ε
λ
<|y|< δ
λ
|y|−3(n−2)
[
|Q|
(
y
|y|2 −Rθa
)]p−1
dy +O(λ4)
ε2(n−2)
λn−2
=
ε2(n−2)
λ2(n−2)
ˆ
λ
δ
<|z|<λ
ε
1
|z|n−6 |Q (z −Rθa)|
p−1 dz +O(λ4)
ε2(n−2)
λn−2
=
ε2(n−2)
λ2(n−2)
(
ˆ
Rn
1
|z +Rθa|n−6 |Q|
p−1 dz + o(1)) +O(λ4)
ε2(n−2)
λn−2
= O(
ε2(n−2)
λ2(n−2)
).(4.19)
Then (4.16) follows from (4.17) to (4.19). 
We conclude this section with the proof of (4.2). More precisely, we prove
∂dJε(PεQA) =∂d
[
1
2
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
)]
ε
n−2
2
+Π(d, τ, a, θ) ε
n−1
2 ,(4.20)
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as ε→ 0, where Π is a smooth function of the variables (d, τ, a, θ), which is uniformly bounded
as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4). The estimates for the other derivatives can be
obtain in a similar way.
Proof of (4.20):
We have
∂dJε(PεQA) =∂d
(
1
2
ˆ
Ωε
|∇PεQA|2dx− 1
p+ 1
ˆ
Ωε
|PεQA|p+1dx
)
=
ˆ
Ωε
∇PεQA∇(∂d(PεQA))dx −
ˆ
Ωε
|PεQA|p∂d(PεQA)dx
Since the function PεQA satisfies (3.6), we find
∂dJε(PεQA) = −
ˆ
Ωε
[|PεQA|p − |QA|p−1QA] ∂d(PεQA)dx.
By a Taylor expansion, for some t ∈ (0, 1),
|PεQA|p =|QA + (PεQA −QA)|p = |QA|p−1QA + p|QA|p−2QA(PεQA −QA)
+
p(p− 1)
2
(tPεQA + (1− t)QA)p−2 (PεQA −QA)2.
Then
∂dJε(PεQA) =−
ˆ
Ωε
[
p|QA|p−2QA(PεQA −QA)
]
∂d
(
QA + (PεQA −QA)
)
dx
− p(p− 1)
2
ˆ
Ωε
(tPεQA + (1− t)QA)p−2 (PεQA −QA)2∂d
(
QA + (PεQA −QA)
)
dx
=−
ˆ
Ωε
[
p|QA|p−2QA(PεQA −QA)
]
∂dQAdx
−
ˆ
Ωε
[
p|QA|p−2QA(PεQA −QA)
]
∂d
(
PεQA −QA
)
dx
− p(p− 1)
2
ˆ
Ωε
(tPεQA + (1− t)QA)p−2 (PεQA −QA)2∂d
(
QA + (PεQA −QA)
)
dx
=−
ˆ
Ωε
[
p|QA|p−2QA(PεQA −QA)
]
∂dQAdx
+O
(ˆ
Ωε
|QA|p−2QA(PεQA −QA)2dx
)
=−
ˆ
Ωε
∂d [|QA|p] (PεQA −QA)dx+O
(ˆ
Ωε
|QA|p−2QA(PεQA −QA)2dx
)
=∂d
(
−
ˆ
Ωε
|QA|p(PεQA −QA)dx
)
+
ˆ
Ωε
|QA|p∂d(PεQA −QA)dx
+O
(ˆ
Ωε
|QA|p−2QA(PεQA −QA)2dx
)
.(4.21)
From Lemma 4.3, we have that
∂d
(
−
ˆ
Ωε
|QA|p(PεQA −QA)dx
)
=∂d
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2 +Π(d, τ, a, θ) ε
n−1
2
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=(n− 2)d−1
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 −
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2 +Π(d, τ, a, θ) ε
n−1
2(4.22)
Moreover, for the second term in (4.21), by Lemma 3.1, we haveˆ
Ωε
|QA|p∂d(PεQA −QA)dx
=
ˆ
Ωε
|QA|p∂d
[
−γ−1n λ
n−2
2 Q(−Rθa)H(x, ξ) − ε
n−2
λ
n−2
2
F (τ, a, θ)
1
|x|n−2 +R(x)
]
dx
=
ˆ
Ωε
|QA|p∂λ
[
−γ−1n λ
n−2
2 Q(−Rθa)H(x, ξ) − ε
n−2
λ
n−2
2
F (τ, a, θ)
1
|x|n−2 +R(x)
]
∂λ
∂d
dx
=
n− 2
2
ε
1
2
ˆ
Ωε
|QA|p
[
−γ−1n λ
n−2
2
−1Q(−Rθa)H(x, ξ) + ε
n−2
λ
n−2
2
+1
F (τ, a, θ)
1
|x|n−2
]
dx
+ ε
1
2
ˆ
Ωε
|QA|p∂λR(x)dx
since λ =
√
εd
=
n− 2
2
d−1
ˆ
Ωε
|QA|p
[
−γ−1n λ
n−2
2 Q(−Rθa)H(x, ξ) + ε
n−2
λ
n−2
2
F (τ, a, θ)
1
|x|n−2
]
dx
+ ε
1
2
ˆ
Ωε
|QA|p∂λR(x)dx
=
n− 2
2
d−1 [I1 − I2] + ε
1
2
ˆ
Ωε
|QA|p∂λR(x)dx.
where I1 and I2 are defined in (4.9), with
I1 − I2 = −
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 −
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2 +Π(d, τ, a, θ) ε
n−1
2 ,
and from Lemma 3.1, we have |∂λR(x)| ≤ cλ−1|R(x)|, then by (4.15), we get
|ε 12
ˆ
Ωε
|QA|p∂λR(x)dx| ≤cλ−1ε
1
2
ˆ
Ωε
|QA|pR(x)dx = cd
ˆ
Ωε
|QA|pR(x)dx
≤cε 12 (|I1|+ |I2|).
Thus ˆ
Ωε
|QA|p∂d(PεQA −QA)dx
=− n− 2
2
d−1
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 −
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2 +Π(d, τ, a, θ) ε
n−1
2 .(4.23)
Lastly, using Lemma 3.1, as a computation in Lemma 4.3, we have
O
(ˆ
Ωε
|QA|p−2QA(PεQA −QA)2dx
)
= Π(d, τ, a, θ) ε
n−1
2 ,(4.24)
as ε→ 0, where Π is a smooth function of the variables (d, τ, a, θ), which is uniformly bounded
as ε→ 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4).
Therefore, by (4.21), (4.22), (4.23) and (4.24), we obtain
∂dJε(PεQA) =
n− 2
2
d−1
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 −
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2 +Π(d, τ, a, θ) ε
n−1
2
=∂d
[
1
2
(
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
)
ε
n−2
2
]
+Π(d, τ, a, θ) ε
n−1
2 .
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That is, (4.20) holds.
5. Scheme of the proof
By the change of variable,
v(y) = ε
1
p−1u(
√
εy).(5.1)
Problem (1.10) has a solution u if and only if v solves the following problem{
∆v + |v|p−1v = 0, in Dε;
v = 0, on ∂Dε,
(5.2)
where Dε :=
Ωε√
ε
= Ω√
ε
\B(0,√ε).
In expanded variable, the solution that we are looking for looks like
v(y) = V (y) + φ(y), where V (y) = ε
1
p−1PεQA(
√
εy),(5.3)
where PεQA is defined in (3.6). We observe that the function V is nothing but the projection
onto H10 (Dε) of the function ε
1
p−1QA(
√
εy). We also observe that, if A = (λ, ξ, a, θ), then
ε
1
p−1QA(
√
εy) ≡ QA˜(y), with A˜ = (d, dτ, a, θ)
since λ = d
√
ε and ξ = λτ , where QA is given in (3.5).
Rewriting the result contained in Lemma 3.1, we see that as ε→ 0,
V (y) = QA˜(y) + ε
n−2
2 (1 +
1
|y|n−2 )ΞA˜(y),(5.4)
uniformly on compact sets of Dε. Here ΞA˜(y) is a smooth function, which is uniformly bounded
for y ∈ Dε, as ε→ 0, and for sets of parameters A˜ satisfying (3.1)-(3.4).
In terms of φ, problem (5.2) becomes
(5.5) L(φ) = −N(φ)− E, in Dε, φ = 0, on ∂Dε,
where
(5.6) L(φ) = ∆φ+ pV p−1φ, N(φ) = (V + φ)p − V p − pV p−1φ,
and
E = V p − |QA˜|p−1QA˜, with A˜ = (d, dτ, a, θ).(5.7)
Consider the following functions, for any j = 0, 1, 2, . . . , 3n − 1,
Zj(y) = ε
1
p−1 Z˜j(
√
εy), y ∈ Dε, Z˜j(x) = ΘA[zj ](x),(5.8)
where ΘA is the operator defined in (2.21). Observe that
(5.9) Zj(y) = ΘA˜[zj ](y).
In order to solve problem (5.5), we first consider the linear problem. Let η > 0 be fixed as in
(3.1), and assume that the set of parameters A = (λ, ξ, a, θ) ∈ R+ × Rn × R2 × R2n−3 satisfies
(3.1)-(3.4). Given a function h, we consider the problem of finding a function φ and real numbers
cj , j = 0, 1, 2, . . . , 3n − 1 such that
L(φ) = h+
∑
j=0,1,2,...,3n−1
cjV
p−1Zj , in Dε;
φ = 0, on ∂Dε;´
Dε
V p−1Zjφdy = 0, for all j = 0, 1, 2, . . . , 3n− 1.
(5.10)
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In order to perform an invertibility theory for L subject to the above orthogonality conditions,
we introduce some proper weighted L∞-norms. We start with for
(5.11) ‖ψ‖∗∗ = sup
y∈Iε
||y|n−2ψ(y)|+ sup
y∈Oε
|(1 + |y|4)ψ(y)|,
where
(5.12) Iε := {y ∈ Dε, |y| < 1}, Oε := {y ∈ Dε, |y| > 1}.
This L∞ weighted norm, which allows singularity at 0, is suitable to estimate the right hand
side h in (5.10). The estimate of ‖E‖∗∗, where E is the function defined in (5.7), is crucial for
our argument, as it will become clear later on. We claim that there exists a positive constant
C, independent of ε, so that
(5.13) ‖E‖∗∗ ≤ Cε
n−2
2 .
Let us consider first y ∈ Dε, with |y| > 1. Using the result in Lemma 3.1 and a Taylor expansion,
in combination with (5.8) and (2.2), we immediately see that
|E(y)| ≤ Cεn−22 |QA˜(y)|p−1 ≤ C
ε
n−2
2
1 + |y|4 .
Let us now consider the region y ∈ Dε, and |y| < 1. In this region, the function E can be
estimated as follows
|E(y)| ≤ C
(
ε
n−2
2
|y|n−2
)p
≤ C ε
n−2
2
|y|n−2 ,
since in the region we are considering one has |y| > √ε. With this, (5.13) is proven. We now
introduce an appropriate norm to estimate a solutions to (5.10). This norms depends on the
dimension of the space. For a function ψ defined on Dε, we define
‖ψ‖∗ = sup
y∈Iε
[||y|αψ(y)|+ ||y|α+1Dψ(y)|]
+ sup
y∈Oε
[
|(1 + |y|β)ψ(y)|+ |(1 + |y|β+1)Dψ(y)|
]
,(5.14)
where
(5.15) α =
{
n− 4 if n ≥ 5
σ if n = 4
, β =
{
β = 2 if n ≥ 5
β = 2− σ if n = 4
for some σ > 0, and
‖ψ‖∗ = sup
y∈Dε
[|(1 + |y|)ψ(y)| + |(1 + |y|2)Dψ(y)|] ,(5.16)
if n = 3.
Equation (5.10) is solved in the following proposition, whose proof is postponed to Section 6.
Proposition 5.1. Let η > 0 be fixed as in (3.1), and assume that the set of parameters A =
(λ, ξ, a, θ) ∈ R+×Rn×R2×R2n−3 satisfies (3.1)-(3.4). Then there are numbers ε0 > 0, C > 0,
such that for all 0 < ε < ε0 and all h ∈ Cα(D¯ε), problem (5.10) admits a unique solution
φ := Tε(h). Moreover,
‖Tε(h)‖∗ ≤ C‖h‖∗∗, |cj | ≤ C‖h‖∗∗,(5.17)
and
‖∇(d,τ,a,θ)φ‖∗ ≤ C‖h‖∗∗.(5.18)
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Based on the results in Proposition 5.1, a fixed point argument allows us to solve the nonlinear
problem of finding a function φ and constants cj solutions to
L(φ) = −[N(φ) + E] + ∑
j=0,1,...,3n−1
cjV
p−1Zj , in Dε;
φ = 0, on ∂Dε;´
Dε
V p−1Zjφdy = 0, for all j = 0, 1, 2, . . . , 3n − 1.
(5.19)
The solvability of problem (5.19) is established in next Proposition, whose proof is postponed
to Section 7.
Proposition 5.2. Assume the conditions of Proposition 5.1 are satisfied. Then there are num-
bers ε0 > 0, C > 0, such that for all 0 < ε < ε0, there exists a unique solution φ = φ(d, a, θ) to
problem (5.19). Moreover, the map (d, τ, a, θ)→ φ(d, τ, a, θ) is of class C1 for ‖ · ‖∗ norm, and
‖φ‖∗ ≤ Cε
n−2
2 ,(5.20)
and
‖∇d,τ,a,θφ‖∗ ≤ ε
n−2
2 .(5.21)
After problem (5.10) has been solved, we find a solution to problem (5.5), if we can find a
point (d, τ, a, θ) such that coefficients cj in (5.10) satisfy
cj = 0 for all j = 0, 1, 2, . . . , 3n− 1.(5.22)
For notational convenience, we introduce the set
(5.23) A := {(d, τ, a, θ) : conditions (3.1)–(3.4) are satisfied} ⊂ R+ × Rn ×R2 × R2n−3.
We now introduce the finite dimensional restriction Fε(d, τ, a, θ) : A → R, given by
(5.24) Fε(d, τ, a, θ) = Iε (V (y) + φ(y)) ,
with V defined by (5.3) and φ is the unique solution to problem (5.19) given by Proposition 5.2,
and Iε is the energy functional associated to problem (5.2), given by
Iε(v) =
1
2
ˆ
Dε
|∇v|2dy − 1
p+ 1
ˆ
Dε
|v|p+1dy.(5.25)
Lemma 5.3. If (d, τ, a, θ) is a critical point of Fε, then v(y) = V (y) + φ(y) is a solution of
problem (5.2).
Proof. We claim that if (d, τ, a, θ) if a critical point for Fε, then We first differentiate Fε with
respect to d, then we have
DIε(V + φ)[
∂
∂d
QA˜ + o(1)] = 0, DIε(V + φ)[
∂
∂τi
QA˜ + o(1)] = 0, i = 1, . . . , n(5.26)
DIε(V + φ)[
∂
∂θ12
QA˜ + o(1)] = 0, DIε(V + φ)[
∂
∂aj
QA˜ + o(1)] = 0, j = 1, 2
DIε(V + φ)[
∂
∂θ1l
QA˜ + o(1)] = 0,DIε(V + φ)[
∂
∂θ2l
QA˜ + o(1)] = 0, l = 3, . . . , n
Let us assume the validity of these equalities. From (5.19), we have
DIε(V + φ)[Zi + o(1)] =
∑
j
cj
ˆ
Dε
V p−1Zj [Zi + o(1)]dy(5.27)
where
Z0 =
∂
∂d
QA˜, Zj =
∂
∂τi
QA˜, j = 1, . . . , n, Zn+1 =
∂
∂θ12
QA˜
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Zn+2 =
∂
∂a1
QA˜, Zn+3 =
∂
∂a2
QA˜
and, for l = 3, . . . , n,
Zn+l+1 =
∂
∂θ1l
QA˜, Z2n+l−1 =
∂
∂θ2l
QA˜.
Using (2.23), (2.24), (2.25), (2.26), a direct computation gives
ˆ
Dε
V p−1ZjZidy =

´
Rn
|Q|p−1(y)z2i (y)dy +O(ε
n
n−2 ) if i = j;´
Rn
|Q|p−1(y)z1(y)zn+2(y)dy +O(ε
n
n−2 ) if i = 1, j = n+ 2;´
Rn
|Q|p−1(y)z2(y)zn+3(y)dy +O(ε
n
n−2 ) if i = 2, j = n+ 3;
O(ε
n
n−2 ) otherwise,
where the functions zj are the ones defined in (2.15), (2.16), (2.17), (2.18), (2.19). Therefore,
the condition ∇(d,τ,a,θ)Fε(d, τ, a, θ) = 0 give the 3n conditions
DIε(V + φ)[Zj ] = 0, j = 0, . . . , 3n− 1,
that give necessarily that cj = 0 for all j = 0, . . . , 3n − 1. This concludes the proof of the
Lemma. We shall now prove (5.26). Since the arguments are similar, we prove the first formula
in (5.26). Observe that
∂
∂d
Fε(d, τ, a, θ) = DIε(V + φ)[
∂
∂d
V +
∂
∂d
φ].
From Lemma 3.1 and (5.8),
∂
∂d
V (y) =
∂
∂d
QA˜(y) + ε
n−2
2 (1 +
1
|y|n−2 )ΘA˜(y),
where ΘA˜(y) is uniformly bounded as ε→ 0. Now, observe that
∂
∂d
QA˜(y) = d
−n−4
2
∣∣∣∣ y − dτ|y − dτ | −Rθa |y − dτ |d
∣∣∣∣2−n z0
(
y−dτ
d
−Rθa|y−dτd |2
1− 2Rθa · y−dτd + |a|2|y−dτd |2
)
.
Taking into account that ‖ ∂
∂d
φ‖∗ = o(1), as ε→ 0, we get that ∂∂dFε = DIε(V +φ)[ ∂∂dQA˜+o(1)],
as ε→ 0.

Lemma 5.4. Assume the conditions of Proposition 5.1 are satisfied. Then we have the following
expansion
Fε(d, τ, a, θ) − Iε(V ) = o(ε
n−2
2 )Θ,
where Θ is C1 uniformly bounded, independent of ε.
Proof. By a Taylor expansion and the fact that DIε(V + φ)[φ] = 0, we have
Fε(d, τ, a, θ) − Iε(V ) = Iε (V + φ)− Iε(V ) =
ˆ 1
0
D2I (V + tφ) [φ, φ]t dt
=
ˆ 1
0
ˆ
Dε
[|∇φ|2 − p(V + tφ)p−1φ2] t dt.
From (5.19), we have
Fε(d, τ, a, θ) − Iε(V ) =
ˆ 1
0
ˆ
Dε
(
p
[
V p−1 − (V + tφ)p−1]φ2 + [N(φ) + E]φdy
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≤ C
ˆ
Dε
|V p−1 − (V + φ)p−1|φ2 dy +
ˆ
Dε
|E| |φ| dy +
ˆ
Dε
|N(φ)| |φ| dy
= o(ε
n−2
2 ) Θ,(5.28)
uniformly with respect to (d, τ, a, θ) in the considered region, where Θ is uniformly bounded,
independent of ε. Here we used the facts ‖E‖∗ ≤ Cε
n−2
2 and ‖φ‖∗ ≤ Cε
n−2
2 .
By a similarly way, using the facts ‖∇(d,τ,a,θ)E‖∗ ≤ Cε
n−2
2 and ‖∂(d,τ,a,θ)φ‖∗ ≤ Cε
n−2
2 , we can
obtain
∇(d,τ,a,θ) (Fε(d, τ, a, θ)− Iε(V )) = o(ε
n−2
2 )Θ.
This ends the proof of Lemma. 
Proof of Theorem 1.1. By Lemma 5.3, we know that u(
√
εy) = ε−
1
p−1 (V (y) + φ(y)) is a
solution to problem (1.10) if and only if (d, τ, a, θ) is a critical point of Fε(d, τ, a, θ). So we have
to prove the existence of the critical point of Fε(d, τ, a, θ). We observe that, under the change
of variables (5.1), we have Iε(v) = Jε(u). From Lemma 5.4, Proposition 4.1, (4.1) and (4.2) we
find
Fε(d, τ, a, θ) = c1 −Ψ(d, τ, a, θ)ε
n−2
2 + o(ε
n−2
2 )Θ(d, τ, a, θ),(5.29)
where Ψ is defined as
Ψ(d, τ, a, θ) =
1
2
[
γ−2n Q(−Rθa)2H(0, 0)dn−2 +
c2
dn−2
F (τ, a, θ)
]
,
with F given in (3.10) and Θ is a smooth function of its variables, which is uniformly bounded,
together with its first derivatives, as ε→ 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4). Thus our result
is proven provided we find a critical point, stable under C1 perturbation, of the function Ψ.
Firstly, we observe that
∂dΨ(d, τ, a, θ) =
n− 2
2
γ−2n Q(Rθa)
2H(0, 0)dn−3 − n− 2
2
c2
dn−1
F (τ, a, θ).
We have that ∂dΨε(d0, τ, a, θ) = 0 with d0 =
(
c2F (τ,a,θ)
γ−2n Q(Rθa)2H(0,0)
) 1
2n−4
, and ∂2ddΨε(d0, τ, a, θ) > 0.
Moreover, for d any and θ,
(τ, a) 7→ Ψ(d, τ, a, θ) has a nondegenerate maximum at (0, 0).
Lastly, since θ ∈ O with O is a compact manifold of dimension 3n with no boundary, then, for
any d, τ , and a, the function θ → Ψ(d, τ, a, ·) has a stable minimum θ¯(d, τ, a). Let θ¯0 = θ¯(d0, 0, 0).
We conclude that (d0, 0, 0, θ¯0) is a stable critical point for Ψ. Then there exists a critical point
(dε, τε, aε, θε) of Fε satisfying (dε, τε, aε, θε) → (d0, 0, 0, θ¯0) as ε → 0. This concludes the proof
of Theorem 1.1.
The rest of the paper is devoted to prove in details all the facts stated until now.
6. The linear problem: proof of Proposition 5.1
Proof of Proposition 5.1: The first part of the proof consists in establishing the priori estimate
(5.17). We do it by contradiction: assume that there exists a sequence ε = εl → 0 such that
there are functions φε and hε such that
L(φε) = hε +
∑
j=0,1,...,3n−1
cjV
p−1Zj , in Dε;
φε = 0, on ∂Dε;´
Dε
V p−1Zjφεdy = 0, for all j = 0, 1, 2, . . . , 3n− 1,
(6.1)
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for certain constants cj , depending on ε, with ‖hε‖∗∗ → 0 while ‖φε‖∗ remains bounded away
from 0 as ε→ 0.
We first establish the slightly weaker assertion that
‖φε‖ρ → 0
with ρ > 0 a small fixed number, where
‖ψ‖ρ = sup
y∈Iε
[||y|α+ρψ(y)| + ||y|α+1+ρDψ(y)|]
+ sup
y∈Oε
[
|(1 + |y|β−ρ)ψ(y)| + |(1 + |y|β+1−ρ)Dψ(y)|
]
,
if n ≥ 4, and
‖ψ‖ρ = sup
y∈Dε
[|(1 + |y|1−ρ)ψ(y)| + |(1 + |y|2−ρ)Dψ(y)|] ,
if n = 3. To do this, we assume the opposite, so that with no loss of generality we may take
‖φε‖ρ = 1.
We claim that
(6.2) cj → 0, as ε→ 0.
Testing equation (6.4) against Zi, integrating by parts twice we get that∑
cj
ˆ
Dε
V p−1ZjZidy =
ˆ
Dε
[∆Zi + pV
p−1Zi]φεdy −
ˆ
∂Dε
Zi∂νφε −
ˆ
Dε
hεZidy.(6.3)
We claim that
ˆ
Dε
V p−1ZjZidy =

´
Rn
|Q|p−1(y)z2i (y)dy +O(ε
n
n−2 ) if i = j;´
Rn
|Q|p−1(y)z1(y)zn+2(y)dy +O(ε
n
n−2 ) if i = 1, j = n+ 2;´
Rn
|Q|p−1(y)z2(y)zn+3(y)dy +O(ε
n
n−2 ) if i = 2, j = n+ 3;
O(ε
n
n−2 ) otherwise,
(6.4)
(6.5)
ˆ
Dε
[∆Zi + pV
p−1Zi]φε = o(1)‖φε‖ρ, and
ˆ
∂Dε
Zi∂νφε = o(1)‖φε‖ρ
(6.6) |
ˆ
Dε
hεZi| ≤ C‖hε‖∗∗.
Thus, we conclude that
(6.7) |cj | ≤ C‖hε‖∗∗ + o(1)‖φε‖ρ
from which (6.2) readily follows.
Proof of (6.4). From (5.8) and (5.9), we observe thatˆ
Dε
V p−1ZjZidy =
ˆ
Dε
Qp−1
A˜
ΘA˜[zj ]ΘA˜[zi] dy +O(ε
n
n−2 ),
where A˜ = (d, dτ, a, θ). Using first the change of variable z = y−dτ
d
, and then the change of
variables η = z|z|2 , we haveˆ
Dε
Qp−1
A˜
ΘA˜[zj ]ΘA˜[zi] dy =
ˆ ∣∣∣∣ z|z| −Rθa|z|
∣∣∣∣−2n (Qp−1zjzi)
(
z −Rθa|z|2
| z|z| −Rθa|z||2
)
dz
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=
ˆ
|z|−2n
∣∣∣∣ z|z|2 −Rθa
∣∣∣∣−2n (Qp−1zjzi)
(
z
|z|2 −Rθa
| z|z|2 −Rθa|2
)
dz
=
ˆ (
Qp−1zjzi
)
(η −Rθa) dη
=
ˆ
Rn
Qp−1zjzi +O(ε
n
n−2 ).
The last equality follows from Lemma 8.1 in the Appendix. This concludes the proof of (6.4).
Proof of (6.5). We start from the first estimate. Let gi = ∆Zi+ pV
p−1Zi. By definition of Zi,
we have gi = p
(
V p−1 −Qp−1
A˜
)
Zi. A close analysis of the functions zj in (2.15), (2.16), (2.17),
(2.18), (2.19) gives that, for some constant C,
|zj(y)| ≤ C
1 + |y|n−2 , y ∈ R
n.
From Lemma 3.1, we see that
V (y) = QA˜(y)− γ−1n Q(−Rθa)H(
√
εy, ξ)ε
n−2
2 − F (τ, a, θ) ε
n−2
2
|y|n−2 +R(y)
with
|R(y)| ≤ cεn−22
[
ε
n−2
2 (1 + ελ−n+1)
|y|n−2 + λ
2 + ε
n−2
2
]
.
Thus we have the following estimate
(6.8)
∣∣[∆Zi + pV p−1Zi]φε∣∣ ≤ CQp−2
A˜
(
ε
n−2
2 +
ε
n−2
2
|y|n−2
)
|Ziφε|.
To estimate
´
Dε
giφ, we estimate separately
´
Iε
giφ, and
´
Oε
giφ. Consider first the case p ≥ 2.
In dimensions 5 and 6, one has∣∣∣∣ˆ
Iε
[∆Zi + pV
p−1Zi]φε
∣∣∣∣ ≤ Cεn−22 ‖φ‖ρ ˆ
Iε
1
|y|2n−6+ρ dy
≤ Cεn−22 ε−n2+3−σ2− ρ2 ‖φε‖ρ
ˆ
√
ε<|y|<1
1
|y|n−σ dy
≤ Cε1−σ2− ρ2 ‖φ‖ρ.
Moreover, ∣∣∣∣ˆ
Oε
[∆Zi + pV
p−1Zi]φε
∣∣∣∣ ≤ Cεn−22 ‖φ‖ρ ˆ
Oε
1
1 + |y|6−ρ dy = ε
2− ρ
2 ‖φ‖ρ.
In analogous way, one has∣∣∣∣ˆ
Iε
[∆Zi + pV
p−1Zi]φε
∣∣∣∣ ≤ C

ε2−
ρ
2
−σ
2 ‖φ‖ρ if n = 4;
ε
1
2 ‖φ‖ρ if n = 3,
and ∣∣∣∣ˆ
Oε
[∆Zi + pV
p−1Zi]φε
∣∣∣∣ ≤ C

ε‖φ‖ρ if n = 4;
ε
1
2‖φ‖ρ if n = 3,
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as ε → 0, in dimensions 4 and 3. Similar estimates hold also in dimensions 4 and 3. Thus the
first estimate in (6.5) holds true in dimensions 3 to 6.
Let us consider now n ≥ 7, that is p < 2. Define Rε = {y ∈ Dε : |QA˜(y)| ≤ ε}. We have∣∣[∆Zi + pV p−1Zi]φε∣∣ ≤ Cεp−1Zj|φε|, in Rε
and ∣∣[∆Zi + pV p−1Zi]φε∣∣ ≤ C|QA˜|p−1ε−1
(
ε
n−2
2 +
ε
n−2
2
|y|n−2
)
|Zjφε|, in Dε \Rε
Thus, we get ∣∣∣∣ˆ
Iε∩Rε
giφ
∣∣∣∣ ≤ Cεp−1‖φ‖ρ, ∣∣∣∣ˆ
Oε∩Rε
giφ
∣∣∣∣ ≤ Cεp−1‖φ‖ρ,
and ∣∣∣∣∣
ˆ
Iε∩Rcε
giφ
∣∣∣∣∣ ≤ Cε1− ρ2−a‖φ‖ρ,
∣∣∣∣∣
ˆ
Oε∩Rcε
giφ
∣∣∣∣∣ ≤ Cεn−42 ‖φ‖ρ,
for some a > 0 small. Thus we get the validity of the first estimate in (6.5). Let us discuss now
the second estimate in (6.5). We writeˆ
∂Dε
Zi
∂φ
∂ν
=
ˆ
∂Dε∩Iε
Zi
∂φ
∂ν
+
ˆ
∂Dε∩Oε
Zi
∂φ
∂ν
.
We observe that ∣∣∣∣ˆ
∂Dε∩Iε
Zi
∂φ
∂ν
∣∣∣∣ ≤ C‖φ‖ρ ˆ
∂B(0,
√
ε)
1
|y|n−3+ρ ≤ Cε
1− ρ
2 ‖φ‖ρ,
and ∣∣∣∣ˆ
∂Dε∩Oε
Zi
∂φ
∂ν
∣∣∣∣ ≤ C‖φ‖ρ ˆ
∂Dε∩Oε
ε
n−2
2 ε
3−ρ
2 ≤ Cε1− ρ2 ‖φ‖ρ.
The second estimate in (6.5) is thus proven.
Proof of (6.6). We directly see that∣∣∣∣ˆ
Dε
hεZi
∣∣∣∣ ≤ C (ˆ
Iε
dy
|y|n−2 +
ˆ
Oε
1
(1 + |y|n+2) dy
)
‖h‖∗∗ ≤ C‖h‖∗∗.
Let Gε denotes the Green’s function of Dε. We have for x ∈ Dε
φε(x) = p
ˆ
Dε
Gε(x, y)V
p−1φεdy︸ ︷︷ ︸
:=g1
−
ˆ
Dε
Gε(x, y)hε dy︸ ︷︷ ︸
:=g2
−
∑
j
cj
ˆ
Dε
V p−1ZjGε(x, y) dy︸ ︷︷ ︸
:=g
(6.9)
We claim that
(6.10) |φε(x)| ≤ C

‖φε‖ρ+‖hε‖∗∗
|x|n−4 if n ≥ 5;
‖φε‖ρ+‖hε‖∗∗
|x|σ if n = 4;
‖φε‖ρ + ‖hε‖∗∗ if n = 3,
for |x| < 1
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and
(6.11) |φε(x)| ≤ C

‖φε‖ρ+‖hε‖∗∗
1+|x|2 if n ≥ 5;
‖φε‖ρ+‖hε‖∗∗
1+|x|2−σ if n = 4;
‖φε‖ρ+‖hε‖∗∗
1+|x| if n = 3,
for |x| > 1.
And similarly,
(6.12) |∂xφε(x)| ≤ C

‖φε‖ρ+‖hε‖∗∗
|x|n−3 if n ≥ 5;
‖φε‖ρ+‖hε‖∗∗
|x|σ+1 if n = 4;
‖φε‖ρ + ‖hε‖∗∗ if n = 3,
for |x| < 1
and
(6.13) |∂xφε(x)| ≤ C

‖φε‖ρ+‖hε‖∗∗
1+|x|3 if n ≥ 5;
‖φε‖ρ+‖hε‖∗∗
1+|x|3−σ if n = 4;
‖φε‖ρ+‖hε‖∗∗
1+|x|2 if n = 3,
for |x| > 1.
Assume for the moment the validity of these estimates. Since ρ is arbitrarily small and ‖φε‖ρ = 1,
the estimates above imply that that ‖φε‖L∞(B(0,R1)\B(0,R2)) > γ for certain R1 > R2 > 0 and
γ > 0 independent of ε. Then local elliptic estimates and the bounds above yield that, up to a
subsequence, φε converges uniformly over compacts of R
n to a nontrivial solution φ˜ of
∆φ˜+ p|Q|p−1φ˜ = 0,(6.14)
which besides satisfies
|φ˜(x)| ≤ C|x|−β, β = 2, if n ≥ 5, β = 2− σ, if n = 4(6.15)
In dimension n = 3 this means |φ˜(x)| ≤ C|x|2−n. In higher dimension, a bootstrap argument of
φ˜ solution of (6.14), using estimate (6.15), gives |φ˜(x)| ≤ C|x|2−n. Thanks to non degenerate
result in [18], this implies that φ˜ is a linear combination of the functions zj, defined in (2.15),
(2.16), (2.17), (2.18) and (2.19). On the other hand, dominated convergence Theorem gives that
the orthogonality conditions
´
Dε
φεV
p−1Zj = 0 pass to the limit, thus gettingˆ
Rn
|Q|p−1zj φ˜ = 0 for all j = 0, 1, . . . , 3n− 1.
Hence the only possibility is that φ˜ ≡ 0, which is a contradiction which yields the proof of
‖φε‖ρ → 0. Moreover, we observe that
‖φε‖∗ ≤ C(‖hε‖∗∗ + ‖φε‖ρ),
hence ‖φε‖∗ → 0.
We shall show the validity of (6.10) and (6.11). To get (6.12) and (6.13), one proceeds in a
similar way, using the fact the function φε is of class C
1 and
∂xsφε(x) = p
ˆ
Dε
∂xsGε(x, y)V
p−1φεdy −
ˆ
Dε
∂xsGε(x, y)hε dy
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−
∑
j
cj
ˆ
Dε
V p−1Zj∂xsGε(x, y) dy, x ∈ Dε.
Using the definitions of the norm in (5.11), we get that, for |x| ≤ 1,
|g2(x)| ≤ C‖hε‖∗∗
(ˆ
Iε
1
|x− y|n−2
1
|y|n−2 dy +
ˆ
Oε
1
|x− y|n−2
1
1 + |y|4 dy
)
≤ C

‖hε‖∗∗
|x|n−4 if n ≥ 5;
‖hε‖∗∗
|x|σ if n = 4;
‖hε‖∗∗ if n = 3,
(6.16)
as consequence of (8.12), in Lemma 8.3. Consider now |x| > 1. In this region we have
(6.17) |g2(x)| ≤ C

‖hε‖∗∗
1+|x|2 if n ≥ 5;
‖hε‖∗∗
1+|x|2−σ if n = 4;
‖hε‖∗∗
1+|x| if n = 3,
as consequence of (8.13), in Lemma 8.3. Arguing similarly, and using (6.7), we see that, for
|x| < 1,
(6.18)
∣∣∣∣∣∣
∑
j
cj
ˆ
Dε
V p−1ZjGε(x, y) dy
∣∣∣∣∣∣ ≤ C

‖φε‖ρ+‖hε‖∗∗
|x|n−4 if n ≥ 4;
‖φε‖ρ + ‖hε‖∗∗ if n = 3,
and, for |x| > 1,
(6.19)
∣∣∣∣∣∣
∑
j
cj
ˆ
Dε
V p−1ZjGε(x, y) dy
∣∣∣∣∣∣ ≤ C

‖φε‖ρ+‖hε‖∗∗
1+|x|2 if n ≥ 5;
‖φε‖ρ+‖hε‖∗∗
1+|x|2−σ if n = 4;
‖φε‖ρ+‖hε‖∗∗
1+|x| if n = 3,
In order to estimate g1, we consider first n ≥ 5. For |x| ≤ 1, we use (8.13) to get
(6.20) |g1(x)| ≤ C‖φε‖ρ
(ˆ
Iε
1
|x− y|n−2
dy
|y|n−4+ρ +
ˆ
Oε
1
|x− y|n−2
dy
1 + |y|6+ρ
)
C
‖φε‖ρ
|x|n−4 ,
and (8.12) to get, for |x| > 1
(6.21) |g1(x)| ≤ C ‖φε‖ρ
1 + |x|2 ,
In a similar way, we have, for |x| > 1,
(6.22) |g1(x)| ≤ C ‖φε‖ρ|x|σ if n = 4, |g1(x)| ≤ C‖φε‖ρ if n = 3
and
(6.23) |g1(x)| ≤ C ‖φε‖ρ
1 + |x|2−σ if n = 4, |g1(x)| ≤ C
‖φε‖ρ
1 + |x| if n = 3.
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Collecting together estimates (6.16)–(6.23), we obtain the validity of (6.10) and (6.11).
Step 2: The existence of solution to (5.10). To do this, let us consider the space
H =
{
φ ∈ H10 (Dε) |
ˆ
Dε
V p−1Zjφ = 0, ∀ j = 0, 1, . . . , 3n − 1
}
endowed with the usual inner product [φ,ψ] =
´
Dε
∇φ∇ψ. Problem (5.10) expressed in weak
form is equivalent to that of finding a φ ∈ H such that
[φ,ψ] =
ˆ
Dε
(
pV p−1φ− h) ψ ∀ψ ∈ H.
With the aid of Riesz’s representation theorem, this equation gets rewritten in H in the opera-
tional form
φ = Lε(φ) + h˜(6.24)
with certain h˜ ∈ H which depends linearly in h and where Lε is a compact operator in H.
Fredholm’s alternative guarantees unique solvability of this problem for any h provided that the
homogeneous equation φ = Tε(φ) has only the zero solution in H. Assume it has a nontrivial
solution φ = φε, which with no loss of generality may be taken so that ‖φε‖∗ = 1. But for what
we proved before, necessarily ‖φε‖∗ → 0. This is certainly a contradiction that proves that this
equation only has the trivial solution in H. We conclude then that for each h, problem (5.10)
admits a unique solution. Standard arguments give then the validity of (5.17).
We next analysis the dependence of the solution φ to (5.10) on the parameters A′ = (d, τ, a, θ).
Let us define A′ = (A1, A2, . . . , A3n) the components of the vector A′. Let us differential φ with
respect to As, for some s = 1, . . . , 3n. We set formally Z =
∂
∂As
φ. Then Z satisfies the following
equation
∆Z + pV p−1Z = −p∂As(V p−1)φ+
∑
j
ejV
p−1Zj + cj∂As(V
p−1Zj) in Dε
Here ej = ∂Ascj . Besides, from differentiating the orthogonality condition
´
Dε
V p−1Zjφdy = 0,
we get ˆ
Dε
∂As(V
p−1Zj)φdy +
ˆ
Dε
V p−1ZjZdy = 0.
Let us consider constants bi such thatˆ
Dε
V p−1ZjZ −
∑
i
bi
ˆ
Dε
V p−1ZjZi = 0.(6.25)
These relations amount to ∑
i
bi
ˆ
Dε
V p−1ZjZi =
ˆ
Dε
V p−1ZjZ.
Since this system is diagonal dominant with uniformly bounded coefficients, we use it is uniquely
solvable and that
bi = O(‖φ‖∗).
Let us set η = Z −∑
i
biZj , thus η ∈ H10 (Dε) and
ˆ
Dε
V p−1Zjη = 0 for all j.(6.26)
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On the other hand, we have that
∆η + pV p−1η = f +
∑
j
ejV
p−1Zj in Dε,(6.27)
where ej =
∂
∂As
cj and
f =
∑
j
bj(−(∆ + pV p−1)Zj + cj∂As(V p−1Zj)− p∂As(V p−1φ),(6.28)
Thus we have that η = Tε(f). Moreover, we easily see that
‖φ∂As(V p−1)‖∗∗ ≤ C‖φ‖∗.
On the other hand
|∂As(V p−1Zi(x))| ≤ C|x|−n−4,
hence
‖ci∂AsV p−1Zi‖∗∗ ≤ C‖h‖∗∗
since we have that ci = O(‖h‖∗∗). We conclude that
‖f‖∗∗ ≤ C‖h‖∗∗.
Reciprocally, if we define
Z = Tε(f) +
∑
j
ejV
p−1Zj ,
with bj given by relations (6.25) and f by (6.28), we check that indeed Z = ∂Asφ. In fact Z
depends continuously on the parameters A′ and h for the norm ‖ ‖∗, and ‖Z‖∗ ≤ C‖h‖∗∗ for
parameters in the considered region.
In other words, we proved that (d, τ, a, θ) 7→ Tε is of class C1 in L(L∞∗∗, L∞∗ ) and, for instance,
(DAsTε)(h) = Tε(f) +
∑
bjZj ,
where f is given by (6.28) and bj by (6.25). This concludes the proof. 
7. The non-linear Problem: proof of Proposition 5.2
Proof of Proposition 5.2: We write the equation in (5.19) as
∆φ+ pV p−1φ = −N(φ)− E +
∑
j
cjV
p−1Zj in Dε
where N(φ) and E are defined respectively by (5.6) and (5.7). We already showed in (5.13) that
‖E‖∗∗ ≤ Cε
n−2
2 . To estimate N(φ), it is convenient, and sufficient for our purposes, to assume
‖φ‖∗ < 1. Note that, if n ≤ 6, then p ≥ 2 and we can estimate
|N(φ)| ≤ C|V |p−2|φ|2
and hence
|N(φ)|(x) ≤ C

‖φ‖2
∗
|x|2 if n ≥ 4;
‖φ‖2∗ if n = 3,
for |x| < 1,
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and
|N(φ)|(x) ≤ C

‖φ‖2
∗
1+|x|4 if n ≥ 5;
ε−
σ
2
‖φ‖2
∗
1+|x|4−σ if n = 4;
‖φ‖2
∗
1+|x|4 if n = 3,
for |x| > 1,
Assume now that n > 6. If |φ| ≥ 12V we have
|N(φ)| ≤ C|φ|p,
and thus
|N(φ)(x)| ≤ C

εp ‖φ‖∗|x|n−2 if |x| < 1;
εp ‖φ‖∗
1+|x|4 if |x| > 1
Let us consider now the case |φ| ≤ 12V . In this case, we have that |N(φ)| ≤ C|V |p−1|φ|, for some
constant C. Thus, for |x| < 1, we get
|N(φ)| ≤ C ε
2
|y|4
‖φ‖∗
|y|n−4 ≤ Cε
‖φ‖∗
|y|n−2
while for |x| > 1,
|N(φ)| ≤ Cε2 ‖φ‖∗
1 + |x|2 ≤ Cε
‖φ‖∗
1 + |x|4 .
Combining these relations we get
‖N(φ)‖∗∗ ≤

C‖φ‖2∗ if n ≤ 6, n 6= 4
Cε−
σ
2 ‖φ‖2∗ if n = 4
Cε−
n−4
n−2 ‖φ‖2∗ if n > 6.
(7.1)
Now, we are in position to prove that problem (5.19) has a unique solution φ = φ˜+ ψ˜, with
(7.2) ψ˜ := −Tε(E),
with the required properties. Here Tε denotes the linear operator defined by Proposition 5.1,
namely φ = Tε(h) solves (5.10). We see that problem (5.19) is equivalent to solving a fixed point
problem. Indeed φ = φ˜+ ψ˜ is a solution of (5.19) if and only if
φ˜ = −Tε(N(φ˜+ ψ˜)) ≡ Aε(φ˜).
We proceed to prove that the operator Aε defined above is a contraction inside a properly chosen
region. Since ‖E‖∗ ≤ Cε
n−2
2 , the result of Proposition 5.2 gives that
‖ψ˜‖∗∗ ≤ Cε
n−2
2
and
‖N(ψ˜ + η)‖∗∗ ≤

C‖η‖2∗ if n ≤ 6, n 6= 4
Cε−
σ
2 ‖η‖2∗ if n = 4
Cε−
n−4
n−2 ‖η‖2∗ if n > 6.
(7.3)
Call
F = {η ∈ H10 : ||η||∗ ≤ Rε
n−2
2 }.
From Proposition 5.2 and (7.3) we conclude that, for ε sufficiently small and any η ∈ F we have
‖Aε(η)‖∗ ≤ Cε
n−2
2 .
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If we choose R big enough in the definition of F , we get then that Aε maps F in itself. Now we
will show that the map Aε is a contraction, for any ε small enough. That will imply that Aε
has a unique fixed point in F and hence problem (5.19) has a unique solution. For any η1, η2 in
F we have
‖Aε(η1)−Aε(η2)‖∗ ≤ C‖Nε(ψ˜ + η1)−Nε(ψ˜ + η2)‖∗∗,
hence we just need to check that N is a contraction in its corresponding norms. By definition
of N
Dη¯Nε(η¯) = p[(V + η¯)
p−1
+ − V p−1].
Arguing as before, we get c ∈ (0, 1) such that
‖N(ψ˜ + η1)−N(ψ˜ + η2)‖∗∗ ≤ c‖η1 − η2‖∗.
This concludes the proof of existence of φ solution to (5.19), and the first estimate in (5.20).
The regularity of the map (d, τ, a, θ) 7→ φ can be proved by standard arguments involving the
implicit function, and then we get the estimate (5.21), which can be seen in [18]. 
8. Appendix
Let us recall that the existence of Q was obtained in [8, 9], and also we will use some facts
and computations in [18]. We have
Q(y) = U(y)−
k∑
j=1
Uj(y) + φ˜(y)
with
U(y) = αn
(
1
1 + |y|2
)n−2
2
, Uj(y) = µ
−n−2
2
k U(µ
−1
k (y − ξj)),
and the function φ˜ is described in (2.7). Let us now define the following functions
πα(y) =
∂
∂yα
φ˜(y), for α = 1, 2, · · · , n; π0(y) = n− 2
2
φ˜(y) +∇φ˜(y) · y.(8.1)
Observe that the function π0 is even in each of its variables, namely
π0(y1, · · · , yj , · · · , yn) = π0(y1, · · · ,−yj, · · · , yn), for all j = 1, 2, · · · , n,
while πα, for α = 1, 2, · · · , n is odd in the yα variable, while it is even in all the other variables.
Furthermore, all functions πα are invariant under rotation of
2pi
k
in the first two coordinates,
namely they satisfy (2.4).
Now let us define the functions
Z0(y) = n− 2
2
U(y) +∇U(y) · y,
and
Zα(y) = ∂
∂yα
U(y), for α = 1, 2, · · · , n.
We note that, by symmetry and (8.5) in [18], we haveˆ
Rn
U(y)p−1Z0(y)2dy =
ˆ
Rn
U(y)p−1Zα(y)2dy = 2
n−4
2 n(n− 2)2 Γ(
n
2 )
2
Γ(n+ 2)
:= c˜,(8.2)
for α = 1, 2, · · · , n.
We have the following results.
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Lemma 8.1. Let the functions zi be defined in (2.15)-(2.19), and µ = µk be defined in (1.8)
and satisfies (1.9). It holds that,
ˆ
Rn
|Q(y)|p−1zi(y)2 dy = (k + 1)c˜+
{
O(k(1−
n
q
)max{1, 4
n−2
}), if n ≥ 4,
O(| log k|−1), if n = 3,
(8.3)
for i = 0, 1, 2, · · · , 3n − 1, where n2 < q < n and c˜ is as in (8.2). Moreover, there exists C > 0
such that
(8.4) |zi(y)| ≤ C 1
1 + |y|n−2 , for y ∈ R
n.
Proof. We will give the proof for the case i = 0 in (8.3), and the others can be obtained in the
same way. Moreover, (8.4) follows directly from the definition of zi and the results of Proposition
2.1 in [18]. We haveˆ
Rn
|Q(y)|p−1z0(y)2 dy
=
ˆ
Rn
|Q(y)|p−1
[n− 2
2
Q(y) +∇Q(y) · y
]2
dy
=
ˆ
Rn
|Q(y)|p−1
[(n− 2
2
U(y) +∇U(y) · y
)
−
k∑
j=1
(n− 2
2
Uj(y) +∇Uj(y) · y
)
+ π0(y)
]2
dy
=
ˆ
Rn
|Q(y)|p−1
(n− 2
2
U(y) +∇U(y) · y
)2
dy
+
k∑
j=1
ˆ
Rn
|Q(y)|p−1
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
+
ˆ
Rn
|Q(y)|p−1|π0(y)|2dy
+ 2
ˆ
Rn
|Q(y)|p−1
(n− 2
2
U(y) +∇U(y) · y
)
×
[
−
k∑
j=1
(n− 2
2
Uj(y) +∇Uj(y) · y
)
+ π0(y)
]
dy
+ 2
∑
i 6=j
ˆ
Rn
|Q(y)|p−1
(n− 2
2
Ui(y) +∇Ui(y) · y
)(n− 2
2
Uj(y) +∇Uj(y) · y
)
dy
:=A1 +A2 +A3 +A4 +A5.(8.5)
Next we estimate each term as follows.
Estimate of A1: We have
A1 =
ˆ
Rn
∣∣∣U(y)− k∑
j=1
Uj(y) + φ˜(y)
∣∣∣p−1(n− 2
2
U(y) +∇U(y) · y
)2
dy
=
ˆ
Rn
[
|U(y)|p−1 +
k∑
j=1
|Uj(y)|p−1 + |φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
Z0(y)2dy
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=
ˆ
Rn
|U(y)|p−1Z0(y)2dy +
k∑
j=1
ˆ
Rn
|Uj(y)|p−1Z0(y)2dy
+
ˆ
Rn
[
|φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
Z0(y)2dy.
Since
k∑
j=1
ˆ
Rn
|Uj(y)|p−1Z0(y)2dy =(n− 2)2αp+1n
k∑
j=1
ˆ
Rn
µ2k
(µ2k + |y − ξj |2)2
(1− |y|2)2
(1 + |y|2)n dy
=(n− 2)2αp+1n
k∑
j=1
µn−2k
ˆ
Rn
1
(1 + |z|2)2
(1− |µkz + ξj|2)2
(1 + |µkz + ξj|2)n dz
=(n− 2)2αp+1n
k∑
j=1
µn−2k
ˆ
{|z|≤ 1
2µk
}
1
(1 + |z|2)2
(1− |µkz + ξj|2)2
(1 + |µkz + ξj|2)n dz
+ (n− 2)2αp+1n
k∑
j=1
µn−2k
ˆ
{|z|≥ 1
2µk
}
1
(1 + |z|2)2
(1− |µkz + ξj|2)2
(1 + |µkz + ξj|2)n dz
=O
( k∑
j=1
µn−2k
ˆ
{|z|≤ 1
2µk
}
1
(1 + |z|2)2
1
(1 + |µkz + ξj |2)n−2 dz
)
+O
( k∑
j=1
µn−2k
ˆ
{|z|≥ 1
2µk
}
1
(1 + |z|2)2
1
(1 + |µkz + ξj|2)n−2
dz
)
=O
( k∑
j=1
µn−2k
ˆ
{|z|≤ 1
2µk
}
1
(1 + |z|2)2
)
+O
( k∑
j=1
µn−2k
ˆ
{|z|≥ 1
2µk
}
1
(1 + |z|2)2
1
(1 + |µkz|2)n−2 dz
)
=O(kµ2k),
and by (2.7)-(2.12), we have
|φ˜(y)| ≤ C
(1 + |y|)n−2
{
k
1−n
q , if n ≥ 4,
| log k|−1, if n = 3.
Then ∣∣∣ ˆ
Rn
[
|φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
Z0(y)2dy
∣∣∣
≤C
{
k
(1−n
q
) 4
n−2 , if n ≥ 4,
| log k|−4, if n = 3.
Thus
A1 =c˜+
{
O(k(1−
n
q
) 4
n−2 ), if n ≥ 4,
O(| log k|−4), if n = 3.
(8.6)
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Here c˜ is as in (8.2).
Estimate of A2: We have
A2 =
ˆ
Rn
∣∣∣U(y)− k∑
j=1
Uj(y) + φ˜(y)
∣∣∣p−1(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
=
ˆ
Rn
[
|U(y)|p−1 +
k∑
j=1
|Uj(y)|p−1 + |φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
×
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
=
ˆ
Rn
|U(y)|p−1
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
+
k∑
j=1
ˆ
Rn
|Uj(y)|p−1
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
+
ˆ
Rn
[
|φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
](n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy.
Since ˆ
Rn
|U(y)|p−1
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
=(n− 2)2αp+1n
k∑
j=1
µn−2k
ˆ
Rn
1
(1 + |y|2)2
µ2k + |y − ξj|2 − 2
∑n
i=1 yi(y − ξj)i
(µ2k + |y − ξj |2)n
dy
=(n− 2)2αp+1n
k∑
j=1
ˆ
Rn
1
(1 + |µkz + ξj|2)2
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n dy
=(n− 2)2αp+1n
k∑
j=1
ˆ
{|z|≤ 1
2µk
}
1
(1 + |µkz + ξj |2)2
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n dy
+ (n− 2)2αp+1n
k∑
j=1
ˆ
{|z|≥ 1
2µk
}
1
(1 + |µkz + ξj |2)2
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n dy
=O(µn−2k ) +O
( k∑
j=1
µ−4k
ˆ
{|z|≥ 1
2µk
}
1
|z|4
1− |z|2
(1 + |z|2)n dy
)
=O(µn−2k ).
and
k∑
j=1
ˆ
Rn
|Uj(y)|p−1
(n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
=(n− 2)2αp+1n
k∑
j=1
µ2k
ˆ
Rn
µ2k + |y − ξj|2 − 2
∑n
i=1 yi(y − ξj)i
(µ2k + |y − ξj |2)n+2
dy
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=(n− 2)2αp+1n
k∑
j=1
ˆ
Rn
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n+2 dy
=(n− 2)2αp+1n
k∑
j=1
ˆ
{|z|≤ 1
2µk
}
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n+2 dy
+ (n− 2)2αp+1n
k∑
j=1
ˆ
{|z|≥ 1
2µk
}
1 + |z|2 − 2∑ni=1 zi(z − ξjµk )i
(1 + |z|2)n+2 dy
=(n− 2)2αp+1n
k∑
j=1
ˆ
Rn
1− |z|2
(1 + |z|2)n+2dy +O(µ
n+2
k )
=kc˜+O(µn+2k ).
Moreover,
∣∣∣ ˆ
Rn
[
|φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
](n− 2
2
Uj(y) +∇Uj(y) · y
)2
dy
∣∣∣
≤C
{
k
(1−n
q
) 4
n−2 , if n ≥ 4,
| log k|−4, if n = 3,
.
Therefore, we obtain
A2 =kc˜+
{
O(k
(1−n
q
) 4
n−2 ), if n ≥ 4,
O(| log k|−4), if n = 3.
(8.7)
Estimate of A3: We have
A3 =
ˆ
Rn
|Q(y)|p−1|π0(y)|2dy
≤C
ˆ
Rn
|Q(y)|p−1 1
(1 + |y|)2(n−2) dy
{
O(k
2(1−n
q
)
), if n ≥ 4,
O(| log k|−2), if n = 3,
≤C
{
k
2(1−n
q
)
, if n ≥ 4,
| log k|−2, if n = 3.(8.8)
Estimate of A4: We have
|A4| ≤C
{
k1−
n
q , if n ≥ 4,
| log k|−1, if n = 3.(8.9)
Estimate of A5: We have
|A5| ≤Ckµ2k.(8.10)
Thus (8.3) holds for i = 0 follows from (8.5)-(8.10). 
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Lemma 8.2. Let the functions zj be defined in (2.15)-(2.19), and µ = µk be defined in (1.8)
and satisfies (1.9). It holds that, for i 6= j,
ˆ
Rn
|Q(y)|p−1zi(y)zj(y) dy =

(k + 1)c˜ +
{
O(k
1−n
q ), if n ≥ 4,
O(| log k|−1), if n = 3, for i = 1, j = n+ 2,
(k + 1)c˜ +
{
O(k
1−n
q ), if n ≥ 4,
(| log k|−1), if n = 3, for i = 2, j = n+ 3,
O(µ
n−2
2 ), otherwise,
(8.11)
where q ∈ (n2 , n) and c˜ is a positive constant, which is defined in (8.2).
Proof. We will only consider the case i = 1, j = n + 2, and the case i = 2, j = n + 3 can be
proved in a similar way. Moreover, we omit the proof for the other cases, which can be obtained
easily by using the definition of zi and the symmetry. We haveˆ
Rn
|Q(y)|p−1z1(y)zn+2(y) dy
=
ˆ
Rn
|Q(y)|p−1z1(y)
(
− 2y1z0(y) + |y|2z1(y)
)
dy
=− 2
ˆ
Rn
|Q(y)|p−1y1∂Q(y)
∂y1
(n− 2
2
Q(y) +∇Q(y) · y
)
dy +
ˆ
Rn
|Q(y)|p−1|y|2
(∂Q(y)
∂y1
)2
dy
:=L1 + L2.
Since
L1 =− 2
ˆ
Rn
|Q(y)|p−1y1∂Q(y)
∂y1
(n− 2
2
Q(y) +∇Q(y) · y
)
dy
=− 2
ˆ
Rn
∣∣∣U(y)− k∑
j=1
Uj(y) + φ˜(y)
∣∣∣p−1(y1∂y1U(y)− k∑
j=1
y1∂y1Uj(y) + y1π1(y)
)
×
[n− 2
2
U(y) +∇U(y) · y −
k∑
j=1
(n− 2
2
Uj(y) +∇Uj(y) · y
)
+ π0(y)
]
dy
=− 2
ˆ
Rn
[
|U(y)|p−1 +
k∑
j=1
|Uj(y)|p−1 + |φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
×
[
y1∂y1U(y)−
k∑
j=1
y1∂y1Uj(y) + y1π1(y)
]
×
[n− 2
2
U(y) +∇U(y) · y −
k∑
j=1
(n− 2
2
Uj(y) +∇Uj(y) · y
)
+ π0(y)
]
dy
=− 2
ˆ
Rn
|U(y)|p−1y1∂y1U(y)
[n− 2
2
U(y) +∇U(y) · y
]
dy
− 2
k∑
j=1
ˆ
Rn
|Uj(y)|p−1y1∂y1Uj(y)
[n− 2
2
Uj(y) +∇Uj(y) · y
]
dy
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+
{
O(k
1−n
q ), if n ≥ 4,
O(| log k|−1), if n = 3.
=(n− 2)2αp+1n
ˆ
Rn
y21(1− |y|2)
(1 + |y|2)n+2dy
+ (n − 2)2αp+1n
k∑
j=1
µnk
ˆ
Rn
y1(y1 − ξj,1)(µ2k + |y − ξj|2 − 2
∑n
i=1 yi(y − ξj)i)
(µ2k + |y − ξj|2)n+2
+
{
O(k
1−n
q ), if n ≥ 4,
O(| log k|−1), if n = 3,
where
k∑
j=1
µnk
ˆ
Rn
y1(y1 − ξj,1)(µ2k + |y − ξj|2 − 2
∑n
i=1 yi(y − ξj)i)
(µ2k + |y − ξj|2)n+2
dy
=
k∑
j=1
µnk
ˆ
Rn
(µkz1 + ξj,1)µkz1(µ
2
k + µ
2
k|z|2 − 2
∑n
i=1(µkzi + ξj,i)µkzi)
(µ2k + µ
2
k|z|2)n+2
dy
=
k∑
j=1
µ−2k
ˆ
Rn
(µkz1 + ξj,1)z1(1 + |z|2 − 2
∑n
i=1(µkzi + ξj,i)zi)
(1 + |z|2)n+2 dz
=
k∑
j=1
ˆ
{|z|≤ 1
2µk
}
(z1 +
1
µk
ξj,1)z1(1 + |z|2 − 2
∑n
i=1(zi +
1
µk
ξj,i)zi)
(1 + |z|2)n+2 dz
+
k∑
j=1
ˆ
{|z|≥ 1
2µk
}
(z1 +
1
µk
ξj,1)z1(1 + |z|2 − 2
∑n
i=1(zi +
1
µk
ξj,i)zi)
(1 + |z|2)n+2 dz
=O
( k∑
j=1
ˆ
{|z|≤ 1
2µk
}
ξ2j,1
µ2k
z21
(1 + |z|2)n+2dz
)
+
k∑
j=1
ˆ
{|z|≥ 1
2µk
}
z21(1− |z|2)
(1 + |z|2)n+2dz
=k
ˆ
Rn
y21(1− |y|2)
(1 + |y|2)n+2 dz +O(kµ
n+2
k ).
Thus we find
L1 =(k + 1)
ˆ
Rn
(n− 2)2αp+1n
y21(1− |y|2)
(1 + |y|2)n+2 dz +
{
O(k
1−n
q ), if n ≥ 4,
O(| log k|−1), if n = 3.
Moreover
L2 =
ˆ
Rn
|Q(y)|p−1|y|2
(∂Q(y)
∂y1
)2
dy
=
ˆ
Rn
∣∣∣U(y)− k∑
j=1
Uj(y) + φ˜(y)
∣∣∣p−1|y|2(∂y1U(y)− k∑
j=1
∂y1Uj(y) + π1(y)
)2
dy
=
ˆ
Rn
[
|U(y)|p−1 +
k∑
j=1
|Uj(y)|p−1 + |φ˜(y)|p−1 + |U(y)|γ |
k∑
j=1
Uj(y) + φ˜(y)|p−1−γ
]
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× |y|2
[
(∂y1U(y))
2 +
k∑
j=1
(∂y1Uj(y))
2 + (π1(y))
2 + 2∂y1U(y)
( k∑
j=1
Uj(y) + φ˜(y)
)]
dy
=
ˆ
Rn
|U(y)|p−1|y|2(∂y1U(y))2dy +
k∑
j=1
ˆ
Rn
|Uj(y)|p−1|y|2(∂y1Uj(y))2dy +O(kµ
n−2
2
k )
=(k + 1)
ˆ
Rn
(n− 2)2αp+1n
y21|y|2
(1 + |y|2)n+2dz +
{
O(k1−
n
q ), if n ≥ 4,
O(| log k|−1), if n = 3.
Therefore, we obtainˆ
Rn
|Q(y)|p−1z1(y)zn+2(y) dy
=(k + 1)(n − 2)2αp+1n
ˆ
Rn
y21
(1 + |y|2)n+2 dz +
{
O(k1−
n
q ), if n ≥ 4,
O(| log k|−1), if n = 3,
=(k + 1)
ˆ
Rn
U(y)p−1Z1(y)2dy +O(kµ
n−2
2
k ) +
{
O(k1−
n
q ), if n ≥ 4,
O(| log k|−1), if n = 3,
=(k + 1)c˜+
{
O(k1−
n
q ), if n ≥ 4,
O(| log k|−1), if n = 3,
where Z1(y) = ∂U(y)∂y1 . 
Lemma 8.3. For any constant a > 0, there exists C > 0 such that
(8.12)
ˆ
Rn
1
|y − z|n−2
1
(1 + |z|)2+a dz ≤
C
1 + |y|a .
For any 0 < b < n, there exists a constant C > 0 such thatˆ
B(0,1)
1
|y − z|n−2
1
|z|n−b dz ≤
C
|y|n−2−b .(8.13)
Proof. Proof of (8.12). We just need to give the estimate for |y| ≥ 2. Let d = 12 |y|.
For z ∈ Bd(0), we have |z| ≤ d and |y − z| ≥ |y| − |z| ≥ d, thenˆ
Bd(0)
1
|y − z|n−2
1
(1 + |z|)2+a dz ≤
C
dn−2
ˆ
Bd(0)
1
(1 + |z|)2+a dz
≤ C
dn−2
dn−2−a ≤ C
da
.
For z ∈ Bd(y), we have |y − z| ≤ d and |z| = |y − (y − z)| ≥ |y| − |y − z| ≥ d, we then haveˆ
Bd(y)
1
|y − z|n−2
1
(1 + |z|)2+a dz ≤
C
d2+a
ˆ
Bd(y)
1
|y − z|n−2 dz ≤
C
da
.
For z ∈ Rn\(Bd(0) ∪ Bd(y)), we have |z − y ≥ 12 |y| and |z| ≥ 12 |y|. If |z| ≥ 2|y|, we have
|z − y| ≥ |z| − |y| ≥ 12 |z|. Thus
1
|y − z|n−2
1
(1 + |z|)2+a ≤
C
|z|n−2(1 + |z|)2+a .(8.14)
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If |z| ≤ 2|y|, then
1
|y − z|n−2
1
(1 + |z|)2+a ≤
C
|y|n−2(1 + |z|)2+a ≤
C ′
|z|n−2(1 + |z|)2+a .(8.15)
From (8.14) and (8.15), we get that for z ∈ Rn\(Bd(0) ∪Bd(y)),
1
|y − z|n−2
1
(1 + |z|)2+a ≤
C
|z|n−2(1 + |z|)2+a .
Thenˆ
Rn\(Bd(0)∪Bd(y))
1
|y − z|n−2
1
(1 + |z|)2+a dz ≤
ˆ
Rn\(Bd(0)∪Bd(y))
C
|z|n−2(1 + |z|)2+a dz ≤
C
da
.
Proof of (8.13). Assume y = ryˆ, with r = |y|. Direct computation givesˆ
B(0,1)
1
|y − z|n−2
1
|z|n−b dz =
1
rn−2
ˆ
B(0,1)
1
|yˆ − z
r
|n−2
1
|z|n−b dz
(w =
z
r
)
=
1
rn−2−b
ˆ
B(0, 1
r
)
1
|yˆ − w|n−2
1
|w|n−b dz
≤ C|y|n−2−b ,
where
C = sup
e∈Sn
ˆ
Rn
1
|e− w|n−2
1
|w|n−b dz.

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