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Abstract— We establish a result which states that regularizing
an inverse problem with the gauge of a convex set C yields so-
lutions which are linear combinations of a few extreme points or
elements of the extreme rays of C. These can be understood as the
atoms of the regularizer. We then explicit that general principle by
using a few popular applications. In particular, we relate it to the
common wisdom that total gradient variation minimization favors
the reconstruction of piecewise constant images.
1 Introduction
Let E denote a Hausdorff locally convex vector space, and
m ∈ N. Let Φ : E → Rm be a bounded linear mapping called
sensing operator and u ∈ E denote a signal. We assume that a
device returns a set of measurements of the form y = P (Φu),
where P : Rm → Rm is a perturbation operator, such as quan-
tization (1-bit compressed sensing), modulus (phase retrieval),
additive Gaussian noise,... We consider the inverse problem of
estimating u from y.
An approach at the heart of many successful approach con-
sists of solving problems of the form:
inf
u∈E
f(Φu) + JC(u), (1)
where JC is a gauge function associated to a convex set C ⊂ E
defined by
JC(u) = inf{λ s.t. u ∈ λC, λ ≥ 0}, (2)
and f is an arbitrary convex or non-convex function called data
fitting term. This function should depend on the choice of the
data y and the perturbation P . Interpreting JC as the atomic
norm corresponding to a set of so-called atoms, it suggested
in [6] that JC favors solutions u which consist of a few such
atoms.
The present note makes that idea precise by describing the
faces (in particular the extreme points) of the solution set of (1).
When the minimizer is unique, our theorem describes the solu-
tion as a conical combination of less than m extreme points or
elements of the extreme rays of C.
We then showcase the strength of this theorem by applying
it to popular regularizers such as total variation (mass), non-
negativity constraints, positive semi-definite constraints or to-
tal gradient variation. This note is a reduced version of a longer
work by the same authors, which contains all the proofs and
additional results [2].
2 Definitions and preliminaries
Lines, half-lines, linear closeness. A line is an affine sub-
space of E with dimension 1. An open half-line is a set ρ of the
form ρ = {p + tv, t > 0}, where p, v ∈ E, v 6= 0. An open
half-line ρ contained in C is called a ray of C.
Lineality space. The lineality space CK of a closed convex
set C ⊆ E is a subspace defined by CK def.= {u ∈ E, u + C =
C}. Accordingly, C can be decomposed as:
C = CK + CB , where and CB = C ∩W, (3)
where W is a linear complement of CK in E. The set CB
contains no line. There is a parallel to make between the set
CK and the kernel of a linear operator, justifying the notation
CK .
Extreme points and extreme rays. An extreme point of C
is a point p ∈ C such that C \ {p} is convex. We let ext(C)
denote the set of extreme points of C. An extremal ray of C is
a ray ρ ∈ C such that if x, y ∈ C and the open segment (x, y)
intersects ρ, then (x, y) ⊂ ρ. The set of extreme rays of C is
denoted rext(C).
The following result generalizes the Krein-Milman theorem:
Theorem 1 (Klee 1957 [13] ). If C ∈ E is locally compact,
closed, convex and contains no line, then
C = closure(conv(ext(C) ∪ rext(C))). (4)
Faces. Following [12], if p ∈ C, the smallest face ofC which
contains p is denoted FC(p). It is defined as the union of
{p} and all the open segments in C which have p as an in-
ner point. The dimension of FC(p) is defined as the dimen-
sion of its affine hull. The collection of all elementary faces,
{FC(p)}p∈C , is a partition of C. Extreme points correspond to
the zero-dimensional faces of C, while extreme rays are subset
of the one-dimensional faces.
3 A representer theorem
In what follows, we let t? = JC(u?) with u? ∈ S? be the
infimum in (1) and we define
δ =
{
1 if t? = infu∈E JC(u),
0 if t? > infu∈E JC(u).
(5)
We decompose S? as S? = S?K + S
?
B following (3) and let
d be the dimension of Φ(CK).
Our main results will hold under the following assumptions.
Assumption 1 (Main assumptions).
• C is nonempty, closed and convex,
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• CB is closed, locally compact.
• S? is not empty.
Let us state a result valid for arbitrary data fitting functions
f .
Theorem 2. Assume that Assumption 1 is satisfied. Then there
exists at least one solution u? ∈ S? of the form:
u? = u?K +
r∑
k=1
αkψk, (6)
where
• u?K ∈ CK , and αk > 0 for all k.
• r 6 m− d+ δ and ψk ∈ ext(CB) for all k,
• or r 6 m− 1− d+ δ and ψk ∈ rext(CB)∪ ext(CB) for
all k.
When f is a convex, lower semi-continuous function, a
stronger result can be obtained.
Theorem 3. Assume that Assumption 1 is satisfied and that f
is convex and closed.
Then S?K = CK ∩ ker(Φ). Moreover, for every p ∈ S?B , let j
be the dimension of the face FS?B (p). Then p can be written as
a conical combination of:
• m+ j − d+ δ extreme points of CB ,
• or m+ j − 1− d+ δ points of CB , each an extreme point
of C or in an extreme ray of C.
This result actually describes the structure of the whole so-
lution set. Indeed, by taking j = 0 and j = 1, we describe the
extreme points and the extreme rays of the solution set, which
are enough to reconstruct S? entirely thanks to Theorem 1.
4 Examples of applications
4.1 `1-norm and total variation
The `1-norm JC(u) = ‖u‖1 on E = Rn is the gauge of
the unit `1-ball C = {u ∈ Rn, ‖u‖1 6 1}. It is well known
that ext(C) = {±ei, 1 6 i 6 m}, where ei denote the i-
th element of the canonical basis. In addition, rext(C) = ∅.
Hence, our theorems state that some solutions of (1) will be m-
sparse, whatever the data fitting term f . This result is one of
the (implicit) cornerstones in compressed sensing [5].
Similarly, let E = M denote the space of Radon measures
on a domain Ω of Rd. The total variation in the measure-
theoretic sense (or mass) of a measure u ∈ M can be written
as JC(u) = ‖u‖M, where C = {u ∈ M, ‖u‖M 6 1}. We
have ext(C) = {±δx, x ∈ Ω} and rext(C) = ∅. This explains
why using the total-variation as a regularizer allows to recover
sparse spikes [3, 8].
4.2 Generalized total variation
Let D′(Ω) denote the space of distributions, and E ⊂
D′(Ω). Let L : E →M denote a surjective continuous linear
operator, C def.= {u ∈ E, ‖Lu‖M 6 1} and the associated reg-
ularizer JC(u) = ‖Lu‖M. Then the Fisher-Jerome theorem
[9], which was recently revisited in [15, 11] can be obtained
using our theorems and by remarking that CK = ker(L), that
ext(CB) = {±L+δx, x ∈ Ω} and that rext(C) = ∅. This the-
orem essentially states that the solutions of (1) can be expressed
as a small linear combination of splines.
4.3 Nonnegativity
Set E = Rn and define JC(u) = χC(u), where C is the
nonnegative orthant. Then ext(E) = {0} and rext(C) =
{αei, α > 0, 1 6 i 6 n}. Hence our main theorems state that
at least one solution of (1) is m-sparse. This result helps under-
standing the field of nonnegative least-squares for instance. It
is also a critical (and implicit) element of [7].
Similarly, let E = Rm×m and define C as the cone of pos-
itive symmetric semi-definite matrices. Our main theorem in
that case states that some solutions will be rank m matrices,
which is a key fact to understand the success of matrix comple-
tion [4].
4.4 Total gradient variation
The representation principle can be applied with the total
variation in the functional analysis sense, i.e. the total varia-
tion of the gradient [14]. Given the set E def.= Ld/(d−1)(Rd), we
define JC as the (isotropic) total gradient variation, i.e.
JC(u)
def.
= ‖Du‖Md
= sup
(∫
udiv(ϕ) dx, ϕ ∈ C1c (Rd)d, sup
x∈Rd
‖ϕ(x)‖2 6 1
)
,
where D is the distributional gradient and ‖ · ‖Md denotes a
vectorial total variation. If F ⊂ Rd has finite measure, we
define its perimeter as P (F ) def.= JC(1F ).
The following result is due to Fleming [10], with a more ex-
haustive treatment of the problem covered in [1]. We refer to
those references for the proper definition of simple sets.
Proposition 1 ([10, 1]). The extreme points of
C = {u ∈ Ld/(d−1)(Rd), ‖Du‖Md 6 1}, (7)
are the functions u = ±1F /P (F ), where F is a simple set and
P (F ) < +∞.
Informally, simple sets are the simply connected sets in the
measure-theoretic sense (i.e. they consist of one connected
component and they have no holes).
Combining this result with our theorems allows us to con-
clude that at least one solution of total gradient variation reg-
ularized problems are the sum of m indicator functions. This
result is a clear explanation of the staircasing effect when using
a finite number of measurements m. In addition, it gives some
insight on the family of functions that can be exactly recovered
by total gradient variation minimization. We believe that this
result is an important step towards a better understanding of
this regularizer.
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