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Spatial Localization of the K1 Channel
Selectivity Filter by Mutant Cycle±Based
Structure Analysis
Rama Ranganathan,* John H. Lewis, Escobar et al., 1993; Goldstein et al., 1994). A conse-
quence of this 1:1 stoichometry is that one inhibitorand Roderick MacKinnon
Department of Neurobiology molecule interacts with four pore loops, each contrib-
uted by one channel subunit. An interesting feature ofHarvard Medical School
Boston, Massachusetts 02115 the inhibitor binding site in the homotetrameric K1 chan-
nels used in our study is that the four pore loops are
identical.
Given that we know the atomic structure of severalSummary
of these inhibitors (Botems et al., 1991; Johnson and
Sugg, 1992; Krezel et al., 1995), they are useful tools toThe structurally well-characterized scorpion toxinAgi-
probe the architecture of K1 channel pore loopstoxin2 inhibits ion permeation through Shaker K1
(Goldstein et al., 1994; Stocker and Miller, 1994; Aiyarchannels by binding to the external pore entryway.
et al., 1995; Hidalgo and MacKinnon, 1995). StructuralScanning mutagenesis identified a set of inhibitor resi-
analysis of several high affinity protein±protein com-dues critical for making energetic contacts with the
plexes reveals that the interaction surfaces are, in gen-channel. Using thermodynamic mutant cycle analysis,
eral, highly complementary (Amit et al., 1986; Davies etwe have mapped channel residues relative to the
al., 1988; Janin and Chothia, 1990; DeVos et al., 1992).known inhibitor structure. This study constrains the
Therefore, the structure of one protein should representposition of multiple channel residues within the pore-
a good reporter for the structure of the interaction sur-forming loops; in one stretch, we have been able to
face of its binding partner. This property of complemen-map five out of seven contiguous residues to the inhibi-
tarity forms the basis for investigating the K1 channeltor interaction surface, including those involved in ion
catalytic site through a systematic characterization ofselectivity. One interaction in particular, that of K27M
the interaction surface formed by the inhibitor±channelon the inhibitor with Y445F on the channel, is unique
complex.in that it depends on the K1 ion concentration. These
In this study, we begin by analyzing the functionalresults reveal a shallow vestibule formed by the pore
interaction surfacesof both the inhibitor and the channelloops at the K1 channel entryway. The selectivity filter
through scanning mutagenesis. To place spatial con-is located at the center of the vestibule close to (z5
straints for channel residues relative to the inhibitorAÊ ) the extracellular solution.
structure, we use thermodynamic mutant cycle analysis
(Carter et al., 1984; Horovitz and Fersht, 1990) to identify
Introduction energetic interactions between residues across the in-
teraction surface (Hidalgo and MacKinnon, 1995). By
K1-selective channels consist of a large family of integral studying a large set of residues on the interaction sur-
membrane proteins of unknown structure that regulate faces of both proteins, we assign many spatial con-
the electrical properties of every living cell. The essential straints for the K1 channel pore loops. This work reveals
functional properties of these proteins, nearly perfect a shallow conical architecture for the external entryway
selectivity for K1 ions while maintaining high flux rates, to the ion permeation pathway, with a K1-binding site
result from the details of the interaction of ions with near the apex of the cone. The locations of multiple pore
channel residues that line the permeation pathway. The loop residues within the context of this conical structure
functional K1 channel is a tetramer of individual mem- are established.
brane-spanning subunits that assemble to form a central
aqueous pore. Extracellular loops (pore loops) formed
Resultsby the linker between the fifth and sixth transmembrane
segments of each subunit reach into the pore to form the
Functional Characterizationcentral catalytic site of the channel, which is a selectivity
of Interaction Surfacesfilter for K1 ions (Heginbotham et al., 1994; MacKinnon,
The strategy for determining the architecture of the K11995). A mechanistic understanding of K1 channel func-
channel pore loops relies on identifying pairwise interac-tion requires knowledge of the structure of this central
tions between residues across the interaction surfacecatalytic region.
of the inhibitor±channel complex. The first step in thisK1 channel pore loops also form high affinity binding
analysis is the identification of the set of functionallysites for peptide inhibitors from scorpion venom (Miller,
important residues on the Shaker voltage-gated K11995). In analogy to an active siteenzyme inhibitor, these
channel and its inhibitor Agitoxin2 (AgTx2). Figure 1peptides bind to the pore loops and disrupt the catalytic
shows the results of a mutagenic scan of residues atprocess, in this case the permeation of ions. The stoichi-
the putative interaction surfaces of both proteins. In allometry of inhibition is such that a single inhibitor mole-
experiments, the binding energy of each inhibitor±cule binds to one ion channel (Anderson et al., 1988;
channel complex was determined by measuring the
blockade of K1 current through channels expressed in
Xenopus laevis oocytes upon inhibitor application (Fig-*Present address: Structural Biology Laboratory, Salk Institute, La
Jolla, California 92037. ure 1A; Table 1). Since the fraction of channels blocked
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Figure 1. Mutagenic Scans of the Interaction Surfaces of Agitoxin2 and the Shaker K1 Channel
(A) An example of wild-type Shaker K1 channel inhibition upon application of 1.2 nM Agitoxin2 (AgTx2). Channels were expressed in Xenopus
oocytes and studied using two-electrode voltage-clamp techniques. Isochronal current values upon maximal channel opening are plotted
against time. Currents were induced by 50 ms pulses to 0 mV every 5 s from a holding potential of 280 mV. Given that channel block results
from the 1:1 stoichiometric binding of an inhibitor molecule, the fraction of unblocked current (I/I0) equals the fraction of unblocked channels.
At equilibrium, this value is related to the concentration of inhibitor by the dissociation constant: I/I0 5 KD/(KD 1 [AgTx2]). Except where noted,
all recordings in this and subsequent figures were made with oocytes perfused with low Ca21 ND96 solution (see Experimental Procedures).
(B) A plot showing the effects (in kT units) of individual inhibitor mutations on the binding free energy (per molecule) relative to wild type.
Shown above is the sequence of AgTx2, with regions of a-helical (box) or b-sheet (sawtooth) structure indicated and residues important for
channel interaction highlighted (asterisks). Data for each mutant represent the average of at least four independent measurements, and the
error bars represent SEM.
(C) Two views of the interaction surface of AgTx2, with scanned residues colored according to the energetic effect of mutations introduced.
The top panel shows a face-on view of the surface from the perspective of the channel, and the bottom panel shows an orthogonal view.
(D) The external vestibule of the K1 channel is composed of four S5±S6 linkers (pore loops) that are likely to form a 4-fold symmetric binding
site for the inhibitor.
(E) As in (B), a plot showing the energetic effects (in kT units) of individual channel mutations on inhibitor binding. Shown above is the sequence
of the pore loop, with residues significantly affecting inhibitor binding upon mutation numbered.
is equal to the fraction of channels containing a single kT). Together, these data strongly suggest a binding
orientation for AgTx2 in the outer vestibule of the K1bound inhibitor, these functional measurements allow
us to determine the equilibrium dissociation constant. channel: the wedge-like shape of the interaction surface
presumably docks onto a somewhat conical extracellu-Figure 1B shows the change in binding free energy
brought about by single residue mutations on AgTx2. lar pore entryway (Figure 1C).
A similar mutagenic scan on the pore-forming regionThe side of the inhibitor studied corresponds to that
shown to be important for charybdotoxin (CTX, a homo- of the channel identifies residues that are important for
inhibitor binding (Figure 1E). The tetrameric organizationlog of AgTx2) binding to K1 channels (Stampe et al.,
1994). Energetically important residues fall into three of the K1 channel (Figure 1D) means that each mutation
is represented four times on the channel side of theregions on AgTx2: those at the beginning of an a helix
(G10 and S11), those along the second b strand (R24± interaction surface; energetic effects on inhibitor bind-
ing may arise through disruption of interactions at anyN30), and those at the end of the third b strand (T36
and P37). A CPK model of AgTx2 (Figure 1C) shows of these sites. This symmetry has significant implica-
tions for the analysis of pairwise interactions betweenthe location of these residues on the inhibitor structure
(Krezel et al., 1995). Residues that are energetically most the two halves of this protein±protein complex.
important (shown in red; >4 kT) fall on a prominent ridge
formed by the second b strand, while those of moderate Assignment of Pairwise Interactions
The basis for determining the surface structure of theimportance (shown in green; 2±4 kT) tend to lie on the
sides of the ridge. Mutations further from the ridge have K1 channel pore entryway is the systematic character-
ization of pairwise interactions between residues at theprogressively smaller effects on KD (blue residues; <2
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inhibitor±channel interface. A method for such charac-
terization involves the application of thermodynamic
mutant cycles between the inhibitor and the channel
(Hidalgo and MacKinnon, 1995). This technique quanti-
fies the influence of one mutation on the effect of a
second mutation as a pairwise coupling energy between
the two mutated sites. An example is shown in Figure
2A, where mutations are made at position 425 on the
channel and at position 10 on the inhibitor. The mutation
on the inhibitor (G10V) has a very different outcome
depending on whether a Phe or a Gly is present at posi-
tion 425 on the channel. In contrast, a mutant cycle
involving the same channel mutation but a different in-
hibitor mutation (R24A) shows that the effects in this
case are essentially independent. A coupling coefficient,
V, for the magnitude of interaction between any two
perturbations is given by (Hidalgo and MacKinnon,
1995):
V 5
KD(WT,WT) 3 KD(Mut,Mut)
KD(WT,Mut) 3 KD(Mut,WT)
(1)
where KD(X,Y) is the equilibrium dissociation constant
for toxin X and channel Y.According to this formal defini-
tion, an V deviating from 1 indicates an interaction be-
tween the two mutations under study. In the case of
channel position 425, we conclude that mutations at
this site is coupled to mutation at inhibitor position 10
(Figure 2A) but is not significantly coupled to mutation at
position 24 (Figure 2B). In energetic terms, the coupling
energy of the pair of mutations is given by RTlnV and
represents the degree of nonadditivity of the energetic
effects of the single mutations.
Two fundamental issues must be considered in the
use of coupling energies as structural constraints. The
first is the relationship between coupling energy and the
proximity of two residues in space. For example, can
the large coupling energy associated with the cycle
shown in Figure 2A allow us to conclude that position
10 (inhibitor) and position 425 (channel) are near each
other in the bound state? Interestingly, a recent study
on the interaction of the bacterial RNase Barnase and its
inhibitor Barstar has addressed this issue by combining
thermodynamic mutant cycle data with atomic resolution
structures of this protein±protein complex (Schreiber
and Fersht, 1995). A direct comparision of these struc-
tural and functional data shows that pairwise coupling
energies can be binned into two classes: those greater
than 1.5 kT are well correlated with residues ap-
proaching within 4 AÊ of each other, while those less
than this number may result from residues separated
by much larger distances. This finding indicates that
one important factor in the application of coupling ener-
gies as structural constraints is the magnitude of the
energy.
The second issue is that a trivial reason for nonaddi-
tive coupling energies, that of global structural alter-Ta
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ations resulting from the mutations introduced, must be
experimentally addressed and discounted. A fundamen-
tal property of coupling energies arising from global
alterations, however, is that the energies would be dis-
tributed over many residues at the protein±protein inter-
face (the extent of which is related to the magnitude of
Neuron
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Figure 2. Assignment of Pairwise Interactions Using Thermodynamic Mutant Cycle Analysis
(A) A thermodynamic cycle for mutations G10V (inhibitor) and F425G (channel), showing a large energy nonadditivity. Each corner of the cycle
represents an average KD value (6 SEM) for the indicated inhibitor±channel pair. The coupling energy shown in the middle is calculated as
lnV (in kT units), where V is defined in equation 1. To focus on the absolute value of coupling energy, where V , 1 (equation 1), then
V 5 V21.
(B) In contrast with the data shown in (A), a cycle for R24A (inhibitor) with F425G (channel) shows near energy additivity (lnV ≈ 0), despite the
large energetic effect of the R24A mutation alone.
(C) A full coupling energy map for channel mutation F425G shows a single large coupling energy (with G10V on the inhibitor) in a background
of smaller coupling energies, criteria that place channel residue F425 spatially close (<5 AÊ ) to inhibitor residue G10 in the bound complex.
Each coupling energy is calculated from KD values averaged over at least three measurements, and error bars represent SEM. The graph is
color coded by magnitude of the coupling energy for comparison with the CPK model of AgTx2, which shows the spatial distribution of
coupling energies for channel mutation F425G over the inhibitor interaction surface. Coupling energies are coded as follows: >1.5 kT (red),
1.0±1.5 kT (yellow), 0.5±1.0 kT (green), <0.5 kT (blue).
the structural alteration induced). Thus, a large (>1.5 kT) findings. First, several maps satisfy the criteria estab-
lished above for providing useful structural constraintscoupling energy for a given channel±inhibitor mutational
pair should represent a reasonable structural constraint for channel residues relative to inhibitor residues. Sec-
ond, note that five out of seven contiguous channelonly when the same channel mutation shows low cou-
pling energies with mutations of nearby residues on the residues (Y445, D447, M448, T449, and V451) display
an interesting pattern in that the localized coupling ener-inhibitor. An example of this type of analysis is shown
in Figure 2C, where a complete set of interaction energ- gies brought about by their mutation occur at seemingly
dispersed sites on the inhibitor interaction surface. Fories for channel mutation F425G with all inhibitor muta-
tions is presented. Note that the large coupling energy example, mutations at positions 448 and 449, adjacent
on the channel sequence, are coupled to residues thatwith inhibitor G10V satisfies both conditions specified
above; the magnitude of the energy is sufficiently large are quite far apart on the AgTx2 structure (Figures 3F
and 3G, red residues). This behavior is an expected(3.4 kT) and yet unique when compared with energies
for all other inhibitor mutations. The CPK model (Figure consequence of an asymmetric inhibitor binding at the
interface between four identical channel subunits; F25A2C) shows a spatial mapping of coupling energies over
the inhibitor interaction surface for channel mutation presumably interacts with M448A from one subunit,
while G10V interacts with T449C from a different subunit.F425G and highlights the localized area of energy non-
additivity at inhibitor position 10 (red residue). These Thus, the spatial distribution of larger coupling energies
(Figures2C, 3A±3H, and 4A, red residues) on the inhibitordata allow us toconstrain the positionof channel residue
F425 to be in the neighborhood of inhibitor residue G10. surface reflects the homomultimeric nature of the K1
channel.Figure 3 shows the full collection of coupling energy
maps for all additional pore loop residues studied. As To evalulate the structural meaning of these data, we
have considered the following three properties of thein Figure 2C, each map shows the calculation of coupling
energies for each channel mutation over a large comple- inhibitor±channel interaction. First, the closely related
isoform of AgTx2, CTX, is known to interact with internalment of inhibitor mutations and shows the spatial distri-
bution of these energies over the inhibitor interaction K1 ions in the pore of K1 channels, and this effect is
mediated through residue K27 (Park and Miller, 1992).surface. Inspection of the maps reveals two important
K1 Pore Architecture by Mutant Cycle Analysis
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Figure 3. A Set of Coupling Energy Maps for Pore Loop Residues
Coupling energy maps for the individual pore loop residues forming the inhibitor interaction surface. As in Figure 2C, each graph shows
coupling energies for a set of inhibitor mutants and the channel mutation indicated. In each case, the spatial distribution of coupling energies
is mapped onto a face-on view of the inhibitor interaction surface. Data collection and color coding are as described for Figure 2C.
This observation led Park and Miller to propose that and with K27 at the center. A solvent exposed surface
is created by rotating the inhibitor 4-fold about K27; theinhibitor residue K27 resides within the pore in the bound
complex. Second, the energetic map of the AgTx2 inter- complement of this surface should exhibit the approxi-
mate shape of the external pore entryway (Figure 4). Anaction surface (see Figure 1C) orients the inhibitor in its
binding site. Note that K27 is in fact in the middle of the assumption madehere is that the pore entryway is4-fold
symmetric, and that inhibitor binding does not induce afunctionally important prominent ridgeon the interaction
surface. Third, AgTx2 can inhibit the Shaker K1 channel significant conformational change in the pore structure.
Support for these assumptions is provided by the exis-in any one of four energetically identical binding orienta-
tions (MacKinnon, 1991; Hidalgo, 1995). We use these tence of four energetically identical orientations for in-
hibitor binding and by the finding that K1 selectivitythree properties in the following manner. The inhibitor
is placed in its binding site with the wedge facing down, remains intact in the inhibitor bound state (MacKinnon
Neuron
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Figure 4. Structural Interpretation of Coupling Energy Data
(A) A topological representation of the molecular surface of AgTx2, with residues making spatially significant interactions shown in red (or
blue, residue 431). The orientation shown is identical to the face-on views in Figures 1C, 2C, and 3. Annotations show the approximate
positions of specific channel residues in the bound state.
(B) Assuming 4-fold symmetry of the external pore region of the channel (see text), the surface of this region should bear overall similarity to
the imprint of a 4-fold rotation of the inhibitor interaction surface about the symmetry axis (K27). Stereo representations of such a surface
are shown, with spatial assignments for channel residues 445, 447, 448, 449, and 451 in red. Assignment of channel residue 431 is shown in
blue (because it is on the left side of the pore loop), and residue 425 overlaps with 449. This analysis suggests that the polypeptide chain
from 445±451 spirals outward and upward from the center to form of a shallow vestibule (red spirals). Surfaces were generated using GRASP
(Nicholls et al., 1995).
and Miller, 1988). A mapping of all channel sites dis- Discussion
playing high coupling energy to this 4-fold surface pro-
vides a low resolution surface representation of the pore The application of thermodynamic mutant cycles has
loops forming the external ion conduction pathway (Fig- identified a set of intermolecular interactions between
ure 4B). the pore loops of a K1 channel and its inhibitor. It is
important to realize that the failure to detect such inter-
actions between a pair of sites does not exclude theIdentifying an Ion-Binding Locus
close proximity of the two residues. This has an impor-in the Catalytic Site
tant consequence for structural analysis through cou-
Figure 5A shows that theaffinity of AgTx2 for the channel
pling energy measurements. Coupling energies can bedecreases as the concentration of extracellular K1 is
used only as constraints for revealing spatial appoxima-raised. This finding is reminiscent of the case of CTX
tion, and never for excluding approximation. A clearbinding to a Ca21-activated K1 channel where K1 in
illustration of this null hypothesis is provided by studiesthe pore and inhibitor binding are energetically coupled
of the growth hormone and its receptor, where in many(MacKinnon and Miller, 1988; Park and Miller, 1992). A
cases residues in direct contact in the atomic structurelikely explanation is that part of the inhibitor comes very
of the bound complex are energetically silent (Clacksonclose to a K1-binding site (Figure 5B). In addition, we
and Wells, 1995). This property of coupling energiesfind that the coupling is dependent on the presence of
explains why a mutation in all four pore loops is not seena Lys at position 27; mutations elsewhere on the inhibitor
as four high energy couplings on the inhibitor interactionaffect affinity but not its K1 dependence (Figure 5A).
surface, even in cases where each site may be in contactInhibitor position 27 was shown above (see Figure 3D)
with the inhibitor (see Figure 3).to be coupled to position 445 in the pore loop. These
What do the detectable interactions tell us about thefindings raise the possibility that this channel region is
structure and function of the ion channel pore? First,mediating the binding of a K1 ion. We tested this possi-
these data suggest an overall shape for the externalbility by making a thermodynamic cycle between muta-
vestibule that can accomodate the wedge-like interac-tion Y445F and changes in external K1 concentration
tion surface of the inhibitor. The wedge-down binding(Figure 5C). As predicted from the structural assignment
orientation for AgTx2 on the channel is somewhat differ-made in Figure 3D, there is in fact a strong energetic
ent (by a 458 tilt of the inhibitor) than that proposed forcoupling between these two perturbations. Moreover,
the related inhibitor CTX (Goldstein et al., 1994) but isthe coupling is specific to Y445F, since mutation of a
a modification that results from the larger set of pairwisenearby residue (M448A; Figure 5D) is not coupled to the
inhibitor±channel interactions characterized. This reori-K1 concentration. These data implicate a very localized
entation causes us to reinterpret the shape of the exter-segment of the pore loop in the neighborhood of Y445
as containing a binding site for K1 ions. nal pore region as a shallow cone (or more accurately,
K1 Pore Architecture by Mutant Cycle Analysis
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Figure 5. K1 Ions Energetically Interact in a Spatially Localized Region of the Inhibitor±Channel Interface
(A) The relative effect of varying the external K1 concentration ([K1]out) on the inhibitor dissociation constant for wild-type and mutant inhibitor
molecules. Full [K1]out titration of KD was carried out for wild-type (closed circles), N30A (closed diamonds), and K27M (closed squares)
inhibitors, and two-point titrations (2 and 100 mM K1out) for P37A (open diamonds), M29A (open squares), and F25A (open circles) inhibitors.
Note that though wild-type and most mutant inhibitors are similarly destabilized upon raising [K1]out, K27M inhibitor is fully insensitive to this
perturbation. Thus, K1 ions interact with the inhibitor through K27. In all experiments, the ionic strength of the external solution was maintained
by the equimolar substitution of Na1 for K1.
(B) A model for this process, where an ion coordination site is located nearby to inhibitor K27 and channel Y445 in the bound state; occupancy
of this site by a K1 ion destabilizes inhibitor binding, presumably through electrostatic and/or other mechanisms.
(C) A thermodynamic cycle between perturbations in [K1]out and mutations at channel position 445 demonstrate a strong energetic interaction,
consistent with the spatial approximation of this channel residue and a K1 ion. Each corner represents the average KD of wild-type inhibitor
on the channel and K1 conditions indicated.
(D) A similar cycle for a mutation at a nearby channel position, 448, shows near energy-additivity with [K1] perturbation, arguing that K1 ions
interact in the neighborhood of position 445.
as the intersection of two orthogonal grooves) through- of position 449 residues satisfies the requirement that
they be close enough to coordinate a tetraethylammo-out the inhibitor interaction surface. There appear to be
no large walls surrounding the vestibule. nium ion (z8 AÊ diameter) at the pore entryway (Heginbo-
tham and MacKinnon, 1992). Also, cysteine modificationMapping of several pore loop residues to specific
inhibitor residues reveals the approximate spatial ar- experiments have led to the proposal that the polypep-
tide chain from positions 448 to 453 extends radiallyrangement of many amino acids comprising the external
pore region. Pore loop residues 445±451 interact at pro- from the center in a somewhat extended conformation
(Gross and MacKinnon, 1996). Finally, mutagenesis ofgressively larger distances from the central axis of the
inhibitor surface. Indeed, a 4-fold rotation of these posi- this channel region to identify residues important for ion
selectivity shows that only residues amino-terminal totions, though a crude analysis, suggests that the poly-
peptide chain of this region lines the vestibule with the position 448 (i.e., centrally localized residues in this
study) alter selectivity (Heginbotham et al., 1994). Thisamino-terminal end (Y445) at the center and the car-
boxy-terminal end (V451) located peripherally (see Fig- finding is consistent with the idea that ion selectivity
is determined at the junction where all four poreure 4B, red spirals). These structural conclusions are
fully consistent with prior functional data on this region loops meet.
An unexpected conclusion from these data is that theof the K1 channel. For example, the spatial assignment
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the coexpression of mutant and wild-type subunits to form hetero-inhibitor binding site includes the very residues that form
multimeric channels. Expression of wild-type and D447E channelthe selectivity filter of the K1 channel. This can be ex-
subunits was controlled to generate only three significant popula-plained only if the pore loops are arranged like modified
tions of channels: purely wild-type, single-mutant subunit, and dou-
outer loops that assemble to form the catalytic site near ble-mutant subunit. To measure KD of only one population for cou-
the extracellular face of the channel, rather than forming pling energy calculations, we performed full titrations of current
block over a large range of inibitor concentrations, fit these data tomembrane-spanning segments that line a long pore.
a weighted triple Langmuir equation, and extracted the KD value ofThus, the K1 channel pore loops form a shallow external
the second component. The KD values for each inibitor±channel pairvestibule leading to a central selectivity filter. The selec-
shown in Table 1 for the D447E channel mutant represent an averagetivity filter itself is located only about 5 AÊ from the extra-
of at least three such experiments.
cellular solution.
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