Abstract. In this paper we study the variation of the spectrum of block-diagonal systems under perturbations of compatible block structure with fixed zero blocks at arbitrarily prescribed locations ("Gershgorin-type perturbations"). We derive explicit and computable formulae for the associated μ-values. The results are then applied to characterize spectral value sets and stability radii for such perturbed systems. By specializing our results to the scalar diagonal case, the classical eigenvalue inclusion theorems of Gershgorin, Brauer, and Brualdi are obtained as corollaries. Moreover it follows that the inclusion regions of Brauer and Brualdi are optimal for the corresponding perturbation structures.
spectral value sets and stability radii of block-diagonal systems under Gershgorin-type perturbations. Our objective is not only to prove new results but also to illustrate, on the methodological side, that the techniques of μ-analysis in combination with the concepts of spectral values sets and stability radii provide powerful tools for the spectral analysis of interconnected systems with uncertain couplings.
Pseudospectra (spectral value sets for unstructured complex perturbations) have been applied in various areas of the mathematical sciences, for instance, in numerical analysis [27] and the stability analysis of fluid flows [22] , [27] . However, they have not found many applications in systems and control theory. For some papers in this field, see [12] , [14] , [15] . The spectral value set of a matrix A under perturbations A ; A Δ , Δ ∈ Δ, consists of all eigenvalues of the perturbed matrices A Δ with Δ ∈ Δ constrained by Δ < δ. Here δ reflects the level of uncertainty of the nominal matrix measured in terms of some norm · . By visualizing spectral value sets as the perturbation level changes, one obtains insight into the mobility of the eigenvalues under the perturbations in question. This is particularly useful for the stability analysis of uncertain linear systems.
A linear system is said to be stable with respect to a given stability region C g in the complex plane if all the eigenvalues of the system matrix lie in C g . The nominal matrix A is regarded as an approximation to a system matrix whose exact value is unknown. If σ(A) ⊂ C g and a bound for the level of uncertainty is known, then the exact system matrix will also be stable provided that the associated spectral value set is contained in C g .
An alternative but related approach is through the concept of a stability radius [13] , [15] . This is defined to be the smallest perturbation level for which at least one of the perturbed matrices A Δ with Δ ∈ Δ, Δ ≤ δ becomes unstable. It is therefore a robustness measure of the C g -stability of the nominal matrix A. We will see that spectral value sets and stability radii can be expressed in terms of μ-values (section 2).
In this paper we consider perturbations of the form A ; A Δ = A + BΔC, where A, B, C are given block-diagonal matrices and Δ ∈ Δ. The perturbed matrices A Δ can be viewed as the system matrices of composite systems obtained by the interconnection of subsystems via couplings determined by the Δ's; see section 3. The overall transfer matrix of the block-diagonal system is the direct sum of the transfer matrices of its subsystems and thus the formulae we obtain for μ-values of block-diagonal matrices can be applied to this transfer matrix to yield computable formulae for the corresponding spectral value sets and stability radii.
In the decentralized control of large scale systems it is common to adopt a decomposition principle where the overall system is regarded as the interconnection of decoupled subsystems. For such systems a notion of connective stability has been introduced where the decoupled subsystems are assumed to be stable and the system is said to be connectively stable if the overall system is stable for all interconnections in a set E which reflects the size and structure of the interconnections; see [25] . We will see that the results we develop for the stability radii of systems of the form A Δ can be used to obtain precise statements for the connective stability of large scale systems.
The organization of the paper is as follows. In section 2 we give definitions of spectral value sets and stability radii and establish their connection to μ-values. In section 3 we introduce the perturbation structures to be considered and interpret them in the context of interconnected systems. Sections 4 and 5 contain the main results of this paper. Here we provide formulae for the computation of μ-values with respect to Gershgorin-type perturbations and apply them to obtain computable characterizations of spectral value sets and stability radii. Two different types of norms will be considered on the perturbation spaces. In section 6 we specialize our results to the full class of all off-diagonal perturbations. Finally in section 7 we relate our results to the classical eigenvalue inclusion theorems of Gershgorin, Brauer and Brualdi; see [16] .
where ∅ stands for the empty set. Throughout the paper we will consider the following perturbation structures; see [15] .
Definition 2.1. Let l, q ∈ N. By P l,q we denote the set of pairs (Δ, · ), where • Δ = {0} is a nonempty closed subset of C l×q which is star-shaped with respect to 0; i.e., Δ ∈ Δ implies tΔ ∈ Δ for every t ∈ [0, 1];
• · is a norm on the real vector space span R Δ ⊆ C l×q . By P C l,q we denote the set of pairs (Δ, · ), where • Δ = {0} is a nonempty closed subset of C l×q which satisfies CΔ = Δ; i.e., Δ ∈ Δ implies that sΔ ∈ Δ for every s ∈ C;
• · is a norm on the complex vector space span C Δ ⊆ C l×q . The pairs (Δ, · ) ∈P l,q are called perturbation structures, and the pairs (Δ, · ) ∈ P C l,q are called complex perturbation structures.
By definition we have P C l,q ⊂ P l,q . Given any triple (A, B, C) ∈ L n,l,q and a perturbation structure (Δ, · ), we consider perturbations of A of the form
Definition 2.2. Let (Δ, · ) ∈ P l,q be a perturbation structure. The spectral value set of the triple (A, B, C) ∈ L n,l,q with respect to (Δ, · ) ∈P l,q and perturbation level δ > 0 is the following subset of the complex plane:
= {s ∈ C; ∃ Δ ∈ Δ : Δ < δ, and det(sI n − (A + BΔC)) = 0}.
(3)
Thus the spectral value set σ Δ (A, B, C; δ) is the union of all the spectra of the perturbed matrices A Δ where Δ ∈ Δ, Δ < δ. The assumption that the perturbation class Δ is star-shaped with respect to 0 guarantees that each connected component of σ Δ (A, B, C; δ) contains an eigenvalue of A.
A concept closely related to the notion of spectral value set is that of stability radius. It presupposes that a stability region C g ⊂ C is given and measures the robustness of C g -stability of a matrix A with respect to perturbations of the form (2).
n×n is said to be C g -stable if σ(A) ⊂ C g . The C g -stability radius of (A, B, C) ∈ L n,l,q with respect to (Δ, · ) ∈P l,q is defined as follows:
If A is not C g -stable, then r Δ (A, B, C; C g ) = 0. It is easily seen that a minimum in (4) always exists if r Δ (A, B, C; C g ) is finite. Obviously,
Next, we give the definition of μ-values.
Note that the set Δ M = {Δ ∈ Δ; 1 ∈ σ(ΔM )} is closed and does not contain the zero matrix. Thus a minimum in (5) The following theorem specifies the relationship between spectral value sets, stability radii, and μ-values.
Proof. (6) follows from the definition of μ Δ (·) and the equivalence
which holds for all s ∈ ρ(A) and all Δ ∈ C l×q ; see [13, Proposition 2.3] . Then the characterizations (7), (8) are immediate consequences of (6).
Theorem 2.5 is the basis for our further development. It shows that spectral value sets and stability radii can be calculated by evaluating the function s → μ Δ (G(s)). For completeness we mention some facts related to the characterization (7). The proofs can be found in [15] , [17] .
(iii) the boundary of σ Δ (A, B, C; δ) satisfies
Note that these statements do not hold for all perturbation structures (Δ, · ) ∈ P l,q . Next, we give a useful characterization of μ Δ (·) via the spectral radius. It generalizes a result of [19] .
Suppose that the maximum in (11) is nonzero and is attained at Δ ∈ Δ, Δ = 1.
Proof. Let 0 denote the maximum on the right-hand side of (11) . For any nonzero Δ ∈ Δ we have (ΔM ) = Δ (
We now determine μ Δ (M ) for the case that Δ = C l×q and the underlying norm is an operator norm. Let · α , · β be norms on C q and C l , respectively. Then the induced operator norms on C l×q (resp., C q×l ) are defined by
Recall that, for every Δ ∈ C l×q , there exist y ∈ C q , u ∈ C l , with y α = u D β = 1 and
Proposition 2.8. Let · α , · β be norms on C q and C l , respectively. Let · = · α,β be the induced operator norm and Δ := C l×q . Then the following hold:
Proof. If 1 ∈ σ(ΔM ), then there is u = 0 with u = ΔMu. Hence,
Remark 2.9. Throughout the rest of this paper we consider only complex perturbation structures. There are some results available for real perturbation structures. For example, if M ∈ C q×l and Δ = R l×q , there are formulae for μ Δ (M ) (and hence for spectral value sets and stability radii) if R l and R q are normed with Euclidean norms; see [15] , [17] , and [21] . In [15] formulae are proved for stability radii of a real diagonal matrix with respect to real off-diagonal perturbations; see Corollary 6.6 for the complex case. Also in [20] a formula is given for the stability radius of real symmetric systems with respect to real symmetric (or diagonal) dynamic perturbations.
Remark 2.10. σ Δ (A, B, C; δ), r Δ (A, B, C; C g ), and μ Δ (G(s)) depend strongly upon the perturbation norm · on Δ. Also the problem of evaluating numerically the formulae in Theorem 2.5 depends strongly on this norm. In a given application one should therefore carefully choose the norm on the perturbation space in such a way that it reflects the parametric uncertainty of the application and is also suitable from a computational viewpoint. In order to provide greater flexibility we have stated the results in the following sections for different classes of norms from which one can choose the most appropriate norm in a given case. In general, the (approximate) computation of σ Δ (A, B, C; δ), r Δ (A, B, C; C g ), μ Δ (G(s)) is a difficult problem, but under specific conditions efficient algorithms and estimation procedures are available; see, e.g., [5] , [1] , [18] , [9] , [26] , [11] .
3. Composite systems. Let us introduce some additional notation. In the following, q, l are finite sequences q = (q 1 , . . . , q m ), l = (l 1 , . . . , l m ). We write m := {1, 2, . . . , m} and denote by
The block-diagonal matrix with blocks M j ∈ C qj ×lj , j ∈ m is denoted by
For any index set I ⊆ m × m we denote by Δ I,q,l the set of block matrices Δ of the form
lj ,qj , j ∈ m, the object of this paper is to study the variation of the spectrum of the block-diagonal matrix A = ⊕ m j=1 A j under perturbations of the form
where B, C are the block-diagonal matrices
The matrices A Δ have the following system theoretic interpretation. Consider the system Σ :ẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t) (15) which is the direct sum of the m subsystems
The transfer matrix of Σ is the direct sum of the transfer matrices of these subsystems:
Introducing the couplings
one obtains the composite system
Thus the perturbed system Σ Δ with system matrix A Δ can be viewed as the composite system obtained by interconnecting the subsystems Σ j via the couplings (18) defined by the perturbation blocks Δ jk . The unperturbed ("nominal") system Σ 0 :ẋ = Ax obtained by setting Δ = 0 is simply the direct sum of the subsystemsẋ j = A j x j .
The pairs (j, k) ∈ I can be regarded as the oriented edges of a directed graph Γ(m, I) whose vertices are the numbers 1, . . . , m. This is illustrated in Example 3.1 for the case where m = 3. Observe that in the directed graph the endpoint of the edge (j, k) is the first component, j.
1 This orientation reflects the interconnection structure (18) .
Example 3.1. Consider the index set I = { (1, 2), (1, 3), (2, 1), (3, 2) , (3, 3)}. Then the matrices Δ ∈ Δ I,q,l take the form
The directed graph Γ(3, I) and the block diagram of the closed loop system (19) are shown in Figure 1 . Applying Theorem 2.5, the spectral value sets and stability radii of the system (A, B, C) under perturbations of the form (14) are given by
and
In order to determine the spectral value sets and stability radii via (20) , (21) we need to study the μ-values of block-diagonal matrices M = ⊕ m j=1 M j with respect to perturbations Δ ∈ Δ I,q,l . Note that this is just the inverse situation of traditional μ-analysis where block-diagonal perturbations of arbitrary matrices are considered; see [7] . Applying Proposition 2.7, we obtain
The size of the perturbations Δ ∈ Δ I,q,l will be measured by two types of norms: a weighted maximum of the nonzero block norms Δ jk , (j, k) ∈ I, and mixed operator norms of the overall matrix Δ. In the next two sections we derive formulae for μ Δ I,q,l (M ) with respect to these types of norms.
Remark 3.2. A composite system Σ of the form (15) which is the direct sum of subsystems Σ i of the form (16) is said to be connectively stable with respect to a given set of interconnections E (possibly time-varying and/or nonlinear) if σ(A j ) ⊂ C − , j ∈ m, and the origin of the interconnected system obtained from the block-diagonal system Σ by the feedback u(t) = e(t, y(t)) is globally asymptotically stable for all e ∈ E; see [25] . In the literature many different methods have been put forward for obtaining sufficient criteria of connective stability based on knowledge of the subsystems Σ i and their interconnection structure. Input-output and passivity methods have been used, but the most popular seem to be Liapunov methods; see [25] . The advantage of these methods is that time-varying and nonlinear interconnections can be considered. However, the robustness results obtained in this way are in general quite conservative. This is in contrast with the full block case (where Δ I,q,l = C l×q ; i.e., I = m × m). In this case a quadratic Liapunov function of optimal robustness can be constructed which secures asymptotic stability for all time-varying nonlinearities with gain strictly smaller than r C l×q (A, B, C; C − ); see [13] and [15, section 5.6] .
It remains an open problem to determine those perturbation structures Δ I,q,l for which it is possible to construct a joint quadratic Liapunov function for all perturbed systems
. Such a Liapunov function would secure the connective stability for all time-varying nonlinearities with gain strictly smaller than r Δ I,q,l (A, B, C; C − ).
Weighted maximum norms.
We consider the same basic framework as that in section 3. Let · αj be a norm on C qj and · β k be a norm on C l k . We assume that we are given a nonnegative weight matrix R = [r jk ] ∈ R m×m + and introduce the index set
With these data we associate a normed perturbation space (Δ I,q,l , · ), where (see (13))
and · is the weighted maximum norm
Note that the following equivalence holds for Δ ∈ C l×q :
In this section we determine the μ-value of block-diagonal matrices with respect to the perturbation structure (Δ I,q,l , · ) and apply it to obtain formulae for spectral value sets and stability radii. We will make use of the following well-known results from the theory of nonnegative matrices; see [2] , [10] , [16] .
( 1) If A ∈ R n×n is nonnegative, the spectral radius (A) is an eigenvalue of A and there exists a nonnegative eigenvector corresponding to (A).
and x j = 0 for at least one j.
Hence |λ| ≤ (A) by ( 3) , and this implies (27) . We associate with any given block matrix M = [M jk ] ∈ C q×l of the form (12) the following nonnegative m × m matrix of block norms:
We now prove the main result of this section.
Theorem 4.2. Suppose R = [r jk ] ∈ R m×m is a nonnegative matrix and I = I R is given by (23) .
is the associated matrix of block norms, then, with respect to the norm (25) ,
Equality holds in (29) 
Proof. We have already seen that by Lemma 2.7, (26) and
≤ (ΔM ) (by (32) and property ( 2)) ≤ (RM ) (by (26) and property ( 2)).
Thus,
It remains to show that the latter inequality is actually an equality if
, and the proof is complete.
For the case where all the α j and β k are 2-norms, a characterization of μ Δ I,q,l (M ) is given in Part I of [6] which shows that the μ-value can be obtained as the solution of a smooth constrained optimization problem. Associated computational aspects are discussed in Part II of [6] .
We will now apply the above theorem to determine the spectral value sets and stability radii of block-diagonal matrices A with respect to perturbations of the form (14) . Let B R (δ) denote the open ball with radius δ > 0 about the origin in the perturbation space Δ I,q,l provided with the norm (25) ,
m×m is a nonnegative matrix and I = I R is given by (23) .
and consider perturbations (14) of the block-diagonal matrix A. If Δ I,q,l is provided with the norm (25) and G j (s) is defined by (17) , then the following hold:
(a) The spectral value set σ Δ I,q,l (A, B, C; δ) is given by
Then the stability radius is given by
Proof. Applying Theorem 4.2, (a) follows directly from (20) and (b) follows from (21) .
We conclude this section by specializing the previous results to the scalar diagonal case where A = diag(a 1 , . . . , a n ) is perturbed to A Δ = A + Δ with
Here R = (r jk ) j,k∈n is a given nonnegative n × n matrix, and the perturbation space Δ I is provided with the norm
This can be subsumed into the above framework by setting m = n, l j = q j = 1 for
n×n is a nonnegative matrix with associated index set I = I R defined by (36) and normed perturbation space (Δ I , · ) defined by (35) and (36). Let a 1 , . . . , a n ∈ C, σ 0 = {a 1 , . . . , a n }, and set A Δ = diag(a 1 , . . . , a n ) + Δ for arbitrary Δ ∈ C n×n . Then the following hold: (a)
(c) In particular, if C g = C − := {s ∈ C ; s < 0} and a 1 , . . . , a n < 0, then
Proof. (a) follows directly from Corollary 4.3(a) since Δ ≤ 1 if and only if Δ ∈ B R (δ) for all δ > 1. Equation (37) is a special case of (34) since G j (s) = (s−a j ) −1 . To verify (38) note that by assumption, a 1 , . . . , a n ∈ R and so the functions ω → |i ω−a k | −1 attain their maxima on R at ω = 0. Hence, the monotonicity property ( 2) of the spectral radius yields
Thus, (38) is a consequence of (37). Figure 2 shows the sets
Note that R 1 (resp., R 2 ) is obtained from R 3 by replacing all (resp., some) off-diagonal zeros of R 3 with 1/2. Since R 1 ≥ R 2 ≥ R 3 , the sets S j decrease as j varies from 1 to 3. The pictures have been obtained via Corollary 4.4(a).
Mixed operator norms.
We consider the same basic framework as that in the previous two sections. Let · C m be an absolute norm on C m which is invariant with respect to a permutation of the coordinates (for instance, a p-norm, 1 ≤ p ≤ ∞), and let N (·) be the induced operator norm on C m×m . For j, k ∈ m let · αj be a norm on C qj and let · β k be a norm on C l k . Given any index set I ⊆ m × m, we define a norm on the perturbation space Δ I,q,l (24) by the formula
In this section we derive a formula for the μ-value of block-diagonal matrices M with respect to the perturbation space Δ I,q,l provided with the norm (41). As a preparation we consider the general case of an arbitrary block matrix M ∈ C q×l of the form (12) and determine an upper bound for μ
2 in terms of the associated nonnegative m × m matrixM ; see (28) .
, and I ⊆ m × m. Then with respect to the norm (41),
whereM is defined by (28) and
Proof. To prove (42) it suffices by Lemma 2.7 to show that for each Δ ∈ Δ I,q,l with Δ = 1 there existsΔ ∈ Δ I such that N (Δ) = 1 and (ΔM ) ≤ (ΔM ). Given any Δ ∈ Δ I,q,l with Δ = 1, letΔ ∈ R m×m be the matrix in the parentheses on the right-hand side of (41). ThenΔ ∈ Δ I and N (Δ) = Δ = 1 by (41). Let u = (u j ) j∈m ∈ ⊕ m j=1 C lj , u = 0, and λ ∈ C be such that ΔMu = λu and |λ| = (ΔM ).
It follows that we have the componentwise inequalitỹ
and so (ΔM ) ≥ |λ| = (ΔM ) by ( 3). This concludes the proof.
We will now prove that equality holds in (42) if M = [M jk ] is block-diagonal, i.e., M jk = 0 for j, k ∈ m, j = k. In the proof we will make use of some elementary notions from graph theory [16] , [2] which are summarized in the following remark.
2 Since in this section we will consider μ-values with respect to more than one norm, we use the = (j 1 , . . . , j ) of mutually distinct integers is said to be a cycle of length |γ| := ≥ 1 of the directed graph Γ(m, I) if (j i , j i+1 ) ∈ I for all i ∈ − 1 and (j , j 1 ) ∈ I. We will write j ∈ γ if j = j i for some i ∈ . By Z(I) we denote the set of all cycles in Γ(m, I). A cycle γ ∈ Z(I) is said to be nontrivial if |γ| ≥ 2. If for a given j 0 ∈ m there does not exist a nontrivial cycle γ ∈ Z(I) such that j 0 ∈ γ, then {j 0 } is a strongly connected component of Γ(m, I).
. . , j ) ∈Z(m × m). Then the cycle product of A over γ is defined as
where j +1 := j 1 . Given (m 1 , . . . , m ) ∈ N , ≥ 1, and matrices C j ∈ C mj ×mj+1 , j ∈ , where m +1 := m 1 , the associated block cyclic matrix is defined by
Note that if γ = (j) is a cycle of length 1, then
The next result which follows from the Frobenius theorem (see [ (Z(c 1 , . . . , c )) = {e
where = (Z(c 1 , . . . , c ) 
The following theorem is the main result of this section. 
Proof. Let c denote the right-hand-side of (45). We first show that
The first inequality in (46) follows directly from Proposition 5.1. To prove the second inequality in (46) let E = [e jk ] ∈ R m×m , where e jk = 1 if (j, k) ∈ I and e jk = 0 otherwise. Set 
Then I A ⊆ I, Z(I
The construction of Δ γ is as follows. Suppose that γ = (j 1 , . . . , j ). For j ∈ m let u j ∈ C j and y j ∈ C qj be such that u j βj = y j D αj = 1 and We claim that Δ γ has the required properties. Obviously, Δ γ ∈ Δ I,q,l . To see that Δ γ = 1, note that Δ γ contains ≥ 1 nonzero blocks and in each block row and each block column of Δ γ there is at most one nonzero block. All nonzero blocks have norm 1. Since the norm · C m is absolute and invariant with respect to a permutation of the coordinates, it follows that
Let us show (48). Observe that the principal block submatrix of Δ γ M corresponding to the block rows and columns with numbers j 1 , . . . , j is permutation similar to the block cyclic matrix
By Lemma 5.4 the product := ( j∈γ M j βj ,αj ) 1 |γ| is the spectral radius of the matrix
Let ξ = [ξ j1 , . . . , ξ j ] ∈ R + be an eigenvector of Z corresponding to ; see ( 1) . Then the following relations hold: 
and let w := [w j1 , w j2 , . . . , w j ] . Then using (49), we have
This implies that Δ
Thus (48) holds, and the proof is complete.
As a corollary we obtain the following characterization of spectral value sets and stability radii for the perturbation space (Δ I,q,l , · ) . 
Then the following hold: (a) If Z(I 0 ) = ∅, the spectral value set of A with respect to perturbations of the form (14) is given by 
is the transfer function of (A, B, C), (a) is a direct consequence of Theorems 2.5 and 5.5.
(
Now assume that there does not exist any cycle γ ∈ Z(I 0 ) such that j 0 ∈ γ. Then (j 0 , j 0 ) ∈ I 0 ; hence B j0 Δ j0j0 C j0 = 0, and {j 0 } is a strongly connected component of the directed graph Γ(m, I AΔ ). This implies that A Δ is permutation similar to a matrixÃ of block upper triangular form: 
This concludes the proof of (51). We will now specialize the previous result to the case where the blocks are reduced to scalars, i.e., l i = q i = 1 for i ∈ m. In this case a more concrete version of the formula (50) is obtained in which the spectral value sets are expressed as a finite union of sets of the following form:
These sets are called Brualdi sets in honor of Brualdi who introduced them in [4] . They will be further discussed in what follows. Note that B (z 1 , . . . , z ; 0) = {z 1 , . . . , z } and B(z; δ) = D(z; δ) is the closed disk of radius δ about z. For an illustration, see Figure 3 . (c 1 , . . . , c n ) , I ⊆ n × n, and · C n is an arbitrary norm on C n with induced operator norm N (·) on C n×n . Let
Then the following statements hold.
(a) For all δ > 0,
(b) Let j 0 ∈ n and suppose there does not exist any cycle γ ∈ Z(I 0 ) such that C g is an open subset of C, a 1 , . . . , a n ∈ C g , then
Proof. (a) If Z(I 0 ) = ∅, then Corollary 5.6 (a) implies
Now suppose that Z(I 0 ) = ∅ and let δ > 0. Since
is the transfer function of the system (A, B, C), we have by (10) and Theorem 5.5 the following equivalences for s ∈ C \ {a 1 , . . . , a n }:
Hence (54) show that the spectral value sets and stability radii of block-diagonal and diagonal matrices with respect to the normed perturbation structure (Δ I,q,l , · ) (see (41)) are independent of the norm N .
(ii) For the special case that C g = C − and a 1 , . . . , a n < 0 it follows from (55) that
By Corollary 5.7 Brualdi sets play a fundamental role in determining the spectral value sets of diagonal matrices with respect to perturbations Δ ∈ Δ I . We conclude this section with some remarks concerning these sets. Each Brualdi set (52) can be represented as the intersection of a family of sets which are unions of closed disks of centers z i , i ∈ . More precisely, we have the following proposition.
Proposition 5.9. Let z 1 , . . . , z ∈ C and δ > 0. Then
Proof. Let D denote the set on the right-hand side of (56). Suppose that s ∈ D. Then there are r 1 , . . . , r > 0 such that j∈ r j = 1 and |s − z j | > δ 1 r j for all j ∈ . Multiplying the latter inequalities we obtain that j∈ |s
From the relation (56) one can derive an upper bound for the connected components of Brualdi sets. definition of B(z 1 , . . . , z ; δ) we have |f (s)| > δ for all s ∈ U \ K. Thus |f (s 0 )| = min s∈U |f (s)| and this implies f (s 0 ) = 0 since f is holomorphic and nonconstant. Thus s 0 = z j for some j ∈ .
(b) For i ∈ set
otherwise. Then i∈ r i = 1 and Proposition 5.9 yields that B(
Roughly speaking, the above proposition states that if the distance of z j ∈ C from the numbers z k ∈ C, k = j, is large, then the connected component K j of B(z 1 , . . . , z ; δ) is a small set. This is illustrated in Figure 4. 6. Off-diagonal perturbation structures. We consider the same basic framework as that in section 5 but now the index set is off-diagonal:
The corresponding perturbation class Δ I off ,q,l is the set of all m × m block matrices Δ = [Δ jk ] such that Δ jk ∈ C lj ×q k and Δ jj = 0 for all j, k ∈ m. In this section we derive formulae for the corresponding μ-function, spectral value sets, and stability radii.
Recall the following inequality for the geometric mean.
k . For I = I off the following proposition is a special case of Theorem 5.5.
Then with respect to the norm (41), 
Proof. The function
is convex on R, and since · α and · β are absolute, we have that
for all ζ ∈ R. From this it follows that f is a nondecreasing function on [0, ∞). Thus for all t ≥ 1,
In the following theorem · p denotes the operator norm induced by p-norms on the corresponding vector spaces.
Proof. Without loss of generality we may assume that
Suppose now that M 2 = 0 and let
Then Δ 0 p = 1, and an easy calculation yields As corollaries of Proposition 6.2 and Theorem 6.4 we obtain the following formulae for spectral value sets and stability radii. The first corollary deals with the general block-diagonal case, and the second deals with the (scalar) diagonal case.
Corollary 6.5. 
, respectively. Then the following hold:
(a) The spectral value set of A with respect to perturbations of the form
is given by 
Proof. Making use of Theorem 2.5 and Proposition 6.2 (resp., Theorem 6.4), the corollary can be proved in a way similar to that of Corollary 5.6(a),(c). (c 1 , . . . , c n ), and N (·) is an arbitrary operator norm on C n×n . Let (c 1 , . . . , c n ) , then the following statements hold:
(b) If C g is an open subset of C and a 1 , . . . , a n ∈ C g , then
Proof. Making use of Theorem 2.5 and Proposition 6.2 (resp., Theorem 6.4) the corollary can be proved in a way similar to that of Corollary 5.7.
If C g = C − and a 1 , . . . , a n < 0, then |ıω − a j | ≥ |a j | for all ω ∈ R, j ∈ n, so that (65) implies
Application: Inclusion theorems. An arbitrary matrix
can be represented as a perturbation of the diagonal matrix D A = diag(a 11 , . . . , a nn ) by an off-diagonal perturbation matrix Δ A :
Hence, setting
we have by Remark 2.6(ii) that Applying the previous results about spectral value sets of diagonal matrices, one obtains different estimates for the location of the spectrum of A (depending on whether one chooses the perturbation norm to be (36) or (63)). In this section we recall the classical eigenvalue inclusion theorems of Gershgorin, Brauer, and Brualdi and show how they can be obtained as corollaries of the results in the previous sections.
Gershgorin's theorem states that for all
Gershgorin's theorem was improved by Brauer [3] . He used inclusion regions for the eigenvalues of the following type:
The sets C(z 1 , z 2 ; ρ) and their boundaries are called the ovals of Cassini. For an illustration, see Figure 5 . Brauer's theorem states that
A further refinement has been obtained by Brualdi [4] who gave more precise information about the location of the eigenvalues by taking into account the zero structure of A. For this he introduced sets of the form (52) which now carry his name. With every matrix A = [a jk ] ∈ C n×n we associate the following union of Brualdi sets:
where R j are as in (68) and I := I A ∩ I off ; see (66). Brualdi's theorem states that
provided that each index j ∈ n is contained in some cycle γ ∈Z(I). From Corollary 5.7 we obtain the following slight extension of this result. = {a jj ; j ∈ n and (j ∈ γ ∈Z(I A ) ⇒ γ = (j))}.
n×n is a diagonal matrix, then there is nothing to prove. Assume that A is nondiagonal and has off-diagonal row sums R j (A), j ∈ n. SetΔ = [Δ jk ] ∈ C n×n , whereΔ
. . , R n (A))Δ, and Δ 1 = 1. Note that Δ 1 = |Δ| 1 is a norm of the form (63). Furthermore, we have thatΔ ∈ Δ I , where
where
Hence, applying Corollary 5.7 with the norm
, and c i = 1, i ∈ n, we obtain the result: σ 0 (A) ⊆ σ(A) follows from (b) and σ(A)\σ 0 (A) ⊆ B A follows from (a).
An equivalent extension of Brualdi's result can be found in [29, Theorem 2.5] (note that the definition of B A in [29] is different from ours).
We conclude this paper with a brief discussion of the relationship between the above results of Gershgorin, Brauer, and Brualdi. First note that B(z 1 ; ρ) = D(z 1 ; ρ) and B(z 1 , z 2 ; ρ) = C(z 1 , z 2 ; ρ). The following proposition yields a useful tool for establishing inclusion relations between these sets. Corollary 7.3 implies that for all A ∈ C n×n , n ≥ 2,
Thus the theorems of Brauer and Gershgorin are consequences of Corollary 7.1. The first inclusion in (72) has been shown by Varga [28] , the second by Brauer [3] . Note that each of the three sets, B A , C A , G A , is closed (as a finite union of closed sets). The above example should not convey the impression that Brualdi sets are always considerably smaller then the corresponding Brauer sets. In fact, one can easily see that they are equal if all off-diagonal entries of A are nonzero, i.e., I A ⊃ I off . For more details on this, see [29, section 2.3] .
Although the theorems of Gershgorin, Brauer, and Brualdi follow directly from our main results, we emphasize that the problems underlying the inclusion theorems and those underlying our results are quite different. The inclusion theorems consider the matrix A = D A +Δ A as given and establish upper bounds for σ(A) viewing A as the result of a (known) off-diagonal perturbation of D A . On the contrary, Corollaries 5.7 and 4.4 provide precise formulae for the union of the spectra of all the matrices A Δ = D A + Δ where Δ is an arbitrary complex matrix of norm ≤ δ with the zero structure determined by I (resp., an arbitrary complex matrix satisfying |Δ| ≤ R). In these corollaries the diagonal matrix D A , the index set I, and the uncertainty level δ > 0 (resp., the diagonal matrix D A and the nonnegative matrix R) are the only data. It follows from Corollary 6.6 that 
where I := I A ∩ I off ; see the proof of Corollary 7.1, (54), and (70). Hence the upper bounds in the inclusion theorems of Brauer and Brualdi, respectively, are tight estimates which cannot be improved if we presuppose as the only a priori knowledge the diagonal of A and the off-diagonal row sums R j (A) (resp., the diagonal of A, the zero pattern of A, and the off-diagonal row sums R j (A)). To make this more precise we note that {D A + BΔ; Δ ∈ Δ I off and Δ 1 ≤ 1} is the set of all matricesÃ ∈ C n×n with the same diagonal as A and with off-diagonal row sums R j (Ã) ≤ R j (A). By (73) the Brauer set C A is exactly the union of the spectra of all these matrices. Similarly, {D A + BΔ; Δ ∈ Δ I and Δ 1 ≤ 1} is the set of all matricesÃ ∈ C n×n with the same diagonal as A, with row sums R j (Ã) ≤ R j (A), and with IÃ ⊂ I A . Under the assumptions of Brualdi's theorem it follows from (74) that the Brualdi set B A is exactly the union of the spectra of all these matrices. A more detailed discussion on the sharpness of the Brualdi inclusion theorem can be found in [29, section 2.4] .
Remark 7.5. In the same way as in the proof of Corollary 5.7 one could derive from Corollaries 5.6 and 6.5 inclusion theorems for the eigenvalues of a block matrix. Such results are obtained in [29] by a different approach from ours.
