We analyze the relationship between the expected packet delay in rooted tree networks and the distribution of time needed for a packet to cross an edge using stochastic comparison methods. For this class of networks, we extend a previously known result that the expected delay when the crossing time is exponentially distributed yields an upper bound for the expected delay when the crossing time is constant [17] using alternative techniques. An important aspect of our result is that unlike previous work, we do not assume Poisson arrivals. Our result also extends to a variety of service distributions, and it can be used to bound the expected value of all convex, increasing functions of the packet delays. An interesting corollary of our work is that in rooted tree networks, if the expectation of the crossing time is fixed, the distribution of the crossing time that minimizes both the expected delay and the expected maximum delay is constant. Our result also holds in multi-casting rooted tree networks, where a single message can have several possible destinations.
Introduction
We consider the problem of bounding the average packet delay in dynamic packet routing networks. One way to formulate the problem is to consider the packet-routing network as a queueing network, where edges in the graph that models the network behave as servers. In many real-life networks, it takes a fixed constant time for a packet to cross an "This work was supported in part by the Office of Naval Research and in part by NSF Grant CCR-9505448.
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We apply an alternative, weak stochastic ordering that achieves more general results on a restricted class of networks: rooted tree networks.
Two rooted tree networks can be compared if the service distribution in one is '(more varzable" than that of the other, in a sense we shall define in Section 2. This comparison method has several advantages over previous techniques: it does not require Poisson arrivals; the method can be used for manv classes of service distribu-. tions, not just those corresponding to constant or exponentially distributed services; the comparison can be used on many non-Markovian networks; and the results can provide bounds not only for the expected delay, but for increasing convex functions of the delay as well.
From our comparison method, we develop a slight improvement in the bounding technique. Instead of comparing the network where service times are constant to the network where service times are exponentially distributed, we use a network where there are edges of both types. Surprisingly, this technique can also be used with the comparison approach of Stamoulis and Tsitsiklis.
As a result we can improve their upper bounds on the performance of greedy rout ing in hypercube and butterfly networks,
Model
We briefly descr:be the model. The underlying network is a rooted tree, where packets enter at the root and proceed away from the root until they reach their destination and exit the system. The edges of the network are represented by servers, and the time to cross an edge is referred to as the crossing time or the service time. Packets are served First Come-First Served (FCFS) at each queue. We associate the following parameters with the zth packet that arrives to the system:
. A random variable X; that represents the time between the (i -l)st and ith packet arrival.
q A vector of random variables S;,~that represent the service time the ith packet requires at server j if it visits that server. * For convenience we assume the first arrival occurs at time 0. The destinations d, are assumed to be generated by some process independent of all Xi and Si,j; we call this process the mutmg disczplme. We enforce the requirement that the random variables X, and S,,fl be independent unless otherwise noted, and similarly the random variables associated with packets i and i' are independent unless otherwise noted. Note, however, that the distributions of X, and S,,3, as well as the dest inat ion d;, can depend on the packet number i.
We note that this model is strong enough to handle, for example, any Markovian routing scheme on the network. A routing scheme is Markovian if the probability that, after completing service at queue j, the next destination of a packet is queue k (or that the packet leaves the network) is dependent only on j and is independent of its previous history and the state of the system. For example, on rooted tree networks, if the packet destinations are determined by some fixed distribution, then the network can be modeled as a Markovian network, and vice versa. Hence in a Markovian network the destinations can be generated by a process independent of the service and interarrival times. Our model also includes many non-Markovian networks, however. For example, destinations might cycle through some fixed pattern, as in a round-robin scheme.
Although rooted tree networks are perhaps the simplest type of network topology, they provide natural representations of by a rooted tree network. This method may also be useful for studying the behavior of some distributed data structures, such as parallel search trees.
The main result (Theorem 7) will require defining the proper notation. The following corollary of our main result, however, appears to be interesting in its own right:
Let the service times in a rooted tree network be S,,l.
Suppose also that we may vary the S,,3 sub~ect to keeping E [Si,j] jixed.
Then the expected delay for each packet M mmimized when S~,3= E[S,,J ] , that is, when the S,,j are constant random variables. Similarly, the expect ed value of the maximum delay for the first k packets is minimized when the S,,l are constant random variables.
Thus we find not only that constant time servers are better than servers with exponentially distributed service time in rooted tree networks, but that for these networks, constant service time is the best possible.
Our results also apply to multi-casting rooted tree networks. In a multi-caating system, a single message can have several destinations. The model does not need to be dramatically changed for such a system; the only difference is that at a node a packet may instantaneously split into multiple copies, to traverse multiple paths in the network at the same time. We provide a method for determining upper bounds on the expected delay on certain multi-casting systems under the same conditions we use for the standard routing problem.
Previous Work
Stochastic comparison techniques have been used previously primarily on single queues, for example in [12, 18] . These techniques have also been applied and generalized to more complicated processes [10, 11, 16, 19] Other approaches besides stochastic comparison have also proven successful. Better bounds can often be obtained by examining specific networks, as was done by Leighton in [7] and later by Kahale and Leighton in [4] . Recently, a new approach for modeling routing networks has been suggested by Borodin et al, where one assumes that packets are injected into the network by an adversary. This method has proven useful for showing the stability of networks under many different routing policies given reasonable conditions on the adversary, and it can also give loose bounds on the expected delay [1] .
The rest of the paper is organized as follows: in Section 2, we will provide the necessary background on the stochastic order relation we use to prove our results. We will prove the main theorem in Section 3, and then examine its implications through various corollaries. In Section 4, we offer an improvement to the standard bounding technique and discuss its application to hypercube and butterfly networks. We clarify the reasons for the restriction to rooted tree networks in Section 5. 21ndeed although our work was derived independently, it strOnSZIY resemblesthe work of Niu, who examined tandem queues using a The relation X~,cm Y should be contrasted with the standard notion of stochastic domination: to say that X is st ochastically larger then Y, or X~St Y, is equivalent to
for all increasing functions h. Hence X~,t Y immediately implies that X~icc Y, and the~icz relation can be considered a relaxation of the standard notion of stochastic domination. .
The first part of Lemma 1 provides a method for showing that one distribution is more variable than another. The third part specifically says the variance of X will be greater than that of Y when their expectations are equal.
The following technical lemma will also be useful:
Since our primary motivation for using these methods is to compare systems that have exponentially distributed service times to systems with other service times, we define classes of random variables that can be ordered against exponential random variables.
Definition:
A nonnegative random variable X M new better than used in expectation (NBUE) if
X is said to be new worse than used in expectation (NWUE)
'da~O.
In particular, a constant random variable is NBUE (see [14, Proposition 8.6.1, p. 273] In the networks we consider, we will be able to express the time a packet spends in the system as a function of several random variables, including the service times. Thus we must also consider how this stochastic ordering behaves when we take functions of random variables:
Lemma 5 The following lemma, combined with Lemma 5, shows that any function g designed by composing addition and maximum operations will be increasing and convex This fact will be crucial to the proof of the main result.
Lemma 6 The functions max(X, Y) and X + Y are convex and increasing in X and Y. Also, if g(x) and h(x) are convex and increasing functtons, then so is g(h(x)). We shall discuss specific ramifications of Theorem 7 after the proof.
Proofi
Without loss of generality, let the servers be numbered m increasing order from the root. We begin by coupling the networks so that the routing choices made are the same for both networks; that is, without loss of generality we may assume that the ith packet has the same destination in each network. The result will hold for any fixed sequence of destinations for the entering packets, and hence will hold in general by Lemmas 5 and 6.
To prove T~~,cr T;, from Lemma 5, it suffices to show that the departure time in both systems of the kth packet can be expressed as the same increasing convex function of a finite number of the X, and the S, ,J. For convenience we drop the superscripts when the equation holds in both systems.
Frost, note that the service time of the kth packet cannot depend on any S,,j with i > k or any of the X, with i > k. Thus the departure time depends only on finitely many of the random variables.
NOW consider any of the random variables S,,7, X, that Tk may depend on. Consider the exit time as a function of one of these random variables Z, with all the other random variables instantiated.
It is clear that as Z increases the exit time can only increase, and that the exit time as a function of Z has the following form: it consists of two piecewise linear segments, the first of which is constant (if the kth packet is not held up by an increase in Z) and the second of which has non-negative slope (if the kth packet is held up by an increase in Z). Hence the exit time is convex in Z.
More concretely, let T~f and T~J be the exit time of packet t from queue J in the two systems. We show by induction T? Let i' be the packet that on i and j that T~j >,=.
,,3 completes service at queue j before i, and let j' be the queue which served i and i' before queue j. Both i' and j' are well defined, since the network is a tree and the routing decisions are the same for both systems. Then packet i begins service at queue j either after i' finishes service or as soon as i arrives:
Ti,l = max(T,,,J, T,,j, ) + S,,j.
Inductively, from Lemmas 5 and 6. one can show that Z'~J 2... 1':] . Note that T,,,1 and T%,], are not independent; the induction shows that T,,l can be written as a function of the X, and S,,~built up from max and addition operations. The base case for each queue corresponds to the first packet through the queue, which can be handled similarly.
Now, if E[X$] = E[X~],
then by Lemma 2, -X?~,.m -X?. Hence proving the theorem. 
Remark:
In the above proof, the X, are assumed to be independent. We can also handle the case where X: = X: and the variables X, are dependent, simply by coupling the arrivals as well. In this case, for any fixed values for the X,, the T,,j are functions of the S,,3.
Similarly, in the above proof, the S,,j are assumed to be independent Suppose instead that the ith packet has a length 1, determined by a random variable L,, where the L, are independent.
Also suppose that S,,j = @j(L) for some increasing convex functions~~for all i. Then by the same proof, we have that if .L~~iCZ L: for all i, then T?~,cz T: for all i. Hence, even if the service times for a packet at various queues are dependent, a comparison may be possible.
We note that the proof of Theorem 7 cannot be extended in its current form to networks where packets may arrive from more than one entry point. For example, consider a node with external arrivals from outside the network and internal arrivals from other nodes in the network. The t lme of the first arrival at such a node would be the mznimum of the first arrival time from outside the network and the first arrival time inside the network, and this is no longer a convex function of the appropriate random variables. In general, the expression for the time at which the ith packet enters such a node would not be expressible solely using addition and maximum functions, and thus the restricted network configuration is necessary. A more detailed counterexample is given in Section 5.
From Theorem 7 and Lemma 3 we get:
Corollary 8 In a rooted tree networks where the service ttmes are NB UE (N WUE), the expected ttme a packet spends in the system M at most (at least) the expected time when the service t~mes are exponentially dzstrtbuted wtth the same mean. Furthermore, the same results hold for any convex increasing function of the delays.
Remark:
Previously, the primary use of results of this type has been to show that the expected delay when arrivals are Poisson and the service times are exponentially distributed provides an upper bound for the case where arrivals are Poisson and service times are constant. As the expected time a packet spends in the system in equilibrium given Poisson arrivals and exponential service times can generally be computed explicitly in Markovian networks (for example, see [5] ), this bounding technique can give useful upper bounds. Our result shows that these bounds can be generalized on Markovian rooted tree networks. For example, the upper bound also holds for the case where the service times are only NBUE and/or the arrivals are not Poisson, but only NBUE; and the exponential/Poisson case is a lower bound when the service times and/or arrival process are NWUE. Further, not just the expected delay, but any convex increasing function in the delays can be similarly bounded In Section 4, we will improve this bound further. These techniques may also provide useful bounds in discrete time settings as well, through comparisons wit h the corresponding discrete time networks [8] .
From Theorem 7 and Lemma 4 we get:
Corollary 9 Let the service times in a rooted tree network be S,,l . Suppose also that we may vary the Si,j sub~ect to keeping E[S,,3 ] For which networks (under a suitably general interarrival distribution) does replacing the servers with constant service time by any other service distribution with the same mean increase the expected time a packet spends in the system?
We have shown that rooted tree networks lie in this class.
Corollary 10
The results of Theorem 7, Corollary 8, and Corollary 9 also hold for multt-casting rooted tree networks.
Proof:
The proof of Theorem 7 is easily modified to handle multi-casting rooted tree networks; one must couple the packet destinations, and then consider each duplicate of a packet separately. In the case where arrivals are Poisson and the packet destinations are given by a fixed distribution, this result can be used in a manner similar to the results of [17] to obtain an upper bound on the expected delay of packets in a multi-casting rooted tree system in many cases. Actually, one could also achieve this result by modifying the argument of [17] , but for this class of networks our results are much more general.
4
Leaf Edges where packets take constant time to cross an edge, and this leads to a computable upper bound on the expected delay for Markovian rooted tree systems with Poisson arrivals3. Here we provide a small improvement to this approach by leaving the crossing times of some edges constant. In fact, we can apply this improvement to the bounds obtained using the techniques developed by Stamoulis and Tsitsiklis as well.
We begin by considering just Markovian rooted tree networks. In a single queue, if the external arrivals are Poisson and all service times are exponential, then the departures also form a Poisson process [5, Theorem 2.1]. Hence, if the arrivals in a Markovian rooted tree network are Poisson and the service times are exponential, the arrivals at and depart ures from each queue form a Poisson process as well. This is the fact we will use to improve the bounds.
Consider the queue edges connected to the leaves of the rooted tree; call these edges leaf edges. We compare the net work Q I where all crossing times are constant to the network Q2 where the crossing times for all non-leaf edges are exponentially distributed and the crossing times for all leaf edges are constant. We assume that for each edge the expected time to cross the edge is the same for all packets in both QI and Qz. By Theorem 7, the expected time a packet spends in Q1 is bounded above by the expected time a packet spends in Qz. The advantage of leaving the time to cross the leaf edges constant is that the expected time of a packet in such a system in equilibrium can still be explicitly computed. This is because all the non-leaf edges correspond to queues with Poisson arrivals and exponential service times, while leaf edges correspond to queues with Poisson arrivals and constant service times; the expected time a customer spends in both types of systems can be determined by standard As we mentioned in the remark after Corollary 8, the case where packets take exponential time to cross an edge provides an upper bound on the expected delay for the case hence we can improve this bound to
(1)
Hence, if the routing is Markovian, we can explicitly calculate the expected time in Qz queue by queue, and hence bound QI. Note by equation (1) that this bound is strictly better than the bound one would obtain if the crossing time for leaf edges were exponentially distributed. Also, this approach does not depend on the service time of leaf edges in Q1 being constant; as before, they can be NBUE, and using the Pollaczek-Khinchin formula we can again compute a bound given the variance of the service distribution, Similarly, the bound also holds if the interarrival distribution is NBUE as well, and the approach can be used for any convex increasing function in the delay.
A natural question is whether this same improvement can be applied with the Stamoulis-Tsitsiklis technique that bounds all Markovian networks, not just rooted trees. For such networks we define a leaf edge to be any edge such that after crossing that edge, the packet must leave the system, In the standard Stamoulis-Tsitsiklis approach, aIl edges in the network are initially represented by constant time servers, and for the comparison they are replaced by Processor Sharing (PS) servers, which divide the total available service among all waiting packets equally. A delay argument then shows that the expected time a packet spends in the PS network is at least the expected time a packet spends in the constant server net work. Assuming arrivals are Poisson and using standard results ([5, Theorem 3.7] ), one has that the expected time in the-PS network is the same as in a network where service times are exponentially distributed [3, 17] . This leads to computable bounds. We improve these bounds by replacing all non-leaf edges with PS servers, but leave all leaf edges with constant time servers. In this case as well, if the arrivals to the network are Poisson then in equilibrium the input stream to leaf edges will be Poisson [5, Theorem Qw a.l J This leads to an improvement on the bounds for the expected delay of greedy routing on hypercube and butterfly networks given in [17] . (The technique also applies to the bounds on greedy routing on array networks given in [9] , but these bounds have previously been improved by Kahale and Leighton [4] .) The interested reader is referred to [17] for the full details of the underlying models; here we briefly describe the new bounds. For convenience we use the notation of [17] in this comparison. First consider hypercube networks of dimension d, where for each packet each dimension must be crossed with probability y p (when p = 1/2, destinations are uniformly distributed), and dimensions are crossed in some fixed order (this corresponds to greedy routing). It take const ant time 1 to cross an edge in any dimension. Packets are generated at each node as a Poisson process of rate J, and the load p for each edge is thus p = Ap. The expected time a packet spends in the system in equilibrium is T. Stamoulis and Tsitsiklis [17, Proposition 11] derive an upper bound of Here edges that cross the final dimension are leaf edges, and "-+ P(l+Z%J Note that in high traffic, that is in the limit as p -+ 1, this improves the bound by a factor of 1 -&.
We can also improve the bounds for butterfly networks. The d-dimensional butterfly has d+ 1 levels and (d+ 1)2~nodes. Packets are generated at the first level for a destination in the (d+ l)st level, with each node in the first level generating packets as Poisson process of rate~. There are two types of edges between levels: st~a~ght and vertical.
The probability p represents the probability a straight edge is taken by a packet crossing a level; otherwise the packet crosses the vertical edge. When p =~, the destinations are uniformly distributed.
The load is p =~max{p, 1 -p}. 
Here edges crossing the final level are leaf edges (see Figure 2), and hence we can show:
Again, in the limit as p~1, this improves the bound by a factor of 1-&.
Remark:
Although we have suggested leaving just the crossing times for leaf edges constant to find upper bounds, it is possible in some networks that tighter bounds could be achieved by leaving more or other edges constant as well. For example, consider a chain of queue edges with constant crossing times, such that arrivals enter at the first queue and proceed through the entire chain of queues before exiting the system. (Note that customers may not leave the system before the finishing the final stage.) The expected time a packet spends in a chain can be determined if arrivals are Poisson [2, 15] , and hence if t he network cent ains a chain of queue edges, one may achieve better bounds by leaving the crossing times for the edges of the chain fixed.
5
The Difficulty of Interactions
In networks more complicated than rooted trees, delay in one area may prove beneficial by preventing congestion and allowing packets from other areas to get through. The rooted tree networks prove simple to compare because the interaction between packets is limited: if a packet is delayed, it can only delay other packets. Note that in this case the worst choice 1sto use constant time per edge, because the packets will then interfere at C. The example can be extended to a dynamic variation by having packets arrive at A and B, say, every three time units.
>0 c D Figure 3: A simple network with interference
The example suggests thinking of such systems as a multiplayer game, where each player is a packet that can control the distribution of its service time while keeping the mean fixed. It is interesting that in this natural two-player example an optimal solution requires the players to adopt different strategies. In a rooted tree network, the optimal game strategy is trivial, as the stochastic comparmon technique we have described has shown. but the last layer with PS servers, vides a simple counter-example based on a two queue system where entering customers are served at one of the two queues and exit the system [13] Suppose that customers arrive in batches of three, batches are separated by a suitably long interval of time, and each customer proceeds to the queue with the shortest line (ties decided arbitrarily). We compare the following two systems: in the first system all serwces take constant time 1, while m the second system all services take time O or 2, decided by a fair coin flip Then the expected time of the third packet in each batch is greater in the first system, although the service times are less variable
Although these examples suggest that we cannot extend our results to all systems with more complicated interactions, this approach may be applicable to other specific networks besides rooted trees, perhaps under specific arrival distributions. This remams an interesting open question 6
Conclusion
We have applied a stochastic ordering relatlon in order to understand how service time distribution affects the expected time a packet spends in a packet routing network, our method provides surprisingly general results on rooted tree networks; for example, unlike previous comparison methods, it does not depend on a Poisson arrmal process. Insight gained from the case of tree networks also leads to improved bounds on the hypercube and butterfly using the analysis of Stamoulis and Tsitsiklis.
We remain hopeful that these or similar methods may be applicable to a wider class of networks. This may require applying further alternative stochastic ordering relations less stringent than the standard notion of stochastic domination and more complex comparison methods.
It is also important in our results that the route of a packet be independent of the state of the system. Indeed, ROSSpro-7
