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THE ZEROS OF p'n,(Xo) OF NON-INTEGRAL DEGREE 
K M. SIEGEL, J. W. CRISPIN, R. E. KLEINMAN AND H. E. HUNTER 
1. Introduction. In January, 1951, tables were pubhshed [1] on the zeros of 
p'n, (x), the Associated Legendre Function of order 1 and non-integral degree. 
In Apnl, 1951, certam errors were observed [2] in those tables of Reference 1. 
This note explains a method devised for use at the Willow Run Research 
Center whICh, though not as accurate as the method descnbed in Reference 2, 
can still yield results suitable for engineermg problems. Throughout we will 
consIder the general problem for n, real and Xo = cos 80 • We WIll continually 
use as a numerical example Xo = cos 1650 • 
1 
We are interested in finding the values of n, andl [p'n,(X)]2 dx where the 
"'0 
nis are such that 
(1.1) p'n,(Xo) = 0 
In order to introduce as many bounds and checks of results as possible, the 
followmg asymptotic relatIOns and observations were employed. 
When the n, are large, we obtain from the asymptotic formula [3]: 
n,+l - n, = 'lr180 
The two hmitmg cases for flow around a cone or scattermg by a cone are 
80 = 'Ir and 80 = 'Ir 12, and for these two hmItmg cases the n, differ by 1 and 2, 
respectively. 
Thus for 80 = 1650 the maximum value of the dIfferences between successive 
n,'s IS 1.0909. A few asymptotIC difference values are shown In Table l. 
In the 900 and 1800 cases we WIll now show that the asymptotic forms are 
the exact forms for all '1,. 
ConsIder 
P':,(O) = r[ten, _ m) +\fr~; _ ten, + m)] (Ref. 4, p. 63) 
Substitutmg m = 1, the case under dIscussion, one obtains 
(1.2) p'n,(O) = .. 2y'; 
Since P':,(x) = P~n,-l(X) (Ref. 4, p 62) In order not to mtroduce degenerate 
forms we will find the critical value of n, and only consider n, greater than this 
critical value. 
Thus 
n~ = -n~ - 1 i.e., n~ = -! 
Therefore, we wIll only consider those nis such that 
(1.3) n, > -! 
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By (1.1) and (1.2) this would mean, when eo = 7r/2, that 
1 
( 1 + 1) ( 1 ) = ° r'in• 'i r -'in. 
171 
Thus, either !en. + 1) or -tn, must be poles of the gamma function r(tn, + !) 
has no poles for n, > -!, but r( -tn.) has poles for n, = 0,2,4, 6, 
Therefore 
(1.4) n. = 2i i ;;; ° 
In the case of eo = 180° 
(1.5) p'",(X) = -!n,(n, + 1)(1 - X2)! 2F1[1 - n, , n, + 2; 2; !el - x)] 
(Ref. 4, p. 63) 
TABLE 1 
80 I ,,/80 I 
90 0 
I 
2.0000 
1650 1.0909 
1700 I 1.0588 
1750 
I 
1 0286 
1800 1 0000 
We observe as x ~ -1 that the nght hand side of (1.5) becomes mdetermi-
nate; thus, to evaluate It at thIS pomt we must determine 
(1.6) lim p'n,(COS e) z=(,..-8) .... +0 
-!n,(n, + I)z 2Fl(1 - n., n, + 2, 2;{ 1 - ti + 0(Z4) l) 
Smce the 2F1 dIverges for J:, = -1 m (1.5), and since we can expand (1.6) in a 
Maclaurin serIes in z, and since z times it also dIverges, then a priori, (1.6) 
diverges. In order that (1.6) be consistent WIth (1.1), 2F1[1 - n" n, + 2; 2;!e1 - x)] 
must cut off. Hence, either (1 - n,) or (n, + 2) should be zero or a negative 
integer. By (1.3), (n, + 2) is always> 3/2; thus, (1 - n,) must equal zero or a 
negatIve integer, i.e., 
(1.7) n, ~ i = 1,2,3, .... 
Thus, we observe that the asymptotic form for the dIfferences (Table 1) is the 
exact form for all (n, + 1 - n,) m the case of eo = 90° and 180°. 
A consequence of MacDonald's theorem, "as e mcreases from 0 to 7r, any 
zero diminishes" (Ref. 5), IS that the differences between succeSSIve zeros, for 
the same value of 8, decrease with mcreasmg 8 from 0 to 7r. 
For eo = 165° the maximum dIfference between the successive zeros IS 1.0909 
and the mimmum difference IS 1 j for eo = 170° the maximum dIfference is 1.0588 
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2. The Method of Solution. Schelkunoff [6, p. 514] expanded the Legendre 
unction in a Taylor expansion 
(2.1) Pn' + zn'(x) = Pn,(x) + 2zn,[!Pn,(x) log HI + x) + S'n'] 
where (with [n'] = largest integer in n') 
, [n'] (-I)'(n' ~ S)'{ 1 1 }(1 - X)8 
(2.1a) Sn' = ~ (8!)2(n' _ 8)' n' + 8 + '" + .. + n' + 1 -2-
Another form for the S'n is 
(21b) S', - (_I)[n'] [f (-I)'(n + S)'{_l_ + ... + _1_}(1 + X)8 
n - 8=0 (8!)2(n - 8)! 8 + 1 8 + n' 2 
Differentiating (2.1) with respect to x we obtain 
(2 2) dPn' + zn'(X) = dPn,(x) + ,{dPn,(X) 1 1 + x + Pn,(x) + 2 dS'n'} 
. . dx dx Zn dx og 2 1 + x dx 
Setting x = Xo and remembermg that p~, (xo) = 0 we obtain 
- --ax-
~~ ~,= , 
l 
dPn , (x) 1 
Pn,(x) + dPn.(x) log 1 + x + 2 dS n, 
l+x dx 2 dx X-"o 
where n. = n' + Zn' 
Equation (2.3) is a relationship between Legendre Functions and Associated 
Legendre Functions and a finite sum dS~,/dx. To make It numerically useful 
one must be able to evaluate the functlOns on the right without having to sum 
slowly convergent series. 
If we consIder n' either an mteger or an odd multiple of !, we can evaluate 
the functIOns on the right of (23) quite easily. Some tables exist for the Legendre 
PolynomIals and theIr derIvatives (Ref. 7 and 8) When n' is considered an odd 
multiple of !, several methods of obtaining tables are aVaIlable when one utilizes 
Hall's observation (Ref. 9) that the! integer P's can be expressed in terms of 
the complete ellIptic mtegrals, K and E, of modulus HI - xo). 
P-l(x) = (2/1r)K 
p!(x) = (2/7f)(2E - K) (2.4) (Ref. 9, p. 927) 
These functions have been tabulated (Ref. 10). There are many ways to ob-
tain the other! integer Legendre and Associated Legendre Functions. One 
could use the recurSlOn relationship between the Legendre and Associated Le-
gendre FunctlOns. In SectIOn 4 these functions for Xo = cos 1650 are evaluated, 
and the existing tables were used as checks. 
To improve our results we added a third term to the Taylor expansion (2.1) 
and thus instead of (2.3) we solved a resulting quadratic equation in Zn' • 
Thus, to obtain the zeros of 
(2.5) p'n.(XO) = [-VI - x2(dPn,(x)/dx)lx=XQ = 0 
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we set n. = n' + Zn' and compute two columns (one for n' = j + t and one 
for n' = J;j = 1,2,3, .. ), as shown in Table 2. 
Table 2 is obtained from a Taylor expansion in Z which was terminated after 
three terms, thus commItting an error proportIOnal to z cubed. The ObVIOUS 
criteria then is to choose ak if I z% I < I z~ I or a~ If I zZ I > I z~ I . 
A method of predicting which part of Table 2 should be used, even before the 
n.'s are computed, IS avaIlable for most of the n,'s for any given angle. We shall 
proceed to illustrate this for Xo = cos 165°. 
TABLE 2 
A A' 
Zeros ( .. ,) J +! ± z: J ±Z; 
nl al a~ 
n2 a2 a; 
nk ak a. 
where z; = ZJ-I-; & z; = z, 
In Reference 2 it was seen that the mteger parts of the zeros could be deter-
mmed from the Associated Legendre Functions. The example given in that 
reference was 
. 1 ~_ P~3 (cos 165°) = 6.50140 
(26) ~650 P~4 (cos 165°) -.86327 
1 ___ P~5 (cos 165°) = -5.23851 
and 
(2.7) 1.0321 > nl > 1.0316 
From (2.6) we note that a change in sign exists between P~3 (cos 165°) and 
P~4 (cos 165°) but not between P~4 (cos 165°) andP~5 (cos 165°). Thus, p'", (xo) ~ 0 
for 14 ~ n, ~ 15. Smce by (2.7) nl = 1.032 and since the largest difference is 
1.0909, then each n, for 1 ~ i ~ 13 has the number i to the left of the decimal 
pomt. For 14 ~ i ~ N, where N is at least 23, the n, has the number (i + 1) to 
the left of the decimal point. 
Since we have observed maximum and minimum differences for cos 165° 
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(1.0909 and 1) we can obtam more informatIOn from the fact that no change in 
SIgn occurs between P~4 (cos 165°) and P~5 (cos 165°); namely, 
(2.8) 
16.1818 > n15 > 16, I Z~5 I < .1818 
15.0909 > n14 > 15, I Z~4 I < .0909 
14 > n13 > 13.9091, I Z~3 I < .0909 
13 > n12 > 12.8182, I Z~2 I < .1818 
and also, from (2.7) 
(2.9) 
1.0321 > n1 > 1.0316 
2.1230 > n2 > 2.0316 
3.2139 > na > 3.0316 
By (29), for at least the first three zeros, column A' of Table 2 IS better than 
column A. By (2.8), for n12 , n13 , n14 , and n15 , agam column A' is better. The 
same sort of reasonmg can be applied to the P: + !(x) to tell when column A of 
Table 2 should be used. 
Since there is no change in sign between P; .5 (xo) and P~ .(xo) and no change 
in sign between P~9 .(xo) and P;o 5(XO), it can be concluded that 
(210) 
and 
(211) 
9.6818 > n9 > 9.5, 8.5909 > ns > 8.5, 
7.5 > n7 > 7.4091,6.5 > na > 6.3182 
21.6818 > n20 > 21.5, 20.5909 > n19 > 20.5, 
19.5 > nl8 > 19.4091, 18.5 > n17 > 18.3182. 
and thus for the zeros indicated in (2 10) and (2.11), the results of column A in 
Table 2 should be used. 
Then there will be very few cases where one should average between the tabu-
lated data of columns A and A' in Table 2 In SectIOn 4 m our numencal ex-
ample we shall follow this type of reasoning and select either the value in col-
umn A or that in column A'. It could be pointed out that instead of using a table 
with two columns and thus creating a scientific selection process, one could use 
either column A or A' and add more terms to the Taylor expanSlOn Not only 
would this add more work than the suggested method (and also create places of 
increased error) but also would remove redundancy from the system. Since these 
computatIOns were carried out on hand calculating machines, whenever we have 
a choice between two methods of almost equal over-all accuracy we choose the 
method with the most redundancy, a valuable means of checking computations. 
In this method we always have two values of n, although one of these values is 
dIscarded in the final result The two values serve as a check inasmuch as we 
would Immediately be alerted If the two values were very different. 
("0 ("0 ("0 
The integrals J
1 
[Pn,(X)]2 dx, J
1 
[P'n.(X)]2 dx, and J
1 
[P~.(X)]2 dx have been 
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of much Interest In our electromagnetIc scatterIng work (Ref. 11). In Reference 
11, it was shown that 
(212) ]
XO ]XO 
1 [p'n,(X)]2dx = n,(n, + 1) 1 [p",(X)]2 dx 
where the n, are the zeros of p'", (xo) = O. It was also shown that 
(213) ]"0 [Pn,(X)]2 dx = -(1 - x~) Pn,(xo) [iPy(x)] 
1 2n, + 1 axay II'-n,. "=xo 
In addition it was shown that when the m, are zeros of [dP:,(x)/dx),,=xo = 0 
we obtain 
11 [P:,(X»)2 dx = m,(m, + l)(x~ - l)Pm ,(Xo) xo 
. [Pm,(X) + m,(m, + 1) apy(x) + 1 a2p y(x)] 
x x(2m, + 1) ay 2m, + 1 axay 1I=m,. x-z,o 
(2.14) 
WIth respect to these integrals we can employ the methods described in this 
section to the right hand members of (2 13) and (2.14). In Section 3 the req-
uisIte algebra for (2.13) is shown and in SectIOn 4 the results of its application 
to the case Xo = cos 1650 are given. 
One might observe that the algebra reqUIred to put (2.14) In a sinular com-
putational form would be no more difficult, although It would be more lengthy. 
3. The Computational Forms. In Section 2 the method of approach used in 
finding the ak and a~ of Table 2 was descnbed, in this section we display the 
details of the computational method 
For column A' of Table 2 we start WIth 
(3.1a) P .() _ [p ( ) + 1 dPy(:r;) + .! 12 iPy(X)] 3 + z X - II X Z 1 -- zZ 1 --2-
, ay ay y_, 
and for column A of the table we start WIth 
P "( ) _ [p ( ) + 1/ apy(x) + .! 1/2 iPy(x)] J + t + Z, x - y x Z 1 -a- 2 Z 1 -ay2 y 11-1 +! (3.1b) 
DifferentIating these equations WIth respect to x, evaluating at x = Xo , and 
under the stipulation that n, = j + z~ in (3.1a) and n, = J + ! + z~ in (3.1b), 
we obtaIn the quadratIc equations referred to In SectIOn 2. Solving them for z, 
we obtaIn, In the fir&t case 
(32a) 
z~ = [{a3p y (x)}-1 
axay2 
. {_ a
2
py(x) ± . /(a2P1I(x»)2 _ 2 (ap1I(x») (a 3P1I(x»)}] 
axay 11 axay ax axay2 11-1. -"0 
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and in the second case 
Z" = [{a 3p Y (X)}-1 
, axay2 
. {_ ipy(x) ± . /(a2p y(x»)2 _ 2 (apy(x») (aJPy(X»)"] 
axay V axay ax axay2 If 11-, + !. -"0 
(3.2b) 
The expressions that were computed III order to find the z, associated with a 
given j or j + ! are those shown in (3.2a) and (3 2b). However, before we com-
ment on them, let us turn our attentIOn to the integral, referred to in Section 2, () i l [ ()]2 1 - x~ () [a2p y (x) ] 3.3 P n , x dx = 2 + 1 P n , Xo a a "0 n, x y y=n,. "-"0 
In order to find both the n.'s and the values of these integrals we observe that 
in addition to the forms required in the right hand members of (3.2a) and (3.2b) 
we WIll need P",,(xo) and [iPII(x)/axaY]I/=n, , "="0' After the z,'s have been ob-
tained, the Pn,(xo) are determined through (3.1a) and (3.1b). As for 
[a2pl/(x)/axay]y=",,, x=o, we consider 
(3.4) apy(x) \ = [apy(x) + z, a2p!I~x) + !z~ a3p<x) + ... J 
ay 1/="', + " ay ay ay I/-ft/ 
and 
(34a) P"" + z,(x) = [py(x) + ZJ apy(x) + !Z2 a
2
p y(x) + ... J 
ay 'ay2 _ft, 
where n, = j in the one case and n J = j + ! in the other. 
Combining these two equations, differentiating with respect to x, and then 
solving for [a2py{x)/axaY]y=n, +', we obtain, with the boundary condition 
p'n,(XO) = 0 which is equivalent to ap,.,(x)/ax I "="0 = 0, 
(3.5) ipy(x) I "-' {- .!. ap n,(X) + ~l a3py(~)} 
axay 1/_ n, + ',. -"0 z ax 2 axay 11= n,. -"0 
Now examination of (3.Ia), (3.1b), (3.2a), (3.2b) and (3 5) shows what quanti-
ties require computation. For both the j + z~ and j + ! + z~ methods, we start 
with the form 
Py(x) = sin y7r £, (_1)8(y + s)! 
7r __ 0 (8 !)2(y - s) I 
{ I + x }(1 + x)' (3.6) . log -2- + 1/I(y + s) + 1/I(y - s) - 21/1(s) -2-
+ 
~(-I)'(Y+S)t(I+X)' 
cos Y7r £..... --
8=0 (Sl)2(y - s)! 2 (Ref. 12, p. 54) 
wluch is transformed by the use of the relation 
(3.7) 1/1 ( -z) = 1/I(z - 1) + 7r cot 7rZ (Ref. 13, p. 19) 
into 
(38) 
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PI/(X) = sinY7r t(-1)8(y+ s)' 
7r 8-0 (s !)2(y - s)! 
J ] + x } (1 + x)' 
. 'llog -2- + 1/;(y + s) + 1/;(y - s) - 21/;(s) -2-
, (_1)8(y + s)' (1 + X)8 
+ cos Y7r?'; (S!)2(y _ s) , -2-
+ sin y7r ± (-1)" + J + 1 (y + s' + J + 1) , 
7r 8'=0 [(s' + J + 1) ']2 (y - j - 1 - s')! 
177 
. {log 1 t x + 1/;(y + s' + J + 1) + 1/;(J + s' - y) - 21/;(s' + J + l)} 
. C t xY' + 1+ 1 
Starting wIth (3.8) each of the derivatives required is determined and ap-
proximated by taking a finite number of terms in the corresponding series. The 
number of terms one would use would depend upon the number of sigmficant 
digits reqUIred. It was found that the first (j + 1) terms of each series would 
would give sufficient accuracy for our purposes. For example in finding 
[ap,lx)/aY]I/=J + j, "="0' whenJ = 1 the error committed by restricting the sum to 
the first (J + 1) terms is less than .009 while for J = 3 the error is less than 
3 X 10-6• 
With forms determined for the derivatives, the equations (3.2a) and (3.2b) 
could then be employed to determine the values of z~ and z~ . Then the values 
of the zeros are determined by 
(3.9a) 
, 
n, z, + J where i = J for 1 ~ i ~ 13 
~ = J - 1 for 14 ~ ~ ~ 23 
and 
(3.9b) n, = J + ! + z~ 
To determine the values of the integrals both the derIvatives and the Legendre 
and the AssocIated Legendre Functions of mteger degree are required. These 
Legendre and Associated Legendre Functions of integer degree were expressed 
m polynomIal form so that theIr values could be determined by substitution. 
WIth these determmed, the integrals are placed in computatIOnal form (see 
(3.5) and (3.3» 
The results that one obtains when this scheme is used are illustrated by the 
example which is discussed in the followmg sectIOn 
4. Results for Xo = cos 165°. The values for Legendre and Associated Legendre 
Functions of integer and half-integer degree are tabulated in Table 3. 
Tablp 4 contains the results of our computation. 
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TABLE 3 
Values of Legendre Functwns for Xo = cos 165 
y Pu(zo) I 
- P~ (ZO)/v'l-x~ y I Pu(Xo) \ -P~ (xo)/~ 
-
1 - 96592 58263 +100 - 5 2.1854 43649 8 
2 +.89951 90528 -28977 77479 5 - 88034 27550 
3 - 80416 39229 +5.4975 95264 1 5 .40531 3187 
4 + 68469 54388 -8 5269 24940 25 - 098198 308 
5 - 54712 58747 +11 659 85421 3 5 - 12690 551 
6 + 39830 59910 -14 545 30956 45 29429 8791 
7 - .24554 10452 +16 837 83210 55 - .41302 4224 
8 + 09618 43272 4 -18 228 42524 65 48750 2435 
9 +.04276 78470 9 +18.472 96566 75 - 52104 2564 
10 - 16505 59738 -17 415 83615 8.5 51721 7324 
11 + 26548 99921 +15.006 79021 9 5 - 48040 2367 
12 - 34021 56675 -11.309 56633 105 .41591 3951 
13 + 38689 98145 +65013 98521 115 - .32992 1717 
14 - 40482 44602 - 86327 13353 12 5 22922 4586 
15 + 39488 56155 -5.2385 10824 13 5 - .12094 3791 
16 - 35949 81090 +11 378 18274 14 5 012172 729 
17 + 30241 35834 -17 101 94842 15.5 090383 6368 
18 - 22846 39061 +21 962 65816 16.5 - .18075 1621 
19 + .14324 66015 -25555 11295 17 5 25398 9737 
20 - .05277 21934 5 +27549 27562 18 5 - .30642 7865 
19.5 33582 976 
20.5 - 34146 94 
TABLE 4 
Results for the case Xo = cos 1650 
n, =) +3, f:o [P n,(X)]' dx n, =) +i + z;' 
1.03158 v' .62837 v' 1.08929 
2.08361 v' 37588 v' 2.13167 
3 14588 v' .27853 v' 3.18431 
4.21190 v' .23211 v' 4 24367 
5.27900 20834 5.31014 v' 
6.34761 .19719 6.38439 v' 
7.42048 19522 7.46564 v' 
8.60072 .17093 8 55028 v' 
9 67183 .13271 9.63336 v' 
10 74310 .10509 10.71202 v' 
11.81852 v' .08513 v' 11. 78681 
1290018 v' .07148 v' 12.86075 
13.98719 v' .06345 v' 13 93859 
15.07534 v' .06034 v' 15.12111 
16 15973 v' .06085 v' 16 19451 
17.23867 ® 06368 ® 17 26897 ® 
18 31399 06816 18 34815 v' 
19 38967 .07433 19 43351 v' 
20 47144 .08297 2052279 v' 
v' indlCates preferred value (accordlllg to cnterion of SectIOn 1112). 
® llldlCates need for averaging (according to CrIterion of SectIOn 1112). 
-10 946 26C 
11 586 55~ 
-11.535 4~ 
10571 31 
-8 5924 62€ 
5.6150 24 
-1. 7674 2~ 
-2.7216 5€ 
7 5424 83 
-12329 7( 
16.692 59 
-20247 82~ 
22 652 42£ 
-23634 251 
23.017 61 
-20741 97 
16 872 Of 
-11.598 34 
5.2278 ( 
1 8349 
f:. [P ... (x)]·dx 
.98926 
56654 
.36562 
.25318 
.18467 v' 
.14195 v' 
.11637 v' 
.10286 v' 
.09742 v' 
.09686 v' 
09933 
.10428 
.11224 
.09485 
.07691 
06338 ® 
.05344 v' 
04689 v' 
.04374 v' 
6 
7 
5 
5 
4 
9 
3 
'4 
o 
3 
4 
5 
5 
6 
5 
o 
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In conclusion it should be pointed out that no effort has been made to smooth 
out results as the major VIrtue of this method IS the convenience and speed of 
computation. 
The senes for the Legendre Functions Involved are very slowly convergent 
and any effort made to "reinforce" unreliable entries in Table 4 would imply 
the knowledge of a correct entry (the calculation of which we wish to by-pass 
in obtaining answers to physical problems). 
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