We establish that global solar p-mode frequencies can be measured with sufficient precision on time scales as short as nine days to detect activity-related shifts. Using ten years of GONG data, we report that mode-mass and error-weighted frequency shifts derived from nine days are significantly correlated with the strength of solar activity and are consistent with long-duration measurements from GONG and the SOHO/MDI instrument. The analysis of the year-wise distribution of the frequency shifts with change in activity indices shows that both the linear-regression slopes and the magnitude of the correlation varies from year to year and they are well correlated with each other. The study also indicates that the magnetic indices behave differently in the rising and falling phases of the activity cycle. For the short-duration nine-day observations, we report a higher sensitivity to activity.
Introduction
It is now well established that the global oscillation frequencies of the Sun change in phase with the solar activity cycle, see for example Jain and Bhatnagar (2003) for intermediate-degree modes, Jiménez-Reyes et al. (2004) and Howe et al. (2006) for low-degree modes, and references therein. However, there is still no consensus regarding the physical mechanism that gives rise to these changes (Kuhn, 2001) . One deficiency is the lack of measurements for modes at high frequency and high degree (Rhodes, Reiter, and Schou, 2003) and little information about the correlation on short time scales. Since the p-mode frequency changes are thought to be associated with individual active regions that come and go continuously (Hindman et al., 2000) , one would anticipate that the frequencies also change continuously on any time scale. Due to the finite lifetime of the modes, the correlation between frequency and activity may depend on the length of the observing run. Thus, the use of mode frequencies and other parameters derived from short time series, during which the solar activity varies less, may help understand the underlying mechanism of these variations. Rhodes, Reiter, and Schou (2003) used a few sets of three-day time series in the computation and fitting of intermediate-degree p-mode frequencies and widths. The analysis, using Michelson Doppler Imager (MDI) and Mount Wilson Observatory (MWO) data, resulted in a higher sensitivity as measured from the slope of the linear regression between the frequency shifts and activity differences, compared to the slopes from longer time series. However, the result was not confirmed when Global Oscillation Network Group (GONG) data were used (Rose et al., 2003) .
In the domain of low-degree modes, Chaplin et al. (2001) studied global modes on different time scales, the shortest of which was 27 days. Their results suggest that the sensitivity to changes in the Kitt Peak magnetic field measurements may be higher in the rising phase of the cycle. Salabert et al. (2002) studied high-frequency modes (ν > 3.7 mHz) with a time series of eight days using IRIS ++ data and confirmed that the frequency shift becomes negative above 4.5 mHz up to the cutoff frequency of 5.5 mHz. A similar trend for intermediate-degree frequencies was reported earlier by Ronan, Cadora, and LaBonte (1994) and Jefferies (1998) .
Here, we study short temporal variations in the frequency shifts and their degree of correlation with solar activity over a complete solar cycle. To do so, we use GONG data for the period 1995 -2005, which covers partially the descending phase of the cycle 22 and the ascending and descending part of the current solar cycle 23. The analysis is carried out by calculating p-mode frequencies on a time scale as short as nine days.
Data

Extraction of Mode Frequencies
We examine time series of nine-days length which were processed with a multi-taper spectral analysis (Komm et al., 1999) to produce power spectra for each spherical harmonic degree ( ℓ ) and order ( m ) up to ℓ = 100. The mode frequencies characterized by n, ℓ, and m were estimated by fitting the individual peaks (Anderson, Duvall, and Jefferies, 1990) . Each (n, l) multiplet was then fitted to a Legendre polynomial series
to find the central frequency (ν nℓ ) of the multiplet. Here, P j is the Legendre polynomial of order j, a j are the splitting coefficients, and we take j max to be nine. Since the optimal number of tapers depends on the length of the time series (Komm et al., 1999) , we use three generalized-sine tapers for the nine-day time series as opposed to five for the standard GONG procedure which measures frequencies from time series of 108 days duration. It should be noted that not all modes are fitted successfully at every epoch due to the stochastic nature of the modes. More details of the procedure can be found in Hill et al. (1996) . The GONG data analyzed here consist of 424 nine-day time intervals and cover a period of more than ten years between 7 May 1995 and 16 October 2005. Each individual nine-day set yields about 650 (n, ℓ) multiplets in the degree range of 20 ≤ ℓ ≤ 100. In Figure 1 , we compare mode frequencies as a function of ℓ obtained from one sample of nine-day and 108-day (standard GONG product 1 ) time series. It is evident that fewer modes are fitted from the nine-day power spectra, particularly at low and high frequencies. Differences between the modes that are present in both data sets are not visible on this scale. Further, we notice a few modes in the nineday sample that are not present in the 108-day sample, probably due to their short lifetime.
Activity Indices
We have studied the correlation of the frequencies with five well-known surface activity indicators observed over the visible surface of the Sun. These are: the integrated radio flux at 10.7 cm (F 10 ) obtained from Solar Geophysical Data 2 (SGD), the coreto-wing ratio of the Mg ii line at 2800 Å (Mg ii) 3 , the Mt. Wilson magnetic plage strength index ( MPSI ) and the Mt. Wilson sunspot index ( MWSI ) from Mount Wilson magnetograms (Ulrich, 1991) , and the International Sunspot number (R I ) obtained from SGD. These different measures of solar activity probe the solar atmosphere at different levels and show different degrees of correlation with oscillation frequencies (Bachmann and Brown, 1993; Bhatnagar, Jain, and Tripathy, 1999) .
Analysis
As a specific example of the temporal variation of frequency, we show a single mode corresponding to the n = 9, ℓ = 81 multiplet as a function of time in Figure 2 . We also include the same mode from MDI data for corroboration. A distinct temporal variation can be seen in all of the data sets. The change over the solar cycle is about 1 µHz for the nine-day frequencies which is approximately 12 times larger than the formal uncertainty of 0.075 µHz in the frequency determination. The change in the 108-day GONG frequencies and 72-day MDI frequencies appears to be a smooth average of the nine-day frequencies.
There are different definitions for calculating frequency shifts (Howe, Komm, and Hill, 2002) . Here we follow the approach of Woodard et al. (1991) and define the mean frequency shift ( δν ) as the mode-inertia weighted sum of the measured frequencies:
where σ n,ℓ is the uncertainty in the frequency measurement, δν n,ℓ (t) is the change in a given multiplet of n and ℓ, and Q n,ℓ is the inertia ratio as defined by ChristensenDalsgaard and Berthomieu (1991) . The reference frequency is chosen in such a way that it corresponds to a minimum value of the activity; the 36th set covering the period 17 -25 March 1996 was used. In order to investigate the variation of the frequencies with solar activity, we correlate and fit the shifts against the activity differences using the expression
to give the best linear fit to the data. The slope ( a ) which measures the shift per activity index and hence sensitivity of the shift, and the intercept ( b ) are obtained from the linear least-square fit for each of the activity index ( I ). Following the definition of frequency shift, δI is calculated by taking the 36th data point as the reference activity unless mentioned otherwise in the text. Figure 3 shows the mean frequency shifts as a function of the epoch (left panel) and the change in activity (right panel) for two activity indices; one magnetic (MPSI) and the other non-magnetic (F 10 ). It is reassuring to see that the mean frequency shifts derived from nine-days clearly show a similar solar cycle variation to those derived from longer time series. The only difference is the rapid fluctuations seen in each of the plots which arises due to the short interval over which the mean frequency shifts and mean activity differences are calculated. The solid lines in the two right-hand panels represent the straight lines obtained by using Equation (3) to give the best linear fits to the two sets of data points; the corresponding slopes and intercepts of both fits are tabulated in the last rows of Tables 1 and 2 . A significant correlation between the frequency shifts and change in activity indices is evident except near the activity-minimum phase of the cycle around 1996 -97 reflecting deviations from the assumed linear dependence. We examine this more critically in the next Section.
Results and Discussions
Year-wise Variations
In order to study how closely the frequencies follow the activity levels, we study yearwise variations. The distribution of the number of points in each year can be seen in Table 1 . As before, the mean frequency shift for each year (also for the entire data set) is calculated using Equation (2) but the reference frequency is now considered to be the middle point in each set. Similarly, the middle point in each activity set was considered as the reference activity for the linear regression analysis. For example, for the year 1995, the reference point for calculating the frequency shift and change in activity was taken as the 14th point. The results of the linear least-square fits and correlation coefficients for F 10 are summarized in Table 1 . For comparison, we Figure 3 Mean-frequency shifts plotted as a function of both time (left panels) and change in activity (right panels). The solid lines in the left-hand panels are the scaled frequency differences which result from the two least-squares fits which are shown in the right-hand panels. The solid lines in those two panels denote the linear fits to the frequency differences when regressed upon changes in the 10.7-cm radio flux and upon changes in MPSI. The corresponding slopes and intercepts are given in the last rows of Tables 1 and 2 . For clarity, the 1σ uncertainties in the mean frequencies are omitted from the left panels. These are visible in the right panels.
also tabulate the slope and correlation coefficient obtained from the entire data set in the last row of the Table 1 . We find significant year-to-year variation in the calculated slopes and the correlation coefficients. For a more detailed investigation of the variation in the slopes, we show mean-frequency shifts as a function of the activity differences (δF 10 ) for four representative years in Figure 4 . The solid lines in the four panels represent the linear fits to the pairs of frequency differences and 10.7-cm flux differences in the four different years, while the dashed line which is repeated in all four panels, is the linear fit to all 424 datasets. This linear fit can be considered as the representative fit for the current solar cycle. It is interesting to note that the solid and dashed lines for the year 1997 have similar orientation implying close agreement in the values of the slopes indicating similar mean shifts per unit activity. Surprisingly, the best correlation between the frequency shifts and 10.7 cm radio flux also exists during 1997 which represents the beginning of the rising phase of the current solar cycle. Results for MPSI obtained with the similar analysis are given in Table 2 considered in this paper. Specifically, we note that the correlation coefficients and slopes obtained from the analysis of the entire data sets are similar to those of 1997 or slightly higher and do not represent average values of the year-wise variations. This can be more clearly visualized in Figure 6 where we have shown the linear fits between the frequency shifts and activity differences using the slopes and intercepts given in Tables 1 and 2 . Numerically, the average slopes of the yearly regression fits are 1.26 nHz/sfu for F 10 and 52.57 nHz/Gauss for MPSI. These mean slopes are each approximately a factor of two smaller than are the slopes of the overall fits to the corresponding collection of 424 datasets. In a similar analysis, Woodard et al. (1991) have studied the variation of oscillation frequencies during 1986, 1988, and 1989 . They report different correlation coefficients for annual variations (except for the magnetic field during 1988 and 1989) which are also different when all the data were taken together. Our result qualitatively agrees with these findings although there are differences in detail. However, the discrepancy can not be investigated further since the two studies do not have common activity indices.
Since the linear regression analysis clearly shows the yearly variations in the slopes and the correlation coefficients, we investigate a possible correlation between these two quantities. This is carried out by plotting the annual variation of the correlation coefficients along with the slopes for four out of the five activity indicators considered . (Figure 7) . The similarity between the two curves stands out in each case signifying strong correlations, although some differences can be seen in detail. The correlation is further confirmed by calculating the linear and rank correlation coefficients between the two quantities ( Table 3 ). The maximum correlation is obtained for Mg II, followed by MPSI while MWSI has the lowest correlation coefficient.
The relationship between the annual linear-regression slopes and yearly averaged solar activity is shown in Figure 8 . The striking feature is the strong temporal variability of the regression slopes which do not appear to be correlated with activity indices on the time scale of the solar cycle. On closer examination, there appears to be a good correlation between 1995-1998 and 2001-2005 . This could indicate that there are two components of the activity which contribute to the variability of the slopes. The major contribution comes from the overall weak magnetic field, and hence during the ascending and descending phase of the cycle we have a strong correlation with activity. But during the maximum phase of the cycle, when the field is dominated by the strong field, due to the increase in the number and strength of the active regions, the slopes do not follow the activity measurements. Table 1 Year-wise distribution of correlation statistics between frequency shifts ( δν ) and δF 10 . Shown are the number of data sets ( N ), epoch covered, the mean shift per unit change in activity ( a ) in nHz/sfu, the intercept ( b ) in nHz, Pearson's linear coefficient ( Pp ) Spearman rank correlation coefficient ( rs ) and its two-sided significance ( Ps ). The last row denotes the values corresponding to all 424 data sets. Figure 6 The panels shows the linear fit between the year-wise frequency shifts and activity differences and are constructed using the slopes and intercept values given in Table 1 (left panel) and Table 2 (right panel).
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Figure 7
Year-wise variation of the linear-regression slope (diamonds) and the Pearson's correlation coefficients (pluses) for different activity indices. A strong correlation between the two is clearly visible. The error bars signify the 1σ errors in the determination of the slopes. Figure 8 Temporal dependence of the linear-regression slopes (diamonds) and corresponding yearly-averaged solar activity (stars). The error bars signify the 1σ errors in the determination of the slopes.
We finally note that the year-wise variation of the oscillation frequencies is distinctly different than the analysis involving the entire data sets emphasizing that both the long and short-term variations are different in nature. We also find that the long-term variation is not a simple average of the short-term variations. Therefore, we conclude that studies of changes of oscillation frequencies which consider all the data sets together may not accurately represent the variations on a scale which is smaller than the length of the entire data sets.
Variation in Rising and Falling Phases of Activity Cycle 23
From the discussion given in Section 4.1, it is evident that there is no significant difference in the correlation pattern between the magnetic (Table 2 ) and non-magnetic (Table 1) Table 4 where we have shown the slopes, the rank correlation coefficients, and the differences in the slopes between descending and ascending phases normalized by their combined uncertainty (σ δa ); a negative σ δa indicating a higher value for the rising phase. The differences for magnetic indices, MPSI and MWSI, with σ δa > 4 suggest significant differences in behaviour of the magnetic flux emerging over the ascending and descending phases. The value of 2.79 for the 10.7 cm radio flux implies behaviour similar to the magnetic indices but not as significant as the magnetic flux, while MgII with a value closer to zero implies no phase dependence. The sunspot number, the only index with a positive σ δa exhibits an opposite behaviour compared to other indices, but since its value is less than 2, the difference can not be considered to be of significance. This result broadly agrees with the findings of Chaplin et al. (2001) where a phase-dependent behaviour for the Kitt Peak magnetic index was reported; but it is not clear why other magnetic indices e.g. MPSI and MWSI did not show a similar difference. Our results, on the other hand, shows phase-dependent behaviour for all of the magnetic indices and suggest that the frequency shifts are caused by the magnetic fields at or very near the solar surface.
Similarly, the rank correlations obtained between the frequency shifts and activity indicators also manifest a phase-dependent pattern. In general, the rank correlation coefficients are lower in the descending phase of the activity cycle. The maximum change is seen in the case of MWSI but we should point out that there are significant gaps in the measurement of MWSI index which may contribute to this discrepancy. Finally, we speculate that this phase-dependent behaviour of the frequency shifts with magnetic flux gives rise to the hysteresis pattern seen only in case of the magnetic activity indices (Jiménez-Reyes et al., 1998 and Tripathy et al., 2001) . Table 4 Results of linear fits to the change in activity indices in the rising and falling phases of cycle 23. Each phase consists of about four years of data. Shown are the mean shift per unit change in activity ( a ), the intercept ( b ), Spearman rank correlation coefficient ( rs ). The last column ( σ δa ) gives the difference in the slopes between ascending and descending phases normalized by the combined uncertainty. We have omitted the two-sided significance as these are all zeros indicating high significance except for MWSI with a value of 10 −22 in the descending phase. Table 5 Results of linear fits to differences in activity indices and correlation statistics for frequency shifts obtained from time series of different length. Shown are the length of the time ( t ), the mean shift per unit change in activity ( a ), the intercept ( b ), Pearson's linear coefficient ( Pp ), Spearman rank correlation ( rs ). The two-sided significance ( Ps ) is smaller than 10 −17 and is not shown. 
Comparison With Standard GONG and MDI Data
It is expected that with longer time series, the determination of the frequencies will be more precise as the uncertainty is inversely proportional to the square root of the length of the time series for resolved modes -those with lifetimes less than the length of the time series (Libbrecht, 1992) . Additionally, small fluctuations in activity would be averaged out during the longer time period. Thus, it appears that the correlation between the frequency shift and activity will depend on the length of the observing run. The analysis involving low-degree modes (Chaplin et al., 2001) on different time scales, from 216 days to 27 days, confirms that variations in rank correlation are not inconsistent with the change in accuracy expected for different observing intervals. They also report a small rank-correlation coefficient of the order of 0.67 on the time scale of 27 days which is independent of all of the activity indices. If we extrapolate this result to a temporal interval of nine days, we expect to find a very small correlation between the activity indices and frequency shifts. We compare our results obtained from three different time samples, nine days and 108 days from GONG, and 72 days from MDI in Table 5 . The 108-day GONG data covering the period between 7 May 1995 and 16 October 2005 consists of 104 sets with an overlapping period of 36 days between the two adjacent data sets. The MDI data consists of 46 intervals spanning the period from 1 May 1996 to 16 October 2005. The reference frequency for each data set is chosen in such a way that it corresponds to a minimum value of the activity. From Table 5 , we find that all three correlations are highly significant with slight variations in the degree of correlation probably due to the different length of the time series. For the nine-day frequencies, we find the smallest correlation coefficients but they are significantly higher than the values corresponding to analysis of low-degree modes on time scale of 27 days (Chaplin et al., 2001) . Since localized active regions have much more power at high degrees, the low and intermediate-degree modes have different responses to activity indices. We also note that for a data set of given length, no significant difference is found between correlations among different activity indices except in the case of MWSI. This is probably due to the large number of gaps in the data which resulted in a poor average when the average was taken over nine days and had no significant effect for averages taken over longer periods.
Similar evidence for different behaviour between low and intermediate-degree modes comes from the comparison of the sensitivity values. We find a higher sensitivity for the short-duration frequencies and confirm the findings of Rhodes, Reiter, and Schou (2003) . However, we do not find any explanation for the results of Rose et al. (2003) who could not confirm the higher value of sensitivity using GONG ++ data. It is possible that during the high-activity period of 2001, the variation in sensitivity is too small to be detected. This result is again different from that of Chaplin et al. (2001) , who found similar values for all time intervals considered in their study. Finally, it is worth noting that only in the case of the MWSI index, the slope from the nine-day time series is smaller than the slopes from either the 72-or 108-day time series and may again be attributed to the problem of data gaps as discussed earlier.
Correlation of Individual Modes
In order to investigate the differences that exist between the low and intermediatedegree modes and between different lengths of the observing run, we carry out the same fitting and correlation analysis for each individual mode using only the GONG data. The Spearman rank correlation coefficients for δMPSI are shown in Figure 9 . It is evident that the correlation is a function of frequency and shows a three-part structure: a rise in the low-frequency range, a plateau in the five-minute band, and a decrease in the high-frequency zone. In the case of nine days (top panel of Figure 9 ), the extent of the plateau region is small indicating that a high value of correlation exists only for a small mode set. On average, it appears that the nine-day correlation coefficients are small compared to the 108-day coefficients confirming that the correlation is a function of the length of the observation. We also note negative coefficients indicating anti-correlation at low (ν < 1700 µHz) and high (ν > 4200 µHz) ends of the frequency range. Similar anti-correlation has been reported by Ronan, Cadora, and LaBonte (1994) , Harvey (1995) , Jefferies (1998), and Rhodes, Reiter, and Schou (2003) . However, the frequency range where the shift becomes negative is different in our study than those reported earlier. One possible explanation of the discrepancy could be the lack of sufficient modes at higher frequencies in this analysis. Further work is needed to understand the source of the difference and is beyond the scope of the present paper.
Figure 9
The Spearman rank correlation coefficients, as a function of frequency, between the weighted frequency shifts and δMPSI for all modes present in nine-day (top panel) and 108-day frequency determinations (bottom panel).
Figure 10
Correlation maps between the frequency shifts of individual modes and δMPSI as a function of degree ( ℓ ) and frequency ( ν ). The coefficients obtained from Spearman's rank correlation analysis are binned with a bin size of eight in ℓ and 300 µHz in ν. The top and bottom panels correspond to frequencies measured from nine days and 108 days duration, respectively.
To better illustrate the dependence of the correlation on mode characteristics, we make rank correlation maps as a function of ℓ and ν for all modes in nine-day and 108-day data sets with a bin size of eight in ℓ and 300 µHz in ν (Figure 10 ). In addition to the frequency dependence of the correlation seen in Figure 9 , these maps show a decreasing correlation with decreasing ℓ for the nine-day sets. This decrease is markedly smaller for the 108-day analysis. The effect may arise from the increase of the mode lifetime with decreasing ℓ. Longer-lived modes will be observed less often in short time series due to the greater temporal interval between excitation events. The decrease of the signal-to-noise ratio at low frequencies and low degrees may also play a role. Since the value of correlation decreases at low-degree and low frequency, it seems possible that, for low-degree modes (ℓ ≤ 3), it may drop to the values observed by Chaplin et al. (2001) . Figure 10 emphasizes that the correlation between frequency shifts and activity indices are complex and have different behaviours for different mode sets and observing periods.
Summary
Using GONG time series over a period of ten years from 7 May 1995 to 16 October 2005, we have computed frequencies for periods of nine days. The high quality data allowed us to study the frequencies of a single mode and we demonstrate that individual multiplets show significant temporal variations with the solar activity cycle. We find that the frequency shifts exhibited by the nine-day time series are consistent with the longer time series used for studies of internal structure measurements and dynamics, and the frequency shift is significantly correlated with different activity indices representing different heights in the solar atmosphere. Further, we show that the correlation between frequency shift and the change in activity indices varies on a yearly basis and is a function of the sensitivity factor as measured from the slope of the linear fits. Although, the slopes do not have a simple relation with the change in activity indicators, the slopes and magnitude of the correlation between the mean frequency shifts and mean activity measures are well correlated. The analysis further demonstrates that there are significant differences between long-term and shortterm variations and averages of short-term variations may not accurately reflect the long-term variations and vice-versa.
We also find clear evidence of the phase dependence of the shifts for magnetic activity indices (MWSI and MPSI) showing significant differences in behaviour of the magnetic flux emerging over the ascending and descending phases and confirm the low-degree results of Chaplin et al. (2001) . Although, there is no significant difference in correlation between frequencies obtained from different observing lengths, the sensitivity factor is higher for frequencies obtained from short-duration time series agreeing with the result of Rhodes, Reiter, and Schou (2003) . Finally, from the study of individual modes, we infer that correlation between the shifts and activity indices is complex. More work is needed to understand and find a physical mechanism that could explain the detailed behaviour of the frequency shifts.
