Terzan 1 is the globular cluster with closest projection relative to the Galactic center. We report radial velocities and metallicities of 17 stars in order to investigate their membership in the cluster. From the 11 probable members of Terzan 1, a radial velocity of vr = 114 ± 14 km s −1 is obtained. For this sample an intermediate metallicity of [Fe/H] ≈ −1.3 is found, in agreement with previous work based on HST Colour-Magnitude Diagrams.
Introduction
The mean age and metallicity of the bulge stellar populations can provide important constraints on the formation and chemical evolution of the Galaxy. Globular clusters located within a few degrees of the Galactic center are strong candidates for membership in the Galactic bulge (Minniti 1995; Barbuy et al. 1998 Barbuy et al. , 1999 Côté 1999) . Terzan 1, also named HP 2, has the closest projection to the Galactic center among known globular clusters, with coordinates (α 1950 = 17 h 32 m 34 s , δ 1950 = −30 o 27 0 and l = 357.56 o , b = 0.99 o ).
The Colour-Magnitude Diagram (CMD) of Terzan 1 has a peculiar morphology, showing a red horizontal branch (HB), which is typical of metal-rich clusters, combined with a very steep red giant branch (RGB), typical in turn of metal-poor clusters. Also, there seems to be a cool RGB extension curving down to V ≈ 22 at (V − I) ≈ 5, which may or may not belong to the cluster population. The combination of the steep RGB and the red HB make it similar to the second parameter halo cluster NGC 362 and Ortolani et al. (1999) concluded that Terzan 1 is a second parameter cluster in the Galactic bulge, and the first one in the bulge combining a steep RGB with a red HB. As in the case of NGC 362, these features of the CMD can be accounted for by the cluster being ∼2 Gyr younger than other clusters with the same metallicity but showing a blue horizontal branch. A mean reddening of E(B − V ) = 2.48 ± 0.1 (or E(V − I) = 2.85 ± 0.1) and a distance of d = 5.2 ± 0.5 kpc were derived ).
Therefore, one of the problems to be tackled in the case of Terzan 1 is to understand the extended cool giant sequence combined with the steep RGB. In this work, intermediate resolution spectra of stars in these two CMD sequences of Terzan 1 are obtained, aiming to investigate the membership of each of these individual stars.
In Sect. 2 the observations and reductions are reported. In Sect. 3 estimated kinematical and atmospheric stellar N E 1ª ª Fig. 1 . Image of the globular cluster Terzan 1, obtained with the guiding camera of the LNA 1.6 m telescope. Dimensions are 2.5 × 2 . Observed stars are marked.
parameters are presented. The results are discussed in Sect. 4 and concluding remarks are drawn in Sect. 5.
Observations and reductions
We obtained intermediate resolution spectra for a sample of 17 stars, selected from the CMD of Terzan 1 for being close to the RGB tip. Their location in the CCD frame and in the V vs. V − I CMD are shown in Figs. 1 and 2 respectively. V and I magnitudes were obtained with the Hubble Space Telescope (HST) ) for eleven stars, whereas for six others (stars 2, 4, 5, 7, 8 and 9), magnitudes were obtained with the 1.50 m Danish telescope at the European Southern Observatory -ESO (Ortolani et al. 1993) . Corrections of magnitude scale from the Danish to the HST photometry system were carried out using three stars in common (stars 3, 6 and 10). We have adopted the HST photometry because the zero point of the Danish data was affected by crowding in the transfer from the uncrowded standard stars to the cluster stars.
The program stars were observed at the Laboratório Nacional de Astrofísica (LNA), Brazil and ESO, Chile. The instrumental configuration is summarized in Table 1 . The spectral coverage is λλ4800-6600Å and λλ3980−7848Å for the LNA and ESO data respectively. Total exposure times of one to two hours were required due to the faint magnitudes of these object (18 < V < 22), which in addition have an important reddening in the visible. The exposure times were kept to 30-45 min maximum to limit the cosmic ray effects, and series of spectra were added to improve the S/N ratios. The log of observations is shown in Table 2 , where columns give respectively: objects denomination according to Figs. 1 and 2, angular distance from the cluster center, integration time and number of individual measurements of each star, epoch of observation and S/N ratios. S/N ratios were estimated in the region 6000-6600Å, over the final sum of spectra for each object.
He-Ar lamps were measured immediately after each object exposure for wavelength calibration. Spectrophotometric standard stars (Taylor 1984; Stone & Baldwin 1983) were measured each night for flux calibration.
Reductions were carried out using the IRAF package. Cosmic rays were removed and bias subtraction and flatfield correction were made in the standard way. Due to the high density of the field, spectra were extracted taking care to avoid contamination by other stars, which was achieved through a proper definition of apertures. In some cases this leads to some flux loss, decreasing the S/N ratios. Typical errors of the wavelength calibration are ∼0.07Å. Flux calibrations, atmospheric extinction corrections and reddening corrections were performed in order to have the correct continuum shape. Final spectra were smoothed with a Gaussian filter to reduce some high frequency noise, reducing spectral resolutions to final values of 7Å FWHM (LNA) and 5Å FWHM (ESO). The distribution of the sample stars ( Fig. 1) , and their angular distances from the center (Table 2) , indicate locations well within the half light radius r h = 229 , and within the radius containing 20% of the cluster light r 20 = 81 (Trager et al. 1995) .
Kinematical and atmospheric stellar parameters

Radial velocities
Radial velocities were derived with the IRAF task fxcor, which uses a cross-correlation Fourier method.
As templates, 12 G and K giants stars were selected from the Jacoby et al. (1984) catalogue, which have approximately the same spectral resolution (4.5Å FWHM) of our spectra. Each template spectrum was also smoothed with the same Gaussian filter used for our program stars to achieve the resolution of ≈7Å FWHM (LNA) or 5Å FWHM (ESO).
The continua of objects and templates were normalized for the calculation of radial velocities. Different regions in the spectra were defined in order to give highest crosscorrelation peaks for each considered template. The final error on the radial velocity for each object is represented by the dispersion of the values obtained from each template for each single star measurement, weighted according to their respective S/N ratios. This gives a more robust estimate of the real errors. Results are shown in Table 3 , where radial velocities are corrected to the heliocentric system. Figure 3 shows the radial velocity distribution for the observed stars. It can be seen that 11 objects seem to belong to the same stellar system. Stars labeled 1, 2, 3, 7 and 10 clearly do not belong to the globular cluster system and star 16 seems to have a small probability to be a Terzan 1 member. From the 11 probable members we obtain a mean radial velocity of 114±14 km s −1 , considerably higher than the value of v r = 35 ± 15 km s −1 reported by Armandroff & Zinn (1988) . This discrepancy can be expected, since Armandroff & Zinn (1988) derived the radial velocity from integrated-light spectroscopy, where some non-member stars were possibly included (see Fig. 3 ).
Effective temperatures
Effective temperatures were estimated using the colourtemperature calibration grids of Houdashelt et al. (2000a,b) . A rough estimate of spectral type for each star was first done, in order to select between the calibration grids for F-K and M giants; for both grids we built colourtemperature relations for giant stars The final fitting functions for F-K and M giant stars were obtained by averaging all curves of different metallicities. The following colour-temperature expressions were obtained:
F-K giants:
The uncertainties in metallicities lead to maximum errors in T eff of ≈±70 K and ≈±100 K, respectively for the two expressions above.
As described in Sect. 2, V − I colours were measured from the HST data for most stars; the other stars measured with the Danish telescope were scaled to the zero point derived from HST photometry, tied to the Johnson-Cousins system. Stars 4, 5, 8 and 9 resulted to show redder colours relative to the other giants (see Table 3 ), very probably due to crowding; for this reason stars for which only Danish photometry was available were not shown in Fig. 2 . Also, the effective temperature values for these stars are consequently underestimated.
In Ortolani et al. (1999) two values of redenning were estimated for Terzan 1, depending on the template used, E(V − I) = 2.70 and 2.99, using respectively as templates the metal rich cluster NGC 6553 and the metal poor cluster M30. We found that T eff estimates using E(V − I) = 2.99 present lower fitting deviations of the [Fe/H] estimates (see following section), and they are more compatible with intensities of molecular bands. In Table 3 we show the observed visual magnitudes, colour indices V − I and effective temperatures estimated using E(V − I) = 2.99.
Metallicity
The code HALO (Cayrel et al. 1991; Barbuy et al. 2001) allows us to estimate the atmospheric parameters (T eff , log g, [Fe/H]) of an observed star by interpolation on a grid of synthetic spectra. The grid used here contains 2522 stellar synthetic spectra computed as described in Barbuy et al. (2001) , in the wavelength region λλ4600-5600Å, with atmospheric parameters in the intervals: 4000 < T eff < 7000 K, 0 < log g < 5 and −3 < [Fe/H] < +0.3 dex and [Mg/Fe] = 0.0, +0.4. The fitting procedure and photospheric models used in the code HALO are described in detail in Cayrel et al. (1991) and Barbuy et al. (2001) .
The relatively low S/N ratios of our observed spectra do not allow us to calculate the three atmospheric parameters using HALO for most of the spectra. Only for stars 1 and 3, with a higher S/N , it was possible to estimate effective temperatures and metallicities using HALO. For the other stars we assumed T eff values estimated from the V − I photometry (see Sect. 3.2). We derived [Fe/H] for a given T eff , combined to a set of log g values: 0.5, 1, 1.5 and 2. The procedure used to estimate metallicities of low S/N ratio spectra was: a) different regions of each spectrum were weighted according to their relative S/N ratios; b) for a given T eff and a set of log g values, we ran HALO for 363 synthetic spectra of different Fig. A.2) ; d) the final solution is a weighted average of the solutions obtained for 0.5 < log g < 2, for a given temperature. For the cooler stars of temperatures T eff < 4500 K, the range 0.5 < log g < 1.5 was considered. The weights are the standard deviations of the Gaussian fits obtained in c). Errors were estimated by taking the weighted average among the solutions of different log g. These errors should be seen as deviations of possible solutions presented by the code HALO which in turn are a function of S/N ratios of the observed spectra. The resulting [Fe/H] are given in Table 4 . An example of the reliability of this procedure can be seen in Appendix A for star 3. In Appendix B the solutions for each log g and T eff for the sample stars are shown.
α−elements-to-iron ratio
It is well-known that the [α-elements/Fe] value for stars gives a direct insight about the chemical enrichment process of a stellar system. Previous work pointed out that the galactic bulge is metal-rich (McWilliam & Rich 1994) with non-solar values for some α-elements relative to Fe, as also found by Idiart et al. (1996) , Sadler et al. (1996) and Barbuy et al. (1999) . In principle, this indicates an old age and a rapid enrichment of the bulge.
In this work we measured the index Mg 2 , aiming to obtain [Mg/Fe] ratios for each star. The resulting Mg 2 indices transformed to the Lick system (Faber et al. 1985) are shown in Table 4 , with their corresponding uncertainties, when possible. These uncertainties were estimated by obtaining the rms deviation of the values measured for each independent spectrum, weighted Fig. 2 the two more metal-rich stars (13 and 14) are shown by a solid line. The most metal-poor star (star 16) has non-solar [Mg/Fe] value, compatible with being a halo star.
Discussion
The stars with [Fe/H] ≈ −1.3 are probable members (stars 4, 6, 8, 11, 12, 15, 17) and present non-solar [Mg/Fe] ratios. The other more metal-rich stars (stars 5, 9, 13, 14) , with the same radial velocities as the probable members, can be field disk or bulge stars. The present results shown in Figs. 5 and 6 favour the metal-poor interpretation combined with the second parameter effect, as concluded by Ortolani et al. (1999) .
The presence of the few more metal-rich stars could be explained simply by having interloping bulge stars. Minniti (1996) presented velocities and metallicities for bulge field stars along a line of sight close to this one: his Fig. 10 shows that field stars with ∼120 km s −1 and [Fe/H] ∼ −0.5 are rather common in this direction. Another interpretation that would need more extensive data to be checked is a scenario of capture of field stars, by an initially metal poor massive cluster, which during a Hubble time might change its stellar content. Such possibility was discussed for the bulge cluster HP 1 (Bica et al. 1997) . The simulations suggest that captures are efficient for cluster masses ≈10 5 M or larger, and streaming velocities around 50 km s −1 . Assuming an integrated magnitude V = 15.9 (Harris 1996) , a reddening E(B−V ) = 2.48 and a distance from the sun d = 5.2 kpc , the absolute magnitude for Terzan 1 is M V = −5.4. This updated value is similar to those of other central bulge globular clusters (Harris 1996) , implying in a cluster mass of ≈10 4 M . Considering evaporation and discshocking effects, bulge clusters are expected to have been more massive in the past. The radial velocity of Terzan 1 (Sect. 3.1) suggests a rather high streaming velocity in the bulge for captures, at its current position in the orbit. Although the current mass and streaming velocity of Terzan 1 do not appear particularly favourable for capture of bulge stars, it is possible that this mechanism operated efficiently over a significant fraction of the cluster lifetime.
Concluding remarks
In this work intermediate resolution spectra of 17 stars in the field of Terzan 1 were measured, and 11 of them were found to be probable members of the cluster. Acknowledgements. TI acknowledges a Fapesp pos-doc fellowship N• 97/13083-7. BB and EB acknowledge partial financial support from CNPq and Fapesp.
Appendix A: Metallicity determination with the code HALO
Stellar atmospheric parameters of star 3, for which a spectrum of S/N = 40 is available, were estimated with the code HALO by using different reference synthetic spectra, in order to check the reliability of the procedure of metallicity determination described in Sect. 3.3. This check can be seen as an convergence test of the code HALO relative to the several solutions resulting from the different combinations of synthetic spectra. Firstly, we used a set of 48 synthetic spectra for a simultaneous estimate of T eff , log g and [Fe/H] in the intervals: 4250 < T eff < 4750 K, 1 < log g < 3, 0 < [Fe/H] < −1.5, which allows to have 9 combinations of 4 models for each calculation. One of the best T eff , log g and [Fe/H] fits is shown in Fig. A.1 .
Secondly, T eff and [Fe/H] were taken as free parameters, and their values were estimated relative to the log g values = 0.5, 1, 1.5 and 2, and an average of the results for each log g is derived. In the same way, we assumed T eff values, with log g and [Fe/H] as free parameters. It is important to emphasize that these two preceding procedures work only if the observed spectra have a reasonable S/N ratio, since for a worse S/N the solutions for three or two free parameters may not converge.
Finally we calculate [Fe/H] according to the procedure described in Sect. 3.3. Table A .1 shows the resulting atmospheric parameters. It can be noted that the solutions converge well, no matter which procedure is used.
The dependence of the results on S/N was also checked. Using the IRAF task "mknoise", two different intensities of noise for the spectrum of star 3 were simulated, in order to see the resulting [Fe/H] solutions, shown in Table A .2. Lower S/N ratios tend to decrease the final [Fe/H] values by up to ≈0.23 dex (for S/N = 6), but at the same time they increase the standard deviations of possible solutions. Therefore, the solutions from low S/N spectra are reasonable within the standard deviations derived. Fig. A.2 shows the histograms of the [Fe/H] solutions obtained for 0 < log g < 2 and T eff = 4500 and 4750 K, for the spectrum of star 3 with S/N = 12. Table B .1 shows the metallicities estimated for different T eff and log g values. Note that HALO was ran for a set of models using two or three different effective temperatures, chosen to be as close as possible to the value estimated from the V − I colours.
Appendix B: Dependence of [Fe/H] solutions on log g
A striking dependence of [Fe/H] on log g is seen for the cooler stars. For these stars the mean metallicity adopted was an average of the values for log g = 0.5, 1.0 and 1.5 only, since they are at the tip of the RGB. For the stars with temperatures around 5000 K the dependence on log g is much less strong.
