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ABSTRACT
The low density hydrogen and helium in the IGM probed by QSO absorption lines is
sensitive to the amplitude and spectral shape of the metagalactic UV background. We
use realistic H I and He II Lyα forest spectra, constructed from state-of-the-art hydro-
dynamical simulations of a ΛCDM Universe, to confirm the reliability of using line
profile fitting techniques to infer the ratio of the metagalactic H I and He II ionization
rates. We further show that the large spatial variations and the anti-correlation with
H I absorber density observed in the ratio of the measured He II to H I column densi-
ties can be explained in a model where the H I ionization rate is dominated by the com-
bined UV emission from young star forming galaxies and QSOs and the He II ionization
rate is dominated by emission from QSOs only. In such a model the large fluctuations
in the column density ratio are due to the small number of QSOs expected to con-
tribute at any given point to the He II ionization rate. A significant contribution to UV
emission at the He II photoelectric edge from hot gas in galaxies and galaxy groups
would decrease the expected fluctuations in the column density ratio. Consequently,
this model appears difficult to reconcile with the large increase in He II opacity fluctua-
tions towards higher redshift. Our results further strengthen previous suggestions that
observed He II Lyα forest spectra at z ∼ 2− 3.5 probe the tail end of the reionization
of He II by QSOs.
Key words: methods: numerical - hydrodynamics - intergalactic medium - diffuse
radiation - quasars: absorption lines.
1 INTRODUCTION
As primordial density fluctuations grow through gravita-
tional Jeans instability within CDM-like models, the web-
like distribution of dark matter strongly influences the clus-
tering of baryonic matter on large scales (Bi et al. 1992;
Cen 1992; Hernquist et al. 1996; Miralda-Escude´ et al. 1996;
Theuns et al. 1998; Zhang et al. 1998). After the epoch of
hydrogen reionization, the hydrogen gas present in this bary-
onic component is highly ionized, leaving only a small frac-
tion of the gas as neutral atoms in photoionization equi-
librium within the intergalactic medium (IGM) . This dis-
tribution of neutral hydrogen is observable as the forest of
Lyα absorption lines in the spectra of high redshift QSOs
(see Rauch 1998 for a review). Helium-4 is the second most
abundant nuclide in the Universe after hydrogen, with a
mass fraction of Y ≃ 0.24 (e.g. Walker et al. 1991). Follow-
ing the onset of He II reionization, the structures responsible
for the absorption seen in the H I Lyα forest should also be
⋆ E-mail:jsb@ast.cam.ac.uk
observable as discrete He II Lyα absorption lines at the rest-
frame wavelength of 304 A˚ (e.g. Miralda-Escude´ & Ostriker
1990; Miralda-Escude´ 1993; Madau & Meiksin 1994).
The development of space-based UV-capable observa-
tories in the 1990s led to the first detection of a possible
He II Gunn-Peterson trough in the spectrum of Q0302−003
by Jakobsen et al. (1994) using the Faint Object Cam-
era on the Hubble Space Telescope (HST). Higher resolu-
tion studies of the same spectrum using the Goddard High
Resolution Spectrograph and the Space Telescope Imag-
ing Spectrograph (STIS) on the HST, as well as spectral
observations of HE 2347 − 4342 using the Far Ultravio-
let Spectroscopic Explorer (FUSE), have all demonstrated
a strong correlation between resolved He II absorption fea-
tures and those seen in the H I Lyα forest, confirming the-
oretical predictions. Absorption from He II in the IGM has
so far been detected in six QSO spectra; PKS 1935 − 692,
(Tytler et al. 1995; Jakobsen 1996; Anderson et al. 1999),
HS 1700 + 64, (Davidsen et al. 1996) HE 2347 − 4342,
(Reimers et al. 1997; Kriss et al. 2001; Smette et al. 2002;
Shull et al. 2004; Zheng et al. 2004b), SDSS J2346 − 0016,
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(Zheng et al. 2004a), Q0302 − 003 (Jakobsen et al. 1994;
Hogan et al. 1997; Heap et al. 2000; Jakobsen et al. 2003)
and most recently HS 1157 − 3143, (Reimers et al. 2005a).
The higher redshift He II absorption measurements (z ≥
2.8) exhibit a patchy distribution, with regions of high opac-
ity interspersed by voids. This observation, coupled with the
steady decline in the He II opacity at lower redshift, along
with measurements of the IGM temperature (Theuns et al.
2002), the evolution of the H I Lyα forest effective opti-
cal depth (Bernardi et al. 2003) and measurements of the
C IV/Si IV ratio (Songaila 1998), has led to the suggestion
that the final stages of the He II reionization epoch may have
occurred around z ≃ 3.
In tandem with the observations, detailed models of the
IGM have been developed to examine the He II Lyα for-
est from a theoretical perspective (e.g. Zheng & Davidsen
1995; Bi & Davidsen 1997; Croft et al. 1997; Zhang et al.
1997; Theuns et al. 1998; Wadsley et al. 1999; Zheng et al.
1998; Fardal et al. 1998; Sokasian et al. 2002; Gleser et al.
2005). The He II Lyα forest is of particular interest as it is a
sensitive probe of the low density IGM (Croft et al. 1997).
Additionally, the ratio of He II to H I column densities, η =
NHeII/NHI, provides a constraint on the spectrum of the
metagalactic UV background (UVB) between 13.6 eV and
54.4 eV. Measurements of η indicate a wide spread of values,
from η < 1 to η > 1000 , implying that the metagalactic ra-
diation field exhibits inhomogeneities at the scale of≃ 1 Mpc
(Reimers et al. 2004; Shull et al. 2004; Zheng et al. 2004b).
There is also some evidence for an anti-correlation between
η and the density of the H I Lyα absorbers (Reimers et al.
2004; Shull et al. 2004). Semi-analytical models (Heap et al.
2000; Smette et al. 2002) suggest that a soft UVB with a sig-
nificant stellar contribution is required to reproduce the high
opacity regions (η > 200), while the observed opacity gaps
(η < 100) have been attributed to hard sources near the line-
of-sight creating pockets of highly ionized helium. The small-
scale variations in η could also be attributed to a spread in
QSO spectral indices (Telfer et al. 2002; Scott et al. 2004),
local density variations (Miralda-Escude´ et al. 2000), finite
QSO lifetimes (Reimers et al. 2005b), intrinsic absorption
within the nuclei of active galaxies (Jakobsen et al. 2003;
Shull et al. 2004) or the filtering of QSO radiation by ra-
diative transfer effects (Shull et al. 2004; Maselli & Ferrara
2005). However, the exact nature of these fluctuations and
their interpretation is unclear.
In this paper we use realistic H I and He II Lyα for-
est spectra, constructed from state-of-the-art hydrodynam-
ical simulations of a ΛCDM Universe, to test the relia-
bility of using line profile fitting techniques to infer the
UVB softness parameter, defined as the ratio of the H I and
He II metagalactic ionization rates, S = ΓHI/ΓHeII. We ob-
tain improved estimates of the UVB softness parameter and
its uncertainty using published estimates of the H I and
He II Lyα forest opacity. We concentrate on the redshift
range 2 < z < 3 where the fluctuations of the mean
He II opacity are still moderate and He II reionization is
probably mostly complete. Finally, we make a detailed com-
parison between the observed fluctuations in the column
density ratios of corresponding H I and He II Lyα absorp-
tion features measured by Zheng et al. (2004b) (hereinafter
Z04b) and those expected due to fluctuations in a meta-
galactic He II ionization field dominated by emission from
Table 1. Simulations used for our resolution and box size study.
Name Box size Particle Mass resolution
comoving Mpc number h−1M⊙/gas particle
15-400 15h−1 2× 4003 6.78× 105
15-200 15h−1 2× 2003 5.42× 106
30-400 30h−1 2× 4003 5.42× 106
15-100 15h−1 2× 1003 4.34× 107
30-200 30h−1 2× 2003 4.34× 107
60-400 60h−1 2× 4003 4.34× 107
30-100 30h−1 2× 1003 3.47× 108
QSOs and hot gas in collapsed haloes (Miniati et al. 2004)
respectively.
The paper is structured as follows. The method we use
for obtaining the UVB softness parameter from our simu-
lations is described in section 2. In section 3 we present a
simple model for UVB fluctuations. We discuss our line pro-
file fitting method and compare the UVB softness parameter
inferred directly from our simulations to the value obtained
from the column density ratio η in section 4. In section 5
we explore the effect of UVB fluctuations on the measured
column density ratio. Our constraints on the UVB softness
parameter are given in section 6, along with a discussion of
implications for the sources which contribute to the UVB.
We summarise and conclude in section 7.
2 SIMULATIONS OF THE H I AND
He II FOREST
2.1 Numerical simulations of the IGM
We have performed seven simulations of differing box
size and mass resolution using the parallel TreeSPH code
GADGET-2 (Springel et al. 2001; Springel 2005). We shall
only discuss the changes made to the simulations for this
work; unless otherwise stated all other aspects of the code
are as described in Bolton et al. (2005). One major differ-
ence is the incorporation of a non-equilibrium gas chem-
istry solver for the radiative cooling implementation. This
solves a set of coupled time-dependent differential equa-
tions which govern the abundances of six species (H I, H II,
He I, He II, He III, e−) and the gas temperature (e.g. Cen
1992; Abel et al. 1997; Anninos et al. 1997; Theuns et al.
1998). Previously radiative cooling was implemented using
the prescription of Katz et al. (1996), which assumes ioniza-
tion equilibrium. This becomes a poor approximation during
H I and He II reionization because gas temperatures are un-
derestimated; less atoms are ionized per unit time compared
to the non-equilibrium solution. In addition, the radiative
recombination rates of Abel et al. (1997) are adopted and
their collisional excitation cooling term for He I is added.
The collisional ionization rates are taken from Theuns et al.
(1998).
For the UVB we have assumed a modified version of
Madau et al. (1999) model, based on contributions from
both QSOs and galaxies. A redshift mapping of the UVB
was made so that H I reionization begins at z = 6 and
He II reionization and reheating is postponed until z ≃ 3.2.
The photoionization balance is calculated assuming the gas
c© 0000 RAS, MNRAS 000, 000–000
Spatial fluctuations in the spectral shape of the UV background 3
Figure 1. Example of the artificial H I (top panel) and He II (bottom panel) Lyα forest spectra used for line profile fitting. The spectra
are constructed from the z = 2.4 output of the 15− 200 model. Each panel is constructed from four lines-of-sight. The resolution and noise
properties resemble those of the observed spectra of Z04b.
is optically thin, which leads to an underestimate of the
photo-heating rates (Abel & Haehnelt 1999; Bolton et al.
2004). We have thus increased the He II photo-heating rate
to obtain gas temperatures consistent with observations
(Ricotti et al. 2000; Schaye et al. 2000; McDonald et al.
2001). The required increase in the He II photo-heating rate
was a factor 1.8 at z > 3.2. This is somewhat smaller than
in Bolton et al. (2005) due to the assumed late reionization
of He II and the effect of the non-equilibrium solver.
We adopt cosmological parameters consis-
tent with those quoted by Spergel et al. (2003),
(Ωm,ΩΛ,Ωbh
2, h, σ8, n) = (0.26, 0.74, 0.024, 0.72, 0.90, 1.0),
and a helium mass fraction of Y = 0.24. The simulations
run for our resolution study are listed in Table 1. In order to
investigate the dependence of the softness parameter on the
assumed cosmological model, four additional simulations
were run with Ωm = [0.22, 0.30] and σ8 = [0.8, 1.0] using
2003 gas and dark matter particles within a 15h−1 comov-
ing Mpc box. All the other cosmological and astrophysical
parameters adopted for these additional simulations are the
same as for the resolution study.
2.2 Artificial spectra and the H I and He II
effective optical depth
For each simulation we have constructed artificial H I and
He II Lyα forest spectra for 1024 random lines-of-sight par-
allel to the simulation box boundaries at eleven different
redshifts. The spectra are generated at intervals of ∆z = 0.1
within the redshift range 2 < z < 3. Examples of the artifi-
cial spectra are shown in figure 1. The pixel size and signal-
to-noise ratio are chosen to mimic the observed spectra used
by Z04b in their analysis. The H I spectra are binned onto
pixels of width 0.1 A˚ and the signal-to-noise ratio is 40
per pixel. The He II spectra have been binned onto pixels of
width 0.025 A˚ and the signal-to-noise ratio is 4 per pixel.
Note that the pixel widths are identical in velocity space.
As described in more detail in the last section, the sim-
ulations have been run using the updated UVB model of
Madau et al. (1999). As usual, we have rescaled the H I and
He II optical depths in each pixel of the simulated spectra
to match the respective observed effective optical depths,
τeff = −ln〈F〉, where 〈F 〉 is the mean flux of the 1024 lines-
of-sight. The H I and He II optical depths scale inversely
with the H I and He II ionization rates; the metagalactic
H I and He II ionization rates can thus be determined in this
way (e.g. Rauch et al. 1997; McDonald & Miralda-Escude´
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. Compilation of He II Lyα forest opacity measurements
taken from the literature. The solid curve is a fit to the data. The
estimated uncertainty in this fit is shown by the filled circles with
error bars.
2001). We will use this later to constrain the softness pa-
rameter of the UVB.
For the H I effective optical depth the central values
from the fitting formula of Schaye et al. (2003) have been
used. The corresponding uncertainties have been estimated
by binning the 1σ errors given in table 5 of Schaye et al.
(2003) into redshift bins of width ∆z = 0.1.
Measurements of the He II effective optical depth, τHeII,
are more difficult to obtain; finding QSOs which have rel-
atively clear lines-of-sight and which are bright enough in
the far-UV to enable the detection of He II absorption spec-
tra is challenging. Only six QSO spectra are known to show
intergalactic He II absorption, and only four have yielded
He II opacity measurements. It is therefore not clear to what
extent the available data provides a statistically representa-
tive measure of the He II opacity.
Nevertheless, observational studies of the He II Lyα for-
est have met with impressive success in recent years, in par-
ticular with high resolution studies made using STIS and
the Far-Ultraviolet Spectroscopic Explorer (FUSE). Figure 2
shows a compilation of He II optical depth measurements
taken from the literature. The data are from Q0302 − 003
(Jakobsen et al. 1994; Hogan et al. 1997; Heap et al. 2000),
PKS 1935 − 692 (Jakobsen 1996; Anderson et al. 1999),
HS 1700 + 64 (Davidsen et al. 1996) and HE 2347 − 4342
(Reimers et al. 1997; Kriss et al. 2001; Zheng et al. 2004b)
with uncertainties shown where applicable. The solid curve
in figure 2 shows the fit we use as the mean He II effective
optical depth for our artificial spectra, given by:
log τHeII = 0.345 + 5.324 log
(
1 + z
4
)
. (1)
Note that this fit only provides a general description for
the global evolution of the He II effective optical depth. The
He II Lyα forest opacity exhibits strong fluctuations which
increase rapidly with increasing redshift; the metagalac-
tic He II ionization rate is obviously not spatially uniform
(Reimers et al. 2004; Shull et al. 2004; Zheng et al. 2004b).
The error bars attached to the solid circles in figure 2 pro-
vide an estimate of the variation in the He II opacity using
a simple model for a fluctuating UVB due to emission from
QSOs. The error bars show the 25th and 75th percentiles of
τHeII for each set of 1024 spectra at the relevant redshift. We
will turn to the details of modelling these UVB fluctuations
in section 3.
2.3 Numerical convergence
As discussed by Theuns et al. (1998) and Bolton et al.
(2005), inferring the metagalactic ionization rate by repro-
ducing the observed effective optical depth with artificial
Lyα forest spectra stretches present-day numerical capabil-
ities due to the wide range of physical scales involved. It is
thus important to perform numerical convergence tests. We
have used the simulations listed in Table 1 for a mass res-
olution and box size study. The 4003 simulations are only
run to z = 3; they were too computationally demanding to
enable a practical study below this redshift. However, the
z = 3 data should provide a good indication of how close
the simulations are to convergence.
As box size is increased, larger voids can be accommo-
dated within the simulation, reducing the mean Lyα ab-
sorption and altering the H I and He II gas distribution in
a similar manner. There is an 8 per cent reduction in both
the H I and He II ionization rates inferred from the 30−200
model compared to the 15−100 run with the same mass res-
olution, with a further 3 per cent reduction for the 60− 400
data. Note that the ratio of the inferred ionization rates for
the two species depends little on box size.
As noted by Theuns et al. (1998), convergence of the
He II opacity requires higher numerical resolution than the
H I opacity. Increasing the mass resolution of a simulation
will resolve smaller haloes, transferring more optically thin
gas from the low density IGM into optically thick, high
density regions, decreasing the mean Lyα absorption. The
reduction of the H I effective optical depth resulting from
this re-distribution of the low density gas is partially offset
by the increased contribution to the opacity from the high
density regions. For He II, which is optically thick down to
much lower gas densities, this offset is less pronounced, pro-
ducing a greater overall change in the He II effective opti-
cal depth for increased mass resolution. The H I ionization
rate inferred from the 15 − 200 model is 8 per cent lower
compared to the value of the 15 − 100 run, with a further
drop of 8 per cent for the 15 − 400 model. The HI opac-
ity has only marginally converged at z = 3. As expected the
He II ionization rate shows a greater reduction in magnitude
with increasing mass resolution, exhibiting a 20 per cent re-
duction between the 15− 200 and 15− 400 models and a 33
per cent drop for the 30−200 and 30−400 simulations. Note
that the stricter resolution requirement for τHeII compared
to τHI has implications for the softness parameter we will
infer later. For lower mass resolution the inferred softness
parameter will be smaller compared to that obtained from
identical higher resolution simulations.
c© 0000 RAS, MNRAS 000, 000–000
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We estimate that the ratio of the He II and
H I ionization rates inferred from the 15 − 200 simulation
will be systematically low by at least 12 per cent in the red-
shift range 2 < z < 3. We shall use this to correct our final
estimation of S in section 6.
3 A SIMPLE MODEL FOR UVB
FLUCTUATIONS
3.1 Fluctuations in the He II opacity due to QSOs
At 2 < z < 3 fluctuations in the H I metagalactic ioniza-
tion rate are expected to be small (e.g. Croft et al. 1999;
Meiksin & White 2004; Croft 2004) and the observed opac-
ity variation is generally believed to be due to density fluc-
tuations in the IGM. However, the spatial fluctuations in
the He II opacity are significantly larger than those of the
H I opacity at the same redshift. Furthermore, the ratio
of the He II to H I opacity also shows large spatial fluctu-
ations (Reimers et al. 2004; Shull et al. 2004; Zheng et al.
2004b). The only plausible explanation for these observa-
tions are substantial fluctuations in the metagalactic radi-
ation field at the He II photoelectric edge. If, as is gener-
ally assumed, the He II ionizing flux is produced by QSOs
this conclusion is not too surprising. The comoving attenu-
ation length for He II ionizing photons is about a factor of
ten smaller than that for H I ionizing photons (Fardal et al.
1998; Miralda-Escude´ et al. 2000) and thus is similar or
shorter than the mean distance between bright QSOs. As
discussed by Fardal et al. (1998) this is expected to result in
substantial fluctuations in the metagalactic He II ionization
rate. The details of these fluctuations will depend on the
luminosity function, life time, spectral energy and angular
distribution of the emission of QSOs as well on details of the
spatial distribution of He II. A full numerical model of this
problem including self-consistent radiative transfer around
point sources is probably beyond present-day numerical ca-
pabilities (see Sokasian et al. 2002; Maselli & Ferrara 2005
for attempts to implement some of the radiative transfer ef-
fects) and certainly beyond the scope of this paper. We will
instead use a simple “toy model” similar to that employed
by Fardal et al. (1998) which should incorporate many if not
most of the relevant aspects of a fluctuating He II ionization
rate.
We first assume that at any given point all QSOs within
a sphere of radius equal to the typical attenuation length,
R0, contribute to the He II ionization rate. This assumption
will approximate the effect of an optically thick medium on
the propagation of ionizing radiation. Note however that a
fully self-consistent treatment of radiative transfer will be re-
quired to accurately model this process. The He II ionization
rate at redshift z can then be written as,
ΓHeII(z) =
NQSO∑
j=1
[∫
∞
ν228
Lj(ν)
4πR2j
σHeII(ν)
hν
dν
]
, (2)
for Rj < R0/(1+z), where Rj is the proper distance of QSO j
with luminosity Lj(ν), σHeII(ν) is the He II photoionization
cross-section and all other symbols have their usual mean-
ing. We then populate collapsed haloes in our simulation
with QSOs by Monte-Carlo sampling the observed QSO
luminosity function. The comoving attenuation length of
He II ionizing photons we use is,
R0 = 30
(
1 + z
4
)−3
Mpc, (3)
assuming the number of Lyman limit systems per unit red-
shift is proportional to (1 + z)1.5 (Storrie-Lombardi et al.
1994) and using a normalisation based on the model of
Miralda-Escude´ et al. (2000). Note that this length is some-
what larger than our simulation box. We have thus tiled
identical copies of our periodic 15-200 simulation box in all
three spatial directions around a central “master box” to
create a volume large enough to fully contain the “atten-
uation sphere” around each point in the master box from
which the artificial spectra are produced.
We have used the fit to the optical luminosity function
(OLF) of QSOs obtained by Boyle et al. (2000) in the bJ
band (effective wavelength 4580A˚),
φ(L, z) =
φ∗/L∗(z)
[L/L∗(z)]−β1 + [L/L∗(z)]−β2
. (4)
For the evolution of the break luminosity, L∗(z) we have
taken the pure luminosity evolution model of Madau et al.
(1999),
L∗(z) = L∗(0)(1 + z)
αs−1 e
ζz(1 + eξz∗)
eξz + eξz∗
. (5)
The value of the model/fit parameters are ζ = 2.58, ξ =
3.16, z∗ = 1.9, β1 = −3.41, β2 = −1.58, log(φ∗/Gpc
−3) =
2.99 and log(L∗(0)/L⊙) = 10.67 for Ωm = 0.3, ΩΛ = 0.7
and h = 0.7. A power law spectral distribution for the QSO
luminosity, L(ν) ∝ ν−αs , is assumed. Note that more re-
cent estimates of the OLF exist, (e.g. Croom et al. 2004;
Richards et al. 2005), but we adopt the above as it is the
basis of the updated Madau et al. (1999) UVB model to
which we compare our data.
Collapsed haloes within the simulation volume have
been identified using a friends-of-friends halo finding al-
gorithm with a linking length of 0.2. We have based the
assignment of a particular QSO luminosity to a collapsed
halo on the empirically determined relation between black
hole mass and the velocity dispersion of its host bulge
(Ferrarese & Merritt 2000). For a QSO luminosity LQSO
randomly drawn from the OLF, the velocity dispersion of
the host bulge is approximately:
σ ≃ 200 kms−1
(
LQSO
4.61× 1012 ǫ L⊙
)0.21
(6)
where ǫ is the radiative efficiency of the black hole as a frac-
tion of the Eddington limit. We adopt ǫ = 0.1. The halo
with the velocity dispersion closest to this value is then cho-
sen and its position is determined by randomly selecting the
identified halo within one of the boxes tiled to create the to-
tal simulation volume. The total number of QSOs brighter
than absolute magnitude Mlim in our comoving simulation
volume, V , at redshift z is then required to satisfy:
NQSO(z,MbJ < Mlim) = V
∫ Mlim
−∞
φ(MbJ , z) dMbJ (7)
where we adopt Mlim = −22.
Following Madau et al. (1999), we adopt a broken
power law for the QSO spectral energy distribution:
c© 0000 RAS, MNRAS 000, 000–000
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L(ν) ∝


ν−0.3 (2500 < λ < 4600 A˚),
ν−0.8 (1050 < λ < 2500 A˚),
ν−α (λ < 1050 A˚).
(8)
The extreme-ultraviolet (EUV) spectral index, α, is a vari-
able parameter in our model. Each QSO placed in the simu-
lation volume has a value for α assigned to it by Monte Carlo
sampling the distribution of QSO spectral indices in the
EUV. The distribution is based on the data of Telfer et al.
(2002) for radio quiet QSOs, taken to be a Gaussian with
mean 1.61 and standard deviation 0.86. Note, however,
lower redshift FUSE observations (Scott et al. 2004) favour
a harder EUV spectral index.
When constructing artificial spectra using our fluctuat-
ing UVB model, the opacity in each pixel in the artificial
He II spectra is rescaled linearly with the new fluctuating
ionization rate computed using equation 2. The new set of
spectra are then rescaled once more to match the observed
He II effective optical depth. We do not alter the opacity of
the corresponding H I spectra; a uniform UVB at the hy-
drogen photoelectric edge should be a reasonable approxi-
mation at the redshifts we consider (e.g Croft et al. 1999;
Meiksin & White 2004; Croft 2004). Note that we have also
used this fluctuating UVBmodel to estimate the uncertainty
in the He II effective optical depth in figure 2.
3.2 Fluctuations in the He II opacity due to
thermal emission from hot gas
It has recently been suggested by Miniati et al. (2004) (M04
hereinafter) that thermal radiation from shocked gas in col-
lapsing haloes may provide a substantial contribution to
the UVB at the He II photoelectric edge. M04 show that,
for plausible assumptions for the distribution of hot gas,
bremsstrahlung and line emission could provide a similar
number of He II ionizing photons compared to QSOs at
z = 3, and may even dominate the total photon bud-
get above the He II photoelectric edge for z > 4. However,
within the average attenuation length for an He II ionizing
photon, there will be many more haloes contributing to the
UVB via thermal emission compared to QSOs, which have
a rather small duty cycle. It is therefore unclear whether
an He II metagalactic ionization rate dominated by emission
from hot gas will reproduce the observed fluctuations in the
He II opacity, or whether the more uniform distribution of
sources expected for thermal emission will damp fluctuations
in the metagalactic radiation field at the relevant physical
scale.
We modify our existing model for a fluctuating UVB
due to QSOs to explore this. Following M04, a halo of mass
M will have virial temperature,
T (M) ≃ 2.3× 106
(
M
1012M⊙
)2/3 (
1 + z
4
)
K. (9)
The number of haloes emitting ionizing radiation at a given
redshift will then be constrained by the radiative lifetime
of the gas in each halo. Using the prescription of M04, the
ratio of the gas cooling time to the Hubble time for a halo
of mass M is given by,
tcool
tHubble
≃ 0.21
(
M
1012M⊙
)2/3 (
1 + z
4
)−1/2
×
[
1 + 0.45
(
T (M)
106 K
)−1]
, (10)
where the last term takes into account the expected exten-
sion to the gas cooling time due to energy injection by su-
pernovae. We use equation 10 to determine the probability
that each halo within the simulation volume is radiating,
thus providing a lower limit to the number sources within
an attenuation sphere at any given redshift. We assume the
monochromatic luminosity of the hot gas in the halo scales
as MT (M)−1/2, and the spectrum of the bremsstrahlung
emission is flat (fν = constant) for the purposes of comput-
ing ΓHeII. We then adjust the flux of the radiating haloes
with a global factor such that the integrated flux repro-
duces the observed He II optical depth. This assumption is
extreme in the sense that it leaves no room for the contri-
bution by QSOs. Note, however, that our assumption for
the mean free path of He II ionizing photons is probably an
underestimate for the rather hard bremsstrahlung spectrum.
4 MEASURING THE SOFTNESS
PARAMETER FROM H I AND
He II Lyα FOREST ABSORPTION LINES
4.1 The softness parameter
A combined analysis of the H I and He II forest makes it
possible to constrain the spectral shape of the UVB. This
is normally done by defining the ratio of the metagalactic
H I and He II ionization rates as a softness parameter,
S =
ΓHI
ΓHeII
, (11)
This quantity provides a direct constraint on the spectral
shape of the UVB between the H I and He II photoelectric
edges at 912 A˚ and 228 A˚. Assuming the hydrogen and he-
lium gas in the IGM is in ionization equilibrium, the ratio
of observed column densities NHeII/NHI measured from ab-
sorption lines in the H I and He II Lyα forest can be related
to the softness parameter by (e.g. Miralda-Escude´ 1993;
Fardal et al. 1998)
η =
NHeII
NHI
= S
nHeIII
nHII
αHeIII
αHII
, (12)
where ni and αi are the number density and radiative re-
combination coefficient for species i. If the IGM is highly
ionized,
nHeIII
nHII
≃
nHe
nH
=
Y
4(1− Y )
. (13)
Adopting a helium mass fraction of Y = 0.24 and evaluating
the radiative recombination coefficients of Abel et al. (1997)
at T = 15000 K:
S ≃ 2.4η. (14)
It is important to note that equation 14 is an approxima-
tion and as such will not provide an exact conversion from
the observable η to S. In particular, if He II is still under-
going reionization equation 14 will underestimate the true
softness parameter; not all the helium in the IGM will be
doubly ionized and equation 13 will no longer hold. Simi-
larly, if He II is still being reionized, the assumption of ion-
ization equilibrium will no longer hold and equation 14 will
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overestimate the true softness parameter. There is also a
weak temperature dependence in this relation depending on
the assumed values for the recombination coefficients (e.g.
Shull et al. 2004). However, we expect this approximation is
accurate to within 5 per cent for the redshift range we con-
sider. Equation 14 will be adopted throughout this paper to
convert from η to S.
4.2 Fitting line profiles to the H I and
He II Lyα forest
In their recent study of the helium reionization history,
Z04b present H I and He II Lyα forest spectra of the quasar
HE 2347 − 4342 obtained using the Very Large Telescope
(VLT) and FUSE. They analyse the spectra by fitting Gaus-
sian profiles to the H I lines in the VLT spectrum. Once
the H I components are identified, counterpart He II lines
are defined in the FUSE spectrum, constrained to have
the same redshift and line width as the H I lines; only
the column density is allowed to vary. In the event that
He II optical depth is too high to produce reasonable val-
ues of η, additional He II sub-components are added with a
line width bHeII = 27 kms
−1. The assumption of equal line
widths is based on the analysis of a sub-sample of unblended
H I and He II lines by Z04b; they find a line width ratio of
ξ = bHeII/bHI = 0.95±0.12. In this way Z04b have estimated
the column density ratio in the redshift range 2.0 < z < 2.9.
Z04b detect large variations in the column density ratio on
small scales (∆z ≃ 0.001) and have interpreted these as spa-
tial fluctuations in the shape of the UVB. Shull et al. (2004)
who used an independent pixel-by-pixel optical depth tech-
nique to analyse the same observational data come to similar
conclusions. However, as pointed out by Fechner & Reimers
(2004) and Shull et al. (2004), values of η < 10 and η > 400
should be considered with some caution and are probably
not real. They are likely to be caused by uncertainties intro-
duced by background subtraction, the low signal-to-noise of
the spectra, line saturation and blending with higher order
Lyman series lines and metals.
We have performed the same analysis as Z04b on our
artificial Lyα spectra. This enables us to assess if there
is a substantial contribution from errors in the line fitting
method to the observed variations in η and also to determine
how well the softness parameter can be recovered. We have
analysed our artificial spectra using an automated version
of the Voigt profile fitting package VPFIT (Carswell et al.,
http://www.ast.cam.ac.uk/∼rfc/vpfit.html), modified to si-
multaneously fit H I and He II absorption lines. The auto-
mated Voigt profile fitting procedure is run on 50 random
lines of sight taken from outputs produced by the 15 − 200
simulation. For each H I line which is identified, a corre-
sponding He II line is fitted at the same redshift. Additional
He II lines are added where no corresponding H I can be
identified. Turbulent line broadening is assumed, such that
the ratio of line widths is fixed to be ξ = bHeII/bHI = 1.0,
consistent with the Z04b result. This should be a reason-
able assumption; Hubble broadening is expected to be the
dominant contribution to the width of absorption lines in
the Lyα forest (Weinberg et al. 1998). Note, however, that
additional motions in the IGM velocity field from conver-
gent flows and shocks may produce a departure from pure
turbulent broadening for some of the lines. The maximum
column density allowed in the fitting procedure is fixed at
1019 cm−2. Similarly, the upper limit to the width of the
fitted line profiles is set at 80 kms−1.
4.3 Measuring the softness parameter using line
profile fitting
The left panel of figure 3 shows a scatter plot of the col-
umn density ratio η we have obtained from our artificial
spectra at z = 2.4. A uniform background was assumed.
When determining η we only use line pairs which have well
defined profile fits; any line with an error in the column
density greater than a factor of two is rejected. The H I and
He II column densities are tightly correlated with a moder-
ate scatter.
In the right panel of figure 3 we compare the softness
parameter calculated from the column density ratio using
equation 14 to the actual value used to produce the artificial
spectra at 2 < z < 3. Again we assume a spatially uniform
UVB. For the range of values under consideration (100 <
S < 350), line fitting recovers the actual value of the softness
parameter well. If we take the median column density ratio
(open squares) the recovered value is on average 7 per cent
less than the actual value used to produce the artificial spec-
tra. Following Z04b, we also plot the logarithmic mean of
the softness parameter log(S¯) = [
∑
log(Si)]/n (filled circles
with error bars). The uncertainty on the logarithmic mean,
log(∆S¯) = [
∑
[log(∆Si)]
2]1/2/n, is computed by propagat-
ing the uncertainties on the H I and He II column densities.
The median appears to provide the better measure of the
softness parameter; it is not weighted so heavily in favour
of the lower column density lines which are more commonly
identified by the fitting package. As might be expected, we
find fitting Voigt profiles to only H I and He II Lyα absorp-
tion features will not recover the softness parameter accu-
rately once the He II lines are predominantly saturated. In
this case, only higher order He II absorption lines or an accu-
rate determination of the He II effective optical depth from
a large statistical sample of He II absorption spectra would
enable the recovery of S.
Overall, we conclude that the line fitting method of
Z04b will recover the spectral shape of the UVB along the
line-of-sight they consider well, although one should keep
in mind that the number of observed spectra is very small,
and systematic uncertainties in the line fitting procedure
means one should view the extreme values of η with a certain
amount of scepticism (Fechner & Reimers 2004; Shull et al.
2004). It is also clear that the magnitude of the observed
scatter in the column density ratio is much larger than our
results for a spatially homogeneous UV background. We will
discuss this in more detail in the next section.
5 MODELLING THE OBSERVED
FLUCTUATIONS IN THE COLUMN
DENSITY RATIO
5.1 The magnitude and physical scale of the
fluctuations
The column density ratio, η = NHeII/NHI, measured by
Z04b exhibits large variations (1 < η < 1000) and
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Figure 3. Left: Scatter plot of the He II against H I column density obtained by fitting Voigt profiles to artificial Lyα forest spectra at
z = 2.4. A uniform UVB has been assumed. The dashed line indicates the median column density ratio of the sample. Right: Comparison
of the softness parameter, S, obtained by rescaling the artificial Lyα forest spectra to match the observed H I and He II effective optical
depths (solid line) with the value determined by fitting Voigt profiles to the absorption features. The filled circles with error bars show the
logarithmic average of S and the associated uncertainty, as obtained from the column density ratio η using equation 14. The open squares
indicate the median value of S.
the evolution of the median softness parameter is consis-
tent with a UVB with a relatively hard spectrum, η <
200. It has been suggested that spatial fluctuations in
the UVB at the He II photoelectric edge could produce
the observed He II opacity variations (e.g. Reimers et al.
2004; Shull et al. 2004; Zheng et al. 2004b). So far we have
adopted a spatially uniform UVB in the optically thin limit.
At the H I photoelectric edge for 2 < z < 3 the typical
mean free path of an ionizing photon should be much longer
than the distance between ionizing sources; a large number
of sources are expected to contribute to the H I ionization
rate at any given point. Hence, as discussed previously, the
observed variations in η must be caused by fluctuations in
the UVB at the He II photoelectric edge. We will now use
the model described in section 3 to investigate whether such
fluctuations can explain the distribution in η observed by
Z04b.
The left column of figure 4 shows the column density
ratio η at z = [2.1, 2.4, 2.8] as measured by Z04b. The second
column shows the same measured from our artificial spectra
assuming a spatially uniform background. The scatter in η
for our model spectra is clearly significantly smaller than
observed. The observed scatter is thus unlikely to be ex-
plained by uncertainties in identifying the correspondence
between H I and He II absorption lines or measuring their
column densities. The third column of the plot shows η ob-
tained from spectra constructed using our model for spatial
fluctuations in the He II ionization rate due to QSOs. The
scatter is significantly larger compared to the uniform UVB
case, suggesting that UVB fluctuations do indeed play an
important role in producing the observed variation in the
He II opacity and softness parameter. The total scatter is
around 2.0 dex, about 0.5 dex smaller than that of the Z04b
data. It is not obvious how significant this rather small dif-
ference is; Voigt profile fitting is a somewhat subjective pro-
cedure and we have been rather strict in omitting bad fits.
Nevertheless, it may indicate that we have over-estimated
the attenuation length, under-estimated the scatter of spec-
tral indices or that there is an additional contribution by
sources which are harder and rarer than the QSOs we have
modelled here. Additional physical effects such as radiative
transfer, the lifetime of the sources and the opening angle for
the ionizing emission may also play a role in increasing the
scatter. Finally, systematic biases in the line fitting proce-
dure of Z04b may artificially increase the observed scatter by
around 0.5 dex (Fechner & Reimers 2004). As already men-
tioned the observed values of η < 10 and η > 400 should
be considered with some caution and are probably not real
(Shull et al. 2004). The right column shows the result for
our model of He II ionizing photon emission by hot gas. In
this case the scatter is as small as for the uniform back-
ground model. Such a small scatter for a UVB produced
by hot gas is not surprising; the number of sources con-
tributing to the He II ionizing UVB is more than an order
of magnitude larger compared to the QSO emission model.
As found for the spatially uniform UVB, the small scatter
in the column density ratio is not consistent with the ob-
served scatter. M04 claim that the contribution of hot gas
to the He II ionizing background should increase strongly
with increasing redshift. This result appears to be at odds
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Figure 4. Scatter plots of the column density ratio η measured by Z04b (left column), from artificial spectra constructed with a uniform
UVB at the He II photoelectric edge (second column), a fluctuating UVB due to QSOs (third column) and a UVB dominated by emission
from hot gas in collapsing haloes (right column). The redshift ranges are indicated on each panel. The dashed line shows the median column
density ratio of the artificial spectra produced with a uniform UVB, shown in the second column. To facilitate comparison, the same line
is repeated in the other panels.
with the increasing fluctuations in the He II opacity towards
higher redshift, suggesting that emission by hot gas actually
contributes little to the He II ionization rate and that the
estimates of the bremsstrahlung volume emissivity by M04
may have been too large. This is perhaps also not too sur-
prising as the assumed density profile of the emitting gas
in dark matter haloes is very uncertain. More quantitative
statements will require detailed modelling of the UVB using
radiative transfer which is beyond the scope of this paper.
As an additional check on our assumptions for the
H I and He II effective optical depth, we plot as a dashed
line in figure 4 the median η obtained from the artificial
spectra with a uniform UVB (second panel). The same line
is repeated in the panels for the artificial spectra constructed
using a fluctuating UVB and the observations. Although the
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Figure 5. Scatter plots of the column density ratio against redshift for 2.3 < z < 2.5. The observational data of Z04b are represented
by open diamonds in both panels. In the left panel, the column density ratios determined from our artificial spectra, generated using a
uniform UVB at z = 2.4, are indicated by stars. The redshifts for the simulated spectra have been shifted such that they cover the same
redshift range as the observational data while maintaining the physical separation between data points. The actual simulation output is at
at z = 2.4. The stars in the right panel show the column density ratios obtained from artificial spectra generated with a fluctuating UVB
due to QSOs.
scatter in the column density ratio is much smaller for the
artificial spectra with the uniform UVB, the median value
for η is consistent with that observed. This is encouraging, as
it suggests that our fit for the He II effective optical depth at
2 < z < 3 provides a reasonable representation of the true
He II Lyα forest opacity. Note the increase in the median
column density ratio with redshift; a softer UVB is required
to reproduce the observed H I and He II Lyα forest opacity
at higher redshift.
Figure 5 shows how η varies along the line-of-sight and
gives an impression of the physical scales over which the
fluctuations are correlated. The Z04b data in the range
2.3 < z < 2.5 are plotted with open diamonds in both pan-
els. For comparison, results for our simulated spectra are
shown as stars. The left panel shows the simulated data as-
suming a spatially uniform background while the right panel
is for our model of the UVB fluctuations due to QSOs. The
redshifts of the simulated spectra have been shifted to cover
the same redshift range as the observational data. How-
ever, the actual physical distance between each data point
for the simulated spectra has been preserved to enable a
fair comparison between the scales over which η varies. For
the simulated spectra with a uniform UVB the data points
strongly cluster around η ≃ 70, in strong disagreement with
the distribution for the observational data. For the simu-
lated spectra created with the fluctuating UVB due to QSOs
the spread in η reproduces the observational result remark-
ably well, although a full treatment of radiative transfer ef-
fects may be required to produce UVB fluctuations on the
smallest physical scales (Shull et al. 2004; Maselli & Ferrara
2005). Note again that it is not clear whether the underes-
timate of the number of points which see a very hard spec-
trum, η < 10 in the simulations is real.
5.2 The anti-correlation of the column density
ratio with H I density
The studies of UVB fluctuations by Reimers et al. (2004)
and Shull et al. (2004) have also uncovered an anti-
correlation between the column density ratio η and the den-
sity of the H I Lyα absorbers. Regions of high opacity within
the H I Lyα forest, corresponding to the overdense knots,
filaments and sheets which form as a natural consequence
of structure formation, tend on average to see a somewhat
harder radiation field (η < 100). In contrast, the voids in
the H I forest account for the majority of the larger values
of η, corresponding to a softer metagalactic radiation field
(η > 100). In particular, Shull et al. (2004) find up to 80%
of the void (τHI < 0.05) path length has η > 100, as opposed
to around 40% for higher density regions (τHI > 0.05).
Figure 6 shows a plot of the cumulative probability
distribution function (CPDF) for η at z = 2.4, similar to
figure 5 in Shull et al. (2004). A fluctuating UVB at the
He II photoelectric edge due to QSOs was assumed. The
solid curve is the CPDF for all identified line pairs where
τH1 > 0.05. The dotted curve shows the CPDF for under-
dense regions, τHI < 0.05. There is very good agreement
with figure 5 in Shull et al. (2004); the underdense regions
clearly see a softer radiation field on average. In our model
the origin of this anti-correlation can be easily understood
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Figure 6. The cumulative probability distribution func-
tion (CPDF) for η at z = 2.4; a fluctuating UVB at the
He II photoelectric edge due to QSOs has been assumed. The solid
curve shows the CPDF for H I /He II line pairs with τHI > 0.05.
The dotted curve shows the CPDF for underdense regions (τHI <
0.05). Low density regions in the IGM appear to see a softer radi-
ation field, consistent with observational data (e.g. Reimers et al.
2004; Shull et al. 2004).
from the spatial distribution of the QSOs which are respon-
sible for the radiation at 4 Ryd. The underdense regions
are typically further away from the massive haloes which
host these QSOs. The flux at 4 Ryd is therefore on aver-
age smaller in underdense regions and thus the value of η
is larger. Note, however, that systematic uncertainties from
the line fitting method will also contribute to the the ob-
served anti-correlation (Fechner & Reimers 2004).
6 THE SPECTRAL SHAPE OF THE UV
BACKGROUND
6.1 The average softness parameter and its
evolution with redshift
We obtain an estimate of the average softness parameter
from our simulations with a spatially uniform UVB by ad-
justing the H I and He II ionization rates such that the artifi-
cial spectra reproduce the observed H I and He II Lyα forest
opacity. The result is shown as the solid curve in figure 7,
corrected for numerical resolution, with the systematic un-
certainties shown by the grey region. We also show the same
result estimated from our artificial spectra constructed as-
suming a fluctuating UVB at the He II photoelectric edge
due to QSO emission, shown as the dot-dashed line in fig-
ure 7. There is some mild evidence for an increase of the
softness parameter with increasing redshift. We now pro-
ceed to discuss this measurement and its uncertainties in
more detail.
6.2 Systematic uncertainties in the estimate of
the average softness parameter
The value of S we infer from our artificial spectra will
depend on our assumptions for the various cosmologi-
cal and astrophysical parameters which alter the opac-
ity of the Lyα forest, as well as the observational val-
ues for the H I and He II effective optical depths we adopt.
However, as we are interested in the ratio of the H I to
He II metagalactic ionization rates, uncertainties in param-
eters on which the H I and He II opacity have the same de-
pendence will not contribute significantly to the overall un-
certainty in S. In this instance, uncertainties from assump-
tions for Ωbh
2 and the temperature of the IGM can be
ignored; Ωbh
2 determines the total baryonic content, and
the H I and He II recombination coefficients have the same
temperature dependence. Consequently, altering either of
these parameters will have the same effect on the H I and
He II ionization rates we infer.
In contrast, the matter density as fraction of the criti-
cal density, Ωm, and the mass fluctuation amplitude within
8h−1 Mpc spheres, σ8, both alter the rms fluctuation am-
plitude at the Jeans scales, changing the gas distribution
(Bolton et al. 2005). As already discussed, He II is optically
thick down to lower densities compared to H I. For larger
Ωm or σ8, the He II opacity decreases more relative to the
H I opacity as absorbing gas is transferred to higher den-
sity regions. The opposite is also true for a smaller value
of Ωm or σ8. To estimate the uncertainty on the value of S
in the redshift range 2 < z < 3 from these parameters, we
adopt fiducial values of Ωm = 0.26±0.04 and σ8 = 0.9±0.1,
and run four extra simulations to determine S using param-
eter values at the upper and lower end of the uncertainties.
Assumptions for the slope γ of the power-law effective
equation of state for the low density gas (Hui & Gnedin
1997) will also alter S. For a flatter effective equation of
state, a larger fraction of the optically thick He II gas will
have a higher temperature compared to the H I gas, reduc-
ing the inferred He II ionization rate to a greater extent than
the H I ionization rate, increasing the inferred softness pa-
rameter. The converse is also true; a larger value of γ will
increase the He II opacity substantially more than that for
H I, lowering the inferred S. The plausible range for γ is
1.0 < γ < 1.6 (Hui & Gnedin 1997; Schaye et al. 2000). We
estimate the effect of γ on S by artificially rescaling the
effective equation of state of 15 − 200 simulation data by
pivoting the temperature-density relation around the mean
gas density.
Finally, the uncertainty in the adopted values for τHI
and τHeII must be considered. We estimate the uncertainty
in τHI by binning the 1σ measurement errors of Schaye et al.
(2003) as described in section 2.3. We use the error bars
shown in figure 2 to estimate the uncertainty in our as-
sumption for the He II effective optical depth. These have
been computed using the fluctuating UVB model due to
QSOs described in section 3; the lower and upper error bars
correspond to the 25th and 75th percentiles of τHeII taken
from each set of 1024 spectra at the relevant redshift. An
additional uncertainty of 10 per cent is added to take into
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Table 2. Percentage error budget for the softness parameter
at z = [2.1, 2.4, 2.8] from estimates of various cosmological and
astrophysical parameters, listed approximately in order of impor-
tance. The total error is obtained by adding the individual errors
in quadrature. Our estimate for the softness parameter at these
redshifts and the corresponding uncertainty is listed in the last
row. A spatially uniform UVB has been assumed.
Parameter z = 2.1 z = 2.4 z = 2.8
τHeII
+61
−41 per cent
+79
−42 per cent
+188
−41 per cent
τHI
+24
−18
per cent +22
−17
per cent +25
−18
per cent
γ +25
−10
per cent +23
−13
per cent +20
−17
per cent
Numerical ±10 per cent ±10 per cent ±10 per cent
σ8
+6
−8 per cent ±9 per cent ±10 per cent
Ωm
+5
−6
per cent ±6 per cent +10
−7
per cent
Total +72
−48 per cent
+87
−49 per cent
+191
−50 per cent
S 139+99
−67 196
+170
−97 301
+576
−151
account the marginal convergence of the simulations. The
final error budget for S at z = [2.1, 2.4, 2.8] is summarised
in Table 2. The dominant uncertainty is the measurement
of the He II effective optical depth.
6.3 Comparison to the UVB model of Madau et
al. and other observational estimates
In figure 7 we compare the results of our analysis of the
average softness parameter inferred from observed H I and
He II effective optical depths with the UVB model of Madau
et al. (1999) (hereinafter MHR99) and other observational
estimates of S. The dotted and dashed curves show the
softness parameter of the updated UVB models of MHR99
(see Bolton et al. 2005 for a detailed description) for QSOs
alone and QSOs plus young star forming galaxies (YS-
FGs). Typically S ≤ 100 for QSO dominated UVB mod-
els (Haardt & Madau 1996; Fardal et al. 1998), although if
there is a wide range in QSO spectral indices a QSO domi-
nated UVB could be as soft as S ≃ 400 (Telfer et al. 2002).
Due to their softer spectra, YSFGs only provide a signifi-
cant boost to the UVB amplitude at the H I photoelectric
edge, so that typically one expects S ≥ 200 for a UVB with
contributions from QSOs and YSFGs.
Our results for the spatially uniform UVB model agree
very well with the softness parameter of the updated MHR99
model with contributions from QSOs and YSFGs. At the
lowest redshift z ∼ 2 there is some indication that the
MHR99 model may slightly overpredict the softness param-
eter. Note that the MHR99 UVB model also assumes a
spatially uniform background, allowing a fair comparison.
Our analysis thus adds to the growing evidence that the
amplitude of the UVB at the H I photoelectric edge can-
not be accounted for by QSO emissivities alone; a sub-
stantial contribution from YSFGs seems to be required
(e.g. Giroux & Shull 1997; Zhang et al. 1997; Theuns et al.
1998; Bianchi et al. 2001; Kriss et al. 2001; Haehnelt et al.
2001; Smette et al. 2002; Zheng et al. 2004b; Shull et al.
2004; Aguirre et al. 2004; Bolton et al. 2005; Kirkman et al.
2005). Note, however, that as discussed before, UV fluctua-
tions will play a significant role in altering S on local scales,
especially at z > 2.8. Some regions of low opacity are obvi-
ously subject to a harder ionizing radiation field, producing
values of S outside our error range. Similarly, overdense re-
gions which are optically thick to He II ionizing photons can
be subject to a softer radiation field.
The spatial fluctuations also affect the average
He II ionization rate and thus the inferred average softness
parameter. The dot-dashed curve in figure 7 shows the av-
erage softness parameter obtained from our model of a spa-
tially fluctuating UVB due to QSO emission. The aver-
age softness parameter inferred for the spatially fluctuat-
ing He II ionization rate is systematically smaller (0.15 dex)
than that obtained for a spatially uniform UVB. This is be-
cause in regions close to QSOs, corresponding to voids in
the He II Lyα forest, raising the He II ionization rate fur-
ther will not decrease the effective optical depth to a great
extent once the local optical depth is already low. The
average He II ionization rate will thus be biased low if a
uniform background is assumed. This effect is also found
for UVB fluctuations at the hydrogen ionization edge (e.g.
Gnedin & Hamilton 2002; Meiksin & White 2004).
We also plot the data of Z04b and Heap et al. (2000)
in figure 7. The logarithmic mean of the softness parame-
ter calculated from the Z04b column density measurements
is shown by the filled circles with error bars. The median
value in each bin is indicated with an open square. We have
only used data where both the H I and He II components
have measured column densities; the analysis of our artifi-
cial spectra using Voigt profile fitting indicates that these
measurements should recover the UVB spectral shape well
for the line-of-sight considered, with the median providing
a better estimate of S. The results of Z04b agree very well
with our analysis for a fluctuating He II ionization rate. Note
that the results of Z04b cannot be compared directly to the
predictions of the MHR99 model which assumes a spatially
uniform UVB.
7 CONCLUSIONS
We have used state-of the art hydrodynamical simulations to
obtain improved measurements of the spectral shape of the
ionizing UV background from the H I and He II Lyα forest
and to investigate the origin of the large spatial fluctuations
observed in the He II to H I column density ratio.
Using artificial absorption spectra we have shown that
the softness parameter of the UV background can be accu-
rately inferred from the column density ratio of He II and
H I absorption lines obtained by applying standard Voigt
profile fitting routines. Uncertainties in the identification
of corresponding H I and He II absorption and errors in the
determination of the column densities contribute little to
the large fluctuations observed in the He II and H I column
density ratio, although one should be cautious of extreme
values of η. These fluctuations must be due to genuine spa-
tial variations in the spectral shape of the UVB. A model
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Figure 7. Our determination of the average softness parameter of the UVB compared to the model of MHR99 and other observational
estimates. The solid curve shows our results S corrected for resolution effects assuming a spatially uniform UVB. The grey shaded area
indicates the theoretical uncertainty. The dot-dashed curves shows our result for the case of a spatially fluctuating He II ionization rate. The
dotted and dashed curves represent the value of S predicted by the updated UVB models of MHR99, based respectively on contributions
from QSOs alone and QSOs plus YSFGs. The filled circles with error bars show the results of Z04b calculated from the logarithmic mean
of the measured column density ratios η using equation 14. The open squares show the median value of S in each redshift bin for the same
data. Finally, the filled triangle represents the determination of S at z ≃ 3 by Heap et al. (2000).
where the He II ionization rate fluctuates due to variation
in the number, luminosity and spectral shape of a small
number of QSOs reproduces the observed spatial variations
of the He II and H I column density ratio, as well as the
observed anti-correlation of the column density ratio with
the H I density. This is in good agreement with previous
suggestions that the observed He II Lyα forest spectra at
z ∼ 2−3.5 probes the tail end of the reionization of He II by
QSOs. The large fluctuations observed in the He II and
H I column density ratio argue strongly against a significant
contribution of emission by hot gas to the He II ionization
rate at 2 < z < 3.
We further obtain new constraints and error estimates
for the mean softness parameter of the UVB and its evo-
lution using the observed effective optical depth of the
He II and H I Lyα forest. We find that the inferred soft-
ness parameter is consistent with a UVB with contributions
from QSOs and YSFGs within our uncertainties. The dom-
inant contribution to the uncertainty on S comes from the
He II effective optical depth. Our results for the mean soft-
ness parameter add to the growing body of evidence suggest-
ing that a UVB dominated by emission from QSOs alone
cannot reproduce the observed effective optical depth of the
Lyα forest in QSO spectra.
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