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Abstract
We present a collection of algorithms which utilize dimensional re-
duction to perform mesh refinement and study possibly singular solu-
tions of time-dependent partial differential equations. The algorithms
are inspired by constructions used in statistical mechanics to evaluate
the properties of a system near a critical point. The first algorithm
allows the accurate determination of the time of occurrence of a possi-
ble singularity. The second algorithm is an adaptive mesh refinement
scheme which can be used to approach efficiently the possible singu-
larity. Finally, the third algorithm uses the second algorithm until the
available resolution is exhausted (as we approach the possible singular-
ity) and then switches to a dimensionally reduced model which, when
accurate, can follow faithfully the solution beyond the time of occur-
rence of the purported singularity. An accurate dimensionally reduced
model should dissipate energy at the right rate.
We construct two variants of each algorithm. The first variant
assumes that we have actual knowledge of the reduced model. The
second variant assumes that we know the form of the reduced model,
i.e. the terms appearing in the reduced model, but not necessarily
their coefficients. In this case, we also provide a way of determining
the coefficients. We present numerical results for the Burgers equation
with zero and nonzero viscosity to illustrate the use of the algorithms.
Introduction
The problem of constructing dimensionally reduced models for large systems
of ordinary differential equations (this covers the case of partial differential
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equations after discretization or series expansion of the solution) has received
considerable attention in the last decade e.g. see the review papers [14, 12].
The construction of an accurate reduced model has advantages beyond the
obvious one of predicting the correct behavior for a reduced set of variables.
For example, one can use the reduced model to perform more efficiently tasks
like e.g. filtering [15], which can be prohibitively expensive for the original
(full-dimensional) system. Following this line of thought, we present here a
collection of algorithms that are based on dimensional reduction and which
can be used to perform mesh refinement and investigate possibly singular
solutions of partial differential equations. The algorithms are inspired by
constructions used in statistical mechanics to evaluate the properties of a
system near a critical point [13].
The algorithms we present address three objectives: i) they provide a
way of accurately monitoring the progress of a simulation towards under-
resolution, thus providing us as a byproduct with the time of occurrence of
the possible singularity; ii) they allow the formulation of a mesh refinement
scheme and iii) they allow the simulation to follow the purported singular-
ity beyond the point where the resolution is exhausted by switching to a
dimensionally reduced model which dissipates energy. The end result of the
algorithms is that we are able to reach the time of interesting dynamics of
the equation much more efficiently compared to an algorithm that simply
starts with the maximum available resolution.
The task of investigating numerically the appearance of a singularity is
subtle. Clearly, since all calculations are performed with finite resolution
and a singularity involves an infinity of active scales we can only come as
close to the singularity as our resolution will allow. After that point, either
we stop our calculations and conclude that a singularity may be present
close to the time instant we stopped or we switch, if available, to a model
that drains energy at the correct rate out of the set of resolved variables. We
emphasize here that, up to some time, the evolution towards a near-singular
solution can be identical to the evolution towards a singular solution. If we
do not have enough resolution to go beyond the time instant after which the
two evolutions start deviating, we cannot claim with certainty the presence
of a singularity. In other words, given adequate resolution we can eliminate
the possibility of a singularity but it may be very hard, if not impossible, to
prove through a finite calculation, no matter how large, that a singularity
exists. We will come back to this point in the discussion of the algorithms
in Section 1 and through numerical examples in Sections 2.4 and 3.4.
The paper is organized as follows. In Section 1 we present the ideas
behind the construction of the three algorithms. There are two variants
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of the algorithms. The algorithms for the case when we have knowledge
of the functional form of the reduced model and its related coefficients are
presented in Section 2. The algorithms for the case when we only know the
functional form of the reduced model but not necessarily its coefficients are
presented in Section 3. Each of the Sections 2 and 3 contains numerical re-
sults for the Burgers equation with and without viscosity. Section 4 contains
some conclusions.
1 The main construction
Suppose that we are interested in the possible development of singularities
in the solution v(x, t) of a partial differential equation (PDE)
vt +H(t, x, v, vx, ...) = 0
where H is a, in general nonlinear, operator and x ∈ D ⊆ Rd (the construc-
tions extend readily to the case of systems of partial differential equations).
After spatial discretization or expansion of the solution in series, the PDE
transforms into a system of ordinary differential equations (ODEs). For
simplicity we restrict ourselves to the case of periodic boundary conditions,
so that a Fourier expansion of the solution leads to system of ODEs for the
Fourier coefficients. To simulate the system for the Fourier coefficients we
need to truncate at some point the Fourier expansion. Let F ∪G denote the
set of Fourier modes retained in the series, where we have split the Fourier
modes in two sets, F and G.We call the modes in F resolved and the modes
in G unresolved. One can construct, in principle, an exact reduced model
for the modes in F e.g. through the Mori-Zwanzig formalism [10] (we do not
deal here with the complications of constructing a good reduced model).
The main idea behind the algorithms is that the evolution of moments of
the reduced set of modes, for example Lp norms of the modes in F , should be
the same whether computed from the full or the reduced system. This is a
generalization to time-dependent systems of the principle used in the theory
of equilibrium phase transitions to compute the critical exponents [13, 19].
The idea underlying the computation of the critical exponents is that while
the form of the reduced system equations is important, one can extract even
more information by looking at how the form of the reduced system is related
to the form of the original (full dimensional) system. This is expressed
mathematically through the chain rule and leads to the formation of a matrix
(known as the renormalization matrix in the statistical mechanics literature)
whose eigenvalues allow the determination of the critical exponents. In
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the case of an equilibrium phase transition, one can use this approach to
compute properties of the system near the critical value of the governing
parameter (e.g. near the critical temperature). If one thinks of time as a
parameter and of the time of occurrence of a singularity as a critical value
of the parameter, then by looking at the eigenvalues of an appropriately
defined renormalization matrix, we can study the behavior of a system near
the time of formation of a singularity. We caution the reader that even
though our motivation for the present construction came from the theory
of equilibrium phase transitions, we do not advocate that a singularity is
a phase transition in the conventional sense. It can be thought of as a
transition from a strong solution to an appropriately defined weak solution
but one does not have to push the analogy further. We want to point here
that the problem we are addressing is different from the subject known as
dynamic critical phenomena (see Ch. 8 in [13]). There, one is interested
in the computation of time-dependent quantities as a controlling parameter,
other than time, reaches its critical value. In our case, time is the controlling
parameter and we are interested in the behavior of the solution as time
reaches a critical value.
The above arguments can be made more precise. The original system of
equations for the modes F ∪G is given by
du(t)
dt
= R(t, u(t)),
where u = ({uk}), k ∈ F ∪ G is the vector of Fourier coefficients of u
and R is the Fourier transform of the operator H. The system should be
supplemented with an initial condition u(0) = u0. The vector of Fourier
coefficients can be written as u = (uˆ, u˜), where uˆ are the resolved modes
(those in F ) and u˜ the unresolved ones (those in G). Similarly, for the
right hand sides (RHS) we have R(t, u) = (Rˆ(t, u), R˜(t, u)). Note that the
RHS of the resolved modes involves both resolved and unresolved modes.
In anticipation of the construction of a reduced model we can rewrite the
RHS as R(t, u) = R(0)(t, u) = (Rˆ(0)(t, u), R˜(0)(t, u)). Furthermore, we can
decompose Rˆ(0)(t, u) as
Rˆ(0)(t, u(t)) =
m∑
i=1
a
(0)
i Rˆ
(0)
i (t, u(t)).
The equations for the reduced set of modes in F is written as
duˆ(t)
dt
= Rˆ(0)(t, u(t)) =
m∑
i=1
a
(0)
i Rˆ
(0)
i (t, u(t)) (1)
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Note that not all the coefficients a
(0)
i , i = 1, . . . ,m have to be nonzero. As is
standard in renormalization theory [5], one augments (with zero coefficients)
the RHS of the equations in the full system by terms whose form is the
same as the terms appearing in the RHS of the equations for the reduced
model. Dimensional reduction transforms the vector a(0) = (a
(0)
1 , . . . , a
(0)
m )
to a(1) = (a
(1)
1 , . . . , a
(1)
m ). The reduced model for the modes in F is given by
duˆ′(t)
dt
= Rˆ(1)(t, uˆ′(t)) =
m∑
i=1
a
(1)
i Rˆ
(1)
i (t, uˆ
′(t)) (2)
with initial condition uˆ′(0) = uˆ0. We emphasize that the functions Rˆ
(1)
i , i =
1, . . . ,m have the same form as the functions Rˆ
(0)
i , i = 1, . . . ,m, but they
are defined only on the reduced set of modes F. This allows one to determine
the relation of the full to the reduced system by focusing on the change of
the vector a(0) to a(1). Also, the vectors a(0) and a(1) do not have to be
constant in time. This does not change the analysis that follows.
Define m quantities Eˆi, i = 1, . . . ,m involving only modes in F. For
example, these could be Lp norms of the reduced set of modes. To proceed
we require that these quantities’ rates of change are the same when computed
from (1) and (2), i.e.
dEˆi(uˆ)
dt
=
dEˆi(uˆ
′)
dt
, i = 1, . . . ,m. (3)
Note that similar conditions, albeit time-independent, lie at the heart of
the renormalization group theory for equilibrium systems ([5] p. 154). In
fact, it is these conditions that allow the definition and calculation of the
(renormalization) matrix whose eigenvalues are used to calculate the critical
exponents. In the current (time-dependent) setting, the renormalization
matrix is defined by differentiating dEˆi(uˆ)
dt
with respect to a(0) and using (3)
to obtain
∂
∂a
(0)
j
(
dEˆi(uˆ)
dt
)
=
m∑
k=1
∂
∂a
(1)
k
(
dEˆi(uˆ
′)
dt
)
∂a
(1)
k
∂a
(0)
j
, i, j = 1, . . . ,m. (4)
We define the renormalization matrix Mkj =
∂a
(1)
k
∂a
(0)
j
, k, j = 1, . . . ,m, as
well as the matrices Akj =
∂
∂a
(0)
j
(
dEˆk(uˆ)
dt
)
, k, j = 1, . . . ,m and Bkj =
5
∂∂a
(1)
j
(
dEˆk(uˆ
′)
dt
)
, k, j = 1, . . . ,m. Equations (4) can be written in matrix
form as
A =MB (5)
The eigenvalues of the matrix M contain information about the behavior
of the reduced system relative to the full system. In fact, the different
eigenvalues provide information as to how the different terms appearing in
the RHS of the equations for the full and reduced system contribute to the
evolution of the quantities Eˆi, i = 1, . . . ,m. Thus, if we monitor the behavior
of the eigenvalues as a function of time, we should be able to determine
whether the two systems are coming closer or deviating. We know that
while the full system can become underresolved, an accurate reduced model
can allow us to follow the evolution of the reduced set of modes F after the
full system has become underresolved. As a consequence, the behavior of the
reduced system should deviate from that of the full system as the full system
becomes underresolved. Our algorithms exploit this observation to perform
the following tasks: i) detect when the full system becomes underresolved,
ii) increase the resolution as needed and iii) switch to a reduced model when
no more refinement is possible.
Before we present the algorithms, there is a seemingly paradoxical situa-
tion that needs to be resolved. We have made the statement that a reduced
model coming from the full system can continue to describe accurately the
behavior of the reduced set of modes after the full system has become un-
derresolved. This means that a reduced system coming from an eventually
underresolved full system remains well resolved. Furthermore, it means that
the reduced system is a good model for the solution of the PDE for all times,
while the full system is a good model for the solution of the PDE only for
a finite time interval. Thus, after some time, the reduced system must be-
come a bad model for the full system while remaining a good model for
the solution of the PDE. This can happen if the reduced (renormalized)
model captures the essential part of the dynamics of the PDE while dis-
regarding the parts that eventually lead to the underresolution of the full
(bare) system. This situation is not new in the physics literature. Work on
equilibrium phase transitions and quantum field theory in the late 60s and
early 70s, showed that bare theories that are only good down to a certain
length scale, can give rise to renormalized theories (at larger length scales)
that can provide excellent agreement with physical experiments (e.g. [20],
Ch. 14 in [5], Ch. 9 in [13]). This is the result of the suppression, as we go
to larger length scales, of the ”bad” terms in the bare theory, i.e. the terms
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that limit the applicability of the bare theory. In the physics terminology
the terms that survive the renormalization procedure are called relevant,
while the ones that get weaker as we go to larger scales are called irrelevant.
In our setting, the ”physical world” is provided by the PDE, the bare theory
by the full system and the renormalized model by the reduced model. Simi-
larly, the restriction of computational power in numerical simulations is the
analog of the restriction of the available energy regimes in particle physics
experiments. During the time interval when the bare theory is still valid, i.e.
when there is no activity in scales smaller than the ones described by the
full system, a good renormalized (reduced) model which keeps the relevant
terms and discards the irrelevant ones is a good model for the solution of
the PDE at the scales where the renormalized model is supposed to hold.
After this time interval, the full system breaks down as an approximation,
but a reduced model that keeps only the relevant terms will not suffer from
the same problem because it neglects the dangerous irrelevant terms. Thus,
a reduced model can continue being a good model for the solution of the
PDE after the full system has ceased to be valid.
2 Case I: Knowledge of the terms and coefficients
of the reduced model
We begin our presentation of the algorithms with the algorithms for the case
when we have complete knowledge of the reduced model, i.e. knowledge of
Rˆ(1) and a(1).
2.1 How to locate the time of occurrence of a possible sin-
gularity
The task of computing the time of occurrence of a singularity with a finite
calculation, i.e. a finite number of modes, is delicate. The reason is that
a finite calculation will eventually run out of resolution as we approach the
singularity. An underresolved computation is not trustworthy. Yet, we want
to push our time of prediction as close to the singularity as possible. This
situation is equivalent to predicting with a finite system size the critical
value of a parameter that controls a phase transition. A phase transition is
a phenomenon that requires an infinitely large system. Any finite calcula-
tion can suffer from finite-size effects which contaminate the prediction of
the critical value of the controlling parameter. What one has to do is to
monitor the degree of underresolution of the full system and decide when
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the underresolution dominates the results, namely when the useful informa-
tional content of our calculation shrinks to zero. We propose to do that by
looking at the temporal behavior of the eigenvalues of the renormalization
matrix M defined in the previous section. To do that, one has to evolve
simultaneously the systems (1) and (2), compute the matrices A and B,
solve (5) for M and compute the eigenvalues of M.
The subtle point here is that the definition of the renormalization matrix
rests on the assumption that the conditions (3) hold. But, as the calculation
becomes underresolved, these conditions will only hold approximately. Thus,
one has to monitor the validity of the conditions (3) in addition to monitoring
the behavior of the eigenvalues of the matrix M.
We can make some observations about what the values and the tempo-
ral behavior of the eigenvalues should be. Inspection of the entries of the
matrices A and B reveals that the entries of these matrices are exactly the
contributions of the different terms appearing in the RHS of (1) and (2)
respectively, to the rates of change of the quantities Eˆi, i = 1, . . . ,m. There
are two types of terms appearing on the RHS of (1) and (2):
• i) terms that appear in both (1) and (2) with the same coefficient and
• ii) terms that appear only on one of (1) or (2) or appear in both with
different coefficients.
Terms of type i) should give rise to eigenvalues with value 1, for as long as the
full system remains well resolved. As the full system starts to lose resolution
(note that this is a gradual process due to the finiteness of the velocity of
propagation of disturbances across the Fourier modes), an eigenvalue due
to a type i) term should start deviating from the value 1. Since all our
calculations are performed in double precision, this statement can be made
more accurate by looking to within how many digits of accuracy is the
eigenvalue equal to 1.
Eigenvalues corresponding to terms of type ii) can have more varied
behavior. However, there are some common aspects in the behavior of all
these eigenvalues. The reason is that they come from terms that encode the
differences between the full and the reduced system.
• During the time interval that the reduced set of modes F contains all
the energy, the differences between the full and reduced system should
be zero, to within the precision of our simulations. As a result, matrix
entries that come from terms that effect the drain of energy out of
the resolved range should also be zero. It is easy to see, by looking
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at the definition of the matrix B, that during the time interval when
the reduced set of modes contains all the energy, the matrix B will
be (nearly) singular. Thus, the numerically computed values of the
eigenvalues corresponding to these terms should just fluctuate wildly
because the matrix M is computed through the inversion of a (nearly)
singular matrix.
• After the initial time interval, energy starts seeping from F to G.
This does not mean that the full system has become underresolved.
The underresolution starts when the energy cannot escape from G
to modes corresponding to even smaller scales. During the interval
when energy is moving from F to G, the conditions (3) still hold but
with a decreasing number of digits of accuracy. This means that both
the reduced model and the reduced set of modes for the full system,
lose energy at practically, but not exactly, the same rate. This is an
important point . Clearly, the larger the number of modes available,
the closer we can come to the singularity before energy starts to drain
from F to G.
• As time progresses, energy continues to flow from F to G bringing
the full system closer and closer to underresolution. During that time
the eigenvalues corresponding to type ii) terms increase. This increase
signifies the deviation of the reduced model from the full system. If we
could afford an infinite resolution, then the reduced and full systems
would be the same until the singularity instant when their deviation
would become infinite. Thus, the eigenvalue would stay zero until
the singularity instant when it would become infinite. For any finite
calculation, the instantaneous shift of the eigenvalue from zero to in-
ifinity will be replaced by a period of rapid increase of the eigenvalue,
followed by a turning point, and a period of slower increase of the
eigenvalue until a finite maximum is reached. As we increase the res-
olution, the time of occurrence of the turning point should converge
to the time of occurrence of the singularity and the maximum should
grow unbounded.
• It is important to monitor to within how many digits of accuracy are
conditions (3) satisfied as we approach the eigenvalue turning point.
As we have mentioned before, the correct digits of accuracy signify how
reliable are the predictions for the temporal evolution of the eigenvalue.
More details about this issue are provided in Section 2.4 where we
present specific numerical examples.
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Keeping in mind the subtleties mentioned above, we can formulate a simple
algorithm for the determination of the occurrence of a possibly singular
solution:
Algorithm 1
1. Choose a resolution, i.e. a set of modes F ∪G where F are the resolved
modes and G the unresolved modes. Evolve simulatenously the full
system for the modes in F ∪G and a reduced model for the modes in
F.
2. Monitor the evolution of the eigenvalues of the renormalization matrix
M, as well as the digits of accuracy to within the conditions (3) are
satisfied.
3. The eigenvalues corresponding to type i) terms should be 1 until the
reduced system starts deviating from the full system. After an initial
phase when the matrix B is singular (to within the numerical precision
used), the eigenvalues corresponding to type ii) terms should increase
until they reach a maximum. Record the time evolution of the eigen-
values up to time of the maximum. This will guarantee that the time
of occurrence of the turning point is included.
4. Repeat the experiment with a higher resolution. If the solution of the
PDE develops a singularity at time T ∗, the sequence (as we increase the
resolution) of the instants of occurrence of the turning point should
converge to T ∗. The converse is not necessarily true. Convergence
of the time of occurrence of the eigenvalue turning point to a finite
value, say τ, does not imply that the solution of the PDE develops a
singularity at τ. It may well be that the solution remains smooth but
requires higher resolution than currently available.
We repeat here that the accuracy of the predictions of the above algorithm
relies on the accuracy of the reduced model used. We have chosen not to
address this issue here, since our objective is to demonstrate how dimen-
sionally reduced models can be used to study the behavior of solutions of
PDEs and not how to obtain these dimensionally reduced models.
2.2 How to approach efficiently a possible singularity
The construction of the previous section suggests a way of performing mesh
refinement. A progressive increase in the resolution, instead of starting
with the largest possible resolution can allow us to reach the time when
the interesting dynamics occur more efficiently. In particular, the entries
of matrix B provide a way of monitoring the transfer of energy from F
to G. When all the energy is contained in F, the matrix B is singular (to
within the numerical precision used). When energy starts transferring from
F to G, the absolute value of the determinant of B, |detB|, acquires positive
values. One can think of |detB| as an error control criterion, which can be
used to decide when it is time to refine the mesh. Since we are restricting
ourselves to the case of periodic boundary conditions and Fourier modes, the
mesh refinement is performed in Fourier space, by appending to the vector
of Fourier modes, a vector of higher Fourier modes with zero amplitude
(this procedure is known as spectral interpolation [6]). For example, when
|detB| ≥ TOL, where TOL a specified tolerance we can double the number
of Fourier modes in each spatial direction. This leads to a uniform refinement
of the mesh in real space. A real space formulation of the algorithms which
leads to a real space formulation of the mesh refinement criterion and allows
the treatment of non-periodic boundary conditions and more complicated
geometries will be presented elsewhere.
We discuss now a way to calibrate the mesh refinement criterion TOL.
The strictest value allowed is to set TOL = ǫ, where ǫ the numerical precision
used e.g. double precision. This means that we refine the moment we detect
the smallest transfer of energy (allowed by our numerical precision) from F
to G. This can be unnecessarily costly because at any given moment we do
not allow any energy to be present in the modes in G. However, we know (see
also discussion in the previous section), that the modes in G are allowed to
have some energy without our calculations becoming underresolved. Thus,
TOL can be allowed to have values larger than ǫ, and still get a mesh
refinement scheme that does not introduce any substantial error. One way
to calibrate the value of TOL is the following:
Algorithm 2
1. Choose a value for TOL. For this value of TOL run a mesh refine-
ment calculation, starting, say, from Nstart modes to Nfinal modes.
For example, let Nstart = 32 and double at each refinement until, say
Nfinal = 256 modes. Record the values of the quantities Eˆi, i =
1, . . . ,m when N = Nfinal and |detB| = TOL. Let’s call this simula-
tion S1.
2. For the same value of TOL run a calculation with Nstart = Nfinal
modes (for the example Nstart = Nfinal = 256). Record the values of
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the quantities Eˆi, i = 1, . . . ,m when |detB| = TOL. Let’s call this
simulation S2.
3. Compare to within how many digits of accuracy the quantities Eˆi, i =
1, . . . ,m computed from S1 and S2 agree. If the agreement is to within
a specified accuracy, say 5 digits, then choose this value of TOL. If
the agreement is in fewer digits, then decrease TOL (more stringent
criterion) and repeat until agreement is met.
4. Use the above decided value of TOL to perform a mesh refinement
calculation with a larger magnification ratio, i.e. a larger value for the
ratio Nfinal/Nstart.
We want to make two comments about the proposed scheme. First, there
is no a priori guarantee that the use of the same value of TOL for a mesh
refinement calculation with a larger magnification ratio, will preserve the
number of digits of accuracy. However, the fact that we choose the value of
TOL based on the rate of energy transfer from F to G and not on how much
energy is contained in G makes us hopeful that the proposed refinement
scheme has a sound basis. Second, the scheme relies on the accuracy of the
reduced model since it relies on the determinant of B. As before, we assume
that we have access to a good reduced model that will detect correctly the
transfer of energy from F to G.
2.3 How to follow a possible singularity
We conclude our discussion of the algorithms with an algorithm that allows
the tracking of a possible singularity:
Algorithm 3
1. Use Algorithm 2 until the maximum allowed resolution has been
reached. Suppose that the set of modes for the maximum resolution
is K.
2. Divide K in two sets F and G, where F the resolved variables and G
the unresolved variables. Use the reduced model for the modes in F
to continue the calculation to later times.
We should note, that from the numerical analysis perspective, we are inter-
ested in following correctly a solution whether it is singular or only near-
singular. Even if future advancements in computational power and/or math-
ematical analysis allow us to decide on the existence or not of a singularity,
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it is still important to have a good reduced model which can reproduce, at
a lower cost, the essential features of the solution.
2.4 Numerical results for Case I
We present numerical results of the three algorithms discussed above for the
1D Burgers equation with zero and nonzero viscosity and periodic boundary
conditions. Our purpose in this paper is to demonstrate the use of the algo-
rithms. Extension of the algorithms to non-periodic boundary conditions,
more spatial dimensions, systems of partial differential equations and more
complicated geometries will be presented elsewhere.
The 1D Burgers equation is given by
ut + uux = νuxx (6)
where ν is the viscosity coefficient. Equation (6) should be supplemented
with an initial condition u(x, 0) = u0(x) and boundary conditions. We solve
(6) in the interval [0, 2π] with periodic boundary conditions. This allows us
to expand the solution in Fourier series
vM (x, t) =
∑
k∈F∪G
uk(t)e
ikx,
where F ∪ G = [−M2 ,
M
2 − 1]. We have written the set of Fourier modes
as the union of two sets in anticipation of the construction of the reduced
model comprising only of the modes in F = [−N2 ,
N
2 − 1], where N < M.
The equation of motion for the Fourier mode uk becomes
duk
dt
= −
ik
2
∑
p+q=k
p,q∈F∪G
upuq − νk
2uk. (7)
2.4.1 The t-model
We need to choose a reduced model for the modes in F. We use a reduced
model, known as the t-model, which follows correctly the behavior of the
solution to the inviscid Burgers equation even after the formation of shocks
[4, 17]. The t-model was first derived in the context of statistical irre-
versible mechanics [11] and was later analyzed in [4, 17]. It is based on the
assumption of the absence of time scale separation between the resolved and
unresolved modes. We will use the same model for the case with nonzero
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viscosity and comment on its validity when appropriate. For a mode u′k in
F the model is given by
d
dt
u′k = −
ik
2
∑
p+q=k
p∈F, q∈F
u′pu
′
q − νk
2u′k
−
ik
2
∑
p+q=k
p∈F, q∈G
u′p
[
−t
iq
2
∑
r+s=q
r∈F, s∈F
u′ru
′
s
]
−
ik
2
∑
p+q=k
p∈G, q∈F
[
−t
ip
2
∑
r+s=p
r∈F, s∈F
u′ru
′
s
]
u′q. (8)
The first term on the RHS of (8) is of the same form as the first term in
(7), except that the term in (8) is defined only for the modes in F. The
viscous term is the same. The third and fourth terms in (8) are not present
in (7). They are cubic in the Fourier modes and they are effecting the drain
of energy out of the modes in F. We should note here that the cubic terms
in the t-model do not depend on the viscosity. To conform with the notation
in Section 1 we rewrite (8) as
d
dt
u′k = a
(1)
1
[
−
ik
2
∑
p+q=k
p∈F, q∈F
u′pu
′
q − νk
2u′k
]
+
a
(1)
2
[
−
ik
2
∑
p+q=k
p∈F, q∈G
u′p
[
−t
iq
2
∑
r+s=q
r∈F, s∈F
u′ru
′
s
]
−
ik
2
∑
p+q=k
p∈G, q∈F
[
−t
ip
2
∑
r+s=p
r∈F, s∈F
u′ru
′
s
]
u′q
]
,
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where a
(1)
1 = 1 and a
(1)
2 = 1. We rewrite Equation (7) as
duk
dt
= a
(0)
1
[
−
ik
2
∑
p+q=k
p,q∈F∪G
upuq − νk
2uk
]
+
a
(0)
2
[
−
ik
2
∑
p+q=k
p∈F∪G, q∈I
up
[
−t
iq
2
∑
r+s=q
r∈F∪G, s∈F∪G
urus
]
−
ik
2
∑
p+q=k
p∈I, q∈F∪G
[
−t
ip
2
∑
r+s=p
r∈F∪G, s∈F∪G
urus
]
uq
]
,
where a
(0)
1 = 1 and a
(0)
2 = 0. The reader should note that we have introduced
a new set of modes I. This is the set of unresolved modes for the full system.
The reason for introducing the set I is that, as is the case in renormaliza-
tion formulations, the terms appearing in the RHS of the equations at the
different levels of resolution should be of the same functional form. The dif-
ference between the different levels of resolution should be only in the range
of modes used. Since the t-model involves a quadratic convolution sum with
one index in the resolved range and the other in the unresolved range, we
should use the same functional form when constructing the corresponding
term for the full system. Thus, this term should involve a convolution sum
with one index in the range F ∪G and the other in I.
Further, define
Rˆ
(0)
1k (t, uˆ(t)) = −
ik
2
∑
p+q=k
p,q∈F∪G
upuq − νk
2uk
and
Rˆ
(0)
2k (t, uˆ(t)) = −
ik
2
∑
p+q=k
p∈F∪G, q∈I
up
[
−t
iq
2
∑
r+s=q
r∈F∪G,s∈F∪G
urus
]
−
ik
2
∑
p+q=k
p∈I, q∈F∪G
[
−t
ip
2
∑
r+s=p
r∈F∪G, s∈F∪G
urus
]
uq
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Also, define
Rˆ
(1)
1k (t, uˆ
′(t)) = −
ik
2
∑
p+q=k
p,q∈F
u′pu
′
q − νk
2u′k
and
Rˆ
(1)
2k (t, uˆ
′(t)) = −
ik
2
∑
p+q=k
p∈F, q∈G
u′p
[
−t
iq
2
∑
r+s=q
r∈F, s∈F
u′ru
′
s
]
−
ik
2
∑
p+q=k
p∈G, q∈F
[
−t
ip
2
∑
r+s=p
r∈F, s∈F
u′ru
′
s
]
u′q
Thus, the equations of motion for the resolved modes in the full system and
the reduced model can be written as
duk
dt
=
2∑
i=1
a
(0)
i Rˆ
(0)
ik (t, uˆ(t)) (9)
and
du′k
dt
=
2∑
i=1
a
(1)
i Rˆ
(1)
ik (t, uˆ
′(t)) (10)
We want to make two comments about the rewriting of Equations (7) and
(8). First, we have a
(0)
1 = a
(1)
1 = 1. This term should give rise to an eigen-
value equal to 1 for the matrix M as explained in Section 2.1. Second, we
have a
(1)
2 6= a
(0)
2 , so the corresponding eigenvalue should be different than 1.
To proceed with the algorithms we need to define the quantities Eˆi, i =
1, . . . ,m. In our case, m = 2 and we need to define Eˆ1 and Eˆ2. The choice
of the Eˆi is not unique. We chose for our experiments Eˆ1 =
∑
k∈F
|uk|
2 and
Eˆ2 =
∑
k∈F
|uk|
4. The rates of change of the Eˆi are given for the full system
by
dEˆ1
dt
=
∑
k∈F
a
(0)
1 2Re(Rˆ
(0)
1k (t, uˆ(t))u
∗
k) + a
(0)
2 2Re(Rˆ
(0)
2k (t, uˆ(t))u
∗
k)
and
dEˆ2
dt
=
∑
k∈F
a
(0)
1 2Re(2Rˆ
(0)
1k (t, uˆ(t))|uk|
2u∗k) + a
(0)
2 2Re(2Rˆ
(0)
2k (t, uˆ(t))|uk|
2u∗k)
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where u∗k is the complex conjugate of uk. Similarly, for the reduced system
we have
dEˆ1
dt
=
∑
k∈F
a
(1)
1 2Re(Rˆ
(1)
1k (t, uˆ
′(t))u′∗k ) + a
(1)
2 2Re(Rˆ
(1)
2k (t, uˆ
′(t))u′∗k )
and
dEˆ2
dt
=
∑
k∈F
a
(1)
1 2Re(2Rˆ
(1)
1k (t, uˆ
′(t))|u′k|
2u′∗k ) + a
(1)
2 2Re(2Rˆ
(1)
2k (t, uˆ
′(t))|u′k|
2u′∗k )
The equations for the rates of change of the Eˆi can be used for the compu-
tation of the 2× 2 matrices A and B through the relations (4) of Section 1.
The matrix M can be computed through the matrix equation (5).
The case of zero viscosity We begin our study of the algorithms with
the case of zero viscosity, i.e. ν = 0. We choose the initial condition
u(x, 0) = u0(x) = sinx, which develops a shock at x = π/2 at T
∗ = 1.
No matter how large a resolution we use, a simulation based on (7) will
become underresolved before T ∗ = 1. Of course, the larger the resolution
the closer the simulation will get to the time of the shock formation before
it becomes underresolved. The solution before the formation of the shock
conserves its L2 norm (energy). After the formation of the shock, the energy
of the solution decays. A simulation based on (7) conserves energy for all
time. On the other hand, a simulation based on (8) remains well resolved
and dissipates energy at the correct rate [4, 17].
First, we present results of the application of Algorithm 1 (from now one
referred to as A1). We use this algorithm to locate the time of occurrence
of a singularity. We repeat that for this example we know that a singularity
occurs at T ∗ = 1 and thus, the algorithm should show that. If we did not
know that a singularity exists, the algorithm should suggest that something
is happening but we would not know whether it is a singular solution or
a near singular solution that just needs more modes to be resolved than
we can afford. Figure 1 shows the evolution of the first and second eigen-
values of the matrix M for different resolutions. As we expected, the first
eigenvalue is equal to 1 until the moment when the reduced and full system
start deviating. The second eigenvalue remains close to zero until the time
of deviation of the reduced and full system. The evolution of the second
eigenvalue is more informative about the behavior of the two systems. As
we increase the resolution, the second eigenvalue remains closer to zero for a
17
(a)
(b)
Figure 1: Case I, ν = 0: (a) Evolution of the first eigenvalue of the matrix
M for different resolutions. (b) Evolution of the second eigenvalue.
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Figure 2: Case I, ν = 0: Detail of the evolution of the second eigenvalue
around the time of singularity. As the resolution is increased, the time when
the evolution with a higher resolution crosses the evolution with the lower
resolution, moves towards 1.
longer time. When it increases it does so at a rate that is higher the higher
is the resolution. In Figures 2 and 3 we have zoomed in on the time inter-
val [.985,1.005]. As it should happen, the time when the evolution of the
second eigenvalue for a higher resolution crosses the evolution of the second
eigenvalue for the preceding resolution, moves towards 1. Also, the time of
occurrence of the turning point moves towards 1 as we increase the resolu-
tion. The turning point for the highest resolution here N = 8192 is around
1.003. As we have already explained, one should keep track of the accuracy
with which the conditions (3) are satisfied. For N = 256, the conditions are
satisfied to 5 significant digits at time T ∗ = 1. For N = 8192, the accuracy
has increased to 8 significant digits.
The results of the Algorithm 2 (A2) are presented in Figure 4. We
use this algorithm to perform mesh refinement when needed starting from
a resolution Nstart = 32 and allowing a maximum resolution of Nfinal =
2048. We present results for two values of the tolerance TOL1 = 10−16 and
TOL2 = 10−6. For the case of TOL1, where we set the tolerance equal
to double precision, the first few refinement steps show an increase of the
time spent between refinements. However, in both cases, the time spent
between successive refinements eventually starts shrinking with the number
of refinement steps. We also plot the time reached with the maximum
allowed resolution. When the tolerance criterion is less strict the algorithm
can reach later times before running out of resolution.
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Figure 3: Case I, ν = 0: Detail of the evolution of the second eigenvalue
around the time of singularity. The turning point moves towards 1 as the
resolution is increased.
In Figure 5 we compare the velocity field produced by A2 with Nstart =
32, Nfinal = 2048 and TOL1 = 10
−16 with the velocity field produced by
A2 with Nstart = Nfinal = 2048 and the same tolerance. It is obvious
that the results are in very good agreement. However, the mesh refinement
calculation was about 9 times faster to run. The acceleration factor, with
practically the same accuracy, can be increased by using a larger magnifica-
tion ratio.
Next, we present results for the Algorithm 3 (A3). The algorithm uses
A2 until the maximum resolution is reached and then switches to the t-
model. We compare the energy evolution as predicted by A3 with Nstart =
32, Nfinal = 512 and TOL = 10
−16, a t-model calculation withN = 512 and
the random choice method [9] with N = 4096 points. The mesh refinement
algorithm produces results that are in very good agreement with the correct
energy decay as computed by the random choice method.
The case of nonzero viscosity When the viscosity is nonzero the solu-
tion remains smooth for all time. However, depending on the value of the
viscosity there is a certain number of modes needed to fully resolve the so-
lution. Figure 7 shows the evolution of the second eigenvalue of the matrix
M for different resolutions with ν = 0.01. Notice that the behavior of the
eigenvalue is different from the case of no viscosity. There the eigenvalue
increased with an increase in the resolution. Here it is decreasing until for
large enough resolution it is practically zero for the duration of the simu-
20
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Figure 4: Case I, ν = 0: (a) Time spent between refinement steps for
different tolerance values. (b) Time reached with the maximum allowed
resolution.
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Figure 5: Case I, ν = 0: Comparison of the velocity field produced at
the time of termination of A2 for two different magnification ratios. The
first simulation has Nstart = 32 and Nfinal = 2048 while the second has
Nstart = Nfinal = 2048.
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Figure 6: Case I, ν = 0: Comparison of the energy evolution as produced
by A3, the t-model and the random choice method.
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Figure 7: Case I, ν = 0.01: Evolution of the second eigenvalue of the matrix
M for different resolutions.
lation. In Figure 8(a) we present the progress of the refinement steps for
TOL1 = 10−16 and TOL2 = 10−6. We present the number of refinement
steps needed until the refinement criterion is no longer activated. In the
first case, the criterion is very stringent and the algorithm has to refine
more times to achieve it. Figure 8(b) shows the evolution of the energy as
predicted by A3 with Nstart = 32, Nfinal = 1024 and TOL = 10
−16 and a
full system with N = 1024 modes. The algorithm A3 produces results that
are in very good agreement with the full system and does so 3 times faster.
2.4.2 The Galerkin model
We also present results for the case when the reduced model is the Galerkin
model, i.e. where we set the unresolved modes equal to zero for all times.
This means that a
(1)
1 = 1, a
(1)
2 = 0. Note that in the limit of infinite resolu-
tion the Galerkin model tends to the Galerkin truncation for the full system.
The algorithm A1 which computes the eigenvalues should be able to detect
that. Since a
(0)
2 = a
(1)
2 = 0, we can restrict ourselves to one quantity Eˆ1.
However, if we choose the L2 norm of the resolved modes as Eˆ1 will lead to
numerical trouble, because dEˆ1
dt
= 0 for the reduced Galerkin model. That
would lead to |detB| = 0 to within the numerical precision used. We can
remedy the numerical issues by using two quantities Eˆ1 and Eˆ2 as before.
The difference with the case of the t-model is that here both the full and
reduced models do not involve the cubic term (since a
(0)
2 = a
(1)
2 = 0). Thus,
the behavior of the second eigenvalue will be different. In fact, since we know
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Figure 8: Case I, ν = 0.01: (a) Time spent between refinement steps for dif-
ferent tolerance values. (b) Comparison of the energy evolution as produced
by A3 and the full system.
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that the reduced Galerkin model converges to the full Galerkin system, the
second eigenvalue should decrease as we increase the resolution.
The case of zero viscosity Figure 9 shows the evolution of the first and
second eigenvalues of the matrix M for different resolutions with ν = 0.
As we expected, the first eigenvalue is equal to 1 until the moment when
the reduced and full system start deviating. As we increase the resolution,
the first eigenvalue remains 1 for a longer time. When it increases it does
so at a rate that is slower the higher is the resolution. Also, the second
eigenvalue decreases as the resolution is increased. This means that the
reduced model converges to the full system as the resolution is increased.
For N = 256, the conditions (3) are satisfied to 4 significant digits at time
T ∗ = 1. For N = 8192, the accuracy has increased to 7 significant digits.
Note that compared to the case when the reduced model is the t-model the
reduced model here loses one additional significant digit by the time of the
singularity occurrence. Of course, as will be shown later (see Figure 12) the
Galerkin reduced model is unable to dissipate energy and it quickly becomes
very bad as a model for the weak solution (shock).
The results of the Algorithm 2 (A2) are presented in Figure 10. We
use this algorithm to perform mesh refinement when needed starting from
a resolution Nstart = 32 and allowing a maximum resolution of Nfinal =
8192. We present results for two values of the tolerance TOL1 = 10−16 and
TOL2 = 10−6. We also plot the time reached with the maximum allowed
resolution. When the tolerance criterion is less strict the algorithm can reach
later times before running out of resolution.
In Figure 5 we compare the velocity field produced by A2 with Nstart =
32, Nfinal = 2048 and TOL1 = 10
−16 with the velocity field produced by
A2 with Nstart = Nfinal = 2048 and the same tolerance. It is obvious that
the results are in very good agreement. However, the mesh refinement cal-
culation was about 13 times faster to run. The acceleration factor, with
practically the same accuracy, can be increased by using a larger magnifica-
tion ratio.
Next, we present results for A3. The algorithm uses A2 until the max-
imum resolution is reached and then switches to the Galerkin model. We
compare the energy evolution as predicted by A3 with Nstart = 32, Nfinal =
512 and TOL = 10−16, a t-model calculation with N = 512 and the random
choice method [9] with N = 4096 points. The mesh refinement algorithm
produces results that are in very good agreement with the t-model and the
random choice method only for times up to the formation of the singular-
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Figure 9: Case I, Galerkin, ν = 0: (a) Evolution of the first eigenvalue of the
matrix M for different resolutions. (b) Evolution of the second eigenvalue.
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Figure 10: Case I, Galerkin, ν = 0: (a) Time spent between refinement steps
for different tolerance values. (b) Time reached with the maximum allowed
resolution.
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Figure 11: Case I, Galerkin, ν = 0: Comparison of the velocity field pro-
duced at the time of termination of A2 for two different magnification ratios.
The first simulation has Nstart = 32 and Nfinal = 2048 while the second has
Nstart = Nfinal = 2048.
ity. Since the Galerkin model cannot dissipate energy it is bound to give
erroneous predictions after the singularity is formed.
The case of nonzero viscosity Figure 13 shows the evolution of the
second eigenvalue of the matrix M for different resolutions with ν = 0.01.
Notice that the behavior of the eigenvalue is different from the case of no
viscosity. There the eigenvalue increased with an increase in the resolution.
Here it is decreasing until for large enough resolution it is practically zero for
the duration of the simulation. In Figure 14(a) we present the progress of
the refinement steps for TOL1 = 10−16 and TOL2 = 10−6. We present the
number of refinement steps needed until the refinement criterion is no longer
activated. Figure 14(b) shows the evolution of the energy as predicted by
A3 with Nstart = 32, Nfinal = 1024 and TOL = 10
−16 and a full system
with N = 1024 modes. The algorithm A3 produces results that are in very
good agreement with the full system and does so 9 times faster.
3 Case II: Knowledge of the terms but not of the
coefficients of the reduced model
We continue our presentation of the algorithms with the algorithms for the
case when we have partial knowledge of the reduced model, i.e. knowledge
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Figure 12: Case I, Galerkin, ν = 0: Comparison of the energy evolution as
produced by A3, the t-model and the random choice method.
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Figure 13: Case I, Galerkin, ν = 0.01: Evolution of the second eigenvalue
of the matrix M for different resolutions.
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Figure 14: Case I, Galerkin, ν = 0.01: (a) Time spent between refinement
steps for different tolerance values. (b) Comparison of the energy evolution
as produced by A3 and the full system.
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of Rˆ(1) but not of a(1). The constructions in this section can be considered as
time-dependent generalizations of the Swendsen renormalization algorithm
(e.g. see the nice presentation in Ch. 5 of [5]), even though here we do not
have a statistical framework.
3.1 How to locate a possible singularity
When we do not have knowledge of the coefficients a(1), it is not possible to
simulate the reduced model. In this case, the matrix B has to be computed
by using the values of the resolved modes from the full system. In this way
the conditions (3) are automatically satisifed. However, note that the re-
duced and full systems can still deviate since the full system uses in addition
the modes in G while the reduced system does not. We can formulate an
algorithm for locating the time of occurrence of a possible singularity.
Algorithm 4
1. Choose a resolution, i.e. a set of modes F ∪ G where F are the re-
solved modes and G the unresolved modes. Evolve the full system for
the modes in F ∪G. At the end of each step use the resolved modes as
computed from the full system to compute the reduced system quan-
tities.
2. Monitor the evolution of the eigenvalues of the renormalization matrix
M.
3. The eigenvalues corresponding to type i) terms should be 1 until the
reduced system starts deviating from the full system. After an initial
phase when the matrix B is singular (to within the numerical precision
used), the eigenvalues corresponding to type ii) terms should increase
until they reach a maximum. Record the time evolution of the eigen-
values up to time of the maximum. This will guarantee that the time
of occurrence of the turning point is included.
4. Repeat the experiment with a higher resolution. If the solution of the
PDE develops a singularity at time T ∗, the sequence (as we increase the
resolution) of the instants of occurrence of the turning point should
converge to T ∗. The converse is not necessarily true. Convergence
of the time of occurrence of the eigenvalue turning point to a finite
value, say τ, does not imply that the solution of the PDE develops a
singularity at τ. It may well be that the solution remains smooth but
requires higher resolution than currently available.
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The reader may be concerned that we are asking too much from our algo-
rithm. We want to evolve only the full system and at the same time detect
its progress towards underresolution through an internal check, i.e. without
reference to an externally provided well resolved solution. This is not im-
possible. Since the reduced model calculations use only the resolved modes
predicted by the full system, it is still possible to detect the deviation be-
tween the reduced and full models. While the full system is well resolved
and energy is moving from F to G, the reduced and full systems will deviate
at an increasing pace. When underresolution settles in, this deviation will
slow down but it will still be present until aliasing effects dominate the en-
ergy specturm. Thus, a turning point will still be present close to the time
of occurrence of a possible singularity. We are not advocating that this is
a reliable method to monitor the deviation of the full and reduced system
long after the occurrence of the singularity. In fact, no method that involves
the full system can be accurate for long after the singularity occurs. As in
Case I above, the more modes we use the more accurate the prediction of
the turning point should be. In the limit of an infinite number of modes, the
turning point converges to the correct time of occurrence of the singularity.
3.2 How to approach efficiently a possible singularity
The task of approaching efficiently a possible singularity can be accom-
plished through the same algorithm as in the Case I. The difference is that
the matrix B here is computed by using the resolved modes’ values as com-
puted from the full system.
Algorithm 5
1. Choose a value for TOL. For this value of TOL run a mesh refine-
ment calculation, starting, say, from Nstart modes to Nfinal modes.
For example, let Nstart = 32 and double at each refinement until, say
Nfinal = 256 modes. Record the values of the quantities Eˆi, i =
1, . . . ,m when N = Nfinal and |detB| = TOL. Let’s call this simula-
tion S1.
2. For the same value of TOL run a calculation with Nstart = Nfinal
modes (for the example Nstart = Nfinal = 256). Record the values of
the quantities Eˆi, i = 1, . . . ,m when |detB| = TOL. Let’s call this
simulation S2.
3. Compare to within how many digits of accuracy the quantities Eˆi, i =
32
1, . . . ,m computed from S1 and S2 agree. If the agreement is to within
a specified accuracy, say 5 digits, then choose this value of TOL. If
the agreement is in fewer digits, then decrease TOL (more stringent
criterion) and repeat until agreement is met.
4. Use the above decided value of TOL to perform a mesh refinement
calculation with a larger magnification ratio, i.e. a larger value for the
ratio Nfinal/Nstart.
As in Case I, the agreement in digits of accuracy between S1 and S2 de-
pends on the form of the terms chosen for the reduced model. Even though
we do not know the coefficients of the reduced model, knowledge of the
correct functional form of the terms can affect significantly the accuracy of
the results. This situation is well known in the numerical study of critical
exponents in equilibrium phase transitions (see e.g. Ch. 5 in [5]).
3.3 How to follow a possible singularity
When we only know the functional form of the terms appearing in the re-
duced model but not their coefficients it is not possible to evolve a reduced
system. Here we offer a partial fix of the problem which uses the same tools
that we have been using so far to study the occurrence of a possible singu-
larity. If the quantities Eˆi, i = 1, . . . ,m are e.g. Lp norms of the Fourier
modes, then we can multiply Equations (2) with appropriate quantities and
combine with Equations (3) to get
dEˆ1(uˆ)
dt
=
m∑
i=1
a
(1)
i Uˆ
(1)
i1 (t, uˆ(t))
dEˆ2(uˆ)
dt
=
m∑
i=1
a
(1)
i Uˆ
(1)
i2 (t, uˆ(t))
· · · = · · ·
dEˆm(uˆ)
dt
=
m∑
i=1
a
(1)
i Uˆ
(1)
im (t, uˆ(t))
where Uˆ
(1)
ij , i, j = 1, . . . ,m are the new RHS functions that appear. Note
that the RHS of the equations above does not involve primed quantities as in
Case I. The reason is that here the reduced quantities are computed by using
the values of the resolved modes from the full system. The above system of
equations is a linear system of equations for the vector of coefficients a(1).
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In fact, the matrix of the system is the transpose BT of the matrix B. The
linear system can be written as
BTa(1) = e (11)
where e =
(dEˆ1(uˆ)
dt
, . . . , dEˆm(uˆ)
dt
)
. This system of equations can provide us
with the time evolution of the vector a(1). There is no need to compute the
vector a(1) until the moment we reach the largest resolution available. But,
once the maximum resolution is reached, we can compute the vector a(1) and
use it to define a reduced model which, hopefully, can follow the possible
singularity. In summary, we have the following algorithm:
Algorithm 6
1. Use Algorithm 5 until the maximum allowed resolution has been
reached. Suppose that the set of modes for the maximum resolution
is K.
2. Divide K in two sets F and G, where F the resolved variables and G
the unresolved variables. Solve the system (11) to obtain the coefficient
vector for the reduced model.
3. Use the reduced model computed at Step 2 to follow the modes in F.
The determination of coefficients for the reduced model through the system
(11) is a time-dependent version of the method of moments. We specify the
coefficients of the reduced model so that the reduced model reproduces the
rates of change of a finite number of moments of the solution. This con-
struction can actually be used as an adaptive way of determining a reduced
model if one has access to experimental values of the rates of change of a
finite number of moments. Suppose that we are conducting a real world
experiment where we can compute the values of a finite number of moments
on a coarse grid only. Then we can use the system (11) at predetermined
instants to update a model defined on the coarse grid. Results of this con-
struction will be presented elsewhere.
3.4 Numerical results for Case II
As in Case I, we present results for the Burgers equation with zero and
nonzero viscosity. Before we proceed with the details of the numerical re-
sults we want to make a general comment about the difference in actual
computational time between the Case I and Case II algorithms. Recall that
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for Case I, we have to solve both the full and reduced system. The common
stepsize is governed by the reduced model, since close to the singularity it
starts losing energy and its stepsize decreases. This is just a result of the
time derivative of the solution changing more rapidly close to the singularity.
On the other hand, for Case II, we only solve the full system and thus there
is no significant slowdown close to the singularity. Thus, for the same mag-
nification ratio, the Case II algorithms turn out to be much faster than the
Case I algorithms. However, the Case I algorithms have better convergence
properties because they measure the deviation between the full system and
an actual reduced model. This deviation is more pronounced for the same
resolution and thus, for the same resolution the Case I algorithms give more
accurate results. It would be interesting to conduct a detailed comparison
of the two cases.
3.4.1 The case of zero viscosity
First, we present results of the application of Algorithm 4 (from now on
referred to as A4). Figure 15 shows the evolution of the first and second
eigenvalues of the matrix M for different resolutions. As we expected, the
first eigenvalue is equal to 1 until the moment when the reduced and full
system start deviating. The second eigenvalue remains close to zero until the
time of deviation of the reduced and full system. As in Case I, the evolution
of the second eigenvalue is more informative about the behavior of the two
systems. As we increase the resolution, the second eigenvalue remains closer
to zero for a longer time. When it increases it does so at a rate that is higher
the higher is the resolution. In Figures 16 and 17 we have zoomed in on the
time interval [.985,1.005]. As it should happen, the time when the evolution
of the second eigenvalue for a higher resolution crosses the evolution of the
second eigenvalue for the preceding resolution, moves towards 1. Also, the
time of occurrence of the turning point moves towards 1 as we increase the
resolution. The turning point for the highest resolution here N = 32768 is
around 1.002. For N = 8192, as the Case I calculation, the turning point is
around 1.004.
The results of the Algorithm 5 (A5) are presented in Figure 18. We
use this algorithm to perform mesh refinement when needed starting from
a resolution Nstart = 32 and allowing a maximum resolution of Nfinal =
8192. We present results for two values of the tolerance TOL1 = 10−16 and
TOL2 = 10−6. As in Case I, when the tolerance criterion is less strict the
algorithm can reach later times before running out of resolution.
In Figure 19 we compare the velocity field produced by A5 with Nstart =
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Figure 15: Case II, ν = 0: (a) Evolution of the first eigenvalue of the matrix
M for different resolutions. (b) Evolution of the second eigenvalue.
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Figure 16: Case II, ν = 0: Detail of the evolution of the second eigenvalue
around the time of singularity. As the resolution is increased, the time when
the evolution with a higher resolution crosses the evolution with the lower
resolution, moves towards 1.
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Figure 17: Case II, ν = 0: Detail of the evolution of the second eigenvalue
around the time of singularity. The turning point moves towards 1 as the
resolution is increased.
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Figure 18: Case II, ν = 0: (a) Time spent between refinement steps for
different tolerance values. (b) Time reached with the maximum allowed
resolution.
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Figure 19: Case II, ν = 0: Comparison of the velocity field produced at
the time of termination of A5 for two different magnification ratios. The
first simulation has Nstart = 32 and Nfinal = 8192 while the second has
Nstart = Nfinal = 8192.
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Figure 20: Case II, ν = 0: Comparison of the energy evolution as produced
by A6, the t-model and the random choice method.
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Figure 21: Case II, ν = 0.01: Evolution of the second eigenvalue of the
matrix M for different resolutions.
32, Nfinal = 8192 and TOL1 = 10
−16 with the velocity field produced by
A5 with Nstart = Nfinal = 8192 and the same tolerance. It is obvious
that the results are in very good agreement. However, the mesh refinement
calculation was about 240 times faster. For a calculation with Nstart =
32, Nfinal = 2048 and the same tolerance (as the result presented for Case
I) the acceleration factor was about 13.
Next, we present results for the Algorithm 6 (A6). The algorithm uses
A5 until the maximum resolution is reached and then switches to the t-
model. We compare the energy evolution as predicted by A6 with Nstart =
32, Nfinal = 512 and TOL = 10
−16, a t-model calculation withN = 512 and
the random choice method [9] with N = 4096 points. When the maximum
resolution is reached, the system (11) was solved once and the vector a(1)
was determined. We find a
(1)
1 = 1 and a
(1)
2 = 0.0284. The algorithm A6
produces results that are in very good agreement with the correct energy
decay as computed by the random choice method.
3.4.2 The case of nonzero viscosity
Figure 21 shows the evolution of the second eigenvalue of the matrix M
for different resolutions with ν = 0.01. As in Case I, the second eigenvalue
is decreasing until for large enough resolution it is practically zero for the
duration of the simulation. In Figure 22(a) we present the progress of the
refinement steps for TOL1 = 10−16 and TOL2 = 10−4. We present the
number of refinement steps needed until the refinement criterion is no longer
activated. In the first case, the criterion is very stringent and the algorithm
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Figure 22: Case II, ν = 0.01: (a) Time spent between refinement steps
for different tolerance values. (b) Comparison of the energy evolution as
produced by A6 and the full system.
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Figure 23: Case II, ν = 0 versus ν = 10−6: (a) Time spent between re-
finement steps for two different viscosity values. (b) Time reached with the
maximum allowed resolution for two different viscosity values.
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Figure 24: Case II, ν = 0 versus ν = 10−6: Comparison of the velocity field
produced at the time of termination of A5 for two different viscosity values.
has to refine more times to achieve it. Figure 22(b) shows the evolution
of the energy as predicted by A6 with Nstart = 32, Nfinal = 1024 and
TOL = 10−16 and a full system with N = 1024 modes. The algorithm A6
produces results that are in very good agreement with the full system and
does so 4 times faster.
3.4.3 No viscosity versus very small viscosity
We conclude our presentation with the comparison of the performance of
the algorithms for the case of zero and finite but very small viscosity. Our
aim is to show that a case with finite but very small viscosity cannot be
distinguished from a case with zero viscosity if we do not have adequate
resolution. Figures 23(a) and (b) show the comparison of the results for the
algorithm A5 with Nstart = 32, Nfinal = 65536 and TOL = 10
−16 for the
case of ν = 0 and ν = 10−6. Figure 24 shows the velocity field at the moment
when the algorithm runs out of resolution for the same magnification ratio
and the two different viscosities. The two solutions are practically the same.
Of course, if one allows higher resolutions eventually the viscous solution
will deviate from the inviscid one.
4 Conclusions and future work
We have presented a collection of algorithms, inspired by renormalization
constructions in critical phenomena, which allow the efficient location, ap-
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proach and tracking of a possible singularity. The algorithms have two vari-
ants. The first one (Case I) assumes a complete knowledge of the reduced
model. The second one (Case II) assumes knowledge of the functional form
of the reduced model but not of the actual coefficients. The different algo-
rithms were tested with rather encouraging results on the Burgers equation.
On a theoretical level, the algorithms can be used to study the behavior of
(near-) singular solutions. On the practical side, the algorithms can be used
as a mesh refinement tool. We have only examined the simple case of peri-
odic boundary conditions and the mesh refinement performed was uniform.
An extension of the algorithms to a real space formulation is possible and we
are currently working on it. A more detailed comparison of the Case I and
Case II algorithms on other equations will be very interesting. Also, it would
be interesting to investigate more the adaptive reduced model construction
as described at the end of Section 3.3.
The problem of how to construct mesh refinement methods and how to
approach more efficiently a possible singularity has attracted considerable
attention (see e.g. [1, 2, 3, 7, 8, 18]). We plan to extend the constructions
presented here to a real space formulation which will allow the treatment of
non-periodic boundary conditions and more complicated geometries. Also,
one can think of generalizing the algorithms to allow for mesh coarsening
after the phase of the interesting, and computationally intensive, dynamics
has passed.
The original motivation behind the development of the algorithms was
the open problem of the formation of singularities in finite time for the Euler
and Navier-Stokes equations of fluid mechanics. As we have stressed, the
algorithms allow us to come close to a possible singularity but not decide
definitely on the presence of an actual singularity. Maybe the algorithms
can be used to decide such an issue although it is not clear to the author
at the current stage. However, we hope that the algorithms can be of use
to the simulation of real world flows by allowing a better assessment of the
onset of underresolution.
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