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In this paper, we compute the triangular spectrum (as deﬁned by
P. Balmer) of two classes of tensor triangulated categories which
are quite common in algebraic geometry. One of them is the
derived category of G-equivariant sheaves on a smooth scheme X ,
for a ﬁnite group G . The other class is the derived category of split
superschemes.
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1. Introduction
This paper studies the prime spectrum of two tensor triangulated categories. Triangulated cate-
gories have been one of the most inﬂuential objects in mathematics. Introduced by Grothendieck and
Verdier to study Serre duality in a relative setting, this idea was soon developed by Verdier and Illusie
who studied the derived category of the abelian category of coherent sheaves, and the triangulated
category of perfect complexes respectively. Slowly the abstract homological construction of triangu-
lated categories permeated into other subjects like topology, modular representation theory and even
Kasparov’s KK theory. Balmer’s paper [3] gives a nice summary of the elegant history.
In algebraic geometry, triangulated categories mostly appear as the derived category of the abelian
category of coherent sheaves on a variety and as the category of perfect complexes on a variety. The
latter category, as was observed by Neeman [22], are just the compact objects of the derived cat-
egory of the abelian category of quasi-coherent sheaves (in case the scheme is quasi-compact and
separated). From now on we shall call the derived category of the category of coherent sheaves,
the derived category of the variety. Gabriel [11] and Rosenberg [24] proved that the category of
quasi-coherent sheaves completely determine the underlying variety. Bondal and Orlov [6] proved that
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either the canonical bundle or the anti-canonical bundle is ample. But the ampleness condition here
is crucial, as Mukai [19] gave an example of two nonisomorphic varieties whose derived categories
are equivalent.
Balmer [3] proved that in addition to the triangulated structure on a derived category, if we also
consider the tensor structure induced by the tensor structure in the category of coherent sheaves, we
have enough information to reconstruct the variety. He gave a method to reconstruct, by constructing
“the Spec” of the tensor triangulated category. The deﬁnition of Spec is quite general and applies to
any tensor triangulated category. Spectrum has been computed for few other triangulated categories,
for example [4]. In his ICM talk [4, Section 4.1], Balmer stressed the importance of computing Spec
for more examples. We demonstrate two such examples. In both these examples, the Spec turns out
to be a scheme. This reconﬁrms the already known fact that the Spec is not a good invariant of the
tensor triangulated category. This raises the question of whether one can deﬁne a ﬁner geometric
invariant. The ﬁrst author is presently working on this.
In Section 2, we recall the deﬁnition of Spec. We also recall some facts about G sheaves and prove
some lemmas which shall be useful in the next section.
In Section 3 we compute the Spec of the derived category of the abelian category of coherent G-
equivariant sheaves on some smooth quasi-projective scheme X . Since the scheme is quasi-projective
there exists an orbit space, see [20], which we denote as X/G . As G is a ﬁnite group and hence we
get a ﬁnite map π : X → X/G which is also a perfect morphism. Recall that a G equivariant sheaf is
deﬁned as follows
Deﬁnition 1.1. A G-sheaf (or G-equivariant sheaf or an equivariant sheaf with respect to the group G)
on X is a sheaf F together with isomorphisms ρg : F → g∗F for all g ∈ G such that the following
diagram
F
ρh
ρgh
h∗F
h∗ρg
h∗g∗F
(gh)∗F
is commutative for any pair g,h ∈ G . A G-sheaf is a pair (F ,ρ).
The category of coherent G-sheaves is denoted as CohG(X) and for simplicity we denote by DG(X),
the bounded derived category of coherent G-sheaves. Consider the aﬃne map π : X → X/G . Then
DG(X) admits a functor from the category of perfect complexes (see [27]) Dper(X/G),
π∗ :Dper(X/G) →DG(X).
Since we consider only quasi-projective varieties therefore the perfect complexes are nothing but
bounded complexes of vector bundles [27].
We prove the following theorem.
Theorem 1.2. Assume that the scheme X is a smooth quasi-projective variety over a ﬁeld k of characteristic p
with an action of a ﬁnite group G. If p > 0, assume that the order of G is coprime to p. The induced map
Spec
(
π∗
) : Spec(DG(X))→ Spec(Dper(X/G))
is an isomorphism of locally ringed spaces.
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Finally, in Section 4, we compute the Spec of the tensor triangulated category of perfect complexes
over a split superscheme.
Superschemes, studied by Manin and Deligne (see for example [18]), are also an important ob-
ject of study in modern algebraic geometry, specially due to applications in physics. The following
deﬁnition of split superscheme is given in Manin [17, pp. 84–85].
Deﬁnition 1.3.
1. A ringed space (X,OX ) is called superspace if the ring OX (U ) associated to any open subset U is
supercommutative and each stalk is local ring. A superspace is called superscheme if in addition the
ringed space (X,OX,0) is a scheme and OX,1 is a coherent sheaf over OX,0 (where the subscript
0 denotes the even part and the subscript 1 denotes the odd part). We shall denote by J X the
ideal sheaf generated by OX,1 inside OX .
2. A superscheme (X,OX ) is said to be quasi-compact (resp. quasi-separated) if X0 := (X,OX,0) is
quasi-compact (resp. quasi-separated) as a scheme.
3. A superscheme (X,OX ) is called split if the graded sheaf GrOX with mod 2 grading is isomorphic
as a locally superringed sheaf to OX . Here the graded sheaf
GrOX :=
⊕
i0
J iX/ J
i+1
X where J
0
X :=OX .
Manin has also given example of superschemes which are not split superschemes. An important
example of a split superscheme is super projective space Pn|m . We consider the triangulated category
Dper(X) of “perfect complexes” (the deﬁnition being modiﬁed appropriately in the super setting) on
this superscheme.
Theorem 1.4. Let X be a quasi-compact, quasi-separated, split superscheme. Let X0 = (X,OX,0) be the 0-th
part of this superscheme. Here X0 is by deﬁnition a scheme. Then we have an isomorphism of locally ringed
spaces
f : X0 → Spec
(Dper(X)).
The proof of homeomorphism adapts the classiﬁcation of thick tensor ideals due to Thomason
[26] as demonstrated by Balmer [3]. Again, following Balmer [3] we use the generalized localization
theorem of Neeman [22, Theorem 2.1] to ﬁnish the proof.
Finally, we would like to mention that recently we came across a paper [16] which proves a version
of Theorem 1.2 for stacks. But we would like to mention that our proof is different and is completely
scheme theoretic.
This article contains proofs of the results announced in [10].
We also would like to thank the referee for their suggestions.
2. Preliminaries
In this section we shall recall various basic deﬁnitions and facts which are used explicitly or im-
plicitly later.
2.1. Some deﬁnitions from category theory
As we are borrowing many deﬁnitions and results from Balmer’s papers [2,3] so we shall work
only with an essentially small categories i.e. categories equivalent to a small category. We recall ﬁrst
some basic deﬁnitions.
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translation or shift), and a collection of sextuple (a,b, c, f , g,h) with objects a, b, c and morphisms f ,
g , h, called distinguished triangles, satisfying certain axioms (cf. [28,14]), is called triangulated category.
Traditionally the image of any object, say a, via functor T i is denoted as a[i] and a distinguished
triangle is denoted in a similar way as short exact sequences: a → b → c → a[1].
Example 2.2. Let A be an abelian category and K ∗(A) (resp. D∗(A)), for (∗ = −,+ or b), be the
homotopy (resp. derived) category of an abelian category A. Then both additive categories are trian-
gulated categories, see [14, pp. 25 and 35] for proof. In particular we are interested in the cases when
A= CohG(X) for some variety X with an action of some ﬁnite group G; see Subsection 2.3 for more
details. When group G is trivial then A is an abelian category of coherent sheaves on variety X . An-
other class of examples which we shall consider later comes from an abelian categories A= Coh(OX )
for some split superscheme X .
Example 2.3. The category of perfect complexes on a scheme is a triangulated category. See [27] for
deﬁnitions.
2.2. Triangular spectrum
In this section we shall recall some deﬁnitions and results from Balmer’s papers [2] and [3]. Sup-
pose D is an essentially small triangulated category.
Deﬁnition 2.4. A tensor triangulated category is a triple (D,⊗,1) consisting of a triangulated category
with symmetric monoidal bifunctor which is exact in each variable. The unit is denoted by 1 (or Id).
Deﬁnition 2.5. A thick tensor ideal A of D is a full subcategory containing 0 and satisfying the follow-
ing conditions:
(a) A is triangulated: if any two terms of a distinguished triangle are in A then third term is also
in A. In particular direct sum of any two objects of A is again in A and this we refer as an
additivity. This property applied to the distinguished triangles a[−1] → 0 → a =−→+1 a and a →
0→ a[1] =−→+1 a[1] shows that A is closed under translations.
(b) A is thick: If a⊕ b ∈A then a ∈A.
(c) A is tensor ideal: if a or b ∈A then a ⊗ b ∈A.
If E is any collection of objects of D then we shall denote by 〈E〉 the smallest thick tensor ideal
generated by this subset in D.
Now we shall give an explicit description of a thick tensor ideal generated by some collection E in
a tensor triangulated category. This description follows Bondal [5]. Recall add(E) was deﬁned as the
additive category generated by E and closed under taking shifts inside D. Similarly deﬁne ideal(E)
as the full subcategory generated by objects of the form
⊕
i ai ⊗ xi where ai ∈ D and xi ∈ E . Since
1[k] ⊗ X is contained in ideal(E), it is closed under taking ﬁnite direct sum, shifts and tensoring
with any object of D. Recall that there is an operation on subcategories A,B, denoted by A B, and
deﬁned as the full subcategory generated by objects x which ﬁt in a distinguished triangle of the form
a → x→ b → a[1] with a ∈A and b ∈ B.
As observed in Section 2.2, Bondal et al. [5], if A and B are closed under shifts and direct sums then
A  B is also closed under shifts and direct sums. Similarly we can see that if A and B are tensor
ideal then A  B is also tensor ideal. Take smd(A) to be the full subcategory generated by all direct
94 U.V. Dubey, V.M. Mallick / Journal of Algebra 364 (2012) 90–118summands of objects of A. Now combining these two operations we can deﬁne a new operation on
collections of subcategories as follows
A 	 B := smd(A  B).
Using this operation we can deﬁne the full subcategories 〈E〉n for each non-negative integer as
〈E〉n := 〈E〉n−1 	 〈E〉0 where 〈E〉0 := smd(ideal(E)).
Now we can see the following description of ideal generated by a collection E .
Lemma 2.6. 〈E〉 =⋃n0〈E〉n.
Proof of the above lemma follows from the fact that right hand side subcategory is a thick tensor
ideal and contains every thick tensor ideal containing the collection E .
Deﬁnition 2.7.
(a) An additive functor, F :D1 →D2, is called exact (or triangulated) if it commutes with translation
functor and takes distinguished triangle to a distinguished triangle.
(b) An exact functor, F : D1 → D2, is called a tensor functor if there exists a natural isomorphism
η(a,b) : F (a) ⊗ F (b) → F (a ⊗ b) for objects a and b of D1.
(c) A tensor functor, F :D1 →D2, is called dominant if 〈F (D1)〉 =D2.
Note that every unital tensor functor is a dominant tensor functor.
Deﬁnition 2.8. A prime ideal of D is a proper thick tensor ideal P D such that a ⊗ b ∈ P implies
that either a ∈P or b ∈P . And triangular spectrum of D is deﬁned as set of all prime ideals, i.e.
Spc(D) = {P | P is a prime ideal ofD}.
The Zariski topology on this set is deﬁned as follows: closed sets are of the form
Z(S) := {P ∈ Spc(D) ∣∣ S ∩P =∅},
where S is a family of objects of D; or equivalently we can deﬁne the open subsets to be of the form
U (S) := Spc(D)\Z(S).
In particular, we shall denote by
supp(a) := Z({a})= {P ∈ Spc(D) ∣∣ a /∈ P},
the basic closed sets and hence U ({a}) are the basic open sets.
A collection of objects S ⊂ D is called a tensor multiplicative family of objects if 1 ∈ S and for
a,b ∈ S , a ⊗ b ∈ S .
We shall recall here the following lemma (see Balmer [3, Lemma 2.2]) which we shall need later,
Lemma 2.9. LetD be a non-zero tensor triangulated category and I ⊂D be a thick tensor ideal. Suppose S ⊂
D is a tensor multiplicative family of objects such that S ∩ I =∅ Then there exists a prime ideal P ∈ Spc(D)
such that I ⊂P and P ∩ S =∅.
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category with a morphism given by a unital tensor functors but it is not diﬃcult to see that it is
also true for an essentially small tensor triangulated categories with morphism given by a dominant
tensor functor i.e. we have the following result:
Proposition 2.10. Given F : D1 → D2 a dominant tensor functor, the map Spc(F ) : Spc(D2) → Spc(D1)
deﬁned as P → F−1(P) is well deﬁned, continuous and for all objects a ∈D1 , we have Spc(F )−1(supp(a)) =
supp(F (a)) in Spc(D2).
This deﬁnes a contravariant functor Spc(−) from the category of essentially small tensor triangulated cat-
egories with dominant tensor functors as morphisms to the category of topological spaces. So if F , G are two
dominant tensor functors then Spc(G ◦ F ) = Spc(F ) ◦ Spc(G).
Proof. See Balmer [3, Proposition 3.6]. 
Now we shall recall the deﬁnition of a structure sheaf deﬁned on Spc(D) as in Balmer [3, Sec-
tion 6].
Deﬁnition 2.11. For any open set U ⊂ Spc(D), let Z := Spc(D) \ U be the closed complement and
let DZ be the thick tensor ideal of D supported on Z . We denote by OD the sheaﬁﬁcation of the
following presheaf of rings: U → End(1U ) where 1U ∈ DDZ is the image of the unit 1 of D via the
localization map. And the restriction maps are deﬁned using localization maps in the obvious way.
The sheaf of commutative ring OD makes the topological space Spc(D) a ringed space, which we
shall denote by Spec(D) := (Spc(D),OD).
The construction of spectrum given in Balmer [3, Theorem 6.3] was extended by Buan, Krause
and Solberg [8, Theorem 8.5] from topologically noetherian schemes to more general quasi-compact,
quasi-separated schemes.
Theorem 2.12. (See Balmer [4, Theorem 54].) Let X be a quasi-compact and quasi-separated scheme. Suppose
Dper(X) denotes the tensor triangulated category of perfect complexes. Then
Spec
(Dper(X)) X
as ringed spaces.
2.3. G-sheaves
Throughout this section, k is a ﬁeld and G is a ﬁnite group whose order is coprime to the char-
acteristic of k. By a variety, we mean an integral separated scheme of ﬁnite type over k. Let X be a
smooth quasi-projective variety over k, with an action of a ﬁnite group G i.e. there is a group homo-
morphism from G to the automorphism group of algebraic variety X . We say G acts freely on X if
gx = x for any x ∈ X and any g ∈ G with g = e. Recall following general result proved in Mumford’s
book [20, p. 66] for the existence of ﬁnite group quotient,
Theorem 2.13. Let X be an algebraic variety and G a ﬁnite group of automorphisms of X . Suppose that for
any x ∈ X, the orbit Gx of x is contained in an aﬃne open subset of X . Then there is a pair (Y ,π) where Y is a
variety and π : X → Y a morphism, satisfying:
1. as a topological space, (Y ,π) is the quotient of X for the G-action; and
2. if π∗(OX )G denotes the subsheaf of G-invariants of π∗(OX ) for the action of G on π∗(OX ) deduced
from 1, the natural homomorphismOY → π∗(OX )G is an isomorphism.
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and separable. Y is aﬃne if X is aﬃne.
If further G acts freely on X, π is an étale morphism.
In the remark after the proof [20, p. 69], Mumford further showed that quasi-projective varieties
always satisﬁes the hypothesis of above theorem. We denote this quotient space (if it exists) as X/G .
Deﬁnition 2.14.
1. For a variety X with a G action, and H ⊂ G a subgroup, let XH be the subvariety of ﬁxed points
of H .
2. A G-invariant component is deﬁned to be a minimal G-invariant subvariety of X with reduced
structure such that its dimension is equal to dim X .
Proposition 2.15.With the notation in the above paragraph,
1. XH is a closed subvariety.
2. If H1 ⊆ H2 are subgroups then we have a reverse inclusion XH2 ⊆ XH1 .
3. If Z is any G-invariant component of X then there exists an open subset of Z with free action of G/H for
unique subgroup H.
4. If Z is any G-invariant subvariety of X then there exists the set of subgroups Hi for i = 1, . . . , r and open
subsets Wi , i = 1, . . . , r, of Z such that G/Hi acts freely on Wi for i = 1, . . . , r. Here r is the number
of G-invariant components of Z . Also note that the open subsets Wi are pairwise disjoint, and dim(Z \⋃
i Wi) < dim Z .
Proof. Proof of 1. Since XH =⋂h∈H Xh where Xh is a ﬁxed points of automorphism corresponding
to h under the action. It is enough to prove that the invariant of any automorphism of a variety is a
closed subset. Since X is separated, the diagonal and the graph of any automorphism will be closed
subset of X × X . The intersection of graph of automorphism with the diagonal will be closed subset
of the diagonal. Hence the invariant of the automorphism h will be closed in X .
Proof of 2. It clearly follows from the formulae XHi =⋂h∈Hi Xh .
Proof of 3. Since for any algebraic subvariety there exists the subgroup H such that G/H acts
faithfully (or effectively), we can assume that G acts faithfully on Z . Since for a faithful action, Z H is
a proper subset of Z for any nontrivial normal subgroup H of G , the open subset of Z deﬁned as
W = Z −
( ⋃
HG
Z H
)
,
where union on right side is over all nontrivial normal subgroups, is non-empty and it is easy to see
that G acts freely on W .
Proof of 4. Using 3, it is enough to prove that any algebraic subset can be uniquely written as
union of G-invariant components of Z , and an algebraic subset of dimension strictly less than dim Z .
Since Z is noetherian, it will be ﬁnite union of irreducible closed subsets. Take ﬁnite set S of generic
points of irreducible subsets of Z , which have the same dimension as Z . Now the action of G on Z
induces an action on the ﬁnite set S; since an automorphism of Z will take any irreducible subset to
another irreducible subset of the same dimension. Thus S can be uniquely written as a disjoint union
of G-invariant subsets. By taking union of closure of these generic points in each invariant subset, we
get the G-invariant components of Z . Clearly, any non-empty intersection of Wi and W j for i = j will
give a proper G-invariant component, and this will contradict the minimality. 
We shall now look at some properties of G-sheaves (Deﬁnition 1.1). The G-sheaves form a cat-
egory QCohG(X) as follows. Given two G-sheaves (F ,ρ) and (G,ψ), the group of morphisms
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HomQCohG (X)((F ,ρ), (G,ψ)) is deﬁned to be the group of G-invariant morphisms in HomX (F ,G).
QCohG(X) is an abelian category. Deﬁne CohG(X) to be the abelian subcategory of QCohG(X)
consisting of objects (F ,ρ), for which F is coherent. In Tohoku paper of Grothendieck [13] it was
proved that QCohG(X) has enough injectives. Also, for ﬁnite G and quasi-projective X , there is an
ample invertible G-sheaf, allowing G-equivariant locally free resolutions (see [13,7]). Therefore derived
functors of various functors like π∗,π∗ and ⊗ will always exist, in a similar fashion as in the non-
equivariant case, and for simplicity we shall write π∗ , π∗ and ⊗ for Rπ∗ , Rπ∗ and ⊗L respectively.
Deﬁnition 2.16. Let DG(X) be the bounded derived category of CohG(X).
Remark 2.17. CohG(X) can be given a tensor structure ⊗ : CohG(X) × CohG(X) → CohG(X) in the
obvious way. The tensor structure on the derived category DG(X) is given by the derived functor of
⊗. For more details on this tensor structure, one can refer to [7].
Also DG(X) has a natural structure of a k-linear category. We shall use this fact later.
Remark 2.18. Note that here and elsewhere (for example Theorem 1.2), we assume X to be smooth to
make the deﬁnition of DG(X) meaningful. It might be possible that with a proper but more general
deﬁnition of DG(X) we can remove the assumption that X is smooth. But we will not consider that
question in this paper.
Given an algebraic variety X with an action of a ﬁnite group G we have a natural morphism
π : X → Y := X/G which further gives a functor π∗ : CohG(X) → CohG(Y ) and by taking G-invariant
part of image we can deﬁne a functor πG∗ : CohG(X) → Coh(Y ) i.e. πG∗ (F ,ρ) = (π∗(F ,ρ))G for all
(F ,ρ) ∈ CohG(X). We have the following result when G acts freely on X (see Mumford’s book [20]
for proof).
Proposition 2.19. Let π : X → Y be a natural quotient morphism given by free action of the ﬁnite group G
on X. The map π∗ : Coh(Y ) → CohG(X) is an equivalence of abelian categories with the quasi-inverse πG∗ .
Further locally free sheaves corresponds to locally free sheaves of the same rank.
We can extend above equivalence to get a tensor equivalence π∗ between the categories Db(Y )
and DG(X).
Next we prove that there exists a canonical (or isotypic) decomposition, similar to ﬁnite dimen-
sional representation of ﬁnite groups. Suppose X is a smooth quasi-projective variety over a ﬁeld k,
with the structure morphism η : X → Spec(k). The category of all coherent sheaves on aﬃne variety
Spec(k) can be identiﬁed with category of all ﬁnite dimensional vector spaces and the category of all
G-equivariant sheaves can be identiﬁed with ﬁnite dimensional k-linear G representations. See [7] for
details.
Let (G, λ) be an object in CohG(X). We shall denote η∗(V ) ⊗ G by V ⊗ G for simplicity.
For the trivial action of G on X , the association of a G-sheaf G on X to its G-invariant subsheaf is
functorial. More precisely, the exact functor
( __ )G : CohG X → CohG X
induces an exact functor
( __ )G :DG(X) →DG(X).
Note that the action of G on an object in the image of this functor is trivial. Thus the image of ( __ )G
lies in Db(X), where Db(X) is considered as a subcategory of DG(X) consisting of objects with trivial
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deﬁne the exact functor
HomG(V , __ ) =
(
η∗V ⊗ __ )G :DG(X) →DG(X).
Notice that each object contained in the image of the functor HomG(V , _ ) are trivial G-sheaves.
Thus the image of HomG(V , __ ) lies in Db(X). Let Vλ be an irreducible representation of the group G .
We have the evaluation map from Vλ ⊗ V ∗λ to k. We can pullback the usual evaluation map from the
representation category to the bounded derived category of G-equivariant sheaves. Thus we have the
following morphism,
η∗(evVλ ) ⊗ id : Vλ ⊗ V ∗λ ⊗F →F .
Now by using the fact that the G-invariant part of a G-module V is a direct summand of V ∗ ⊗ V ,
and the map η∗(ev) ⊗ id we get the following map, which we denote by evF ,
evF :
⊕
λ
Vλ ⊗HomG
(
Vλ,F .
)→F ..
We have the following lemma which is used later to prove canonical decomposition.
Lemma 2.20. The association sending F . to⊕λ Vλ ⊗ HomG(Vλ,F .) gives an exact functor from DG(X) to
itself. Further, the objectwise morphism evF induces a natural transformation between this functor and the
identity functor.
Proof. Since the association HomG(V , _) is a functor, it is easy to see that the association taking F . to⊕
λ Vλ ⊗HomG(Vλ,F .) is functorial. Consider a morphism f :F .1 →F .2 in DG(X). Now the naturality
of the morphism ev follows from the commutativity of following diagrams,
⊕
λ Vλ ⊗HomG(Vλ,F .1)
⊕
λ Vλ ⊗ V ∗λ ⊗F .1 F .1
f⊕
λ Vλ ⊗HomG(Vλ,F .2)
⊕
λ Vλ ⊗ V ∗λ ⊗F .2 F .2
Here f :F1 →F2 is a morphism compatible with the action of the ﬁnite group G and therefore gives
commutativity of the left square. 
We recall a general result about G actions.
Lemma 2.21. Suppose M is a k-linear G-representation (need not be ﬁnite dimensional) for ﬁnite group G. The
following canonical evaluation map is an isomorphism
ev :
⊕
λ
Vλ ⊗HomG(Vλ,M) → M.
Proof. See [12, Proposition 4.1.15]. 
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ampl :DG(X) → Z;F . → ∣∣{i ∈ Z/Hi(F .) = 0}∣∣
that is, it is the number of non-zero hypercohomologies Hi of a bounded complex.
We prove the canonical decomposition of any object using pullback and reduction to aﬃne case.
Proposition 2.23. Suppose X is an algebraic set (need not be a smooth variety) over a ﬁeld K with trivial
action of a ﬁnite group G whose order is coprime to char(K ). Let F . be a bounded complex of G-equivariant
coherent sheaves i.e. ampl(F .) < ∞. There exists a direct sum decomposition of F . as follows
F . =
⊕
λ
Vλ ⊗Fλ
where Vλ are ﬁnite dimensional irreducible representations of G and Fλ = (V ∗λ ⊗ F .)G =: HomG(Vλ,F .).
Here the complexes Fλ are trivial G-equivariant sheaves or usual sheaves.
Proof. We shall divide proof into two steps. In the ﬁrst step we prove the case of coherent sheaf con-
centrated in degree zero (which we refer as a pure sheaf). In the second step we prove isomorphism
of the map ev using the ﬁrst step.
Step 1. Let F . be a complex with a coherent sheaf concentrated at zero, say F . We can assume
that the variety X is aﬃne as it is enough to prove isomorphism on any aﬃne cover. Hence we can
assume that F = M˜ . Thus we reduce the problem to proving that the following map is a bijection.
ev :
⊕
λ
Vλ ⊗HomG(Vλ,M) → M.
This map is an equivariant morphism, see [12, p. 184] for more discussions on this. It is enough to
prove that the map ev is bijection as a k-linear morphism but this follows from Lemma 2.21.
Step 2. Since ev is a natural transformation, the full subcategory of DG(X), on which ev is a
natural isomorphism, is thick. By Step 1, it contains shifts of sheaves and hence must be the whole of
DG(X).
Hence using these two steps we have the canonical decomposition as stated and further it is easy
to observe that F .λ are trivial as G-sheaves i.e. all ρg are identity, see Deﬁnition 1.1. 
We shall use Proposition 2.23 in the following form.
Corollary 2.24. Let X be a smooth algebraic variety deﬁned over k with a G action. Let U ⊂ X be a (possibly
singular) G-invariant, locally closed subset, with iU : U → X being the inclusion. Suppose H is a subgroup
of G with the property that it acts trivially on U . Then for any object (G,ρ) ∈DG(X) we have the canonical
decomposition,
(F,ρ) =
⊕
λ
Wλ ⊗ (F,ρ)λ
where F = i∗UG and (F ,ρ)λ = (W ∗λ ⊗ (F ,ρ))H and Wλ is a ﬁnite dimensional irreducible representation of
the subgroup H, and sum is over all ﬁnite dimensional irreducible representation of H. The subgroup H acts
trivially on (F ,ρ)λ and this will induce the natural action of the group G/H on (F ,ρ)λ .
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applies to U . 
Deﬁnition 2.25. For an object F of DG(X), we deﬁne
supphF =
⋃
i∈Z
suppHi(F).
Now we shall give a distinguished triangle for any complex of G-equivariant coherent sheaf F
over X . We have the following result:
Proposition 2.26. Let G, k, X and Y be as above.
1. Suppose V is a G-invariant open subset of Y with the induced action of G on V , which is trivial. Then for
G inDG(Y ),
i∗V
(GG)= (i∗V G)G .
2. Suppose G acts faithfully on X. If F ∈DG(X) with supph(F) = X then we have a distinguished triangle
π∗πG∗ (F) →F →F1
with supph(F1) supph(F). Same is true if we have faithful action of G on supph(F) X.
Proof. Proof of 1. It follows from the deﬁnition of G-equivariant functions.
Proof of 2. Since G acts faithfully on X we can use Proposition 2.15 to get an open subset U ⊆
X with free action of the group G . We shall use induction on amplitude length, ampl(F). When
ampl(F) = 1 then F is a shift of a coherent sheaf so enough to prove for coherent sheaf. Now using
the fact that supph(F) = X we have i∗U (F) = 0. There is a natural morphism coming from adjunction
and inclusion of G-invariant part, say η : π∗πG∗ (F) →F . Using ﬂat base change and part 1 of 2.26 we
get an isomorphism i∗Uπ∗πG∗ (F)  π∗πG∗ (i∗UF). Now this will give an isomorphism, as G act freely
on U , i.e. i∗U (η) : i∗Uπ∗πG∗ (F) → i∗UF is an isomorphism. Hence cone of the map η will have support
outside an open set U . This completes the ﬁrst step of induction.
Now assume that for all F with ampl(G)  (n − 1) we have such a distinguished triangle. Now
consider F with ampl(F) = n with highest cohomology in degree n. We have usual truncation distin-
guished triangle τ(n−1)(F) →F →Hn(F)[−n]. Using exactness of i∗U and argument similar to ﬁrst
step of induction we have the following commutative diagram (we have used the same notation η for
different sheaves),
i∗Uπ∗πG∗ τ(n−1)(F)
i∗U (η)
i∗Uπ∗πG∗ F
i∗U (η)
i∗Uπ∗πG∗ Hn(F)[−n]
i∗U (η)
i∗Uτ(n−1)(F) i∗UF i∗UHn(F)[−n]
Since both the extreme vertical arrows are isomorphism using induction hypothesis, we have isomor-
phism of the middle i∗U (η). Therefore cone of the map η will have proper support. 
Lemma 2.27. Let π : X → Y be the quotient map as before.
1. Given F ∈DG(X) we have supph(π∗F) = π(supphF).
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F =F0 F1 · · · Fm−1 Fm
G1 · · · Gm−1 Gm
where Gi = ⊕λi Wλi ⊗ π∗πG/Hi∗ (Fλi ) with the sum being over the irreducible representations of the
corresponding Hi ’s, supph(Fm) · · · supph(F).
Furthermore
supph
(
π
G/H j∗ (Fλ j )
)⊆ supph(π∗(Fλ j ))= π(supph(Fλ j )).
Proof. Proof of 1. Consider F ∈ DG(X) a complex of G-sheaves. We have the special case of the
Grothendieck–Leray spectral sequence [15, p. 74, (3.4)] as follows
Ep,q2 = Rpπ∗
(Hq(F))⇒ Rp+qπ∗(F).
Since Rpπ∗ = 0 for each p > 0 the above spectral sequence will degenerate and we get that
π∗(Hi(F)) =Hi(π∗(F)). Here as before Hi(F) represents the i-th cohomology sheaf of the com-
plex F . Now this will give the equality,
supph
(
π∗(F)
)=⋃
i
supp
(Hi(π∗F))=⋃
i
supp
(
π∗Hi(F)
)
.
Suppose we prove the assertion for pure sheaves, i.e. complexes of sheaves concentrated on degree 0,
then the following observation will complete the proof.
supph(π∗F) =
⋃
i
supp
(
π∗Hi(F)
)=⋃
i
π
(
supp
(Hi(F)))= π(supph(F)).
Now it remains to prove the assertion for pure sheaves. We shall denote by FU the restriction of the
sheaf F on the open set U of X . Suppose V j is an open aﬃne cover of Y and U j := π−1(V j) is the
aﬃne open cover of X . We shall denote the restriction of the map π on U j with the same notation π .
Now using the ﬂat base change we have π∗(FU j ) = (π∗F)V j for any sheaf F on X . Suppose the above
assertion is true for aﬃne case then the following observations will complete the proof.
π
(
supp(F))= π(⋃
j
(
supp(F) ∩ U j
))=⋃
j
π(suppFU j ) =
⋃
j
supp(π∗FU j )
=
⋃
j
supp
(
(π∗F)V j
)=⋃
j
supp(π∗F) ∩ V j = supp(π∗F).
It remains to prove the assertion for pure sheaves on aﬃne varieties. Suppose π : Spec B → Spec A
is a quotient map for the action of G on Spec B , and N˜ is a pure G-equivariant sheaf on Spec(B),
corresponding to the B-module N . Since A and B are noetherian rings, this reduces to the following
fact:
V
(
ann(AN)
)= π(V (ann(N))).
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ideal containing the ideal ann(N). Let π¯ : A → B be the algebra map corresponding to π .
Now to show V (ann(AN)) = π(V (ann(N))) it is enough to prove that
π¯−1
(
ann(N)
)= ann(AN).
This follows as x ∈ π¯−1(ann(N)) iff π¯ (x)N = 0. This is equivalent to x(AN) = 0 which in turn holds iff
x ∈ ann(AN). This concludes the proof of 1.
Proof of 2. To prove the ﬁrst part we use induction on the dimension of the homological support
of F . Note that the homological support is invariant under the action of G . If dimension is zero then
it will be set of G-invariant points and we shall get the direct sums of skyscrapers on these points. If
we have free action of G/H for some subgroup H then we have the canonical decomposition by 2.24.
This proves that the induction starts.
For the induction step, assume that for all G with dimsupph(G) n−1, we have a tower as in the
statement of the lemma. Now consider F with dimsupph(F) = n. Here supph(F) is a union of G-
invariant components and using Proposition 2.15 we get subsets Ui , open in supph(F) for i = 1, . . . , r
and subgroups Hi for i = 1, . . . , r. As observed before, these Ui are mutually disjoint and there is a
free action of group G/Hi on Ui for i = 1, . . . , r. Consider the open subset U1 ⊂ supph(F). Let iU1 be
the inclusion of U1 in X . By 2.24, we can decompose i∗U1 (F) as
i∗U1(F) =
⊕
λ
Wλ ⊗Fλ
where each Wλ is an irreducible representation of subgroup H1, and the Fλ ’s are G/H1-sheaves over
the open subset U1. Using adjunction and 2.19, we get a canonical isomorphism, ηλ : π∗πG/H1∗ (Fλ) →
Fλ in DG(U1). Putting these together, we get an isomorphism
⊕
λ
Wλ ⊗ π∗πG/H1∗ (Fλ) ∼−→ i∗U1(F) =
⊕
λ
Wλ ⊗Fλ. (1)
Let Fλ1 = (iU1 )∗Fλ . Then, Fλ ∼= i∗U1Fλ1 , since the adjunction map i∗U1 iU1∗Fλ1 → Fλ1 induces an iso-
morphism on stalks, as U1 is open in supph(Fλ1 ). Also, since U1 is open in supph(F), there exists an
open subset U˜1 ⊂ X such that U˜1 ∩ supph(F) = U1. Let U¯1 = U˜1 ∪ (X \ supph(F)), and V1 = π(U¯1).
Now we shall prove that
π∗πG/H1∗ i∗¯U1(Fλ1) ∼= i
∗¯
U1
π∗πG/H1∗ (Fλ1).
This follows from ﬂat base change and some functorial properties, by considering the diagram,
U¯1
iU¯1
π
X
π
V1
iV1
Y
and from the following sequence of canonical isomorphisms:
i∗¯
U1
(
π∗πG/H1∗ (Fλ1)
)∼= π∗i∗V1(π∗(Fλ1))G/H1 ∼= π∗(i∗V1π∗(Fλ1))G/H1
∼= π∗(π∗i∗¯ (Fλ1))G/H1 = π∗πG/H1∗ i∗¯ (Fλ1).U1 U1
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isomorphism by looking at stalks, where η˜ is the map
⊕
λ Wλ ⊗π∗πG/H1∗ (Fλ1 ) →F coming from the
appropriate adjunction maps. We shall denote
⊕
λ Wλ ⊗ π∗πG/H1∗ (Fλ1 ) by G1. Now using 1 of 2.27
we get that supph(πG/H1∗ (Fλ1 )) ⊆ supph(π∗(Fλ1 )) = π(supph(Fλ1 )).
From the above discussion, the cone of the map η˜, say F1, will have the property that i∗U1 (F1) = 0
and hence supph(F1) ⊆ (supph(F) \ U1) supph(F). Now we can proceed similarly with F1 whose
support has less number of G-invariant components than F and hence in ﬁnitely many steps (in
less than r steps) the dimension of homological support will drop. Hence we shall get Fi and Gi for
i = 1, . . . , s with the stated restrictions on supports. The dimension of supph(Fs)  n − 1 and that
concludes the induction step. 
3. Example: Derived category of equivariant sheaves
In this section we shall compute Balmer’s triangular spectrum for some particular examples. This
computation of triangular spectrum also motivates the need for some ﬁner geometric structures at-
tached to a given tensor triangulated category.
Throughout this section, G is a ﬁnite group and k is a ﬁeld whose characteristic is coprime to the
order of G . The varieties we consider will be deﬁned over this ﬁeld k.
Consider a ﬁnite group G acting on a smooth quasi-projective variety X . Deﬁne π : X → Y := X/G
as above a G-equivariant map. Here the action of G on Y is trivial. Note that for a ﬁnite group, the
quotient space always exists by Section 2. We shall now prove the following.
Proposition 3.1. The morphism of locally ringed spaces
Specπ∗ : SpecDG(X) → SpecDper(Y )
is an isomorphism. Since by Balmer [4, Theorem 54] SpecDper(Y ) ∼= Y as schemes,
SpecDG(X) ∼= Y
as schemes.
We only have to prove the ﬁrst isomorphism. We know there are two exact functors π∗ :
Dper(Y ) →DG(X) and π∗ :DG(X) →Dper(Y ). We also know that the map π∗ is a unital tensor func-
tor and hence it will give the map Spec(π∗) : Spec(DG(X)) → Spec(Dper(Y )). Note that π∗ need not
be a tensor functor. We shall prove that Spec(π∗) is a closed bijection and induces an isomorphism
for the structure sheaves.
To simplify the proof we will break it in several steps. The ﬁrst two steps will prove that Spec(π∗)
gives a bijection of sets on the underlying topological spaces of the two Specs in question. The next
step will show that the underlying topological spaces are homeomorphic. Then ﬁnally in Step 4 we
prove that the Specs of the tensor triangulated categories under consideration, are isomorphic as
ringed spaces.
Step 1: Spec(π∗) is onto
Suppose q ∈ Spec(Dper(Y )) is a prime ideal then we want to construct a prime ideal p in
Spec(DG(X)) such that q = (π∗)−1(p). Recall that 〈π∗(q)〉 denotes the thick tensor ideal generated
by the image of q via functor π∗ in a tensor triangulated category DG(X). We have a following
lemma which uses the explicit description of thick tensor ideal 〈π∗(q)〉.
Lemma 3.2. π∗(〈π∗(q)〉) ⊆ q.
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〈
π∗(q)
〉= ⋃
n0
〈
π∗(q)
〉n
where 〈π∗(q)〉n constructed inductively by taking 〈π∗(q)〉0 as the summands of tensor ideal generated
by π∗(q) and 〈π∗(q)〉n to be the thick tensor ideal containing cone of morphism between any two
objects of 〈π∗(q)〉(n−1) and 〈π∗(q)〉0. Here cone of a morphism refers to the third object of any
distinguished triangle having this morphism as a base or equivalently we can use 	 operation. The
above equality follows from Lemma 2.6 proved earlier.
We shall use induction on n in the above explicit description. For n = 0, given F ∈ q,
π∗
(
π∗(F) ⊗ G)=F ⊗ π∗(G) ∈ q,
and hence π∗(〈π∗(q)〉0) ⊆ q using thickness of q.
Using induction suppose we know that π∗(〈π∗(q)〉(n−1)) ⊆ q. Since π∗ is an exact functor, it fol-
lows that the image under π∗ of a cone of any morphism is a cone of π∗ of the morphism. Hence
using the triangulated ideal property and thickness of q it follows that π∗(〈π∗(q)〉n) ⊆ q. Therefore
we have π∗(〈π∗(q)〉) = π∗(⋃n0〈π∗(q)〉n) ⊆ q. 
Lemma 3.3. π∗(Dper(Y ) \ q) ∩ 〈π∗(q)〉 =∅.
Proof. To prove this by contradiction, suppose that there exists an object G ∈ (Dper(Y ) \ q) such
that π∗(G) ∈ 〈π∗(q)〉. Then using the above lemma π∗(π∗G) ∈ q. On the other hand, the projection
formula implies π∗(π∗G) = G ⊗π∗(OX ), which we saw is in q.
Using the primality of q it follows that π∗(OX ) ∈ q. Now (π∗(OX ))G =OY is a direct summand of
π∗(OX ) by the canonical decomposition of a G-sheaves on Y . Hence OY is an object of q; which is
absurd. 
To complete Step 1, we apply Balmer’s result 2.9 to get a prime ideal p, such that π∗(Dper(Y ) \
q) ∩ p = ∅ and 〈π∗(q)〉 ⊆ p. Hence we shall get q = (π∗)−1(p) which proves the surjectivity of the
map Spec(π∗).
Step 2: Injectivity of Spec(π∗)
First we prove a technical lemma.
Lemma 3.4. Let π : X → Y be the quotient map as before. Let p be a prime ideal in DG(X) and suppose that
(π∗)−1(p) = qy . Here, y is the point in Y corresponding to qy in Spec(Dper(Y )) ∼= Y .
1. Let F ∈DG(X) be such that its homological support is contained in (X \ π−1(y)). Then, it is an object
of p.
2. Let F be an object of p. Then supph(F) ⊆ (X \ π−1(y)).
Proof. Proof of 1. Using 2 of 2.27, there is a tower whose lower terms Gi :=⊕λi Wλi ⊗π∗πG/Hi∗ (Fλi )
have support contained in the subset X − π−1(y). Since supph(Wλi ⊗ OX ) = X , we have
supph(π∗πG/Hi∗ (Fλi )) ⊆ X − π−1(y). Using 1 of 2.27, the support of πG/Hi∗ (Fλi ) will be in Y − y
and hence πG/Hi∗ (Fλi ) ∈ qy . We know π∗(qy) ⊆ p where Spec(π∗)(p) = qy is given. This will prove
π∗πG/Hi∗ (Fλi ) ∈ p and hence Gi ∈ p. Now using the tower and the deﬁnition of a triangulated ideal,
F is contained in p.
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that supph(F ′) = π−1( y¯) = π−1(y). Now applying the same procedure as in 2 of 2.27, we shall get a
distinguished triangle
⊕
λ
Wλ ⊗ π∗πG/H∗
(F ′λ)→F ′ →F ′′ →
with supph(F ′′)  supph(F ′). Since the G-invariant subset supph(F ′′) is a proper subset of π−1(y)
therefore supph(F ′′) ∩ π−1(y) = ∅. Using 1 above, we get that F ′′ ∈ p. Hence using triangulated
ideal property the third object of distinguished triangle will be in p i.e.
⊕
λ Wλ ⊗ π∗πG/H∗ (F ′λ) ∈ p.
But this gives π∗πG/H∗ (F ′λ) ∈ p with supph(πG/H∗ (F ′λ)) ⊆ y¯ as Wλ ⊗ OX is not in any p because
W ∗λ ⊗ Wλ ⊗OX contains the OX as direct summand, see Proposition 10.30 of [9]. And, at least for
one λ, say λ0, we have supph(π
G/H∗ (F ′λ)) = y¯ which gives πG/H∗ (F ′λ0 ) /∈ qy . This is a contradiction as
π∗(Dper(Y )) ∩ p= π∗(qy). 
Proposition 3.5. Suppose X is a smooth quasi-projective varieties of dimension n. Then the map Spec(π∗) :
Spec(DG(X)) → Spec(Dper(Y )) is injective.
Proof. We prove this proposition by contradiction. Let p1,p2 be two distinct points of Spec(DG (X))
which maps to the same point qy i.e. (π∗)−1(p1) = (π∗)−1(p2) = qy . Let F ∈ p1 be a complex of
G-equivariant sheaves. Now we use the above lemma.
Using 2, we have supph(F) ⊆ (X −π−1(y)). Therefore using 1, and the fact that (π∗)−1(p2) = qy ,
we get that F ∈ p1 ∩ p2. Hence p1 ⊆ p2. Similarly, p2 ⊆ p1 implying that p1 = p2. This contradicts the
assumption that p1 = p2, and hence proves the proposition. 
Step 3: Spec(π∗) is closed and hence is a homeomorphism
Here we need bijection of the above step to prove closedness of the map Spec(π∗). We shall
use the fact that W ⊗OX /∈ p for any ﬁnite dimensional representation and any prime ideal p. This
follows from the fact that the representation on W ∗ ⊗W ⊗OX , coming from W ⊗OX , has the trivial
representation as a direct summand, see Proposition 10.30 of [9]. Since supp(F), F ∈DG(X), are the
basic closed sets therefore it is enough to prove that their image under the map Spec(π∗) are closed.
Now to prove this we shall use the description given in Lemma 2.27 for any object of DG(X). Writing
Gλ j = πG/H j∗ (Fλ j ) for simplicity, we have the following lemma.
Lemma 3.6. Spec(π∗)(supp(F)) =⋃ j⋃λ j supp(Gλ j ).
Proof. Given F ∈ p we have Gλ j ’s as in Lemma 2.27. Now,
F ∈ p ⇔ Wλ j ⊗ π∗(Gλ j ) ∈ p ∀ j, λ j
⇔ π∗(Gλ j ) ∈ p, since Wλ j ⊗OX /∈ p.
Therefore
F /∈ p ⇔ ∃λ j such that π∗(Gλ j ) /∈ p.
Let p ∈ supp(F) and hence by the deﬁnition F /∈ p. Now using the above observation there exists
a λ j such that π∗(Gλ j ) /∈ p i.e. Gλ j /∈ (π∗)−1(p) = Spec(π∗)(p) and hence Spec(π∗)(p) ∈ supp(Gλ j ).
Therefore Spec(π∗)(supp(F)) ⊆⋃ j⋃λ supp(Gλ j ).j
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inition Gλ j /∈ q but using the bijection of the map Spec(π∗) we have Gλ j /∈ (π∗)−1(p) = q for some
p. Now it follows that π∗(Gλ j ) /∈ p and once again using the above observation we have F /∈ p i.e.
p ∈ supp(F). Hence we have ⋃ j⋃λ j supp(Gλ j ) ⊆ Spec(π∗)(supp(F)). 
Since union in right hand side of above lemma is ﬁnite it follows that the image of supp(F) under
the map Spec(π∗) is closed for all F ∈DG(X). Hence the map Spec(π∗) is a closed map and therefore
it is a homeomorphism.
Remark 3.7.
1. The classiﬁcation of thick tensor ideals in DG(X) is given by Thomason subsets of X/G . More
precisely, the thick tensor ideals in DG(X) are generated by objects, whose images have as their
support a Thomason subset of Y . Thus the bijection can be restated as a bijection between thick
tensor ideals of DG(X) and G-invariant Thomason subsets of X .
2. In a fashion, similar to [26, Theorem 4.1], one can use the classiﬁcation of thick tensor ideals of
DG(X) to give a classiﬁcation of strictly full tensor ideals of DG(X).
Step 4: Spec(π∗) is an isomorphism
In this step we shall prove that the above homeomorphism Spec(π∗) is, in fact, an isomorphism.
We begin by proving the following lemma which we shall use later.
Lemma 3.8. There exists a natural transformation η : π∗πG∗ → Id (resp. μ : Id → πG∗ π∗) such that
η(OX ) = id (resp. μ(OY ) = id) where π∗πG∗ (OX ) =OX (resp. πG∗ π∗(OY ) =OY ).
Proof. We shall prove the existence of η, as μ can be found using similar arguments. Since the func-
tor π∗ is a left adjoint of the functor π∗ we have a natural transformation η′ : π∗π∗ → Id given by
the adjunction property. We also have a natural transformation given by inclusion of G-invariant part
of sheaves on Y , say I . Now composing with the functors π∗ and π∗ we get another natural trans-
formation which composed with η′ gives the η i.e. η := η′ ◦ (π∗ · I · π∗). Now to prove η(OX ) = Id
we can assume that X is an aﬃne variety. Suppose A˜ is a structure sheaf of X and B˜ is the structure
sheaf of Y . Since π∗ is a unital tensor functor, π∗(OY ) =OX . This implies Riπ∗ = 0 for i > 0. Simi-
larly, using the Leray spectral sequence one can deduce Riπ∗ = 0 for i > 0. Thus we get a morphism
π∗πG∗ ( A˜) → A˜, in place of its derived functors. Now clearly the multiplication map A ⊗B (B A)G → A
is just inverse of the natural identiﬁcation map of A with A⊗B (B A)G . Hence the map η(OX ) : A˜ → A˜
is an identity map. Similarly we can prove that μ(OY ) = Id. 
Recall the deﬁnitions of structure sheaves and associated map of the sheaves given by the
unital tensor functor of underlying tensor triangulated categories 2.2 i.e. given a unital functor
π∗ :Dper(Y ) →DG(X) the morphism Spec(π∗) induces a map of the structure sheaves, Spec(π∗)# :
OY →OX . We shall prove that this map is an isomorphism by observing that Spec(π∗)#(V ) is an iso-
morphism for every open set V ⊆ Spec(Dper(Y )). If we take U = π−1(V ), Z = Y \ V and Z ′ = X \ U
then we have a functor π∗V : D
per(Y )
DperZ (Y )
→ DG (X)DG
Z ′ (X)
which will induce a map π∗V := Spec(π∗)#(V ) :
EndDper (Y )
DperZ (Y )
(OY ) → End DG (X)
DG
Z ′ (X)
(OX ).
Lemma 3.9. The map π∗V : EndDper (Y )
Dper (Y )
(OY ) → End DG (X)
DG (X)
(OX ) is surjective.
Z Z ′
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DperZ (Y )
(OY ) then the map π∗ will send it to
an element [OX π
∗(s)←−−−− π∗(G) π∗(a)−−−−→OX ] of End DG (X)
DG
Z ′ (X)
(OX ). It is now enough to prove that this map
is a surjection.
Let [OX t←− F b−→ OX ] ∈ End DG (X)
DG
Z ′ (X)
(OX ) be a given element then using the functor πG∗ we
shall get an element [OY π
G∗ (t)←−−−− πG∗ (F)
πG∗ (b)−−−−→ OY ] ∈ EndDper (Y )
DperZ (Y )
(OY ) as supph(C(πG∗ (t))) ⊆ Z us-
ing the ﬂat base change and the canonical isomorphism, i∗V πG∗ (F)  (i∗V π∗(F))G  πG∗ (i∗UF)
i∗U (t)−−−→
πG∗ (i∗UOX ) OV . Now we want to prove that
[OX t←−F b−→OX ]= [OX π∗πG∗ (t)←−−−−− π∗πG∗ (F) π∗πG∗ (b)−−−−−→OX ].
Using Lemma 3.8, we have a natural map η(F) : π∗πG∗ (F) → F , so to prove the assertion it is now
enough to check that t ◦ η(F) = π∗πG∗ (t), b ◦ η(F) = π∗πG∗ (b) and the cone of η(F) is supported on
Z ′ that is C(η(F)) ∈ DGZ ′ (X). Here the ﬁrst two assertions follows from the following commutative
diagrams which are a consequence of Lemma 3.8.
π∗πG∗ (F)
η(F)
π∗πG∗ (t)
F
t
π∗πG∗ (F)
η(F)
π∗πG∗ (b)
F
b
OX
η(OX ) OX OX
η(OX ) OX
Now the last assertion C(η(F)) ∈DGZ ′ (X) is equivalent to i∗U C(η(F))  0 in DG(U ) but as the functor
i∗U is exact this assertion is the same as C(i∗Uη(F))  0. Since a cone of an isomorphism is zero, it
is enough to check that the map i∗Uη(F) is an isomorphism. And this follows from the following
commutative diagram.
i∗Uπ∗πG∗ (F)

i∗Uη(F)
i∗UF
π∗πG∗ (i∗UF)
π∗πG∗ i∗U (t)
η(i∗UF)
i∗UF
i∗U (t)
π∗πG∗ (OU )
η(OU ) OU
In above diagram we had used the same notations π and η for its restriction on open subsets. Here
the top left vertical isomorphism comes from the ﬂat base change formula and using the following
canonical isomorphism.
i∗Uπ∗πG∗ (F)  π∗i∗V
(
π∗(F)
)G  π∗(i∗V π∗(F))G  π∗(π∗i∗U (F))G = π∗πG∗ (i∗UF).
This proves that π∗V is surjective. 
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Proof. Let [OY s←− G a−→ OY ] ∈ EndDper (Y )
DperZ (Y )
(OY ) maps to zero in End DG (X)
DG
Z ′ (X)
(OX ) i.e. [OX π
∗(s)←−−−−
π∗(G) π∗(a)−−−−→ OX ] = 0 which is equivalent to the existence of F and a map t : F → π∗G with
supph(C(t)) ⊆ Z ′ such that π∗(a) ◦ t = 0. Now the map πG∗ (t) : πG∗ (F) → πG∗ π∗(G) gives πG∗ π∗(a) ◦
πG∗ (t) = 0 and as proved earlier we know that supph(C(πG∗ (t))) ⊆ Z whenever supph(C(t)) ⊆ Z ′ .
Hence the element [OY π
G∗ π∗(s)←−−−−−− πG∗ π∗(G)
πG∗ π∗(a)−−−−−−→OY ] = 0 in EndDper (Y )
DperZ (Y )
(OY ). We shall prove that
[OY s←− G a−→ OY ] = [OY π
G∗ π∗(s)←−−−−−− πG∗ π∗(G)
πG∗ π∗(a)−−−−−−→ OY ] as an elements of EndDper (Y )
DperZ (Y )
(OY ). Now
using Lemma 3.8 we have a map μ(G) : G → πG∗ π∗(G) which gives the following commutative dia-
grams:
G
μ(G)
s
πG∗ π∗(G)
πG∗ π∗(s)
G
μ(G)
a
πG∗ π∗(G)
πG∗ π∗(a)
OY
μ(OY ) OY OY
μ(OY ) OY
Therefore it remains to prove that i∗V C(μ(G)) = 0 but as before this is equivalent to proving
C(i∗V μ(G)) = 0 since the functor i∗V is an exact functor. Again using the fact that a cone of an iso-
morphism is zero it is enough to prove that i∗V μ(G) is an isomorphism. This clearly follows from the
following commutative diagrams:
i∗V G
i∗V μ(G)
i∗V πG∗ π∗(G)

i∗V G
i∗V (s)
μ(i∗V G)
πG∗ π∗(i∗V G)
 πG∗ π∗i∗V (s)
OV
μ(OV )
πG∗ π∗(OV )
Here again as earlier the top right vertical isomorphism comes from the ﬂat base change and the
following sequence of natural isomorphisms.
i∗V πG∗ π∗(G)  i∗V
(
π∗π∗G
)G  (i∗V π∗π∗G)G  πG∗ i∗Uπ∗G  πG∗ π∗(i∗V G).
This proves injectivity of the map π∗V . 
From the above two lemmas it follows that π∗V is an isomorphism and hence Spec(π∗) is an
isomorphism of the locally ringed spaces Spec(Dper(Y )) and Spec(DG(X)).
4. Example: Superschemes
In this section, we shall recall the basic deﬁnition of superscheme and some properties of it. Then,
we shall relate various notions for superschemes with usual schemes.
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An associative Z/2Z-graded ring is an associative ring R with a direct sum decomposition
R = R0 ⊕ R1 as an additive group so that multiplication preserves the grading i.e. Ri R j ⊆ Ri+ j for
i, j ∈ Z/2Z. There exists a parity function which takes values in the ring Z/2Z= {0,1} for every ho-
mogeneous element of R i.e. if r ∈ Ri then the parity is denoted by r¯ = i. Now we restrict to following
important class of rings,
Deﬁnition 4.1. An associative Z/2Z graded ring with unity, R = R0 ⊕ R1 is called supercommutative if
the supercommutator of a ring R is zero i.e. [r1, r2] := r1r2 − (−1)r¯1 r¯2r2r1 = 0 for all r1, r2 ∈ R . Further
ring is called k-superalgebra if R is supercommutative k-algebra with k ⊆ R0. We shall assume that
2 ∈ R is invertible. This will ensure that the elements with parity 1 are nilpotents.
As usual we can deﬁne an abelian category of left modules over any k-superalgebra R , say
Mod(R). An object of this category is a Z/2Z-graded abelian group with a left R-module struc-
ture which is compatible with the grading i.e. RiM j ⊆ Mi+ j for all i, j = 0,1. Morphism between
these objects is a graded morphism compatible with the action of R . Similarly there exists a parity
function deﬁned for each homogeneous element of a module M as above. We can deﬁne the parity
change functor Π :Mod(R) →Mod(R); M → ΠM with Z/2Z grading given by (ΠM)0 = M1 and
(ΠM)1 = M0. There exists an exact faithful functor from Mod(R) as follows
f f :Mod(R) →Mod(R0)×Mod(R0).
A canonical right module structure on left R modules is given by mr := (−1)m¯r¯rm. Now using
this structure we can deﬁne tensor product of two left R-modules M1 and M2 as the quotient of
M1 ⊗R0 M2 by the submodule generated by homogeneous elements {r1m1 ⊗m2 − (−1)m¯1m1 ⊗ r1m2 |
r1 ∈ R1, mi ∈ Mi}. Here M1 ⊗R0 M2 is deﬁned as a tensor product of two Z/2Z graded modules
over a commutative ring R0. The tensor product M1 ⊗R M2 is then a Z/2Z graded module with
m⊗ n = m¯ + n¯. The commutativity constraint is similar to the case of tensor product of supervector
spaces. Another important notion in commutative algebra is localization. It is easy to deﬁne local-
ization of rings and modules if multiplicative set is contained in the center of a ring. For super
commutative ring we can deﬁne localization at any homogeneous prime ideal. It is easy to ob-
serve that given an R module M and a prime ideal p, the localization Mp = 0 iff (R0M)p = 0 or
((R/ J )M)p = 0 where J := R · R1. One can also prove Nakayama’s lemma for superrings by using argu-
ments similar to [1, Proposition 2.6].
Proposition 4.2 (Nakayama’s lemma). Suppose a ﬁnitely generated R module M satisﬁes IM = M for the
homogeneous ideal I given by the intersection of all maximal homogeneous ideals then M = 0.
Now using Nakayama’s lemma we get the following result whose proof is similar to the commu-
tative case.
Corollary 4.3. Suppose (R,m) is a local superring. Let M,M1 and M2 be ﬁnitely generated R modules.
1. A ﬁnitely generated module M = 0 if and only if M ⊗ R/m= 0.
2. M1 ⊗ M2 = 0 if and only if M1 = 0 or M2 = 0.
4.2. Split superscheme
Given any topological space X we can deﬁne a super ringed space by attaching a sheaf of super-
rings on X . We shall denote a sheaf of superrings with Z/2Z grading as OX =OX,0 ⊕OX,1. Similarly
we can deﬁne sheaf of modules and parity change functor Π over such a ringed space as before.
We have the following deﬁnition:
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subset U is supercommutative and each stalk is local ring. A superspace is called superscheme if in
addition ringed space (X,OX,0) is a scheme and OX,1 is a coherent sheaf over OX,0.
A superscheme X is called quasi-compact and quasi-separated if (X,OX,0) is quasi-compact and
quasi-separated. Similarly a superscheme is (topologically) noetherian if (X,OX,0) is (topologically)
noetherian. We shall use these notions later to borrow results developed by Grothendieck. We say
that a superscheme is aﬃne if the even part of structure sheaf (X,OX,0) is aﬃne. It is easy to see
that any aﬃne superscheme has as its ring of global functions, a super commutative ring. Equivalently
an aﬃne superscheme associated to any super commutative ring can be deﬁned in a manner similar
to usual aﬃne schemes. Note that in the deﬁnition of superscheme the odd part is a coherent sheaf of
modules over the even part. Therefore if even part of a superscheme is noetherian then we shall get
the left (or two sided) noetherian superscheme. Given a superscheme (X,OX ) we can deﬁne sheaf of
ideal [17, p. 83] J X :=OX ·OX,1. Deﬁne Gr X :=⊕i0 J iX/ J i+1X where J0X :=OX and we denote the
ﬁrst term of Gr X as Gr0 X =OX/ J X . Now using these notation we can deﬁne structure sheaves of
even scheme and reduced scheme associated to the superscheme X as follows
OXrd := Gr0 X and OXred :=OX/
√
J X .
Here J X/ J2X is a locally free sheaf of ﬁnite rank 0|d for some d over OXrd . And Gr X is a Grassmann
algebra over OXrd of locally free sheaf J X/ J2X . Following particular class of superschemes are deﬁned
in Manin [17, p. 85].
Deﬁnition 4.5. A superscheme (X,OX ) is called split if the graded sheaf Gr X with mod 2 grading is
isomorphic as a locally superringed sheaf to the structure sheaf OX .
Manin has also given a way to construct such a split superscheme. If we take purely even scheme
(X,OX ) and a locally free sheaf V over OX then we can deﬁne symmetric algebra of odd locally free
sheaf ΠV , which is denoted S(ΠV), then (X, S(ΠV)) is a split superscheme. An important example
is given by projective superscheme Pm|n where the locally free sheaf V is O(−1)n . An example of a
nonsplit superscheme given in Manin [17, p. 86] is Grassmann superscheme G(1|1,C2|2) which is also
an example of a superprojective scheme.
We can deﬁne an abelian category of sheaf of left modules over OX , denoted by Mods(X) or
Mod(OX ). As above we have a natural right module structure given by the Koszul sign rule. When
(X,OX ) is aﬃne superscheme given by super ring R then we can deﬁne the sheaf of module as-
sociated to any R-module M similar to commutative case. Hence we can deﬁne quasi-coherent and
coherent sheaves over any superscheme. Therefore we shall get two abelian subcategories namely
the category of all quasi-coherent sheaves and coherent sheaves. We denote them by QCoh(OX ) and
Coh(OX ) respectively. Now similar to aﬃne case we have forgetful functor as follows
f f :Mod(OX ) →Mod(OX,0) ×Mod(OX,0).
It is an exact faithful functor. We can easily see that
QCoh(OX ) = f f −1
(QCoh(OX,0) ×QCoh(OX,0)),
Coh(OX ) = f f −1
(Coh(OX,0) × Coh(OX,0)).
One can also deﬁne locally free sheaves on superscheme.
Deﬁnition 4.6. A sheaf F on a superscheme X is said to be locally free of rank m|n if it is locally
isomorphic to (OX )⊕m ⊕ (ΠOX )⊕n .
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scheme. We shall use the canonical identiﬁcation of sheaf of left and right modules by Koszul sign
rule. Deﬁne tensor product of two sheaves of modules F1 and F2 as the sheaf associated to pre sheaf
given by
U → (F1 ⊗F2)(U ) :=F1(U ) ⊗OX (U ) F2(U ).
Note that with this deﬁnition of tensor structure the commutative constraint is given by sign rule i.e.
F ⊗ G ∼= G ⊗F where the isomorphism is given by,
f ⊗ g → −g ⊗ f if both F and G are odd,
f ⊗ g → g ⊗ f otherwise,
where f and g are sections on some open set U .
Now we can prove some easy properties of this tensor product by just reducing to aﬃne case,
Lemma 4.7. Suppose (X,OX ) is a split superscheme and F and G areOX -modules. Then we have:
1. (ΠF) ⊗ G =F ⊗ (ΠG) = Π(F ⊗ G).
2. F ⊗OXrd has trivial action of J X and hence it is anOXrd -module.
Given a split superscheme (X,OX = S .(ΠV) = ΠΛ.(V)) there is one more forgetful functor as
follows
f f :Mod(OX ) →Mod(OXrd) ×Mod(OXrd).
This functor is deﬁned using the obvious inclusion of OXrd inside OX which comes from the deﬁnition
of split superscheme. Note also that the Grassmann algebra constructed from locally free sheaf V
gives a locally free sheaf of OXrd module. Therefore structure sheaf OX is locally free sheaf as anOXrd module.
Similar to usual scheme we can take D(X) := D(Mod(X)) the derived category of abelian cat-
egory Mod(X). There are various triangulated subcategories like D(qc/X) := D(QCoh(X)) and
D(coh/X) := D(Coh(X)) where  = +,−,b or ∅. For convenience we shall denote by D(X0) :=
D(Mod(O0X )) (resp. D(Xrd) :=D(Mod(OXrd ))) the derived category of modules over purely even
scheme (X,O0X ) (resp. Xrd = (X,Gr0 X)). Dqc(X) (resp. Dcoh(X)) will denote the full subcategory
of D(X) containing all complexes of OX -modules with quasi-coherent (resp. coherent) cohomology
sheaves.
We need deﬁnitions of derived functors and various relations between them for unbounded com-
plexes of modules over superschemes. To extend various functors to unbounded complexes we need
notion of K-injective (K-projective) resolutions, see [25]. Following deﬁnition was given in [25].
Deﬁnition 4.8. An unbounded complex A. of an abelian category is called K-injective (resp. K-
projective) if for every acyclic complex S . , the complex Hom.(S ., A.) (resp. Hom.(A., S .)) is acyclic.
It is proved in the same paper, that an abelian category for which inverse (resp. direct) limit exists,
and which has enough injectives (resp. projectives) admits a K-injective (resp. K-projective) resolution
for any unbounded complex, see Corollary 3.9 (resp. Corollary 3.5) in [25]. Similar to the scheme case
the abelian category QCoh(X) of all quasi-coherent shaves over superscheme has arbitrary small co-
products. Therefore we can extend various functors to unbounded derived category as demonstrated
by Spaltenstein (see [25, Section 6]). Moreover the abelian category QCoh(X) will have K-ﬂat res-
olution for every unbounded complex and hence derived functor of tensor product functor can be
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from bounded derived category case to unbounded derived category, see [25] for more details.
Following criterion using Nakayama’s lemma will be used later.
Proposition 4.9. Suppose (R,m) is a local superring. Suppose M .,M .1 and M
.
2 are bounded complexes of
ﬁnitely generated R-modules.
1. M . is acyclic iff M . ⊗ R/m is acyclic.
2. M .1 ⊗ M .2 is acyclic iff M .1 or M .2 is acyclic.
Proof. The proof of (i) is similar to the proof of Thomason [26, Lemma 3.3(a)]. Indeed, using spectral
sequence mentioned in the proof of Thomason [26, Lemma 3.3(a)] the proof reduces to the case of
ﬁnitely generated modules which follows from the above result 4.3.
The proof of (ii) follows from the proof of (i) using following natural isomorphism
(
M .1 ⊗ M .2
)⊗ R/m (M .1 ⊗ R/m)⊗R/m (M .2 ⊗ R/m). 
Next we give some results which we need in computation of spectrum. As in the case of schemes
we can deﬁne the support of a quasi-coherent sheaf as a subset of X containing all super prime ideals
where the stalk of the sheaf is non-zero. Since nontriviality of the stalk at any point p is a local
property we can check it in an aﬃne open set containing p. Now from the earlier observation Fp = 0
iff F0p = 0 = F1p as stalks of a sheaves of OXrd modules F0 and F1. Therefore for a quasi-coherent
sheaf F we have supp(F) = supp( f f (F)) = supp(F0) ∪ supp(F1). Now the assignment of support
can be extended to the derived category as follows
supph
(F .) :=⋃
i∈Z
supp
(Hi(F .)).
Consider a split superscheme (X,OX ). Note that, the inclusion i : Xrd → X given by the surjection
i# :OX →OXrd . i# splits to give a projection p : X → Xrd with p ◦ i = idXrd . Let i∗, p∗ : Dqc(Xrd) →
Dqc(X) and i∗ :Dqc(X) →Dqc(Xrd) be the induced derived functors.
Proposition 4.10. For an ideal E inDqc(Xrd), and for anOXrd module, G:
1. i∗(i∗G) = G ⊗OX OXrd . Further supph i∗G = supphG ⊂ X.
2. i∗(〈i∗E〉) ⊂ E .
3. i∗ is dominant, that is the thick tensor ideal generated by the image of i∗ isDqc(X).
Proof. The proof of 1 is clear from the deﬁnition.
Proof of 2. We shall use the deﬁnition of 〈E〉 given in Lemma 2.6. Since i∗ is an exact functor, it is
enough to prove that i∗(ideal(i∗E)) ⊂ E . Thus, it is enough to see that for A ∈Dqc(Xrd) and J ∈ E ,
i∗
(A⊗OXrd i∗J )= i∗(i∗p∗A⊗OXrd i∗J )= i∗i∗(p∗A⊗OX J )
= (p∗A⊗OX J )⊗OX OXrd = J ⊗OX (p∗A⊗OX OXrd)
∈ 〈E〉.
Proof of 3. Since (X,OX ) is a split superscheme, we have identiﬁcation of OX with Gr X . The sheaf
Gr X is an exterior algebra over purely odd locally free sheaf ΠV := J X/ J2X and each subquotient
J iX/ J
i+1
X can be identiﬁed with Π
iΛiV . Hence each subquotient is purely odd or purely even locally
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following tower for structure sheaf OX :
OX J X · · · Jn−1X JnX
OXrd · · · Πn−1Λn−1V ΠnΛnV
In above tower, each of the terms in the lower row is complex of either purely odd or purely even
sheaves. And using property of tensor proved in 4.7, we have Π iΛiV = (Π iOXrd ) ⊗ ΛiV . Therefore
the ideal generated by the image of the functor i∗ contains the all the terms in the lower row of the
above tower and hence i∗ is a dominant functor. 
We shall denote the functor i∗ by ird from now on.
We now deﬁne the another important triangulated subcategory of Dqc(X).
Deﬁnition 4.11. A complex F . of sheaves of modules over the superscheme (X,OX ) is called strictly
perfect if it is quasi-isomorphic to a bounded complex of locally free coherent sheaves of OX modules.
A complex F . is called perfect if it is locally quasi-isomorphic to a bounded complex of locally free
coherent sheaves.
For a perfect complex F . , one can deﬁne supphF . in the same was as before, that is supphF . =⋃
suppHiF . .
We shall denote the triangulated subcategory of all perfect complexes by Dper(X). As in the
scheme case, we can extend various functors deﬁned on sheaves of modules over the superscheme to
these triangulated categories. Hence we can prove Dper(X) is a tensor triangulated category with the
tensor structure given by the derived functor of the usual tensor product deﬁned earlier.
We need to recall a few more results which might be proved in a way similar to the commutative
case. First we need a deﬁnition.
Deﬁnition 4.12. An object t in a triangulated category T , which is closed under the formation of
arbitrary small coproducts, is said to be compact if Hom(t, _) respects coproducts. In a triangulated
category T , the full subcategory of all compact objects is denoted as T c .
Now we shall use the following results.
1. The category of perfect complexes over aﬃne schemes is equivalent to the category of projective
modules over the respective superalgebras.
2. (Compare [5, Corollary 3.3.5].) If X is an aﬃne superscheme then the obvious functor D(qc/X) →
Dqc(X) has a quasi-inverse RΓ (X, ).
3. (Compare [5, Eq. (3.4), p. 12].) Suppose X is a superscheme and suppose X = U1 ∪ U2 where U1
and U2 are open and suppose U12 := U1 ∩ U2. Let j1, j2 and j12 be the inclusions of U1, U2 and
U12 in X respectively. Suppose A is a K-injective complex on X and E be another object in D(X).
Then we have a distinguished triangle
Hom(E, A) → Hom( j∗1E, j∗1A)⊕Hom( j∗2E, j∗2A)→ Hom( j∗12E, j∗12A) +−→
in D(X).
4. (Compare [5, Proposition 3.3.1].) (Reduction principle.) If P is a property satisﬁed by super-
schemes, and if
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(b) if P holds for U1, U2 and U12, then it is true for X ,
then P holds for all quasi-compact and quasi-separated superschemes.
5. (Compare [5, Lemma 3.3.6].) If X is an aﬃne superscheme, then the category of compact objects
in D(X) is the category of perfect complexes.
We can extend the forgetful functor deﬁned earlier using exactness,
f f :D(X) →D(X0)×D(X0) and f f :Dqc(X) →Dqc(X0)×Dqc(X0).
Here  ∈ {+,−,b,∅}. We can have similar forgetful functors in the case of coherent sheaves. If we
restrict to split superschemes, we can also deﬁne forgetful functors in the case of locally free sheaves
(or vector bundles). Hence for a split superscheme, we have the following forgetful functor for the
triangulated subcategory of perfect complexes,
f f :Dper(X) →Dper(Xrd) ×Dper(Xrd).
Note that this functor may not be a tensor functor.
4.3. Main results
As the forgetful functor is an exact functor we have the following relation between supports as in
the case of sheaves:
supph
(F .)= supph( f f (F .))= supph(F0)∪ supph(F1).
Above observation gives the following result similar to the result of Thomason [26, Lemma 3.3(c)].
Lemma 4.13. Suppose X is a quasi-compact and quasi-separated superscheme and F . ∈ Dper(X). Then the
subset supph(F .) is closed and X \ supph(F .) is a quasi-compact subset of X .
Using this property of supports we can prove the following result,
Lemma 4.14. The pair (X, supph) deﬁned as above gives a support data on the triangulated categoryDper(X).
Proof. Since the forgetful functor is an exact functor and we have the equality supph(F .) =
supph( f f (F .)) therefore the support data properties (SD 1)–(SD 4) of [3, Deﬁnition 3.1] are easy
to prove. We shall just prove (SD 5) here, which states that U (F1 ⊗ F2) = U (F1) ∪ U (F2), where
F1 and F2 are perfect complexes and U (Fi) = X \ supphFi . This is equivalent to the statement that
for every x ∈ X , (F1 ⊗ F2)x is acyclic if and only if either (F1)x or (F2)x is acyclic. Since checking
nontriviality of the stalk is a local question, we can assume that X is an aﬃne superscheme. First
we observe that any perfect complex F . is a strict perfect complex and hence a bounded complex of
ﬁnitely generated projective modules. Hence by taking local superring R =OX,x , and observing that
(F1 ⊗F2)x ∼= (F1)x ⊗ (F2)x , the proof follows from the result 4.9(2). 
Deﬁnition 4.15. A subset Z ⊂ X is said to be Thomason if Z =⋃α Zα where each Zα is closed and
X \ Zα is quasi-compact.
Note that if X is noetherian, the Thomason subsets match with specialization closed subsets.
We shall now prove that above support data is in fact classifying support data as deﬁned in
Balmer [3]. We need the following classiﬁcation (see [3]) of thick tensor subcategories of Dper(X)
which we prove by relating it with the case of schemes.
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θ : {Y ⊂ X | Y is a Thomason subset} ∼−→ {I ⊂Dper(X) ∣∣ I radical thick ⊗-ideal}
deﬁned by Y → {F . ∈Dper(X) | supph(F .) ⊂ Y }, with inverse, say η, I → supph(I) :=⋃F .∈I supph(F .).
Proof. Using support data properties (SD 1)–(SD 5) (see Balmer [3, Deﬁnition 3.1]) we can prove that
θ(Y ) is a radical thick tensor ideal and hence the map θ is well deﬁned. To prove that η(I) is a
Thomason subset, it is enough to prove that for any y ∈ η(I) there is a closed set containing this
point. By deﬁnition y is in the homological support of some object F . ∈ I . Hence y ∈ supph( f f (F .))
which is a closed subset.
It is easy to check that η ◦ θ(Y ) ⊆ Y and I ⊆ θ ◦ η(I). To prove that Y ⊆ η ◦ θ(Y ) it is enough
to show that for any closed subset Z there exists an object with support Z . But there exists an OXrd
perfect sheaf with support Z and hence via the natural map OX →OXrd we get a perfect sheaf with
support Z .
Finally to prove that θ ◦ η(I) ⊆ I it is enough to prove that for any F . ∈ θ ◦ η(I) the object
F . ∈ I . Now following the proof of Theorem 3.15 of Thomason [26] we reduce to proving that if
supph(F .) ⊆ supph(G.) for some object G. ∈ I , then F . ∈ I . By 4.10(1) we have that supph i∗F . ⊆
supph i∗G. . Now by Thomason [26] i∗F . ∈ 〈i∗G.〉. Therefore by 4.10(2) irdi∗F . ∈ 〈G.〉. Again using
4.10(1), F . ⊗OX OXrd ∈ 〈G.〉 ⊂ I . OXrd does not belong to any prime ideal since ird is dominant. Thus,
using the fact that I is intersection of all primes containing it, F . ∈ I . 
With this result it follows that (X, supph) is a classifying support data on the tensor triangulated
category Dper(X) for a quasi-compact and quasi-separated split superscheme X , see [8, Deﬁnition 6.9]
(and also Balmer [3, Deﬁnition 5.1] for the simpler noetherian case) for deﬁnitions. The following
corollary is a restatement of the ﬁrst part of Theorem 8.5 of [8].
Corollary 4.17. The canonical map f : X → Spc(Dper(X)) given by x → {F . ∈Dper(X) | x /∈ supph(F .)} is a
homeomorphism.
Remark 4.18. One can use the classiﬁcation of thick tensor ideals of the category of perfect complexes
over quasi-compact and quasi-separated schemes to give a classiﬁcation of strictly full tensor ideals,
in the same way as in [26, Theorem 4.1].
5. Localization theorem and spectrum for a split superscheme
We shall prove a localization theorem (similar to that proved by Thomason) for split superschemes
by using the generalisation of Thomason’s result proved by Neeman [21]. First we recall some nota-
tion. Given a closed subset Z of X we can deﬁne the full triangulated subcategory Dqc,Z (X) ⊆Dqc(X)
consisting of all objects with homological support contained in Z . Suppose U is the open complement
of closed subset Z . There is a canonical restriction functor j∗ :Dqc(X) →Dqc(U ) and clearly it will be
the trivial functor on the thick subcategory Dqc,Z (X).
We have the following result whose proof is similar to the case of schemes,
Proposition 5.1. The canonical functor induced from the functor j∗ , which by abuse of notation we call j∗ :
Dqc(X)/Dqc,Z (X) ∼−→Dqc(U ) is an equivalence.
Proof. Using K-injective resolution we can derive j∗ to unbounded derived category and we can
prove, in a way similar to the scheme case, that it gives the inverse to the functor j∗ . 
Deﬁnition 5.2. Suppose T is a triangulated category which is closed under formation of arbi-
trary small coproducts. T is said to be compactly generated if there exists a set T of compact
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is closed under coproducts and distinguished triangles. Equivalently, T is compactly generated iff
T⊥ := {x ∈ T | HomT (t, x) = 0 for all t ∈ T } = 0. The set of compact objects T is called generating set
if further T is closed under suspension or translation.
An example of such triangulated category can be given using derived category of left R-modules
and category of quasi-coherent sheaves over superschemes. A result [23, Remark 1.2.2] of Neeman
says that distinguished triangles are preserved under coproducts i.e. in a cocomplete triangulated
category coproduct of distinguished triangle is distinguished.
Now we shall recall Theorem 2.1 of Neeman [22] which is proved in great generality and is a slight
strengthening of Theorem 2.1 of Neeman [21].
Theorem 5.3. (See Neeman [21,22].) Let S be a compactly generated triangulated category. Let R be a set of
compact objects of S closed under suspension. Let R be the smallest full subcategory of S containing R and
closed with respect to coproducts and triangles. Let T be the Verdier quotient S/R. Then we know:
1. The categoryR is compactly generated, with R as a generating set.
2. If R happens to be a generating set for all of S , thenR= S .
3. If R ⊂R is closed under the formation of triangles and direct summands, then it is all ofRc . In any case
Rc =R∩ Sc .
4. The induced functor F : Sc/Rc → T c is fully faithful and every object of T c is isomorphic to direct sum-
mand of image of the functor F . In particular, if T c is an idempotent complete then we get an equivalence
from idempotent completion S˜c/Rc to the triangulated category T c .
In our particular situation we take S := Dqc(X),R := Dqc,Z (X) and as we proved above in 5.1
the quotient will be T := Dqc(U ). We shall now prove the following result which will provide all
hypothesis required for the application of Neeman’s theorem.
Proposition 5.4. The following statements are true for any split superscheme (X,OX ):
1. The triangulated categoryDqc(X) is closed under the formation of arbitrary small coproducts.
2. The triangulated categoryDqc(X) is a compactly generated category.
3. Dqc,Z (X)c DperZ (X) for any closed subset Z of X .
Proof. Proof of 1. This is similar to the scheme case, as in Example 1.3 of Neeman [22].
Proof of 2. Suppose T ⊂ Dqc(X) denotes the set of objects obtained by taking the image of all
perfect complexes of OXrd under the functors ird and Π applied in that order. Let F ∈Dqc(X). Since
every unbounded complex of OX -modules over a superscheme X has K-ﬂat resolution, we can assume
that F is a K-ﬂat. Now using the tower in the proof of Proposition 4.10 of structure sheaf OX we have
the following tower for F ∈Dqc(X):
F G1 · · · Gn−1 Gn
F1 · · · Fn−1 Fn
The base of above tower, Fi :=F ⊗OX Π iΛi(V) ∈ Im(ird), is generated by objects of the set T . Hence
every object F ∈Dqc(X) is generated by the set T . It is now enough to prove that all objects of the set
T are compact in Dqc(X). Since Π commutes with coproducts it is enough to prove compactness of
U.V. Dubey, V.M. Mallick / Journal of Algebra 364 (2012) 90–118 117the image of the functor ird restricted to compact objects. Let S be image of an OXrd perfect complex.
We want to prove that Hom(S, _) commutes with small coproducts, that is,
Hom
(
S,
⊕
α∈Λ
Fα
)

⊕
α∈Λ
Hom(S,Fα).
Considering above tower for each Fα we get coproduct of tower as above. Using remark that small
coproducts preserve distinguished triangles, [23, Remark 1.2.2], we get tower of distinguished triangles
for
⊕
α∈ΛFα . If we denote by Fα,i the lower terms of the corresponding towers then we have the
following isomorphism using functor ird
Hom
(
S,
⊕
α∈Λ
Fα,i
)

⊕
α∈Λ
Hom(S,Fα,i).
Using dévissage the proof follows from long exact sequence associated to Hom(S, __) and ﬁve lemma.
Proof of 3. It is enough to prove that all perfect complexes are compact objects. Indeed, the full
subcategory of perfect complexes is closed under triangles and direct summands as in the case of
schemes. Hence by taking R to be all perfect complexes the above result of Neeman proves that all
compact objects are perfect complexes.
Now to prove that every perfect complex is a compact object, we use the facts listed after Deﬁni-
tion 4.12. First, we observe that the reduction principles 4 and 3 imply that it is enough to prove the
statement in the aﬃne case. But over aﬃne X , there is an equivalence between D(qc/X) and Dqc(X)
(see 2). In this case note that,
(
H0
(RHom(F,G)))0 = HomOX (F,G).
Here RHom(F ,G) is the (internal) homomorphism between F and G . Now the rest of the proof is
similar to the proof given in Example 1.13 of Neeman [22]. 
Using the above result it is easy to deduce the following corollary:
Corollary 5.5. Given a split superscheme (X,OX ) we have an equivalence of tensor triangulated categories,
j˜∗ : ˜Dper(X)/DperZ (X) ∼−→Dper(U ).
Proof. In the set up of Theorem 5.3, suppose R = Dqc,Z (X), S = Dqc(X) and T = Dqc(U ). Then
Propositions 5.1 and 5.4 imply that the conditions for Theorem 5.3 are satisﬁed. Therefore, by 5.3(4),
j˜∗ is an equivalence. This proves the result as j˜∗ is a tensor functor. 
As in Balmer [3] we shall use this localization result to give a relation between structure sheaves.
Balmer [3] has deﬁned structure sheaf of Spc(K) for any tensor triangulated category K as a sheaf
associated to the presheaf given by U → EndK/KZ (1U ) where U is an open set and 1U ∈ (K/KZ ) is
the image of tensor unit 1 ∈ K. Deﬁne Spec(Dper(X)) := (Spc(Dper(X)),ODper(X)) the locally ringed
space associated to the tensor triangulated category Dper(X). Now the homeomorphism f deﬁned
in 4.17 above for a split superscheme gives a map of locally ringed spaces, f : (X  X0,OX0) →
Spec(Dper(X)). Here the map of structure sheaves comes from the identiﬁcation given in Corollary 5.5.
We have the following result similar to Theorem 6.3 of Balmer [3].
Theorem 5.6. Suppose X is a quasi-compact and quasi-separated split superscheme. The map f : X0 
Spec(Dper(X)) deﬁned as above is an isomorphism of locally ringed spaces.
118 U.V. Dubey, V.M. Mallick / Journal of Algebra 364 (2012) 90–118Proof. Using the homeomorphism f it is enough to prove isomorphism of structure sheaves. Hence
we can assume that the superscheme is aﬃne. Now using Remark 8.2 of Balmer [2] and localization
Theorem 5.5 we can prove that the induced map of sheaves is an isomorphism. 
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