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ABSTRACT
Mirrored mutations and active covariance matrix adaptation
are two recent ideas to improve the well-known covariance
matrix adaptation evolution strategy (CMA-ES)—a state-
of-the-art algorithm for numerical optimization. It turns
out that both mechanisms can be implemented simultane-
ously. In this paper, we investigate the impact of mirrored
mutations on the so-called IPOP active CMA-ES. We find
that additional mirrored mutations improve the IPOP active
CMA-ES statistically significantly, but by only a small mar-
gin, on several functions while never a statistically significant
performance decline can be observed. Furthermore, exper-
iments on diﬀerent function instances with some algorithm
parameters and stopping criteria changed reveal essentially
the same results.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of







The covariance matrix adaptation evolution strategy (CMA-
ES) is a state-of-the-art algorithm for numerical optimiza-
tion. If after each restart, its population size is increased
by a factor of two, we talk about the IPOP-CMA-ES which
showed good and competitive results on a variety of test
problems [2, 12] as well as in practice. A recent variant
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of the standard CMA-ES is the active CMA-ES [10] where
also “bad” steps are taken into account to shrink the co-
variance matrix of the search distribution along axes with
inferior performance. When combined with the IPOP-CMA-
ES, a substantial performance gain can be observed on the
BBOB test bed [9]. Another recent algorithm development
for evolution strategies is the idea of mirrored mutations [3,
1]. The main idea here is to use dependent, mirrored mu-
tations instead of the standard independent ones with the
additional trick to only evaluate the mirrors of solutions with
bad function values (selective mirroring). This variant has
shown improved performance over the standard CMA-ES in
particular on the sphere function. Both ideas can, in princi-
ple, be easily combined and in this paper we investigate the
impact of mirrored mutations on the IPOP active CMA-ES.
It turns out that on the one hand, the additional mir-
rored mutations have a positive eﬀect on the performance
of the IPOP active CMA-ES and on the other hand that
small changes in the algorithm parameters and stopping cri-




The standard CMA-ES samples in each iteration λ nor-
mally distributed solutions xi = mt + σtN(0, Ct) in the
search space RD, given the current mean mt, step size σt,
and covariance matrix Ct at time t. After evaluating the
λ new search points on the objective function, the best µ
solutions x1:λ, . . . , xµ:λ are recombined via weighted recom-
bination to the new mean mt+1 =
∑µ
i=1 wixi:λ and step size
and covariance matrix are adapted via the so-called cumu-
lative evolution path(s) [8]. The so-called IPOP-CMA-ES
where IPOP stands for increasing population size, restarts
the algorithm with a doubled population size when conver-
gence is detected by some stopping criteria [2]. With an
initial population size of λs = 4 + ⌊3 log(D)⌋, the algorithm
is quasi parameter-free.
2.2 The IPOP Active CMA-ES
A CMA-ES variant with negative or active covariance ma-
trix adaptation allows negative weights in the update of the
covariance matrix taking into account also the worst solu-
tions. The main idea behind this update is “to use infor-
mation about unsuccessful oﬀspring candidate solutions in
order to actively reduce variances of the mutation distri-
bution in unpromising directions of the search space” [10].
The additional active covariance adaptation has been shown
to improve the performance of the IPOP-CMA-ES on the
BBOB test bed [9].
2.3 The IPOP-CMA-ES With Mirrored Mu-
tations
The idea of mirrored mutations has been introduced re-
cently into weighted recombination evolution strategies [1].
The main idea is thereby the following. Instead of sampling
all λ new solutions in iteration t of the algorithm indepen-
dently, only λiid samples are drawn independently and iden-
tically distributed while the remaining λm solutions are mir-
rors of already sampled solutions. The mirror of a solution
xi = mt + d (with d distributed according to σtN(0, Ct)) is
the solution in the opposite direction of the mean mt, i.e.,
the solution x′i = mt − d. Pairwise selection is furthermore
used to prevent a bias in the step size: at most one solution
of each mirrored/unmirrored solution pair is used within the
weighted recombination and to update the algorithm’s evo-
lution path(s). Finally, with the idea of selective mirroring,
only the worst of the λiid solutions are mirrored—improving
the convergence rate of the algorithm significantly [1]. Here,
we use selective mirroring with λm = ⌊0.5+0.159λiid⌋ (where
pairwise selection becomes superfluous), and recombination
weights as in [1].
2.4 Combining Active Covariance Matrix Adap-
tation and Mirrored Mutations
The implementations of active covariance matrix adap-
tation and mirrored mutations are, in principle, indepen-
dent of each other and can be turned on and oﬀ individ-
ually. The additional active covariance matrix adaptation
is thereby performed after the standard covariance matrix
adaptation where the mirrored mutations are taken into ac-
count. Combining both approaches is of conceptual advan-
tage even on the linear and the sphere function, where the
updates tend to cancel each other out: if we denote a bad
solution as x = mt + σtN and its mirrored counterpart as
x′ = mt − σtN , then w−NNT with w− < 0 is added to the
covariance matrix within active covariance matrix adapta-
tion and w+(−N)(−N)T = w+NNT with w+ > 0 is added
to the covariance matrix during the default update, if −N
turns out to be a successful direction. On the linear and
the sphere function the mirrors of bad solutions tend to be
successful thereby stabilizing the covariance matrix in its
original shape. This is desirable in both cases.
2.5 Implementation Details
In the following, we compare three IPOP-CMA-ES vari-
ants: active CMA-ES as benchmarked for BBOB’2010 [9],
denoted by IPOP-ACTCMA-ES, our current implementa-
tion of active CMA-ES (version 3.54.beta.mirrors), denoted
as CMAa, and the CMAa with additional mirrored muta-
tions which we denote as CMAma in the following. The first
two algorithms use diﬀerent parameters and stopping crite-
ria. The CMAa uses
• cumulation parameter cc = (4 + µeff/D)/(D + 4 +
2µeff/D) instead of cc = 4/(D + 4) for the IPOP-
ACTCMA-ES,
• a maximum number of 1000(D+5)2/
√
λ iterations per
restart instead of 100 + 50(D + 3)2/
√
λ,
• TolX=2e-11 instead of TolX=2e-12
• TolHistFun=1e-13 instead of TolHistFun=1e-12
• TolUpSigma=inf (i.e., not implemented) instead of
TolUpSigma=1e20, see [5]. This diﬀerence is likely to
have a noticeable impact on some multimodal func-
tions like f19.
Additionally, in CMAma, the step-size damping is reduced
by (1−min(1, (λmirr/(0.159λ)− 1)2))/2 ∈ [0, 1/2]. Since we
used the original BBOB’2010 data for the IPOP-ACTCMA-
ES, also the function instances diﬀer. While for the IPOP-
ACTCMA-ES, the instances 1, . . . , 15 are used, the new re-
sults for the CMAa and the CMAma, are obtained for the
BBOB’2012 instances 1, . . . , 5, 21, . . . , 30.
All algorithms are restarted maximally nine times and
stopped after at most 2 · 105 ·D function evaluations. The
implementations of the CMAa and the CMAma can be found
at http://canadafrance.gforge.inria.fr/mirroring/.
3. TIMING EXPERIMENTS
In order to see the dependency of the algorithms on the
problem dimension, the requested BBOB’2012 timing ex-
periment has been performed for the CMA-ES variant with
active covariance matrix adaptation without mirrored mu-
tations (CMAa) and the same algorithm with mirrored mu-
tations (CMAma) on an Intel Core2 Duo T9600 laptop with
2.80GHz, 4.0GB of RAM, and MATLAB R2008b on Win-
dows Vista SP2. The algorithms have been restarted for up
to 2·105D function evaluations until 30 seconds have passed.
The per-function-evaluation-runtimes were 25, 18, 13, 7.9,
5.5, 5.5, and 7.4 times 10−4 seconds for the CMAa and 16,
16, 11, 6.5, 4.2, 4.6, and 7.2 times 10−4 seconds for the
CMAma in 2, 3, 5, 10, 20, 40, and 80 dimensions respectively.
The used implementation is version 3.54.beta.mirrors and
can be downloaded from http://canadafrance.gforge.inria.
fr/mirroring/. In comparison, [9] correspondingly states
2.0, 1.7, 1.4, 1.2, 1.1, 1.4, and 3.6 times 10−4 seconds per
function evaluation on an Intel Core 2 6700 processor (2.66
GHz) with Linux 2.6.28-18 and Matlab R2008a for the 2010
implementation of the IPOP-ACTCMA-ES.
4. RESULTS
Results from experiments according to [6] on the bench-
mark functions given in [4, 7] are presented in Figures 1, 2
and 3 and in Tables 1 and 2. The expected running time
(ERT), used in the figures and table, depends on a given
target function value, ft = fopt +∆f , and is computed over
all relevant trials as the number of function evaluations exe-
cuted during each trial while the best function value did not
reach ft, summed over all trials and divided by the number
of trials that actually reached ft [6, 11]. Statistical signifi-
cance is tested with the rank-sum test for a given target ∆ft
(10−8 as in Figure 1) using, for each trial, either the number
of needed function evaluations to reach ∆ft (inverted and
multiplied by −1), or, if the target was not reached, the best
∆f -value achieved, measured only up to the smallest num-
ber of overall function evaluations for any unsuccessful trial
under consideration.
Impact of Mirrored Mutations.
Mirrored mutations show a small but consistent improve-
ment on seven unimodal functions, where on each function
the eﬀect is significant for at last one dimensionality. The
eﬀect is however small enough that it might be mainly ex-
plained by the setting of the step-size damping parameter
dσ that depends on the number of mirrored mutations. Fur-
ther eﬀects of mirrored mutations are neither systematic nor
significant and likely to have happened by chance. In par-
ticular, mirrored mutations seem not to be harmful on any
of the 24 test functions.
Impact of Parameter Setting and Instance Numbers.
We find a statistically significant diﬀerence between CMAa
and IPOP-ACTCMA-ES on f13 in 2D, on f16 in 40D, on
f17 in 10D, and on f19 in 5D. Only the last two eﬀects
are quantitatively relevant and only in the last case, IPOP-
ACTCMA-ES outperforms CMAa. Furthermore is on f19
and f20 the success rate in 20-D significantly higher with
IPOP-ACTCMA-ES. No other statistically significant dif-
ferences are observed (the test results not shown). The
improvement of IPOP-ACTCMA-ES on f19, where IPOP-
ACTCMA-ES seems to be consistently better than CMAa
and on f20 (and possibly on f22) is likely to be caused by
the TolUpSigma termination. The other parameter diﬀer-
ences seem to have minor or no eﬀect.
5. SUMMARY
Two main statements have been supported by empirical
results on the noiseless BBOB testbed. First, additional
mirrored mutations improve the performance of the IPOP
active CMA-ES on several functions by a small margin while
no detrimental eﬀects can be observed. Second, changes of
some parameters and stopping criteria in IPOP active CMA-
ES do only have a comparatively small eﬀect on the results
and are only observable when restarts are necessary to solve
the function.
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Figure 1: Expected running time (ERT in number of f-evaluations) divided by dimension for target function
value 10−8 as log10 values versus dimension. Diﬀerent symbols correspond to diﬀerent algorithms given in
the legend of f1 and f24. Light symbols give the maximum number of function evaluations from the longest
trial divided by dimension. Horizontal lines give linear scaling, slanted dotted lines give quadratic scaling.
Black stars indicate statistically better result compared to all other algorithms with p < 0.01 and Bonferroni
correction number of dimensions (six). Legend: ◦:IPOP-ACTCMA-ES, ▽:CMA a, ⋆:CMA ma



























Figure 2: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/D) for 50 targets in 10[−8..2] for all functions and subgroups in 5-D. The “best
2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.



























Figure 3: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/D) for 50 targets in 10[−8..2] for all functions and subgroups in 20-D. The “best
2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f1 11 12 12 12 12 12 15/15
1:I 3.2(3) 8.9(3) 15(6) 27(5) 39(5) 51(5) 15/15
2:a 2.5(2) 8.1(4) 15(4) 25(5) 38(4) 51(8) 15/15
3:ma 2.7(3) 7.3(4) 11(4) 22(4) 31(5)⋆3 40(7)⋆2 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f2 83 87 88 90 92 94 15/15
1:I 10(3) 12(2) 14(1) 15(1) 16(1) 18(1) 15/15
2:a 10(3) 12(2) 13(2) 15(1) 16(2) 17(1) 15/15
3:ma 11(3) 13(3) 14(2) 15(2) 16(2) 17(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f3 716 1622 1637 1646 1650 1654 15/15
1:I 1.1(1) 20(11) 1359(1685) 1353(1708) 1350(1681) 1348(1665) 4/15
2:a 0.91(0.6) 30(7) 1333(1678) 1326(1701) 1323(1621) 1321(1466) 4/15
3:ma 0.74(1) 39(10) 556(732) 554(719) 553(734) 552(731) 7/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f4 809 1633 1688 1817 1886 1903 15/15
1:I 1.8(1) ∞ ∞ ∞ ∞ ∞ 9e5 0/15
2:a 1.7(2) ∞ ∞ ∞ ∞ ∞ 9e5 0/15
3:ma 1.7(2) ∞ ∞ ∞ ∞ ∞ 9e5 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f5 10 10 10 10 10 10 15/15
1:I 4.6(2) 6.3(2) 6.8(2) 6.8(2) 6.8(2) 6.8(2) 15/15
2:a 4.2(2) 6.0(2) 6.3(2) 6.4(2) 6.4(2) 6.4(2) 15/15
3:ma 3.4(0.8) 4.7(1) 4.8(2) 4.8(2) 4.8(2) 4.8(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f6 114 214 281 580 1038 1332 15/15
1:I 2.5(0.8) 2.1(0.6) 2.2(0.4) 1.6(0.2) 1.2(0.1) 1.2(0.1) 15/15
2:a 2.0(0.6) 1.9(0.4) 2.0(0.3) 1.5(0.2) 1.2(0.1) 1.1(0.1) 15/15
3:ma 2.4(1) 2.1(0.9) 2.2(0.9) 1.6(0.4) 1.2(0.2) 1.2(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f7 24 324 1171 1572 1572 1597 15/15
1:I 4.0(3) 0.87(0.2) 0.70(0.6) 0.69(0.5) 0.69(0.5) 0.70(0.5) 15/15
2:a 7.3(3) 1.1(1) 0.88(0.6) 0.77(0.5) 0.77(0.5) 0.79(0.5) 15/15
3:ma 5.1(3) 1.4(1) 0.84(0.6) 0.76(0.5) 0.76(0.5) 0.82(0.5) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f8 73 273 336 391 410 422 15/15
1:I 2.8(1) 3.0(1) 3.6(1) 4.0(1) 4.2(1) 4.5(1.0) 15/15
2:a 2.7(1.0) 4.5(5) 4.9(5) 5.1(4) 5.3(4) 5.5(4) 15/15
3:ma 2.7(1) 3.2(2) 3.7(2) 4.0(1) 4.2(1) 4.4(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f9 35 127 214 300 335 369 15/15
1:I 5.4(1) 6.2(2) 5.7(1) 5.0(1.0) 5.0(0.8) 4.9(0.8) 15/15
2:a 6.1(2) 6.5(2) 5.9(1) 5.2(1) 5.2(1.0) 5.2(0.9) 15/15
3:ma 5.9(2) 6.9(4) 6.0(2) 5.4(2) 5.3(1) 5.1(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f10 349 500 574 626 829 880 15/15
1:I 2.5(0.8) 2.2(0.3) 2.1(0.3) 2.2(0.3) 1.8(0.2) 1.9(0.2) 15/15
2:a 2.6(0.8) 2.2(0.4) 2.1(0.2) 2.2(0.2) 1.8(0.2) 1.9(0.2) 15/15
3:ma 2.5(0.8) 2.2(0.5) 2.1(0.3) 2.2(0.2) 1.8(0.2) 1.8(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f11 143 202 763 1177 1467 1673 15/15
1:I 5.6(0.6) 4.7(0.5) 1.4(0.1) 1.0(0.1) 0.95(0.1) 0.92(0.1) 15/15
2:a 5.2(1.0) 4.6(0.7) 1.4(0.2) 1.1(0.1) 0.95(0.1) 0.93(0.1) 15/15
3:ma 5.1(1) 4.4(0.8) 1.3(0.2) 1.0(0.1) 0.89(0.1) 0.84(0.1)⋆ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f12 108 268 371 461 1303 1494 15/15
1:I 8.8(7) 5.9(7) 5.7(5) 6.0(5) 2.6(2) 2.6(2) 15/15
2:a 8.7(6) 7.2(6) 7.9(6) 8.5(6) 3.7(2) 3.7(2) 15/15
3:ma 6.1(3) 4.9(5) 5.4(5) 5.9(4) 2.6(2) 2.6(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f13 132 195 250 1310 1752 2255 15/15
1:I 3.0(2) 4.1(2) 4.2(0.8) 1.2(0.2) 1.2(0.1) 1.1(0.1) 15/15
2:a 2.9(0.7) 4.1(2) 4.5(1) 1.2(0.2) 1.2(0.1) 1.2(0.1) 15/15
3:ma 3.1(2) 4.5(3) 4.6(2) 1.2(0.3) 1.3(0.2) 1.2(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f14 10 41 58 139 251 476 15/15
1:I 1.5(2) 2.2(1) 3.2(0.8) 3.6(0.5) 3.8(0.6) 2.9(0.3) 15/15
2:a 2.5(3) 2.7(1) 3.5(1) 4.0(0.7) 3.9(0.4) 3.1(0.4) 15/15
3:ma 1.8(3) 2.8(0.9) 3.3(0.6) 3.7(0.7) 4.0(0.8) 3.0(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f15 511 9310 19369 20073 20769 21359 14/15
1:I 1.5(2) 0.89(0.5) 1.0(0.7) 1.0(0.7) 1.0(0.7) 1.0(0.7) 15/15
2:a 1.5(2) 1.1(0.7) 1.2(0.6) 1.2(0.7) 1.2(0.6) 1.2(0.6) 15/15
3:ma 1.0(0.5) 0.86(0.6) 1.1(0.8) 1.1(0.8) 1.1(0.8) 1.1(0.8) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f16 120 612 2662 10449 11644 12095 15/15
1:I 3.9(4) 2.4(2) 1.7(2) 0.82(0.7) 0.84(0.6) 0.85(0.6) 15/15
2:a 1.7(1) 2.8(3) 2.2(2) 0.84(0.6) 0.80(0.5) 0.80(0.5) 15/15
3:ma 2.3(2) 3.3(5) 1.7(0.8) 0.88(0.6) 0.83(0.5) 0.83(0.5) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f17 5.2 215 899 3669 6351 7934 15/15
1:I 4.3(5) 0.89(0.4) 0.53(0.2) 0.77(0.5) 1.00(0.5) 1.1(0.9) 15/15
2:a 2.6(2) 1.3(0.4) 0.77(1.0) 0.89(0.5) 0.81(0.3) 1.0(0.4) 15/15
3:ma 3.3(2) 1.5(0.4) 1.1(1) 0.84(0.9) 0.82(0.5) 0.96(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f18 103 378 3968 9280 10905 12469 15/15
1:I 3.5(0.8) 1.6(0.5) 0.70(0.5) 0.77(0.3) 0.80(0.3) 0.84(0.3) 15/15
2:a 0.82(0.3) 1.7(0.3) 0.44(0.5) 0.66(0.3)↓ 0.76(0.3) 0.94(0.6) 15/15
3:ma 0.89(0.7) 1.2(0.8) 0.63(0.5) 0.69(0.6) 0.67(0.6) 0.71(0.5) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f19 1 1 242 1.2e5 1.2e5 1.2e5 15/15
1:I 14(10) 1207(1125) 123(152) 0.95(0.7) 0.96(0.7) 0.96(0.7) 15/15
2:a 24(10) 6888(1525) 462(416) 3.0(3) 3.0(3) 3.0(3) 14/15
3:ma 18(13) 1297(924) 259(255) 1.9(2) 1.9(2) 1.9(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f20 16 851 38111 54470 54861 55313 14/15
1:I 3.9(2) 10(4) 1.4(2) 1.1(1) 1.1(1) 1.1(1) 15/15
2:a 2.5(2) 9.1(3) 1.7(1) 1.4(1) 1.4(1) 1.4(1) 15/15
3:ma 2.4(2) 9.4(6) 1.7(2) 1.3(1) 1.3(1) 1.4(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f21 41 1157 1674 1705 1729 1757 14/15
1:I 3.5(1) 7.3(8) 32(36) 33(40) 33(41) 33(41) 14/15
2:a 1.9(1) 28(14) 23(20) 23(21) 23(21) 22(22) 14/15
3:ma 2.0(2) 5.0(5) 22(18) 39(109) 39(107) 39(106) 13/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f22 71 386 938 1008 1040 1068 14/15
1:I 8.8(10) 21(26) 65(74) 270(368) 262(360) 257(362) 9/15
2:a 15(24) 87(30) 379(567) 433(559) 421(527) 411(544) 7/15
3:ma 2.0(0.8) 94(71) 250(372) 465(623) 452(665) 442(637) 7/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f23 3.0 518 14249 31654 33030 34256 15/15
1:I 1.6(1) 20(19) 76(122) 34(54) 33(53) 32(52) 8/15
2:a 2.4(3) 29(17) 39(71) 18(32) 17(30) 17(29) 10/15
3:ma 2.5(2) 21(38) 37(38) 22(32) 21(31) 20(29) 9/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f24 1622 2.2e5 6.4e6 9.6e6 1.3e7 1.3e7 3/15
1:I 2.6(2) 41(44) ∞ ∞ ∞ ∞ 1e6 0/15
2:a 1.5(2) 13(16) ∞ ∞ ∞ ∞ 1e6 0/15
3:ma 1.3(1) 65(72) ∞ ∞ ∞ ∞ 1e6 0/15
Table 1: Expected running time (ERT in number of function evaluations) divided by the respective best ERT
measured during BBOB-2009 (given in the respective first row) for diﬀerent ∆f values in dimension 5. The
central 80% range divided by two is given in braces. The median number of conducted function evaluations
is additionally given in italics, if ERT(10−7) = ∞. #succ is the number of trials that reached the final target
fopt + 10
−8. Best results are printed in bold. The first row (’1:I’) shows results for the IPOP-ACTCMA-ES,
’2:a’ is the CMAa, and ’3:ma’ is the CMAma.
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 43 15/15
1:I 7.9(1) 14(1) 20(1) 33(2) 45(2) 58(2) 15/15
2:a 7.8(1) 14(2) 20(2) 32(2) 45(3) 58(3) 15/15
3:ma 5.8(0.8)⋆310(1.0)⋆4 14(1)⋆4 23(1)⋆4 32(1)⋆4 41(2)⋆4 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f2 385 386 387 390 391 393 15/15
1:I 22(4) 27(2) 29(1) 31(2) 33(2) 34(2) 15/15
2:a 23(3) 27(3) 29(3) 31(2) 32(2) 34(2) 15/15
3:ma 22(4) 25(3) 27(2) 29(2) 31(1)⋆ 32(1)⋆2 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f3 5066 7626 7635 7643 7646 7651 15/15
1:I 10(7) ∞ ∞ ∞ ∞ ∞ 3e6 0/15
2:a 8.7(7) ∞ ∞ ∞ ∞ ∞ 3e6 0/15
3:ma 7.1(3) ∞ ∞ ∞ ∞ ∞ 3e6 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f4 4722 7628 7666 7700 7758 1.4e5 9/15
1:I ∞ ∞ ∞ ∞ ∞ ∞ 3e6 0/15
2:a ∞ ∞ ∞ ∞ ∞ ∞ 3e6 0/15
3:ma ∞ ∞ ∞ ∞ ∞ ∞ 3e6 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f5 41 41 41 41 41 41 15/15
1:I 5.1(1) 6.2(0.9) 6.2(1) 6.2(1) 6.2(1) 6.2(1) 15/15
2:a 5.5(1) 6.5(2) 6.6(2) 6.6(2) 6.6(2) 6.6(2) 15/15
3:ma 4.6(1) 5.2(2) 5.3(1) 5.3(1) 5.3(1) 5.3(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f6 1296 2343 3413 5220 6728 8409 15/15
1:I 1.6(0.3) 1.3(0.2) 1.1(0.2) 1.1(0.1) 1.1(0.1) 1.1(0.1) 15/15
2:a 1.6(0.3) 1.3(0.2) 1.1(0.1) 1.1(0.1) 1.1(0.1) 1.1(0.1) 15/15
3:ma 1.5(0.3) 1.2(0.1) 1.0(0.1) 1.0(0.1) 1.1(0.1) 1.1(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f7 1351 4274 9503 16524 16524 16969 15/15
1:I 1.6(2) 2.7(1) 1.6(0.5) 0.99(0.3) 0.99(0.3) 1.0(0.3) 15/15
2:a 1.0(1.0) 2.3(1.0) 1.7(0.7) 1.1(0.4) 1.1(0.4) 1.0(0.4) 15/15
3:ma 1.6(1) 2.7(1) 1.8(0.7) 1.1(0.4) 1.1(0.4) 1.1(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f8 2039 3871 4040 4219 4371 4484 15/15
1:I 3.5(0.8) 3.5(0.5) 3.7(0.6) 3.9(0.6) 3.9(0.5) 4.0(0.5) 15/15
2:a 3.6(0.7) 3.5(0.6) 3.8(0.6) 4.0(0.6) 4.0(0.6) 4.0(0.6) 15/15
3:ma 3.1(0.6) 4.2(3) 4.4(3) 4.5(3) 4.5(2) 4.5(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f9 1716 3102 3277 3455 3594 3727 15/15
1:I 4.1(0.7) 4.6(0.5) 4.9(0.5) 5.0(0.5) 5.0(0.5) 5.0(0.5) 15/15
2:a 3.9(0.7) 4.1(0.4) 4.4(0.4) 4.5(0.4) 4.5(0.4) 4.5(0.4) 15/15
3:ma 3.4(0.9) 4.1(0.6) 4.3(0.5) 4.4(0.5) 4.4(0.4) 4.4(0.4)⋆ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f10 7413 8661 10735 14920 17073 17476 15/15
1:I 1.2(0.2) 1.2(0.1) 1.0(0.1) 0.80(0.0)↓4 0.73(0.0)↓4 0.75(0.0)↓4 15/15
2:a 1.2(0.2) 1.2(0.2) 1.0(0.1) 0.82(0.0)↓4 0.75(0.0)↓4 0.76(0.0)↓4 15/15




∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f11 1002 2228 6278 9762 12285 14831 15/15
1:I 4.5(0.2) 2.3(0.1) 0.87(0.1) 0.64(0.0)↓4 0.56(0.0)↓4 0.50(0.0)↓4 15/15
2:a 4.5(0.2) 2.2(0.1) 0.86(0.0) 0.63(0.0)↓4 0.55(0.0)↓4 0.50(0.0)↓4 15/15






∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f12 1042 1938 2740 4140 12407 13827 15/15
1:I 2.6(1) 3.0(2) 3.2(2) 3.1(1) 1.3(0.4) 1.4(0.4) 15/15
2:a 2.4(0.2) 3.4(2) 3.4(2) 3.4(1) 1.4(0.5) 1.5(0.5) 15/15
3:ma 2.3(2) 3.1(3) 3.2(2) 3.1(1) 1.3(0.5) 1.4(0.5) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f13 652 2021 2751 18749 24455 30201 15/15
1:I 3.6(3) 3.4(3) 3.7(2) 0.80(0.4) 1.3(0.7) 1.3(0.7) 15/15
2:a 2.4(0.3) 3.5(3) 4.5(3) 1.1(0.8) 1.2(0.7) 1.5(1.0) 15/15
3:ma 2.9(3) 3.5(3) 4.4(2) 0.94(0.4) 1.1(0.5) 1.5(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f14 75 239 304 932 1648 15661 15/15
1:I 3.6(0.8) 2.7(0.3) 3.5(0.3) 3.2(0.3) 3.9(0.2) 0.67(0.1)↓4 15/15
2:a 3.8(1) 2.7(0.3) 3.5(0.5) 3.1(0.2) 3.9(0.2) 0.69(0.0)↓4 15/15
3:ma 3.3(1) 2.3(0.4) 2.8(0.4)⋆2 2.9(0.3) 3.7(0.3) 0.65(0.0)↓415/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f15 30378 1.5e5 3.1e5 3.2e5 4.5e5 4.6e5 15/15
1:I 0.82(0.3) 1.1(0.3) 0.71(0.2) 0.72(0.2) 0.53(0.2)↓2 0.54(0.2)↓2 15/15
2:a 0.90(0.5) 1.0(0.3) 0.60(0.3) 0.61(0.3) 0.45(0.2)↓30.46(0.3)↓315/15
3:ma 0.62(0.2)↓30.98(0.3) 0.65(0.3) 0.67(0.3) 0.49(0.2)↓3 0.50(0.2)↓3 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f16 1384 27265 77015 1.9e5 2.0e5 2.2e5 15/15
1:I 2.8(5) 1.1(0.5) 0.88(0.7) 0.80(0.5) 0.82(0.5) 0.76(0.5) 15/15
2:a 1.9(0.6) 0.76(0.3) 0.83(0.7) 0.81(0.5) 1.00(0.9) 0.95(0.8) 15/15
3:ma 2.2(3) 0.63(0.6) 0.84(0.6) 0.76(0.6) 0.85(0.9) 0.79(0.9) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f17 63 1030 4005 30677 56288 80472 15/15
1:I 2.3(2) 0.89(0.2) 0.50(0.1) 0.82(0.3) 0.83(0.5) 0.87(0.3) 15/15
2:a 2.3(1) 0.87(0.2) 0.52(0.2) 0.70(0.3) 0.80(0.4) 0.92(0.2) 15/15
3:ma 2.2(2) 0.86(0.2) 1.4(2) 0.70(0.3) 0.79(0.3)↓ 0.82(0.2)↓ 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f18 621 3972 19561 67569 1.3e5 1.5e5 15/15
1:I 1.2(0.4) 1.5(2) 0.75(0.4) 0.91(0.4) 0.78(0.4) 0.83(0.3) 15/15
2:a 0.96(0.3) 0.96(2) 0.96(0.9) 0.79(0.3) 0.85(0.4) 0.87(0.3) 15/15
3:ma 0.85(0.2) 0.57(0.3) 0.78(0.7) 0.68(0.2) 0.77(0.4) 0.74(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f19 1 1 3.4e5 6.2e6 6.7e6 6.7e6 15/15
1:I 166(60) 2.9e4(2e4)0.63(0.4) 0.43(0.2)↓30.44(0.2)↓30.44(0.2)↓315/15
2:a 156(72) 7.7e4(1e4) 2.5(4) 0.73(0.6) 0.88(0.9) 0.88(0.7) 8/15
3:ma 135(44) 4.2e4(3e4) 3.2(4) 1.0(1.0) 1.6(2) 2.1(2) 4/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f20 82 46150 3.1e6 5.5e6 5.6e6 5.6e6 14/15
1:I 4.7(1) 3.2(1) 0.83(0.4) 0.58(0.2) 0.59(0.2) 0.60(0.2) 15/15
2:a 4.8(1) 3.2(1) 0.90(0.4) 1.1(1) 1.1(0.9) 1.7(2) 5/15
3:ma 3.9(0.7) 3.0(1) 1.1(0.7) 5.0(6) 5.0(5) 4.9(5) 2/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f21 561 6541 14103 14643 15567 17589 15/15
1:I 1.9(4) 81(108) 66(94) 64(88) 60(84) 54(75) 9/15
2:a 3.2(4) 95(176) 77(92) 74(87) 70(110) 62(98) 8/15
3:ma 3.0(5) 92(101) 95(127) 92(120) 86(117) 76(102) 7/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f22 467 5580 23491 24948 26847 1.3e5 12/15
1:I 462(1351) 264(348) ∞ ∞ ∞ ∞ 1e6 0/15
2:a 10(13) 232(304) ∞ ∞ ∞ ∞ 1e6 0/15
3:ma 6.7(12) 235(310) ∞ ∞ ∞ ∞ 1e6 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f23 3.2 1614 67457 4.9e5 8.1e5 8.4e5 15/15
1:I 4.1(6) 2.3e4(2e4) ∞ ∞ ∞ ∞ 3e6 0/15
2:a 6.5(5) 1.1e4(1e4) 556(639) ∞ ∞ ∞ 3e6 0/15
3:ma 2.5(3) 1.1e4(1e4)255(304) ∞ ∞ ∞ 3e6 0/15
∆fopt 1e1 1e0 1e-1 1e-3 1e-5 1e-7 #succ
f24 1.3e6 7.5e6 5.2e7 5.2e7 5.2e7 5.2e7 3/15
1:I 25(30) 4.5(5) ∞ ∞ ∞ ∞ 5e6 0/15
2:a 42(46) ∞ ∞ ∞ ∞ ∞ 4e6 0/15
3:ma 19(22) ∞ ∞ ∞ ∞ ∞ 4e6 0/15
Table 2: Expected running time (ERT in number of function evaluations) divided by the respective best ERT
measured during BBOB-2009 (given in the respective first row) for diﬀerent ∆f values in dimension 20. The
central 80% range divided by two is given in braces. The median number of conducted function evaluations
is additionally given in italics, if ERT(10−7) = ∞. #succ is the number of trials that reached the final target
fopt + 10
−8. Best results are printed in bold. The first row (’1:I’) shows results for the IPOP-ACTCMA-ES,
’2:a’ is the CMAa, and ’3:ma’ is the CMAma.
