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En  aquest  projecte  s’ha  avaluat  la  infraestructura  de  computació  en  núvol.  Concretament,  s’ha 
estudiat el seu funcionament  i  les diverses  implementacions que existeixen,  intentant discernir si 




tant del maquinari  com del programari  i promeses de  solucions escalables. Aquest argument va 
dirigit amb la idea d’atraure des de petites mitjanes i grans empreses fins els usuaris més avançats. 
Aquest  tipus d’infraestructura permet que  les grans empreses puguin  tenir  recursos  il∙limitats o, 
millor  dit,  recursos  amb  un  cost més  acurat  en  funció  de  les  seves  necessitats,  reduint  així  els 
costos  de manteniment  del maquinari.  També  s’aprofita  aquesta  idea  per  arribar  a  les  petites 









d’avaluar els diferents problemes  tècnics  i  trobar‐ne solucions. En primer  lloc   s’han analitzat de 















































































































grans empreses  fan paler  la necessitat de  tenir  sistemes de major  capacitat per poder  suportar 
càrregues majors i d’alta disponibilitat. 
 
Aquest  projecte  intentarà  solucionar  alguns  dels  problemes  que  podem  trobar  en  una 
infraestructura  normal  de  servidors,  deguts  a  males  configuracions,  deficiències  o  falta  de 
manteniment.  Per  poder  garantir  aquestes  necessitats,  en  la  majoria  dels  casos  és  necessari 
assegurar  la  redundància  física dels  sistemes que  siguin  vitals per  a  l’empresa,  ja que  averies o 
errors en  les aplicacions comportarien una davallada en  la productivitat  i en  funció de  l’empresa 
això és vital, ja que cada minut sense servei són diners que es perden.  
 
La  majoria  d’empreses  necessiten  una  despesa  fixa  per  al  manteniment  del  maquinari  que 
comporta  una  renovació  de  les  màquines  cada  cert  temps,  quan  es  queden  obsoletes  o 
simplement  s’espatllen.  Els  costos  de  tenir  tot  el maquinari  duplicat  són  summament  elevats  i 






programari.  Seguint  amb  l’exemple  anterior, de  les 6 màquines  ara només necessitaríem 3 que 












servidors, ens permet una  flexibilitat a  l’hora de  solucionar  fallides del  sistema en  l’entorn  físic. 










trobarem  el  capítol  d’estudi  de  viabilitat  on  s’avaluarà  el  projecte  tècnica,  econòmica  i 
temporalment per decidir  si  la  seva  implementació és viable. El  segon  capítol és d’anàlisi, on es 
descriu la infraestructura en núvol i les diferents tipologies i implementacions disponibles. Veurem 





per tal d’analitzar com reacciona  la  infraestructura  i el possibles problemes que sorgeixin. També 
es realitzarà una planificació temporal de les tasques a realitzar. 
 
La  implementació  serà el quart  capítol, on  s’explicarà  com  s’ha muntat  i  configurat el projecte. 
S’enumeraran els problemes que s’han trobat a l’hora d’implementar la solució triada i com s’han 

















  http://open.eucalyptus.com/ 
‐ “Ubuntu Server” 
  http://www.ubuntu.com/cloud 
‐ “VMware” 






























aplicacions que estan executant els seus empleats,  tenint en compte que  també desenvolupen  i 






necessàries.  Així,  es  podrà  assegurar  que  cada  usuari  només  tingui  permisos  per  realitzar 










Els  objectius  principals  del  projecte  els  podem  classificar  en  dos,  la  part  d’investigació  i  la  part 
d’implementació. 
‐ La  part  d’avaluació  pretén  entendre  com  és  el  funcionament  de  les  infraestructures  de  
computació en núvol, quines són les seves característiques i quines solucions hi ha al mercat. 
‐ En  la part d’implementació d’una  infraestructura en núvol, es sotmetrà a un  joc de proves, 
s’analitzaran els resultats obtinguts i s’explicarà l’experiència realitzada. La infraestructura ha 

















Administrador del sistema  Administració  i  gestió  de  la  infraestructura,  gestió 
d’usuaris,  responsable de  la  integritat de  la  xarxa  i 
dels servidors. 
Usuari expert  El  encarregat  del  manteniment  de  l’aplicatiu  i  els 
serveis que ofereix la infraestructura. 









recopilarà  la  informació  necessària  per  poder  completar  les  següents  etapes  del  projecte,  i 
s’analitzarà diferents solucions de programari per, posteriorment, decidir el disseny més adient. 
 



















































































































































              Total = 14.885,5 € 
                   
Per poder fer un anàlisi cost‐benefici, hem partit del disseny proposat de 3 servidors implementats 
amb  computació  en  núvol,  s’ha  generat  una  estimació  de  costos  del  fet  de  tenir  un  sistema 
redundant en una infraestructura completament física. S’ha comparat en termes econòmics, veiem 













Analitzant  el  disseny  dels  recursos,  veiem  que  aporta  un  beneficis  tècnics,  ja  que  es  redueix  el 





















L’objectiu  d’aquest  capítol  és  avaluar  la  computació  en  núvol  i  les  diferents  maneres 
d’implementació que l’arquitectura ens ofereix. 
 
Les necessitats de  les empreses de  cobrir  les  seves expectatives de qualitat del  servei  i, alhora,  









































- La  facilitat d’ús passa per unes aplicacions que ens  faciliten  l’accés  al núvol. Afegir nous 
recursos  a  la  nostra  infraestructura  de  xarxa  és  molt  sencill  i  segur,  ja  que  només  
necessitem una clau xifrada que ens permeti connectar amb  la  infraestructura  i un usuari 
autoritzat pel administrador del núvol. 
 

































- SaaS: Programari com a Servei, és  la capa més alta  i ens permet disposar d’una aplicació 
acabada  per  a  que  estigui  a  disposició  dels  usuaris  finals  en  un  sistema  escalable.  Per 
exemple Gmail es un producte de Google implementat com SaaS 
 
- PaaS:  Plataforma  com  a  Servei,  és  la  capa  del mig  i  ofereix  serveis  d’emmagatzematge, 
temps  de    còmput  i  altres  serveis  per  simplificar  el  desenvolupament  d’aplicacions, 
especialment de pàgines web.  
Un exemple de PaaS es Google Engine App o Windows Azure  que ens ofereixen serveis que 




- IaaS:  Infraestructura com a Servei, és  la capa  inferior  i ens ofereix  la possibilitat de  tenir 









núvol  preestablert  i  públic.  Aquestes  empreses  tenen  muntada  la  seva  propia 
infraestructura de núvol i per un cost segons el consum que fem, ens ofereixen les diferents 
implementacions possibles del núvols (IaaS, SaaS, PaaS). Això comporta que els treballs dels 







  La  versatilitat  del  núvol  permet  que  pugui  ser  interessant  tant  per  a  usuaris  com  a 























costos  afegits  als  serveis.  Això  comporta  certa  complexitat  a  l’hora  de  determinar  com 
























‐ Executa  màquines  virtuals.  D'acord  amb  la  política  d'assignació,  el  planificador  decideix 
executar les màquines virtuals 



































‐ L’usuari  fa ús del  servei OpenNebula per  crear  i  administrar  les  seves pròpies màquines 
virtuals. 
 





Els nodes  físics poden  tenir  implementades diferents  solucions de hipervisors  com XEN, KVM, o 
























































































VMware  ESX  i  VMware  ESXi  proporcionen  una  capa  de  virtualització  sòlida  i  d'alt 
rendiment, que abstreu els recursos de maquinari dels servidors i permet compartir‐los 




‐ vStorage:  els  serveis  d'emmagatzematge  que  permeten  una  utilització  més  eficaç 
d'emmagatzematge  en  els  entorns  virtuals.  Aquest  servei  esta  format  per  VMware 
vStorage VMFS i VMware vStorage Thin Provisioning. 
VMware vStorage VMFS és un sistema d'arxius en clúster d'alt rendiment que separa les 





















VMware  VMotion  incorpora  la  migració  en  calent  de  les  màquines  virtuals  entre 
servidors, sense interrupcions per als usuaris ni pèrdues de servei. 
VMware Storage VMotion tambe permet  la migració en calent dels discos  i elimina  la 





VMware  High  Availability  (HA)  és  la  solució  automatitzada  per  al  reinici  de  les 
aplicacions  en  qüestió  de  minuts  en  cas  d'error.  VMware  Fault  Tolerance  (FT) 
proporciona  disponibilitat  contínua,  garantint  que  no  hi  ha  pèrdua  de  dades  ni  del 




VMware  vShield  Zones  permet  aplicar  polítiques  de  seguretat  a  nivell  d'aplicació  en  un 
entorn compartit, mantenint  la  fiabilitat  i  la  segmentació de  la xarxa dels usuaris  i de  les 
dades  confidencials.  VMware  VMsafe  funciona  a  la  capa  de  virtualització  per  tal  de 

















VMware  vSphere  incorpora  vApp,  una  entitat  lògica  constituïda  per  una  o  diverses  màquines 
virtuals que utilitza el format obert de virtualització (OVF), així com les polítiques i nivells de servei 
















fer  les  proves,  encara  que  és  altament  recomanat  separar  els  serveis  principals  en  4 màquines 















L’estructura  del  Cloud  es  defineix  a  més  alt  nivell  per  un  controlador  del  cloud  que  serà    qui 








pot  prendre  les  decisions  d’alt  nivell  per  a  l’assignació  de  recursos  per  les  noves  instàncies  de 
màquines virtuals. 
 








Està  considerat  com  un  sistema  d’emmagatzematge  d’arxius,  ja  que  permet  l’accés  des  d’una 
màquina virtual en execució o des de qualsevol punt de la xarxa. Encara que el sistema no ofereix 









El  controlador  del  clúster  és  un  altre  servei  que  ha  d’estar  present,  ja  que  és  l’encarregat  de 
comunicar‐se amb les màquines virtuals i amb els nodes de la infraestructura en núvol. 
El clúster rebrà  les sol∙licituds per assignar  imatges des del controlador del núvol  i decidirà quins 







Una de  les seves  funcions és  la gestió de  la comunicació amb  les màquines virtuals, per  tant,  té 




de  blocs.  Aquest  servei  permet  crear  dispositius  de  bloc  persistents,  i  així  muntar‐los  en  les 





Per  últim  els  controladors  de node  son  la  part més  exigent,  ja  que  necessitem màquines  força 




instruccions  que  el  controlador  del  clúster  li  ha  donat.  Si  el  que  es  pretén  és  tenir  diferents 





La  primera  funció  del  controlador  del  node  és  determinar  quin  entorn  de  recursos  estan 
disponibles en el sistema; s’ha de saber quin espai de disc dur té, el tipus  i nombre de nuclis de 
processament    i  la quantitat de memòria RAM. Això determinarà el nombre de màquines que es 
poden executar en el node. Un cop fet això, el controlador del node es manté a l’espera fins que el 
controlador del  clúster  li demana  realitzar alguna acció. El node pot arrencar, parar  instàncies  i 
respondre les preguntes sobre la disponibilitat que li faci el controlador del clúster.  
 
Si  el  clúster  li  demana  arrencar  una  nova  instància,  el  controlador  del  node  ha  de  verificar 











iniciar  i aturar  les  instàncies. Els components del sistema  (NC, CLC, CC) utilitzant certificats X509 
generats  localment per  l'autentificació entre ells. Aquests certificats són claus criptogràfiques per 
autentificar  i protegir  les comunicacions. L’autentificació  i autorització d'usuaris  i  la creació  inicial 
del compte d'usuari es realitza en  dos passos: 
‐ En  primer  lloc,  qualsevol  usuari  amb  accés  a  la  interfície  web  d'usuari  pot  omplir  un 
formulari per demanar un compte. 
‐ Quan  es  rep  una  petició,  l'administrador  permet  l'accés  a  l'usuari  d'acord  amb  la  seva 
pròpia política. 
El  tipus  d'autentificació  (clau  de  consulta  o  certificat)  variarà  en  funció  de  l'eina  utilitzada  per 





















les  màquines  virtuals.  Quan  una  màquina  virtual  encara  és  una  instància,es  crea  una 
entrada estàtica dins d'un servidor DHCP que controla el núvol i adopta  la següent parella 




a  la  configuració  de  la  xarxa.  En  aquest  mode,  l'administrador  defineix  una  gran  xarxa 
generalment  privada  i  sense  encaminador.  Igual  que  amb  el  mode  estàtic,  tindrem  un 
servidor  DHCP  amb  assignacions  estàtiques  de  cada  instància.  Els  usuaris  de  la 
infraestructura poden definir una sèrie de “xarxes”, o “Grups de seguretat “ als que poden 
aplicar regles d'entrada a la xarxa que s'apliquen a qualsevol màquina virtual que s'executi 
dins d'aquesta  "xarxa". Quan un usuari executa una  instància pot definir en quina  xarxa 
 44 
 
s’executarà  i  passarà  a  ser  un membre  de  la  “xarxa”  que  podrà  accedir  a  les  direccions 






 Mode  administrat  NOVLAN:  Aquest  mode  és  idèntic  al  mode  administrat  però  no 
proporciona  l'aïllament  de  la  xarxa  virtual.  Els  administradors  poden  configurar  IP 
elàstiques i aplicar seguretat grups, però no s'estan executant en una xarxa aïllada on totes 















basa en  l'afegit d’anell de hipervisor a nivell d'aïllament del processador que  suporta  (Intel‐VT o 
AMD‐V). Mentre que cap tecnologia és completament segura,  l'ús d'aquest nivell normalment es 













































projecte.  Es dividirà en diferents parts, primer de  tot, es dissenyarà  la  infraestructura  física del 















La  idea  que  es  proposa  és  muntar  un  prototip  d’un  núvol  privat  on  s’implementarà  una 
infraestructura  de màquines  reals  que  puguin  treballar  en  termes  de  cloud  entre  elles. Un  cop 
configurades,  han  de  poder  carregar  imatges  de  màquines  virtuals  que  puguin  oferir  diferents 
serveis a la xarxa (IaaS) amb balanceig de càrrega. 
 
Aquesta  implantació  ens  permetrà  solucionar  problemes  derivats  de  males  configuracions  o 
caigudes  dels  serveis  i  podran  carregar  de  forma  immediata  imatges  de  backup  o  fins  i  tot  la 
mateixa imatge amb més recursos donats pel núvol.  
 







gran  part  del  codi  i  las  apis,  de manera que podríem  escalar  recursos  a  la  seva  infraestructura 




recursos  de  forma  externa  puntualment  en  cas  de  necessitar majors  capacitats,  per  causes  de 























Primer  de  tot, muntarem  una màquina  amb  el  servei  de  controlador del  núvol  (CLC) que  anirà 













Com que  la  infraestructura és privada, no hi ha disponibles direccions  IP públiques excepte  la del 
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enrutador  ADSL.  S’establiran  direccions  IP  de  forma  dinàmica  del  rang  de  la  subxarxa  privada 
10.0.10.0/24 per  tal d’assegurar  la  comunicació amb  totes  les màquines virtuals  i els host de  la 
subxarxa. 
 
L’última  peça  que  ens  faltarà  en  el  núvol  són  els  controladors  de  nodes.  Es  dedicaran  tres 


















Node 1 (Asia VM)  Core2Duo  2.4Ghz  4G  RAM 
250 Gb Disc dur 
Orquidea IP:10.0.10.102 
Node 2 (Asia VM)  AMD  Turion Ultra  dual‐core 
Mobile  2.2Ghz  4G  RAM 
320Gb Disc dur 
Baston IP:10.0.10.108 













servei  diferent.  Estarà  situada  en  una  xarxa  fast  ethernet  100Mbps  amb  connexió  a  Internet 


























Node 1 (Europa VM)  Core2Duo  2.4Ghz  4G  RAM 
250 Gb Disc dur 
Orquidea IP:10.0.10.102 
Node 2 (Europa VM)  AMD  Turion Ultra  dual‐core 
Mobile  2.2Ghz  4G  RAM 
320Gb Disc dur 
Baston IP:10.0.10.108 

















resolució  de  noms  de  domini  (DNS)  i  el  servidor  ssh  per  poder‐nos  connectar  a  ella 
remotament. 


































El  balancejador  és  l’altre  dels  serveis  que  es  proposen  per  suplir  amb  una màquina  física  i  es 












































En  l’alternativa  de  disseny  físic  també  haurem  de  descarregar  la  versió  ubuntu  server  9.10  i 








































a  que  sigui  el  servidor  màster.  Es  configurarà  la  base  de  dades  i  els  diferents  serveis  que 











































que sigui el servidor   principal de  la base de dades. Es configurarà  la base de dades, el NRPE per 
notificar al servidor nagios3, el memcache  i els diferents serveis que garanteixen  la  funcionalitat 
dissenyada.  
 
Posteriorment es configurarà  l’altra  imatge amb un servidor web apache  i el projecte mediawiki. 














































































També  s’ha  realitzat una planificació del que es  creu que es  trigarà a  implementar els diferents 
dissenys.  
 





















Primer  de  tot  haurem  de  descarregar  el  programari  que  s’ha  escollit,  en  aquest  cas  el  sistema 




















Aquesta  interfície web  ens  permet  configurar  diferents  paràmetres  del  núvol,  podem  definir  el 
servidor DNS,  quins  són  els  controladors  clúster, quin  és  el  sistema  que  suporta  el  controlador 
Walrus WS3 i quines seran les definicions per defecte de les noves instàncies entre altres opcions. 
 





Per  veure  com  és  el  comportament  del  núvol  tenim  un  repositori  d’imatges  per  descarregar  a 





Un cop descarregades  les  imatges,  la  interfície web ens permet veure quines  imatges emi estan 










El  sistema  per  defecte  crea  l’usuari  administrador  que  té  tots  els  drets  per  gestionar  la 









































Com  que  es  vol  aprofitar  al  màxim  els  recursos,  també  s’instal∙la  l’aplicació  memcache  que 
permetrà compartir les dades entre les diferents instàncies que recolzen el servidor web. 
 





















Degut  a  les  limitacions  de  la  versió  utilitzadan  Eucalyptus  ens  suggereix  l’ús  de  serveis  d’altres 
empreses previ pagament com Rightscale o Cannonical que ens  facilitaran una aplicació via web 











El  prototip  alternatiu  de  dharmacloud.net  es  forma  per  2  instàncies  virtuals  com  el  disseny 
principal però afegint serveis de 2 màquines reals.  
 
En una  imatge  s’ha  instal∙lat un  servidor MySQL que permet  l’accés d’altres màquines  virtuals  i 
assegurarà la integritat de las dades. Disposa d’un servei memcache que permet compartir la cache 
entre  les  diferents  màquines,  millorant  els  temps  d’accés.  Aquesta  imatge  intenta  garantir  la 







se  amb  el  servidor  nagios3  que  ens  permetrà monitorejar  l’estat  del  recursos  de  les màquines 
virtuals. 
 
Una màquina  real  es  configurarà  com  a  servidor de monitoreig del núvol  i permetrà    controlar 




s’autogestiona  i  llança  els  scripts  d’actuació.  Aquets  scripts  iniciaran  noves  instàncies  que 
permetran balancejar  la  càrrega entre els  serveis per  crear escalabilitat a màquines de  recursos 
més  potents  en  calent  o  afegir  noves  màquines  que  puguin  resoldre  les  necessitats  de  forma 
horitzontal. 
Aquesta estructura ens permet aprofitar  la  idea de  serveis a  la carta per pagar en  funció de  les 
nostres necessitats. Aquestes  imatges seran monitorejades des del controlador del núvol amb el 










virtuals.  Aquests  scripts  tenen  la  finalitat  d’augmentar  el  nombre  de  màquines  virtuals  que 















La màquina  que  suporta  el  balancejador  es  la  sortida  per  defecte  de  la  xarxa.  Aquesta  ofereix 















la  base  de  dades  (en  aquest  cas  s’utilitzaran  menys  recursos  per  així  poder  disposar  de  més 
màquines i s’aplicarà el tipus c1.medium). Es configurarà el servei de balanceig de càrrega perquè 
la seva IP respongui a la IP configurada 10.0.10.1 “www.dharmacloud.net”. 












































càrrega.  La  màquina  virtual  té  programat  un  event  que  cada  2  minuts  examina  l’estat. 
Aquest temps és molt petit perquè una nova màquina arribi a  l’estat “running”  i es pugui 
balancejar  el  servei  per  tant  s’ha  trobat  que  es  produïen  falsos  positius  llançant  més 
màquines del compte abans que les anteriors es trobessin en un estat disponible.  






Si pel  contrari  les màquines  arrencades estan  sense  fer  res, es detecta que estan en un 





El  sistema  balanceja  perfectament  els  serveis  escalats,  amb  l’únic  inconvenient  que  per 
raons de manca de més recursos de maquinari la màquina es satura i triga molta estona a 


















servei  és  notificat  pel  servidor  nagios  i  ens  permet  prendre mesures  per  augmentar  els 










Quan  apaguem  el  Controlador  del  node  (CLC)  perdrem  la  possibilitat  de  validar‐nos  i 
interactuar, però  les  instàncies virtuals no es perdran  i quan  s’arrenquin podran  tornar a 
estar actives. 
Si també cau el controlador Walrus, cap nova  instancia podrà ser arrencada,  ja que ell és 
qui  les  subministra  i  les  valida  per  poder  ser  arrencades.  En  canvi  si  cau  qualsevol  dels 
controladors  dels  clústers,  perdrem  les  màquines  virtuals  que  estiguin  en  execució  en 
aquella branca.  Si encara en queda algun  clúster actiu, aquest és el que  rebrà  les noves 
peticions del sistema per crear màquines virtuals. 
 







 Problemes al servidor de  imatges   Walrus. Si patim alguna fallida derivada de  l’estat físic 
de  la  màquina  que  suporta  el  servidor  d’imatges  podem  tenir  un  problema.  Durant 
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d’implementació el  la màquina  física que  incorpora aquest servei va caure per problemes 
de  maquinari.  No  es  va  poder  solucionar  primerament  i  es  va  substituir  per  una  altre 
màquina  de  característiques  semblant.  El  problema  va  derivar  en  la  pèrdua  total  de  les 
imatges de  les que es disposaven  inutilitzen  les  instal∙lacions antigues  i tornant a crear de 
noves.  Es  van  perdre  les  imatges  però  els  controladors  dels  nodes  conserven  una  còpia 
cache  per  poder  arrancar  més  ràpidament,  però  si  el  servidor  Walrus  no  les  valida  el 
controlador del node no les arranca. 
 
El  sistema  d’imatges  és  molt  útil  perquè  centralitza  totes  les  màquines,  però  és  molt 
recomanat  tenir  còpies  de  seguretat  de  totes  les màquines  que  volem  assegurar  si  per 
algun motiu perdem la màquina física. 
 
 Proves  de  balanceig  de  càrrega.  Degut  a  que  la  implementació  ens  ha  dut  a  aplicar 
solucions  alternatives  per  el  balanceig  de  càrrega  no  podem  valorar  molt  positivament 
aquest  aspecte.  En  les  noves  versions  diuen  que  aquest  aspecte  ja  es  soluciona  i  ens 
proporcionaran de manera nativa els serveis per balancejar i escalar.  
 





























































programari,  un  cop  implementat  el  disseny  principal,  el  programari  no  oferia  totes  les 
característiques que presumia i s’ha tingut d’aplicar el disseny alternatiu virtual per solucionar‐ho.  
 












En  els primer  capítols havíem  analitzat  els diferents programaris que oferien  infraestructura de 
núvols privats, després,    van dissenyar diferents  alternatives per  trobar  la millor disposició dels 
recursos per implementar un prototip.  
 
Durant  la  implementació  ens  vam  trobar  amb  diferents  problemes,  des  de  problemes  amb  el 
maquinari i fins i tot amb problemes del programari. Hem vist que les eines d’administració i gestió 
que  ens  proposen  en  el  projecte  Eucalyptus Open  Source  ara  per  ara,  no  ofereixen  cap  de  les 
solucions tan preuades que ens atreien per muntar una infraestructura de núvol privat.  
 
Es  va  utilitzar  la  versió  Eucalyptus  1.6  i  com  es  un  projecte  de  codi  lliure  en  constant 
desenvolupament,  en  aquesta  versió  l’aplicatiu  de  gestió  passa  per  convertir  el  núvol  en  una 
infraestructura que engega i apaga les instàncies amb els recursos seleccionats de manera flexible. 
Els serveis com  l’escalabilitat  i balanceig de carrega encara no estan  implementats  i passa per un  
aplicatiu privat d’empreses com Canonical (aquí és on treu el profit Canonical de tot el projecte de 
núvol que proposa sota ubuntu server) o empreses com Rightscale que ens ofereixen la possibilitat 












finalment  ens  ha  estat  útil  per  veure  la  elasticitat  i  flexibilitat  d’aquest  sistema  ja  que  ens  ha 
permès treballar amb les màquines virtuals com si d’una granja de servidors es tractés.  
 
Tot  i  la quantitat d’hores necessàries per a  la formació, el projecte ens ha portat a trobar moltes 
solucions  possibles,    diverses  implementacions molt  útils  que  separen  l’idea  dels  sistemes  com 






El  fet que  tota  la  infraestructura de producció estigui virtualitzada, redueix  la necessitat de  tenir 
màquines  físiques amb característiques exactes per substituir unes per altres,  ja que en el núvol 
qualsevol maquina amb característiques per ser un node podrà penjar‐se en  la  infraestructura de 




per  a  les  implementacions  de  serveis.  Hem  vist  que  el  sistema  encara  que  ens  ha  ocasionat 




























































$  apt‐get  install  eucalyptus‐nc  eucalyptus‐cc  eucalyptus‐sc  eucalyptus‐cloud  eucalyptus‐walrus 
euca2ools 
 
Copiarem  els  arxius  de  configuració  eucalyptus.conf  que  es  proporciona  dins  de  la  carpeta 




podem  validar‐nos  a  la  infraestructura  i  configurar  els  serveis.  Per  configurar  el  núvol  hem  de 
connectar‐nos  a  la  IP  de  la  màquina  que  es  controlador  del  núvol  i  allà  configurarem  quina 
màquina ofereix cada servei. 
 
















































Un  cop  fet  això  copiarem  els  arxius  de  configuració  haproxy.conf  a  la  ruta  /etc/haproxy  i  la 
configuracio del dns a la ruta /etc/bind 
 
També  es  copiarà una  carpeta  amb  els  scripts que  s’han  generat per engegar  i parar  les noves 
instancies i configurar els serveis la carpeta s’anomena “scripts‐actuacio”. 
 
Reiniciem tots els serveis i arranquem les instancies en el núvol del servidor web i la base de dades. 
Ara tot hauria de funcionar correctament i escalar recursos web en funció de la carrega detectada. 
Per poder iniciar les instancies s’han generat scripts per la maquina del servidor web sota la ruta 
/scripts/balencer2max/run.sh 
Per a la instancia amb la base de dades s’utilitzarà el script /scripts/balencer2hot/run‐perla.sh 
 
Si el que volem es reduir els recursos aprofitant els scripts també s’han generat un script amb nom 
ocios.sh i oscios‐perla.sh per les dues maquines. 
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