This paper is devoted to the study of linear and nonlinear stability of undercompressive shock waves for first order systems of hyperbolic conservation laws in several space dimensions. We first recall the framework proposed by Freistühler to extend Majda's work on classical shock waves to undercompressive shock waves. Then we show how the so-called uniform stability condition yields a linear stability result in terms of a maximal L 2 estimate. We follow Majda's strategy on shock waves with several improvements and modifications inspired from Métivier's work. The linearized problems are solved by duality and the nonlinear equations by mean of a Newton type iteration scheme. Finally, we show how this work applies to phase transitions in an isothermal van der Waals fluid.
Introduction
In [14, 13] , Majda proved the (local in time) existence of multidimensional shock waves for systems of conservation laws. We refer to [15, 21] for an overview of the method and its applications to gas dynamics. Majda's analysis dealt with shock waves satisfying Lax's entropy inequalities, and it relied on a uniform stability condition. His work was later refined by Métivier and Mokrane [16, 17] , using new ideas of paradifferential calculus.
In several applications such as magnetohydrodynamics or the modeling of phase transitions, it happens that some shock waves violate Lax's entropy inequalities. Depending on their nature, these discontinuous solutions bear the name of undercompressive or overcompressive shock waves (we shall recall these notions later on). To select the physically relevant discontinuities, an additional admissibility criterion may be required (this is the case for undercompressive shock waves). For isothermal subsonic phase transitions, Slemrod and Truskinovsky independently derived an admissibility criterion based on the theory of capillarity [24, 25] (see also [22] ). In this paper, we focus on undercompressive shocks and we shall follow a general approach, using an abstract admissibility criterion, as suggested by Freistühler. The analysis applies to some concrete problems (this approach was also used by Colombo and Corli in [6] for one-dimensional problems).
Our purpose is to establish the (local in time) existence of multidimensional undercompressive shock waves under a uniform stability assumption. This is the extension of Majda's work proposed by Freistühler in [10] (see also [9] ). In particular, the uniform stability assumption stated below was already formulated in [10] . For technical reasons, we have adopted Métivier's approach and we shall often refer to [16] for detailed proofs. However, we emphasize that the analysis of [16] does not apply when solving the linearized equations (see Section 5 below), and we need here to make a specific assumption that is due to the undercompressive nature of the shocks we consider. This assumption is highly reasonable though and is met in our main example. This example deals with subsonic phase transitions in a van der Waals fluid. We are interested there in the existence of propagating interfaces separating liquid and vapor phases. Such an interface is not known in advance, and we thus face a free boundary problem. The evolution of this free boundary is governed by the Rankine-Hugoniot conditions and the visco-capillary admissibility criterion described below. In Section 6, we shall show how Freistühler's general framework, which we develop here, can be used to solve this specific problem of fluid dynamics. The stability of multidimensional dynamic phase transitions was first adressed by Benzoni-Gavage in [1, 2] .
The remainder of this paper is organized as follows: in Section 2, we introduce the framework of our study and state our main assumptions. We recall the definition of undercompressive shock waves. In Section 3, we study the linear stability of a fixed planar undercompressive shock and show how the so-called uniform stability condition yields a maximal L 2 estimate. The study of planar shock waves is extended to the variable coefficients case in Section 4. In Section 5, we shall detail how to solve the linearized equations as well as the nonlinear problem. In particular, we shall explain why Métivier's approach cannot be used. Finally, Section 6 is devoted to the application of our work to isothermal phase transitions in a van der Waals fluid.
Description of the problem
We consider a system of n conservation laws in R × R d :
where x 0 is the time variable, also denoted by t in what follows, (x 1 , . . . , x d ) is the space variable and ∂ j stands for the partial derivative with respect to x j . The fluxes f 0 , . . . , f d are C ∞ functions defined on an open subset U of R n with values in R n . The jacobian matrix of f j at a point u will be denoted by A j (u). For the sake of completeness, we assume that f 0 is a C ∞ diffeomorphism on its range. One can simply think of f 0 as the identity. We assume that the space dimension d is strictly greater than 1 (that is, d 2) and make the following hyperbolicity assumption:
Moreover, if we define the matrix A(u, ξ ) by
then A(u, ξ ) is diagonalizable over R with C ∞ eigenvalues λ 1 , . . . , λ m (defined on U × R d \ {0}) of fixed multiplicities α 1 , . . . , α m . Without loss of generality, we may assume that
We point out that Assumption 1 is easy to check on the system, unlike the block structure condition defined by Majda [14] . However, one could replace the last part of Assumption 1 (that is, the constant multiplicity assumption) by the more abstract block structure condition, as in [14, 16] . We also note that the equations of ideal magnetohydrodynamics are symmetrizable but violate Assumption 1. An open and interesting question is whether the block structure condition is satisfied by the MHD system. We refer to [4] for some results on shock waves in MHD.
We first recall a basic fact on piecewise smooth solutions to (1) (we refer to [20] for the proof). Let Γ = {x d − ϕ(x 0 , . . . , x d−1 ) = 0} be a smooth hypersurface in R d+1 and u be a function smooth on either side of Γ . Then u is a weak solution of (1) if and only if u satisfies (1) (in the classical sense) on either side of Γ and the Rankine-Hugoniot conditions hold at each point of Γ :
the partial derivatives of ϕ in the above formula being evaluated at (x 0 , . . . , x d−1 ). As usual we have let
In what follows, we omit the dependence on x in the expressions [f j (u)].
In this paper, we are interested in the stability of undercompressive shock waves. To fix ideas and notations, we consider a planar shock
which is a solution to (1) . In (4), u r and u l are fixed vectors belonging to the open set U , y = (x 1 , . . . , x d−1 ) is the vector formed by the tangential space coordinates, ν is a vector in R d−1 and σ is the speed of propagation of the front. This corresponds to the equation
for the shock front curve. Clearly u is a solution of (1) if and only if
Performing a rotation of the axes, we may assume ν = 0. Changing the last space variable x d to x d − σ t, and correspondingly the flux f d to f d − σf 0 , we may also assume that the shock is stationary, that is, σ = 0 (this will simplify the statement of Assumption 2). Note that Assumption 1 is still satisfied after this change of observer. We assume that the shock u is noncharacteristic. More precisely, we make the following assumption:
ASSUMPTION 2 There exist two integers p, q ∈ {1, . . . , m} such that λ q−1 (u l , e d ) < 0 < λ q (u l , e d ) and λ p (u r , e d ) < 0 < λ p+1 (u r , e d ),
where e d := (0, . . . , 0, 1) ∈ R d is the vector of propagation of the shock wave u.
If q = 1 (resp. p = m) the first inequality on the left (resp. the last inequality on the right) is ignored. Assumption 2 is illustrated by Figure 1 where the characteristics entering the shock front curve {x d = σ t} are depicted (here we have not assumed σ = 0).
Characteristics entering the shock front.
Following Freistühler [8] , we define the number
representing the amount by which the number of incoming characteristics (counted with multiplicity) exceeds n. We introduce the following terminology:
DEFINITION 1 If κ = 1 (that is, p = q and λ p is a simple eigenvalue), then u is called a p-Lax shock wave. If κ < 1 (that is, p < q), then u is called an undercompressive shock wave. If κ > 1 (that is, p > q), then u is called an overcompressive shock wave.
From now on, we only consider the case of undercompressive shocks, that is, κ 0. As already mentioned in some previous works (see e.g. [23] and references therein), in the case of an undercompressive shock as initial data, the associated Riemann problem has several solutions. In other words, the Rankine-Hugoniot conditions (3) are not sufficient to single out a unique weak piecewise smooth solution. Additional constraints on the shock u are needed. As explained in the introduction, we shall follow a general approach and will not discuss the way how the additional "admissibility criterion" is derived (except in Section 6 where we shall apply our results to phase transitions in van der Waals fluids). We thus fix, once for all, a C ∞ function h : U ×U ×R×R d−1 → R N−n , where N is an integer such that
We focus on the case where the additional constraints take the form h(u l , u r , σ, ν) = 0.
The integer N − n counts the number of additional jump conditions that need to be prescribed and N is the total amount of prescribed jump conditions including the Rankine-Hugoniot conditions. We now introduce the following definition: DEFINITION 2 Let u, defined by (4), be a planar undercompressive shock wave. We shall say that u is an admissible discontinuous solution if
Of course, there are many possible choices for h (see e.g. Section 6), and our definition of admissible solutions heavily depends on the choice of h. The uniform stability assumption stated below also heavily depends on the choice of h. The reader is refered to [1, 2] for a comparison of stability results according to the adopted criterion.
The (local in time) existence of admissible undercompressive shock waves is a free boundary problem. The function ϕ defining the shock front is part of the unknown of the problem. To circumvent this difficulty, we introduce a change of variables in R d+1 with the formula
We have chosen here the standard change of variables, as in [14, 16, 17] . It maps the hyperplane {x d = 0} onto the hypersurface Γ and the two half-spaces {±x d > 0} on the two sides of Γ . We now perform a change of unknown functions. If u is a smooth function on either side of Γ , then the function u defined by
is smooth on either side of the hyperplane {x d = 0}. It is now a straightforward application of the chain rule to verify that u defines an admissible undercompressive shock if and only if
where u + (resp. u − ) denotes the restriction of u to the half-space {x d > 0} (resp. {x d < 0}), and the operators L and B are defined by the following formulas:
Now that we have fixed the domain, the problem reduces to the following question: given an initial datum u 0 that is smooth on either side of a hypersurface {x d = ϕ 0 (x 1 , . . . , x d−1 )}, does there exist a solution (u , ϕ) of (7) with initial value (u 0 , ϕ 0 ), at least locally in time? Following Freistühler [10] , we shall answer this question in the affirmative under a uniform stability assumption. This extends Majda's work to the framework set by Freistühler for undercompressive shocks. As in Majda's analysis, special attention will be paid to the linear stability of the reference undercompressive shock u with respect to small perturbations.
The constant coefficient linearized system

The linearized equations
We first examine the linear stability of the reference planar shock u (ν = 0 and σ = 0). We introduce the linearized operators about the shock u. Considering a family u s = u + sv and ϕ s = sψ, we define the linear operators
Since u is constant on either side of {x d = 0}, the linearized operators read
We let
and
Then the linearized boundary value operator B u reads
We are now led to considering the following boundary value problem for the unknown functions
where the source terms f ± and g belong to appropriate function spaces.
Note that (9) is a constant coefficient hyperbolic boundary value problem; moreover, the boundary {x d = 0} is noncharacteristic because of Assumption 2: both matrices A d (u r ) and A d (u l ) are nonsingular. Kreiss's theory [12] does not apply directly because the boundary conditions involve partial derivatives of ψ. Nonetheless, we attack (9) by the same kind of arguments. Formally, we perform a Laplace transform in x 0 and a Fourier transform in the tangential space variables (x 1 , . . . , x d−1 ). We also make the change of variables (x d → −x d ) in the evolution equation for v − . This yields the following system of ODEs:
in the domain {x d > 0}, with the boundary conditions:
The complex number τ = γ + iη 0 has nonnegative real part. In what follows, we shall denote by η the vector
Because the boundary is noncharacteristic, we may rewrite systems (10a)-(10b) as an ODE system of the form
Matrices A r,l and A d in (11) are defined by
we also have
Finally, we define the symbol associated with the shock front:
As noted by Hersh [11] , the homogeneous part of the ODEs (11) is hyperbolic when γ > 0, that is, the matrix A(u, η, γ ) does not admit purely imaginary eigenmodes when γ > 0. For γ > 0, we define E − (η, γ ) as the stable subspace of A, that is, the set of boundary values at x d = 0 of solutions to (11) that are square integrable on [0, ∞[ when F + = F − = 0. The dimension of E − (η, γ ) is equal to the dimension of E − (0, 1) for all (η, γ ), γ > 0 (this is just a continuity/connectedness argument). To compute the dimension of E − (0, 1), we seek the eigenmodes of A(u, 0, 1). These are the roots ω of the dispersion equation
The definition of A shows that ωI − A(u, 0, 1) is singular if and only if A 0 (u r ) + ωA d (u r ) or A 0 (u l ) − ωA d (u l ) is singular. As a consequence, ω satisfies the dispersion equation if and only if there exists an integer k ∈ {1, . . . , m} such that
where e d = (0, . . . , 0, 1) ∈ R d . Assumption 2 shows that such values of ω are negative for k = p + 1, . . . , m in the first case and k = 1, . . . , q − 1 in the second case. Taking multiplicities into account, this shows that E − (0, 1) has dimension n − κ, with κ defined by (5) .
For fixed η = 0, the stable subspace E − (η, γ ) admits a continuous extension to (η, 0) (see [3] ); we still denote this extension by E − (η, 0). However, for γ = 0, vectors in the extended stable subspace do not always correspond to boundary values of square integrable functions because of the possible occurrence of purely imaginary eigenmodes. This is widely detailed in [1, 7, 14] for Euler's equations of isentropic gas dynamics.
We define the hemisphere of R d+1 as
Following Freistühler [10] , we make the following uniform stability assumption:
ASSUMPTION 3 (Uniform stability) There exists a positive constant c > 0 such that for all (η, γ ) ∈ Σ,
By compactness of Σ, Assumption 3 is equivalent to the requirement that for all (η, γ ) ∈ Σ, the subspace
is reduced to {0}. This is true because the mapping
has values in C N , and N = n − κ + 1 is the dimension of C × E − . Assumption 3 is therefore the direct extension of Majda's uniform stability condition to undercompressive shock waves, once additional jump conditions have been prescribed. In the next subsection, we show that Assumption 3 yields a maximal L 2 energy estimate for the linearized problem (9).
Stability of a planar undercompressive shock
In order to state our first result, we need to introduce a few notations. Denote by Ω and ω the domains
For γ > 0 and s ∈ R we define the following symbols:
The usual Sobolev spaces H s (R d ) are equipped with the weighted norms (depending on the positive parameter γ )
These weighted norms enable one to construct a parameter version of the classical pseudodifferential calculus that is of constant use in the study of initial boundary value problems for hyperbolic systems (see e.g. [5, 12, 14] ). The space L 2 (Ω) is equipped with the usual norm
The Laplace transform performed in the normal modes analysis amounts to working with the new functions v := exp(−γ t)v and ψ := exp(−γ t)ψ, γ > 0. This leads to the introduction of the weighted operators:
One easily checks that (9) is equivalent to
For convenience, we drop the tilde from v and ψ. The basic estimate is the same as for uniformly stable Lax shocks: THEOREM 1 Let u be an admissible planar shock satisfying Assumption 3. Then there exists a constant C > 0 such that for all v ∈ H 1 (Ω), for all ψ ∈ H 1 (ω) and for all γ 1, the following estimate holds:
Energy estimates in Sobolev spaces of higher order are also available, provided that v and ψ are sufficiently regular.
To prove Theorem 1, one uses a Kreiss symmetrizer. This is possible because the boundary conditions satisfy an analogue of the uniform Lopatinskiȋ condition. We shall not detail the proof, and refer the interested reader to [5, 7, 12, 16] .
The variable coefficient linearized problem
It is crucial in the proof of nonlinear stability of a planar shock to obtain an estimate of the same type as (13) for the linearized operators about interfaces that are close to but different from hyperplanes. The proof is entirely similar to Métivier's, so we omit it. We shall only give some indications and references.
We keep the same u as in the preceding section.
There exists an open set U in R n ×R n ×R×R d−1 containing (0, 0, 0, 0) such that for all (w r , w l , σ, ν) ∈ U, one has u l + w l ∈ U, λ q−1 (u l + w l , ξ ) < σ < λ q (u l + w l , ξ ), u r + w r ∈ U, λ p (u r + w r , ξ ) < σ < λ p+1 (u r + w r , ξ ),
In other words, U is an open set such that all planar shocks associated with elements of U are noncharacteristic. Furthermore, one can choose U such that all planar shocks associated with elements of U are uniformly stable, that is, satisfy Assumption 3. We fix a compact subset K ⊂ U and consider mappingsu r ,u l , ϕ such that ϕ is defined on
and (u r ,u l , ∇ϕ) takes its values in K. We define a function
The regularity ofu r ,u l and ϕ has not been specified yet. One can think of them as smooth perturbations of the stationary shock wave u (some kind of first order correction in an asymptotic expansion). We shall be more precise below. With a slight abuse of notation, we often use the shorthand a to denote all functions (u r ,u l , ϕ), but we point out that we shall linearize both operators L and B with respect to u and ϕ. More precisely, we consider a family u s = a + sv and ϕ s = ϕ + sψ. Then we define
Recall that a is the function deduced from a after the change of variables Φ. A direct computation shows that
Here, the partial derivatives of h are evaluated at the point (a − , a + , ∇ϕ). We decompose the linearized operator L a as
where L is defined by (8a)-(8b) and
The principal part of L a is obtained by dropping the terms in ψ and the zero order terms in v ± in the expression of L a , and thus coincides with the operator L(a ± , ϕ). With little risk of confusion, we shall still denote by L a the principal part of this operator. From now on, we only consider the principal part of the linearized operators. With the same notations as in the preceeding section, the (principal part of the) linearized equations read
once we define v := (v + , v − ) and perform the change of variable x d → −x d in the evolution equation for v − . Our goal is to obtain an L 2 estimate for the weighted system:
To quantify our results, we fix a constant K > 0 and assume that
Then we have the following result:
THEOREM 2 Assume that (u r,l , ∇ϕ) takes its values in a compact subset K ⊂ U. Then there exist two constants C(K) > 0 and γ 0 1, depending only on K and K, such that for all v ∈ H 1 (Ω) and all ψ ∈ H 1 (ω), the following estimate holds:
where the operators L γ a and B γ a are the principal parts of the linearized operators, as defined in (16). Theorem 2 is proved as in [16] , using the Bony-Meyer paradifferential calculus. This technique enables us to circumvent the difficulty of Lipschitzean coefficients. It also enables us to control the constant C(K), and to show that it only depends on K. We refer the reader to [16, 7] for a complete proof which we omit here.
Well-posedness of the linearized problem
In this section, we are going to solve the linearized equations (15) supplemented with an initial condition. Recall that the linearized operators have the following form:
We first solve the boundary value problem
with no initial condition and data f and g in weighted spaces. This is done with the help of a suitable dual problem that we introduce in the next subsection. In [16] , Métivier uses a symmetric form of the equations. These arguments cannot be used here because of the undercompressive character of our shock waves (see especially the proof of Lemma 3.2.1 in [16] ). Some modifications are required. They are detailed in the next subsection.
The dual problem. Basic properties
The symbol b defined by (12) will not be used any more, so with little risk of confusion, we define the matrix
With this definition, we have
Moreover, the uniform stability condition implies that the matrix b(a) is one-to-one for all a = (u r ,u l , ∇ϕ) ∈ U. As a consequence, for U small enough, there exists a C ∞ mapping P : U → Gl N (R) such that
The boundary conditions in (18) equivalently read
We make the following (reasonable) assumption:
The matrix M(u) ∈ M N,2n (R) has maximal rank.
When dealing with Lax shock waves, the analogue of Assumption 4 is automatically satisfied because the shock wave is noncharacteristic (see [16] ).
Up to shrinking U, the matrix M(a) has still maximal rank for all a = (u r ,u l , ∇ϕ) ∈ U and we have the following lemma:
LEMMA 1 There exists a C ∞ mapping N : U → M 2n−N,2n (R) such that for all a ∈ U,
Moreover, there exist two C ∞ mappings
such that for all a ∈ U,
Proof. Because the matrix P (a)M(a) has maximal rank for all a ∈ U, we can choose N (a) ∈ M 2n−N,2n (R), depending smoothly on a ∈ U, such that the matrix
is invertible for all a ∈ U. Such a matrix N (a) automatically satisfies
Moreover, N(a) has maximal rank. We obtain the second part of Lemma 1 by defining
where M and N have the dimensions (number of columns) indicated in the statement.
2
We define
so that the following equality holds:
This is precisely the decomposition obtained in [16] . However, one cannot reproduce Métivier's argument here because the dimensions of matrices do not agree (this is because our shock is undercompressive and so we have additional jump conditions). We have the following result:
LEMMA 2 For all a ∈ U, the following decomposition holds:
Proof. Using the definition of the matrices M and N , we easily see that the matrix
is invertible. Because the matrix A d (a) is also invertible, the matrix
is invertible (see (19) ). The result immediately follows.
Integrating by parts, one shows that
where L * a and (L γ a ) * are given by
We define the dual boundary conditions of (18) in the following way:
where M adj 1 (a) is the matrix formed by the first d rows of M adj (a). In (20), "div" stands for the divergence operator in ω = R d . The main result of this subsection can be stated as follows:
The operator div −γ is defined on
Furthermore, the linear problem
satisfies the backward uniform Kreiss-Lopatinskiȋ condition, that is, the analogue of the uniform stability condition (Assumption 3) with γ changed to −γ .
(Ω), a classical result by Friedrichs ensures that the trace of v on ω is well defined and belongs to H −1/2 (ω). (Here, we use the symmetrizability of the hyperbolic equations, given by Assumption 1.) Moreover, the following equality holds for all
Using the equality
The first part of the proposition follows. We now turn to the study of the boundary value problem
We freeze the coefficients and check the backward uniform Kreiss-Lopatinskiȋ condition. Once the (backward) Laplace transform in x 0 and the Fourier transform in x 1 , . . . , x d−1 are performed, the interior equations read
and the boundary conditions read
In what follows, we consider the usual hermitian structure on the spaces C m , defined by the hermitian form
and the sign ⊥ denotes the orthogonal complement with respect to this hermitian structure. It is proved in [5] that the stable subspace of the matrix
We thus need to check that for all (η, γ ) ∈ Σ, the subspace
Let Y ∈ C N . Because of Assumption 3, there exist χ ∈ C and X ∈ E − (η, γ ) such that
We now compute
Because this equality holds for all Y ∈ C N , we have Z ∈ Ker M adj ; but we also have Z ∈ Ker N adj , and thus Z = 0 (see Lemma 2) . This completes the proof.
If w ∈ C ∞ c (Ω) satisfies
we have the estimate
This estimate is proved as the main estimate of Theorem 2, using Kreiss symmetrizers and paradifferential calculus. We are now able to solve the linearized equations in weighted spaces.
Existence of solutions in weighted spaces
For γ 1, the space exp(γ t)L 2 (Ω) is the set of functions f defined on Ω such that exp(−γ t)f ∈ L 2 (Ω). The space exp(γ t)H s (ω) is defined in a similar way when s ∈ R. This subsection is devoted to the proof of the following result:
PROPOSITION 2 Under Assumptions 1-4, there exists γ 0 1 such that for all γ γ 0 , for all f ∈ exp(γ t)L 2 (Ω) and for all g ∈ exp(γ t)L 2 (ω), there exists a weak solution
Proof. Let F denote the subspace
We let f := exp(−γ t)f , g := exp(−γ t)g. We define a linear form on (L γ a ) * F by the following formula:
The linear form is well defined because of (21) and there exists a constant C > 0 such that
Applying the Hahn-Banach Theorem and then the Riesz Theorem, we can conclude that there exists a function v ∈ L 2 (Ω) such that for all w ∈ F ,
If we first choose test functions w ∈ C ∞ c (Ω), we deduce that v is a weak solution of
Using once again Friedrichs's result, we infer that the trace of v on ω is well defined and belongs to H −1/2 (ω). Furthermore, the following equality holds for all w ∈ F :
and combining this equality with (22) yields
By a continuity argument, this equality still holds for all w ∈ H 1 (Ω) such that N adj (a)w = 0 and div −γ (M adj 1 (a)w) = 0 on the boundary ω. Note that these equalities make sense because the trace of functions in H 1 (Ω) is well defined and belongs to H 1/2 (ω).
Let θ be a function in H 1/2 (ω) that takes its values in R N . We write θ = (θ 1 , θ 2 ) where θ 1 (resp. θ 2 ) takes its values in R d (resp. R N−d ). Then there exists a function w ∈ H 1 (Ω) such that
This classical lifting argument works because both matrices N adj (a) and M adj (a) are Lipschitzean. Consequently, for all θ 2 ∈ H 1/2 (ω; R N −d ), we have
and for all
The result of the proposition follows from the following lemma:
Furthermore, the solution ψ satisfies ψ 1/2,γ u −1/2,γ .
Applying Lemma 3, we can conclude that there exists ψ ∈ H 1/2 (R d ) such that
Proposition 2 follows by setting ψ := exp(γ t) ψ.
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We refer to [7, 17] for the proof of Lemma 3, which is a very classical result.
Final steps in the analysis
Proposition 2 asserts the existence of weak solutions as long as the data belong to weighted spaces, but we have said nothing yet about the uniqueness of weak solutions and continuity with respect to the data. The lack of regularity of weak solutions makes it impossible to use our main energy estimate (Theorem 2). The next step consists in showing that weak solutions exhibited in Proposition 2 are strong solutions, in the following sense: there exist sequences
Furthermore (exp(−γ t)v ν , exp(−γ t)ψ ν ) satisfies the energy estimate (17) . Using the convergences stated above, we conclude that exp(−γ t)ψ ∈ H 1 (R d ) and exp(
, and (exp(−γ t)v, exp(−γ t)ψ) satisfies the energy estimate (17) . In particular, we have a uniqueness result in weighted spaces. We refer to [16, 17] for the details (the regularized sequence is obtained via tangential mollifiers). Continuing the analysis of the linearized equations, one shows that for data vanishing in the past (f = 0 and g = 0 for t < 0), solutions also vanish in the past and one can then solve the boundary value problem (18) supplemented with an initial condition. The arguments are similar to those in [5, 16] . This extends the previous work by Rauch [18] that dealt with C ∞ coefficients. We can summarize the main result on the linear problem in the following way:
where T is a fixed positive number. Then the linearized problem
supplemented with the initial condition
) and for all γ γ 0 and all t ∈ [0, T ], the following estimate holds:
.
The constants C and γ 0 are independent of t, T , f, g, but depend on the constant K > 0 and on the compact set K (see Theorem 2).
In order to construct an iteration scheme to solve the nonlinear equations, we need to know more about the regularity of the solutions to the linear problem. The main question is: given data that belong to higher order Sobolev spaces, does the solution also belong to a higher order Sobolev space? The question was addressed in [19] and the answer is yes provided that a number of compatibility conditions hold. These compatibility conditions are satisfied when the initial data v 0 and ψ 0 are zero, and the source terms f and g vanish in the past.
To obtain an energy estimate in a Sobolev space, one first commutes the linearized equations with tangential derivatives and uses Theorem 3 (as well as Gagliardo-Nirenberg inequalities to estimate commutators). The normal derivatives are directly estimated by using the equation
We now describe the iteration scheme used to solve the nonlinear equations (7). In [13] , Majda used a classical Picard iteration scheme
for the interior equations, together with a Newton scheme for the boundary conditions. In (23), the functions (u app + , u app − ) are an approximate solution constructed with compatible initial conditions (see [14, 16] ). In [16] , Métivier first reduces the nonlinear boundary conditions to linear boundary conditions. This is made possible by the uniform stability condition but it heavily uses the particular form of the Rankine-Hugoniot conditions. It can therefore hardly apply in our framework because of the additional jump conditions. We thus go back to Majda's method which was also used in [17] . The scheme used for the interior equations is defined by (23) and the solution (u ν+1
is sought as a function vanishing for t < 0. (The approximate solution u app equals the initial condition at t = 0). This is made possible by the arguments developed when solving the linearized problems. As said previously, the nonlinear boundary conditions are solved by a Newton method. Recall that we look for u + , u − and ϕ that satisfy B(u + , u − , ϕ) = 0 on {x d = 0}, so the Newton method reads
Using (8c) and the definition of the linearized operator B (see (14b)), we may rewrite (24) as
with a ν := (u ν + , u ν − , ϕ ν ). At each step of the iteration scheme, the initial conditions are
Using this iteration scheme, we end up with the main result of this paper:
THEOREM 4 Fix an integer s > (d + 3)/2, and initial data (u 0 + , u 0 − , ϕ 0 ) satisfying
such that u 0 + − u r , u 0 − − u l and ϕ 0 have compact support and satisfy the natural compatibility conditions up to order s − 1. Assume also that (u 0 + − u r , u 0 − − u l , ϕ 0 ) takes its values in a compact subset of U. Then there exists a unique smooth solution (u + , u − , ϕ) of (7) defined on a time interval [0, T ] with T > 0. Furthermore, the solution (u + , u − , ϕ) satisfies
Recall that when the initial data satisfy the regularity assumptions of Theorem 4, and are compatible up to order s − 1, one can construct an approximate solution (u app + , u app − , ϕ app ) that satisfies
We refer to [16, 7] for the proof of Theorem 4. The idea is to prove that for the iteration scheme defined above, the sequence (u ν , ∇ϕ ν ) is bounded in H s and converges in L 2 . Then one shows that the limit is actually a solution in H s .
Isothermal phase transitions
In this section, we show how our analysis applies to the case of isothermal phase transitions in a van der Waals fluid. We refer to [2] for the proofs of the result stated below. We are interested here in the isothermal Euler equations
As usual, ρ stands for the density of the fluid, u for the velocity, p for the pressure. It is a well known fact that this system meets Assumption 1 in the region where it is hyperbolic, that is, in the region {p (ρ) > 0}. In the following, v stands for the specific volume of the fluid, v := 1/ρ. We assume that the fluid obeys a van der Waals pressure law
The parameters a and b are positive and R stands for the perfect gas constant. When T is below the critical temperature T c := 8a/(27bR), the isothermal curve (v → P (v)) is nonmonotone and we thus expect phase boundaries to propagate. More precisely, P decreases but on an interval ]v * , v * [. u r · n − c r < σ < u r · n, u l · n − c l < σ < u l · n, where c is the sound speed in the fluid (recall that c is given by c(ρ) := p (ρ)). This corresponds to an undercompressive shock wave with κ = 0 (see (5) and Definition 1). Following Slemrod [24] , we shall say that U is an admissible phase transition if there exists a traveling wave ρ(t, x) = ρ((x · n − σ t)/ε), u(t, x) = u((x · n − σ t)/ε) satisfying ρ(+∞) = ρ r , ρ(−∞) = ρ l , u(+∞) = u r , u(−∞) = u l , that is a solution to the Euler equations supplemented with a capillarity coefficient ε 2 and a viscocity coefficient νε (ν > 0): In order to apply the analysis developed in this paper, we only need to check Assumption 4, since we already know that Assumptions 1-3 are satisfied. Performing a change of observer, we may assume that σ = 0, n = (0, . . . , 0, 1) and that the velocities on either side of the shock are parallel to n, that is, u r,l = (0, . . . , 0, u r,l ).
For the particular system of Euler's equations supplemented with the above additional jump condition, it is proved in [2] In order to check that M has maximal rank, we are going to show that the submatrix M 1 consisting of the first d + 1 columns and of the last column of M is invertible. We have
