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Abstract
Small particles are commonly observed to stick to one another (typically de-
noted agglomerate) due to inter-particle attractive forces. When particles
agglomerate their interaction with the surroundings is changed significantly.
Particles with this behaviour are found in wide range of processes ranging
from dust particles in space, that agglomerate to form early stages of planets,
to soot particles emitted from various combustion processes on Earth that
reduce the efficiency of various industrial processes by sticking to surfaces.
Most particles influenced by inter-particle attractive forces have diame-
ters ranging from dp = O(0.1 µm) to dp = O(10 µm). Due to their small
size, experimental investigations are limited to single particles colliding with
a surface under well-controlled conditions. When adhesive particles interact
in a turbulent flow, tracking individual particles in time becomes close to
impossible. Due to the difficulties with tracking adhesive particles experi-
mentally, computational methods with varying level of complexity have been
developed over the last decades. Recent development within computational
methods, such as the Discrete Element Method (DEM), allow more aspects
of the agglomeration process to be resolved directly based on the properties
of the particles. Despite the increase in computational power in the recent
years, simulating the interaction of thousands, millions or even billions par-
ticles remains limited by the computational power of modern computers.
In this study, focus is first on how to analytically derive a criterion describ-
ing how to effectively speed up DEM simulations by altering the physical
properties of the particles. For this purpose, simulations involving two parti-
cles colliding under various conditions are carried out to ensure the adhesive
behaviour remains unchanged after applying the criterion. In conjunction
with the criterion proposed, a relation describing the computational speed-
up is proposed.
Secondly, focus is on applying the criterion to investigate how adhesive
particles interact in a turbulent pipe flow by coupling Large Eddy Simula-
tions (LES) of turbulent flow to the Discrete Element Method (DEM). Initially,
simulations are done to verify the validity of the analytically-derived crite-
rion. Next, simulations are done for a wide range of particle properties to get
iii
a better understanding of how particle properties affect the agglomeration
and deposition process.
Even though this dissertation is part of a project with focus on how soot
particles agglomerate and deposit on heat exchanger surfaces, the work re-




Små partikler ses ofte klæbe sig til hinanden, hvilket kan forklares ved hjælp
af tiltrækningskræfter, der virker mellem partiklerne. Når partikler klistrer
sig til hinanden, ændrer det på måden, hvormed de interagerer med deres
omgivelser. Partikler med denne adfærd kan observeres i en lang række
tilfælde, som blandt andet inkluderer partikler i rummet, der danner tidlige
stadier af nye planeter samt sodpartikler fra forbrændingsprocesser, som sæt-
ter sig på overflader og reducer virkningsgraden af en lang række industrielle
processer.
Partikler med adfærd påvirket af tiltrækningskræfter er typisk i stør-
relsesordenen dp = O(0.1 µm) til dp = O(10 µm). Grundet den lille stør-
relse er der kun udført yderst velkontrollerede forsøg, som omhandler, hvor-
dan enkelte partikler rammer en overflade. Hvis man ydermere er inter-
esseret i at følge enkelte partikler i en turbulent strømning, er dette tæt på
umuligt. Grundet vanskelighederne med at følge enkelte partikler er der
gennem de sidste årtier blevet udviklet forskellige beregningsmetoder med
varierende kompleksitet. Nylige beregningsmetoder inkluderer Discrete El-
ement Metoden (DEM), som baserer sig direkte på partiklernes egenskaber
for at opløse, hvordan partikler kolliderer. Af denne grund egner DEM sig til
beregningsmæssigt at forudsige alle stadier af, hvordan partikler sætter sig
sammen. På trods af en stigning i beregningskraft i de senere år, begrænses
simuleringer af tusind, millioner eller milliarder af partikler dog stadig af
beregningskraft.
I denne afhandling udledes der indledningsvist et analytisk udtryk for,
hvordan beregningstiden kan nedbringes betydeligt ved at ændre på par-
tiklernes egenskaber. I denne forbindelse simuleres først partikelkollisioner
med to partikler under forskellige forhold for at sikre, at resultatet af kol-
lisionen ikke ændrer sig, når det analytiske udtryk anvendes. Udover det
analytiske udtryk udledes i afhandlingen et udtryk for, hvor meget beregn-
ingstiden kan nedbringes.
Derefter anvendes det udledte udtryk til numerisk at koble Large Eddy
Simuleringer (LES) til Discrete Element Metoden (DEM) for at undersøge,
hvordan partikler klæber til hinanden i turbulente strømninger. Først verifi-
v
ceres det, at udtrykket udledt i den første del er gældende. Dernæst bliver
der udført simuleringer med en lang række partikler, der har til formål at give
en bedre forståelse for, hvordan partiklernes egenskaber påvirker processen,
hvorpå partikler klæber sig til hinanden.
Selvom denne afhandling er del af et projekt, hvor fokus er på, hvordan
sodpartikler sætter sig på varmevekslerflader, er de rapporterede resultater
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Introduction to the Project
This PhD dissertation is part of the THERMCYC project. The THERMCYC
project is a larger Danish research project with the overall goal of inves-
tigating how to effectively utilise low-temperature energy sources that are
currently neither economically nor technically feasible to use due to their
low temperatures. In the overall project, focus is on various thermodynamic
cycles, such as the organic Rankine cycle (ORC), that convert energy from
various low-temperature energy sources into electrical power through an ex-
pander.
Such low-temperature energy sources are available in a wide range of
industries ranging from refrigeration industry, the dairy industry to hot ex-
haust gas from marine diesel engines to geothermal and solar energy. As
these sources are available at different temperature intervals, a part of the
project is focused on finding new organic fluids and mixtures suited for ex-
tracting energy at different specific temperature intervals.
Another part of the overall project is focused on components to be used
in these thermodynamic cycles. These components include heat exchangers
that are used to transfer energy from the low temperature heat source to the
working fluid in the thermodynamic cycle.
As this project inevitably will be multi-disciplinary, some work related
to working fluid selection for organic Rankine cycles and the heat transfer
enhancing flow field in corrugated tube heat exchangers has been carried out
as well. Despite the broad focus of the THERMCYC project, the main focus
of this work has been to investigate the adhesive behaviour of micron-sized
particles. Based on the main findings of this work, two papers have been
published. These are attached in full in Part II.
Main Contributions of This Work
This dissertation is about the interaction between small adhesive particles in
a turbulent fluid. Due to the small size of particles that exhibit this adhe-
sive behaviour, experimental studies documenting the on-going process of
agglomerates forming and breaking-up are few. Even simulating using state-
of-the-art methods such as CFD coupled with DEM can be challenging due
to high computational costs.
The purpose of this work is twofold. Firstly, a new method describing
how to speed up DEM simulations of adhesive particles is presented. Sec-
ondly, using this new method, the fundamentals of how particle and fluid
properties, such as adhesiveness and ability of follow local flow structures,
affect the agglomeration and depositing mechanisms are investigated.
xiv
Preface
More details on the purpose of this dissertation and methodology used
are given in Chapter 2 after the study is motivated in Chapter 1.
Paper-based Structure
This dissertation consists of two parts. Part I gives an introduction to the
subject of adhesive particles, outlines the modelling framework briefly and
summarises the results. Part II contains a collection of journal papers that
have been published within the scope of this dissertation.
As the purpose of Part I is to only briefly summarise the modelling frame-
work, the papers reprinted in Part II contain information that is not found in
Part I. For the reader familiar with subjects such as adhesiveness of micron-
sized particles, JKR theory and particle-fluid interaction, the papers should
be more or less self-explanatory. The papers are reprinted in full in Part II
to help facilitate the reader. As these articles are published by Elsevier, gen-
eral permission to reprint part of these articles or in full in the dissertation




This dissertation is based on a collection of papers, consisting of the following
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B. J. Hærvig, K. Sørensen and T.J. Condra. Early Stages of Agglomeration and Deposition Pro-
cesses of Adhesive Micron-sized Particles in Fully-Developed Turbulent Pipe Flows, Under peer-
review
C. J. Hærvig, K. Sørensen and T.J. Condra. On the Fully-Developed Heat Transfer Enhancing
Flow Field in Sinusoidal Spirally Corrugated Tubes Using Computational Fluid Dynamics, Inter-
national Journal of Heat and Mass Transfer, 106:1051–1062, 2017,
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.10.080
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and the following conference papers (not included in the dissertation):
1. Jakob Hærvig, Thomas Condra and Kim Sørensen. Numerical Investigation of Simultane-
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Getting a better understanding of the motion and behaviour of small parti-
cles is important for a wide range of phenomena occurring in both nature and
different industrial processes. When the particles considered are sufficiently
small, short range adhesive forces acting between particles begin to play an
important role in the overall description of their behaviour. That is, they be-
gin to stick to one another or to surfaces, commonly denoted agglomeration
and deposition respectively. This sticky behaviour causes particles to form
long chains or more compact chunks of particles, which significantly alters
the interaction between the particles and their surroundings. It is impor-
tant to understand this interaction between particles and their surroundings
in order to be able to both explain and model a wide range of phenomena.
These phenomena can be anything ranging from important, fascinating to
sometimes highly undesirable.
In short, the main subject of this dissertation is the adhesive behaviour
of such particles and how phenomena, such as particle agglomeration in tur-
bulent flows, can be predicted efficiently by numerical methods; namely the
Discrete Element Method (DEM) coupled with Computational Fluid Dynam-
ics (CFD).
1.1 Motivation
Dust in various forms are examples of sufficiently small size particles, where
adhesive forces play an important role. An example of such dust include
interstellar dust grains in the size range 5 Å to 2500 Å (Mathis et al., 1977)
that collide and eventually agglomerate to form the very early stages of new
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Figure 1.1: Transmission electron microscopy images showing: (A) Single soot particle; (B) Ag-
glomerate consisting of numerous soot particles forming a longer chain-like structure. From
"Brown Carbon Spheres in East Asian Outflow and Their Optical Properties" by Duncan T.L.
Alexander, Peter A. Crozier and James R. Anderson, Science, vol. 321, pp. 833–836, 2008.
Reprinted with permission from AAAS.
planets in space (Weidenschilling, 2000). Others examples include dusty en-
vironments such as the ones found on the Moon or on Mars, where the sticky
behaviour of particles causes problems for both space equipment and for the
astronauts that have to take numerous precautions not to inhale the dust.
Such problems are commonly considered to be major obstacles towards pop-
ulating these environments. On Earth, various industrial processes are de-
signed in such a way that they utilise the adhesive behaviour of particles
for various purposes. Such processes include separation processes, where
agglomeration is used to increase the sedimentation velocity due to gravity
by an increase in effective particle size. Other processes include filtration
systems, where particles are brought in contact with fibres and stick due to
adhesive contact forces.
One kind of particles that has a huge influence on both the environment,
the health of humans and the equipment used to transport particle-laden
gas streams, is soot particles. Soot particles are formed in fuel-rich regions
of burning diesel flames through a series of sub-processes, that finally form
primary soot particles that are close to spherical in shape, see figure 1.1(A)
(Tree and Svensson, 2007; Alexander, 2008). Such soot particles are examples
of particles of sufficiently small size where adhesive forces play a dominant
role allowing longer chains or chunks of particles to form, see figure 1.1(B).
As shown by Eggersdorfer and Pratsinis (2012), such agglomerates can be
of different shape and either loosely packed chain-like structure as in figure
1.1(B) or more compactly packed as in figure 1.2.
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Figure 1.2: Micrograph of agglomerated soot particles with mean diameter d̂p = 20 nm. White
circles show primary single soot particles and white shaded areas are shadows. Reprinted from
"Soot Formation" by B.S. Haynes and H.Gg. Wagner published in Progress in Energy and Com-
bustion Science, vol. 7, pp. 229–273, 1981, with permission from Elsevier.
In recent years, public awareness of how burning fossil fuels contributes
to global warming has increased. Until recently, global warming was most
commonly explained by increased concentrations of CO2 and NOx, whilst
little attention was given to particulate emissions, such as black soot parti-
cles. However, the study by Bond et al. (2013) suggests that up to two-thirds
of the global warming potential can be attributed black soot particles. Like-
wise, does the study by Shindell et al. (2012) suggests that the global rate of
warming can be cut in half by aggressive actions on black soot and methane
emissions.
Not only do soot particles affect the global climate, but research shows
how particulate emissions can be linked directly to an increased risk of car-
diovascular diseases, causing an excessive amount of premature deaths every
year (Grahame and Schlesinger, 2010). Due to the small size of particulate
emissions such as soot particles, these particles are able to travel far down
into the human respiratory system where they finally deposit.
Due to the sticky behaviour of soot particles, they do as well cause prob-
lems for process equipment carrying the particle-laden exhaust gas from
5
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combustion engines. When such particles are brought in contact with sur-
faces here, they tend to stick upon collision due to adhesive forces. Over
time, the result is a layer of particles building up (commonly denoted partic-
ulate fouling) that gradually reduces the heat transfer performance of heat
exchangers or at worst blocks up whole channels or pipes (Henry et al.,
2012).
1.2 Modelling Approaches
Various approaches exist to simulate the transport, collision, agglomeration
and deposition of particles. These methods vary significantly in terms of how
the fluid and particles are treated numerically. The following sections give a
brief overview of different methods commonly used to model the transport,
collision and agglomeration of adhesive particles.
1.2.1 Particle-fluid interactions
Due to the high complexity of the flow around ever-changing agglomerate
morphologies, different methods are used to model the interaction between
particles and a fluid. These range from methods that resolve the flow around
all particles directly, to methods where the particles are treated as a contin-
uum.
Flow-resolving methods
To resolve the flow field around agglomerated particles directly, as schemat-
ically shown in figure 1.3, the Lattice-Boltzmann Method (LBM) and the Im-
mersed Boundary Method (IBM) are commonly used. Even though such
Figure 1.3: Schematic of flow field around agglomerates obtained by a flow-resolving method.
methods pose no restrictions on the level of details, resolving the flow fully
simply makes these methods too computationally expensive for all but the
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simplest problems even with modern computational resources (Crowe et al.,
2011). As they pose no limitations on the level of details and handles com-
plex geometries more easily without needing a boundary conforming com-
putational mesh, they are typically used to investigate the fundamentals of
a wide range of problems. As a result LBM has been used by numerous
authors to investigate the flow field around different sphere arrangements.
Such studies include Hill et al. (2001a,b), who used LBM to resolve the flow
in random arrays of spheres and correlated particle drag with the Reynolds
number and solid volume fraction. Other studies include Dietzel and Som-
merfeld (2013) who resolved the flow around different randomly generated
agglomerate morphologies to investigate the overall drag on agglomerates.
However, as the agglomeration and deposition processes of interest here typ-
ically contain a higher number of particles, methods that resolve the flow
around all particles fully are simply too computationally expensive for this
study.
Therefore, focus is on methods that do not resolve the flow field around
every particle but instead relies on correlations to describe the fluid force
and torque acting on individual particles. These correlations are either ob-
tained through experiments or detailed flow-resolving simulations as those
mentioned above.
Non-resolving methods
Using traditional Lagrangian approaches, particles are typically represented
by point-masses tracked in time by integrating Newtons equation of motion
using correlations to describe the instantaneous fluid force and torque acting
on particles. By representing the fluid force on particles by empirical cor-
relations, the computational time can be significantly reduced, allowing for
simulations that are not possible when all the flow field is resolved.
Even when all the detailed flow field around primary particles is not re-
solved, the computational time may, depending on the problem, still be too
high for many problems. To overcome this limitation, various methods have
been proposed. One such method is the Discrete Parcel Method (DPM) first
proposed by Crowe et al. (1977), who suggested representing a set of primary
particles by a single particle, commonly denoted a parcel, having a velocity
equal to the average velocity of the constituting particles. This is schemati-
cally shown in figure 1.4. As each parcel can represent an arbitrary number
of primary particles, the DPM approach can be used to model an infinitely
high number of primary particles. However, as particle-particle interactions
are not resolved directly using the DPM, the standard DPM formulation
has some drawbacks when simulating agglomeration. As the agglomera-
tion process is governed by collisions of primary particles, it is not trivial to
predict the agglomeration process, as the primary particles are represented
7




Figure 1.4: Schematic of the discrete parcel method (DPM) method where N particles are repre-
sented by a single parcel with the average velocity vavg and parcel radius R.
by parcels using DPM. Numerous attempts have been made to extend the
DPM method to take into account various processes, including turbulence
dispersion by Zhou and Yao (1992) and collisions of primary particles by
Sommerfeld (2001). Common for these attempts is that they correlate par-
cel properties vavg and R to the flow field and information on the primary
particles.
However, as noted by Marshall and Li (2014), DPM type models are not
frequently used to model particle interactions involving adhesive particles.
This is partly due to the complexity of handling collisions and more impor-
tantly the agglomerating behaviour of primary particles contained in differ-
ent parcels. Therefore, the focus in this study is on methods that rely directly
on the properties of the particles to resolve collisions directly.
1.2.2 Particle-particle interactions
The processes of particles colliding and forming agglomeration, as those de-
picted in figure 1.1(B) and figure 1.2, are highly dependent on the properties
of the primary particles. Such particle properties include the Young’s mod-
ulus, Poisson’s ratio, density, particle shape, coefficient of restitution and in
the case of adhesive particles, the surface energy density as well. Including
the effect of all these parameters in methods relying on statistics to model
particles agglomeration is not simple, and therefore an increasing amount
of work is being done with methods that rely directly on all these proper-
ties. One such method proposed by Cundall and Strack (1979) is the Discrete
Element Method (DEM) that relies on analytically-derived expressions for
contact stresses in the particle material derived by Hertz (1882). When two









Figure 1.5: Schematic of a particle-particle collision handled by the soft-sphere discrete element
method (DEM). The deformation in the contact region upon collision is handled in DEM by
letting the particles overlap slightly by the distance δn. Note the overlap in the figure is highly
exaggerated compared to collisions of common micron-sized particles.
solid line in figure 1.5. Numerically this is handled in the soft-sphere DEM
approach by letting the particles overlap slightly upon collision as shown by
the dashed line in figure 1.5. In the limiting case of perfectly rigid particles
where only two particles collide at a time and particles do not stay in contact,
the hard-sphere DEM approach can be used to significantly speed up simula-
tions. Instead of resolving the particle collision over numerous time steps, the
hard-sphere approach assumes particle collisions occur instantaneously and
thus simple impulse equations can be used. However, as noted by Marshall
and Li (2014), this is not convenient when modelling agglomeration and de-
position as particles remain in contact over longer time intervals. Therefore,
focus is on the soft-sphere approach, where the collision process is resolved
over numerous time steps and thus does not pose any of the limitations of
the hard-sphere DEM approach. As opposed to other typical Lagrangian ap-
proaches, the particles have a finite size in the computational domain using
the DEM approach. Due to the natural way the collisions are handled, the
DEM method is most commonly used to model processes where the parti-
cle volume fraction is high and particle interactions play an important role.
One major disadvantage of the DEM approach, compared to other methods,
is the computational cost. As all collisions are resolved over numerous time
steps, the associated computational cost is high. However, as modern more
powerful computational resources become available, an increasing amount of
work is expected to be carried out with DEM in the future. Figure 1.6 gives
an overview of the popularity of DEM visualised by the yearly number of
citations. As figure 1.6 suggests, the popularity of the DEM approach seems
to be increasing.
Depending on properties of the particles and surrounding fluid, the ad-
hesive force causing particles to stick can be a result of different physical
mechanisms. These are outlined briefly in the following.
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Figure 1.6: Yearly citations to the discrete element method (DEM) by Cundall and Strack (1979).
Data extracted from Web of Science at the time of writing.
1.3 Types of Adhesive Forces
Depending on the surrounding environment, the particles and the proper-
ties of the particles, different distinct mechanisms cause the particles to stick
to one another or to surfaces. The mechanisms are outlined briefly in the
following.
All particles, independent of size, experience attraction caused by the van
der Waals force. The van der Waals force is commonly described by various
molecular scale effects that include dispersion, induction and orientation ef-
fects. For sufficiently large particles, typically diameters dp > 10 µm, these ef-
fects are negligible compared to other forces such as fluid and gravity forces.
The result is collisions that behave as if the particles were non-adhesive. How-
ever, for sufficiently small particles, where the van der Waals force dominates
fluid and gravity forces, the attractive van der Waals force alters or eventually
causes particles to stick upon collision. As the van der Waals attractive force
decays quickly with separation distance d (FvdW ∝ d−5), one common mod-
elling approach is to neglect van der Waals attraction until the particles come
into physical contact. Details on how van der Waals attraction is accounted
for in this work is given in section 4.3.
When small amounts of liquid content is added to an otherwise dry
gaseous stream, a thin liquid film will form on the particle surfaces as shown
in figure 1.7(A). When two particles come in close proximity, see figure 1.7(B),
a liquid bridge is formed between the two particles. Due to surface tension
forces in the liquid, the particles typically experience a strong attractive force
that is important even for particles with diameters in the order of millimetres.
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Figure 1.7: (A) Two initially separated particles surround by a thin liquid film; (B) A liquid
bridge between the particles is formed, which results in an adhesive force due to surface tension
forces in the fluid stretching between the particles.
Particles fuse together to form one solid
(A) (B)
Figure 1.8: (A) Three initially separated particles; (B) A high temperature environment causes
particle mass to diffuse between the particles creating one solid structure.
In high temperature environments, particles are commonly observed to
form a solid layer after which the particles cannot simply be separated by
applying a force. In this case, the particle material is transported between the
particles, which ultimately results in one solid structure.
In this dissertation, focus is on particles agglomerating and depositing in
a dry environment at low temperatures so that neither liquid bridges form
nor particles fuse together due to high temperatures.
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The aim of this dissertation is to provide a better understanding of the early
stages of agglomeration and deposition processes of small micron-sized par-
ticles in dry environments. By resolving all particle-particle collisions by the
soft-sphere Discrete Element Method (DEM), no restrictions are imposed on
the particulate phase. That is, at every time instant, the particle motion is
governed by a force balance that directly governs all aspects of the agglom-
eration and deposition processes.
As agglomeration and deposition processes involve a large number of
particles, the computational requirements are typically high. Therefore, part
of this work is focused on developing new methods to effectively speed-up
DEM simulations so that larger, more complex systems and with a higher
particle count can be investigated. In this work, focus is on how to numeri-
cally replace the actual particles with softer particles to increase the collision
duration and therefore allow for a higher time step size. The first research
topic of interest is:
1. Propose a way to reduce the computational time of discrete element
method simulations involving adhesive particles by introducing artifi-
cially softer particles
As the agglomeration and deposition processes are directly linked to the tur-
bulent flow transporting the particles, focus is on flow-resolving methods
that resolve the time-dependent anisotropic turbulent flow. However, as re-
solving all turbulence scales using direct numerical simulations is typically
13
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too time consuming, part of this work is focused on the applicability of Large
Eddy Simulations (LES) to predict particle transport and agglomeration:
2. Investigate the applicability of large eddy simulations to predict trans-
port and the agglomerating behaviour of particles in fully-developed
turbulent pipe flows
Depending on the application of interest, there could be a significant size
difference between the particles and the geometry of interest. For example,
the finest soot particles from diesel combustion have dp = O(0.1 nm) whilst
most heat exchangers geometries have characteristic lengths lc = O(10−2 m).
The result is significant difference in length scales and a high particle count
for even a single layer of particles covering surfaces. For example, considering
a 1 meter long pipe with inner diameter 1 cm, it takes 2 · 1014 particles with
dp = 0.1 nm to cover half the surface area of the tube with just a single layer
of particles. Even for the largest particles with diameters dp ≈ 10 µm, it
takes 2 · 108 particles. As a consequence, part of this work is focused on how
to increase the particle size numerically by employing scaling analyses and
various dimensionless groups:
3. Investigate how to introduce larger particles by employing various non-
dimensional groups
The last part of the work is focused on investigating how different particle
characteristics, such as adhesiveness and ability to follow local flow struc-
tures, affect particles agglomeration and deposition processes. This is done
by varying different non-dimensional groups governing the agglomeration
and deposition processes systematically.
4. Vary different non-dimensional groups that govern how particles inter-
act with the turbulent flow and the strength of adhesive forces acting
between the particles to investigate how the agglomeration and deposi-
tion processes are affected
As already mentioned, this dissertation is part of the multi-disciplinary
project THERMCYC. Therefore some work related to slightly different top-
ics relevant to the THERMCYC project in general has been carried out as
well. The additional work carried out in relation to the THERMCYC project
is presented in paper C and paper D on page 163 and 197 respectively.
2.2 Dissertation Structure
This section gives the reader an overview of the structure of the dissertation.




• Chapter 3 gives an introduction to particulate agglomeration and de-
position phenomena. This includes a brief overview of the mechanisms
that govern particles collisions and consequently agglomeration or sur-
face deposition.
• Chapter 4 gives an overview of the discrete element modelling frame-
work along with various sub-models important to predict particle ag-
glomeration and deposition of adhesive particles.
• Chapter 5 deals with coupling between particles and the turbulent fluid
modelled with the Discrete Element Method (DEM) and Large Eddy
Simulations (LES) respectively.
• Chapter 6 gives an overview of the results published in the papers
• Chapter 7 contains a discussion, concluding remarks and ideas for how
to continue in future studies.
Figure 2.1 gives a graphical overview of the structure along with an overview
of how the papers concerned with adhesive particles reprinted in Part II are






























in turbulent pipe flow






Figure 2.1: Graphical overview of the work carried out in relation to adhesive particles in the
present work.
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2.2.1 Brief overview of publications
The following gives the reader a brief overview of the journal papers pub-
lished in relation to this dissertation. The results of the papers are outlined
in Chapter 6.
• Paper A: On the adhesive JKR contact and rolling models for reduced
particle stiffness discrete element simulations:
Discrete element method simulations employing the soft-sphere ap-
proach are becoming increasingly more popular. However, the compu-
tational costs associated with the mechanistic models, where particle-
particle collisions are resolved over numerous time steps, is still a major
drawback.
The focus of this paper is therefore to propose general analytically-
derived guidelines for how to speed up such simulations by introducing
particles with reduced particle stiffness based on the commonly used
adhesive JKR model proposed by Johnson et al. (1971). The guidelines
are validated by comparing simulations of particle-wall collisions with
experiments found in literature. Lastly, limitations of the proposed cri-
terion are given with the purpose of simulating the agglomerating and
depositing behaviour of particles in a turbulent flow.
The paper is reprinted in full in Part II on page 105.
• Paper B: Early stages of agglomeration and deposition of adhesive
micron-sized particles in fully-developed turbulent pipe flows:
The agglomerating and depositing mechanisms of micron-sized par-
ticles in a pipe flow will inherently be complex as they are typically
governed by interactions with a turbulent flow. To impose no limita-
tions on particle-particle interactions, the soft-sphere discrete element
method is used. The turbulent flow field is solved using large eddy
simulations.
The purpose of this study is to first show that the criterion proposed in
Paper A can be used to reduce the computational time without affect-
ing the agglomerating behaviour. Next, simulations with various mesh
resolutions are used to quantify the effect of using large eddy simu-
lations instead of resolving all turbulence scales with direct numerical
simulations. Lastly, the effect of various dimensionless groups on the
agglomerating an depositing behaviour of particles is investigated in
details.
The paper is reprinted in full in Part II on page 133.
• Paper C: On the fully-developed heat transfer enhancing flow field




Transferring heat through a straight tube is used in various processes.
However, as the thermal boundary layer builds up, heat transfer is
reduced drastically. To enhance the forced convection, different tech-
niques are commonly used.
In this study, focus in on corrugated tubes that alter the flow field to
enhance heat transfer. By representing the corrugated tube heat ex-
changer by a simple sinusoidal function, the corrugated tube is varied
all the way from non-corrugated tubes to highly corrugated tubes. First,
simulations of non-corrugated are validated by experimentally obtained
heat transfer and pressure drop correlations found in literature. Next,
parametric simulations are performed to investigate how the flow is af-
fected by changes in corrugation. For a given Reynolds number, the
Nusselt numbers and friction factors are mapped as function of corru-
gation height and length to ultimately propose guidelines on how to
design corrugated tubes for various purposes.
The paper is reprinted in full in Part II on page 163.
• Paper D: Guidelines for optimal selection of working fluid for an or-
ganic Rankine cycle in relation to waste heat recovery:
Waste heat is available at various temperatures from different sources
found in nature and as a by-product from various industrial processes.
One way to recover this waste energy is by the organic Rankine cy-
cle that utilises different organic fluids as working fluid. As these flu-
ids differ significantly in terms of thermodynamic properties, they are
suited for extracting energy from sources at different temperatures.
The purpose of this study is to come up with guidelines on how to link
the performance of different fluids as working fluid candidates in the
organic Rankine cycle to the temperature of the source available. To
cover a wide range of temperature sources, sources in the temperature
range 50◦C to 280◦C are investigated in intervals of 5 K. Based on the
genetic optimisation algorithm (GA), design variables such as turbine
inlet pressure and temperature, condensation pressure, hot source out-
let temperature and mixture composition in the case of mixtures are
chosen so that the maximum net work output. This optimisation is
carried out for every temperature (intervals of 5 K) and working fluid
candidate resulting in an extensive dataset of results from 1316 optimi-
sations. Based on this dataset, a set of observations that link properties
of the optimal working fluid candidate to the hot to the temperature of
the source available are reported.
The paper is reprinted in full in Part II on page 197.
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Particles sticking to heat exchanger surfaces will inherently take place and
cause performance degradation in a wide range of industrial heat exchang-
ers. Depending on the process stream of interest, the particles may be of
different shape, size and of different molecular composition. Even the mech-
anism causing particles to deposit varies from gravity-dominated deposition,
commonly denoted sedimentation, to deposition of smaller particles, where
adhesive forces, such as van der Waals attraction, become important because
of the small particle size. In the following, a brief overview of the different
sub-processes governing the global particulate deposition process is given.
3.1 Particulate Deposition Sub-processes
The deposition process of particles depositing on a surface can be split into
a combination of different distinct sub-processes. These are depicted in fig-
ure 3.1 along with different terms used throughout this study. When two
particles collide, they may stick to each other and form a simple two-particle
agglomerate. As these particles are adhered only due to adhesive forces,
external forces may cause them to split up. Such external forces may re-
sult from collisions with other particles or agglomerates or due to high fluid
forces acting to separate agglomerated particles in regions with high shear.
These break-up mechanisms will be called "fluid-force-controlled agglomera-
tion" and "collision-controlled agglomeration" in the rest of this work. As the
break-up mechanism may vary significantly throughout the region of inter-
est, agglomerates may range from only a few particles to several thousands
as shown in figure 1.2 on page 5.
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Figure 3.1: Overview of the various sub-processes that are implicitly accounted for when using
the DEM approach.
As the agglomeration process is a result of particles colliding with one an-
other, it is of prime importance to capture the different collision mechanisms
using the CFD-DEM modelling framework. As a better understanding of the
different collision mechanisms is of prime importance for a wide range of
phenomena involving both non-adhesive and adhesive particles, it has been
a research topic for a long period. The purpose of the following section is to
give an overview of the different collision mechanisms that govern particle
agglomeration.
3.1.1 Particle collision mechanisms
All collisions are directly related to how the particles are being transported by
the fluid phase. The fluid phase flow can be anything ranging from uniform
with few particle collisions to highly turbulent where collisions are frequent.
The following gives an overview of the different collision mechanisms that
are expected to dominate for different fluid flows and particles.
For particles in shear flow, see figure 3.2, the particles collide due to differ-
ences in velocity and the finite size of the particles involved. Collisions due
Figure 3.2: Particles colliding in shear flow field due to differences in velocity and the finite size
of particles.
to shear in the flow field are expected to dominate the agglomeration process
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for particles that follow fluid streamlines closely. By characterising the ability
of particles to follow local flow structures with size lc and velocity u by the lo-
cal Stokes number St = ρpd2pu/(18µlc), Stokes numbers St  1 corresponds
to cases where the collision mechanism depicted in figure 3.2 dominates. At
higher Stokes numbers, the particles begin to drift away from fluid stream-
lines causing particles to collide as depicted in figure 3.3. The type of collision
t = t0 t = t1
Figure 3.3: Particles mostly follow fluid streamlines but drift slightly due to particles inertia
causing collision. At time t = t0 particles follow fluid streamlines while at time t = t1, the
particles cannot follow fluid stream-lines due to finite inertia of particles causing collision.
shown in figure 3.3 is expected to occur when small differences between fluid
streamlines and particles trajectory exist, that is for Stokes numbers St ≈ 1.
For high Stokes numbers (St  1), there is almost no correlation between
fluid stream lines and particle trajectories. For such cases, the particles may
travel several eddy lengths before colliding with velocities highly different
from the local fluid velocity as depicted in figure 3.4. Furthermore, Meyer
Figure 3.4: Particles are almost unaffected by the local fluid velocity causing particles to collide
with a velocity almost uncorrelated with the local fluid velocity.
and Deglon (2011) suggests that Brownian motion and the combination of
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gravity and poly-dispersed particles also cause particles to collide due to dif-
fering settling velocity. These collision mechanisms are not elaborated further
in this study as neither gravity nor Brownian motion are expected to play an
important role in the description of how micron-sized particles agglomerate
and deposit in a turbulent flow. More details on the relative importance of
the different forces are given in Section 3.3.
3.2 Non-dimensional Numbers
To describe the overall particle deposition process, a set of dimensionless
numbers will be used. These quantify different aspects of the process such
as the amount of turbulence in the flow field, the transport of particles, the
collision frequency and the collision process itself. All these sub-processes all
affect how and to what extent particles agglomerate and deposit.
The non-dimensional numbers outlined below will be used for various
purposes to better understand and quantify the different sub-processes tak-
ing place.
3.2.1 Numbers related to the interaction between fluid and
individual particles
The size and strength of the turbulence structures found throughout the flow
field will inevitably vary in space and time. The intensity of the velocity
fluctuations is a function of the Reynolds number alone describing the ratio
of inertia to viscous forces. For a flow through a pipe, the Reynolds number






To describe the local motion of particles, it is useful to define local Reynolds
numbers. In this study, these include a particle Reynolds number and a
shear Reynolds number. The particle Reynolds number Rep is based on the
particle diameter dp and the local slip velocity between particle and fluid
phase |v− u| giving: Rep = |v− u|dp/ν. The shear Reynolds number ReG is
based on the local velocity gradient perpendicular to the direction of motion
G = du/dy and the particle diameter, forming: ReG = d2pG/ν. To describe
rotational motion, the rotational Reynolds number ReΩ = d2pΩ/ν is used,
where Ω denotes the angular velocity of the particle.
Throughout the flow field, turbulence structures with different time and
length scales are found. To describe the ability of particles to respond to
changes in the turbulent fluid flow, the Stokes number, defining the ratio of
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particle response time τp to the characteristic time of the fluid flow τf, is used.
As the length and time scales of the eddies vary throughout the flow field, the
local Stokes numbers will vary as well. Therefore, it is convenient to define a






In the above expression, it is assumed that fluid forces on the particles are
dominated by viscous drag (Rep < 1) so that Stokes drag dominates. In
that case, the particle drag coefficient is inversely proportional to the particle
Reynolds number. Other parameters describing the interaction between fluid
and particulate phase include the density ratio ρp/ρf, which is important to





More details on the relative importance of different fluid force contributions
is given in section 3.3. Furthermore, to describe the size of the particles,
the dimensionless particle size parameter ε, describing the ratio of particle
diameter to a characteristic fluid length, is used. For flow through a pipe, it





The Stokes number St can be re-written in terms of the other dimensionless
numbers χ and ε and Re as: Π2 = χε2Re/18. That is, these four dimension-
less numbers are not independent of each other, even though they are useful
for describing different aspects of how particles agglomerate and deposit in
a turbulent pipe flow.
For particles interacting with a fluid, the overall particle concentration
plays an important role. At sufficiently low concentrations, the effect of par-
ticles on the fluid can typically be neglected. However, for higher particle
concentrations, the particles begin to affect the motion of the fluid. Further-
more, the motion of particles is affected by an increase in particle concentra-
tion as well. At higher particle concentrations, the collision frequency tends
to be higher as well, which ultimately results in more particles agglomer-
ating. For np particles each with volume Vp being present in a fluid with
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As particles begin to agglomerate and deposit, as sketched in figure 3.1, the
local particle concentration become increasingly anisotropic throughout the
flow field. This significantly affects the fluid force acting on individual parti-
cles. More information on how the local particle volume fraction is taken into
account when describing the fluid force on particles is given in Chapter 5.
3.2.2 Numbers related to particle collisions
Just prior to collision when a particle approaches a surface or another par-
ticle, fluid is forced away from the contact region as depicted in figure 3.5.




Figure 3.5: Viscous damping just prior to collision as fluid is forced away from the contact region.
approaching particle. For solid particles, Legendre et al. (2005) suggests the









At the instant the particles come in physical contact, the motion of the par-
ticles is governed by contact forces in the particle-particle or particle-wall
contact region. In the case of non-adhesive particles, the repulsive force upon
collision is given by Hertzian theory (Hertz, 1882). In terms of global prop-





where E is the effective Young’s modulus. For flows containing particles of
equal Young’s modulus Ei = Ej = Ep and Poisson’s ratio νi = νj = νp, the
effective Young’s modulus reduced to E = (2(1− ν2p)/Ep)−1. For collision
between particle i and particle j or wall j, the effective Young’s modulus is
generally given by E = ((1− νi)/Ei + (1− νj)/Ej)−1.
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When adhesive behaviour between two particles, or a particle and a wall,
is considered, a dimensionless group describing the strength of adhesive
forces in the contact region relative to particle inertia is included as well. For






This formulation is used in the present work to describe particle adhesiveness
in a pipe flow.
For local collision between particle i and particle j with radii ri and
rj = β · ri with inter-particle adhesion energy 2γπR2 and effective particle








· 1 + β
3
(1 + β2) β
= Ad (3.9)
In the case of collision between particle i and a wall j, rj = ∞ so that
β = ∞ and equation (3.9) reduces to Π8 = 3γ/(ρp|vi − vj|2ri). In the
case of a wall collision with velocity magnitude vp and particle radius rp
at an oblique angle ψ, equation (3.9) is modified so that the particle inertia
is projected normal to the wall as suggested by Hærvig et al. (2017) so that:
Π8 = 3γ/(ρp|v|2sin(ψ)2rp).
Even for collisions where inter-molecular adhesive effects are negligible,
the particle material still acts to dissipate kinetic energy. The result is parti-
cles separating with a relative velocity lower than the relative impact velocity.
This is described through the coefficient of restitution, defining the ratio of
relative velocity after impact to the relative velocity before impact. In the case
of non-adhesive particles, energy is converted into heat and plastic deforma-




= e = const (3.10)
This parameter depends solely on particle material and not adhesive forces.
However, as inter-molecular forces can cause particles to stick and agglomer-
ate even when e 6= 0, it is useful to define an effective coefficient of restitution
eeff that takes into account inter-molecular adhesive forces acting in the con-
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3.3 Importance of the Different Force Contribu-
tions
When predicting the motion of particles in a turbulent flow, several mech-
anisms play important roles in the description of particle transport, particle
collisions, particle agglomeration, break-up of agglomerates and deposition
on surfaces in turbulent flows.
As the focus in this study is on the point-particle approximation, the de-
scription of fluid force relies on correlations describing on the different fluid
forces such as drag and lift. The following section discusses the importance
of these different fluid force contributions. For particles with dp = O(10 µm)
not adhered to other particles, Stokes drag tend to be the dominating force.
For a particle moving with velocity v in a fluid with local velocity u, Stokes
drag is Fd = 3πdpµ(v− u). However, in dilute flows with high shear where
collisions are rare, the critical force required to separate two already adhered
particles tend to be the dominating factor for the agglomeration process. For
two particles (i and j) with surface energy density γ and effective radius
R = (1/ri + 1/rj)−1, the critical force required to separate them is FC = 3πRγ
according to JKR theory. More info on JKR theory is given in Section 4.3.2
on page 36. In the following, Stokes drag and the critical separation force
predicted by JKR theory are therefore used for normalisation.
3.3.1 Relative importance of forces contributions
This section presents an analysis with the purpose of assessing the impor-
tance of the different force contributions. Due to the temporal and spatial
velocity fluctuations in the turbulent fluid flow, the purpose of this section is
not to present an exact analysis but rather an approximate analysis assessing
the importance of the different forces.
Relative importance of adhesive force
Consider two particles adhered to each other due to a surface energy density
γ that develop a flattened contact region as predicted by JKR theory so that
a critical separation force FC is required to break contact (see Section 4.3.2 on
page 36). The particles are transported in a turbulent pipe flow with diameter
D, mean velocity U and shear rate G. The particle and fluid densities are ρp
and ρf respectively and the dynamic viscosity is µ. This scenario is sketched
in figure 3.6. The on-going processes of agglomerates being formed and
breaking up can be controlled by either fluid forces due to shear in the flow
field acting to break up agglomerates or by impacting particles with high
kinetic energy that break up agglomerates. For the particles adhered in this
work, the separation distance for adhered particles is approximately given
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Figure 3.6: At an instant in time, two adhered particles a distance d ≈ ri + rj apart are being
transported with velocities vi = vj in a shear flow with local velocity u and shear rate G.
by the sum of the particle radii, so that d ≈ ri + rj. As the particles move
together, there is, for a given shear rate G, a velocity difference in the fluid
flow across the particles of ui − uj = Gd = G(ri + rj). This velocity difference
acts to separate the particles. Assuming particle i and j to be subject to Stokes
drag, the fluid force on each particle is:
Fd,i = 6πriµ(vi − ui) (3.12)
Fd,j = 6πrjµ(vj − uj) (3.13)
The force acting to separate them Fsep is then given by:
Fsep = Fd,i − Fd,j = 6πµ(rivi − riui − rjvj + rjuj) (3.14)
which in the case of equal-sized particles with ri = rj = rp reduces to:
Fsep = 12πµr2pG (3.15)
For equal sized particles the effective radius becomes R = rp/2, see (4.11)
on page 4.11, so that the critical force required to separate adhered particles
becomes FC = (3/2)πrpγ. By taking the ratio of the critical force required
to separate particles to the fluid force acting to separate particles in a shear
flow, we obtain a non-dimensional group expression the tendency of adhered















Expressing (3.16) in terms of the other more commonly used non-
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Noting that the Stokes number can be written in terms of the density ra-
tio χ, the dimensionless particle size ε and the Reynolds number Re as
St = χε2Re/18, the expression in (3.17) can also be written in terms of the
Stokes number as: FC/Fsep = O(Ad Re St/ReG). Using (3.17), values much
smaller than 1 define processes where agglomerates tend to break up due to
shear in the fluid flow and values much larger than 1 define processes where
adhesive forces are strong enough to keep particles subject to a shear flow
field adhered.
Similar analyses have already been reported in literature to assess the im-
portance of the different forces affecting small particles in a dilute, dry air
flow. These include a shear lift force Fl, a rotational lift force Fm, a Brownian
motion force Fb, a buoyancy-corrected gravitational force Fg, an added mass
force Fa and a history force Fh. An overview of the results reported by Mar-
shall and Li (2014) is given in table 3.1 for completion. Here particle inertia
Finer = mpdv/dt, which is in the same order as particle drag, is used for nor-
malisation as well. Besides the non-dimensional groups listed in Section 3.2,
the Froude number Fr = U/
√
grdp, describing the importance of gravity
force, and the Peclet number Pe = DU/Db, describing the importance of
Brownian motion through the Brownian diffusion coefficient Db, are used.
The Brownian diffusion coefficient can be estimated through (Einstein, 1905):
Db = kBT/(3πµdp), where kB and T denote the Boltzmann constant and ab-
solute temperature respectively. More details on how the results presented
Table 3.1: Relative importance of different forces governing how particles are transported and
agglomerate. The force contributions used are the critical force required to break contact
FC = 3πγR, the force acting to separate particles due to shear in the flow field Fsep = 12πµr2pG,
Stokes drag Fd = 3πdpµ(v− u) and fluid inertia Finer = mdv/dt.
Force contributions Force ratio Relative importance
Adhesive force FC/Fsep O(χ Ad Re2 ε2/ReG)
Shear lift force Fl/Fd O(Re1/2G )
Rotational lift force Fm/Fd O(ReG)
Brownian force Fb/Fd O(1/(ε St Pef)1/2)
Gravitational force Fg/Fd O(ε Fr2)−1
Added mass force Fa/Finer O(1/χ)
History force Fh/Fd O(ε Re St)1/2
in table 3.1 are used to simplify the study of how adhesive particles agglom-






The purpose of this chapter is give a complete overview of the DEM mod-
elling framework used to predict the particle accumulation process. As DEM
relies directly on the most simple force-displacement relations, the different
sub-processes depicted in figure 3.1 are all implicitly included in the DEM
modelling framework when the sub-models for phenomena such as adhesion
and rolling resistance are included. Therefore, the purpose of this chapter is
to both give a general overview of the contact models in DEM modelling
framework as well as introduce the sub-models relevant to adhesive particles
affected by van der Waals attractive force and an electrostatic force.
4.1 Governing Equations for Motion of Particles
In general, the motion of every particle at every instant in time is governed by
the force balance in (4.1) that describes the instantaneous force. For particle i




= Fi,n + Fi,t + Fi,ad + Fi,f + Fi,vd + Fi,g (4.1)
Here the different force contributions include:
• A normal contact force Fn acting to separate particles in contact with
other particles or the wall.
• A tangential contact force Ft acting on separate particles in contact with
other particles or the wall.
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• An adhesive force Fad trying to maintain contact between two adhered
particles or the contact between a particle adhered to a surface.
• A fluid force Ff exerted by the fluid on individual particles. For parti-
cles in a dilute system, the force contributions are viscous drag, pres-
sure drag, Saffman lift due to shear, Magnus lift due to relative rota-
tion between flow and particle, added mass due to acceleration of the
surrounding fluid and Basset history force due to a delay in bound-
ary layer build-up. When particles agglomerate and the local particle
volume fraction φp increases, the force on the i’th particle is changed
significantly due to the presence of surrounding particles.
• A viscous dissipation force Fvd decelerating the particle prior to colli-
sion due to the finite viscosity of the surround fluid.
• A buoyancy corrected gravity force Fg.
Likewise, using the DEM modelling framework, the angular motion of par-
ticles is predicted as well. The angular motion, or rather lack of angular
motion, is responsible for keeping the particles adhered to a surface when
subject to shear flow such as in a boundary layer. Given a spherical parti-
cle with mass mi distributed uniformly, moment of inertia Ii = md2p/10 and




= Mi,con + Mi,f + Mi,r (4.2)
The different torque contributions can be summarised as:
• A contact torque Mcon caused by an offset between the contact point
and the centre of gravity.
• A fluid induced torque Mf caused by fluid forces.
• A rolling resistance torque Mr opposing rolling on a surface or over
other particles causing particles to stay in place in a boundary layer or
when subject to a gravity force.
4.2 Contact Force
The purpose of this section is to give an overview of the different contact
force contributions in equation (4.1). These are typically several orders of
magnitude higher than fluid forces and therefore govern the motion of par-
ticles when in contact with other particles or a surface. The contact forces
include a normal force Fn acting along the vector from particle centre to par-
ticle centre nij, a tangential force Ft acting perpendicular to the normal force
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and an adhesive surface force Fad trying to maintain contact upon collision.
First, general considerations on the DEM framework and its applicability to
model particle build-up are given.
Within the DEM framework, two approaches exist for treating particle col-
lisions; the hard-sphere and the soft-sphere approach. Using the hard-sphere
approach, particle collisions are described by conservation of momentum
laws and are assumed to occur instantaneously. As the collision process occur
instantaneously, particles can only be in contact with one other particle at a
time using the hard-sphere approach. Therefore the hard-sphere approach is
not suited for simulations where particles remain in contact over longer time
intervals such as for agglomerated particles. Using the soft-sphere approach,
the particle motion is at all times given by the force balance in equation (4.1).
Due to the general way particles are treated, the soft-sphere approach poses
no restrictions on the agglomeration and deposition process.
4.2.1 Soft-sphere elastic contact
As opposed to the hard-sphere approach, the particles are numerically al-
lowed to overlap slightly in the soft-sphere approach. This is schematically






Figure 4.1: Soft-sphere approach where particles temporarily are allowed to overlap with overlap
distance δn and contact radius a. Note that the overlap distance is not to scale with particle size
in the drawing.
tions xi and xj, the numerical overlap distance δn is found by:
δn = ri + rj − |xi − xj| (4.3)
The choice of relation used to relate the normal overlap distance δn to con-
tact radius a (the radius of the circle formed by the two overlapping spheres)
depends on particle properties, which ultimately dictates to what degree ad-
hesive forces flatten out the contact region. More details on this matter is
given in section 4.3 on page 35.
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Force-displacement relations
To relate particle properties, position and velocity to the instantaneous con-
tact force on particles, different approaches exist. In general, the different
models represent the particle-particle interaction as variants of the spring-











Figure 4.2: Spring-slider-dashpot model for Hertzian contact model.
els assume the normal contact force to be represented by a Hookian spring
relation so that normal contact force Fn,con depends linearly on the numerical
overlap δn:
Fn,con = knδnnij (4.4)






Using the Hookian type model, the spring constant kn cannot be di-
rectly related to the properties of the particles. Instead, Hertz (1882) re-
lated the spring constant to particle stiffness through the Young’s mod-
ulus and the contact radius a. As a depends on the normal over-
lap, the force does not depend linearly on the overlap distance as in
the Hookian type model. For two spheres with centres separated by
a distance |xj − xi| = d, the intersecting circle depicted in figure 4.1 has
radius: a = 1/(2d)
√
(d + ri − rj) · (d− ri + rj) · (−d + ri + rj) · (d + ri + rj)
(Weisstein, 2003). However, for small overlap distances and in the case of






When representing the collision by a spring force only, the relative veloc-
ity after impact is equal to the relative velocity before impact. In the case
of adhesive surface acting in the contact region, the result is particles that
keep oscillating with constant amplitude. When real particles collide, differ-
ent mechanisms act to dissipate kinetic energy in the particle material. The
result is particles separating with a relative velocity lower than the impact
velocity or in the case of sufficiently strong adhesive forces, the particles ad-
hering. Kinetic energy being dissipated in the particle material is accounted
for through a viscous damping term γn so that the normal contact force be-
comes:
Fn,con = knδnnij + γnvn (4.7)
where vn is the relative normal velocity between the particles. Similarly,
spring and viscous damping terms are added in the tangential direction so





+ (kt∆st + γtvt) (4.8)
Using the Hertzian type models, the normal and tangential spring stiffnesses










kt = 8Ga = 8G
√
RδN (4.10)
so that equation (4.4) becomes Fn,con = Fhz = (4/3)E
√
Rδ3/2n nij, where the
effective radius R, effective Young’s modulus E and effective shear modulus




























where Gi = Ei/(2(1+ νi)). Furthermore, the normal and tangential damping
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and the coefficients β, Sn, and St are given by:
β =
log (e)√








The coefficient β ultimately accounts for the kinetic energy dissipated
through the coefficient of restitution defining the ratio of final relative ve-





The above listed set of equations accurately predicts normal and tangential
forces acting on particles when the adhesive force can be neglected. In the
following, different ways to include the adhesive force are discussed and
compared.
4.3 Adhesive Contact Force
Adhesive forces acting between particles are present independently of the
size of the particles. As the motion of larger particles typically is governed by
other forces such as fluid, gravity and repulsive Hertzian contact forces, the
adhesive forces, which are typically several orders of magnitude lower, can
typically be neglected. When the particle size of interest become sufficiently
small, adhesive forces become increasingly important and will eventually
begin to dominate other forces causing particles to adhere upon collision.
The result is particle agglomerates being formed throughout the flow field
and a layer of particles building up on surfaces.
This section gives an overview of different modelling strategies to account
for particle adhesiveness in the context of the Hertzian contact modelling
framework outlined in the previous section.
4.3.1 The surface energy density
Several researchers have observed experimentally that a mechanical force is
required to separate small particles close to each other (Adamson, 1997). For
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λT  1 λT  1
(A) (B)
Figure 4.3: Difference in modelling approaches to account for adhesive forces. The figure shows
two equilibrium conditions with: (A) JKR approach (Johnson et al., 1971) where the particles
develop a flattened contact region; (B) DMT approach (Derjaguin, 1934) where particles are not
deformed due to the adhesive force.
micron-sized particles with size dp = O(10 µm) in a dry fluid, this adhesive
behaviour is commonly explained by a combination of van der Waals and
electrostatic forces (Feng and Hays, 2003). To describe the strength of the
combined adhesive force due to van der Waals force and electrostatic effects,
the concept of surface energy density γ is commonly used. Having units
J/m2, the surface energy density basically describes the work required to
create new surface when separating two adhered particles.
Two distinctly different modelling approaches exist when taking into ac-
count adhesiveness through the surface energy density (Tabor, 1977). These
are schematically shown in figure 4.3. Depending on the properties of the
particles and the strength of adhesive surface forces, the adhesive forces
either deform the particle surface slightly (JKR approach by Johnson et al.
(1971)) or let the surfaces stay intact (DMT approach by Derjaguin (1934)). To
describe to which degree the particles are deformed due to adhesive forces
and therefore which approximation is more valid, Tabor (1977) suggested the
dimensionless Tabor parameter λT, describing the ratio between of deforma-







where Dmin is the minimum separation distance due to an always present
atomic separation (Krupp, 1967). The minimum separation length is typically
taken to be Dmin = 1.65 Å (Parteli et al., 2014; Götzinger, 2003), which com-
pares well to experimental results (Israelachvili, 1992). Based on the value of
λT, Johnson and Greenwood (1997) suggested a non-dimensional map show-
ing the borders between between the different models. To sum it up, Johnson
and Greenwood (1997) suggests the DMT approximation to be valid when
λT  1 (typically λT < 0.1) and the JKR approach to be valid in the opposite
extreme when λT  1 (typically λT > 10).
In the following, the different modelling approaches are outlined and
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As elastic deformation is assumed to play a negligible role in the DMT model
by Derjaguin (1934), the adhesive force upon contact is constant. Using the







Rδnδnnij − 4πRγnij (4.22)
where the first term is the Hertzian term and the second term is the adhesive
DMT term. To take into account an attraction force when the particles are
not in physical contact, Parteli et al. (2014) suggests the following piece-wise





nij δn > 0
AHR
6(δn−Dmin)2
nij −Dmax ≤ δn ≤ 0
0nij δn < −Dmax
(4.23)
where the strength of adhesive forces is described by the Hamaker constant
AH suggested by Hamaker (1937), which relates to the surface energy density
through AH = 24πD2minγ. Inserting this expression into equation (4.23), the
expression for δn > 0 equals the expression in (4.22). Using, the expression
in (4.23), a constant force is added upon contact while the adhesive force
approaches zero asymptotically when the particles are not in contact. To
limit computational efforts, Parteli et al. (2014) suggests the cut-off distance
Dmax = 1 µm after which the attractive force is neglected.
Johnson-Kendall-Roberts approach
To take into account particle deformation on the adhesive force, Johnson et al.
(1971) did a series of experiments with soft rubber and gelatine spheres in
contact with flat surfaces. They observed a finite contact radius under zero







To take into account the adhesive forces in the contact region on particle
deformation, they proposed a new model relating the normal force to the
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Figure 4.4: Force-displacement relations using the JKR model: (A) Particle are held together by
adhesive forces acting to flatten out the contact region; (B) An external force acts to separate
the adhered particles but contact is maintained even for δn < 0 due to necking of the particle
material.
contact radius. Using the JKR model, the normal force containing both the







where the first term denotes the repulsive Hertzian term in a form differ-
ent from (4.4) with kn in (4.9) due to the contact area being different when
adhesive forces act in the contact region. The second term is JKR adhesive
term taking into account adhesiveness through the surface energy density γ.
As the adhesive force deforms the contact region in the JKR regime λT  1,
there is a finite contact area even when zero load is applied. When an exter-
nal force acts to separate particles in contact, contact is maintained even for
separation distances higher than ri + rj due necking of the particle material.
This is schematically shown in figure 4.4. As the size of the flattened contact
region in figure 4.4 changes with separation distance, so does the adhesive
force. The relation between contact radius a and normal overlap δn is given
by (Parteli et al., 2014; Deng et al., 2013):









To get a better overview of (4.26), it is shown graphically in figure 4.5 for
a > 0 with the contact radius normalised by the equilibrium contact radius
a0 = (9πγR2/E)1/3 and the normal overlap normalised by the critical overlap
required to break contact δC = a20/(2(6
1/3R)). As the figure shows, there is
a finite contact radius at δn/δC = 0, which is explained by necking in the
particle material. As noted by Chokshi et al. (1993), contact is maintained
until δn/δc = −1 after which the particle material suddenly slips, contact
is broken and the particles separate. Figure 4.6 gives an overview of the
JKR force-displacement relation from equation (4.25) with the contact radius
given by (4.26). As the figure shows, an external force FC is required to
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Figure 4.5: Relation between contact radius a and normal overlap distance. The contact radius
a and normal overlap distance are made non-dimensional by the equilibrium contact radius
a0 = (9πγR2/E)1/3 and critical overlap distance δC = a20/(2(6
1/3R)) respectively. Contact is
broken once the normal overlap reaches δn/δC = −1 in the separation process (Chokshi et al.,
1993).




















JKR model (Johnson et al., 1971)
Hertz model (Hertz, 1882)
Figure 4.6: Relation normal force and normal overlap distance. The normal force and nor-
mal overlap distance are made non-dimensional by the critical force required to break contact
FC = 3πRγ and the critical overlap distance δC = a20/(2(6
1/3R)) with a0 given by (4.24) respec-
tively.
separate particles in contact:
FC = 3πRγ (4.27)
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Due to the wide range of particles having Tabor parameters λT > 10 where
adhesive contact forces play an important role, the JKR model is applied
frequently. Figure 4.7 gives an overview of the popularity of the JKR model
visualised by yearly number of citations. As the figure shows,


















Figure 4.7: Yearly citations to the adhesive JKR model by Johnson et al. (1971). Data extracted
from Web of Science at the time of writing.
4.3.3 Comparison of JKR and DMT based adhesiveness mod-
els
As already mentioned, the main difference between the JKR and DMT mod-
els is whether the contact region is flattened due to adhesive forces or not.
This is commonly described through the Tabor parameter in (4.21), where
λT  1 denotes flattened contact region and λT  1 denotes particles that
stay contact so that the adhesive forces acts between two non-deformed par-
ticles. In between these two extremes, the model by Maugis (1992) provides a
smooth transition between the two, from λT  1 to λT  1. Figure 4.8 gives
an overview of the force-displacement relation of the Hertz model, the JKR
model and the DMT model:
Adhesiveness models for the discrete element method simulations
When accounting for the adhesive behaviour of particles in discrete element
method simulations, various modifications are commonly used. Such modifi-
cations act to speed up the simulations in different ways by various assump-
tions. One such assumption used in the simplified JKR model (SJKR) is to
describe the adhesive force as proportional to the contact area πa2, so that
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Hertz model (Hertz, 1882)
JKR model (Johnson et al., 1971)
DMT model (Derjaguin, 1934)
Figure 4.8: Comparison between forces predicted by the Hertz repulsive model, the JKR model
by Chokshi et al. (1993), the JKR model by Johnson et al. (1971) and the DMT model by
Derjaguin (1934). The critical force and overlap used for normalisation are FC = 3πRγ and
δC = a20/(2 · 61/3R) respectively.




a3nij − csjkrπa2nij (4.28)
where csjkr is the cohesion energy density in J/m2. Depending on the in-
terest in level of detail, the contact area for particle i is calculated by ex-
pressions varying in complexity. These expressions range from A = 2riδn





(d− ri − rj)(d + ri − rj)(d− ri + rj)(d + ri + rj) (4.29)
where d is the distance between particle i and j so that d = |xi − xj|. By
describing the adhesive force through equation (4.28), the adhesive behaviour
is significantly different from JKR theory by Johnson et al. (1971). Differences
include a zero normal force when the particle come into contact δn = 0, a
maximum adhesive force for finite contact radii and an equilibrium overlap
distance that differs significantly from JKR theory. Therefore, focus is on JKR
type models that describe the adhesive model through equation (4.25) with
contact radius given by equation (4.26).
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JKR based models for discrete element method simulations
When implementing the force-displacement relation shown in 4.6, it is impor-
tant to note that negative overlap distances δn/δC < 0 occur due to necking in
the particle material in the separation process. When particles first approach
each other and come into contact at δn = 0, the normal force suddenly at-
tains a value of −(8/9)FC, which is characteristic for the JKR model. When
the particles are separated, contact is maintained for negative overlap dis-
tances δn < 0 until contact suddenly breaks. This behaviour is shown in
figure 4.9. In literature, the behaviour depicted in figure 4.9 is implemented
























F C JKR model (Johnson et al., 1971)
Figure 4.9: History dependent adhesive behaviour taking necking into account using the JKR
model: (A) Without external force applied, the particle come in contact at δn = 0 and the
normal force attains a value Fn = −(8/9)FC = −(8/9)3πRγ; (B) The particle centres approach
each other and a flattened contact region between the particles is obtained. At the equilibrium
condition the contact radius is given by (4.24) with normal overlap δ0 = (1/3)a20/R; (C) An
external force is applied to separate the adhered particles. Due to necking of the particle material,
contact is maintained for negative overlap distances; (D) The particles separate irreversibly when
the particle material cannot sustain contact.
in different ways:
• Implement the full behaviour, including the necking behaviour for
δn < 0. In this case, an additional boolean variable for each particle-
particle and particle-wall pair is required to keep track of whether the
particle material necks or the particles are not yet in contact.
• Implement the same behaviour when particles approach each other and
separate. In this case, particle necking is accounted for before particles
come into physical contact.
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• Implement the JKR model and assume particle necking to play a
negligible role for the adhesive behaviour. In this case, particles
come in contact and separate at δn = 0 where the normal force is
Fn = −(8/9)FC = −(8/9)3πRγ as in common JKR theory.
To the author knowledge, no studies have been carried out comparing the
different ways to implement the JKR model listed above. However, the study
by Pasha et al. (2013) suggests the latter method to give reasonable agreement
with experiments when simulating the interacting behaviour of many parti-
cles using the discrete element method. Furthermore, as shown by Hærvig
et al. (2017), this method agrees with experimental data for collisions of two
particles under well-defined conditions, such as simple head-on collisions, as
well.
4.4 Rolling, Sliding and Twisting Friction
As opposed to other methods, the Discrete Element Method solves for parti-
cle rotation as well. Besides normal adhesion/repulsive behaviour described
in Section 4.3, the particles may roll, slide or twist as schematically shown in





Figure 4.10: Different kinds of adhesive particle motion related to particle/particle or parti-
cle/wall contact. Rolling denotes angular motion, where the
1997) investigating the adhesive behaviour of particles, rolling tends to be
much more common than sliding and twisting for small particles. As rolling
tends to be the dominating mechanism, much research has been focused on
deriving a way to accurately describe rolling motion under JKR contact with
a wall. For non-adhesive contact with a wall without any external force, the
particle will roll with angular velocity ω without the particle material slip-
ping as shown shown in figure 4.11. As the particle material does not slip in
the contact region, the rolling velocity vr is proportional to the angular veloc-
ity of the particle as vr = rpω× nij. In literature concerned with non-adhesive
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Figure 4.11: Non-adhesive particle in contact with a wall and in normal equilibrium (Fn =
Fg) moving at a translational velocity v and angular velocity ω while experiencing a rolling
resistance torque Mr.
particles, the rolling resistance torque opposing angular motion is often pro-
portional to the angular velocity itself. However, such models are unable to
explain the phenomenon of small adhesive particles sticking to vertical sur-
faces when subjected to an external force parallel to the wall, such as in the
case of a fluid force in a boundary layer or gravity force on a vertical surface.
These phenomena can only be explained by a torque opposing rotation caus-
ing particles to stay in place. This behaviour is suggested by Dominik and
Tielens (1995, 1997) to be important when describing how agglomerates are
formed and deformed due to impacting particles or fluctuating fluid forces
in a turbulent flow.
In the following the modelling framework used to model the adhesive
rolling is outlined briefly.
4.5 Adhesive Rolling Resistance
As in the case of JKR contact, a particle in normal equilibrium with a wall
develops a flattened contact region. In this case, the centre of gravity of the
particle projected onto the surface coincides with the centre of the contact
area. This equilibrium condition is schematically shown in figure 4.12(A).
However, when an external force Fext is applied parallel to the surface, such
as in the case of gravity acting on a particle on a vertical wall, a small shift
between the projected centre of gravity and the centre of contact builds up,
as depicted in figure 4.12(B). The result is an asymmetric contact region that
introduces an adhesive rolling resistance torque that opposes motion and
an even more asymmetric contract regions. To describe the adhesive rolling
resistance torque, Dominik and Tielens (1995, 1997) introduced a rolling dis-
placement term ξ that defines the rolling distance the centre of contact lags
behind the centre of gravity. Based on the rolling velocity vr, the rolling dis-
placement ξ is calculated directly as by integrating the instantaneous rolling
43











Figure 4.12: JKR contact of a particle in normal equilibrium with a surface (Fn = Fg): (A)
Normal equilibrium without any external force applied. The centre of gravity projected onto
the surface coincides with the centre of the contact region; (B) An external force Fext 6= 0 acts
on the particle so that a non-coincident projected centre of mass and centre of contact exist.
Reprinted from "On the adhesive JKR contact and rolling models for reduced particle stiffness
discrete element simulations" by J. Hærvig, U. Kleinhans, C. Wieland, H. Spliethoff, A.L. Jensen,
K. Sørensen and T.J. Condra published in Powder Technology, vol. 319, pp. 472–482, 2017, with
permission from Elsevier.







where tr = vr/|vr| is the direction of rolling. When the particle is rolled
less than a critical distance ξ < ξcrit when the external force is removed, the
particle rolls reversibly back from position B to A. If the rolling displace-
ment exceeds a critical value ξ > ξcrit, irreversible rolling occurs, the particle
material slips and the centre of contact re-adjusts itself. In that case, a new
equilibrium is obtained if the external force is removed. Different studies
have proposed values for this critical rolling displacement ξcrit. While Do-
minik and Tielens (1995, 1997) suggests ξcrit ≈ 2 Å, the study by Krijt et al.







where a0 is the equilibrium contact area defined by (4.24) and ∆γ/γ is a
dimensionless adhesion hysteresis parameter. Based on the instantaneous
rolling displacement ξ, the studies by Dominik and Tielens (1995, 1997) de-








4.5. Adhesive Rolling Resistance
where Fc, a, and a0 are the critical force, the instantaneous contact radius,
and the equilibrium contact radius respectively. Based on the rolling resis-
tance coefficient kr and the instantaneous rolling displacement term ξ, the
instantaneous rolling resistance torque is obtained as:
Mr =
{
krξ if ξ < ξcrit
krξcrit if ξ ≥ ξcrit
(4.33)
As the rolling displacement term cannot exceed the critical rolling displace-
ment, the rolling displacement is numerically truncated to fulfil ξ ≤ ξcrit.
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5.1 Fluid Force Contributions
This chapter outlines the modelling framework used to predict the interaction
between fluid and small micron-sized particles. In the following, the force
contributions listed below are considered:
• Drag force
• Shear and rotation induced lift forces
• Unsteady forces due to acceleration of finite mass of surrounding fluid
• Gravity and buoyancy forces
• Brownian motion force
• Viscous dissipative force just prior to collision
5.1.1 Drag force in flows with low particle volume fraction
Fluid drag tends to dominate the motion of a wide range of particles. As a
result, research has focused on estimating fluid drag on spheres for a long




ρf|u− v|(u− v)Ap (5.1)
where CD is a drag coefficient that takes into account different phenom-
ena, u and v are the local fluid and particle velocities respectively and
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Ap = (π/4)d2p is the cross-sectional area of the particle. The following con-
tains a description of how the drag coefficient CD varies under different con-
ditions.
Generally, the flow around micron-sized spheres tend to stay attached to
the surface without separating so that the drag is dominated by viscous drag
rather than form drag. That is, the particle Reynolds number tend to be
less than 1: Rep = ρfdp|u− v|/µ < 1. In this particular case, the analytical
solution derived by Stokes (1850) suggests the drag coefficient to be inversely





To cover a wider range of Reynolds numbers outside the Stokes regime, the
correlation by Schiller and Neumann (1935), which modifies Stokes drag at














where F is a dimensionless drag force that is used to represent different
effects. Using the expression in (5.4), the expressions in (5.2) and (5.3) are
recovered by setting F = 1 and F = 1 + 0.15Re0.687p respectively.
Effect of surface slip
However, as noted by several authors the no-slip condition typically assumed
at the particle surface may not be applicable when the particle size consid-
ered is sufficiently small or the distance between fluid molecules is high. In
these cases, the flow around particles cannot be considered a continuum and
instead fluid drag is governed by fluid molecules colliding with the particle
surface (Cunningham, 1910). In this case, several authors, including Mallikan





1 + Kn (A1 + A2exp (−A3/Kn))
(5.5)
The correlation in (5.5) is schematically shown in figure 5.1. For air at normal
pressure and temperature, Davies (1945) suggests A1 = 2.514, A2 = 0.8 and
A3 = 0.55 so that the slip correction factor as function of the Knudsen number
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Figure 5.1: Modification of Stokes drag from (5.5) when slip occurs at the particle surface due
to either small particle size dp or high mean free path of fluid molecules λ characterised by
the Knudsen number Kn = λ/dp. In the figure, the constants are A1 = 2.514, A2 = 0.8 and
A3 = 0.55 corresponding to normal conditions (Davies, 1945).
is as shown in figure 5.1. For conditions where p = 1.0 bar and T = 293.15 K,
the mean free path of molecules is λ ≈ 60 nm. For a particle with dp = 10 µm,
the Knudsen number is then Kn = λ/dp ≈ 0.06 so that the slip factor is
CD/CD,stk ≈ 0.985 according to (5.5). As a result, the effect of surface slip is
not further considered in the present work.
Even though extensive experimental validation has been carried out for
single spheres in unbounded flows, much work remains to be done for par-
ticles affected by the presence of other particles. As particles begin to adhere
to one another and agglomerates form, the local particle concentration αp be-
comes increasingly anisotropic throughout the flow field. Depending on the
particle and fluid properties, the agglomerates have varying morphologies
that range from compact to more dentric in shape, see figure 1.1(B) and fig-
ure 1.2 respectively. This anisotropic behaviour complicates the description
of drag force on individual particles. Therefore, different approaches have
been proposed in literature to avoid having to resolve the detailed flow field
around every single particle. These different approaches are outlined briefly
in the following.
5.1.2 Drag force in flows with high particle volume fraction
The presence of other particles significantly affects the behaviour of the indi-
vidual particles. Even though analytical solutions exist for simple cases such
as laminar flow through concentric arrays of fixed spheres (Happel, 1958),
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Figure 5.2: Dimensionless drag force F in (5.4) as function of particle Reynolds number
Rep = ρfdp|u− v|/µ and fluid volume fraction αf = 1 − αp according to the model by
Felice (1994).
no general solutions exist. Therefore, much effort has been done both ex-
perimentally and numerically to propose more or less complex correlations
that cover different ranges of particle Reynolds numbers and particle volume
fractions. Using the point-particle approach, the particle size is significantly
smaller than the computational mesh,
Early attempts to predict pressure loss through randomly packed spheres
include Ergun and Orning (1949) and Wen and Yu (1966) who predicted the
pressure gradients in fluidized beds as function of fluid volume fraction. The
more recent study by Felice (1994) investigated how drag on single particles is
modified by the presence of surrounding particles characterised by the fluid
volume fraction. By fitting existing data available in literature, Felice (1994)
suggests F in (5.4) to be related to the fluid volume fraction αf = 1 − αp
through:
F = α−βf (5.6)
where the coefficient β in (5.6) is a function of the particle Reynolds number:









More recent studies mainly focus on various numerical approaches to predict
how drag is modified due to the presence of surrounding particles. One such
model based on numerical simulations is the one proposed by Koch, Hill and
Ladd.
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Figure 5.3: Flow through a random array of spheres resolved by Lattice-Boltzmann simulations
by Hill et al. (2001a,b).
Koch-Hill-Ladd Model
Hill et al. (2001a,b) did a series of detailed simulations using LBS (Lattice-
Boltzmann Simulations) to investigate the detailed flow field through ran-
domly or aligned cubic and face-centred cubic collections of spherical par-
ticles, see 5.3. By varying both the particle Reynolds number Rep and the
particle volume fraction αp, a correlation describing the drag force on in-
dividual particles by the fluid flow was proposed. Again, expressing the
modified drag coefficient by dimensionless drag force F in (5.4), the modified
Koch-Hill-Ladd model formulation by Benyahia et al. (2006), which covers
a wider range of particle Reynolds numbers and particle volume fractions,
suggests F to be given by (5.8):
F = α2f F
∗ (5.8)
with the rather complex expression for F∗ listed in (5.9):
F∗ =

1 + (3/8)Rep if αp ≤ 0.01∧ Rep ≤ F2−1(3/8)−F3
F2 + F3 Rep if αp ≤ 0.01∧ Rep > F2−1(3/8)−F3

























if 0.01 ≤ αp < 0.4
10 αp




2/αp/40 if 0.01 < αp ≤ 0.01
0.11 + 0.00051exp(11.6αp) if αp > 0.01
(5.11)
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Figure 5.4: Drag coefficient as function of particle Reynolds number for varying particle vol-
ume fractions αp using the modified Koch-Hill-Ladd model proposed by Benyahia et al. (2006).
Note that the particle Reynolds number is based on the particle diameter rather than particle
radius as commonly done using Koch-Hill-Ladd-based models. The whole range of particle
Reynolds numbers are plotted to give an overview of the model and the Stokes drag limit with














if αp < 0.4
10 αp




0.9351αp + 0.03667 if αp < 0.0953
0.0673 + 0.212αp + 0.0232/(1− αp)5 if αp ≥ 0.0953
(5.13)
where the particle Reynolds number is based on the particle radius rather
than particle diameter so that Rep = dp|u − v|αf/(2ν). Figure 5.4 gives an
overview of how the dimensionless drag force F varies with Reynolds num-
ber and particle volume fraction according to the relation in (5.8). As the
figure shows, the drag coefficient is noticeably higher when the particle con-
centration approaches the closed-pack solution. In the limit of low particle
volume fraction, the modified Koch-Hill-Lad model approaches the Stokes
solution valid for particle Reynolds numbers Rep < 1. Even though the cor-
relation presented above covers a wide range of particle Reynolds numbers
and particle volume fractions, it does not account for a highly anisotropic
particle concentrations such as sharp gradients at the edge of agglomerates
as shown in figure 5.5.
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High particle concentration gradient
Low particle concentration gradient
Figure 5.5: Different regions in an agglomerate where the Koch-Hill-Ladd model is expected to
give more or less accurate results. In regions where low particle concentration gradients exist,
such as in the centre of a compact agglomerate, the model is expected to more accurately predict
drag on the individual particles.
To better predict drag, lift and torque on agglomerates such as the one in
figure 5.5, the more recent study by Sommerfeld and Stübing (2017) suggests
storing the location of all individual particles for each agglomerate. More
details on this approach is given in the following.
Correlating drag with various agglomerate properties
Recent efforts to describe the overall fluid force on agglomerated particles
include Dietzel and Sommerfeld (2013) who used the Lattice-Boltzmann
Method to fully resolve the flow around randomly generated agglomerates
that included both compact or dendritic shaped agglomerates. By storing a
list containing the locations of all particles relative to one another, the study
correlated fluid drag with different agglomerate properties such as volume
equivalent sphere, fractal dimension f given by np = (Dp/dp) f and agglom-
erate porosity of the convex hull, where np and Dp denote the number of
primary particles and the diameter of bounding sphere respectively. How-
ever, when correlating drag with the projected cross section of the convex hull
Aagg of the agglomerate perpendicular to the flow direction, see figure 5.6,
the study suggests the drag coefficient to be almost independent of agglom-
erate morphology and orientation. This is indeed a remarkable finding as
all the parameters related to the morphology of the agglomerate can be de-
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Lagg
Figure 5.6: Example of the convex hull of an agglomerate, which can be used to correlate drag
with the agglomerate structure using the projected agglomerate size perpendicular to the flow
direction. Note, the length Lagg is naturally an area Aagg when considering a three-dimensional
agglomerate.
scribed through the projected cross sectional area of the convex hull of the
agglomerate. However, when resolving collisions using CFD-DEM simula-
tions, the morphology of the agglomerates changes continuously due to fluid
forces and impacting particles. As agglomerate structure changes continu-
ously, the list storing particle locations relative to all other particles has to be
updated continuously. Depending on the number of particles and the rate at
which agglomerates change morphology, this process is expected to be com-
putational expensive. Furthermore, when using the CFD-DEM to simulate
the processes where agglomerates are formed, deform and eventually break
up due to fluid forces, information on fluid forces on individual particles
is needed. In this case, work remains to be done to relate fluid drag on the
whole agglomerate to the fluid force on individual particles or fluid forces on
different regions within the agglomerate. Furthermore, quantities such as lift
and torque still has to be related to the agglomerate structure. Even though
the method presented above is highly effective for calculating properties such
as terminal velocities for different agglomerates, it is less useful when simu-
lating how particle interacts and agglomerates are formed and break up in a
continuous process.
5.1.3 Lift force contributions
Particles subject to a shear G = du/dy in the velocity field experience
a force perpendicular to the flow direction. This force is caused by the
non-uniform velocity field resulting in a non-uniform pressure distribution
across the particle causing particles to experience a lift force FL towards the
region with higher velocity, see figure 5.7. Saffman (1965, 1968) derived
an expression for the lift force in the case with particle Reynolds number
Rep = dp|u − v|/ν  1, shear Reynolds number ReG = d2pG/ν  1 and
54




Figure 5.7: Lift force FL due to shear in the flow field.
particle Reynolds number being much less than the square root of the shear
Reynolds number Rep  Re1/2G . In this case, Saffman (1965, 1968) suggests
the lift force to be given by:
FL,saffman = 1.615ρfν1/2d2p|u− v|
∣∣∣∣dudy
∣∣∣∣1/2 (5.14)
To overcome some of the limitations listed above, this expression has been
modified by several authors. Such modifications include Mei (1992) who,
based on the experiments by Dandy and Dwyer (1990), extended the correla-












)1/2 if Rep > 40
(5.15)
where α = G(dp/2)|u − v|−1. Furthermore, high lift forces can also be in-
duced by particles rotating with a high angular velocity relative to the local
fluid. In this case, the particle experiences a lift force caused by an asymmet-
ric pressure distribution around the particle. For particles with small moment
of inertia, the particles will reach an equilibrium state where their spin rate is
directly related to the shear rate so that the particles does not experience any
torque (Loth and Dorgan, 2009). However, when particles collide with other
particles or walls, particles may experience high rotational velocities before
they finally come to the state of free rotation again. For particles rotating
while moving with a small particle Reynolds number, Rubinow and Keller
(1961) proposed an analytical solution suggesting the lift force due to rotation





[Ω× (u− v)] (5.16)
where Ω is the relative rotation between the fluid and the particle.
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5.2 Unsteady Fluid Forces
All the above mentioned forces do not take into account particle acceleration
or acceleration of the fluid relative to the particle. When particles are accel-
erated relative to the fluid, particles experience a force acting to slow down
the acceleration. This force, commonly denoted added mass force, accounts
for the fact that some mass of the fluid surrounding the particles has to be
accelerated together with the particle. In the case of small Reynolds numbers,











For a spherical particle, the added mass force acts in the same direction u− v
and has an added mass coefficient CM = 0.5. For non-spherical particles, the
added mass effects may induce perpendicular force components and torque
contributions. Due to large density ratio between particles and fluid in this
study, this effect can typically be neglected, see table (3.1) on page 28. Fur-
thermore, as a particle is accelerated relative to the fluid, the delay in bound-
ary layer build-up adds an additional force, commonly denoted history force















Different authors, including Odar and Hamilton (1964); Michaelides and Roig
(2011), have suggested modifications to include cases with higher particle




Related to Adhesive Particles
The purpose of this chapter is to briefly outline the purpose, the methodology
and the main results of paper A and B reprinted in Part II. Even though paper
C and D are equally important for the overall project, they are not concerned
with adhesive particles, which is the main scope of this dissertation. Paper C
and D are reprinted on page 163 and 197 respectively.
6.1 Paper A: On the adhesive JKR contact and
rolling models for reduced particle stiffness
discrete element simulations
Purpose
The purpose of the paper by Hærvig et al. (2017) reprinted on page 105 is to
provide an analytically-derived criterion for how to introduce particles with
reduced particle stiffness in soft-sphere Discrete Element Method (DEM) sim-
ulations of adhesive particles. By introducing a reduced particle stiffness, the
particles deform more when colliding causing the collision duration to in-
crease. As a consequence of the increased collision duration, a higher time
step size can be used. The criterion is presented in a general manner so
that it can be applied to a wide range of problems involving adhesive parti-
cles, where the interaction of particles is dominated by collisions rather than
external forces acting to separate adhered particles. Particles depositing on
surfaces is equally important for a wide range of problems. Therefore, part
of the paper is focused on how to ensure the same rolling behaviour when a
reduced particle stiffness is introduced.
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Figure 6.1: Changes in force-displacement relation when introducing a reduced particle
stiffness through a reduction in effective Young’s modulus from E to Emod1 in the JKR
model. The equilibrium overlap distances are δn,0 = (1/3)a20/R = (3π
2γ2R/E2)1/3 and
δn,0,mod1 = (1/3)a20,mod1/R = (3π
2γ2R/E2mod1)
1/3: —— Original JKR model (Johnson et al.,
1971); · · · · · · Reduced particle stiffness by a reduction in effective Young’s modulus from E
to Emod1.
In this study, focus is on particles with λT = (4Rγ2/(E2D3min))
1/3 > 3 so
that JKR theory is applicable. This will typically be the case for particles with
dp = O(10 µm).
Methodology
When a reduced particle stiffness is introduced, the force-displacement re-
lation upon collision is changed significantly. As the particles introduced
are softer, the particles overlap more upon collision. The result is the ad-
hesive force acting over a longer distance causing a more adhesive colli-
sion. Figure 6.1 gives an overview of how the force-displacement relation
is changed the particle stiffness is reduced by a reduction in effective Young’s
modulus from E to Emod. As shown in Figure A.7 on page 121, a reduced
particle stiffness results in a more adhesive collision where the particles either
stick or separate with a lower relative velocity. In order to derive a criterion
for how the particle adhesiveness should be modified, the following criterion
can be set up for the energy required to separate adhered particles to remain







6.1. Paper A: On the adhesive JKR contact and rolling models for reduced particle
stiffness discrete element simulations

































Reduced stiffness and adhesiveness using (6.2)
Figure 6.2: Changes in force-displacement relation when modifying the surface en-
ergy density from γ to γmod by (6.2) when reducing the effective Young’s mod-
ulus from E to Emod. The equilibrium overlap distance when using (6.2) is




1/3 and the normal force at δn = 0 is
FN = −(8/9)FC,mod2 = −(8/9)3πRγmod2: —— Original JKR model (Johnson et al., 1971); · · · · · ·
Reduced particle stiffness by a reduction in effective Young’s modulus from E to Emod; - - - -
Reduced Young’s modulus and modified surface energy density given by the criterion in (6.2).
where δn,0 denote the equilibrium overlap distance. Carrying out the in-
tegrals in (6.1) as shown in Appendix A on page 126, we finally obtain








If the criterion in (6.2) is used when reducing the particle stiffness from E
to Emod, the force-displacement shown with a dashed line in figure 6.2 is
obtained.
Results
To validate the criterion in (6.2), head-on collisions with varying impact ve-
locities of two particles are performed and compared to experimental data by
Dahneke (1975) in terms of effective coefficient of restitution. As figure A.5
on page 119 shows, the collisions with reduced particle stiffness using (6.2)
yield the exact same effective coefficient of restitution. Furthermore, simula-
tion data agrees well with the experimental data suggesting DEM simulations
to be able to predict the collision outcome.
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Next, results are presented in terms of three non-dimensional groups that
together dictate the outcome of collisions; namely the elasticity parameter
λ = E/(ρpv2), the adhesiveness parameter Ad = γ/(ρpv2R) and the coeffi-
cient of restitution measured when adhesive forces are negligible e. By in-
troducing a constant c that depends solely on the coefficient of restitution e,
the study outlines the border between collisions where particles rebound and
collisions where particles stay attached.
Finally, simulations with varying reduced stiffness are carried out and








The criterion in (6.3) can be used to estimate the possible speed-up of DEM
simulations when introducing particles with reduced stiffness.
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6.2 Paper B: Early stages of agglomeration and de-
position of adhesive micron-sized particles in
fully-developed turbulent pipe flows
Purpose
The purpose of paper B reprinted on page 133 is to provide a better un-
derstanding of how changes in parameters governing particle transport and
adhesiveness affect the early stages of agglomeration and deposition in tur-
bulent pipe flows. Furthermore, a part of the study is focused on investi-
gating the applicability of the criterion for reduced particle stiffness in (6.2)
presented in paper A.
Methodology
The agglomeration process is a result of particles colliding with one another.
Therefore, this study uses the soft-sphere Discrete Element Method (DEM),
relying directly on the properties of the particles, to resolve collisions over
numerous time steps. As particles agglomerate and the particle concentra-
tion increases locally, the interaction between the fluid and particles become
increasingly important. Therefore, the two phases are fully-coupled through
a momentum-exchange term. As collisions generally take place over time
step sizes significantly smaller than the larger scales of fluid turbulence, two
different time step sized are used. The collisions are resolved using a time
step size a factor 500 smaller than the time step size used for the fluid phase.
The larger scales of the turbulent flow are resolved using Large Eddy
Simulations (LES). To ensure that the motion of particles is unaffected by the
unresolved smaller turbulence scales, the grid resolution is together with the
response time of particles, described through the Stokes number.
To save computational time, the particle stiffness is reduced using the
criterion proposed in paper A. When applying this criterion, the critical force
required to break contact is reduced. In order not to change the mechanism
causing agglomerates to break up, it is therefore important that critical force
required to break contact FC stays several orders of magnitude higher than
fluid forces acting to break up agglomerates Fsep. To estimate the order of the
ratio between the critical force required to break contact and the separating
fluid force due to shear in the flow, the criterion in (3.16) on page 27 can be
used.
The domain considered is periodic in the stream-wise direction. To ensure
the results are independent of the length of the periodic domain, the domain
is made periodic over a length L/D = 4 corresponding to L+x ≈ 2500 in terms
of viscous units.
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The particles considered have size dp = 10 µm, density ρp = 2500 kg/m3
and are transported in a pipe flow of dry air with D = 40 mm and mean
velocity U = 5 m/s. Using the approximate expressions in table 3.1 on
page 28, it is found that fluid drag is the dominating force. Added mass
force and Brownian force are several orders of magnitude lower than fluid
drag. Both lift due to shear in the flow field and lift due to rotation are much
lower than Stokes drag. However, these are included due to the high velocity
gradients near the wall and due to collisions with other particles or walls
which could result in high angular velocities. Furthermore, both gravity and
unsteady forces are neglected in the present study.
Results
First, an analysis is carried out to make sure the motion of most responsive
particles is independent of the turbulent eddies not being resolved by the
large eddy simulations. The results show the grid resolution required varies
with response time of the particles of interest. As expected the more respon-
sive particles require a finer grid resolution as these particles are affected by
the smaller turbulent eddies resolved using finer grids. Other results show
that the agglomeration rate is almost independent of changes in particle stiff-
ness when applying the criterion for reduced particle stiffness proposed in
paper A.
Next, simulations are done for particles with varying response times and
adhesiveness. The results clearly shows how particles with intermediate re-
sponse times, described through the Stokes number, have higher agglomera-
tion rates. This is explained through changes in collision mechanisms when
the particle response time is either decreased or increased. Changes in Stokes
number are furthermore linked to the radial particle distribution in the pipe.
More responsive particles are found to be more uniformly distributed in the
pipe while less response particles tend to move toward the centre of the pipe.
In all cases, particles are observed to stick to the surface.
By varying the particle adhesiveness resulting in particles that range from
almost non-adhesive to highly adhesive, the effects on the agglomeration rate
are documented. Changes in adhesiveness for almost non-adhesive particles
are found to have a limited effect on the agglomeration rate. For particles
with higher adhesiveness, changes in adhesiveness are found to have a more
pronounced effect on the agglomeration rate. Furthermore, the adhesiveness





This chapter sums up the main results of this dissertation. Furthermore,
suggestions for how to continue the work in various directions are given.
7.1 Final Remarks
Particles sticking to other particles or to surfaces is a problem in a wide
range of applications. In this dissertation, focus has been to get a better
fundamental understanding of how properties governing particle transport
and adhesiveness affect particle agglomeration. The micron-sized particles
investigated in this dissertation were subject to van der Waals attraction in a
dry environment. For this purpose, the adhesiveness of the particles have
been accounted for through JKR theory. In order to predict interactions
between thousands of particles, various sub-models related to adhesiveness
have been implemented in the open-source discrete element method software
LIGGGHTS. Such effects include an additional force upon contact acting to
maintain contact and a rolling resistance torque acting to oppose rolling mo-
tion of particles.
Even though discrete element method simulations scale well with number
of processors, computational power still remains a limiting factor when ap-
plying the discrete element method to investigate more complex problems.
Therefore, an analytically-based approach was first used to derive a crite-
rion for how to introduce softer particles while maintaining the adhesive be-
haviour. To validate this criterion, simple, well-controlled DEM simulations
of head-on collisions between two particles have been carried out and com-
pared to experimental data available in literature. As particle rolling plays a
central role when particles stick to one another or to surfaces, the criterion
was extended to include rolling behaviour of particles. Based on a set of non-
dimensional groups governing adhesiveness of particles, a non-dimensional
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collision map was proposed to predict if particles would rebound, stick or
roll upon collision with a surface.
Next, the applicability of large eddy simulations to predict transport and
agglomeration of particles in fully-developed turbulent pipe flows was inves-
tigated. For this purpose, the discrete element method was two-way coupled
to large eddy simulations of turbulent pipe flows using the open-source soft-
ware OpenFOAM. First, without particles added to the flow, various mea-
sures were taken to ensure the characteristics of the turbulent flow was well-
represented by the large eddy simulations. With particles added to the turbu-
lent flow, a set of simulations were carried out with varying Stokes numbers
using different grid resolutions to investigate how the smaller eddies resolved
using finer grids affect particle agglomeration. When more responsive parti-
cles were used, differences in agglomeration rates were observed when using
different grid resolutions. Furthermore, the applicability of the analytically-
based criterion was analysed by simulating particles that varied by a factor 10
in Young’s modulus and only minor differences in agglomeration rates were
observed.
Next, the effects of particle response time and adhesiveness on the ag-
glomeration rate were investigated. The agglomeration rate was found to
be highest for intermediate Stokes numbers, which can be explained by an
increase in collision rate. At this Stokes number, particles were observed to
form larger agglomerates in the centre of the pipe. At lower Stokes num-
bers, the particles were more uniformly distributed throughout the pipe with
smaller agglomerates being formed. The size of the agglomerates was ob-
served to be directly related to the particle adhesiveness with larger agglom-
erates being formed for more adhesive particles.
To sum it up, this dissertation has contributed to the DEM modelling
framework of adhesive particles following JKR theory. The criterion pro-
posed, γmod/γ = (Emod/E)2/5 can be used to speed up numerical simula-
tions of a wide range of problems to ultimately allow more complex problems
to be solved in future studies. Furthermore, the coupled DEM-LES simula-
tions provide details on how small micron-sized particles agglomerate under
various conditions in well-defined turbulent pipe flows.
7.2 Suggestions for Future Work
In this dissertation focus has been on point-particle approach where the fluid
force on every particle is described through a set of correlations. Even though
these correlations are well-validated for dilute flow conditions, work still re-
mains to be done when particles agglomerate and the particle concentration
increases locally. Even though correlations have been proposed in literature
to account for increased particle concentrations, work still remains to be done
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when high particle concentration gradients exist. Examples include the sur-
face of the agglomerate of a compact agglomerate where the local particle
concentration varies from αp = 0 outside the agglomerate to αp ≈ 0.6 inside
the agglomerate. For this purpose, fully-resolved simulations of different ag-
glomerate morphologies could provide new information that could relate the
fluid force on particles to the relative positions of nearby particles.
For the criterion for reduced stiffness presented in paper A,
γmod/γ = (Emod/E)2/5, to be applicable, it is assumed that the agglomer-
ation process is controlled by collisions with other particles rather than ex-
ternal forces acting to break up agglomeration. Using the criterion above,
the surface energy density is reduced when introducing particles with re-
duced stiffness. As the critical force required to break contact is proportional
to the surface energy density (FC ∝ γ) according to JKR theory, it is impor-
tant that FC stays some orders of magnitude higher than external forces, e.g.
fluid forces, that act to break up up agglomerates. While studies in literature
have suggested agglomeration processes to be controlled by collisions rather
than fluid forces, more studies with different particles and fluid flows have
to be investigated. In the present dissertation, an expression for the ratio
between the critical force required to separate two adhered particles FC and
the fluid force acting to separate the particles due to shear in the flow field
Fsep is proposed: FC/Fsep = γ/(8rpµG). Future work could be focused on
documenting the relation between this ratio and the validity of the criterion
proposed in paper A by simulating simple shear flows.
Due to computational requirements, the present study was limited to
a small periodic domain. While a fully-developed turbulent flow is well-
represented by such a periodic domain of sufficient length, e.g. L+x = 2500 in
terms of viscous units for Re = 10, 000, the agglomeration process takes place
over much longer distances. In this study, this was handled by a periodic do-
main for the particles as well. The main limitation of this approach is the
fact that the number of particles and therefore overall particle concentration
in the domain remains constant. To model the whole agglomeration includ-
ing later stages where a layer of particles build up, particles would have to
be added continuously throughout the simulation. Or better yet, a domain
sufficiently long for the number of particles deposited per length pipe to stay
constant so that dφ/dx = 0.
All the sub-models used to describe the behaviour of particles in this
dissertation have been experimentally validated in literature. However, test
cases documenting the interactions between thousands of particles experi-
mentally, remain few in literature. Even though DEM simulations by Parteli
et al. (2014) have documented how adhesiveness affects the packing density
of glass spheres, no studies have experimentally documented how various
properties affect particle agglomeration and deposition in turbulent flows.
Future work should be focused on doing measurements on simple, well-
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defined test cases, such as turbulent flow through a pipe, to document some
of the numerical findings being reported in literature more recently.
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CFD Computational Fluid Dynamics
DEM Discrete Element Method
DMT Derjaguin-Muller-Toporov (model)
DPM Discrete Phase Method
GA Genetic Algorithm
IBM Immersed Boundary Method
JKR Johnson-Kendall-Roberts (model)
LAMMPS Large-scale Atomic/Molecular Massively Parallel
Simulator
LBM Lattice-Boltzmann Method
LES Large Eddy Simulation
LIGGGHTS LAMMPS Improved for General Granular and Granular
Heat Transfer Simulations
OpenFOAM Open source Field Operation And Manipulation





































Ad Adhesiveness parameter γ/(ρpU2dp)
e Coefficient of restitution (vi,f − vj,f)/(vj − vi)
eeff Effective coefficient of restitu-
tion
(vi,f − vj,f)/(vj − vi)
Fr Froude number U/
√
grdp
Kn Knudsen number λ/dp
Pe Peclet number D U/Db
Re Flow Reynolds number U D/ν
Rep Particle Reynolds number |v− u|dp/ν
ReG Shear Reynolds number Gd2p/ν
ReΩ Rotational Reynolds number Ωd2p/ν
St Global Stokes number ρpd2pU/(18µD)
St Local Stokes number ρpd2pu/(18µlc)
St∗ Collision Stokes number (mp + CMmf)v/(6πµr2p)
ε Particle to pipe size ratio dp/D
76
Terminology
λ Elasticity parameter E/(ρpU2)
λT Tabor parameter (4Rγ2/(E2D3min))
1/3
φ Particle concentration npVp/(Vf + npVp)
χ Density ratio ρp/ρf
Greek
symbol Description Dimensions Units
α Local concentration − −
β Particle diameter ratio − −
β Energy dissipation parameter − −
β Parameter used for Di Felice
drag formulation
− −
δC Critical normal overlap L m
δn Normal overlap L m
∆st Tangential displacement L m
∆tcol Collision duration T s
∆γ/γ Adhesion hysteresis parameter − −
γ Surface energy density MT−2 J/m2
γn Normal damping coefficient MT−1 kg/s
γt Tangential damping coefficient MT−1 kg/s
θ Angular orientation − rad
λ Mean free path of molecules − m
µ Dynamic viscosity ML−1T−1 kg/(m s)
ν Kinematic viscosity L2T−1 m2/s
ν Poisson’s ratio − −
ξ Rolling displacement L m
ρ Density ML−3 kg/m3
τ Response time T s
ψ Collision angle − rad
Ω Rotational velocity T−1 rad/s
Symbol Description Dimensions Units
a Contact radius L m
a0 Equilibrium contact radius L m
Aagg projected cross section of con-
vex hull
L2 m2
AH Hamaker constant ML2T−2 J
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Ap Particle cross-sectional area L2 m2
csjkr SJKR constant ML−1T−2 J/m3
CD Drag coefficient − −
d Separation distance L m
dp Particle diameter L m
D Pipe diameter L m
Db Brownian diffusion coefficient L2T−1 m2/s
Dmax Cut-off distance L m
Dmin Minimum separation distance L m
Dp Diameter of bounding sphere L m
E Effective Young’s modulus ML−1T−2 Pa
Ei, Ej Young’s modulus for particle i,j ML−1T−2 Pa
F Force MLT−2 N
F Dimensionless drag force − −
F∗ Parameter used in Koch-Hill-
Ladd drag formulation
− −
F1 Parameter used in Koch-Hill-
Ladd drag formulation
− −
F2 Parameter used in Koch-Hill-
Ladd drag formulation
− −
F3 Parameter used in Koch-Hill-
Ladd drag formulation
− −
f Fractal dimension − −
gr Buoyancy corrected gravity LT−2 m/s2
G Shear rate T−1 1/s
G Shear modulus ML−1T−2 Pa
I Moment of inertia ML2 kg m2
k Spring constant MT−2 kg/s2
kB Boltzmann constant ML2T−2Θ−1 J/K
kr Rolling resistance coefficient MLT−2 N
lc Characteristic length L m
Lagg Length of the projected convex
hull
L m
m Effective mass M kg
M Torque ML2T−2 N m
n Unit vector − −
np Number of particles − −
p Pressure ML−1T−2 Pa
R Effective particle radius L m
ri, rj particle radii for particle i,j L m
t Time T s
tr Direction of rolling − −
78
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T Temperature Θ K
u Local fluid velocity LT−1 m/s
U Mean flow velocity LT−1 m/s
v Particle velocity LT−1 m/s
V Volume L3 m3
x Particle position L m







To quantify the agglomeration taking place, the total number of agglomer-
ates and the number of particles per agglomerate are tracked over time. Ap-
proaches range from simply brute force checking contact between all particles
to more sophisticated purpose-developed algorithm.
A.1 Brute force
The most simple method is to check for contact between particles in the do-
main. The following steps summarise such an approach:
1. Check contact between all particles n. Then bonds are formed between
particles are in contact. Computational time scales with n(n + 1)/2.
2. Check for particles contained in multiple agglomerates and merge those
agglomerates. Repeat process until list of agglomerates do not change
any longer. This is an iterative approach as new bonds discovered sud-
denly can link already detected agglomerates. Computational time is
highly depended on number of agglomerates.
Even the first step takes approximately 5 · 1011 calculations with 106 particles.
The other step depend on the number and structure of agglomerates. Even
though this method is well-suited for parallel computations, the high num-
ber possible contact pairs, makes the method inefficient and computational
expensive.
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A.2 Limited search distance algorithm
Instead of checking for contact between all particle pairs, a search distance
is introduced. For particle i with rp,i, the search distance is rp,i + rp,max as

















Figure A.1: Sketch showing search distance of particle i used in the particle agglomeration
algorithm depicted in figure A.2.
steps is used to effectively speed up agglomerate detection:
1. Sort particle according to their position
2. Determine maximum particle size rp,max and the number of particles np
3. Start with particle i = 1
4. Calculate search distance for particle i as rp,i + rp,max
5. Start with j = i + 1
6. Is particle j within the search distance of particle i? If not, i = i + 1 and
go to step 3
7. Is particle j in contact with particle i? If not, j = j + 1 and go to step 5
8. Store particle i− j as an agglomerate and calculate spatial extent (con-
vex hull) of agglomerate
9. Is either particle i or j contained in another agglomerate. If not, add as
new agglomerate
10. Merge with existing agglomerate and update spatial extent
11. Advance to step 6
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12. Continue until i = np
Figure A.2 gives a graphical overview of the algorithm.
List of particle positions (x, y, z) and radii rp
Sort particles according to streamwise position x
and determine maximum particle radius rp,max
and total number of particles np
Start with particle 1 (i = 1)
Is particle j in contact
with particle i? No
j = j + 1
Calculate spatial extent of agglomerate i, j in x, y, z
Yes
Is particle i or j already
in another nearby agglomerate?







Calculate search distance for particle i as:
xi + rp,i + rp,max
is particle j within search
distance of particle i?
Yes
i = i + 1







Figure A.2: Structure of the algorithm developed to efficiently detect agglomerates.
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B.1 Code: Implementation of adhesive JKR model
for normal contact
Listing B.1: Modified "normal_model_hertz.h" file to include JKR adhesiveness model in the
LIGGGHTS modelling framework. The complete file is reprinted to help the implementation














14 class NormalModel<HERTZ> : protected Pointers
15 {
16 public:
17 static const int MASK = CM_REGISTER_SETTINGS | CM_CONNECT_TO_PROPERTIES |
CM_SURFACES_INTERSECT;
18
19 NormalModel(LAMMPS * lmp, IContactHistorySetup* hsetup, class






















39 void registerSettings(Settings & settings)
40 {
41




46 settings.registerOnOff("computeElasticPotential", elasticpotflag_, false);
47 settings.registerOnOff("disableNormalWhenBonded", disable_when_bonded_,
false);









55 elastic_potential_offset_ = cmb->get_history_offset("elastic_potential");
56 if (elastic_potential_offset_ == -1)
57 {








64 bond_history_offset_ = cmb->get_history_offset("bond_contactflag");





70 void connectToProperties(PropertyRegistry & registry)
71 {
86
























88 // effective exponent for stress-strain relationship
89





95 inline void surfacesIntersect(SurfacesIntersectData & sidata, ForceData &
i_forces, ForceData & j_forces)
96 {
97
98 //if(!sidata.is_wall) // bond_history_offset_ >= 0)
99 //{






105 const int itype = sidata.itype;
106 const int jtype = sidata.jtype;
107 const double radi = sidata.radi;
108 const double radj = sidata.radj;
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119 const double meff=sidata.meff;
120
121 const double sqrtval = sqrt(reff*sidata.deltan);
122
123 const double Sn=2.*Yeff[itype][jtype]*sqrtval;




128 const double sqrtFiveOverSix =
0.91287092917527685576161630466800355658790782499663875;
129 const double gamman=-2.*sqrtFiveOverSix*betaeff[itype][jtype]*sqrt(Sn*meff
);













141 // convert Kn and Kt from pressure units to force/distance^2
142 kn /= force->nktv2p;
143 kt /= force->nktv2p;
144
145 //ADD JKR MODEL
146 const double c0 = reff*reff*sidata.deltan*sidata.deltan;
147 const double c1 = -8.0*(1.0-poissonsRatio[itype]*poissonsRatio[itype])*
M_PI*modifiedSurfaceEnergyDensity*reff*reff/youngsModulus[itype];
148 const double c2 = -2.0*reff*sidata.deltan;
149 //const double c3 = 0.0;
150 //const double c4 = 1.0;
151 const double P = -c2*c2/12.0-c0;
152 const double Q = -c2*c2*c2/108.0+(c0*c2)/3.0-c1*c1/8.0;
153 const double U = pow((-Q/2.0+sqrt(Q*Q/4.0+P*P*P/27)),1.0/3.0);
154 const double s = -5.0*c2/6.0+U-P/(3.0*U);
155 //const double s1 = -5.0*c2/6.0-Q;
156 const double w = sqrt(c2+2.0*s);
157 const double lambda = c1/(2.0*w);
158 double a_jkr = 0.5*(w+sqrt(w*w-4.0*(c2+s+lambda)));
159 double F_jkr = 4.0*sqrt((M_PI*a_jkr*a_jkr*a_jkr*
modifiedSurfaceEnergyDensity*youngsModulus[itype])/(2.0*(1.0-
poissonsRatio[itype]*poissonsRatio[itype])));
160 double Fn_jkr = 4.0/3.0*Yeff[itype][jtype]*a_jkr*a_jkr*a_jkr/reff;
161 double Fn_contact = Fn_jkr-F_jkr;
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162
163 const double Fn_damping = -gamman*sidata.vn;
164 double Fn = Fn_damping + Fn_contact;
165
166 //limit force to avoid the artefact of negative repulsion force
167 if(limitForce && (Fn<0.0) )
168 {
169 Fn = 0.0;
170 }
171
172 sidata.Fn = Fn;
173 sidata.kn = kn;
174 sidata.kt = kt;
175 sidata.gamman = gamman;
176 sidata.gammat = gammat;
177
178 #ifdef NONSPHERICAL_ACTIVE_FLAG
179 double torque_i[3] = {0., 0., 0.};




183 vectorSubtract3D(sidata.contact_point, atom->x[sidata.i], xci);







191 sidata.P_diss += fabs(Fn_damping*sidata.vn); //fprintf(screen," contrib %
f\n",fabs(Fn_damping*sidata.vn));}
192 if(heating_track && sidata.is_wall) cmb->tally_pw(fabs(Fn_damping*sidata.
vn),sidata.i,jtype,0);




196 // apply normal force
197 if (!disable_when_bonded_ || MathExtraLiggghts::compDouble(sidata.
contact_history[bond_history_offset_], 0.0, 1e-5))
198 {
199 // compute increment in elastic potential
200 if (elasticpotflag_ && sidata.computeflag && sidata.shearupdate)




204 const double Fn_ = Fn * sidata.area_ratio;
205 i_forces.delta_F[0] += Fn_ * sidata.en[0];
206 i_forces.delta_F[1] += Fn_ * sidata.en[1];
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210 //for non-spherical particles normal force can produce torque!
211 i_forces.delta_torque[0] += torque_i[0];
212 i_forces.delta_torque[1] += torque_i[1];
213 i_forces.delta_torque[2] += torque_i[2];
214 }
215 #endif
216 } else {
217 i_forces.delta_F[0] += sidata.Fn * sidata.en[0];
218 i_forces.delta_F[1] += sidata.Fn * sidata.en[1];
219 i_forces.delta_F[2] += sidata.Fn * sidata.en[2];
220
221 j_forces.delta_F[0] += -i_forces.delta_F[0];
222 j_forces.delta_F[1] += -i_forces.delta_F[1];
223 j_forces.delta_F[2] += -i_forces.delta_F[2];
224 #ifdef NONSPHERICAL_ACTIVE_FLAG
225 if(sidata.is_non_spherical) {
226 //for non-spherical particles normal force can produce torque!
227 double xcj[3], torque_j[3];
228 double Fn_j[3] = { -Fn_i[0], -Fn_i[1], -Fn_i[2]};
229 vectorSubtract3D(sidata.contact_point, atom->x[sidata.j], xcj)
;
230 vectorCross3D(xcj, Fn_j, torque_j);
231
232 i_forces.delta_torque[0] += torque_i[0];
233 i_forces.delta_torque[1] += torque_i[1];
234 i_forces.delta_torque[2] += torque_i[2];
235
236 j_forces.delta_torque[0] += torque_j[0];
237 j_forces.delta_torque[1] += torque_j[1];







245 void surfacesClose(SurfacesCloseData&, ForceData&, ForceData&){}
246 void beginPass(SurfacesIntersectData&, ForceData&, ForceData&){}
247 void endPass(SurfacesIntersectData&, ForceData&, ForceData&){}
248
249 protected:
250 double ** Yeff;
251 double ** Geff;
252 double ** betaeff;
253 double modifiedSurfaceEnergyDensity;
254 double * poissonsRatio;
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B.2 Code: Implementation of adhesive JKR model
for tangential contact
Listing B.2: Modified "tangential_model_history.h" file to include JKR adhesiveness on tangen-
tial motion in the LIGGGHTS modelling framework. The complete file is reprinted to help the
















16 class TangentialModel<TANGENTIAL_HISTORY> : protected Pointers
17 {
18 double modifiedSurfaceEnergyDensity;




23 static const int MASK = CM_CONNECT_TO_PROPERTIES | CM_SURFACES_INTERSECT |
CM_SURFACES_CLOSE;
24
25 TangentialModel(LAMMPS * lmp, IContactHistorySetup * hsetup,class

















41 inline void registerSettings(Settings& settings)
42 {
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43 settings.registerOnOff("heating_tangential_history",heating,false);
44 settings.registerOnOff("heating_tracking",heating_track,false);















57 inline void surfacesIntersect(const SurfacesIntersectData & sidata,
ForceData & i_forces, ForceData & j_forces)
58 {
59 // normal forces = Hookian contact + normal velocity damping
60 const double enx = sidata.en[0];
61 const double eny = sidata.en[1];
62 const double enz = sidata.en[2];
63
64 // shear history effects
65 if(sidata.contact_flags) *sidata.contact_flags |= CONTACT_TANGENTIAL_MODEL
;
66 double * const shear = &sidata.contact_history[history_offset];
67
68 const bool update_history = sidata.computeflag && sidata.shearupdate;
69 if (update_history) {
70 const double dt = update->dt;
71 shear[0] += sidata.vtr1 * dt;
72 shear[1] += sidata.vtr2 * dt;
73 shear[2] += sidata.vtr3 * dt;
74
75 // rotate shear displacements
76
77 double rsht = shear[0]*enx + shear[1]*eny + shear[2]*enz;
78 shear[0] -= rsht * enx;
79 shear[1] -= rsht * eny;
80 shear[2] -= rsht * enz;
81 }
82
83 const double shrmag = sqrt(shear[0]*shear[0] + shear[1]*shear[1] + shear
[2]*shear[2]);
84 const double kt = sidata.kt;
85 const double xmu = coeffFrict[sidata.itype][sidata.jtype];
86
87 // tangential forces = shear + tangential velocity damping
88 double Ft1 = -(kt * shear[0]);
89 double Ft2 = -(kt * shear[1]);
90 double Ft3 = -(kt * shear[2]);
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91
92 // rescale frictional displacements and forces if needed
93 const double Ft_shear = kt * shrmag; // sqrt(Ft1 * Ft1 + Ft2 * Ft2 + Ft3 *
Ft3);
94
95 double ri = sidata.radi;
96 double rj = sidata.radj;
97 double reff = sidata.is_wall ? sidata.radi : (ri*rj/(ri+rj));
98 const double Fc = 3*M_PI*reff*modifiedSurfaceEnergyDensity;
99 //const double Ft_friction = xmu * fabs(sidata.Fn); //without adhesion
100 const double Ft_friction = xmu * fabs(sidata.Fn + 2.0*Fc); //with adhesion
101 // energy loss from sliding or damping
102 if (Ft_shear > Ft_friction) {
103 if (shrmag != 0.0) {




108 sidata.P_diss += (vectorMag3DSquared(shear)*kt - ratio*ratio*
vectorMag3DSquared(shear)*kt) / (update->dt);
109 if(heating_track && sidata.is_wall) cmb->tally_pw((vectorMag3DSquared
(shear)*kt - ratio*ratio*vectorMag3DSquared(shear)*kt) / (update
->dt),sidata.i,sidata.jtype,2);




112 Ft1 *= ratio;
113 Ft2 *= ratio;




118 shear[0] = -Ft1/kt;
119 shear[1] = -Ft2/kt;
120 shear[2] = -Ft3/kt;
121 }
122 }




127 const double gammat = sidata.gammat;
128 Ft1 -= (gammat*sidata.vtr1);
129 Ft2 -= (gammat*sidata.vtr2);
130 Ft3 -= (gammat*sidata.vtr3);
131 if(heating)
132 {
133 sidata.P_diss += gammat*(sidata.vtr1*sidata.vtr1+sidata.vtr2*sidata.
vtr2+sidata.vtr3*sidata.vtr3);
134 if(heating_track && sidata.is_wall) cmb->tally_pw(gammat*(sidata.vtr1
*sidata.vtr1+sidata.vtr2*sidata.vtr2+sidata.vtr3*sidata.vtr3),
sidata.i,sidata.jtype,1);
135 if(heating_track && !sidata.is_wall) cmb->tally_pp(gammat*(sidata.
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139 // forces & torques
140 const double tor1 = eny * Ft3 - enz * Ft2;
141 const double tor2 = enz * Ft1 - enx * Ft3;






148 double Ft_i[3] = { Ft1, Ft2, Ft3 };
149 vectorSubtract3D(sidata.contact_point, atom->x[sidata.i], xci);
150 vectorCross3D(xci, Ft_i, torque_i);
151 } else {
152 torque_i[0] = -sidata.cri * tor1;
153 torque_i[1] = -sidata.cri * tor2;
154 torque_i[2] = -sidata.cri * tor3;
155 }
156 #endif
157 // return resulting forces
158 if(sidata.is_wall) {
159 const double area_ratio = sidata.area_ratio;
160 i_forces.delta_F[0] += Ft1 * area_ratio;
161 i_forces.delta_F[1] += Ft2 * area_ratio;
162 i_forces.delta_F[2] += Ft3 * area_ratio;
163 #ifdef NONSPHERICAL_ACTIVE_FLAG
164 i_forces.delta_torque[0] += torque_i[0] * area_ratio;
165 i_forces.delta_torque[1] += torque_i[1] * area_ratio;
166 i_forces.delta_torque[2] += torque_i[2] * area_ratio;
167 #else
168 i_forces.delta_torque[0] += -sidata.cri * tor1 * area_ratio;
169 i_forces.delta_torque[1] += -sidata.cri * tor2 * area_ratio;
170 i_forces.delta_torque[2] += -sidata.cri * tor3 * area_ratio;
171 #endif
172 } else {
173 i_forces.delta_F[0] += Ft1;
174 i_forces.delta_F[1] += Ft2;
175 i_forces.delta_F[2] += Ft3;
176 j_forces.delta_F[0] += -Ft1;
177 j_forces.delta_F[1] += -Ft2;





183 vectorSubtract3D(sidata.contact_point, atom->x[sidata.j], xcj);
184 double Ft_j[3] = { -Ft1, -Ft2, -Ft3 };
185 vectorCross3D(xcj, Ft_j, torque_j);
186 } else {
187 torque_j[0] = -sidata.crj * tor1;
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188 torque_j[1] = -sidata.crj * tor2;
189 torque_j[2] = -sidata.crj * tor3;
190 }
191 i_forces.delta_torque[0] += torque_i[0];
192 i_forces.delta_torque[1] += torque_i[1];
193 i_forces.delta_torque[2] += torque_i[2];
194
195 j_forces.delta_torque[0] += torque_j[0];
196 j_forces.delta_torque[1] += torque_j[1];
197 j_forces.delta_torque[2] += torque_j[2];
198 #else
199 i_forces.delta_torque[0] += -sidata.cri * tor1;
200 i_forces.delta_torque[1] += -sidata.cri * tor2;
201 i_forces.delta_torque[2] += -sidata.cri * tor3;
202
203 j_forces.delta_torque[0] += -sidata.crj * tor1;
204 j_forces.delta_torque[1] += -sidata.crj * tor2;





210 inline void surfacesClose(SurfacesCloseData & scdata, ForceData&, ForceData
&)
211 {
212 // unset non-touching neighbors
213 // TODO even if shearupdate == false?
214 if(scdata.contact_flags) *scdata.contact_flags &= ~
CONTACT_TANGENTIAL_MODEL;
215 if(!scdata.contact_history)
216 return; //DO NOT access contact_history if not available
217 double * const shear = &scdata.contact_history[history_offset];
218 shear[0] = 0.0;
219 shear[1] = 0.0;
220 shear[2] = 0.0;
221 }
222
223 inline void beginPass(SurfacesIntersectData&, ForceData&, ForceData&){}









233 #endif // TANGENTIAL_MODEL_HISTORY_H_
234 #endif
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B.3 Code: Implementation of adhesive JKR rolling
resistance torque model
Listing B.3: New "rolling_model_jkr.h" file to include the effect of adhesivenss on the rolling
motion through a modified rolling resistance torque in the LIGGGHTS modelling framework.













12 namespace LIGGGHTS {
13 namespace ContactModels
14 {
15 using namespace LAMMPS_NS;
16
17 template<>
18 class RollingModel<ROLLING_JKR> : protected Pointers
19 {
20 public:
21 static const int MASK = CM_CONNECT_TO_PROPERTIES | CM_SURFACES_INTERSECT |
CM_SURFACES_CLOSE;
22









31 void registerSettings(Settings&) {}
32








































61 if(sidata.contact_flags) *sidata.contact_flags |= CONTACT_ROLLING_MODEL;
62
63 if(sidata.is_wall) {
64 const double wr1 = sidata.wr1;
65 const double wr2 = sidata.wr2;
66 const double wr3 = sidata.wr3;
67 const double radius = sidata.radi;
68
69 double r_inertia;
70 if (domain->dimension == 2) r_inertia = 1.5*sidata.mi*radius*radius;




75 } else {
76 double wr_roll[3];
77
78 const int i = sidata.i;
79 const int j = sidata.j;
80
81 const double radi = sidata.radi;
82 const double radj = sidata.radj;
83 const double reff = sidata.is_wall ? radi : (radi*radj/(radi+radj));
84 const double * const * const omega = atom->omega;
85
86 const double r_inertia_red_i = sidata.mi*radi*radi;
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87 const double r_inertia_red_j = sidata.mj*radj*radj;
88 double r_inertia;
89 if (domain->dimension == 2) r_inertia = 1.5 * r_inertia_red_i *
r_inertia_red_j/(r_inertia_red_i + r_inertia_red_j);
90 else r_inertia = 1.4 * r_inertia_red_i * r_inertia_red_j/(
r_inertia_red_i + r_inertia_red_j);
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98 i_forces.delta_torque[0] -= r_torque[0];
99 i_forces.delta_torque[1] -= r_torque[1];
100 i_forces.delta_torque[2] -= r_torque[2];
101 j_forces.delta_torque[0] += r_torque[0];
102 j_forces.delta_torque[1] += r_torque[1];
103 j_forces.delta_torque[2] += r_torque[2];
104 }
105
106 void surfacesClose(SurfacesCloseData & scdata, ForceData&, ForceData&)
107 {
108 if(scdata.contact_flags) *scdata.contact_flags &= ~CONTACT_ROLLING_MODEL;
109 double * const xi_history = &scdata.contact_history[history_offset];
110 xi_history[0] = 0.0;
111 xi_history[1] = 0.0;
112 xi_history[2] = 0.0;
113 }
114
115 void beginPass(SurfacesIntersectData&, ForceData&, ForceData&){}
116 void endPass(SurfacesIntersectData&, ForceData&, ForceData&){}
117
118 private:




123 double * poissonsRatio;
124 double * youngsModulus;
125 int history_offset;
126
127 inline void calcRollTorque(double (&r_torque)[3],const SurfacesIntersectData





131 const int itype = sidata.itype;
132 const int jtype = sidata.jtype;
133
134 const double enx = sidata.en[0];
135 const double eny = sidata.en[1];
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136 const double enz = sidata.en[2];
137
138 const double dt = update->dt;
139
140 double * const xi_history = &sidata.contact_history[history_offset]; //
requires Style::TANGENTIAL == TANGENTIAL_HISTORY
141
142 const double wr_dot_delta = wr1*enx+ wr2*eny + wr3*enz;
143 wr_n[0] = enx * wr_dot_delta;
144 wr_n[1] = eny * wr_dot_delta;
145 wr_n[2] = enz * wr_dot_delta;
146 wr_t[0] = wr1 - wr_n[0];
147 wr_t[1] = wr2 - wr_n[1];
148 wr_t[2] = wr3 - wr_n[2];
149
150 // spring
151 const double c0 = reff*reff*sidata.deltan*sidata.deltan;
152 const double c1 = -8.0*(1.0-poissonsRatio[itype]*poissonsRatio[itype])*
M_PI*modifiedSurfaceEnergyDensity*reff*reff/youngsModulus[itype];
153 const double c2 = -2.0*reff*sidata.deltan;
154 //const double c3 = 0.0;
155 //const double c4 = 1.0;
156 const double P = -c2*c2/12.0-c0;
157 const double Q = -c2*c2*c2/108.0+(c0*c2)/3.0-c1*c1/8.0;
158 const double U = pow((-Q/2.0+sqrt(Q*Q/4.0+P*P*P/27)),1.0/3.0);
159 const double s = -5.0*c2/6.0+U-P/(3.0*U);
160 //const double s1 = -5.0*c2/6.0-Q;
161 const double w = sqrt(c2+2.0*s);
162 const double lambda = c1/(2.0*w);
163 double a_mod = 0.5*(w+sqrt(w*w-4.0*(c2+s+lambda)));
164
165 const double a0_mod = pow(9.0*M_PI*modifiedSurfaceEnergyDensity*reff*reff
/(Yeff[itype][jtype]),1.0/3.0);
166 const double a0 = pow(9.0*M_PI*surfaceEnergyDensity*reff*reff/(Yeff[itype
][jtype]*pow(surfaceEnergyDensity/modifiedSurfaceEnergyDensity
,5.0/2.0)),1.0/3.0);
167 const double Fc = 3.0*M_PI*surfaceEnergyDensity*reff;
168 const double kr = 4.0*Fc*pow(a_mod/a0_mod,3.0/2.0);
169
170 // change in rolling displacement (d_xi)
171 vectorScalarMult3D(wr_t,dt*reff,d_xi);
172 xi[0] = xi_history[0] + d_xi[0];
173 xi[1] = xi_history[1] + d_xi[1];
174 xi[2] = xi_history[2] + d_xi[2];
175 const double xi_mag = vectorMag3D(xi);
176
177 const double xi_crit = a0/12.0*adhesionHysteresis;
178
179 if(xi_mag > xi_crit)
180 {
181 const double factor = xi_crit / xi_mag;
182 xi[0] *= factor;
183 xi[1] *= factor;
184 xi[2] *= factor;
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185
186 r_torque[0] = kr*xi[0];
187 r_torque[1] = kr*xi[1];
188 r_torque[2] = kr*xi[2];
189
190 xi_history[0] = xi[0];
191 xi_history[1] = xi[1];
192 xi_history[2] = xi[2];
193 } else {
194 r_torque[0] = kr*xi[0];
195 r_torque[1] = kr*xi[1];
196 r_torque[2] = kr*xi[2];
197
198 xi_history[0] = xi[0];
199 xi_history[1] = xi[1];






206 #endif // ROLLING_MODEL_JKR_H_
207 #endif
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Abstract
Discrete Element Method (DEM) simulations are a promising approach to accurately
predict agglomeration and deposition of micron-sized adhesive particles. However, the
mechanistic models in DEM combined with high particle stiffness for most common
materials require time step sizes in the order of nano seconds, which makes DEM
simulations impractical for more complex applications.
In this study, analytically derived guidelines on how to reduce computational
time by using a reduced particle stiffness are given. The guidelines are validated
by comparing simulations of particles with and without reduced particle stiffness
to experimental data. Then two well-defined test cases are investigated to show the
applicability of the guidelines.
When introducing a reduced particle stiffness in DEM simulations by reducing
the effective Young’s modulus from E to Emod, the surface energy density γ in the
adhesive Johnson-Kendall-Roberts (JKR) model by Johnson et al. (1971) should be
modified as γmod = γ (Emod/E)
2/5. Using this relation, the stick/rebound threshold
remains the same but the collision process takes place over a longer time period, which
allows for a higher time step size. When rolling motion is important, the commonly
used adhesive rolling resistance torque model proposed by Dominik and Tielens (1995,
1997); Krijt et al. (2014) can be used by modifying the contact radius ratio (a/a0)3/2
to (amod/a0,mod)3/2, whilst keeping the other terms unaltered in the description of the
rolling resistance torque Mr,mod = −4FC (a/a0)3/2 ξ. Furthermore, as the particle
stiffness is reduced from E to Emod, the time period for collisions (or oscillations when
particles stick upon impact) ∆tcol is found to vary as ∆tcol,mod = ∆tcol(E/Emod)2/5.
As the collision duration and the collision time step size are directly related, this
criterion can be used to estimate how much the time step size can be changed as a
reduced particle stiffness is introduced.
107
Appendix A.
Introducing particles with a reduced particle stiffness has some limitations when
strong external forces are acting to break-up formed agglomerates or re-entrain parti-
cles deposited on a surface out into the free stream. Therefore, care should be taken in
flows with high local shear to make sure that an external force, such as a fluid drag
force, acting to separate agglomerated particles, is several orders of magnitude lower
than the critical force required to separate particles.
A.1 Introduction
Discrete Element Method (DEM) simulations are typically used to accurately
predict the motion of particles in systems with high local particle volume
fraction where particle-particle collisions are important. Recently, the motion
of adhesive particles has received increased attention (Barthel, 2008) due to
the wide range of applications which include, but are not limited to, partic-
ulate fouling layers in heat exchangers, food processing, sediment transport,
aerosol modelling, fluidized beds and dust coagulating to form early stages
of planets in space. As opposed to other methods, DEM simulations resolve
particle-particle collisions directly using a mechanistic approach. As each
particle-particle collision is resolved over numerous time steps, the required
computational time is high compared to other methods (Henry et al., 2012).
A widely used approach to decrease computational costs is to decrease the
particle stiffness, namely Young’s modulus, and thereby make collisions take
place over longer time periods allowing for an increased time step size. For
collisions involving non-adhesive particles, numerous studies suggest that
the particle stiffness can be reduced by several orders of magnitude with-
out altering the collisions in terms of separating velocity after collision (Tsuji
et al., 1993; Gu et al., 2016). However, when introducing adhesive particles,
recent studies have pointed out that a reduced particle stiffness has to be
balanced by a reduced adhesive force. Therefore, Kobayashi et al. (2013) in-
troduced a dynamic van der Waals adhesion model upon collision that scales
the adhesive force Fad according to the square root of the ratio of particle
spring constants k as: Fad,mod/Fad =
√
kmod/k, where subscript mod denotes
modified values. Gu et al. (2016) extended the work and included the fact
that the van der Waals force is effective over a finite distance before the par-
ticles come into physical contact. Common for these studies is the fact that
they assume particle deformation to play a negligible role on the adhesive
force upon collision. This assumption is valid for sufficiently small particles,
where particle deformation is negligible (Johnson and Greenwood, 1997).
When the particle diameter is large (typically dp > 10 µm), particle de-
formation cannot be neglected when describing the adhesive force. The im-
portance of particle deformation on the adhesive behaviour is described by
Tabor (1977) through the dimensionless Tabor parameter λT where R, γ, E
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and Dmin define effective particle radius, surface energy density, effective
Young’s modulus and minimum atomic separation distance between parti-

























where r and ν refer to particle radius and Poisson’s ratio respectively and
subscripts i and j refer to particle i, j. The study by Johnson and Green-
wood (1997) shows that the adhesive Johnson-Kendall-Roberts (JKR) model
by Johnson et al. (1971) is valid for λT > 3, the Derjaguin-Muller-Toporov
(DMT) model by Derjaguin et al. (1975) is valid for λT < 0.1 and the model
by Maugis (1992) is valid in between the two when 0.1 ≤ λT ≤ 3.
With an increasing number of studies on collisions of adhesive particles
being carried out, the aim of this paper is to emphasise the importance of
reducing the particle adhesiveness when a reduced particle stiffness is intro-
duced. For this purpose an analytically derived criterion on how to adjust
the surface energy density to account for a reduced particle stiffness for col-
lisions in the JKR limit (λT > 3) is presented. This paper is structured as
follows: Firstly, the adhesive DEM modelling framework is briefly outlined.
Secondly, the criterion on how to reduce particle stiffness is presented for
both collisions and rolling behaviour. Thirdly, numerical simulations of ad-
hesive particles are compared to experimental data found in literature. Lastly,
two simple test cases are investigated in more details to show the applicability
of the proposed criterion. These test cases represent types of collisions com-
monly encountered in the particle agglomeration and deposition processes:
1. Binary head-on adhesive particle/particle or particle/wall collisions
forming agglomerates or deposition.
2. Collisions of single adhesive particles with a wall. Here the particles are
affected by a constant external force parallel to the wall (e.g. a gravity
force, time-independent fluid force or a constant magnetic force). Here
focus is on the rolling resistance torque, which causes particles to stick
to a surface, despite being affected by a constant force.
A.2 Modelling Framework
The translational and rotational motion of particles is obtained using the










Figure A.1: Illustration of contact forces upon collision of two adhesive particles shown with
solid black lines. The particles are still approaching each other so that the normal damping force
points in the direction opposite of motion.








= Mcon + Mr (A.4)
where the forces contributing are the contact force upon impact Fcon and an
external force Fext which could represent a gravity force, a time-independent
fluid force or a constant magnetic force. Likewise, the total torque is the sum
of a contact torque Mcon and a rolling resistance torque Mr. The contact force
is split into normal and tangential contributions (Fcon,n and Fcon,t), where the
normal contact force is the sum of a spring force, an adhesive force and a
damping force contribution:
Fcon,n = Fspring,n + F jkr,n + Fdamp,n (A.5)
In the tangential direction, spring and damping force contributions are taken
into account through:
Fcon,t = Fspring,t + Fdamp,t (A.6)
Figure A.1 gives an overview of the force contributions acting on a particle
upon collision with another particle (partly shown on the left).
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A.2.1 Adhesive contact between particles and a surface
Numerous approaches have been suggested to account for an adhesive force.
Common for the approaches is that they rely on a surface energy density γ
to describe the adhesive force. For small λT, the contact independent van der
Waals formulation by Hamaker (1937) is used in studies such as (Kobayashi
et al., 2013; Abbasfard et al., 2016; Gu et al., 2016; Chaumeil and Crapper,
2014) to account for the adhesive force. For higher λT (softer particles), the
contact dependent adhesive JKR force proposed by Johnson et al. (1971) is
used in studies such as (Marshall, 2007, 2009). In the present study, focus is
on the simplified JKR model suited for DEM simulations and used in studies
such as (Pasha et al., 2013; Deng et al., 2013; Parteli et al., 2014). The sim-
plified JKR model has the same force-displacement relation as the original
model, requires the same 8/9 of the critical force F = (8/9)FC = (8/9)3πRγ
to break contact but assumes contact is broken as soon as the normal overlap
becomes negative in the particle separation process. At equilibrium condition
when the adhesive force balances the spring force, the contact radius is given







as in the original JKR model. The normal spring force described by the
Hertzian contact model is modified as follows due to an adhesive force:







where the relation between contact radius a and normal overlap δn (see
figure A.1) for adhesive JKR contact is given by (Deng et al., 2013; Parteli
et al., 2014):
a4 − 2Rδna2 −
4πγ
E
R2a + R2δ2n = 0 (A.10)
which can be solved using an iterative approach or the analytical expres-
sion derived by Parteli et al. (2014). Furthermore, a normal damping force










where β accounts for the energy lost upon collision through the coefficient of
restitution e while Sn takes the particle properties into account:
β =
ln (e)√





where m is particle mass, vn is the relative normal velocity, and n is the
normal unit vector. In the tangential direction, the spring force contribution
is:
Fspring,t = −St∆st (A.14)
where ∆st is tangential displacement between the particles and St = 8G
√
Rδn










Where the shear moduli for particle i,j are related to the Young’s modulus
through Gi = Ei/(2(1 + νi)) and Gj = Ej/(2(1 + νj)). Likewise, energy is








where vt is the relative tangential velocity of the particles. In the case of
adhesive contact, the tangential force is truncated to fulfil (Thornton, 1991;
Thornton and Yin, 1991):
|Fcon,t| ≤ µs |FN + 2FC| (A.17)
where µs is the sliding friction coefficient.
A.2.2 Adhesive rolling, sliding and twisting resistance
To predict the formation of agglomerates or particles sticking to a wall, a de-
scription of adhesive rolling plays a major role (Dominik and Tielens, 1995,
1997; Krijt et al., 2014). Due to the small particle inertia of micron-sized par-
ticles, twisting (rotation along the axis connecting two particles) and sliding
(relative tangential motion without rotation) are less important than rolling,
to accurately predict formation/break-up of agglomerates (Oda et al., 1982;
Marshall, 2007). Therefore, focus is on the adhesive rolling behaviour and











centre of contact and
mass
ξ 6= 0ξ = 0
Figure A.2: Adhesive particle in contact with a wall and in normal equilibrium (F jkr,n = Fspring,n):
(a) Zero force applied results in particle centre of mass and centre of contact being coincident;
(b) An external force applied Fext 6= 0 results in a non-coincident projected centre of mass and
centre of contact.
When a particle is in normal equilibrium with a wall, the centre of con-
tact and projected centre of gravity are coincident, see figure A.2(a). How-
ever, when an external force Fext is applied, a small shift between the cen-
tre of contact and projected centre of gravity will build up, as illustrated
in figure A.2(b). The result of this asymmetric contact region is a torque
Mr opposing rotation and trying to obtain the symmetric contact region as
in figure A.2(a). If the particle is rolled less than a critical rolling distance
(ξ < ξcrit), the particle rolls back to obtain the same contact point when the
external force is removed. However, when the particle is rolled a distance
longer than the critical rolling displacement (ξ > ξcrit), the particle is moved
irreversibly. While Dominik and Tielens (1995, 1997) suggest a critical rolling
displacement in the order of an atom diameter, the more recent study by Krijt
et al. (2014) relates the critical rolling displacement to the equilibrium contact
radius a0 and a material dependent adhesion hysteresis parameter ∆γ/γ to







In general as a particle rolls, the rolling displacement ξ is obtained by inte-



















which can conveniently be implemented into the DEM method by incremen-
tal changes between two successive time steps. The rolling resistance torque
is then given by (Dominik and Tielens, 1995, 1997):
Mr =
{
krξ if ξ < ξcrit
krξcrit if ξ ≥ ξcrit
(A.21)
with rolling stiffness kr = 4FC (a/a0)
3/2. As the rolling displacement ξ can-
not exceed the critical rolling displacement ξcrit, the rolling displacement is
numerically truncated to fulfil:
|ξ| ≤ |ξcrit| (A.22)
114
A.3. Reduced Particle Stiffness
A.3 Reduced Particle Stiffness
A.3.1 Modified adhesive JKR model for reduced particle
stiffness
When a reduced particle stiffness is introduced in DEM simulations, the par-
ticles will inevitably overlap more during collision. If the surface energy den-
sity γ is left unchanged, the result is a more adhesive collision as the kinetic
energy lost upon collision is increased significantly. Therefore, a reduced
particle stiffness has to be balanced by a reduced surface energy density for
the outcome of the collision to remain the same. For the separation energy
required to separate two particles in contact to remain constant, the following












where δn,0 = (1/3)a20/R is the normal overlap at equilibrium. Inserting ex-
pressions for Fjkr and Fspring from equation (B.9) and (B.8) with the contact
radius given by equation (B.11) into equation (A.23) gives an expression for








Details on how this derived from (A.23) are given in appendix A. The
result in (A.24) is actually the same criterion Gu et al. (2016) found
for the contact independent van der Waals formulation (Hamaker, 1937)
FvdW = AHR/(6D2min) with the effective Hamaker constant AH = 24πD
2
minγ.
Figure A.3 shows a comparison of the original JKR model, the JKR model
with reduced particle stiffness and the JKR model with reduced parti-
cle stiffness and reduced surface energy density using equation (A.24).
As the figure shows, by only reducing the particle stiffness (by the
Young’s modulus E) the same force (FN = −(8/9)FC) is required to break
contact. However, the equilibrium overlap is increased significantly as
δn,0,mod = (1/3)a20,mod/R = (3π
2γ2R/E2mod)
1/3. By reducing both the stiff-
ness and adhesiveness (by the surface energy density γ) using equa-
tion (A.24), the force-displacement relation is changed so that the separa-
tion energy remains the same as in the original model. The result is a
higher overlap distances during collision and consequently larger time step
sizes. However, the normal force required to break contact is reduced to
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Reduced stiffness and adhesiveness
Figure A.3: Comparison of force-displacement relations using the original JKR model and differ-
ent modified versions: —— Original Hertz and JKR model (Johnson et al., 1971); · · · · · · Reduced
Young’s modulus but unaltered surface energy density; - - - - Reduced Young’s modulus and
modified surface energy density given by the criterion in equation (A.24).
FN = −(8/9)FC,mod = −(8/9)3πRγmod. This can pose some impracticalities
for systems with large external forces acting to separate the particles. This is
discussed further in section A.6.
A.3.2 Modified adhesive rolling torque model for reduced
particle stiffness
In the prediction of particle deposition, the adhesive rolling resistance model
acts to stop particles from rolling on a surface even when a constant external
force is applied parallel to the surface. When introducing a reduced particle
stiffness model, it is important that the particles will deposit predicted by the
original model.
When a reduced particle stiffness is introduced in the rolling torque
model, the equilibrium contact radius a0 in (A.7) is increased. As a con-
sequence, the critical rolling displacement distance in (A.18) is increased as
well causing particles to roll a longer distance before beginning to roll ir-
reversibly with constant rolling resistance torque opposing rolling. This is
shown in figure A.4, which shows the rolling torque on particles in normal
equilibrium with a surface (a = a0) affected by constant external force. Like-
wise, if both the particle stiffness and adhesiveness are reduced using (A.24),
both the critical rolling distance and the critical rolling torque are changed as
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Reduced stiffness and adhesiveness
Figure A.4: Comparison of torque-rolling distance relations using the original JKR model and
different modified versions: —— Original adhesive rolling resistance torque model by (Dominik
and Tielens, 1995, 1997; Krijt et al., 2014); · · · · · · Reduced Young’s modulus but unaltered surface
energy density; - - - - Reduced Young’s modulus and modified surface energy density given by
the criterion in equation (A.24).
shown in figure A.4 as well.
Therefore, the only way to retain the behaviour of the original model is
to keep all terms but the (a/a0)3/2 term unaltered. The (a/a0)3/2 term is
modified to include modified values for the instantaneous and equilibrium
contact radii, so that (a/a0)3/2 is replaced by (amod/a0,mod)3/2.
In that way, particles have the same behaviour when in normal equilib-
rium with a surface as in the original model but uses modified values before
equilibrium is established. It should be noted that as a natural consequence
of introducing a reduced particle stiffness, the particles will travel longer
distances upon collision due to the changed force-displacement relation, see
figure A.3. When collisions with a plane wall at an oblique angle are consid-
ered, the result is particles travelling a slightly longer distance before coming
to rest. However, this is typically not of importance in DEM simulations
involving many particles.
A.4 Validation by Experimental Data
Collisions of small spheres have been studied thoroughly. At sufficiently
low impact velocities, the collisions are dominated by adhesive forces in the
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contact region resulting in sticking behaviour, where the effective coefficient
of restitution eeff is zero. At higher impact velocities when the particles are
unable to stick, the effective coefficient of restitution increases rapidly with
increasing impact velocity. At sufficiently high velocities where the collisions
become increasingly unaffected by adhesive forces, the effective coefficient of
restitution approaches the coefficient of restitution e.
In the following, simulation results obtained by integrating (A.3) for both
non-modified and modified stiffness using (A.24) are compared to experi-
mental data presented by Dahneke (1975). As noted by Krijt et al. (2013), ex-
pected collision outcomes typically differ slightly from experiments as even
small imperfections in particle or wall material result in a non-perfect col-
lision. Therefore, the fitted values suggested by Krijt et al. (2013) are used
when comparing to experiments. Figure A.5 shows how the simulation re-
sults with both non-modified and modified stiffnesses compare to experi-
mental data.
Figure A.5 shows that the DEM methodology described above is capable
of predicting the effective coefficient of restitution. Furthermore, by reducing
the particle stiffness from E to Emod and modifying the surface energy density
by analytical solution in (A.24), the exact same results are indeed obtained.
More details on how introducing softer particles allows for a higher time step
size are given in section A.6.
A.5 Test Cases
A.5.1 Dimensionless quantities
To generalise the analysis, particle properties are reported based on a set of
dimensionless quantities that control different aspects of the adhesion and
rolling processes, which ultimately govern the agglomeration and deposition
processes. Based on the effective Young’s modulus E, effective radius R, rel-
ative particle velocity before impact v, particle density ρp, collision angle ψ,
and coefficient of restitution e, the adhesion process is fully described. The
above mentioned parameters form three governing parameters: an elasticity
parameter describing the ratio between particle stiffness and particle inertia
λ = E/(ρpv2), an adhesiveness parameter describing the ratio between parti-
cle adhesiveness and particle inertia Ad = 3γ/(ρpv2ri) · (1 + β3)/((1 + β2)β)
(Chen et al., 2015), and the effective coefficient of restitution describing the
ratio between relative velocity after collision (subscript f) and before colli-
sion eeff = (vi,f − vj,f)/(vj − vi). To describe the effect of adhesiveness on
the collision, the coefficient of restitution is reported as a scaled value be-
tween 0 and 1, giving the ratio between the effective and the non-adhesive
coefficient of restitution ê = eeff/e. In the case of collision with a wall
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Experiment by Dahneke (1975)
Simulation (Emod/E = 100)
Simulation (Emod/E = 10−1)
Simulation (Emod/E = 10−2)
Figure A.5: Comparison to experiment by Dahneke (1975) with PSL spheres colliding with
a plane wall of polished quartz. Collision properties are dp = 1.27 µm, E = 271 MPa,
γ = 0.11 J/m2, ρp = 1026 kg/m3 and e = 0.86 (fitted to experimental data at high velocities), see
Krijt et al. (2013) and supplementary online material for collision properties. When a reduced
particle stiffness is introduced in the simulations, the surface energy density is modified using
the criterion proposed in (A.24).
at an oblique angle ψ, the collision angle is accounted for in the elastic-





Ad = 3γ/(ρpv2sin2(ψ)ri) · (1 + β3)/((1 + β2)β). In the case of particle-wall
collisions, the adhesiveness parameter reduces to Ad = 3γ/(ρpv2sin2(ψ)rp),
where rp is the particle radius.
To describe adhesive rolling, the adhesion hysteresis parameter ∆γ/γ is
used as well. To describe adhesion followed by rolling on a plane wall, the
external force is made non-dimensional by the yield force required to over-
come the critical rolling resistance torque, forming F̂ = Fext/Fyield, where
Fyield = Mr/R. In the case of normal equilibrium a = a0, the yield force re-
duces to Fyield = 4FCa0(∆γ/γ)/12. That is, F̂ < 1 describes processes where
particles eventually come to a halt due to adhesive forces in the contact re-
gion. Likewise, F̂ ≥ 1 describes rolling processes where particles will keep
rolling regardless of the adhesive rolling resistance torque. The effective co-
efficient of restitution eeff of an adhesive collision processes is generally lower














Figure A.6: Overview of the different stages of a particle-particle collision: (a) Particles ap-
proaching each other; (b) Just prior to contact the particles are still unaffected and move with
velocity v; (c) particles reach maximum normal overlap δn; (d) Particles begin to separate; (e1-e2)
Depending on the strength of the adhesive force the particles will either remain in contact (e1)
or separate completely (e2).
A.5.2 Binary adhesive collision
Binary particle collisions are encountered in most problems being solved us-
ing the DEM method. Therefore it is important that the model proposed for
reduced particle stiffness simulations yields similar results for particle colli-
sions. This is investigated in the following with figure A.6 giving an overview
of the head-on particle-particle collision being simulated to validate the pro-
posed model. By varying the elasticity parameter λ and the adhesiveness
parameter Ad, the particles either stay attached, as in figure A.6(e1), or sep-
arate with velocity vf as in figure A.6(e2). Figure A.7 shows how variations
in elasticity parameter at different adhesiveness parameter affect the effective
coefficient of restitution. The figure shows how the particles stay attached
below a certain critical elasticity parameter. This critical elasticity parameter
depends on the adhesiveness parameter and increases with increasing ad-
hesiveness parameter. As the results show, decreasing the particle stiffness
does, in most cases, result in a different effective coefficient of restitution.
The exception is at sufficiently low elasticity parameters, where the parti-
cle stay attached upon collision. Furthermore, the figure shows that as long
as eeff/e ≈ 1, corresponding to high elasticity parameters, the elasticity pa-
rameter can be reduced with only small changes in effective coefficient of
restitution as the collision behaves as non-adhesive.
Figure A.8 shows how using the criterion in (A.24) makes the effective
coefficient of restitution independent of changes in elasticity parameter from
a base value λ = 106. As figure A.8 shows, the effective coefficient of resti-
tution eeff/e retains the values from λ = 106 in figure A.7 when the elasticity
parameter is changed at various adhesiveness values. Even though the stiff-
ness of particles undergoing binary particle-particle collisions can be greatly
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Figure A.7: Numerical simulations showing head-on particle-particle adhesive collisions by the
non-modified model showing the effective coefficient of restitution as function of the elasticity
parameter at various adhesive parameters Ad = γ/(ρpv2R) for a coefficient of restitution e = 0.3.
reduced, studies by Kobayashi et al. (2013) and Gu et al. (2016) show that
collisions involving larger agglomerates behave differently when the particle
stiffness is reduced beyond a certain point. In this study, this phenomenon is
addressed in the following section where particle deposition on both a clean
surface and a surface with an initial layer of particles is investigated.
A.5.3 Deposition on a plane surface
Most problems being solved using DEM involve particles colliding with a
plane surface. This case is different from the previous head-on particle
collisions as particles may roll on the surface or other particles and even-
tually come to rest due to adhesive rolling resistance torque described by
equation (B.19). Therefore, this section is focused on the validity of the pro-
posed model for particles with reduced stiffness colliding with a plane sur-
face. Figure A.9 gives an overview of the oblique angle particle-wall collision
process investigated. As the figure shows, three possible outcomes are ex-
pected as collision parameters are varied: rebound behaviour, particle depo-
sition followed by rolling motion and particle deposition where the particle
rolls a certain distance before coming to a halt. For most DEM simulations
of particulate deposition, it is important that the outcome (rebound, rolling
or sticking) remains the same when the particle stiffness is reduced. Simu-
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λ = 106, Ad = 5 λ = 106, Ad = 10
λ = 106, Ad = 20 λ = 106, Ad = 40
Figure A.8: Numerical simulation showing head-on particle-particle adhesive collisions showing
how the effective coefficient of restitution remains constant when the particle stiffness is reduced
(or increased) when the surface energy density is changed using the criterion proposed in (A.24).
















Figure A.9: Overview of the different stages of the particle-wall collision: (a) The particle moving
towards the wall; (b) Just prior to contact the particle is still unaffected by the wall and moves
with velocity v at an angle ψ to the wall while affected by an external fluid/gravity force Fext;
(c)-(d) Particle in contact with the wall. If the particle stay in contact with the wall, the normal
equilibrium is established here; (e1-e3) The particle will either rebound and move away from the
surface (e1), stay at the surface but keep rolling with a constant angular velocity ω 6= 0 (e2) or
stay in place as a result of adhesiveness with shifted centre of contact and centre of mass ω = 0
(e3), see figure A.2(b).
lations of particles colliding with a wall at oblique angles ψ ∈ ]0; π/2] were
done. The three possible outcomes are located as shown in the dimension-
less map in figure A.10, where elasticity and adhesiveness parameter are

















or increase in e


















Figure A.10: The three possible outcomes of an adhesive collision with a plane wall and the effect
of increasing/decreasing adhesiveness parameter Ad = 3γ/(ρpv2sin2(ψ)rp) and coefficient of
restitution e. The particle is affected by a constant external force Fext parallel to the wall (see
figure A.9) and the yield force is given by Fyield = 4FCa0(∆γ/γ)/12.
Ad = 3γ/(ρpv2sin2(ψ)rp). A high elasticity parameter, high coefficient of
restitution or low adhesiveness parameter will all inherently cause the par-
ticles to rebound. When the particles stay attached to the wall, the external
force F̂ dictates if the particles stay in place due to adhesiveness (F̂ < 1) or
keep rolling (F̂ ≥ 1).
To find the critical elasticity parameter causing particles to rebound
from figure A.10, the bisection algorithm is used with convergence criterion
|δn/rp| = 10−7. Figure A.11 shows the critical elasticity parameter as func-
tion of adhesiveness parameter at various coefficients of restitution. All the
lines of constant coefficient of restitution in figure A.11 follow the equation:
λcrit = c ·Ad5/2 (A.25)
where the value of c is solely a function of the coefficient of restitution e as
shown in figure A.12. That is, the above equation can be used to find the












































Figure A.11: The critical elasticity parameter describing the border between sticking/rolling and
rebound behaviour from figure A.10. Lines indicate increasing coefficient of restitution e from
0.1 to 0.9 at intervals of 0.1 as indicated by the arrow.

















Figure A.12: Coefficient c in equation (A.25) as function of coefficient of restitution e.
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A.6 Summary and Discussion
A.6.1 Summary
A method has been presented for reducing the particle stiffness for DEM sim-
ulations using a Hertzian approach to predict collisions of adhesive micron-
sized particles for which the adhesive model by Johnson-Kendall-Roberts
(JKR) model is applicable. The following conclusions can be drawn:
• When using the simplified JKR model (equation (B.9)), the particle
Young’s modulus can be reduced from E to Emod as long as the surface
energy density is reduced as well using γmod = γ(Emod/E)2/5. That
way, the border between sticking and rebounding behaviour remains
the same when the particle stiffness is reduced.
• To use the rolling resistance model by Dominik and Tielens (1995, 1997);
Krijt et al. (2014) (equation (A.18) to (A.22)) for reduced particle stiffness
simulations, only the term (a/a0)3/2 should be changed to use modified
values. That way, the border between rolling and sticking remains the
same. As a natural result of the reduced particle stiffness, the particles
will travel a longer distance before the equilibrium condition is reached.
A.6.2 Discussion on computational time and limitations
As the particle stiffness is reduced, the time step size can be greatly increased.
Figure A.13 shows the velocity during a collision of a small PSL sphere im-
pacting a polished quartz surface, corresponding to the experiment by Dah-
neke (1975).
As the figure shows, the separation velocity is unaffected by a change in
particle stiffness when the surface energy density is modified using (A.24).
However, the particle collision process now takes place over significantly
longer time periods. When resolving a collision over fixed number of time
steps (Silbert et al. (2001) suggests ∆tcol/δt ≈ 50), the time step size can now
be greatly increased. By looking at how the collision time ∆tcol scales with a
reductions in particles stiffness, it is found that ∆tcol,mod = ∆tcol(E/Emod)2/5,
see figure A.13. This criterion can be used to estimate the possible speed-up
for adhesive DEM simulations when introducing a reduced particle stiffness.
As a consequence of a reduced particle stiffness, the critical force required
to separate two agglomerated particles is reduced as well. This fact is impor-
tant when simulating particles in flow or magnetic fields where local external
forces on particles can be strong. A such example could be a strong shear
flow field. Therefore, care should be taken when introducing reduced parti-
cle stiffness to make sure that the critical force FC = 3πRγmod still remains
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Figure A.13: Velocity as function of time during a collision for a PSL sphere colliding with a
polished quartz wall with an impact velocity of 5 m/s. When the particle stiffness is reduced
from Emod/E = 100 to Emod/E = 10−1 and Emod/E = 10−2, the surface energy density is
modified using the criterion proposed in (A.24).
significantly higher than typical external forces trying to separate the parti-
cles.
Additionally, it should be noted that for collisions involving many parti-
cles with a local volume fraction approaching the closed-pack solution, the
adhesive behaviour might be changed slightly if the particle stiffness is re-
duced too much, Emod/E < 10−3 (Kobayashi et al., 2013; Gu et al., 2016).
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Appendix A. Details on Derivation of the Criterion
in (A.24)
Instead of deriving (A.24) from (A.23) directly, we use integration by sub-
stitution to rewrite (A.23) in terms of contact radius a instead of normal
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Next, expressions for the contact radius at δn = 0, δn = δn,0 and δn = δn,0,mod
are found. The contact radius at zero-overlap is found by isolating a in (B.11)
with δn = 0:
a4 − 2Rδna2 −
4πγ
E
R2a + R2δ2n = 0 (A.27)
The two real roots are:







Here we are interested in the non-zero root a2, which is the lower limit of the
integrals in (A.26):






The upper limits for a at δn = δn,0 and a at δn = δn,0,mod are the equilibrium
contact radius given directly by (A.7):












Next, we look for an expression for dδn. First, we derive an expression for













Here only the solution in (A.34) fulfills the criteria in (A.30) and (A.31). Next,














Carrying out the integral in (A.26) with the limits given by (A.30), (A.31) and







which reduces to the expression in (A.24).
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Ad adhesiveness parameter (-)
AH effective Hamaker constant (J)
a contact radius (m)
dp particle diameter (m)
Dmin minimum separation distance (m)
E (no subscripts) effective Young’s modulus (Pa)
Ei, Ej Young’s modulus for particle i, j (Pa)
e coefficient of restitution (-)
F force (N)
FC critical force (N)
I particle moment of inertia (kg m2)
k spring constant (N m−1)
kr rolling stiffness (N)
M particle torque (Nm)
m (no subscripts) effective particle mass (kg)
mi, mj particle mass for particle i, j (kg)
n normal unit vector (-)
R effective particle radius (m)
rp particle radius (m)
ri, rj particle radius for particle i,j (m)
S damping force coefficient (kg s−2)
t time (s)
v relative velocity (m s−1)
vL relative rolling velocity (m s−1)
vS slip velocity (m s−1)
x particle position (m)
Greek letters
β coefficient used for damping force (-)
∆γ/γ adhesion hysteresis value (-)
∆tcol time period for oscillations or collision (s)
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δst tangential displacement (m)
δn normal overlap (m)
γ surface energy density (J m−2)
λ elasticity parameter (-)
λT Tabor parameter (-)
µs sliding friction coefficient (-)
ν Poisson’s ratio (-)
φ adhesiveness parameter (-)
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Abstract
This study presents numerical results on how micron-sized adhesive particles ag-
glomerate and deposit in fully-developed turbulent pipe flows. Particle-particle and
particle-wall interactions are modelled using the mechanistically-based soft-sphere
Discrete Element Method (DEM) and fluid turbulence is resolved using Large Eddy
Simulations (LES). In this study, the adhesive behaviour of particles, ultimately re-
sulting in agglomeration and deposition of particles, is predicted using JKR theory.
In this study, the agglomerating behaviour of mono-sized particles with constant
volume fraction φ = 0.001 in turbulent flows with Re = U · D/ν = 10, 000 is in-
vestigated. By varying the Stokes number St = ρpd2pU/(18µD) in the range 0.4 to
25.6, the study presents results on how changes in dominant collision mechanism
affect the agglomeration rate. The results show highest agglomeration rate for in-
termediate Stokes numbers where the accelerative-correlated collision mechanism is
dominant. At either extreme of lower or higher Stokes number, the agglomeration
rate is decreased. Furthermore, at low Stokes numbers, the radial particle concentra-
tion is almost uniform throughout the flow field. At higher Stokes numbers, particles
tend to accumulate either accumulate in the centre of the pipe or deposit on the wall.
Furthermore, to investigate the transition from weakly adhesive particles to highly
adhesive particles, the non-dimensional adhesiveness parameter Ad = γ/(ρpU2dp)
is varied at constant elasticity parameter λ = E/(ρpU2) and coefficient of
restitution e. The results show a sharp increase in agglomeration rate and fraction of
particles captured by the wall.
B.1 Introduction
The transport, agglomeration and subsequently deposition of small adhesive
particles play important roles in many industrial and fundamental processes.
These processes range from particles accumulating at heat transfer surfaces,
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particles blocking pores in membrane filtration systems, particles being in-
haled and deposited in our lungs to interstellar medium agglomerating caus-
ing early stages of new planets to form in space.
All agglomeration and deposition processes are a result of particles collid-
ing with one another or a wall. The mechanisms governing particle collisions
of non-adhesive particles in turbulent flows have been devoted much atten-
tion in literature. These studies date back to Saffman and Turner (1956) who
investigated the collision frequency in isotropic turbulent flows in the limit-
ing case of finite size tracer particles with response times much lower than
the fluid response time τp  τf and Abrahamson (1975) who investigated the
collision frequency in the other limiting case of heavy particles with τp  τf.
For particles having τp ≈ τf, various correlations have been proposed in liter-
ate (Meyer and Deglon, 2011). However, as particles begin to adhere and the
turbulent flow of interest is anisotropic, e.g. a pipe flow, a common approach
is to resolve only the turbulence scales that affect motion of the particles con-
sidered using LES.
Different approaches exist to model the agglomeration process. One ap-
proach is to represent agglomerates by equivalent spheres that grow in size
as the number of particles contained in the agglomerate increase (Brunk
et al., 1998a,b). However, as shown by Brasil et al. (2001), the morphology
of agglomerates differs significantly depending on how the agglomerates are
formed, the properties of the primary particles and properties of the fluid
flow surrounding the particles. Based on the Euler-Lagrangian approach,
Sommerfeld and Stübing (2017) proposed a computational efficient agglom-
erate structure model. Using this model, agglomerates are treated as point
particles that carry additional information such as locations of the primary
particles and binding forces holding the agglomerates together. Based on
these properties, parameters such as the convex hull and fractal dimension
can be calculated and used to relate agglomerate structure to flow resistance
coefficients.
Another approach is to track each particle but assume the particles to
stay adhered when agglomerated or deposited on a wall. However, the DEM
study of laminar channel flow by Marshall (2007) shows that phenomena
such as bending and break-off of agglomerates occur frequently and play
important roles to accurately predict the state where the rate of particles
being re-entrained back into the fluid asymptotically approaches the rate of
particles being deposited. Furthermore, the study suggests the mechanism
of agglomerates continuously breaking up as agglomerates are formed to be
controlled by impacting particles or agglomerates rather that fluid forces.
As noted in most studies coupling DEM to a fluid phase, there is typically
a large difference between the time step sizes required to resolve particle col-
lisions δtDEM and fluid flows δtf, so that δtcol  δtf. As δtcol = O(10−9 s),
this is also valid for a wide range of turbulent flows. This fact is commonly
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used to speed up coupled simulations by introducing softer particles by low-
ering the particle stiffness and thereby making particle collisions take place
over longer time periods. However, as noted in studies by Kobayashi et al.
(2013); Gu et al. (2016); Hærvig et al. (2017), depending on the adhesiveness
model, introducing softer particles should be accompanied by a lower ad-
hesive forces in order for the collision outcome (stick/rebound) to stay the
same.
When the agglomerates increase in size, the study by Dizaji and Mar-
shall (2017) shows that the local fluid velocity in an agglomerate becomes
increasingly correlated with the agglomerate velocity. In this case, a two-
way coupling between particles and fluid is needed to accurately represent
the presence of particles on the fluid. Furthermore, due to differences in ag-
glomerate morphology, it is not trivial to model the particle-fluid interaction
without resolving the flow fluid around each particle. Attempts to correlate
particle drag with particle volume fraction and Reynolds number include
Ergun and Orning (1949) who experimentally correlated pressure gradients
in fluidized beds to the particle void fraction. Later studies by Hill et al.
(2001a,b) rely on the Lattice-Boltzmann Method (LBM) to resolve the flow
around particles and correlate the drag force exerted on particles with parti-
cle volume fraction and the Reynolds number. While this method is highly
accurate for homogeneous packing, the spatial variations in agglomerates
that range from compact to dendritic in structure complicate the formula-
tion of a general drag model. Dietzel and Sommerfeld (2013) resolved the
flow in agglomerates by local grid-refined Lattice-Boltzmann Method (LBM)
simulations and correlated the overall drag force on different agglomerate
morphologies to the projected cross section of the convex hull perpendicular
to the mean flow direction. However, as the agglomerating and break-up
mechanisms are governed by the particles being affected by different fluid
forces, this approach is not suitable for this study.
While numerous studies on two-way coupled particle-fluid interactions
have been reported, only a few account for the adhesive behaviour by fully
resolving collision using the soft-sphere DEM approach. Afkhami et al. (2015)
studied the effect of particle adhesiveness using three different particle sur-
face energy densities and showed a direct link between surface energy den-
sity and agglomeration rate.
The purpose of this study is look into how particle response time and par-
ticle adhesiveness affect the agglomeration rate. To obtain a fully-developed
flow, the computational domain is made periodic in the stream-wise direc-
tion. To avoid imposing any limitations on the agglomeration process, the
soft-sphere DEM approach is used to resolve how particles collide, agglom-
erate, deposit and are re-entrained into the fluid due to collisions with other
















Figure B.1: Overview of the different processes in the vicinity of a surface and away from a
surface that are resolved directly by the soft-sphere DEM approach. The early stages of interest
in this study are typically limited to particles colliding, particles agglomerating, agglomerates
breaking up and a single particles depositing at surfaces.
B.1.1 Governing equations for fluid flow
The filtered LES equations governing unsteady, in-compressible, three-
dimensional viscous fluid flow in a periodic domain with two-way coupling
between particle and fluid phases are the continuity and momentum equa-
























+βδ1,i + f (B.2)
where αf denoting the local fluid volume fraction and βδ1,i defines a mo-
mentum source term dynamically being changed to balance out the pressure
gradient across the periodic domain. The sub-grid scale viscosity νsgs ac-
counts for sub-grid scale turbulence and naturally approaches zero in the
case of DNS. In this study, focus is on LES where the sub-grid scale viscos-
ity is modelled through the the wall-adapting local eddy-viscosity (WALE)
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, g2ij = gikgkj (B.5)
with constant Cw = 0.325 and where V is the local cell volume. Compared
to the Smagorinsky-type models, the WALE model is more suited for wall-
bounded flows, as the local sub-grid scale eddy-viscosity automatically goes
to zero at the wall. Therefore, no dynamic constant adjusting or damping
functions are needed to correct for walls.
B.1.2 Governing equations for particles
To model collisions of particles, the soft-sphere discrete element method
(DEM) first proposed by Cundall and Strack (1979) is used to track the trans-
lational and angular velocity throughout the simulations. For the i’th particle
with mass mi, radius ri and mass moment of inertia Ii = (2/5)mir2i , the posi-








= Mi,con + Mi,roll + Mi,fluid (B.7)
where the Fcon is a contact force upon collision and Ffluid is the combined
fluid force acting on the particle. In the angular momentum equation, Mcon
is the contact torque by a tangential off-set between colliding particles, Mroll
is the adhesive rolling resistance torque and Mfluid is the torque caused by
interaction with the fluid phase.
Contact forces
Due to the small size of the particles of interest, the van der Waals force plays
a dominant role in the collision process, which ultimately results in particles
agglomerating and sticking to walls. Based on properties and size of the par-
ticles, particle deformation in contact region upon collision may be important
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in the description of the adhesive force. In this study, the van der Waals at-
tractive force is modelled using the Johnson-Kendall-Roberts (JKR) adhesive
model by Johnson et al. (1971), which assumes particle deformation in the
contact region to be important when describing the adhesive force. As noted





where γ is the surface energy density, defining half the energy required to
separate two particles in contact and Dmin is the minimum separation dis-
tance between two particles, which is commonly assumed to be 1.65 Å (Is-
raelachvili, 1992; Parteli et al., 2014).
Using the JKR model, the normal contact force upon collision is balanced





F jkr,n = 4
√
πγEa3n (B.9)



















and the contact radius a is the radius of contact area. In equilibrium state
where Fspring, + F jkr,n = 0, the contact radius is a = (9πγR2/E)1/3 = a0.
When using DEM, the overlap distance δn between particle i and j with posi-
tions xi and xj is calculated as δn = ri + rj − |xi − xj|. For collisions following
JKR theory, the relation between normal overlap δn and contact radius a is
given by (Deng et al., 2013; Parteli et al., 2014):
a4 − 2Rδna2 −
4πγ
E
R2a + R2δ2n = 0 (B.11)
which in this study is solved using the analytical solution derived by Parteli
et al. (2014). Furthermore, the collision is damped by a normal damping force







with effective mass m−1 = m−1i +m
−1
j , vn denoting the relative normal veloc-
ity, β accounting for the kinetic energy lost upon impact through the coeffi-
cient of restitution e and Sn taking the properties of the particles into account:
β =
ln (e)√







where e is material property. Due relatively low collision velocities, plas-
tic deformation of particle material is not expected to be important. In the
tangential direction, the spring force is given by:
Fspring,t = −St∆st (B.15)
where ∆st is the tangential overlap and St takes particle properties into ac-
count through St = 8G
√










Like in the normal direction, energy is dissipated in the tangential direction,








where vt is the tangential relative velocity. As suggested by Thornton (1991);
Thornton and Yin (1991), the total tangential force is in the case of JKR ad-
hesion truncated to fulfil |Fcon,t| ≤ µs |FN + 2FC| with µs and FC being the
sliding friction coefficient and the critical force required to separated agglom-
erated particles respectively.
Contact torques
In the case of adhesive particles, the formation of agglomerates and motion of
particles on a surface tend to be dominated by particles rolling while particles
sliding and twisting play negligible roles due to the small particle inertia
(Oda et al., 1982; Iwashita and Oda, 1998). As a consequence of the deformed
contact region described through JKR theory, the rolling motion differs from
that of non-adhesive particles.
In the case of adhesive forces in the contact region between two particles
or a particle and a wall, the point of contact stays behind the centre of mass
projected onto the surface, which results in a torque opposing motion. This
rolling resistance torque acts to obtain the equilibrium condition where the
projected centre of mass and centre of contact are coincident. The rolling
resistance torque is commonly described as proportional to the rolling dis-







where tr = vr/|vr is the direction of rolling. Based on the instantaneous
rolling displacement ξ, the rolling resistance torque opposing motion is given
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by (Dominik and Tielens, 1995, 1997):
Mr =
{
krξ if ξ < ξcrit
krξcrit if ξ ≥ ξcrit
(B.19)
where the rolling stiffness is given by kr = 4FC (a/a0)
3/2. When the particle is
rolled a distance longer than a critical rolling displacement ξcrit, the particle
material slips and a new equilibrium contact region is found. The studies
by Dominik and Tielens (1995, 1997) suggests that after rolling displacement
reaches a critical value ξcrit, the rolling resistance torque is constant. Based
on experiments, Krijt et al. (2014) suggests this critical rolling displacement
to be linked to the equilibrium contact radius a0 and a material dependent







A value ∆γ/γ = 0.5 representing a typical value (Krijt et al., 2014) is used
throughout this study.
B.1.3 Non-dimensional groups
The results are reported based on a set of non-dimensional groups that gov-
ern different aspects of particle transport, particle collision and subsequently
the agglomeration and deposition processes.
The numbers governing the transport of particles are the Reynolds num-
ber Re = U · D/ν, the dimensionless particle size ε = dp/D, the particle to
fluid density ratio χ = ρp/ρf, the Stokes number St = ρpd2pU/(18µD) =
χε2Re/18 and the particle volume fraction defining the volume occupied








Vp + Vf). The importance
of gravity is described through the Froude number Fr = U/
√
grdp, where
gr = (1− 1/χ)g is the buoyancy corrected gravity acceleration.
Likewise, the collision and agglomeration processes are governed by a
set of non-dimensional groups. The stiffness of a common collision is de-
scribed by making the effective Young’s modulus dimensionless using the
particle density, bulk velocity and particle density forming λ = E/(ρpU2).
Likewise, to describe the sticking behaviour upon impact, the surface en-
ergy density, describing the strength of the adhesive force, is made non-
dimensional by the particle density, bulk velocity and particle diameter, form-
ing Ad = γ/(ρpU2dp).
Due to stiffness of most common materials, the time step size required to
resolve particle collisions is typically in the order of nano seconds. A com-
mon approach to deal with the low time step sizes is to reduce the particle
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stiffness several orders of magnitude making collisions take place over longer
time periods. For non-adhesive particles colliding without any plastic defor-
mation, the rebound velocity is solely a function of velocity before collision
and the coefficient of restitution. However, for collisions involving adhesive
particles, the reduced particle stiffness has to be balanced by a reduction
in adhesive inter-molecular force so that the collision outcome remains the
same. In this study, the high particle stiffness is reduced by decreasing the















which is shown by Hærvig et al. (2017) to make the collision outcome in-
dependent of a reduction in Young’s modulus. For particles colliding in a
viscous fluid, the fluid being forced away in the contact prior to collision
may have a non-negligible effect on the rebound velocity (Gondret et al.,
1999, 2002). This importance of this effect is described through the collision




v/(6πµrp), where CM = 0.5 is the added
mass coefficient for spheres and v denotes the velocity before being affected
by the surface. For solid particles colliding with St∗ < 10, Legendre et al.
(2005) suggests all energy to be dissipated while for higher values of St∗, this
effect quickly becomes negligible.
B.1.4 Particle-fluid interaction
The fluid force governing the transport of particles Ffluid in equation (B.6) is
obtained by point-force approximations due to the large number of particles
involved. The fluid force is split up into different contributions that include: a
fluid drag force, Saffman lift force due to local shear in the flow field, Magnus
lift force due to local relative angular velocity between particle and fluid, a
buoyancy-corrected gravity force, a added mass force due to acceleration of
nearby fluid, a Basset history force due to delay in boundary layer build-up
and a Brownian motion force due to random collisions with fluid molecules.
Due to the large density ratio between particles and air, typically
χ = ρp/ρf > 1000, the added mass and history forces are neglected in the
present study as suggested by Dritselis (2017); Armenio and Fiorotto (2001).
Also, gravity plays a minor role compared to drag for the small particles
considered. As shown by Marshall and Li (2014), the ratio of gravity to Stokes
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drag can be approximated by combining the dimensionless particle diameter




. For particles investigated




and thus gravity is expected to
play a negligible role. Furthermore, molecular effects due to Brownian mo-
tion are neglected as the particles considered are several orders of magnitude
larger than fluid molecules. Moreover, it is assumed that the mean free path
of fluid molecules is much smaller than the particle size (Kn  1), so that
the standard continuum assumption is valid and the effect of surface slip is
negligible.
Fluid force contributions
As inter-particle van der Waals forces cause agglomerates to form and parti-
cles to deposit, the particle volume fraction αp increases locally. When parti-
cles agglomerate, the individual particles in the agglomerate are affected by
fluid forces that are significantly different from the fluid force on single parti-
cles in dilute flows. Therefore, a drag formulation taking the presence of sur-
rounding particles into account is used. In this study, the Lattice-Boltzmann-
based drag formulation suggested by Hill et al. (2001b,a) and later modified
by Benyahia et al. (2006) to cover particle Reynolds numbers up to 100 and
particle volume fractions approaching the closed-pack solution is used.
For particles in the viscous sub-layer, where strong velocity gradients ex-
ist, Saffman lift force is expected to be important as suggested by McLaughlin
(1989). Furthermore, Magnus lift due to relative angular velocity between
particle and fluid is included as off-centre collisions may result in parti-
cles rebounding with non-negligible angular velocities. To model these fluid
force contributions, the expressions derived by Kurose and Komori (1999)
and McLaughlin (1965) are used.
B.2 Results and Validation
B.2.1 Fluid domain and discretisation
To make the results independent of stream-wise boundaries, the fluid do-
main is made periodic with a length longer than the elongated coherent
turbulence structures in the boundary layer extending around L+x ≈ 1000
(Robinson, 1991). In this study, a domain length of L/D = 4, corresponding
to L+x ≈ 2500 in viscous units, is chosen to make sure no coherent struc-
tures extend throughout the domain. Thus, the turbulence statistics are not
affected by the size of the computational domain. A quarter of the cross-
sectional mesh topology is shown in figure B.2. As the agglomeration forma-
tion process takes place over stream-wise distances significantly longer than
144
B.2. Results and Validation
Figure B.2: Mesh topology visualised by a quarter of the cross-sectional plane.
L/D = 4, the DEM domain is made periodic as well. In that way, the over-
all particle volume fraction φ stays constant throughout the simulation. This
approach gives detailed information on the mechanisms governing agglom-
eration and deposition and how changes in fluid/particle properties affect
early stages of agglomeration and deposition. Later stages of the deposition
process where bridges and layers of multiple particles form, see figure B.1,
would require particles to be added throughout the simulation or a signifi-
cantly higher initial particle concentration, which would alter the early stages
of agglomeration and deposition processes.
B.2.2 Validation of flow field
To validate the statistics of the flow field without particles added, the bound-
ary layer velocity profile is compared for the different meshes listed in
table B.1. The various grid resolutions are compared to experiments by den
Toonder and Nieuwstadt (1997) and boundary layer theory. Parameters for
the different meshes are listed in table B.1. In this section, the time-averaged
turbulent flow obtained by LES simulations without particles is compared
to theory to ensure reasonable accuracy compared to experimental data and
theory. The time-averaged flow field is found by averaging over a time period
of t+ = t ·U/D = 400 after which the mean flow field statistics are found to
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Table B.1: Details of the three different meshes with θ, r and x denoting circumferential, radial
and axial directions respectively. The mesh topology is shown in figure B.2.
Resolution (Nθ ,Nr,Nx) ∆θ+max ∆x+max
Coarse (160,90,160) 12 15
Medium (200,110,200) 10 12.5













Figure B.3: Time-averaged turbulent boundary layer velocity profile for Re = UD/ν = 10, 000
for different mesh resolutions, see table B.1: ( ) Coarse resolution LES; ( ) Medium res-
olution LES; ( ) Fine resolution LES; ( ) Viscous sub-layer with U+x = r+ and log-law
layer with U+x = 2.5 ln(r+) + 5.5; Experiment for Re = 10, 000 by den Toonder and Nieuwstadt
(1997).
be independent of time. Figure B.3 shows how the numerical simulations
compare to boundary layer theory and experiments at Re = 10, 000. As seen
in figure B.3, the more resolving LES simulations approach the experiment
by den Toonder and Nieuwstadt (1997).
B.2.3 Particle properties
Particles with dp = 10 µm and ρp = 2500 kg/m3 are transported in pipe flow
with D = 40 mm and mean velocity U = 5 m/s so that Re = U · D/ν ≈
10, 000, St = ρpd2pU/(18µD) ≈ 0.1 and ε = dp/D = 0.25 · 10−3.
The particles are affected by an inter-particle adhesive force characterised
by a surface energy density and develop a flattened contact region as pre-
dicted by JKR theory. The particles have stiffness and adhesiveness such
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that λ = E/(ρpU2) ≈ 500 · 103, Ad = γ/(ρpU2dp) ≈ 0.08 and coefficient of
restitution e ≈ 0.3. The particles are initially placed randomly throughout the
turbulent flow without any particles being in contact. Instead of using a more
or less sophisticated correlation to prescribe the initial velocity of particles,
the particles are inserted with zero velocity in the present study. A constant
volume fraction φ = 10−3 is used in all simulations.
However, due to the significant difference in particle to pipe size ratio
ε = dp/D = 0.25 · 10−6, it takes ≈ 0.4 · 109 particles to get a volume fraction
φ = 0.001, making the simulations practically computationally impossible for
the DEM method. Instead, the particle size is increased from ε = 0.25 · 10−3
to ε = 5 · 10−3, while scaling the other non-dimensional groups to get the
parameters listed above. For example, to ensure the artificially larger particles
have the same particle to fluid response time, the density ratio χ is scaled
according to St = χε2Re/18. Furthermore, as the adhesiveness parameter
is a function of particle diameter, the surface energy density γ is scaled as
well so that the adhesive behaviour remains the same despite an increase in
particle size.
B.2.4 Overview of simulations
The following gives an overview of the different simulations carried out in
the present study. The simulation parameters are summarised in terms of
non-dimensional numbers in table B.2.
Simulation no. 1–21 Depending on the Stokes number, the particles will
be affected by different turbulence scales. As the Stokes number approaches
zero, the particles will be affected by increasingly smaller eddies. In this
study where LES is used, it is important that particles are unaffected by the
eddies not being resolved. Therefore, simulations with varying Stokes num-
ber St = 0.4 · 2x, x = 0 . . 6 and carried out using the three meshes listed in
table B.1.
Simulation no. 22–28 As already mentioned, the agglomeration processes
considered in this study have elasticity parameter λ ≈ 500 · 103. Using this
value, particle-particle and particle-wall collisions happen over time inter-
vals in the order of nano seconds. To reduce computational time, a modified
elasticity parameter is introduced: λmod = λ · 0.001 = 500. By reducing the
elasticity parameter, the particles behave more adhesive. Therefore, to ensure
the collision outcome stays independent of reduction in elasticity parameter,
the criterion in (B.22) is used to reduce the adhesiveness parameter so that
Admod = 0.08 · 0.0012/5 = 0.005. However, as noted in the study, introducing
a lower adhesiveness parameter also reduces the critical force FC = 3πRγ re-
quired to separate two agglomerated particles. Therefore, simulations 22–28
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Table B.2: Details on the simulations in terms of non-dimensional groups: Flow Reynolds num-
ber Re = U · D/ν, particle size ε = dp/D, Stokes number St = χε2Re/18, elasticity parameter
λ = E/(ρpU2), adhesiveness parameter Ad = γ/(ρpU2dp), coefficient of restitution e, particle
volume fraction φ and LES resolution (see table B.1). The integer x is used to describe a range of
simulation parameters.
No. x Re ε St λ Ad e φ LES res.
1–7 0 . . 6 104 0.005 0.4 · 2x 500 0.05 0.3 10−3 Coarse
8–14 0 . . 6 104 0.005 0.4 · 2x 500 0.05 0.3 10−3 Medium
15–21 0 . . 6 104 0.005 0.4 · 2x 500 0.05 0.3 10−3 Fine
22–28 0 . . 6 104 0.005 0.4 · 2x 5000 0.05 · 102/5 0.3 10−3 Medium
29–35 0 . . 6 104 0.005 1 500 0.001 · 2x 0.3 10−3 Medium
36–42 0 . . 6 104 0.005 10 500 0.001 · 2x 0.3 10−3 Medium
are carried out with λmod = λ/100 instead of λmod = λ/1000 to ensure
the agglomeration rate is in fact independent of a reduction in elasticity and
adhesiveness parameter.
Simulation no. 29-42 The purpose of simulation 29–42 is to investigate
the transition from particles acting almost non-adhesive to particles being
highly adhesive at constant Stokes numbers. For this purpose, the adhesive
parameter is varied in the range 0.001 to 0.064 at a constant Stokes number
St = 1 (simulations 29–35). Similar simulations are carried out for St = 10
(simulations 36–42).
B.2.5 Effect of sub-grid scale turbulence eddies on particle
agglomeration
As the smallest eddy scales are modelled by a sgs-model, it is important
that these unresolved scales do not affect particle motion and subsequently
agglomeration and deposition. Ultimately, as particles with sufficiently low
response time, e.g. tracer particles, would respond to all turbulence scales, a
DNS solution would be required in this case. However, as pointed out by Ar-
menio (1999), particles with finite mass do not respond to smaller turbulence
scales, suggesting LES to be an appreciate method to investigate particles
interactions in a turbulent flow. Figure B.4 shows how the agglomeration
rate by the average number of particles in each agglomerate as function of
time for different particle Stokes numbers. As the figure shows, particles
with St = O(10) are almost unaffected by changes in mesh resolution. This
suggests that these particles are unaffected by eddies smaller than the grid
size of the coarse mesh. For particles with St = O(1), there is pronounced
difference between the coarse and medium mesh resolutions, suggesting par-
ticles with St = O(1) to respond to eddies not being resolved by the coarsest
mesh. The difference is insignificant when comparing the medium and fine
mesh resolutions, suggesting that the particles are almost unaffected by the
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Figure B.4: Effect of mesh resolution, see table B.1, and Stokes number on particle agglomeration
behaviour visualised by the average number of particles per agglomerate. As no particles are
in contact at t+ = 0, the average number of particles is 1. See simulation no. 1–21 in table B.2
for simulation parameters: ( ) Coarse resolution LES; ( ) Medium resolution LES; ( )
Fine resolution LES.
smaller eddies not being resolved by the medium resolution mesh. As a con-
sequence, the medium resolution mesh from table B.1 is used to investigate
how changes particle response time and adhesiveness affect the agglomera-
tion rate.
B.2.6 Effect of introducing softer particles
In the present study, the particle stiffness is reduced by a factor 1000 from
λ = 500 · 103 to λmod = 500 in order to increase collision duration and con-
sequently allow for an increased DEM time step size. The result is smaller
difference between fluid time step size δtf and particle time step size δtcol
that decrease the computational time. In order for the collision outcome
(sticking/rebounding) to remain the same despite a reduced particle stiff-
ness, the particle adhesiveness is modified using the criterion given in (B.22),
giving a modified collision duration ∆tcol,mod = ∆tcol (λ/λmod)
2/5 (Hærvig
et al., 2017). To ensure that the agglomeration process is in fact independent
of this change, an additional set of simulations with λ = 5000 is carried out.
Figure B.5 shows results for λ1 = 500 and λ2 = 5000 with adhesiveness pa-
rameters Ad1 = 0.05 and Ad2 = Ad1(λ2/λ1)2/5. As figure B.5 shows, the
agglomeration process is almost independent of a change in elasticity param-
eter from λ = 500 to λ = 5000 when reducing the adhesiveness parameter by
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Figure B.5: Effect of introducing softer particles using the criterion in (B.22). Contours show
particle agglomeration rate visualised by the average number of particles contained in each
agglomerate for particle elasticity parameters λ = 500 and λ = 5000. See simulation no. 8–14
and 22–28 in table B.2 for simulation parameters: ( ) λ1 = 500, Ad1 = 0.05; ( ) λ2 = 5000,
Ad2 = Ad1 · (λ2/λ1)2/5.
(B.22) for particles with Stokes numbers in the range St = 0.4 to St = 25.6.
B.2.7 Effect of particle Stokes number on agglomeration and
deposition
Depending on the Stokes number, the agglomeration process is governed by
different distinct mechanisms. At sufficiently low Stokes numbers St  1,
the particles behave as tracer particles and respond to all turbulence scales.
That is, collisions happen due to the finite size of particles that all follow
different fluid streamlines. At sufficiently high Stokes numbers St  1, the
particle velocity is only weakly correlated with the local fluid velocity. Figure
B.6 gives an overview of the agglomerates formed at time t+ = 100 for Stokes
numbers of 0.8, 6.4 and 25.6. As shown in figure B.6, the agglomeration rate
is highest at intermediate Stokes numbers where larger agglomerates are be-
ing formed in the centre of the pipe, see B.6(b). This can be explained by
the increased collision frequency when the accelerative-correlated collision
mechanism is dominant. Figure B.7 gives an overview of the agglomeration
process in terms of particle location. Figure B.7 shows the radial concen-
tration of particles in terms of local volume fraction φr normalised by the
overall particle volume fraction φ in different radial intervals r normalised
by the pipe radius R at different times for simulation no. 9 in table B.2. As
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Figure B.6: Agglomerating and depositing behaviour at time t+ = tU/D = 100: (a) St = 0.8, see
simulation no. 9 in table B.2; (b) St = 6.4, see simulation no. 12 in table B.2; (c) St = 25.6, see
simulation no. 14 in table B.2. To distinguish between moving particles and deposited particles,
the particles are coloured according to their velocity magnitude. White corresponds to low
velocity and black corresponds to high velocity.
shown in figure B.7, there is an increasing amount of particles sticking to the
wall, while the concentration profile throughout the pipe remains relatively
constant. This can be explained by the low Stokes number where τp < τf
causing particles to respond to most of the eddies resolved in turbulent flow.
Figure B.8 shows how the particle concentration profile is affected by an in-
crease in Stokes number. At a slightly higher Stokes number St = 6.4, particle
accumulate in the centre of the pipe and near the wall. This phenomenon is
explained by an increased collision frequency, causing agglomerates to form
quickly. As agglomerates are formed, the effective response time for agglom-
erates is greatly increased, causing agglomerates to drift towards the centre
of the pipe due to the shear velocity profile. Figure B.9 shows the radial par-
ticle concentration profile for higher Stokes number of St = 25.6. At a higher
Stokes number, the primary particles are expected to almost unaffected by
turbulent fluctuations so that the average flow field cause particles to drift
towards the centre of the pipe. However, compared to the lower Stokes num-
ber in figure B.7, more particles adhere to the surface of the pipe. This can
be explained by the particles not responding as quickly to the high velocity
gradient close to the wall, causing particles to move through the boundary


























































































































Figure B.7: Local particle volume fraction φr in radial intervals of r/R = 0.1 normalised by the
overall particle volume fraction φ at different times. Stokes number St = 0.8, see simulation
no. 9 in table B.2 for simulation parameters: (a) t+ = tU/D = 25; (b) t+ = tU/D = 50; (c)
t+ = tU/D = 75; (d) t+ = tU/D = 100.
B.2.8 Effect of particle adhesiveness on agglomeration
In the following, the effect of increased particle adhesiveness is investigated.
The surface energy density γ is varied, resulting in adhesiveness parameters
in the range Ad = 0.001 to Ad = 0.064, covering particles that range from
weakly to highly adhesive. Figure B.10 gives an overview of how the adhe-
siveness parameter changes the agglomerating behaviour for particles with
St = 1. As figure B.10(a) shows, the weakly adhesive particles only form
smaller agglomerates in the centre of the tube and are significantly more
uniformly distributed than the more adhesive particles in figure B.10(b) and
B.10(c). Figure B.11 shows the average number of particles per agglomer-
ate as function of simulation time at different adhesiveness parameters. As
figure B.11 shows, the weakly adhesive particles with Ad = 0.001 are in av-
erage contained in agglomerates consisting of less than 1.025 particles. Even
for non-adhesive particles with Ad = 0, a non-zero average agglomeration
size is expected due to the finite collision duration, causing particles to be in
contact for short durations before they separate again due to repulsive con-
tact forces. At slightly higher adhesiveness parameters, significant agglom-
eration is observed with agglomerates being present throughout the flow
field. Figure B.12 shows how an increase in adhesiveness parameter from
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Figure B.8: Local particle volume fraction φr in radial intervals of r/R = 0.1 normalised by the
overall particle volume fraction φ at different times. Stokes number St = 6.4, see simulation
no. 12 in table B.2 for simulation parameters: (a) t+ = tU/D = 25; (b) t+ = tU/D = 50; (c)
t+ = tU/D = 75; (d) t+ = tU/D = 100.
Ad = 0.002 to Ad = 0.064 affects the local particle concentration. As de-
picted in figure B.12, an increasing amount of particles adhere to the wall
when the adhesiveness parameter is increased.
B.3 Conclusions and Discussion
Numerical results of how micron-sized agglomerate and deposit in a peri-
odic, fully-developed turbulent pipe flow with Re = 10000 flow are pre-
sented. In this study, focus is on the first stages of agglomeration and depo-
sition up to t+ = tU/D = 100.
Firstly, Large Eddy Simulations (LES) are compared to experiments from
literate in terms of boundary layer profile. With particles added, the effect of
sub-grid scale fluctuations are linked to the Stokes number to ensure particle
motion is independent of the unresolved velocity fluctuations. Fluid-particle
interactions are based on the point-particle approach while particle-particle
and particle-wall interactions are resolved directly using the soft-sphere DEM
approach relying on the physical properties of the particles, where the adhe-
sive behaviour is described through JKR theory.


















































































































Figure B.9: Local particle volume fraction φr in radial intervals of r/R = 0.1 normalised by the
overall particle volume fraction φ at different times. Stokes number St = 25.6, see simulation
no. 14 in table B.2 for simulation parameters: (a) t+ = tU/D = 25; (b) t+ = tU/D = 50; (c)
t+ = tU/D = 75; (d) t+ = tU/D = 100.
eration and deposition rates are investigated. By varying the Stokes number
from 0.4 to 25.6, the results show a peak in agglomeration rate at St = 6.4,
which can be explained by a high collision frequency. For a low Stokes num-
ber of St = 0.8, agglomerates are found throughout the flow field. Due to low
particle response time, the particle concentration is close to uniform through-
out the tube with a increase in particle concentration near the wall due to
particle being captured by the wall. At a higher Stokes number St = 6.4, the
particles tend to accumulate in the centre of the tube. This is expected to be
caused by the high collision rate that quickly form agglomerates that increase
the effective particle size so that the Saffman lift force dominates their radial
motion causing them to move towards the centre of the pipe. At an even
higher Stokes number St = 25.6, the particles are observed to accumulate in
the centre of the pipe as well.
Thirdly, The adhesiveness parameter Ad = γ/(ρpU2dp) is varied from
0.001 to 0.064 resulting in particles that behave only weakly adhesive to
highly adhesive. Regardless of adhesiveness parameter, the particle concen-
tration throughout the flow field is observed to be more or less uniform with
a peak at the wall that increases with adhesiveness parameter due to particles






Figure B.10: Overview of agglomerating behaviour of mono-dispersed particles with different
adhesiveness parameters at time t+ = tU/D = 100: (a) Ad = 0.016; (b) Ad = 0.032; (c)
Ad = 0.064. To distinguish between moving particles and deposited particles, the particles are
coloured according to their velocity. White corresponds to low velocity and black corresponds
to high velocity.
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Ad = γ/(ρpU2dp) Adhesiveness parameter -
Fr = U/
√
grdp Froude number -
D Pipe diameter m
dp Particle diameter m
gr = (1− 1/χ)g Buoyancy corrected gravity m/s2
Kn = λ/dp Knudsen number -
L Length of pipe section m
p Pressure Pa
R Effective particle radius m
R Pipe radius m
r Particle radius m
r Radial position m
t Time s
t+ = tU/D Dimensionless time -
U Fluid bulk velocity m/s
V Cell volume m3
Re = UρfD/µ Reynolds number -
St = ρpd2pU/(18µD) Stokes number -
Greek letters
δ Kroneckers delta -
δt Time step size s
∆ Cell length m
∆γ/γ Adhesion hysteresis parameter -
ε = dp/D Dimensionless particle diameter -
λ = E/(ρpU2) Elasticity parameter -
λ Mean free molecular path m
µ Dynamic viscosity kg/(m·s)
ρ Density kg/m3
τ Response time s














CFD Computational Fluid Dynamics
DEM Discrete Element Method
DNS Direct Numerical Simulation
LES Large Eddy Simulation
WALE Wall-Adapting Local Eddy-viscosity
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Abstract
A numerical study has been carried out to investigate heat transfer enhancing flow
field in 28 geometrically different sinusoidally, spirally corrugated tubes. To vary the
corrugation, the height of corrugation e/D and the length between two successive
corrugated sections p/D are varied in the ranges 0 to 0.16 and 0 to 2.0 respectively.
The 3D Unsteady Reynolds-averaged Navier-Stokes (URANS) equations combined
with the transition SST turbulence model are solved using the finite volume method
to obtain the fully-developed flow field in a repeatable section of the heat exchangers
at a constant wall temperature and at Re = 10, 000. By studying the wide range of
geometrically different tubes, the flow conditions vary significantly.
At low corrugation heights, only a weak secondary flow centred in the corrugated
section is present. At higher corrugations heights, the tangential velocity component
increases and eventually exceeds the axial velocity component causing the highest
pressure to be located at the centre of the corrugated section. At these high corru-
gation heights, a further increase in corrugation height will at best only result in
a small increase in Nusselt number but at a significantly higher pressure loss. To
assess the performance as a heat exchanger, the ratio of enhanced Nusselt number to
enhanced friction factor η = (Nu/Nus)/( f / fs)1/3 compared to the non-corrugated
tube is used. Using this parameter, the simulations show a decrease in performance
at higher corrugation heights. To link the detailed flow fields to the performance as
a heat exchanger, non-dimensional correlations for heat transfer, pressure loss, and
performance parameter are given.
C.1 Introduction
Transferring heat through a straight tube is used in numerous applications.
These applications include, but are not limited to, power generation, air-
conditioning, petrochemical, and diary applications. Two distinct different
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techniques for enhancing heat transfer are commonly used; namely a pas-
sive or active, where the active requires additional power input whereas the
passive does not. Therefore, the passive technique is commonly used where
the geometry is altered in a more of less sophisticated manner deforming the
thermal boundary layer, creating recirculating local flow structures, or larger
secondary flow structures flowing tangentially to the main flow. All these
phenomena affect both heat transfer and friction characteristics.
To enhance the forced convection inside a passive heat exchanger tube,
two different methods are typically used. One method is to alter the flow by
changing the inner geometry of the tube. Another method is to insert loose
or fastened geometrical inserts filling the cross-section of the tube, thereby
promoting mixing resulting in enhanced heat transfer. These techniques do
in general increase the pressure loss as well, which results in the best ge-
ometry having an optimal combination of increased heat transfer at slightly
higher pressure loss. As a result, numerous studies have already been carried
out to investigate the effect of both spirally and transversely tube corruga-
tion. Ganeshan and Rao (1982) investigated the effect of Prandtl number in
seven different spirally corrugated tubes having different width and height
of corrugation while suggesting the ratio between heat exchanger capacity
to pumping power to be 100 to 150 % more efficient for Pr = 4.3 than for
Pr = 109. As a result, this study suggests the spirally corrugated tubes to be
attractive especially for fairly viscous fluids with high Prandtl numbers.
Zimparov et al. (1991) conducted experiments on 25 spirally corrugated
tubes having pitch heights e/D in the range 0.017 to 0.046 and pitch length
in the range 0.25 to 0.65. The study found heat transfer enhancement factors
ranging from 1.77 to 2.73 while the friction factor was increased from 100 to
400 %.
While most studies focus on the region unaffected by entrance effects,
Rainieri and Pagliarini (2002) investigated entrance for highly viscous fluids
with Reynolds number (90 < Re < 800) using experiments and found that
even a high swirl component does not always result in enhanced heat transfer
for 200 < Re < 800.
The number of studies on corrugated tubes of different shapes are in-
creasing in literature. They range from twisted square ducts (Bhadouriya
et al. (2015)), twisted oval tubes (Tan et al. (2013)), sinusoidal transversely
corrugated tubes (Zheng et al. (1990)), to more commonly reported corru-
gated tubes of different shapes. Ağra et al. (2011) does a numerical study on
two corrugated and two helically finned tubes and while concluding that the
helically finned tubes generally have better heat transfer and higher pressure
loss, more studies should be carried out on a wider range of geometrical pa-
rameters to investigate the detailed flow. Han et al. (2012) investigated convex
corrugated tubes using 2D axisymmetric CFD simulations. The study con-
cluded that asymmetric corrugated tubes exhibit an increased heat transfer
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performance of 8-18% compared to symmetric corrugated tubes. Mohammed
et al. (2013) reported integral values of heat transfer and pressure loss for
tubes categorised by pitch height, rib height and rib width. The study con-
cluded that of the geometries investigated, the highest Nusselt number was
obtained for the highest height and width and lowest pitch. Han et al. (2016)
investigated opposite flow directions in the same corrugated tubes and found
that the larger corrugation radius should be located in the upstream direction
for corrugations described by two corrugation radii.
The more recent study by Vicente et al. (2004) presents a systematic in-
vestigation where both the Reynolds and Prandtl numbers are varied from
2000 to 90,000 and 2.9 to 92 respectively for ten different corrugated tubes.
Furthermore, the study gives an overview of different correlations presented
in literature and concludes that for the same corrugation type, the published
results deviate by a factor of 1.3 to 3 in friction factor augmentation and be-
tween 1.2 to 2 for Nusselt number augmentation. Likewise, the literature
overview by Kareem et al. (2015) gives a great overview of all the studies
published in the period 1977 to 2015. The study clearly shows that the num-
ber of publications on passive heat transfer enhancement has increased in
recent years, which is attributed an increased awareness of energy savings.
Furthermore, the study concludes that even though quite a number of stud-
ies already have been published, more parameters should be investigated to
cover larger design spaces.
While a large number of experimental studies on different spirally corru-
gated tubes have been carried out, more detailed studies on the flow field in
various corrugations are limited. This study presents a systematic approach
where geometrical changes are made to the sinusoidally, corrugated tube by
varying the corrugation height and length. Furthermore, the effects of chang-
ing the geometry are quantified by comparing to non-dimensional maps for
heat transfer and pressure loss.
C.2 Geometry and Parameters of Interest
C.2.1 Terminology and representation of the geometry
The geometry in this study is fully described by two parameters; a corruga-
tion height and a corrugation length. Depending on the type of corrugated
tube, different sets of dimensionless numbers are typically used to describe
the geometry. For sinusoidally corrugated tube investigated in this study, the
geometry is fully described by two numbers; a corrugation height and length
defined as:
1. Corrugation length p: the corrugation length being the stream-wise dis-
tance between two successive points where the geometry repeats itself.
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2. Corrugation height e: the corrugation height being the constant dis-
tance between the surface of corrugated tube and the non-corrugated
tube with same diameter.
While including a lot of parameters defining the corrugations, numerous
studies have shown that two main parameters are required to describe the
performance; namely corrugation height and length. The purpose of this
study is therefore to vary these parameters widely. To make the results appli-
cable to any size of corrugated tube, the rest of the study reports corrugation
heights and lengths made non-dimensional with the tube diameter, forming
Π1 and Π2:
Π1 = p/D (C.1)
Π2 = e/D (C.2)
The tubes in this study differ from other studies by having a perfect circular
cross-section. Corrugation is therefore introduced by having a centre line that
twists in the stream-wise direction. The centre line section for one repeatable
part of heat exchanger geometry is described by the sinusoidal function in
(C.3) for t ∈ [0; 1]:
x(t) = e · sin(2πt)
y(t) = e · cos(2πt) (C.3)
z(t) = p · t
Based on the parametric representation in (C.3), the geometries will take the
form shown in figure C.1.
C.2.2 Normalisation and performance parameters
The quantities reported in this study are all made non-dimensional. All veloc-
ities are normalised by the stream-wise bulk velocity ub and all temperatures
by the bulk temperature Tb. The bulk velocity is based on the stream-wise
velocity component z of the velocity field. The bulk velocity and temperature









∫ ∫ T (z, r, θ) u (z, r, θ)
ub (z)
drdθ (C.5)
Where A denotes the cross-sectional area of the tube. To report flow veloc-
ities, the Reynolds number based on the bulk velocity is used. To evaluate
and compare the performance of the different corrugated tubes, two dimen-
sionless quantities describing the heat transfer and pressure loss are used. In
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Figure C.1: Examples of spirally corrugated tubes having different corrugations. From top to
bottom: Tube 1: p/D = 0.5, e/D = 0.10; Tube 2: p/D = 0.5, e/D = 0.05; Tube 3: p/D = 1.0,
e/D = 0.10; Tube 4: p/D = 1.0, e/D = 0.05.
the case of corrugated tubes, two distinct different phenomena contributed
to the pressure loss; wall shear stresses related to the local velocity gradients
normal to the tube surface, and pressure drag related to the local pressure
distribution along the surface. By integrating the two over the surface and av-
eraging yields a single friction factor parameter that takes both into account
and is a direct measure of the pressure loss in the tube. The Darcy-Weisbach
friction factor describing pressure loss and Nusselt number describing heat











where δp is the pressure loss over the periodic section with stream-wise
length p. To evaluate the performance of the corrugated tubes, numerous
criteria have been proposed in studies by Bergles et al. (1974) and Webb
(1981). In this study, the purpose is to increase heat transfer performance
while maintaining the same pumping power power. In the case of constant
inlet temperature and no additional thermal resistances due to for example
fouling, Webb (1981) suggests the criterion given by eq. (C.8) for constant Re
and Pr. This criterion has been used in numerous studies to evaluate changes
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in heat exchanger geometries (Han et al., 2016), (Pethkool et al., 2011):
η =
Nu/Nus
( f / fs)
1/3 (C.8)
where subscript s denotes non-corrugated tubes (e/D = 0). As reference for
the non-corrugated tubes, the widely accepted correlations for the straight
tube suggested by Gnielinski (1976) and Filonenko (1960) are used:
Nus =


















where tube diameter to total pipe length ratio D/L takes entrance effects
into account. In this study where the fully-developed flow is investigated by
using stream-wise periodicity, this term equals zero. The correction factor K
used for this study is (Tb/Tw)
n with n being 0.45 as discussed by Hufschmidt
and Burck (1968) and Jakovlev (1960).
C.3 Numerical Setup
C.3.1 Governing equations
The governing equations being solved are the URANS (Unsteady Reynolds-
averaged Navier-Stokes) equations. That is, the continuity (C.11) and mo-

























where the last term in equation (C.12) is added to account for the pressure
loss in the periodic domain using the in-built function in ANSYS Fluent. The
β term is found by iteration in Fluent to account for the pressure loss over
the small periodic section being modelled. To make the temperature field
periodic, the periodic heat transfer model in Fluent is used where equation






















where the eddy-viscosity νt is the additional viscosity due to the turbulent
scales being modelled using the URANS approach. In this study, the tran-
sition SST turbulence model is used to model turbulence. The transition
SST turbulence model combines transition modelling by Menter et al. (2006)
and the standard SST model by Menter (1992). Using the transition SST tur-
bulence model, the boundary layer separation downstream a corrugation is
more accurately predicted. The following explains the momentum source
term βδ3,i and the scaled temperature field θ.
Stream-wise periodicity
As the flow in the majority of the heat exchanger tubes is both hydro-
dynamically and thermally fully developed, focus will be on this part of
the heat exchanger. Instead of simulating the whole heat exchanger starting
with a non-developed flow and dealing with how the flow develops hydro-
dynamically and thermally, periodic boundaries are utilised to couple the
inlet and outlet. Using this approach, the inlet and outlet are two-way cou-
pled and therefore a driving force is required to balance out the pressure
loss to keep the fluid flowing. Likewise, modifications are required to keep
the temperature from asymptotically approaching the wall temperature. All
turbulent properties used for SST transition turbulence modelling are made
periodic as well, so that the values at the inlet and outlet boundaries are
obtained as the simulation converges. Therefore all boundary values at the
periodic inlet and outlet are obtained during convergence. The approach
suggested by Patankar et al. (1977) is used to make both the temperature and
pressure field repeat itself in a periodic manner. Therefore the βδ3,i term is
added to eq. (C.12) to make the pressure and velocity field periodic. When
using this approach, only the computational domain shown in figure C.2
is used. Assuming a constant wall temperature, the fully-developed tem-
perature field is obtained by solving for the scaled temperature field θ as
suggested by Patankar et al. (1977):
θ(x, y, z) =
T(x, y, z)− Tw
Tz∗ − Tw
(C.14)
where T(x, y, z) is the temperature field, Tw is the constant wall temperature,
and Tz∗ is a local reference temperature profile at the inlet. The reference
temperature Tz∗ at stream-wise position z is given by the following integral
over the cross-sectional surface A:
Tz∗ =
∫
A T|ρ~u · d~A|∫
A |ρ~u · d~A|
(C.15)
That is, solving eq. (C.14) yields the stream-wise periodic temperature pro-







Figure C.2: Overview of the computational mesh and the stream-wise periodic boundaries used.
C.3.2 Numerical procedures
Simulations are carried out using the commercial ANSYS Fluent 16.2 soft-
ware. The governing equations are discretised using the finite volume
method. The pressure and temperature equations are discretised using a
2nd order schemes, while the momentum equation is discretised using a 2nd
order upwind scheme. Turbulent kinetic energy, specific dissipation rate, in-
termittency, and momentum thickness Reynolds number are all solved using
1st order upwind scheme. The transient term is discretised using a 1st order
implicit formulation. To couple the velocity and pressure fields, the SIMPLE
algorithm is used.
C.3.3 Mesh topology
Structured meshes consisting of hexahedral elements are formed using the
meshing tool blockMesh. A quarter of the cross-sectional mesh is shown
in figure C.3 while the overall mesh is visualised in figure C.2. The cross-
sectional mesh is extruded along the path described by (C.3) resulting in a
structured mesh having the same cross-sectional mesh along the length of
the tube. The first cell normal to the wall is placed at y+ ≈ 1 to resolve the
viscous sub-layer part of the boundary layer. Figure C.4 and C.5 shows the
quality of the mesh in terms of cell angles defined by orthogonal quality and
equiangular skew quality defined as:









Equiangular skew = min
[
A · f





















































































Figure C.4: Overview of orthogonal quality for the mesh.
where θe = 90◦ for the hexahedral elements in this study. In (C.17), A is a face
cell normal vector, f is vector from the cell centroid to the face centroid and c
is a vector between two adjacent cell centroids. As shown in figure C.4 and
C.5, 90.4 % of the cells have a high orthogonal quality above 0.84 and 98.2 %
have an equiangular skew quality below 0.36. The first boundary layer cells
have a maximum aspect ratio of 24.
C.3.4 Validation of results
To ensure the results reported in this study are reliable, two measures are





























































































Figure C.5: Overview of equiangular skew quality for the mesh.
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Figure C.6: Grid independence study to investigate the importance of cell count for a corrugated
pipe (Π1 = 1 and Π2 = 0.1).
well within the asymptotic range and close to the estimated true numerical
value. For all meshes, the first cell height is placed within the viscous sub-
layer at y+ ≈ 1 so that the transition SST turbulence model is applicable.
Figure C.6 shows the grid convergence study in terms of average Nusselt
number. To estimate the numerical error, Richardson extrapolation is used
as suggested by Roache (1994). To check whether the different meshes are
within the asymptotic range of the true numerical value for zero grid spacing,









where f1, f2 and f3 refer to values obtained by the finest, second finest and
third finest grids respectively while r refers to grid refinement ratio between
two successive grid refinements. Using Richardson extrapolation, the true
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Figure C.7: Comparison to the Gnielinski correlation (Π1 = 1 and Π2 = 0).
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Figure C.8: Comparison to the Filonenko correlation (Π1 = 1 and Π2 = 0).
value at zero grid spacing f0 is estimated as (Roache, 1994):
f0 ≈ f1 +
f1 − f2
pr − 1 (C.19)
To estimated the required grid resolution, the grid convergence index (GCI)
proposed by Roache (1994) is used:
GCIn =
Fs|ε|
rp − 1 (C.20)
where Fs is a safety factor, ε is the relative error between two grids
ε = ( fn − fn+1)/ fn. Using a safety factor of 3.0, grid refinement factors
GCI12 = 0.037 and GCI23 = 0.067 are obtained. In this study, the Nusselt
number obtained by the mesh having 400,500 cells is within the error band
Nu0±Nu0 ·GCI12 and therefore the mesh having 400,500 cells is used for the
rest of the simulations.
The results obtained for a straight tube (Π1 = 1, Π2 = 0) are in figure C.7
and C.8 compared to eq. (C.9) and (C.10) by Gnielinski (1976) and Filonenko
(1960) for various Reynolds and Prandtl numbers. The comparison suggests
the CFD simulations to be able to predict smooth pipe performance. For
175
Appendix C.
Figure C.9: Region outlined with black is used for visualisation of the flow field. Note the upper
half shows the exact same flow field but is shifted half a period.
the results in figure C.7 and C.8, the Nusselt numbers and friction factors
numbers are within a maximum deviation of 5.4 % and 8.6 % respectively.
C.4 Detailed Flow Field
To understand the mechanisms governing heat transfer and pressure loss, the
flow is visualised in a wide range of geometrically different corrugated tubes.
The flow fields are plotted in the representative periodic region shown with
black in Fig. C.9. The region outlined in Fig. C.9 gives a complete overview
of the three-dimensional fully-developed flow field. That is, all quantities of
interest such as velocity, pressure and temperature at z = 0 for positive y-
values are the same at z = D ·Π1/2 (middle of periodic section) for negative
y-values.
To generalise the observations, all quantities of interest are reported in
dimensionless quantities. The position in the tube is made non-dimensional
by the tube diameter D. The static pressure in the tube is reported using
the pressure coefficient Cp, which is the ratio between static pressure and the
dynamic pressure based on the bulk velocity in:
Cp(x, y, z) =






Where the free stream pressure p∞ is taken at the centre of the tube at
(x, y, z) = (0, 0, 0). The swirling flow is quantified by the ratio of absolute
tangential velocity |utan| to bulk velocity ub:
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corrugated tube with corrugation height and length of e/D = 0.01 and p/D = 1.0 respectively
at Re = 10, 000.
Using this ratio, ψ = 0 corresponds to a purely axial flow, while values φ ≥ 1
shows regions where the tangential velocity locally exceeds the local axial
flow. To quantify the re-circulation zones, a re-circulation factor is defined as
the ratio of stream-wise velocity uz to bulk velocity:




Using this dimensionless number, re-circulation zones are visualised as hav-
ing φ < 0. In the following section, the corrugation height and length are
varied and the corresponding changes in flow fields are reported using the
above mentioned dimensionless numbers.
C.4.1 Effect of corrugation height on the flow field
In the following, changes in flow field caused by varying corrugation height
from e/D = 0.01 to e/D = 0.16 are reported.
Pressure field
Fig. C.10 to C.13 show how changes in corrugation height affects the pres-
sure field visualised by pressure coefficient given by (C.21). At a low cor-
rugation e/D = 0.01, the point of maximum pressure is located close to the
centre of corrugation z/D ≈ 0.55 but with low pressure coefficients Cp < 0.1.
At a slightly higher corrugation height of e/D = 0.05, the point of highest
pressure coefficient is moved further downstream to z/D ≈ 0.7, while the
pressure coefficient is increased to 0.25. At both e/D = 0.01 and e/D = 0.05,
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corrugated tube with corrugation height and length of e/D = 0.05 and p/D = 1.0 respectively
at Re = 10, 000.





corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 1.0 respectively
at Re = 10, 000.
the pressure contours are orientated normal to the stream-wise direction. In-
creasing the corrugation height to e/D = 0.10 results in the point of highest
pressure coefficient to move further downstream to z/D ≈ 0.75, while pres-
sure contours changes direction to be mostly stream-wise oriented revealing
a significant swirl component, which is described below. At a extreme cor-
rugation height of e/D = 0.16, the point of highest pressure coefficient is
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corrugated tube with corrugation height and length of e/D = 0.16 and p/D = 1.0 respectively
at Re = 10, 000.
moved upstream again to the centre of corrugation e/D = 0.5 where the
pressure coefficient obtains values Cp ≥ 2.6. To explain the sudden change in
orientation of pressure coefficient contours from e/D = 0.05 to e/D = 0.10,
the swirling flow fields are presented in the following.
Swirling flow field
Fig. C.14 to C.17 show how changes in corrugation height from e/D = 0.01
to e/D = 0.16 affect the flow field in terms of swirl defined by (C.22).
At a low corrugation height e/D = 0.01, there is an insignificant swirl
which is maximum at the centre of corrugation at z/D ≈ 0.5. Increasing
the corrugation height from e/D = 0.01 to e/D = 0.05 causes the swirl to
increase by a factor 10, while still being located close to the corrugation centre
at z/D ≈ 0.5. Introducing more severe corrugation heights of e/D = 0.10
and e/D = 0.16, increases the swirl while moving the point of maximum
swirl upstream. At an extreme corrugation height of e/D = 0.16, the point
of maximum swirl is located in the first part of the corrugated section at
z/D ≈ 0.25. Furthermore, at this corrugation height, swirl numbers above
1 suggests that the tangential velocity exceeds the bulk velocity in most of
the corrugated section of the tube. The result is a flow field that differs




Figure C.14: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.01 and p/D = 1.0 respectively at Re = 10, 000.
Figure C.15: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.05 and p/D = 1.0 respectively at Re = 10, 000.
Re-circulating flow field
Fig. C.18 to C.21 show how changes in corrugation height from e/D = 0.01
to e/D = 0.16 affect the flow field in terms of re-circulating flow field de-
fined by (C.23). At a low corrugations height of e/D = 0.01, the flow stay
attached to the surface and no re-circulation zone is formed. At a slightly
higher corrugation height of e/D = 0.05, the strong adverse pressure gra-
dient causes the flow to separate and form a re-circulation zone in the first
part of the corrugation section. At a higher corrugation height of e/D = 0.10
with a significantly higher swirl, the re-circulation zone is almost eliminated
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Figure C.16: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.10 and p/D = 1.0 respectively at Re = 10, 000.
Figure C.17: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.16 and p/D = 1.0 respectively at Re = 10, 000.
compared to the lower corrugation height of e/D = 0.05. That suggests the
high swirl to suppress the re-circulation zone. At a even higher corrugation
height of e/D = 0.16, the re-circulation zone is completely eliminated as a
result of highest pressure being located at the centre of the corrugation as
already shown in Fig. C.13.
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Figure C.18: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.01 and p/D = 1.0
respectively at Re = 10, 000.
Figure C.19: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.05 and p/D = 1.0
respectively at Re = 10, 000.
C.4.2 Effect of corrugation length on the flow field
In the following, changes in flow field as a result of varying the corrugation
length from p/D = 0.5 to p/D = 2.0 are reported.
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Figure C.20: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 1.0
respectively at Re = 10, 000.
Figure C.21: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.16 and p/D = 1.0
respectively at Re = 10, 000.
Pressure field
Fig. C.22 to C.24 shows how lowering and increasing the corrugation length
from p/D = 0.10 affects the pressure field in the corrugated tubes. The
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corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 0.5 respectively
at Re = 10, 000.





corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 1.5 respectively
at Re = 10, 000.
case with p/D = 0.10 is already presented in Fig. C.12. Increasing the
corrugation length from p/D = 0.5 to p/D = 1.5 causes the the maximum
pressure coefficient to increase (Fig. C.22, C.12 and C.23). Furthermore, the
location moves towards the centre of the corrugated section. Increasing the
corrugation length further to p/D = 2.0, causes a slight decrease in maxi-
mum pressure coefficient. This can be explained by the tube approaching a
non-corrugated tube as p/D → ∞.
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corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 2.0 respectively
at Re = 10, 000.
Figure C.25: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.10 and p/D = 0.5 respectively at Re = 10, 000.
Swirling flow
Fig. C.25 to C.27 show how the swirling flow field is altered as the corruga-
tion length is changed from a corrugation length of p/D = 1.0 to p/D = 0.5,
p/D = 1.5 and p/D = 2.0. At a low corrugation length of p/D = 0.5,
an almost swirl with almost constant magnitude is present in the corruga-
tion section. When the corrugation length is increased from p/D = 0.5 to
p/D = 1.0, the maximum swirl is increased from ψ ≈ 0.3 to ψ ≈ 0.9. With
a further increase in corrugation length to p/D = 1.5, there is a minimal in-
crease in swirl from ψ ≈ 0.9 to ψ ≈ 0.95, while the point of maximum swirl
moves towards the centre of the corrugated section. Increasing the corruga-
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Figure C.26: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.10 and p/D = 1.5 respectively at Re = 10, 000.
Figure C.27: Swirling flow field visualised by contours of ψ = |utan|/ub in a corrugated tube
with corrugation height and length of e/D = 0.10 and p/D = 2.0 respectively at Re = 10, 000.
tion length further to p/D = 2.0 results in decrease in swirl. This can be
explained by the fact that the corrugated tube approaching a non-corrugated
tube as p/D → ∞, where no swirl is present.
Re-circulating flow field
Fig. C.28 to C.30 show how the stream-wise flow field is altered as the
corrugation length is changed from a corrugation length of p/D = 1.0 to
p/D = 0.5, p/D = 1.5 and p/D = 2.0. Decreasing the corrugation length
from p/D = 1.0 to p/D = 0.5 causes the flow to separate and form a large
re-circulation zone filling up most of the corrugation section. This can be
explained by significantly lower swirl velocity at the low corrugation length
of p/D = 0.5 compared to p/D = 1.0. Increasing the corrugation length to
p/D = 1.5 and p/D = 2.0 eliminates the re-circulation zone present at lower
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Figure C.28: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 0.5
respectively at Re = 10, 000.
Figure C.29: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 1.5
respectively at Re = 10, 000.
corrugations lengths of p/D = 0.5 and p/D = 1.0.
In the following section, the flow field presented in this section are linked
to heat transfer and pressure loss characteristics.
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Figure C.30: Re-circulation zones visualised by axial flow component normalised bulk velocity
uaxial/ub in a corrugated tube with corrugation height and length of e/D = 0.10 and p/D = 2.0
respectively at Re = 10, 000.
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Figure C.31: Nusselt number as function of dimensionless corrugation length p/D and height
e/D at Re = 10, 000 and Pr = 1.0.
C.5 Link Between Flow Field and Heat Exchanger
Performance
Heat transfer and pressure loss are reported by the dimensionless Nusselt
number defined by (C.7) and friction factor defined by (C.6). Fig. C.31 and
C.32 show how changes in corrugation height and length affect the Nusselt
number and Darcy-Weisbach friction factor. At sufficiently low corrugation
heights e/D = 0.01, the performance in terms of Nusselt number approaches
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Figure C.32: Darcy-Weisbach friction factor as function of dimensionless corrugation length p/D
and height e/D at Re = 10, 000.
the non-corrugated tube as the flow fields are only affected to a minor degree.
That is, the flow stay attached to the surface and only a small insignificant
swirl is induced by the corrugation. At a slightly higher corrugation height
e/D = 0.05, the Nusselt number is increased significantly. At this corruga-
tion height, the flow separates and a higher swirl is induced. The result is
an increased heat transfer at an increased pressure loss. At an even higher
corrugation height, the swirl is increased even further and the swirling veloc-
ity eventually exceeds the stream-wise velocity. The result is steeper velocity
gradients at the surface resulting in both higher heat transfer and pressure
loss. When the corrugation height is increased beyond a certain point, the
Nusselt number is expected to decrease as the heat transfer area increases
without any additional increment in heat transfer. This point depends on the
corrugation length. At a lower corrugation length p/D = 0.5, the decrease
in Nusselt number happens between e/D = 0.03 and e/D = 0.07. At higher
corrugation lengths p/D = 1.0, p/D = 1.5 and p/D = 2.0, the decrease in
Nusselt number takes place at e/D > 0.16. At this point, a large re-circulation
zone with low swirl velocities is present in the corrugation section. Here the
flow is dominated by core flow with a high stream-wise velocity. Fig. C.32
shows that the friction factor in general increases with corrugation height.
However, the friction factor increases slower above the point where the Nus-
selt number begins to decrease.








Figure C.33: Performance parameter η = (Nu/Nus)/( f / fs)1/3 as function of dimensionless
corrugation length p/D and height e/D at Re = 10, 000 and Pr = 1.0.
and taking both Nusselt number and friction factor into account, the perfor-
mance evaluation criterion given by (C.8) is used. This criterion is shown in
Fig. C.33 for the different corrugated tubes. Fig. C.33 shows that there is
a corrugation height for every corrugation length that results in the highest
performance parameter. For lower corrugation lengths, this point is found at
lower corrugation heights. This optimum condition is explained by the fact
that the friction factor continues to increase as the Nusselt number only in-
creases slightly for p/D = 1.0, p/D = 1.5, and p/D = 2.0 or even decreases
for p/D = 0.5.
C.6 Conclusion
In this study the fully-developed flow field in different sinusoidally, spi-
rally corrugated tubes is investigated by computational fluid dynamics for a
Reynolds number of 10,000 and Prandtl number of 1.0. The tubes have a con-
stant cross-sectional area and corrugation is introduced by the tubes having a
centre-line described by a sinusoidal function. The investigated corrugations
have corrugations heights in the range 0 to 0.16 and corrugation lengths in the
range 0.5 to 2.0. The results suggests that sinusoidally, corrugated tubes of
the sinusoidally, spirally type exhibit significant heat-transfer enhancing flow
characteristics. To sum up, the major findings on how changes in corrugation
height affects the flow field are:
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• At low corrugations heights e/D = 0.01, the flow stay attached to the
surface and only a small swirl is present with maximum at the centre
of the corrugation.
• At slightly higher corrugations heights e/D = 0.05, the increased ad-
verse pressure gradient causes the flow to separate resulting in a sig-
nificant re-circulation zone. The swirling magnitude is increased again
but is still centred at the corrugation centre.
• At a corrugation height e/D = 0.10, the swirling flow begins to domi-
nate with tangential velocities in the order of the bulk velocity.
• At a high corrugation height e/D = 0.16, a strong swirl with a tangen-
tial velocity component exceeding the stream-wise velocity component
is present in almost all the corrugation section. The high swirl elimi-
nates re-circulation zones by a high pressure centred in the corrugation
section.
Likewise, major findings on how changes in corrugation length affect the
flow field are:
• At sufficiently low corrugation lengths (this corrugation length depends
on the corrugation height), a re-circulation zone filling up most of the
corrugated section is present.
• At a slightly higher corrugation length, the swirl velocity is increased
while the re-circulation zone is decreased. The result is increased Nus-
selt number and friction factor.
• When increasing the corrugation length further, the re-circulation zone
is completly eliminated while the swirl is increased to its maximum.
This is the point resulting in the highest Nusselt number.
• As the corrugation length is further increased, the swirl starts to de-
crease as the tube approaches the non-corrugated tube.
By comparing the flow field to the Nusselt number and Darcy-Weisbach fric-
tion factor, the results show that the radically different flow field at high
corrugations only increases the heat transfer slightly at a significant increase
in pressure loss. In general, the tubes without stream-wise re-circulating flow
seems to be optimal for transferring heat at constant pumping power when
comparing to a non-corrugated tube.
Furthermore, tubes having a high swirling velocity combined with elimi-
nated re-circulation zones are expected to be less prone to particulate deposi-
tion. Therefore, further numerical or experimental studies could be focused
on investigating the optimal tube by a combination of Nusselt number, fric-
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f Darcy–Weisbach friction factor
h Convective heat transfer coefficient
k Thermal conductivity
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τ Wall shear stress
φ Axial flow parameter
ψ Swirling flow parameter
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b Bulk values
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Abstract
General guidelines on how to choose the optimal working fluid based on the hot source
temperature available are reported. Based on a systematic approach, 26 commonly
used working fluids are investigated by optimisations at hot source temperatures in
the range 50-280 ◦C at intervals of 5 K. The genetic optimisation algorithm is used
to optimise net power output by an optimal combination of turbine inlet pressure and
temperature, condenser pressure, hot fluid outlet temperature, and mixture composi-
tion for mixtures.
The results suggest that the optimum working fluid in terms of maximum net
power output has a critical temperature approximately 30-50 K below the hot source
temperature. When two or more fluids with the same critical temperature are avail-
able, the ones with a positive slope of vapour saturation line are generally favoured.
When mixtures are considered, the optimal mixture composition should be chosen
so that the critical temperature of mixture is approximately 30-50 K below the hot
source temperature and the temperature glide during condensing should approximate
the temperature rise of the cold source.
D.1 Introduction
To help reduce the consumption of fossil fuels, some currently non-utilised
low-grade heat sources can be used. Heat sources with temperatures in
the range 50-280◦C are found in numerous places ranging from geothermal
sources to waste heat from process industries to marine vessels. For these
purposes, the Rankine cycle can be implemented to convert thermal energy
into mechanical or electrical power. Traditionally, water has been used as
working fluid due to the fact that it is both chemically stable, non-toxic, non-
flammable, environmental friendly, cheap, and widely available (Tchanche
et al., 2011). Organic fluid alternatives do however exhibit thermodynamic
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properties that make them highly suited for extracting energy at low tem-
peratures. As pointed out by Tchanche et al. (2011) these include a lower
heat of vapourisation, lower temperature and pressure for the evaporation
process, an expansion process that ends up in the vapour region, and a lower
pressure ratio between evaporation and condensation resulting in a smaller
turbine requirements. Other important thermodynamic properties include
significantly lower critical temperatures and pressures, lower specific volume
and different transport properties resulting generally in worse heat transfer
characteristics and therefore different heat exchanger requirements. Further-
more, characteristics such as toxicity, flammability, fluid cost, ozone depletion
potential, and global warming potential should be considered as well.
Due to the above mentioned differences, much research has already been
carried out on ORC (organic Rankine cycles) for utilising low-grade energy
with temperatures in the range 50-280◦C. Some studies mainly focus on cycle
design or working parameters while others focus mainly on working fluid
selection. Some limit their research to a particular application with a single
hot source temperature while other study different cases having different
hot source temperatures. The literature overview by Bao and Zhao (2013)
gives a great overview of the amount of literature dealing with working fluid
selection. Furthermore, the study sums up the recommendations for working
fluid selection for different hot source temperature ranges presented in the
literature.
While some studies investigate and optimise the molecular composition of
the working fluid by CAMD (computer aided molecular design) (Papadopou-
los et al., 2010), other studies focus on more or less sophisticated equations
of state to predict the properties of pure fluids and mixtures to model the
cycles and compare the fluids in terms of first or second law efficiency, net
power output, or total irreversibility. Saleh et al. (2007) used the BACKONE
equation of state to screen the thermodynamic properties of 31 pure compo-
nent working fluids resulting in a set of general guidelines on cycle design
depending on the type of fluid. These guidelines suggest that the highest
amount of energy can be transferred to super-critical fluid whereas the high
temperature sub-critical fluid provides the worst heat transfer. In terms of
thermodynamic efficiency, the highest values are obtained for high boiling
substances with overhanging saturation domes operated at sub-critical con-
ditions. Newer studies do however typically rely on the state-of-the-art com-
mercially available REFPROP library by Lemmon et al. (2013) to estimate
thermodynamic and transport properties of both pure fluids and mixtures.
This thermodynamic database relies on experimentally obtained equations of
state.
Studies on zeotropic mixtures include Heberle et al. (2012); Radulovic
and Castaneda (2014) who reports second law increments of up to 15 % by
utilising mixtures instead of the pure fluids involved. Studies such as Li et al.
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(2014); Andreasen et al. (2014) point out how the temperature glide results in
a better thermal match between the hot source and working fluid but results
in larger heat exchanger areas as well. The study by Prasad et al. (2015)
does however suggest the required expander size to decrease when zeotropic
mixtures are utilised.
The study by Maraver et al. (2014) presents a systematic approach where
cycles with R134a, R245fa, Solkatherm, m-Pentane, Octamethyltrisiloxane,
and Toluene are optimised. Based on these optimisations, guidelines on how
to maximise the exergy efficiency are given. One conclusion is that the heat
capacity flow of the hot source should be similar to the heat capacity flow
of the working fluid. Furthermore, the working fluids whose critical tem-
perature is much lower than the hot source temperature result in lower ther-
modynamic performance. The results presented by Braimakis et al. (2015)
for hot source temperatures in the range between 150◦C and 300◦C suggest
the optimal fluids in terms of exergy efficiency to be mixtures when the hot
sources temperature exceeds 170◦C. Furthermore, the study concludes that
at below 170◦C, pure fluids in trans-critical cycles perform better.
Common for most fluid selection studies in relation to organic Rankine
cycles is that they typically consider a single or set of cases with a specific hot
source temperatures. As pointed put by the literature review by Lecompte
et al. (2015), the difference in boundary conditions, makes a direct compari-
son between the studies a challenge. Therefore, a recent trend in ORC studies
is to propose more general guidelines whenever possible. Xu and Yu (2014)
screened 57 fluid candidates to be used with a flue gas hot source. The study
suggests that the optimal fluids candidates in terms of thermal efficiency
have critical temperature in the range of 20-30 K below to 100 K above the
hot source temperature. Other recent studies report optimal and constant
values of Tcrit/Thf,in ≈ 0.5 (Andreasen et al., 2014), Tcrit/Thf,in ≈ 0.8 (Vetter
et al., 2013), which focus on two or three hot source temperatures respec-
tively. The recent fluid selection study by Vivian et al. (2015) investigated
three different hot source temperatures of 120◦C, 150◦C, and 180◦C. Based
on the results given in this study, the optimal fluids have Tcrit − Thf,in ≈ 35◦C,
which is quite different from the previous studies.
By varying the hot source temperature and investigating a high number
of commonly used working fluids, the purpose of this study is to establish a
set of guidelines which can be used as preliminary design tool when a Rank-
ine cycle is to be designed for a specific purpose. These guidelines extend the
ones by Vivian et al. (2015) and gives a secondary selection criterion that can
be used, when more fluids have approximately the same critical temperature.
First the applicability of the working fluid selection guideline presented by
Vivian et al. (2015) is extended to the temperature range 50◦C to 280◦C as
this interval covers most low temperatures ranging from geothermal sources



















Cold source outletCold source inlet
Figure D.1: Schematic of the Rankine cycle considered along with annotations used in this study.
that the slope of vapour saturation line can be used to choose between two
fluids having the approximately same critical temperature, both fulfilling the
guideline presented by Vivian et al. (2015). Lastly, a set of mixtures are in-
vestigated to show that the already presented guidelines are shown to be
applicable for mixtures as well.
D.2 Modelling Approach
D.2.1 System and parameter overview
The basic Rankine cycle consisting of a pump, pre-heater, evaporator, super-
heater, turbine, and a condenser illustrated in figure D.1 is considered. The
working fluid leaves the condenser as saturated liquid (point 1), is pumped
to a higher pressure (point 2), is heated at constant pressure in the boiler
to a given temperature to either saturated vapour or superheated vapour
(point 3), is expanded in a turbine (point 4), and is condensed before entering
the pump again (point 1). Depending on the fluid and hot source temperature
considered, the cycles are either sub-critical or trans-critical depending on
how the maximum net power output can be obtained.
The parameter of interest in this study is mainly the net work output
defined by:
Wnet = ṁwf (h3 − h4 − h2 + h1) , (D.1)
This parameter describes how much power the given Rankine cycle is able
to produce under the given conditions. Table D.1 lists the conditions and
parameters used in the study and if they are independent, dependent, or
constant values throughout the analysis. The parameters are chosen to re-
semble the conditions in waste heat recovery systems. To be able to compare
the results to other systems using different hot sources than dry flue gas, the
heat capacity rate ċp = ṁ · cp is used as a unique parameter. This parameter
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Table D.1: Modelling parameters in the analysis.
Parameter Symbol Value
Hot source
Hot fluid Dry air
Hot source inlet temperature Thf,in [50;280] ◦C
Hot source outlet temperature Thf,out indep.
Hot source pressure Phf 1.5 bar
Pinch point temperature in boiler Tpp,boil 10 K
Hot source mass flow rate ṁhf 150 kg/s
Cold source
Cold fluid Water
Cold source inlet temperature Tcf,in 15 ◦C
Cold source outlet temperature Tcf,out 20 ◦C
Cold source pressure Pcf 1.5 bar
Pinch temperature in condenser Tpp,cond 5 K
Cold source mass flow rate ṁcf depen.
Cycle parameters
Turbine inlet temperature Tturb,in indep.
Working fluid mass flow rate ṁwf depen.
Boiling pressure Pboil indep.
Condensation pressure Pcond indep.
Working fluid composition χ indep.
Pump isentropic efficiency ηpump 0.8
Turbine isentropic efficiency ηturb 0.8
Number of boil. discretisations nboil 40
Number of cond. discretisations ncond 40
defines the rate at which temperature changes as energy is transferred. Esti-
mating ċp based on the hot source mass flow of 150 kg/s, the heat capacity
rate is almost constant at values between 151 kJ/(K·s) and 156 kJ/(K·s) for
inlet temperatures in the range between 50 ◦C and 280 ◦C.
As shown in table D.1, a constant mass flow rate of 150 kg/s is used in this
study. It is however important to note that it does not affect the guidelines
presented in this study. That is, a unit mass flow rate could have been used
as well, resulting in the exact same guidelines. The mass flow rates of the




D.2.2 Heat transfer modelling
The energy transferred in the heat exchangers can be estimated by the overall
heat transfer coefficient U, the heat transfer area A, and the mean tempera-
ture difference at which energy is transferred:
Q̇ = UA∆Tlm, (D.2)
where details on how the temperature difference is evaluated are given in
subsection D.2.3. Instead of applying partly validated correlations for U
to cover all the different fluids, conditions, and mixtures considered in this
study, UA values are reported. The UA value for a heat exchanger is a mea-
sure of the required heat exchanger size. For this study, where the hot source
is flue gas with a low Prandtl number, the heat transfer in the boiler is lim-
ited by the flue gas side heat transfer as stated by Roetzel and Spang (2010).
When mixtures are considered, the boiling and condensing heat transfer co-
efficients differ significantly as described by Cheng and Mewes (2006). For
this study transient effects due to fouling and start-up of the system are not
considered. As UA values are reported, the reader can use their own heat
exchangers with known UA values to get the results reported.
D.2.3 Heat exchanger discretisation
As already pointed out by Maraver et al. (2014), the heat exchanger discreti-
sation is important to resolve the heat transfer process. For this study, where
fixed pinch points in the boiler and condenser are used, the pinch point loca-
tion is unknown before modelling the process. Furthermore, as the additional
computational time is proportional to the number of discretisations, it is a im-
portant in order to keep the overall computational time of the optimisations
as low as possible low. Therefore, a discretisation analysis is carried out in
the present study to find a reasonable number of discretisation for a typical
heat exchanger process. The trans-critical process having almost parallel T-Q
profiles for the hot source and working fluid does not require a high number
of discretisations to resolve the process. Therefore, focus is on the sub-critical
boiling and condensation processes. Figure D.2(a) and (b) show examples of
a sub-critical boiling process and condensation process using ammonia as the
working fluid being heated by hot source at 100 ◦C. The pressure levels and
turbine inlet temperature, and hot source outlet temperature are found by
the optimisation process presented in this study. Each process is discretised
with n = 5 and n = 10, 000 to illustrate the difference between a coarse and
very fine discretisation.
As the figure shows, the discretisation used influences the amount of en-
ergy extracted from the hot source. To quantify the effect of discretisation,
figure D.3 shows the mean temperature difference with different number of
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Figure D.2: Comparison of T-Q profiles for ammonia being heated by a hot source at 100◦C
with different number of discretisations n in: (a) Boiler with n = 5, - - -, n = 10, 000, —–; (b)
Condenser with n = 5, - - -, n = 10, 000, —–.













































Figure D.3: The influence of number of discretisations on the mean temperature difference
between hot/cold source and the working fluid being ammonia and hot source at 100 ◦C in this
example: Boiler, —–, condenser, - - -.
discretisations in the range [5;2560] normalised by the mean temperature dif-
ference with 5 discretisations.
Based on the results in figure D.3, the heat exchangers are discretised into
40 sections. These discretisations are both used when evaluating the pinch











Table D.2: Working fluids considered in this study along with their critical point, inverse slope
of vapour saturation line, and chemical name and listed by their ASHRAE number.
Number Chemical name Tcrit [◦C] Pcrit [bar] ξ [J/(kg K2)] Equation of state
R22 chlorodifluoromethane 96.2 5.0 -1.32 Kamei et al. (1995)
R23 trifluoromethane 26.1 4.8 -8.87 Penoncello et al. (1995)
R32 difluoromethane 78.1 57.8 -3.55 Tillner-Roth and Yokozeki (1997)
R41 fluoromethane 44.1 59.0 -8.05 Lemmon and Span (2006)
R123 2,2-dichloro-1,1,1-trifluoroethane 183.7 36.6 0.41 Younglove and McLinden (1994)
R124 2-chloro-1,1,1,2-tetrafluoroethane 122.3 36.2 0.24 de Vries et al. (1995)
R125 pentafluoroethane 66.0 36.2 -0.23 Lemmon and Jacobsen (2005)
R134a 1,1,1,2-tetrafluoroethane 101.1 40.6 -0.37 Tillner-Roth and Baehr (1994b)
R141b 1,1-dichloro-1-fluoroethane 204.4 42.1 0.35 Lemmon and Span (2006)
R142b 1-chloro-1,1-difluoroethane 137.1 40.6 0.03 Lemmon and Span (2006)
R143a 1,1,1-trifluoroethane 72.7 37.6 -0.75 Lemmon and Jacobsen (2000)
R152a 1,1-difluoroethane 113.3 45.2 -1.29 Outcalt and McLinden (1996)
R170 ethane 32.2 48.7 -9.86 Buecker and Wagner (2006b)
R218 octafluoropropane 71.9 26.4 0.89 Lemmon and Span (2006)
R227ea 1,1,1,2,3,3,3-heptafluoropropan 101.8 30.0 0.79 Lemmon and Span (2006)
R236ea 1,1,1,2,3,3-hexafluoropropane 139.3 35.0 0.78 Huber and Ely (1994)
R245ca 1,1,2,2,3-pentafluoropropane 174.4 39.3 0.77 Huber and Ely (1994)
R245fa 1,1,1,3,3-pentafluoropropane 154.0 36.5 0.61 Lemmon and Span (2006)
R290 propane 96.7 42.5 -0.76 Lemmon et al. (2009)
R600 butane 152.0 38.0 1.19 Buecker and Wagner (2006a)
R600a isobutane 134.7 36.3 1.07 Buecker and Wagner (2006a)
R601 pentane 196.6 33.7 2.07 Jaeschke and Schley (1995)
R601a ipentane 187.2 33.8 2.09 Lemmon and Span (2006)
R717 ammonia 132.3 113.3 -11.52 Tillner-Roth and Baehr (1994a)
R744 carbon dioxide 31.0 73.8 -9.58 Span and Wagner (1996)
R7146 sulfur Hexaflouride (SF6) 45.6 37.6 -0.41 Guder and Wagner (2009)
D.2.4 Working fluids and their thermodynamic properties
A list containing the 26 fluids candidates considered in this study is given in
table D.2. These fluids investigated are fluids commonly reported in litera-
ture.
Along with the critical temperature and pressure, the inverse of the slope
of vapour saturation line ξ = ds/dT on the T-s diagram is given. This
parameter, first proposed by Liu et al. (2004) has been suggested in other
studies along with the critical point to be key parameters when determining
the maximum potential of a given fluid at a given hot source temperature.
In this study, ξ is evaluated at ds2/dT2 = 0 for dry fluids and at 20◦C for
wet fluids corresponding to approximately the condensing temperature. If
ds2/dT2 = 0 does not exist between 20◦C and Tcrit, then it is evaluated at
20◦C for dry fluids as well. This approach has been used for all the fluid can-
didates investigated in this study and is found to give representative values
of xi for the cycles considered. Examples are given in figure D.4 with pen-
tane and propane as dry and wet fluids respectively. The figure shows both
the pure fluids and how the saturation dome is altered by different mixture
compositions.
As research still goes on to improve the equation of states for the different
fluids, the references for the equations of states used in this study are given
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Specific entropy s [J kg-1K-1]















































Figure D.4: Saturation domes for a propane-pentane mixture of compositions 0/1 (pure pen-
tane), 0.25/0.75, 0.50/0.50, 0.75/0.25, and 1/0 (pure propane). The slope of vapour saturation
lines ξ evaluated at the evaluation criterion used in this study are shown as well. Note that the
lines shown correspond to ξ−1 = dT/ds.
in the last column in table D.2.
To visualise the slope of vapour saturation line and critical temperatures
of the fluids considered, figure D.5 is used. To evaluate thermodynamic prop-
erties for the fluids the extensive REFPROP library by Lemmon et al. (2013)
is used, as reviews of thermodynamic databases such as Ziviani et al. (2014)
suggests the REFPROP library to be the most complete in terms of available
fluids and accuracy. Typical accuracies are 0.1 % in densities, 1 % in heat
capacities, 1 % in speed of sound, and 0.2 % in vapour pressure. The un-
certainties do however vary by small amounts for the different fluids and for
some fluids the exact uncertainty remains undocumented. Transport proper-
ties are not modelled as neither the heat exchangers nor the pressure loss is
modelled.
To model exact T-s profiles, temperature dependent heat capacities are
taken into account for both sources. The hot source is modelled as a combi-
nation of 21 % oxygen, 78 % nitrogen, and 1 % argon on mole basis, which
corresponds to atmospheric air, as atmospheric air and flue gas contains al-
most the same thermodynamic properties (within 2-3 %). The cold source
is modelled as pure water according to the equation of state presented by
Wagner and Pruss (2002) and implemented in the REFPROP library.
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Slope of vapour saturation line ξ [J kg-1 K-2]





















































Figure D.5: Critical temperature as function of slope of vapour saturation line for the pure fluid
candidates considered in this study.
D.3 Optimisation
D.3.1 Definition of optimisation problems
The optimisation problem considered will be to maximise the net work out-
put by optimal combination of turbine inlet temperature and pressure, hot
source outlet temperature, and condensing pressure. For mixtures, the mix-
ture composition χ is optimised as well. A set of constraints is set up to allow
only thermodynamically feasible designs that do not violate the specific min-
imum pinch point temperatures given in table D.1. As the optimisation is
carried out for different fluid candidates and different hot source tempera-
tures, the constraints vary for every optimisation. For example the minimum
condenser pressure depends on the saturation pressure, which is fluid de-
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Table D.3: Mesh parameters for the different meshes.
cells Value
Maximum number of generations 300
Maximum number of stalled generations 50




pendent. The following expresses the optimisation in a general manner:
maximise: Wnet = f
(
Tturb,in, Pturb,in, Thf,out, Pcond, χ
)
,
subject to: Tcf,in + Tpp,cond ≤ Tturb,in ≤ Thf,in − Tpp,boil,
Tcf,in + Tpp,cond + Tpp,boil ≤ Thf,out ≤ Thf,in,
Psat@T=Tcf,in ≤ Pcond ≤ Pturb,in, (D.4)
Pcond ≤ Pturb,in ≤ 200 bar,
0 ≤ χ ≤ 1,
1 ≤ xturb,out,
where χ denotes the mass fraction of the first-mentioned substance for a
given mixture and xturb,out is the quality of the fluid at the outlet of the tur-
bine. This optimisation process described by (D.4) is carried out of every
fluid in table D.2 at hot source temperatures ranging from 50◦C to 280◦C at
intervals of 5 K.
D.3.2 Considerations on convergence
For the optimisations carried out in this study, the MATLAB implementation
of the genetic algorithm first presented by Holland (1992) is used. By using
the genetic algorithm, the global optimum is found by a successive series of
cross-over and mutation operations. For this study, convergence is assumed
when the average relative change in net power output is 10−10 over 50 stalled
generations. This criterion is chosen to ensure the true optimum is found.
Table D.3 gives an overview of the settings used for genetic algorithm.
Running the same optimisation multiple times with the settings in
table D.3 is found to give consistent results. This suggests that the optimisa-
tion algorithm has successfully found the true optimum.
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D.3.3 Validation of results obtained
To make sure that the results obtained by the thermodynamic models are
accurate, and that the optimisation process convergences to the optimum
with reasonable accuracy, the results are compared to results reported in lit-
erature. To ensure sufficient convergence is obtained for both optimisation
algorithms, the modelling parameters in table D.1 are changed to fit those in
other studies and the results are compared. Andreasen et al. (2014) presents
results for Thf,in = 120 ◦C and Thf,in = 90 ◦C for the simple ORC for both
pure fluids and mixtures. The results obtained by the model in this study de-
viate less than 3 % when comparing quantities such as boiler and condenser
pressure, and turbine inlet temperature. Other studies used for comparison
include Walraven et al. (2013), Dai et al. (2009), and Chys et al. (2012).
D.3.4 Visualisation of parameters and objective function
As multiple parameters are considered in this optimisation, a way to visu-
alise the results of the optimisations is required. Figure D.6 visualises the
results of the optimisation by relating the different parameters and the ob-
jective at a hot source temperature of 200 ◦C. For most fluid candidates, the
almost parallel lines between the hot source outlet temperature, turbine inlet
temperature, boiling pressure, and condensation pressure suggests these to
be directly related. Four fluid candidates, namely R141b, R123, R245ca, and
ammonia, the relation between hot source outlet temperature and turbine in-
let temperature differs significantly. Inspection of the cycles for R141b, R123,
and R245ca shows that these are all operated sub-critically with a distinct
evaporation process. The more dry fluids fluids having high critical tempera-
tures like pentane and ipentane are expanded directly through the saturation
dome after pre-heating resulting in the tri-lateral cycle, which is discussed in
details by Fischer (2011) and Ajimotokan and Sher (2015).
D.4 General Considerations on Optimal Fluids
Based on Optimisation
D.4.1 Pure fluid candidates
Figure D.7 shows the maximum potential in terms of net power output Wnet
for some of the pure working fluid candidates at a varying hot source temper-
ature Thf,in in the range [50;280] ◦C with 5 K intervals. That is, each point in
the figure corresponds to an optimal solution found by the genetic algorithm.
The results in the figure D.7 shows how the maximum net power out-
put in general increases with higher hot source temperatures. The maximum
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Figure D.6: Parallel coordinates showing the how the parameters are linked to the objective
function for the optimised cycles using the different fluid candidates at a hot source temperature
of 200 ◦C.
net power output that can be obtained for a given fluid increases exponen-
tially at low hot source temperatures. At a certain transition point, the net
power output begins to increase linearly with increasing hot source temper-
ature. This critical point is observed to be fluid dependent and is found to
occur when the optimal cycle changes from being sub-critical to trans-critical.
When comparing the different fluids, the figure suggests that each fluid only
has a single and limited range in which it is optimal. That is, a fluid result-
ing in high net power output at low temperatures will not perform as good
at high temperatures when compared to other fluids. To better compare the
results in figure D.7, the optimised net power output is normalised by the
optimised net power output for ammonia at the same hot source tempera-
ture. The normalised results are shown in figure D.8. Using this approach,
the different fluids have a certain hot source temperature at which the ratio
Wnet/Wnet,ammonia is maximum. Ammonia is chosen for comparison because
it is a commonly used fluid in various cycles.
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Figure D.7: Optimal designs in terms otransferedf net power output for different working fluid










































Figure D.8: Optimal designs visualised by the net power output normalised by ammonia for
different working fluids at a varying hot source temperature in the range [50;280]◦C.
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Table D.4: The optimal working fluids in terms of net power output in different hot source
temperature ranges.
Hot source temp. Fluid Critical













The figure shows how ammonia is outperformed or outperforms the dif-
ferent fluid candidates in terms of net power output at different hot source
temperatures in the range [50;280]◦C. If another fluid was used for compari-
son, this figure would look different, but the relative difference between the
working fluid candidates would still be same. To investigate whether there
is a correlation between the optimal fluid in the different hot source temper-
ature intervals and their critical temperature, table D.4 is used. This table
lists the optimal working fluid candidates in terms of net power output in
different hot source temperature ranges along with their critical temperature.
Table D.4 shows how the best fluid candidates all should be operated at
hot source temperatures above their critical temperature, which can be ex-
plained by a better thermal match with hot source temperature allowing for
a better hot source utilisation. As an example, figure D.9 shows the opti-
mal cycles for R218 when the hot source temperature is varied between 75◦C
and 140◦C. The figure shows that when the Thf,in = 95◦C (approximately
25 K above the critical point) the optimal cycle is trans-critical resulting in a
significantly better thermal match between the hot source temperature and
working fluid. The result is a high net work output and consequently a low
mean temperature difference. As heat is transferred at a lower mean temper-
ature difference, the required heat exchanger size will be significantly higher.
Figure D.10 and D.11 show the net power output to heat exchanger UA-value
for the boiler in D.10 and condenser in D.11 for the designs in figure D.7.
The results in figure D.10 suggest the net power to boiler heat exchanger
UA-value to increase with hot source temperature, until a certain hot source
temperature where the ratio drops drastically. This sudden drop in net power
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Figure D.9: Optimal cycles for R218 with hot source temperatures in the range [75;140]◦C with


























Figure D.10: Optimal designs by net work output shown with net power output per heat ex-
changer UA-value for the condenser and boiler at a varying hot source temperature in the range
[50;280]◦C.
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Figure D.11: Optimal designs by net work output shown with net power output per heat ex-
changer UA-value for the condenser and boiler at a varying hot source temperature in the range
[50;280]◦C.
to heat exchanger UA-value ratio can be explained by the optimal cycles go-
ing from sub-critical to trans-critical. Furthermore, the results suggest this
sudden drop to be more evident for dry fluids having ξ < 0. On the other
hand, fluids having ξ  0 such as ammonia, ethane, CO2, R23, and R41 do
not show this behaviour. The results in figure D.11 suggest the net power
to condenser heat exchanger UA-value to increase throughout the hot source
temperature range. This can be explained by the increasing net power output
and the condenser UA-value being almost constant due to fixed conditions
for the cold source.
The results in table D.4 suggest that an optimal pure working fluid should
have a critical temperature 30-50 K below the hot source temperature. As fig-
ure D.8 suggested, all the working fluids have a temperature range in which
they are significantly better than ammonia. For fluids having low critical tem-
peratures such as R23, CO2, and Ethane, they outperform ammonia at low
hot source temperatures. Likewise do the fluids having high critical temper-
atures such as R141b, pentane, ipentane, and R123 outperform ammonia and
high hot source temperatures. This statement is in fact valid for all the work-
ing fluid candidates investigated in this study. Figure D.12 shows the nor-
malised net power output as function of temperature difference between the
hot source inlet temperature and the critical temperature. As the figure sug-
215
Appendix D.
Difference between hot source and critical temperature Thf,in-Tcrit [K]






























































Figure D.12: Normalised net power output as function of temperature difference between the
hot source and critical temperature of the fluid candidates.
gests, all the candidates outperform ammonia when operated at a hot source
temperature approximately 30-50 K above their critical temperature, that is
Thf,in − Tcrit = [30; 50] K. For fluids having ξ  0 such as pentane and ipen-
tane, Thf,in − Tcrit should be slightly lower around Thf,in − Tcrit = [0; 15] K but
still operated at Thf,in > Tcrit. The results of this study therefore suggests that
there is not a single Thf,in/Tcrit parameter resulting in optimal performance.
Instead, a optimal difference (Thf,in − Tcrit) exists, such that the performance
is optimal for a given hot source temperature.
Two fluids candidates can however have the almost same critical temper-
ature. Therefore, a criteria is set up to choose between two fluids having the
approximately same critical temperature in order to obtain the maximum net
work output. Studies from literature have suggested the the slope of vapour
saturation line to play a major role as super heating can be avoided for fluids
with ξ > 0. Figure D.13 shows the optimal fluids from table D.4 listed by
their critical temperature and slope of vapour saturation line. Ethane and
R23 being the optimal fluids for hot source temperatures in the range [50;70]
have both ξ  0. An alternative could have been R7146 (SF6) which only
has a slightly higher critical temperature but ξ ≈ 0. This result suggests the
critical temperature to be more important than the slope of vapour saturation
line, when looking for a working fluid for a given hot source temperature to
obtain the maximum net power output. If fluids having critical temperatures
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Slope of vapour saturation line ξ [J kg-1 K-2]























































Figure D.13: Optimal working fluid candidates shown in a critical temperature as function of
slope of vapour saturation line chart.
similar to R23 and Ethane and slope of vapour saturation line close to zero
were included, these are expected to perform better than R23 and Ethane.
At hot source temperatures in the range [95;190]◦C, fluids having ξ > 0 are
favoured when more fluid candidates have almost the same critical tempera-
ture, an example being R218 and R143a where R218 has ξ > 0 and R143a has
ξ < 0. For mixtures, the critical temperature and slope of vapour saturation
line depends on the mixture composition. In the following, considerations
on the optimal mixture are given.
D.4.2 Mixture candidates
By considering mixtures with the mixture composition as a design variable,
the mixture composition χ can be used to alter the two parameters discussed
until now. That is the critical temperature Tcrit and slope of vapour saturation
line ξ. How the position in the Tcrit − ξ chart is altered when the composi-
tion is shifted by 0.1 for the mixtures is shown in figure D.14. Furthermore,
the mixtures do as well introduce a temperature glide, which allows for a
better thermal match with the hot and cold sources. This is especially im-
portant for the iso-thermal condensation and sub-critical boiling processes,
which would otherwise introduce large irreversibilities. Figure D.15 shows
the temperature glide for the three mixtures as function of mixture compo-
sition for condensation processes where the mixtures leave the condenser at
217
Appendix D.
Slope of vapour saturation line ξ [J/kg K2]









































Figure D.14: Critical temperature as function of slope of vapour saturation line for the mixtures
considered in this study. Marks are placed at changes in mixture composition of 0.1.
Mixture compositon χ [-]































Figure D.15: Temperature glide of the mixtures during condensation as function of the mixture
composition when mixture leaves the condenser at saturated liquid at 20 ◦C.
saturated liquid at 20 ◦C. Performing the optimisations for the mixtures with
the mixture composition as an additional design variable, the results in figure
218


















































Figure D.16: Optimal designs visualised by the net power output normalised by ammonia for
different working fluid mixtures at a varying hot source temperature in the range [50;280] ◦C
with intervals of 10 K. The pure fluid candidates from figure D.8 are shown for reference.
D.16 are obtained with the mixture compositions shown in figure D.17.
As the mixture composition is found by optimisation, the mixtures should
at least perform as good as the pure fluids used in the mixture. Figure D.16
shows that this is actually the case. Furthermore, the figure shows that the
mixtures in most cases perform better than the pure fluids with the excep-
tion of the propane-pentane mixture, which at hot source temperature above
200◦C perform similar to pure pentane. Figure D.17 shows that the opti-
mal mixture composition for the propane-pentane mixture is indeed 0 (cor-
responding to pure pentane) for Thf,in > 200◦C. That is, even though the
condensation process can be improved by a better thermal match by adding
propane to pentane, the lower critical temperature introduced by adding
Propane results in lower net power output.
For the propane-butane mixture, the net power output is increased at all
hot source temperatures, suggesting a temperature glide to increase the net
power output even though the critical temperature is decreased slightly by
the addition of propane. At lower hot source temperatures (Tth,in < 190◦C),
the optimal mixtures contain Propane fractions in the order of 0.8-0.9. At
higher hot source temperatures (Tth,in > 190◦C) the optimal mixture com-
position changes radically to consist of mostly butane. In all the hot source

































Figure D.17: Optimal mixture composition at varying hot source temperatures in the range
[50;280]◦C with intervals of 10 K.
of approximately 5 K resulting in a good thermal match with the cold source.
For the propane-ethane mixture, the net power output is again increased
in all the hot source temperature interval compared to the pure propane and
ethane. Again a radical change in mixture composition is observed. For
the propane-ethane mixture this transition occurs at 140◦C, where the opti-
mal mixture composition changes from approximately 0.15/0.85 to 0.95/0.05.
Both these mixture compositions result in a temperature glide of 5 K as seen
in figure D.15. As opposed to the other two mixtures, the propane-ethane
mixture favours propane at higher temperatures (Thf,in > 140◦C). This can
be explained by the fact that propane has a higher critical temperature than
ethane.
To sum up, all three mixtures show that the net power output can be in-
creased by a mixture compared to the corresponding pure fluids alternatives.
The optimisations furthermore suggest that the mixture composition should
results in a temperature glide approximately equal to the temperature rise
of the cold source. If two mixture compositions fulfil this criteria, the mix-
ture composition should be chosen to comply with the guideline for pure
fluids. That is the mixture composition should be changed from consisting
of mostly the low critical temperature fluid to the higher critical tempera-
ture fluid, when the guideline of Thf,in − Tcrit = [30; 50] K can be obtained
using the higher critical temperature fluid. In that case a small amount of the
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lower temperature fluid should be added to make the temperature glide in
the condenser match the cold source temperature rise.
D.5 Conclusion
In this study, the performance of an ORC system in its simplest configuration
is optimised with 26 pure fluids and 3 mixtures at hot source temperatures
ranging from 50◦C to 280◦C. By optimising the ORC at different hot source
temperature for a wide range of different fluid candidates with different sat-
uration curves, generals correlations have been identified and described. By
comparing the different working fluids candidates to ammonia in terms of
net power output, each fluid candidate has an optimal hot source inlet tem-
perature. By correlating this optimal hot source temperature and the critical
temperature of the different fluid candidates, it is found that for a given hot
source temperature Thf,in the optimal fluid has a critical temperature in the
range [30;50] K below Thf,in. When more fluids have almost the same critical
temperature such as R218 (Tcrit = 71.9◦C) and R143a (Tcrit = 72.7◦C) the fluid
the the lowest ξ has a higher net work output but is more limited to the hot
source temperature being [30;50] K above the critical temperature.
This optimal hot source temperature for each fluid can be explained by
a better thermal match to the working fluid as the working cycles changes
from sub-critical to trans-critical. The hot source temperature where the opti-
mal cycles change from sub-critical to trans-critical will however require sig-
nificantly higher heat transfer areas resulting in a lower Wnet/A ratio. This
statement is especially valid for fluids having slope of vapour saturation lines
ξ > 0. On the other hand, fluids having ξ  0 do not show a sudden decrease
in Wnet/A ratio.
Furthermore, working fluid suggestions are given for different hot source
temperature ranges. From a hot source temperature of 50◦C to 280◦C, the
optimal working fluids in terms of net power output are R23, ethane, R7146
(SF6), R218, R227ea, R124, R236ea, R245fa, isopentane, Pentane, R123, and
R141b.
When mixtures are considered as potential working fluids, the optimal
mixtures all have compositions resulting in a temperature glide approximat-
ing the cold source temperature rise. Such a temperature rise is possible by
either low or high mass fractions, resulting in two possible solutions. The
solution giving the required temperature glide and a critical temperature
30-50 K below the hot source temperature should be chosen. When such crit-
ical temperature cannot be obtained, the mass fraction of the mixture should
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A Heat exchanger area, [m2]
cp Specific heat capacity, [J/K kg]
h Heat transfer coefficient, [W/m2K]
ṁ Mass flow rate, [kg/s]
n Number of discretisations, [−]
P Pressure, [Pa]
Q̇ Heat transfer rate, [W]
R Thermal resistance, [K/W]
s Specific entropy, [J/K kg]
T Temperature, [◦C]




χ Mass fraction of first-mentioned fluid, [−]















ASHRAE American Society of Heating, Refrigerating
and Air-Conditioning Engineers
CAMD Computer Aided Molecular Design
ORC Organic Rankine Cycle
REFPROP Reference Fluid Thermodynamic
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