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Abstract. The ability to incorporate new and Big Data sources and to benefit from emerging technologies such as Web Tech-
nologies, Remote Data Collection methods, User Experience Platforms, and Trusted Smart Statistics will become increasingly
important in producing and disseminating official statistics. The skills and competencies required to automate, analyse, and
optimize such complex systems are often not part of the traditional skill set of most National Statistical Offices. The adoption of
these technologies requires new knowledge, methodologies and the upgrading of the quality assurance framework, technology,
security, privacy, and legal matters. However, there are methodological challenges and discussions among scholars about the diverse
methodical confinement and the wide array of skills and competencies considered relevant for those working with big data at NSOs.
This paper develops a Data Science Model for Official Statistics (DSMOS), graphically summarizing the role of data science in
statistical business processes. The model combines data science, existing scientific paradigms, and trusted smart statistics, and
develops around a restricted number of constructs. We considered a combination of statistical engineering, data engineering, data
analysis, software engineering and soft skills such as statistical thinking, statistical literacy and specific knowledge of official
statistics and dissemination of official statistics products as key requirements of data science in official statistics. We then analyse
and discuss the educational requirements of the proposed model, clarifying their contribution, interactions, and current and future
importance in official statistics. The DSMOS was validated through a quantitative method, using a survey addressed to experts
working at the European statistical systems. The empirical results show that the core competencies considered relevant for the
DSMOS include acquisition and processing capabilities related to Statistics, high-frequency data, spatial data, Big Data, and
microdata/nano-data, in addition to problem-solving skills, Spatio-temporal modelling, machine learning, programming with R
and SAS software, Data visualisation using novel technologies, Data and statistical literacy, Ethics in Official Statistics, New data
methodologies, New data quality tools, standards and frameworks for official statistics. Some disadvantages and vulnerabilities are
also addressed in the paper.
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1. Introduction
The use of novel statistical techniques (e.g., machine
learning, artificial intelligence, natural language pro-
cessing [1] and approaches to get additional insight and
understanding in every field of human activity from
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analysing traditional and new sources of (Big) data
(e.g., administrative databases, data collected from dig-
ital activity – web activity, social networks, online pay-
ments, transportation systems – mobile phone usage,
remote sensing networks, satellite imagery, Internet of
Things (machine-generated data)) and to build tools to
inform decision-making has become a crucial challenge
(and opportunity) for national statistical offices (NSOs).
A profound disruptive digital transformation in soci-
ety and economy is taking place worldwide, with gov-
ernments, private enterprises, and the public demand-
ing quicker access to real-time quality data for better
decision-making and social good, an output that often
goes well beyond traditional statistical production ca-
pabilities. The life cycle of traditional statistical infor-
mation is becoming increasingly shorter. The longer an
end-user must wait for statistical information, the less
valuable it becomes for decision-making.
In an increasingly complex and global environ-
ment of growing demands for trusted information, fast-
developing and accessible technologies, and increas-
ing competition between companies and economies,
collecting, analyzing, and disseminating more frequent
and timely data with a reduced burden on respondents
challenges NSOs to embrace data science technologies
and methodologies.
Among the many challenges faced by NSOs, the use
of new sources of granular data in a cost-saving man-
ner implies taking advantage of the potential of mobile
technologies machine learning, augmented intelligence
and fast-growing (including cloud) computing capa-
bilities. These new approaches are not expected to re-
place traditional methodologies at NSOs. Contrariwise,
they have the potential to become an important comple-
ment to official statistics in meeting their objectives of
providing timely, and accurate evidence for public and
private decision-making.
Some authors argue that automatic data processing
and smart technologies are the future of official statis-
tics and that traditional data sources, namely adminis-
trative data (secondary sources) and survey data (pri-
mary sources) represent a valuable but small portion of
the global data stock (see, e.g., [2]). New data sources
and data science techniques have the potential to em-
power national statistical systems. The use of new data
and methods may ultimately allow official statistics to
disregard data aggregation processes and to directly
use the new sources of granular data to reveal hidden
information. It is costly for the NSOs to gather high-
quality granular data matching all end-user require-
ments through traditional methodologies (e.g., surveys),
ignoring the benefits of new data science approaches,
which are potentially able to reduce the costs of col-
lecting, processing, analysing and disclosing data with-
out compromising the highest standards and quality of
statistical information [3–7].
To meet the expectations of society, statistical offices
will need to change and continue to adapt, developing
more efficient ways of working. They will be called to
identify and assess new data sources, to set up new part-
nerships and collaboration agreements with multiple
stakeholders. They will need to build appropriate in-
formation and communications technology infrastruc-
ture for data storage (offsite and onsite) and analytics,
including processing power, integrating files from nu-
merous sources different formats, arriving potentially
at different times with a different degree of reliability.
They will be asked to revisit old and new legal and eth-
ical dilemmas on data access and sharing (privacy and
data protection), particularly outside government data.
Creating, upskilling, developing and retaining the
set of skills knowledge and talent required to extract
all the potential from using Big Data acquisition, pro-
cessing, analysis and visualization in the statistical pro-
duction process are critical challenges NSOs will have
to quickly address. This will have to be done both
at the organizational level, identifying strengths and
weaknesses, setting goals, establishing a roadmap and a
strategic plan for training programmes, and at the indi-
vidual level, identifying gaps in core and soft skills and
competencies, updating personal development plans.
Against this background, this paper proposes a pri-
mary research model to study the impact of data sci-
ence in producing official statistics and trusted smart
statistics to satisfy the needs of end-users. The model
combines data science, existing scientific paradigms,
and trusted smart statistics, and develops around six
main constructs: (i) new requirements assessment,
(ii) methodological improvements, (iii) statistical engi-
neering, (iv) software development, (v) official statistics
product deployment and (vi) dissemination strategies.
We considered a combination of statistical engineer-
ing, data engineering, data analysis, software engineer-
ing and soft skills such as statistical thinking, statisti-
cal literacy and specific knowledge of official statistics
and dissemination of official statistics products as the
requirements of data science in official statistics.
In the empirical part of the paper, the research model
was validated through a quantitative method, using a
survey addressed to experts working at European statis-
tical offices. The questionnaire was designed to collect
the participant’s positions on the need, the proficiency
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level, and the current and future usage of several factors
to produce official statistics. We consider Academic
disciplines, Data Engineering for official Statistics, Sta-
tistical Engineering and official Statistics, Data Analy-
sis for official Statistics, Software and tools for official
Statistics, Dissemination of official Statistic, Literacy of
official Statistics, Software and tools for official Statis-
tic, and Trusted Smart Official Statistics as the main
factors. To operationalize the proposed model, we used
tested scales to increase the validity while accounting
for reliability.
The empirical results reveal the need to develop core
Statistics and data science skills and competencies at
NSOs. Appropriate knowledge of high-frequency data,
spatial data, Big Data, microdata/nano-data are con-
sidered important for the future of data stewardship in
official Statistics, which would support the value-added
of new data infrastructures. Developing core competen-
cies in new data methodologies and in new data quality
tools and frameworks are critical for the success of this
change. Regarding general (soft) skills, empowering
problem-solving skills, data and statistical literacy, and
all indicators of ethics are considered important for the
adoption of Big Data-related competencies in the sta-
tistical production process. The use of machine learn-
ing and data visualization tools is projected to growth
exponentially in preparing official statistics. The empir-
ical results also show that the massive use of traditional
software such as SAS might decrease and the popular-
ity of open-source programming languages such as R
software are expected to increase at NSOs. The results
also suggest that regardless of the positive benefits of
data science for official statistics, there is a risk of less
transparency in official statistics in future.
The remainder of the paper is organized as follows.
Section 2 summarizes the literature and previous related
studies. Section 3 presents the primary research model
to study the impact of data science in producing official
statistics and trusted smart statistics. Section 4 presents
and analyses the empirical results obtained in this study.
Section 5 discusses the policy and managerial implica-
tions of the research results and highlights the mains
conclusions and further research points.
2. Literature review and earlier studies
2.1. Statistical business process and new technologies
The increasing number of new data sources is the
result of many electronic devices physically surround-
ing us, which are connected widely on the internet.
These devices provide novel additional information to
empower traditional design-based inference of official
statistics by improving the random samples, frame-
works, estimates, nonresponse bias, and measurement
errors.
Figure 1 exhibits a statistical business process based
on technology to create official statistics from gathering
raw data from data providers to produce digital prod-
ucts, electronic services, interactive maps and dash-
boards. As we can see in Fig. 1, the data collection is the
first step. The available Big Data sources such as mo-
bile data [8], spatial data, social media data, web data,
sensors data [9], process generated data, crowdsourc-
ing data, user-generated maps, search engine queries,
posted comments, transaction data mobile Call Detail
Records (CDRs) and computer systems data (Logs)
could feed the next steps of the flow to achieve an al-
gorithmic inference. Non-traditional data has shown
proper performance to reduce the respondent’s burden
and algorithmic inference has introduced new real-time
indicators to improve the timeliness and quality of of-
ficial statistics [10]. They have the potential to assist
NSOs in providing more integrated services and pro-
fessional statistical products to their end-users. In 2013,
the leaders of the European Statistical System (ESS)
clearly emphasized the necessity of compiling official
statistics from Big Data in the Scheveningen Memoran-
dum [11].
Despite its potential benefits, the use of non-
traditional data and algorithmic inference should be
treated carefully because of the potential threats of
adding new sources of error without the possibility of
measuring and recognizing the proper bias adjustments
in statistical projects. This is because some of these
systems were not designed specifically for statistical
purposes, something that in a few cases may generate
difficulties covering the definitions, standards and clas-
sifications required by traditional statistical products.
Researchers should apply heavy data pre-processing for
preparing good data and for inferencing the different
algorithms. This might be costly and computationally
expensive. Typically, the available computing facili-
ties at NSOs are not sufficient to store and handle such
high volumes of data and to manage the internal private
cloud.
Consequently, developing parallel computing facil-
ities (datacentres) at NSOs to tackle the course of di-
mensionality problem may be required, breaking down
larger chunks of data and problems into smaller slices
that can be executed concurrently by multiple proces-
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Fig. 1. Graphical summary of the statistical business process flow with new technologies – Source: Author’s preparation.
sors connected via shared memory. Empowering cur-
rent employees through data science training and re-
cruiting professional data scientists with a background
in official statistics are key to the success of data sci-
ence at NSOs. The focus of statistical systems is to shift
from data sources to data systems, which are imposing
additional costs on the process. Therefore, since apply-
ing new technologies in official statistics is costly in
both hardware and software, especially for statistical
offices with low budgets, there is still a trade-off be-
tween the quality, cost response rate, response burden,
and time when compared to traditional (e.g., census,
statistical survey, secondary use of administrative data)
production processes.
2.2. Official statistics and data science
For many decades, NSOs have been collecting, pro-
cessing, analysing and disseminating data results fol-
lowing comprehensive standards and frameworks. How-
ever, in view of the potential advantages from using
a new data science approach for collecting diverse
data and saving them into a memory to extract more
timely and/or feasible information and/or to reduce the
costs involved, NSO must consider its incorporation
in the statistical production process. Combining com-
puter science, modelling, statistics, analytics, and math
skills with a sound knowledge of existing standards and
frameworks could uncover novel (reliable) methods of
producing official statistics. However, since many of
these new data sources are large scale non-survey data,
NSOs face a variety of statistical problems, whose res-
olution would benefit from the adoption of data science
paradigms for the benefit of official statistics [12].
The growing volume of administrative data, granu-
lar data and registered based statistics with continuous
flows are an attractive opportunity for NSOs to produce
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real-time quality statistics delivering on expectations
of public institutions, the business community and the
public at a lower cost when compared with traditional
methods [13]. For this purpose, data science offers new
approaches to process data systematically applying both
traditional statistical techniques and new data mining
and machine learning methodologies to describe and
illustrate, condense, and evaluate data. To take advan-
tage of this potential, a substantial investment must be
made in software engineering for developing, main-
taining and creating new software and to apply new
technologies for producing official statistics. Finally,
it includes the concept of deployment results, which
refers to put the new official statistics into action and
make proper reports for stakeholders, decision-makers
and target end-users in public.
2.3. Statistical engineering
Statistical engineering aims to study how to best uti-
lize statistical concepts, methods, and tools, and how to
integrate them with information technology and other
relevant disciplines to achieve enhanced results [14].
Statistical engineering algorithms and principles are
discussed by Steiner and Mackay [15] and have been
developed recently by adopting more general and recent
principles and definitions [16].
Statistical engineering utilizes existing concepts,
methods, and information technology tools to find a
novel solution for a high impact complex problem,
through a multi-step strategy based on context and prob-
lem structure. It combines engineering and statistics
using scientific methods to analyse data. For instance,
data engineering could be considered as part of statis-
tical engineering for managing micro-data and nano-
data. Micro-data is a single record that refers to an indi-
vidual data subject, and this term is used to distinguish
them from macro-data as an aggregate indicator re-
ferred to groups and populations at the super-individual
level. These granular data are manageable by new tech-
nologies to produce official statistics. Nano-data also
refers to data records at the sub-individual level (event-
based) [2,17].
For managing the data at this level of granularity,
data engineering could support statistical engineering.
As an aspect of data science, this stage focuses on prac-
tical applications of data collection [18] and data clean-
ing (Fig. 1). Producing reliable official statistics us-
ing large information sets demands appropriate collec-
tion and validation mechanisms, which should be or-
ganized by both statistical departments and technical
Fig. 2. From data and statistical literacy to perspective taking and the
limitations – Source: Author’s preparation.
data management departments [19]. For instance, shar-
ing statistical methods as powerful tools and services
could be considered to improve standardisation and in-
dustrialization of statistical processes, fostering adop-
tion, operationalization. This improvement of statisti-
cal standards is aligned with stimulating the develop-
ment of services that are more modular and information
technology-based [20].
2.4. Data and statistical literacy and soft skills
Knowledge of data and statistics is considered a basic
requirement to extract patterns from data to improve
knowledge, to tackle problems and to develop solutions.
We consider the shape of the relationship between the
improved understanding and statistical literacy as a tor-
nado whose narrow end or base touches statistical lit-
eracy (Fig. 2). It means statistical literacy is the input
of this system, and the result or output would be a bet-
ter contribution and understanding of official statistics.
However, there are four restriction items, whose matu-
rity confines this tornado system. The restriction items
are: (i) the maturity of the technology and information
management systems, (ii) the knowledge of statistics
and data science, (iii) the requirement to follow both
international and local standards and frameworks, and
(iv) supporting public needs through government poli-
cies. If official statistics systems make an effort to im-
prove on these restriction items, then this system will
develop. The result would be an increase of the un-
derstanding of the public about the official statistics
and better perspective-taking of NSOs about how their
products appear to their end-users and how their users
are reacting cognitively to their new products of official
statistics.
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In special circumstances such as the ongoing COVID-
19 public health emergency, NSOs were challenged by
the need to exploit information from multiple conven-
tional and non-conventional sources, ensuring timely
decision-making on public health policies geared to
control the epidemics. They were also challenged by
the need to tackle the problems in the next phases of the
pandemic crisis management (e.g., economic recovery
plans, collateral illnesses), as well as to address soci-
etal topics such as the UN Sustainable Development
Goals, reducing poverty and inequality, climate change
and biodiversity challenges [21]. People’s attention to
official statistics increased, revealing the importance of
understanding statistical concepts and terminology, not
only for the professionals but also for society. National
and international statistical systems have stepped up
to address the urgent need for good data, contributing
to reduce the “pandemics of fear”, misinformation and
“fake news” which erode the trust in public institutions
and democratic systems [22].
Data and statistical literacy could facilitate and ac-
celerate the introduction of new working processes for
every entity involved in the national statistical systems.
It seems necessary to ensure data quality and data pro-
duction when we are in an unprecedented complex sit-
uation [23].
2.5. Trusted Smart Statistics
Trusted Smart Statistics (TSS) is a secure architec-
ture for the cooperation between NSOs and the private
sector, in areas such as shared computation facilities,
control, code, logs, and final statistics, without neces-
sarily sharing the raw input data. The development of
TSS focuses on data that may be pre-processed by data
providers or data sources, preparing it for immediate
use for official statistics. This usually means combin-
ing this data with existing surveys or administrative
data [17]. Trusted Smart Statistics is a natural evolution
of official statistics in the new datafied world. Trusted
Smart Statistics is not about replacing existing sources
and processes but augmenting them with new ones.
However, such augmentation will not be only incremen-
tal: the path towards TSS is not about tweaking some
components of the legacy system but about building an
entirely new system that will coexist (and eventually
integrate) with the legacy one [2]. It means that the
traditional data sources and methodologies are still the
most reliable and valid methods as we can see for in-
stance in Eurostat launched ESS Vision 2020 ADMIN
(Administrative data sources) which provide informa-
tion for wider and better use of administrative sources
in the production of official statistics [24].
Although there are benefits from cooperating with
these new data providers, there are some quality and
ethical concerns that cannot be ignored [25]. These con-
cerns are eventually greater than technical or techno-
logical challenges faced. These quality and ethical con-
cerns include, for instance, the lack of a legal right to
access to fair data, i.e. findability, accessibility, inter-
operability and reusability [26], concerning fairness,
privacy, security, inclusiveness, transparency and ac-
countability. Some frameworks address specifically eth-
nicity problems such as the Diverse, Equitable, and In-
clusive framework (DEI) [27] or the Privacy, Security,
Accountability, Reliability, Safety, Fairness, Inclusive-
ness, Transparency (PARFIT) of Microsoft’s responsi-
ble AI principles and guidelines [28]. These are impor-
tant in producing official statistics to serve the public
needs not only by data and information but also by em-
powering social responsibility, social awareness, and
sustainability. There should not be a trade-off between
data ethics and the needs for official statistics to make
a balance between the ethical guidance on the use of
data science and the public benefit by providing better
official statistics as a public good.
Recently, the term ‘smart surveys’ has been used to
refer to surveys based on smart personal devices, typi-
cally smartphones. Smart surveys involve (continuous,
low-intensity) interaction with the respondent and with
his/her personal device(s) [29]. For these new data gath-
ering methods, it seems necessary to cover up all es-
sential steps for checking the quality of data, provid-
ing proper algorithms with reasonable accuracy, and
deploying the results understandably and with good in-
terpretability to the end-user all-in-one [30]. Data sci-
entists have developed methods such as the Shapley
Additive Explanations (SHAP) [31] or the Local In-
terpretable Model-agnostic Explanations (LIME) [32]
to discuss “how” or “why” something is going on,
more than “what”. This is essential for solving ethi-
cal concerns of the non-parametric models to be used
for checking the quality of these new approaches and
producing the results as public goods.
Furthermore, to strip sufficient elements from data
such that the data subject can no longer be identified,
national statistical systems should respect the disclosure
avoidance1 and use pseudonymization for sensitive data
and anonymization to authorize access safely to indi-
1Statistical Disclosure Limitation (SDL).
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Fig. 3. Primary model based on literature review and before experts’ reviews; Source: Author’s preparation.
vidual confidential data according to regulations such
as Directive 95/46/EC [33]. Data scientists specialized
in official statistics should have skills in defining proper
algorithms to control the disclosure risks and to fulfil
the cybersecurity, SDL and legislation requirements.
3. Construct Data Science Model for Official
Statistics (DSMOS)
We have developed a research model for analyzing
the impact of data science on official statistics based
on the main current developments in official statisti-
cal theory. The model was complemented with expert’s
opinions as described in the following sections. It could
be considered as a baseline for studying the impact of
data science in producing official statistics and trusted
smart statistics to satisfy the needs of end-users. The
primary model, illustrated in Fig. 3 consists of data sci-
ence, existing scientific paradigms, and trusted smart
statistics, and comprises six main constructs: (i) new
requirements assessment, (ii) methodology improve-
ment, (iii) statistical engineering, (iv) software devel-
opment, (v) official statistics product deployment and
(vi) dissemination [34].
Figure 3 shows that the starting point of the process
is a cost-benefit analysis of the requests from internal or
external users. If the new request is approved with rea-
sonable business value, then the required methodology
and theories are constructed by pure sciences and stan-
dards and frameworks related to official statistics. The
next step would be the starting point for the activities
of data scientists with ‘methodology integration’ and
statistical engineering. It includes scale development
and preparing the appropriate data based on standards
to extract a sustainable algorithm. In this phase, data
scientists investigate the data structure and the use of
new analytical tools such as machine learning algo-
rithms to construct proper applications. The program-
ming skills of data scientists help to build smart sur-
veys based on these applications. They will then need
to be examined and validated by bringing forward other
data science competencies and skills in official statistics
such as checking for standards, frameworks. Finally,
statistical literacy skills are essential to produce proper
data visualization for dissemination.
The model combines statistical engineering, data en-
gineering, data analysis, software engineering and soft
skills such as statistical thinking, statistical literacy and
specific knowledge of official statistics and dissemina-
tion of official statistics products as requirements for
the adoption of data science in official statistics. Section
6 of Fig. 3 highlights that smart systems could be built
automating the survey and dashboards and checking
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Table 1
Primary factors and indicators
Factors Indicators
1. Academic training 1.1. The European Master in Official Statistics (EMOS); 1.2. Statistics
2. Data Engineering for official
Statistics
2.1. Data Lake; 2.2. Big Data (such as Citizen Data); 2.3. Data reuse and sharing; 2.4. Semantic web;
2.5. Data on-the-go (such as Travel Data); 2.6. High Frequencies data (such as Scanner Data); 2.7. Spatial
data (such as grid data or mesh); 2.8. OpenSource Data (Satellite Data (e.g., Statistical Sections), Telco data
(e.g. population counts), etc.); 2.9. Micro-data and nano-data
3. Statistical Engineering and
official Statistics
3.1. Domain knowledge and subject matter theory; 3.2. Problem solving strategy; 3.3. Data pedigree;
3.4. Sequential approaches; 3.5. Problem context or request context
4. Data Analysis for official
Statistics
4.1. Machine Learning; 4.2. Deep Learning [35]; 4.3. Natural language processing (NLP); 4.4. Web
Intelligence; 4.5. Spatio-temporal models
5. Software and tools for
official Statistics
5.1. Code replicability & reusability; 5.2. R for official statistics; 5.3. Python for official statistics; 5.4. SAS
for official statistics; 5.5. Shared statistical services
6. Dissemination of official
Statistics
6.1. Data Visualisation by recent technologies; 6.2. Model deployment for end-users; 6.3. Virtual Reality
(VR) for complex visualisations [36,37]
7. Literacy of official Statistics 7.1. Data Literacy; 7.2. Statistical Literacy; 7.3. Computer Literacy; 7.4. Citizen Science; 7.5. Statistical
thinking
8. Ethics in Official Statistics 8.1. Privacy & Confidentiality; 8.2. Racial Equity; 8.3. Fairness and Fair data; 8.4. Security;
8.5. Inclusiveness; 8.6. Transparency; 8.7. Accountability
9. Trusted Smart Official
Statistics
9.1. Internet of Things (IoT); 9.2. Trusted Smart Surveys; 9.3. Cell phone Applications and Operation
Systems; 9.4. New data methodologies for official statistics; 9.5. New data quality for official statistics
for eligibilities within the national statistical system.
Checking the ethics in official statistics is necessary
before deploying the new system to conclude a sustain-
able official statistics product. This primary model was
considered as the basis of negotiation with experts. The
questionnaire was designed to not only complete the
model with the feedback of experts but also to extract
and incorporate new insights on the skills and compe-




To operationalize the research model, we used tested
scales to increase validity. We considered the model
main factors and for each one of them, we generated
some indicators in line with the literature review and re-
cent professional discussions (e.g., Conference on new
techniques and technologies for statistics, NTTS2021)
The complete list of indicators is presented in Table 1.
The research model was validated through a quantita-
tive method, using a survey addressed to experts work-
ing at Statistical Offices in the European Union coun-
tries and Eurostat. The questionnaire was composed of
the model with an open question about the participant’s
opinion and experience, and several questions to char-
acterize the respondents, answering on numerical rating
scales of five-points (1-very low, to 5-very high). For
each factor/construct, four questions were asked about
the:
1. Necessity Level: to assess to what extent the fac-
tor is considered necessary for staff working in
official statistics production.
2. Proficiency Level: to evaluate which level of pro-
ficiency is considered necessary for staff working
in production official statistics.
3. Current Usage: to address the current use of this
factor by NSOs.
4. Future Usage: to foresee the expected use of this
factor by NSOs in future.
Additionally, we asked experts to suggest more in-
dicators if they believed important factors or indica-
tors were missing. For each factor, the indicators were
ranked according to their importance and priority. Based
on the answers to this part of the questionnaire, we
included the important indicators and concluded their
priority in each factor of the model.
4.2. Data collection
The survey was operationalized through an online
contact via email. To guarantee the quality of the data
and the responding experts’ profile, we reviewed the
research papers and the presentations made at the 2021
Conference on New Techniques and Technologies for
Statistics (NTTS2021), selecting 167 experts on new
technologies in official statistics from different NSOs
in Europe and the Eurostat. We considered the link be-
tween the topics addressed in their communications
and our model’s factors. Contact information was col-
lected from publicly available information (email ad-
dress) at NSOs websites. From the 167 email addresses,
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Table 2
Sample characterization
Factors/construct Number of selected experts Number of replies
1. Academic training 167 38
2. Data Engineering for official Statistics 22 4
3. Statistical Engineering and official Statistics 21 2
4. Data Analysis for official Statistics 20 3
5. Software and tools for official Statistics 21 10
6. Dissemination of official Statistics 17 4
7. Literacy of official Statistics 21 5
8. Ethics in Official Statistics 22 4
9. Trusted Smart Official Statistics 22 6
Primary Model Criticism (Fig. 3) 167 36
Explanatory Responses without filling up the questionnaire 10
10 emails were not correct and were eliminated from
the list for further contacts. For each selected article,
the e-mail containing the name of the author, title of
the contributed article in NTTS2021, questionnaire and
description was directed to all authors individually.
Since the complete questionnaire included two open
questions, ranking 45 items and 180 close questions, it
was clear that the response burden could be problem-
atic. As a result, we divided the complete questionnaire
into nine questionnaires and divided the 167 selected
experts into 9 different categories, roughly assigning 21
experts for each factor, according to the relevance of the
selected respondent’s article with the selected factor2
(Table 2).
To assure the perfect understanding of its content,
we conducted a pilot test with 27 experts, which ran-
domly were chosen from candidates for each factor (3
respondents for each factor). After applying the pilot
test, some questions and description of the items were
simplified and improved.3 We did not use the pilot test
results in the main analysis. The pilot measurement
model was evaluated assessing the constructs and in-
dicator’s reliability, which were satisfactory, indicating
that the questionnaire could be used to collect the full
sample. All data were provided voluntarily, and the data
were treated with strict confidentiality and anonymity.4
After sending the questionnaire for the selected experts,
we also sent two follow up emails. Additionally, we
promptly answered all questions asked by respondents
clarifying some doubts. Finally, we received 38 com-
pleted questionnaires from 15 European statistical au-
2Among the respondents, two experts with more than 15 years
of experience in official statistics accepted to answer the complete
questionnaire.
3For instance, we moved the open question related to the model to
the last part of the questionnaire.
4Remarkably, the results do not necessarily represent any official
opinion of NSOs.
thorities including Eurostat, in addition to descriptive
answers of 10 respondents, who preferred to express
their ideas and general comments in an open format
(Table 2).
The DSMOS was reviewed by 34 experts. The re-
vised model and the questionnaire results are presented
in the next section.
4.3. Results
The mains respondents’ suggestions on the data sci-
ence for the official statistics model (DSMOS) were:
– In addition to the data engineering methods, as-
sessment of data source existence and data collec-
tion for official statistics [38] should be considered
from the beginning of each survey to reduce data
burden to statistical units and costs to taxpayers.
It goes in the direction of re-using existing data,
high-frequency data, and open-source data or data
lakes. Following this recommendation, we added
checking the availability of data, especially admin-
istrative registers to stage one of the DSMOS.
– Anonymised data transmission from private reg-
istries (preferably transaction data) should be con-
sidered as a priority for future access to higher
quality data with less burden to statistical units.
Following this suggestion, we added anonymiza-
tion of data transmission to the raw data box in
stage 3, the statistical engineering stage.
– One expert from Eurostat suggested consider-
ing communication, presentation, and languages
knowledge as necessary soft skills.
– Some experts suggested considering the Generic
Statistical Business Process Model (GSBPM) to
describe the statistics production process in the
DSMOS. They recommended the use of the GS-
BPM terminology as a standard in our model. Fol-
lowing this recommendation, we added the eight
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phases of the GSBPM to our model, and we modi-
fied terminology where necessary to improve con-
sistency with the GSBPM standards. Addition-
ally, based on the terminology of the GSBPM we
re-named some processes and stages to improve
clarity.
– It was recommended that international requests
and standards should be considered at the start
point of the DSMOS. In stage 2, it was recom-
mended to consider international workgroups and
cross-international work between statistical agen-
cies such as centres of excellence and working
groups such as the UN Machine Learning Group
as a part of the scientific base on official statistics.
Reference to Quality Management or Assurance
stage was suggested in stage seven.
– Two experts recommended including a mention
stating that not all of DSMOS steps may needed,
and that they may be conditioned to the number
of resources involved. The authors agree with this
point in that the model is flexible and not rigid and
static and that its steps do not always need to be
followed in a strict sequential order. The elements
of the DSMOS model may occur in different or-
ders in different circumstances. The authors’ de-
scription of the model presents one of the possible
logical sequences of steps in applying data science
and new technologies in the statistical business
process.
– The review of the DSMOS in Fig. 3 incorporates
the changes considered to represent an important
improvement in the different model stages. The
changes refine the initial proposal, improve its clar-
ity and target a widespread adoption and use of the
model by statistical offices.
As a result of the modifications introduced in the
primary model, the revised DSMOS begins with the
needs of users and comprises six main levels namely
methodology, statistical engineering, data analysis, data
science, trusted smart statistics, and deploying. They
are not independent levels, and the borderlines indicate
the coverage of each one. For instance, statistical en-
gineering and data analysis are independent. However,
both are subsets of data science. As a result, the border-
line of data science included statistical engineering and
data analysis.
The flow has eight phases and is similar to the GS-
BPM. It includes specifying needs, design, build, col-
lect, process, analyze, dissemination, and evaluate.
The DSMOS recognizes two main overarching pro-
cesses to support the whole process. The first one is
named “underlines”, and includes Information Man-
agement, Regulations & Standards, Data Governance,
Data Literacy, Statistical Literacy, Information tech-
nology, Ethical Codes, Meta Data & Reference Data,
Open source, Innovative Data Collection and Integra-
tion, and Project Management (Business case, Scope,
Cost management, Timeline, Quality management, HR
management, Communication Management, Procure-
ment Management, Stakeholder Management, Integra-
tion Management, Risk Management, ROI monitoring).
Figure 4 represents the levels and phases of the pro-
posed DSMOS:
– Specify needs phase: Check output objectives;
Scope; business values; concepts; check data
availability; if the request is confirmed we then
can continue with the loop of levels and sub-
levels.
• Trusted Smart Statistics
◦ Methodology of Official Statistics
∗ Design phase: including variable description,
frame and sample.
∗ Build phase: developing the theory if neces-
sary and build methodology.
◦ Data Science
∗ Statistical Engineering: Statistical thinking
should be considered in the following depen-
dent sub-sections even in the pure engineer-
ing ones.
• Complex Measurement & Scale Devel-
opment
• Process Phase: with the result of good
data.
◦ Data Engineering and official statistics
data stewardship
∗ Data warehouse/Lakehouse: Anon-
ymous raw data transmission
∗ Official Statistics Standards
∗ Measurement System Analysis
∗ Good Data which could be served
by both algorithms and method-
ologies. Integrated methodologies
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Fig. 4. Data Science Model for Official Statistics (DSMOS) based on literature review and after experts’ reviews; Source: Author’s preparation.
◦ Machine learning & Analytical tools:
it is connected not only to applications
but also to the data structure. Because
it is useful to improve data structure,






∗ Official Statistics Frameworks
∗ Smart Surveys
∗ Dissemination Phase: this phase has a draw-
back to analyze phase in the case of data
drift or model exchange. This loop shows the
necessity of casual revisions of methods to
save the accuracy, which could be degraded
over time.
• Official Statistics Literacy
• Data Visualisation
◦ Statistical Engineering
◦ Automation or Industrialization
◦ Smart Systems:5 The item of process control
shows the possibility of drawbacks to the pro-





∗ Ethics in Official Statistics
◦ Final Product
The software engineering section in Fig. 4 refers to
the developers who are known as the framework users
with no idea about the machine learning details. It could
be merged with data analytics to refer to the framework
developers who are professionals in programming and
machine learning.
The numbering of the levels of the DSMOS is not
started from the phase of specifying the needs, because
usually there are many new requests from users to the
NSOs, which could not be responded to. The real pro-
cess of producing official statistics are triggered by
identifying a meaningful request for new statistics and
5For a discussion of statistical ethics see, e.g., [47].
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Table 3
Revised factors and indicators
Factors Indicators
1. Academic training 1.1. The European Master in Official Statistics (EMOS); 1.2. Statistics; 1.3. Information Technology (IT);
1.4. Artificial Intelligence (AI); 1.5. Data science; 1.6. Economy; 1.7. Mathematics; 1.8. European
Statistical Training Programme (ESTP); 1.9. Social science
2. Data Engineering for official
Statistics
2.1. Data Lake; 2.2. Big Data (such as Citizen Data); 2.3. Data reuse and sharing; 2.4. Semantic web;
2.5. Data on-the-go (such as Travel Data); 2.6. High Frequencies data (such as Scanner Data); 2.7. Spatial
data (such as grid data or mesh); 2.8. OpenSource Data (Satellite Data (e.g. Statistical Sections), Telco data
(e.g. population counts), etc.); 2.9. Micro-data and nano-data; 2.10. Visual data (such as Images from
Satellite)
3. Statistical Engineering and
official Statistics
3.1. Domain knowledge and subject matter theory; 3.2. Problem solving strategy; 3.3. Data pedigree;
3.4. Sequential approaches; 3.5. Problem context or request context
4. Data Analysis for official
Statistics
4.1. Machine Learning; 4.2. Deep Learning; 4.3. Natural language processing (NLP); 4.4. Web Intelligence;
4.5. Spatio-temporal models
5. Software and tools for
official Statistics
5.1. Code replicability & reusability; 5.2. R for official statistics; 5.3. Python for official statistics; 5.4. SAS
for official statistics; 5.5. Shared statistical services; 5.6. Statistical Data and Metadata Exchange (SDMX);
5.7. Web Intelligence Hub; 5.8. Time series tools; 5.9. Statistical disclosure tools; 5.10. Remote sensing and
satellite imagery software
6. Dissemination of official
Statistics
6.1. Data Visualisation by recent technologies; 6.2. Model deployment for end-users; 6.3. Virtual Reality
(VR) for complex visualisations
7. Literacy of official Statistics 7.1. Data Literacy; 7.2. Statistical Literacy; 7.3. Computer Literacy; 7.4. Citizen Science; 7.5. Statistical
thinking
8. Ethics in Official Statistics 8.1. Privacy & Confidentiality; 8.2. Racial Equity; 8.3. Fairness and Fair Data; 8.4. Security;
8.5. Inclusiveness; 8.6. Transparency; 8.7. Accountability
9. Trusted Smart Official
Statistics
9.1. Internet of Things (IoT); 9.2. Trusted Smart Surveys; 9.3. Cell phone Applications and Operation
Systems; 9.4. New data methodologies for official statistics; 9.5. New data quality for official statistics;
9.6. Web scraping applications for official statistics; 9.7. Machine Learning
Table 4
Comparison between EMOS and Master in Statistics certifications
Indicators Comparison
Frequency Percentage
1.1. The European Master in Official Statistics 4 20%
1.2. Statistics 16 80%
the cost, possibility and necessity of the new product
should be confirmed by NSOs. Therefore, stage one
of the model is initiated after production possibility
approval from the official statistics systems.
Additionally, as we can see in Table 3, the indicators
of the phases and the sub-processes have been updated
according to the experts’ suggestions to be less survey-
centric. Activities related to each factor have been added
where necessary.
The main changes are as follows:
– For factor 1, academic training, the experts sug-
gested adding “Information Technology (IT)”,
“Artificial Intelligence (AI)”, “Data Science”,
“Mathematics”, “Economics”; “European Statis-
tical Training Programme (ESTP)” and “Social
Science” as indicators. As a result, the number of
indicators for this factor was increased to 8.
– For factor 2, Data Engineering for official Statis-
tics, the experts suggested adding one additional
indicator “Visual data (such as Images from Satel-
lite)”. As a result, this factor now includes ten
indicators.
– For factor 5, Software and tools for official Statis-
tics, the experts suggested including the indi-
cators “Statistical Data and Metadata Exchange
(SDMX)”, “Web Intelligence Hub”, “Time-series
tools”, “Statistical disclosure tools”, “Remote
sensing and satellite imagery software”.
– For factor 9, Trusted Smart Official Statistics, it
was recommended to consider web scraping appli-
cations for official statistics and Machine Learning
as new indicators [21,39].
The results in Table 4 suggest, based on the responses
from 20 experts, that regular academic training in Statis-
tics should be prioritized when compared to pursuing
EMOS certification. The significant difference between
the two demonstrates the interest of NSOs in the ed-
ucational structure and in courses in Statistics, and its
crucial role in producing official statistics. Additionally,
the predominance of Statistics was directly emphasized
by three respondents in their comments.
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Table 5
Current and future importance of Education and Academy Certificates indicators for official statistics.
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Education and Academy Statistics 4.26 4 4.14 4.29 56% 58% 1
Certificates Data science 4.25 3.86 2.25 4.25 30% 56% 1
Economy 4 3.33 3.75 4 40% 43% 1
The European Master in Official Statistics 3.29 3.56 3 3.83 28% 36% 1
European Statistical Training Programme 3.33 3.67 3 3.33 29% 33% 1
Mathematics 3.4 3.4 3.5 3.5 32% 32%
Artificial Intelligence 3.67 3 2 3.33 18% 29% 1
Information Technology 3.8 3 3 3 27% 27%
Social science 2.33 2.33 2 2.5 9% 11% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7) Sign.
Table 5 investigates these results in detail and com-
pares the importance of Statistics with all recommended
disciplines in the education and academy certificates
category. In the table, CI represents the current impor-
tance of each item, whereas FI indicates what is be-
lieved to be its importance level in future. Equations (1)
and (2) indicate the scale of both CI and FI, which









(N)× (P )× (F )
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As education is a long-term investment, we consid-
ered the importance of each item in the future as a sort-
ing factor. Therefore, we sorted the table according to
the FI, and we calculated the difference between the
current importance and the future importance as an in-
dicator function of expected positive or negative growth
of the item as follows.
Sign =

1 if [(FI)− (CI)] > 0;
Importance will increase
0 if [(FI)− (CI)] = 0;
Importance will be constant
−1 if [(FI)− (CI)] < 0;
Importance will decrease
(3)
Table 5 reports that the current three first certificates
for official statistics are Statistics, Economy and Data
Science. However, the results also suggest that experts
believe the importance of data science in official statis-
tics will increase significantly in future. Experts be-
lieve, nonetheless, that Statistics will continue to play
the main role in official statistics. The results in the
last column in Table 5 reveal the expected increase or
decline in the importance of key disciplines in official
statistics.
We repeated the same computation for all of the re-
maining factors, the results being presented in the tables
below.
The results in Table 6 suggest that data engineering
skills on highfrequency data, spatial data, Big Data and
microdata/nano-data are considered to be very impor-
tant in the future of official statistics. It is foreseen that
these three indicators would be the most important ones
for producing official statistics in future.
A key result of the analysis is the high importance at-
tached to problem-solving strategy, problem context/re-
quest context and domain knowledge (Table 7). How-
ever, experts anticipate that problem-solving skills will
be more dominant in comparison with domain knowl-
edge. The results also suggest that experts believe the
importance of domain knowledge and subject matter
theory will decline in future. One possible explana-
tion for this result is the notion that technology may
be evolving faster than the human ability to deal with
it, demanding needs agile and flexible solutions to the
challenges posed to official statistics.
The results in Table 8 show that Spatio-temporal
models and machine learning techniques are predicted
to have a more important role in the future of official
statistics, particularly when compared to the importance
attached to the other indicators of data analysis for the
official statistics factor. Although the results show that
machine learning is still in the early steps of adoption
by official statistics, the discipline is considered to be
one of the dominant concepts in the future.
The results of the software and tools factor for offi-
cial statistics in Table 9 show that the indicators would
get close to each other in the future, although SAS and
software R are playing the central role now. The adop-
tion of open-source technologies is spreading but there
is still significant room for growth [40,41]. The SAS
software has a negative sign, which indicates that ex-
perts believe it is going to be less important in the future
for producing official statistics. It could be considered
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Table 6
Current and future importance of data engineering for official statistics indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Data Engineering for HighFrequency data (such as Scanner Data) 4.5 5 3 4.5 54% 81% 1
official Statistics Spatial data (such as grid data or mesh) 4.5 5 3.5 4.5 63% 81% 1
Big Data (such as Citizen Data) 4.5 4.5 3.5 4.33 57% 70% 1
Micro-data and nano-data 4 4.5 2.5 4 36% 58% 1
Open-Source Data 3.5 4 2 3.5 22% 39% 1
Data reuse and sharing 3 3 2.5 3 18% 22% 1
Visual data (such as Images from Satellite) 2 4 1 2.5 6% 16% 1
Data on-the-go (such as Travel Data) 2.5 2.5 2 3 10% 15% 1
Data Lake 2.5 2 1.5 2.5 6% 10% 1
Semantic web 2 2 2 2 6% 6% 0
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7) Sign.
Table 7
Current and future importance of Statistical Engineering indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Statistical Engineering Problem solving strategy 4 5 3 4 48% 64% 1
Problem context or request context 3.5 3.5 4.5 4.5 44% 44% 0
Domain knowledge and subject matter theory 4 3.5 3.5 3 39% 34% −1
Data pedigree 3 4 2.5 3 24% 29% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7) Sign.
Table 8
Current and future importance of Data Analysis indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Data Analysis for Spatio-temporal models 4.33 4 3 4.67 42% 65% 1
official Statistics Machine Learning 4.33 4 2.33 4.33 32% 60% 1
Deep Learning 3.33 4 1.67 3.67 18% 39% 1
Web Intelligence 3 3.33 1.33 3 11% 24% 1
Natural language processing (NLP) 2.67 3.33 1.33 2.67 9% 19% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7)
Sign.
Table 9
Current and future importance of Software and Tools indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Software and Tools for Code replicability & reusability 4.38 4.25 3.25 4.63 48% 69% 1
official Statistics R for official statistics 4.33 4.11 3.56 4.56 51% 65% 1
Statistical Data and Metadata Exchange 4 3.33 2.33 4 25% 43% 1
Time series tools 4.33 3.33 3 3.67 35% 42% 1
Python for official statistics 3.5 3.38 2.13 3.5 20% 33% 1
SAS for official statistics 4 3.86 3.71 2.57 46% 32% −1
Web Intelligence Hub 3.67 3 1.33 3.33 12% 29% 1
Statistical disclosure tools 3.67 3 3 3.33 26% 29% 1
Shared statistical services 3.2 3 2.6 3.6 20% 28% 1
Remote sensing and satellite imagery software 3 3 1.67 3 12% 22% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7) Sign.
for methodology departments of NSOs to use the po-
tential of open-source programming languages more
rapidly than the other departments; however, the NSOs
are showing interest to switch to R software [42]. From
Table 9, we can recommend the inclusion of R software,
SAS and opensource technologies [43] in current and
future educational plan in official statistics.
Data visualisation by recent technologies is recog-
nized as the most important indicator of modern official
statistics dissemination (Table 10). Visualisation of a
large amount of complex data could facilitate the use of
official statistics products as public goods [44].
Table 11 strongly recommends the data and statistical
literacy have been considering for official statistics. The
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Table 10
Current and future importance of Dissemination indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Dissemination of Data Visualisation by recent technologies 4 3.75 3.5 4.25 42% 51% 1
official Statistics Model deployment for end-users 3 3 2 3 14% 22% 1
Virtual Reality (VR) for complex visualisations 2 3 1.25 2.5 6% 12% 1
Source: Author’s preparation. Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future
importance (7) Sign.
Table 11
Current and future importance of Literacy indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Literacy of Data Literacy 4.8 4.6 2.6 4.5 46% 79% 1
official Statistics Statistical Literacy 4.8 4.6 2.8 4.25 49% 75% 1
Statistical thinking 4.6 4.6 2.8 4 47% 68% 1
Computer Literacy 3.2 3.6 1.6 3.75 15% 35% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future
importance (7) Sign.
Table 12
Current and future importance of Education and Academy Certificates indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Ethics in Privacy & Confidentiality 4.5 4.25 4.5 5 69% 77% 1
Official Statistics Security 4.25 4.5 4.5 4.75 69% 73% 1
Accountability 4.25 4.75 3.5 3.75 57% 61% 1
Racial Equity 4.25 4.25 3 3.75 43% 54% 1
Inclusiveness 3.5 4.25 3.5 4.25 42% 51% 1
Fairness and Fair Data 3.75 3.75 4 4 45% 45% 0
Transparency 4.25 4.25 3.5 3 51% 43% −1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future
importance (7) Sign.
Table 13
Current and future importance of Education and Academy Certificates indicators for official statistics
Indicators N(1) P(2) C(3) F(4) CI(5) FI(6) S(7)
Trusted Smart Machine Learning 4 4 2.33 5 30% 64% 1
Official Statistics New data methodologies for official statistics 4 4 2.75 4.75 35% 61% 1
New data quality for official statistics 3.67 3.8 2.75 4.25 31% 47% 1
Trusted Smart Surveys 2.67 3.2 1.75 4 12% 27% 1
Cell phone Applications and Operation Systems 2.67 3 1.75 4 11% 26% 1
Webscraping applications for official statistics 3 3 2 3.33 14% 24% 1
Internet of Things (IoT) 2.33 3 2 4 11% 22% 1
Notes: (1) Necessity (2) Proficiency (3) Current usage (4) Future usage (5) Current importance (6) Future importance (7) Sign.
CI and FI of data literacy and statistical literacy show
maximum importance among all indicators. As we can
see, the importance of 79% is the highest importance
rate among all factors, and there is only one indicator
with the future importance of 77% in Table 12, namely
Privacy & Confidentiality, which is higher than the 75%
of statistical literacy. It emphasizes the crucial impor-
tance given by experts to data and statistical literacy in
the future of official statistics.
Regarding the importance of ethics in official statis-
tics (Table 12), the main conclusion that can be drawn
is that respondents believe there will be no significant
change in the importance of the key indicators, with CI
and FI exhibiting close scores in almost all cases.
Transparency is the only indicator with a negative
sign, which indicates a reduction in its importance in
future. The explanation for this result may be in the
“black-box” nature of many machine learning algo-
rithms.
The fairness indicator is almost in the same situation,
an outcome that has already been discussed in Section
2.2.3. As a result, choosing some indicators from the
list is not easy, and we have opted to consider them all,
summarized in the “ethics in official statistics” term.
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The three top items in Table 13 are machine learning,
new data methodologies, and new data quality for offi-
cial statistics, which exhibit significantly higher CI and
FI scores when compared to the remaining indicators.
5. Discussion and conclusion
Producing official statistics is a difficult and multi-
faceted sequence of operations, in which multiple enti-
ties participate. It begins with inquiries about the gen-
eral information needs of several public and private
users, and continues with the selection of only a few
operations, following multi-year programmes, balanc-
ing the needs of larger groups with available resources
and priority setting at the national and supra-national
level. It involves determining the statistical objects, the
corresponding information sources, the design of sta-
tistical surveys or the use of administrative data, data
collection, processing the data, analysing the results and
the quality parameters. It involves the dissemination of
pre-defined and on-demand results in various forms,
documenting in detail all the stages of the operation.
Increasing the quality and timeliness of the statistical
production process in a cost-effective way for better
decision-making and social good challenges NSOs to
adopt data science technologies and methodologies. In
addition, producing statistical outputs is no longer an
exclusive activity of designated NSOs. Technological
innovation capacitated new players (private companies,
civil society organisations) to engage in data collection,
analysis and dissemination activities Accessing and us-
ing big data in official statistics demands a new skill
set.
This paper proposes a data science for official statis-
tics research model (DSMOS) to investigate the im-
pact of data science in producing official statistics. The
model is a collection of related and structured activities
and tasks combining data science, trusted smart statis-
tics and prevailing scientific paradigms and develops
around a restricted number of constructs. The model
seeks to combine data science and official statistics pro-
duction in an era of datafication. The most important
concepts of data science for official statistics training
considered in the paper were extracted from the litera-
ture review and experts’ opinions. Work phases of the
model are indicated by red colour and stages are in blue
in a sequence of (1) Methodology of Official Statistics,
(2) Statistical Engineering; (3) Data Analysis; (4) Data
Science; (5) Trusted Smart Statistics and (6) Deploying
to the NSO’s Platform. The dotted lines delimit specific
portions of a given stage. For instance, data science
includes data analysis and statistical engineering among
others. The model starts with the goal of satisfying na-
tional and international end user’s needs and requests,
and is supported by items mentioned as support teams
and underlines.
The results show that Statistics and data science are
expected to play a crucial role in the future of official
statistics. The strong link between Statistics and data
science suggests that experts working at NSOs are fully
aware of the technical assets they have accumulated
over time and they are planning to update it with new
technologies and methodologies.
The results suggest that the core syllabus (set of com-
petencies and skills) in data science for official statistics
should include the following areas:
– Concrete knowledge of Statistics;
– Highfrequency data, spatial data, Big Data, micro
data/nano-data;
– Problem-solving strategy;
– Spatio-temporal models and machine learning;
– Software R and SAS;
– Data visualisation by recent technologies;
– Data and statistical literacy;
– Ethics in Official Statistics;
– Machine learning;
– New data methodologies;
– New data quality tools and frameworks for official
statistics.
These areas could be included in formal training and
capacity building at the university level, expanding the
existing collaboration activities with academic part-
ners, or in informal training sessions at training units of
NSOs. In most countries there is a long tradition of col-
laboration between NSOs and universities in develop-
ing methodological and technical solutions for concrete
problems, in training current and future staff, in research
and innovation partnerships funded by targeted grants.
Leveraging on these partnerships to cover data science
educational gaps seems a natural solution, participating
in the design of the competency framework and course
contents. In addition, NSOs should establishing and
reinforcing the collaboration activities inside the com-
munity of official statistics to build new skills and em-
bracing new data science methodologies. Initiatives in
that direction have already started and common support
is available through, for instance, the activities of the
United Nations Global Working Group (GWG) on Big
Data for Official Statistics through the UN Global Big
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Data Platform (UNBigData),6 the Global Partnership
for Sustainable Development Data (GPSDD), through
capacity building initiatives set up by UNECA, ONS
UK, The Federal Statistical Office (FSO) of Switzer-
land7 and others On top of this, NSOs will need to ex-
tend their collaboration activities outside the commu-
nity of official statistics, particularly with providers of
Big Data (e.g., mobile phone companies, banking and
insurance companies, Google, Facebook, Amazon).
Our findings suggest that data science has the poten-
tial to significantly improve the official statistics pro-
cess alongside traditional methodologies from Statis-
tics. Moreover, the empirical results highlight the prin-
cipal factors and indicators in the DSMOS model.
Regardless of all the positive benefits of data science
for official statistics, there are some risks involved (e.g.,
reduced transparency, data protection issues, cybersecu-
rity, data impartiality) that need to be tackled to ensure
the society continues to always have access to good
statistical information. The massive use of traditional
software such as SAS is expected to decrease by in-
creasing the popularity of open-source programming
languages such as R software. The study revealed the
necessity of concrete knowledge about Statistics for
training data science in official statistics. Developing
competencies and skills in highfrequency data, spatial
data, Big Data, microdata/nano-data is considered to
be important for the future of data stewardship in offi-
cial Statistics, which would support the value-added of
new data infrastructures. Increasing the knowledge of
new data methodologies and new data quality tools and
frameworks is also considered important [45].
For soft skills, empowering problem-solving skills,
data and statistical literacy, and all indicators of ethics
in official statistics could be considered especially via
learning management systems (LMS) for larger audi-
ences. Producing multi-lingual educational videos, sim-
ulations of statistical activities, virtual workshops and
using the capacity of remote learning could improve
the soft skills and statistical literacy of the public, re-
duce the costs and increase their contribution in pro-
ducing new official statistics products based on new
technologies of training from home (TFH).
Machine learning and data visualisation novel tools
have already started to serve official statistics prod-
ucts [46]. However, the future usage of these two con-
6https://unstats.un.org/bigdata/.
7For instance, the FSO recently launched a Data Science Compe-
tence Centre which will assist all government departments of Switzer-
land in these domains.
cepts is expected to experience a rapid increase. For
future study, we remark that the relevance and appli-
cability of the Data Science Model for Official Statis-
tics (DSMOS), expressed in this paper, is mostly lim-
ited to the European context, and the ideas gathered in
this work might need to be revised and tested in other
geographies.
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