Abstract. We investigate the psychophysical and computational processes underlying the perception of depth from texture cues in perspective projections. In particular, we analyse the similarities between the processes associated with perspective and orthographic projections. Based on a series of psychophysical experiments using white noise stimuli presented in perspective projection, we suggest that the visual system may characterize the spatial-frequency spectrum by the average peak frequency (APF), which is the same characteristic as that used in orthographic projections. We demonstrate that normalization of the APF yields an estimate of depth in perspective projection. Our previous studies suggest that the APF is used in orthographic projections, where the output of the normalization process represents a linear approximation of surface slant. Based on these results, together with previous psychophysical evidence, we propose a neural network model of shape-from-texture for the perspective view. Simulations of the model show qualitative agreement with human perception over a range of real and artificial stimuli.
Introduction
One of the most important cues to the shape and depth of a surface is the apparent change in surface texture. As a surface curves or recedes into the distance, changes occur in the size, density, and aspect ratio of its texture elements. A number of psychophysical studies, beginning with Gibson (1950) have shown that the strategy used to estimate depth differs from that used to estimate curvature. Cutting and Millard (1984) showed that changes in texture size and density are used to judge depth as, for example, in judging whether a ground plane appears to recede into the distance. In contrast, they found that perception of surface curvature depends almost exclusively on changes in texture compression (a change in aspect ratio). The importance of the compression for determining curvature has also been demonstrated in cue conflict experiments (Buckley et al 1991 , Johnston et al 1993 . Moreover, using an ideal observer model, Blake et al (1993) reported that with large views of planar surfaces, density cues dominate the estimation of depth.
In most real images, surfaces exhibit both depth and curvature; however, it is instructive to consider the limiting cases of orthographic and perspective projections. In an orthographic projection, the distance between viewer and surface is assumed to be large compared with the size of the object, and changes in texture size and density due to relative depth along the surface can be ignored. In a perspective projection, changes in texture shape are ignored, and the texture is isotropically reduced in proportion to distance, as would be observed, for example, with a set of circles drawn on a tilted plane. These two projections correspond to the dissociation between the cues used for depth and those used for curvature.
Changes in texture can equivalently be described as changes in the spatial-frequency spectrum, as first pointed out by Bajcsy and Lieberman (1976) . In the case of orthographic projections, as a surface curves, the frequency spectrum expands along a single orientation axis. In the case of perspective projection, as a surface recedes into the distance, its spectrum expands isotropically in all orientations. Several computer vision algorithms have been developed based on tracking these changes in frequency spectra, and excellent results have been obtained (Kanatani 1984 , Malik and Rosenfeld 1993 , Super and Bovik 1995 . However in general, with complex frequency spectra, it is computationally intensive to determine the relationship between spectra at different positions in the image. For this reason, the visual system may make use of simpler characteristics of the spectrum, and compare changes in their spectral measure at various image locations.
We have previously studied the perception of shape-from-texture in orthographic projection (Sakai and Finkel 1995) and reported evidence that the visual system uses a strategy of characterizing the frequency spectrum by the average peak frequency (APF). The APF is computed separately for each orientation by taking the spatial average of local peak spatial frequencies. Curvature is determined by tracking the changes in this characterization instead of tracking the entire spectral shape. Texture compression is detected by anisotropic changes in the APF, and local surface slant is determined by normalization of the APF.
In the present work, we investigate the mechanisms used by the visual system to determine depth-from-texture in perspective projections. We specifically seek to define the similarities and differences between the computations involved in analysing perspective and orthographic projections. Our hypothesis is that in perspective projection, as in orthographic projection, the visual system characterizes the frequency spectrum by the APF. However, in perspective projection, the visual system may track isotropic changes in the APF, i.e. it checks whether the APFs in all orientations change by a similar amount. We generated psychophysical stimuli with precisely controlled frequency spectra, and investigated the relationship between spectral characteristics and perception of depth. We present evidence that the visual system characterizes spatial frequency by the APF in perspective projection, the same as in orthographic projection. A computational investigation also reveals that the normalization process for determining three-dimensional (3D) depth is equivalent to that for determining surface slant in orthographic projection. We propose a neural network model for perspective projection based on the characterization and normalization of spatial frequency, and present simulations of the model's estimation of 3D depth.
Psychophysical evidence for APF

Stimulus construction
We constructed a series of stimuli in perspective projection whose frequency characteristics are controlled, and presented these stimuli to human subjects to examine which characteristics of the frequency spectrum correlate with the 3D perception. The stimuli were generated by filtering white noise in the Fourier domain. White noise is Fourier transformed into the frequency domain, and passed through various filters to generate spectra with a particular functional shape. The spectra are then transformed back to the space domain.
For example, to generate an image of a plane receding into the distance, an image is segmented into 32 horizontal strips, each of which is generated by applying a different filter such that the high-pass limit of the filters increases in proportion to the distance from the viewer. The number of strips is chosen empirically by taking into account the trade-off between computation time and stimulus quality. Although filtering in the space domain may be utilized for similar stimulus generation, processing in the frequency domain is more straightforward and versatile in terms of spectrum manipulation.
When we view a wide plane, surface texture is compressed to different extents in the horizontal and vertical orientations, depending on the viewing angle and the distance from the viewer to the texture. For example, when we view a ground plane with many circles on it, the circles close to our feet look circular, while those in the distance are compressed along the vertical orientation and look ellipsoidal. This foreshortening occurs because the angle between the viewing line and the plane decreases as one views more distant regions of the plane. However, in a true perspective projection, no change in texture shape is allowed, thus any such distortion represents 'noise'. This noise is due to the two-dimensional nature of the texture; if the texture is composed of natural 3D objects such as desert rocks or ocean waves, the distortion does not occur. We limited the viewing angle of the stimuli so that the distortion was negligible, and avoided the incorporation of the distortion to the present stimuli. We designed the range of the filter expansion so that the viewing angle of the stimulus was limited to • from the line normal to the surface; the bottom part of the image corresponds to the view line of 45
• , and the top part to 75
• . This range of the viewing angle limits the texture distortion to 2.5%; thus, we did not incorporate the distortion in the stimulus. Examples of stimuli are shown in figure 1. Note that in figure 1(A), the phases of the spectra are controlled so that the generated texture shows less discontinuities.
Spatial-frequency characteristics for depth perception
We investigated which characteristics of the spectrum correlate with the perception of depth. First, we note that the visual system is able to perceive 3D depth essentially independently of the shape of the frequency spectrum. Figure 1 (A) contains only a single frequency component along the horizontal and vertical axes. As one moves from the bottom of the stimulus to the top, each component shifts to higher frequencies at the same rate, which corresponds to isotropic scaling due to perspective projection. Figure 1 (B) is constructed from white noise, and thus has many frequency components with random magnitudes. The frequency range expands at the same rate as in figure 1(A). In both cases, despite the fact that the shapes of the spectra are very different, we perceive a plane receding into the distance.
We suspected that the visual system might track the peaks in the frequency spectrum, since most of the signal energy is normally concentrated in the peaks. However, we found that, depending on the magnitude of the local peaks in the spectra, the visual system will track either the peak frequency or the mean frequency. Figures 2 and 3 differ in the magnitude of the peak frequency component relative to the rest of the frequency spectrum. The stimuli in figure 2 have high spectral peaks, whereas those in figure 3 have relatively shallow peaks. The spectrum of figure 2(A) consists of strong peaks at successively higher frequencies (as one moves upwards in the image) superposed on stationary white noise. Given the narrow width of the strong peaks, the mean spectral frequency is virtually constant. On the other hand, figure 2(B) has stationary strong peaks and expanding white noise; thus, the mean frequency shifts with image height. We perceive 3D depth in (A), but not in (B). Therefore, in the presence of strong spectral peaks, the visual system appears to track the The right-hand panels illustrate the frequency spectra in the vertical orientation at the top and bottom of the image. We can perceive a plane receding into the distance in both stimuli although the frequency spectra are very different.
peak frequency. Figure 3 shows that this result holds only if the peaks are sufficiently strong. In figure 3(A), the shallow peak shifts to higher frequencies, but the mean frequency is fixed over the image, whereas in figure 3(B), the peak is fixed but the mean shifts. In the absence of strong peaks, the visual system appears to track mean frequency. The demonstrations in figures 1-3 all agree with the results for orthographic projection reported previously (Sakai and Finkel 1995) , suggesting that the visual system tracks the peak frequency when there are significant peaks to track, and follows the mean frequency when there are no significant peaks.
The stimuli shown in figures 2(A) and 3(B) also demonstrate that we can perceive 3D depth from stimuli which do not exhibit 'natural' changes in their spectra. As a real surface recedes into the distance in a perspective view, the texture on the surface is scaled in inverse proportion to the distance, and the spectrum is expanded in proportion to the distance in all orientations. However, the spectra of these stimuli change in different ways. This again suggests that the visual system may not track the change of spectral shape directly, but some simpler characterization of the spectrum instead. The strong peak is shifted to higher frequencies along the vertical orientation in the image, whereas the white noise components are fixed; thus, the mean frequency is virtually fixed over the image. (B) The strong peak is fixed, whereas the white noise components are expanding; thus, the mean is shifting. The right-hand panels illustrate the frequency spectra in the vertical orientation at the top and bottom of the image. We can perceive a plane receding into the distance in (A) but not in (B), suggesting that in the presence of the strong peaks, the visual system appears to track the peak. The magnitude of the peaks is 4-8 times that of the white noise components, and the peak frequency in (A) or the mean frequency in (B) changes linearly in proportion to the distance from the bottom of the image.
Computational analysis of APF
APF is a simple and biologically computable measure that resembles the peak or mean depending on the magnitude of the peak. In this section, we show that, depending on the magnitude of local spectral peaks, the APF takes a value between the mean and the peak frequency.
A peak frequency at a location (x 0 ,y 0 ) can be expressed as:
where δ(x 0 ,y 0 ,f) equals 1 at the peak frequency, f = f p , and 0 otherwise. The APF,f p , Figure 3 . Stimuli consisting of relatively weak peak components. (A) The peak frequency changes from low to high frequencies along the vertical orientation in the image, but the mean frequency is fixed. (B) The peak frequency is fixed, but the mean frequency changes from low to high. We can perceive a plane receding into the distance in (B) but not in (A). The plots on the right-hand side illustrate the frequency spectra in the vertical orientation at the top and the bottom of the image. The peak frequency in (A) or the mean frequency in (B) changes linearly in proportion to the distance from the bottom of the image.
is defined by:
where I(x 0 ,y 0 )is the neighbourhood of (x 0 ,y 0 ), and m is the number of points in I(x 0 ,y 0 ). We can consider δ(f )| x 0 ,y 0 (δ(x, y, f ) in the neighbourhood of (x 0 ,y 0 )) as a stochastic process with a random variable f . The probability density function, prob(f )| x 0 ,y 0 , gives the probability of δ(f )| x 0 ,y 0 = 1, i.e. it gives the probability that a frequency component f is the peak component in the neighbourhood of (x 0 ,y 0 ). The APF (the expected value of f p ) in the neighbourhood of (x 0 ,y 0 ) is thus given by:
Thef p can take on the value of the peak frequency, mean frequency or other values depending on the probability density function, prob(f )| x 0 ,y 0 , which is inherently determined by the nature of the image and the properties of receptive field. In turn, prob(f ) depends on the differences in spectral magnitude over the spatial neighbourhood. If there are significant differences in the magnitudes of the peaks in the neighbourhood of (x 0 ,y 0 ), prob(f ) will tend to be proportional to the magnitude of each component (mag(f )| x 0 ,y 0 ). In this case, every component can be a local peak with a probability proportional to its magnitude. If the probability density function is proportional to the magnitude function, mag(f )| x 0 ,y 0 , the APF is equal to the mean frequency:
where
Examples of this case include irregular textures such as the white noise stimuli shown in figures 1(B) and 3. On the other hand,f p will be equal to the peak frequency if the differences in the peak magnitudes among positions are small relative to the differences between the peak and the remaining components. If δ(x, y, f ) is not a stochastic process and the probability density function equals 1 at a single f regardless of the position (i.e. all positions in the region have the same local peak frequency), then the local APF is given by:
For example, textures including regular patterns such as two-dimensional sinusoidal waves (e.g. figures 1(A) and 2) have little variance in the peak within local spatial neighbourhoods, thusf p will be equal or similar to the peak frequency. Thus,f p varies between the local mean frequency and the local peak frequency, depending upon the relative magnitude of the spectral peaks.
Psychophysical evidence for APF
If, in fact, the visual system tracks the APF, it should show significant changes for only those stimuli in which we perceive 3D depth. We measured the APF of the stimuli shown in figures 1-3. As shown in figure 4 , the difference in the APF between the bottom and the top of the image is large for those stimuli in which we perceive a plane receding into the distance, while the difference is small or zero for those stimuli in which we do not perceive 3D depth. The above evidence suggests a relationship between the average APF and 3D perception. The APF can be 'visualized' by taking its inverse Fourier transform. We identify the local peaks in the Fourier domain, transform these peaks into the space domain, and average them in the space domain. Figure 5 shows two stimuli, an artificially rendered planar surface and a picture of the Martian landscape taken by the Viking II lander (Viking Lander Imaging Team 1978) , and their APF. Although the characteristic frequencies of the two stimuli are different, the APF changes smoothly from low to high as one moves into the distance. Similarly, if the APF does not change over an image, we should not perceive 3D depth. We tested this prediction by adding white noise to the image of a planar surface textured with circles. Figure 6 shows four stimuli with different amounts of noise together with the corresponding APFs. For the noiseless image, we can see a smooth change in depth of the plane, whereas in the presence of 75% noise we do not perceive a receding surface. The APFs along the midlines of the images are plotted in figure 7 . The APF of the noiseless image increases rather monotonically, whereas for the 75% noise image, there is no orderly change in APF. Furthermore, if the APF changes irregularly in different orientations, the visual system is not able to determine the depth.
The network model
As a further test of the idea that the visual system characterizes the frequency spectrum by the APF, we constructed a biologically based neural network. The network is based on our previous shape-from-texture model for orthographic projection (Sakai and Finkel 1994) , and is composed of three stages: (i) decomposition of the spatial-frequency spectrum by model V1 complex cells; (ii) characterization of the spatial frequency by the APF; (iii) determination of the 3D depth by frequency normalization and inhibition.
A diagram of the model is shown in figure 8.
Stages of decomposition and characterization
The first stage of the model emulates essential properties of cortical complex cells in order to extract local spatial frequencies. Complex cells have several properties which aid in the extraction of spatial-frequency information (Bergen and Landy 1991) . These properties include invariance to contrast and spatial phase and specificity to orientation and spatial frequency. The units in the first stage of the model have linear receptive fields with difference-of-Gaussian (DOG) filters modelled after the properties of simple cells in area V1. Following the convolution, the simple-cell units with the same orientation and frequency selectivities are spatially pooled by taking the maximum response across the simple-cell units. This process represents an attempt to capture the spatial properties of complex cells.
In the simulation, a single operation emulates both ON and OFF channels. The output of a complex cell with preferred orientation o and spatial frequency f , is given by:
I is the entire input image and M is the mask for convolution ( * ). Only ON-type DOG masks are used. () + and () − indicate cases in which the expression within the parentheses has a positive or negative value. The convolution is followed by quasi-linear thresholding (QLT). Thresholds c 1 and c 2 are chosen so that the output remains within a fixed range, reproducing the limited range of response of cortical neurons. In our simulation we employed 36 masks for the convolution; four orientations with half-bandwidths of 45
• , and nine spatialfrequency channels with central wavelengths ranging in multiples of √ 2. These masks have a Gaussian distribution in the preferred orientation, and difference-of-Gaussian shape in the perpendicular orientation. The variance ratio of the DOG, σ on :σ off , is set to about 1:1.6 so as to approximate physiological data (Marr and Hildreth 1980) , and to provide zero mean. Gabor filters would realize a similar structure. The median DOG mask and the spatial pooling over the region I 1 realize an excitatory region equivalent to 0.8
• ×0.8
• visual angle † which is about twice the width of the optimal stimulus for the mask. Although the size of the region, I 1 , is fixed for reasons of computational economy, this spatial structure roughly corresponds to a typical complex-cell receptive field near the fovea (Movshon et al 1978, Mansfield and .
The second stage characterizes the frequency information by computing the APF in each orientation. The APF along orientation o is given by:
where the 'pfreq' operation determines the peak frequency at (x, y) which satisfies:
and the 'ave' operation takes a Gaussian average over the spatial neighbourhood, I 2 .W e used the Gaussian mask with the standard deviation of 0.92 • in visual angle. Results are relatively insensitive to moderate changes in the size of spatial extent (I i ) throughout the model. 
Normalization stage
In the third stage, the APF is normalized by the lowest APF over the image in order to obtain an estimate of depth. Note that the perspective cue gives an estimate of depth, not surface curvature or slant which are indicated by an orthographic cue. Since the absolute distance from the viewer cannot be determined solely from texture cues without prior knowledge, we determine the relative distance between points in an image. The normalized relative distance of two points is given by:
where d i represents the distance from a viewer to the point i, and f i represents the frequency at point i. Unlike some computer vision algorithms, this model does not include a process to determine slant, instead it determines a distance directly. In perspective projection, since frequency is directly proportional to a distance, computation of slant is not necessary. Further, if a surface is planar, slant cannot be determined without knowledge of the frontoparallel view of the texture.
In the simulations shown, we used the lowest spatial frequency as a reference for all distance comparisons. If we assume that the texture is homogeneous, the region closest to the viewer will have the lowest spatial frequency in the image. In this case, equation (8) becomes identical to the normalization process for determining the linear approximation of the tangent of surface slant in the orthographic projection model. This suggests that APF can be normalized in the same manner for perspective and orthographic projections. We carry out the normalization separately in each orientation:
Normalization processes are thought to take place in other visual modalities, for example in colour constancy and contrast normalization. However, unlike in the case of contrast normalization which typically involves normalization by the average contrast in a region, we normalize by the globally lowest frequency.
Texture cue selection stage
We make use of an inhibition stage following the normalization in order to check for isotropic scaling expected with a perspective view. In orthographic projections, the peak or mean frequency should change only in the orientation of tilt; in the perspective case, the peak or mean should change by the same amount among orientations. In order to verify that spatial frequencies are increasing equally across all orientations, we take the normalized APF in each orientation as an excitatory input, and use the variance among all orientations as an inhibitory input. The lateral inhibition is given as follows.
where the scaling coefficient S is:
I 3 is the spatial neighbourhood of (x 0 ,y 0 ), m is the number of the points in I 3 , n o is the number of the orientations, and c 1 and c 2 are constant coefficients. This stage will pass through the normalized frequency only if texture is compressed similarly in all orientations, and thus all orientation channels have similar values. S(x 0 ,y 0 ) in equation (10) is the measure to represent this isotropic compression. This inhibitory mechanism is designed to realize the psychophysical evidence that in perspective projection, the visual system appears to track changes in texture size and density. The output of this stage is directly connected to the depth map, because in perspective projection, texture frequency is proportional to depth. Since the nature of 3D representation in the cortex is unknown, we utilized a depth map as a matter of convenience; we do not propose that such a depth map necessarily serves as the means of 3D representation in the brain.
Tests of network performance
We first tested the quantitative performance of the model by simulating four planar stimuli with different slants in perspective projection. The stimuli, shown in figure 9 , are generated from a white noise pattern similar to figure 1(B) . We define the depth of a plane as the ratio between the depth at the bottom and top of the stimulus. The network estimated depth is plotted as a function of actual depth as shown in figure 9 (E). The model shows a linear response without any significant irregularity. We tested the model with a variety of perspective images of planar surfaces. Figure 10 shows seven examples of stimuli, three artificial images and four real images taken by a video camera. The computed depth of these stimuli is also shown in figure 10 as contour maps. The ideal responses for these images, except for (F), would be horizontal parallel contour lines at decreasing separations. The model shows good responses for the two rendered images. The model also shows a reasonable response for the video images and the painting in most regions of the image. One reason for the degraded response for the Martian landscape may be that the scene includes a few rocks so large as to violate an assumption of texture homogeneity over the image. As a result of the mixing of low and high frequencies over the image, the range of depths is smaller than in the other images. This can be seen from the small number of contour lines in the Martian landscape. Additional mechanisms, such as the perception of the ground surface, may assist in the determination of accurate depth. The contour lines on the right-hand side of the building and the lower central part of the cafeteria are irregular, mainly because the texture is larger than the receptive field of the cells in the model. The model estimates the depth in the wheat field image in a manner similar to human perception, despite the fact that the properties of paintings are very different from those in real images.
Discussion
In most natural scenes, there is a mixture of orthographic and perspective views. Reported psychophysical evidence suggests that with wide panoramic views, perspective cues such as the size and density of texture are important, and for small restricted views, the orthographic cue of texture compression is dominant. This seems reasonable in the sense that perspective cues indicate distance and the orthographic cue indicates curvature. A perspective view can be reasonably approximated by an orthographic view if the region examined is appropriately small. Computer vision algorithms often take advantage of this approximation; with an assumption that a small surface patch is planar, the computation is first carried out for each patch, then the results are combined to recover an entire surface. It is thus natural to expect that the visual system may use similar strategies for perspective and orthographic views although the texture cues under consideration are different.
The present preliminary psychophysical evidence suggests that in perspective projection as well as in orthographic projection, the visual system appears to characterize spatial frequency by the APF, and tracks changes in APF to distinguish 3D depth. We computed the APF as four scalar values each corresponding to a single orientation, and represented each value by the activity of a single unit. Since the dynamic range of a single neuron is limited, it may be more biologically plausible to use a population coding mechanism to represent the APF. The APF can be considered as a biological version of the second-order moment of the spectrum. Therefore, moment-based methods such as that proposed by Super and Bovik (1995) can also be utilized for a perspective view by applying mechanisms to determine the isotropic changes of all three second-order moments each of which represents the spectrum distribution in a single orientation. Our computational analysis reveals that the normalization process for determining depth in perspective projection is identical to that for determining the linear approximation of surface slant in orthographic projection. Therefore, the models for perspective and orthographic views may share the same mechanisms through the normalization stage. The major difference between the models is that the perspective model compares changes in APF over different orientations, whereas the orthographic model checks for the changes in a single orientation. This difference between the models results in the difference in selectivity to texture cues between orthographic and perspective projection. The models require only slightly different processes, which is an important advantage derived from working in the frequency domain. In the spatial domain, measuring the aspect ratio is significantly different from measuring the element size. Given their similarity, it may be straightforward to combine the models for orthographic and perspective projection in order to handle an image including both curvature and distance. We have currently implemented the selectivities to texture cues in the different inhibition stages of the two models; however, it may be possible to implement the two selectivities in a single network that changes the selectivity depending on the stimulus.
In the model presented here, surface texture homogeneity is assumed, as it is in all shape-from-texture models proposed to date. This assumption is fundamental since when texture shrinks linearly as one moves from the bottom of the image to the top, there is no way of distinguishing whether the texture on a vertical plane is changing, or a plane with uniform texture is receding into the distance. Another assumption many models impose is relatively isotropic texture. This assumption is critical for models tracking the aspect ratio of texture elements. The present model is able to handle the anisotropic textures, because until the normalization stage, the model processes different orientations separately, thus no interaction among the orientations occurs.
Working in the frequency domain is advantageous in several respects. Some computer vision algorithms identify texture elements in the space domain and then compute the changes in the texture element size or aspect ratio. These methods yield good results if the texture elements are identifiable. However in most natural scenes, reliable identification of element shape is difficult, and the computational cost for the identification can become prohibitive. The changes in the spacing between texture elements is also important for the shape-from-texture problem. In a perspective view, the size and spacing change by the same amount, and the change in frequency represents both of these changes. This property is particularly useful if figure-ground relationships in the texture are unclear. Perspective is closely related to convergence to a vanishing point. Corresponding to convergence in the spatial domain is the orderly change in peak frequency while maintaining stationary phase. We can see the convergence in the stimuli with strong peaks such as in figure 1(A) . APF provides a cue for determining 3D depth from perspective and convergence from a single biologically compatible measure.
