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A sign pattern is amatrixwhose entries are from the set {+,−, 0}. For
a realmatrix B, sgn(B) is the sign pattern obtained by replacing each
positive (respectively, negative, zero) entry of B by + (respectively,
−, 0). For a sign pattern A, the sign pattern class of A, denoted Q (A),
is deﬁned as {B : sgn(B) = A}.
The purpose of this note is to prove the following theorem: Let A,
B, and C be real matrices such that AB = C. Suppose that the zero
bipartite graphofC (this is the sameas thecomplementof thebipar-
tite graph of C) is a forest. Then there exist rational perturbations
A˜, B˜ and C˜ of A,B, and C, respectively, in the same corresponding
sign pattern classes, such that A˜B˜ = C˜.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In qualitative and combinatorial matrix theory, we study properties of a matrix based on combina-
torial information, such as the signs of entries in the matrix. A matrix whose entries are from the set
{+,−, 0} is called a sign patternmatrix (or sign pattern, or pattern). For a real matrix B, sgn(B) is the sign
pattern obtained by replacing each positive (respectively, negative, zero) entry of B by + (respectively,
−, 0). For a sign pattern A, the sign pattern class of A is deﬁned by
Q (A) = {B : sgn(B) = A}.
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For a sign pattern A, theminimum rank of A, denoted mr(A), is deﬁned as
mr(A) = min
B∈Q (A)
{rank B}.
Further information on sign patterns can be found in [3,4].
For a real matrix C = [cij] of size m × n, the bipartite graph of C is the graph with vertex set
{1, 2, . . . ,m} ∪ {1′, 2′, . . . ,n′} such that there is an edge between i and j′ iff cij /= 0. The zero bipartite
graph of C is the complement of the bipartite graph of C.
In [1], it is shown that the following two conjectures are equivalent:
Conjecture 1. The minimum rank of every sign pattern can be achieved by a rational matrix in
its sign pattern class.
Conjecture 2. For all real matrices A, B, and C, with AB = C, there are rational perturbations
A˜, B˜, and C˜ of A,B, and C, respectively, in the same corresponding sign pattern classes, such that
A˜B˜ = C˜.
It is shown in [5], through the use of a result in projective geometry, that Conjecture 1 (and hence,
Conjecture 2) does not hold in general. Specifically, in [5], the authors give an example where the
minimum rank of A is 3 and Conjecture 1 does not hold. In the interesting paper [2], by using a
technique based on matroids, the authors also give an example where Conjecture 1 does not hold.
However, from [1], we do know that there are many sign patterns for which the minimum rank is
achieved by a rational matrix, for example, entrywise nonzero sign patterns.
In this note, sufﬁcient conditions are obtained under which existence of real solutions of a matrix
equation implies that there are rational solutions within the same sign pattern classes as the real
solutions. Specifically, we establish the following theorem (the main result of the paper): Let A,B, and
C be real matrices such that AB = C. Suppose that the zero bipartite graph of C is a forest. Then there
exist rational perturbations A˜, B˜, and C˜ of A,B, and C, respectively, in the same corresponding sign
pattern classes, such that A˜B˜ = C˜.
2. Proof of the main result
LetA,B, andC be realmatrices such thatAB = C. Let’s assign independent indeterminates (variables)
x1, x2, . . . , xk to the nonzero entries of A and B (thus, k is the total number of nonzero entries of A and B).
For brevity, wewrite X = (x1, x2, . . . , xk) and X0 = (x01, . . . , x0k ), the k-tuple obtained by replacing the xi’s
by the values of the corresponding entries in A or in B. Set pA(X) to be the pth row vector of A replaced
by its indeterminates, and Bq(X) to be the qth column vector of B replaced by its indeterminates. Thus,
pA(X0) is just the pth row of A and Bq(X0) is the qth column of B.
We say that AB = C has property (∗) provided that there exist a subset α of {1, 2, . . . , k}, neighbor-
hoods (all of the same radius) N(x0
i
) of x0
i
for i /∈ α, and functions fj (for j ∈ α) of the xi (for i /∈ α), each
of which is a quotient of polynomials inQ[xi : i /∈ α], such that fj evaluated at the initial conditions of
xi = x0i is x0j , and for any choice of xi ∈ N(x0i ), we have that pA(X)Bq(X) = 0 whenever cpq = 0, where X
is the k-tuple obtained by using xi ∈ N(x0i ) for i /∈ α, xj = fj(xi : i /∈ α) for j ∈ α, with xj arbitrarily close
to x0
j
.
Lemma. Let A,B,G,H,U, and V be real matrices.
(a) Assume that
A
[
U V
] = [G H] ,
where the ﬁrst row of G is a zero row, no other entry of G is zero, and AV = H has property (∗). Then
A
[
U V
] = [G H] also has property (∗).
(b) Assume that[
U
V
]
B =
[
G
H
]
,
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where the ﬁrst column of G is a zero column, no other entry of G is zero, and VB = H has property
(∗). Then
[
U
V
]
B =
[
G
H
]
also has property (∗).
Proof. We give only a proof of (a); the proof of (b) is similar.
We assume that AV = H has property (∗). Let x1, x2, . . . , xk be the variables representing the nonzero
entries of A and V , and α be the subset of {1, 2, . . . , k} for which property (∗) holds.
Consider the jth column of U. If the jth column of U and the ﬁrst row of A are combinatorially
orthogonal, then clearly the equation A
[
Uj V
] = [Gj H] also has property (∗) with the original α.
Otherwise, there is an i such that the (i, j) entry of U is nonzero, and the (1, i) entry of A is nonzero. We
now have X = {x1, x2, . . . , xk , xk+1, . . . , xp}, where xk+1, . . . , xp represent the nonzero entries of Uj . We
can solve the equation 1A(X)Uj(X) = 0 for the ith entry, say xl(k + 1 l  p), of Uj(X); that is, we can
express the variable xl as a quotient g of two polynomials (with rational coefﬁcients) in the variables
in the row 1A(X) and the variables in the column Uj(X) (excluding xl). Clearly, when evaluating g at
the initial values of its variables, the value of xl is the (i, j)-entry of U. Moreover, since the quotient g is
a continuous function, there exist neighborhoods (all of the same radius) of these initial values over
which xl may be computed using the quotient g and the equation 1A(X)Uj(X) = 0 holds. Furthermore,
because of the continuity of g, we may assume that the computed value of xl is in an arbitrarily small
neighborhood of its initial value. Now, α becomes α ∪ {l}. Suppose some variable xh (with h in the
original α) represents a nonzero entry in the ﬁrst row of A and xh is involved in g. We already know
that xh = fh(xi : i /∈ α, 1 i  k). We can further restrict the neighborhoods about the initial values of
thevariables xi : i /∈ α, 1 i  k, so that the computedvalueof xh is in thepreviously indicated required
neighborhood of its initial value. It is clear that in the above we can now choose neighborhoods of the
same radius about the initial values of xi : i /∈ α ∪ {l}.
Now, we have that A
[
Uj V
] = [Gj H] has property (∗). Therefore, (a) follows by induction. 
Proposition. Let A,B, and C be real matrices such that AB = C. Suppose that the zero bipartite graph of C
is a forest. Then AB = C has property (∗).
Proof. We proceed by induction on the sum of the numbers of rows and columns of C. The result is
clear if C is 1 × 1. Assume that the result holds for matrices C of sizes n1 × n2 with n1 + n2 < k, for
some positive integer k. Suppose that C ism × nwithm + n = k. Since the zero bipartite graph of C is
a forest, it contains a vertex (namely, a row index or a column index) with degree 1.
If the zero bipartite graph of C contains a column index of degree 1, by permuting the columns of C
and B and the rows of A and C if necessary, wemay assume that the ﬁrst column of C has the ﬁrst entry
0 and all the other entries nonzero. Write B = [U V] and C = [G H], where U and G have only one
column.
By induction hypothesis, the equation AV = H has property (∗). By (a) of the preceding lemma,
AB = C also has property (∗).
Similarly, if the zero bipartite graph of C contains a row index of degree 1, by the aid of (b) of the
preceding lemma, we can show that AB = C has property (∗) as well.
Hence, the result holds for all C whose zero bipartite graph is a forest. 
We now come to the main result.
Theorem. Let A,B, and C be real matrices such that AB = C. Suppose that the zero bipartite graph of C (this
is the same as the complement of the bipartite graph of C) is a forest. Then there exist rational perturbations
A˜, B˜, and C˜ of A,B, and C, respectively, in the same corresponding sign pattern classes, such that A˜B˜ = C˜.
Proof. By theprecedingproposition,AB = C hasproperty (∗). Asbefore, let x1, x2, . . . , xk be thevariables
representing the nonzero entries of A and B, and α be the subset of {1, 2, . . . , k} for which property (∗)
holds. Hence, for all values of xj (j /∈ α) in suitably small neighborhoods of their initial values, we may
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compute the entries represented by xq with q ∈ α (in arbitrarily small neighborhoods of the initial
values) so that an entry of A(X)B(X) is zero if the corresponding entry of AB is zero.
Note that the nonzero entries of AB are continuous functions of the nonzero entries of A and B. As
long as the entries of A(X) and B(X) are in sufﬁciently small neighborhoods of their initial values, the
resulting matrix A(X)B(X) would agree in sign with C at the nonzero positions of C.
Therefore, it is clear that we can pick rational perturbations A˜ and B˜ of A and B, respectively, in the
same corresponding sign pattern classes, so that A˜B˜ has the same sign pattern as C. Let C˜ = A˜B˜. Then
A˜, B˜, and C˜ yield desired rational perturbations. 
The following result follows easily from the above theorem by using Schur complements.
Corollary. Suppose that A,B, and C are real matrices with AB = C and the zero bipartite graph of C is a
forest. Then the minimum rank of the sign pattern of the matrix
[
I B
A C
]
can be achieved by a rational
matrix in the same sign pattern class.
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