Abstract After recalling the notion of L 1 limit solution for a dynamics which is affine in the (unbounded) derivative of the control, we focus on the possible occurrence of the Lavrentiev phenomenon for a related optimal control problem. By this we mean the possibility that the cost functional evaluated along L 1 inputs (and the corresponding limit solutions) assumes values strictly smaller than the infimum over AC inputs. In fact, it turns out that no Lavrentiev phenomenon may take place in the unconstrained case, while the presence of an end-point constraint may give rise to an actual gap. We prove that a suitable transversality condition, here called Quick 1-Controllability, is sufficient for this gap to be avoided. Meanwhile, we also investigate the issue of trajectories' approximation through implementation of inputs with bounded variation.
Introduction
Let n, m, be positive integers and let U ⊂ R m and V ⊂ R be compact. For the control systemẋ 
(t) = f (x(t), u(t), v(t)) +
where (x, u, v)(t) ∈ R n × U × V , the roles of the controls u and v are quite different, since the former (sometimes called impulsive control) is present in the equation also with its first derivative, while the latter is a standard, bounded measurable control. In the classical case, i.e. when u belongs to the class AC of absolutely continuous maps, one can add a state variable z = u, so that (1)- (2) is equivalent to the (n + m)-dimensional Cauchy problem
where we have set [2] a notion of trajectory, called limit solution, has been proposed for inputs u ∈ L 1 (and v ∈ L 1 ). Here, the script letter L 1 denotes the set of everywhere defined integrable functions, while L 1 stands for the usual quotient space with respect to the Lebesgue measure. Let us observe that various reasons motivate an extension of the notion of solution. In particular, in an optimal control problem where neither coercivity hypotheses on the functional nor bounds onu are assumed, one can reasonably argue that the derivativesu k of a minimizing sequence may be unbounded, not only in the L ∞ −norm but also in the L 1 −norm. Even classical chattering phenomena for standard control systemsẋ = f (x, u) could be regarded, when the fictitious equationż =u is added, as a consequence of the lack of coercivity inu (see e.g. [17] ).
The concept of limit solution subsumes and extends the most consolidated notions of solution for (1)- (2) . In particular, for the case of u with bounded variation, the so-called graph completion solutions (and equivalent notions, [5, 6, 11, 25, 27, 28, 32, 33, 36, 39] ) turn out to be limit solutions. Furthermore, when the Lie brackets of the non-drift vector fields g 1 , . . . g m vanish identically, the existing notion of solution [3, 12, 23, 34] (which allows for inputs u with unbounded variation and enjoys uniqueness properties) turns out to coincide with that of limit solution.
The present paper focuses on the possible occurrence of the Lavrentiev phenomenon when the set of limit solutions is replaced with the smaller class of absolutely continuous solutions. More precisely, for a given payoff function Ψ,we consider the optimal control problems inf (u,v)∈L 1 ×L 1
Ψ (x(T ), u(T )), (x(T ), u(T )) ∈ S,
and inf (u,v)∈AC×L 1
and investigate the following issue:
Q. When do the two infimum values coincide? Furthermore, is the set of trajectories of problem (6) dense 1 in the set of trajectories of (5)?
A brief historical overview is due here. The terms "infimum gap" or "Lavrentiev phenomenon" nowadays have acquired a quite extended meaning: they generally refer to situations where the infimum of a functional on a topological space is compared with the infimum taken over a dense subset. In particular, in ordinary Control Theory, where trajectories are absolutely continuous, it is said that the Lavrentiev phenomenon occurs when the infimum is strictly less than the infimum over Lipschitz continuous solutions (see e.g. [15, 20, 22, 35, 40] ). The denomination is in turn borrowed from the Calculus of Variations, where the issue was originally investigated (see e.g. [13, 19, 21, 26] ).
In the case without terminal constraints, the answer to our question Q turns out to be positive with fair generality. Moreover, one proves a subtler gap-avoidance: the infimum of the extended problem can also be approximated by the infima of problems with (possibly discontinuous) controls with bounded variation (see Theorem 1 and Proposition 2).
However, as soon as the system is subject to an actual terminal constraint (i.e., S = R n × U ) the situation is radically different. The crucial point consists in the fact that each absolutely continuous trajectory whose cost approximates the minimum must comply with the terminal constraint. 2 On the one hand, this requirement is much stricter than the condition that minimizing sequences have to verify the terminal constraint just asymptotically. On the other hand, any reasonable numerical approximation method should include the terminal constraint. 3 The occurrence of an infimum gap as a consequence of a terminal constraint is illustrated by following toy example.
Example 1 Consider the target
where
g. in the L 1 -topology with respect to the dt + δ T measure. 2 An analogous situation occurs in the classical Calculus of Variations on many variables domains, where crucial difficulties in the study of Lavrentiev phenomena arise from the imposition of boundary conditions (see e.g. [10] ). 3 It is perhaps worth noticing that, when dealing with numerical approximations, one should preliminarily check the approximability of AC trajectories with Lipschitz ones. To this end, one can refer to the large existing literature, partially quoted above. and
On the other hand, the unique limit solution corresponding to the control
is defined asx
and (x,û)(·) satisfies the final constraint, so that
Therefore, there is a gap between the infimum of the problem among absolutely continuous trajectories and the minimum among limit solutions.
We are interested in establishing sufficient conditions in order that infimum gaps do not occur. This is in fact the case of Theorem 2, where one assumes the hypothesis of Quick 1-Controllability: for some η > 0,
Here d is the distance function from S, and D * d(x, u) denotes the limiting gradients' set. Hypothesis (8) says that not only the dynamics defined by the fields g 1 , ..., g m is transverse to the d-level sets but also that the latter can be crossed with arbitrary large speed. This is why we call this condition Quick. Our main motivation to study extensions of (6) where no Lavrentiev phenomena occur arises from the need of giving a physically acceptable meaning to typical investigations for optimal control problems with unbounded controls (which in turn are motivated by plenty of applications, see e.g. [8, 9, 18, 24] ). An instance is represented by necessary conditions for optimality (see [1, 4, 6, 37] ). Indeed, in order that such necessary conditions are effective in the search of optimal paths, one should rule out the occurrence of a gap. The same consideration applies to the goal of constructing numerical schemes for these problems, both via Hamilton-Jacobi equations (which is reasonable also in view of approximability results with problems with a priori bounded variation, see e.g. [14] ) and through shooting-like methods.
The paper is organized as follows. In the remainder of the present section we introduce some notation and state the main assumptions on the control system (1). In Section 2 we recall the definition of limit solution and prove no-gap results when no terminal constraints are imposed. Meanwhile we also discuss approximations through graph completion solutions of bounded variation controls, a class of system trajectories which prove to coincide with the family of simple limit solutions, an important subclass of limit solutions. In Section 3 we prove that the Quick 1-Controllability hypothesis is sufficient for the non-occurrence of the Lavrentiev phenomenon in the presence of terminal constraints. We conclude the paper (Section 4) by first discussing the issue of approximations by means of controls with equibounded variations and then providing an example where a higher order, weaker condition replaces the Quick 1-Controllability.
Some Notation
Let I, E be an interval and a closed subset of the Euclidean space R d ,respectively. For any K ∈ [0, +∞[,we let BV K (I ; E) be the set of functions h : I → E with total variation bounded by K,and we set BV (I ; E):= K≥0 BV K (I ; E). We shall write Var I (h) to refer to the total variation of h in the interval I . We use L 1 (I ; E) to denote the set of pointwise defined Lebesgue integrable functions h : I → E, while L 1 (I ; E) will denote the corresponding family of equivalence classes (with respect to the Lebesgue measure); as usual,
We will say that a function ϕ 0 : I → R is increasing if for every pair t 1 , t 2 ∈ I verifying t 1 < t 2 ,one has ϕ 0 (t 1 ) ≤ ϕ 0 (t 2 ). We use strictly increasing when the latter inequality is strict.
Main Assumptions
Throughout the paper we shall assume the following hypotheses:
Notice that, under the above conditions, for any (x, u) ∈ R n × U and each pair of
,there exists a unique Carathéodory solution to the Cauchy problem (1)- (2) . In order to keep track of the condition u(0) = u, we let
x [x, u, u, v] denote this solution. When no confusion may arise, we shall omit to write domains and codomains explicitly. For instance, we use AC, L 1 , and
Remark 1
In view of the definition of limit solution (see Definition 1), hypothesis (i) is needed to have existence of the solutions even for the most trivial system, namelyẋ =u.
On the other hand, (i) implies U be connected. For instance, compact, star-shaped sets meet (i). Furthermore it is easy to check that subsets verifying the Whitney property meet assumption (i). Let us recall that a compact subset U has the Whitney property (see "property P" in [38] ) if there is C ≥ 1 such that, for every pair (u 1 , u 2 ) ∈ U × U,there exists an absolutely continuous path γ :
and
Var [0,1] (γ ) ≤ C|u 1 − u 2 |.
No Final Constraints

Limit Solutions
We say that a limit solution x is a simple limit solution,
shortly S-limit solution, of (1)- (2) if the sequences (u τ k ) can be chosen independently of τ . In this case we write (u k ) to refer to the approximating sequence. SOLUTION) We say that an S-limit solution x is a BV -simple limit solution, shortly a BV S-limit solution, of (1)- (2), if the approximating inputs u k have equibounded variation. u, u, v ] to denote the set of limit solutions, S-limit solutions, and BV S-limit solutions, respectively, corresponding to the input (u, v) and the initial condition (x, u).
(BV S-LIMIT
Remark 2 Let us point out that the original notion of limit solution in [2] is given for vector fields g 1 , . . . , g m depending on x only. As suggested in [2] , the above definition is a natural adaptation when u is viewed in the double role of control and state. Indeed, x is a limit solution to (1)- (2) (3) according to [2] . u, u, v] , the inclusions being strict in general. Moreover, the limit solution is not unique, namely
Remark 3 One has that
is not a singleton, unless all the Lie brackets
. . , g m are the extended vector fields defined in (4) and [·, ·] denotes Lie bracketing. In this case, Σ [x, u, u, v] turns out to be a singleton, see [2] .
For any (x, u) ∈ R n × U , let us consider the reachable sets at time T :
Obviously, one has
Remark 4 On the one hand, if f = 0 and the system is commutative -namely [ g α , g β ] ≡ 0 for all α, β = 1, . . . , m-by simultaneously rectifying the vector fields g 1 , . . . , g m one can construct a coordinates change (x, z) → ( x, z) such that system (3) reduces to the formẋ = 0,ż =u. Hence, in such a case,
However, if f = 0, even the first inclusion in (9) may happen to be strict: for instance, if one considers the same control system as in (7) but with no final constraints, one has
On the other hand, when the system is not commutative, the inclusion R AC (x, u) ⊆ R(x, u) is allowed to be strict even in the case when f = 0. For instance, consider the vector fields
where ψ is a Lipschitz continuous function equal to 1 as |x| ≤ 2 and equal to 0 as |x| ≥ 3, 4 and the control systemẋ
with control set U :=[−2, 2] 2 and initial conditions
For any absolutely continuous control
Therefore,
it is sufficient to consider the approximating sequence
Let Ψ : R n × U → R be the payoff function, which is assumed to be continuous. Different kinds of solution's notion give rise to different optimal control problems. In particular, for every (x, u) ∈ R n × U let us set
In fact, unlike the problem with final constraints, which will be examined in the next section, the unconstrained problem is not affected by gap phenomena, so that the infimum values above do coincide. More precisely, one has: Theorem 1 For any (x, u) ∈ R n × U the following identities hold true:
Proof Since Ψ is upper semicontinuous, (12) is a straightforward consequence of (11) . Furthermore, in view of the inclusions' chain (9), to prove (11) it is sufficient to show that
Actually, by definition of limit solution, for any
, which proves (13).
BV S-limit solutions and graph completion solutions
Most of the literature on impulsive systems is based on the assumption that the inputs u have bounded variation. This hypothesis standing, one can exploit the notion of (setvalued) graph-completion solution, which, up to minor differences, is equivalent to several available concepts of solution (see some references in the Introduction). Therefore, also because (single-valued) graph-completion solutions turn out to coincide with BV S-limit solutions -see (17) and Theorem 3 below-, investigation of Lavrentiev gap phenomena related to (possibly non AC) inputs with bounded variation may prove of interest. Furthermore, approximation by BV controls is crucial in the proof of Theorem 2, which concerns gaps' avoidance in the presence of a final constraint. For L ≥ T ,let U L denote the subset of Lipschitz maps 
We will write U + L to refer to the subset of U L made of pairs (ϕ 0 , ϕ) having ϕ 0 strictly increasing. Finally, let us set
Let (x, u) ∈ R n × U and consider the space-time control system (on the s-interval
The elements
Definition 2 (Graph completion) Let us consider u ∈ BV . We say that a map
where ϕ ← 0 (t) denotes the pre-image of {t} through ϕ 0 . To obtain a notion of graph completion solution in its single-valued version we need the concept of clock. (ϕ 0 , ϕ) ). The map [x, u, u, v] to denote the set of g.c. solutions corresponding to (u, v). We shall consider also the reachable set
Definition 4 (Clock) Let us consider u ∈ BV and let
and the corresponding value function [2] ). Furthermore, it is trivial to check that for every t ∈]0, T ],
where the union on the left-hand side is performed over all values at t of set-valued graph completion solutions corresponding to u and v.
The following reparameterization result is standard.
Proposition 1 Let us consider (x, u) ∈ R n × U and (u, v) ∈ AC × L 1 with u(0) = u, and let us set
σ : [0, T ] → [0, 1], t → σ (t):= t 0 (1 + |u|)ds T 0 (1 + |u|)ds , ϕ 0 :=σ −1 , ϕ:=u • ϕ 0 , ψ:=v • ϕ 0 , y:=y[x, u, ϕ 0 , ϕ, ψ]. Then (ϕ 0 , ϕ) ∈ U + T + u 1 ,
is a g.c. of u and the (unique) associated g.c. solution x:=y • σ (is single-valued and) coincides with the Carathéodory solution x[x, u, u, v].
In [2] it has been proven that the set of graph completion solutions coincides with the set of BV simple limit solutions, namely
Therefore
and, in view of Theorem 1, one also has
so that, in particular,
(see also Proposition 2 below).
End-Point Constraints and Quick 1-Controllability
In this section we investigate the previous optimal control problems (associated to the dynamics (1)-(2) and the cost functional Ψ ) with the additional requirement that the paths (x, u)(·) must satisfy the terminal constraint
S being a compact set contained in the interior of R n ×U . We also assume that S is viable in the following sense: there are positive numbers L and δ such that, for each
As remarked in the Introduction (see Example 1), the presence of final constraints may generate a gap between the infima of the regular problem with AC trajectories and the problem with L 1 trajectories. The Quick 1-Controllability hypothesis below provides a sufficient condition under which feasible limit solutions are limits (in the x(·) 1 + |x(T )| norm) of AC solutions also agreeing with the final constraints. In turn, this clearly avoids gaps to occur.
Let d be the distance function associated to S, that is d
to denote the set of limiting gradients (or reachable gradients) to d in (x, u). We recall that d is locally semiconcave in R n+m \S and
for all (x, u) ∈ R n+m \S, where π(x, u) is a projection of (x, u) on S. We refer the reader to [16, Definition 3. 
i.e., max
Theorem 2 Let the Quick 1-Controllability assumption be verified. Let
and
Proof By the definition of limit solution, there is some sequence (û k ) ⊂ AC havinĝ u k (0) = u and such that
wherex k :=x[x, u,û k , v] are the corresponding Carathéodory solutions to (1)- (2). Moreover, there exists some
This implies that
The remainder of the proof is divided in four steps. In the first three steps we modify the sequence (x k ,û k ) so to obtain a new sequence ((x k , u k ) ) verifying the desired conditions (24)- (25) . More precisely, in Step 1 we select a sequence (σ k ) verifying
In
Step 2 the Quick 1-Controllability condition is exploited to guarantee the existence of a Lipschitz arc that starts from (x k ,û k )(T − σ k ) and intersects S before time T . If needed, in
Step 3 we shall extend this arc to time T by using the viability hypothesis (described at the beginning of the current section). Finally, in Step 4 we prove that the constructed sequence verifies (24).
Step 1. For any k ∈ N, let k denote the total variation ofû k ,i.e.
Set L k :=T + k , and consider the functions
Furthermore, the solution y k of the space-time system (14) corresponding to the space-time con-
û k (T )) and y k (1) =x k (T ).
Fix k ∈ N and set
For any ε ∈]0, 1[, one has
for some constantM > 0 depending on the bounds of |f | and
,so that, by (28) and (29),
Step 2. Let ρ, η > 0 be as in the Quick 1-Controllability assumption (23) . Since V and S ρ are compact sets and
Note that previous estimate (30) together with (23) imply, for any β > 1,that the following condition holds for all v ∈ V , (x, u) ∈ S ρ , and
By the previous step, there is some
Thus if we consider the following control system
by [30, Theorem 1.1] and in view of (31), it follows that for all β > 1, for each k ≥ k,there exists an
and verifies the following estimate (see equation (7) in [30] ):
, where the last inequality follows from (29) . Hence, choosing
we get τ k ≤ σ k , and
Moreover, eachȗ α k is a βL-Lipschitz continuous control taking values in U , since (x k ,ȗ k )(t) ∈ S ρ for all t ∈ [T − σ k , T k ] and S ρ ⊂ R n × U for ρ small enough. Notice that, although σ k ≤ L k ε k , so that β k might tend to +∞, thanks to (33), the product σ k β k is infinitesimal:
Step 3. If T k < T , let us exploit the viability assumption on S: for any k ≥ k (enlarging k if necessary, we can always assume that
where x k (·) is the Carathéodory solution of (1) 
on the interval [T k , T ] associated to ( u k , v) and with initial condition x k (T k ) =x k (T k ).
Step 4. Let us set, for any t ∈ [0, T ],
We claim that this is the required sequence, satisfying (24) and (25) . Indeed, (25) is satisfied by construction and from the previous equation we get
therefore, the first integral in (36) goes to 0 as k → +∞. On the other hand, x(·) is bounded almost everywhere in view of (27) and u(·) belongs to a compact set, while the pairs (x k ,ȗ k )(·) are uniformly bounded on [T − σ k , T k ], since they take values in the compact set S ρ by construction. Being T k − (T − σ k ) ≤ σ k → 0, this implies that the second integral (36) is infinitesimal for k → +∞. Finally, taking into account that (x, u)(·) is bounded a.e. (since ( x k , u k )(t) ∈ S for all t ∈ [T k , T ], where S is compact) and again T − T k → 0, the third integral in (36) goes to 0 as well. Thus, we proved that
From (35) we get the following estimate:
Now, 
for someM depending only on the compact sets S ρ ; the limit follows then from (34) . As observed at the end of the first step, the third term in (38) goes to 0, due to the choice of ε k . The latter assertion, together with (39) and (40) implies that
as k → +∞. Finally, the limit (24) follows from (37) and (41).
Further Remarks
In this last section we first prove some results concerning inputs u having variation less than a given K. It turns out that the corresponding reachable sets and value functions approximate the reachable set and the value function, respectively, of limit solutions. Secondly, through an example, we briefly discuss the issue of providing higher order conditions involving Lie brackets of the vector fields g 1 , . . . , g m , with the aim of generalizing the Quick 1-Controllability assumption (23).
BV-Approximation
Let us begin with defining BV S-limit solutions corresponding to a given total variation.
We say that a map x is a BV S K -limit solution of (1)- (2) if it is a BV S-limit solution corresponding to a sequence (u k ) ⊂ AC verifying u k ≤ K for all k. We will use Σ K BV S [x, u, u, v] to denote the set of BV S K -limit solutions.
The identity (17) between BV S-limit solutions and g.c. solutions extends to inputs u with a variation not exceeding a given K ≥ 0. More precisely, we get the result below.
Theorem 3 Let us consider
where Σ K gc [x, u, u, v] is the subset of the g.c. solutions corresponding to u's graph completions that belong to U T +K .
Proof One can easily verify that in the proof of the identity (17) in [2, Theorem 4.2] , the involved constructions do not require augmenting the variations of the controls. More precisely, when proving the inclusion Σ gc [x, u, u, v u, u, v] . Conversely, in order to show that Σ gc [x, u, u, v u, u, v] ,for any K ≥ 0. Thus (42) follows.
To state the results concerning fixed variation inputs we need some more definitions. Let us set:
Furthermore, let us define the reachable set R K st (x, u) and the infimum value V K st (x, u) corresponding to all space-time controls in U T +K × L 1 :
Ψ (x, u).
Proposition 2 For every
Moreover,
Proof From Proposition 1 one gets the inclusion in (43). Let us prove the equality. Proposition 2 deals with the problem with no final constraints. However, Theorem 2 implies that under the Quick 1-Controllability assumption the same results hold true in the presence of a target S. To be more precise, let us put the letter S under the symbols for reachable sets and value functions to denote the analogous objects when the pairs (x, u) are subject to the final constraint (x, u)(T ) ∈ S. Then: Proposition 3 Assume the same hypotheses on the final target S as in Section 3, and let the Quick 1-Controllability assumption be standing. Then, for every K ≥ 0 and (x, u) ∈ R n × U , one has
Remark 6 Proposition 2 (and Proposition 3) might prove useful in the attempt to study the value function V through a Dynamic Programming approach. In fact, while there is little hope to write down a non degenerate Hamilton-Jacobi-Bellman equation for V , it is known that the value functions V K st can be characterized as unique, continuous solutions of Hamilton-Jacobi-Bellman equations with suitable boundary conditions, under mild hypotheses on the data (see e.g. [29, 31] ).
On Higher Order Conditions
The Quick 1-Controllability hypothesis is a first order condition supplemented with the property that the dynamics of the non-drift vector fields is allowed to be infinitely large. However, Example 2 below-whose non-drift part is nothing but the so-called 
where we have set S:= x ∈ R 4 : |x| ≤ 2, (1), u k (1)) → (x(1), 0) (= (0, 0, 0, x 4 , 0, 0) ) , where, x k denotes the (standard) solution to (47) corresponding to u k .
In particular, by i) one has (x(1), u(1)) ∈ S. Moreover, since the variable x 4 is subject to a non-negative dynamics, V (x, u) = x 4 . Finally, in view of ii), there is no infimum gap, namely 
Remark 7
One might say that the reason why the limit solution of the previous example is approximable with feasible AC solutions (so that, in particular gaps' occurrence is ruled out) relies on the "Quick 2-Controllability" condition
where we have set 
