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Abstract: We study the large N expansion of a family of matrix models related to topological
strings on toric Calabi-Yau threefolds. These matrix models compute spectral observables of
underlying operators obtained by quantizing the mirror curves. They have the form of a deformed
O(2) matrix model, with a specific non-polynomial potential involving the Faddeev quantum
dilogarithm. Their planar limit is studied using a particular conformal mapping depending on
two parameters, from which several universal results can be obtained. As expected, the spectral
curves controlling the planar limit of the matrix models are the mirror curves themselves, which
in our cases have genus 1. Our results encompass all those toric geometries with genus 1 mirror
where an explicit one-cut matrix integral is known: local P2, local F0, local F2, and degenerations
of the resolved C3/Z5, the resolved C3/Z6 and the resolved Y 3,0 geometries amongst others.
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1 Introduction
Studying aspects of string theories using matrix models has a long tradition [1–5]. Recently,
a conjectural relationship linking the topological string on toric Calabi-Yau threefolds with the
spectral theory of a trace class operator on the real line was stated [6] and its various aspects
extensively studied [7–18]. It has in particular provided a new family of matrix models which
conjecturally encode the all genus topological string free-energies in an appealing way: the topo-
logical string free-energies in the conifold frame emerge in a ’t Hooft-like limit of these well
defined, convergent matrix models [8]. In this sense, the relationship can be viewed as a non-
perturbative realization of the closed topological string on these geometries.
The relationship between topological strings and spectral theory (often called the TS/ST
correspondence) proposed in [6] is a very concrete conjecture in the spirit of large N dualities. A
– 1 –
review can be found in [19]. Starting with a toric Calabi-Yau threefold1, the target geometry of
topological string theory, we define the operator O as the appropriately quantized version of its
mirror curve. The mirror curve is given by the vanishing locus of O(ex, ey) + κ, where O(X,Y )
is a bivariate polynomial for toric geometries. The quantization is performed by essentially
replacing the variables x, y by the quantum mechanical operators x, y, satisfying the canonical
commutation relation [x, y] = i~. The inverse operator ρ = O−1 is a trace class operator, whose
associated spectral quantities conjecturally encode the topological string data. In particular,
when considered in a ’t Hooft-like limit,
N, ~→∞, N
~
= λ fixed, (1.1)
the fermionic spectral traces ZN should encode the standard topological string genus g free-
energies Fg(λ) in the conifold frame:
logZN =
∞∑
g=0
~2−2gFg(λ). (1.2)
The quantity λ, often called the ’t Hooft coupling, is then identified with a flat coordinate on
moduli space which vanishes at the conifold locus.
The fermionic spectral traces ZN can often be cast in the form of convergent matrix models
if an integral kernel representation ρ(x1, x2) can be found for the operator ρ. In some cases, as
shown in [20], the integral kernel ρ(x1, x2) can indeed be obtained, and the conjectural relation-
ship with the topological string free-energies can be explicitly checked. For these examples, this
was done pertubatively in the small ’t Hooft coupling limit [7–9, 21]. Exact planar quantities,
on the other hand, could only be obtained in those cases where the matrix model takes the form
of an undeformed O(2) matrix model written in terms of an integral over eigenvalues [9].
However, in many instances, the matrix model rather takes the form of a deformed O(2)
model, where the eigenvalue interaction term has the same form as for matrix models associated
to the six-vertex model [22], or to a certain Leigh-Strassler deformation of supersymmetric gauge
theories [23, 24]. An important difference with respect to those cases is that here the potential
term is non polynomial and depends non trivially on the inverse string coupling ~ = g−1s . It
involves the Faddeev (or modular) quantum dilogarithm, and in the ’t Hooft limit its leading
term essentially reduces to standard dilogarithms.
Still, the techniques of [22] can be adapted to our case. In this work, we show how to solve
the exact planar limit of a family of matrix models which has a deformed O(2) interaction term.
This family of matrix models contains the family of four term operators of [21], and another new
family of four term operators. The first family reduces to the family of three term operators
of [20]. The planar one-point correlation function (or more precisely a twisted version of it) is
obtained using a useful conformal map between a two-cut sphere and a flat torus, as in [22],
and also [25, 26]. This conformal map involves two parameters which are fixed by the precise
form of the potential. Then, several other planar quantities can be derived where the potential
dependance only enters through these two parameters (this is very similar to the hermitian matrix
model, where the dependance on the potential enters through the endpoints of the eigenvalue
distributions). We work out these general formulas for the second derivative of the planar free-
energy and the planar connected two-point correlator. We also retrieve the special geometry
1We focus on the case where the toric Calabi-Yau threefold has a genus one mirror curve.
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relations between the period integrals on the underlying torus and the ’t Hooft coupling and the
derivative of the planar free-energy.
The full solution of the matrix model in the t’ Hooft limit would require the knowledge
of all the n-point correlators at all orders in the ’t Hooft expansion, or an algorithmic way
to construct them. For many matrix models such as the hermitian matrix model or the O(n)
matrix model, this is given by the topological recursion [27–29]. The topological recursion is
an algorithmic procedure, which, given a set of “initial conditions”, generates the full set of
the ’t Hooft expanded n-point correlators recursively. The “initial conditions” are essentialy the
spectral curve and the planar two point function. The fact that the topological string amplitudes
for all toric geometries obey the topological recursion is well known as the BKMP theorem. It
was conjectured in [30, 31], first proved in [32], and the proof further formalized and extended in
[33, 34]. It then appears that if we could manage to show that the matrix models considered in
this paper were to satisfy the topological recursion with the right “initial conditions”, the BKMP
theorem would imply the proof of the relation between our matrix models and the topological
string free-energies.2 This work can be seen as establishing the “initial condition” part of this
program. The remainding task would be to show that these matrix models satisfy the topological
recursion, which may perhaps be inferred from the results of [35] (where loop equations of matrix
models with rather general eigenvalue interaction terms are studied and shown to be solved by
the topological recursion).3
This paper is organised as follows. The matrix integral is presented in section 2, and the
saddle-point equation for the distribution of eigenvalues is derived. In section 3, the saddle-point
equation is solved in the ’t Hooft limit through the twisted planar one-point correlator $1,0(X).
The weak ’t Hooft limit is considered and the emergence of the spectral curve is studied in
examples. In section 4, universal results for the derivative ∂λ$1,0(X) and the planar free-energy
are derived, and checked in the weak and strong ’t Hooft coupling limit in several examples. The
derivative of the planar free-energy F ′0(λ) and the ’t Hooft coupling λ given by period integrals
on the underlying torus. In section 5, with the help of the loop insertion operator, a universal
expression for the twisted planar two-point correlator $2,0(X1, X2) is obtained, which is checked
in an example in the weak ’t Hooft coupling limit. In Appendix A, we gather important properties
of the Faddeev quantum dilogarithm, which are used in Appendix B to derive the matrix models
from the quantized mirror curve operators. The technique for obtaining perturbative expansions
in the weak ’t Hooft coupling are outlined in Appendix C. In Appendix D, we derive a useful
relation valid for our model for the ’t Hooft coupling λ as a function of the modular τ parameter,
whereas Appendix E contains an expression which did not fit in the main part.
2 The matrix model and the saddle point equation
Let x, y be canonically conjugate operators such that [x, y] = i~. Let also α, β, γ and m ≥ 0, n > 0
be real numbers. Our starting point is a family of operators given by
O = ex
′
+ ey
′
+ eγe−mx
′−ny′ + (eα + eβ)e−(m+1)x
′−(n−1)y′ + eα+βe−2(m+1)x
′−(2n−1)y′ . (2.1)
This operator family generalizes the three-terms operators of [20], and the four-term operators
of [21]. As shown in Appendix B, the inverse operator
ρ = O−1 (2.2)
2We would like to thank M. Marin˜o for pointing this out.
3Although, the definitions of the n-point functions entering the topological recursion in that setup are not
precisely those we consider here.
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has an integral kernel which can be obtained in an appropriate representation. Some special cases
related to genus 1 toric Calabi-Yau geometries and degenerations of higher genus geometries are
highlighted in Appendix B.
The fermionc spectral traces ZN are defined to be the coefficients of the Fredholm determi-
nant of ρ:
det(1 + κρ) = 1 +
∞∑
N=1
κNZN . (2.3)
It is known since Fredholm how to express these coefficients in terms of the integral kernel
ρ(ν1, ν2):
ZN =
1
N !
∫
RN
dNν det
i,j=1,...,N
ρ(νi, νj) (2.4)
Using the explicit form of ρ(ν1, ν2) given in (B.22) and the Cauchy determinant formula (B.29),
this can be rewritten in a form better suited to study the ’t Hooft limit. This form is what we
will call the matrix model representation of the fermionic spectral traces:
ZN =
1
N !
∫
RN
dNν
(2pi)N
e−~
∑N
k=1 ReV (νk)
∏
i>j(2 sinh
νi−νj
2 )
2∏
i,j 2 cosh(
νi−νj
2 − ipiC)
, (2.5)
where
C =
m− n+ 1
2(m+ n+ 1)
, (2.6)
and the potential term ReV(ν) is the real part of V (ν), which is given in terms of the Faddeev
quantum dilogarithm in eq. (B.23). See Appendix A for its definition and some of its properties.
It is a rather unusual potential since it is non-polynomial (not even meromorphic) and it has
a non-trivial ~ dependance. The eigenvalue interaction term is given by the ratio of hyperbolic
functions, which is precisely what appears in the study of the six-vertex model [22] (where it is
solved for a certain potential which is polynomial in eνk). It is a deformation of the interaction
term of the O(n) matrix model introduced in [36], with n = 2 (the O(n) case is solved in [37–39]).
The O(2) case is retrieved for C = 0. The same kind of interaction term also appears in matrix
models computing the effective superpotentials of supersymmetric gauge theories with a certain
Leigh-Strassler deformation, as in [23, 24]. In that context, the multicut case with polynomial
potential was studied in [40]. In the context of N = 1∗ 5D gauge theory, the matrix integral with
the deformed O(2) interaction and a certain rational potential (rational in eνk) is considered in
[41].
The convergent version of the deformed O(2) matrix model for generic potential can be
defined in the following way for β ∈ (0, 2pi) [22]:
ZˆN,β =
∫
dA
∫
dM †dMexp
[
−Tr
(
ie−i
β
2AMM † − ieiβ2AM †M + ~W(A)
)]
, (2.7)
where the integral over A is an integral over all N ×N hermitian matrices with positive eigen-
values, with measure dA =
∏N
i=1 dReAii
∏
i<j dReAijdImAij . The integral over M is an integral
over all N ×N complex matrices with measure dM †dM = ∏Ni,j=1 dReMijdImMij . The param-
eter ~ is positive, and the function W(z) is bounded from below on the positive real line and
goes to +∞ when z → 0,∞. Then, integrating over the complex matrix M and reducing the
integration over A to an integration over its eigenvalues using the usual techniques, we find that
ZN =
G(N + 1)
2Npi
N(N+1)
2
+N2
ZˆN,β, β = 2pi
(
1
2
− C
)
, (2.8)
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where W(eν) = ReV (ν) has the appropriate behaviour, see below. The function G(N) is the
Barnes G-function defined by G(N + 1) = Γ(N)G(N), Γ(1) = 1. In all practical computations
in the following, the form given in (2.5) will be more convenient.
The link with topological strings on toric Calabi-Yaus is obtained by considering (2.5) in the
’t Hooft-like regime (1.1). In this limit, the potential can be replaced by its large ~ asymptotic
expansion given in (B.24–B.26). Then, the asymptotic expansion of the free-energy logZN is
conjecturally given by (1.2), where Fg(λ) are the genus g free-energies of the standard topological
string (in the conifold frame) on the underlying toric Calabi-Yau threefold. In this interpretation,
λ is a flat coordinate on moduli space which vanishes at the conifold point. We therefore want
to study our matrix model in the ’t Hooft limit.
As usual for large N matrix models, we perform a saddle point analysis of the multidimen-
sional integral for ZN . Let us write
ZN =
1
N !
∫
RN
dNν e−N
2Seff . (2.9)
The effective action is given by
Seff =
1
Nλ
N∑
k=1
ReV (νk)− 1
2N2
∑
i 6=j
log 4 sinh2
(
νi − νj
2
)
+
1
N2
∑
i,j
log 2 cosh
(
νi − νj
2
− ipiC
)
.
(2.10)
In the large N limit, ZN is given by its value at the saddle point configuration given by
ν∗ = (ν∗1 , ..., ν∗N ) satisfying for all k = 1, ..., N :
0 =
∂Seff
∂νk
∣∣∣∣
ν=ν∗
=
1
Nλ
∂
∂ν∗k
ReV (ν∗k)
− 1
2N2
∑
i 6=k
[
2 coth
(
ν∗k − ν∗i
2
)
− tanh
(
ν∗k − ν∗i
2
− ipiC
)
− tanh
(
ν∗k − ν∗i
2
+ ipiC
)]
.
(2.11)
It is convenient to use the exponential of ν∗k as variables. Define
Xk = e
ν∗k . (2.12)
In the ’t Hooft limit (1.1), only the leading part of the potential denoted V0(ν) contributes, given
by (B.25). Let us set
V(Xk) = ReV0(ν∗k). (2.13)
The explicit expression is
V(X) = − 1
2pi
logX − m+ n+ 1
4pi2i
[
Li2
(
−Xeα˜+ ipinm+n+1
)
− Li2
(
−Xeα˜− ipinm+n+1
)
+ Li2
(
−Xeβ˜+ ipinm+n+1
)
− Li2
(
−Xeβ˜− ipinm+n+1
)
+Li2
(
−Xeγ˜+ ipi(m+1)m+n+1
)
− Li2
(
−Xeγ˜− ipi(m+1)m+n+1
)]
,
(2.14)
where (α˜, β˜, γ˜) = 2pim+n+1~
−1(α, β, γ). The saddle point equation (2.11) at leading order in large
N can be rewritten as
1
λ
V ′(Xk) = 1
N
∑
i 6=k
[
2
Xk −Xi −
ω
ωXk −Xi −
ω−1
ω−1Xk −Xi
]
, k = 1, ..., N, (2.15)
– 5 –
where
ω = −e2piiC . (2.16)
We will always suppose that ω is different from 1 (indeed, for C = ±1/2 the matrix model is not
well behaved in the ’t Hooft limit).
3 The planar one-point function
3.1 The planar one-point function in an elliptic paramterization
In the ’t Hooft limit (1.1), we expect the saddle point values ν∗i to condense in a region I of the
complex plane in such a way that they can be modelled by a distribution of a continuous variable.
We work here in the variables X = eν , and use the normalized eigenvalue density ρ(X)dX, such
that ∫
I
ρ(X)dX = 1. (3.1)
Using this distribution, the sum in (2.15) can be rewritten as an integration on the region I:
1
λ
V ′(X) = 2P
∫
I
ρ(X ′)dX ′
X −X ′ − ω
∫
I
ρ(X ′)dX ′
ωX −X ′ − ω
−1
∫
I
ρ(X ′)dX ′
ω−1X −X ′ , X ∈ I, (3.2)
where P denotes the Cauchy principal value. It can be checked in our cases that the potential
has a single minimum, so we expect the saddle point configuration to condense inside a single
interval on the positive real line
I = [a, b], with a, b ∈ R+ and a < b. (3.3)
As in [17], let us define the following n-point correlators:
Wn(X1, ..., Xn) =
〈 n∏
k=1
N∑
ik=1
(
1
Xk − euik −
1
Xk − ωeuik
)〉(c)
, (3.4)
where the expectation value is defined in (B.34) and (c) means the connected correlator. We will
often find more useful the following, slightly different set of n-point correlators
$n(X1, ..., Xn) = (ω
1/2X1) · · · (ω1/2Xn)Wn(ω1/2X1, ..., ω1/2Xn)
=
〈 n∏
k=1
N∑
ik=1
(
ω1/2Xk
ω1/2Xk − euik
− ω
−1/2Xk
ω−1/2Xk − euik
)〉(c)
,
(3.5)
which have nicer reality properties and turn out to be more directly related to the spectral
curve of the matrix integral. They will sometimes be called the twisted correlators. The n-point
correlators have the following ’t Hooft expansion:
Wn(X1, ..., Xn) =
∞∑
g=0
~2−2g−nWn,g(X1, ..., Xn),
$n(X1, ..., Xn) =
∞∑
g=0
~2−2g−n$n,g(X1, ..., Xn).
(3.6)
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In particular, the one-point correlators in the large N limit can be also given in terms of the
saddle-point configuration ρ(X).
$1,0(X) = λ
∫
I
dX ′ρ(X ′)
(
ω1/2X
ω1/2X −X ′ −
ω−1/2X
ω−1/2X −X ′
)
. (3.7)
It is a function on the complex plane with branch cuts, which can be chosen to lie along the
rotated intervals
ω1/2I = [ω1/2a, ω1/2b] and ω−1/2I = [ω−1/2a, ω−1/2b], (3.8)
and analytic everywhere else. The discontinuities along the branch cuts are given by the eigen-
value density ρ(X): for X ∈ I we have
$1,0(ω
∓1/2(X − i0))−$1,0(ω∓1/2(X + i0)) = ±2piiλXρ(X), (3.9)
from which we immediately obtain the condition
λ = ± 1
2pii
∮
ω∓1/2I
$1,0(X)
dX
X
, (3.10)
which is just the normalization of the eigenvalue density ρ(X). Also, from its definition, we have
the following small and large X behaviour:
$1,0(X) = O(X) for X → 0,
$1,0(X) = O(X
−1) for X →∞,
(3.11)
The saddle-point equation (3.2) can be written in terms of $1,0(X) instead of the distribution
ρ(X). We obtain the following condition on $1,0(X):
$1,0(ω
−1/2(X ± i0))−$1,0(ω1/2(X ∓ i0)) = XV ′(X), X ∈ I, (3.12)
The key argument is that these conditions together with the different analytic properties
of $1,0(X) fix it completely. To actually find what it is, we essentially use the technique of
[22], adapted to our potential function XV ′(X). In order for the technique of [22] to work for
solving (3.12), we need V ′(X) to be a meromorphic function of X. In the present situation this
is not the case, since V(X) is built from dilogarithm functions Li2(z), so XV ′(X) has logarithmic
singularities. Therefore, what we do is we basically differentiate all involved functions another
time and solve for the derivative of $1,0(X). Indeed, the right hand side of (3.12) becomes a
meromorphic function. Concretely, let us define U(X) to be a meromorphic function satisfying
X(X V ′(X))′ = U(ω1/2X)− U(ω−1/2X). (3.13)
(an expression for U(X) is given below). We also define
J(X) = U(X) +X$′1,0(X) (3.14)
In terms of J(X), by appropriate multiplication by X and differentiation, we can rewrite (3.12)
as
J(ω±1/2(X + i0))− J(ω∓1/2(X − i0)) = 0 (3.15)
– 7 –
valid for X ∈ I. So we learn that J(X) is a function on the complex plane with two cuts along
ω1/2I and ω−1/2I, with a sort of “periodic” matching along the different sides of the two branch
cuts as a consequence of (3.15). These branch points can be of the inverse square root type
because of the extra differentiation. Apart from these points, J(X) is a meromorphic away from
the cuts, all of whose poles are inherited exclusively from the potential part U(X). Also, for
large X,
J(X) = Upol(X) +O(X
−1), (3.16)
where Upol(X) is the polynomial part of U(X). These properties of J tell us that if we can find
a conformal map X(u) from the interior of the fundamental rectangle with side 1 and τ ∈ iR>0
to the complex plane minus the cuts, then the function
j(u) ≡ J(X(u)) (3.17)
is an elliptic function. In other words, it is a doubly periodic meromorphic function in the
complex plane, with fundamental domain given by the rectangle with sides 1 and τ . An elliptic
function is completely determined by its poles and its polar behaviour at those poles, up to an
additive constant (a consequence of Liouville’s theorem). Define the odd ϑ-function as
ϑ1(u) =
1
i
∑
n∈Z
(−1)neipi(n+ 12 )2τ+2pii(n+ 12 )u, (3.18)
satisfying
ϑ1(u+ 1) = ϑ1(−u) = −ϑ1(u),
ϑ1(u+ τ) = −e−ipiτ−2piiuϑ1(u)
ϑ1(u) = ϑ
′
1(0)u+O(u
3).
(3.19)
An elliptic function with poles at u = B1, ..., Bk can be written as a ratio of ϑ1 functions:
f(u) = const×
k∏
`=1
ϑ1(u−A`)
ϑ1(u−B`) , (3.20)
provided that
A1 +A2 + ...+Ak = B1 +B2 + ...+Bk mod 1. (3.21)
Actually, all elliptic functions can be written in this way.
The conformal mapping X(u) has been found in [22, 25], and can also be written using the
ϑ1 function. In our notation, it is given by
X(u) =
√
ab
ϑ1(u∞ + u)
ϑ1(u∞ − u) . (3.22)
The values a, b determine the interval I and u∞ is the point in the u plane that is mapped to∞.
Correspondingly, the point −u∞ is mapped to X = 0. See Figure 1. We want to map the upper
and lower sides of the fundamental rectangle centred at u = 0 to the cuts ω1/2I and ω−1/2I
respectively. This is fulfilled if a shift by τ in the u plane is equivalent to a multiplication by ω
in the X plane. This fixes the relation
ω =
X(u+ τ)
X(u)
=
ϑ1(u∞ + u+ τ)ϑ1(u∞ − u)
ϑ1(u∞ − u− τ)ϑ1(u∞ + u) = e
−4piiu∞ . (3.23)
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0bω1/2
aω1/2
bω-1/2
aω-1/2
ab
Re
ImX plane = ℂ
0 u∞-u∞
ub
-ub
τ-ub
ub-τ
Re
Im
τ/2
1/2
u rectangle in ℂ
Figure 1. The various points of interest in the X plane and their images in the u rectangle under the
conformal mapping X(u). On the left, the wiggly lines denote the segments ω1/2I = [ω1/2a, ω1/2b] and
ω−1/2I = [ω−1/2a, ω−1/2b], which are the branch-cuts of $1,0(X). These segments are mapped to the
upper and lower sides of the u-rectangle. This conformal mapping is a mapping between a single sheet in
the cut X plane to a flat torus. On this flat torus j(u) = J(X(u)) is a well defined meromorphic function.
So j(u) is an elliptic function of u.
The map X(u) has therefore only two yet unfixed parameters:
√
ab and τ . The branch-points
located at ω±1/2a and ω±1/2b in the X plane are stationary points of the map X(u). Let us
define ub to be the stationary point corresponding to ω
1/2b:
X(ub) = ω
1/2b, X ′(ub) = 0. (3.24)
The second equation is equivalent to
0 =
X ′(ub)
X(ub)
=
ϑ′1
ϑ1
(u∞ + ub) +
ϑ′1
ϑ1
(u∞ − ub) (3.25)
So −ub is also stationary point, in fact it is the one corresponding to ω−1/2a. Since X(−u) =
ab/X(u), the value ub defined from the above relation determines the ratio
b
a
= ω−1
(
ϑ1(u∞ + ub)
ϑ1(u∞ − ub)
)2
, (3.26)
which corresponds to the length of the cut.
To find the function j(u) we will need the explicit form of the potential function U(X). From
– 9 –
(2.14) we have
X(XV ′(X))′ = m+ n+ 1
4pi2i
(
eipi
n
m+n+1X
e−α˜ + eipi
n
m+n+1X
− e
−ipi n
m+n+1X
e−α˜ + e−ipi
n
m+n+1X
+
eipi
n
m+n+1X
e−β˜ + eipi
n
m+n+1X
− e
−ipi n
m+n+1X
e−β˜ + e−ipi
n
m+n+1X
+
eipi
m+1
m+n+1X
e−γ˜ + eipi
m+1
m+n+1X
− e
−ipi m+1
m+n+1X
e−γ˜ + e−ipi
m+1
m+n+1X
)
.
(3.27)
Since
ω = e2pii
m+1
m+n+1 = e−2pii
n
m+n+1 , (3.28)
a consistent choice for the branch of the square-root gives
ω1/2 = −e−ipi nm+n+1 = eipi m+1m+n+1 , ω−1/2 = −eipi nm+n+1 = e−ipi m+1m+n+1 . (3.29)
The function U(X) is given by the relatively simple expression
U(X) =
(m+ n+ 1)
4pi2i
(
X
e−α˜ −X +
X
e−β˜ −X +
X
e−γ˜ +X
)
. (3.30)
Its three poles are inherited by the J(X) function. Let us list the points where J(X) has a
singular behaviour:
single poles : X = e−α˜, X = e−β˜, X = −e−γ˜ ,
inverse square-roots : X = ω1/2a, X = ω1/2b, X = ω−1/2a, X = ω−1/2b.
(3.31)
In the fundamental rectangle in the u plane, we define the corresponding points uα,β,γ .
X(uα) = e
−α˜, X(uβ) = e−β˜, X(uγ) = −e−γ˜ . (3.32)
We also have the points ub,−ub, ub − τ,−ub + τ corresponding to the branch-points:
X(ub) = ω
1/2b, X(−ub) = ω−1/2a, X(ub − τ) = ω−1/2b, X(−ub + τ) = ω1/2a. (3.33)
The function j(u) is an elliptic function which has poles at all these locations in the u-rectangle.
As a ratio of ϑ1-functions, it can be given as
j(u) ∝ ϑ1(u− v1)ϑ1(u− v2)ϑ1(u− v3)ϑ1(u− v4)ϑ1(u− v5)
ϑ1(u− uα)ϑ1(u− uβ)ϑ1(u− uγ)ϑ1(u− ub)ϑ1(u+ ub) , (3.34)
such that
v5 = uα + uβ + uγ − v1 − v2 − v3 − v4 mod 1. (3.35)
The constants vi for i = 1, ..., 4 and the overall multiplicative constant are yet undetermined (we
will not need their actual values). From (3.14), the planar one-point correlator $1,0(X) satisfies
$1,0(X) =
∫
J(X)− U(X)
X
dX =
[∫
X ′(u)
X(u)
j(u)du
]
u=u(X)
−
∫
U(X)
X
dX. (3.36)
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The second integral gives a sum of logarithmic terms:∫
U(X)
X
dX =
m+ n+ 1
4pi2i
(
log(e−γ˜ +X)− log(e−α˜ −X)− log(e−β˜ −X)
)
, (3.37)
whereas evaluating the first integral needs a bit more investigation. Firstly, we find that
logX(u+ 1) = logX(u), logX(u+ τ) = logX(u) + logω. (3.38)
So X
′(u)
X(u) is an elliptic function with poles at ±u∞ and zeros at ±ub. It can be therefore given by
X ′(u)
X(u)
∝ ϑ1(u− ub)ϑ1(u+ ub)
ϑ1(u− u∞)ϑ1(u+ u∞) . (3.39)
Then, we have
X ′(u)
X(u)
j(u) ∝ ϑ1(u− v1)ϑ1(u− v2)ϑ1(u− v3)ϑ1(u− v4)ϑ1(u− v5)
ϑ1(u− uα)ϑ1(u− uβ)ϑ1(u− uγ)ϑ1(u− u∞)ϑ1(u+ u∞) . (3.40)
Let us now define
ξ(u) = k1 log ϑ1(u+ u∞) + k2 log ϑ1(u− u∞) + k3 log ϑ1(u− uα)
+ k4 log ϑ1(u− uβ) + k5 log ϑ1(u− uγ),
(3.41)
where ki are yet undetermined constants satisfying
5∑
i=1
ki = 0. (3.42)
Since
ξ(u+ 1) = ξ(u), ξ(u+ τ) = ξ(u) + constant shift, (3.43)
the function ξ′(u) is an elliptic function with single poles at ±u∞ and uα,β,γ . Therefore, it can
be written as
ξ′(u) =
ϑ1(u− v1)ϑ1(u− v2)ϑ1(u− v3)ϑ1(u− v4)ϑ1(u− v5)
ϑ1(u− uα)ϑ1(u− uβ)ϑ1(u− uγ)ϑ1(u− u∞)ϑ1(u+ u∞) + const (3.44)
for the appropriate ki. From this, we obtain∫
X ′(u)
X(u)
j(u)du = ξ(u) + k6u+ k7. (3.45)
So we find
$1,0(X) = k1 log ϑ1(u(X) + u∞) + k2 log ϑ1(u(X)− u∞) + k3 log ϑ1(u(X)− uα)
+ k4 log ϑ1(u(X)− uβ) + k5 log ϑ1(u(X)− uγ) + k6u(X) + k7
+
m+ n+ 1
4pi2i
(
log(e−α˜ +X) + log(e−β˜ +X)− log(e−γ˜ −X)
)
.
(3.46)
We now need to determine the seven constants ki, i = 1, ..., 7. Firstly, the function ω(X) is
regular at the values X = e−α˜, e−β˜,−e−γ˜ . So the apparent logartihmic singularities at these
points must cancel, which fixes
− k3 = −k4 = k5 = m+ n+ 1
4pi2i
. (3.47)
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From the explicit expression of the map X(u), we get that
u(X) = u∞ −
√
ab ϑ1(2u∞)
ϑ′1(0)
1
X
+O(X−2),
u(X) = −u∞ + ϑ1(2u∞)√
ab ϑ′1(0)
X +O(X2).
(3.48)
Using this, we expand our expression for $(X). For X → 0,
$1,0(X) = k1 logX +
[
k1 log
ϑ1(2u∞)√
ab
+ k2 log ϑ1(−2u∞)− k6u∞ + k7
−m+ n+ 1
4pi2i
log
(
eα˜+β˜−γ˜
ϑ1(−u∞ − uα)ϑ1(−u∞ − uβ)
ϑ1(−u∞ − uγ)
)]
+O(X).
(3.49)
For X →∞,
$1,0(X) =
[
−k2 + m+ n+ 1
4pi2i
]
logX +
[
k1 log θ1(2u∞) + k2 log
√
abϑ1(−2u∞) + k6u∞ + k7
−m+ n+ 1
4pi2i
log
(
ϑ1(u∞ − uα)ϑ1(u∞ − uβ)
ϑ1(u∞ − uγ)
)]
+O(X−1).
(3.50)
But we know from the analytic structure of $1,0(X) that we must have $1,0(X) = O(X) for
X → 0, and $(X) = O(X−1) for X → ∞. So we get four conditions for the four remaining
constants k1, k2, k6, k7, given by the vanishing of the two expressions above at order logX and
constant order. We find
k1 = 0,
k2 =
m+ n+ 1
4pi2i
,
k6 = 0,
k7 =
m+ n+ 1
4pi2i
log
(
eα˜+β˜−γ˜
ϑ1(u∞ + uα)ϑ1(u∞ + uβ)
ϑ1(2u∞)ϑ1(u∞ + uγ)
)
.
(3.51)
In the end, the twisted planar one-point correlator is
$1,0(X) =
m+ n+ 1
4pi2i
log
(
ϑ1(u∞ + uα)ϑ1(u∞ + uβ)
ϑ1(2u∞)ϑ1(u∞ + uγ)
ϑ1(u(X)− uγ)ϑ1(u(X)− u∞)
ϑ1(u(X)− uα)ϑ1(u(X)− uβ)
×(e
α˜X − 1)(eβ˜X − 1)
(eγ˜X + 1)
)
.
(3.52)
We derived $1,0(X) (and thus W1,0(X) = λ
−1$1,0(ω−1/2X)/X) only using the saddle-point
equation for the derivative function J(X). In particular, we lost some information on the growth
of the potential for X →∞. We need to consider the full condition (3.12). We use that if X is
in the interval I, we have
u(ω−1/2(X ± i0)) + τ = u(ω1/2X(X ∓ i0)). (3.53)
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From our expression for $1,0(X), we find that
$1,0(ω
−1/2(X±i0))−$1,0(ω1/2(X∓i0))−XV ′(X) = m+ n+ 1
4pi2i
log
(
e−2pii(uγ+u∞−uα−uβ−
1
m+n+1
)
)
.
(3.54)
So the saddle-point equation for $1,0(X) implies the extra relation
uγ + u∞ − uα − uβ = 1
m+ n+ 1
mod 1. (3.55)
This should in principle define the relation between
√
ab and τ . At this stage, the only undeter-
mined parameter is the imaginary side of the fundamental rectangle τ . It is implicitly determined
as a function of the ’t Hooft coupling λ from the normalization condition (3.10).
Summary. Let us give a brief summary of the result for the planar one-point function. We
have fixed parameters α˜, β˜, γ˜ and m,n. We define ω = e2pii
m+1
m+n+1 = e−2pii
n
m+n+1 . The interval
where the eigenvalues (in the variable X) condense in the ’t Hooft limit is given by I = [a, b].
The endpoints can be obtained as a function of τ (the modular parameter of the ϑ1-function)
through two relations. The first is
b
a
= ω−1
(
ϑ1(u∞ + ub)
ϑ1(u∞ − ub)
)2
, (3.56)
where
u∞ =
n
2(m+ n+ 1)
,
0 =
ϑ′1
ϑ1
(u∞ + ub) +
ϑ′1
ϑ1
(u∞ − ub).
(3.57)
The second is the consistency relation which can be written as
e2pii(uγ−uα−uβ) = e2pii
2−n
2(m+n+1) , (3.58)
where uα,β,γ are determined through
e−α˜ =
√
ab
ϑ1(u∞ + uα)
ϑ1(u∞ − uα) , e
−β˜ =
√
ab
ϑ1(u∞ + uβ)
ϑ1(u∞ − uβ) , −e
−γ˜ =
√
ab
ϑ1(u∞ + uγ)
ϑ1(u∞ − uγ) . (3.59)
This gives an implicit relation for
√
ab in terms of τ . The planar one point correlator $1,0(X) is
given by
$1,0(X) =
m+ n+ 1
4pi2i
log
(
ϑ1(u∞ + uα)ϑ1(u∞ + uβ)
ϑ1(2u∞)ϑ1(u∞ + uγ)
ϑ1(u(X)− uγ)ϑ1(u(X)− u∞)
ϑ1(u(X)− uα)ϑ1(u(X)− uβ)
×(e
α˜X − 1)(eβ˜X − 1)
(eγ˜X + 1)
)
.
(3.60)
The exact eigenvalue distribution can be obtained from this expression using (3.9). The relation
that fixes the modular parameter τ is the contour integral
λ =
1
2pii
∮
ω−1/2I
$1,0(X)
X
dX. (3.61)
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3.2 The weak ’t Hooft coupling limit
In the weak ’t Hooft coupling λ limit, the attraction of the eigenvalues towards the minimum
of the potential beats the eigenvalue repulsion. So we expect the region where the eigenvalues
condense (the interval I = [a, b]) to collapse to a point, which should be the minimum of the
potential. This means that,
b
a
→ 1, when λ→ 0. (3.62)
Let us define
q = eipiτ , (3.63)
and expand all terms involving the elliptic ϑ1-functions in small q. There are well known formulas
for this purpose. We have the following expansion for X(u):
logX(u) = log
(√
ab
sinpi(u∞ + u)
sinpi(u∞ − u)
)
+ 4
∞∑
n=1
q2n
n(1− q2n) sin(2pinu∞) sin(2pinu), (3.64)
and more generally
log
ϑ1(u)
ϑ1(v)
= log
sinpiu
sinpiv
− 2
∞∑
n=1
q2n
n(1− q2n) (cos 2pinu− cos 2pinv) ,
ϑ′1
ϑ1
(u) = pi
cospiu
sinpiu
+ 4pi
∞∑
n=1
q2n
1− q2n sin 2pinu.
(3.65)
Inverting functions can be done order by order in q. We find that ub =
1
4 +
τ
2 + O(q), and the
ratio b/a given in eq. (3.56) is:
b
a
= 1 + 8 sin(2piu∞)q + 32 sin(2piu∞)2q2 +O(q3). (3.66)
So we deduce that the small q expansion corresponds to the weak coupling expansion (small λ
expansion) of the matrix model. Indeed, when q → 0, we have that a → b and the interval I
collapses to a point, which is given by a = b =
√
ab.
It is also useful to have a small q expansion of the inverse of X(u), which can be worked out
order by order. We find that
e2ipiu(X) = e2ipiu∞
X + e−2piiu∞
√
ab
X + e2piiu∞
√
ab
+
e−2ipiu∞
√
ab
(−1 + e4ipiu∞)3X (X2 − ab)(
X + e2ipiu∞
√
ab
)3 (√
ab+ e2ipiu∞X
) q2 +O(q4). (3.67)
This can be used together with condition (3.58) to obtain a small q expansion for
√
ab as a
function of α˜, β˜, γ˜. Condition (3.58) is then equivalent to
e
2pii
m+n+1 =
(1 + e
ipin
m+n+1
+α˜
√
ab)(1 + e
ipin
m+n+1
+β˜
√
ab)(1 + e
ipi(m+1)
m+n+1
+γ˜
√
ab)
(1 + e−
ipin
m+n+1
+α˜
√
ab)(1 + e−
ipin
m+n+1
+β˜
√
ab)(1 + e−
ipi(m+1)
m+n+1
+γ˜
√
ab)
+O(q2). (3.68)
This condition can be easily written in terms of the planar potential ReV0(u). The minimum of
the planar potential in variable X = eν is given by the condition
0 = (∂νReV0)|ν=logX = XV ′(X). (3.69)
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Exponentiating it, we get
1 = e2pii
2pi
m+n+1
XV ′(X)
= e−
2pii
m+n+1
(1 + e
ipin
m+n+1
+α˜X)(1 + e
ipin
m+n+1
+β˜X)(1 + e
ipi(m+1)
m+n+1
+γ˜X)
(1 + e−
ipin
m+n+1
+α˜X)(1 + e−
ipin
m+n+1
+β˜X)(1 + e−
ipi(m+1)
m+n+1
+γ˜X)
,
(3.70)
corresponding to the leading order of (3.68) with X =
√
ab. This is as expected: in the small q
limit, the middle of the eigenvalue distribution at the position
√
ab approaches the minimum of
the planar potential.
In order to obtain
√
ab as a function of q, we have to invert (3.68). This is quite tedious in
the general case. Let us specialize for the sake of simplicity.
The three term operators. In this case, we have α˜, β˜ → ∞, and γ˜ = 0. Since uα =
uβ = u∞, we have uγ = n+22(m+n+1) , and the implicit equation for
√
ab in terms of q reduces to the
explicit relation
√
ab =
ϑ1(
1
m+n+1)
ϑ1(
m
m+n+1)
=
sin pim+n+1
sin pimm+n+1
− 4sin
pi
m+n+1 sin
pi(m−1)
m+n+1 sin
pin
m+n+1
sin pimm+n+1
q2 +O(q4). (3.71)
The function $1,0(X) simplifies to
$1,0(X) =
m+ n+ 1
4pi2i
log
(
ϑ1(2u∞)
ϑ1(u∞ + uγ)
ϑ1(u(X)− uγ)
ϑ1(u(X)− u∞)
1
(X + 1)
)
, (3.72)
Then, we find
$1,0(X) =
8(m+ n+ 1)
pi2i
×
X sin2
(
pi
m+n+1
)
sin2
(
pim
m+n+1
)
sin2
(
pin
m+n+1
)
(X2 +X + 1)− (X + 1) cos
(
2pi
m+n+1
)
−X(X + 1) cos
(
2pim
m+n+1
)
+X cos
(
2pin
m+n+1
)q2 +O(q4).
(3.73)
In order to obtain the small λ expansion, we use the integral condition (3.61). This can be
worked out by taking the residue at X = ω−1/2
sin pi
m+n+1
sin pim
m+n+1
, and yields the small q expansion λ(q):
λ =
2(m+ n+ 1)
pi2
sin
(
pi
m+ n+ 1
)
sin
(
pim
m+ n+ 1
)
sin
(
pin
m+ n+ 1
)
q2 +O(q4) (3.74)
(in the next section, we will give a more efficient way of finding λ(q)). Inverting it and plugging
it back into the q expansion, we obtain the weak ’t Hooft expansion for $1,0(X):
$1,0(X) =
4
i
X sin
(
pi
m+n+1
)
sin
(
pim
m+n+1
)
sin
(
pin
m+n+1
)
(X2 +X + 1)− (X + 1) cos
(
2pi
m+n+1
)
−X(X + 1) cos
(
2pim
m+n+1
)
+X cos
(
2pin
m+n+1
)λ
+O(λ2).
(3.75)
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This procedure can be pushed at higher order if we fix m,n. For example, for the matrix
model related to the so called local P2 geometry, we have m = n = 1. This is a symmetric case:√
ab = 1 so b = a−1. We obtain:
$1,0(X) =
√
3
i
p1(X)
1 +X +X2
λ+
2pi2
3i
p2(X)
(1 +X +X2)3
λ2 +
8pi4
27
√
3i
p3(X)
(1 +X +X2)5
λ3
+
8pi6
729i
p4(X)
(1 +X +X2)7
λ4 +
32pi8
10935
√
3i
p5(X)
(1 +X +X2)9
λ5 +
64pi10
295245i
p6(X)
(1 +X +X2)11
λ6
+O(λ7),
(3.76)
where
p1(X) = X,
p2(X) = X
(
X4 −X3 − 6X2 −X + 1) ,
p3(X) = X
(
X8 − 5X7 − 35X6 + 16X5 + 100X4 + 16X3 − 35X2 − 5X + 1) ,
p4(X) = −X
(
X12 + 69X11 + 462X10 − 931X9 − 4698X8 + 441X7 + 7854X6 + 441X5
−4698X4 − 931X3 + 462X2 + 69X + 1) ,
p5(X) = X
(
7X16 − 19X15 − 423X14 + 12634X13 + 48719X12 − 48609X11 − 253142X10
−25441X9 + 289062X8 − 25441X7 − 253142X6 − 48609X5 + 48719X4
+12634X3 − 423X2 − 19X + 7) ,
p6(X) = −X
(
13X20 + 301X19 + 2596X18 − 58389X17 − 188187X16 + 1476354X15 + 4870194X14
−2318808X13 − 15745323X12 − 2744531X11 + 14859262X10 − 2744531X9
−15745323X8 − 2318808X7 + 4870194X6 + 1476354X5 − 188187X4
−58389X3 + 2596X2 + 301X + 13) .
(3.77)
This has been checked using the methods of Appendix C. In this case, the relation (3.74) between
λ and q reads
λ =
9
√
3
4pi2
q2 +
27
√
3
8pi2
q4 +
27
√
3
4pi2
q6 +
117
√
3
16pi2
q8 +
54
√
3
5pi2
q10 +
81
√
3
8pi2
q12 +O
(
q14
)
. (3.78)
3.3 The spectral curve
Usually when studying large N matrix models, the planar one-point correlator is expressed
through the so called spectral curve, which is often an algebraic curve in C2. In our case, the
elliptic parametrization used in the previous section hides the role of the spectral curve, but it
can be made apparent and is expected to be algebraic when m,n are rationals (which is the case
when the matrix model is related to toric Calabi-Yau three-folds or their degenerations).
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We start by considering the following functions of u:
X(u) =
√
ab
ϑ1(u∞ + u)
ϑ1(u∞ − u) ,
Y (u) = e
− 4pi2i
m+n+1
$1,0(X(u))−log
[
− eγ˜X(u)+1
(eα˜X(u)−1)(eβ˜X(u)−1)
]
= − ϑ1(2u∞)ϑ1(u∞ + uγ)
ϑ1(u∞ + uα)ϑ1(u∞ + uβ)
ϑ1(u− uα)ϑ1(u− uβ)
ϑ1(u− u∞)ϑ1(u− uγ) .
(3.79)
Both functions satisfy f(u+ 1) = f(u), and moreover
X(u+ τ) = e−4piiu∞X(u) = e−2pii
n
m+n+1X(u),
Y (u+ τ) = e2pii(uα+uβ−uγ−u∞)Y (u) = e−2pii
1
m+n+1Y (u),
(3.80)
where we used to (3.23) and (3.55). Therefore, we can build elliptic functions by multiplying pow-
ers of X and Y , and an appropriate linear combination of these functions can be chosen such that
all the poles vanish. By the usual argument, this combination is then a constant, and the corre-
sponding relation defines the spectral curve. To see how it works, let us take some concrete cases.
The local P2 case. We fix m = n = 1, α˜, β˜ → −∞, γ = 0. In this case, √ab = 1. The
quantities u∞ and uγ take the special values
u∞ = uα = uβ =
1
6
, uγ =
1
2
. (3.81)
We have
X =
ϑ1(u∞ + u)
ϑ1(u∞ − u) , (3.82)
and
− 1 = X(uγ). (3.83)
Also, we have
X(u+ τ)→ e− 2pii3 X(u), Y (u+ τ)→ e− 2pii3 Y (u). (3.84)
We conclude that the following three combinations are elliptic functions:
X(u)3 ∝ ϑ1(u+ u∞)
3
ϑ1(u− u∞)3 ,
1
Y (u)3
∝ ϑ1(u− uγ)
3
ϑ1(u− u∞)3 ,
X(u)
Y (u)
∝ ϑ1(u+ u∞)ϑ1(u− uγ)
ϑ1(u− u∞)2 .
(3.85)
The general combination
1
Y 3
+ c1X
3 + c2
X
Y
+ c3 = 0. (3.86)
has poles of order up to three in the u plane located at u∞. By appropriately fixing the constants
ci for i = 1, 2, we can make all the poles cancel each other, which implies that this elliptic function
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is a constant. By fixing c3, this constant can be made to vanish. By looking at the polar behaviour
at u∞, we find
c1 = 1,
c2 = κ,
c3 = 1,
(3.87)
where
κ = 3
ϑ1(2u∞)
ϑ′1(0)
(
ϑ′1
ϑ1
(u∞ − uγ)− ϑ
′
1
ϑ1
(2u∞)
)
= −6ϑ
′
1(
1
3)
ϑ′1(0)
. (3.88)
We find the relation
1
Y 3
+X3 + κ
X
Y
+ 1 = 0. (3.89)
We call this the spectral curve, characterising the planar limit of the matrix model. The ap-
propriate branch of its solution Y (X) yields $1,0(X) which is the (twisted) planar one-point
correlator:
$1,0(X) = − 3
4pi2i
[log Y (X) + log(−X − 1)] . (3.90)
Setting
ex
′
=
Y
X
, ey
′
=
1
XY 2
, (3.91)
the spectral curve (3.89) becomes
ex
′
+ ey
′
+ e−x
′−y′ + κ = 0, (3.92)
which is indeed the mirror curve of the toric Calabi-Yau called local P2.
The planar one-point correlator itself is obtain from the twisted version through
W1,0(X) =
1
λ
$1,0(ω
−1/2X)
X
, (3.93)
where in our case ω−1/2 = e−
2pii
3 . From the spectral curve, we see that Y (e−
2pii
3 X) = e−
2pii
3 Y (X)
(we may need to change the branch of the solution Y (X)). We find
W1,0(X) = − 3
4pi2iλ
log Y (X)
X
+
1
2λ
V ′0(ν)|ν=logX
X
, (3.94)
where
V0(ν) = − 1
2pi
ν +
3
2pi2i
Li2(−eν− 2pii3 ). (3.95)
is the planar potential (B.25) in the local P2 case. This is precisely what was found empirically
in [14]. The relation between the ’t Hooft coupling λ and the modulus of the spectral curve κ is
given by the normalization condition (3.61), which reduces to:
λ =
3
8pi3
∮
ω−1/2I
dX
X
log Y (X). (3.96)
This can be expressed using only the curve (3.92). Let us call the cycle of integration the A cycle.
We define the variables x, y where X = ex, Y = ey. The variables x, y are a linearly related to
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x′, y′ through (3.91): (x, y) = (−23x′ − 13y′, 13x′ − 13y′). Our period integral in terms of x′ and
y′(x′) solving (3.92) becomes
λ =
3
(2pi)3
∮
A
y(x)dx
=
3
(2pi)3
∮
A′
(
1
3
x′ − 1
3
y′(x′)
)(
−2
3
− 1
3
∂x′y
′(x′)
)
dx′
=
3
(2pi)3
[
−2
9
∮
A′
x′dx′ +
2
9
∮
A′
y′(x′)dx′ − 1
9
∮
A′
x′∂x′y′(x′)dx′ +
1
9
∮
A′
y′(x′)∂x′y′(x′)dx′
]
=
1
(2pi)3
∮
A′
y′(x′)dx′.
(3.97)
where the A′ cycle is the image of the A cycle under the linear map relating (x, y) to (x′, y′).
The local F0 case. This is actually an O(2) case. We fix m = 0, n = 1, β˜ → −∞, γ = 0.
The quantities u∞, uβ and uγ take the special values
u∞ = uβ =
1
4
, uγ = uα +
1
2
, (3.98)
while uα is unfixed. In particular,
e−α˜ = X(uα) =
√
ab
ϑ1(
1
4 + uα)
ϑ1(
1
4 − uα)
−1 = X(uγ) =
√
ab
ϑ1(
1
4 + uγ)
ϑ1(
1
4 − uγ)
= −
√
ab
ϑ1(
1
4 − uα)
ϑ1(
1
4 + uα)
,
(3.99)
from which we deduce
ab = e−α˜. (3.100)
Also, we have
X(u+ τ)→ −X(u), Y (u+ τ)→ −Y (u). (3.101)
This implies that the following combinations are elliptic functions:
X−2 ∝ ϑ1(u− u∞)
2
ϑ1(u+ u∞)2
,
Y 2 ∝ ϑ1(u− uα)
2
ϑ1(u− uγ)2 ,
Y X−1 ∝ ϑ1(u− uα)ϑ1(u− u∞)
ϑ1(u+ u∞)ϑ1(u− uγ) ,
Y 2X−2 ∝ ϑ1(u− uα)
2ϑ1(u− u∞)2
ϑ1(u+ u∞)2ϑ1(u− uγ)2 .
(3.102)
The general combination
1
X2
+ c1Y
2 + c2
Y
X
+ c3
Y 2
X2
+ c4 (3.103)
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has order two poles in the u plane located at −u∞ and uγ . By appropriately fixing the constants
ci for i = 1, 2, 3, we can make all the poles cancel each other, which implies that this elliptic
function is a constant. By fixing c4, this constant can be made to vanish. By looking at the
polar behaviour at −u∞ and uγ , we find
c1 = 1,
c2 = −κ,
c3 = −1,
c4 = −e2α˜,
(3.104)
where
κ ≡ 2ϑ1(2u∞)√
ab ϑ′1(0)
(
ϑ′1
ϑ1
(uγ + u∞)− ϑ
′
1
ϑ1
(uα + u∞)
)
= eα˜/2
2ϑ1(
1
2)
ϑ′1(0)
(
ϑ′1
ϑ1
(
uα +
3
4
)
− ϑ
′
1
ϑ1
(
uα +
1
4
))
.
(3.105)
We find the relation
1
X2
+ Y 2 − κY
X
− Y
2
X2
− e2α˜ = 0, (3.106)
The appropriate branch Y (X) of the solution of this algebraic relation gives us directly the
twisted planar one-point correlator as a function of X:
$1,0(X) = − 1
2pi2i
[
log Y (X) + log
1 +X
eα˜X − 1
]
. (3.107)
Setting
ex
′
=
Y
X
, ey
′
= − 1
XY
, (3.108)
the spectral curve (3.106) becomes
ex
′
+ e2α˜e−x
′
+ ey
′
+ e−y
′
+ κ = 0, (3.109)
which is indeed the mirror curve of the toric Calabi-Yau called local F0, with mass parameter
m = e2α˜.
We have restricted the discussion of the spectral curve to the local P2 and local F0 cases,
but it should no doubt be generalizable to all the cases with m,n rationals. We expect in general
that the spectral curve of the matrix model is just the classical mirror curve in the appropriate
variables.
4 Universal results for general potential V(X)
4.1 Universal formula for planar one-point correlator
The conformal mapping X(u) to a fundamental rectangle with sides 1 and τ is very effective to
obtain the planar one-point correlator. In particular, the mapping X(u) is independent of the
full potential W(X) of the deformed O(2) matrix model (2.7), or its planar part V(X). It only
depends on ω = −e2piiC = e−4piiu∞ , in other words on the eigenvalue interaction term. As for
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example for the hermitian matrix integrals or the standard O(2) matrix model, it is possible to
obtain a universal formula for the planar one-point correlator, in the sense that the potential
does only enter in the formula through geometric parameters (for example the branch points).
We will see that these parameters can be chosen to be the parameter τ of the conformal mapping
and the midpoint
√
ab. Let us keep in mind that, in the beginning of this section, we deal with
generic planar potential V(X) (and not, as before, with the specific case (2.14)).
The important observation for obtaining our universal formula is that differentiating (3.12)
with respect to λ,4 we get a potential independent equation for ∂λ$1,0(X):
∂λ$1,0(ω
−1/2(X ± i0))− ∂λ$1,0(ω1/2(X ∓ i0)) = 0. (4.1)
This is the same kind of equation as (3.12) but for a vanishing potential. So the function
∂λ$1,0(X)|X=X(u) in the u plane must be an elliptic function which does not have poles except
at the points congruent to ±ub (the stationary points of the conformal map X(u) correspond-
ing to the branch points). Since $1,0(X) must vanish at X → 0 and ∞, our elliptic function
∂λ$1,0(X)|X=X(u) should vanish at ±u∞. This determines almost completely our elliptic func-
tion:
∂λ$1,0(X)|X=X(u) ∝
ϑ1(u+ u∞)ϑ1(u− u∞)
ϑ1(u+ ub)ϑ1(u− ub) . (4.2)
Comparing with (3.39), we see that this can be written exclusively in terms of the conformal
map X(u) itself:
∂λ$1,0(X)|X=X(u) = c
X(u)
X ′(u)
. (4.3)
The constant c can be determined in the following way. Differentiating the contour integral (3.61)
with respect to λ (keeping the contour fixed), we get
1 =
1
2pii
∮
ω−1/2I
dX
X
∂λ$1,0(X)
=
1
2pii
∫ − 1
2
−τ
1
2
−τ
du
X ′(u)
X(u)
c
X(u)
X ′(u)
= − 1
2pii
c
(4.4)
So the constant c equals −2pii. We conclude that the derivative of $1,0 with respect to λ has a
universal form
∂λ$1,0(X) = −2pii X(u)
X ′(u)
∣∣∣∣
u=u(X)
= − 2pii
ϑ′1
ϑ1
(u∞ + u(X)) +
ϑ′1
ϑ1
(u∞ − u(X))
.
(4.5)
The quantity u∞ only depends on the interaction term through ω, and not on the potential. The
potential dependence only enters through the relation q = eipiτ and
√
ab as functions of λ. The
functional dependence on
√
ab enters as a scaling of X. In the small q expansion, we find the
4We keep X fixed, which means the map u(X) varies since τ depends on λ.
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general formula
∂λ$1,0(X) = −
(
e4piiu∞ − 1) X√
ab(
e2piiu∞ + X√
ab
)(
1 + e2piiu∞ X√
ab
)
−
e−2piiu∞
(
e4piiu∞ − 1)3 X√
ab(
e2piiu∞ + X√
ab
)3 (
1 + e2piiu∞ X√
ab
)3
[(
e4piiu∞ + 1
)( X√
ab
+
(
X√
ab
)3)
−e2piiu∞
(
1− 6
(
X√
ab
)2
+
(
X√
ab
)4)]
q2 +O(q4).
(4.6)
As an example, we take C = 16 corresponding to ω = e
4pii
3 and u∞ = 16 , and
√
ab = 1 (relevant
for the local P2 case), we find the following small q expansion:
∂λ$1,0(X) =
√
3
i
X
(X2 +X + 1)
+
3
√
3
i
X(X4 −X3 − 6X2 −X + 1)
(X2 +X + 1)3
q2
+
9
√
3
i
X(X8 − 2X7 − 20X6 +X5 + 40X4 +X3 − 20X2 − 2X + 1)
(X2 +X + 1)5
q4 +O(q6).
(4.7)
Substituting the relation q(λ) obtained by inverting (3.78) and integrating with respect to λ, we
retrieve expression (3.76) for $1,0(λ).
4.2 The planar free-energy
Using the result (4.5), we can derive universal formulas for the planar free energy F0(λ). At fixed
~, we have
logZN+1 − logZN = ~F ′0(λ) +
1
2
F ′′0 (λ) +O(~−1), (4.8)
which should be understood as a ’t Hooft expansion. In the planar limit, the quantity logZN
is given by the value of the effective action −N2Seff in (2.10), evaluated at the saddle point
configuration given by ν∗i , i = 1, ..., N . We now assume that when adding an extra eigenvalue
(going from N to N + 1), the saddle point positions of the N first eigenvalues are not changed
at leading order in large N . The extra eigenvalue νN+1 will have its saddle point position ν
∗
N+1.
Let us define
g(ν) =
1
N
N∑
i=1
[
log 4 sinh2
ν − ν∗i
2
− log 2 cosh
(
ν − ν∗i
2
− ipiC
)
− log 2 cosh
(
ν − ν∗i
2
+ ipiC
)]
.
(4.9)
Then, in the large N limit, we find from (4.8):
F ′0(λ) = −ReV0(ν∗N+1) + λg(ν∗N+1). (4.10)
The saddle point equation in the large N limit implies that, as a function of ν∗N+1, the right hand
side is constant on the interval where the eigenvalues condense. So we can put ν∗N+1 anywhere
on the cut, for example at the larger end point ν∗N+1 = log b. Since we have
g(ν)→ 0 when ν → 0, (4.11)
– 22 –
we can write
F ′0(λ) = −ReV0(ν∗N+1) + λ
∫ log b
∞
g′(ν). (4.12)
But in the large N limit, g′(ν) is actually known:
g′(ν) =
1
N
N∑
i=1
(
2eν
eν − eν∗i −
ωeν
ωeν − eν∗i −
ω−1eν
ω−1eν − eν∗i
)
=
∫
I
dX ′ρ(X ′)
(
2X
X −X ′ −
ωX
ωX −X ′ −
ω−1X
ω−1X −X ′
)
+ o(1),
=
1
λ
(
$1,0(ω
−1/2X)−$1,0(ω1/2X)
)
(4.13)
Inserting this into the previous expression and using ReV0(ν) = V(X), we obtain
F ′0(λ) = −V(b) +
∫ b
∞
dX
X
(
$1,0(ω
−1/2X)−$1,0(ω1/2X)
)
(4.14)
By changing variables in the integrations, we end up with the following formula for the derivative
of the planar free-energy:
F ′0(λ) = −V(b) +
∫ ω−1/2b
ω1/2b
dX
X
$1,0(X). (4.15)
The path from ω1/2b to ω−1/2b is a part of the symplectic dual cycle to the A cycle (which is
the cycle surrounding the cut ω−1/2I). Let us call this contour joining the cut ω1/2I to the cut
ω−1/2I the B cycle (it is not an actual cycle in the X plane but it is on the torus obtained by

ℬ
Figure 2. The A and B cycles in the X plane.
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identifying the corresponding sides of the cuts), see Fig. 2. We then have the relations
λ =
1
2pii
∮
A
$1,0(X)
X
dX,
F ′0(λ) =
∫
B
$1,0(X)
X
dX − V(b).
(4.16)
typical of special geometry. As we saw in the example of local P2, the function $1,0(X) can
be substituted for log Y (X) on the spectral curve. So, as usual, the planar limit of the matrix
integral is governed by the special geometry relations on the corresponding spectral curve.
Also, from this result, we can obtain a very useful relation for the second derivative of the
planar free-energy. Let us differentiate (4.15) with respect to λ. The endpoint of the integral
can be chosen anywhere on the cut (not necessarily at b which varies with λ), so we can keep it
constant during differentiation and then set it back to the branch point b. We obtain
F ′′0 (λ) =
∫ ω−1/2b
ω1/2b
dX
X
∂λ$1,0(X). (4.17)
We use the universal result for ∂λ$1,0(X) in (4.5) and go to the u plane to perform the integration:
F ′′0 (λ) =
∫ ub−τ
ub
du
X ′(u)
X(u)
∂λ$1,0(X(u))
=
∫ ub−τ
ub
du
X ′(u)
X(u)
(−2piiX(u)
X ′(u)
)
= −2pii
∫ ub−τ
ub
du.
(4.18)
We obtain a formula which is explicitly potential independent (the dependance enters implicitly
through the relation τ(λ)), and which is valid for all the deformed O(2) cases:
F ′′0 (λ) = 2piiτ. (4.19)
The second derivative of the free-energy with respect to the ’t Hooft coupling is the modular
parameter of our elliptic parametrization. This kind of result is standard in other families of
matrix models.
We can find another formula involving the second derivative of the planar free-energy and
the A cycle instead of the B cycle. From the matrix model, it is easy to see that the derivative
of the free-energy with respect to ~ keeping N fixed is
∂~ logZN = −
〈 N∑
k=1
ReV (uk)
〉
. (4.20)
In the large N limit, we can use the continuous distribution of eigenvalues ρ(X) and the fact
that ∂~ = −N−1λ2∂λ. The above relation becomes
λ2∂λλ
−2F0(λ) =
∫
I
dXρ(X)V(X)
=
1
2piiλ
∮
ω−1/2I
dX
X
$1,0(X)V(ω1/2X).
(4.21)
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Multiplying it by λ and differentiating, we can use (4.5) to write
∂λλ
3∂λλ
−2F0(λ) = λF ′′0 (λ)−F ′0(λ) =
1
2pii
∮
ω−1/2I
dX
X
∂λ$1,0(X)V(ω1/2X),
=
1
2pii
∫ 1
2
− τ
2
− 1
2
− τ
2
V
(
ω1/2X (u)
)
du.
(4.22)
Let us differentiate the left hand side of this formula with respect to τ :
d
dτ
(
λF ′′0 (λ)−F ′0(λ)
)
=
(F ′′0 (λ) + F ′′′0 (λ)−F ′′0 (λ))λ′(τ)
= λ
F ′′′0 (λ)
d
dλτ
= 2piiλ.
(4.23)
In the last line, we used the universal result (4.19). So we obtain another universal result, this
time for λ:
λ =
1
2pii
d
dτ
∫ 1
2
− τ
2
− 1
2
− τ
2
V
(
ω1/2X (u)
)
du. (4.24)
In the above, not only the endpoints of the integral are functions of τ , but also the map X(u)
(through q and
√
ab which is implicitly q dependant). If
√
ab is known (for example if the
potential obeys V(X−1) = V(X) we have √ab = 1), then equations (4.19) and (4.24) determine
F ′′0 (λ) completely, and also F0(λ) up to two integration constants.
4.3 Examples in the weak ’t Hooft coupling limit
Let us go back to our particular case, where the planar potential V(X) is given by (2.14).
Equation (4.19) gives a quite easy way of computing the planar free-energy of our models (up to
the two integration constants) in the small ’t Hooft coupling limit, provided we now the relation
τ(λ). Let us consider the condition (3.61) in the small q = eipiτ = e
1
2
F ′′0 expansion. Extracting
the part of $1,0(X) which contributes non trivially to the contour integral, and then going to
the u variable, we find
λ =
1
2pii
(
m+ n+ 1
4pi2i
)∫ − 1
2
− τ
2
1
2
− τ
2
du
(
ϑ′1
ϑ1
(u∞ + u) +
ϑ′1
ϑ1
(u∞ − u)
)(
log
ϑ1(u− u∞)
ϑ1(2u∞)
+ log
ϑ1(u− uγ)
ϑ1(u∞ + uγ)
− log ϑ1(u− uα)
ϑ1(u∞ + uα)
− log ϑ1(u− uβ)
ϑ1(u∞ + uβ)
)
.
(4.25)
As shown in the Appendix D, this can be rewritten as
λ =
m+ n+ 1
4pi2i
(∫ uγ
u∞
−
∫ uα
u∞
−
∫ uβ
u∞
)
du
∂
∂τ
logX(u). (4.26)
In the small q regime, we can use the all-order expansion (3.64) to perform the integral order by
order. The outcome is
λ =
m+ n+ 1
pi2
∞∑
k=1
q2k
k(1− q2k)2 sin(2piku∞) (cos(2pikuα) + cos(2pikuβ)− cos(2pikuγ)− cos(2piku∞)) .
(4.27)
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We need to express uα,β,γ in terms of α˜, β˜ and γ˜ since this relation may also be q-dependent.
Now that we have the expansion λ(q) = λ(e
1
2
F ′′0 ), we only need to invert the series and integrate
twice to obtain the planar free-energy in the small t’ Hooft coupling expansion. In general, we
find that the expansion for λ(q) looks like
λ =
∞∑
k=1
akq
2k, (4.28)
from which we obtain
F0(λ) = c0 + c1λ+
[
1
2
log
(
λ
a1
)
− 3
4
]
λ2 − a2
6a21
λ3 +
(
a22
8a41
− a3
12a31
)
λ4
+
(
− a
3
2
6a61
+
a2a3
5a51
− a4
20a41
)
λ5 +
(
7a42
24a81
− a
2
2a3
2a71
+
a23
12a61
+
a2a4
6a61
− a5
30a51
)
λ6 +O(λ7).
(4.29)
The integration constants c0 and c1 can be obtained from the expansion of the matrix model
around the minimum of the potential ReV0(ν). We obtain
c0 = 0, c1 = −min
ν∈R
ReV0(ν). (4.30)
Let us look at some examples.
The three term operators. In this case, we have α˜, β˜ → −∞, and γ˜ = 0. Therefore,
uα = uβ = u∞ = n2(m+n+1) , and we have uγ =
n+2
2(m+n+1) . Since none of the uα,β,γ are q-dependent,
the ak can be obtained at all orders:
ak = 2
m+ n+ 1
pi2
∑
d,`∈N|d`=k
`
d
(−1)d−1 sin pid
m+ n+ 1
sin
pidm
m+ n+ 1
sin
pidn
m+ n+ 1
. (4.31)
The symmetry under the exchange of m and n is apparent. Also,
c1 =
1
2pi
log
sin pim+n+1
sin mpim+n+1
+
m+ n+ 1
2pi2
Im Li2
(
e−
ipin
m+n+1
sin pim+n+1
sin mpim+n+1
)
. (4.32)
This is compatible with the results in [8], and in particular reproduces the genus 0 free-energy
in the conifold frame for local P2 (m = n = 1).
The local F0 case. This is actually a standard O(2) case, but our formulas work perfectly
well. We have m = 0, n = 1, β˜ → −∞, and γ˜ = 0. The mass parameter of local F0 is related to
α˜ as mF0 = e
α˜. We have, u∞ = uβ = 1/4, and uγ = 1/2 + uα. The relation between uα and α˜ is
obtained in the small q expansion using that
− e−α˜ = X(uα)
X(uγ)
= −ϑ1(1/4 + uα)
2
ϑ1(1/4− uα)2 , (4.33)
and inverting in small q:
e2piiuα =
1− ieα˜/2
−i + eα˜/2 +
8eα˜/2(eα˜/2 − 1)
(−i + eα˜/2)3(i + eα˜/2)q
2 +O(q4) (4.34)
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We obtain
a1 =
4
pi2 cosh
(
α˜
2
) ,
a2 =
4(3 cosh(α˜)− 1)
pi2 cosh
(
α˜
2
)3 ,
a3 =
4(9 cosh(2α˜)− 44 cosh(α˜) + 43)
3pi2 cosh
(
α˜
2
)5 ,
a4 =
19 cosh(3α˜)− 310 cosh(2α˜) + 1277 cosh(α˜)− 954
2pi2 cosh
(
α˜
2
)7 ,
...
(4.35)
Also,
c1 = − α˜
4pi
− 1
pi2
(
Im Li2(ie
α˜/2) + Im Li2(ie
−α˜/2)
)
= − 2
pi2
ImLi2(ie
α˜/2). (4.36)
This is compatible with the results in [9].
The local F2 case. This is also a standard O(2) case. We have m = 0, n = 1, β˜ = −α˜, and
γ˜ → −∞. The mass parameter of local F2 is related to α˜ as mF2 = 2 cosh(α˜). We find uβ = −uα
and u∞ = uγ = 1/4. The relation between uα and α is obtained in the small q expansion using
that
e−2α˜ =
X(uα)
X(uβ)
=
ϑ1(1/4 + uα)
2
ϑ1(1/4− uα)2 , (4.37)
and inverting in small q:
e2piiuα =
1− ieα˜
−i + eα˜ +
8(eα˜ − e−α˜)
(−i + eα˜)3(i + eα˜)q
2 +O(q4) (4.38)
Then, we obtain that the coefficients ai are given by the expressions for local F0 where we
substitute α˜ → 2α˜ (or equivalently by relating the mass parameters through mF2 = m1/2F0 +
m
−1/2
F0 ). The constant c1 is given by
c1 = − 1
pi2
(
Im Li2(ie
α˜) + Im Li2(ie
−α˜)
)
. (4.39)
This is compatible with the results in [9]. Indeed, the local F2 operator is a unitary conjugate of
the rescaled local F0 operator, with the right dictionary between the mass parameters [9].
The degeneration of Y 3,0. In this case, we have m = n = 1, β˜ → −∞, and γ˜ = 0. We
have, u∞ = uβ = 1/6, and uγ = 1/3 + uα. The relation between uα and α˜ is obtained in the
small q expansion using that
− e−α˜ = X(uα)
X(uγ)
= − ϑ1(1/6 + uα)
2
ϑ1(1/6− uα)ϑ1(1/2 + uα) , (4.40)
and inverting in small q:
e2piiuα =
(−1)1/6
(√
12eα˜ + 3− 2ieα˜ + i
)
2 (eα˜ + 1)
+
3(−1)1/6eα˜ (2eα˜ − 1) (√12eα˜ + 3 + 3i)2
4 (eα˜ + 1)3
√
12eα˜ + 3
q2 +O(q4).
(4.41)
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We obtain
a1 =
9
√
3(1 + 4eα˜)1/2
4pi2(1 + eα˜)
,
a2 =
27
√
3(1 + 9eα˜ + 6e2α˜ + 16e3α˜)
8pi2(1 + eα˜)3(1 + 4eα˜)1/2
,
a3 =
27
√
3(1 + 18eα˜ + 57e2α˜ + 104e3α˜ + 216e4α˜ − 222e5α˜ + 112e6α˜)
4pi2(1 + eα˜)5(1 + 4eα˜)3/2
,
a4 =
9
√
3
16pi2(1 + eα˜)7(1 + 4eα˜)5/2
(
13 + 477eα˜ + 2241e2α˜ + 7419e3α˜ + 29088e4α˜ + 28350e5α˜
+16500e6α˜ + 250632e7α˜ − 138240e8α˜ + 16384e9α˜) ,
...
(4.42)
Also,
c1 = − 1
2pi
log (mα)− 3
2pi2
[
Im Li2
(
1−mα
e
pii
3
)
+ ImLi2
(
e
ipi
3
mα
)]
, (4.43)
where
mα =
1 +
√
1 + 4eα˜
2
(4.44)
When α˜ = 0, we have (a1, a2, a3, a4) =
(
9
√
15
8pi2
, 27
2pi2
√
3
5 ,
3861
320pi2
√
3
5 ,
14967
400pi2
√
3
5
)
. These results are
compatible with those in [21].
4.4 Example in the strong ’t Hooft coupling limit
The interesting feature of our exact treatment of the planar matrix model is that we can inves-
tigate the strong ’t Hooft coupling regime: the large λ limit. This regime is unavailable with
the pedestrian techniques of Appendix C, but it is an interesting regime geometrically. Indeed,
the free-energies of the standard topological string in the large-radius frame expanded around
the large-radius point are generating functions for the Gromov-Witten invariants for the initial
toric Calabi-Yau geometry (the geometry whose mirror curve was quantized in the first place).
In terms of the coordinate λ, the large radius point is expected to be located at λ→∞.
We will use the S-dual expansions of the elliptic functions. Let us define
τD = −τ−1, qD = eipiτD , (4.45)
and consider the small qD expansion. We use the S-transformation formula for the elliptic theta
function:
ϑ1(u, τ) =
i√−iτ e
− ipiu2
τ ϑ1
(
u
τ
,−1
τ
)
. (4.46)
Then, we can expand (4.26) in small qD and integrate term by term. The result is given by
λ =
m+ n+ 1
4pi2i
(LD(uγ) + LD(u∞)− LD(uα)− LD(uβ)) , (4.47)
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where
LD(u) = 2piiτDu∞u(u− 1) + τD(u+ u∞) log(1− e2piiτD(u+u∞))− τD(u− u∞) log(1− e2piiτD(u−u∞))
− i
2pi
(
Li2(e
2piiτD(u+u∞))− Li2(e2piiτD(u−u∞))
)
− 4τD
∞∑
k=1
q2kD
k(1− q2kD )
(u∞ cos(2pikτDu∞) cos(2pikτDu)− u sin(2pikτDu∞) sin(2pikτDu))
− 4iτD
∞∑
k=1
q2kD
k(1− q2kD )2
sin(2pikτDu∞) cos(2pikτDu)
+
2
pi
∞∑
k=1
q2kD
k2(1− q2kD )
sin(2pikτDu∞) cos(2pikτDu).
(4.48)
Since the absolute values of the real parts of u∞,α,β,γ are smaller or equal to 1/2, the infinite
sums are consistent small qD expansions (series of q
r
D with r > 0). The relation (4.47) should be
inverted using τD = − 2piiF ′′0 (0) . Let us look at an example.
The local P2 case. We have m = n = 1, α˜, β˜ → −∞, and γ˜ = 0. Also, uα = uβ = u∞ = 16
and uγ =
1
2 are qD independent. We find
λ = − τ
2
D
36pi
− 1
16pi
+
9− 6piiτD
8pi3
q
2/3
D +
9(−3 + 4piiτD)
8pi3
q
4/3
D +
1− 2piiτD
8pi3
q2D +O(q
8/3
D ). (4.49)
Inverting it and integrating twice, we obtain the strong ’t Hooft coupling expansion of the planar
free-energy in the form of a trans-series:
F0(λ) = −4
9
√
piλˆ3/2 + c1λˆ+ c0 − 3
16pi4
e−4pi
3/2
√
λˆ − 9
128pi5
(
5pi + 3pi−1/2λˆ−1/2
)
e−8pi
3/2
√
λˆ
− 1
384pi7
(
1952
3
pi3 +
1215
2
pi3/2λˆ−1/2 +
729
4
λˆ−1 +
243
16
pi−3/2λˆ−3/2
)
e−12pi
3/2
√
λˆ + ...,
(4.50)
where
λˆ = λ+
1
16pi
. (4.51)
The constants c0,1 have to be found by other means. We assume that c1 = 0. We can also obtain
the genus 0 free-energy F0(t) in the large radius frame. We need to use the following symplectic
transformation [8]: (
t
∂tF0(t)
)
=
(−6piF ′0(λ)
8pi3
3 λ
)
, (4.52)
from which we deduce the function λ(t) (by performing the trans-series inversion), as well as
∂2t F0(t) = −
4pi2
9
1
F ′′0 (λ)
(4.53)
Integrating up twice, we find
F0(t) =
t3
18
− 3e−t − 45
8
e−2t − 244
9
e−3t − 12333
64
e−4t +O(e−5t), (4.54)
which is indeed the generating series of the genus 0 Gromov-Witten invariants of the local P2
Calabi-Yau threefold.
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5 Loop-insertion operator and planar connected two-point correlator
5.1 The loop-insertion operator
The loop insertion operator in matrix models is a very useful tool to obtain higher n-point
correlators from lower ones, for example when considering hermitian matrix models [42] or O(n)
matrix models [37].
For this section, it is convenient to write our integral in terms of Xi = e
νi :
ZN =
iN
2
N !
∫
RN+
dNX
(2pi)N
e−~
∑N
i=1 V(Xi)
∏
i<j (Xi −Xj)2∏
i,j
(
ω1/2Xi − ω−1/2Xj
) . (5.1)
The potential V(X) has an expansion around its minimum, and we call the expansion coefficients
vk:
V(X) =
∞∑
k=0
vkX
k. (5.2)
The loop-insertion operator is a differential operator, which, on quantities depending on the
potential, is defined as
δ
δV(Y )F [V] = lim→0
(
F [V]|vk→vk−Y k
)
− F [V]

. (5.3)
We promptly find that
δ
δV(Y )V(X) = −
Y
Y −X ,
δ
δV(Y )V
′(X) = − Y
(Y −X)2 . (5.4)
We also define the twisted loop-insertion operator
δ
δωV(Y ) =
δ
δV(ω1/2Y ) −
δ
δV(ω−1/2Y ) . (5.5)
Let us apply this operator on logZN . Using (5.1), we find straightforwardly
δ
δωV(X) logZN = ~$1(X), (5.6)
and similarly,
δ
δωV(X1) · · ·
δ
δωV(Xn) logZN = ~
n$n(X1, ..., Xn). (5.7)
5.2 The planar connected two-point correlator
The planar part of the connected two-point correlator $2(X1, X2) is $2,0(X1, X2). It is a sym-
metric function. We expect that, since it is the large N limit of the two point function, it can be
represented in terms of a joint connected eigenvalue probability density function ρc(X1, X2) as
$2,0(X1, X2) = λ
2
∫
I
dX ′1
∫
I
dX ′2 ρc(X
′
1, X
′
2)
2∏
i=1
(
ω1/2Xi
ω1/2Xi −X ′i
− ω
−1/2Xi
ω−1/2Xi −X ′i
)
. (5.8)
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Therefore, as function of one of the variables with the other fixed away from the cuts, it has the
same kind of branch-cuts along ω±1/2I as the planar one-point function. It does not have other
singularities.
Assuming that we can commute the loop-insertion with the ’t Hooft expansion, we can use
the previously derived property of the loop-insertion operator to write
δ
δωV(X2)$1,0(X1) = $2,0(X1, X2). (5.9)
Applying this on relation (3.12), we obtain the following condition on the planar two-point
correlator $2,0(X1, X2) for X1 ∈ I:
$2,0(ω
−1/2(X1± i0), X2)−$2,0(ω1/2(X1∓ i0), X2) = −
(
ω1/2X1X2
(ω1/2X2 −X1)2
− ω
−1/2X1X2
(ω−1/2X2 −X1)2
)
.
(5.10)
By symmetry in X1 ↔ X2, the same discontinuity equation is true for the second variable X2.
This is the same kind of equation as (3.12) with a parameter dependant meromorphic potential
given by the right-hand side. So the same techniques as in section 3 apply. The symmetry
X1 ↔ X2 further constrains the solution. Let us define
B(X1, X2) = $2,0(X1, X2) +
X1X2
(X1 −X2)2 . (5.11)
It satisfies for X1 ∈ I
B(ω−1/2(X1 ± i0), X2)−B(ω1/2(X1 ∓ i0), X2) = 0 (5.12)
and similarly for X2. This means that we can use again the parametrization X(u) of section 3.
The function
b(u1, u2) = B(X(u1), X(u2)) (5.13)
is then an elliptic function (of periods 1 and τ) in both variables u1 and u2, symmetric, with
the only pole located at u1 = u2, which is a double pole. Expressed in terms of the X variables,
this double pole is of the form X1X2
(X1−X2)2 . Such a function is well known in the study of Riemann
surfaces, and it is related to the so called fundamental differential of the second kind, sometimes
also called the Bergmann kernel. All these constraints reduce the form of B(X1, X2) to
B(X1, X2) = X1X2∂X1∂X2 log ϑ1(u(X1)− u(X2)) + c, (5.14)
where c is a constant. The polar behaviour is assured since
log ϑ1(u(X1)− u(X2)) = log
[
const · (X1 −X2) +O(X1 −X2)2
]
= log(X1 −X2) +O(X1 −X2)0,
(5.15)
and so
X1X2∂X1∂X2 log ϑ1(u(X1)− u(X2)) =
X1X2
(X1 −X2)2 +O(X1 −X2)
0. (5.16)
In the ui variables, double periodicity is guaranteed using the following rewriting:
b(u1, u2) = c+
X(u1)X(u2)
X ′(u1)X ′(u2)
∂u1∂u2 log ϑ1(u1 − u2). (5.17)
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Indeed, since for M,N ∈ Z we have
ϑ1(u1 − u2 +M +Nτ) = e(M+N)pii−2piiN(u1−u2)−N2ipiτϑ1(u1 − u2), (5.18)
the quantity ∂u1∂u2 log ϑ1(u1 − u2) is an elliptic function for both u1 and u2. Moreover, we
already saw that X
′(u)
X(u) is also an elliptic function so the full expression for b(u1, u2) is elliptic in
both variable. The constant c is fixed to 0 by sending one of the variables X1 or X2 to ∞ and
requiring the expression for B(X1, X2) to vanish. We finally find the universal formula for the
planar two-point connected correlator
$2,0(X1, X2) = X1X2∂X1∂X2 log ϑ1(u(X1)− u(X2))−
X1X2
(X1 −X2)2
= (X1∂X1)(X2∂X2) log
ϑ1(u(X1)− u(X2))
X1 −X2 .
(5.19)
It is universal in the same sense as ∂λ$1,0(X) is: the dependance on the potential only enters
through τ and
√
ab via the elliptic theta function and the parametrization u(X).
We can work out the small q expansion of $2,0(X1, X2). We find:
$2,0(X1, X2) = −
(e4piiu∞ − 1)4 X1√
ab
X2√
ab
(
X1√
ab
− 1
)2 (
X2√
ab
− 1
)2
∏2
i=1
(
e2piiu∞ + Xi√
ab
)2 (
1 + e2piiu∞ Xi√
ab
)2 q2
−
(e4piiu∞ − 1)4e8piiu∞∑7i,j=1 ( X1√ab)i ( X2√ab)j Pij(cos 2piu∞)∏2
i=1
(
e2piiu∞ + Xi√
ab
)4 (
1 + e2piiu∞ Xi√
ab
)4 q4 +O(q6).
(5.20)
The functions Pij(x) in the above expression are polynomials and can be found in Appendix E.
In the case of the local P2 matrix model, we have u∞ = 16 ,
√
ab = 1 and q is given in terms
of λ by the inverse of (3.78). We then find
$2,0(X1, X2) = −
4pi2X1X2
(
X1
2 − 1) (X22 − 1)√
3
(
X1
2 +X1 + 1
)2 (
X2
2 +X2 + 1
)2λ
− 8pi
4
∑7
i,j=1X
i
1X
j
2Mij
9
(
X1
2 +X1 + 1
)4 (
X2
2 +X2 + 1
)4λ2 +O(λ3),
(5.21)
where the matrix M whose entries are Mij is given by
M =

5 2 −22 −8 10 −2 −3
2 −8 −44 0 44 8 −2
−22 −44 −44 48 116 44 10
−8 0 48 64 48 0 −8
10 44 116 48 −44 −44 −22
−2 8 44 0 −44 −8 2
−3 −2 10 −8 −22 2 5

. (5.22)
This (as well as the next order in λ) has been checked against the gaussian expansion of the
matrix model using the techniques of Appendix C.
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6 Conclusion
We considered a family of matrix models in the ’t Hooft limit, relevant in the context of the
topological string on toric Calabi-Yau threefolds. The exact solution for the planar free-energy,
the planar one and two point correlators were obtained using a suitable conformal mapping
between a two cut sphere and a flat torus. The planar free-energies of these matrix integrals
reproduce indeed the closed topological string free-energies of the corresponding geometries in
the conifold frame. Therefore, the genus 0 Gromov-Witten invariants of the toric Calabi-Yau
threefolds can also be extracted from the strong coupling limit of the matrix models.
Exact results for higher genus free-energies and n-point correlators should also be studied,
and it should be possible to obtain them, for example through loop equations as in other matrix
models. Eventually, it would be very interesting to show that the free-energies and the n-point
correlators obey the topological recursion of Chekov-Eynard-Orentin [29], since it is known that
the topological free-energies and n-point amplitudes do obey them [31, 32], although in a priori
different coordinates than what is considered here.
Also, we restricted the discussion to one-cut matrix integrals corresponding to toric Calabi-
Yau threefolds with genus 1 mirror curves. Multi-cut matrix integrals are also known for some
higher genus case [7, 21, 43], and an exact planar solution for them is also desirable.
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A Some properties of the Faddeev quantum dilogarithm
In this Appendix, we gather some formulas concerning the Faddeev quantum dilogarithm. The
Faddeev quantum dilogarithm is an important function in the context of quantized mirror curves.
It closely related to the double sine, and the double gamma function.
Let b be a complex number such that Re(b) > 0. The Faddeev quantum dilogarithm can be
defined through the integral formula
Φb(u) = exp
(∫
R+i0
e−2iyu
4 sinh(by) sinh(y/b)
dy
y
)
. (A.1)
The integration path is along the real axis and avoids the pole at y = 0 by going above it. This
integral definition converges in the strip
|Im(u)| < Re
(
b+ b−1
2
)
, (A.2)
but it can be analytically continued to a meromorphic function on the complex plane. It has
manifestly the following property:
Φb(u) = Φb−1(u). (A.3)
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Also, for real or unitary b, we have
Φb(u) =
1
Φb(u¯)
. (A.4)
By deforming the path of integration and picking up the residue at y = 0, it is easy to obtain
the following formula:
Φb(−u) = eipiu2+
ipi
12(b
2+b−2) 1
Φb(u)
. (A.5)
Its asymptotic behaviour is [44]
Φb(u) ∼ 1, when Re(u) 0,
Φb(u) ∼ eipiu2+
ipi
12(b
2+b−2), when Re(u) 0.
(A.6)
It obeys the following difference equation
Φb
(
u− ib2
)
Φb
(
u+ ib2
) = 1 + e2pibu, (A.7)
which can be obtained from the definition, using that∫
R+i0
e−2iuy
2 sinh(y/b)
dy
y
= − log(1 + e2pibu). (A.8)
Similarly, using property (A.3), we have
Φb
(
u− i2b
)
Φb
(
u+ i2b
) = 1 + e 2piub . (A.9)
The poles and the zeros of the Faddeev quantum dilogarithm Φb(u) are located at
poles : u = i
b+ b−1
2
+mib+ nib−1,
zeros : u = −ib+ b
−1
2
−mib− nib−1,
(A.10)
for m,n ∈ Z≥0.
The following small b asymptotic expansion is also useful [44]:
log Φb
( x
2pib
)
∼ 1
2pii
∞∑
k=0
(−4pi2)kb4k−2 (2
−2k+1 − 1)B2k
(2k)!
Li2−2k(−ex), (A.11)
where Bk are the Bernoulli numbers and Lik(z) are the polylogarithms. Using property (A.3),
there is the corresponding large b expansion:
log Φb
(
bx
2pi
)
∼ 1
2pii
∞∑
k=0
(−4pi2)kb−4k+2 (2
−2k+1 − 1)B2k
(2k)!
Li2−2k(−ex). (A.12)
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B Deriving the matrix models using the Faddeev quantum dilogarithm
In this Appendix, we show how to factorize and invert some quantized mirror curves. We use the
methods of [20] which are further used in [9] and [21]. Let us introduce canonically commuting
hermitian operators x and y such that
[x, y] = i · 2pib2. (B.1)
with b real. Suppose that A,B are real numbers and  < 0. For any function f(z) which is
analytic on the strip −2pib2A−  < Im(z) <  if A is positive, or − < Im(z) < −2pib2A+  if A
is negative, we have
eAyf(x)e−Ay = f(x− 2piib2A), (B.2)
which follows from Taylor expanding f(x). Similarly, for any function g(z) which is analytic on
the strip − < Im(z) < 2pib2B +  if B is positive, or 2pib2B −  < Im(z) <  if B is negative, we
have
eBxg(y)e−Bx = g(y + 2piib2B). (B.3)
Using these formulas, we can write the operator versions of the difference equations obeyed by
the Faddeev quantum dilogarithm. From (A.7), we obtain
1 + ex = ey/2Φb
(
1
2pib
x
)
e−y/2e−y/2
1
Φb
(
1
2pibx
)ey/2
= e−y/2
1
Φb
(
1
2pibx
)ey/2ey/2Φb( 1
2pib
x
)
e−y/2.
(B.4)
From this, we obtain the formula for the conjugation of the exponentials by the unitary operator
given by the dilogarithm:
Φb
(
1
2pib
x
)
e−y
1
Φb
(
1
2pibx
) = e−y + ex−y,
1
Φb
(
1
2pibx
)eyΦb( 1
2pib
x
)
= ey + ex+y.
(B.5)
Repeated application of these formulas on the operator 1 + ey yields the basic operator relations
which we then map to the desired quantum curve using a linear canonical transformation. This
provides a factorization of the quantum curve, in which form it is straightforward to invert. We
remark that in this procedure the explicit use of the pentagon identity for the Faddeev quantum
dilogarithm (as in for example [9]) is not needed. We also remark that this procedure in itself
cannot yield all the genus one toric quantum curves (let alone higher genus quantum curves).
Indeed, it can be seen that the only curves we can reach are those whose Newton polygon (in
variables ex and ey) can be mapped by a linear canonical transformation to a trapezoid (a 4-gon
with two parallel sides), or its degenerate case, the triangle. In particular, the quantum curve
of local F1 has four sides with no parallel pairs of sides, so it cannot be mapped to a trapezoid
using a linear canonical transformation; this is an example we cannot factorize with the present
method, and should be, a priori, studied as a degenerate case of the higher genus construction
of [7].
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The cases which interest us can be regrouped into the single formula obtain by three succes-
sive applications of the formulas (B.5). This provides a generalization of all the cases studied in
[9, 20, 21]. Let us define
F (x) = e
− 1
2(m+n+1)
x
Φb
(
x+α
2pib − n2(m+n+1) ib
)
Φb
(
x+β
2pib − n2(m+n+1) ib
)
Φb
(
x+γ
2pib +
m+1
2(m+n+1) ib
) ,
F ∗(x) = e−
1
2(m+n+1)
x
Φb
(
x+γ
2pib − m+12(m+n+1) ib
)
Φb
(
x+α
2pib +
n
2(m+n+1) ib
)
Φb
(
x+β
2pib +
n
2(m+n+1) ib
) ,
(B.6)
where α, β, γ,m, n are real numbers. Then, we have the following factorisation:
F (x)e
n
m+n+1
y(1 + e−y)F ∗(x) = ex
′
+ ey
′
+ eγe−mx
′−ny′
+ (eα + eβ)e−(m+1)x
′−(n−1)y′ + eα+βe−2(m+1)x
′−(2n−1)y′ .
(B.7)
The relation between x, y and x′, y′ is(
x
y
)
=
(−(m+ 1) −n
1 −1
)(
x′
y′
)
, (B.8)
so
[x′, y′] = i~, ~ =
2pib2
m+ n+ 1
. (B.9)
The factorized form (B.7) is readily inverted:
ρ ≡
[
ex
′
+ ey
′
+ eγe−mx
′−ny′ + (eα + eβ)e−(m+1)x
′−(n−1)y′ + eα+βe−2(m+1)x
′−(2n−1)y′
]−1
=
1
F ∗(x)
(
e
m+1
m+n+1
y
1 + ey
)
1
F (x)
.
(B.10)
The three-term family of [20] is recovered in the limit α, β → −∞ (using that Φb(x)→ 1
when Re(x)→ −∞) and γ = 0:[
ex
′
+ ey
′
+ e−mx
′−ny′
]−1
= e
1
2(m+n+1)
x 1
Φb
(
x
2pib − m+12(m+n+1) ib
) (e m+1m+n+1 y
1 + ey
)
Φb
(
x
2pib
+
m+ 1
2(m+ n+ 1)
ib
)
e
1
2(m+n+1)
x
.
(B.11)
The particular case where (m,n) = (1, 1) gives the local P2 operator.
The four term family of [21] is recovered when β → −∞ and γ = 0:[
ex
′
+ ey
′
+ e−mx
′−ny′ + eαe−(m+1)x
′−(n−1)y′
]−1
= e
1
2(m+n+1)
x
Φb
(
x+α
2pib +
n
2(m+n+1) ib
)
Φb
(
x
2pib − m+12(m+n+1) ib
) (e m+1m+n+1 y
1 + ey
)
Φb
(
x
2pib +
m+1
2(m+n+1) ib
)
Φb
(
x+α
2pib − n2(m+n+1) ib
)e 12(m+n+1) x.
(B.12)
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It can be seen as a perturbation of the three term operator. The particular case where (m,n) =
(0, 1) and eα = mF0 gives the local F0 (= local P1 × P1) operator studied in [9].
A third subfamily of four term operators can be extracted from the general case. Let us set
β = −α and send γ → −∞. We obtain[
ex
′
+ ey
′
+ e−2(m+1)x
′−(2n−1)y′ + 2 cosh(α)e−(m+1)x
′−(n−1)y′
]−1
= e
1
2(m+n+1)
x
Φb
(
x + α
2pib
+
n
2(m+ n+ 1)
ib
)
Φb
(
x− α
2pib
+
n
2(m+ n+ 1)
ib
)(
e
m+1
m+n+1
y
1 + ey
)
· 1
Φb
(
x+α
2pib − n2(m+n+1) ib
)
Φb
(
x−α
2pib − n2(m+n+1) ib
)e 12(m+n+1) x.
(B.13)
The special case with (m,n) = (0, 1) and 2 cosh(α) = mF2 gives the local F2 operator. It is
known that this operator is equivalent to the local F0 operator up to a unitary conjugation, a
constant shift of x and an overall rescaling [9]. We see here that this is the case for the whole two
families of four term operators: one of the families can be retrieved from the other by a unitary
conjugation, a constant shift of x and an overall rescaling. The unitary operator involved is given
by an appropriate product of Faddeev quantum dilogarithms only depending on x (not on y).
For appropriate restrictions on the values of α, β, γ and m,n, the operator ρ is of trace class.
This can be shown rigorously along the lines of [20], where the proof is given for the family of
three term operators and the local F0 operator.
The factorized form of our operator allows us to obtain the integral kernel of the inverse
operator (B.10). Let us introduce the basis |x〉 diagonalising the operator x,
x|x〉 = x|x〉. (B.14)
and the |y〉 basis diagonalising y:
y|y) = y|y). (B.15)
We have
〈x|y) = 1
2pib
ei
xy
2pib2 . (B.16)
In the x basis, the integral kernel of (B.10) can be obtain for 0 < m+1m+n+1 < 1. It is given by
ρ(x1, x2) = 〈x1| 1
F ∗(x)
(
e
m+1
m+n+1
y
1 + ey
)
1
F (x)
|x2〉
=
1
F ∗(x1)
1
2~ cosh
(
x1−x2
2b2
− ipiC) 1F (x2) ,
(B.17)
where
C =
m− n+ 1
2(m+ n+ 1)
. (B.18)
It is also convenient to perform a rescaling of the our variables by defining
νi = b
−2xi, (B.19)
as well as
α = b2α˜, β = b2β˜, γ = b2γ˜. (B.20)
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The integral kernel of ρ has to be transformed according to
ρ(ν1, ν2)dν2 = ρ(x1, x2)dx2. (B.21)
It is of the form
ρ(ν1, ν2) =
1
2pi
e−
~
2
V (ν1)e−
~
2
V (ν2)
2 cosh
(
ν1−ν2
2 − ipiC
) , (B.22)
where
V (ν) = − 1
2pi
ν +
2
~
log
Φb
(
b
2pi
(
ν + α˜+ ipinm+n+1
))
Φb
(
b
2pi
(
ν + β˜ + ipinm+n+1
))
Φb
(
b
2pi
(
ν + γ˜ − ipi(m+1)m+n+1
)) . (B.23)
We recall that the parameter b is related to ~ as ~ = 2pib2m+n+1 .
We will be interested to the large ~ (equivalently large b) regime of our operator. This limit
is taken with fixed νi, α˜, β˜, γ˜. The function V (ν) has a large ~˜ asymptotic expansion which can
be obtained using (A.12):
V (ν) =
∞∑
k=0
~−2kVk(ν), (B.24)
with
V0(ν) = − 1
2pi
ν
+
m+ n+ 1
2pi2i
(
−Li2(−eν+α˜+
ipin
m+n+1 )− Li2(−eν+β˜+
ipin
m+n+1 ) + Li2(−eν+γ˜−
ipi(m+1)
m+n+1 )
)
,
(B.25)
and
Vk(ν) =
(−16pi4)k
2pi2i
(m+ n+ 1)1−2k
(2−2k+1 − 1)B2k
(2k)!
(
−Li2−2k(−eν+α˜+
ipin
m+n+1 )+
−Li2−2k(−eν+β˜+
ipin
m+n+1 ) + Li2−2k(−eν+γ˜−
ipi(m+1)
m+n+1 )
) (B.26)
for k > 0.
Now that we have an explicit expression for the integral kernel of the inverse operator ρ,
We can explicitly obtain some relevant spectral quantities. Two important sets of quantities
are the fermionic spectral traces, and the one-particle correlation functions. They are defined
using the operator ρ, and, using Fredholm theory for integral operators, they can be expressed as
multi-integrals involving the integral kernel ρ(ν1, ν2). Let us introduce an expansion parameter
κ. The fermionc spectral traces ZN are the coefficients of the Fredholm determinant:
det(1 + κρ) = 1 +
∞∑
N=1
κNZN . (B.27)
Using the Fredholm formula (as done for example in [8]), the following expression can be obtained
for ZN :
ZN =
1
N !
∫
RN
dNν det
i,j=1,...,N
ρ(νi, νj)
=
1
N !
∫
RN
dNν
(2pi)N
e−~
∑N
k=1 ReV (νk)
∏
i>j(2 sinh
νi−νj
2 )
2∏
i,j 2 cosh(
νi−νj
2 − ipiC)
.
(B.28)
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This has the form of a partition function for a non-interacting Fermi gas with density matrix ρ
(first line), or a deformed O(2) matrix model written in eigenvalue variables (second line). This
precise deformation of the O(2) matrix model is essentially what is considered in [22]. The strict
O(2) case is given for C = 0. To go from the first expression to the second, we used the Cauchy
determinant identity
det
i,j=1,...,N
1
2 cosh
(
µi−νj
2
) = ∏i>j 2 sinh µi−µj2 2 sinh νi−νj2∏
i,j 2 cosh
µi−νj
2
. (B.29)
The matrix model form is better suited to study the large N regime of ZN .
Another spectral quantity which turns out to be interesting to study in our context [14, 17]
is the resolvent of (the inverse of) ρ:
R =
ρ
1 + κρ
. (B.30)
According to Fredholm theory, its integral kernel in variable u has the following κ expansion:
R(ν, ν ′) =
1
det(1 + κρ)
∞∑
N=0
κNBN (ν, ν
′), (B.31)
where
BN (ν, ν
′) =
1
N !
∫
RN
dNµ ρ
(
ν µ1 µ2 ... µN
ν ′ µ1 µ2 ... µN
)
. (B.32)
We used the following notation:
ρ
(
x1 x2 ... xN
y1 y2 ... yN
)
= det
i,j=1,...,N
ρ(xi, yj). (B.33)
The quantities BN (u, u
′) have a precise interpretation in the Fermi gas picture as the unnormal-
ized canonical reduced density matrix of a gas of N + 1 particles. This interpretation in our
context is studied in [17]. As for the fermionic spectral traces, the Cauchy determinant identity
allows us to write BN as a correlator of a deformed O(2) matrix model in eigenvalue variables.
Let us define the following expectation value at fixed N
〈f(ν1, ..., νN )〉 = 1
ZN
1
N !
∫
RN
dNν
(2pi)N
f(ν1, ..., νN )e
−~∑Nk=1 ReV (νk)
∏
i>j(2 sinh
νi−νj
2 )
2∏
i,j 2 cosh
(
νi−νj
2 − ipiC
) ,
(B.34)
and the function
tC(ν) =
e−ipiC sinh(ν2 )
cosh(ν2 − ipiC)
. (B.35)
Then, we have that
BN (ν, ν
′)
ZN
= e2piiCNρ(ν, ν ′)
〈 N∏
k=1
tC (ν − νk) tC
(
ν ′ − νk
) 〉
. (B.36)
As shown in [17], the ’t Hooft expansion of this quantity can be written using integrals of the
n-point connected correlators Wn(X1, ..., Xn), as defined in eq. (3.4). This is partly the reason
why we are interested in the n-point connected correlators.
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C The gaussian expansion
We often perform checks of the exact results obtained in the main body of the text against small
’t Hooft coupling expansions directly obtained from the matrix model. For completeness’ sake, in
this Appendix we give a rather detailed description of how we compute the small λ expansion of
these quantities. The procedure is basically perturbation theory at finite N around the minimum
of the potential (producing a large ~ expansion), and then after extrapolation to arbitrary N ,
a reorganization of this large ~ expansion into a t’ Hooft expansion (which is possible if the
quantity computed indeed admits a ’t Hooft expansion).
Let us start with an unnormalized expectation value at fixed finite N :
〈〈
f(ν1, ..., νN )
〉〉
=
1
N !
∫
RN
dNν
(2pi)N
e−~
∑N
k=1 ReV (νk)f(ν1, ..., νN )
∏
i<j(2 sinh
νi−νj
2 )
2∏
i,j 2 cosh(
νi−νj
2 − ipiC)
=
e−N2 log 2 cos(piC)
N !(2pi)N
∫
RN
dNν e−~
∑N
k=1 ReV (νk)f(ν1, ..., νN )
∏
i<j
D(νi − νj),
(C.1)
where
D(νi − νj) =
4 cos(piC)2 sinh2(
νi−νj
2 )
cosh(
νi−νj
2 + ipiC) cosh(
νi−νj
2 − ipiC)
= (νi − νj)2
(
1 +O(νi − νj)2
)
(C.2)
is a perturbed Vandermonde determinant5. The potential (which has itself a large ~ expansion)
can be expanded around the minimum νmin of its leading part:
ReV (ν) = ReV0(νmin)+
1
2
ReV ′′0 (νmin)(ν−νmin)2+
∑
g≥0,k≥0
′ 1
k!
ReV (k)g (νmin)~−2g(ν−νmin)k, (C.3)
where the prime on the sum means that we omit the terms (g, k) = (0, 0), (0, 1), (0, 2). We
perform the change of variables νi = ν˜i~−1/2 + νmin, and expand everything in large ~. The
outcome has the form〈〈
f(ν1, ..., νN )
〉〉
∼ e−N2 log 2 cos(piC)−log Γ(N+1)−N(N+1)2 log ~−N log 2pi−~N ReV0(νmin)
×
∑
k≥0
~−k/2
∑
`
ck,`(N)
N∏
j=1
∫
R
dν˜je
− 1
2
ReV ′′0 (νmin)ν˜
`j
j .
(C.4)
where ` = (`1, ..., `N ) is a vector of positive integers, and the coefficients ck,`(N) are obtained by
putting together the large ~ expansions of the different pieces. All the one dimensional gaussian
integrals are readily performed using that for a > 0 and ` a positive integer,∫
R
dν e−
1
2
aν2 ν` =
1 + (−1)`
2
Γ
(
`+ 1
2
)(
2
a
) `+1
2
. (C.5)
When k is odd in (C.4), it can be seen that some of the `j are odd integers, so those terms vanish.
The result takes therefore the form
5Of course, the technique explained in this Appendix also works for more general perturbations of the Vander-
monde determinant.
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〈〈
f(ν1, ..., νN )
〉〉
∼ e−N2 log 2 cos(piC)−log Γ(N+1)−N(N+1)2 log ~−~N ReV0(νmin)−N2 log(2pi2ReV ′′0 (νmin))
×
∑
k≥0
~−kC˜k(N).
(C.6)
For f(ν1, ..., νn) = 1, we are computing the partition function. Taking the logarithm gives
the free-energy. Since we expect that it admits a ’t Hooft expansion, we can reorganise the large
~ series accordingly. The exponentiated prefactor is part of the gaussian contribution
ZgaussianN =
e−N2 log 2 cos(piC)−~N ReV0(νmin)
~
N(N+1)
2 (2pi)NN !
∫
RN
dN ν˜ e−
1
2
ReV ′′0 (νmin)
∑N
j=1 ν˜
2
j
∏
i<j
(ν˜i − ν˜j)2
=
e−
N2
2
log(4 cos2(piC)ReV ′′0 (νmin))
~
N(N+1)
2 (2pi)N/2
G(N + 1)
(C.7)
which we factor out. In the above, G(N) is the Barnes function. Its logarithm has a well known
large N expansion. At each order in large ~, the coefficient of logZN − logZgaussianN has to have
a strict polynomial dependance in N otherwise it cannot be converted into a ’t Hooft expansion:
logZN − logZgaussianN = log
〈〈
1
〉〉
− logZgaussianN
∼
∑
k≥1
~−kCk(N)
∼ C1,3N
3 + C1,1N
~
+
C2,4N
4 + C2,2N
2
~2
+
C3,5N
5 + C3,3N
3 + C3,1N
~3
+ ...
(C.8)
By fitting the finite N values of Ck(N) to the expected polynomial behaviour, we find the
values of Ck,g. After using N = λ~, plugging in the large N asymptotic series of ZgaussianN , and
reorganizing the series, we obtain the ’t Hooft expansion at small coupling λ:
logZN ∼ logZgaussianN + ~2
(
C1,3λ
3 + C2,4λ
4 + C3,5λ
5 + ...
)
+ (C1,1λ+ C2,2λ
2 + C3,3λ
3 + ...)
+ ~−2(C3,1λ+ ...) + ...
∼
∞∑
g=0
~2−2gFg(λ),
(C.9)
where
logZgaussianN ∼ ~2
(
λ2
2
log
λ
4 cos2(piC) ReV ′′0 (νmin)
− 3λ
2
4
)
+
(
− 1
12
log λ+ ζ ′(−1)
)
+
∞∑
g=2
~2−2g
B2g
2g(2g − 1)λ
2−2g − 1
12
log ~.
(C.10)
We usually drop the − 112 log ~ term in order to obtain a proper ’t Hooft expansion.
For other functions f(ν1, ..., νn) such as multi-traces or its generating functions (the n-point
correlators), a ’t Hooft expansion can be expected to be found for its normalized expectation
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value. We have 〈
f(ν1, ..., νN )
〉
=
1
ZN
〈〈
f(ν1, ..., νN )
〉〉
∼
∑
k≥0
~−kCk(N).
(C.11)
Again, if a ’t Hooft expansion exists, the Ck(N) are polynomials in N which can be fixed from
finite N results. Setting N = λ~ and rearranging the large ~ expansion, we obtain the ’t Hooft
expansion at small coupling λ. The connected correlators are also easily computed in this way.
D A formula for the function λ(q)
In this Appendix, we show how expression (4.25) for λ(τ) can be simplified to expression (4.26).
The second formula is quite interesting, since it only involves uα, uβ, uγ (corresponding to the
singularities of the potential) and the conformal map X(u). We start by noticing that (4.25) is
basically made of three distinct parts, which we may write as
λ =
m+ n+ 1
8pi3
[L(uγ)− L(uα)− L(uβ)] , (D.1)
where
L(ui) =
∫ 1
2
− τ
2
− 1
2
− τ
2
du
(
ϑ′1
ϑ1
(u∞ + u) +
ϑ′1
ϑ1
(u∞ − u)
)(
log
ϑ1(u− ui)
ϑ1(u∞ + ui)
− log ϑ1(u− u∞)
ϑ1(2u∞)
)
. (D.2)
We will express this integral in another way. Let us start by differentiating L(ui) with respect
to ui. We find after some simplifications:
L′(ui) = −
∫ 1
2
− τ
2
− 1
2
− τ
2
(
ϑ′1
ϑ1
(u∞ + u) +
ϑ′1
ϑ1
(u∞ − u)
)
ϑ′1
ϑ1
(u− ui),
L′′(ui) =
∫ 1
2
− τ
2
− 1
2
− τ
2
(
ϑ′1
ϑ1
(u∞ + u) +
ϑ′1
ϑ1
(u∞ − u)
)(
ϑ′1
ϑ1
)′
(u− ui)
(D.3)
In the second integral, the integrand consists of a product of two elliptic functions (the first is
elliptic as we already argued in the main text, and the second is the Weierstrass ℘ function up
to a constant). Their product is therefore an elliptic function of u which can be obtained by
looking at its polar behaviour. We need an elliptic function with poles of degree 1 at u = ±u∞
and poles of degree up to two at u = ui. The function is found to be(
ϑ′1
ϑ1
(u∞ + u) +
ϑ′1
ϑ1
(u∞ − u)
)(
ϑ′1
ϑ1
)′
(u− ui) = α1ϑ
′
1
ϑ1
(u∞ + u) + α2
ϑ′1
ϑ1
(u∞ − u)
+ (α2 − α1)ϑ
′
1
ϑ1
(u− uγ)
+ α3
(
ϑ′1
ϑ1
)′
(u− ui) + C,
(D.4)
where αi are obtained comparing the polar behaviours of the lefthand and righthand sides,
α1 =
(
ϑ′1
ϑ1
)′
(u∞ + ui), α2 =
(
ϑ′1
ϑ1
)′
(u∞ − ui),
α3 =
(
ϑ′1
ϑ1
(u∞ + ui) +
ϑ′1
ϑ1
(u∞ − ui)
)
,
(D.5)
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and the constant C is obtained by evaluating the equality at any point u. We do it for u = ui,
and obtain the corresponding expression for C (the poles cancel and we equate the finite parts).
We find that it can be compactly written as
C =
1
2
d
dui
(
ϑ′′1
ϑ1
(u∞ − ui)− ϑ
′′
1
ϑ1
(u∞ + ui)
)
. (D.6)
Using the expression (D.4), the integral over u for L′′(ui) can be easily obtained. Actually,
none of the functions contribute (their integral vanish or compensate along that path): only the
constant C gives a non vanishing contribution. We end up with
L′′(ui) = C. (D.7)
We can integrate this up twice and use that L(u∞) = 0 (directly from the definition of L(ui))
and L′(0) = 0 (from symmetry considerations). Therefore, we get a new integral expression for
L(ui)
L(ui) =
1
2
∫ ui
u∞
du
(
ϑ′′1
ϑ1
(u∞ − u)− ϑ
′′
1
ϑ1
(u∞ + u)
)
. (D.8)
As all ϑ-functions, ϑ1(u, τ) as a function of the two variables u, τ obeys the well known diffusion
equation:
ϑ′′1(u, τ) = 4pii
∂
∂τ
ϑ1(u, τ), (D.9)
where primes denote differentiation with respect to u. We therefore obtain the neat relation
L(ui) = −2pii
∫ ui
u∞
du
∂
∂τ
log
ϑ1(u∞ + u, τ)
ϑ1(u∞ − u, τ) = −2pii
∫ ui
u∞
du
∂
∂τ
logX(u). (D.10)
This implies the following remarkable relation for λ:
λ =
m+ n+ 1
4pi2i
(∫ uγ
u∞
−
∫ uα
u∞
−
∫ uβ
u∞
)
du
∂
∂τ
logX(u). (D.11)
The differentiation should only be applied on the second variable of theta functions ϑ1(u, τ) which
compose the map X(u) (this means for example that here we consider
√
ab to be independent
of τ when differentiating). The locations of our potential’s singularities uα,β,γ in the u plane are
the only necessary parameters to determine the function λ(τ), together with the universal map
X(u) and the constant u∞, both of which are potential independent. We note that uα,β,γ may
have their own τ dependence, but they are not differentiated.
This formula is also useful in the strong ’t Hooft coupling expansion (which involves an S-
transformation of the elliptic functions), whereas (4.25) is less useful in that regime because the
integral does not seem to be consistent with the dual expansion.
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E The expression for Pij(x)
The polynomials Pij(x) for i, j = 0, 1, ..., 6 in (5.20) can be put into a 7 × 7 symmetric matrix
P (x) whose entries are Pij(x):
P (x) =

10 − 4x2 16x3 + 8x 80x2 − 50 32x3 − 32x
16x3 + 8x 160x4 − 64x2 64x5 + 240x3 − 184x 0
80x2 − 50 64x5 + 240x3 − 184x −64x6 + 448x4 − 196x2 − 38 −128x5 − 32x3 + 160x
32x3 − 32x 0 −128x5 − 32x3 + 160x 512x2 − 512x4
16x4 − 76x2 + 30 −64x5 − 240x3 + 184x −544x4 + 256x2 + 138 −128x5 − 32x3 + 160x
−16x3 − 8x 64x2 − 160x4 −64x5 − 240x3 + 184x 0
−6 −16x3 − 8x 16x4 − 76x2 + 30 32x3 − 32x
· · ·
· · ·
16x4 − 76x2 + 30 −16x3 − 8x −6
−64x5 − 240x3 + 184x 64x2 − 160x4 −16x3 − 8x
−544x4 + 256x2 + 138 −64x5 − 240x3 + 184x 16x4 − 76x2 + 30
−128x5 − 32x3 + 160x 0 32x3 − 32x
−64x6 + 448x4 − 196x2 − 38 64x5 + 240x3 − 184x 80x2 − 50
64x5 + 240x3 − 184x 160x4 − 64x2 16x3 + 8x
80x2 − 50 16x3 + 8x 10 − 4x2

.
(E.1)
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