Abstract-Nonlinear dimensionality reduction methods have demonstrated top-notch performance in many pattern recognition and image classification tasks. Despite their popularity, they suffer from highly expensive time and memory requirements, which render them inapplicable to large-scale datasets. To leverage such cases we propose a new method called "Path-Based Isomap". Similar to Isomap, we exploit geodesic paths to find the low-dimensional embedding. However, instead of preserving pairwise geodesic distances, the low-dimensional embedding is computed via a path-mapping algorithm. Due to the much fewer number of paths compared to number of data points, a significant improvement in time and memory complexity with a comparable performance is achieved. The method demonstrates state-of-the-art performance on well-known synthetic and real-world datasets, as well as in the presence of noise.
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INTRODUCTION
O NE of the fundamental problems in machine learning and pattern recognition is to discover compact representations of high-dimensional data. The need to analyze and visualize multivariate data has yielded a surge of interest in dimensionality reduction research [1] , [2] , [3] . In particular, manifold learning techniques such as Isomap [4] , Locally Linear Embedding (LLE) [5] , and Laplacian Eigenmaps [6] have outperformed classical methods like Principal Component Analysis (PCA) and Multi-Dimensional Scaling (MDS) [7] in harnessing non-linear data structures [8] , [9] . However, their high time and memory complexity impose severe limitations on their scalabality [10] . To overcome this drawback, we set out to develop a method with lower computational costs yet the same performance.
Throughout the paper it is assumed that data samples lie on a smooth low-dimensional manifold [11] , [12] . In the first stage, these data samples are covered by a set of geodesic paths, resulting in a network of intersecting routes. The main point is that data samples that belong to a geodesic path approximately lie on a straight line in the compact representation [13] . Thus a mapping scheme is developed to compute the lines in the destination space. The scheme is formulated as an optimization problem that attempts to preserve topology of the network of paths instead of pairwise geodesic distances. This is a crucial difference between our approach and Isomap that yields remarkable cost savings.
Experiments on commonly used synthetic and realworld datasets substantiates superiority of our method in terms of efficiency. They also demonstrate that this achievement do not come at the cost of performance, stability, or robustness of the algorithm. Another advantage of this algorithm is that the aforementioned optimization problem has an analytical solution, that avoids local minima and has deterministic time bounds.
Rest of the paper is organized as follows: Section 2 overviews the methematical Background of manifold learning. Section 3 explains the proposed method for nonlinear dimensionality reduction. Section 4 is dedicated to complexity analysis of the algorithm. Section 5 discusses experimental results, and finally the conclusions are made in Section 6.
MATHEMATICAL BACKGROUND
A variety of manifold learning frameworks have been developed by researchers in the recent years. Among them Isomap, Locally Linear Embedding and Laplacian-Eigenmaps are well-known in real-world applications due to their scalability and solid mathematical structure [4] , [5] , [6] . LLE tries to locally preserve the linear properties of data structures while Laplacian-Eigenmaps restricts the neighboring data samples to be mapped close to each other. Hessian LLE is also based on sparse matrix techniques [2] . It tends to yield results of a much higher quality than LLE. Kernel Principal Component Analysis (KPCA) is a combination of conventional PCA and kernel trick, and is widely used in realworld applications [14] . More recent methods such as Maximum Variance Unfolding (MVU) and Local Tangent Space Alignment (LTSA) have better performance comparing to many existing methods, while impose more computational load [15] , [16] , [17] , [18] . Recently, there has been an extensive interest toward developing fast and efficient manifold learning methods [19] , [20] , [21] , [22] . Among these efficient frameworks, Landmark Isomap and Nystr€ om approximation method are well-known for using only a fraction of data, but achieve comparable results to state-of-the-art methodologies [23] , [24] , [25] . However, in [26] author has shown that most of landmark-based versions of Isomap are in fact Nystr€ om approximations. The aim of this paper is to propose a new and efficient manifold learning framework from a different perspective compared to landmark-based algorithms. As mentioned before, this paper essentially builds upon Isomap which is briefly explained in the remainder of this section.
Assume a cloud of high dimensional data points x 1 ; f x 2 ; . . . ; x N g; x i 2 R M lie on a smooth K-dimensional manifold. In most cases of practical interest K is much smaller than the data dimension M (K ( M). Isomap builds upon MDS but attempts to compute the low-dimensional representation by estimating pairwise geodesic distances.
For sufficiently close pairs, referred to as neighboring points, the Euclidean distance provides a good approximation of geodesic distance [13] , [27] . For faraway points, one needs to walk through these neighboring pairs in the shortest way possible to evaluate the geodesic distance. That can be achieved efficiently by applying a shortest path algorithm on a graph comprising edges that connect neighboring points.
Here we introduce notations for these concepts. The graph is represented as G ¼ ðV; EÞ in which V ¼ x 1 ; x 2 ; . . . ; f x N g denotes the set of nodes, and E is the set of edges connecting neighboring samples. Two ways determining the neighbors of a point are K-nearest neighbors [28] , or all points within a fixed range . In this paper we utilize the former method. For neighboring nodes x i and x j the weight is taken to be w i;j ¼ jjx i À x j jj 2 . If we take x iˆxj to be the shortest route between x i and x j , we could compute geodesic distances as d G ðx i ; x j Þ ¼ wðx iˆxj Þ in which wð:Þ denotes weight of the path. Finally, we employ classical MDS to find a set of low-dimensional points denoted by y 1 ; y 2 ; . . . ; y N È É in R K that preserves pairwise geodesic distances.
THE PROPOSED METHOD
Basic Idea
Isomap discards the fact that a shortest path L will be approximately mapped to a straight line in the representational space. In this regard, if we enforce each y i 2 L to lie exactly on a straight line, degrees of freedom will be reduced dramatically. Here is the explanation behind this fact: assume x j to lie on the shortest path between
Since MDS tries to preserves these geodesic distances in the representational space, it attempts to satisfy the equation jjy i À y j jj þ jjy j À y k jj ¼ jjy i À y k jj. This, in turn, implies that the three points must lie on a straight line. Not to mention this is the ideal case, without any noise and in the limit of infinite samples. Regarding the fact that points were chosen arbitrarily, it can be concluded that all points on a shortest path must lie on a straight line.
Thus, assuming L to be the number of points in x iˆxk , the number of degrees of freedom drops from LK, describing L points in R K , to 2K, describing the starting point and direction of a line in R K . Suppose starting point x a 2 L is mapped to y a 2 R K and the direction of the straight line, v v, is discovered. Any other point on the path x b 2 L can be mapped automatically:
which incorporates the fact that d G ðx a ; x b Þ ¼ jjy a À y b jj. This approach is sketched out in Fig. 1 . As can be seen two geodesic paths on a manifold in R 3 are approximately mapped to straight lines in R 2 . There still remains two issues to be addressed. First is to find a set of shortest paths V ¼ L 1 ; . . . ; L P f gthat will cover all nodes of the graph, and second is to develop a scheme that maps shortest paths in R M to straight lines in R K . These issues are discussed respectively in Sections 4 and 5.
Stochastic Shortest Path Covering
This section presents an stochastic algorithm for covering the graph with a set of shortest paths called "Stochastic Shortest Path Covering (SSPC)".
The general problem of graph covering via shortest paths is known to be NP-hard [29] . Thus we set out to find a suboptimal solution with a stochastic approach. In practice our sub-optimal algorithm yields substantial time and space savings.
The general idea is to iteratively cover as many nodes as possible in the adjacency graph G. First we initialize the set of uncovered points, denoted by R, to include all vertices of V . In each step, a source node s 2 R is selected randomly. Among shortest paths in G that start from s, the path L Ã , which overlaps the most with R is chosen, i.e., L Ã shares maximum number of data points with R. The nodes of L Ã are then deducted from R. We repeat this procedure until there is no point uncovered, i.e., R ¼ ;. This results in a stable network of intersecting paths. It should be noted that although SSPC removes some nodes from R in each iteration, they can still take part in shortest-paths of future iterations since R solely constraints the starting and ending point of the paths. A pseudo-code of the method is presented as follows:
Choose a random node in R, denoted as s 2 R.
Compute all the shortest paths in G that start from s and end to R À s. Find the path that overlaps the most with R, denoted as 1 . Graphical illustration of the scheme that maps geodesic paths on the manifold to straight lines. Direction and starting point of each line are tuned in a way that global geometry of data points is preserved. Fig. 2 shows an example of applying the SSPC on SwissRoll dataset. As it is evident in Fig. 2 the number of paths collected by SSPC is significantly fewer than the number of samples. We have empirically investigated the extent of complexity reduction by SSPC algorithm on a number of datasets. It turns out that its contribution to complexity reduction largely depends on the inherent manifold dimensionality. Fig. 3 shows the number of optimization variables (degrees of freedom) versus number of data points for three manifold dimensionalities: K ¼ 1; 2; and 3. For each K the number of optimization variables are averaged over various synthetic datasets. For the sake of comparison the non-reduced number of variables is shown with a slope of 1. The linear dependence in logarithmic scale implies that there is a power-law relation between the two variables:
where N and P are the number of data points and the number of paths respectively. The values that fit the data are given in Table 1 . Experiments demonstrated that for a specific K variations in the resulting a and g were negligible over a variety of datasets. The numbers in the table suggest that for low-dimensional manifolds and large scale datasets complexity reduction is remarkable, whereas for high-dimensional small-scale ones, the improvement gradually fades out. Surprisingly the same exponent g is obtained for K ¼ 2 and K ¼ 3. However, it is possible that this observation is due to the curse of dimensionality and might not hold for much larger values of N.
Covering Rate Analysis of SSPC
It turns out that number of data samples covered by each iteration of SSPC gradually decreases during the execution. Moreover, the rate of decay follows an exponential trend. We have seen that the decay exponent is heavily dependent on the innate dimensionality of dataset. Fig. 4 shows the number of uncovered samples during the execution of the algorithm for a number of datasets. The linear decline in semi-log plot reveals an exponential decline rate:
where RðnÞ is the number of uncovered samples after the nth iteration. 1 It is also elucidated by the figure that as long as dimensionality is fixed, the rate of decay is neither sensitive to the embedding geometry nor the initial number of points. In other words, we could express only in terms of K (manifold dimensionality):
In Table 2 the exponent of decay () has been estimated for three values of K ¼ 1; 2 and 3. In this regard, SSPC could shed some light on the manifold dimensionality. One could estimate for an arbitrary dataset and compare it to these values to get a rough estimate of the underlying embedding dimensionality. In general, we conjecture that the exponent of decay, , is a function of the 'fractal dimension' of the dataset [30] . However, analytic investigation of this issue goes beyond the scope of this paper.
The only remaining issue here is the uniqueness of solution for a network of paths computed via SSPC, which we call it rigidity of the path cover. Obviously, SSPC is a stochastic algorithm and produces different results at each run. However, it is important to note that output of SSPC will be fed into the next stage of the algorithm, which is the computation of final mapping. At this stage, the algorithm will try to preserve the global structure of the shortest path cover, which as long as the path cover is rigid, is equivalent to global structure of dataset. Based on our experimental observations, when N becomes large enough, SSPC produces rigid networks almost surely. Therefore, the final 1. The only exception is that (3) does not necessarily hold for small values of R, such as when RðnÞ < 100.
outcome of the algorithm is somewhat resilient to the stochasticity of SSPC.
Mathematically speaking, we should investigate that under which circumstances the path sequences obtained from a graph covering algorithm will uniquely represent a low-dimensional embedding. This issue is comprehensively addressed in Appendices A, B and C of the paper. We have derived sufficient conditions under which the path cover is rigid and the appropriate low-dimensional mapping is well-defined. Also, a compensation strategy for adding extra paths in the case of non-rigid and degenerate networks is proposed as well.
Parameter Optimization
What remains to explain is the path-mapping scheme that finds parameters of straight lines in R K . One could attempt to estimate initial points and directions of these lines. We approach this problem from an optimization perspective. The cost function will arise from the inherent constraints of the problem. Fig. 2 clearly shows that the paths resulting from the SSPC algorithm would have numerous intersections. Two paths that cross each other, share a common data sample in a known position according to their starting points and direction vectors. Hence the estimations provided by each path should be close to each other. This lays out the main idea for defining an optimization criteria. This approach is depicted in Fig. 1 for a data sample shared between two paths.
Let us denote the unknown starting points of the P paths (lines in R K ) by p 2 R K ; p ¼ 1; 2; . . . ; P , and unknown direction vectors by v v p . Each direction vector is supposed to have a unit norm, i.e., kv v p k 
where ' G denotes the geodesic distance among samples, s s i;p is a selection row vector and ' i;p is a sparse row vector of ' x x i ; x x p À Á s for p 2 I i . An appropriate projection of x x i should be the mean y y i of all y y i;p s:
with the means s s i and ' ' i of all the s s i;p and s s i , respectively. Thus, the error vector of y y i;p to the mean y y i has the square norm:
and the average of the square norms corresponding to
for p 2 I i , respectively. The optimal problem follows as:
where S S and L L are the matrices given by the column blocks S S i and L L i for those jI i j > 1, respectively. The Lagrangian of the constrained optimization problem in (8) can be written as:
where p s are Lagrange multipliers and L L ¼ diag 1 ; ½ 2 ; . . . ; P . Derivatives with respect to and V V results into following set of equations:
& Clearly, the optimal is given by:
where y denotes the Moore-Penrose pseudo inverse operator. It can be shown that S S T S S is a P Â P matrix with rank P À 1, and its zero eigenvalue corresponds to an all-one vector 1; 1; . . . ; 1 ½ T . This property implies that columns of are not completely determined up to a DC shift in the lowdimensional representation. It should be noted a constant 
For simplicity, we refer to
In order to find a solution for (11), let us assume that S S and L L are directly computed from the low-dimensional representation instead of original high-dimensional data. This way, there would be no estimation error and for all i, various lowdimensional estimations of x x i by the paths in I i are exactly the same. Under such conditions, clearly we have:
The proof is straightforward, since it is assumed that different estimations of a cross-point are the same and there is no deviation. Recalling from (10), we may write:
According to (13) , c c should not be a full rank matrix and the optimal solution for V V lies in the K-dimensional nullspace of c c. Also, this property implies that the optimal solution for Lagrangian multipliers p ; p ¼ 1; 2; . . . ; P are zero and the constraints in (8) are not active. In other words, deviating the lengths of direction vectors v v p s in the optimal point does not improve the objective function in (8) .
Practical simulations reveal that for a K-dimensional embedded manifold, null-space of c c denoted by N N, i.e., c cN N ¼ 0, is a P Â K matrix with its rows having equal Euclidean norms. Therefore, one can achieve V V Ã by eigendecomposition of c c, determination of N N and normalization of its rows to unity.
In real applications, S S and L L are computed from highdimensional data and therefore the relations in (13) do not necessarily hold. However, we have observed that c c again contains K near-zero eigenvalues whose eigenvectors give acceptable solution for V V Ã .
COMPUTATIONAL COMPLEXITY ANALYSIS
In this section we lay out time and memory complexity analysis of the Path-based Isomap and compare it to a number of existing methods. Efficient methods have been proposed for construction of the neighborhood graph G [31] , [28] . However, since the procedure is shared among all state-of-the-art methods it is not taken into consideration [32] . Moreover, it is assumed that number of neighbors, denoted by n, in K-nearest algorithm is Oð1Þ. Since in practice it is not relevant to the number of samples [4] , [5] , [6] . Dijstra's algorithm to find single-source shortest paths is O E log V ð Þ in a graph with V vertices and E edges [33] , which is O N log N ð Þin our nearest-neighbor graph. Under our empirical observations that P / N g , computation of shortest paths in the SSPC algorithm requires OðPN log NÞ ¼ O N ð1þgÞ log N À Á computations for applying Dijkstra's algorithm OðN g Þ times. The Singular Value Decomposition (SVD) used in optimization problem requires O P . Second, the n neighborhoods for each sample should be saved which, regarding the assumption about n, needs O N ð Þ. Third and the most important factor is the memory needed to save the shortest paths. In the limit that N goes to infinity, based on isoperimetric inequality [35] , the average length of these paths would be lower than O N 
Þ for computing shortest paths [27] , [36] . Isomap, LLE and Laplacian-Eigenmaps need the SVD of an N Â N matrix in the final stage [4] , [5] , [6] . Due to the sparsity of this matrix for LLE and Laplacian-Eigenmaps the complexity will be reduced. Hence computations in the latter stage will be O N 
EXPERIMENTAL RESULTS
Synthetic Datasets
Swiss-Role is a typical dataset for testing manifold learning methods. Fig. 5a shows the that Path-Based Isomap successfully unfolds a Swiss-Roll with N ¼ 10;000 data points. It is notable that via the path-mapping scheme, degrees of freedom are dropped 82 percent.
Another commonplace task for examining performance of an algorithm on non-convex geometrical structures is the Swiss-Hole dataset. Fig. 5b shows the performance of the Path-Based Isomap on a Swiss-Hole. The challenge, especially for Isomap, arises from the fact that for pairs on opposite sides of the hole, the shortest path on G will no longer serve as the Euclidean distance in low-dimensional space. This might lead to the failure of the whole algorithm [38] . However, Path-Based Isomap demonstrates acceptable resiliency to such non-normality. This effect can be understood as a consequence of averaging over a number of paths, in that good estimations will correct poor ones to some extent. However, the correction causes the hole to be shrunk.
One of the main drawbacks of manifold learning methods involving shortest path calculation is their sensitivity to noise. Even one short-circuit may lead to miscalculation of many geodesic distances, and cause a drastic decline in performance. Thus the robustness of Path-Based Isomap was tested on a noisy S-shape dataset, shown in Fig. 6 . The experiment demonstrates that the method is to an acceptable degree resistant to outliers. The averaging strategy might be again the reason behind this observation, since good estimations make for the poor ones. In addition to the additive noise model which is presented in this example, manifold learning methods should be to some degree resilient to topological noise, i.e., short circuits, as explained in [39] . In our future works, we will discuss and analyze the topological stability of the overall framework.
In Figs. 7 and 8 we have illustrated a comparison among our proposed method and a number of rival methods for manifold learning. Fig. 7 demonstrates the performance of the proposed Path-Based Isomap method, compared to four well-known rival methods. Experiments are done on a Swiss-Hole dataset consisting of N ¼ 2;000 data samples which is known as a controversial dataset for most manifold learning techniques. We have utilized the DRtoolbox to implement the 4 rival algorithms, which is known as an efficient and effective toolbox for manifold learning. In order to find the parameters for each algorithm in DRtoolbox, a precise grid-search is formed and the most appropriate parameters are chosen. As illustrated in Fig. 7 , Path-Based Isomap, Hessian LLE and LTSA have been successful in unfolding the embedded manifold. In these methods, the hole has a small shift toward one of the sides. Hessian LLE has preserved the size of the hole, while in the path-based approach the hole is shrunk. This issue could be fixed via applying additional topological constraints, as suggested in [40] . Other methods such as Isomap and LLE have shown poor performances on this dataset. However, as can be seen, both Isomap and Path-Based Isomap have preserved the overal structure of data since both methods are considered as global approaches. Methods such as Laplacian-Eigenmaps and LLE are local methods and thus do not necessarily preserve the geometrical structure among far samples. Table 3 demonstrates the performance comparison of the proposed method versus rival frameworks in terms of embedding error. In order to compute errors, we have run various methods on different datasets and then registered the results to the true low-dimensional representation via appropriate rigid registration methods. It can be seen that Path-Based Isomap outperforms many of rival methods in terms of embedding accuracy. In the case of Swiss-Roll dataset, most of the methods (except for LLE, Kernel PCA and Landmark Isomap with landmarks percentage of h 0:2%) have competitive performances, and improvement in accuracy is negligible. However, in a more challenging dataset such as Swiss-Hole, many NLDR techniques have failed to unfold the data samples while Path-based Isomap performs fairly well. Landmark Isomap does not have a good performance for Swiss-Hole except for large landmark-ratios, i.e., h > 0:1, which impose a heavy computational load similar to Isomap. The Isomap family (Isomap, Landmark Isomap and Path-Based Isomap) have very good performances on the one-dimensional S-Shaped dataset, while other methods perform fairly good. Fig. 8 demonstrates the time-complexity analysis of the proposed path-based approach compared to 8 state-of-theart methods. Running-times of the methods on an S-shaped one-dimensional manifold are depicted as a function of number of data samples. Rival methods including Landmark MVU, Isomap, Kernel PCA, Diffusion Maps, LTSA, Landmark Isomap (N€ ystrom approximation) [41] , [42] , LLE, Hessian LLE and Laplacian-Eigenmaps are again implemented via DRtoolbox. The methods are chosen so they have been claimed to have high efficiency or appropriate accuracy. From Fig. 8 it is evident that the proposed path-based method have a considerable lower slope in a log-log plot, and outperforms all the rival algorithms for sufficiently large N. Observations agree to theoretical analysis in Section 4.
Real-World Datasets
A canonical problem in dimensionality reduction is pose estimation. Fig. 9 illustrates statue-face database, consisting of 698 64 Â 64 ¼ 4;096 pixel images, rendered with different camera angles and random light directions [43] . Data samples are believed to lie on a smooth manifold in R 4;096 [4] . We apply Path-Based Isomap to discover the compact representation for the dataset. Interestingly, the algorithm unfolds the two-dimensional manifold of the original 4;096-dimensional data samples in R 2 . The horizontal and vertical axis are tightly related to horizontal and vertical angles of the camera. To plot this figure we have extracted the first 240 linear components via PCA prior to applying Path-Based Isomap. This preprocessing improved the results, meaning that there is also a significant linear redundancy among data points. Table 4 demonstrates the performance comparison of a some manifold learning procedures for two well-known real-world datasets, i.e., MNIST with 30;000 randomly chosen images and Statue-Face. Six different manifold learning algorithms have been applied on the data to reduce the original dimension of images to K ¼ 3. Then, we have used Fisher's Criterion (FC) to measure the effectiveness of the algorithms for feature extraction. Fisher's Criterion can be computed as in [44] :
where S w and S b are within-class and between-class scatter matrices, respectively. Fisher's criterion takes large values when different categories of data-samples form distinct clusters. However, low values indicate overlapping and non-distinctive clusters and shows a weak feature extraction methodology. For the Statue-Face dataset, we have divided the data samples into 10 groups (similar to MNIST) based on vertical and horizontal head positions. According to Table 4 , Path-Based Isomap performs fairly good compared to rival methods. This can be a direct consequence of assuming a Euclidean structure in the overall framework, while many real-world datasets have non-Euclidean intrinsic properties. This problem is common in all Isomap algorithms family that leads to relatively worse performance on real-world datasets compared to synthetic ones. However, the costs of computation are significantly lower for PathBased Isomap. It can be seen that HLLE and Isomap achieve acceptable discrimination for Statue-Face dataset, while LTSA becomes better than Isomap in the case of MNIST dataset. Kernel PCA fails to achieve an acceptable lowdimensional representation in both datasets.
Figs. 10, 11 and 12 illustrate the performance of PathBased Isomap on MNIST [45] . MNIST is a well known image classification database of handwritten numbers. Despite the fact that these images do not necessarily lie on a manifold, experiments reveal that the proposed method achieves a good performance on them. In Fig. 10 the method is applied on handwritten '2' images to discover their compact description in R 2 . As expected, the samples are placed according to articulation of the bottom loop and horizontal skewness of the structure. In Fig. 11 the method is applied to the combined datasets of handwritten images of '2's and '8's. It is evident that different digits are largely separated along the Y-axis. Moreover, '2's and '8's are ordered according to horizontal skewness along the X-axis. It is also notable that '2's on the left side of the plane have stronger bottom loop articulations. Fig. 12 shows the end result of applying Path-Based Isomap on the whole MNIST dataset with 60;000 images. The number of paths obtained by SSPC algorithm for this dataset is P ¼ 7;046, which yields a considerable reduction in computational complexity. The total execution time of algorithm on this dataset is 23 minutes on the same computer used for experimentation of Fig. 8 . As can be seen, different categories of images have been partially discriminated based on the digit values that they represent. Therefore, Path-Based Isomap can be considered as an effective feature extraction strategy for large datasets such as MNIST.
CONCLUSION AND FUTURE WORK
In this paper we proposed Path-Based Isomap, a new efficient method for dimensionality reduction. The method exploits shortest paths instead of samples to compute the There is clearly a meaningful relation between place of data points and geometrical features of their corresponding images. Fig. 11 . Applying Path-Based Isomap on 11;800 images of '2's and '8's in MNIST database to obtain two-dimensional representations. Two clusters are formed that mainly contain one type of digit. Besides, there is a link between horizontal placing and left/right skewness in the images. Fig. 12 . Results of applying Path-Based Isomap on the MNIST dataset with 60;000 images. The number of covering shortest-paths provided by SSPC algorithm is P ¼ 7;046, which means a significant reduction in computational complexity has been achieved. compact representation faster. Path mapping and path selection schemes were also developed to preserve geodesic distances in the representation space. The fewer number of paths leads to significant cost savings in our approach.
It was shown throughout the paper that most virtues of LLE, Isomap and Laplacian Eigenmaps are shared by PathBased Isomap. Experiments showed the method works surprisingly well on non-convex manifolds, as well as realworld databases like MNIST and face-statue. Moreover, it was shown that the method is to some extent resilient against noise.
The most encouraging achievement of this paper is that the method works remarkably faster than most of rival methods, especially on large scale datasets. This improvement was confirmed by our theoretical analysis of its memory and time complexity. Since dimensionality reduction methods are now very popular in image classification and pattern recognition tasks, Path-Based Isomap should find widespread use in applications.
Since the number of found paths has a direct effect on complexity of the method, and regarding suboptimal performance of SSPC, there is considerable space for improvement. Path-Based Isomap has shown to be sensitive to border data samples. A solution to this issue can be achieved by using additional topological constraints, similar to the framework proposed in [40] . Besides, there are still two shortcomings shared between rival approaches and ours. First, the method is sensitive to outliers causing shortcircuits, because they could mislead Dijkstra's algorithm in the first stage. Second, we assume the sampling density to be nearly uniform. Further empirical and theoretical research could shed some light on these issues.
APPENDIX A NETWORK RIGIDITY
The SSPC method for the shortest path covering of the data samples guarantees that each sample lies on at least one path (line). However, the uniqueness of low-dimensional representation under these circumstances must be further investigated. In other words many radically different representations of a particular set of data samples may result in one set of shortest paths, which implies that loss of information is possible. Fig. 13a shows a set of 28 data samples spread in a twodimensional space which are covered with three separated paths. It can be easily observed that the obtained network of paths is not rigid since each path is free to move independently with respect to others. The constraints of placing all the data samples in their corresponding lines with their corresponding orders and distances are not enough to obtain a unique description of all the data sample positions. It is clear that without any intersection there is no objective function and hence no unique solution.
As shown in Fig. 13b adding three more paths to the network results into a rigid structure that uniquely describes the proximity information of the data samples. For a rigid structure, there is no degree of freedom except rotation and translation of the whole object in R K that do not affect neighborhood information. The translation can be mathematically modeled as a constant K-dimensional vector added to all p s. The rotation is also modeled with a K Â K unitary matrix affecting all p and v v p vectors. Therefore we can express the following definition of a rigid network: Definition 1. A rigid network of intersecting paths is defined as a set of lines in R K whose data samples can be uniquely and unambiguously mapped into the representation space except for a total translation by a constant vector and a rotation by any unitary matrix.
In order to reach a rigid network a compensation strategy must be utilized after the shortest path covering stage. So sufficient paths to stabilize the current structure could be found and added to the set V. It has been experimentally observed that the stochastic shortest path covering method introduced in Section 3.2 of the submitted paper, usually results directly in a rigid network and does not need this step. The reason behind this phenomenon is the numerous intersections obtained by the stochastic path covering algorithm. However, few stabilizing lines should be added in some cases specially when the number of data samples is not large enough. The proposed strategy for the stabilization of a network is explained as follows.
Assume a set of data samples in high-dimensional space are covered by a set of P shortest paths denoted by V ¼ L 1 ; L 2 ; . . . ; L P f g . Also assume that the lines in V are intersected in a set of nodes denoted byṼ ¼ṽ i;j È É ; i; j 2 1; 2; . . . ; P f gwhereṽ i;j denotes the common node between the ith and the jth lines. If lines L i and L j do not cross each other thenṽ i;j does not exist.
Many sub-networks of a rigid network are also rigid. Formally speaking, a rigid sub-network is a set of lines, For a hyper-pyramid D, we should look for K þ 1 subsets of indices fz (i ¼ 1; 2; . . . ; K þ 1), so that each subset represents the indices of K different lines of the hyper-pyramid. Each two distinct D i s must share exactly one line: & '
Also the lines in each subset, D i , must cross each other in at least one common data sample: 
The only exception is the special case of K ¼ 1, where the above conditions should be replaced by simply existence of a single line.
The j:j operator in the above expressions denotes the number of members in a set. For the simple cases of K ¼ 1; 2 and 3 the corresponding hyper-pyramid is a single line, two-dimensional triangle and three-dimensional pyramid respectively. The proof for the Theorem 1 is given in Appendix B. The importance of the Theorem 1 is providing a systematic procedure to find many initial rigid sub-networks (hyper-pyramids) within a network of intersecting lines. It is observed experimentally that running the shortest path covering algorithm on a densely sampled manifold results in several hyper-pyramids. Proof of Theorem 2 can be found in Appendix C. Theorem 2 enables us to gradually build a rigid network by offering an approach to merge a single line and a rigid network, and obtain a larger rigid structure if they have at least two intersections. These rigidity checking and merging procedures can be iterated until the achieved rigid network cannot grow larger anymore. We can simply start the procedure with a hyper-pyramid. It is not possible to start by single lines since any attached line will be in almost the same direction, leaving no option to grow in other dimensions. In fact, as discussed in Theorem 1, the initial rigid sub-networks should have non-zero volume in R
K . If adding lines ended up in a sub-network that can not grow larger and does not include all the samples, we should add further paths to insure rigidity. Hereby, we could determine that low-dimensional representation will be unique. However, this usually does not happen, that means usually no further paths are needed in practice.
It should be noted that in [46] authors have approached an almost similar problem from a different perspective. They have presented an analysis of the eigenstructure of the local alignment matrices in manifold learning. In this regard, both necessary and sufficient conditions under which the null space of the alignment matrix recovers the global parameterization are given. However, the mentioned framework does not directly apply to the introduced pathbased method in this paper.
APPENDIX B ON RIGIDITY OF HYPER-PYRAMIDS
In this section a proof for the Theorem 1 is derived. Theorem 1 states that a hyper-pyramid is always a rigid sub-network.
According to the definition of a hyper-pyramid in Theorem 1, it contain K þ 1 corner points in R K space. Each corner point is the intersection of K different lines (for example a triangle has three corner points while a pyramids contains four). From now on, for a K-dimensional hyperpyramid we denote the mentioned corner points as r r 1 ; r r 2 ; . . . ; r r Kþ1 . In order to cancel the effect of total translation in the representation, we assume that a constant vector T ¼ 1 Kþ1 r r 1 þ r r 2 þ þr r Kþ1 ð Þ is subtracted from all the corner points to place the center of gravity on the origin. Therefore we would have the following condition:
Corner points of a hyper-pyramid are entirely interconnected, i.e., they form a clique. This indicates that the distances among all pairs of corner points are assumed to be known, which leads to the following system of quadratic equations:
The geodesic distances, D i s (i ¼ 1; 2; . . . ; In order to prove the rigidity of hyper-pyramid structures, we will show that the set of solutions satisfying the above system of equations, differ only in an arbitrary rotation and translation.
Let us define the vector X as follows:
where the parameterized indices a i;j are solely used to facilitate the construction of X, and can be defined in any arbitrary order. Left sides of expressions in the equations of (16) can be rewritten using the components of X, since there is the following relation:
Again, b i;j indices are solely defined to facilitate the ordering of equations.
In addition, inner product of each corner point, r r 1 ; r r 2 ; . . . ; r r Kþ1 , by both sides of (15) gives an extra K þ 1 linear equations. The collection of all the mentioned linear dependencies results in the following 
The matrix formulation of above equations can be written as follows:
where A is a known (21) is invertible and the components of X which represent all possible inner products of corner points, can be uniquely determined. In (22) the A matrix for the case of K ¼ 2 has been shown.
It should be reminded that the translation has been already canceled by shifting the center of gravity for each set of solutions to the origin. Therefore all possible sets of solution for a hyper-pyramid in R K only differ in a translation and rotation which do not affect the proximity information of data samples.
APPENDIX C MERGING RIGID SUBNETWORKS
This section provides the proof for Theorem 2. Based on Theorem 2, any line that has at least two intersections with a rigid sub-network, is totally rigid with respect to the sub-network.
Assume a line L with starting point and direction vector v v has two data samples, namely r r 1 and r r 2 , shared with a rigid sub-network S. The associated distances from the starting point of the line to the shared samples are denoted by L 1 and L 2 respectively. Hence we have:
Using simple algebra, following relations are obtained for the parameters of L in terms of shared data samples r r 1 and r r 2 :
Since the sub-network S is assumed to be rigid, all of its possible representations would differ only in a constant translation T and an arbitrary rotation by a unitary matrix U. Assume that another possible representation of S is denoted byS, which is related to the primary representation through the following equation:
Therefore, new positions for the shared samples can be computed asr r 1 ¼ Ur r 1 þ T andr r 2 ¼ Ur r 2 þ T since both data samples are shared withS.
In the new representation, orientation and position of L would also confront some transformations. Assume that the new line properties are denoted by andṽ v. Based on the relations in (30) we can compute the new parameters of the lineL through the following equations:
Relations in (32) declare that the starting point ofL has been translated by the constant vector T , and both the starting point and the direction vector have been affected by the unitary matrix U. This implies that all the samples in the line L will confront the same transformation as the data samples in S. Therefor the connected line is rigid with respect to the sub-network and the two objects can be merged to form a larger rigid sub-network. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
