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INTRODUCTION 
This paper deals with the initial value problem for the abstract evolution 
equation 
u’(t) = B(t) u(t) + f(f), O<t<T (1) 
when B(t) is, for every f, the infinitesimal generator of an analytic semi- 
group in a B-space E. We focus on the particular case when the domain D,(,, 
of B(t) does not depend on t. 
Assuming some mild continuous dependence of B(t) on t Tanabe [3] has 
shown the existence and uniqueness of a C’ solution u provided f is Holder 
continuous. It is natural to ask whether such a result is still valid under the 
assumption that f is merely continuous. The answer is “no” in general. In 
particular it is “no” when E is a Hilbert space and B(t) an unbounded self- 
adjoint operator constant in t. (c.f. Da Prato & Grisvard [ 21). A more 
general answer to this question can be found in Baillon [ 11. 
However, the answer is “yes” when E is replaced by a suitable continuous 
interpolation space defined in Da Prato and Grisvard [ 21. Let us describe 
briefly such interpolation spaces. Assume that X and Y are a couple of B- 
spaces with Y continuously imbedded in X. We denote by (Y, X),, for 
0 < 0 < 1, the space spanned by u(0) when u is any function defined in [ 0, 11 
with values in X such that 
0) t + t”u(t) is continuous in Y 
(ii) t + Pu’(t) is continuous in X. 
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The space (Y, X), equipped with the obvious norm turns out to be an inter- 
polation space between Y andX. In particular, 
when A is any unbounded closed operator in E. Such spaces are closely 
related, but not identical, to the domains of the fractional powers of A 
whenever defined. The key result in Da Prato and Grisvard [2] is the 
following: consider the evolution equation (1) with B(t) constant in t; we 
therefore set B(t) = A; assume 
40) E D, 
then 
and MO) E D,(e), f is continuous in DA(~); 
U’ is continuous in DA(o). 
This is the maximal regularity result for such an equation which is needed in 
the solution of nonlinear evolution equations by any linearization method. 
In other words the answer to the question raised at the beginning of this 
introduction is yes provided one replaces E by D,(B) and consequently D, 
by 
D,(B + 1) = {x E D, ; Ax E DA(e)}. 
The extension of this result to the general case when B(t) actually depends 
on t obviously requires not only that D,(,, be constant in t but also that 
4lw(~ + 1) 
be constant in t. In concrete applications such an assumption turns out to be 
quite unhandy. 
The purpose of this paper is to overcome this difficulty by replacing the 
interpolation spaces DA(e), 0 < 0 < 1, by suitable extrapolation spaces 
D,(0), -1 < 6’ < 0. Assuming that Declj does not depend on t will in practise 
imply that 
4de + 1) 
is also constant in t for -1 < t9 < 0. Consequently it will be very easy to 
show that given 
f continuous in DBc,,(0), 
then u solution of Eq. (1) is continuous in D,(,,(B+ 1) and U’ is continuous 
in D,JB), provided -1 < 8 < 0. This is achieved in Section 3 where some 
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applications to concrete parabolic problems are also given. Sections 1 and 2 
are preparatory and only technical. We hope to be able to apply these results 
to nonlinear evolution equations in a forthcoming paper. 
1. EXTRAPOLATION SPACES 
1.1. Notation and hypotheses. E denotes a complex B-space and A is a 
closed linear operator with domain D, in E. We denote by Y(E) the Bm 
algebra of all continuous linear operators in E. Finally R(A. A) is the 
resolvent operator of A 
R(l;A)=(LZ-A)m’ 
and p(A) is the resolvent set, i.e., the set of all /1 E NC such that 
R(A;A)EY’(E). 
Throughout this section we assume that 
D,4 is dense in E, p(A) 13 [O, sco [, and 
there exists M, > 0 such that IIR(l: A)I/, +P <IV,,//! 
for every A > 0. 
(1.1) 
1.2. Extrapolation of E. Here we are going to define a “superspace” F, 
of E (i.e., a larger space in which E is continuously imbedded) and a 
continuation of A (which is a continuous linear operator from D, with the 
graph norm to E) into a continuous linear operator from E to F,. This 
continuation will have spectral properties similar to ( 1.1). 
Let G,, be the graph of A, i.e., 
G,=((x,y)~D,,xE;Ax=y}. (1.2) 
With the norm of E x E, G, is a B-space since A is closed. The superspace 
F, we are looking for is the factor space of E X E by G,. In other words we 
set 
F;1 = (E x E)IG, . (1.3) 
The space F, has a natural Banach norm; let us denote by (x: y)l the coset 
of (x; y) in E x E, i.e., 
(x; y)- = (x; y) + G, : (1.4) 
with this notation one has 
(1.5) 
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where the infimum is taken with respect o all pairs (r; r) in E X E such that 
(t-i zlj- = (x; YL 
i.e., 
(t; II> =G, cx; Y> (l-6) 
which means 
The natural injection J of E into FA is defined by 
J(x) = (0; x)-; 
it is obviously a continuous mapping and in addition one has 
II JWIF, G IM 
(1.7) 
WV 
for every x E E. 
LEMMA 1.1. J(E) is dense in FA . 
ProoJ Let (f; g)- E F,,, and set 
x,=-A,f + g 
A,, = nAR(n; A); 
then one has 
J(x,) = (n+; AIf; g)” * (f, s)“, 
since A,, is nothing but the Yoshida approximation of A as n + +co. m 
1.3. Extrapolation of A. We are now able to define an extension of A. 
For any x E D, we set 
x(0; x)- = (0; Ax)-. (1.9) 
It is clear that we have 
K(0; x)” = -(x, 0)” (1.10) 
and therefore A” is well defined by (1.10) for every x E E or equivalently 
(0, x)- E J(E). One has obviously 
As= JA. (1.11) 
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PROPOSITION 1.2. Assuming (1.1) and dejlning 2 by (1.10) then A’ is a 
closed linear operator in FA with domain D,- = J(E) and p(l) =, 10, sco I. In 
addition one has 
R(A; x)(f; s>- = J(x) (1.12) 
for every (f, g)- E FA, where 
x=R(k;A)g-AR(/1;A)f. (1.13) 
Moreover the inequality 
llfqLm,~,+,~, < M,/i (1.14) 
holds for every A > 0. 
Proof: The claim that 2 is closed will follow from the fact that the 
inverse operator to AI - 2 is given by (1.12) and (1.13). This is checked as 
follows. The equation 
/w(x) - lJ(x) = (f; g)- (1.15) 
is equivalent to 
(XT w- = (f; d 
which means that there exists c E D, such that 
x=f+< 
Ax= g+A& 







This shows that any solution of (1.15) is given by (1.13). It is easy to check 
that conversely x given by (1.13) . is a solution of (1.15). This shows the 
invertibility of AI - 2. 
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Next let us prove the estimate (1.14). From (1.8) one gets 
The proof of the following result is similar. 
PROPOSITION 1.3. Assume that A generates an analytic semigroup in E, 
i.e., 
p(A) 1 S, = {V E 6; ]arg V] < a}, a E ]7r/2, rc[ 
and there exists NA such that JIR@; A& +E < NA/I 2 I 
for every L E S, ; 
then p(A”) 2 S, and 
lIR& A”)ll FI-‘FA G xl/I A I 
for every II E S,. 
(1.17) 
(1.18) 
In other words the continuation procedure A + x preserves all the spectral 
properties of A. 
LEMMA 1.4. We have 
D,-, = J(D,). (1.19) 
Proo$ Assume that x E D, then J(x) E J(E) = Dd and As(x) = 
-(x; 0)” = (0; Ax)- E J(E) = D,-. Therefore J(x) E D,-, and this shows the 
inclusion 
J(D,) = D,-2. 
Conversely let &(x) = (-x; 0)” E Dd. Then there exists [E E such that 
(-x; 0)” = (0, r;)” and thus x E D, and Ax = [. This shows the inclusion 
Dd> c-z J(D,). 1 
Let us go back to the continuous interpolation spaces. The definition of 
DA(O) for 0 < 0 < 1 has been briefly recalled in the Introduction. A precise 
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definition together with the proof of the main properties of those spaces may 
be found in Da Prato and Grisvard [2]. 
PROPOSITION 1.5. For euery 0 E 10, 11 one has 
DA 1 + 0) = J(D,,, (@I. (1.20) 
Proof: J is an isomorphism from E onto D, and from D., onto Di:. The 
claim follows by interpolation (cf. [2, Theorem 2.3 I). 
Since J is an injection it is natural to identify E with J(E) = DK and D, 
with J(D,) = D,, and consequently J(D,l(8)) to Di( 1 + 19). This makes 
natural the following definition. 
DEFINITION 1.6. We set 
for every f9 E 10, 11. 
D,(e)=D,(& 1) (1.21) 
We have thus defined the scale of spaces D,(B) for -1 < 6, < 0 which we 
naturally call extrapolation spaces related to the operator A. So far the 
framework we have introduced may look rather abstract; however, here is a 
simple concrete application using Theorem 3.1 in 12 I. 
PROPOSITION 1.7. Assume that (1.17) holds. Assume in addition that f3 E 
10, 1 I, x E D,j(@>, andf is continuous in 10, T] with values in D,,(0 - 1); then 
Eq. (1) has a unique solution u with the initial value u(O) = x such that u is 
continuous in IO, T] with values in D,,(8) and u’ is continuous in 10, TI Irith 
tlafues in D.,(B - 1). 
Observe that the strange assumption on fin Proposition 1.7 is obviously 
fulfilled when f is simply continuous in 10, T] with values in E. 
Remark 1.8. For any (x; y)- E F.,, we have 
(x; y)- = (x; 0)- + (0; y3- = -JJ(x) + J(y) (1.22) 
and therefore 
F,=(u+&u,vEJ(E)}. (1.23) 
The analogy with the Sobolev spaces is now clear. Indeed assume 
E = L,(R) 
A = d/d, ; 
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then from (1.23) it follows that 
while 2 is the derivation operator in the sense of distributions, 
2. JOINT EXTRAPOLATION OF CLOSED OPERATORS 
2.1. We keep E and A as before. In particular we assume that (1.1) 
holds. We shall consider another linear operator B in E and look for 
conditions on B which allow one to extrapolate B into an operator B from 
J(E) to FA. We shall mainly consider two different cases. First we shall 
assume that B E P(E), i.e., is bounded in E, and later we shall assume that 
B is unbounded closed with same domain D, = D, as A in E. 
Let us emphasize here that extrapolating B is not at all obvious since the 
“superspace” FA that we have built in subsection 1.2 has been defined by 
(1.3) which depends on the operator A. Even when A and B have the same 
domain they may have different graphs and consequently the corresponding 
factor spaces 
(E x El/G, and (E x E>lGB 
may differ. 
2.2. Extrapolation of a Bounded Operator B 
We consider here a bounded operator B E Y(E) such that 
A -‘BA is bounded (in E). (2.1) 
Indeed D, is dense in E and A - ‘BA is densely defined. The assumption (2.1) 
implies the existence of a closure 
A-‘BA E 9(E). 
We shall achieve the extrapolation of B by setting 
if(f; g)- = (A - ‘BAf; Bg)” (2.2) 
for every (f; g)- E FA. In order to show that this is meaningful we must 
check that the coset of 
(A - ‘BAf; Bg) 
does not depend on the choice off and g. Indeed for every C E D, we have 
(A-‘BA<;BAC)=(A-‘BA&BAC;)EG, 
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and consequently 
(A-‘BA<; BAc;)- = 0. 
Moreover we have 
BJ(x) = B(0; x>- = (0; Bx)- = J(Bx) 
and this shows that B extrapolates B. 
The following property is easily proved: 
LEMMA 2.1. Let B, and B, be bounded linear operators in E fulfilling 
the condition (2.1) and define B, and B, by (2.2); then 
2.3. Extrapolation of an Unbounded Operator B 
We assume now that B is unbounded closed in E with domain 
D, = 4 
such that R(I; B) exists for every A > 0 and 
A -‘B is bounded (in E) 
B -iA is bounded (in E). 
(2.4) 
A - ‘B and B -‘A are both densely defined and they admit closures 
A-‘B, i?i E Y(E). 
We define an extrapolation B’ by setting 
D(g) = J(E) 
(2.5) 
i?J(x) = -(A - ‘Bx; 0)-. 
In the particular case when x E D, we have 
&(x) = -(A - ‘Bx, 0)- = (0, Bx)- = J(Bx) (2.6) 
and this shows that g actually extrapolates B. In view of the application to 
evolution equations the basic result concerning B is the following. 
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PROPOSITION 2.2. Assume that A ful&Zls (1.1) and B fuljZls (2.4). 
Assume moreover that p(B) 1 IO, +oo [ and there exists M, > 0 such that 
IIW B>ll E-1.5 <MBlA for every L > 0. (2.7) 
Then p(a) 2 IO, +oo [ and we have 
R(k B”)(f; g>- = J(x), (2.8) 
where 
x=R(L;B)g-R@;B)Af (2.9) 
for every (f; g)” E FA and every 1 > 0. In addition we have 
llR(k 4 FA+FA G Mil/3, (2.10) 
for every I > 0. 
Proof: It is convenient o define a linear mapping F(A) by setting 
W)(fi g>- = J(x), (2.11) 
where x is given by (2.9). We shall first show that 
F@)(nI - 2) J(x) = J(x) (2.12) 
for every x E E. Indeed we have 
F(L)(ti(x) - B”J(x)) = F(A)(A - ‘Bx; Ax)” 
=J@R(& B)x - {R(& B)A }(A-‘B}x) 
= Jx, 
since {R@; B)A }{A-‘B} = BR@; B). This last identity is shown by 
restricting the operators to the dense subspace D,. For x E D, one has 
{R(& B)A }{A-‘B}x = {R(L; B)A } A-‘Bx 
= R@; B) Bx = BR@; B)x. 
Thus identity (2.12) is proved. 
Next we show that 
W - 8) F(A)(f; g>- = df; g)- 
for every (f, g)‘- E F. This is meaningful since 
F(L)(f; g)- = J(x) E J(E) = D,-. 
(2.13) 
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Then one has 




by restricting them to the dense subspace D,. 
Summing up the identities (2.12) and (2.13) shows that AI- 8 is inver- 
tible for /z > 0 and that 
(AZ - l7) ’ = F(l). 
In order to conclude we have to check the estimate (2.10). Indeed we have 
and the inequality (2.10) follows with the help of (1.8) and (2.7). [ 
The proof of the following result is quite similar. 
PROPOSITION 2.3. Assume that A fuljZls (1.1) and B generates an 
analytic semi-group in E. More precisely we assume that there exist 
a E 142, T] and M real positive such that 
p(B)1S,= {v;largvl<a), 
and that 
for every L E S,. 
llR(k B)lI,-, GM/(111 + 1) (2.15) 
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Then p(A) 2 S, and 
IIW; m F,+F, GWI~I + 1) (2.16) 
for every 1 E S,. 
Remark 2.4. The interest of the joint extrapolation of the operators A 
and B is that they lead to the same extrapolation spaces. Let us recall that 
since A and B have the same domain their graph norms are equivalent by the 
closed graph theorem. Since continuous interpolation is not affected by 
equivalence of norms it follows that 
D.4 (0) = 4da o<e< 1. 
In the same way 2 and B have same domain J(E) and therefore 
D,(e) = &I(@, o<e<l 
with equivalent norms. Then Proposition 1.5 implies plainly 
D,-(e+ i)=D,-(e+ i), o<e< i 
which is the property we wanted to achieve (cf. the Introduction). 
3. EVOLUTION EQUATIONS 
3.1. Hypotheses 
Let t + B(t) for t E [0, T] be a family of closed linear operators in E with 
constant domain. For convenience we shall set 
A = B(0) 
and the only extrapolation space F we are going to consider here is built 
with the help of A as in Section 1. 
In order to have a well-posed evolution equation, associated to this family 
of operators, we assume 
(i) For every t E [0, T], B(t) is the infinitesimal generator of 
an analytic semi-group in E. 
(ii) DeClj = D, for every t and the graph norms are uniformly 
equivalent, i.e., there exist a and p with 0 < a <p < + 0~) 
such that 
a < II& + IIBWII, <p 
lI4IE + lP4lE ’ (3.1) 
for every x E D, , x # 0. 
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(iii) The mapping t M B(t) is continuous from [0, T] into the 
space Y’(D, ; E) of all continuous linear operators from D, 
into E. 
Let us recall a lemma from Da Prato and Grisvard 12, Lemma 3.5. 
p. 350 I. 
LEMMA 3.1. Under the assumption (3.1) there exist LC) real, M real 
positive, and a E 17112, z] such that 
p@(t)) 1 w + S, = {v; Iarg(v - w)l < a 1. 
and that 
llR(k B(t))ll,,,: <M/IA - WI (3.2) 
forevery1Ew+S,. 
For the sake of simplicity we shall assume o < 0 and therefore by 
possibly increasing the value of A4 we have 
B(t) is invertible for every t E 10, T] and llR(k B(t))$ +,; < (3 1 ,) 
M/(lll + 1)for every 1 ES,. 
We shall now consider the corresponding evolution equation 
u’(t) = B(t) u(t) + f(t), O<t<T. 
3.2. Preparatory Material 
Due to (3.1’) we can replace the graph norm on D,,,, by 
II4 D#,,) = IlB(~)xlll. (3.3) 
LEMMA 3.2. Assume that (3.1) and (3.1’) hold; then there exists a 
constant y such that 
I/XI/D4 G Y IIXIID,,,,. (3.4) 
Proof The existence of yt such that 
II&, G Yt IIXIID,,,, 
follows obviously from (3.1) and the fact that A is invertible. One shows that 
y, is uniformly bounded, by some y, by a compactness argument. g 
PROPOSITION 3.3. Assume that (3.1) and (3.1’) hold; then the mapping 
120 DA PRATO AND GRISVARD 
t -+ B(t)-’ is continuous from [0, T] into the space IP(E; DA) of all 
continuous linear operators from E to D, . 
Proof Let x E E and to E [0, T]; then one has 
IIW-’ x-W,)-’ xIID, = P(t)-‘(B(t) - BkW(W’ xIID, 
G Y II W> - WJ) WJ ’ IlE 
by inequality (3.4). The conclusion follows from (3.l)(iii). 1 
Now let us introduce some more notation. 
H(t; s) = B(t) B(s) - ’ (3.5) 
K,(t; s) = B(t)- ’ B(s). (3.6) 
It is clear from Proposition 3.3 that H is continuous from [0, T] x [0, T] to 
Y(E). We shall assume a similar property for K,, namely 
K,(t; s) is bounded (in E) for every (t; s) E [0, T] x [0, T] and 
moreover its closure 
K(t; s) = K,(t; s) (3.7) 
defines a continuous mapping from [0, T] x [0, T] into i”(E). 
Remark 3.4. This is a very sensible assumption. Indeed assume that 
(3.1) and (3.1’) hold and that in addition E is a reflexive space. Let us 
denote by E * the dual of E and by B*(t) the adjoint operator of B(t), an 
unbounded closed linear operator in E *. Assume in addition that the family 
t + B*(t) fulfills (3.1) and (3.1’) E*; then (3.6) holds since we have 
K(t; s) = (B*(s) B*(t)-‘)*. (3.8) 
3.3. The Extrapolated Evolution Equation 
Rather than the original equation we shall consider here the problem 
u’(t) = 3(t) u(t) + f(t), O<t<T, 
u(0) = x, 
(3.9) 
where B(t) is defined by (2.5) for every t. Naturally we assume that (3.1), 
(3.1’), and (3.7) still hold. We observe that this implies (2.4) since 
and 
A-‘Bo = K(0; t) 
B(t) --I A = K(t; 0). 
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Consequently the extrapolated operator B(t) is well defined for every 
t E 10, TI. 
We are going to make use of Theorem 3.6 in Da Prato and Grisvard 12 j 
to solve Eq. (3.9). 
THEOREM 3.5. We assume that (3.1), (3.1’). and (3.7) hold. Then for 
any x E J(D,4(B)) andf continuous from [0, T] into J(D,,(B-- 1)). 0 < B < 1. 
ihere exists a unique solution u to problem (3.9) such that 
u is confinuous from [0, T] into J(D I(B)) 
u’ is continuous from 10, T] into J( D ,(H - 1)). 
ProoJ: We have to check all the assumptions of Theorem 3.6 in [ 21. First 
of all we apply Proposition 2.3 to show that B(t) is the infinitesimal 
generator of an analytic semi-group in F,. Indeed the inequality (2.15) 
follows from (3.1’). 
Next the domain of g(t) is J(E) which does not depend on t. The domain 
of g(t)* does not depend on f either since 
DBz = (L@)) Dn7;; = (B”(t)) ’ J(E) 
= J(B(t) ’ E) =J(D,,,,) = J(D ,). 
Here we made use of the identity 
JB(t)- ’ = B^T;j ’ J 
which follows from 
Fji = JB(t). 
Interpolating we conclude that Dkz(B + 1) does not depend on t. Thus we 
have checked the assumptions (i) and (ii) in 121. 
In order to conclude we have to check the continuity assumptions (iii) and 
(iv). For x E D, one has 
and 
B(s)- ’ Ax E D,<,, 
A ‘H(t; s) Ax = B(O)- ’ B(t) B(s) ’ B(O)x 
= K(0, t) K(s, 0)x. 
This implies that A me’H(t; s)A is bounded and 
>‘H(t;s)A- = K(0; t) K(s; 0). 
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We define E? in a natural way setting 
IQ; s) = B”(t) B(s) - ’ (3.10) 
and thus we get, for (f, g) E G,, 
iqt; s)(f; g>- =iqt)J(B(s)-’ g-B(s)-‘&-> 
- = J(B(l) B(s) ~ 1 g - B(t) B(s) - 1 B(O)f) 
= (0; H(t, s) g - AK(0, t) K(s, O)jy 
= (qA t) K(s, O)f; w, s) ‘d-. 
By density this shows that 
m; s>(fi g)” = (fm t) qs, O)f; w; s) g>- (3.11) 
for every (f, g)” E FA. This identity clearly shows that J? is a continuous 
mapping from [0, T] x [0, T] into LP(F,.,). In particular the mapping 
ed(t)A 
is continuous from [0, T] to P(FA) or equivalently that 
t + B(t) 
is continuous from [0, T] to the space of continuous linear operators from 
Dd2 into FA. This is assumption (iii). Finally Lemma 1.4 and (3.1) imply 
that 
t + B(t) 
is continuous from [0, T] to the space of continuous linear operators from 
D,-, into D,-. This is assumption (iv) in [2]. 
Now the conclusion follows since 
D,(8- l)=D,(e) and D,(e) = Dn(O + 1). 1 
In other words, applying J-l, we have shown that given x E DA(O) and f 
such that Jfis continuous in Dn(O - 1) there is a unique solution u to Eq. (1) 
with the initial condition u(0) =x such that 
u is continuous in DA(O) 
Ju’ is continuous in D,-(8 - 1). 
In particular the assumption on f is fulfilled when f is continuous in E. 
In order to convince the reader that these abstract statements may be used 
REGULARITY FOREVOLUTION EQUATIONS 123 
in practise let us look at the example of a mixed parabolic problem. Let rZ be 
a bounded open subset of IR” with a smooth boundary. Let E be L,(Q) with 
1 < p < co. Finally let B(t) be the elliptic operator defined by 
(B(t)u)(x) = ‘- a (ai.,j(X* t) 2) i.7, 3x.j ’ / 
with the domain 
(3.13) 
This means that u E D,(,, iff u has p integrable second derivatives and u 
vanishes on the boundary. We assume the following conditions on the coef- 
ficients 
(i) u;,~, (&i,,i/axn) are continuous in x and t. i, j. k = 1, 
2,..., n. (3.14) 
(ii) 7 ,:‘.i=, aj.i(X’t)~;<j>a lrl’(a > O), <E ‘J<“. 
One easily checks the assumptions of Theorem 3.5 with the help of 
Remark 3.4. Finally one has 
D,,(0) = h;*“(R) (3.15) 
for 0 < 0 < 1/2p. This is the closure of smooth functions in the Nikolski 
space H, ( 1 (*‘) R of order 28 built on L,(Q) (see details in Da Prato & 
Grisvard 12 1). In particular one has 
w;“(n) c hb’“‘(l2) c w;(n) (3.16) 
for 0 < s < 20. In the same way one has 
D,(e) = (u E h:@(0); u = 0 on i3Q) (3.17) 
for 1/2p -C 0 -C 1. Applying Theorem 3.5 shows the following. 
THEOREM 3.6. Assuming (3.14) and given u0 E Wj(Q)n F&‘(Q) and f 
continuous in time with values in L,(Q) there exists a unique u solution of 
such that u is continuous in time with values in W;(Q) for every s < 2. 
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To conclude let us emphasize that in order to avoid technicalities about 
Nikolski spaces we have weakened the actual result which follows from 
Theorem 3.5. Indeed assuming u,, E hy ‘“j(Q) n I@;(Q), 0 < s < 1, and f 
continuous in time with values in h,- ( l”‘(Q) (derivatives of functions in 
h!‘(Q)) produces a solution continuous in time with values in hi’“‘. 
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