This paper proposes a simple yet effective approach for detecting activated voxels in fMRI data by exploiting the inherent sparsity property of the BOLD signal in temporal and spatial domains. In the time domain, the approach combines the General Linear Model (GLM) with a Least Absolute Deviation (LAD) based regression method regularized by the pseudonorm ℓ 0 to promote sparsity in the parameter vector of the model. In the spatial domain, detection of activated regions is based on thresholding the spatial map of estimated parameters associated with a particular stimulus. The threshold is calculated by exploiting the sparseness of the BOLD signal in the spatial domain assuming a Laplacian distribution model. The proposed approach is validated using synthetic and real fMRI data. For synthetic data, results show that the proposed approach is able to detect most activated voxels without any false activation. For real data, the method is evaluated through comparison with the SPM software. Results indicate that this approach can effectively find activated regions that are similar to those found by SPM, but using a much simpler approach. This study may lead to the development of robust spatial approaches to further simplifying the complexity of classical schemes.
Introduction
The medical imaging modality known as functional Magnetic Resonance Imaging (fMRI) using blood oxygen leveldependent (BOLD) contrast is a noninvasive technique widely accepted as a standard tool for localizing brain activity [1] . During the course of an fMRI study, a series of brain images is acquired by repeatedly scanning the subject's brain while he/she is performing a set of tasks or is exposed to a particular stimulus. A statistical analysis is carried out to analyze the images and detect which voxels are activated by a particular stimulation or task.
Since its development in the early 1990s, a variety of univariate and multivariate methods for analyzing fMRI data have been developed [2] . Among these, the most popular are the univariate approaches based on the General Linear Model (GLM) [1] [2] [3] and the multivariate approach based on independent component analysis (ICA) [2] . Traditionally, ordinary least squares (OLS) has been used as the primary approach to solve the inverse problem induced by the GLM owing to its simplicity and optimality under the maximum likelihood (ML) principle when the background noise is modelled as a white Gaussian noise [4] . However, findings contradicting the Gaussian assumption have been reported by Hanson and Bly [5] . Furthermore, statistical tests with real fMRI data have revealed that the empirical distribution of fMRI data has heavier-than-Gaussian tail distribution [5, 6] . Further, Luo and Nichols [7] have found that the BOLD signal often contains outliers. Under the heavy tail distribution model, it is well known that OLS fails in producing a reliable estimate for the GLM regression parameters. On the other hand, an important study conducted by Daubechies et al. [8] showed that the most critical factor for the success rate of the ICA algorithm in determining neural activity is the sparsity of the components rather than its independence.
In addition to these drawbacks, there are also a variety of research studies that have pointed out the existence of a common underlying principle involved in sensory information processing referred to as "sparse coding" [9] . According to this principle, sensory information is represented by a 2 Mathematical Problems in Engineering relatively small number of simultaneously active neurons out of a large population [9] . Literature has reported two notions of sparseness: (1) "lifetime sparseness" refers to the sporadic activity of a single neuron over time, going from near silence to a burst of spikes in response to only a small subset of stimuli (stimulus selectivity); and (2) "population sparseness" refers to the activation of a small fraction of neurons of a population in a given time window in response to a single stimulus [10, 11] . Therefore, it is natural and well-justified to explore sparse representations methods to describe fMRI signals of the brain.
In the last decade, there has been a growing interest in the use of sparse signal representation techniques for analyzing fMRI data based on the assumption that the components of each voxel's fMRI signal are sparse and the neural integration of those components is linear. These studies include, among others, sparse representation of nonparametric components of partially linear models [12] and the sparseness of the activity related BOLD signal by using "activelets" [13] . Additionally, methods based on sparse dictionary learning for detecting activated regions in fMRI data have been proposed, including data-driven sparse GLM [14] , fast incoherent dictionary learning (FIDL) [15] , and sparse representation of whole-brain fMRI signals using an online dictionary learning approach [16] . In parallel, sparse models have been proposed to predict or decode task parameters from individual fMRI activity patterns by using methods such as the elastic net method [17] , generalized sparse classifiers [18] , or multivariate pattern analysis based on sparse representation models [19, 20] .
In the context of sparse regression over the coefficients of the GLM, the solution of the regularized inverse problem induced by the GLM is obtained by using ℓ 1 -regularized least squares (ℓ 1 -LS) based methods [21] . Under this approach, the key assumption is that the underlying distribution of BOLD signal is Gaussian, in contrast with the above-mentioned studies where authors argued that the BOLD activation noise follows heavy tailed gamma distribution [5] and Rician distribution [22] . Besides, the impulsive noise is common in fMRI time series [7] . Thus, there is the need of developing robust regression methods that exploit the sparseness structure of the GLM regression parameters, on one hand, and detract from the effect of the impulsive noise on the coefficient estimations, on the other.
Motivated by recent developments in sparse signal representation and the biological findings of 'sparse coding' in the brain, in this paper, we propose a simple yet effective approach based on the sparsity of underlying BOLD signal in fMRI data that exploits both temporal and spatial sparse properties of the fMRI images. This paper has two aims, the first to explore the ability of a new robust regression method named ℓ 0 -LAD (ℓ 0 -regularized Least Absolute Deviation) to solve the inverse problem induced by the GLM. This method is suitable for applications where the underlying contamination follows a statistical model with heavier-thanGaussian tails [23] . The second aim is to test the suitability of a Laplacian model in the spatial domain. More specifically, in the time domain, each time series related to a voxel is considered as a linear combination of a few elements (column vectors/atoms) of a suitably designed dictionary of stimuli and confounds. The ℓ 0 -LAD algorithm is used to find whether or not a stimulus is present in the observed signal and, if so how much it contributes to signal formation. Subsequently, in the spatial domain, in order to determine brain activation zones due to a particular stimulus, a statistical map is generated, where each voxel's value is represented by the value of the estimated parameter associated with the stimulus of interest for that voxel. The activated voxels are obtained by thresholding the statistical map, where the threshold is determined by exploiting the previous knowledge about sparsity of activated regions by assuming that the spatial parameters follows a Laplacian distribution model.
Our rationale in spatial domain is that the set of activated voxels in response to a given task is spatially sparse in the sense that only a reduced number of voxels that comprise the brain volume are activated. In fact, the behavior exhibited by different sets of spatial parameters associated with different stimuli of the in vivo PBAIC-2007 fMRI database [24] used in this work confirms what it is expected; that is, for each set, a very large number of spatial parameters have very small values while only a reduced number of parameters have significant nonzero value. The problem here is to decide how large must the spatial parameter of a voxel be to declared it as activated. In order to be able to identify activated voxels, a statistical analysis (described in Appendix) based on qualitative and quantitative tests over spatial parameters of each set was conducted. The results of this analysis suggest the Laplacian distribution as a plausible distribution model for spatial parameters.
The assumption of a Laplacian distribution model for explaining the set of spatial parameters has been proposed [19] in the context of fMRI data analysis based on sparse representation under the framework of predictive modelling. Unlike our approach, this is a multivariate analysis where the prediction task is formulated as a regression problem for which the voxel time series are the predictive variables and the time series of a fixed stimulus task is the response variable. In this context, it seems acceptable to assume a Laplacian model considering that it is common to find in the literature the Laplacian model associated with sparse linear models leading to an ℓ 1 -regularization term under the maximum a posteriori (MAP) principle [4, 25, 26] .
A very preliminary version of this manuscript was presented at the 33rd Annual International Conference of the IEEE Engineering in Medicine and Biology Society which focused mainly on exploiting the sparsity of the BOLD signal in the time domain whereas in the spatial domain the activation maps were generated by selecting the 300 most significant spatial parameters [27] . This paper is organized as follows. In Section 2, we briefly describe the GLM framework under the assumption that the parameter vector is known to be sparse. The proposed method for detecting active voxels by exploiting sparsity is then presented in Section 3. To assess the performance of the proposed methodology, we present in Section 4 numerical experiments with synthetic and real fMRI datasets. Finally, some concluding remarks are drawn in Section 6 where we give suggestions for future research avenues.
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General Linear Model With a Sparse Parameter Vector
The GLM for the observed response variable y at th voxel, = 1, . . . , , is given by
where y ∈ R , with the number of experimental scans, X ∈ R × denotes the design matrix which will be described shortly, ∈ R represents the signal strength at the th voxel with the number of basic parametric functions, and ∈ R is the noise vector at the th voxel. This model aims to represent the time series related to a specific voxel as a linear combination of the column vector of the design matrix. Particularly, under the assumption that the parameter vector is sparse and a few column vectors of X are combined to form the observed data y . In the GLM representation, one is interested in finding the contribution of each column vector of X to the signal formation and from there to decide whether or not the th voxel has been activated by a particular stimulus. This leads naturally to an -dimensional inverse problem whose solution we are interested in finding. The most widely used approach for solving the inverse problem is the OLS method which is optimum under the ML principle when the entries of the noise vector are assumed to be independent, identically distributed following a zero mean Gaussian distribution with an unknown variance 2 . However, if one knows that the underlying contamination no longer follows a Gaussian noise model and, instead, it is better characterized by a statistical model with heavier-thanGaussian tails a more robust method must be used to estimate the regression parameters [4] . Furthermore, as mentioned above OLS does not exploit the fact that the parameter vector is sparse. In this work, the solution to the inverse problem (1) is addressed under the framework of an ℓ 0 -based constrained LAD method. That is, the solution to (1) is given bŷ
where ‖ ⋅ ‖ 1 denotes the ℓ 1 -norm, ‖ ‖ 0 denotes the ℓ 0 pseudonorm that counts the number of nonzero entries in , and ≪ is the sparsity level of which is unknown. The LAD based methods are optimum under the ML principle when the underlying contamination follows a Laplacian distributed model [23] and, therefore, more robust than OLS. Furthermore, the ℓ 0 -based constraint induces the desirable sparsity in the inverse problem solution. A detailed description of ℓ 0 -LAD method is given in next section.
The Design Matrix
X. An important component in the GLM is the design matrix X which in the context of sparse signal representation of fMRI is the dictionary of parametric waveforms, called atoms, in which the time series y admits a sparse representation. In general, the fMRI time series consists of the BOLD signal, noise, and confound components that arise due to hardware and physiological noise (subject's motion, respiration, and heartbeats) [1] . Therefore, it is common practice, to incorporate into X as much information as possible, such that the model fits to the data as close as possible [3] . For this study, we propose to use a parametric dictionary composed as a union of two subdictionaries:
, where the column vectors of D 1 are the expected task-related BOLD responses of each stimulus involved in the fMRI experiment given by convolving the stimulus with the model of the hemodynamic response function (HRF). Here the stimulus is assumed to be equivalent to the experimental paradigm, while the HRF is modelled using a canonical HRF [1, 3] . D 2 , on the other hand, contains a set of confounds modelled, as we will see later, by a low frequency sinusoidal signals.
Active Voxel Detection by
Exploiting Sparsity
Parameter Estimation by Solving the ℓ 0 -Regularized LAD.
Given the linear model,
where the index labelling the voxel has been removed for simplicity in notation, we want to find the explanatory variables that best suit the model under a certain error criterion. According to (2), we want to locate the column vectors of X and their contributions such that the data-fitting term ‖X − y‖ 1 reaches a minimum subject to the constraint that has just a few nonzero values. This inverse problem can be reformulated as an ℓ 0 -regularized LAD regression problem [28] . This is
where > 0 is the regularization parameter that balances the conflicting objectives of minimizing the data-fitting term while yielding, at the same time, a sparse solution on [4] . Solving this ℓ 0 -regularized LAD problem is NP-hard owing to the sparsity constraint imposed by the ℓ 0 -pseudonorm. In [23] , an iterative algorithm has been proposed to solve this optimization problem using a coordinate descent strategy and under the framework of a continuation approach for selecting the regularization parameter . Following this approach, the solution to the ℓ 0 -LAD regression problem is achieved by reducing the -dimensional inverse problem given by (4) to one-dimensional problems by supposing that all entries of the sparse vector are known but one of them. Therefore, in order to estimate the th unknown entry of , which in turn is the contribution of the th stimulus/confound in the signal formation, the entries , = 1, . . . , , ̸ = , are treated as known variables taking values estimated in the previous iteration. According to this, the 4 Mathematical Problems in Engineering 0 -LAD problem reduces to the one-dimensional minimization problem:
denotes the th entry of the th residual column vector defined as r = y − ∑ =1, ̸ = x , where x ∈ R denotes the th explanatory variable in the design matrix X or equivalently the th atom of the dictionary. Note that r is the residual term that remains after subtracting from the observed fMRI signal y the contributions of all explanatory variables (stimuli and confounds) but the th one. It was shown in [23] that the solution to the optimization problem (5) can be thought of as a two-stage process: parameter estimation and basis selection. More precisely, in a first stage, an estimation of is found by solving the unregularized optimization problem (5) leading to the weighted median operator as the underlying operation for estimating . That is,̃=
where
The ℓ 0 -regularization term in (5) leads to the second stage of the estimation process where a hard thresholding operator is applied on the estimated value given by (6) . That iŝ
From (7), it can be seen that the th entry of̂is considered relevant and, hence, a nonzero element if < ‖r ‖ 1 − ‖r − x ‖ 1 ≤ |̃|‖x ‖ 1 . This latter inequality shows that the regularization parameter controls whether̃is significant or not based on an estimate of its magnitude. In this work is treated as an adaptable parameter whose value changes as the iterative algorithm progresses. That is,
. . , , where 0 < < 1, (1) = ‖ y‖ ∞ and is the number of iterations, for further details see [27] .
Detecting Activation Zones by Exploiting a Spatial
Sparsity-Induced Model. Once the regression parameters are determined following the approach described above, each voxel is represented by a -dimensional vector . We next exploit the sparseness of the BOLD signal in the spatial domain by assuming a sparsity-inducing model. Although there are many statistical models that induce sparsity, we use a Laplacian model for reasons that will be further explained below. Let , = 1, . . . , , be a statistical map related to a particular stimulus. That is,
where the vector c = [ 1 , 2 , . . . , ] is defined according to the stimulus task that we are interested in. For instance, if one is interested in evaluating the presence of the th stimulus, all the components of c are set to zero but the th which is set to one; in this case, =̂, = 1, . . . , , leading to a statistical map related to each stimulus. Next, from the statistical map, it is possible to generate activation maps by exploiting the a priori knowledge about sparseness of the activation zone, in the sense that only a reduced number of voxels that conforms the cerebral volume are activated by a particular stimulus. Since the statistical map and the sequence {̂} =1 are equivalent, it is expected that this sequence be sparse.
That is, only a few parameters are significant; intuitively, those associated with the voxels localized in the regions are activated by the th stimulus. As was mentioned above, the reasons that drive us to use a Laplacian model as a sparsity-inducing model are based on the following considerations.
(1) The a priori knowledge about the sparseness of the activated regions suggests that the probability that → 0 is very high. (2) A statistical analysis, detailed in Appendix, based on graphical tools (histogram, distribution fitting, and QQ-plots) and quantitative values (Akaike information criterion (AIC)) computed over the spatial parameters associated with different stimuli belonging to the PBAIC-2007 fMRI database, has yielded statistical evidence that supports the Laplacian model assumed for z. Furthermore, this analysis suggests the feasibility of adopting the Exponential Power Distribution (EPD), a more general approach that includes the Laplacian and Gaussian models as particular cases. (3) Results of applying the normalp package [29] , an R package containing a collection of tools related to EPD, to both synthetic and real spatial data, corroborate the Laplacian distribution as the model more closely related to the empirical distribution of data.
Assuming that the probability distribution of the entries of z is Laplacian, that is,
for a particular stimulus, where and are the localization and scale parameters for the th stimulus, respectively, it is possible to estimate a threshold such that the th voxel is declared as activated by the th stimulus if the corresponding statistic defined in (8) exceeds the threshold value. Under this approach, the threshold is obtained from the Laplacian cumulative distribution function:
as the solution of −1 ( ), for a given probability of false detection . That is,
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Experiments
Given the critical lack of ground truth, a major difficulty with fMRI research concerns the validation of any analysis of experimental in vivo data. For this reason, the proposed method is first evaluated using synthetic fMRI data designed for this purpose following a similar approach to that described in [31] ; for further details, see Section 4.1. Secondly, the method is applied to the in vivo PBAIC-2007 fMRI database.
In all experiments the dictionary is designed according to the structure 
Synthetic Data Generation.
The synthetic data were generated by blending a simulated activation in nonactivated time series that were extracted from the PBAIC-2007 fMRI database. Thus, knowledge of the ground truth is assured while the noise is representative for real data. According to this, the synthetic time series y syn at any voxel is given by
where > 0 is the activation strength (if = 0 the voxel is a nonactivated one); s, described below, is the simulated activation time series; and y na is a nonactivated time series. The activation time series s, shown in Figure 1(b) , was obtained by convolving the canonical hemodynamic response function ℎ used in SPM [32] with a stimulus boxcar function consisted of 3 randomly placed stimulations that last about 3 s; see Figure 1 (a). That is,
Here, Γ( ) denotes the gamma function defined by Γ( ) = ∫ Likewise, in order to reduce the number of voxels to be analyzed, instead of trying to model the cerebral cortex a synthetic volume was designed. This volume (depicted in Figure 2 ) consists of 4 slices of size 20 × 20 voxels, each one with activated regions of different shapes (whitecolored regions). There are altogether 108 activated voxels that represent 6.75% of the total number of voxels in the volume.
The synthetic fMRI database was generated from 32000 nonactivated time series in the following steps. First, the 32000 nonactivated time series were divided into 20 sets of 1600 time series each. Then, each set of 1600 time series was inserted into the synthetic volume. Finally, for each one of the 108 selected voxels (white regions) the synthetic activation was added to their BOLD signals, while remaining voxels retain their original real BOLD signals. Using 4 different levels of activation strength ( = 1, 2, 3, 4) in (13) 4 groups (labelled as 1 , 2 , 3 , 4 ) of synthetic data were generated. That is, synthetic activation time series within each group have the same activation strength. In total, 80 datasets were analyzed. Note that since the background time series are directly extracted from in vivo fMRI data the contrast between activation and background will not be exactly the same, even for time series within the same group. In order to have a quantitative measure of the difference between groups the signal-to-noise ratio (SNR) is determined for each group (see Table 1 ), which is defined as the average of the SNR , = 1, . . . , 20. Here the th SNR is calculated as in [31] : SNR = std( s)/std(y na ) with std(⋅) being the standard deviation.
Regarding the design of the dictionary, in this experiment
, that is, the concatenation of the stimulus of interest s with the 13 stimuli is described above, while D 2 is a parametric dictionary whose atoms are the DCT functions:
where 0 = 1/ √ , = √2/ , ≥ 1, = / , = (2 + 1)/2, = 0, . . . , − 1; and = (2 ⋅ ⋅ )/128 denotes the number of DCT basis functions. Here, TR is the repetition time and it is set to 1.75 s, and is the number of fMRI scans.
In Vivo fMRI Data.
The PBAIC-2007 fMRI dataset was collected with a Siemens 3T Allegra scanner using an EpiBOLD sequence, with imaging parameters TR and TE being set to 1.75 s and 25 ms, respectively. Subjects were engaged in a Virtual Reality task during which they had to perform a number of tasks in a hypothetical neighborhood. The tasks included, among others, the acquisition of pictures of neighbors with piercing, the gathering of specific objects (e.g., fruits, weapons) and the avoidance of a growling dog (for a more detailed description of the experiment, see [33] ). Three subjects' data were available in the competition (labelled: subject 1, subject 13, and subject 14). Each subject's data consisted of 3 runs with a time duration of approximately 20 minutes each (704 volumes in each run). Each run also included 24 time series of features describing the subjects experiences over 704 TRs each, which had been convolved with the double gamma hemodynamic response filter (HRF) produced by the SPM software [32] . In this study only the 13 features (tasks) classified as required in [33] were considered. For the analysis, fixation periods (the time when the virtual world is off) were excluded from the original dataset leading to a total of 500 volumes to analyze in each run. Each volume contains 64 × 64 × 34 voxels with a voxel size of 3.2 × 3.2 × 3.5mm 3 . All experiments described in this section are applied to preprocessed data belonging to subjects 1, 13, and 14 in a voxel-by-voxel basis. The preprocessing tasks include time and motion correction as well as detrending; further details are described in [24] .
Given the acceptance of the SPM software in practice [2] , in this work we use the outcome yielded by SPM as a benchmark for performing comparisons in order to know whether the proposed method yields reliable results or not. In order to ensure that the assumptions of random field theory used by SPM hold [3] , an additional preprocessing step is performed on the fMRI data. To be more precise, a spatially filtering operation with a 3D Gaussian kernel is implemented as in [19] . During spatial smoothing SPM generates a binary 3D array , which mask out the nonbrain voxels. That is, ( , , ) = 1 if the voxel located at position ( , , ) is within the brain, otherwise ( , , ) = 0. The analysis is performed on the set of voxels inside the brain according to the SPM mask. Based on the structure of the dictionary two experiments are considered.
Experiment 1.
In this experiment the dictionary is designed following the framework used by SPM [32] . That is, X ∈ R 500×14 is constructed by combining the 13 convolved stimulus functions assembled in D and the all-one column vector 1 of size 500. Thus, the designed dictionary models the whole-brain activity [3] . Furthermore, to remove confounds SPM implements as part of the analysis a high-pass filtering based on the DCT basis set was described in (16) to both data and design matrix; therefore, in order to have comparable experimental conditions, this high-pass filter is also applied to y and X before estimating the regression model with the ℓ 0 -LAD method.
Experiment 2.
In the second experiment, predictors that model confounds are incorporated to the dictionary. Specifically, the 13 DCT basis functions defined by (16) for high-pass filtering purposes are incorporated into X leading to the dictionary X = [D | D 2 ] ∈ R 500×26 . In this case, nontemporal smoothing is applied to the data nor to the designed dictionary. The model parameters are then estimated by using the iterative ℓ 0 -LAD regression algorithm and the activation maps are obtained by thresholding the statistical map according to the approach described above.
Results and Discussions
Synthetic Data.
In order to identify the voxels activated by the stimulus s, the synthetic datasets described above are analyzed with the proposed method. All results in this experiment are obtained by choosing = 0.975 in (11), so that the percentage of probability of false alarms is 2.5% (equivalent to 2.7 voxels).
Given the knowledge of the ground truth, the proposed method is evaluated by comparing the set of voxels detected as activated against the set of true activation. From this information, it is determined the number of true detections, false alarms, and missed activated voxels. Figure 3(a) shows an illustrative example of the activation maps obtained for set 20 . Activated voxels in all groups are shown overlaid on the ground truth, colored in gray. From the information shown, it is clear that the proposed method detects properly the set of activated voxels by the stimulus s when ≥ 2 (i.e., SNR ≥ 0.2838), keeping the number of false alarms and missed activated voxels below the established error margin. In fact, similar results are obtained for the rest of sets as can be noted from Figure 3(b) that shows, for each group, the number of false alarms (top) and missed detections (bottom) as a function of the set number. It is important to point out that the average of false alarms and missed detections for groups 2 to 4 is close or below the percentage of error; see Table 2 . Regarding group 1, the number of false alarms and missed activated voxels overcomes the expected rate. This behavior, typical of all sets of group 1 as can be seen in Figure 3 (b), is caused by the high level of noise present in the signal (Table 1) , that is, a consequence of the low energy level of activation of this group. That is, the activation level = 1 maintains the signal below the noise level making the activation detection more difficult.
In Vivo fMRI Data.
To illustrate the performance of the proposed method in detecting activation we choose the data of subject 14, run 1 and two representative tasks: Instructions and Faces. The selection of these particular tasks is based on the a priori knowledge of the anatomical and functional localization of auditory and visual cortex. With regard to the parameters and used by the ℓ 0 -LAD method in the stages of estimation and basis selection, they are selected following the recommendations given in [23] . According to this, in both experiments, and are set to 0.95 and 100, respectively. On the other hand, with the purpose that the total number of voxels classified as activated voxels by both the SPM software and the proposed method could be as close as possible, the activation maps generated by using SPM are obtained by adjusting the Family-wise error (FWE) rate at 0.05 [34] , while for the proposed method the values of in (11) are set to 0.975 for Instructions task (in all experiments) and to 0.998 and 0.999 for experiments 1 and 2, respectively, in case of Faces task. Figures 4 and 5 show the activation maps for the Instructions and Faces tasks, respectively, obtained with (a) the proposed method with reduced dictionary (14 atoms) and (b) the SPM software.
Results of the First Experiment.
Under these experimental conditions, for the Instructions task, the proposed method activates 676 voxels contained in 26 slices (2 to 26 and 28) and SPM activates 708 voxels contained in 22 slices (2 to 23). Although the activated slices are not exactly the same, the number of matching activated slices is high, to be more precise 22 (slices 2 to 23) for a matching percentage of 84.61% at slices level. At voxels level, however, the percentage of matching is 57.99%. It can be seen in Figure 4 that the activated regions yielded by both algorithms are similar in each one of the matching activated slices, although the proposed method tends to exhibit more isolated voxels than SPM which seems to promote clustering. Despite these differences, it is clear that the activated regions yielded by the proposed method are consistent with those achieved by SPM. Furthermore, as expected for this kind of stimulus, the activated areas detected by both methods appear to be in the auditory cortex. For the Faces task ( Figure 5 ), SPM activates 91 voxels belonging to 11 slices (9 to 19), whereas the proposed method activates 95 voxels contained in 17 slices (4, 6, 9-19, 21, 22, 24, and 28), so the percentage of coincidence at slice level is 64.71%. Although only 50 of the voxels classified as activated by both methods are localized at the same position, both activated regions and activation patterns are quite similar. This is because, except for a very small number of voxels, the locations of the mismatched voxels classified as activated by the proposed method are located at positions sufficiently close to voxels activated by SPM. More importantly, areas detected as activated by both methods appear to be on the visual cortex as expected. simultaneously by both methods for a matching percentage at slice level of 77.27%. In this case, there are 453 activated voxels whose spatial localization agree with those of SPM maps for a matching percentage at voxel level of 63.18%. For the Faces task, the proposed method activates 120 voxels contained in 17 slices (8 to 24), while SPM activates 91 voxels contained in 11 slices (9 to 19). Therefore, the percentage of matching slices for this condition is 64.71%, whereas the number of voxels activated by both methods at the same spatial localization is 57 for a matching percentage at voxel level of 47.5%. An interesting issue to evaluate in this experiment is the effect of incorporating the DCT basis set to the dictionary instead of performing a previous temporal filtering of the data. Although the dictionary and the design matrix are no longer the same, from Figures 6 and 7 , it is clear that the activated regions and the activation patterns look quite similar for both methods and, as expected, seem to be localized at the auditory and visual cortex, respectively. More interesting, using the extended dictionary produces an effect of "filling" in the activation maps that is caused by an increment in the number of activated voxels in relation to the amount of activated voxels using the reduced dictionary. For example, in case of the Instructions task (Table 3) 41 additional voxels are declared as activated while the number of activated slices decreases to 22. This new group of activated voxels tends to fill some empty spaces near to the activated regions in the activation maps obtained with the reduced dictionary. A similar behavior is exhibited in case of the Faces task. This effect is highlighted in Figures 8 and 9 by comparing the activation maps obtained with the proposed method by using the reduced dictionary (a) and the extended dictionary (b) for the Instructions and Faces tasks, respectively. 
Results of the Second
Conclusions and Future Works
In this paper, a new method for detecting activation in fMRI data that exploits the sparseness of the BOLD signal in both time and spatial domains is presented. By adopting a sparse approach in both domains two objectives are achieved. First, in time domain, the ℓ 0 pseudonorm promotes the concentration of energy (related to stimuli) of a fMRI signal in a reduced set of model coefficients. Thus, during the parameter estimation a preselection of candidates voxels to be activated is performed by identifying those whose relationship with a selected stimulus is significant in the sense that if a voxel is activated by a particular stimulus its regression coefficient is significantly high. Second, in spatial domain, by adopting a Laplacian model it is possible to determine the threshold parameter which allows deciding how "significant" is the magnitude of the spatial parameter to consider the voxel as activated. The proposed approach is validated in two ways, first, using synthetic data where the ground truth is known in advance. Secondly, the method is evaluated through the comparison of activation maps with those generated by SPM software using real fMRI data. For synthetic data, results demonstrate that our approach is able to identify most activated voxels without any false activation. In case of real data, the activated regions detected by our approach are similar to those yielded by SPM. The results show the efficacy of our method and suggest that incorporating prior knowledge about spatial sparsity into spatial classification can reduce significantly the burdensome posterior spatial analysis needed when sparsity is ignored. Although the proposed method does not promote clustering, the activated regions exhibit mostly connected patterns. However, given that fMRI data are spatially correlated an approach that jointly exploits sparsity and could induce clustering is under consideration as a future work.
Appendix Statistical Analysis of Spatial Parameters
As mentioned in Section 3.2, selecting a Laplacian model for the estimated spatial parameters is supported by a set of statistical tests on the parameters outputted by the ℓ 0 -LAD based regression approach which, in turn, are associated with 13 stimuli belonging to the PBAIC 2007 database. The statistical tests consisted of a visual analysis through histograms, fitting distributions and QQ-plots. Furthermore, a quantitative analysis based on the AIC is performed for each stimulus. Data analysis through histograms strongly suggests as a plausible model the Laplacian distribution mainly due to the concentration of mass centered around zero and the heaviness of the tails of the empirical distribution. Nevertheless, two probability distribution models are fitted to data: specifically, the Gaussian model which has been the standard model assumed for spatial analysis of fMRI data and the Laplacian model. For both models, maximum likelihood Figure 8 : Activation maps for the Instructions task generated with the proposed method by using the reduced dictionary (a) and extended dictionary (b). The activated regions contained in the ellipses show the effect of "filling" observed when the parameter estimation is performed using the extended dictionary.
(ML) estimators are used to compute the respective distribution's parameters (i.e., the location and dispersion parameters) using the spatial parameters z = [̂1,̂2, . . . ,̂] associated with the th stimulus, = 1, . . . , 13. Figure 10 shows the logarithm of the probability distribution along with the Laplacian and the Gaussian distribution for the stimuli: Dog, Faces, Instructions, and WeaponsTools. Furthermore, we focus our attention in examining the heaviness of distribution tails since the selection of threshold parameter depends mainly on the behavior of those tails for each selected distribution model. As can be seen in Figure 10 , in general, the estimated distribution exhibits heavier-thanGaussian tails. Furthermore, comparing the tails of the empirical distribution with respect to those of the Laplacian distribution, it seems to have good match for all stimuli.
These findings are consistent with those obtained through QQ-plots. In particular, in case of the 4 stimuli considered above, all QQ-plots of the Gaussian distribution versus the estimated distribution, see Figure 11 , show that on the right side the plot is above the straight line and on the left side it is below of the straight line. Departures from this straight line indicate departures from normality. Furthermore, the shape of the normal plot indicates that the estimated distribution has heavier tails than the Gaussian model.
Since graphical tools lack rigor, a quantitative measure of the distance between the estimated distribution and the proposed models based on the AIC is used. The AIC is defined by AIC = −2ln(L (̂| 1 , 2 , . . . , )) + 2 , where is the number of parameters in the model, L is the likelihood function of the model with ∈ {L, N}, and̂ (a) (b) Figure 9 : Activation maps for the Faces task generated with the proposed method by using the reduced dictionary (a) and extended dictionary (b). The activated regions contained in the ellipses show the effect of "filling" observed when the parameter estimation is performed by using the extended dictionary.
is the ML estimated of the parameters corresponding to the model [35] . According to this, the Laplacian model better fits the data if AIC L − AIC N < 0. From Figure 12 , it is clear that the Laplacian model fits the data for all stimuli except 7 and 12, for which, according to the AIC, the nearest model is the Gaussian one. Previous analysis shows that the tails of the estimated distribution are generally heavier than those of a Gaussian distribution, but not as heavy as those of a Laplacian distribution. This finding suggests the feasibility of adopting a more general statistical model: the Generalized Gaussian (GG) distribution, which contains the Gaussian and Laplacian distributions as special cases. The GG density has the following form [29] :
where Γ(⋅) defines the gamma function; , , and > 0 denote, respectively, the location, scale, and shape parameters. This last parameter determines the distribution shape and it is linked to the thickness of the tails [29] . An interesting aspect of the GG model is that the shape parameter can be determined from the data; this fact allows us to estimate the value of that gives the highest probability of producing the observed data. In order to estimate the value of the normalp package [29] is used to analyze the estimated spatial parameters of both synthetic and in vivo data. For both databases the parameters and are determined by using the function estimatep assuming the median as the location parameter. After that, the threshold is estimated by using the function qnormp with probability pr = 0.025 as in our experiments.
In case of synthetic database, the shape parameter estimated by the function estimatep is = 1 for each spatial parameters set associated with the synthetic stimulus s. According to these results the distribution model more suitable for each set of synthetic spatial parameters is the Laplacian model. These results are consistent with those inferred from the histograms, estimated distribution, and the AIC for synthetic database. Certainly, by using = 1 on the qnormp functio,n the value estimated of coincides with those calculated by using the closed form expression (11) . With regard to in vivo data, the results of analyzing the estimated spatial parameters of the 13 stimuli described above by using the normalp package are presented in Table 4 . As can be seen in this table, in most cases, the shape parameter is equal to one, confirming, once again, the appropriateness of the Laplacian model. Note that for stimuli 6 and 12, the shape parameters are, respectively, 1.3637 and 1.7865, which by the closeness of the distribution it may be thought of as Laplacian and Gaussian, respectively. These findings are consistent with the previous analysis, even though the stimulus 7 is classified as Gaussian by the AIC criterion. This seemingly discrepancy in the classification of stimulus 7 can be explained from the estimated values of AIC L and AIC G , which are close together.
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