ABSTRACT. We develop a purely set-theoretic formalism for binary trees and binary graphs. We define a category of binary automata, and display it as a fibred category over the category of binary graphs. We also relate the notion of binary graphs to transition systems, which arise in the theory of concurrent computing.
INTRODUCTION
This work arose out of certain issues which we encountered while trying to understand certain wellknown algorithms in computational biology, whose aim is to build trees out of various data. We will discuss these issues presently. In any case, they motivated us to develop an abstract formalism for binary trees, which is the subject of this article. We found that our formalism fits neatly into the framework of fibred categories, which were originally studied in algebraic geometry. Moreover, it has connections with the notion of transition systems which arise in the theory of concurrent computation.
The problems which motivated this work are as follows. First, there are several statements in treeconstruction algorithms which assert the uniqueness of some tree. One can ask certain natural questions in such a situation. To begin with, what does one mean by uniqueness: for instance, does one mean uniqueness in the sense of equality of trees, or does one mean uniqueness up to an isomorphism? Next, what is the precise property of trees, which makes the tree in question unique? Can one formulate this property as a universal property in a suitable category? Thus, we were led to seek an abstract framework for binary trees.
drawbacks. On the one hand, a recursive definition of trees sets them apart from other important classes of mathematical objects such as groups, finite automata etc., which are described in terms of sets and maps between them, whereas a set-theoretic description of trees would bring them into a general framework, consistent with the definitions of several other mathematical structures. On the other hand, a treatment of trees based on graph theory entails carrying, to some extent, the formalism of the latter subject, which can be avoided if we, ab initio, develop a definition of trees which does not rely on graph theory.
In view of the above discussion, in this article we develop a purely set-theoretic treatment of binary trees. We will also discuss the relationship between our definitions, and the standard graph-theoretic notions regarding trees.
We now sketch the contents of the various sections. In Section 2, we develop a set-theoretic formalism for binary graphs. In Section 3, we establish our notation for the free monoid on the set of bits, which monoid acts on the set of nodes of any binary graph, as described in Section 4. Transition diagrams, defined in Section 5, establish a connection between our model for binary graphs and their standard graph-theoretic definition. In Section 6, we describe binary trees as a specialization of binary forests. We introduce the category of binary automata in Section 7, and we relate binary graphs to transition systems. The important notion of a fibred category is recalled in Section 8, and in the two subsequent Sections, we recall a criterion for a category to be fibred, and the notion of split categories. To assist the reader, and to make this paper self-contained, we give complete definitions and proofs regarding fibred categories, even though the material may be well-known to specialists in certain areas of algebraic geometry or category theory. In Section 11, we display the category of binary automata as a fibred category over the category of binary graphs. In Section 12, we summarise the article, and mention some ideas for future work.
BINARY GRAPHS
We begin our discussion of binary trees with the definition of a more general object, which we call a binary graph. This helps us to introduce several constructions which are useful in our later discussion of binary trees.
Example 2.4. Let Q = {q 0 , q 1 , q 2 , q 3 , q 4 , q 5 , q 6 }, and define δ : Q × Σ → Q by the following table:
q 0 q 1 q 2 q 3 q 4 q 5 q 6 0 q 1 q 3 q 4 q 3 q 4 q 6 q 6 1 q 2 q 4 q 5 q 3 q 4 q 5 q 6 Example 2.5. Let Q = {q 0 , q 1 , q 2 , q 3 , q 4 , q 5 , q 6 , q 7 }, and define δ : Q × Σ → Q by the following table:
q 0 q 1 q 2 q 3 q 4 q 5 q 6 q 7 0 q 1 q 3 q 2 q 3 q 4 q 6 q 6 q 7 1 q 2 q 4 q 2 q 3 q 4 q 7 q 6 q 7 Example 2.6. Let Q = {q 0 , q 1 , q 2 , q 3 }, and define δ : Q × Σ → Q by the following table:
q 0 q 1 q 2 q 3 0 q 1 q 3 q 2 q 3 1 q 2 q 1 q 2 q 3
BIT STRINGS
In this section, we establish our notation for the languages on the set of bits. Let Σ * be the free monoid on the set Σ which, we recall, is the set {0, 1}. Thus, Σ * is a disjoint union,
where Σ 0 is a singleton consisting of a symbol ǫ, and Σ n = Σ × · · · × Σ (n times). We call elements of Σ * words or bit strings. In particular, the word ǫ is called the empty word. We call the set Σ an alphabet, and refer to the elements of Σ as letters. If a word w ∈ Σ n , we say that w has length n, and write |w| = n. Following standard practice, we denote a word w = (a 1 , . . . , a n ) ∈ Σ n by w = a 1 · · · a n .There is a natural multiplication law in the set Σ * ,
which is given by concatenation of words. Explicitly, we define ǫw = wǫ = w for all w ∈ Σ * , and if v = a 1 · · · a m and w = b 1 · · · b n , where a i , b j ∈ Σ for all i = 1, . . . , m and j = 1, . . . , n, then we set
With this multiplication law, the set Σ * becomes a monoid, whose identity element is the empty word ǫ. It is clear that |vw| = |v| + |w| for all v, w ∈ Σ * . The monoid Σ * is free on the set Σ, i.e., it has the following universal property: given any monoid M, and given any function f : Σ → M, there exists a unique homomorphism of monoids,f : Σ * → M, which extends f , i.e., which makes the diagram
commute, where i : Σ → Σ * is the natural inclusion map.
ACTION OF BIT STRINGS
Let Γ = (Q, δ) be a binary graph. The universal property of Σ * implies that there is a unique right action of the monoid Σ * on Q,δ
such thatδ (q, aw) =δ(δ(q, a), w) for all q ∈ Q, a ∈ Σ, and w ∈ Σ * .
By abuse of notation, we denoteδ also by δ.
For any node q ∈ Q, let Σ * q = {w ∈ Σ * | qw = q} be the isotropy submonoid of Σ * at q. We say that a node q is a leaf if it is fixed by Σ * , i.e., if Σ * q = Σ * . If q is not a leaf, i.e., if Σ * q is a proper submonoid of Σ * , then we call q an internal node of the binary graph Γ. Note that q is a leaf if and only if δ(q, a) = q for all letters a ∈ Σ.
Example 4.1. The binary graph of Example 2.3 has no leaves. In Example 2.4, the nodes q 3 , q 4 and q 6 are the leaves. The leaves of Γ, in Example 2.5, are the nodes q 2 , q 3 , q 4 , q 6 and q 7 .
We say that an element q of Q is a parent of q ′ if q = q ′ , and δ(q, a) = q ′ for some a ∈ Σ. In this case q has to be an internal node. A path in Γ is a pair P = (q 0 , w), where q 0 ∈ Q is a node, and w ∈ Σ * is a word, satisfying one of the following two conditions:
(1) Either w = ǫ is the empty word. Or, (2) w = a 1 · · · a n , with a i ∈ Σ, and q i = q i−1 , where
We say that this path starts at q 0 , ends at q 0 w, and has length |w|. A trivial path is one which has length 0; it has to be of the form (q 0 , ǫ), for some node q 0 . We say that q is an ancestor of q ′ , or that q ′ is a descendant of q, if there is a path starting at q and ending at q ′ . If, in addition, q = q ′ , then we say that q is a proper ancestor of q ′ , or that q ′ is a proper descendant of q.
Definition 4.2. Let Γ = (Q, δ) be a binary graph. For any pair of nodes, q, q ′ ∈ Q, we write q ′ ≤ q (respectively, q ′ < q) if q is an ancestor (respectively, a proper ancestor) of q ′ . We write q ≥ q
The relation ≤ on Q is a preorder, i.e., it has all the properties of a partial order, except that of anti-symmetry. In other words, the relation ≤ is reflexive and transitive, but there may exist elements q, q ′ ∈ Q such that q ≤ q ′ and q ′ ≤ q, and yet q = q ′ . We call this preorder the inheritance preorder on Q.
Remark 4.3. Any path which starts at a leaf is a trivial path.
Remark 4.4. Let Γ = (Q, δ) and Γ ′ = (Q ′ , δ ′ ) be binary graphs. A morphism from Γ to Γ ′ , introduced in Definition 2.2, is just a function f : Q → Q ′ , which is Σ * -equivariant, i.e., which satisfies the condition that f (qw) = f (q)w for all q ∈ Q and w ∈ Σ * . Similarly, if Γ ′ = (Q ′ , δ ′ ) is a binary graph, and Q is a Σ * -invariant subset of Q ′ , which means that qw ∈ Q for all q ∈ Q and for all w ∈ Σ * , we obtain a binary subgraph Γ = (Q, δ) of Γ ′ , where δ :
Thus, binary subgraphs of Γ ′ are in bijective correspondence with Σ * -invariant subsets of Q ′ . Note that a subset Q of Q ′ is Σ * -invariant if and only if δ ′ (q, a) ∈ Q, for all q ∈ Q and for all letters a ∈ Σ.
For every node q ∈ Q, let Σ * (q) = {qw | w ∈ Σ * } be the orbit of q.
Proposition 4.5. In any binary graph Γ = (Q, δ), a node q is an ancestor of q ′ if and only if q ′ ∈ Σ * (q).
Before proving the Proposition, let us introduce a device which will be useful in the proof. Let Γ = (Q, δ) be a binary graph, and let w ∈ Σ * . For each node q 0 ∈ Q, we shall define a new word w[q 0 ] as follows. If w = ǫ, then set w[q 0 ] = w = ǫ. If w is nonempty, write w = a 1 · · · a n , where a i ∈ Σ, and let q i = q 0 a 1 · · · a i , for i = 1, . . . , n. If q i = q i−1 for all i = 1, . . . , n, define w[q 0 ] = ǫ. If not all q i are equal, let i 1 < · · · < i k be the elements of the set {i | 1 ≤ i ≤ n and q i = q i−1 }. 
(3) The letters a i satisfy the following conditions:
(4) The b i satisfy the following equations:
Definition 4.6. Let Γ = (Q, δ) be a binary graph, and let w ∈ Σ * be a word. Then, for each node q 0 ∈ Q, we call the word w[q 0 ] defined above, the contraction of w by q 0 .
Proof of Proposition 4.5. Clearly, if there is a path from q to q ′ , then q ′ ∈ Σ * (q). Conversely, suppose that q ′ ∈ Σ * (q), say q ′ = qw. Then, by the device introduced above, there exists a word w[q] such that the pair P = (q, w[q]) is a path from q to qw = q ′ .
Remark 4.7. If q is a leaf in a binary graph Γ = (Q, δ), then Σ * fixes q, so we get a binary subgraph Γ q = ({q}, δ q ), where δ q is the unique map {q} × Σ → {q}. More generally, if q is any node, then we obtain a binary subgraph Γ q = (Σ * (q), δ q ), where Σ * (q) is the orbit of q, and δ q : Σ * (q) × Σ → Σ * (q) is the restriction of δ : Q × Σ → Q. We call Γ q the orbit graph of q. It is obvious that Γ q is a minimal binary subgraph of Γ, whenever q is a leaf of Γ.
The next proposition provides criteria , in terms of the action of Σ * , for the anti-symmetry of the inheritance preorder ≤, defined above (see Definition 4.2). We say that a word v ∈ Σ * is a prefix of another word w, if w = vz for some word z ∈ Σ * . In this case we say that the word z is a suffix of w. We say that v is a proper prefix (respectively, proper suffix) of w if v is a prefix (respectively, suffix) of w, v = ǫ, and v = w. A subset L of Σ * is said to be prefix-closed, if whenever w ∈ L, every prefix v of w also belongs to L. The notion of a suffix-closed subset of Σ * is defined in a similar manner. Clearly, every nonempty prefix-closed set has to contain the empty word ǫ, and the singleton {ǫ} is the smallest nonempty prefix-closed subset of Σ * . An analogous observation applies to suffix-closed sets, too.
We say that a subset L of Σ * is subword-closed if, whenever w 1 , w 2 , . . . , w n are elements of Σ * , whose product w 1 w 2 · · · w n belongs to L, we have w i ∈ L for all i = 1, . . . , n. This is equivalent to the condition that L is both prefix-closed and suffix-closed.
A cycle in a binary graph Γ = (q, δ) is a path P = (q 0 , w), such that q 0 w = q 0 . We say that Γ is acyclic if every cycle in Γ is a trivial path.
Proposition 4.8. Let Γ = (Q, δ) be a binary graph. Then, the following statements are equivalent: Proof. Suppose, first, that the inheritance preorder, ≤, is anti-symmetric. Let q ∈ Q be a node, let w ∈ Σ * q , and let v be a prefix of w, say w = vz, for some word z. Then the node q ′ = qv clearly satisfies the inequality q ′ ≤ q. On the other hand, q = q ′ z, so q ≤ q ′ . Therefore, by the anti-symmetry of ≤, we obtain q ′ = q. Since q = q ′ = qv, the word v belongs to Σ * q and, hence, that set is prefixclosed. We have, thus, proved that the condition (1) implies (2).
Let us, now, suppose that Σ * q is prefix-closed, and that w 1 , . . . , w n are words, whose product w = w 1 · · · w n belongs to Σ * q . Since the isotropy submonoid is prefix-closed, it contains, for each i = 1, . . . , n, the prefixes w 1 · · · w i−1 and w 1 · · · w i , of w. Therefore,
i.e., w i ∈ Σ * q , for all i = 1, . . . , n. So, Σ * q is subword-closed. Conversely, every subword-closed set is, obviously, prefix-closed. This proves that (2) and (3) are equivalent statements.
The conditions (3 and (4) are equivalent, for the only subword-closed proper submonoids of Σ * are {ǫ}, {0}
* and {1} * .
Assume that Γ satisfies the condition (2), and let P = (q 0 , w) be a cycle in Γ. Suppose that P has positive length n, say, w = a 1 · · · a n , where a i ∈ Σ. Let q i = q 0 a 1 · · · a n , for i = 1, . . . , n. Since P is a cycle, q 0 w = q 0 , hence w ∈ Σ * q 0 . The set Σ * q 0 is prefix-closed, so it contains the prefix a 1 of w. Therefore, q 1 = q 0 a 1 = q 0 , a contradiction since q i−1 is a parent of q i for all i. The cycle P , therefore, has to be a trivial path, so (2) implies (5).
Suppose, finally, that Γ is an acyclic binary graph, and let q, q ′ ∈ Q be such that q ≤ q ′ and q ′ ≤ q. Since q ′ ≤ q, by the definition of the partial order on Q, there exists a path P = (q 0 , w) in Γ such that q 0 = q, and q 0 w = q ′ . Since q ≤ q ′ , there exists a path
, is a path, and is, in fact, a cycle in Γ. Since Γ is acyclic, the cycle P P ′ must have length 0, hence w = w ′ = ǫ. Therefore, q ′ = q 0 w = q 0 = q and, so, the preorder ≤ is anti-symmetric. We have, now, shown that the condition (5) implies (1).
TRANSITION DIAGRAMS
Transition diagrams are a device through which we connect our description of binary graphs with their natural treatment in graph theory. Let Γ = (Q, δ) be a binary graph. Then the transition diagram of Γ is a labelled directed graph D(Γ), which is defined as follows:
(1) The vertex set of D(Γ) is defined to be Q.
and if δ(q, a) = q ′ , then there is an edge labelled a from q to q ′ .
Thus, there is an edge from q to q ′ if and only if q is a parent of q ′ . If (q, a) ∈ Q × Σ, and if there is no edge from q labelled a, then it means that δ(q, a) = q. In particular, the vertices of D(Γ) which have no edge starting from them are precisely the leaves in Q.
Example 5.1. The following directed graph is the transition diagram of the binary graph of Example 2.3. Example 5.3. The binary graph of Example 2.5 has the following transition diagram: Example 5.4. Here is the transition diagram of the binary graph described in Example 2.6:
7654 0123 q 2 7654 0123 q 3
BINARY FORESTS AND TREES
In this Section, we will define binary forests and trees, in our formalism, and discuss their basic properties in terms of the inheritance preorder and the action of bit strings. Definition 6.1. A binary forest is a binary graph Γ = (Q, δ), which satisfies the following conditions:
(1) The inheritance preorder on Q is a partial order (see Definition 4.2 and Proposition 4.8).
(2) If qa = q ′ b, where a and b are letters in Σ, then either qa = q, or q
Example 6.2. The condition (2) in Definition 6.1 can be restated as the condition that every node can have at most one parent. For instance, the binary graph in Example 2.5 satisfies this condition, and is a binary forest. The graph of Example 2.4 does not satisfy the condition (2). The graph in Example 2.3 does not satisfy the condition (1). Note that every subgraph of a binary forest is, again, a binary forest. We will sometimes refer to such a subgraph as a subforest.
We say that a path P = (q 0 , w) is a suffix of a path (2 ′ ) If P and P ′ are paths in Γ, which end at the same node, then either P is a suffix of P ′ , or P ′ is a suffix of P .
Proof. Suppose that Γ satisfies the condition (2 ′ ) of the Proposition. Let q, a, q ′ , b be as in (2) of Definition 6.1, and suppose that qa = q and q ′ b = q ′ . Then P = (q, a) and P ′ = (q ′ , b) are paths in Γ which end at the same node. Therefore, by (2 ′ ), one of them is a suffix of the other. As the both have the same length, 1, this means that they are equal, i.e., q = q ′ and a = b, so, (2 ′ ) implies condition (2) of Definition 6.1.
Conversely, assume that Γ satisfies the condition (2) of Definition 6.1. Let P = (q 0 , w) and P ′ = (q ′ 0 , w ′ ) be two paths, which end at the same node, i.e., q 0 w = q ′ 0 w ′ . It is obvious that if w is the empty word, then P is a suffix of P ′ and, similarly, if w ′ is the empty word, then P ′ is a suffix of P . So, let us assume that both w and w ′ have positive length, say, w = a 1 · · · a m and w 
Corollary 6.4. Let Γ = (Q, δ) be a binary forest. Then, for every pair of nodes q, q ′ ∈ Q such that q ′ ≤ q, there is a unique path from q to q ′ .
Proof. Let P = (q, w) and P ′ = (q, w ′ ) be two paths from q to q ′ . Then by Proposition 6.3, one of these two paths is a suffix of the other, say, P is a suffix of P ′ . Thus, there exists a word v ∈ Σ * , such that w ′ = vw, and q = qv. Since P ′ is a path, so is the pair Q = (q, v), and clearly Q starts and ends at q. By Proposition 4.8, Γ is acyclic, hence the cycle Q is a trivial path. Therefore, v = ǫ, which implies that w ′ = w and P ′ = P .
Let X be a set with a preorder ≤, and let S be a subset of X. Recall that an element x 0 of S is said to be a maximum element of S if x ≤ x 0 for all x ∈ S, and that x 0 is said to be a maximal element of S if, whenever x ∈ S and x 0 ≤ x, we have x = x 0 .
Remark 6.5. Note that if the preorder ≤ on X is a partial order, then a subset of X has at most one maximum. Also, in any preorder, if a set has a maximal element and a maximum element, then they must coincide, and the set has a unique maximum. Proof. Let q 0 ∈ Q be a node. For each i ∈ N, inductively define a node q i , as follows: q i = q i−1 if q i−1 is maximal, and if q i−1 is not maximal, then q i is some choice of a node q such that q i−1 < q. Since Q is a finite set, the sequence {q i } ∞ i=0 is eventually constant, i.e., there exists n ≥ 0 such that q i = q n for all i ≥ n. Then, q n is a maximal node, and q 0 ≤ q n , i.e., q 0 ∈ Σ * (q n ). This proves that (1) is true for any binary graph.
Suppose, next, that q 1 and q 2 are maximal elements in a binary forest Γ, and that q ∈ Σ * (q 1 )∩Σ * (q 2 ). Then, there exist a path P 1 from q 1 to q, and a path P 2 from q 2 to q. Since P 1 and P 2 end at the same node, one of them is a suffix of the other, say, P 1 is a suffix of P 2 . It follows that q 1 ∈ Σ * (q 2 ), so, q 1 ≤ q 2 . By maximality of q 1 , we obtain that q 1 = q 2 . Therefore, the orbits of two distinct maximal elements in Γ cannot intersect. 
If Γ = (Q, δ) is a connected binary graph, then Q has a unique maximum. For, by (1) of Proposition 6.6, Q has a maximal element. By Remark 6.5, this element has to be the unique maximum of Q. We call it the root of Γ.
Suppose that S is a connected component of a binary graph Γ = (Q, δ), and let q 0 be a maximum element of S. By (1) of Proposition 6.6, there exists a maximal node q 1 in Q, such that q 0 ≤ q 1 . For every element q ∈ S, we have q ≤ q 0 ≤ q 1 , hence S is contained in the orbit Σ * (q 1 ). This orbit is a connected set, having q 1 as a maximum. Therefore, by the maximality of S, we have S = Σ * (q 1 ). Since S has a maximum element q 0 and a maximal element q 1 , by Remark 6.5, we have q 0 = q 1 , and q 0 is the unique maximum of S. In other words, every connected component S of a binary graph has a unique maximum q 0 , and this maximum is a maximal element in the full set of nodes; moreover, S = Σ * (q 0 ). Therefore, by Remark 4.7, we have a binary subgraph Γ q 0 = (Σ * (q 0 ), δ q 0 ) of Γ, having S = Σ * (q 0 ) as its set of nodes. We denote the graph Γ q 0 by Γ S and, by abuse of language, we refer to Γ S also as a connected component of Γ. Proof. Suppose that q 0 is a maximal element of Q. Obviously, q 0 is a maximum element of Σ * (q 0 ), so the orbit of q 0 is a connected set. Let S be a connected subset of Q, which contains Σ * (q 0 ), and denote by q 1 a maximum element of S. Then, q 0 ≤ q 1 , so, by maximality of q 0 , we have q 0 = q 1 . Since q 0 is a maximum of S, we have q ≤ q 0 for all q ∈ S, i.e., q ∈ Σ * (q 0 ) for all q ∈ S. Therefore, S = Σ * (q 0 ), hence, Σ * (q 0 ) is a maximal connected subset of Q. This proves the first assertion of the Proposition. We have already shown, above, the truth of the second assertion.
Remark 6.9. If Γ = (Q, δ) is a binary graph, then, for any node q 0 ∈ Q, we define Q λ (q 0 ) = {q 0 0v | v ∈ Σ * }, and
Since these two sets are Σ * -invariant, they define, by Remark 4.4, two subgraphs Γ λ (q 0 ) = (Q λ (q 0 ), δ) and Γ ρ (q 0 ) = (Q ρ (q 0 ), δ), where, by abuse of notation, we denote the restriction of δ to a subset of Q × Σ by the same symbol. It is clear that δ(q 0 , 0) is a maximum element of Q λ (q 0 ), so Γ λ (q 0 ) is a connected graph. We call it the left subgraph at q 0 . Similarly, Γ ρ (q 0 ) is also a connected graph, having δ(q 0 , 1) as the maximum element. We call it the right subgraph at q 0 . Definition 6.10. A connected binary forest is called a binary tree. In this case, the set Q has a unique maximum (see Remark 6.5), and this element is called the root of Γ.
Example 6.11. The binary graph in Example 2.5 is not connected, because the subset {q 0 , q 5 } of Q does not have an upper bound. In this graph, q 0 and q 5 are maximal nodes. In Example 2.3, there are no maximal nodes, but both the nodes q 0 and q 1 are maximum nodes. The graph in Example 2.6 is a binary tree, with root q 0 .
Let Γ = (Q, δ) is a binary forest. Then, every connected component of Γ is a binary tree. As we had observed in Example 6.2, every subgraph of Γ is also a binary forest. In particular, for any node q 0 ∈ Q, the left and right subgraphs at q 0 (See Remark 6.9), namely Γ λ (q 0 ) and Γ ρ (q 0 ), are binary forests. Since they are, always, connected graphs, it follows that Γ λ (q 0 ) and Γ ρ (q 0 ) are, in fact, binary trees. We call them, respectively, the left subtree and the right subtree at q 0 .
Proposition 6.12. Let Γ = (Q, δ) be a binary forest, and suppose that q 0 is a node in Q which has trivial isotropy. Then, the left and right subtrees of q 0 are disjoint, i.e., Q λ (q 0 ) ∩ Q ρ (q 0 ) = ∅.
Proof. Suppose that Q λ (q 0 ) ∩ Q ρ (q 0 ) = ∅, say q 0 0v = q 0 1w for some words v, w ∈ Σ * . Let q ′ = q 0 0v. Then, q ′ is a descendant of both q 0 0 and q 0 1. Therefore, by Proposition 4.5, there exist paths P 0 = (q 0 0, z 0 ) and P 1 = (q 0 1, z 1 ) from q 0 0 and q 0 1, respectively, to q ′ . Since q 0 has trivial isotropy, q 0 0 = q 0 and q 0 1 = q 0 . Therefore, Q 0 = (q 0 , 0z 0 ) and Q 1 = (q 0 , 1z 1 ) are also paths. Since both of them start at the same point q 0 , and end at the same point q ′ , by Corollary 6.4, Q 0 = Q 1 , i.e., 0z 0 = 1z 1 . Since this is an impossibility, we conclude that our hypothesis, that the left and right subtrees of q 0 overlap, has to be false.
BINARY AUTOMATA AND TRANSITION SYSTEMS
We will, now, recall the notion of binary automata, and describe a canonical functor from the category of these automata, to that of binary graphs with a distinguished node. We will also relate binary graphs to transition systems.
A binary automaton is a finite automaton M = (Q, Σ, δ, q 0 , F ), where the input alphabet Σ equals the set {0, 1}. (We follow the notation of [HU79, Chapter 1] for finite automata.) Let us define a state q to be stationary if δ(q, a) = q for all a ∈ Σ. We will say that a binary automaton is admissible, in case the set F of final states coincides with the set of stationary states.
′ is a function f : Q → Q ′ , such that the following conditions hold:
We say that M is a binary subautomaton of M ′ , if Q ⊂ Q ′ , and if the inclusion i : Q ֒ → Q ′ is a morphism of binary automata. This is equivalent to the assertion that Q ⊂ Q ′ , that δ is the restriction of δ ′ , that q ′ 0 ∈ Q, and that F ⊂ F ′ .
A pointed binary graph is a pair P = (Γ, q 0 ), where Γ = (Q, δ) is a binary graph, and q 0 ∈ Q is a distinguished node, called the base node. Let P = (Γ, q 0 ) and P ′ = (Γ ′ , q ′ 0 ) be pointed binary graphs. A morphism from P to P ′ is a morphism of binary graphs f : Γ → Γ ′ , such that f (q 0 ) = q ′ 0 . We say that P is a pointed binary subgraph of P ′ if Γ is a binary subgraph of Γ ′ , and if the canonical monomorphism of binary graphs, i : Γ ֒→ Γ ′ , is a morphism of pointed binary graphs. If Γ = (Q, δ) and Γ ′ = (Q ′ , δ ′ ), this is equivalent to saying that Q ⊂ Q ′ , that δ is the restriction of δ ′ , and that q ′ 0 ∈ Q. Given a binary automaton M = (Q, Σ, δ, q 0 , F ), we get a pointed binary graph P M = (Γ M , q 0 ), where Γ M = (Q, δ). The leaves of Γ M are precisely the stationary states of M. In particular, if the automaton M is admissible, the leaves of Γ M are the same as the final states of M. If M = (Q, Σ, δ, q 0 , F ), and
are two binary automata, and if f : M → M ′ is a morphism, then the underlying function f : Q → Q ′ defines a morphism of pointed binary graphs P f : P M → P M ′ . We thus obtain a functor p from the category BA of binary automata to the category BG * of pointed binary graphs p : Ob(BA) → Ob(BG * ), p(M) = P M , and
We will see, in Section 11, that this morphism has quite an interesting structure.
Remark 7.1. The leaves of Γ M are precisely the stationary states of M. In particular, if the automaton M is admissible, the leaves of Γ M are the same as the final states of M. Moreover, the language L(M) ⊂ Σ * of an admissible automaton M is a monoidal ideal, i.e., if w ∈ L(M) and z ∈ Σ * , then wz ∈ L(M).
In the theory of concurrent computation, one has the notion of a transition system (see [WN93,  Chapter 2]). A transition system is a datum T = (S, i, L, Tran), where 
is a pair (σ, λ), where σ : S → S ′ is a function and λ : L L ′ is a partial function (i.e., a function from a subset of L to L ′ ), satisfying the following conditions: (s 1 , a, s 2 ) ∈ Tran and if λ(a) is defined, then (σ(s 1 ), λ(a), σ(s 2 ) ) ∈ Tran ′ . (3) If (s 1 , a, s 2 ) ∈ Tran and if λ(a) is not defined, then σ(s 1 ) = σ(s 2 ).
If P = (Γ, q 0 ) is a pointed binary graph, with Γ = (Q, δ), we obtain a transition system T P = (Q, q 0 , Σ, Gr (δ)), where Gr (δ) ⊂ Q × Σ × Q denotes the graph of δ, i.e.,
Moreover, if f : P → P ′ is a morphism from a pointed binary graph P = (Γ, q 0 ) to a pointed binary graph
, then the pair (f, 1 Σ ) is a morphism of the associated transition systems, T P → T P ′ . This assignment provides us a functor BG * → TS, from the category of pointed binary graphs, to the category of transition systems. This functor is an isomorphism from BG * to a subcategory of TS. However, BG * is not a full subcategory of TS, as can be seen using simple examples of pointed binary graphs with two nodes.
FIBRED CATEGORIES
The original source for fibred categories is Grothendieck's article in SGA 1 [GR71, Exposé VI]. We also refer the reader to the notes of Streicher [Str99] . We recall below the basic notions about fibred categories. To aid the reader, and to make this article self-contained, we provide in this Section and the following two Sections, proofs of all propositions we need regarding fibred categories. The material is, perhaps, standard for specialists in certain areas of algebraic geometry and category theory. Such readers may proceed directly to Section 11. Let E be a category. An E-category, or a category over E, is a pair (F, p) , where F is a category, and p : F → E is a functor. We usually drop the functor p from the notation, and say that F is an Ecategory. Sometimes, we also say that p : F → E is an E-category. An E-functor from an E-category
Let F be an E-category, and let S ∈ Ob(E). The categorical fibre of F at S is the subcategory F S of F defined as follows:
We will call such a morphism u an S-morphism, and we denote by Hom S (ξ, ξ ′ ), the set of all S-morphisms from ξ to ξ ′ .
We generalize the above notion of an F S -morphism as follows. Suppose f : T → S is a morphism in E, let η ∈ Ob(F T ), and let ξ ∈ Ob(F S ). An f -morphism from η to ξ is a morphism u : η → ξ in F, such that p(u) = f . We denote the collection of all f -morphisms from η to ξ by Hom f (η, ξ). F, p) be an E-category. Let α : η → ξ be a morphism in F, and let S = p(ξ), T = p(η) and f = p(α). We say that α is a Cartesian morphism if for every object η ′ ∈ Ob(F T ), and for every f -morphism u : η ′ → ξ, there exists a unique
The situation in the above definition can be described as in the following diagram:
Thus, a morphism α : η → ξ in F is Cartesian if and only if for every f -morphism u :
is a bijection. We will use the notation α * often, and record it for clarity.
Notation 8.2. Let F be a category, and let α : η → ξ be a morphism in F. Then, for every ζ ∈ Ob(F), we denote by α * the function
We denote the restriction of α * to any subset F of Hom(ζ, η), also, by α * .
Let f : T → S be a morphism in E, and let ξ ∈ Ob(F S ). Suppose that (η, α) and (η ′ , α ′ ) are two inverse images of ξ by f . Then, by definition, there exists a unique T -isomorphism α ′ :
commutes. Thus, an inverse image of ξ by f , if it exists, is unique up to a canonical T -isomorphism. Suppose that an inverse image of ξ by f exists, and that we have made a choice of such an inverse image. In such a situation, we often denote the chosen inverse image by (f * F ξ, α f (ξ)), or simply by (f * ξ, α f (ξ)). Further, by abuse of language, we then call (f * ξ, α f (ξ)) the inverse image of ξ by f . If an inverse image of ξ by f exists for all morphisms f : T → S in E, and for all ξ ∈ Ob(F S ), then we say that the inverse image functor by f in F exists. If this is indeed the case, and if we have chosen, for all f and for all ξ, an inverse image of ξ by f , then, the assignment
Fib I For every morphism f : T → S in E, the inverse image functor by f in F exists. Fib II If α : η → ξ and β : θ → η are Cartesian morphisms in F, then their composition, α•β : θ → ξ, is also a Cartesian morphism.
We will see presently, in Proposition 9.3, that in fibred categories, Cartesian morphisms satisfy a certain stronger condition.
A CRITERION FOR FIBREDNESS
We will now present a criterion for a category F over E to be fibred. This criterion is sometimes taken to be a definition of fibred categories, as in [Str99, Definitions 2.1 and 2.2].
Definition 9.1. (See [WN93, Appendix B, page 163].) Let (F, p) be an E-category. Let α : η → ξ be a morphism in F, and let S = p(ξ), T = p(η) and f = p(α). We say that α is a strongly Cartesian morphism if for every morphism g : U → T in E, for every object ζ ∈ Ob(F U ), and for every
' ' P P P P P P P P P P P P P P P P P P P P P P P P P P
commutes. Since α and β are strongly Cartesian morphisms, the functions α * and β * are bijections. Therefore, by the commutativity of the above diagram, the function (α • β) * is also a bijection and, hence, α • β is strongly Cartesian.
Taking g = 1 T in Definition 9.1, we see that every strongly Cartesian morphism is Cartesian. The converse also is true in fibred categories. So, let us suppose, first, that F satisfies Fib II . We will prove that every Cartesian morphism α : η → ξ in F is strongly Cartesian. Let f : T → S, g : U → T and ζ ∈ Ob(F U ) be as in Definition 9.1. Let β : ζ ′ → η be the inverse image of η by g. Then, the diagram
commutes. Since (ζ ′ , β) is the inverse image of an object, the morphism β is Cartesian and, hence, the function β * is a bijection. On the other hand, by Fib II , the composition α • β : ζ ′ → ξ is a Cartesian morphism. Therefore, the function (α • β) * is also a bijection. Thus, by the commutativity of the above diagram, the function α * is a bijection, as well. In other words, α is a strongly Cartesian morphism.
Conversely, if F satisfies Fib ′ II , then every composition of Cartesian morphisms is a product of strongly Cartesian morphisms, which, by Proposition 9.2, is strongly Cartesian, hence Cartesian. Therefore, F satisfies the condition Fib II .
SPLIT CATEGORIES
We will now discuss a special class of fibred categories, which is relevant to our description of binary graphs. We refer the reader to [GR71, Exposé VI, Sections 7, 8 and 9] for a discussion, in full generality, of the topics mentioned in this Section. .) Let F be an Ecategory. We say that a cleavage of F over E is a splitting if it satisfies the following conditions:
(1) For every S ∈ Ob(E), the inverse image functor (1 S ) * : F S → F S equals the identity functor 1 F S , and for every object ξ ∈ Ob(F S ), we have α 1 S (ξ) = 1 ξ , where α 1 S (ξ) : (1 S ) * ξ → ξ is the canonical morphism.
(2) For every pair of composable morphisms, say, f : T → S and g : U → T in E, we have
and for all ξ ∈ Ob(F S ), we have
where α f (ξ) : f * ξ → ξ is, as usual, the canonical morphism.
A split category over E is an E-category F, together with a splitting of F. If F and G are split categories over E, then, a morphism of split categories, from F to G, is an E-functor F : F → G, such that for every morphism f : T → S in E, and for every ξ ∈ Ob(F S ), we have F (f * ξ) = f * F (ξ) and
We thus obtain a category Split E of split categories over E. Notation 10.3. Let Cat denote the "category of categories", i.e., the category whose objects are categories, and whose morphisms are functors between categories. For any pair of categories A and B, let Hom(A, B) denote the category whose objects are functors from A to B, and whose morphisms are natural transformations of functors. In particular, Hom(A • , B), where A • is the opposite category of A, is the category of contravariant functors from A to B.
Remark 10.4. Given a split category F over E, we obtain a functor φ(F) : E
• → Cat, that is defined as follows:
If F : F → G is a morphism in Split E , we obtain a natural transformation φ(F ) : φ(F) → φ(G) as follows: given any object S ∈ Ob(E), we define
We thus obtain a functor φ :
This functor, φ, is an equivalence of categories (see [GR71, Exposé VI, Section 9]).
Proposition 10.5. Every split category F, over a category E, is a fibred category.
Proof. Since F admits a cleavage, it satisfies the condition Fib I of Definition 8.3. We will show that F satisfies the condition Fib ′ II of Proposition 9.3, i.e., that every Cartesian morphism in F is strongly Cartesian. Let α : η → ξ be a Cartesian morphism in F, and let f : T → S denote the morphism p(f ) in E, where p : F → E is the canonical functor. Let g : U → T be a morphism in E, and let ζ ∈ Ob(F U ). We, then, have to show that the function
is a bijection. Since α is Cartesian, the pair (η, α) is an inverse image of ξ by f . On the other hand, the given splitting of F provides another inverse image (f * ξ, α f (ξ)) of ξ by f . Therefore, by the definition of Cartesian morphisms, there exists a unique T -isomorphism β : f * ξ → η such that α f (ξ) = α • β. We now have the following commutative diagram: The triangle in the bottom of the diagram is defined because g * f * ξ = (f • g) * ξ, and the commutativity of the rectangle follows from the equations
The function β * is a bijection because β is an isomorphism, while the bottom and right sides of the rectangle are bijections because the morphisms α g (f * ξ) and α f •g (ξ), respectively, are Cartesian. Therefore, the the top edge of the rectangle, too, is a bijection. This proves that α : η → ξ is strongly Cartesian.
Definition 10.6. (See [GR71, Exposé VI, Section 9].) We say that a category A is rigid if, for every object ξ ∈ Ob(A), the identity morphism 1 ξ is the only automorphism of ξ. The category A is said to be reduced, if whenever two objects in A are isomorphic, they are, in fact, equal.
Proposition 10.7. Let E be a category, and let F be an E-category. Suppose that for every object S ∈ Ob(E), the categorical fibre F S is a rigid and reduced category. Then, F is a fibred category if and only if it is split. If this is, indeed, the case, then there exists a unique cleavage of F over E, and that cleavage is a splitting.
Proof. By Proposition 10.5, if F is split over E, then it is a fibred category. Conversely, suppose that F is a fibred category over E. We will, then, show that F has a unique cleavage, and that this cleavage is a splitting of F over E.
Since F is a fibred category over E, using the Axiom of Choice, as in [Str99, Section 4], we see that F admits a cleavage. Suppose that F admits two cleavages * and †. For any morphism f : T → S in E, and for any object ξ ∈ Ob(F S ), denote the inverse images of ξ by f , with respect to the cleavages * and †, by (f * ξ, α f (ξ)) and (f † ξ, β f (ξ)), respectively. Then, there exists a unique T -isomorphism
Since F T is a reduced category, the T -isomorphic objects f * ξ and f † ξ are equal. Now, because F T is a rigid category, the T -automorphism θ f (ξ) of f * ξ equals the identity morphism. Therefore, α f (ξ) = β f (ξ). In other words, for all f and ξ, the inverse images (f * ξ, α f (ξ)) and (f † ξ, β f (ξ)) are equal. Thus, the two cleavages * and † are equal and, so, F has a unique cleavage over E.
We will show, next, that the unique cleavage of F is a splitting. Let f and ξ be as above, and let g : U → T be another morphism in E. Then, by the condition Fib II of Definition 8.3, the composition
Therefore, by the universal property of inverse images, there exists a unique U-isomorphism c f,g (ξ) :
that the following diagram commutes:
Because F U is a rigid and reduced category, we know that the U-isomorphic objects g * f * ξ and (f •g) * ξ are equal, and that the U-automorphism c f,g (ξ) of (f • g) * ξ is the identity morphism. Therefore, we get
In a similar manner, since (ξ, 1 ξ ) and ((1 S ) * ξ, α 1 S (ξ)) are both inverse images of ξ by 1 S , we see that ((1 S ) * ξ, α 1 S (ξ)) = (ξ, 1 ξ ). We conclude that the unique cleavage of F is a splitting over E.
FIBRED CATEGORY OF BINARY AUTOMATA
Recall that in Section 7, we have defined a functor p : BA → BG * , from the category BA of binary automata to the category BG * of pointed binary graphs. In the terminology of Section 8, (BA, p) is a BG * -category. We will now show that it is, in fact, a fibred category over BG * . But, first, let us note that we have a canonical functor in the other direction, too.
Given a pointed binary graph P = (Γ, q 0 ), where Γ = (Q, δ) we get an admissible binary automaton M P = (Q, Σ, δ, q 0 , F ), where F is the set of leaves in Q. If P = (Γ, q 0 ), and P ′ = (Γ ′ , q ′ 0 ) are two pointed binary graphs, and if f : P → P ′ is a morphism, then the underlying function f : Q → Q ′ , being Σ * -equivariant, takes the leaves of Γ to leaves of Γ ′ and, so, defines a morphism of binary automata M f : M P → M P ′ . We thus obtain a functor s from the category BG * to the category BA, s : Ob(BG * ) → Ob(BA), s(P ) = M P , and s : Hom(P, P ′ ) → Hom(M P , M P ′ ), s(f ) = M f .
Proposition 11.1. The above functor s : BG * → BA is a section of the BG * -category (BA, p). This section is an isomorphism of categories from BG * , to the full subcategory of BA consisting of admissible automata.
Proof. It is clear that p•s = 1 BG * . From the definition of admissibility, it follows that for every pointed binary graph P , the binary automaton M P is admissible. Let M = (Q, Σ, δ, q 0 , F ) be an admissible automaton, and let P M = (Γ M , q 0 ). Then, it follows, from Remark 7.1, that the set of leaves of Γ M equals the set, F , of final states of M. Thus s(P M ) = M, i.e., s • p = 1 on Ob(ABA), where ABA is the full subcategory of BA, consisting of admissible binary automata. Moreover, if f : M → M ′ is a morphism in ABA, then s • p(f ) = s(P f ) = M P f = f . Thus, s • p = 1 on Hom(M, M ′ ), and hence s • p = 1 ABA .
We, thus, obtain an identification between pointed binary graphs and admissible binary automata.
Remark 11.2. It follows, from Proposition 11.1, that s : Ob(BG * ) → Ob(BA) is an injective function. On the other hand, p : Ob(BA) → Ob(BG * ) is a many-to-one function. Indeed if P = (Γ, q 0 ) ∈ Ob(BG * ), and if Γ = (Q, δ), then for every subset F ⊂ Q, we obtain an object M = (Q, Σ, δ, q 0 , F ) such that p(M) = P . Indeed, the categorical fibre, BA P , of BA over P can be described as follows:
(1) Ob(BA P ) = 2 Q , the power set of Q. (2) If F 1 and F 2 are subsets of Q, then Hom P (F 1 , F 2 ) is the empty set if F 1 is not a subset of F 2 , and is the singleton {ı F 1 ,F 2 }, if F 1 ⊂ F 2 , in which case ı F 1 ,F 2 is the inclusion map F 1 ֒→ F 2 .
We call this category the posetal category defined by the power set of Q, and denote it by P Q .
Definition 11.3. Let P = (Γ, q 0 ), and P ′ = (Γ ′ , q
We use here the notation Q (respectively, Q ′ ) for the set of nodes of the pointed binary graph P (respectively, P ′ ); if Q is a set, P Q denotes the posetal category defined by the power set of Q (see Remark 11.2); and, for any function f : Q → Q ′ , the symbol f * denotes the obvious pull-back functor from P Q ′ to P Q .
CONCLUSION
In this article, we have developed a set-theoretic formalism for binary graphs. We have expressed various notions regarding graphs in terms of the inheritance order on the set of nodes, and in terms of the action of bit strings on nodes. We have exhibited pointed binary graphs as a subcategory of transition systems. Together with the set-theoretic notion of binary graphs, another interesting result, for us, in this paper is the fact that binary automata form a fibred category over pointed binary graphs. We would like to have a better understanding of this fibred category.
We suggest that it would be interesting to formulate various algorithms for trees, using the formalism developed here. Obviously, this formalism, alone, would not affect the efficiency of such algorithms. However, we feel that the abstract set-theoretic descriptions provided here would help in specifying the algorithms in a clear and precise manner.
