Introduction
Is knowledge stored in long-term memory as multiple episodes or as abstract prototypes? This question concerns, in the domain of language processing, the nature of the mental lexicon.
According to episodic theories (Bybee, 2001; Goldinger, 1998; Hawkins, 2003; Johnson, 1997a,b; Klatt, 1979 Klatt, , 1989 Pierrehumbert, 2001 Pierrehumbert, , 2002 , the lexicon contains multiple detailed traces of spoken words that the listener has previously encountered. These episodic traces include, for example, acoustic details that are specific to the way a given speaker talks.
Listeners can indeed retain detailed perceptual information about individual tokens of spoken words (see Goldinger, 1998 , for review). The critical question, however, is whether these episodic representations constitute the basic substrate of the mental lexicon, or should be considered simply an adjunct to representations that are primarily abstract in nature. We argue here that evidence that listeners can show sensitivity to episodic detail should not be taken as evidence against abstract representations and, further, that the lexicon cannot consist solely of episodic traces.
We present data on perceptual learning in speech recognition that can only be explained by postulating abstract lexical representations. These data challenge any extreme episodic model in which there is no abstraction over the information in the speech signal prior to lexical access.
According to such models word recognition entails a comparison of the current input -in all its detail -with previously stored lexical episodes. In abstractionist accounts, however, word recognition is mediated by abstract prelexical representations. The speech input is mapped onto abstract phonological representations, which may for instance be features (Gaskell & MarslenWilson, 1997) , phonemes (Norris, 1994) , features and phonemes (McClelland & Elman, 1986) or syllables (Mehler, 1981) . Lexical representations are specified in terms of those sublexical prototypes. In some abstractionist models, such as TRACE (McClelland & Elman, 1986) , word representations are nodes in an interactive-activation network, and their abstract phonological content is coded in terms of the connections between those nodes and prelexical representations. In McQueen, Cutler & Norris 4 other abstractionist models, such as Shortlist (Norris, 1994) , the phonological content of lexical representations is stored in the mental lexicon and thus is separate from the prelexical level. In all models of this class, however, lexical representations are phonologically abstract, and the prelexical level acts to categorize the information in the speech signal in terms of sublexical units, with the purpose that that information can make contact with lexical knowledge. The fine acoustic detail in the signal therefore cannot be stored in the lexicon.
Extreme abstractionist and extreme episodic models lie at opposite poles of a continuum of possible models of spoken-word recognition 1 . The critical contrast between the two ends of the continuum is whether there is abstraction of the speech signal prior to lexical access. Here we use a perceptual learning paradigm to test for evidence of this abstraction. Norris, McQueen and Cutler (2003) (Norris, McQueen & Cutler, 2000) and the episodic models of Johnson (1997a) and Pierrehumbert (2002) . Note, therefore, that we are not claiming that extreme episodic models do not or cannot have representations of phonemic categories. Our argument concerns the function that these categories serve in word recognition. In extreme episodic models phonemic categories may exist as labels for clusters of (components of) episodic traces, but serve no abstraction function during lexical access. Since both abstractionist and extreme episodic models can have postlexical phonemic categories, the learning effect in phonemic categorization reported by Norris et al.
therefore does not in itself distinguish between the two classes of model. What needs to be tested is whether the retuning influences the perception of words which contain the critical ambiguous fricative but which were not encountered in the training phase. An effect on newly-encountered words would suggest that the locus of the adjustment underlying the retuning is prelexical, and that the adjustment reflects learning about abstract sublexical representations.
We therefore designed a new experiment which would test for lexical generalization.
Specifically, we examined whether the adjustments induced by prior exposure would bias subsequent interpretation of minimal word pairs. These were Dutch words differing only in a final 
Method

Participants
Forty-eight members of the MPI subject pool were paid to participate. None reported any hearing disorders, and none had participated in similar experiments (e.g., those of Norris et al., 2003) .
Materials and stimulus construction
The stimuli in the training phase were the same physical tokens, in the same order, as those used in the two experimental conditions in the training phase of Experiment 2 in Norris et al. (2003) . There were 100 Dutch words and 100 phonotactically legal nonwords. The test-phase materials were based on 20 minimal pairs of monosyllabic Dutch words (e.g.,
doof-doos).
Mean frequencies of occurrence in CELEX (Baayen, Piepenbrock & Gulikers, 1995) of There were another 40 word and 100 nonword targets, containing no f's or s's. There were also 120
[?]-final filler primes (60 based on [f]-final words, e.g., raaf, "raven" and motief, "motif", and 60 based on [s]-final words, e.g., kaas, "cheese", and moeras, "swamp"; raas, kaaf, moties and moeraf 
Design and procedure
The two training phase conditions were each paired with four versions of the test phase. These four versions differed only in counterbalancing. Each contained all 40 critical targets (i.e., both members of all 20 minimal pairs). Ten f-final and 10 s-final targets were paired with ambiguous primes and the other ten targets of each type were paired with unrelated primes. Each version was also split into two halves, such that only one member of each minimal pair appeared in each half.
For any pair, if one target appeared after its ambiguous prime in one half (e.g., doo?-doof), the other appeared after its unrelated prime in the other half (e.g., krop-doos). Stimuli were thus rotated over four versions, with, in any given half of any version, five trials in each of the four conditions. targets, and ambiguous primes were just as likely to be followed by a related target (word or nonword) as by an unrelated target (word or nonword). In trials where primes were phonologically related to targets, there were equal numbers of trials where the target was identical to the prime and where it differed only on the final phoneme (both for ambiguous and unambiguous primes).
One pseudo-random running order was constructed for all versions of the test phase, with never more than three words or nonwords in a row, and with the critical trials well spaced. Where possible, target order was identical across versions; otherwise, matched targets across conditions (e.g., doof and doos) appeared in the same position. As in Norris et al. (2003) , there were two different running orders in the training phase, each of which was paired with all test phase versions.
There were therefore 16 stimulus lists in total, each presented to three participants.
Participants were tested in groups of up to three in separate carrels in a quiet room. Auditory primes were presented over closed headphones. Visual targets were presented in lower-case Arial letters on a computer screen at the primes' acoustic offset. Written instructions for auditory lexical decision were provided for the training phase (see Norris et al., 2003) . Training phase procedure was the same as in that study. New written instructions were given after training. Participants were told that they would continue to hear words over the headphones, but that they would now also see letter strings. It was stressed that their task was now to decide, as fast and as accurately as possible, whether the visual stimuli were real words. Responses continued to be made via two buttons, labeled "JA" (yes) and "NEE" (no); yes responses were made with the dominant hand.
Results
One subject failed to follow the test phase instructions, so was excluded from all analyses. Table 1 shows mean Reaction Times (RTs) and error rates in the training phase. These data closely replicate Norris et al. (2003) . The participants tested here were, on average, slower but more accurate (compare Table 2 in Norris et al.) . As in the earlier experiment, participants were much faster (218 ms, on average) to say "yes" to unambiguous words than to ambiguous words. Analyses Because of the between-participant design, the strong ambiguity effect appeared as an interaction between these factors: F1(1,44) = 552.08, p<0.001; F2(1,38) = 573.53, p<0.001. Neither main effect was significant at the p<0.05 level by both participants and items.
Auditory lexical decision
-
Similarly, as in the earlier study, listeners judged most (i.e., about 90%) of the ambiguous items to be words. There were more "no" responses to ambiguous items than to unambiguous items, F1(1,44) = 6.19, p<0.05; F2(1,38) = 3.69, p>0.05. Table 2 and Figure 1 not expect those adjustments to influence word recognition. Furthermore, the effects in the priming task are not likely to be due to postperceptual processes. Because the prime-target interval was 0 ms, there was no time for expectancy-biases on target decisions to emerge (Neely, 1977) , or for the operation of postperceptual strategies (e.g., adjusting interpretation of the ambiguous primes explicitly based on the training conditions). The learning effect instead appears to reflect automatic, prelexical adjustments. In line with this automaticity claim, McQueen, Norris and
Cross-modal identity priming
Cutler (in press) and Eisner and McQueen (2006) have shown that the learning effect does not depend on explicit judgments about the fricatives during training.
Only models of spoken-word recognition in which there is a prelexical level of processing that codes abstract phonetic information (i.e., that somehow represents the category distinction identification (Nearey, 1990 (Nearey, , 2001 , phonological priming (Radeau, Morais & Seguí, 1995; Slowiaczek, McQueen, Soltano & Lynch, 2000) , and subliminal speech priming (Kouider & Dupoux, 2005) , and results from studies on learning novel phoneme sequencing constraints (Onishi, Chambers & Fisher, 2002 ) and on second-language listening (e.g., Cutler, Weber & Otake, 2006; Pallier, Colomé & Sebastián-Gallés, 2001; Weber & Cutler, 2004) . Recent results using the present lexically-guided learning paradigm suggest that prelexical representations are both abstract and flexible. In addition to the current data, evidence that learning can generalize to similar sounds (Kraljic & Samuel, in press) and to the full range of sounds used in the test continuum suggests that the retuning involves phonologically abstract representations. The flexibility of these representations is shown by the fact that perceptual learning can be talkerspecific (Eisner & McQueen, 2005) , and that this depends on the degree to which the manipulated phonemes encode talker-specific information (Kraljic & Samuel, 2005; in press ).
The present results challenge extreme episodic views of the mental lexicon. In models in which there is no coding of the speech signal in terms of abstract sublexical representations prior to lexical access, there is no way in which exposure to ambiguous sounds in lexically-biased contexts could influence recognition of newly-encountered words containing those same sounds. In Klatt's (1979) Lexical Access from Spectra (LAFS) model, for example, spectrograms of the current speech signal are mapped directly onto a lexicon of spectral templates. Klatt also proposes a phonetic analysis device, SCRIBER, which allows new vocabulary to be learned when LAFS fails.
Our results on generalization suggest, however, that phonetic analysis is a necessary part of word recognition, such that adjustments to that analysis can influence recognition of words which the present talker has not been heard to speak before, but which are part of the vocabulary.
Our results also challenge more recent extreme episodic theories which share the assumption with LAFS that there is no phonological abstraction prior to lexical access (Bybee, 2001; Goldinger, 1998; Hawkins, 2003; Johnson, 1997a,b; Pierrehumbert, 2001 Pierrehumbert, , 2002 (Cutler, Eisner, McQueen & Norris, submitted) .
It is important to note that Goldinger (1998) In models where the mapping between input and the lexicon is achieved via abstract representations, however, all that is required is to alter the mapping between the input and the single perceptual category that needs to be retuned.
Word recognition therefore cannot be based solely on comparison of lexical episodes. But, as we noted at the outset, there is considerable evidence in support of episodic theories. Talker identity influences participants' performance across a range of experimental tasks (Goldinger, 1998) , and there are many frequency and gradedness effects in speech production (e.g., t/d deletion in English occurs more often in high-than in low-frequency words; Bybee, 2000; Pierrehumbert, 2002) . These data are a challenge to abstractionist models, but only extreme ones in which all acoustic detail is filtered out during speech recognition and forgotten. An abstract lexicon for language comprehension and production could be combined with separate storage of talker detail; similarly, frequency effects could arise in an abstractionist model if, for example, multiple pronunciation variants were stored and/or if processing were probabilistic. But the data on episodic effects do suggest that extreme abstractionist models are incorrect. The present data show that extreme episodic models are also incorrect. No matter how much of word recognition proves to be episodic, these data show that there must be abstraction in the lexical access process. Hybrid McQueen, Cutler & Norris 17 abstractionist/episodic models therefore hold considerable promise. It will be essential in developing such models to specify which components are episodic and which are abstract.
There are several benefits of abstraction using flexible prelexical representations (these arguments are presented in detail in Scharenborg, Norris, ten Bosch & McQueen, 2005 Figure 1 
