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Resumen
La textura es una de las propiedades que aporta ma´s informacio´n al sistema
humano de visio´n acerca de los objetos y superficies que percibimos. Por este
motivo, el ana´lisis de texturas, que se ocupa del desarrollo e implementacio´n de
te´cnicas hardware y software con el objetivo de solucionar una serie de problemas
cano´nicos relacionados con el reconocimiento automa´tico de objetos y superficies
en ima´genes digitales, ha alcanzado una gran popularidad dentro del a´mbito de
la visio´n por computador. La relevancia del ana´lisis de texturas se manifiesta a
trave´s del amplio abanico de aplicaciones en las que se viene considerando desde
hace cuatro de´cadas: teledeteccio´n, diagno´stico me´dico, robo´tica, monitorizacio´n
de procesos, seguridad o control de calidad, por citar so´lo algunas.
Desafortunadamente el concepto de textura es subjetivo e impreciso, lo que
dificulta extraordinariamente su caracterizacio´n de manera anal´ıtica y universal
y, por lo tanto, su definicio´n. Podr´ıa decirse que somos capaces de reconocer
la textura cuando la vemos, pero nos resulta dif´ıcil formalizarla en te´rminos
concretos. Adema´s, hasta el momento no se ha podido alcanzar una completa
comprensio´n de la naturaleza f´ısica de este feno´meno.
As´ı, la mayor parte del esfuerzo investigador invertido hasta el momento en
relacio´n con el ana´lisis de texturas se ha centrado en aportar soluciones a pro-
blemas concretos, es decir, ad hoc, basadas frecuentemente en consideraciones
de tipo emp´ırico. El objetivo que persiguen estos trabajos es demostrar la supe-
rioridad de un nuevo descriptor de textura frente a otros ya existentes, aunque
no suelen justificar los resultados obtenidos en funcio´n de consideraciones de ti-
po teo´rico. Esta filosof´ıa ha motivado la aparicio´n de numerosos descriptores de
ı´ndole muy diversa, lo que explica en gran medida las dificultades que presenta
su categorizacio´n.
Buscando solventar en la medida de lo posible esta situacio´n, en esta tesis
doctoral presentamos un marco teo´rico que nos ha permitido formalizar ma-
tema´ticamente y unificar un amplio conjunto de descriptores de textura consi-
derados hasta la fecha de manera inconexa, obviando que, en realidad, todos
ellos se basan en el mismo principio de funcionamiento: el establecimiento de
una relacio´n de equivalencia entre patrones de textura en escala de grises pa-
ra representar la textura mediante un histograma de dimensio´n reducida. El
modelo unificado que proponemos es simple, compacto y flexible, por lo que
esta´ abierto a la incorporacio´n de nuevos me´todos que puedan aparecer en el
futuro. Para demostrar su potencia y su capacidad de generalizacio´n, hemos
desarrollado una nueva familia de descriptores de textura, a la que hemos deno-
minado Gradientes Binarios de Contorno o Binary Gradient Contours (BGC).
Los miembros de la familia BGC destacan por su simplicidad teo´rica, as´ı como
por su reducido coste computacional.
iii
Tradicionalmente, la bu´squeda del descriptor de textura o´ptimo en te´rminos
de poder de discriminacio´n intr´ınseco se ha abordado por medio de estudios
comparativos, en los que el factor de calidad que se suele analizar es la tasa de
acierto. En nuestra opinio´n, los estudios de este tipo son parciales y carecen de
suficiente rigor y representatividad, principalmente por tres motivos. En primer
lugar, resulta inviable considerar simulta´neamente todos los descriptores de tex-
tura propuestos hasta el momento. Adema´s, en cada uno de estos trabajos se
maneja un nu´mero limitado de colecciones de ima´genes, diferentes en cada caso,
por lo que la extrapolacio´n de los resultados obtenidos es inviable. Por u´ltimo,
aparte de la tasa de acierto, existen otros factores que pueden resultar de intere´s
para analizar la bondad de un determinado descriptor de textura, como son el
tiempo de co´mputo o su dimensio´n.
Por otra parte, hemos disen˜ado un experimento de clasificacio´n de ima´genes
de textura estacionaria a partir de cuyos resultados hemos podido efectuar una
amplia comparativa en la que se han incluido todos aquellos descriptores que
encajan en el modelo unificado propuesto. Para validar el experimento se ha
construido un banco de pruebas formado por 10 bases de datos que incluyen
colecciones de ima´genes digitales procedentes de diversas fuentes. Este es, por
lo que sabemos, el mayor ana´lisis comparativo que se ha completado dentro de
esta l´ınea de investigacio´n, lo que supone que las conclusiones que se extraen de
nuestro trabajo adquieren un cara´cter ma´s general que las de otras publicacio-
nes anteriores. Finalmente, para estudiar si las diferencias existentes entre las
tasas de acierto de los diferentes descriptores son significativas, se ha realizado
un ana´lisis estad´ıstico de hipo´tesis basado en el test de los rangos con signo
de Wilcoxon. Asimismo hemos desarrollado un experimento de clasificacio´n de
objetos sobre una imagen de sate´lite de alta resolucio´n con el fin de estudiar
la viabilidad de introducir descriptores de textura en un problema presente en
el a´mbito de la teledeteccio´n, como es la deteccio´n automa´tica de invernaderos,
confirma´ndose la validez de las conclusiones extraidas a partir primer experi-
mento y, por lo tanto, la utilidad de este enfoque en una aplicacio´n de estas
caracter´ısticas.
Palabras clave: Visio´n por computador, ana´lisis de texturas, clasificacio´n de
ima´genes, patrones equivalentes, BGC, LBP.
Abstract
Texture is one of the properties that provides more information to the hu-
man vision system about the objects and surfaces that we perceive. This is the
reason why texture analysis, that involves the development and implementation
of hardware and software techniques aiming to solve several canonical problems
related to the automatic recognition of objects and surfaces in digital images,
has achieved a remarkable popularity within the computer vision subject. The
wide range of applications that have benefited from the progress in texture
analysis during the last four decades, like remote sensing, medical diagnosis,
robotics, process monitoring, security or quality control, to cite some, show its
significance.
Unfortunately, the analytical and universal characterisation of texture, and
therefore its definition, are extremely complicated, as such concept is subjective
and imprecise. It should be pointed out that we are able to recognize texture
when we see it, but it is very di cult to define. Besides, a complete understan-
ding of the physical nature of this phenomenon has not been achieved yet.
As a consequence, most of the research e↵ort regarding texture analysis has
been focused on obtaining solutions to specific problems, which are frequently
based on empirical considerations. These works aim to show the superiority
of a new texture descriptor over the existing ones, although it is unusual to
justify the obtained results in a theoretical way. This philosphy has boosted the
introduction of a wide variety of descriptors, which explains to a large extent
the di culty of categorizing texture descriptors.
In this doctoral thesis we present a theoretical framework that has allowed
us to unify and mathematically formalise a wide group of texture descriptors
that have been considered independently until now, though they share the same
underlying principle: texture is represented through a histogram whose dimen-
sion is reduced by defining an equivalence relation between grayscale texture
patterns.
The unified model we propose is simple, yet compact and flexible, so that
it allows the inclusion of new methods that might appear in the future. We
have developed a new family of texture descriptors, namely the Binary Gradient
Contours (BGC), to show the power and generalisation ability of our framework.
The BGC family members feature a remarkable theoretical simplicity, as well
as a reduced computational cost.
Traditionally, the problem of searching an optimal texture descriptor in
terms of intrinsic discriminative power has been addressed through compara-
tive studies, where success rate is usually the only quality index considered.
From our point of view, such studies are biased and lack enough soundness,
primarily for three reasons. First of all, it is unfeasible to consider at the same
v
time all the texture descriptors proposed so far. In addition, each of these works
handles a di↵erent and limited number of image collections, so that the obtained
results are strongly dependent on the data used in the experiments, and hence,
the conclusions cannot be straightforwardly extrapolated to di↵erent datasets.
Finally, other aspects, apart from the success rate, may be of interest to analyze
the goodness of a particular texture descriptor, such as its computation time or
dimension.
In this thesis, we have designed an stationary texture image classification
experiment that has allowed us to perform a comprehensive comparison study
between all those descriptors that fit the unified model we have proposed. In
order to validate the experiment, a benchmark consisting of 10 image databases
from various sources has been gathered. This is, to the best of our knowledge,
the largest comparative analysis that has been carried out within this research
topic, so that the conclusions drawn from our work are more general than those
from previous publications. Finally, a statistical analysis based on the Wilcoxon
signed rank test was performed to determine whether the descriptors conside-
red in our work have shown significant di↵erences among them or not. We have
also developed an object classification experiment on a high resolution satellite
image to study the feasibility of introducing texture descriptors in a remote
sensing problem, such as the automatic detection of greenhouses is, confirming
the validity of the conclusions drawn from the first experiment and, therefore,
the usefulness of this approach in such an application.
Keywords: Computer vision, texture analysis, image classification, equivalent
patterns, BGC, LBP.
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Cap´ıtulo 1
Introduccio´n
En el mundo real los objetos esta´n limitados por superficies que no son perfec-
tamente lisas ni uniformes puesto que siempre presentan una cierta rugosidad.
Esta heterogeneidad espacial, que habitualmente relacionamos con el concepto
de textura, se percibe visualmente como una serie de variaciones significativas
en los niveles de intensidad a escalas mucho menores que la de la escena. La
textura es –junto con el color, el contraste, el brillo, la forma o la distribucio´n
espacial de los objetos– una de las propiedades que permiten la caracterizacio´n
de una imagen. De hecho, el sistema humano de visio´n es capaz de procesar
la informacio´n de textura contenida en una escena para llegar a comprender-
la, localizar regiones de intere´s o identificar el material del que esta´ hecho un
objeto.
La relevancia de esta propiedad visual, la popularizacio´n de los dispositivos
de captura de imagen y el incremento y abaratamiento de la potencia de ca´lculo
disponible han provocado un creciente intere´s por el ana´lisis de texturas y el
desarrollo de sus potenciales aplicaciones. Desafortunadamente au´n no se ha al-
canzado una completa comprensio´n de la naturaleza f´ısica de este feno´meno, por
lo que no existe ninguna formalizacio´n que permita extraer modelos capaces de
caracterizar la textura presente en una imagen de manera anal´ıtica y universal.
En este cap´ıtulo introduciremos el concepto de textura desde dos perspec-
tivas a simple vista diferentes pero ı´ntimamente relacionadas entre s´ı. Por una
parte analizaremos todos aquellos factores que determinan su definicio´n y por
otra consideraremos los aspectos psicof´ısicos que influyen en la forma en que la
percibimos. A continuacio´n ofreceremos una panora´mica general de las principa-
les aplicaciones de estos modelos en tareas de procesamiento digital de ima´genes,
y finalmente describiremos el objetivo de la presente tesis y justificaremos su
intere´s.
1.1. Nocio´n de textura
En castellano, el te´rmino ((textura)) cuenta con numerosas acepciones. De acuer-
do con su etimolog´ıa latina, podemos hablar de la textura de un tejido al tratar
de describir la disposicio´n de los hilos o hebras que lo conforman [200]. No obs-
tante, la evolucio´n lingu¨´ıstica sufrida por el significado original ha provocado
que hoy en d´ıa sea posible emplear la misma palabra para referirnos adema´s
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a conceptos tan distintos como la textura de la mu´sica [208], la textura de un
vino [90] o la textura de una pintura [63], por poner algunos ejemplos. Pode-
mos reconocer fa´cilmente que la textura es una sensacio´n, una propiedad de las
cosas que percibimos a trave´s de nuestros o´rganos sensoriales y que las diferen-
cias sema´nticas que acabamos de exponer se deben ba´sicamente a que en cada
contexto predomina la intervencio´n de un sentido sobre los dema´s.
El concepto de textura, entendido como propiedad visual de la superficie
de un objeto, es subjetivo e impreciso. Podr´ıa decirse que somos capaces de
reconocer la textura cuando la vemos, pero nos resulta dif´ıcil formalizarla en
te´rminos concretos, como lo demuestra la amplia variedad de definiciones que
se han propuesto [51], muchas de las cuales hacen referencia a una aplicacio´n
particular y esta´n condicionadas por el punto de vista o la formacio´n inicial del
autor. A pesar de la existencia de mu´ltiples definiciones cualitativas, ninguna
de ellas goza de una aceptacio´n generalizada. Ello se debe a que todav´ıa no
se ha logrado extraer un modelo matema´tico del que se derive una definicio´n
cuantitativa universal.
Un aspecto en el que sin embargo coinciden todas las definiciones de textura
es en destacar su cara´cter regional. Esto significa que la textura debe entenderse
como una propiedad asociada a un a´rea y no a un punto. As´ı pues, a diferencia
de otros descriptores de imagen como el color, que es un atributo intr´ınseco de
cada p´ıxel por separado, para poder hablar de textura es preciso tener en cuenta
un conjunto de p´ıxeles.
Otra conclusio´n que se extrae de la mayor´ıa de las definiciones es la fuerte
influencia que ejerce la escala sobre la interpretacio´n de la textura. Tanto es
as´ı que un cambio de escala puede incluso llegar a provocar que se pierda la
sensacio´n de textura, como ilustramos en la Figura 1.1. En efecto, es inmediato
comprobar que en determinadas ocasiones, si se ampl´ıa la escala de una imagen
de textura –Figura 1.1(a)–, el efecto que se consigue es que la imagen aparente
estar formada por un conjunto de objetos aislados en lugar de constituir un todo
homoge´neo –Figura 1.1(b)–, si bien es cierto que con frecuencia no esta´ claro
do´nde se situ´a la frontera entre ambos ((estados)).
(a) (b)
Figura 1.1: Distincio´n entre textura (a) y conjunto de objetos (b) en un pavi-
mento.
En otras situaciones, un cambio de escala no acarrea la pe´rdida de la sen-
sacio´n de textura, pero s´ı una variacio´n significativa de la forma en que la
percibimos. En la Figura 1.2 se muestran dos texturas de apariencia muy dis-
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tinta, aunque son dos fotograf´ıas de una misma pared de bloques de hormigo´n
tomadas ajustando el zoom en dos posiciones diferentes. Mientras que es inme-
diato identificar la Figura 1.2(a) como una pared de bloques, la Figura 1.2(b)
se podr´ıa confundir fa´cilmente con una textura de cuero sinte´tico o poliestireno
expandido, por poner so´lo dos ejemplos.
(a) (b)
Figura 1.2: Influencia de la escala sobre la textura: macrotextura (a) y micro-
textura (b) de una pared de bloques de hormigo´n.
Como consecuencia de la fuerte influencia de la escala sobre la textura se
suele abordar su ana´lisis desde dos perspectivas diferentes, que son el origen
de los conceptos de macrotextura y microtextura [148, 266]. Desde el punto
de vista de la macrotextura, la textura es un feno´meno eminentemente ma-
crosco´pico, cuya estructura viene dada por la repeticio´n de ciertos elementos
–usualmente denominados primitivas o texels1–, de acuerdo a una determinada
regla de colocacio´n [92, 205]. As´ı, las ima´genes formadas por un nu´mero elevado
de pequen˜os objetos se percibir´ıan como textura, siempre y cuando ninguno de
esos elementos suscite una especial atencio´n y el conjunto de todos ellos cause
una impresio´n global uniforme [61]. Por su parte, desde el punto de vista de la
microtextura, la textura es un feno´meno que se produce a escalas menores que la
escala de intere´s, por lo que para analizarla sera´ necesario estudiar lo que ocurre
en la vecindad de cada uno de los p´ıxeles que conforman una imagen [75, 199].
Estos dos niveles del modelo jera´rquico de textura no son completamente inde-
pendientes porque, en realidad, la macrotextura se puede considerar como una
agregacio´n homoge´nea de microtextura. Como criterio general, diremos que una
imagen contiene textura si esta´ compuesta por un nu´mero incontable de texels.
En la presente tesis contemplamos el ana´lisis de texturas desde la perspectiva
de la microtextura.
Una de las cuestiones ma´s pole´micas acerca de la nocio´n de textura es su
relacio´n con el color. Las primeras definiciones relacionaban la textura exclusiva-
mente con variaciones espaciales de intensidad en una imagen en escala de grises,
descartando por completo el color. Sin embargo, a medida que el ana´lisis de tex-
turas fue alcanzando un cierto grado de madurez, esta situacio´n evoluciono´ y
aparecieron nuevas definiciones en las que se ten´ıa en cuenta la informacio´n
1En computacio´n gra´fica, un texel –texture element– representa la unidad mı´nima en la
que se descomponen las texturas. El te´rmino texel es ana´logo a pixel –picture element–, que
se corresponde con la superficie homoge´nea ma´s pequen˜a de las que componen una imagen y
esta´ definida por su brillo y color.
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croma´tica [60, 213]. En la actualidad hay un elevado grado de consenso sobre
la conveniencia de considerar el color en el ana´lisis de texturas, aunque existe
controversia sobre la forma en que deben combinarse ambas propiedades. Esta
diferencia de criterios ha traido como consecuencia la aparicio´n de dos tendencias
claramente diferenciadas [160]. Por una parte esta´n los me´todos que consideran
que textura y color deben estudiarse simulta´neamente [110, 185, 206] y por otra,
los que procesan estas propiedades por separado [65, 232]. Los autores que abo-
gan por la segunda opcio´n se basan en estudios psicolo´gicos que demuestran que
el sistema visual humano funciona de manera ana´loga [169, 196]. En cualquier
caso, los estudios realizados hasta la fecha revelan que los resultados que se
obtienen al incorporar el color dependen fuertemente de las condiciones de ilu-
minacio´n. Adema´s, en muchos casos la mejora que proporciona la incorporacio´n
del color no compensa el incremento del coste computacional asociado. Es por
ello que hemos decidido restringir el a´mbito de esta tesis al enfoque cla´sico, es
decir, al estudio de te´cnicas de extraccio´n de caracter´ısticas a partir de ima´genes
en escala de grises, descartando por lo tanto la informacio´n de color.
En definitiva, una parte importante del problema conocido como ((ana´lisis de
texturas)) ser´ıa definir exactamente que´ es la textura, aunque como acabamos de
exponer, no es tarea fa´cil. Para subsanar la carencia de una definicio´n precisa,
es habitual describir la textura de forma intuitiva a trave´s de una serie de
te´rminos de uso coloquial que hacen referencia a determinadas cualidades o
atributos. Como veremos a lo largo de la siguiente seccio´n, este planteamiento
nos permitira´ distinguir dos o ma´s texturas por comparacio´n, y as´ı podremos
afirmar que una textura es ma´s o menos ((gruesa)), ((fina)), ((suave)), ((compacta)),
((granulada)), etc.
1.2. Percepcio´n de la textura
La visio´n por computador es la ciencia que desarrolla la teor´ıa y la tecnolog´ıa que
permiten extraer o deducir automa´ticamente informacio´n acerca de las estruc-
turas y propiedades del mundo que nos rodea a partir de una o varias ima´genes
[172]. Por su parte, la visio´n biolo´gica estudia y modela los procesos fisiolo´gicos
que posibilitan la percepcio´n visual en los humanos y en otros animales. A pesar
de que la visio´n por computador tiene un fundamento matema´tico, esta´ ı´ntima-
mente ligada al estudio de la visio´n biolo´gica, ya que su objetivo primordial es
implementar aquellos procesos mediante software y hardware. En el desarrollo
de ambas disciplinas con frecuencia se ha producido una realimentacio´n mutua
que ha resultado muy provechosa.
El trabajo desarrollado por los pioneros en el a´mbito de la percepcio´n visual
de la textura ha demostrado que e´sta desempen˜a un papel primordial en las ta-
reas de discriminacio´n visual y que esas tareas dependen principalmente de una
serie de propiedades psicolo´gicas del sistema visual [116]. En numerosas ocasio-
nes los expertos en el ana´lisis de texturas han soslayado la relacio´n existente
entre visio´n por computador y visio´n biolo´gica, siguiendo un planteamiento to-
talmente heur´ıstico en el que lo u´nico que se busca es una caracterizacio´n de
la textura que proporcione resultados satisfactorios a la hora de solucionar un
problema concreto, aunque esa descripcio´n matema´tica no se corresponda con
ningu´n modelo psicof´ısico. Esta forma de abordar el problema de la textura
obvia la definicio´n subjetiva a la que estamos habituados en la vida cotidiana y
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con la que finaliza´bamos la Seccio´n 1.1.
Un enfoque ma´s intuitivo y ajustado al feno´meno f´ısico de la textura consiste
en traducir cada uno de los adjetivos que empleamos para describir la textu-
ra en el lenguaje natural en alguna propiedad que derive de las interacciones
espaciales que existen entre p´ıxeles vecinos en una imagen, estableciendo ca-
racter´ısticas anal´ıticas de la textura que sean visualmente relevantes, es decir,
que establezcan una correspondencia con la percepcio´n visual humana. Tamu-
ra, Mori y Yamawaki propusieron seis caracter´ısticas: el grosor –previamente
estudiado por Rosenfeld y otros [203, 93]–, el contraste, la direccionalidad, la
similitud lineal, la regularidad y la dureza [231]. En las Figuras 1.3 y 1.4 ilustra-
mos estas seis caracter´ısticas contraponie´ndolas con sus ((anto´nimos)). El grosor
esta´ relacionado con la escala y la repeticio´n de la textura, el contraste captura
su rango dina´mico y la direccionalidad estima la orientacio´n en una regio´n de la
imagen. Estas fueron las tres medidas que alcanzaron la ma´xima correlacio´n con
los resultados obtenidos en los tests psicolo´gicos que se efectuaron sobre sujetos
humanos. Los experimentos consist´ıan en que cada sujeto ordenara una serie
de texturas del a´lbum de Brodatz [41] con respecto a su impresio´n acerca de
estos atributos subjetivos. Amadasun y King aportaron por su parte definicio-
nes conceptuales para cinco propiedades: el grosor, el contraste, la saturacio´n,
la complejidad y la fortaleza de la textura [12]. Ambos trabajos derivan de las
conclusiones a las que hab´ıan llegado los psico´logos de la escuela de la Gestalt
a principios del siglo XX [128, 129], segu´n los cuales las l´ıneas o las regiones de
brillo uniforme formadas por puntos pro´ximos entre s´ı, es decir, caracterizadas
por los conceptos de proximidad y uniformidad [116], participar´ıan de manera
decisiva en la discriminacio´n visual.
(a) Grosor (b) Contraste (c) Direccionalidad
(d) Finura (e) Similitud tonal (f) Adireccionalidad
Figura 1.3: Caracter´ısticas de la textura visualmente relevantes (I).
Las aportaciones relacionadas con la fase preatentiva de la percepcio´n han
sido tambie´n muy importantes para conocer co´mo se forma la ilusio´n de la tex-
tura en nuestro cerebro. La Figura 1.5 ilustra gra´ficamente este feno´meno, que
podemos enunciar mediante la siguiente pregunta: ¿por que´ unas veces se dis-
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tinguen inmediatamente dos campos visuales diferentes y en otras ocasiones es
necesario un proceso consciente ma´s complejo de reconocimiento y comparacio´n?
En la mitad izquierda de la Figura 1.5(a) es posible distinguir a simple vista
una banda vertical del resto de la imagen. Ana´logamente, en la Figura 1.5(b), a
pesar de que la zona central de la imagen simplemente ha sufrido un cambio de
orientacio´n con respecto al fondo, es inmediato percibir un cambio en su textura.
Sin embargo, la parte derecha de la Figura 1.5(a) se capta inicialmente como un
conjunto homoge´neo, aunque una visualizacio´n en detalle revela que efectiva-
mente existen matices. Este sencillo ejemplo pone de manifiesto la existencia de
una discriminacio´n ((sin esfuerzo)) o preatentiva. Los trabajos de Julesz fueron
fundamentales en esta a´rea [116, 117, 119]. Una de sus contribuciones principales
fue la ((conjetura de Julesz)), segu´n la cual los humanos no ser´ıamos capaces de
discriminar dos texturas cuyos estad´ısticos de segundo orden fueran ide´nticos.
Posteriormente, tanto e´l como otros autores aportaron numerosos contraejem-
plos que la refutaban [43, 44, 64, 73, 118, 120]. En cualquier caso, es un concepto
que no se ha desechado por completo y se sigue recogiendo en la literatura, pues
resulta u´til para comprender los complejos mecanismos psicof´ısicos que rigen
nuestra percepcio´n de la textura.
(a) Similitud lineal (b) Regularidad (c) Dureza
(d) Similitud granular (e) Irregularidad (f) Suavidad
Figura 1.4: Caracter´ısticas de la textura visualmente relevantes (II).
Otra de las contribuciones derivadas del trabajo desarrollado por Julesz fue
su teor´ıa de los textones [121, 122, 123]. Los textones son componentes visua-
les elementales (recta´ngulos, elipses, segmentos, terminaciones de l´ıneas, cruces,
esquinas, etc.) cuya presencia es detectada por la visio´n preatentiva y utilizada
para discriminar la textura. El sistema preatentivo ignora la forma exacta de
estos componentes, pero es sensible a su longitud media, ancho y orientacio´n. La
teor´ıa de los textones es el antecedente de numerosos descriptores estructurales
de la textura, los cuales se basan en la extraccio´n de primitivas como carac-
ter´ısticas locales de la textura. Por su parte, Marr, coeta´neo de Julesz, llego´ a
conclusiones similares por un camino diferente con su ((esbozo primitivo en bru-
to)) (raw primal sketch) [167]. Esta representacio´n descompone una imagen en
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(a) (b)
Figura 1.5: Composiciones de textura en las que se manifiesta el proceso de
discriminacio´n preatentiva frente a la discriminacio´n consciente.
primitivas de cuatro tipos: bordes, barras, objetos amorfos y terminaciones.
Algunos feno´menos que no son coherentes con la teor´ıa de los textones se
pueden explicar partiendo de la hipo´tesis de que el sistema humano de visio´n
actu´a sobre la imagen captada en la retina efectuando un ana´lisis local de la
frecuencia espacial [59, 135], que se podr´ıa modelar matema´ticamente mediante
bancos de filtros [22, 24, 45, 52, 71, 230, 240]. Esta idea se basa en el modo
de funcionamiento de mecanismos neurofisiolo´gicos de respuesta lineal, como
las neuronas que responden ante la aparicio´n de manchas, l´ıneas o bordes, que
explican una serie de feno´menos de la visio´n espacial temprana [164]. Los filtros
de Gabor son un claro ejemplo, ya que se ha demostrado que las caracter´ısticas
de ciertas ce´lulas del co´rtex visual de algunos mamı´feros se pueden modelar
mediante una representacio´n de este tipo [166].
En definitiva, se han desarrollado numerosas teor´ıas en los campos de la
neurociencia y de la psicof´ısica que permiten comprender el funcionamiento de
la percepcio´n humana de la textura y que han servido de punto de partida para
el desarrollo de la visio´n por computador y del ana´lisis de texturas. Algunos
ejemplos destacados son la conjetura de Julesz, la teor´ıa de los textones o el
modelo frecuencial de las ce´lulas corticales, que constituyen el fundamento de
las te´cnicas estad´ısticas, estructurales y basadas en bancos de filtros respectiva-
mente.
1.3. Ana´lisis de texturas
Los sistemas de visio´n por computador manejan un conjunto de te´cnicas que se
encuadran dentro del a´rea de conocimiento denominada ((ana´lisis de ima´genes))
con el objetivo de extraer informacio´n relevante de las mismas. El ana´lisis de
texturas, que constituye una subdisciplina dentro del ana´lisis de ima´genes, se
refiere a la caracterizacio´n del contenido de textura de una imagen.
En las u´ltimas de´cadas el ana´lisis de texturas ha experimentado un espec-
tacular grado de desarrollo como consecuencia del abaratamiento y la popula-
rizacio´n que han sufrido los dispositivos de adquisicio´n de ima´genes y del apro-
vechamiento de la creciente capacidad de co´mputo disponible, lo que permite la
utilizacio´n de potentes herramientas –tanto de hardware como de software– que
facilitan las tareas de procesamiento digital de ima´genes.
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Las aplicaciones del ana´lisis de texturas son variadas: teledeteccio´n, diagno´sti-
co me´dico, robo´tica, monitorizacio´n de procesos, seguridad o control de calidad,
por citar so´lo algunas. La tendencia dominante en la actualidad consiste en
el desarrollo de soluciones espec´ıficas para cada aplicacio´n concreta, por lo que
estos sistemas suelen utilizar informacio´n del dominio en el disen˜o de los algorit-
mos, ya que las soluciones generalistas no han ofrecido los resultados esperados.
Los factores que influyen en la efectividad de una determinada te´cnica de
ana´lisis de ima´genes de textura son fundamentalmente tres: la aplicacio´n en la
que se enmarca, la naturaleza de las ima´genes involucradas y el modelo empleado
para describir la textura, siendo este u´ltimo el ma´s relevante. Por supuesto
existen otros factores, como por ejemplo el criterio de similitud o la regla de
decisio´n, pero en general su incidencia sobre las prestaciones globales es menor.
En esta seccio´n describiremos brevemente los problemas fundamentales a
los que el ana´lisis de texturas se suele enfrentar –frecuentemente referidos en la
bibliograf´ıa como problemas cano´nicos–, as´ı como las principales aplicaciones en
las que las te´cnicas asociadas a esta disciplina han resultado de utilidad hasta
el momento.
1.3.1. Problemas cano´nicos
En el a´mbito del ana´lisis de ima´genes digitales existe un conjunto de problemas
particulares en los que la comprensio´n del feno´meno de la textura puede aportar
soluciones satisfactorias. En ocasiones las fronteras entre ellos pueden ser difusas,
aunque en otros casos las grandes diferencias en cuanto al planteamiento teo´rico
y a los fines que se pretenden alcanzar hacen evidentes las distinciones. Los
problemas cano´nicos cla´sicos, como la clasificacio´n y la segmentacio´n, esta´n
muy relacionados con la reproduccio´n artificial del sistema humano de visio´n y
se sustentan en una lo´gica deductiva, es decir, desde una descripcio´n gene´rica de
la textura caracterizamos una u´nica imagen. Otros problemas, como la s´ıntesis
de texturas, tienen un enfoque inductivo: desde una pequen˜a muestra deseamos
rellenar de textura una regio´n de mayor taman˜o que la original.
La extensio´n de la lista de problemas cano´nicos var´ıa de unos autores a otros.
Mientras que algunos hacen una categorizacio´n muy vasta, otros proponen una
ma´s detallada. A continuacio´n enumeramos los problemas que, desde nuestro
punto de vista, concentran a d´ıa de hoy el mayor esfuerzo investigador en esta
a´rea.
1. Clasificacio´n. Es el problema de asignar una imagen con textura a una de-
terminada clase o categor´ıa [88]. El universo de posibles soluciones al pro-
blema es finito y se caracteriza a priori mediante un conjunto de ima´genes
de muestra, de las cuales se extraen medidas o vectores de caracter´ısticas
que las representan en su totalidad y que se comparan con la informacio´n
obtenida a partir de la imagen desconocida. En este caso se hablar´ıa de
clasificacio´n supervisada, frente a la clasificacio´n no supervisada, donde
se desconoce cualquier informacio´n previa acerca de las ima´genes que se
manejan.
2. Segmentacio´n. Consiste en dividir una imagen en regiones significativas
cuyas propiedades sean homoge´neas [265], como se ilustra en la Figura 1.6.
Esta descomposicio´n en partes de la imagen tiene que ser consistente con
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la percepcio´n visual que una persona pueda tener de ellas. De manera
ana´loga a lo que ocurre en el caso de la clasificacio´n, existen dos enfoques
ba´sicos: segmentacio´n supervisada y segmentacio´n no supervisada.
Figura 1.6: Segmentacio´n de ima´genes aplicada a la deteccio´n de carreteras en
un sistema de asistencia a la conduccio´n de veh´ıculos.
3. Identificacio´n. El objetivo de la identificacio´n de texturas es la discrimi-
nacio´n, dentro de una imagen, de las regiones que tienen textura frente a
aquellas que no la tienen [25, 130]. El intere´s de la identificacio´n de textu-
ras radica en las potenciales aplicaciones que tiene en el realce de ima´genes
y en la deteccio´n de defectos en tiempo real. Podr´ıa pensarse que la iden-
tificacio´n de textura en una imagen no es ma´s que un caso particular de
segmentacio´n. Sin embargo, nosotros consideramos que constituye un pro-
blema cano´nico con entidad propia puesto que se ha demostrado que en
ima´genes que contienen bordes o texturas que var´ıan lentamente, las te´cni-
cas de segmentacio´n no son las ma´s adecuadas para la tarea de detectar
la textura, con independencia del tipo de textura [26].
4. S´ıntesis. La s´ıntesis de texturas consiste en crear a partir de una pequen˜a
muestra de una textura una imagen de mayor taman˜o con la misma textura
[34, 67, 204], como se ilustra en la Figura 1.7. Los u´ltimos avances en
esta l´ınea han permitido el desarrollo de complejos algoritmos capaces de
generar una imagen a partir de un modelo 3D –rendering– que incorpore
informacio´n de materiales, colores e iluminacio´n [97].
5. Bu´squeda automa´tica de ima´genes. Los sistemas de bu´squeda y recupe-
racio´n de ima´genes tienen como finalidad encontrar ima´genes digitales en
bases de datos de gran taman˜o [58, 154, 221]. Existen dos formas de abor-
dar este problema: utilizar palabras clave para etiquetar cada una de las
ima´genes almacenadas en la base de datos o guardar informacio´n previa-
mente extra´ıda sobre su contenido visual. Esta u´ltima te´cnica, conocida
habitualmente por su nombre en ingle´s, Content Based Image Retrieval
(CBIR), es la que encuentra cabida en el a´mbito del ana´lisis de textu-
ras. La implementacio´n ma´s extendida de los sistemas CBIR se denomina
((consulta por imagen)) (query by image). En esta te´cnica el usuario pre-
senta al sistema una imagen de muestra y e´ste le devuelve como resultado
las ima´genes contenidas en la base de datos que ma´s se parecen al patro´n
de bu´squeda. La bu´squeda de ima´genes a partir de su contenido so´lo se
ha abordado de manera intensiva en los u´ltimos an˜os con la aparicio´n de
10 CAPI´TULO 1. INTRODUCCIO´N
Figura 1.7: S´ıntesis de texturas.
la web. En la Figura 1.8 se muestra el aspecto de la interfaz gra´fica de un
sistema de estas caracter´ısticas, concretamente img(Anaktisi) [262].
Figura 1.8: Interfaz gra´fica de la herramienta de bu´squeda de ima´genes basada
en contenido img(Anaktisi).
6. Extraccio´n de la forma a partir de la textura (Shape from texture). Con-
siste en reconstruir la forma de un objeto o determinar la orientacio´n de
una superficie a partir de ciertas caracter´ısticas de su textura [76]. Existen
estudios que demuestran que los observadores humanos utilizamos el gra-
diente de la textura como primer elemento en la deduccio´n de la inclinacio´n
de una superficie y de la distancia relativa a una escena [226]. Ese gradien-
te indica la direccio´n de ma´xima variacio´n del taman˜o de las primitivas
de textura y su ubicacio´n espacial [15]. Es por ello que a´reas disjuntas de
una misma imagen se perciben como diferentes a pesar de que contengan
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una textura similar, y de ah´ı que seamos capaces de recuperar informacio´n
tridimensional a partir de ima´genes bidimensionales. Conviene sen˜alar que
el desarrollo de un sistema capaz de imitar este comportamiento entran˜a
grandes dificultades computacionales.
Figura 1.9: Extraccio´n de la forma a partir de la textura.
7. Compresio´n. Existen algoritmos espec´ıficamente disen˜ados para minimizar
la cantidad de datos necesarios para almacenar una imagen con textura.
Se distinguen de los algoritmos cla´sicos de compresio´n de ima´genes, como
Graphics Interchange Format (GIF), Joint Photographic Experts Group
(JPEG) o Portable Network Graphics (PNG), porque tratan de explotar
la estructura estad´ıstica de las ima´genes con textura para alcanzar mayores
tasas de compresio´n y mayor velocidad. La mayor´ıa de los compresores de
texturas tienen pe´rdidas, es decir, descartan parte de la informacio´n para
alcanzar mayores tasas de compresio´n, aunque esto no suele afectar en
gran medida a la calidad final de la imagen resultante con respecto a la
escena original. Por ejemplo, Beers et. al [23] propusieron un algoritmo
basado en la te´cnica denominada Vector Quantization (VQ) que alcanzaba
una tasa de compresio´ncompresio´n—textbf de hasta 35:1 con mı´nimas
pe´rdidas de los detalles de la imagen original. En [49] se puede encontrar
una revisio´n y discusio´n ma´s extensa del trabajo desarrollado en relacio´n
con este problema.
1.3.2. Aplicaciones
El ana´lisis de texturas ha encontrado numerosas aplicaciones en a´mbitos muy
dispares. Una revisio´n exhaustiva de las mismas exceder´ıa ampliamente el obje-
tivo de este cap´ıtulo introductorio, por lo que en esta seccio´n nos limitaremos a
mostrar un abanico representativo de las posibilidades que ofrecen estas te´cnicas
como disciplina de investigacio´n aplicada.
Las primeras aplicaciones de las te´cnicas de ana´lisis de texturas pertenecen
al campo del ana´lisis de terrenos [88, 255]. La conjuncio´n entre la teledeteccio´n
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y las te´cnicas de procesamiento digital de la imagen ha demostrado su idoneidad
para determinar los usos del suelo o estimar los recursos naturales disponibles
en una determinada regio´n geogra´fica utilizando ima´genes ae´reas o de sate´lite
[104, 263], como se muestra en la Figura 1.10(a). Otros ejemplos relevantes son
el desarrollo de herramientas automa´ticas de gestio´n del territorio, el levanta-
miento de cartograf´ıa [162, 202], o la gestio´n de residuos agr´ıcolas [2, 3].
De especial importancia resulta la utilizacio´n de la textura en el a´mbi-
to biome´dico, donde debemos destacar los sistemas automa´ticos de ayuda al
diagno´stico de enfermedades. Desde hace algunos an˜os, la clasificacio´n y la seg-
mentacio´n de ima´genes me´dicas han demostrado ser herramientas muy u´tiles
y fiables en este tipo de aplicaciones. La literatura al respecto es muy exten-
sa: diagno´stico de ca´ncer de pulmo´n [124], ca´ncer de mama [171], obstruccio´n
pulmonar [47], ca´ncer de h´ıgado [105] y otras patolog´ıas hepa´ticas [197], leuce-
mia [241], no´dulos tiroideos [126], linfoma folicular [212], etc. Tambie´n se han
desarrollado sistemas CBIR, como la Herramienta de Recuperacio´n de Ima´genes
Mamogra´ficas por Ana´lisis de Contenido para el Asesoramiento en el Diagno´sti-
co del Ca´ncer de Mama (HRIMAC) [182], para simplificar la tediosa situacio´n
que se produce cuando un me´dico que dispone de la mamograf´ıa de una paciente
necesita consultar otros casos, revisando una por una las ima´genes almacenadas
en soporte digital o f´ısico, para conocer el diagno´stico y tratamiento recomen-
dado, situacio´n que ilustramos en la Figura 1.10(b).
(a) Mapa de ocupacio´n del suelo. (b) Deteccio´n de masas y calcificaciones en
mamograf´ıas.
(c) Sistema automa´tico de reconocimiento
de huellas dactilares.
(d) Deteccio´n automa´tica de nudos en ta-
bleros de madera.
Figura 1.10: Ejemplos de aplicacio´n del ana´lisis de texturas.
Asimismo, los sistemas CBIR basados en el ana´lisis de la textura han al-
canzado una notable extensio´n como herramientas de apoyo a la deteccio´n y
prevencio´n del crimen. Probablemente, el ejemplo ma´s conocido sea la bu´squeda
e identificacio´n automa´tica de huellas digitales – Automatic Fingerprint Identi-
fication Systems (AFIS)–, que ilustramos en la Figura 1.10(c), empleada por la
mayor´ıa de organismos policiales del mundo y en numerosos productos comercia-
les [111]. Otra de las aplicaciones relacionadas con la seguridad y la identificacio´n
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biome´trica es la deteccio´n de caras. La cantidad de algoritmos propuestos a lo
largo de las u´ltimas de´cadas pra´cticamente nos permite afirmar que ha consti-
tu´ıdo por s´ı sola una nueva a´rea de investigacio´n [5, 20, 114, 219, 220, 239]. En
los u´ltimos an˜os tambie´n esta´n atrayendo gran atencio´n los sistemas de identi-
ficacio´n mediante el iris [156]. Con el objetivo de reducir el ingente volumen de
informacio´n que manejan estas aplicaciones se han desarrollado algoritmos es-
pecializados de compresio´n de la textura, como la Wavelet/Scalar Quantization
(WSQ) [37, 38].
Por u´ltimo, las aplicaciones industriales tambie´n ocupan un lugar destacado
dentro del conjunto de posibilidades que ofrece el ana´lisis de texturas. La detec-
cio´n de productos defectuosos, que ilustramos en la Figura 1.10(d), el control
de calidad o la gestio´n automa´tica de cata´logos son tres de las ma´s habitua-
les. Podemos mencionar ejemplos en sectores productivos muy variados, como
electro´nica de consumo [99] y semiconductores [236], textil [21, 216], madera
[55], automo´viles [108], papel [163], cera´mica [35, 36, 198], c´ıtricos [249], corcho
[70], extraccio´n de minerales [190] o piedras ornamentales [223].
En general, la mayor´ıa de las aplicaciones del ana´lisis de texturas manejan
ima´genes de naturaleza o´ptica. No obstante, debemos dejar constancia de que
muchos de los usos del ana´lisis de texturas se basan en ima´genes de naturaleza no
o´ptica, es decir, ima´genes que miden otros para´metros distintos a la intensidad
de la luz reflejada, puesto que hay feno´menos f´ısicos que no se revelan en la banda
visible del espectro electromagne´tico, pero que en otras bandas son patentes,
o que incluso no tienen naturaleza electromagne´tica. Nos referimos a te´cnicas
como la resonancia magne´tica oMagnetic Resonance Images (MRI), los rayos X,
uno de cuyos usos ma´s importantes es la tomograf´ıa axial o Computerized Axial
Tomography (CAT), las ima´genes de rayos gamma o de las bandas infrarroja,
ultravioleta o radio. Fuera del dominio electromagne´tico podr´ıamos mencionar
las ima´genes acu´sticas o de la microscop´ıa electro´nica [78].
1.4. Descriptores de textura
El e´xito de cualquier sistema que se sustente en el ana´lisis de texturas para
obtener una solucio´n a un determinado problema dependera´ principalmente de
la etapa de extraccio´n de caracter´ısticas. Esta tarea consiste en representar
la textura mediante un conjunto de valores nume´ricos –comu´nmente referidos
como vector de caracter´ısticas– que se calculan a partir de ciertos atributos de
la imagen y en funcio´n de los cuales debe resultar posible la discriminacio´n de
distintos tipos de textura.
La ingente cantidad de espacios de caracter´ısticas que se han propuesto has-
ta el momento, que se ha calificado recientemente como una galaxia de carac-
ter´ısticas de textura [257], explica la dificultad que entran˜a la categorizacio´n
inequ´ıvoca de los mismos. Adema´s, tal sobreabundancia de modelos dificulta
enormemente la tarea de establecer cua´les son aquellos que ofrecen las mejo-
res prestaciones. En los siguientes apartados abordaremos brevemente estos dos
asuntos.
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1.4.1. Taxonomı´a
Al igual que no existe una u´nica definicio´n para la textura, tampoco se ha pro-
ducido un acuerdo entre los autores de referencia en esta materia sobre el modo
en el que se podr´ıan clasificar los distintos tipos de descriptores. La principal
dificultad con la que tropieza cualquier intento de categorizacio´n es que la mayor
parte de los descriptores de textura presentan rasgos de ma´s de una categor´ıa,
por lo que en muchos casos la asignacio´n a una u otra resulta discutible. A
continuacio´n se exponen, por orden cronolo´gico de aparicio´n en la literatura, al-
gunas de las clasificaciones ma´s extendidas con el objetivo de poner de relieve la
dificultad que entran˜a una categorizacio´n bien estructurada de los descriptores.
Haralick [89] y van Gool et al. [79] establecieron una divisio´n general –que
ha gozado de gran aceptacio´n– entre descriptores estad´ısticos y estruc-
turales. Los primeros ser´ıan adecuados para el ana´lisis de microtexturas,
mientras que los segundos so´lo dar´ıan buenos resultados con texturas que
pueden representarse adecuadamente mediante primitivas y sus reglas de
ubicacio´n. En su argumentacio´n, ellos mismos admiten que, en gran me-
dida, esta distincio´n resulta artificial, ya que no existe una frontera clara
entre ambas categor´ıas.
Wu y Chen [256] tambie´n parten del enfoque cla´sico de los anteriores au-
tores, sugiriendo adema´s una subdivisio´n de las caracter´ısticas estad´ısticas
en cinco tipos: me´todos de dependencia del nivel de gris, caracter´ısticas
basadas en la frecuencia espacial, caracter´ısticas basadas en modelos es-
toca´sticos, me´todos de filtrado y descriptores heur´ısticos. Estas u´ltimas se
caracterizan por proporcionar buenos resultados en aplicaciones concretas,
a pesar de no estar basadas en un modelo matema´tico o psicof´ısico.
Tuceryan y Jain [238] aportan una clasificacio´n novedosa con respecto a
lo publicado hasta ese momento. En su trabajo hablan de descriptores
estad´ısticos, geome´tricos, basados en modelo y finalmente los que se fun-
damentan en algoritmos de procesamiento de la sen˜al. Los descriptores
geome´tricos ser´ıan una generalizacio´n de los me´todos estructurales co-
mentados anteriormente. Los me´todos basados en modelo asumen que la
textura se ajusta a un determinado modelo estoca´stico y la representan
mediante los para´metros que definen dicho modelo. Dentro de esta cate-
gor´ıa se incluir´ıan te´cnicas como los Markov Random Fields (MRF) [56]
o los fractales [125]. Los me´todos que se basan en el procesamiento de la
sen˜al se fundamentan en el ana´lisis de la frecuencia que realiza el cerebro
humano sobre las ima´genes que percibe.
Sonka et al. [224] consideran u´nicamente la existencia de descriptores es-
tad´ısticos, sinta´cticos e h´ıbridos. Tanto los me´todos sinta´cticos como los
h´ıbridos ser´ıan adecuados para caracterizar texturas a cuyas primitivas se
les pueda asignar una etiqueta identificativa, que en general no se refe-
rira´ u´nicamente a la distribucio´n espacial de intensidad sobre un deter-
minado conjunto de p´ıxeles, sino que definira´ su significado mediante la
utilizacio´n de te´rminos del lenguaje natural.
En uno de los trabajos ma´s recientes y completos al respecto, Xie y Mir-
mehdi [257] plantean una categorizacio´n similar a la de Tuceryan y Jain,
1.4. DESCRIPTORES DE TEXTURA 15
distinguiendo entre me´todos estad´ısticos, estructurales, basados en modelo
y basados en el procesamiento de la sen˜al. La novedad principal que apor-
ta esta categorizacio´n es que, por primera vez, se admite la clasificacio´n
de un mismo descriptor como perteneciente a una o ma´s categor´ıas.
En nuestra opinio´n, de lo anterior se deduce que, en realidad, todas las
te´cnicas propuestas se podr´ıan unificar bajo el ep´ıgrafe que en la bibliograf´ıa
se ha dado en denominar como ((descriptores estad´ısticos)). Dicha afirmacio´n
no debe extran˜arnos dado que esta es la u´nica categor´ıa sobre cuya existencia
existe consenso cient´ıfico y adema´s, concuerda totalmente con la naturaleza
de la textura, que como menciona´bamos en la Seccio´n 1.1, es inherentemente
aleatoria. Admitimos igualmente que los ((descriptores estructurales)) podr´ıan
tener razo´n de ser bajo determinadas circunstancias, principalmente cuando nos
referimos al ana´lisis de texturas de origen artificial, pero sin olvidar en ningu´n
momento que suponen un caso particular de los primeros. La existencia de estos
dos tipos de descriptores es consistente con la descomposicio´n jera´rquica de la
textura en macro y microtextura, propugnada por diversas teor´ıas psicof´ısicas
[54, 231]. Finalmente, queremos llamar la atencio´n sobre el hecho de que ninguna
de las categorizaciones que hemos revisado es plenamente satisfactoria ya que
en todas ellas se produce solapamiento entre categor´ıas.
1.4.2. Estudios comparativos
Uno de los principales retos actuales del ana´lisis de texturas es la determinacio´n
del descriptor o´ptimo en te´rminos de poder de discriminacio´n intr´ınseco, es
decir, con independencia de la aplicacio´n en la que se utilice. La bu´squeda del
descriptor o´ptimo es una tarea extraordinariamente compleja, debido en gran
medida a la disponibilidad de un ampl´ısimo cata´logo de descriptores de textura.
Diferentes investigadores se han propuesto este objetivo mediante la realizacio´n
de estudios comparativos. A continuacio´n describimos brevemente aquellos que
consideramos ma´s interesantes:
Weszka et al. [255] presentaron una te´cnica a la que denominaron Gray-
Level Di↵erence (GLD) y concluyeron que sus prestaciones eran similares
a las de los modelos Spatial Gray-Level Dependence Method (SGLDM) [88]
y Gray Level Run Length (GLRL) [74] y mejores que las de los me´todos
basados en el ana´lisis de Fourier [78].
Conners y Harlow [53] completaron el trabajo anterior comparando desde
un punto de vista teo´rico los modelos SGLDM, GLRL, GLD y Power
Spectral Method (PSM) [149].
Siew et al. [216] adoptaron sin embargo un enfoque aplicativo al estudiar
SGLDM, GLD, GLRL y Neighboring Gray Level Dependence Statistics
(NGLDS) [229] para caracterizar el desgaste de alfombras.
Du Buf et al. [42] se interesaron por las caracter´ısticas de Haralick [88], las
ma´scaras de Laws [145], las transformadas lineales locales [243], la dimen-
sio´n fractal [191], el General Operator Processor (GOP) [81], el Number
of Gray Level Extrema (NGLE) [168] y la integracio´n curvilineal [16] en
tareas de segmentacio´n. Segu´n estos autores, los resultados obtenidos por
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todas estas te´cnicas son parecidos, destacando ligeramente los tres prime-
ros me´todos sobre los dema´s.
Segu´n Ohanian y Dubes [173], las matrices de coocurrencia obtienen mejo-
res resultados que los filtros de Gabor [27, 109], los MRF [56] y las te´cnicas
fractales [133].
Randen y Husøy [201] completaron una rigurosa revisio´n dedicada a los
principales descriptores de textura basados en filtrado, lo que supuso una
importante novedad. Su objetivo era estudiar el comportamiento de una
familia concreta de descriptores para determinar cual de dichas te´cnicas
presentaba un mejor comportamiento con respecto a tres colecciones de
ima´genes diferentes. Como referencia, en dicha comparativa se incluyeron
asimismo dos te´cnicas que, segu´n su criterio, no realizan ningu´n tipo de
filtrado sobre las ima´genes: las matrices de coocurrencia y los modelos
autorregresivos [165].
Vince et al. [250] consideran que las caracter´ısticas de Haralick son mejores
que las ma´scaras de Laws, el Texture Spectrum (TS) [94] y las Neighborhood
Gray Tone Di↵erence Matrices (NGTDM) [12].
Singh y Sharma [217] utilizaron las bases de datos MeasTex [222] y Vistex
[251] para comparar varios descriptores de textura. Concluyeron que la
mejor tasa de acierto se obten´ıa utilizando las matrices de coocurrencia. En
un trabajo posterior plantearon un estudio comparativo de ocho me´todos
diferentes [214, 218].
Para concluir esta enumeracio´n, Poonguzhali y Ravindran [197] se centra-
ron en las ma´scaras de Laws, la autocorrelacio´n, la Edge Frequency (EF)
[237], los filtros de Gabor y las matrices de coocurrencia.
Una vez analizados estos trabajos, debemos destacar un problema del que
adolecen todos ellos: la imposibilidad de extrapolacio´n de los resultados que
obtienen. Esta carencia se manifiesta como consecuencia de dos limitaciones de
partida. En primer lugar, resulta inviable en la pra´ctica efectuar una compara-
tiva en la que se consideren simulta´neamente todos los descriptores de textura
propuestos hasta la fecha. La solucio´n que se suele adoptar para tratar de sos-
layar esta situacio´n es la seleccio´n de unas pocas te´cnicas representativas o
la restriccio´n del ana´lisis comparativo a una u´nica familia de descriptores. En
segundo lugar, esos resultados esta´n fuertemente condicionados por las coleccio-
nes de ima´genes que emplean. Cada trabajo maneja unas determinadas bases
de datos, diferentes de las utilizadas por otras comparativas similares, y de este
modo en la literatura de referencia es posible encontrar resultados contradic-
torios [214, 218]. En este sentido son paradigma´ticas las conclusiones a las que
llegan Varma y Zisserman [246, 247], que rebaten la idea ampliamente extendida
de que los me´todos basados en transformadas locales obtenidas mediante ope-
radores de convolucio´n son superiores a los que estiman la funcio´n de densidad
de probabilidad conjunta de una regio´n de p´ıxeles sin llevar a cabo ningu´n tipo
de filtrado [243].
De este modo, como conclusio´n final, podemos afirmar que, a pesar de lo
interesante que resultar´ıa conocer cua´les son los descriptores de textura ma´s
adecuados, la elaboracio´n de una tabla clasificatoria de te´cnicas de ana´lisis de
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texturas en funcio´n de sus prestaciones, usando algu´n ı´ndice cuantitativo –como
por ejemplo la tasa de acierto– como criterio de ordenacio´n, continu´a siendo una
tarea ardua y compleja que constituye una l´ınea de investigacio´n todav´ıa abierta,
como lo demuestra la abundante bibliograf´ıa que sigue apareciendo al respecto.
1.5. Intere´s de la tesis
Como hemos demostrado a lo largo de este cap´ıtulo introductorio, el ana´lisis de
texturas sigue albergando numerosas cuestiones por resolver. En primer lugar,
el concepto mismo de textura visual es difuso y todav´ıa no se ha conseguido en-
tender por completo, lo que explica las dificultades y controversias que suscita
su definicio´n. En segundo lugar, se han propuesto numerosos modelos matema´ti-
cos de la textura que buscan una caracterizacio´n cuantitativa, pero que en su
mayor´ıa son soluciones ad hoc cuya generalizacio´n es inviable al estar basadas
en consideraciones de tipo emp´ırico, lo que dificulta la tarea de determinar cua´l
es el descriptor que permite obtener los mejores resultados. Poner orden en este
vasto universo de descriptores de textura, es decir, establecer una categorizacio´n
coherente, tampoco ha generado un acuerdo entre los autores de referencia en
esta materia. Por u´ltimo, se han publicado numerosos estudios comparativos
cuyo objetivo principal suele ser demostrar la superioridad de un determinado
descriptor frente a otros que conforman un conjunto ma´s o menos extenso, pero
en nuestra opinio´n, no son lo suficientemente representativos y rigurosos como
para extraer conclusiones de alcance.
La bu´squeda de respuestas a todas estas inco´gnitas es crucial para el ana´lisis
de texturas y ha motivado el desarrollo de un volumen ingente de trabajo en
te´rminos de investigacio´n y aplicaciones en muchos a´mbitos, como el biome´dico,
el industrial, la robo´tica, la seguridad, la teledeteccio´n, etc. Dentro de esta l´ınea,
consideramos que esta tesis se situ´a en el estado del arte actual, ya que aporta
las novedades que enumeramos a continuacio´n.
1. Hemos desarrollado un modelo teo´rico que evidencia la similitud concep-
tual que comparten numerosas te´cnicas de caracterizacio´n de la textura
tratadas hasta el momento de manera independiente. Todos estos des-
criptores a los que nos referimos, estiman la distribucio´n conjunta de la
probabilidad mediante histogramas de patrones equivalentes. Hasta el mo-
mento no se hab´ıa planteado un estudio de estas te´cnicas desde un punto
de vista general e integrador como el que desarrollamos en este trabajo.
Hemos constatado que desde este marco teo´rico que proponemos se pue-
den explicar muchos de los descriptores ya conocidos, as´ı como desarrollar
otros nuevos, como efectivamente hemos logrado.
2. Para demostrar la validez y potencia de este modelo proponemos una par-
ticularizacio´n del mismo que se concreta en una nueva familia de descrip-
tores de textura, a la que hemos denominado Binary Gradient Contours
(BGC). Con estos descriptores hemos obtenido excelentes resultados en
los experimentos de clasificacio´n que hemos efectuado, superando inclu-
so a te´cnicas ampliamente referenciadas y documentadas en la literatura.
Adema´s, hemos realizado un estudio teo´rico que nos ha permitido explicar
en te´rminos de entrop´ıa las buenas prestaciones de dichos descriptores.
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3. Hemos realizado una amplia comparativa que incluye todos aquellos des-
criptores que encajan en el modelo unificado propuesto. Se ha desarrollado
un banco de pruebas formado por 10 bases de datos que incluyen coleccio-
nes de ima´genes digitales procedentes de diversas fuentes. Este es, por lo
que sabemos, el mayor ana´lisis comparativo que se ha completado dentro
de esta l´ınea de investigacio´n, lo que supone que las conclusiones que se
extraen de nuestro trabajo adquieren un cara´cter ma´s general que las de
otras publicaciones anteriores.
Hemos estructurado esta memoria de tesis doctoral del siguiente modo. En el
Cap´ıtulo 2 se introduce el modelo teo´rico que permite unificar bajo una estruc-
tura matema´tica comu´n los descriptores que se basan en el establecimiento de
una relacio´n de equivalencia entre patrones para representar la textura mediante
un histograma de dimensio´n reducida. El Cap´ıtulo 3 desarrolla la nueva familia
de descriptores de textura que hemos creado como particularizacio´n del marco
teo´rico que establec´ıamos en el cap´ıtulo anterior. En el Cap´ıtulo 4 se describe la
metodolog´ıa experimental que hemos seguido y se comentan los resultados ob-
tenidos –recogidos en detalle en el Ape´ndice A–, para finalizar en el Cap´ıtulo 5
con las conclusiones.
Cap´ıtulo 2
Modelo unificado
La caracterizacio´n de la textura sigue siendo a d´ıa de hoy, y probablemente
lo seguira´ siendo en el futuro ma´s inmediato, un problema muy complejo para
el que todav´ıa no se ha encontrado una solucio´n de cara´cter global. La mayor
parte del esfuerzo investigador invertido hasta el momento se ha centrado en
aportar soluciones a problemas concretos. El objetivo principal de estos tra-
bajos es demostrar que un nuevo descriptor de textura resulta ma´s adecuado
para el ana´lisis de un determinado tipo de ima´genes que otros ya existentes.
Esta filosof´ıa ha motivado que se hayan desarrollado de manera independiente
numerosos descriptores de ı´ndole muy diversa, lo que explica en gran medida
las dificultades que presenta la categorizacio´n de los descriptores de textura
propuestos hasta el momento, como ya se apunto´ en la Seccio´n 1.4.1.
En este cap´ıtulo proponemos un modelo general que unifica un amplio con-
junto de descriptores de textura. Hasta la fecha se hab´ıa considerado que estas
te´cnicas pertenec´ıan a categor´ıas diferentes, obviando que en realidad, todas
ellas comparten el mismo principio. La principal novedad de este marco teo´rico
radica en la identificacio´n y formulacio´n de este rasgo comu´n: el establecimiento
de una relacio´n de equivalencia entre patrones para representar la textura me-
diante un histograma de dimensio´n reducida. La particularidad de cada te´cnica
reside en el mecanismo de reduccio´n de la dimensio´n del histograma, es decir,
en la definicio´n de la relacio´n de equivalencia. Como se vera´, el modelo teo´rico
propuesto es simple y compacto y esta´ abierto a la incorporacio´n de nuevos
me´todos que se puedan desarrollar en el futuro.
2.1. Histograma de patrones
Los descriptores estad´ısticos de textura han gozado tradicionalmente de una
gran aceptacio´n debido a que proporcionan una caracterizacio´n precisa a un
coste computacional razonable. El fundamento de estas te´cnicas consiste en re-
presentar la textura a trave´s de la distribucio´n espacial conjunta de la intensidad
en el entorno de un p´ıxel. En el caso de una imagen de textura estacionaria, es
decir, una imagen que contenga un u´nico tipo de textura, esta idea se podr´ıa
implementar de manera directa por medio de la funcio´n de distribucio´n de pro-
babilidad de los posibles patrones en escala de grises presentes en la imagen. En
el contexto de esta tesis un patro´n de textura se define como una disposicio´n
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particular de los niveles de gris en una regio´n determinada. Para obtener una
estimacio´n de esta distribucio´n de probabilidad se suele calcular un histograma
que cuantifica la frecuencia de aparicio´n de los diferentes patrones presentes en
la imagen. A tal efecto, se efectu´a un barrido secuencial de toda la imagen con
una ventana deslizante, con desplazamientos incrementales de un p´ıxel por filas
y columnas, y en cada posicio´n se incrementa en una unidad la componente
del histograma correspondiente al patro´n detectado. Con cara´cter general dicha
ventana abarcara´ una regio´n rectangular. Sin embargo, para evitar que unas di-
recciones prevalezcan sobre otras, la eleccio´n ma´s habitual es emplear ventanas
cuadradas, lo que garantiza un ana´lisis isotro´pico. Adema´s, resulta conveniente
que el nu´mero de filas o columnas sea impar para que el centro de la ventana
coincida con un p´ıxel de la imagen. La ventana de taman˜o 3⇥3 p´ıxeles es la que
cumple estas premisas con una menor complejidad computacional y por ello, ha
sido y es con diferencia, la opcio´n ma´s extendida para el ca´lculo de descriptores
de textura. Este hecho justifica nuestra decisio´n de limitar el a´mbito de esta
tesis al estudio de descriptores basados en ventanas 3⇥ 3.
A pesar de la simplicidad conceptual de este enfoque, su aplicacio´n inme-
diata resulta inviable dado que el nu´mero de componentes del histograma es
excesivamente elevado, incluso para ventanas de taman˜o reducido, como es el
caso 3⇥ 3. Es bien sabido que la descripcio´n de ima´genes mediante histogramas
de gran dimensio´n proporciona una estimacio´n poco fiable de la distribucio´n
subyacente y ofrece un poder de discriminacio´n pra´cticamente nulo [66]. Para
resolver esta dificultad, se han propuesto numerosos me´todos de reduccio´n de la
dimensio´n de los histogramas [94, 114, 136, 157, 180, 211, 261], y aunque todas
estas te´cnicas se basan en el mismo principio, no conocemos por el momento
ningu´n marco teo´rico que las integre y formalice de manera general. Una de las
aportaciones de esta tesis sera´ precisamente proponer un nuevo modelo teo´rico
capaz de unificar y sintetizar mediante una notacio´n compacta los principios
comunes a este tipo de descriptores. El uso de una notacio´n unificada permi-
tira´ resaltar los fuertes lazos que, como de hecho demostraremos, existen entre
estos modelos de textura.
La Figura 2.1 sintetiza el marco conceptual que proponemos, cuya idea cen-
tral consiste en considerar que los procedimientos de reduccio´n de la dimensio´n
del histograma pueden interpretarse como una correspondencia definida sobre
el conjunto de posibles patrones en escala de grises de manera tal que a cada
patro´n se le asigne un ı´ndice entero. Esta correspondencia induce una particio´n
del conjunto de patrones en grupos de patrones equivalentes, es decir, todos
aquellos patrones a los que se les asigna el mismo ı´ndice. La reduccio´n de la
dimensio´n del histograma se consigue agregando en una misma componente del
histograma las frecuencias de aparicio´n de todos los patrones que forman una
clase de equivalencia.
Antes de abordar el estudio del marco teo´rico conviene acotar el conjunto de
descriptores de textura que se adaptan al principio que acabamos de exponer.
Tomando como referencia la clasificacio´n de Xie y Mirmehdi [257], que agrupan
los me´todos de caracterizacio´n de la textura en cuatro categor´ıas diferentes –
estad´ısticos, estructurales, basados en modelo y procesamiento de la sen˜al–, la
mayor´ıa de las te´cnicas que incluimos en el modelo tendr´ıan un cara´cter emi-
nentemente estad´ıstico, aunque los l´ımites del modelo teo´rico que proponemos
no coinciden exactamente con los de la categor´ıa de te´cnicas estad´ısticas, puesto
que engloba descriptores de naturaleza h´ıbrida. En este sentido, nuestro traba-
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Figura 2.1: Representacio´n esquema´tica de la caracterizacio´n de textura me-
diante histogramas de patrones equivalentes.
jo ser´ıa ana´logo al ya cla´sico de Randen y Husøy [201], en donde tambie´n se
realizaba un estudio comparativo riguroso y exhaustivo de una familia concreta
de descriptores. En aquel caso se trataba de los basados en filtrado, mientras
que nuestro trabajo se ocupa de las te´cnicas de caracterizacio´n de la textura
basadas en histogramas de patrones equivalentes.
Existen descriptores de textura inspirados en el principio fundamental que
acabamos de exponer que incorporan una o varias etapas adicionales al proce-
so de obtencio´n del histograma de patrones equivalentes, que mostramos en la
Figura 2.1. Dichos descriptores, aunque no forman parte del modelo teo´rico pro-
puesto, guardan una estrecha relacio´n con e´l, lo que les hace merecedores de una
particular atencio´n en la presente tesis. Por ello, en la Seccio´n 2.4 propondre-
mos una serie de direcciones en las que se podr´ıa extender nuestro modelo para
integrar a estos descriptores, y describiremos brevemente una amplia seleccio´n
de los mismos.
2.2. Formalizacio´n del modelo
Para describir adecuadamente el marco teo´rico que hemos propuesto, es preciso
comenzar definiendo la notacio´n que se empleara´ a partir de ahora a lo largo
de este texto. Sea I una matriz de M filas y N columnas que representa las
intensidades de los p´ıxeles de una imagen cuantizada a G niveles de gris, e
Im,n 2 {0, 1, . . . , G 1} la intensidad del p´ıxel situado en la m-e´sima fila y en la
n-e´sima columna. Denotaremos como Sm,n al recorte cuadrado de 3⇥ 3 p´ıxeles
de la imagen I centrado en el p´ıxel (m,n):
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Sm,n =
24 Im 1,n 1 Im 1,n Im 1,n+1Im,n 1 Im,n Im,n+1
Im+1,n 1 Im+1,n Im+1,n+1
35 (2.1)
Para simplificar la notacio´n eliminaremos la dependencia de (m,n) de la
ecuacio´n anterior, sin pe´rdida de generalidad. De este modo S sera´ una ma-
triz que representara´ las intensidades de los p´ıxeles de una vecindad cuadrada
gene´rica de taman˜o 3⇥ 3. Sea Ic el nivel de gris del p´ıxel central e Ij los niveles
de gris de los p´ıxeles de la periferia (j 2 {0, 1, . . . , 7}), que se distribuyen de la
siguiente manera:
S =
24 I7 I6 I5I0 Ic I4
I1 I2 I3
35 (2.2)
Denotaremos como M3⇥3,G al conjunto de todas las posibles instancias de-
finidas por la Ecuacio´n 2.2. Dado que la profundidad de digitalizacio´n de la
mayor´ıa de ca´maras digitales disponibles en el mercado de gran consumo es de
8 bits, G suele tomar el valor 28, lo que implica que las intensidades de los p´ıxe-
les se cuantizan en 256 niveles. De manera inmediata se deduce que el nu´mero
de patrones 3⇥ 3 en escala de grises diferentes viene dado por:
#M3⇥3,256 = 2569 = 272 (2.3)
donde # significa “cardinal de”. A partir de la Ecuacio´n 2.3 se concluye que
la descripcio´n de la textura por medio de la distribucio´n conjunta de las inten-
sidades de los p´ıxeles que conforman un vecindario de taman˜o 3 ⇥ 3 implica
la utilizacio´n de un vector de caracter´ısticas de aproximadamente 4,7 ⇥ 1021
componentes. Imaginemos que se pretende describir la textura de una imagen
con uno de estos histogramas. Teniendo en cuenta que el nu´mero de posibles
patrones es varios o´rdenes de magnitud mayor que el nu´mero de p´ıxeles de una
imagen, incluso en el caso de ima´genes de alta resolucio´n, muchos patrones no
aparecer´ıan ni una sola vez, con lo cual se obtendr´ıa un histograma disperso, con
un poder de discriminacio´n pra´cticamente nulo [155]. Adema´s, la memoria ne-
cesaria para almacenar cada uno de estos histogramas desbordar´ıa la capacidad
de los ordenadores actualmente disponibles. Para modelar satisfactoriamente
la textura mediante una distribucio´n de patrones, es preciso reducir la dimen-
sio´n del histograma. A tal efecto nosotros proponemos la particio´n de M3⇥3,G
en K grupos de patrones. La reduccio´n de la dimensio´n se puede alcanzar de
manera directa combinando en una u´nica barra aquellas barras del histograma
original que se corresponden con los patrones que pertenecen a un mismo gru-
po. La particio´n se puede formalizar adecuadamente mediante un mapeado que
asigne a cada patro´n un ı´ndice entero no negativo que identifique de manera
un´ıvoca el grupo al que pertenece y que se utilizara´ como etiqueta de la barra
correspondiente en el histograma:
f : M3⇥3,G  ! N
S 7 ! k = f(S) (2.4)
La funcio´n anterior establece una relacio´n de equivalencia en M3⇥3,G, re-
presentada por ⇠:
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S1 ⇠ S2 , f(S1) = f(S2) 8S1,S2 2M3⇥3,G (2.5)
Idealmente esta relacio´n de equivalencia debe ser tal que los patrones pro´xi-
mos entre s´ı segu´n algu´n criterio significativo, como la similitud desde el punto
de vista de la percepcio´n visual, pertenezcan a la misma clase de equivalencia.
La funcio´n f se debe disen˜ar de manera tal que el nu´mero de grupos de patrones
equivalentes sea mucho menor que el nu´mero de posibles patrones (K ⌧ G9).
En este caso la textura se puede caracterizar adecuadamente mediante la dis-
tribucio´n de los grupos de patrones equivalentes en vez de la distribucio´n de los
patrones originales.
Sea K el rango de f [254]:
K = f(M3⇥3,G) (2.6)
y K el nu´mero de grupos de patrones diferentes, es decir, el nu´mero de clases
de equivalencia:
K = #K (2.7)
La particio´n del universo de patrones en escala de grises que se pueden
producir en una ventana de taman˜o 3⇥3 se puede expresar tal y como se indica
en la siguiente expresio´n:
M3⇥3,G =
[
k2K
Mf,k (2.8)
donde la familia de subconjuntos {Mf,k | k 2 K} es disjunta por pares, y cada
subconjunto se define como:
Mf,k = {S 2M3⇥3,G | f(S) = k} (2.9)
No es necesario que los ı´ndices generados por f sean correlativos. Sin embar-
go, para simplificar la notacio´n que se manejara´ de ahora en adelante, podemos
considerar –sin pe´rdida de generalidad– que los co´digos que se asignan a los
diferentes Mf,k esta´n definidos del siguiente modo:
K = {0, 1, 2, . . . ,K   1} (2.10)
En definitiva, en el modelo que proponemos, la relacio´n de equivalencia que
induce la funcio´n f permite la representacio´n de una imagen con textura I por
medio de un vector K-dimensional hf (I), en el que la componente k-e´sima viene
dada por:
hf,k(I) =
#{(m,n) | f(Sm,n) = k}
(M   2)⇥ (N   2) (2.11)
Debe tenerse en cuenta que, con el propo´sito de que la subimagen Sm,n
este´ totalmente contenida en I, su p´ıxel central no puede situarse en el borde
de la imagen y por tanto, la Ecuacio´n 2.11 debe satisfacer que 2  m M   1
y 2  n  N   1.
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2.3. Tipos de correspondencias
A continuacio´n, como resultado de un exhaustivo trabajo de revisio´n bibliogra´fi-
ca, presentamos un cata´logo formado por las principales te´cnicas de descripcio´n
de la textura empleadas hasta el momento que se adaptan al marco teo´rico que
desarrollamos a lo largo de este cap´ıtulo. El principio subyacente en el que se
basan todas ellas es la caracterizacio´n de la textura por medio de histogramas
de patrones locales de dimensio´n reducida. La unificacio´n de todas estas te´cni-
cas supone una novedad, ya que se ponen de manifiesto una metodolog´ıa y un
grado de generalizacio´n que permiten explicar de manera uniforme ideas, en mu-
chos casos aparentemente inconexas, que en realidad comparten un fundamento
conceptual comu´n.
El procedimiento empleado para la construccio´n del histograma de patrones
admite sin embargo diversas soluciones. Es por ello que hemos realizado una
categorizacio´n de las te´cnicas incluidas en este trabajo estableciendo tres grupos
diferentes, a cada uno de los cuales dedicaremos un apartado. Para demostrar la
validez del marco teo´rico particularizaremos la relacio´n de equivalencia gene´rica
definida en la Ecuacio´n 2.4 para cada uno de los descriptores considerados, es
decir, explicitaremos la forma en que cada modelo asigna co´digos a los patrones
locales.
Antes de comenzar la exposicio´n de cada una de estas tres categor´ıas, convie-
ne definir tres funciones que desde este momento se van a emplear con asiduidad
cuando presentemos la formalizacio´n algor´ıtmica de cada te´cnica. Nos referimos
respectivamente a la delta de Dirac normalizada (Ecuacio´n 2.12), la funcio´n de
umbralizacio´n binaria (Ecuacio´n 2.13) y la funcio´n de umbralizacio´n ternaria
(Ecuacio´n 2.14), que se pueden expresar con respecto a una variable gene´rica x
de la siguiente forma:
 (x) =
(
1, si x = 0
0, en otro caso
(2.12)
⇠(x) =
(
1, si x   0
0, si x < 0
(2.13)
⌘ (x) =
8><>:
0, si x <   
1, si     x   
2, si x >  
(2.14)
2.3.1. Marginalizacio´n
El fundamento de los descriptores pertenecientes a esta categor´ıa consiste en
estimar una funcio´n de densidad de probabilidad conjunta a partir de una pro-
yeccio´n de esta distribucio´n multidimensional, que en el caso de ventanas de
taman˜o 3 ⇥ 3 tiene nueve dimensiones, sobre un subespacio de menor dimen-
sio´n. La forma ma´s habitual de implementar la marginalizacio´n es descartar
todas las relaciones posibles entre las intensidades de los p´ıxeles vecinos menos
una.
Las matrices de coocurrencia de Haralick, frecuentemente denominadas co-
mo Grey-Level Co-occurrence Matrices (GLCM) [88], son el representante ma´s
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popular dentro de esta categor´ıa. Una matriz de coocurrencia estima la proba-
bilidad de que una pareja de p´ıxeles separados por un vector desplazamiento
 r = ( m,  n) presente una determinada distribucio´n de intensidad. Si designa-
mos la posicio´n de los dos p´ıxeles por (m,n) y (m +  m,n +  n), y llamamos
g1 y g2 a sus respectivos niveles de intensidad, donde 0  g1, g2  G   1, el
elemento correspondiente de la matriz se puede expresar de la siguiente forma:
M m, n(g1, g2) =
#{(m,n) | Im,n = g1 ^ Im+ m,n+ n = g2}
(M   | m|)⇥ (N   | n|) (2.15)
Debe advertirse que el factor de normalizacio´n de la ecuacio´n anterior es
ligeramente diferente del que aparec´ıa en la Ecuacio´n 2.11. La razo´n que explica
este hecho es que en el ca´lculo de las matrices de coocurrencia no se tienen en
cuenta los nueve p´ıxeles de la ventana 3⇥3 sino solamente dos, y por consiguiente
el nu´mero de filas y columnas de la imagen que deben tomarse en consideracio´n
sera´ mayor o igual que (M   2)⇥ (N   2).
A simple vista puede parecer que las matrices de coocurrencia no guardan
relacio´n alguna con la familia de descriptores de textura objeto de la presente
tesis, aunque, como mostraremos inmediatamente, encajan perfectamente en el
marco teo´rico que proponemos. Dado que la intensidad de un p´ıxel puede tomar
G valores diferentes, el nu´mero de posibles patrones distintos que se pueden
obtener mediante una pareja de p´ıxeles es G2. Consideremos que uno de los
p´ıxeles de la pareja es el que ocupa la posicio´n central de la ventana de ta-
man˜o 3 ⇥ 3 y el otro es un p´ıxel cualquiera de la periferia, cuyos respectivos
niveles de intensidad son Ic e Ij , tal como hemos definido en la Ecuacio´n 2.2.
En nuestro modelo las matrices de coocurrencia se expresan como una corres-
pondencia denominada COOC23⇥3, que asigna el mismo co´digo si y so´lo s´ı la
pareja de p´ıxeles considerados presentan simulta´neamente los mismos valores de
intensidad en ambos p´ıxeles, y cuya expresio´n matema´tica detallamos en la Ta-
bla 2.1. Esta reformulacio´n de las matrices de coocurrencia como un histograma
de patrones equivalentes en realidad no es ma´s que una reordenacio´n de los G2
elementos de la matriz de coocurrencia, lo que demuestra nuestra hipo´tesis de
que las matrices de coocurrencia se basan en el mismo principio subyacente que
los dema´s miembros de la familia de descriptores de textura que estudiamos en
esta tesis.
Las matrices de coocurrencia adolecen de una serie de limitaciones. En pri-
mer lugar son descriptores parame´tricos, pues dependen del vector de despla-
zamiento considerado, y desafortunadamente hasta la fecha no se ha propuesto
una solucio´n satisfactoria al problema de elegir el valor o´ptimo de  r. Si bien es
cierto que en algunos casos particulares las matrices de coocurrencia correspon-
dientes a diferentes vectores  r pueden presentar valores similares, en general
cabe esperar un fuerte variacio´n. Por otra parte, para un  r cualquiera, las ma-
trices de coocurrencia no suelen ser sime´tricas, y por consiguiente, para una
imagen y su sime´trica, en general se obtendr´ıan matrices de coocurrencia dis-
tintas. Por u´ltimo, es preciso sen˜alar que las matrices de coocurrencia no son
invariantes frente a rotaciones de las ima´genes. Para paliar estos inconvenien-
tes se han incorporado diversas modificaciones a la idea original. La invarianza
a simetr´ıa se consigue sumando una matriz de coocurrencia con su traspuesta
y dividiendo entre dos [54]. Por su parte, la invarianza a rotacio´n se consigue
promediando las matrices de coocurrencia correspondientes a varios vectores
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Tabla 2.1: Correspondencias basadas en marginalizacio´n.
Modelo f(S) Para´metros K Referencias
COOC23⇥3 G⇥ Ic + Ij j G2 [184]
COOC33⇥3 G
2 ⇥ Ic +G⇥ Ij1 + Ij2 j1, j2 G3 [6]
GLD3⇥3 |Ic   Ij | j G [255]
DH3⇥3 Ij   Ic +G  1 j 2⇥G  1 [242]
SH3⇥3 Ij + Ic j 2⇥G  1 [242]
de desplazamiento con orientaciones distintas. En esta tesis hemos adoptado
la misma implementacio´n que Haralick et al. [88], consistente en promediar las
matrices de coocurrencia que se corresponden con desplazamientos entre p´ıxeles
adyacentes determinados por orientaciones de 0 , 45 , 90  y 135 , de modo que
el histograma resultante se puede expresar mediante la siguiente ecuacio´n:
hHARALICK(I) =
7X
j=4
hCOOC2,j(I)
4
(2.16)
donde hCOOC2,j(I) representa cada uno de los histogramas que contabilizan las
coocurrencias de los niveles de gris (Ic, Ij).
En el modelo que presentamos se utilizan directamente los elementos en
bruto de la matriz de coocurrencia como caracter´ısticas de textura [184, 248], si
bien es cierto que el enfoque cla´sico consiste en caracterizar la textura por medio
de unos cuantos estad´ısticos calculados a partir de la matriz, para as´ı alcanzar
una mayor reduccio´n de la dimensio´n del espacio de caracter´ısticas, como se
vera´ en la Seccio´n 2.4.2.
Teo´ricamente es posible considerar relaciones entre las intensidades de un
nu´mero de p´ıxeles mayor que dos [6]. A pesar de que en esta tesis no he-
mos implementado este tipo de te´cnicas debido al elevado coste computacional
que conllevan, en la Tabla 2.1 mostramos la formulacio´n de la correspondencia
COOC33⇥3, que considera la coocurrencia de tres p´ıxeles, para dejar constancia
de que este tipo de descriptores se adaptan perfectamente a nuestro modelo.
El principal inconveniente que se deriva de la extraccio´n de caracter´ısticas
de textura a partir de las GLCM es la gran cantidad de memoria que demanda
para su manipulacio´n y almacenamiento. En numerosas ocasiones se produce
una situacio´n parado´jica: las matrices de coocurrencia son ma´s pesadas que las
propias ima´genes a partir de las que se calculan. Adema´s, como consecuencia
de su gran dimensio´n, se puede deducir que son muy sensibles al taman˜o de las
muestras de textura sobre las que se estiman.
Una posible solucio´n a este inconveniente de las GLCM consiste en estimar
la densidad de probabilidad de los valores que toma una funcio´n escalar de los
niveles de gris de dos p´ıxeles separados una distancia  r. El ejemplo ma´s anti-
guo de implementacio´n de esta idea es la te´cnica conocida como diferencia de
nivel de gris o GLD3⇥3 [255], que se fundamenta en el ca´lculo del histograma
de la diferencia en valor absoluto entre los niveles de gris de dos p´ıxeles sepa-
rados ( m,  n). Posteriormente se propusieron los histogramas de la suma y la
diferencia –conocidos en ingle´s como Sum Histogram (SH) y Di↵erence Histo-
gram (DH)–, que consisten en calcular los histogramas de sumas y diferencias
que se extraen directamente de la imagen fijando una determinada distancia
entre p´ıxeles [242]. Concatenando los histogramas SH3⇥3 y DH3⇥3 se obtiene
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el histograma Sum and Di↵erence Histograms (SDH):
hSDH(I) = hSH(I)⌦ hDH(I) (2.17)
En la implementacio´n original de Unser [242], la invarianza a rotacio´n se
consigue concatenando los cuatro histogramas SDH correspondientes a la suma
y diferencia con los p´ıxeles vecinos situados en la horizontal y vertical:
hUNSER(I) = hSDH,0(I)⌦ hSDH,2(I)⌦ hSDH,4(I)⌦ hSDH,6(I) (2.18)
donde hSDH,j es una instancia del histograma expresado en la Ecuacio´n 2.17,
para la cual las sumas y las diferencias se efectu´an entre el p´ıxel central y p´ıxel
j del patro´n gene´rico definido en la Ecuacio´n 2.2.
Conviene aclarar que esta solucio´n difiere de la adoptada en el ca´lculo de las
matrices de coocurrencia, que consist´ıa en promediar los histogramas correspon-
dientes a cuatro direcciones diferentes, tal y como se expresa en la Ecuacio´n 2.16.
2.3.2. Umbralizacio´n
La caracter´ıstica fundamental de los descriptores de textura basados en umbra-
lizacio´n es la sustitucio´n de los niveles de gris de la imagen por valores binarios o
ternarios que se obtienen al efectuar distintas comparaciones entre los niveles de
gris de los p´ıxeles que conforman el vecindario considerado. A diferencia de los
descriptores basados en marginalizacio´n, que solamente consideraban un u´nico
tipo de relacio´n entre p´ıxeles, los basados en umbralizacio´n tienen en cuenta
varias relaciones simulta´neamente. Todos los descriptores de textura que perte-
necen a esta categor´ıa presentan una propiedad destacada: su invarianza frente
a transformaciones monoto´nicas de los niveles de gris.
El origen de esta categor´ıa de descriptores de textura se situ´a a comienzos
de la de´cada de 1990 con la aparicio´n de los trabajos de He y Wang sobre las
Texture Units (TU). En esta te´cnica las intensidades de los ocho vecinos de un
determinado p´ıxel se cuantizan en tres posibles niveles. El valor ternario que se
asigna a cada p´ıxel de la periferia del vecindario se establece por comparacio´n
con el del p´ıxel central [94, 252], tal como se muestra en la Ecuacio´n 2.14.
Como la periferia de una ventana 3 ⇥ 3 esta´ formada por ocho p´ıxeles existen
38 = 6561 posibles patrones de textura, cada uno de los cuales representa un
TU diferente. En este modelo la textura se caracteriza mediante el TS, que es un
histograma que cuantifica la frecuencia de aparicio´n de las TU en una imagen.
En los trabajos desarrollados durante esa primera e´poca se asumı´a que un p´ıxel
de la periferia pod´ıa resultar estrictamente mayor, estrictamente menor o igual
que el p´ıxel central. En la pra´ctica esta lo´gica supone la particularizacio´n de la
Ecuacio´n 2.14 para   = 0. Es por ello que hemos denominado TU03⇥3 a la
correspondencia asociada al modelo TU original.
Posteriormente los mismos autores introdujeron una mejora consistente en
considerar un intervalo   > 0 en torno al nivel de gris del p´ıxel central [96].
De esta manera se trataba de mitigar la sensibilidad al ruido que presentaba la
te´cnica original as´ı como aumentar el poder de discriminacio´n del TS haciendo
que la distribucio´n de las TU sea ma´s uniforme. En la Tabla 2.2 se muestra la
expresio´n matema´tica de la correspondencia asociada a este modelo, que hemos
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Tabla 2.2: Correspondencias basadas en umbralizacio´n.
Modelo f(S) Para´m. K Ref.
BGC13⇥3
7X
j=0
⇠(Ij   I(j+1) mo´d 8)⇥ 2j   1 255 [68]
BGC23⇥3 15⇥
3X
j=0
⇠(I2j   I2(j+1) mo´d 8)⇥ 2j
+
3X
j=0
⇠(I2j+1   I(2j+3) mo´d 8)⇥ 2j   16 225 [68]
BGC33⇥3
7X
j=0
⇠(I3j mo´d 8   I3(j+1) mo´d 8)⇥ 2j   1 255 [68]
BTCS+3⇥3
3X
j=0
⇠(I2j   Iˆ)⇥ 2j Iˆ 16 [187]
CCR3⇥3 ⇠(Ic   Iˆ)⇥ 28 +
7X
j=0
⇠(Ij   Iˆ)⇥ 2j Iˆ 512 [211]
CLBP C3⇥3 ⇠(Ic   I) I 2 [84]
CLBP M3⇥3
7X
j=0
⇠(|Ij   Ic|  I˜)⇥ 2j I˜ 256 [84]
CLBP S3⇥3
7X
j=0
⇠(Ij   Ic)⇥ 2j 256 [84]
CLBP M/C3⇥3 256⇥ ⇠(Ic   I) +
7X
j=0
⇠(|Ij   Ic|  I˜)⇥ 2j I, I˜ 512 [84]
CLBP S/M3⇥3
7X
j=0
[256⇥ ⇠(Ij   Ic) + ⇠(|Ij   Ic|  I˜)]⇥ 2j I˜ 65536 [84]
CLBP S/M/C3⇥3 256
2 ⇥ ⇠(Ic   I) + 256⇥
7X
j=0
⇠(Ij   Ic)⇥ 2j
+
7X
j=0
⇠(|Ij   Ic|  I˜)⇥ 2j I, I˜ 131072 [84]
GTUC3⇥3 ⇠(|I7   Ic|  )⇥ 37
+
6X
j=0
# (Ij   Ic, I7   Ic)⇥ 3j   4374 [48]
ILBP3⇥3 ⇠(Ic   S)⇥ 28 +
7X
j=0
⇠(Ij   S)⇥ 2j   1 511 [114]
LBP3⇥3
7X
j=0
⇠(Ij   Ic)⇥ 2j 256 [180]
LTPL3⇥3
7X
j=0
⇠(Ic   Ij   )⇥ 2j   256 [234]
LTPU3⇥3
7X
j=0
⇠(Ij   Ic   )⇥ 2j   256 [234]
MTU163⇥3
7X
j=4
⇠(Ic   Ij)⇥ 2j 4 16 [259]
MTU813⇥3
7X
j=4
⌘0(Ic   Ij)⇥ 3j 4 81 [259]
RTU3⇥3
↵0X
r=0
(10  r) + ↵1   10 45 [136]
STS3⇥3
7X
j=4
⌘0(Ij   Ic)⇥ 3j 4 81 [259]
STU+3⇥3
3X
j=0
⌘ (I2j   Ic)⇥ 3j   81 [157]
STU⇥3⇥3
3X
j=0
⌘ (I2j+1   Ic)⇥ 3j   81 [157]
TU03⇥3
7X
j=0
⌘0(Ij   Ic)⇥ 3j 6561 [94]
TU 3⇥3
7X
j=0
⌘ (Ij   Ic)⇥ 3j   6561 [96]
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denominado TU 3⇥3. Las ventajas de esta solucio´n se ven contrarrestadas por
el problema an˜adido que supone determinar el valor o´ptimo del para´metro  .
Sobre la idea original de las TU y el TS se han desarrollado variaciones con la
intencio´n comu´n de reducir el taman˜o del espacio de caracter´ısticas, sin que esta
reduccio´n llegue a afectar significativamente a la capacidad de discriminacio´n.
La solucio´n ma´s inmediata es la implementacio´n de descriptores de la textura
en funcio´n solamente de cuatro relaciones y no de ocho, que es el enfoque ma´s
implantado, disminuyendo exponencialmente el nu´mero de posibles patrones en
una ventana 3 ⇥ 3. En este sentido debemos mencionar las Simplified Texture
Units (STU) [157], con sus dos versiones, la STU+3⇥3, que considera u´nica-
mente los cuatro p´ıxeles de la periferia Ij 2 {I0, I2, I4, I6} situados en los ejes de
simetr´ıa vertical y horizontal de la ventana y la STU⇥3⇥3, que precisamente des-
carta esos p´ıxeles para realizar ca´lculos sobre las diagonales Ij 2 {I1, I3, I5, I7}.
Debe tenerse en cuenta que en realidad se trata de una te´cnica h´ıbrida, ya que
consiste en la descomposicio´n de las TU en dos descriptores marginales.
Otra variante que se fundamenta en la idea de reducir a cuatro el nu´mero
de p´ıxeles sobre los que se umbraliza es el Simplified Texture Spectrum (STS)
[258]. En este caso, que hemos denominado STS3⇥3 en la Tabla 2.2, se busca
eliminar la redundancia que implica la doble comparacio´n que se efectu´a so-
bre un 8-vecindario, donde cada p´ıxel actu´a una vez como p´ıxel central y una
vez como p´ıxel per´ıfe´rico con respecto a otro. Para ello se utilizan cuatro di-
recciones consecutivas cualesquiera, generalmente las definidas por los pares de
p´ıxeles (Ic, Ij) donde Ij 2 {I4, I5, I6, I7}. El ahorro en el coste computacional
que supone el ca´lculo de las TU sobre un conjunto de cuatro p´ıxeles en lugar de
ocho es evidente y sin embargo la penalizacio´n en te´rminos de tasa de acierto
es pequen˜a [259].
No obstante, con anterioridad ya hab´ıa aparecido una representacio´n com-
primida del TS que no necesitaba sacrificar ninguna de las ocho direcciones: las
Reduced Texture Units (RTU) [136]. Este descriptor cuenta el nu´mero de p´ıxeles
de la periferia que valen cero y uno despue´s de la umbralizacio´n, que se pueden
expresar respectivamente como:
↵0 =
8X
j=0
 [⌘0(Ij   Ic)] (2.19)
↵1 =
8X
j=0
 [⌘0(Ij   Ic)  1] (2.20)
Los valores anteriores se utilizan para calcular el co´digo RTU3⇥3 correspon-
diente a un patro´n, como se puede apreciar en la Tabla 2.2.
Recientemente se han presentado los Local Ternary Patterns (LTP), un nue-
vo esquema de codificacio´n que divide los patrones ternarios definidos por las
TU en dos canales binarios separados, uno que captura los p´ıxeles cuyo nivel
digital es mayor que el umbral y otro en el que so´lo se tienen en cuenta los p´ıxe-
les de valor menor que el umbral [233, 234]. Las correspondencias que asignan
co´digos a esos patrones binarios superior e inferior se denominan LTPU3⇥3 y
LTPL3⇥3 respectivamente, y se pueden formalizar segu´n las expresiones que
aparecen en la Tabla 2.2. La conversio´n de un patro´n ternario en dos binarios
proporciona una considerable reduccio´n del taman˜o de los histogramas sin ne-
cesidad de descartar ningu´n p´ıxel de la ventana. El modelo LTP aprovecha la
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informacio´n de ambos canales mediante una concatenacio´n de los histogramas
correspondientes:
hLTP(I) = hLTPU(I)⌦ hLTPL(I), (2.21)
donde hLTPU se refiere al canal superior y hLTPL al canal inferior.
El modelo LTP puede implementarse sin necesidad de concatenar los histo-
gramas como acabamos de exponer. En efecto, los creadores de este descriptor
utilizaron en sus trabajos los dos histogramas por separado y emplearon con ca-
da uno de ellos una medida de similitud distinta, motivados por la especificidad
de la aplicacio´n.
Existe una te´cnica homo´nima pero diferente de la que acabamos de des-
cribir, lo que puede llegar a originar cierta confusio´n [228]. En realidad esta
u´ltima no aporta nada ma´s que un cambio de nombre de las muy anteriores
TU. As´ı pues, cuando usemos el te´rmino LTP a lo largo de este documento nos
estamos refiriendo en todo momento al trabajo desarrollado por Tan y Triggs
[233, 234].
El modelo Gradient Texture Unit Coding (GTUC) [48] es un refinamiento
de las TU que consiste en codificar las diferencias entre el nivel de gris del p´ıxel
central y los niveles de gris de dos p´ıxeles de la periferia, en lugar de utilizar
un solo p´ıxel de la periferia. Para calcular los co´digos de los patrones mediante
la correspondencia GTUC3 ⇥ 3 se debe sustituir la funcio´n de umbralizacio´n
ternaria de una variable de la Ecuacio´n 2.14 por su versio´n de dos variables:
# (x, y) =
8>>><>>>:
0, si |x| <   y |y| <  
1, si |x| <   y |y|    
o |x|     y |y| <  
2, si |x|     y |y|    
(2.22)
La Local Binary Patterns (LBP) constituye uno de los descriptores de textu-
ra ma´s ampliamente referenciados y empleados en la actualidad por su simplici-
dad y por los buenos resultados que proporciona [147]. Su versio´n ma´s elemental
consiste en binarizar las intensidades de los p´ıxeles perife´ricos empleando como
umbral el p´ıxel central. A cada patro´n se le asigna un co´digo diferente calculando
su producto escalar con un vector de ponderacio´n, cuyos elementos son poten-
cias de dos, como se muestra en la expresio´n de la correspondencia LBP3⇥3.
Como resultado de esta operacio´n, los G9 posibles patrones en escala de gri-
ses se transforman en 28 = 256 patrones binarios, cada uno de los cuales se
corresponde con una clase de equivalencia diferente.
Tradicionalmente se ha atribuido la invencio´n de la LBP al Machine Vision
Group de la Universidad de Oulu (Finlandia). Esta creencia se basa en la refe-
rencia que algunos investigadores de dicho grupo hacen en un informe te´cnico
aparecido en el an˜o 1993 [91] a un art´ıculo, fechado igualmente en 1993, que es-
taban preparando sobre la LBP. Despue´s de realizar una bu´squeda exhaustiva,
hemos llegado a la conclusio´n de que dicho art´ıculo no llego´ a publicarse jama´s.
Los primeros trabajos del grupo de Oulu en los que describen la metodolog´ıa
LBP son dos comunicaciones presentadas en sendos congresos celebrados en el
an˜o 1994 [175, 195], pero sus t´ıtulos no coinciden con el del pretendido art´ıculo
original. En 1996 se publico´ el art´ıculo que habitualmente se considera el hito
que marca el nacimiento de la LBP [176], cuyo t´ıtulo tampoco coincide con el que
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se hab´ıa anunciado tres an˜os antes. De manera independiente Zabih y Woodfill
publicaron en 1994 un trabajo sobre la transformada Census [261], que es un
me´todo casi ide´ntico a la LBP, ya que la u´nica diferencia estriba en el sentido
de las desigualdades que aparecen en la funcio´n de umbralizacio´n binaria que
utilizan. La cronolog´ıa anterior, a pesar de ser ampliamente aceptada, esta´ in-
completa pues no refleja el verdadero origen de la LBP, que se remonta al an˜o
1992, con la publicacio´n de un trabajo en el que se particulariza la idea del TS
para umbralizacio´n binaria [77]. Los propios autores de este art´ıculo reconocen
que los inventores de las TU y el TS les sugirieron, a trave´s de una comunicacio´n
privada, el desarrollo de esta simplificacio´n. La anterior reconstruccio´n es una
aportacio´n de esta tesis fruto del intenso trabajo de revisio´n bibliogra´fica que
hemos realizado.
En los descriptores de textura que hemos tratado en este apartado, la um-
bralizacio´n es de cara´cter local. Sin embargo existen otros en los que la umbra-
lizacio´n se efectu´a globalmente. Tal es el caso del Binary Texture Co-occurrence
Spectrum (BTCS) [187], tambie´n conocido como me´todo de las 4-tuplas, apareci-
do casi al mismo tiempo que las TU y el TS. Esta te´cnica es una particularizacio´n
de las n-tuplas binarias utilizadas con anterioridad para diferentes fines, como
el reconocimiento de caracteres mediante memorias de acceso aleatorio [33] o el
entrenamiento de una red neuronal sencilla, implementada con una memoria de
acceso aleatorio, en un esquema gene´rico de reconocimiento de patrones [7]. Sus
autores propusieron dos variantes: una cadena de cuatro p´ıxeles consecutivos
alineados en la misma direccio´n o los cuatro p´ıxeles situados encima, debajo,
a la derecha y a la izquierda del p´ıxel central de una ventana 3 ⇥ 3, que es la
u´nica que encaja en nuestro modelo unificado. El art´ıculo donde se presenta la
BTCS no se especifica el me´todo utilizado para binarizar la imagen. Nosotros
hemos empleado el umbral isoentro´pico para calcular los co´digos de los patrones
mediante la correspondencia BTCS3⇥3. Esta umbralizacio´n consiste en deter-
minar el nivel de gris que divide la entrop´ıa del histograma de una imagen en
escala de grises en dos partes iguales [28], se ha aplicado satisfactoriamente a
este descriptor de textura con anterioridad
Iˆ =
G 1X
g=0
⇠

1
2
  eg(I)
 
(2.23)
eg(I) =
gX
i=0
hi(I) log2 hi(I)
G 1X
i=0
hi(I) log2 hi(I)
(2.24)
donde hi(I) es la frecuencia de aparicio´n del nivel de gris i en la imagen I.
Un descriptor muy similar al anterior es la Coordinated Clusters Representa-
tion (CCR), que consiste en un histograma de 512 componentes que cuantifica
la frecuencia de aparicio´n de patrones elementales de textura binaria. Aun-
que originalmente fue concebida para texturas binarias [139, 140, 141], la CCR
pronto se generalizo´ para texturas en escala de grises [211, 83] e incluso en color
[142, 143, 29]. Para ello es necesario binarizar la imagen globalmente, lo que
constituye el mayor inconveniente de esta te´cnica ya que los resultados van a
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depender del me´todo de binarizacio´n empleado. En los primeros trabajos so-
bre la CCR las ima´genes se binarizaban mediante el algoritmo fuzzy c-means
[210]. Al igual que en el BTCS, nosotros hemos implementado la corresponden-
cia CCR3⇥3 considerando una binarizacio´n isoentro´pica, con el fin de evitar
los inconvenientes del fuzzy c-means, como son la lentitud en su ejecucio´n y la
aleatoriedad intr´ınseca de los resultados. Casi simulta´neamente a la aparicio´n
del modelo CCR surgieron el frequency mosaic [127], una te´cnica ana´loga a la
versio´n binaria de la CCR, desarrollada de manera independiente para el ana´li-
sis de la anisotrop´ıa de ima´genes digitales, y los p-gramas [153], que se probaron
sobre ima´genes artificiales de rejillas de soporte de combustible nuclear.
Combinando la LBP y la CCR se obtiene la Improved Local Binary Patterns
(ILBP) [114, 115], en la que todos los niveles de gris de los p´ıxeles de la ventana,
incluyendo al central, se binarizan con un umbral S que es el promedio de la
intensidad de todos ellos:
S =
Ic +
8X
j=0
Ij
9
(2.25)
Por definicio´n, el patro´n binario cuyas posiciones son todas iguales a cero es
imposible, y por ello existen 511, en lugar de 512, clases de equivalencia definidas
por la correspondencia ILBP3⇥3. Existe un modelo casi ide´ntico a la ILBP que
se denominaModified Census Transform (MCT) [72, 134], ya que se desarrollo´ a
partir de la transformada Census.
Recientemente ha aparecido el modelo Completed Local Binary Patterns
(CLBP) [84], que caracteriza los patrones mediante la intensidad del p´ıxel cen-
tral y la diferencia de intensidades entre los p´ıxeles perife´ricos y el p´ıxel central,
descompuesta en magnitud y signo. Esto da lugar a tres componentes, denomi-
nadas por los autores CLBP C, CLBP M y CLBP S respectivamente.
La intensidad del p´ıxel central se codifica binariza´ndola con la intensidad
media de la imagen:
I =
MX
m=1
NX
n=1
Im,n
M ⇥N (2.26)
Por otra parte, la componente de la magnitud se obtiene binarizando el
mo´dulo de la diferencia de niveles de gris, empleando como umbral el promedio
de las diferencias calculado sobre toda la imagen:
I˜ =
M 1X
m=2
N 1X
n=2
7X
j=0
|Ij   Ic|
8⇥ (M   2)⇥ (N   2) (2.27)
La componente del signo se obtiene binarizando la intensidad de los p´ıxeles
perife´ricos usando la intensidad del p´ıxel central como umbral, exactamente del
mismo modo que el modelo LBP. Una aportacio´n importante de este trabajo
fue la demostracio´n desde un punto de vista teo´rico de la bondad de la LBP,
partiendo de la hipo´tesis de que la diferencia de intensidad entre dos p´ıxeles
sigue una distribucio´n de Laplace [84].
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Asismismo, los autores demostraron emp´ıricamente que combinando dos o
ma´s componentes individuales, es posible obtener mayor cantidad de informa-
cio´n que a partir de una sola. El primero de los esquemas de combinacio´n pro-
puestos consiste en obtener distribuciones conjuntas y se denota mediante el uso
de un s´ımbolo /. Por ejemplo, la distribucio´n conjunta del signo y la magnitud se
designar´ıa como CLBP S/M. Una segunda posibilidad es la concatenacio´n de los
histogramas correspondientes, que se denota, como ya hemos visto con anterio-
ridad, mediante el s´ımbolo ⌦. Por ejemplo, la concatenacio´n de las componentes
de signo y magnitud se denotar´ıa de la siguiente forma:
hCLBP S⌦M(I) = hCLBP S(I)⌦ hCLBP M(I) (2.28)
2.3.3. Ordenacio´n
Existe un tercer tipo de correspondencia, menos extendido que los dos ante-
riores que se basa en la ordenacio´n de los niveles de intensidad presentes en
los patrones de textura de una imagen. Cada una de las posibles ordenaciones
–tambie´n denominadas estados– se identifica mediante un co´digo decimal que
a su vez representa a la clase de equivalencia correspondiente a dicho estado.
La probabilidad de ocurrencia de los patrones equivalentes se estima, al igual
que en las otras dos categor´ıas que hemos establecido dentro de nuestro modelo
unificado, mediante un histograma.
Las te´cnicas de ordenacio´n proporcionan dos ventajas muy significativas. En
primer lugar, como veremos inmediatamente, la dimensio´n de estos descriptores
es baja, lo que redunda en una menor complejidad computacional y, como conse-
cuencia, suelen ser adecuados para tareas de ana´lisis de texturas en tiempo real.
En segundo lugar, estas te´cnicas suelen presentar una significativa insensibilidad
frente a muestras at´ıpicas [103], lo que es s´ıntoma de su robustez.
Los modelos de ordenacio´n o ranking se pueden interpretar como una parti-
cularizacio´n de las n-tuplas, propuestas inicialmente para el reconocimiento de
caracteres [33] o el entrenamiento de una red neuronal sencilla en un esquema
gene´rico de reconocimiento de patrones [7], utilizando en ambos casos memo-
rias de acceso aleatorio. Una n-tupla es una secuencia formada por los valores
de intensidad de n p´ıxeles situados aleatoriamente dentro de una imagen. En
determinadas ocasiones es interesante utilizar p´ıxeles ordenados a lo largo una
trayectoria regular, puesto que de este modo se aprovecha el poder de discri-
minacio´n de ciertas caracter´ısticas de la imagen, como ocurre por ejemplo en
te´cnicas de deteccio´n de bordes [13, 14].
La aplicacio´n de las n-tuplas orientadas al ana´lisis de texturas se remonta al
modelo BTCS [187], una te´cnica de umbralizacio´n a la que ya nos referimos en
la Seccio´n 2.3.2. Posteriormente aparecio´ el Grey-Level Texture Co-occurrence
Spectrum (GLTCS) [188, 189, 190], un modelo que extiende el BTCS a ima´ge-
nes en escala de grises, y que es la primera te´cnica de ordenacio´n propiamente
dicha. En el modelo GLTCS se consideran dos 4-tuplas formadas por los p´ıxeles
situados a lo largo de las cuatro direcciones principales –N/S y E/O, NE/SO
y NO/SE–, descartando el p´ıxel central. Estas dos cadenas de p´ıxeles se orde-
nan de mayor a menor nivel de gris, lo que se corresponde con un determinado
estado o rank. Adicionalmente se calcula la varianza para cada direccio´n. La re-
presentacio´n conjunta de los histogramas que se obtienen para cada 4-tupla por
separado se puede realizar de tres maneras diferentes. La primera posibilidad
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Tabla 2.3: Correspondencias basadas en ordenacio´n.
Modelo f(S) Para´metros K Referencias
GLTCS+3⇥3
4X
j=2
⇢j(X+)⇥ (j   1)! 4!=24 [100]
RANK3⇥3
7X
j=0
[⇠(Ic   Ij)   (Ic   Ij)] 9 [261]
consiste es promediar o concatenar los histogramas marginales. Esta solucio´n se
aplico´ en un entorno industrial a la inspeccio´n de la superficie de discos magne´ti-
cos [98, 99]. La segunda alternativa es una representacio´n direccional, en la que
solamente tiene en cuenta la cadena de p´ıxeles correspondiente a la direccio´n
con menor varianza. Finalmente, en los art´ıculos originales de Patel y Stonham
acerca de este tema [188, 189, 190] se vislumbra una tercera posibilidad, que es
ide´ntica a la primera que propon´ıamos salvo por el hecho de que en aquella, la
entrada del histograma marginal que se corresponde con la 4-tupla de menor
varianza se ve incrementada en dos unidades.
La formalizacio´n del GLTCS no resulta trivial. En efecto, los autores del
trabajo original se limitaron a definir este modelo mediante una tabla en la que
a cada estado se le asigna arbitrariamente un co´digo determinado. Por nuestra
parte hemos optado por una caracterizacio´n algor´ıtmica en lugar de heur´ıstica
inspirada en un esquema de cifrado por sustitucio´n [193]. Adema´s de resultar
una especificacio´n ma´s elegante y precisa, nuestro enfoque aporta una ventaja
adicional, y es que, a diferencia de la definicio´n original, distingue los empates
entre los elementos de la 4-tupla.
Sea X = [x1 x2 x3 . . . xn] una n-tupla gene´rica y Xj = {x1, x2, . . . , xj}
el conjunto formado por los j primeros elementos de X. Definamos ahora una
funcio´n ⇢j que devuelva el nu´mero de elementos de la n-tupla que se encuentran
a la izquierda de xj y cuyo valor es mayor o igual que xj :
⇢j(X) = #{x 2 Xj 1|x   xj}, 2  j  n (2.29)
De las diferentes modalidades de n-tuplas propuestas en los trabajos origi-
nales de Patel y Stonham, hemos implementado la u´nica formada solamente por
las intensidades de los p´ıxeles de una ventana de taman˜o 3⇥3. Hemos denomina-
do GLTCS+3⇥3 al descriptor correspondiente, que se calcula utilizando como
para´metro de la funcio´n ⇢j , la 4-tupla X+ = [I0 I2 I4 I6], donde los elementos
de este vector representan la intensidad de los p´ıxeles segu´n la disposicio´n que
se muestra en la Ecuacio´n 2.2.
El segundo me´todo perteneciente a esta categor´ıa es la transformada Rank
[261], que asigna a un patro´n 3 ⇥ 3 el nu´mero de p´ıxeles cuya intensidad es
menor que la del p´ıxel central. La principal ventaja del modelo RANK3⇥3,
cuya expresio´n se recoge en la Tabla 2.3, es su reducida dimensio´n, ya que el
nu´mero anterior so´lo puede tomar valores comprendidos entre cero y ocho.
2.4. Extensiones del modelo
Las correspondencias que hemos analizado en la Seccio´n 2.3 constituyen el nu´cleo
de nuestro modelo teo´rico, puesto que se cin˜en estrictamente a la idea funda-
mental de esta tesis. Sin embargo, existen otros muchos descriptores que, aun
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estando basados en la utilizacio´n de histogramas de patrones equivalentes, no
se ajustan perfectamente al marco teo´rico propuesto. El motivo es que estas
te´cnicas introducen algu´n tipo de modificacio´n o etapa adicional en el esquema
definido en la Figura 2.1.
La elaboracio´n de un modelo general que englobe a todos los descriptores
basados en la utilizacio´n de histogramas de patrones equivalentes es una empre-
sa de gran envergadura que excede ampliamente el alcance de la presente tesis.
En cualquier caso, nuestro marco teo´rico constituye un valioso punto de partida
de cara a la consecucio´n de tan ambicioso objetivo. A lo largo de este apartado
presentaremos una amplia seleccio´n de te´cnicas estrechamente relacionadas con
nuestro modelo teo´rico pero no incluidas en e´l, y las agruparemos en una serie de
categor´ıas con una doble finalidad. Por una parte, esta clasificacio´n nos permi-
tira´ tratarlas de una manera ma´s clara y sistema´tica y, por otra parte, establece
de forma impl´ıcita las direcciones en las que puede evolucionar nuestro modelo
para convertirse en uno de cara´cter general.
2.4.1. Preprocesamiento
En esta seccio´n incluimos los descriptores que no emplean directamente los va-
lores de intensidad en bruto de la imagen, sino que operan sobre datos derivados
a partir de estos. Esta extensio´n del modelo se representar´ıa en la Figura 2.1
incluyendo un paso previo de preprocesamiento.
Algunas de las te´cnicas pertenecientes a esta categor´ıa son generalizaciones
de te´cnicas ba´sicas como las matrices de coocurrencia. Un ejemplo son las Ge-
neralized Co-Occurrence Matrices (GCM), que sustituyen la imagen de textura
por otra que indica las posiciones de estructuras geome´tricas elementales co-
mo bordes y l´ıneas [62]. Un caso similar son las Multidimensional Co-occurrence
Matrices (MDCM), que representan las propiedades y la frecuencia de aparicio´n
de determinados atributos como el gradiente [131]. Por otra parte, en ocasiones
se realiza un filtrado para extraer los aspectos estad´ısticos y estructurales de es-
tas propiedades, como ocurre con las Feature Frequency Matrices (FFM) [215],
o con la Edge Co-occurrence Matrix (ECM) [86].
Existen igualmente te´cnicas que an˜aden etapas adicionales sobre el TS. Este
es el caso de los pronums y el prospectrum [75], ana´logos a las TU y al TS
respectivamente, pero basados en una primitiva estructural de microtextura
extraida mediante una operacio´n de filtrado.
Tambie´n han surgido variantes destacables a partir de los descriptores ba-
sados en las n-tuplas, como el Zero Crossing Texture Co-occurrence Spectrum
(ZCTCS), una versio´n del BTCS donde la u´nica diferencia consiste en filtrar la
imagen antes de binarizarla con un filtro laplaciano de la gaussiana, asignando
los valores positivos de la sen˜al de salida a un nivel lo´gico y los negativos al otro
[100, 101].
Mencio´n especial merece la LBP debido a la gran cantidad de mejoras y
variantes que se han propuesto a lo largo de los u´ltimos an˜os, entre las que
destacan los modelos Joint LBP and variance measure (LBP/VAR) [180] y Joint
LBP and contrast measure (LBP/C)[177], que son distribuciones conjuntas de
la LBP y el contraste local. En el primer caso el contraste se cuantifica mediante
la varianza, y en el segundo restando el promedio de los niveles de gris de los
p´ıxeles que se binarizan a uno del promedio de los niveles de gris de los p´ıxeles
que se binarizan a cero. Recientemente se ha propuesto reducir la dimensio´n
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de estas distribuciones conjuntas [85]. Este modelo, denominado LBP Variance
(LBPV), incluye la informacio´n del contraste local mediante una proyeccio´n
integral de la varianza local sobre el histograma de patrones de la LBP, que
consiste en sumar el valor de la varianza local en vez de sumar una unidad por
cada ocurrencia de un patro´n a la componente correspondiente del histograma.
Para finalizar, debemos mencionar el Local Edge Pattern (LEP) [260], un
modelo ana´logo a la CCR con la salvedad de que los patrones que se codifican
no se extraen a partir de la imagen en escala de grises binarizada, sino que
provienen de la salida de un detector de bordes –un filtro de Sobel–.
2.4.2. Extraccio´n de caracter´ısticas del histograma
Una de las te´cnicas que se ha utilizado tradicionalmente para reducir la dimen-
sio´n de un histograma de patrones es la extraccio´n de estad´ısticos o caracter´ısti-
cas a partir del propio histograma. Uno de los ejemplos ma´s conocidos es la ex-
traccio´n de caracter´ısticas a partir de las matrices de coocurrencia. En el trabajo
original de Haralick et al. [88] se propon´ıan 14 caracter´ısticas diferentes, aunque
en la pra´ctica se suele considerar un nu´mero menor. Algunas de las ma´s utiliza-
das son: la energ´ıa, la entrop´ıa, el contraste, la correlacio´n o la homogeneidad
[192]. Conviene sen˜alar que existen diferencias muy marcadas entre los conjuntos
de estad´ısticos empleados por diferentes autores [46, 80, 107, 150, 151, 173, 186].
Ello es debido a que no existe un criterio universal para seleccionar estos es-
tad´ısticos y la solucio´n que se suele emplear en la pra´ctica es elegir aquellos que
ofrecen los mejores resultados en cada problema particular.
El Binary Co-Occurrence Matrix (BCM) es un enfoque similar, consistente
en binarizar las matrices de coocurrencia [137, 138], cuantizando sus valores
en dos clases: “cero” y “distinto de cero”. La matriz binaria que se obtiene
representa la huella de la matriz de coocurrencia. Como medida de similitud de
los datos binarios se utilizan el coeficiente de Jaccard [87], que es la proporcio´n
de elementos no nulos en ambas matrices que coinciden.
La extraccio´n de caracter´ısticas a partir del histograma tambie´n se ha adop-
tado con el TS [253, 95, 50]. Algunos ejemplos significativos son la simetr´ıa
blanco-negro, que proporciona una medida del grado de simetr´ıa entre la parte
derecha y la parte izquierda del histograma.
2.4.3. Composicio´n de correspondencias
Los descriptores que hemos incluido bajo este este ep´ıgrafe se caracterizan por
aplicar un mapeado adicional g a los co´digos de los patrones equivalentes que
proporciona la funcio´n f definida en la Ecuacio´n 2.30. La textura se represen-
tara´ mediante el histograma de los co´digos k0 correspondientes a los nuevos
patrones equivalentes resultantes de aplicar la composicio´n g   f . As´ı pues, esta
extensio´n del modelo unificado se puede formalizar adecuadamente del siguiente
modo:
M3⇥3,G f ! N g ! N
S 7 ! k = f(S) 7 ! k0 = g[f(S)] (2.30)
El objetivo que se persigue con esta operacio´n es una ulterior reduccio´n de la
dimensio´n del espacio de caracter´ısticas y, eventualmente, dotar a los histogra-
mas de alguna propiedad beneficiosa, como puede ser la invarianza a rotacio´n,
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lo cual se puede conseguir descartando algunas componentes del histograma
original, o bien agrupando varias componentes en una sola.
Dentro de las composiciones de correspondencias que buscan estrictamente
la reduccio´n de la dimensio´n del histograma original, no debemos dejar de men-
cionar los patrones uniformes, una te´cnica que se suele combinar con la LBP
[159]. Los patrones uniformes son aquellos en los que el patro´n binario resultante
de aplicar una te´cnica de umbralizacio´n presenta como ma´ximo dos transiciones
de cero a uno o de uno a cero. Algunos autores, basa´ndose en experimentos
realizados sobre diferentes bases de datos de ima´genes de textura, afirman que
en texturas reales la mayor parte de los patrones son uniformes [180, 152]. La
explicacio´n que se daba a esta elevada proporcio´n de patrones uniformes era que
dichos patrones representaban ciertas caracter´ısticas de la imagen, como bordes,
esquinas, puntos, etc. Sin embargo, recientemente se ha demostrado que la alta
proporcio´n de patrones uniformes es en realidad una consecuencia directa del
propio me´todo, ya que la probabilidad a priori de que un patro´n sea uniforme
es del 55% aproximadamente [30]. A partir del concepto de uniformidad de un
patro´n se desarrollaron los patrones sime´tricos, con los cuales es posible definir
otro mapeado adicional a partir del histograma LBP [144], consistente en agru-
par en una misma componente los patrones con igual nivel de simetr´ıa, definido
como el mı´nimo del nu´mero de unos y el nu´mero de ceros del patro´n LBP.
Los Dominant Local Binary Patterns (DLBP) constituyen un enfoque com-
pletamente diferente, que consiste en caracterizar la textura mediante las com-
ponentes del histograma que representan el 80% del total de ocurrencias de
los patrones LBP [152]. El inconveniente fundamental de esta te´cnica es que el
significado de las componentes del histograma var´ıa de una textura a otra, y
por tanto no se puede considerar un me´todo universal.
Dentro de las composiciones de correspondencias debemos incluir dos va-
riantes de la LBP: la Extended Local Binary Patterns (ELBP) [264], que asigna
cada ocurrencia de un patro´n no uniforme a la componente del histograma LBP
correspondiente al patro´n uniforme cuya estructura es ma´s similar, y la LBP
invariante a rotacio´n (LBPri) [180], en el que se sustituye la ventana cuadra-
da por un vecindario con simetr´ıa circular mediante interpolacio´n bilineal y las
versiones rotadas de un mismo patro´n se consideran equivalentes.
2.4.4. Multiescala
En la Seccio´n 2.1 justifica´bamos la decisio´n de limitar el a´mbito de nuestro
modelo unificado a descriptores basados en ventanas de taman˜o 3 ⇥ 3 debido
principalmente al crecimiento exponencial que se produce en la dimensio´n de
los descriptores, y por lo tanto, en los requisitos computacionales que acarrea su
ca´lculo, a medida que aumenta el taman˜o del vecindario considerado. En cual-
quier caso, no debemos ignorar la existencia de te´cnicas utilizan ventanas de
taman˜o mayor que 3 ⇥ 3. Generalmente estas te´cnicas consideran simulta´nea-
mente varios taman˜os de ventana, por lo cual se les suele denominar como
te´cnicas multiescala. Es previsible que en un futuro ma´s o menos inmediato
podamos disponer de equipamiento informa´tico de mayor potencia, lo que nos
permitira´ el ana´lisis generalizado de este tipo de modelos sin las restricciones
actuales. Por todo ello, debemos dejar una puerta abierta en nuestro modelo
unificado que permita su posterior generalizacio´n para incluir cualquier te´cnica,
independientemente del taman˜o de ventana en el que se base.
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Existen ejemplos de te´cnicas multiescala dentro de cualquiera de los tres
tipos de correspondencias en los que se organiza el modelo unificado. As´ı, dentro
de de las te´cnicas de marginalizacio´n, se ha propuesto una generalizacio´n de
las matrices de coocurrencia que considera parejas de p´ıxeles separados por
distancias de hasta cinco p´ıxeles sobre ima´genes de sate´lite [1]. Otra versio´n de
la GLCM multiescala se ha aplicado a la clasificacio´n de ima´genes de ce´lulas del
ce´rvix [39].
Dentro de las te´cnicas de umbralizacio´n cabe destacar un conjunto de versio-
nes de la LBP ba´sica que tambie´n utiliza varios taman˜os de ventana al mismo
tiempo para realizar un ana´lisis multiescala de la textura [180, 158].
Mencio´n aparte merece la te´cnica conocida como Surrounding, Alternating,
Vertical and Horizontal Constrast (SAVHC), que tambie´n consigue una reduc-
cio´n de la dimensio´n del TS [112]. En esta te´cnica se considera una ventana
5 ⇥ 5 y el promedio de la intensidad de los dos p´ıxeles situados a lo largo de
cada una de las ocho direcciones principales se compara con la intensidad del
p´ıxel central. Estos ocho promedios desempen˜an el papel de los ocho vecinos en
una ventana 3⇥ 3, y con ellos se calcula el TS.
El grupo de correspondencias basadas en ordenacio´n contiene igualmente
te´cnicas que utilizan vecindarios de mayor taman˜o, como las n-tuplas orientadas
[190], que considera una ventana de taman˜o 5⇥ 5.
2.4.5. Diccionario de patrones
La construccio´n de un diccionario de patrones consiste en la obtencio´n de un
conjunto de patrones representativos de una determinada textura partir de una
seleccio´n de ejemplos de entrenamiento. La implementacio´n habitual de esta
categor´ıa de te´cnicas se basa en la utilizac´ıo´n de algoritmos de conglomeracio´n
o clustering como el k-means [246, 247], redes neuronales como los Self Organi-
zing Maps (SOM) [174, 245] o te´cnicas de cuantizacio´n multidimensional como
el Linear Vector Quantization (LVQ) [178, 179]. Los patrones que forman el
diccionario establecen una teselacio´n de Voronoi [66] que particiona el espacio
#M3⇥3,G de manera ana´loga a las correspondencias que venimos considerando
a lo largo de esta tesis. Definamos el diccionario de patrones como:
C = {Cj 2M3⇥3,G|0  j  K   1} (2.31)
Siguiendo la notacio´n anterior, a cada patro´n S presente en una imagen se le
asignara´ la clase de equivalencia k correspondiente a la entrada del diccionario
que se encuentre a una menor distancia:
k = argmin
j
||S Cj || (2.32)
donde el nu´mero total de patrones que componen el diccionario es el nu´mero de
clases de equivalencia K definido en la Ecuacio´n 2.7.
Los me´todos basados en diccionarios de patrones suelen ofrecer unas elevadas
tasas de acierto, aunque generalmente esta precisio´n se obtiene a costa de una
enorme complejidad computacional [247], lo que los hace totalmente inadecua-
dos para aplicaciones en tiempo real. Por otra parte, son me´todos que dependen
totalmente de los datos de entrada, por lo que resulta preciso determinar dic-
cionarios espec´ıficos para cada aplicacio´n concreta. Conviene sen˜alar que estas
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te´cnicas con frecuencia consideran ventanas de taman˜o mayor que 3⇥ 3, por lo
cual tambie´n podr´ıan incluirse en la Seccio´n 2.4.4.
2.4.6. Lo´gica borrosa
Muchas de las te´cnicas de umbralizacio´n que hemos mencionado hasta el mo-
mento disponen de versiones basadas en lo´gica borrosa o difusa. El rasgo funda-
mental que caracteriza a los descriptores basados en umbralizacio´n borrosa es
la incorporacio´n del concepto de incertidumbre a la comparacio´n que efectu´an
las te´cnicas cla´sicas entre los niveles de gris de los p´ıxeles. Esta incertidumbre
se traduce en que el resultado de las funciones de umbralizacio´n formalizadas en
las Ecuaciones 2.13 y 2.14 sea un conjunto de nu´meros reales que cuantifican el
grado de pertenencia del argumento de dichas funciones a un determinado in-
tervalo o rango de valores, en lugar de un ı´ndice entero que identifica al propio
intervalo. Como discut´ıamos en la Seccio´n 1.1, la propia nocio´n de textura es
imprecisa, por lo que resulta razonable pensar que la incorporacio´n del concepto
de incertidumbre a la caracterizacio´n de la textura aportara´ algu´n beneficio.
El enfoque borroso surgio´ con el propo´sito de solucionar el problema inheren-
te de sensibilidad al ruido que presentan las te´cnicas de umbralizacio´n cla´sicas.
Este inconveniente es ma´s acusado en los me´todos que utilizan dos umbrales,
puesto que la pertenencia a uno de los tres intervalos es mucho ma´s infrecuente,
lo que provoca que la distribucio´n de los co´digos sea muy sesgada.
El abanico de posibilidades que abre la sustitucio´n de la lo´gica booleana por
lo´gica borrosa es muy amplio, ya que se pueden desarrollar versiones borrosas
a partir de cualquier te´cnica de umbralizacio´n. Como muestra, enumeramos a
continuacio´n algunos de los descriptores ma´s destacados dentro de esta posible
l´ınea de expansio´n de nuestro modelo unificado: Fuzzy Texture Spectrum (FTS)
[17, 19], versio´n borrosa del TS; Fuzzy Simplified Texture Spectrum (FSTS) [235],
versio´n borrosa del RTU; Reduced Fuzzy Texture Spectrum (RFTS) [18, 82],
que consiste en agrupar los patrones del FTS para conseguir un modelo ma´s
compacto e invariante a rotacio´n; Fuzzy Zero Crossing Texture Co-occurrence
Spectrum (FZCTCS) [102], versio´n borrosa del ZCTCS y Fuzzy Local Binary
Patterns (FLBP) [4, 106], tambie´n denominados soft histograms, versio´n borrosa
de la LBP.

Cap´ıtulo 3
Gradientes Binarios de
Contorno
En este cap´ıtulo presentamos una nueva familia de descriptores de textura que
hemos denominado Gradientes Binarios de Contorno, a la cual nos referiremos
a lo largo de esta tesis por las siglas de su traduccio´n al ingle´s Binary Gra-
dient Contours (BGC). Esta te´cnica se deriva directamente del marco teo´rico
propuesto en el Cap´ıtulo 2 y demuestra a la perfeccio´n su generalidad y poten-
cialidad. Como veremos en este cap´ıtulo, la metodolog´ıa BGC se fundamenta en
el ca´lculo de un conjunto de ocho gradientes binarios que se obtienen mediante
comparaciones entre pares de p´ıxeles situados en la periferia de una ventana
de taman˜o 3 ⇥ 3. La simplicidad teo´rica de esta nueva familia de descriptores
de textura unida a su reducido coste computacional, nos induce a pensar que
su utilizacio´n puede resultar efectiva en mu´ltiples situaciones, especialmente en
aplicaciones de tiempo real.
3.1. Nuevos descriptores de textura
En este apartado definiremos la familia de descriptores BGC e introduciremos
su formalizacio´n matema´tica. En virtud de los argumentos expuestos en la Sec-
cio´n 2.1, restringiremos la definicio´n a ventanas de taman˜o 3⇥3 p´ıxeles, mante-
niendo as´ı la coherencia con los descriptores estudiados en el cap´ıtulo anterior,
aunque se podr´ıa generalizar a ventanas de distinto taman˜o.
Los operadores BGC3⇥3 asignan a cada p´ıxel de una imagen una 8-tupla
binaria que se obtiene como resultado de aplicar un proceso que consta de dos
etapas, que para mayor claridad mostramos en la Figura 3.1(a). En primer lugar
se calculan los gradientes entre diferentes parejas de p´ıxeles situadas a lo largo
de una trayectoria cerrada alrededor del p´ıxel central del vecindario S, definido
en la Ecuacio´n 2.2. En segundo lugar estos gradientes se binarizan utilizando
el valor 0 como umbral. El criterio para establecer la trayectoria cerrada sobre
la cual se calculan los gradientes binarios no es u´nico. Nosotros proponemos
tres alternativas que denominaremos bucle simple, bucle doble y bucle triple, a
las cuales les correspondera´n los operadores BGC13⇥3, BGC23⇥3 y BGC33⇥3,
respectivamente. En las Figuras 3.1(b)-(d) se representa esquema´ticamente la
disposicio´n de las trayectorias para estos tres casos. Asimismo en la Figura 3.1(e)
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tambie´n se incluye la relacio´n que existe entre los diferente p´ıxeles que pertene-
cen al vecindario en el conocido modelo LBP3⇥3, lo que permite evidenciar las
similitudes y las diferencias que existen entre ambas familias de descriptores.
Teniendo en cuenta la Figura 3.1(a) y la Ecuacio´n 2.13, las correspondientes
versiones de los gradientes binarios de contorno pueden expresarse anal´ıtica-
mente de la siguiente manera:
g1 =
266666666664
⇠(I7   I0)
⇠(I6   I7)
⇠(I5   I6)
⇠(I4   I5)
⇠(I3   I4)
⇠(I2   I3)
⇠(I1   I2)
⇠(I0   I1)
377777777775
(3.1)
g2⌃ =
2664
⇠(I6   I0)
⇠(I4   I6)
⇠(I2   I4)
⇠(I0   I2)
3775 (3.2a)
g2⇤ =
2664
⇠(I7   I1)
⇠(I5   I7)
⇠(I3   I5)
⇠(I1   I3)
3775 (3.2b)
g2 =

g2⌃
g2⇤
 
(3.2c)
y
g3 =
266666666664
⇠(I5   I0)
⇠(I2   I5)
⇠(I7   I2)
⇠(I4   I7)
⇠(I1   I4)
⇠(I6   I1)
⇠(I3   I6)
⇠(I0   I3)
377777777775
(3.3)
Figura 3.1: (a) Disposicio´n espacial de un patro´n 3⇥3 en escala de grises. Repre-
sentacio´n esquema´tica de las umbralizaciones correspondientes a los siguientes
modelos: (b) BGC de bucle simple, (c) BGC de bucle doble, (d) BGC de bucle
triple y (e) LBP.
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Es necesario advertir que tanto las 8-tuplas como las 4-tuplas que se recogen
en las Ecuaciones 3.1- 3.3 son en realidad funciones de S, pero la dependencia
expl´ıcita con respecto a S se ha eliminado para simplificar la notacio´n.
Se puede concluir de manera inmediata que el nu´mero de posibles 8-tuplas
binarias es 28 = 256. Sin embargo, el nu´mero de instancias diferentes de las
Ecuaciones 3.1, 3.2c y 3.3 se situ´a por debajo de este l´ımite superior puesto
que los componentes de estas 8-tuplas no son completamente independientes, al
existir restricciones intr´ınsecas que tienen su origen en el hecho de que esos vec-
tores de gradientes se calculan a lo largo de una trayectoria cerrada. Teniendo
en cuenta la desigualdad que aparece en la definicio´n de ⇠(x) es evidente que los
ocho componentes de g1 no pueden tomar simulta´neamente el valor 0. Por lo
tanto, el nu´mero de gradientes binarios de contorno de bucle simple se reduce
a 255. Lo mismo ocurre con g3 por lo que existen 255 gradientes binarios de
contorno de bucle triple diferentes. El modelo de gradientes binarios de contorno
de bucle doble sufre restricciones similares a pesar de que su construccio´n pre-
senta una diferencia significativa, ya que, como se muestra en la Figura 3.1(c),
esta´ constituido por dos trayectorias separadas y no por una u´nica trayectoria
cerrada, como suced´ıa con los otros dos modelos. Para poder explicar esta si-
tuacio´n con mayor claridad es conveniente dividir g2 en dos mitades: la primera
4-tupla esta´ formada por los cuatro bits ma´s significativos de g2 (Ecuacio´n 3.2a)
y la segunda 4-tupla por los cuatro bits menos significativos (Ecuacio´n 3.2b),
que denotaremos respectivamente como g2⌃ y g2⇤. De manera inmediata pue-
de deducirse que los cuatro componentes de estas 4-tuplas no pueden tomar el
valor cero simulta´neamente. De este modo el nu´mero de gradientes binarios de
contorno diferentes que resulta es (24   1)2 = 225.
De acuerdo con el marco teo´rico que propon´ıamos en el Cap´ıtulo 2, todos
aquellos patrones a los que les corresponde la misma 8-tupla BGC son “equi-
valentes”, y constituyen una clase de equivalencia dentro del conjunto M3⇥3,G
formado por los G9 posibles patrones 3⇥3 en escala de grises. El co´digo nume´ri-
co que identifica a las clases de equivalencia asociadas a cada una de las tres
versiones de la BGC, o dicho de otro modo, a las distintas instancias de las
Ecuaciones 3.1, 3.2c y 3.3, se puede expresar mediante notacio´n matricial del
siguiente modo:
BGC13⇥3(S) = wT8 g1   1, (3.4)
BGC23⇥3(S) = 15wT4 g2⌃ +w
T
4 g2⇤   16 (3.5)
y
BGC33⇥3(S) = wT8 g3   1 (3.6)
donde el super´ındice T representa “la transpuesta de”, y wj denota al vector de
factores de peso definido por:
wTj =
⇥
2j 1 2j 2 · · · 21 20 ⇤ (3.7)
Debe tenerse en cuenta que el vector de pesos se ha elegido de manera
arbitraria. Si se hubiera adoptado cualquier otra ordenacio´n simplemente se
obtendr´ıa como resultado una codificacio´n diferente de los gradientes binarios
de contorno. Adema´s, a partir de las Ecuaciones 3.4-3.6 puede comprobarse
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fa´cilmente que las diferentes codificaciones BGC devuelven siempre un ı´ndice
entero entre 0 y K   1.
Hemos utilizado la notacio´n matricial para definir las correspondencias entre
patrones de manera compacta, pero es factible reescribir las Ecuaciones 3.4-
3.6 en un formato extendido y algor´ıtmico, como mostramos en la Tabla 2.2,
en la que tambie´n se incluyen las expresiones correspondientes a numerosas
te´cnicas de descripcio´n de la textura que, al igual los miembros de la familia
BGC, encuentran cabida dentro del modelo teo´rico que desarrolla´bamos en el
Cap´ıtulo 2.
3.2. Eficiencia teo´rica
Desde el punto de vista cla´sico de la Teor´ıa de la Informacio´n, los distintos con-
juntos de clases de equivalencia que se emplean para describir la textura pueden
ser considerados como alfabetos de s´ımbolos que se transmiten por un canal
discreto ideal (sin ruido) [31]. En este sentido hay que tener en cuenta que la
dimensio´n del espacio de caracter´ısticas representa un l´ımite teo´rico a la canti-
dad de informacio´n que se puede expresar por medio de un modelo de textura
cualquiera. Es bien sabido que un alfabeto alcanza la ma´xima eficiencia cuando
los s´ımbolos que lo componen son equiprobables, es decir, cuando la entrop´ıa
del histograma que se corresponde con la distribucio´n de probabilidad de cada
s´ımbolo es ma´xima [31]. La cuestio´n que surge a partir de este planteamiento es
si en realidad los diferentes modelos de textura alcanzan ese l´ımite teo´rico y si
existe una relacio´n entre la eficiencia de un me´todo de descripcio´n de la textura
y su efectividad. Para poder medir ese valor y efectuar un estudio comparativo
que nos permita corroborar o refutar esta conjetura definimos la eficiencia ef
de un modelo de textura del siguiente modo:
ef =
K 1X
k=0
Pf (k) log2 Pf (k)
log2K
(3.8)
donde Pf (k) es la probabilidad a priori de la k-e´sima clase de equivalencia del
modelo de textura definido por la funcio´n o mapping f .
El numerador de la Ecuacio´n 3.8 representa la entrop´ıa real o cantidad de
informacio´n del alfabeto, y el denominador la ma´xima entrop´ıa que se puede
alcanzar si se supone equiprobabilidad en los s´ımbolos. En la Tabla 3.1 mostra-
mos las dimensiones as´ı como la ma´xima entrop´ıa alcanzable, de los modelos
BGC y LBP.
Para lograr una estimacio´n de la entrop´ıa real de los modelos considerados,
hemos determinado emp´ıricamente Pf (k) calculando la proporcio´n de patrones
3⇥3 en escala de grises que pertenecen a cada clase de equivalencia, asumiendo
que todos los posibles patrones 3 ⇥ 3 en escala de grises son equiprobables.
Con este objetivo hemos desarrollado un programa de ordenador que genera
todos los posibles patrones 3⇥3 en escala de grises. A continuacio´n es necesario
determinar que´ co´digo se corresponde con cada patro´n, para lo que se toman
en consideracio´n las correspondientes expresiones recogidas en la Tabla 2.2.
Finalmente se divide el nu´mero de patrones que pertenecen a cada clase de
equivalencia entre el nu´mero total de patrones (G9):
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(a)
(b)
(c)
Figura 3.2: Probabilidades a priori Pf (k) de las clases de equivalencia que esta-
blecen las siguientes correspondencias: (a) BGC13⇥3 y BGC33⇥3, (b) BGC23⇥3
y (c) LBP3⇥3. Los histogramas se calcularon para G = 12.
Pf (k) =
#Mf,k
G9
(3.9)
En la Figura 3.2 se ilustra este proceso al representar en las respectivas
gra´ficas las probabilidades a priori de las clases de equivalencia definidas para
los modelos BGC y LBP. La eficiencia se calculo´ aplicando la Ecuacio´n 3.8 a
estas probabilidades a priori. U´nicamente hemos estimado Pf (k) para valores
moderados de G (nu´mero de niveles de cuantizacio´n), puesto que a medida
que G se incrementa, el nu´mero de posibles patrones 3 ⇥ 3 en escala de grises
crece exponencialmente lo que repercute de manera decisiva en el tiempo de
ejecucio´n. En cualquier caso, el rango de valores de G que hemos considerado
parece suficiente, al llegar a converger la eficiencia para G > 7, como se muestra
en la Figura 3.3.
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Figura 3.3: Relacio´n entre la eficiencia teo´rica y el nu´mero de niveles de gris en
los modelos BGC y LBP.
3.3. Ana´lisis comparativo
Esta seccio´n esta´ dedicada a discutir algunos aspectos importantes de la nueva
familia de descriptores de textura que estamos desarrollando a lo largo de este
cap´ıtulo. Efectuaremos un ana´lisis comparativo de las tres versiones diferentes de
la BGC que hemos propuesto. Tambie´n se estudiara´n las diferencias y similitudes
entre los modelos LBP y BGC.
3.3.1. BGC frente a LBP
El modelo LBP es una te´cnica de descripcio´n de la textura muy conocida y am-
pliamente utilizada. Como consecuencia de la gran atencio´n que esta metodo-
log´ıa ha recibido por parte de la comunidad investigadora en temas relacionados
con la textura, en la actualidad esta´ disponible una vasta literatura donde se
presentan diferentes aplicaciones de las caracter´ısticas LBP [147]. Este e´xito se
apoya en tres razones principales: el modelo LBP es conceptualmente simple,
poco exigente desde el punto de vista computacional, por lo que se considera
muy adecuado para el procesamiento en tiempo real, y muy preciso en la dis-
criminacio´n de texturas. Son muy numerosas las publicaciones en las que se
pueden encontrar descripciones detalladas del modelo LBP, como por ejemplo
en [161]. El operador de textura LBP3⇥3 se define normalmente partiendo del
concepto de umbralizacio´n local: los valores en escala de grises de la periferia de
una ventana 3⇥ 3 se convierten en un conjunto de valores binarios utilizando
el nivel de gris del p´ıxel central como umbral. La LBP asigna a cada p´ıxel de
la imagen un co´digo que habitualmente se define mediante la fo´rmula que se
muestra en la Tabla 2.2.
En esta tesis proponemos abordar el modelo LBP desde una perspectiva di-
ferente. Consideramos que, en realidad, la LBP puede interpretarse como una
correspondencia o mapeo del espacio de patrones en escala de grises al espacio
de 8-tuplas binarias y, consiguientemente, este modelo de textura cabe perfec-
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tamente en el marco conceptual general descrito en el Cap´ıtulo 2. Para destacar
au´n ma´s si cabe la conveniencia del marco teo´rico basado en correspondencias
entre patrones para describir el modelo LBP, es adecuado reformular la LBP
empleando la notacio´n matricial, como hac´ıamos en la Seccio´n 3.1 en el caso de
la BGC. Con este objetivo definimos la siguiente 8-tupla:
g =
266666666664
⇠(I7   Ic)
⇠(I6   Ic)
⇠(I5   Ic)
⇠(I4   Ic)
⇠(I3   Ic)
⇠(I2   Ic)
⇠(I1   Ic)
⇠(I0   Ic)
377777777775
(3.10)
Debe tenerse en cuenta que se ha eliminado la dependencia de S con el
propo´sito de simplificar la expresio´n, siguiendo un procedimiento ana´logo al que
se explico´ en el caso de las Ecuaciones 3.1-3.3. La anterior ecuacio´n representa
los ocho gradientes calculados con respecto al p´ıxel central en las orientaciones
determinadas por los ocho p´ıxeles vecinos de e´ste, los cuales se binarizan uti-
lizando el valor 0 como umbral. Existen 28 = 256 instancias diferentes de la
Ecuacio´n 3.10, ya que en este caso los gradientes de intensidad no se calculan
a lo largo de una trayectoria cerrada y por lo tanto cualquier componente de
la 8-tupla puede tomar los valores 0 y 1, independientemente de los valores que
tomen las dema´s componentes.
Los patrones en escala de grises a los que se les asigna en el modelo LBP
la misma 8-tupla que aparece definida en la Ecuacio´n 3.10 pertenecen al mismo
grupo de patrones equivalentes. La frecuencia con que se repiten los diferentes
grupos de patrones equivalentes se recoge en un histograma formado por 256
barras para representar la textura presente en una imagen. Cada grupo de pa-
trones se codifica para asignarle una etiqueta que facilite su manejo, utilizando
para ello la notacio´n matricial definida con anterioridad:
LBP3⇥3(S) = wT8 g (3.11)
Al contrario de lo que ocurre con las Ecuaciones 3.4-3.6, debe advertirse que
en este caso no es necesario incluir un te´rmino sustractivo en la fo´rmula, pues
el producto escalar de wT8 y g puede valer 0.
Llegados a este punto podr´ıamos plantearnos que´ intere´s puede suscitar
la utilizacio´n de las caracter´ısticas BGC si como hemos comentado, la LBP
esta´ ı´ntimamente relacionada con ellas y adema´s es muy efectiva en la discrimi-
nacio´n de texturas. Nuestra hipo´tesis de partida se fundamenta en considerar
que la eventual mejora que pudiera introducir la nueva familia de descriptores
que proponemos en te´rminos de precisio´n, se explicar´ıa por el hecho de que,
como veremos a continuacio´n, su eficiencia teo´rica es ligeramente superior con
respecto a la ya cla´sica LBP.
3.3.2. Versiones de la BGC
A pesar de que conceptualmente son ide´nticos, los tres miembros de la familia
de caracter´ısticas de textura BGC que hemos desarrollado presentan algunas
48 CAPI´TULO 3. GRADIENTES BINARIOS DE CONTORNO
Tabla 3.1: Resumen de caracter´ısticas de los modelos de textura considerados:
dimensio´n del espacio de caracter´ısticas (K), ma´xima entrop´ıa alcanzable ex-
presada en bits (log2K), eficiencia teo´rica (ef ) calculada para G = 12 niveles
de cuantizacio´n, separacio´n entre p´ıxeles (|| r||), y orientaciones del gradiente
(✓).
Modelo K log2K ef || r|| ✓
BGC13⇥3 255 7.9944 0.8996 1 0,±⇡2 ,⇡
BGC23⇥3 225 7.8138 0.8983
p
2, 2 0,±⇡4 ,±⇡2 ,± 3⇡4 ,⇡
BGC33⇥3 255 7.9944 0.8996
p
5 ±arctan 12 ,⇡ ± arctan 12 ,±arctan 2,⇡ ± arctan 2
LBP3⇥3 256 8 0.8533 1,
p
2 0,±⇡4 ,±⇡4 ,± 3⇡4 ,⇡
diferencias que merecen un comentario detallado. Adema´s, resultara´ fruct´ıfero
analizar las similitudes y las divergencias entre los descriptores de textura BGC
y LBP.
Una propiedad importante tanto del modelo BGC como de la LBP es la
invarianza con respecto a la intensidad ya que estos descriptores no se ven afec-
tados por transformaciones monoto´nas de los valores en escala de grises de los
p´ıxeles de la imagen, como puede deducirse inmediatamente de las definiciones.
Todos los modelos considerados se basan en 8-tuplas binarias. No obstante,
la dimensio´n de sus correspondientes espacios de caracter´ısticas no es la misma.
El histograma de la LBP3⇥3 tiene 28 = 256 barras, pero los histogramas de la
BGC no alcanzan este l´ımite superior al verse los componentes de las 8-tuplas
condicionados por las restricciones intr´ınsecas que se discut´ıan en la Seccio´n 3.1.
Las dimensiones de estos espacios de caracter´ısticas se resumen en la Tabla 3.1.
El hecho de que los modelos tengan diferentes dimensiones justifica que las
entrop´ıas ma´ximas que se pueden alcanzar sean tambie´n diferentes.
Basa´ndonos en el ana´lisis de la eficiencia teo´rica que detalla´bamos en la Sec-
cio´n 3.2 formularemos algunas observaciones interesantes. En primer lugar, la
Figura 3.2 revela claramente que las probabilidades a priori de las clases de
equivalencia definidas a trave´s de los correspondientes mappings son bastante
diferentes. El modelo LBP3⇥3 presenta dos picos significativos en ambos extre-
mos del histograma, mientras que en los histogramas de la BGC las frecuencias
de ocurrencia esta´n distribuidas de una manera ma´s uniforme. Concretamente,
el 23.14% de los posibles patrones 3⇥ 3 en escala de grises se concentran en so´lo
dos de los subconjuntos en los que se particiona el conjunto M3⇥3,12 al utilizar
la correspondencia que crea el modelo LBP3⇥3. El restante 76.86% de patro-
nes se distribuye en cambio entre los otros 254 subconjuntos de patrones. En
cambio, los modelos BGC producen una particio´n ma´s equilibrada de M3⇥3,12
al contener el subconjunto ma´s poblado en estos casos tan so´lo el 2.57% de los
posibles patrones en escala de grises. En segundo lugar, es importante adver-
tir que las probabilidades a priori de las clases de equivalencia inducidas por
los modelos BGC13⇥3 y BGC33⇥3 son ide´nticas. Esto esta´ motivado, por una
parte, por el hecho de que ambos gradientes binarios se calculan a lo largo de
una u´nica trayectoria cerrada en vez de manejar dos trayectorias cerradas sepa-
radas, como sucede con el modelo BGC23⇥3 (ve´ase la Figura 3.1), y por otra
parte, por la hipo´tesis de que las intensidades de los p´ıxeles son estad´ısticamen-
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te independientes. Finalmente, la Figura 3.3 permite concluir que los mappings
BGC contienen una mayor cantidad de informacio´n textural que la LBP3⇥3 y,
por lo tanto esto podr´ıa justificar la eventual mejor´ıa que podr´ıan introducir
las caracter´ısiticas BGC en te´rmicos de eficiencia en la discriminacio´n de tex-
tura con respecto a la LBP. Esta hipo´tesis se ve reforzada por los resultados
experimentales que se incluyen en el Cap´ıtulo 4.
La representacio´n esquema´tica que se muestra en la Figura 3.1 sugiere que
la escala y la orientacio´n del gradiente var´ıan de un modelo a otro. As´ı, el in-
tervalo de muestreo || r|| =
p
 m2 +  n2 es u´nico en los operadores BGC13⇥3
y BGC33⇥3 (ve´ase la Tabla 3.1) mientras que en los operadores BGC23⇥3 y
LBP3⇥3 los valores en escala de grises de los p´ıxeles se comparan por pare-
jas en dos escalas diferentes. En lo referente a la orientacio´n, en el caso del
modelo BGC13⇥3 los gradientes se calculan para cuatro a´ngulos diferentes, uti-
lizando ocho a´ngulos diferentes en los dema´s modelos. Consecuentemente el
modelo BGC13⇥3 abarca u´nicamente cuatro tipos de interacciones entre parejas
de p´ıxeles, en concreto los gradientes entre p´ıxeles que se encuentran separados
por una distancia unitaria en cuatro orientaciones diferentes, mientras que el
resto de modelos incorporan una mayor variedad de interacciones entre parejas
de p´ıxeles.
Como u´ltimo comentario nos gustar´ıa destacar que el operador LBP3⇥3 tiene
en cuenta a todos los p´ıxeles del vecindario 3⇥ 3, cosa que no ocurre con los
modelos BGC, que so´lo consideran los ocho bits de la periferia. A pesar de
que parezca extran˜o que se descarte el p´ıxel central, es una solucio´n empleada y
documentada con anterioridad en te´cnicas similares de descripcio´n de la textura.
El motivo por el que se prescinde del p´ıxel central se basa en el hecho de que
las texturas se consideran con frecuencia realizaciones de un campo aleatorio
de Markov, y dentro de este marco, la probabilidad del p´ıxel central depende
solamente de su vecindario [192]. En el neighbourhood classifier [247], la textura
se modela como la frecuencia de aparicio´n de los textones que forman parte
de un diccionario. Los textones son los centroides que resultan de agregar y
agrupar pequen˜os recortes de la imagen original. Estos recortes de la imagen
esta´n formados por las intensidades en bruto de los p´ıxeles de un vecindario
cuadrado en el que el p´ıxel central se descarta, de manera ana´loga al modelo
BGC. Otro modelo de textura que excluye el p´ıxel central es el Texture Co-
occurrence Spectrum (TCS) [189], en el que cuatro ma´scaras orientadas a 0,
45, 90 y 135 grados alrededor de cada p´ıxel se usan para extraer informacio´n de
textura en funcio´n de la ocurrencia conjunta de los valores de cuatro p´ıxeles para
una direccio´n dada. Para reducir la dimensio´n de las caracter´ısticas se utilizo´ la
te´cnica conocida como codificacio´n del ranking.

Cap´ıtulo 4
Experimentos
A lo largo de ma´s de cuatro de´cadas de investigacio´n en el a´mbito del ana´lisis
de texturas se han propuesto numerosos descriptores, cuyo desarrollo ha segui-
do un enfoque eminentemente aplicativo. Este planteamiento ha provocado un
ra´pido e innegable avance en la materia, pero adolece de dos limitaciones impor-
tantes: la pra´ctica inexistencia de fundamentos teo´ricos que justifiquen el mejor
o peor comportamiento de un descriptor de textura frente a otros y la falta de
generalidad de las conclusiones extra´ıdas.
As´ı, salvo contadas excepciones, cuando se propon´ıa un nuevo descriptor
de textura, su validacio´n sol´ıa consistir en medir su tasa de acierto, definiendo
normalmente un experimento de clasificacio´n o segmentacio´n y utilizando como
dato de entrada un determinado conjunto de ima´genes. El objetivo de estos tra-
bajos era demostrar emp´ıricamente que la tasa de acierto del nuevo descriptor
era superior a la de los existentes. Por consiguiente, la investigacio´n se ha orien-
tado principalmente a la mejora de los resultados, sin que existiera un intere´s
claro por estudiar los fundamentos teo´ricos que permitan determinar las causas
por las que un descriptor de textura es mejor o peor que otros.
Asimismo, como ya se indico´ en la Seccio´n 1.4.2, se han publicado diferentes
estudios comparativos, pero son parciales y poco representativos porque consi-
deran un reducido conjunto de descriptores y/o bases de datos. As´ı pues, resulta
imposible inferir de manera concluyente a partir de ellos cua´l es el descriptor
ma´s adecuado para una aplicacio´n determinada.
En esta tesis hemos realizado una comparacio´n muy extensa que abarca
a todos aquellos descriptores de textura que conforman el nu´cleo del modelo
unificado que hemos propuesto. Nuestra evaluacio´n comparativa se basa en una
serie de experimentos de clasificacio´n de ima´genes en los que hemos considerado
todos estos descriptores. Estos experimentos se han validado sobre 10 bases de
datos diferentes. Adema´s se ha estudiado el comportamiento de los descriptores
de textura de nuestro intere´s en una aplicacio´n real: la deteccio´n automa´tica de
invernaderos a partir de ima´genes de sate´lite.
Comenzaremos este cap´ıtulo describiendo brevemente las caracter´ısticas de
las colecciones de ima´genes que hemos empleado en nuestro trabajo experimen-
tal. A continuacio´n explicaremos la metodolog´ıa en la que nos hemos basado,
para finalizar con una discusio´n acerca de los resultados cuantitativos que hemos
obtenido.
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4.1. Datos utilizados
Los datos que hemos utilizado en nuestros experimentos son de dos tipos. Por
una parte disponemos de 10 bases de datos formadas por ima´genes de textura
estacionaria. Nueve de estas colecciones han sido desarrolladas por grupos de
investigacio´n interesados en el ana´lisis de texturas y son de dominio pu´blico en
Internet. La de´cima es una coleccio´n de ima´genes elaborada por miembros de
nuestro grupo de investigacio´n que se ha utilizado con anterioridad en aplicacio-
nes de clasificacio´n y recuperacio´n automa´tica de baldosas de granito. Por otra
parte hemos utilizado ima´genes de sate´lite de alta resolucio´n. En esta seccio´n
comentaremos las caracter´ısticas ma´s significativas de todas ellas.
4.1.1. Texturas gene´ricas
Brodatz
El a´lbum de Brodatz [41] es una de las primeras y ma´s conocidas colecciones
de ima´genes empleadas en trabajos de investigacio´n relacionados con la visio´n
por computador y el procesamiento de ima´genes. Dicho a´lbum alcanzo´ gran
popularidad a partir de la de´cada de 1970, convirtie´ndose en cierto modo en un
esta´ndar de facto para la evaluacio´n de algoritmos de ana´lisis de texturas [194],
dado que en aquel tiempo era la u´nica coleccio´n de ima´genes que contaba con un
nu´mero considerable de texturas fotografiadas bajo condiciones de iluminacio´n
controladas.
A pesar de su popularidad, las texturas de Brodatz presentan una serie
de inconvenientes. En primer lugar son ima´genes publicadas en papel, por lo
que resulta imprescindible su digitalizacio´n. Este proceso es dependiente del
dispositivo de adquisicio´n utilizado y supone una fuente de variabilidad en los
resultados. Adema´s, las ima´genes de la publicacio´n original esta´n protegidas por
derechos de autor.
Son varias las colecciones de ima´genes de Brodatz que podemos encontrar en
Internet. En esta tesis hemos optado por utilizar la base de datos de ima´genes
proporcionada por el –Signal & Image Processing Institute (USC-SIPI)– de la
Universidad del Sur de California [244]. La principal caracter´ıstica de esta base
de datos es que las ima´genes que contiene no esta´n escaneadas a partir de las
pa´ginas del libro original de Brodatz, sino de fotograf´ıas en escala de grises
que fueron adquiridas directamente al autor. Estas ima´genes pueden diferir en
algunos casos de las que se recogen en el libro. Las texturas de Brodatz incluidas
en la base de datos USC-SIPI suman un total de 13 ima´genes en escala de grises y
en formato Tagged Image File Format (TIFF) con una resolucio´n de 1024⇥1024
p´ıxeles. La Figura A.1 muestra un mosaico de dichas ima´genes. Para disponer
de varios ejemplos de cada clase hemos divido todas las ima´genes en 16 partes
iguales, lo que resulta en 208 ejemplos disponibles para el entrenamiento y la
validacio´n.
Jerry Wu
Esta base de datos fue creada por Jerry Wu, investigador del Texture Lab en
la Universidad Heriot-Watt (Escocia), para su tesis doctoral sobre clasificacio´n
de texturas tridimensionales invariante a rotacio´n [113]. Esta´ formada por 2100
ima´genes de superficies tridimensionales con una resolucio´n de 512⇥512 p´ıxeles.
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Dichas ima´genes pertenecen a 39 clases diferentes, la mayor´ıa de las cuales –
concretamente 36 de 39– esta´n representadas por 56 ima´genes de la misma
textura que se corresponden con siete a´ngulos de rotacio´n y ocho de inclinacio´n
diferentes. La excepcio´n a este paradigma son las clases etiquetadas como ((bp6)),
((di1)) y ((wp1)), que so´lo esta´n representadas por 28 muestras, puesto que para
estas clases las capturas se efectuaron a cuatro a´ngulos de inclinacio´n. Tanto en
este caso excepcional como en el ma´s general, el eje o´ptico de la ca´mara forma
un a´ngulo de 45  con respecto a la direccio´n de iluminacio´n.
Para realizar nuestro experimento de clasificacio´n hemos seleccionado aque-
llas ima´genes para las cuales los a´ngulos de rotacio´n y de inclinacio´n son 0 
(Figura A.2). Tal y como se indica en la Tabla 4.1, hemos dividido las 39 ima´ge-
nes seleccionadas en cuatro partes iguales de 256 ⇥ 256 p´ıxeles, con lo cual el
nu´mero de ejemplos asciende a 156.
KTH-TIPS
La base de datos KTH-TIPS –KTH es la abreviatura de la universidad sue-
ca Kungliga Tekniska Ho¨gskolan, en castellano Real Instituto de Tecnolog´ıa, y
TIPS es el acro´nimo de Textures under varying Illumination, Pose and Scale–
fue disen˜ada con la intencio´n de proporcionar una coleccio´n de ima´genes que
permitiera un estudio sistema´tico acerca de la importancia que ejerce la distan-
cia existente entre la ca´mara y el objeto sobre la clasificacio´n de materiales [132].
En cierto sentido se puede considerar que KTH-TIPS es un subconjunto de la
base de datos Columbia-Utrecht Reflectance and Texture Database (CUReT)
[57] porque esta´ formada por ima´genes de 10 materiales seleccionados entre los
61 que aparecen en CUReT.
KTH-TIPS esta´ formada por ima´genes fotografiadas bajo diversas condicio-
nes de iluminacio´n, posicio´n y distancia con respecto a la ca´mara. Concretamen-
te las fotograf´ıas se tomaron a nueve escalas equiespaciadas logar´ıtmicamente a
lo largo de dos octavas, para cada una de las cuales se combinaron tres a´ngulos
de rotacio´n con respecto a la ca´mara y tres direcciones de iluminacio´n. Esto
significa que KTH-TIPS contiene 81 ima´genes por clase, es decir, 810 ima´genes
en toda la base de datos.
Tanto en las ima´genes de CUReT como las de KTH-TIPS la textura no abar-
ca toda la imagen, por lo cual debe recortarse un borde exterior para eliminar
la escena de fondo. Ante esta situacio´n nos hemos decantado por trabajar con
las ima´genes de KTH-TIPS, ya que han sido recortadas manualmente por sus
desarrolladores. De este modo, por una parte evitamos tener que manipular la
base de datos original y, por otra, conseguimos que los resultados obtenidos sean
comparables con los que puedan derivar de trabajos de investigacio´n ana´logos,
pues no dependen de ninguna decisio´n particular que pudie´ramos haber tomado
al respecto.
Nosotros hemos seleccionado las ima´genes tomadas a la escala #5, que co-
rresponde a una distancia de 28cm entre la ca´mara y el objeto, y con a´ngulos de
iluminacio´n y observacio´n 0  (Figura A.3). Estas ima´genes una vez recortadas
tienen una resolucio´n de 200⇥200 p´ıxeles. A su vez las hemos dividido en cuatro
partes de 100⇥ 100 p´ıxeles para disponer de cuatro ejemplos por clase.
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KTH-TIPS2b
Durante los an˜os posteriores a la aparicio´n de KTH-TIPS, que data de 2004, sus
creadores ampliaron este trabajo y presentaron KTH-TIPS2 en 2006 [132]. Esta
extensio´n de la base de datos original contiene cuatro muestras de 11 materiales
diferentes, lo que hace un total de 44 clases. Como ocurr´ıa con KTH-TIPS,
estos 11 materiales esta´n igualmente presentes en CUReT, lo que abre la puerta
a la realizacio´n de experimentos en los que se combinen ambas bases de datos.
En esta tesis hemos renunciado a esta posibilidad por los mismo motivos que
expon´ıamos al hablar de KTH-TIPS. Por otra parte, seis de esos 11 materiales
ya aparec´ıan en KTH-TIPS.
Se han definido dos versiones de esta base de datos: KTH-TIPS2-a y KTH-
TIPS2-b. KTH-TIPS2-b es ana´loga a KTH-TIPS en el sentido de que tambie´n
contiene ima´genes de superficies tomadas a nueve escalas equiespaciadas lo-
gar´ıtmicamente a lo largo de dos octavas, con tres posibles a´ngulos de rotacio´n
con respecto a la ca´mara. Sin embargo, en la elaboracio´n de la nueva versio´n
se utilizaron cuatro direcciones de iluminacio´n en vez de las tres que se hab´ıan
empleado con anterioridad, lo que resulta en un total de 12⇥ 9 = 108 ima´genes
por clase. Por su parte, KTH-TIPS2-a contiene la misma cantidad de ima´genes
que KTH-TIPS2-b para 40 de las 44 clases, pero so´lo 72 ima´genes en las cuatro
clases restantes.
Debido a la limitacio´n anterior y dado que KTH-TIPS2-b es la versio´n ma´s
reciente, hemos elegido esta u´ltima para nuestro trabajo experimental. Al igual
que hicimos con KTH-TIPS, hemos seleccionado las ima´genes tomadas a la
escala #5, que corresponde a una distancia de 28cm entre la ca´mara y el objeto,
y con a´ngulos de iluminacio´n y observacio´n 0  (Figura A.4). Sobre las ima´genes
originales de 200 ⇥ 200 p´ıxeles se han obtenido 4 ejemplos no solapados de
100⇥ 100 p´ıxeles por clase, lo que hace que el nu´mero de ejemplos disponibles
de esta base de datos ascienda a 176.
Outex
Outex constituye un completo y u´til banco de pruebas para la evaluacio´n emp´ıri-
ca de algoritmos de clasificacio´n, segmentacio´n y recuperacio´n de texturas [183].
Esta herramienta se desarrollo´ en elMachine Vision Group (MVG) de la Univer-
sidad de Oulu (Finlandia) con el fin de dar respuesta a un problema persistente
durante ma´s de tres de´cadas de investigacio´n activa en el a´mbito del ana´lisis
de texturas: la inexistencia de una metodolog´ıa comu´n que permita evaluar la
eficacia de los diferentes descriptores de textura que se han propuesto a lo largo
de este per´ıodo [181]. Antes de la aparicio´n de Outex, cualquier trabajo experi-
mental conducente a la validacio´n de una nueva te´cnica de ana´lisis de texturas
implicaba una serie de decisiones, acerca de las ima´genes utilizadas, su particio´n
en un conjunto de entrenamiento y un conjunto de prueba, o incluso el criterio
empleado en la cuantificacio´n de los resultados, por poner algunos ejemplos.
Todos estos factores tienen una notable influencia en el resultado final del expe-
rimento. Debido a ello la utilizacio´n de ima´genes procedentes de la misma base
de datos no garantizaba la obtencio´n de resultados experimentales comparables,
ya que estos depend´ıan de cada configuracio´n particular.
La base de datos Outex consta actualmente de 320 texturas en escala de
grises y en color, tanto microtexturas como macrotexturas, que se corresponden
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con 29 materiales diferentes. Estas ima´genes se organizan en bancos de prueba o
test suites utilizables en tres tipos de experimentos: clasificacio´n, segmentacio´n
–supervisada y no supervisada– o recuperacio´n de ima´genes. En lo que se refiere
a la clasificacio´n, la gran ventaja de Outex reside en el hecho de que cada test
suite particular fija todas las variables que intervienen en un experimento: el
conjunto de ima´genes, la divisio´n es e´ste en un subconjunto de entrenamiento
y otro de validacio´n, y el me´todo de ca´lculo de la medidad de bondad. Este
planteamiento del test suite como una caja negra en la que el dato de entrada es
el descriptor de textura bajo estudio y la salida es su medida de bondad –tasa
de acierto y coste computacional– es el u´nico que permite extraer conclusiones
significativas a partir de las comparaciones entre descriptores.
En el experimento de clasificacio´n que hemos disen˜ado para comparar los
descriptores de textura objeto de nuestro ana´lisis hemos utilizado tres test suites
de Outex diferentes: Outex TC 00000, Outex TC 00001 y Outex 00013. En los
dos primeros casos los conjuntos de entrenamiento y validacio´n de un problema
de clasificacio´n de texturas particular se extraen de la misma coleccio´n, formada
por 24 ima´genes en escala de grises –ve´ase Figuras A.6 y A.7–, que se reparten
aleatoriamente en dos mitades para obtener una estimacio´n insesgada de su tasa
de acierto. Para aumentar la estabilidad de la estimacio´n de la tasa de acierto la
particio´n aleatoria se repite 100 veces. La u´nica diferencia entre Outex TC 00000
y Outex TC 00001 es el nu´mero de subima´genes no solapadas en que se dividen
las 24 ima´genes originales. Outex TC 00000 utiliza muestras de 128⇥128 p´ıxeles,
mientras que las de Outex TC 00001 son de 64 ⇥ 64 p´ıxeles, extraye´ndose un
total de 480 y 2112 muestras respectivamente, es decir 20 muestras por clase
para Outex TC 00000 y 88 para Outex TC 00001. En cuanto a Outex TC 00013,
el conjunto de texturas esta´ formado por 68 ima´genes en color que se muestran
en la Figura A.8. El taman˜o de las muestras es de 128⇥ 128 p´ıxeles, a razo´n de
20 muestras por clase, lo que hace un total de 1360 muestras. La particio´n de
las muestras en un conjunto de entrenamiento y un conjunto de validacio´n es
ana´loga a la descrita para los test suites Outex TC 00000 y Outex TC 00001,
pero a diferencia de los dos casos anteriores, no existen problemas predefinidos
para Outex TC 00013, por lo que esta tarea ha sido definida segu´n nuestro
propio criterio.
UIUCtex
La base de datos UIUCTex1 [146] –acro´nimo de University of Illinois at Ur-
bana–Champaign Texture– consta de 1000 ima´genes, distribuidas en 25 clases
a razo´n de 40 muestras por clase, con una resolucio´n de 640 ⇥ 480 p´ıxeles.
En la Figura A.9 se recoge un mosaico formado por una muestra de cada una
las 25 clases. UIUCTex incluye fotograf´ıas de superficies cuya textura se debe
principalmente a variaciones de albedo –predominante en las clases ((madera)) y
((ma´rmol))–, relieve –clases ((gravilla)) y ((piel))–, as´ı como a una mezcla de ambos
feno´menos –clases ((alfombra)) y ((ladrillo))–. Las ima´genes que componen la ba-
se de datos UIUCTex presentan importantes variaciones de escala, perspectiva
y orientacio´n. Estos factores, unidos a la falta de control sobre las condicio-
nes de iluminacio´n durante el proceso de adquisicio´n de ima´genes, suponen una
1UIUCTex estuvo disponible al pu´blico en el sitio http://www-cvr.ai.uiuc.edu/ponce_
grp. Desgraciadamente, en la fecha en la que se escribio´ esta memoria de tesis, dicha URL era
inaccesible y parece que los creadores de la base de datos han abandonado su mantenimeinto.
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Tabla 4.1: Resumen de caracter´ısticas de las bases de datos empleadas en los
experimentos de clasificacio´n de ima´genes de textura estacionaria.
Base de datos Clases Ejemplos Ejemplos Resolucio´n Formato ¿Problem.
por clase ejemplos (px) predef.?
Brodatz 13 16 208 256⇥ 256 Color No
Jerry Wu 39 4 156 256⇥ 256 B/N No
KTH-TIPS 10 4 40 100⇥ 100 B/N No
KTH-TIPS2b 44 4 176 100⇥ 100 B/N No
Mondial Marmi 12 64 768 136⇥ 136 Color No
OuTeX TC 00000 24 20 480 128⇥ 128 B/N S´ı
OuTeX TC 00001 24 88 2112 64⇥ 64 B/N S´ı
OuTeX TC 00013 68 20 1360 128⇥ 128 Color No
UIUCtex 25 40 1000 640⇥ 480 Color No
VisTex 167 4 668 256⇥ 256 Color No
considerable dificultad an˜adida con respecto a otras bases de datos.
VisTex
Los investigadores del Media Lab, dependiente del Massachusetts Institute of
Technology (MIT), desarrollaron Vision Texture (VisTex), que se concibio´ co-
mo una base de datos de dominio pu´blico, como alternativa al a´lbum de Brodatz
que, como menciona´bamos anteriormente, no es de uso libre para fines de inves-
tigacio´n [251]. A diferencia de otras bases de datos, las ima´genes de VisTex no
han sido fotografiadas en condiciones de laboratorio, sino que pretenden reflejar
las condiciones que se dan en el mundo real. Como caracter´ıstica novedosa de
VisTex podemos destacar la inclusio´n de texturas que no estaban presentes en
las colecciones de texturas tradicionales.
VisTex se divide en cuatro colecciones: ((Texturas de Referencia)), ((Escenas
de Textura)), ((Texturas de Video)) y ((O´rbitas de Video)). En nuestro trabajo
hemos considerado u´nicamente la primera coleccio´n, dado que las otras tres o se
encuentran en construccio´n, o bien esta´n formadas por ima´genes heteroge´neas
que contienen varias texturas. Todas las ima´genes de la coleccio´n ((Texturas de
Referencia)) esta´n disponibles en dos resoluciones: 512⇥512 y 128⇥128 p´ıxeles.
Nosotros hemos utilizado el taman˜o mayor, y hemos dividido las 167 ima´genes
que componen la coleccio´n (Figura A.10), en cuatro partes de 256⇥ 256 p´ıxeles
sin solapamiento, por lo que el nu´mero de ejemplos con los que contamos es de
668.
4.1.2. Granitos
La evaluacio´n del experimento de clasificacio´n de texturas se completa con la
inclusio´n de una base de datos de ima´genes de granito, que hemos denominado
Mondial Marmi. Dicha coleccio´n, que ya fue utilizada en anteriores trabajos
del grupo de investigacio´n [69], esta´ formada por fotograf´ıas de tablas de gra-
nito que pertenecen a 12 variedades comerciales cuyos nombres enumeramos a
continuacio´n: Acquamarina, Azul Capixaba, Azul Platino, Bianco Cristal, Bian-
co Sardo, Giallo Napoletano, Giallo Ornamentale, Giallo Santa Cecilia, Giallo
Veneziano, Rosa Beta, Rosa Porrin˜o A, Rosa Porrin˜o B. Las baldosas de gra-
nito fueron suministradas por la empresa manufacturera del sector de la piedra
natural Mondial Marmi SpA (Perugia, Italia).
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El sistema de adquisicio´n utilizado para capturar estas ima´genes de granitos
consistio´ en un anillo de la´mparas Light-Emitting Diode (LED) montado en la
base de una cu´pula opaca hemiesfe´rica de 46.5cm de dia´metro, cuya pared in-
terna esta´ recubierta por un material que se aproxima a un difusor lambertiano
ideal. Los rayos luminosos incidentes en cualquier punto de la piedra a foto-
grafiar se distribuyen por toda la superficie como consecuencia de las mu´ltiples
reflexiones en el material difusor, lo que proporciona a la baldosa de granito una
iluminacio´n uniforme. Las ima´genes de textura en color se fotografiaron utilizan-
do una ca´mara digital de consumo fija (Samsung S850), que se sujeto´ firmemente
a la cu´pula para mantener constante la distancia de la ca´mara a la baldosa. Esta
configuracio´n se adopto´ para evitar el problema de las reflexiones especulares
en baldosas de granito pulidas.
Mondial Marmi consta de cuatro ima´genes en color por cada clase, lo que
hace un total de 48 ima´genes (Figura A.5). Con el fin de que esta base de datos
resultara de utilidad para la evaluacio´n de descriptores de textura invariantes
a rotacio´n, se agregaron ima´genes rotadas por hardware y por software. Las
ima´genes rotadas por hardware se capturaron en los a´ngulos que el sistema de
montaje proporcionaba: 0 , 5 , 10 , 15 , 30 , 45 , 60 , 75  y 90 . Esto hace un
total de 432 ima´genes –48 para cada a´ngulo de rotacio´n–. Las ima´genes rotadas
por software se obtuvieron por interpolacio´n bilineal e interpolacio´n bicu´bica a
partir de aquellas cuyo a´ngulo de rotacio´n era 0 . Con el fin de disponer de una
mayor nu´mero de ejemplos por clase, cada una de estas ima´genes se ha dividido
en 16 subima´genes cuadradas. Finalmente, debemos sen˜alar que las ima´genes
que forman esta coleccio´n solamente representan la parte central de las capturas
originales. De este modo se elimina la escena de fondo que aparece cuando se
fotograf´ıa una baldosa de granito rotada, y se descartan igualmente las esquinas,
que esta´n ocultas en algunas posiciones. As´ı, si W y T son respectivamente el
ancho y el alto de la imagen original –en este caso 1024⇥ 768 p´ıxeles–, el a´rea
que se debe conservar es un cuadro centrado de dimensio´n min(W,T )/
p
2. Esto
explica que las dimensiones de las ima´genes de la base de datos Mondial Marmi
sean 544⇥ 544 p´ıxeles.
4.1.3. Ima´genes de sate´lite
Con el fin de validar experimentalmente las te´cnicas ensayadas en una aplicacio´n
concreta como es la deteccio´n automa´tica de invernaderos a partir de ima´genes
de sate´lite, hemos utilizado una porcio´n de una imagen georreferenciada de la
zona del Campo de Nı´jar, tomada en el an˜o 2004 por el sate´lite QuickBird,
que mostramos en la Figura 4.1. Las coordenadas UTM (zona 30, WGS-84)
de los ve´rtices SW y NE de la porcio´n estudiada son (572739.7,4086639.5) y
(579165.1,4089884.3), respectivamente, y abarca una extensio´n de 2084.95ha
(6425.5m ⇥ 3244.8m). Los experimentos se han realizado empleando la imagen
pancroma´tica cuantizada con 8 bits y ortorrectificada con una resolucio´n de
0, 6m/p´ıxel.
Sobre la imagen original hemos delineado manualmente un conjunto de 1498
pol´ıgonos, de los cuales 1280 corresponden a la clase greenhouse y 218 correspon-
den a la clase nogreenhouse, que en la Figura 4.2 se representan en color verde y
rojo, respectivamente. Cada uno de estos pol´ıgonos desempen˜ara´ el mismo papel
que desempen˜aba una imagen en los experimentos de clasificacio´n de texturas
estacionarias. Para ello a cada pol´ıgono se le asigna un identificador y se calcula
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Figura 4.1: Regio´n considerada en la imagen del sate´lite QuickBird.
el histograma de patrones equivalentes en el interior de la regio´n de la imagen
original correspondiente al recorte poligonal.
4.2. Metodolog´ıa experimental
En esta seccio´n describiremos el procedimiento que hemos seguido para evaluar
cuantitativamente las prestaciones de los diferentes descriptores de textura que
hemos considerado en esta tesis. El proceso que nos disponemos a detallar es
comu´n para todos los tipos de datos que describ´ıamos en la Seccio´n 4.1.
En primer lugar se determinan los co´digos de los patrones elementales de
textura correspondientes a cada p´ıxel de las ima´genes empleando las expresio-
nes de las Tablas 2.1, 2.2 y 2.3 y de las Ecuaciones 2.16, 2.18, 2.21 y 2.28.
A continuacio´n se obtiene un histograma para cada imagen a partir de dichos
co´digos. En el caso de la imagen de sate´lite se calcula un histograma diferente
para cada pol´ıgono. El conjunto formado por todos los histogramas se denomina
H. Estos histogramas son los vectores de caracter´ısticas que representan a cada
uno de los ejemplos, ya sean estos ima´genes de textura estacionaria o recortes
poligonales de una imagen de sate´lite. Llamaremos h al histograma asociado
a un ejemplo gene´rico y designaremos por clase(h) a la etiqueta de clase del
ejemplo correspondiente.
A continuacio´n se divide aleatoriamente H en dos subconjuntos disjuntos:
Ai para el aprendizaje y Vi para la validacio´n:
H = Ai [ Vi 8i (4.1)
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Figura 4.2: Detalle de la regio´n considerada y pol´ıgonos empleados para el
ground truth. La clase greenhouse se representa en verde y la nogreenhouse en
rojo.
Ai \ Vi = ; 8i (4.2)
Existen diferentes criterios para determinar los subconjuntos de entrena-
miento y validacio´n. Nosotros hemos optado por subdividir aleatoriamente H
de modo que Ai y Vi tengan el mismo nu´mero de vectores (split-half ) y con-
serven exactamente la misma proporcio´n de vectores de cada clase que en el
conjunto total (stratified sampling) [40, 227]:
#Ai = #Vi = #H
2
8i (4.3)
pc =
#{h 2 H|clase(h) = c}
#H
=
#{a 2 Ai|clase(a) = c}
#Ai
=
#{v 2 Vi|clase(v) = c}
#Vi
(4.4)
donde c es un ı´ndice que identifica a una clase y cumple que 1  c  C, siendo
C el nu´mero total de clases.
Para cada uno de los vectores v  del conjunto de validacio´n se determina
su vecino ma´s cercano, es decir, el vector del conjunto de aprendizaje que se
encuentra a la menor distancia en el espacio de caracter´ısticas:
a  = argmin
a2Ai
||v    a|| (4.5)
Para cuantificar la similitud entre histogramas hemos empleado la norma
L1 de Minkowski, tambie´n conocida como distancia de Manhattan o cityblock
[207]. En caso de que el ejemplo a clasificar y su vecino ma´s cercano tengan la
misma etiqueta de clase, se considera que la clasificacio´n es correcta, y en caso
contrario incorrecta. Cuando se han clasificado todos los ejemplos del conjunto
de validacio´n se calcula la tasa de acierto dividiendo el nu´mero de clasificacio-
nes correctas por el nu´mero total de clasificaciones. Para formalizar este ı´ndice
resulta conveniente definir la funcio´n 1NN que, dado un vector del conjunto de
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validacio´n y su vecino ma´s cercano en el conjunto de aprendizaje, devuelve un
uno o un cero en caso de que ambos pertenezcan a la misma o a distinta clase
respectivamente:
1NN(v  ,a ) =
⇢
1 : clase(v ) = clase(a )
0 : clase(v ) 6= clase(a ) (4.6)
Los clasificadores basados en la regla del vecino ma´s cercano son muy po-
pulares debido a la sencillez de su implementacio´n y a los buenos resultados
que proporcionan. Sin embargo, presentan una importante limitacio´n cuando el
vecino ma´s cercano no es u´nico, es decir, cuando hay dos o ma´s patrones de
entrenamiento pertenecientes a clases diferentes que se encuentran ubicados a
la distancia mı´nima con respecto al patro´n a clasificar. Nosotros hemos resuelto
estos casos de empate empleando el clasificador de mı´nima distancia, que asigna
la etiqueta del centroide de la clase ma´s cercana [66]. En aquellos casos excep-
cionales en los que el clasificador de mı´nima distancia tampoco sea capaz de
decidir, nuestra rutina de clasificacio´n, asigna la etiqueta de clase unclassifiable
para evitar cualquier tipo de aleatoriedad.
A partir de esta funcio´n que acabamos de definir resulta sencillo definir
la tasa de acierto correspondiente a una divisio´n particular del conjunto de
ejemplos H en los subconjuntos de aprendizaje Ai y validacio´n Vi:
ti =
#ViX
 =1
1NN(v  ,a )
#Vi : v  2 Vi (4.7)
A fin de tener una estimacio´n ma´s estable de la tasa de acierto la divisio´n
aleatoria se repite 100 veces –cada una de estas instancias es lo que en Outex
se denomina problema– y la tasa de acierto global se calcula como el promedio
de las 100 tasas de acierto individuales:
tµ =
100X
i=1
ti
100
(4.8)
A fin de tener una medida de la dispersio´n de la tasa de acierto obtenida en
los diferentes problemas, hemos calculado la desviacio´n t´ıpica insesgada:
t  =
100X
i=1
(ti   tµ)2
99
(4.9)
Con el fin de poder establecer comparaciones entre los distintos descriptores,
todo el proceso expuesto en los pa´rrafos precedentes se repite para cada uno de
los modelos de textura considerados.
4.3. Resultados obtenidos
En esta seccio´n vamos a comentar los resultados que hemos obtenido al aplicar
la metodolog´ıa que acabamos de exponer en la Seccio´n 4.2 a los dos tipos de
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experimentos de clasificacio´n supervisada que hemos desarrollado. En el primer
caso hemos utilizado ima´genes de textura estacionaria, y en el segundo, objetos
obtenidos por segmentacio´n manual de una imagen de sate´lite.
Hemos codificado todos los descriptores de textura incluidos en el nu´cleo
de nuestro modelo unificado, a los que hac´ıamos referencia en la Seccio´n 2.3,
en el lenguaje de programacio´n de MATLAB. En el Ape´ndice B se muestra el
co´digo fuente de la funcio´n que calcula el histograma de patrones equivalentes
3⇥ 3 para las diferentes correspondencias que hemos implementado. Llegados a
este punto debemos indicar que, a pesar de que hemos podido probar la mayor
parte de dichas te´cnicas, algunos descriptores han quedado fuera del trabajo
experimental, dado que su elevada dimensio´n requiere una cantidad memoria que
excede la capacidad de los ordenadores a los que hemos tenido acceso durante el
desarrollo de esta tesis, de los cuales detallamos sus principales caracter´ısticas
a continuacio´n:
Ordenador 1: Procesador Intel Core 2 Quad Q8200 2.33GHz; 4GB de
RAM; Sistema Operativo Windows 7.
Ordenador 2: Procesador Intel Core 2 Quad Q6600 2.40GHz; 4GB de
RAM; Sistema Operativo Windows XP Profesional.
4.3.1. Clasificacio´n de ima´genes
En el experimento de clasificacio´n de ima´genes se han utilizado las nueve colec-
ciones de texturas estacionarias gene´ricas que describ´ıamos en la Seccio´n 4.1.1.
Asimismo se ha incluido la base de datos de elaboracio´n propia formada por
ima´genes de baldosas de granito a la que nos refer´ıamos en la Seccio´n 4.1.2.
El nu´mero total de descriptores que hemos probado en este experimento as-
ciende a un total de 27, teniendo en cuenta que los me´todos que dependen de un
para´metro se contabilizan como uno solo y que los modelos CLBP S⌦M⌦C3⇥3 y
COOC33⇥3 no se han podido utilizar en la pra´ctica, debido a sus elevados requi-
sitos computacionales. Los resultados nume´ricos detallados del experimento se
encuentran en el Ape´ndice A y se distribuyen en 30 tablas, de modo que a cada
base de datos le corresponden tres tablas, una por cada tipo de correspondencia:
marginalizacio´n, umbralizacio´n y ordenacio´n.
El propo´sito fundamental de este trabajo experimental es presentar un es-
tudio comparativo lo ma´s amplio posible de las prestaciones de los descriptores
de textura bajo ana´lisis. A simple vista resulta complicado determinar cua´l es
el mejor descriptor de los 27 que hemos ensayado debido al gran volumen de
datos generado. Con frecuencia se ha empleado la tasa de acierto como ı´ndice
de bondad para comparar cuantitativamente diferentes descriptores de textura.
Sin embargo, la valoracio´n que aporta este ı´ndice por s´ı solo es parcial, puesto
que no contempla aspectos muy relevantes como el tiempo de co´mputo, que es
un factor crucial en aplicaciones en tiempo real.
Con el fin de ofrecer una visio´n de conjunto que nos ayude a extraer con-
clusiones significativas, en la Figura 4.3 se muestran tres gra´ficas que resumen
los resultados detallados del Ape´ndice A. Estas gra´ficas representan la dimen-
sio´n de los 27 descriptores considerados –Figura 4.3(a)–, la tasa de acierto que
han alcanzado esos descriptores promediada para las 10 bases de datos que
hemos utilizado –Figura 4.3(b)– y su tiempo de co´mputo relativo promediado
–Figura 4.3(c)–, cuyo ca´lculo se detalla en el Ape´ndice A.
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(a)
(b)
(c)
Figura 4.3: Resumen de los resultados del experimento de clasificacio´n de ima´ge-
nes de textura estacionaria: (a) dimensio´n de los descriptores, (b) tasa de acierto
promediada y (c) tiempo de co´mputo relativo promediado.
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Con el fin de determinar las te´cnicas que presentan un mejor comporta-
miento combinado, hemos definido un criterio de seleccio´n basado en relacionar
la dimensio´n de cada descriptor, as´ı como su tasa de acierto y su tiempo de
co´mputo relativo, con las medianas de estos valores promediados para cada des-
criptor sobre las 10 bases de datos consideradas. Si definimos estas medianas
como Kmed, tmed y Tmed respectivamente, el criterio de seleccio´n consiste en el
cumplimiento simulta´neo de las tres condiciones siguientes:
K  Kmed (4.10a)
E(tµ)   tmed (4.10b)
E(T )  Tmed (4.10c)
donde E(·) denota el valor medio del para´metro correspondiente.
Para facilitar la intepretacio´n de este criterio se han superpuesto sendas
l´ıneas verticales de color rojo a las Figuras 4.3(a), 4.3(b) y 4.3(c) que cortan
a los ejes de abscisas correspondientes en Kmed, tmed y Tmed respectivamente.
Partiendo de esta premisa, los mejores descriptores son aquellos que se ubican
a la izquierda de las l´ıneas rojas de las Figuras 4.3(a) y 4.3(c), y a la derecha
de la l´ınea roja de la Figura 4.3(b).
Con el fin de determinar si las diferencias existentes entre las tasas de acierto
de los diferentes descriptores son significativas, es preciso realizar un contraste
de hipo´tesis estad´ısticas [225]. A tal efecto hemos implementado una prueba
basada en la te´cnica de los rangos con signo de Wilcoxon [170] sobre todas las
combinaciones de parejas que se pueden formar con los 27 modelos de textura
considerados en este experimento. Sean t y t0 dos vectores de 100 componentes
que contienen las tasas de acierto que se obtienen mediante dos descriptores de
textura distintos sobre 100 problemas, que es, como se indico´ en la Seccio´n 4.2, el
nu´mero de veces que se repite el experimento de clasificacio´n sobre cada base de
datos. La prueba de los rangos con signo de Wilcoxon contrasta la hipo´tesis nula
de que las componentes del vector t  t0 provienen de una distribucio´n continua,
sime´trica y con mediana igual a cero, frente a la alternativa de que la mediana
de la distribucio´n no sea igual a cero. As´ı pues, mediante este test podemos
comprobar para cada pareja de descriptores si existen diferencias estad´ıstica-
mente significativas entre las distribuciones que siguen sus tasas de acierto. El
contraste de hipo´tesis se ha realizado para un nivel de confianza ↵ = 5%, por lo
que en todos los casos en los que se supere el umbral de 0,05 podemos afirmar
que la victoria de un descriptor sobre aquel al que se enfrenta es relevante.
En la Tabla 4.2 se muestran los resultados del contraste de hipo´tesis que
hemos realizado. Se trata de una matriz 27⇥28 donde el valor que aparece en la
i-e´sima fila y en la j-e´sima columna, siendo 1  i, j  27, representa al nu´mero
de bases de datos para las cuales la tasa de acierto media obtenida por el modelo
i-e´simo es significativamente mayor que la tasa de acierto media obtenida por el
modelo j-e´simo. La u´ltima columna de la matriz es la suma de la 27 columnas
precedentes y recoge el nu´mero total de victorias de cada uno de los descriptores
en la prueba de Wilcoxon. La suma de un elemento cualquiera de la matriz y
su sime´trico con respecto a la diagonal principal es por definicio´n menor o igual
que el nu´mero de bases de datos considerado. En la Figura 4.4 se muestra, en
orden decreciente, el nu´mero de victorias obtenidas en el test de Wilcoxon por
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los mejores descriptores, es decir, aquellos que cumplen simulta´neamente las
tres condiciones que recog´ıamos en las Ecuaciones 4.10a-4.10c. Cabe destacar
que dos de estos cinco mejores modelos pertenecen a la familia BGC.
Figura 4.4: Seleccio´n de los mejores descriptores ordenados de mayor a menor
nu´mero de victorias en la prueba de Wilcoxon.
No quisie´ramos finalizar esta seccio´n sin incluir una breve discusio´n en rela-
cio´n a los resultados contenidos en el Ape´ndice A. Si nos centramos en exclusiva
en la precisio´n de los descriptores, se puede comprobar inmediatamente que en
general se manifiesta una notable dispersio´n. Aun as´ı, existen bases de datos en
las que muchos descriptores alcanzan tasas de acierto del 100%, lo que produce
un efecto de saturacio´n que enmascara y dificulta la interpretacio´n de los resul-
tados obtenidos en el test de Wilcoxon. Si el dato que nos interesa es el tiempo
de co´mputo, la mayor parte de las te´cnicas consideradas se encuentran dentro
del mismo orden de magnitud, aunque se producen excepciones, como algunos
miembros de la familia CLBP o el modelo HARALICK3⇥3, cuya excesiva di-
mensio´n provoca que su coste computacional sea inasumible en la mayor parte
de las situaciones. El caso de la CLBP es especialmente significativo, puesto
que alguna de sus versiones obtiene tasas de acierto de las ma´s elevadas, pero
resulta totalmente inadecuada porque incluso puede provocar un agotamiento
de la memoria durante la ejecucio´n. Por otra parte, debemos tener en cuenta
que algunos de los descriptores incluidos en este experimento dependen de algu´n
para´metro. As´ı, en el modelo GLD se manifiesta una acusada dependencia de
la tasa de acierto con respecto al p´ıxel del patro´n que se tiene en cuenta para el
ca´lculo de la diferencia. En los me´todos en los que es preciso especificar un rango
 , como GTUC, LTP, STU+, STU⇥ y TU , tambie´n se aprecian variaciones
importantes. De hecho, el me´todo que encabeza la seleccio´n que mostramos en
la Figura 4.4 es el STU⇥. El nu´mero de victorias que se recoge en ese gra´fico
se refiere en exclusiva al valor   con el que se obtienen las mayores tasas de
acierto, que puede superar hasta en 20 puntos porcentuales al peor resultado.
Por este motivo, resultar´ıa de gran utilidad disponer de un criterio que permi-
ta determinar el valor o´ptimo de los para´metros, sin necesidad de realizar una
bu´squeda exhaustiva, como efectivamente hemos tenido que llevar a cabo en
esta ocasio´n, y caracterizar la forma en la que la eleccio´n de uno u otro valor
para un determinado para´metro afecta a la tasa de acierto.
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4.3.2. Clasificacio´n de objetos
El experimento de clasificacio´n de ima´genes al que nos acabamos de referir en
la Seccio´n 4.3.1 constituye un valioso banco de pruebas para evaluar y extraer
conclusiones acerca del comportamiento de los descriptores de textura que han
suscitado el intere´s de esta tesis. No obstante, hemos considerado conveniente
realizar un segundo tipo de pruebas para comprobar si es posible extrapolar
los resultados obtenidos en el experimento ‘de laboratorio’ a una aplicacio´n
pra´ctica.
Es esta seccio´n estudiaremos la viabilidad de introducir descriptores de tex-
tura en un problema de ana´lisis de ima´genes basado en objetos presente en el
a´mbito de la teledeteccio´n. En concreto, nos hemos ocupado de la deteccio´n
automa´tica de invernaderos en una imagen de sate´lite que describ´ıamos en la
Seccio´n 4.1.3, una aplicacio´n en la que se pueden distinguir claramente dos eta-
pas. En primer lugar es preciso fragmentar la imagen en diferentes objetos para,
seguidamente, proceder a clasificarlos para detectar cua´les de estos objetos son
invernaderos. En la primera fase se podr´ıan emplear diferentes me´todos de seg-
mentacio´n o de deteccio´n de bordes. Sin embargo, dado que nuestro intere´s se
centra en estudiar la efectividad de los diferentes descriptores de textura en la
segunda fase, hemos sustituido la primera etapa por una delineacio´n manual de
la imagen. El intere´s de la aplicacio´n pra´ctica que nos ha ocupado se ha hecho
patente desde el momento en el que la resolucio´n espacial de las ima´genes cap-
turadas por los sate´lites de observacio´n terrestre de u´ltima generacio´n es muy
superior a la que pod´ıan ofrecer hace algunos an˜os. Mientras el taman˜o de los
p´ıxeles era superior o del orden de los objetos de intere´s se utilizaron te´cnicas
de ana´lisis p´ıxel a p´ıxel o incluso de subp´ıxel, pero en la actualidad los objetos
de intere´s suelen estar formados por varios p´ıxeles, por lo que las te´cnicas basa-
das en ana´lisis de objetos –denominadas Object Based Image Analysis (OBIA)–,
esta´n experimentando un notable crecimiento [32].
El nu´mero total de descriptores que hemos probado en este experimento as-
ciende a un total de 24, tres menos que en el experimento de clasificacio´n de
ima´genes de textura estacionaria al que nos refer´ıamos en la Seccio´n 4.3.1. Al
igual que comenta´bamos entonces, los me´todos que dependen de un para´metro se
contabilizan como uno solo y los modelos CLBP S⌦M⌦C3⇥3 y COOC33⇥3 no se
han podido utilizar en la pra´ctica, debido a sus elevados requisitos computacio-
nales. En este caso hemos decidido excluir igualmente nuestra implementacio´n
de las matrices de coocurrencia –a la que nos refer´ıamos como HARALICK3⇥3
en la seccio´n anterior– y los modelos CLBP S/M3⇥3 y CLBP S/M/C3⇥3 porque
el almacenamiento de un elevado nu´mero de histogramas de tan alta dimensio´n
exced´ıa la capacidad de memoria disponible.
Como se puede comprobar en la Tabla 4.3, las tasas de acierto obtenidas
por los diferentes modelos considerados en el experimento esta´n comprendidas
entre el 87 y el 99% cuando se utilizan todos los pol´ıgonos delineados sobre la
imagen. Hemos considerado oportuno repetir este experimento descartando los
pol´ıgonos de menor taman˜o, con el objetivo de determinar el posible efecto del
problema conocido como ‘maldicio´n de la dimensio´n’ [66], ya que resulta razo-
nable pensar que cuando el nu´mero de p´ıxeles de un pol´ıgono sea sensiblemente
menor que la dimensio´n del vector de caracter´ısticas, el poder de discrimina-
cio´n de los descriptores de alta dimensio´n pueda verse afectado por la aparicio´n
de numerosos nulos en los correspondientes histogramas. Hemos establecido un
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Tabla 4.3: Porcentaje de pol´ıgonos correctamente clasificados.
Modelo Patches
Todos > 1000 p´ıxeles
BGC13⇥3 98.40 99.24
BGC23⇥3 98.26 99.05
BGC33⇥3 97.66 98.11
BTCS+3⇥3 94.46 95.08
CCR3⇥3 94.46 95.83
CLBP M3⇥3 93.86 95.27
CLBP M/C3⇥3 95.86 97.35
CLBP S⌦M/C3⇥3 92.72 92.05
GLD3⇥3,6 87.98 87.12
GLTCS+3⇥3 96.13 97.16
GTUC3⇥3,8 94.19 95.83
ILBP3⇥3 98.53 99.81
LBP3⇥3 98.66 98.86
LTP3⇥3,16 94.19 93.56
MTU163⇥3 96.66 96.59
MTU813⇥3 97.13 96.78
RANK3⇥3 91.72 89.96
RTU3⇥3 96.64 92.99
STS3⇥3 97.13 96.78
STU+3⇥3,4 98.20 98.67
STU⇥3⇥3,2 97.66 99.24
TU03⇥3 93.52 92.99
TU 3⇥3,8 93.39 95.27
UNSER3⇥3 88.25 84.85
umbral de 1000 p´ıxeles, lo que permite que los histogramas de la mayor´ıa de
los modelos ensayados este´n suficientemente poblados. En este caso, el nu´mero
resultante de objetos de las clases greenhouse y nogreenhouse se reduce a 394 y
134 respectivamente, lo que supone un 30,78% y un 61,47% del total de pol´ıgo-
nos de cada clase que se muestra en la Figura 4.5. Los resultados que recogemos
en la segunda columna de la Tabla 4.3 sugieren que no hay una correlacio´n clara
entre el taman˜o de los pol´ıgonos y la tasa de acierto. Algunos descriptores al-
canzan una mayor tasa de acierto al descartar los pol´ıgonos pequen˜os pero otros
empeoran, aunque en conjunto se aprecie una tendencia hacia una leve mejor´ıa,
como cab´ıa esperar.
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Figura 4.5: Distribucio´n del taman˜o de los pol´ıgonos empleados como ground
truth y dimensio´n de los histogramas.
Cap´ıtulo 5
Conclusiones
El trabajo que hemos presentado a lo largo de esta memoria se encuadra dentro
del ana´lisis de texturas. A pesar del indudable intere´s que suscita esta l´ınea
de investigacio´n, el concepto de textura –como hemos visto en el Cap´ıtulo 1–
resulta subjetivo e impreciso, puesto que hasta el momento no se ha alcanzado
una completa comprensio´n de los feno´menos psicof´ısicos que intervienen en la
percepcio´n de la textura. Esta situacio´n se traduce en la dificultad que tradicio-
nalmente ha entran˜ado la bu´squeda de una definicio´n cuantitativa y universal:
somos capaces de reconocer la textura cuando la vemos, pero su formalizacio´n
en te´rminos concretos nos resulta complicada. En el lenguaje natural es habitual
caracterizar cualitativamente la textura por medio de determinados adjetivos,
lo que permite la distincio´n de dos o ma´s texturas por comparacio´n. Sin em-
bargo, este enfoque resulta inapropiado para una disciplina como la visio´n por
computador, cuyo fundamento es eminentemente matema´tico.
A lo largo de las u´ltimas cuatro de´cadas se han propuesto numerosos me´to-
dos de caracterizacio´n de la textura, que consisten en representarla mediante
un conjunto de valores nume´ricos calculados a partir de ciertos atributos de la
imagen. La gran variedad de descriptores de textura que han aparecido hasta el
momento dificulta considerablemente su categorizacio´n, ma´xime si tenemos en
cuenta que las soluciones de tipo heur´ıstico e incluso ad hoc, es decir orientadas
a problemas concretos, son frecuentes. El principal problema que presenta cual-
quiera de las taxonomı´as propuestas es el solapamiento entre categor´ıas que se
produce, aunque en nuestra opinio´n, todas las te´cnicas de caracterizacio´n de la
textura tienen un fundamento eminentemente estad´ıstico.
Este panorama explica el reto que ha supuesto la bu´squeda de un descriptor
de textura o´ptimo en te´rminos de poder de discriminacio´n intr´ınseco e indepen-
diente de la aplicacio´n en la que se utilice. Con frecuencia, este objetivo se ha
abordado desde un enfoque comparativo, que consiste en enfrentar una nueva
te´cnica con otras ya conocidas, para determinar si aquella es superior en fun-
cio´n de un determinado factor de calidad, normalmente la tasa de acierto. Los
estudios de este tipo son parciales porque solamente extienden la comparacio´n
a un conjunto limitado de descriptores de textura. Adema´s, en estos trabajos
se maneja un nu´mero tambie´n limitado de colecciones de ima´genes, diferentes
en cada caso, por lo que la extrapolacio´n de los resultados obtenidos resulta
inviable.
En vista de las dificultades que entran˜a la determinacio´n de una solucio´n
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universal al problema de la caracterizacio´n de la textura, en esta tesis nos he-
mos fijado como objetivo principal el estudio de una categor´ıa particular de
descriptores. Se trata de aquellos que representan la textura mediante un histo-
grama cuya dimensio´n se reduce estableciendo una relacio´n de equivalencia entre
patrones. Esta categorizacio´n supone una novedad, puesto que hasta la fecha
no se hab´ıa tenido en cuenta que todas las te´cnicas incluidas en ella compar-
ten el mismo principio de funcionamiento, y por lo tanto se hab´ıa considerado
que pertenec´ıan a categor´ıas diferentes. Adema´s, hemos aportado una interpre-
tacio´n novedosa de algunos modelos que a primera vista no tienen conexio´n
alguna con las dema´s te´cnicas incluidas en el modelo unificado, como es el caso
de las populares matrices de coocurrencia de Haralick. Una de nuestras prin-
cipales contribuciones ha sido precisamente proponer un nuevo modelo teo´rico
–descrito en el Cap´ıtulo 2– capaz de unificar y sintetizar mediante una notacio´n
compacta los principios comunes a este tipo de descriptores. El uso de una no-
tacio´n unificada permite poner de relieve los fuertes lazos que, como de hecho
hemos demostrado, existen entre estos modelos de textura.
El nu´cleo del modelo unificado que proponemos destaca por su flexibilidad,
que se manifiesta en una doble vertiente. En primer lugar, la construccio´n del
histograma de patrones equivalentes se puede hacer particularizando la relacio´n
de equivalencia gene´rica segu´n tres esquemas ba´sicos: marginalizacio´n, umbra-
lizacio´n u ordenacio´n. En segundo lugar, se trata de un modelo extensible que
admite nuevas v´ıas de ampliacio´n para alcanzar un marco ma´s general. De este
modo hemos abierto seis posibles l´ıneas de extensio´n, en las que se englobar´ıan
te´cnicas ya existentes que quedan fuera del nu´cleo del modelo unificado, pero
que esta´n estrechamente relacionadas con e´ste.
Por otra parte, en el Cap´ıtulo 3 hemos presentado una nueva familia de
descriptores de textura, a la que hemos denominado Gradientes Binarios de
Contorno o Binary Gradient Contours (BGC), como ejemplo de particulariza-
cio´n por umbralizacio´n del modelo unificado, lo que nos ha permitido contrastar
su potencia y su capacidad de generalizacio´n. Todos los modelos BGC desta-
can por su simplicidad teo´rica, as´ı como por su reducido coste computacional.
Adema´s hemos analizado la eficiencia te´orica de los modelos BGC calculando
la entrop´ıa del histograma que estima la probabilidad a priori de las clases de
equivalencia y la hemos comparado con la correspondiente al modelo LBP, lo
que nos ha permitido concluir que los tres representantes de la familia BGC con-
tienen una mayor cantidad de informacio´n que el histograma LBP. Esto tambie´n
constituye una aportacio´n novedosa, puesto que es poco frecuente encontrar en
la literatura trabajos en los que se comparen descriptores de textura desde un
punto de vista teo´rico.
La actividad experimental que hemos desarrollado se ha centrado en ima´ge-
nes de textura estacionaria e ima´genes de sate´lite de alta resolucio´n. Por una
parte hemos utilizado 10 bases de datos formadas por ima´genes de textura esta-
cionaria, nueve de las cuales se encuentran disponibles en Internet, mientras que
la de´cima fue elaborada por miembros de nuestro grupo de investigacio´n. Con
estas ima´genes hemos realizado un experimento de clasificacio´n supervisada. Por
otra parte, hemos desarrollado un experimento de clasificacio´n de objetos sobre
una imagen de sate´lite de alta resolucio´n, con el fin de estudiar la viabilidad de
introducir descriptores de textura en un problema presente en el a´mbito de la
teledeteccio´n como es la deteccio´n automa´tica de invernaderos. De este modo
hemos completado un riguroso estudio comparativo que, por lo que sabemos, es
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el ma´s amplio realizado hasta el momento, lo que implica que las conclusiones
que se extraen de nuestro trabajo tengan un cara´cter ma´s general que las de
otras publicaciones anteriores.
La bondad de un determinado descriptor de textura se suele analizar tenien-
do en cuenta exclusivamente la tasa de acierto que alcanza. Sin embargo, la
valoracio´n que aporta este ı´ndice por s´ı solo es parcial, puesto que no contempla
aspectos muy relevantes como el tiempo de co´mputo, que es un factor crucial en
aplicaciones de tiempo real. Con el fin de determinar las te´cnicas que presentan
un mejor comportamiento combinado, el criterio de seleccio´n que hemos desa-
rrollado en esta tesis se basa en relacionar la dimensio´n, la tasa de acierto y el
tiempo de co´mputo de cada descriptor con las medianas de las distribuciones co-
rrespondientes sobre las 10 bases de datos consideradas. Adema´s, para estudiar
si las diferencias existentes entre las tasas de acierto de los diferentes descripto-
res son significativas se realizo´ un ana´lisis estad´ıstico de hipo´tesis basado en el
test de los rangos con signo de Wilcoxon.
Los resultados obtenidos –detallados en el Cap´ıtulo 4 y en el Ape´ndice A–
demuestran que todos los descriptores analizados proporcionan un comporta-
miento satisfactorio, aunque existen notables diferencias de uno a otro. Cinco
de las 27 te´cnicas analizadas en el experimento de clasificacio´n de texturas es-
tacionarias cumplen simulta´neamente las tres condiciones que, segu´n el criterio
que hemos seguido en esta tesis, son deseables para cualquier descriptor de tex-
tura, a saber: una elevada tasa de acierto, un tiempo de ejecucio´n reducido y
una dimensio´n moderada. Cabe destacar que dos de estos cinco mejores modelos
pertenecen a la familia BGC, lo que demuestra las buenas expectativas que se
derivaban del ana´lisis de su eficiencia teo´rica, siendo la BGC1 el me´todo no pa-
rame´trico que obtiene un mayor nu´mero de victorias en el test de Wilcoxon. En
el experimento de clasificacio´n de objetos que hemos realizado sobre la imagen
de sate´lite los resultados son equiparables. En este caso hemos observado que los
tres descriptores que obtienen una mejor tasa de acierto son la ILBP, la BGC1
y la LBP, lo que nos induce a pensar que, una versio´n mejorada (improved) de
la BGC, es decir, que tenga en cuenta el p´ıxel central de cada patro´n 3 ⇥ 3 en
el co´mputo del co´digo, probablemente se situar´ıa a la cabeza de esta terna.
En definitiva, el modelo unificado que presentamos en esta tesis nos ha per-
mitido sistematizar el ana´lisis de un amplio abanico de descriptores de textura
que hasta el momento se hab´ıan estudiado de manera parcial e inconexa. En un
futuro inmediato sera´ posible derivar nuevas te´cnicas a partir del nu´cleo parti-
cularizando la relacio´n de equivalencia gene´rica en torno a la cual se organiza
el marco teo´rico. Por otra parte, dicho modelo es extensible, de modo que se
abren diferentes l´ıneas de investigacio´n para agregar ma´s capas al nu´cleo. Como
consecuencia, ser´ıa posible efectuar estudios comparativos de mayor alcance, en
los que se incluir´ıan distintas versiones de los descriptores de textura aqu´ı ana-
lizados. De especial intere´s resultara´ la generalizacio´n del modelo unificado a un
taman˜o de ventana mayor que 3 ⇥ 3 y la bu´squeda de un criterio que permi-
ta determinar cua´l es la particio´n del espacio de patrones ma´s adecuada para
derivar el descriptor o´ptimo. Para finalizar, estas posibilidades de desarrollo fu-
turo se completar´ıan con el disen˜o e implementacio´n de nuevos experimentos,
que permitir´ıan estudiar y validar el comportamiento de los diferentes descrip-
tores de textura ante otros problemas cano´nicos de gran intere´s en aplicaciones
reales, como puede ser la segmentacio´n o la recuperacio´n de ima´genes basada
en contenido (CBIR).
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Ape´ndice A
Bases de datos y resultados
En este ape´ndice incluimos informacio´n detallada acerca del experimento de
clasificacio´n de ima´genes que hemos realizado sobre las 10 colecciones de textu-
ras estacionarias que describ´ıamos en las Secciones 4.1.1 y 4.1.2. Por una parte,
hemos desglosado en una serie de tablas los resultados obtenidos por los descrip-
tores de textura que encajan en el modelo unificado desarrollado a lo largo de
esta tesis. Estas tablas agrupan a los descriptores segu´n el tipo de corresponden-
cia al que pertenecen, tal y como expon´ıamos en la Seccio´n 2.3: marginalizacio´n,
umbralizacio´n y ordenacio´n. De este modo, el nu´mero total de tablas asciende a
30, es decir, tres tablas por cada una de las 10 bases de datos (Tablas A.1-A.30).
Por otra parte, hemos creado 10 figuras en forma de mosaico donde se muestran
las ima´genes que conforman cada una de las bases de datos consideradas (Figu-
ras A.1-A.10). La informacio´n relativa a cada base de datos ocupa dos pa´ginas.
En las pa´ginas impares del ape´ndice se pueden encontrar las tablas de resulta-
dos correspondientes a las te´cnicas de marginalizacio´n y ordenacio´n, as´ı como
el mosaico de ima´genes. En las pares, exceptuando esta pa´gina introductoria, se
recogen los resultados obtenidos por las te´cnicas de umbralizacio´n.
Todas las tablas que aparecen en este ape´ndice tienen la misma estructura.
En la primera columna se listan los co´digos alfanume´ricos con los que identifica-
mos a los distintos descriptores de textura. En la segunda columna se recoge el
promedio de la tasa de acierto obtenida para los 100 problemas aleatorios en los
que se divide el experimento, cuya expresio´n mostra´bamos en la Ecuacio´n 4.8.
Este dato se completa en la tercera, cuarta y quinta columna con la desviacio´n
t´ıpica insesgada (Ecuacio´n 4.9), el valor ma´ximo (tma´x) y el valor mı´nimo (tmı´n)
respectivamente. Finalmente, en la sexta columna ofrecemos una medida cuali-
tativa de la complejidad computacional de los descriptores de textura. Se trata
del tiempo de ejecucio´n (T ), que, para cada base de datos, se ha normalizado
con respecto al menor valor, lo que facilita la comparacio´n de todas las te´cnicas
consideradas. De este modo, dicha columna representara´ una magnitud adimen-
sional y siempre existira´ como mı´nimo un descriptor cuyo tiempo de ejecucio´n
normalizado tome el valor 1.0.
A continuacio´n se muestran los resultados de las bases de datos en el siguiente
orden: Brodatz, Jerry Wu, KTH-TIPS, KTH-TIPS2b, Mondial Marmi, Outex
TC 00000, Outex TC 00001, Outex TC 00013, UIUCtex y VisTex.
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A.1. Brodatz
Tabla A.1: Resultados: Brodatz y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 80.57 2.69 88.46 74.04 1.1
GLD3⇥3,6 72.45 3.78 84.62 64.42 1.1
GLD3⇥3,5 80.67 2.82 86.54 74.04 1.1
GLD3⇥3,4 81.72 2.77 89.42 73.08 1.1
GLD3⇥3,3 80.57 2.69 88.46 74.04 1.1
GLD3⇥3,2 72.45 3.78 84.62 64.42 1.1
GLD3⇥3,1 80.67 2.82 86.54 74.04 1.1
GLD3⇥3,0 81.72 2.77 89.42 73.08 1.1
HARALICK3⇥3 96.92 1.77 100.00 89.42 129.3
UNSER3⇥3 97.88 1.56 100.00 91.35 25.3
Tabla A.2: Resultados: Brodatz y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 97.98 1.25 100.00 94.23 1.7
RANK3⇥3 99.97 0.16 100.00 99.04 1.2
Figura A.1: Texturas de la base de datos de Brodatz USC-SIPI.
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Tabla A.3: Resultados: Brodatz y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 100.00 0.00 100.00 100.00 1.4
BGC23⇥3 99.39 0.65 100.00 98.08 1.4
BGC33⇥3 99.80 0.42 100.00 98.08 1.4
BTCS+3⇥3 96.23 1.81 100.00 91.35 1.5
CCR3⇥3 98.76 1.15 100.00 95.19 2.0
CLBP M3⇥3 98.81 1.04 100.00 96.15 1.7
CLBP M/C3⇥3 99.83 0.44 100.00 98.08 1.9
CLBP S/M3⇥3 100.00 0.00 100.00 100.00 46.0
CLBP S⌦M/C3⇥3 100.00 0.00 100.00 100.00 2.7
CLBP S/M/C3⇥3 100.00 0.00 100.00 100.00 96.6
GTUC3⇥3,1 73.21 3.85 80.77 62.50 5.0
GTUC3⇥3,2 87.74 2.59 94.23 81.73 5.4
GTUC3⇥3,4 95.67 1.76 99.04 90.38 5.8
GTUC3⇥3,8 97.88 1.29 100.00 95.19 6.2
GTUC3⇥3,16 98.41 1.23 100.00 94.23 5.9
GTUC3⇥3,32 89.89 2.58 96.15 84.62 5.1
ILBP3⇥3 100.00 0.00 100.00 100.00 1.8
LBP3⇥3 100.00 0.00 100.00 100.00 1.4
LTP3⇥3,1 100.00 0.00 100.00 100.00 2.4
LTP3⇥3,2 100.00 0.00 100.00 100.00 2.3
LTP3⇥3,4 100.00 0.00 100.00 100.00 2.3
LTP3⇥3,8 99.99 0.10 100.00 99.04 2.4
LTP3⇥3,16 99.81 0.53 100.00 97.12 2.2
LTP3⇥3,32 95.53 2.32 100.00 88.46 2.0
MTU163⇥3 97.48 1.59 100.00 93.27 1.0
MTU813⇥3 99.33 0.70 100.00 96.15 1.4
RTU3⇥3 99.79 0.48 100.00 97.12 4.2
STS3⇥3 99.33 0.70 100.00 96.15 1.4
STU+3⇥3,1 99.93 0.25 100.00 99.04 1.4
STU+3⇥3,2 99.95 0.21 100.00 99.04 1.4
STU+3⇥3,4 99.96 0.19 100.00 99.04 1.5
STU+3⇥3,8 99.78 0.49 100.00 97.12 1.4
STU+3⇥3,16 98.70 1.23 100.00 95.19 1.3
STU+3⇥3,32 86.72 3.43 94.23 73.08 1.3
STU⇥3⇥3,1 99.97 0.21 100.00 98.08 1.4
STU⇥3⇥3,2 99.97 0.21 100.00 98.08 1.4
STU⇥3⇥3,4 99.96 0.19 100.00 99.04 1.4
STU⇥3⇥3,8 99.95 0.25 100.00 98.08 1.4
STU⇥3⇥3,16 99.68 0.76 100.00 96.15 1.4
STU⇥3⇥3,32 91.29 2.81 98.08 82.69 1.3
TU03⇥3 100.00 0.00 100.00 100.00 5.3
TU 3⇥3,1 100.00 0.00 100.00 100.00 5.4
TU 3⇥3,2 100.00 0.00 100.00 100.00 5.4
TU 3⇥3,4 99.99 0.10 100.00 99.04 5.5
TU 3⇥3,8 99.95 0.25 100.00 98.08 5.4
TU 3⇥3,16 99.80 0.63 100.00 96.15 5.4
TU 3⇥3,32 95.00 2.30 99.04 88.46 5.1
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A.2. Jerry Wu
Tabla A.4: Resultados: Jerry Wu y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 55.47 4.23 67.95 42.31 1.1
GLD3⇥3,6 48.85 4.34 57.69 38.46 1.1
GLD3⇥3,5 50.38 4.43 60.26 38.46 1.1
GLD3⇥3,4 61.19 3.85 71.79 52.56 1.0
GLD3⇥3,3 55.47 4.23 67.95 42.31 1.0
GLD3⇥3,2 48.85 4.34 57.69 38.46 1.0
GLD3⇥3,1 50.38 4.43 60.26 38.46 1.0
GLD3⇥3,0 61.19 3.85 71.79 52.56 1.0
HARALICK3⇥3 68.14 6.38 87.18 48.72 130.2
UNSER3⇥3 72.60 6.15 89.74 56.41 24.5
Tabla A.5: Resultados: Jerry Wu y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 93.10 2.39 98.72 88.46 1.7
RANK3⇥3 91.13 1.98 94.87 85.90 1.2
Figura A.2: Texturas de la base de datos de Jerry Wu.
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Tabla A.6: Resultados: Jerry Wu y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 97.59 1.46 100.00 93.59 1.4
BGC23⇥3 97.09 1.50 100.00 93.59 1.4
BGC33⇥3 98.21 1.15 100.00 94.87 1.3
BTCS+3⇥3 84.58 3.16 93.59 78.21 1.5
CCR3⇥3 93.71 2.20 98.72 88.46 1.9
CLBP M3⇥3 94.73 2.22 98.72 89.74 1.6
CLBP M/C3⇥3 97.60 1.56 100.00 92.31 1.8
CLBP S/M3⇥3 99.22 0.93 100.00 96.15 43.9
CLBP S⌦M/C3⇥3 98.51 1.37 100.00 94.87 2.6
CLBP S/M/C3⇥3 99.37 0.80 100.00 97.44 94.2
GTUC3⇥3,1 64.40 3.52 73.08 57.69 5.1
GTUC3⇥3,2 81.19 3.88 89.74 70.51 5.6
GTUC3⇥3,4 89.67 3.33 97.44 80.77 6.0
GTUC3⇥3,8 91.27 2.94 97.44 80.77 6.1
GTUC3⇥3,16 82.63 3.29 89.74 71.79 5.5
GTUC3⇥3,32 60.00 5.02 71.79 47.44 5.1
ILBP3⇥3 97.77 1.61 100.00 93.59 1.7
LBP3⇥3 97.26 1.55 100.00 93.59 1.4
LTP3⇥3,1 97.26 1.55 100.00 93.59 2.3
LTP3⇥3,2 97.50 1.62 100.00 93.59 2.3
LTP3⇥3,4 98.06 1.33 100.00 94.87 2.3
LTP3⇥3,8 96.54 1.87 100.00 92.31 2.2
LTP3⇥3,16 87.03 3.30 94.87 74.36 2.0
LTP3⇥3,32 66.78 4.99 79.49 53.85 2.0
MTU163⇥3 91.71 2.41 97.44 84.62 1.0
MTU813⇥3 94.82 1.83 100.00 91.03 1.4
RTU3⇥3 94.40 2.77 98.72 84.62 4.0
STS3⇥3 94.82 1.83 100.00 91.03 1.4
STU+3⇥3,1 97.06 1.47 98.72 92.31 1.4
STU+3⇥3,2 96.56 1.81 100.00 91.03 1.4
STU+3⇥3,4 96.58 1.84 100.00 92.31 1.4
STU+3⇥3,8 93.33 2.63 98.72 87.18 1.4
STU+3⇥3,16 76.72 4.83 85.90 62.82 1.3
STU+3⇥3,32 52.86 4.93 64.10 41.03 1.4
STU⇥3⇥3,1 98.06 1.23 100.00 92.31 1.4
STU⇥3⇥3,2 98.68 1.04 100.00 94.87 1.4
STU⇥3⇥3,4 98.71 1.07 100.00 96.15 1.4
STU⇥3⇥3,8 94.26 2.32 98.72 88.46 1.4
STU⇥3⇥3,16 84.81 3.01 91.03 78.21 1.3
STU⇥3⇥3,32 62.64 4.91 75.64 50.00 1.3
TU03⇥3 97.71 1.47 100.00 94.87 5.4
TU 3⇥3,1 98.06 1.54 100.00 93.59 5.5
TU 3⇥3,2 98.28 1.37 100.00 94.87 5.5
TU 3⇥3,4 98.54 1.15 100.00 96.15 5.6
TU 3⇥3,8 97.51 1.84 100.00 93.59 5.5
TU 3⇥3,16 89.91 2.59 96.15 83.33 5.3
TU 3⇥3,32 68.03 4.53 79.49 55.13 5.4
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A.3. KTH-TIPS
Tabla A.7: Resultados: KTH-TIPS y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 87.40 4.35 95.00 75.00 1.2
GLD3⇥3,6 85.10 4.44 95.00 75.00 1.1
GLD3⇥3,5 83.00 4.32 90.00 70.00 1.1
GLD3⇥3,4 91.80 5.53 100.00 80.00 1.1
GLD3⇥3,3 87.40 4.35 95.00 75.00 1.1
GLD3⇥3,2 85.10 4.44 95.00 75.00 1.1
GLD3⇥3,1 83.00 4.32 90.00 70.00 1.1
GLD3⇥3,0 91.80 5.53 100.00 80.00 1.1
HARALICK3⇥3 93.00 7.25 100.00 75.00 120.5
UNSER3⇥3 94.05 6.95 100.00 75.00 15.7
Tabla A.8: Resultados: KTH-TIPS y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 96.70 4.73 100.00 85.00 1.4
RANK3⇥3 100.00 0.00 100.00 100.00 1.1
Figura A.3: Texturas de la base de datos KTH-TIPS.
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Tabla A.9: Resultados: KTH-TIPS y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 100.00 0.00 100.00 100.00 1.1
BGC23⇥3 100.00 0.00 100.00 100.00 1.1
BGC33⇥3 99.10 2.06 100.00 90.00 1.1
BTCS+3⇥3 98.55 2.59 100.00 90.00 2.2
CCR3⇥3 100.00 0.00 100.00 100.00 1.5
CLBP M3⇥3 99.65 1.28 100.00 95.00 1.2
CLBP M/C3⇥3 100.00 0.00 100.00 100.00 1.3
CLBP S/M3⇥3 98.15 2.72 100.00 90.00 36.6
CLBP S⌦M/C3⇥3 100.00 0.00 100.00 100.00 1.6
CLBP S/M/C3⇥3 97.30 2.50 100.00 95.00 77.1
GTUC3⇥3,1 79.10 6.49 95.00 65.00 3.0
GTUC3⇥3,2 88.85 6.15 100.00 75.00 3.1
GTUC3⇥3,4 98.75 2.18 100.00 95.00 3.3
GTUC3⇥3,8 98.00 2.66 100.00 90.00 3.4
GTUC3⇥3,16 96.50 3.92 100.00 90.00 3.4
GTUC3⇥3,32 88.25 4.46 95.00 80.00 3.2
ILBP3⇥3 100.00 0.00 100.00 100.00 1.3
LBP3⇥3 100.00 0.00 100.00 100.00 1.2
LTP3⇥3,1 100.00 0.00 100.00 100.00 1.5
LTP3⇥3,2 100.00 0.00 100.00 100.00 1.5
LTP3⇥3,4 100.00 0.00 100.00 100.00 1.5
LTP3⇥3,8 100.00 0.00 100.00 100.00 1.5
LTP3⇥3,16 99.55 1.44 100.00 95.00 1.5
LTP3⇥3,32 93.95 4.51 100.00 85.00 1.4
MTU163⇥3 91.30 5.53 100.00 80.00 1.0
MTU813⇥3 99.15 1.89 100.00 95.00 1.1
RTU3⇥3 97.65 2.51 100.00 95.00 2.5
STS3⇥3 99.15 1.89 100.00 95.00 1.1
STU+3⇥3,1 100.00 0.00 100.00 100.00 1.1
STU+3⇥3,2 99.75 1.10 100.00 95.00 1.1
STU+3⇥3,4 99.85 0.86 100.00 95.00 1.1
STU+3⇥3,8 99.85 0.86 100.00 95.00 1.2
STU+3⇥3,16 96.55 3.07 100.00 85.00 1.1
STU+3⇥3,32 88.85 4.37 95.00 80.00 1.1
STU⇥3⇥3,1 100.00 0.00 100.00 100.00 1.1
STU⇥3⇥3,2 100.00 0.00 100.00 100.00 1.1
STU⇥3⇥3,4 100.00 0.00 100.00 100.00 1.2
STU⇥3⇥3,8 100.00 0.00 100.00 100.00 1.2
STU⇥3⇥3,16 95.65 4.85 100.00 85.00 1.1
STU⇥3⇥3,32 89.65 4.40 100.00 80.00 1.1
TU03⇥3 100.00 0.00 100.00 100.00 3.7
TU 3⇥3,1 99.90 0.70 100.00 95.00 3.6
TU 3⇥3,2 100.00 0.00 100.00 100.00 3.7
TU 3⇥3,4 100.00 0.00 100.00 100.00 3.7
TU 3⇥3,8 100.00 0.00 100.00 100.00 3.7
TU 3⇥3,16 99.25 1.79 100.00 95.00 3.6
TU 3⇥3,32 93.40 4.71 100.00 85.00 3.5
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A.4. KTH-TIPS2b
Tabla A.10: Resultados: KTH-TIPS2b y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 72.49 4.17 81.82 62.50 1.1
GLD3⇥3,6 67.77 4.59 77.27 51.14 1.1
GLD3⇥3,5 70.43 4.34 80.68 55.68 1.1
GLD3⇥3,4 70.31 4.52 81.82 55.68 1.2
GLD3⇥3,3 72.49 4.17 81.82 62.50 1.1
GLD3⇥3,2 67.77 4.59 77.27 51.14 1.1
GLD3⇥3,1 70.43 4.34 80.68 55.68 1.1
GLD3⇥3,0 70.31 4.52 81.82 55.68 1.1
HARALICK3⇥3 83.61 4.14 92.05 73.86 144.0
UNSER3⇥3 88.08 4.07 95.45 75.00 29.3
Tabla A.11: Resultados: KTH-TIPS2b y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 72.26 4.47 82.95 61.36 1.3
RANK3⇥3 77.10 3.66 84.09 65.91 1.0
Figura A.4: Texturas de la base de datos KTH-TIPS2b.
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Tabla A.12: Resultados: KTH-TIPS2b y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 90.33 3.45 96.59 79.55 1.2
BGC23⇥3 82.82 3.95 93.18 71.59 1.2
BGC33⇥3 84.64 3.69 94.32 71.59 1.2
BTCS+3⇥3 78.06 4.54 89.77 67.05 1.2
CCR3⇥3 84.43 4.64 94.32 70.45 1.5
CLBP M3⇥3 82.95 3.93 92.05 71.59 1.2
CLBP M/C3⇥3 92.10 3.46 98.86 82.95 1.4
CLBP S/M3⇥3 89.36 3.54 95.45 80.68 63.4
CLBP S⌦M/C3⇥3 94.51 2.83 98.86 86.36 1.7
CLBP S/M/C3⇥3 86.99 3.62 95.45 77.27 136.6
GTUC3⇥3,1 66.72 4.42 75.00 53.41 3.6
GTUC3⇥3,2 77.26 4.30 85.23 62.50 3.8
GTUC3⇥3,4 81.51 4.22 89.77 68.18 3.9
GTUC3⇥3,8 86.56 4.50 94.32 70.45 4.0
GTUC3⇥3,16 85.91 4.24 94.32 73.86 3.9
GTUC3⇥3,32 74.50 4.87 82.95 57.95 3.8
ILBP3⇥3 91.86 2.95 96.59 82.95 1.3
LBP3⇥3 89.68 3.46 95.45 78.41 1.2
LTP3⇥3,1 90.05 3.52 96.59 78.41 1.5
LTP3⇥3,2 90.39 3.39 96.59 81.82 1.5
LTP3⇥3,4 92.92 3.24 98.86 81.82 1.5
LTP3⇥3,8 93.48 3.53 97.73 82.95 1.5
LTP3⇥3,16 91.16 3.99 97.73 78.41 1.5
LTP3⇥3,32 84.20 4.76 94.32 67.05 1.5
MTU163⇥3 75.30 4.25 82.95 65.91 1.0
MTU813⇥3 82.33 4.13 89.77 68.18 1.1
RTU3⇥3 82.36 4.37 92.05 70.45 2.4
STS3⇥3 82.32 4.15 89.77 68.18 1.1
STU+3⇥3,1 87.35 3.92 93.18 76.14 1.1
STU+3⇥3,2 89.61 3.95 97.73 78.41 1.1
STU+3⇥3,4 91.22 3.92 98.86 79.55 1.1
STU+3⇥3,8 91.51 3.93 98.86 79.55 1.1
STU+3⇥3,16 89.31 4.30 96.59 75.00 1.1
STU+3⇥3,32 77.30 5.06 89.77 65.91 1.4
STU⇥3⇥3,1 90.67 3.19 97.73 80.68 1.1
STU⇥3⇥3,2 90.74 3.42 97.73 81.82 1.1
STU⇥3⇥3,4 92.20 3.71 97.73 79.55 1.1
STU⇥3⇥3,8 91.57 3.51 97.73 78.41 1.1
STU⇥3⇥3,16 89.44 3.97 96.59 75.00 1.1
STU⇥3⇥3,32 82.17 4.43 93.18 69.32 1.1
TU03⇥3 89.80 3.65 95.45 77.27 4.7
TU 3⇥3,1 90.44 3.71 96.59 79.55 4.7
TU 3⇥3,2 92.55 3.30 98.86 82.95 4.7
TU 3⇥3,4 93.82 3.32 100.00 82.95 4.7
TU 3⇥3,8 92.64 3.59 97.73 82.95 4.7
TU 3⇥3,16 90.85 3.91 97.73 78.41 4.6
TU 3⇥3,32 82.56 4.58 93.18 68.18 4.6
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A.5. Mondial Marmi
Tabla A.13: Resultados: Mondial Marmi y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 56.60 1.59 61.98 52.86 1.3
GLD3⇥3,6 62.07 1.82 66.67 58.59 1.3
GLD3⇥3,5 58.22 1.73 64.06 54.17 1.2
GLD3⇥3,4 54.20 1.97 58.59 48.96 1.2
GLD3⇥3,3 56.60 1.59 61.98 52.86 1.2
GLD3⇥3,2 62.07 1.82 66.67 58.59 1.2
GLD3⇥3,1 58.22 1.73 64.06 54.17 1.2
GLD3⇥3,0 54.20 1.97 58.59 48.96 1.3
HARALICK3⇥3 88.52 1.46 91.41 84.64 226.1
UNSER3⇥3 91.77 1.11 94.53 88.80 72.3
Tabla A.14: Resultados: Mondial Marmi y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 66.91 1.75 72.66 62.24 1.4
RANK3⇥3 67.06 1.81 71.88 63.02 1.0
Figura A.5: Texturas de la base de datos de Mondial Marmi.
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Tabla A.15: Resultados: Mondial Marmi y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 82.67 1.57 86.98 79.43 1.4
BGC23⇥3 75.41 1.56 79.69 71.35 1.3
BGC33⇥3 76.93 1.71 81.77 73.18 1.3
BTCS+3⇥3 72.01 1.59 75.52 68.75 1.9
CCR3⇥3 80.88 1.44 84.11 76.56 1.9
CLBP M3⇥3 80.85 1.52 84.64 77.08 1.4
CLBP M/C3⇥3 85.83 1.43 90.36 83.33 1.7
CLBP S/M3⇥3 79.09 1.85 84.64 75.52 145.5
CLBP S⌦M/C3⇥3 91.91 1.16 95.31 89.32 2.3
CLBP S/M/C3⇥3 80.23 1.97 85.16 74.22 316.0
GTUC3⇥3,1 47.93 1.71 52.08 43.49 11.0
GTUC3⇥3,2 65.22 1.77 69.01 61.20 11.0
GTUC3⇥3,4 76.18 1.65 79.95 71.35 11.3
GTUC3⇥3,8 82.57 1.54 86.46 79.17 11.3
GTUC3⇥3,16 79.11 1.55 82.55 75.26 11.1
GTUC3⇥3,32 61.94 2.21 67.19 51.82 12.3
ILBP3⇥3 86.08 1.50 89.58 82.55 1.7
LBP3⇥3 83.42 1.46 86.98 79.17 1.3
LTP3⇥3,1 84.52 1.27 87.50 80.99 1.9
LTP3⇥3,2 87.47 1.32 90.63 83.85 1.9
LTP3⇥3,4 88.39 1.34 90.89 83.59 1.9
LTP3⇥3,8 88.16 1.36 91.41 83.85 1.9
LTP3⇥3,16 83.82 1.49 87.76 80.47 1.8
LTP3⇥3,32 64.49 2.30 69.01 53.65 3.3
MTU163⇥3 69.24 1.63 72.40 64.58 1.0
MTU813⇥3 74.07 1.86 78.13 69.79 1.2
RTU3⇥3 74.57 1.65 77.86 68.49 2.9
STS3⇥3 74.03 1.85 78.13 69.79 1.1
STU+3⇥3,1 83.00 1.54 87.24 79.95 1.2
STU+3⇥3,2 85.85 1.35 89.06 82.29 1.2
STU+3⇥3,4 87.27 1.46 91.41 82.03 1.2
STU+3⇥3,8 84.34 1.57 88.28 80.47 1.2
STU+3⇥3,16 79.35 1.79 83.07 75.26 2.0
STU+3⇥3,32 61.09 2.26 65.36 51.56 2.7
STU⇥3⇥3,1 83.48 1.35 86.46 80.73 1.2
STU⇥3⇥3,2 86.88 1.29 89.32 83.85 1.2
STU⇥3⇥3,4 89.09 1.35 91.93 84.64 1.2
STU⇥3⇥3,8 88.27 1.30 91.41 85.16 1.2
STU⇥3⇥3,16 80.58 1.52 84.64 77.08 1.2
STU⇥3⇥3,32 61.43 2.64 66.67 50.26 2.7
TU03⇥3 85.22 1.47 88.80 81.25 15.2
TU 3⇥3,1 87.02 1.52 90.89 83.59 15.4
TU 3⇥3,2 89.66 1.42 94.01 86.46 15.3
TU 3⇥3,4 89.00 1.30 93.23 86.46 15.4
TU 3⇥3,8 87.09 1.41 90.10 83.59 15.3
TU 3⇥3,16 82.39 1.63 86.46 78.13 15.3
TU 3⇥3,32 63.39 2.38 67.97 52.34 16.7
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A.6. Outex TC 00000
Tabla A.16: Resultados: Outex TC 00000 y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 57.19 2.56 64.58 52.92 1.2
GLD3⇥3,6 60.86 2.42 65.83 55.83 1.2
GLD3⇥3,5 53.57 2.46 59.17 46.67 1.2
GLD3⇥3,4 59.75 2.66 66.25 53.75 1.2
GLD3⇥3,3 57.19 2.56 64.58 52.92 1.2
GLD3⇥3,2 60.86 2.42 65.83 55.83 1.2
GLD3⇥3,1 53.57 2.46 59.17 46.67 1.2
GLD3⇥3,0 59.75 2.66 66.25 53.75 1.2
HARALICK3⇥3 38.94 2.02 45.00 33.75 195.3
UNSER3⇥3 60.96 1.85 65.42 57.50 54.0
Tabla A.17: Resultados: Outex TC 00000 y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 97.22 0.89 99.17 95.00 1.4
RANK3⇥3 94.25 1.20 97.50 90.42 1.0
Figura A.6: Texturas de la base de datos Outex TC 00000.
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Tabla A.18: Resultados: Outex TC 00000 y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 99.90 0.27 100.00 97.92 1.3
BGC23⇥3 99.13 0.51 100.00 97.50 1.3
BGC33⇥3 98.83 0.64 100.00 97.50 1.3
BTCS+3⇥3 89.65 1.64 93.33 85.00 1.2
CCR3⇥3 96.30 1.22 98.75 92.50 1.8
CLBP M3⇥3 98.11 0.98 100.00 95.83 1.4
CLBP M/C3⇥3 99.13 0.89 100.00 96.25 1.6
CLBP S/M3⇥3 99.90 0.23 100.00 99.17 111.6
CLBP S⌦M/C3⇥3 99.77 0.44 100.00 97.92 2.1
CLBP S/M/C3⇥3 99.73 0.35 100.00 98.75 240.8
GTUC3⇥3,1 76.07 2.27 81.25 69.17 5.9
GTUC3⇥3,2 83.20 2.10 87.92 78.75 6.1
GTUC3⇥3,4 94.68 1.88 99.17 88.75 6.3
GTUC3⇥3,8 97.47 1.14 99.17 93.33 6.4
GTUC3⇥3,16 97.02 1.30 99.58 93.75 6.2
GTUC3⇥3,32 81.91 2.03 86.67 77.50 5.9
ILBP3⇥3 99.71 0.32 100.00 98.75 1.6
LBP3⇥3 99.68 0.40 100.00 98.33 1.3
LTP3⇥3,1 99.74 0.34 100.00 98.75 1.8
LTP3⇥3,2 99.75 0.42 100.00 98.33 1.8
LTP3⇥3,4 99.65 0.47 100.00 97.50 1.8
LTP3⇥3,8 98.82 0.99 100.00 95.83 1.8
LTP3⇥3,16 98.26 1.02 100.00 95.42 1.7
LTP3⇥3,32 91.43 1.65 95.42 87.92 1.6
MTU163⇥3 97.52 0.91 99.17 95.00 1.0
MTU813⇥3 98.29 0.79 99.58 96.25 1.1
RTU3⇥3 94.73 1.37 97.92 91.25 2.5
STS3⇥3 98.29 0.79 99.58 96.25 1.1
STU+3⇥3,1 97.87 1.20 100.00 95.00 1.1
STU+3⇥3,2 98.16 1.07 100.00 95.00 1.2
STU+3⇥3,4 98.87 0.90 100.00 96.25 1.2
STU+3⇥3,8 98.67 0.98 100.00 96.25 1.2
STU+3⇥3,16 93.55 1.55 96.67 90.00 1.1
STU+3⇥3,32 74.01 2.55 79.58 67.50 1.2
STU⇥3⇥3,1 98.92 0.81 100.00 95.83 1.2
STU⇥3⇥3,2 98.56 0.90 100.00 95.83 1.2
STU⇥3⇥3,4 99.02 0.88 100.00 96.67 1.2
STU⇥3⇥3,8 98.27 1.15 100.00 95.00 1.2
STU⇥3⇥3,16 96.61 1.42 98.75 92.92 1.1
STU⇥3⇥3,32 85.32 1.94 90.00 79.58 1.1
TU03⇥3 99.48 0.40 100.00 98.33 8.7
TU 3⇥3,1 99.66 0.49 100.00 97.08 9.0
TU 3⇥3,2 99.42 0.53 100.00 97.92 8.8
TU 3⇥3,4 99.51 0.56 100.00 97.92 9.0
TU 3⇥3,8 99.17 0.65 100.00 97.08 8.6
TU 3⇥3,16 98.10 1.07 100.00 95.42 8.9
TU 3⇥3,32 89.43 1.69 93.75 85.00 8.5
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A.7. Outex TC 00001
Tabla A.19: Resultados: Outex TC 00001 y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 64.04 1.28 68.94 60.98 1.7
GLD3⇥3,6 65.15 1.13 67.52 61.55 1.7
GLD3⇥3,5 60.93 1.23 66.10 58.43 1.7
GLD3⇥3,4 66.61 1.21 69.89 63.83 1.7
GLD3⇥3,3 64.04 1.28 68.94 60.98 1.7
GLD3⇥3,2 65.15 1.13 67.52 61.55 1.7
GLD3⇥3,1 60.93 1.23 66.10 58.43 1.7
GLD3⇥3,0 66.61 1.21 69.89 63.83 1.7
HARALICK3⇥3 43.82 1.25 46.88 41.10 419.7
UNSER3⇥3 69.04 1.10 72.06 66.76 181.5
Tabla A.20: Resultados: Outex TC 00001 y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 90.93 0.74 92.80 89.02 1.2
RANK3⇥3 84.36 0.85 86.36 82.67 1.0
Figura A.7: Texturas de la base de datos Outex TC 00001.
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Tabla A.21: Resultados: Outex TC 00001 y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 98.54 0.32 99.24 97.63 1.7
BGC23⇥3 96.68 0.50 97.73 95.36 1.6
BGC33⇥3 96.32 0.47 97.25 95.08 1.7
BTCS+3⇥3 84.05 0.86 86.17 81.91 1.1
CCR3⇥3 91.91 0.65 93.37 90.06 3.6
CLBP M3⇥3 96.36 0.46 97.63 95.17 1.7
CLBP M/C3⇥3 98.48 0.31 99.15 97.73 2.4
CLBP S/M3⇥3 98.03 0.42 98.96 97.16 381.9
CLBP S⌦M/C3⇥3 99.28 0.22 99.81 98.67 3.1
CLBP S/M/C3⇥3 98.06 0.44 99.05 97.06 845.7
GTUC3⇥3,1 61.73 1.02 64.20 58.90 23.2
GTUC3⇥3,2 67.45 1.03 70.27 65.81 22.8
GTUC3⇥3,4 87.34 0.78 88.92 85.70 23.1
GTUC3⇥3,8 95.98 0.47 97.06 94.60 22.7
GTUC3⇥3,16 95.43 0.51 96.50 94.03 22.4
GTUC3⇥3,32 77.61 0.91 79.83 75.57 22.9
ILBP3⇥3 99.41 0.21 99.81 98.86 2.4
LBP3⇥3 98.43 0.28 99.05 97.73 1.7
LTP3⇥3,1 98.73 0.29 99.34 98.11 2.5
LTP3⇥3,2 99.03 0.27 99.62 98.30 2.5
LTP3⇥3,4 99.12 0.27 99.62 98.48 2.4
LTP3⇥3,8 98.90 0.31 99.62 97.92 2.4
LTP3⇥3,16 97.63 0.38 98.58 96.69 2.4
LTP3⇥3,32 86.95 0.84 88.92 84.47 2.4
MTU163⇥3 91.35 0.70 92.90 89.20 1.0
MTU813⇥3 95.49 0.51 96.97 94.41 1.2
RTU3⇥3 89.58 0.71 91.19 87.97 1.7
STS3⇥3 95.47 0.51 97.06 94.32 1.2
STU+3⇥3,1 95.55 0.46 96.40 94.32 1.2
STU+3⇥3,2 97.17 0.38 98.20 96.40 1.2
STU+3⇥3,4 98.32 0.34 99.05 97.54 1.2
STU+3⇥3,8 98.04 0.43 99.05 96.50 1.2
STU+3⇥3,16 93.56 0.69 94.79 91.67 1.2
STU+3⇥3,32 62.38 1.18 66.38 59.94 2.6
STU⇥3⇥3,1 96.64 0.43 97.82 95.64 1.2
STU⇥3⇥3,2 97.40 0.37 98.48 96.59 1.2
STU⇥3⇥3,4 98.77 0.32 99.62 97.82 1.2
STU⇥3⇥3,8 98.33 0.39 99.24 96.78 1.2
STU⇥3⇥3,16 96.39 0.55 97.82 94.98 1.2
STU⇥3⇥3,32 79.61 0.87 81.63 77.18 1.2
TU03⇥3 97.79 0.46 98.77 96.59 35.9
TU 3⇥3,1 97.79 0.35 98.86 96.97 35.9
TU 3⇥3,2 98.33 0.29 99.05 97.73 36.1
TU 3⇥3,4 98.94 0.27 99.53 98.20 36.6
TU 3⇥3,8 98.83 0.31 99.62 97.92 38.0
TU 3⇥3,16 97.45 0.42 98.48 96.12 36.4
TU 3⇥3,32 85.07 0.88 87.12 82.95 35.9
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A.8. Outex TC 00013
Tabla A.22: Resultados: Outex TC 00013 y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 40.55 1.36 43.53 37.35 1.4
GLD3⇥3,6 41.29 1.25 44.12 37.50 1.5
GLD3⇥3,5 39.61 1.49 44.12 36.47 1.4
GLD3⇥3,4 41.30 1.12 44.26 38.53 1.5
GLD3⇥3,3 40.55 1.36 43.53 37.35 1.4
GLD3⇥3,2 41.29 1.25 44.12 37.50 1.4
GLD3⇥3,1 39.61 1.49 44.12 36.47 1.4
GLD3⇥3,0 41.30 1.12 44.26 38.53 1.4
HARALICK3⇥3 79.82 1.13 82.65 76.03 285.7
UNSER3⇥3 83.73 1.25 86.32 80.88 106.8
Tabla A.23: Resultados: Outex TC 00013 y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 71.58 1.07 73.82 69.12 1.3
RANK3⇥3 69.17 1.34 71.91 64.71 1.0
Figura A.8: Texturas de la base de datos Outex TC 00013.
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Tabla A.24: Resultados: Outex TC 00013 y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 79.09 0.99 81.62 76.62 1.5
BGC23⇥3 76.81 1.11 79.71 73.97 1.4
BGC33⇥3 75.93 1.09 79.12 73.24 1.5
BTCS+3⇥3 63.21 1.30 66.62 60.00 1.2
CCR3⇥3 70.73 1.18 73.38 67.79 2.0
CLBP M3⇥3 72.02 1.30 75.29 68.53 1.5
CLBP M/C3⇥3 78.24 1.18 81.03 75.29 1.9
CLBP S/M3⇥3 80.47 1.00 83.53 77.94 216.3
CLBP S⌦M/C3⇥3 82.64 1.06 84.71 79.26 2.5
CLBP S/M/C3⇥3 82.44 1.09 85.15 79.26 468.5
GTUC3⇥3,1 53.13 1.23 56.62 50.44 8.1
GTUC3⇥3,2 68.38 1.33 71.76 63.82 8.3
GTUC3⇥3,4 71.79 1.37 74.56 68.09 8.3
GTUC3⇥3,8 60.60 1.39 64.26 56.03 8.2
GTUC3⇥3,16 38.37 1.32 41.18 34.41 15.0
GTUC3⇥3,32 14.96 0.94 17.94 12.79 90.9
ILBP3⇥3 79.97 0.99 82.21 77.21 1.9
LBP3⇥3 78.18 1.08 80.29 75.29 1.5
LTP3⇥3,1 78.84 1.02 81.18 76.47 2.1
LTP3⇥3,2 80.05 1.18 82.79 76.76 2.1
LTP3⇥3,4 77.61 1.03 80.29 75.15 2.0
LTP3⇥3,8 66.19 1.54 70.59 61.62 2.0
LTP3⇥3,16 43.79 1.30 46.32 38.82 8.8
LTP3⇥3,32 19.60 0.96 22.06 17.21 84.3
MTU163⇥3 69.88 1.18 72.35 67.50 1.0
MTU813⇥3 74.53 1.23 77.50 72.06 1.2
RTU3⇥3 72.77 1.16 75.59 70.15 2.2
STS3⇥3 74.51 1.24 77.50 71.91 1.2
STU+3⇥3,1 77.12 1.08 79.85 75.15 1.2
STU+3⇥3,2 77.47 1.13 80.00 74.85 1.2
STU+3⇥3,4 70.39 1.35 73.24 66.76 1.2
STU+3⇥3,8 53.51 1.29 56.91 50.59 1.6
STU+3⇥3,16 31.25 1.15 34.26 27.50 36.6
STU+3⇥3,32 12.65 0.83 16.18 11.03 136.1
STU⇥3⇥3,1 79.70 1.07 82.65 77.06 1.2
STU⇥3⇥3,2 79.20 1.10 82.35 77.06 1.2
STU⇥3⇥3,4 75.80 1.09 78.38 72.94 1.2
STU⇥3⇥3,8 59.88 1.52 63.24 56.03 1.2
STU⇥3⇥3,16 37.81 1.34 41.18 34.41 10.7
STU⇥3⇥3,32 16.90 0.98 19.26 14.12 90.7
TU03⇥3 79.32 1.00 82.21 76.76 12.0
TU 3⇥3,1 80.39 1.06 82.79 77.50 12.2
TU 3⇥3,2 79.86 1.01 82.50 77.21 12.1
TU 3⇥3,4 77.07 1.06 79.41 74.12 12.1
TU 3⇥3,8 62.59 1.50 66.62 59.12 12.0
TU 3⇥3,16 40.81 1.34 43.38 36.47 21.4
TU 3⇥3,32 18.41 0.95 20.74 15.29 100.0
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A.9. UIUCtex
Tabla A.25: Resultados: UIUCTex y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 34.40 1.68 37.80 30.00 1.0
GLD3⇥3,6 32.66 1.74 37.80 29.00 1.0
GLD3⇥3,5 33.07 1.81 38.20 28.80 1.0
GLD3⇥3,4 33.52 1.64 37.60 29.40 1.0
GLD3⇥3,3 34.40 1.68 37.80 30.00 1.0
GLD3⇥3,2 32.66 1.74 37.80 29.00 1.0
GLD3⇥3,1 33.07 1.81 38.20 28.80 1.0
GLD3⇥3,0 33.52 1.64 37.60 29.40 1.0
HARALICK3⇥3 46.02 1.61 50.60 42.60 102.2
UNSER3⇥3 68.09 1.66 72.40 64.40 18.0
Tabla A.26: Resultados: UIUCTex y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 44.23 1.84 48.20 39.80 1.5
RANK3⇥3 57.05 1.73 61.80 53.00 1.2
Figura A.9: Texturas de la base de datos UIUCTex.
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Tabla A.27: Resultados: UIUCTex y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 58.66 1.76 63.00 53.40 1.6
BGC23⇥3 52.37 1.84 57.80 48.40 1.5
BGC33⇥3 52.47 1.89 57.00 48.40 1.5
BTCS+3⇥3 41.21 1.95 47.00 35.20 1.5
CCR3⇥3 53.07 1.77 57.80 48.40 2.2
CLBP M3⇥3 53.54 1.73 58.00 49.00 1.6
CLBP M/C3⇥3 68.42 1.75 73.60 64.60 1.9
CLBP S/M3⇥3 75.66 1.89 80.80 72.00 39.4
CLBP S⌦M/C3⇥3 72.83 1.72 76.60 69.00 2.9
CLBP S/M/C3⇥3 81.92 1.42 85.60 77.80 85.2
GTUC3⇥3,1 28.08 1.60 32.00 24.00 4.6
GTUC3⇥3,2 39.37 1.64 44.40 35.00 4.8
GTUC3⇥3,4 47.45 1.69 51.40 43.80 5.2
GTUC3⇥3,8 53.42 1.67 56.80 49.20 5.4
GTUC3⇥3,16 51.25 1.97 56.00 46.80 5.2
GTUC3⇥3,32 40.31 1.69 44.40 36.60 4.7
ILBP3⇥3 62.51 1.91 67.60 58.20 1.9
LBP3⇥3 57.25 1.80 61.80 53.60 1.5
LTP3⇥3,1 57.31 1.90 62.60 53.60 2.6
LTP3⇥3,2 59.07 1.92 64.80 54.40 2.6
LTP3⇥3,4 61.87 1.77 66.00 58.00 2.6
LTP3⇥3,8 63.34 1.75 68.80 59.20 2.5
LTP3⇥3,16 59.23 1.87 64.20 54.80 2.5
LTP3⇥3,32 49.08 1.86 54.00 45.60 2.4
MTU163⇥3 44.30 1.92 49.00 40.60 1.1
MTU813⇥3 49.26 1.80 54.40 44.40 1.5
RTU3⇥3 62.97 1.76 67.80 58.60 4.1
STS3⇥3 49.26 1.80 54.40 44.40 1.5
STU+3⇥3,1 57.03 1.66 61.60 52.80 1.5
STU+3⇥3,2 59.01 1.67 64.20 53.80 1.5
STU+3⇥3,4 62.11 1.70 67.20 57.80 1.5
STU+3⇥3,8 58.89 1.91 63.60 54.40 1.5
STU+3⇥3,16 48.07 1.90 52.60 42.80 1.5
STU+3⇥3,32 34.85 1.62 39.60 30.20 1.5
STU⇥3⇥3,1 57.57 1.82 64.00 54.00 1.5
STU⇥3⇥3,2 60.96 1.81 65.40 56.20 1.5
STU⇥3⇥3,4 64.72 1.81 70.40 60.80 1.5
STU⇥3⇥3,8 65.06 1.78 70.20 61.40 1.5
STU⇥3⇥3,16 56.38 1.70 61.00 53.40 1.5
STU⇥3⇥3,32 41.48 1.85 45.60 36.60 1.5
TU03⇥3 63.02 1.69 66.80 58.40 4.2
TU 3⇥3,1 63.95 1.79 68.40 59.00 4.2
TU 3⇥3,2 66.04 1.67 70.00 62.00 4.2
TU 3⇥3,4 68.66 1.62 72.40 63.80 4.2
TU 3⇥3,8 67.75 1.77 72.40 63.40 4.2
TU 3⇥3,16 61.30 1.88 67.40 56.60 4.2
TU 3⇥3,32 49.37 1.88 54.40 46.00 4.1
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A.10. VisTex
Tabla A.28: Resultados: Vistex y marginalizacio´n.
Descriptores tµ t  tma´x tmı´n T
GLD3⇥3,7 50.95 1.03 53.67 47.98 1.6
GLD3⇥3,6 52.16 0.96 54.49 49.93 1.6
GLD3⇥3,5 49.11 0.96 52.02 47.16 1.6
GLD3⇥3,4 53.09 0.99 55.84 50.97 1.6
GLD3⇥3,3 50.95 1.03 53.67 47.98 1.6
GLD3⇥3,2 52.16 0.96 54.49 49.93 1.6
GLD3⇥3,1 49.11 0.96 52.02 47.16 1.6
GLD3⇥3,0 53.09 0.99 55.84 50.97 1.6
HARALICK3⇥3 77.66 0.79 79.94 75.45 435.5
UNSER3⇥3 71.43 0.84 73.35 69.46 190.5
Tabla A.29: Resultados: Vistex y ordenacio´n.
Descriptores tµ t  tma´x tmı´n T
GLTCS+3⇥3 58.31 0.97 60.40 54.72 1.2
RANK3⇥3 54.11 0.95 56.74 51.95 1.0
Figura A.10: Texturas de la base de datos VisTex.
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Tabla A.30: Resultados: Vistex y umbralizacio´n.
Descriptores tµ t  tma´x tmı´n T
BGC13⇥3 76.19 0.84 77.99 73.43 1.7
BGC23⇥3 69.87 0.82 71.41 67.37 1.6
BGC33⇥3 68.51 1.00 71.03 65.94 1.6
BTCS+3⇥3 41.16 0.98 44.01 38.35 1.1
CCR3⇥3 53.37 1.04 55.54 50.90 2.4
CLBP M3⇥3 66.06 1.05 68.64 62.20 1.7
CLBP M/C3⇥3 67.80 0.87 70.06 66.17 2.3
CLBP S/M3⇥3 75.79 0.86 77.99 73.95 387.8
CLBP S⌦M/C3⇥3 75.87 0.92 77.77 74.03 3.1
CLBP S/M/C3⇥3 74.86 0.94 77.10 72.90 816.5
GTUC3⇥3,1 38.29 1.05 40.64 35.63 11.8
GTUC3⇥3,2 51.26 1.00 53.59 48.20 11.9
GTUC3⇥3,4 61.83 1.00 63.92 59.13 11.9
GTUC3⇥3,8 65.71 0.95 67.89 63.40 12.0
GTUC3⇥3,16 61.98 1.08 64.90 59.28 11.9
GTUC3⇥3,32 53.37 0.84 55.76 50.82 12.2
ILBP3⇥3 77.15 0.79 79.04 75.15 2.4
LBP3⇥3 74.20 0.82 76.05 72.38 1.7
LTP3⇥3,1 75.10 0.83 77.10 72.83 2.5
LTP3⇥3,2 76.46 0.93 78.29 73.80 2.5
LTP3⇥3,4 75.39 0.87 77.40 73.65 2.5
LTP3⇥3,8 71.42 0.85 74.10 69.46 2.5
LTP3⇥3,16 65.67 0.94 68.26 63.70 2.4
LTP3⇥3,32 56.38 0.77 58.23 54.34 2.8
MTU163⇥3 56.64 0.96 59.13 54.57 1.0
MTU813⇥3 66.34 0.98 68.26 64.52 1.2
RTU3⇥3 64.76 0.85 66.84 62.57 1.9
STS3⇥3 66.33 0.98 68.26 64.45 1.2
STU+3⇥3,1 72.24 0.88 74.18 69.76 1.2
STU+3⇥3,2 73.35 0.86 75.52 71.18 1.2
STU+3⇥3,4 72.67 0.83 74.55 69.99 1.2
STU+3⇥3,8 68.69 0.96 71.03 66.32 1.2
STU+3⇥3,16 60.27 0.87 62.13 58.01 1.2
STU+3⇥3,32 47.00 0.95 49.03 45.21 3.4
STU⇥3⇥3,1 72.03 0.93 74.03 69.76 1.2
STU⇥3⇥3,2 72.78 1.00 75.15 69.99 1.2
STU⇥3⇥3,4 72.67 0.93 75.37 69.84 1.2
STU⇥3⇥3,8 69.42 1.09 72.53 67.37 1.2
STU⇥3⇥3,16 63.65 1.02 65.94 61.68 1.2
STU⇥3⇥3,32 52.84 0.97 55.84 49.93 1.7
TU03⇥3 76.49 0.92 78.89 74.33 21.7
TU 3⇥3,1 78.46 0.86 80.24 76.20 21.2
TU 3⇥3,2 78.78 0.81 80.61 76.35 21.8
TU 3⇥3,4 77.40 0.74 78.74 75.00 20.8
TU 3⇥3,8 73.95 0.91 76.12 71.33 21.6
TU 3⇥3,16 67.69 1.01 70.21 65.64 20.9
TU 3⇥3,32 57.67 0.94 59.81 54.42 22.4

Ape´ndice B
Implementacio´n en Matlab
function [h, varargout] = histoTP3x3(I, mapping, varargin)
%
% This function computes the histogram of 3x3 texture patterns of a
% single channel texture image quantized to G=256 gray levels. Texture
% patterns are binned according to the rule defined by "mapping". The
% function can also return a matrix with the texture pattern codes.
%
% [h, varargout] = histoTP3x3(I, mapping, varargin)
%
% Input:
% I - Single channel texture image (at least 3x3 pixels)
% mapping - Pattern mapping
%
% Optional input:
% Mapping parameters
%
% Output:
% h - Histogram of equivalent patterns
%
% Optional input:
% k - Texture codes
% q - Dimension of the feature space
% lims - Coordinates of the image region inside of which valid
% texture codes can be computed. The coordinates are
% arranged as folllows:
% [first_row, last_row, first_column, last_column]
%
% Last modified: 1 March 2011
% Optional arguments
optargin = size(varargin,2);
% Number of gray levels
G = 256;
% Image size: M rows and N columns
[M N] = size(I);
97
98 APE´NDICE B. IMPLEMENTACIO´N EN MATLAB
% Conversion to avoid errors when using sort, unique...
I = double(I);
% Define shifted images
[I7, I6, I5, I4, I3, I2, I1, I0] = deal(zeros(size(I)));
I7(2:M, 2:N) = I(1:M-1,1:N-1);
I6(2:M, 1:N) = I(1:M-1,1:N );
I5(2:M, 1:N-1) = I(1:M-1,2:N );
I4(1:M, 1:N-1) = I(1:M, 2:N );
I3(1:M-1,1:N-1) = I(2:M, 2:N );
I2(1:M-1,1:N) = I(2:M, 1:N );
I1(1:M-1,2:N) = I(2:M, 1:N-1);
I0(1:M, 2:N) = I(1:M, 1:N-1);
% Pre-defined lims
first_row = 2;
last_row = M-1;
first_column = 2;
last_column = N-1;
switch mapping
% MARGINALIZATION BASED MAPPINGS
case ’COOC2_3x3’
if(optargin==1)
q = G^2; % 256^2=65536
Ij_str = strcat(’I’,num2str(varargin{1}));
k0 = G*I + eval(Ij_str);
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
if ismember(varargin{1},[7 6 5])>0;
first_row = 2;
end
if ismember(varargin{1},[1 2 3])>0;
last_row = M-1;
end
if ismember(varargin{1},[7 0 1])>0;
first_column = 2;
end
if ismember(varargin{1},[5 4 3])>0;
last_column = N-1;
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function COOC2_3x3 requires 3 input parameters’)
end
case ’COOC3_3x3’
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if(optargin==2)
q = G^3; % 16777216
Ij1_str = strcat(’I’,num2str(varargin{1}));
Ij2_str = strcat(’I’,num2str(varargin{2}));
k0 = G*G*I + G*eval(Ij1_str) + eval(Ij2_str);
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
argins = [varargin{1} varargin{2}];
if sum(ismember(argins,[7 6 5]))>0;
first_row = 2;
end
if sum(ismember(argins,[1 2 3]))>0;
last_row = M-1;
end
if sum(ismember(argins,[7 0 1]))>0;
first_column = 2;
end
if sum(ismember(argins,[5 4 3]))>0;
last_column = N-1;
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function COOC3_3x3 requires 4 input parameters’)
end
case ’DH_3x3’
if(optargin==1)
q = 2*G-1; % 2*256-1=511
Ij_str = strcat(’I’,num2str(varargin{1}));
k0 = I - eval(Ij_str) + G - 1;
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
if ismember(varargin{1},[7 6 5])>0;
first_row = 2;
end
if ismember(varargin{1},[1 2 3])>0;
last_row = M-1;
end
if ismember(varargin{1},[7 0 1])>0;
first_column = 2;
end
if ismember(varargin{1},[5 4 3])>0;
last_column = N-1;
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
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error(’The function DH_3x3 requires 3 input parameters’)
end
case ’GLD_3x3’
if(optargin==1)
q = G; % 256
Ij_str = strcat(’I’,num2str(varargin{1}));
k0 = abs(I-eval(Ij_str));
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
if ismember(varargin{1},[7 6 5])>0;
first_row = 2;
end
if ismember(varargin{1},[1 2 3])>0;
last_row = M-1;
end
if ismember(varargin{1},[7 0 1])>0;
first_column = 2;
end
if ismember(varargin{1},[5 4 3])>0;
last_column = N-1;
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function GLD_3x3 requires 3 input parameters’)
end
case ’HARALICK_3x3’
q = G^2; % 256^2=65536
k60 = G*I + I6;
k40 = G*I + I4;
k20 = G*I + I2;
k00 = G*I + I0;
k6 = k60(first_row:last_row, first_column:last_column);
k4 = k40(first_row:last_row, first_column:last_column);
k2 = k20(first_row:last_row, first_column:last_column);
k0 = k00(first_row:last_row, first_column:last_column);
% Compute and normalize the histograms
h6 = sum(hist(k6,0:q-1),2)’ / numel(k6);
h4 = sum(hist(k4,0:q-1),2)’ / numel(k4);
h2 = sum(hist(k2,0:q-1),2)’ / numel(k2);
h0 = sum(hist(k0,0:q-1),2)’ / numel(k0);
% The codes returned by the function correspond to displacement
% vector (1,0)
k = k4;
% Average of histograms corresponding to displacements (0,1),
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% (1,0), (0,-1) and (-1,0)
h = (h6+h4+h2+h0)/4;
case ’SDH_3x3’
if(optargin==1)
q = 2*(2*G-1); % 2*(2*256-1)=1022
Ij_str = strcat(’I’,num2str(varargin{1}));
ks0 = I + eval(Ij_str);
kd0 = I - eval(Ij_str) + G - 1;
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
if ismember(varargin{1},[7 6 5])>0;
first_row = 2;
end
if ismember(varargin{1},[1 2 3])>0;
last_row = M-1;
end
if ismember(varargin{1},[7 0 1])>0;
first_column = 2;
end
if ismember(varargin{1},[5 4 3])>0;
last_column = N-1;
end
ks = ks0(first_row:last_row, first_column:last_column);
kd = kd0(first_row:last_row, first_column:last_column);
% Define a different code for each combination of sum and
% difference codes
k = ks + kd*q/2;
% Compute and normalize the histogram
hs = sum(hist(ks,0:q-1),2)’ / numel(ks);
hd = sum(hist(kd,0:q-1),2)’ / numel(kd);
h = [hd hs];
else
error(’The function SDH_3x3 requires 3 input parameters’)
end
case ’SH_3x3’
if(optargin==1)
q = 2*G-1; % 2*256-1=511
Ij_str = strcat(’I’,num2str(varargin{1}));
k0 = I + eval(Ij_str);
first_row = 1;
last_row = M;
first_column = 1;
last_column = N;
if ismember(varargin{1},[7 6 5])>0;
first_row = 2;
end
if ismember(varargin{1},[1 2 3])>0;
last_row = M-1;
end
if ismember(varargin{1},[7 0 1])>0;
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first_column = 2;
end
if ismember(varargin{1},[5 4 3])>0;
last_column = N-1;
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function SH_3x3 requires 3 input parameters’)
end
case ’UNSER_3x3’
q = 4*2*(2*G-1); % 4*2*(2*256-1)=4088
k60d = I - I6 + G - 1;
k40d = I - I4 + G - 1;
k20d = I - I2 + G - 1;
k00d = I - I0 + G - 1;
k60s = I + I6;
k40s = I + I4;
k20s = I + I2;
k00s = I + I0;
k6s = k60s(first_row:last_row, first_column:last_column);
k4s = k40s(first_row:last_row, first_column:last_column);
k2s = k20s(first_row:last_row, first_column:last_column);
k0s = k00s(first_row:last_row, first_column:last_column);
k6d = k60d(first_row:last_row, first_column:last_column);
k4d = k40d(first_row:last_row, first_column:last_column);
k2d = k20d(first_row:last_row, first_column:last_column);
k0d = k00d(first_row:last_row, first_column:last_column);
% Compute and normalize the histograms
h6s = sum(hist(k6s,0:q-1),2)’ / numel(k6s);
h4s = sum(hist(k4s,0:q-1),2)’ / numel(k4s);
h2s = sum(hist(k2s,0:q-1),2)’ / numel(k2s);
h0s = sum(hist(k0s,0:q-1),2)’ / numel(k0s);
h6d = sum(hist(k6d,0:q-1),2)’ / numel(k6d);
h4d = sum(hist(k4d,0:q-1),2)’ / numel(k4d);
h2d = sum(hist(k2d,0:q-1),2)’ / numel(k2d);
h0d = sum(hist(k0d,0:q-1),2)’ / numel(k0d);
% Define a different code for each combination of sum and
% difference codes corresponding to displacement vector (1,0)
k = k4s + k4d*q/8;
% Concatenate the sum-difference histograms corresponding to
% displacement vectors (0,1), (1,0), (0,-1) and (-1,0)
h = [h6s h4s h2s h0s h6d h4d h2d h0d];
% THRESHOLDING BASED MAPPINGS
case ’BGC1_3x3’
q = 2^8-1; % 255
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k0 = 128*(I7>=I0) + 64*(I6>=I7) + 32*(I5>=I6) + ...
16*(I4>=I5) + 8*(I3>=I4) + 4*(I2>=I3) + ...
2*(I1>=I2) + (I0>=I1) - 1;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’BGC2_3x3’
q = (2^4-1)^2; % 225
k0 = 15 * (8*(I6>=I0) + 4*(I4>=I6) + 2*(I2>=I4) + ...
(I0>=I2)) + 8*(I7>=I1) + 4*(I5>=I7) + ...
2*(I3>=I5) + (I1>=I3) - 16;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’BGC3_3x3’
q = 2^8-1; % 255
k0 = 128*(I5>=I0) + 64*(I2>=I5) + 32*(I7>=I2) + ...
16*(I4>=I7) + 8*(I1>=I4) + 4*(I6>=I1) + ...
2*(I3>=I6) + (I0>=I3) - 1;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’BTCS+_3x3’
q = 2^4; % 16
% Compute isoentropic threshold T
H = sum(hist(double(I),0:G-1),2);
H = H/sum(H);
entropy = cumsum(-H.*log2(H+(H==0)));
T = sum( (entropy/entropy(end)) <= 0.5 ) - 1;
k0 = 8*(I6>=T)+ 4*(I4>=T) + 2*(I2>=T) + (I0>=T);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’CCR_3x3’
q = 2^9; % 512
% Compute isoentropic threshold T
H = sum(hist(double(I),0:G-1),2);
H = H/sum(H);
entropy = cumsum(-H.*log2(H+(H==0)));
T = sum( (entropy/entropy(end)) <= 0.5 ) - 1;
k0 = 256*(I>=T) + ...
128*(I7>=T) + 64*(I6>=T) + 32*(I5>=T) + 16*(I4>=T) + ...
8*(I3>=T) + 4*(I2>=T) + 2*(I1>=T) + (I0>=T);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’CLBP_M_3x3’
q = 2^8; % 256
% Compute mean magnitude
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m = mean2(abs(I7-I)+abs(I6-I)+abs(I5-I)+abs(I4-I)+ ...
abs(I3-I)+abs(I2-I)+abs(I1-I)+abs(I0-I))/8;
k0 = 128*(abs(I7-I)>=m) + 64*(abs(I6-I)>=m) + ...
32*(abs(I5-I)>=m) + 16*(abs(I4-I)>=m) + ...
8*(abs(I3-I)>=m) + 4*(abs(I2-I)>=m) + ...
2*(abs(I1-I)>=m) + (abs(I0-I)>=m);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’CLBP_MxC_3x3’
q = 2*(2^8); % 512
% Compute mean magnitude
m = mean2(abs(I7-I)+abs(I6-I)+abs(I5-I)+abs(I4-I)+ ...
abs(I3-I)+abs(I2-I)+abs(I1-I)+abs(I0-I))/8;
% Compute mean for center pixels
c = mean2(I);
kc = (I>=c);
km = 128*(abs(I7-I)>=m) + 64*(abs(I6-I)>=m) + ...
32*(abs(I5-I)>=m) + 16*(abs(I4-I)>=m) + ...
8*(abs(I3-I)>=m) + 4*(abs(I2-I)>=m) + ...
2*(abs(I1-I)>=m) + (abs(I0-I)>=m);
k0 = kc*q/2 + km;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’CLBP_SxM_3x3’
q = (2^8)^2; % 65536
% Compute mean magnitude
m = mean2(abs(I7-I)+abs(I6-I)+abs(I5-I)+abs(I4-I)+ ...
abs(I3-I)+abs(I2-I)+abs(I1-I)+abs(I0-I))/8;
ks = 128*(I7>=I) + 64*(I6>=I) + 32*(I5>=I) + 16*(I4>=I) + ...
8*(I3>=I) + 4*(I2>=I) + 2*(I1>=I) + (I0>=I);
km = 128*(abs(I7-I)>=m) + 64*(abs(I6-I)>=m) + ...
32*(abs(I5-I)>=m) + 16*(abs(I4-I)>=m) + ...
8*(abs(I3-I)>=m) + 4*(abs(I2-I)>=m) + ...
2*(abs(I1-I)>=m) + (abs(I0-I)>=m);
k0 = ks*sqrt(q) + km;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’CLBP_S_MxC_3x3’
qs = 2^8; % 256
qmc = 2*(2^8); % 512
q = qs + qmc; % 768
% Compute mean magnitude
m = mean2(abs(I7-I)+abs(I6-I)+abs(I5-I)+abs(I4-I)+ ...
abs(I3-I)+abs(I2-I)+abs(I1-I)+abs(I0-I))/8;
% Compute mean for center pixels
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c = mean2(I);
k0s = 128*(I7>=I) + 64*(I6>=I) + 32*(I5>=I) + 16*(I4>=I) + ...
8*(I3>=I) + 4*(I2>=I) + 2*(I1>=I) + (I0>=I);
kc = (I>=c);
km = 128*(abs(I7-I)>=m) + 64*(abs(I6-I)>=m) + ...
32*(abs(I5-I)>=m) + 16*(abs(I4-I)>=m) + ...
8*(abs(I3-I)>=m) + 4*(abs(I2-I)>=m) + ...
2*(abs(I1-I)>=m) + (abs(I0-I)>=m);
k0mc = kc*qmc/2 + km;
ks = k0s(first_row:last_row, first_column:last_column);
kmc = k0mc(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
hs = sum(hist(ks, 0:qs-1), 2)’ / numel(ks);
hmc = sum(hist(kmc,0:qmc-1),2)’ / numel(kmc);
k = ks * qmc + kmc;
% Concatenate the histograms
h = [hs hmc];
case ’CLBP_SxMxC_3x3’
q = 2*(2^8)^2; % 131072
% Compute mean magnitude
m = mean2(abs(I7-I)+abs(I6-I)+abs(I5-I)+abs(I4-I)+ ...
abs(I3-I)+abs(I2-I)+abs(I1-I)+abs(I0-I))/8;
% Compute mean for center pixels
c = mean2(I);
kc = (I>=c);
ks = 128*(I7>=I) + 64*(I6>=I) + 32*(I5>=I) + 16*(I4>=I) + ...
8*(I3>=I) + 4*(I2>=I) + 2*(I1>=I) + (I0>=I);
km = 128*(abs(I7-I)>=m) + 64*(abs(I6-I)>=m) + ...
32*(abs(I5-I)>=m) + 16*(abs(I4-I)>=m) + ...
8*(abs(I3-I)>=m) + 4*(abs(I2-I)>=m) + ...
2*(abs(I1-I)>=m) + (abs(I0-I)>=m);
k0 = 256*256*kc + 256*ks + km;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’GTUC_3x3’
q = 2*3^7; %4374
if(optargin==1)
D = varargin{1};
% vartheta(x,x,D) can only take values of either 0 or 2
k0 = 2187*(vartheta(I7-I,I7-I,D)>0) + ...
729* vartheta(I6-I,I7-I,D) + ...
243* vartheta(I5-I,I7-I,D) + ...
81* vartheta(I4-I,I7-I,D) + ...
27* vartheta(I3-I,I7-I,D) + ...
9* vartheta(I2-I,I7-I,D) + ...
3* vartheta(I1-I,I7-I,D) + ...
vartheta(I0-I,I7-I,D);
k = k0(first_row:last_row, first_column:last_column);
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% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function GTUC_3x3 requires 3 input parameters’)
end
case ’ILBP_3x3’
q = 2^9-1; % 511
% Averaging mask
mask = ones(3,3)/9;
% Local mean
Iav = conv2(I,mask,’same’);
k0 = 256*(I>=Iav) + ...
128*(I7>=I) + 64*(I6>=I) + 32*(I5>=I) + 16*(I4>=I) + ...
8*(I3>=I) + 4*(I2>=I) + 2*(I1>=I) + (I0>=I) - 1;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’LBP_3x3’
q = 2^8; % 256
k0 = 128*(I7>=I) + 64*(I6>=I) + 32*(I5>=I) + 16*(I4>=I) + ...
8*(I3>=I) + 4*(I2>=I) + 2*(I1>=I) + (I0>=I);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’LTP_3x3’
qu = 2^8;
ql = 2^8;
q = qu + ql; % 512
if(optargin==1)
D = varargin{1};
k0u = 128*(I7>=I+D) + 64*(I6>=I+D) + 32*(I5>=I+D) + ...
16*(I4>=I+D) + 8*(I3>=I+D) + 4*(I2>=I+D) + ...
2*(I1>=I+D) + (I0>=I+D);
k0l = 128*(I7<=I-D) + 64*(I6<=I-D) + 32*(I5<=I-D) + ...
16*(I4<=I-D) + 8*(I3<=I-D) + 4*(I2<=I-D) + ...
2*(I1<=I-D) + (I0<=I-D);
ku = k0u(first_row:last_row, first_column:last_column);
kl = k0l(first_row:last_row, first_column:last_column);
k = ku * ql + kl;
% Compute, normalize an concatenate the histograms
hu = sum(hist(ku,0:qu-1),2)’ / numel(ku);
hl = sum(hist(kl,0:ql-1),2)’ / numel(kl);
h = [hu hl];
else
error(’The function LTP_3x3 requires 3 input parameters’)
end
case ’MTU16_3x3’
q = 2^4; % 16
last_row = M;
k0 = 8*(I>=I7)+ 4*(I>=I6) + 2*(I>=I5) + (I>=I4);
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k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’MTU81_3x3’
q = 3^4; % 81
last_row = M;
k0 = 27*eta(I-I7,0)+ 9*eta(I-I6,0) + 3*eta(I-I5,0) + ...
eta(I-I4,0);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’RTU_3x3’
q = 45;
[alpha0, alpha1] = deal(zeros(size(I)));
for j=0:7;
Ij_str = strcat(’I’,num2str(j));
alpha0 = alpha0 + eval([’eta(’, Ij_str, ’-I,0)==0;’]);
alpha1 = alpha1 + eval([’eta(’, Ij_str, ’-I,0)==1;’]);
end
sum0_n0_8_n0 = [0, 9, 17, 24, 30, 35, 39, 42, 44];
k0 = sum0_n0_8_n0(alpha0+1) + alpha1;
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’STS_3x3’
q = 3^4; %81
last_row = M;
k0 = 27*eta(I7-I,0) + 9*eta(I6-I,0) + 3*eta(I5-I,0) + ...
eta(I4-I,0);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’STU+_3x3’
q = 3^4; % 81
if(optargin==1)
D = varargin{1};
k0 = 27*eta(I6-I,D) + 9*eta(I4-I,D) + ...
3*eta(I2-I,D) + eta(I0-I,D);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function STUx_3x3 requires 3 input parameters’)
end
case ’STUx_3x3’
q = 3^4; % 81
if(optargin==1)
D = varargin{1};
k0 = 27*eta(I7-I,D) + 9*eta(I5-I,D) + ...
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3*eta(I3-I,D) + eta(I1-I,D);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function STUx_3x3 requires 3 input parameters’)
end
case ’TU0_3x3’
q = 3^8; %6561
k0 = 2187*eta(I7-I,0) + 729*eta(I6-I,0) + 243*eta(I5-I,0) + ...
81*eta(I4-I,0) + 27*eta(I3-I,0) + 9*eta(I2-I,0) + ...
3*eta(I1-I,0) + eta(I0-I,0);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’TUdelta_3x3’
q = 3^8; %6561
if(optargin==1)
D = varargin{1};
k0 = 2187*eta(I7-I,D) + 729*eta(I6-I,D) + ...
243*eta(I5-I,D) + 81*eta(I4-I,D) + ...
27*eta(I3-I,D) + 9*eta(I2-I,D) + ...
3*eta(I1-I,D) + eta(I0-I,D);
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
else
error(’The function TUdelta_3x3 requires 3 input parameters’)
end
% RANKING BASED MAPPINGS
case ’GLTCS+_3x3’
q = factorial(4); % 24
k0 = zeros(size(I));
I3D = zeros(size(I,1),size(I,2),4);
for j=1:4;
I3D(:,:,j) = eval(strcat(’I’,num2str(2*(j-1))));
end
for j=2:4;
k0 = k0 + sum(repmat(squeeze(I3D(:,:,j)),...
[1,1,j-1])>=I3D(:,:,1:j-1),3)*factorial(j-1);
end
k = k0(first_row:last_row, first_column:last_column);
% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
case ’RANK_3x3’
q = 9;
k0 = ((I>I7) + (I>I6) + (I>I5) + (I>I4) + ...
(I>I3) + (I>I2) + (I>I1) + (I>I0) );
k = k0(first_row:last_row, first_column:last_column);
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% Compute and normalize the histogram
h = sum(hist(k,0:q-1),2)’ / numel(k);
otherwise
error(’Invalid mapping’)
end
if nargout>1;
varargout(1) = {k};
end
if nargout>2;
varargout(2) = {q};
end
if nargout>3;
lims = [first_row, last_row, first_column, last_column];
varargout(3) = {lims};
end
function eta012 = eta(x,T)
eta012 = 2*(x>T) + (abs(x)<=T);
function vartheta012 = vartheta(x,y,T)
vartheta012 = 2*((abs(x)>=T) & (abs(y)>=T)) + ...
(((abs(x)<T) & (abs(y)>=T)) | ((abs(x)>=T) & (abs(y)<T)));
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