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Abstract
Let A be the 2mth-order elliptic operator of divergence form with bounded measurable
coefﬁcients deﬁned in a domain O of Rn: For 1opoN we regard A as a bounded linear operator
from the Lp Sobolev space H
m;p
0 ðOÞ to Hm;pðOÞ: It is known that when O ¼ Rn; we can construct
the resolvent ðA  lÞ1 and estimate its operator norm for some l if the leading coefﬁcients are
uniformly continuous. In this paper, we try to extend this result to a general domain. It is
successful when m ¼ 1 if O is the half-space or a domain with C2 bounded boundary. For m41 it
is shown that the problem is reduced to the case where O is the half-space and A is a homogeneous
operator with constant coefﬁcients. We also give a perturbation theorem.
r 2004 Elsevier Inc. All rights reserved.
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0. Introduction
We consider the 2mth-order elliptic operator of divergence form
AuðxÞ ¼
X
jaj;jbjpm
DaðaabðxÞDbuðxÞÞ
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deﬁned in a domain O of the n-dimensional Euclidean space Rn: Here, x ¼
ðx1;y; xnÞ is a generic point in Rn and we use the notations
Da ¼ Da11 ?Dann ; Dj ¼ 
ﬃﬃﬃﬃﬃﬃ
1
p
@=@xj
for a multi-index a ¼ ða1;y; anÞ of length jaj ¼ a1 þ?þ an:
We assume that the coefﬁcients are bounded and measurable and that the
principal symbol aðx; xÞ of A satisﬁes the ellipticity condition, i.e., there exists d40
such that
aðx; xÞ ¼
X
jaj¼jbj¼m
aabðxÞxaþbXdjxj2m; xAO; xARn: ð0:1Þ
We allow aabðxÞ to be complex valued, although the ellipticity condition (0.1) implies
that
P
aþb¼g aabðxÞ is real valued for any g with jgj ¼ 2m: When we want to stress the
domain O; we write AO for A: By regarding the function aab as a multiplication
operator we can also write
AO ¼
X
jaj;jbjpm
DaaabD
b:
For ﬁxed pAð1;NÞ the operator AO naturally deﬁnes a bounded linear operator
from H
m;p
0 ðOÞ to Hm;pðOÞ; where Hs;pðOÞ is the Lp Sobolev space of order s and
H
m;p
0 ðOÞ is the closure of CN0 ðOÞ in Hm;pðOÞ:
In the previous paper [9], we constructed the resolvent ðAO  lÞ1 and derived the
estimates
jjðAO  lÞ1jjHi;pðOÞ-Hj;pðOÞpK jlj1þðiþjÞ=2m ð0:2Þ
for 0pipm and 0pjpm under the assumption that O ¼ Rn and that the leading
coefﬁcients are uniformly continuous. The purpose of this paper is to try to extend
this result to a general domain O such as the half-space Rnþ or a domain with C
mþ1
bounded boundary (we allow O to be unbounded). We will show that the problem is
reduced to Hypothesis (HS) in Section 1, which conjectures that the resolvents exist
and satisfy (0.2) when O ¼ Rnþ and A is a homogeneous operator with constant
coefﬁcients. If m ¼ 1; we can prove that Hypothesis (HS) is true by using the
reﬂection principle. Hence, we will conclude that for the second-order operator
whose leading coefﬁcients are uniformly continuous the result for Rn holds also for
Rnþ or a domain with C
2 bounded boundary.
We will also consider the perturbation problem and assert that if the difference
between the coefﬁcients of two operators A and B is sufﬁciently small, then the
existence of resolvents and the estimates (0.2) for A imply that for B: It is not
necessary to assume that the difference is small for the coefﬁcients of lower terms.
The operator norm of ðA  lÞ1  ðB  lÞ1 will be evaluated by LN norm of the
difference of the coefﬁcients. As an application of the perturbation theorem, we will
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obtain the result for the second-order operator whose leading coefﬁcients are
sufﬁciently close to constants.
There are a lot of works on the theory of divergence form elliptic operators with
non-smooth coefﬁcients. We refer to the Refs. [2,7]. Here, we mention some known
results which are closely related to this paper. For 1opoN and the operator
A0 ¼
X
jaj¼jbj¼1
DaaabD
b
Auscher and Qafsaoui [3] showed that the Dirichlet problem
A0u ¼ f ð0:3Þ
has a unique solution uAH1;p0 ðOÞ for given fAH1;pðOÞ satisfying (5.2) with f0 ¼ 0
and derived the estimate jjrujjLppCjjf jjH1;pðOÞ; assuming that the coefﬁcients aab are
vmo functions and that O is a C1 bounded domain. Alkhutov [1] gave the necessary
and sufﬁcient conditions on the boundary of O for the unique solvability of (0.3) and
the inequality jjujjH1;pðOÞpCjjf jjH1;pðOÞ for fAH1;pðOÞ; assuming that the coefﬁ-
cients are real valued and continuous in the closure of O and that O is a bounded
domain. Mugnai and Talenti [11] considered (0.3) with A0 replaced by A0 þ c  l;
where cALn=2ðOÞ; cðxÞX0 and l40 is a constant, and obtained
jjujjLpðOÞpl1jjf jjLpðOÞ; assuming that the coefﬁcients are real-valued measurable
functions, that p4n=2 and that the volume of O is inﬁnity. Gro¨ger and Rehberg [8]
showed the existence of the inverse of A0  l for Re lp0 and derived the estimates
jjðA0  lÞ1jjH1;pðOÞ-H1;pðOÞpCjlj1;
jjðA0  lÞ1jjH1;pðOÞ-H1;pðOÞpC
for any p in some interval ½2; q when O is a bounded Lipshitz domain. Comparing
their results, our results allow A to have lower terms and O to be either bounded or
unbounded, although we must assume that jlj is large enough and that the
smoothness conditions on the coefﬁcients and the boundary of O are stronger than
theirs.
As for the perturbation theorem, Barbatis [4,5] obtained another type of estimate
by using the Shatten norm when O is bounded. His result needs some hypotheses on
eigenvalues and eigenfunctions of A when m41: In [10] the author considered a
perturbation, where the difference of coefﬁcients is replaced with a pseudodiffer-
ential operator of negative order.
There is another method, which we will not present in this paper, to show that
Hypothesis (HS) is true when m ¼ 1: This method reduces the problem to an
ordinary equation with boundary value by using the partial Fourier transform. It
would become a clue as to whether Hypothesis (HS) is true or not for general m: So,
we hope to treat the case of m41 in a next occasion.
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1. Statement of main results
Let 1pppN: We denote by jjujjLpðOÞ the norm in the space LpðOÞ: For an integer
kX0 the Lp Sobolev space Hk;pðOÞ is deﬁned by
Hk;pðOÞ ¼ ffALpðOÞ : DafALpðOÞ for jajpkg
and the norm is given by
jjf jjHk;pðOÞ ¼
X
jajpk
jjDaf jjp
LpðOÞ
0
@
1
A
1=p
:
It is convenient to deﬁne the Lp Sobolev space of negative order by following
Muramatu [12]. For an integer ko0 the space Hk;pðOÞ is deﬁned to be the set of all
functions f which can be written
f ¼
X
jajpk
Dafa; faALpðOÞ ð1:1Þ
and the norm is given by
jjf jjHk;pðOÞ ¼ inf
X
jajpk
jjfajjpLpðOÞ
0
@
1
A
1=p
;
where the inﬁmum is taken over all ffagjajpk satisfying (1.1). We denote by BðX ; YÞ
the set of bounded linear operators from a Banach space X to a Banach space Y
endowed with the norm jj  jjX-Y and set BðXÞ ¼ BðX ; XÞ: By T : X-Y we also
mean TABðX ; YÞ: For the sake of simplicity we often omit O for
AO; L
pðOÞ; Hm;pðOÞ and so on if no confusion occurs.
Here, we give the deﬁnition of various constants.
C0 ¼
X
jaj;jbjpm
1; dA ¼ maxfd40: ð0:1Þ is satisfiedg;
MA ¼ maxjaj;jbjpm jjaabjjLNðOÞ; zA ¼ ðn; m; MA; dAÞ;
oAðeÞ ¼ maxjaj¼jbj¼m supxAO supjhjpe;xþhAO
jaabðx þ hÞ  aabðxÞj;
oNA ¼ maxjaj¼jbj¼m infxAO ess:supyAO jaabðxÞ  aabðyÞj:
For r40 and yAð0; p we set
Lðr; yÞ ¼ flAC : jljXr; yparg lp2p yg:
For pAð1;NÞ; yAð0; p; rX0 and K40 we say that AO satisﬁes the condition
Rðp; y; r; KÞ; or AOARðp; y; r; KÞ if the resolvent ðAO  lÞ1: Hm;pðOÞ-Hm;p0 ðOÞ
exists and satisﬁes (0.2) for 0pipm; 0pjpm and lALðr; yÞ: We note that (0.2)
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implies
jjDaðAO  lÞ1DbjjLpðOÞ-LpðOÞpK jlj1þðjajþjbjÞ=2m ð1:2Þ
for jajpm and jbjpm:
Let Rnþ ¼ fx ¼ ðx0; xnÞ: x0ARn1; xn40g: Now we list the main results.
Theorem 1.1. Let pAð1;NÞ and yAð0; p=2Þ: Assume that one of the following is
satisfied:
(i) O ¼ Rn;
(ii) m ¼ 1 and O ¼ Rnþ;
(iii) m ¼ 1 and O is a domain with C2 bounded boundary.
Then, we conclude that if the coefficients aab with jaj ¼ jbj ¼ m are uniformly
continuous in the closure of O; there exist r ¼ rðp; y; zA;oAÞX1 and K ¼
Kðp; y; zAÞ40 such that AOARðp; y; r; KÞ:
As stated in Introduction, Theorem 1.1 has been already obtained when O ¼ Rn in
[9]. For the cases (ii) and (iii) Theorem 1.1 will be proved in Sections 6 and 7 on the
basis of Lemma 1.2 and Hypothesis (HS) below, in which we consider the operator
with only constant leading coefﬁcients in Rn and Rnþ; respectively.
Lemma 1.2. Let pAð1;NÞ and yAð0; p=2Þ: Assume that O ¼ Rn and that A has only
constant leading coefficients, that is, A is written
A ¼
X
jaj¼jbj¼m
aabD
aþb;
where the coefficients aab are constant. Then there exists K ¼ Kðp; y; zAÞ40 such that
AOARðp; y; 1; KÞ:
Hypothesis (HS). Let pAð1;NÞ and yAð0; p=2Þ: Assume that O ¼ Rnþ and that A has
only constant leading coefficients. Then there exists K ¼ Kðp; y; zAÞ40 such that
AOARðp; y; 1; KÞ:
Lemma 1.2 was derived from Mihlin’s multiplier theorem (see [6]) in [9]. As will be
seen in Section 5, Hypothesis (HS) is true for m ¼ 1:
Theorem 1.3. Let pAð1;NÞ and yAð0; p=2Þ: If AOARðp; y; r; KÞ for some rX0 and
K40; then there exists o0 ¼ o0ðKÞ40 such that for another elliptic operator
BO ¼
X
jaj;jbjpm
DababD
b
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it holds that
BOARðp; y;maxf1; r; ð4KÞ2md2m1ðA; BÞ2mg; 2KÞ; ð1:3Þ
jjðBO  lÞ1  ðAO  lÞ1jjHi;pðOÞ-Hj;pðOÞ
p2K2jlj1þðiþjÞ=2m
X
jaj;jbjpm
jjbab  aabjjLNðOÞjlj1þðjajþjbjÞ=2m ð1:4Þ
for 0pipm and 0pjpm if Pjaj¼jbj¼m jjbab  aabjjLNðOÞpo0; where d2m1ðA; BÞ ¼P
jajþjbjo2m jjbab  aabjjLNðOÞ:
Theorem 1.3 will be proved in Section 3.
Theorem 1.4. Let pAð1;NÞ and yAð0; p=2Þ: Assume that one of (i)–(iii) in Theorem
1.1 is satisfied. Then we conclude that there exist constants o0 ¼ o0ðp; y; zAÞ40; r ¼
rðp; y; zAÞX1 and K ¼ Kðp; y; zAÞ40 such that AOARðp; y; r; KÞ if oNA po0:
Proof. Choose x0AO such that jaabðxÞ  aabðx0Þjp2oNA for jaj ¼ jbj ¼ m and xAO
and apply Theorem 1.1 for aðx0; DÞ and Theorem 1.3 for aðx0; DÞ and A: Then we
get the theorem. &
2. Right inverse
The key tool of this paper is the same as that of the previous paper [9] and can be
formulated in the form of Lemma 2.1 below, where we construct a right inverse from
a parametrix by estimating the norm of the Neumann series appropriately.
Lemma 2.1. Let pAð1;NÞ: Assume that for lAC there exist operators
Pl: H
m;pðOÞ-Hm;pðOÞ; Qabl : Hm;pðOÞ-Hjaj;pðOÞ and constants K, Mab with
jajpm; jbjpm such that
ðA  lÞPl ¼ I þ Ql; Ql ¼
X
jaj;jbjpm
Qabl;
jjPljjHi;pðOÞ-Hj;pðOÞpK jlj1þðiþjÞ=2m;
jjQabljjHi;pðOÞ-Hjaj;pðOÞpMabjlj1þðiþjbjÞ=2m ð2:1Þ
for 0pipm and 0pjpm: Then ifX
jaj;jbjpm
Mabjlj1þðjajþjbjÞ=2mp21; ð2:2Þ
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the series
Rl ¼
XN
N¼0
PlðQlÞN ð2:3Þ
converges in BðHm;pðOÞ; Hm;pðOÞÞ and satisfies
ðA  lÞRl ¼ I ; ð2:4Þ
jjRljjHi;pðOÞ-Hj;pðOÞp2K jlj1þðiþjÞ=2m; ð2:5Þ
jjRl  PljjHi;pðOÞ-Hj;pðOÞ
p2Kjlj1þðiþjÞ=2m
X
jaj;jbjpm
Mabjlj1þðjajþjbjÞ=2m ð2:6Þ
for 0pipm and 0pjpm:
Proof. In the formula
PlQ
N
l ¼
X
ja1j;jb1jpm
?
X
jaN j;jbN jpm
Pl
YN
s¼1
QaNsþ1bNsþ1l
we regard Pl and Qasbsl as
Pl : H
jaN j;p-Hj;p; Qasbsl: H
jas1j;p-Hjasj;p;
where ja0j ¼ i: Then we have
PlQ
N
l
		 				 		
Hi;p-Hj;p
p
X
a1;b1
?
X
aN ;bN
K jlj1þðjaN jþjÞ=2m
YN
s¼1
Masbs jlj1þðjas1jþjbsjÞ=2m
p
X
a1;b1
?
X
aN ;bN
K jlj1þðiþjÞ=2m
YN
s¼1
Masbs jlj1þðjasjþjbsjÞ=2m
pK jlj1þðiþjÞ=2m
X
a;b
Mabjlj1þðjajþjbjÞ=2m
 !N
;
from which it follows that the series in (2.3) converges and satisﬁes (2.5) and (2.6)
when (2.2) holds. (2.4) follows from (2.1) and (2.3). &
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3. Perturbation
In this section, we shall prove Theorem 1.3.
Let lALðr; yÞ: By the assumption Pl ¼ ðA  lÞ1 exists and satisﬁes (1.2). We
have
ðB  lÞPl ¼ I þ
X
jaj;jbjpm
AabPl;
PlðB  lÞ ¼ I þ
X
jaj;jbjpm
PlAab;
where
Aab ¼ Daðbab  aabÞDb:
Since Plð
P
jaj;jbjpm AabPlÞN ¼ ð
P
jaj;jbjpm PlAabÞNPl; we have formally
ðB  lÞ1 ¼
XN
N¼0
PlðQlÞN ; ð3:1Þ
where Ql ¼
P
jaj;jbjpm AabPl: We can apply Lemma 2.1 with Mab ¼ Kjjbab  aabjjLN :
In view of Range PlCH
m;p
0 ðOÞ we see that the series in (3.1) converges in
BðHm;pðOÞ; Hm;p0 ðOÞÞ and satisﬁes
jjðB  lÞ1jjHi;p-Hj;pp2K jlj1þðiþjÞ=2m
and (1.4) for 0pipm and 0pjpm; providedX
jaj;jbjpm
Kjjbab  aabjjLN jlj1þðjajþjbjÞ=2mp21;
which is satisﬁed if jljX1 and
K
X
jaj¼jbj¼m
jjbab  aabjjLNp41; Kd2m1ðA; BÞjlj1=2mp41:
Hence, Theorem 1.3 is valid with o0 ¼ ð4KÞ1:
4. Operators in the Sobolev spaces
In this section, we shall summarize some facts and notations, which will be needed
in Sections 5–7.
We will often use a variant of the Leibniz formula:
jDa ¼
X
a0pa
Caa0D
a0jðaa
0Þ; ð4:1Þ
where a function j is regarded as a multiplication operator.
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Let pAð1;NÞ and mpkpm: Let O and *O be two domains in Rn and c a Cmþ1
diffeomorphism from the closure of O onto the closure of *O with its inverse c1: The
mapping c induces the isomorphism c from Hk;pð *OÞ onto Hk;pðOÞ by deﬁning
cu˜ðxÞ ¼ u˜ðcðxÞÞ for u˜ACNð *OÞ-Hk;pð *OÞ: In fact, using the equalities
@u
@xi
¼
Xn
j¼1
@cj
@xi
@u˜
@yj
¼
Xn
j¼1
@
@yj
@cj
@xi
 u˜
 

Xn
j¼1
@
@yj
@cj
@xi
 
 u˜
for uðxÞ ¼ u˜ðyÞ with y ¼ cðxÞ ¼ ðc1ðxÞ;y;cnðxÞÞ repeatedly, we have
ðc1ÞDac ¼
X
1pjbjpjaj
FabcD
b ¼
X
jbjpjaj
DbGabc ð4:2Þ
for jajX1; where Fabc and Gabc are continuous functions on the closure of *O; and
jjFabcjjLNð *OÞ and jjGabcjjLNð *OÞ are estimated by Cc;jajjbjþ1: Here, we set
Cc;j ¼ max
1pjajpj
max
1pipn
jjDacijjLNðOÞ þ jjDaðc1ÞijjLNð *OÞ
 
:
Hence, there exist a constant C depending only on n; m; p and Cc;mþ1 such that
jjcjjHk;pð *OÞ-Hk;pðOÞpC; jjðc1ÞjjHk;pðOÞ-Hk;pð *OÞpC: ð4:3Þ
c is also an isomorphism from Hk;p0 ð *OÞ onto Hk;p0 ðOÞ if k40: We note that when c
is the linear transformation deﬁned by a matrix ðtijÞ with its inverse matrix ðsijÞ; we
have Cc;mþ1 ¼ Cc;1 ¼ maxi;j ðjtij j þ jsijjÞ:
By (4.2) there is an operator
A˜ ¼
X
jaj;jbjpm
Daa˜abD
b; a˜abALNð *OÞ
in *O such that Ac ¼ cA˜; i.e., the following diagram is commutative:
Hk,p Hk,pA
Hk,p Hk,p 
~
Ã
()
() ()
()
~
 * *
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The principal symbol a˜ðy; xÞ of A˜ is given by a˜ðy; xÞ ¼ aðx; trcðxÞxÞ with y ¼ cðxÞ:
The constants dA˜ and MA˜ are estimated by n; m; dA; MA and Cc;mþ1: It also
follows that
oA˜ðeÞpCn;mC2mc;1 oAðCc;1eÞ þ MACc;2e
 
: ð4:4Þ
Let O1 and O2 be two domains in Rn with O1CO2: Set
DO2 0ðO1Þ ¼ ffAD0ðO1Þ : disðsupp f ;O2\O1Þ40g;
where D0ðO1Þ is the set of all distributions in O1 and disð  ;  Þ stands for
the distance between two subsets in Rn: It is easily seen that there exists an
extension EO1;O2 :DO2 0ðO1Þ-D0ðO2Þ such that the restriction of EO1;O2 f equals
0 in O2\supp f for fADO2 0ðO1Þ: We denote by RO2;O1 the restriction operator
from D0ðO2Þ to D0ðO1Þ:
Lemma 4.1. Let pAð1;NÞ: EO1;O2 has the following properties:
DaEO1;O2 f ¼ EO1;O2Daf for fADO2 0ðO1Þ; ð4:5aÞ
aEO1;O2 f ¼ EO1;O2af for aALNðO2Þ; fALpðO1Þ-DO2 0ðO1Þ; ð4:5bÞ
jjEO1;O2 f jjLpðO2Þpjj f jjLpðO1Þ for fALpðO1Þ-DO2 0ðO1Þ: ð4:5cÞ
RO2;O1 has the following properties:
DaRO2;O1 f ¼ RO2;O1Da f for fAD0ðO2Þ; ð4:6aÞ
ZRO2;O1 f ¼ RO2;O1Zf for ZACNðO2Þ; fAD0ðO2Þ; ð4:6bÞ
jjRO2;O1 jjHk;pðO2Þ-Hk;pðO1Þ ¼ 1 ðmpkpmÞ: ð4:6cÞ
Furthermore, for any d40 there exists a constant C ¼ Cðn; m; p; d;O1;O2Þ such that
jjEO1;O2 f jjHk;pðO2ÞpCjjf jjHk;pðO1Þ ð4:7Þ
for mpkp0 if fAHk;pðO1Þ and disðsupp f ;O2\O1ÞXd:
Proof. (4.5) and (4.6) are easily checked. In order to prove (4.7) we simply write E1;2
for EO1;O2 : Choose zAC
NðO2Þ-Hm;NðO2Þ so that zðxÞ ¼ 1 for xAsupp f and
disðsupp z;O2\O1ÞXd=2: Let f be written
f ¼
X
jajpk
Dafa; faALpðO1Þ:
By (4.1) and (4.5a) we have
E1;2 f ¼ E1;2z f ¼
X
jajpk
X
a0pa
Caa0D
a0E1;2z
ðaa0Þ fa:
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This combined with (4.5c) yields
jjE1;2 f jjHk;pðO2ÞpC
X
jajpk
X
a0pa
jjzðaa0Þ fajjLpðO1ÞpC
X
jajpk
jjfajjLpðO1Þ;
from which we get (4.7). &
5. Reﬂection principle
In this section, we shall construct the resolvent for the homogeneous operator of
second order in Rnþ by the reﬂection principle.
First, we consider the Laplacian D ¼Pnj¼1 D2j : Let pAð1;NÞ: Let Eo and Ee be
extension operators from LpðRnþÞ to LpðRnÞ deﬁned by
Eo f ðxÞ ¼ Ee f ðxÞ ¼ f ðx0; xnÞ if xn40;
Eo f ðxÞ ¼ f ðx0;xnÞ; Ee f ðxÞ ¼ f ðx0;xnÞ if xno0
for fALpðRnþÞ: We deﬁne an extension operator E: H1;pðRnþÞ-H1;pðRnÞ by
Ef ¼ Eo f0 þ
Xn1
j¼1
DjEo fj þ DnEe fn ð5:1Þ
for fAH1;pðRnþÞ which is written
f ¼ f0 þ
Xn
j¼1
Djfj; f0; f1;y; fnALpðRnþÞ: ð5:2Þ
E is well deﬁned. In fact, integration by parts shows that the right-hand side of (5.1)
does not depend on the expression (5.2) of fAH1;pðRnþÞ; i.e., f0 þ
Pn
j¼1 Djfj ¼ 0
implies Eo f0 þ
Pn1
j¼1 DjEo fj þ DnEe fn ¼ 0: We have for i ¼ 0; 1
jjEjjHi;pðRnþÞ-Hi;pðRnÞp2
1=p: ð5:3Þ
Lemma 5.1. Let pAð1;NÞ and yAð0; p=2Þ: There exists K ¼ Kðn; p; yÞ such that
DRnþARðp; y; 1; KÞ:
Proof. Let lALð1; yÞ: Set qlðxÞ ¼ ðjxj2  lÞ1 and R ¼ RRn;Rnþ : We shall show that
RqlðDÞE ¼ ðDRnþ  lÞ1 and that it satisﬁes (0.2).
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By Lemma 1.2 we have
jjDaqlðDÞDbjjLpðRnÞ-LpðRnÞpK 0jlj1þðjajþjbjÞ=2
for jajp1 and jbjp1 with some K 0 depending only on n; p and y: This combined
with (4.6) and (5.3) gives RqlðDÞEABðH1;pðRnþÞ; H1;pðRnþÞÞ and (0.2).
In order to assert
Range RqlðDÞECH1;p0 ðRnþÞ; ð5:4Þ
we set
QlðxÞ ¼ ð2pÞn
Z
Rn
e
ﬃﬃﬃﬃ1p xxðjxj2  lÞ1 dx;
QjlðxÞ ¼ ð2pÞn
Z
Rn
e
ﬃﬃﬃﬃ1p xxxjðjxj2  lÞ1 dx ð1pjpnÞ:
Then we have for fALpðRnþÞ:
qlðDÞEo f ðx0; 0Þ ¼
Z
Rn
Qlðx0  y0;ynÞEo f ðy0; ynÞ dy0 dyn
¼
Z N
0
dyn
Z
Rn1
fQlðx0  y0;ynÞ  Qlðx0  y0; ynÞg f ðy0; ynÞ dy0;
which is also valid if we replace qlðDÞ and Ql with qlðDÞDj and Qjl; respectively, for
1pjon: Since Qlðx0; xnÞ and Qjlðx0; xnÞ with 1pjon are even in xn; we get
qlðDÞEo f ðx0; 0Þ ¼ 0 and qlðDÞDjEo f ðx0; 0Þ ¼ 0 for 1pjon:
We also get qlðDÞDnEe f ðx0; 0Þ ¼ 0 from
qlðDÞDnEe f ðx0; 0Þ ¼
Z
Rn
Qnlðx0  y0;ynÞEe f ðy0; ynÞ dy0 dyn
¼
Z N
0
dyn
Z
Rn1
fQnlðx0  y0;ynÞ þ Qnlðx0  y0; ynÞg f ðy0; ynÞ dy0
and the fact that Qnlðx0; xnÞ is odd in xn: Therefore, we get (5.4).
It remains to prove
ðDRnþ  lÞRqlðDÞE ¼ I ; RqlðDÞEðDRnþ  lÞ ¼ I : ð5:5Þ
The ﬁrst equality follows from (4.6a) and ðD lÞqlðDÞ ¼ I : Since Eo Dju ¼
DjEo u with 1pjon and EeDnu ¼ DnEo u for uAH1;p0 ðRnþÞ; we have by the deﬁnition
of E
RqlðDÞEðDRnþ  lÞu ¼RqlðDÞ
Xn1
j¼1
DjEo Dju þ DnEe Dnu  lEo u
 !
¼RqlðDÞðDRn  lÞEou ¼ REo u ¼ u;
which is the second equality in (5.5). &
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Lemma 5.2. When m ¼ 1; Hypothesis (HS) is true.
Proof. By the assumption A is written
A ¼
X
jaj¼jbj¼1
aabD
aþb;
where the coefﬁcients aab are constant. Replacing aab by ðaab þ abaÞ=2; we may
assume that aab are real and that aab ¼ aba:
There exists a unitary transformation U in Rn such that ðU1ÞAU ¼Pnj¼1 ljD2j ;
where l1;y; ln are eigenvalues of the symmetric matrix ðaabÞ: Let T be the linear
transformation in Rn deﬁned by Tx ¼ ðl1=21 x1;y; l1=2n xnÞ; and choose a rotation
V so that c ¼ VTU maps Rnþ onto Rnþ: Then ðc1ÞARnþc ¼ DRnþ and therefore
ðARnþ  lÞ1 ¼ cðDRnþ  lÞ1ðc1Þ:
It remains to estimate the norm of the resolvent. From the ellipticity and the
boundedness of coefﬁcients of A it follows that dApljpnMA for 1pjpn: Noting
that U and V are associated with orthogonal matrices, we see from (4.3) that the
norms of c and ðc1Þ in BðHk;pðRnþÞÞ with 1pkp1 are estimated by n; p; dA
and MA: Hence, Lemma 5.1 gives the desired estimate for the norm of
ðARnþ  lÞ1: &
6. Case of the half-space
The purpose of this section is to give a proof of Lemma 6.1 below. By Lemmas 5.2
and 6.1 we get Theorem 1.1 in the case (ii), where m ¼ 1 and O ¼ Rnþ:
Lemma 6.1. If Hypothesis (HS) is true, then the conclusion in Theorem 1.1 is valid
when O ¼ Rnþ:
The proof of Lemma 6.1 will be given after some preparation. Let N be the set of
non-negative integers. The following two lemmas can be easily shown (see [9]).
Lemma 6.2. Let pAð1;NÞ: Let fjsgsAN be a family of measurable functions on O
satisfying
jjsðxÞjpM
for some M40 independent of s and x. Assume that there exists an integer N such
that for any xAO the number of integers s satisfying jsðxÞa0 is less than N. Then we
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have for fALpðOÞ X
sAN
jjjs f jjpLpðOÞpNMpjjf jjpLpðOÞ:
Lemma 6.3. Let pAð1;NÞ: Let ffsgsAN be a family of measurable functions on O:
Assume that
P
sAN jj fsjjpLpðOÞoN and that there exists an integer N such that for any
xAO the number of integers s satisfying fsðxÞa0 is less than N. Then the series
P
sAN fs
converges strongly in LpðOÞ; and
X
sAN
fs
					
					
					
					
p
LpðOÞ
pNp1
X
sAN
jj fsjjpLpðOÞ:
Choose and ﬁx a non-negative-valued function ZACN0 ðRnÞ such that ZðxÞ ¼ 1
for jxjNp12 and ZðxÞ ¼ 0 for jxjNX23; where jxjN ¼ maxfjxij: i ¼ 1;y; ng
for x ¼ ðx1;y; xnÞARn: We ﬁx e with 0oeo1; which will be determined later,
and set
ZsðxÞ ¼
Zðx=e sÞP
tAZn Zðx=e tÞ2
n o1=2
for s ¼ ðs1;y; snÞAZn; where Z is the set of all integers. Let Gþ; G0 and G be the
index sets deﬁned by
Gþ ¼ fsAZn : sn40g; G0 ¼ fsAZn : sn ¼ 0g; G ¼ Gþ,G0:
Then for xARnþ we see thatX
sAG
ZsðxÞ2 ¼ 1; jDaZsðxÞjpCn;mejaj for jajp2m; ð6:1Þ
and that the number of sAG satisfying ZsðxÞa0 is not greater than 2n; therefore
independent of e:
We deﬁne a parametrix Pl by
Pl ¼
X
sAG
ZsPslZs; ð6:2Þ
where
Psl ¼
RRn;Rnþðaðes; DÞRn  lÞ1ERnþ;Rn ðsAGþÞ;
ðaðes; DÞRnþ  lÞ
1 ðsAG0Þ:
(
Lemma 6.4. Let pAð1;NÞ; yAð0; p=2Þ; jajpm; jbjpm and lALðe2m; yÞ: Let
fbsgsAG be a family of measurable functions on Rnþ satisfying supsAGjjbsjjLNðRnþÞoN:
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If Hypothesis (HS) is true, then the series
Qabl ¼
X
sAG
bsZðaÞs D
bPslZs
converges in BðHm;pðRnþÞ; LpðRnþÞÞ; and there exists C depending only on p, y and zA
such that
jjQabljjHi;pðRnþÞ-LpðRnþÞpC sup
sAG
jjbsjjLNðRnþÞ
 
ejajjlj1þðiþjbjÞ=2m
for 0pipm:
Proof. Set M ¼ supsAG jjbsjjLN and let fAHi;pðRnþÞ be written
f ¼
X
jmjpi
Dm fm; fmALpðRnþÞ: ð6:3Þ
Let us write Psl ¼ RsPsl0Es; where
Rs ¼ RRn;Rnþ ; Psl0 ¼ ðaðes; DÞRn  lÞ1; Es ¼ ERnþ;Rn ðsAGþÞ;
Rs ¼ I ; Psl0 ¼ ðaðes; DÞRnþ  lÞ
1; Es ¼ I ðsAG0Þ:
By virtue of Lemma 1.2 and Hypothesis (HS) the operators Psl
0 :
Hm;pðOsÞ-Hm;p0 ðOsÞ exist and satisfy (1.2), where Os ¼ Rn if sAGþ and Os ¼ Rnþ
if sAG0: Using (4.1), (4.5) (4.6), (6.1), (1.2), Lemma 6.2 and jljXe2m41; we have
X
sAG
jjbsZðaÞs DbPslZsf jjpLp
pC
X
s
X
jmjpi
X
m0pm
jjbsZðaÞs RsDbPsl0Dm
0
EsZðmm
0Þ
s fmjjpLp
pCMp
X
m
X
m0
X
s
ejajjlj1þðjbjþjm0jÞ=2mjjZðmm0Þs fmjjLp
 p
pCMp
X
m
X
m0
ejajjmm
0 jjlj1þðjbjþjm0jÞ=2mjjfmjjLp
 p
pCMp
X
m
ejajjlj1þðjbjþjmjÞ=2mjjfmjjLp
 p
;
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which implies
X
sAG
jjbsZðaÞs DbPslZsf jjpLppC Mejajjlj1þðiþjbjÞ=2mjjf jjHi;p
 p
:
This combined with Lemma 6.3 gives the lemma. &
Lemma 6.5. Let pAð1;NÞ; yAð0; p=2Þ and lALðe2m; yÞ: If Hypothesis (HS) is true,
then the series in (6.2) converges in BðHm;pðRnþÞ; Hm;p0 ðRnþÞÞ and there exists K ¼
Kðp; y; zAÞ such that
jjPljjHi;pðRnþÞ-Hj;pðRnþÞpK jlj
1þðiþjÞ=2m
for 0pipm and 0pjpm:
Proof. Applying Lemma 6.4 to the series
DaPl ¼
X
sAG
DaZsPslZs ¼
X
s
X
a0pa
Caa0Zðaa
0Þ
s D
a0PslZs;
and noting that ZsPslZsAH
m;p
0 ðRnþÞ for each sAG; we get the lemma. &
Proof of Lemma 6.1. Using variants of the Leibniz formula
Daj ¼ jDa þ
X
a0oa
C0aa0D
a0jðaa
0Þ; ð6:4aÞ
Dbj ¼ jDb þ
X
b0ob
C1bb0jðbb
0ÞDb
0
; ð6:4bÞ
where a function j is regarded as a multiplication operator, we have
ðA  lÞPl ¼
X
jajþjbjo2m
DaaabD
bPl þ
X
jaj¼jbj¼m
DaaabD
b  l
0
@
1
APl
¼ J1 þ
X
s
X
jaj¼jbj¼m
X
b0ob
C1bb0D
aaabZðbb
0Þ
s D
b0PslZs
þ
X
s
X
jaj¼jbj¼m
DaaabZsD
b  lZs
0
@
1
APslZs
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¼ J1 þ J2 þ
X
s
X
jaj¼jbj¼m
Daðaab  aabðesÞÞZsDbPslZs
þ
X
s
X
jaj¼jbj¼m
aabðesÞDaZsDb  lZs
0
@
1
APslZs
¼ J1 þ J2 þ J3 þ
X
s
X
jaj¼jbj¼m
X
a0oa
C0aa0aabðesÞDa0Zðaa0Þs DbPslZs
þ
X
s
Zs
X
jaj¼jbj¼m
aabðesÞDaþb  l
0
@
1
APslZs
¼ J1 þ J2 þ J3 þ J4 þ I ;
where
J1 ¼
X
jajþjbjo2m
DaaabD
bPl;
J2 ¼
X
jaj¼jgj¼m
X
bog
C1gbD
aaag
X
s
ZðgbÞs D
bPslZs
 !
;
J3 ¼
X
jaj¼jbj¼m
Da
X
s
ðaab  aabðesÞÞZsDbPslZs
 !
;
J4 ¼
X
jgj¼jbj¼m
X
aog
C0gaD
a
X
s
agbðesÞZðgaÞs DbPslZs
 !
:
Estimating the operator norms of the terms involved in J1;y; J4 by Lemmas 6.4 and
6.5, we can apply Lemma 2.1 with Mab ¼ C1oAð
ﬃﬃﬃ
n
p
eÞ for jaj ¼ jbj ¼ m and Mab ¼
C1e2mþjajþjbj for jaj þ jbjo2m; where C1 depends only on p; y and zA: Hence the
conclusion in Lemma 2.1 holds, provided
C1
X
jaj¼jbj¼m
oAð
ﬃﬃﬃ
n
p
eÞ þ
X
jajþjbjo2m
ðe1jlj1=2mÞ2mjajjbj
0
@
1
Ap21: ð6:5Þ
Now we take d and e so that 0odo1 and
C0C1dp41; C0C1oAð
ﬃﬃﬃ
n
p
eÞp41:
The last inequality is possible since we have oAðeÞ-0 as e-0 from the uniform
continuity of the leading coefﬁcients. When e1jlj1=2mpd; the inequality (6.5) is
satisﬁed and therefore we get a right inverse Rl of A  l satisfying (2.5).
The same argument shows that for the dual operator of A:
A0 ¼
X
jaj;jbjpm
ð1ÞjajþjbjDbaabDa:Hm;p
0
0 ðRnþÞ-Hm;p
0 ðRnþÞ
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with 1=p þ 1=p0 ¼ 1; there exists r0 ¼ r0ðp; y; zAÞ such that A0  l has a right inverse
when jljXr0: Hence, the right inverse is exactly the inverse of A  l when
jljXmaxfe2md2m; r0g: The proof of Lemma 6.1 is complete. &
7. Case of a domain with bounded boundary
By Lemmas 5.2 and 7.1 below we get Theorem 1.1 in the case (iii), where m ¼ 1
and O is a domain with Cmþ1 bounded boundary.
Lemma 7.1. If Hypothesis (HS) is true, the conclusion in Theorem 1.1 is valid when O
is a domain with Cmþ1 bounded boundary.
Proof. Since O has a Cmþ1 bounded boundary, there exist a ﬁnite number of open
sets Us with s ¼ 1;y; N; which cover the boundary @O; and corresponding
mappings cs from Us onto the unit ball B with center 0 in R
n such that
(i) csðO-UsÞ ¼ Rnþ-B;
(ii) csð@O-UsÞ ¼ @Rnþ-B;
(iii) csAC
mþ1ðUsÞ; c1s ACmþ1ðBÞ:
Choose an open set U0CO so that fUsgNs¼0 is a covering of O; and take ZsACN0 ðRnÞ
with s ¼ 0;y; N so that supp ZsCUs and
PN
s¼0 ZsðxÞ2 ¼ 1 for xAO: We may assume
that A and As ¼ ðc1s ÞAcs with s ¼ 1;y; N can be extended to the whole space Rn
so that constants zAs are estimated by zA: By (4.4) we see that functions oAs are
estimated by n; m; MA; oA and Ccs;2:
We deﬁne a parametrix Pl by
Pl ¼
XN
s¼0
EsZsPslZsRs;
where Rs ¼ RO;O-Us ; Es ¼ EO-Us;O and
Psl ¼
RRn;U0ðARn  lÞ1EU0;Rn ðs ¼ 0Þ;
cs RRnþ;Rnþ-BððAsÞRnþ  lÞ
1
ERnþ-B;Rnþðc1s Þ ð1pspNÞ:
(
By Theorem 1.1(i), the assumption and Lemma 6.1 the resolvents ðARn  lÞ1 and
ððAsÞRnþ  lÞ
1 exist and satisfy (1.2) for lALðr; yÞ with some rX1: It also holds that
ðA  lÞPsl ¼ I : Using (6.4), we have
AZs ¼ ZsA þ
X
jajþjbjo2m
DaasabD
b;
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where the functions asab satisfy supp asabCsupp Zs and jjasabjjLNpM with some
constant M ¼ Mðn; m;O; MAÞ: Hence
ðA  lÞPl
¼
XN
s¼0
EsZsðA  lÞPslZsRs þ
XN
s¼0
X
jajþjbjo2m
EsD
aasabD
bPslZsRs
¼ I þ
X
jajþjbjo2m
XN
s¼0
DaEsasabD
bPslZsRs:
Estimating the operator norm of DaEsasabD
bPslZsRs by using (1.2), (4.3), (4.5c),
(4.6c) and (4.7), we can apply Lemma 2.1 with Mab ¼ 0 for jaj ¼ jbj ¼ m and Mab ¼
M 0 for jaj þ jbjo2m; where M 0 is a constant depending only on p; y; zA and O: Then
we obtain a right inverse Rl of A  l satisfying (2.5), providedX
jajþjbjo2m
M 0jlj1þðjajþjbjÞ=2mp21;
which is satisﬁed if
C0M
0jlj1=2mp21:
Finally, using the duality argument as in the proof of Lemma 6.1, we get the
lemma. &
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