This work presents a data-driven framework for learning eigenfunctions of the Koopman operator geared toward prediction and control. The method relies on the richness of the spectrum of the Koopman operator in the transient, off-attractor, regime to construct a large number of eigenfunctions such that the state (or any other observable quantity of interest) is in the span of these eigenfunctions and hence predictable in a linear fashion. Once a predictor for the uncontrolled part of the system is obtained in this way, the incorporation of control is done through a multi-step prediction error minimization, carried out by a simple linear least-squares regression. The predictor so obtained is in the form of a linear controlled dynamical system and can be readily applied within the Koopman model predictive control framework of [11] to control nonlinear dynamical systems using linear model predictive control tools. The method is entirely data-driven and based purely on convex optimization, with no reliance on neural networks or other non-convex machine learning tools. The novel eigenfunction construction method is also analyzed theoretically, proving rigorously that the family of eigenfunctions obtained is rich enough to span the space of all continuous functions. In addition, the method is extended to construct generalized eigenfunctions that also give rise Koopman invariant subspaces and hence can be used for linear prediction. Detailed numerical examples demonstrate the approach, both for prediction and feedback control.
Introduction
The Koopman operator framework is becoming an increasingly popular tool for data-driven analysis of dynamical systems. In this framework, the nonlinear system is represented by an infinite dimensional linear operator, thereby allowing for spectral analysis of the nonlinear system akin to the classical spectral theory of linear systems or Fourier analysis. The theoretical foundations of this approach were laid out by Koopman in [10] but it was not until the early 2000's that the practical potential of these methods was realized in [19] and [17] . The framework became especially popular with the realization that the Dynamic mode decomposition (DMD) algorithm [26] developed in fluid mechanics constructs an approximation of the Koopman operator, thereby allowing for theoretical analysis and extensions of the algorithm (e.g., [31, 2, 12] ). This has spurred an array of applications in fluid mechanics [25] , power grids [24] , neurodynamics [5] , energy efficiency [7] , or molecular physics [33] , to name just a few.
Besides descriptive analysis of nonlinear systems, the Koopman operator approach was also utilized to develop systematic frameworks for control [11] (with earlier attempts in, e.g., [23, 30] ), state estimation [27, 28] and system identification [16] of nonlinear systems. All these works rely crucially on the concept of embedding (or lifting) of the original statespace to a higher dimensional space where the dynamics can be accurately predicted by a linear system. In order for such prediction to be accurate over an extended time period, the embedding mapping must span an invariant subspace of the Koopman operator, i.e., the embedding mapping must consist of the (generalized) eigenfunctions of the Koopman operator (or linear combinations thereof).
It is therefore of paramout importance to construct accurate approximations of the Koopman eigenfunctions. The leading data-driven algorithms are either based on the Dynamic mode decomposition (e.g., [26, 31] ) or the Generalized Laplace averages (GLA) algorithm [20] . The DMD-type methods can be seen as finite section operator approximation methods, which do not exploit the particular Koopman operator structure and enjoy only weak spectral convergence guarantees [12] . On the other hand, the GLA method does exploit the Koopman operator structure and ergodic theory and comes with spectral convergence guarantees, but suffers from numerical instabilities for eigenvalues that do not lie on the unit circle (discrete time) or the imaginary axis (continuous time). Among the plethora of more recently introduced variations of the (extended) dynamic mode decomposition algorithm, let us mention the variational approach [32] , the sparsity-based method [9] or the neural-networks-based method [29] .
In this work, we propose a new algorithm for construction of the Koopman eigenfunctions from data. The method is geared toward transient, off-attractor, dynamics where the spectrum of the Koopman operator is extremely rich. In particular, provided that a non-recurrent surface exists in the state-space, any complex number is an eigenvalue of the Koopman operator with an associated continuous (or even smooth if so desired) eigenfunction, defined everywhere except for singularities and attractors. What is more, the associated eigenspace is infinite-dimensional, parametrized by functions defined on the boundary of the non-recurrent surface. We leverage this richness to obtain a large number of eigenfunctions in order to ensure that the observable quantity of interest (e.g., the state itself) lies within the span of the eigenfunctions (and hence within an invariant subspace of the Koopman operator) and is therefore predictable in a linear fashion. The requirement that the embedding mapping spans an invariant subspace and the quantity of interest belongs to this subspace are crucial for practical applications: they imply both a linear time evolution in the embedding space as well the possibility reconstruct the quantity of interest in a linear fashion. On the other hand, having only a nonlinear reconstruction mapping from the embedding space may lead comparatively low-dimensional embeddings but does not buy us much practically since in that case we essentially replace one nonlinear problem with another. In addition to eigenfunctions, the proposed method can be extended to construct generalized eigenfunctions that also give rise to Koopman invariant subspaces and can hence be used for linear prediction; this further enriches the class of embedding mappings constructible using the proposed method.
On an algorithmic level, given a set of initial conditions lying on distinct trajectories, a set of complex numbers (the eigenvalues) and a set of continuous functions, the proposed method constructs eigenfunctions by simply "flowing" the values of the continuous functions forward in time according the eigenfunction equation, starting from the values of the continuous functions defined on the set of initial conditions. Provided the trajectories are non-periodic, this consistently and uniquely defines the eigenfunctions on the entire data set. These eigenfunctions are then extended to the entire state-space by interpolation or approximation. We prove that such extension is possible (i.e., there exist continuous eigenfunctions taking the computed values on the data set) provided that there is a non-recurrent surface passing through the initial conditions of the trajectories and we prove that such surface always exists provided the flow is rectifiable in the considered time interval. Under the same assumption, we also prove that the eigenfunctions constructed in this way span the space of all continuous functions in the limit as the number of boundary function-eigenvalue pairs tends to infinity. This implies that in the limit any continuous observable can be arbitrarily accurately approximated by linear combinations of the eigenfunctions, a crucial requirement for practical applications. The minimized objective in the learning procedure is simply the projection error of the observables of interest on the span of the eigenfunctions. This is all that is required to construct the linear predictors in the uncontrolled setting.
In the controlled setting, we follow a two-step procedure. First, we construct a predictor for the uncontrolled part of the system (i.e., with the control being zero or any other fixed value). Next, using a second data set generated with control we minimize a multi-step prediction error in order to obtain the input matrix for the linear predictor. Crucially, the multi-step error minimization boils down to a simple linear least-squares problem; this is due to the fact that the dynamics and output matrices are already identified. This is a distinctive feature of the approach, compared to (E)DMD-based methods (e.g., [12, 23] ) where only a one-step prediction error can be minimized in a convex fashion.
The predictors obtained in this way are then applied within the Koopman model predictive control (Koopman MPC) framework of [11] , which we briefly review in this work. However, the eigenfunction and linear predictor construction methods are completely general and immediately applicable, for example, in the state estimation setting [27, 28] .
The fact that the spectrum of the Koopman operator is very rich in the space of continuous functions is a well known fact in the Koopman operator community; see, e.g., [15, Theorem 3.0.2] . In particular, the fact that, away from singularities, eigenfunctions corresponding to arbitrary eigenvalues can be constructed was noticed in [18] where these were termed open eigenfunctions and they were subsequently used in [4] to find conjugacies between dynamical systems. This work is, to the best of our knowledge, the first one to exploit the richness of the spectrum for prediction and control using linear predictors and to provide a theoretical analysis of the set of eigenfunctions obtained in this way. On the other hand, the spectrum of the Koopman operator "on attractor", in a post-transient regime, is much more structured and can be analyzed numerically in a great level of detail (see, e.g., [13, 8] ).
Notation The set of real numbers is denoted by R, the set of complex numbers by C and N = {0, 1, . . .} denotes the set of natural numbers. The space of continuous functions defined on a set X is denoted by C(X). The Moore-Penrose pseudoinverse of a matrix A ∈ C n×n is denoted by A † , the transpose by A and the conjugate (Hermitian) transpose by A H . The identity matrix will be denoted by I. The symbol diag(·, . . . , ·) denotes a (block-)diagonal matrix composed of the arguments.
Koopman operator
We first develop our framework for uncontrolled dynamical systems and generalize it to controlled systems in Section 5. Consider therefore the nonlinear dynamical systeṁ x = f (x) (1) with the state x ∈ X ⊂ R n and f Lipschitz continuous on X. The flow of this dynamical system is denoted by S t (x), i.e.,
for all x ∈ X and all t ≥ 0. The Koopman operator semigroup (K t ) t≥0 is defined by
for all g ∈ C(X), where • denotes the function composition and C(X) the space of all continuous functions on X. Since the flow of a dynamical system with Lipschitz vector field is also Lipschitz, it follows that K t : C(X) → C(X),
i.e., each element of the Koopman semigroup maps continuous functions to continuous functions. Crucially for us, each K t is a linear operator.
With a slight abuse of language, from here on, we will refer to the Koopman operator semigroup simply as the Koopman operator.
Eigenfunctions An eigenfunction of the Koopman operator associated to an eigenvalue λ ∈ C is any function φ ∈ C(X) satisfying
which is equivalent to φ(S t (x)) = e λt φ(x).
Therefore, any such eigenfunction defines a coordinate evolving linearly along the flow of (1) and satisfying the linear ordinary differential equation (ODE) d dt φ(S t (x)) = λφ(S t (x)).
Linear predictors from eigenfunctions
Since the eigenfunctions define linear coordinates, they can be readily used to construct linear predictors for the nonlinear dynamical system (1) . The goal is to predict the evolution of a quantity of interest ξ(x) (often referred to as "observable" or an "output" of the system) along the trajectories of (1). The function ξ : R n → R n ξ often represents the state itself, i.e., ξ(x) = x or an output of the system (e.g., the attitude of a vehicle or the kinetic energy of a fluid) or the cost function to be minimized within an optimal control problem or a nonlinear constraint on the state of the system (see Section 5.1 for concrete examples). The distinctive feature of this work is the requirement that the predictor constructed be a linear dynamical system. This facilitates the use of linear tools for state estimation and control, thereby greatly simplifying the design procedure as well as drastically reducing computational and deployment costs (see [27] for applications of this idea to state estimation and [11] for model predictive control).
Let φ 1 , . . . , φ N be eigenfunctions of the Koopman operator with the associated (not necessarily distinct) eigenvalues λ 1 , . . . , λ N . Then we can construct a linear predictor of the forṁ
where
and whereŷ is the prediction of ξ(x). To be more precise, the prediction of ξ(x(t)) = ξ(S t (x 0 )) is given by
The matrix C is chosen such that the projection of ξ onto span{φ 1 , . . . , φ N } is minimized, i.e., C solves the optimization problem
where · is a norm on the space of continuous functions (e.g., the sup-norm or the L 2 norm).
Prediction error Since φ 1 , . . . , φ N are the eigenfunctions of the Koopman operator, the prediction of the evolution of the eigenfunctions along the trajectory of (1) is error-free, i.e., Theorem 1 Let Γ be a non-recurrent set, g ∈ C(Γ) and λ ∈ C. Then φ λ,g defined by (11) is an eigenfunction of the Koopman operator on X T . In particular, φ λ,g satisfies (4) and (5) for all x ∈ X T and all t such that S t (x) ∈ X T . In addition, if g is Lipschitz continuous, then also
almost everywhere in X T (and everywhere in X T if g is differentiable).
Proof: The result follows by construction. Since Γ is non-recurrent, the definition (10) is consistent for all t ∈ [0, T ] and equivalent to (11) . Since S t (x 0 ) = x 0 , we have φ λ,g (x 0 ) = g(x 0 ) for all x 0 ∈ Γ and hence Eq. (10) is equivalent to the defining Eq. (4) defining the Koopman eigenfunctions. To prove (12) observe that g Lipschitz implies that φ λ,g is Lipschitz and the result follows from (5) by the chain rule and the Rademacher's theorem which asserts almost-everywhere differentiability of Lipschitz functions.
Several remarks are in order.
Richness
We emphasize that this construction works for an arbitrary λ ∈ C and an arbitrary function g continuous 1 on Γ. Therefore, there are uncountably many eigenfunctions that can be generated in this way and in this work we exploit this to construct a sufficiently rich collection of eigenfunctions such that the projection error (8) is minimized. The richness of the class of eigenfunctions is analyzed theoretically in Section 3.2 and used practically in Section 4 for data-driven learning of eigenfunctions.
Time direction
The same construction can be carried out backwards in time or forward and backward in time, as long as Γ is non-recurrent for the time interval considered. In this work we focus on forward-in-time construction which naturally lends itself to data-driven applications where typically only forward-in-time data is available.
History This construction is very closely related to the concept of open eigenfunctions introduced in [18] , which were subsequently used in [4] to find conjugacies between dynamical systems. This work is, to the best of our knowledge, the first one to use such construction for prediction and control using linear predictors.
Non-recurrent set vs Non-recurrent surface
It is useful to think of the non-recurrent set Γ as an n−1 dimensional surface so that X T is full dimensional. Such surface can be for example any level set of a Koopman eigenfunction with non-zero real part (e.g., isostable) or a level set of a Lyapunov function. However, these level sets can be hard to obtain in practice; fortunately, their knowledge is not required. The reason for this is that the set Γ can be a finite discrete set in which case X T is simply the collection of all trajectories with initial conditions in Γ; since trajectories are one-dimensional, any randomly generated finite (or countable) discrete set will be non-recurrent with probability one. This is a key feature of our construction that will be utilized in Section 4 for a datadriven learning of the eigenfunctions. A natural question arises: can one find a non-recurrent surface passing through a given finite discrete non-recurrent set Γ? The answer is positive, provided that the the points in Γ do not lie on the same trajectory and the flow can be rectified:
. , x M } be a finite set of points in X and let X be a full dimensional compact set containing Γ on which the flow of (1) can be rectified, i.e., there exists a diffeomorphism h : Y → X through which (1) is conjugate tȯ y = (0, . . . , 0, 1)
with Y ⊂ R n convex. Assume that no two points in the set Γ lie on the same trajectory of (1). Then there exists an n − 1 dimensional surfaceΓ ⊃ Γ, closed in the standard topology of R n , such that
Proof: Let y j = h −1 (x j ), j = 1, . . . , M and let Γ Y = {y 1 , . . . , y M } = h −1 (Γ). The goal is to construct an n − 1 dimensional surfaceΓ Y , closed in R n , passing through the points
for any t > 0 satisfyingŜ t (y) ∈ Y for all t ∈ [0, t], whereŜ t (y) denotes the flow of (13). OnceΓ Y is constructed, the required surfaceΓ is obtained asΓ = h(Γ Y ).
Given the nature of the rectified dynamics (13), the condition (14) will be satisfied ifΓ Y is a graph of a Lipschitz continuous function γ :
We shall construct such function γ. Denoteȳ j = (y j 1 , . . . , y j n−1 ) the first n − 1 components of each point y j ∈ R n . The nature of the rectified dynamics (13), convexity of Y and the fact that x j 's (and hence y j 's) do not lie on the same trajectory implies thatȳ j 's are distinct. Therefore, the pairs (ȳ j , y j n ) ∈ R n−1 × R, j = 1, . . . , M , can be interpolated with a Lipschitz continuous function γ : R n−1 → R. One such example of γ is
where we assume that y j n ≥ 0 (which can be achieved without loss of generality by translating the y n -th since Y is compact) and · is any norm on R n−1 . Another example is a multivariate polynomial interpolant of degree d which always exists for any d satisfying
Since both h and γ are Lipschitz continuous, the surfaceΓ is n−1 dimensional and is closed in the standard topology of R n .
Span of the eigenfunctions
A crucial question arises: can one approximate an arbitrary continuous function by a linear combination of the eigenfunctions constructed using the approach described in Section 3 by selecting more and more boundary functions g and eigenvalues λ? Crucially for our application, if this is the case, we can make the projection error (8) and thereby also the prediction error (9) arbitrarily small by enlarging the set of eigenfunctions φ. If this is the case, does one have to enlarge the set of eigenvalues or does it suffice to only increase the number of boundary functions g? In this section we give a precise answer to these questions.
Before we do so, we set up some notation. Given any set Λ ⊂ C, we define
A basic result in the Koopman operator theory asserts that if Λ is a set of eigenvalues of the Koopman operator, then so is mesh(Λ). Now, given Λ ⊂ C and G ⊂ C(Γ), we define
where φ λ,g is given by (11) . In words, φ Λ,G is the set of all eigenfunctions arising from all combinations of boundary functions in G and eigenvalues in Λ using the procedure described in Section 3.
Now we are ready to state the main result of this section:
Theorem 2 Let Γ be a non-recurrent set, closed in the standard topology of R n , and let the vector field f be rectifiable in X T , i.e., the dynamics (1) is conjugate tȯ y = (0, . . . , 0, 1)
through a homeomorphism h : Y T → X T . Let Λ 0 ⊂ C be an arbitrary 2 set of complex numbers such that at least one has a non-zero real part and Λ 0 =Λ 0 . Set Λ = mesh(Λ 0 ) and let G = {g i } ∞ i=1 denote an arbitrary set of functions whose span is dense in C(Γ). Then the span of Φ Λ,G is dense in C(X T ), i.e., for every ξ ∈ C(X T ) and any > 0 there exist
for some c i ∈ C.
Proof:
Step 1. First, we observe that it is sufficient to prove the density of
. To see this, assume Φ Λ is dense in C(X T ) and consider any function ξ ∈ C(X T ) and > 0. Then there exists φ λ,g ∈ Φ Λ such that
Since span{G} is dense in C(Γ), there exists a functiong ∈ span{G} such that
In addition, because Eq. (11) defining φ λ,g is linear in g for any fixed λ, it follows that φ λ,g ∈ span{Φ Λ,G }. Therefore it suffices to bound the error between ξ and φ λ,g . We have
where we used the facts that τ (x) ∈ [0, T ] and S τ (x) (x) ∈ Γ.
Step 2. Now we prove that if a set of eigenfunctions of the rectified system (17) is dense in C(Y T ), then the associated conjugate eigenfunctions are dense in C(X T ). LetΦ be a set of eigenfunctions of the Koopman operator associated to (17) and letΦ be dense in C(Y T ). The associated conjugate eigenfunctions of (1) are
Let a function ξ ∈ C(X T ) be given and let > 0 be arbitrary. Denoteξ = ξ • h and observe thatξ ∈ C(Y T ). By density ofΦ in C(Y T ) there existsφ ∈Φ such that
But since h is bijective, we have
Step 3. We shall prove that the set of eigenfunctionŝ
is the flow of (17). By nature of the dynamics (17) we notice thatŜ τ (y) (y) does not depend on y n , i.e.,Ŝ τ (y) (y) = γ(y 1 , . . . , y n−1 ) for some continuous function γ :
where γ n is the n th component of the vector-valued function γ and
Observe also that the function γ is invertible with the inverse being γ −1 (y) = (y 1 , . . . , y n−1 ) for all y ∈ Γ Y . Define noŵ g(y) = [e λγn(y 1 ,...,y n−1 )g (y 1 , . . . , y n−1 )] • γ −1 .
With this choice ofĝ, we obtainφ λ,ĝ = e λyng (y 1 , . . . , y n−1 ).
Now we distinguish two cases. (i) λ real (and nonzero) and (ii) λ complex (with non-zero real part). For the former case we observe that
is a subalgebra of C(R) which contains the constant function and separates points (since λ = 0). Therefore it follows from the Stone-Weirstrass theorem that this set of functions is
Sincẽ g is an arbitrary continuous function and sinceΦ Λ contains all functions of the form (18) with λ replaced by kλ (because for λ real we have kλ ∈ Λ for all k ∈ N by (15) and the fact that Λ = mesh(Λ 0 )), we conclude thatΦ Λ is dense in C(Y T × Y T ) because a tensor product of dense subalgebras of continuous functions is dense in the associated product space (this is is a direct consequence of the Stone-Weirstrass theorem).
with h continuous and X T closed; to see the closedness of X T , consider a sequence x n ∈ X T converging to an x ∈ R n . Then there exists (t n ,
follows because any function continuous on the closed set Y T can be continuously extended to Y T × Y T (by the Tietze extension theorem).
For λ complex with non-zero real part, the result follows by observing that the set Step 4. The proof is finished by observing that the set of eigenfunctions conjugate toΦ Λ is precisely Φ Λ , which follows from the fact that h is a homeomorphism (i.e., a continuous bijection with a continuous inverse).
Remark 1 (Rectifyability) It is a well-known fact that for the dynamics (1) to be rectifyable on a certain domain, this domain should not contain singularities (see, e.g., [3, Chapter 2, Corollary 12]). Note, however, that the assumption of rectifyability in Theorem 2 is sufficient but not necessary for the conclusions of the theorem to hold. An analogous result can be proven, for example, in the basin of attraction of a stable equilibrium, where the flow is not rectifyable and we conjecture that similar result holds in a neighborhood of more general singularities. The only fundamental obstruction is recurrence, which restricts the set of eigenvalues of the Koopman operator and hence also restricts the richness of the class of its eigenfunctions.
Selection of λ's and g's An interesting question arises regarding an optimal selection of the eigenvalues λ ∈ Λ and boundary functions g ∈ G assuring that the projection error (8) converges to zero as fast as possible. The optimal selection of either is a difficult and largely open problem; what is clear is that the optimal choice depends both on the dynamics (1) and on the function ξ to be approximated. To see this, consider the linear systemẋ = ax, x ∈ [0, 1] and the non-recurrent set Γ = {1}. In this case, any function on Γ is constant, so the set of boundary functions G can be chosen to consist of the constant function equal to one. Then it follows from (11) that given any complex number λ ∈ C, the associated
Given an observable ξ, the optimal choice of the set of eigenvalues Λ ⊂ C is such that the projection error (8) is minimized, which in this case translates to making min
as small as possible with the choice of Λ. Clearly, the optimal choice (in terms of the number of eigenfunctions required to achieve a given projection error) of Λ depends on ξ.
For example, for ξ = x, the optimal choice is Λ = {a}, leading to a zero projection error with only one eigenfunction. For other observables, however, the choice of Λ = {a} need not be optimal. For example, for ξ = x b , b ∈ R, the optimal choice leading to zero projection error with only one eigenfunction is Λ = {a·b}. The statement of Theorem 2 then translates to the statement that the projection error (19) is zero for any Λ = {k · λ 0 | k ∈ N 0 } with λ 0 < 0 and any continuous observable ξ. The price to pay for this level of generality is the asymptotic nature of the result, requiring the cardinality of Λ (and hence the number of eigenfunctions) going to infinity. From a practical perspective of control and estimation, the number of eigenfunctions required to achieve a given projection error is of secondary importance (see Section 5. 
Generalized eigenfunctions
This section describes how generalized eigenfunctions can be constructed with a simple modification of the proposed method. Importantly for this work, generalized eigenfunctions also give rise to Koopman invariant subspaces and therefore can be readily used for linear prediction. Given a complex number λ and g 1 , . . . , g n λ , consider the Jordan block
for all x 0 ∈ Γ or equivalently   
for all x ∈ X T . Define also ψ = ψ λ,g 1 , . . . , ψ λ,gn λ .
With this notation, we have the following theorem:
Theorem 3 Let Γ be a non-recurrent set, g i ∈ C(Γ), i = 1, . . . , n λ , and λ ∈ C. Then the subspace
is invariant under the action of the Koopman semigroup K t . Moreover
and
for any x ∈ X T and any t
which is (22) .
Eq. (23) follows immediately from (22).
Beyond Jordan blocks The proof of Theorem 3 reveals that there was nothing special of using a Jordan block in (20) . Indeed, the entire construction works with an arbitrary matrix A in place of J λ . However, nothing is gained by using an arbitrary matrix A since the span of the generalized eigenfunctions constructed using A is identical to that of the corresponding Jordan normal form of A, which is just the direct sum of the spans associated to the individual Jordan blocks.
Learning eigenfunctions from data
Now we use the construction of Section 3 to learn eigenfunction from data. In particular, we leverage the freedom in choosing the eigenvalues λ as well as the boundary functions g to learn a rich set of eigenfunctions such that the projection error (8) (and thereby also the prediction error (9)) is minimized.
Assume we have available data in the form of M t distinct equidistantly sampled trajectories with M s + 1 samples each, where M s = T /T s with T s being the sampling interval (what follows straightforwardly generalizes to non-equidistantly sampled trajectories of unequal length). That is, the data is of the form
where the superscript indexes the trajectories and the subscript the discrete time within the trajectory, i.e., x j k = S kTs (x j 0 ), where x j 0 is the initial condition of the j th trajectory. The non-recurrent set Γ is simply defined as
We also assume that we have chosen a set of complex numbers (i.e., the eigenvalues) Figure 2 : Illustration of the non-recurrent set Γ, the non-recurrent surfaceΓ. Note that the non-recurrent surfaceΓ does not need to be known explicitly for learning the eigenfunctions. Only sampled trajectories D with initial conditions belonging to distinct trajectories are required (see Lemma 1) . Note also that even though the existence of the non-recurrent surface is assured by Lemma 1, this surface can be highly irregular (e.g., oscillatory), depending on the interplay between the dynamics and the locations of the initial conditions.
as well as a set of continuous basis functions (or a "dictionary")
defining the values of the eigenfunctions on the non-recurrent set Γ. The functions in G will be referred to as boundary functions. Now we can construct N Λ · N G eigenfunctions using the developments of Section 3. Given any λ ∈ Λ and g ∈ G and setting φ λ,g (x j 0 ) := g(x j 0 ), j = 1, . . . , M t , Eq. (10) uniquely defines the values of φ λ,g on the entire data set. Specifically, we have φ λ,g (x j k ) = e λkTs g(x j 0 )
for all k ∈ {0, . . . M s } and all j ∈ {1, . . . M t }. According to Lemma 1 (provided its assumptions hold), there exists an entire non-recurrent surfaceΓ passing through the initial conditions of the trajectories in the data set D. Even though this surface is unknown to us, its existence implies that the eigenfunctions computed through (25) on D are in fact samples of continuous eigenfunctions defined on
see Figure 2 for an illustration. As a result, the eigenfunctions φ λ,g can be learned on the entire setX T (or possibly even larger region) via interpolation or approximation. Specifically, given a set of basis functions
with β i ∈ C(X), we can solve the interpolation problems minimize c∈C N β
for each λ ∈ Λ and each g ∈ G. Alternatively, we can solve the approximation problems
for each λ ∈ Λ and each g ∈ G. In both problems the classical 1 and 2 regularizations are optional, for promoting sparsity of the resulting approximation and preventing overfitting; the numbers δ 1 ≥ 0, δ 2 ≥ 0 are the corresponding regularization parameters. The resulting approximation to the eigenfunctions φ λ,g , denoted byφ λ,g , is given bŷ
where c λ,g is the solution to (27) or (28) for a given λ ∈ Λ and g ∈ G. Note that the approximationφ λ,g (x) is defined on the entire state space X; if the interpolation method (27) is used then the approximation is exact on the data set D and one expects it to be accurate on X T and possibly also onX T , provided that the non-recurrent surfaceΓ (if it exists) and the functions in G give rise to eigenfunctions well approximable (or learnable) by functions from the set of basis functions β. The eigenfunction learning procedure is summarized in Algorithm 1. Choosing initial conditions As long as the initial conditions in Γ lie on distinct trajectories that are non-periodic over the simulated time interval, the set Γ is non-recurrent as required by our approach. This is achieved with probability one if, for example, the initial conditions are sampled uniformly at random over X (assuming the cardinality of X is infinite) and the dynamics is non-periodic or the simulation time is chosen such that the trajectories are non-periodic over the simulated time interval. In practice, one will typically choose the initial conditions such that the trajectories sufficiently cover a subset of the state space of interest (e.g., the safe region of operation of a vehicle). In addition, it is advantageous (but not necessary) to sample the initial conditions from a sufficiently regular surface (e.g., a ball or ellipsoid) approximating a non-recurrent surface in order to ensure that the resulting eigenfunctions are well behaved (e.g., in terms of the Lipschitz constant) and hence easily interpolable / approximable.
Generalized eigenfunctions from data Algorithm 1 can be readily extended to the case of generalized eigenfunctions as described in Section 3.3.
Step 3 of this algorithm is replaced by   
where, as in Section 3.3, J λ is a Jordan block of size n λ associated to an eigenvalue λ and g 1 , . . . , g n λ are continuous boundary functions.
Step 4 of Algorithm 1 (interpolation / approximation) is then performed on each ψ λ,g i separately. Note that with Jordan block of size one, the entire procedure reduces to the case of eigenfunctions.
We note that there are no restrictions on the parings of Jordan blocks (of arbitrary size) and continuous boundary functions, thereby providing additional freedom for constructing very rich invariant subspaces of the Koopman operator.
Obtaining matrices A and C
denote a concatenation (in an arbitrary order) of the N = N Λ · N G eigenfunction approximations corresponding to the eigenvalues Λ and boundary functions G. With this notation, the matrix C (6) is recovered by (approximately) solving (8) with φ replaced byφ. This problem is typically not solvable analytically in high dimensions since it requires a multivariate integration or uniform bounding of a continuous function (depending on the norm used in (8)). Therefore, we directly present a sample-based approximation. If the L 2 norm is used in (8), we solve the optimization problem
For the sup-norm, we solve
The samples {x i }M i=1 can either coincide with the samples {x j k } j,k used for learning of the eigenfunctions or they can be generated anew (e.g., to emphasize certain regions of statespace where accurate projection (and hence prediction) is required). See Section 4.3 for a discussion of computational aspects of solving these two problems.
The matrix A is diagonal as in Eq. (7) with the the same ordering of the eigenvalues as that ofφ. Note that for each λ ∈ Λ there are N G approximate eigenfunctions inφ; therefore, each eigenvalue in Λ appears N G times on the diagonal of A.
Exploiting algebraic structure
It follows immediately from the definition of the Koopman operator eigenfunction (4) that products and powers of eigenfunctions are also eigenfunctions. In particular, given φ 1 , . . . , φ N 0 eigenfunctions with the associated eigenvalues λ 1 , . . . , λ N 0 , the function
is a Koopman eigenfunction with the associated eigenvalue
This holds for any nonnegative real or integer powers p 1 , . . . , p N 0 .
This algebraic structure can be exploited to generate additional eigenfunction approximations starting from those obtained using Algorithm 1, at a very little additional computational cost. In particular, one can construct only a handful of eigenfunction approximations using Algorithm 1, e.g., with Λ being a single real eigenvalue or a single complex conjugate pair and the set G consisting of linear coordinate functions x i , i = 1, . . . , n. This initial set of eigenfunctions can then be used to generate a very large number of additional eigenfunction approximations using (32) in order to ensure that the projection error (8) is small. When queried at a previously unseen state (e.g., during feedback control), only the eigenfunction approximationsφ 1 , . . . ,φ N 0 have to be computed using interpolation or approximation (which can be costly if the number of basis functions β is large in step 5 of Algorithm 1) whereas the remaining eigenfunction approximations are obtained by simply taking powers and products according to (32) .
Computational aspects
The main computational burden of the proposed method is the solution to the interpolation or approximation problems (27) and (28) . Both these problems are convex optimziation problems that can be reliably solved using generic packages such as MOSEK or Gurobi. For very large problem instances, specialized packages for 1 / 2 regularized least-squares problems may need to be deployed (see, e.g. [34, 21] ). We note that for each pair (λ, g) the coefficients β(x j k ) remain the same, which can be exploited to drastically speed up the solution.
For problems without 1 regularization, we have an explicit solution 
The projection problems (30) and (31) are both convex optimization problems that can be easily solved using generic convex optimization packages (e.g., MOSEK or Gurobi). The use of such tools is necessary for the sup-norm projection problem (31) . However, for the least-squares projection problem (30) , linear algebra is enough with the analytical solution being
Linear predictors for controlled systems
In this section we describe how to build linear predictors for controlled systems. Assume a nonlinear controlled system of the formẋ
with the state x ∈ X ⊂ R n and control input u ∈ U ⊂ R m . As in [11] , the goal is to construct a predictor in the form of a controlled linear dynamical systeṁ
Whereas [11] uses a one-step procedure (essentially a generalization of the extended dynamic mode decomposition (EDMD) to controlled systems), here we follow a two-step procedure, where we first construct eigenfunctions for the uncontrolled system (1) with
whereū ∈ U is a fixed value which we without loss of generality assume to be zero (one can always shift the origin of U such that this holds).
We assume that we have two data sets available. The first one is an uncontrolled dataset D with the same structure as in (35) in Section 4. The second data set, D c , is with control in the form of M t,c equidistantly sampled trajectories with M s,c + 1 samples each, i.e.,
where x j k+1 = S Ts (x j k , u j k ), where S t (x, u) denotes the solution to (33) at time t starting from x and with the control input held constant and equal to u in [0, t]. We note that both the number of trajectories and the trajectory length may differ for the controlled and uncontrolled data sets.
Step 1 -φ, A, C In the first step of the procedure we construct approximate eigenfunctionsφ of (1) (with f (x) = f c (x, 0)) using the procedure described in Section 4 , obtaining also the matrices A and C.
Step 2 -matrix B In order to obtain the matrix B we perform a regression on the controlled data set (35) . The quantity to be minimized is a multi-step prediction error. Crucially, this multi-step error can be minimized in a convex fashion; this is due to the fact that the matrices A and C are already known and fixed at this step and the predicted outputŷ of (34) depends affinely on B. This is in stark contrast to EDMD-type methods, where only one-step ahead prediction error can be minimized in a convex fashion. In order to keep expressions simple we assume that the time interval over which we want to minimize the prediction error coincides with the length of the trajectories in our data set (everything generalizes straightforwardly to shorter prediction times). The problem to be solved therefore is
whereŷ
is the outputŷ of (33) at time kT s starting from the (known) initial condition
The discretized matrices A d (known) and B d (to be determined) are related to A and B by 
We note that in the above expression the matrix multiplying B is invertible for any T s > 0 and therefore B can be uniquely recovered from the knowledge of B d . Using vectorization, the outputŷ k (x j 0 ) can be re-written aŝ
where vec(·) denotes the (column-major) vectorization of a matrix and ⊗ the Kronecker product. Since A d , C, z j 0 and ξ(x j k ) are all known, plugging in (38) to the least-squares problem (36) leads to the minimization problem
The matrix B d is then given by
where Θ † θ is an optimal solution to (39). Since A = diag(λ 1 , . . . , λ N ), the matrix B is obtained as B =
Ts 0 e −As ds
(41)
Koopman model predictive control
In this section we briefly describe how the linear predictor (34) can be used within a linear model predictive control (MPC) scheme to control nonlinear dynamical systems. This method was originally developed in [11] and this section closely follows this work; the reader is referred therein for additional details as well as to [14, 1] for applications in power grid and fluid flow control.
An MPC controller solves at each step of a closed-loop operation an optimization problem where a given cost function is minimized over a finite prediction horizon with respect to the predicted control inputs and predicted outputs of the dynamical system. For nonlinear systems, this is almost always a nonconvex optimization problem due to the equality constraint in the form of the nonlinear dynamics. In the Koopman MPC framework, on the other hand, we solve the convex quadratic optimization problem (QP)
where the cost matrices Q i ∈ R n ξ ×n ξ and R i ∈ R m×m are positive semidefinite and N p is the prediction horizon. The optimization problem is parametrized by x current ∈ R n which is the current state measured during the closed-loop operation. The control input applied to the system is the first element of the control sequence optimal in (42). Notice that in (42) we use directly the discretized predictor matrices A d and B d , where A d = diag(e λ 1 Ts , . . . , e λ N Ts ) and B d is given by (40) with T s being the sampling interval. See Algorithm 2 for a summary of the Koopman MPC in this sampled data setting.
Handling nonlinearities Crucially, all nonlinearities in x are subsumed in the output mapping ξ and therefore predicted in a linear fashion through (34) (or its discretized equivalent). For example, assume we wish to minimize the predicted cost 
for some matrices H 1 , H 2 , L, M and vectors h, d (explicit expressions in terms of the data of (42) are in the Appendix). Notice that once the product z 0 H 2 is evaluated, the cost of solving the optimization problem (45) is independent of the number of eigenfunctions N used. This is essential for practical applications since N can be large in order to ensure a small prediction error (9) . The optimization problem (45) is a convex QP that can be solved by any of the generic packages for convex optimization (e.g., MOSEK or Gurobi) but also using highly tailored tools exploiting the specifics of the MPC formulation. In this work, we relied on the qpOASES package [6] that uses a homotopy-based active set method which is particularly suitable for dense-form MPC problems and effectively utilizes warm starting to reduce the closed-loop computation time.
The closed-loop operation of the Koopman MPC is summarized in Algorithm 2. Here we assume sampled-data operation, where the control input is computed every T s seconds and held constant between the sampling times. We note, however, that the mapping
where u 0 is the first component of the optimal solution u = [u 0 , . . . , u Np−1 ] to the problem (45), defines a feedback controller that can be evaluated at an arbitrary state x ∈ R n at an arbitrary time.
Algorithm 2 Koopman MPC -closed-loop operation 1: for k = 0, 1, . . . do
2:
Set x current = x(kT s ) (current state of (33))
3:
Compute z 0 =φ(x current )
4:
Solve (45) to get an optimal solution u = [u 0 , . . . , u Np−1 ]
5:
Apply u 0 to the system (33) for t ∈ kT s , (k + 1)T s
Numerical examples
In the numerical examples we investigate the performance of the predictors on the Van der Pol oscillator and the damped Duffing oscillator. The two dynamical systems exhibit a very different behavior: The former is has a stable limit cycle whereas the latter two stable equilibria and an unstable equilibrium. However, interestingly but in line with the theory, we observe a very good performance of the predictors constructed for both systems, away from the limit cycle and singularities. On the Duffing system, we also investigate feedback control using the Koopman MPC, managing both transition between the two stable equilibria as well stabilization of the unstable one, in a purely data-driven and convex-optimization-based fashion. Figure 4 : Van der Pol oscillator -Spatial distribution of the prediction error (controlled). The trajectories used for learning of the eigenfunctions are depicted in grey. The error for each of the 500 initial conditions from the test set is encoded by the size of the blue marker. The initial conditions of the trajectories were sampled from a circle of radius 0.2 (left pane) and 0.05 (right pane), both depicted in dashed black; neither circle is a non-recurrent surface for the dynamics (which is not required by the method).
In the first example, we consider the classical Van der Pol oscillator with forcinġ
We investigate the performance of the proposed predictors, both in controlled and uncontrolled (i.e., u = 0) settings. First, we construct the eigenfunction approximations as described in Section 4. We generate a set of M t = 100 three second long trajectories sampled with a sampling period T s = 0.01 s (i.e., M s = 300). The initial conditions of the trajectories are sampled uniformly over a circle of radius 0.2. For the set G of boundary functions on the non-recurrent set Γ we chose the thin-plate spline radial basis functions 3 with centers selected randomly from a uniform distribution over [−1, 1] 2 . For the set of eigenvalues Λ, we chose Λ = mesh d λ ( 1 Ts log Λ DMD ), where Λ DMD are the two eigenvalues obtained by applying the dynamic mode decomposition algorithm to the data set and
The number of eigenvalues obtained in this way is
where |Λ DMD | = 2 is the cardinality of the set Λ DMD . The N = N Λ · N G eigenfunctions are computed on the data set using (25) and linear interpolation is used to define them on the entire state space. The functions ξ was chosen to be the identity map (i.e., ξ(x) = x); therefore the outputŷ of (6) and (34) predicts the state of the system. The C matrix is computed using (30) withx i being the data used to construct the eigenfunctions plus a random noise uniformly distributed over [−0.05, 0.05] 2 . This fully defines the linear predictor (6) in the uncontrolled setting. To get the the B matrix in the controlled setting we generate a second data set with forcing. The initial conditions are the same as in the uncontrolled setting; the forcing is piecewise constant signal taking a random uniformly distributed value in [−1, 1] in each sampling interval; the length of each trajectory is two seconds. The matrix B and its discrete counterpart B d are then obtained using (40) and (41). Table 1 
averaged over 500 randomly chosen initial conditions in the interior of the limit cycle. In the controlled setting, the forcing is a square wave with magnitude one and period 0.3 s. Figure 3 shows the true and predicted trajectories for the randomly chosen initial condition x 0 = [−0.2021, −0.2217] .
Next, we investigate the spatial distribution of the prediction error as a function of the initial condition. We report results for two sets of data -the original set as described above and a second set with initial conditions starting on a circle of radius 0.05 centered around the origin and trajectory length of five seconds. Figure 4 reports the results (for brevity we depict only the results with control, the uncontrolled ones being very similar). For the first data set, the prediction error is very small except for the region inside the ball of radius 0.2 where no data was available. For the second data set, this error is largely eliminated, resulting in fewer outliers in the error distribution and hence smaller standard deviation; the mean error, however, is somewhat larger. We note that when the initial conditions within the 0.2 ball are excluded from the first data set, the standard deviation drops to 5.4 % and the mean error to 5.8 %. As our second example we consider the damped duffing oscillator with forcinġ x 1 = x 2 x 2 = −0.5x 2 − x 1 (4x 2 1 − 1) + 0.5u.
Damped Duffing oscillator
The uncontrolled system (with u = 0) has two stable equilibria at (−0.5, 0) and (0.5, 0) as well as an unstable equilibrium at the origin.
Prediction First we investigate the performance of the proposed predictors on this system. The data generation process is very similar to the previous example. In order to construct the eigenfunctions as described in Section 4 we generate M t = 100 eight second long trajectories sampled with a sampling period T s = 0.01 (i.e., M s = 800). The initial conditions are chosen randomly from a uniform distribution on the unit circle. We note that the unit circle is not a non-recurrent surface for this system. The eigenvalues Λ are chosen to be Λ = mesh d λ ( 1 Ts log Λ DMD ), where Λ DMD are the eigenvalues obtained from applying the DMD algorithm to the generated data set and mesh d λ (·) is defined in (46). The set of boundary Figure 6 : Damped Duffing oscillator -Spatial distribution of the prediction error (controlled). The trajectories used for learning of the eigenfunctions are depicted in grey. The error for each of the 500 initial conditions from the test set is encoded by the size of the blue marker. The initial conditions of the trajectories were sampled uniformly from the unit circle (dashed black); note that the unit circle is not a non-recurrent surface for the dynamics and this property is not required by the method.
functions G consists of the thin-plate spline radial basis functions with the centers uniformly distributed in [−1, 1] 2 . This defines the eigenfunctions on the dataset through (25) and we extend them to the entire state space by linear interpolation. The functions ξ was chosen to be the identity map (i.e., ξ(x) = x); therefore the outputŷ of (6) and (34) predicts the state of the system. The matrix C is computed using (30) withx i being the data used to construct the eigenfunctions plus a random noise uniformly distributed over [−0.05, 0.05] 2 . To get the the matrix B in the controlled setting we generate data with forcing. The initial conditions are the same as in the uncontrolled setting; the forcing is piecewise constant signal taking a random uniformly distributed values in [−1, 1] in each sampling interval; the length of each trajectory is two seconds. The matrix B and its discrete counterpart B d are then obtained using (40) and (41). Figure 5 shows a prediction for a randomly chosen initial condition in the controlled setting with the forcing being a square wave with period 0.3 s and unit magnitude. Table 2 reports the RMSE error (47) averaged over 500 initial conditions chosen randomly inside the unit circle for different values of (N Λ , N G ), both in controlled and uncontrolled setting. Interestingly, the mean error is somewhat smaller in the controlled setting. This could be either due to the statistical error (the initial conditions were drawn anew in each case) or the control input may have forced some of the trajectories to remain within well sampled regions, thereby reducing the prediction error slightly. Figure 6 then shows the spatial distribution of the prediction error over a one second prediction time interval, where we compare the predictors constructed from 100 trajectories and 50 trajectories. We observe that the mean RMSE prediction error is virtually the same whereas the standard deviation is almost doubled with 50 trajectories, corresponding to outliers in under-sampled regions.
Feedback control Next, we apply the Koopman MPC developed in Section 5.1 to control the system with (N Λ , N G ) = (10, 20) . The goal is to track a piecewise constant reference signal, where we move from one stable equilibrium to the other (0.5, 0) → (−0.5, 0), continue to the unstable saddle point at the origin and finish at (0.25, 0) which is not an equilibrium point for the uncontrolled system but is stabilizable for the controlled one. The matrices Q and R in (42) were chosen Q = diag(1, 0.1) and R = 0 and we imposed the constraint u ∈ [−1, 1] on the control input. The prediction horizon was set to one second, i.e., N p = 1.0/T s = 100. The results are depicted in Figure 7 ; the tracking goal was achieved as desired. During the closed-loop operation, the MPC problem (45) was solved using the qpOASES solver [6] . The average computation time per time step was 0.023 s, the bulk of which was spent on evaluating the eigenfunction mappingφ (Step 3 of Algorithm 2) whereas the solution of the quadratic program (45) took on average only 5 · 10 −4 s. The evaluation ofφ could be significantly sped up by a more sophisticated interpolation implementation. We emphasize that the entire design was purely data driven and based only on linear model predictive control, thereby allowing for a straightforward deployment in real-world applications.
Conclusion
This work presented a systematic framework for data-driven learning of Koopman eigenfunctions in transient, off-attractor, regions of the state pace. The method is geared toward prediction and control using linear predictors, allowing for feedback control and state estimation for nonlinear dynamical systems using established tools for linear systems that rely solely on convex optimization or simple linear algebra. The proposed method exploits the richness of the spectrum of the Koopman operator away from the attractor to construct a large number of eigenfunctions in order to minimize the projection error of the state (or any other observable of interest) on the span of the eigenfunctions. The proposed method is purely data-driven and very simple, relying only on linear algebra and/or convex optimization, with computation complexity comparable to DMD-type methods.
Future work will investigate the possibility to enhance the proposed method by using nonconvex machine learning tools (e.g., deep neural networks) in order to learn the boundary functions {g 1 , . . . , g N G } in such a way that the resulting eigenfunctions are easily approximable (or learnable) within the set of basis functions {β 1 , . . . , β N β } used for interpolation. A particularly appealing learning scheme in this regard is a concurrent learning of the functions {g 1 , . . . , g N G } and {β 1 , . . . , β N β }, each parameterized by the weights and biases of a neural network. Along the same lines, one should also investigate an optimal choice of the eigenvalues used in our method such that the prediction error is minimized with as few eigenfunctions as possible. Finally, an extension of the present method to the case where recurrences are present should also be explored.
Appendix
The matrices in (45) are given in terms of the data of (42) by 
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