Debris flows have caused serious loss of human lives and a lot of damage to properties in Taiwan over the past decades. Moreover, debris flows have brought massive mud causing water pollution in reservoirs and resulted in water shortage for daily life locally and affected agricultural irrigation and industrial usages seriously. A number of methods for prediction of debris flows have been studied. However, the successful prediction ratio of debris flows cannot always maintain a stable and reliable level. The objective of this study is to present a stable and reliable analytical model for occurrence predictions of debris flows. This study proposes an Artificial Neural Networks (ANN) model that was constructed by seven significant factors using back-propagation (BP) algorithm. These seven factors include (1) length of creek, (2) average slope, (3) effective watershed area, (4) shape coefficient, (5) median size of soil grain, (6) effective cumulative rainfall, and (7) effective rainfall intensity.
Introduction
About three-fifths area of Taiwan Island is occupied by mountains. Therefore, most rivers are short and flow fast. In the past recent years many hillsides near the metropolitan areas in Taiwan have been developed and become residential regions due to economical growth and high density of population. In summer, typhoons strike Taiwan every year during the period mainly from June to October and bring bountiful rainfall inducing serious landslides and debris flows. Figure 1 displays the main spread of debris flows in Taiwan. Table 1 shows a corresponding list of some debris flows that occurred in Taiwan from 1979 to 2001 and most of them were induced by typhoons (Lin and Jeng 2000) . In addition, rainstorms or heavy rains frequently cause debris flows in mountain areas. For example, during the period from June to September in 1999, rainstorms induced debris flows in many areas across Taiwan such as Hsihtien and Neihu in Taipei County, Shengmu in Nantou County, Meishan in Chiayi County, Shandi, Shetsu, and Wutai in Pingdong County. As a result, debris flows caused loss of many lives and severe damage to properties. Table 2 shows some estimates of lives lost and property damage caused by debris flows.
Furthermore, in many watershed areas water pollution induced by debris flows severely shortens the usable lifetime of reservoirs (or dams) and affects the purity of water and its supply. Without clean water, the daily life of people becomes very inconvenient and, even worse; it may cause serious spread of diseases. Moreover, without clean water, the agricultural irrigation and industrial water supply were also seriously affected. Table 3 shows some serious examples of water pollution caused by debris flows, massive amounts of mud flowed into Shihmen Reservoir, and resulted in water shortage in Taoyuan County and surrounding areas.
To avoid the aforementioned disasters and inconvenience of water shortage, debris flows have to be prevented. To verify the occurrence of debris flows, experts and researchers utilize topography, air photographs, satellite images as well as site investigations. It is a time-consuming and tedious work for monitoring of debris flows as well as data collections.
Therefore, the measurement how to predict the occurrence of debris flows has become an important and challenging task in Taiwan. Chen (1984) , Chang and Hsieh (1996 , 1997 ), and Chang (1998 investigated the debris flows in potential creeks around the developed residential areas in Taiwan. Hsieh (et al 1995) and Fang (et al 1999) used critical precipitation line for predicting the occurrence of a debris flow. Preprocess for critical precipitation line is quite complicated and is not a simple work. Chang and Lee (1997) analyzed the instant rainfall intensity in the areas of debris flows using GMDH (Group Method of Data Handling) with artificial neural networks (ANN) introduced by Ivakhnenko (1970) . The occurrence predictions of debris flows with instant rainfall intensity could not always produce very good and stable results, which explains that the instant rainfall intensity was not the only factor causing debris flows.
Previous Researches
Slope stability is another important factor causing debris flows (Johnson 1984) .
Besides these two factors of rainfall and slope, soil weight and water level are also important factors (Wang 1994). Chang (1996) investigated the debris flow occurrence in eastern Taiwan and he pointed out some important factors, such as length, slope, watershed area, effective rainfall intensity and cumulative rainfall. The length, slope, watershed area, and effective rainfall intensity were also pointed out as important factors for debris flows by Fang and Yao (1997) . Lee and Chang (1995) presented a fuzzy model for prediction of a debris flow, but did not consider the cumulative rainfall an important factor. Still, this fuzzy model after defuzzification did not suggest a clear and specific lower bound (or a crisp value) which can be used for the indication of occurrence of a debris flow.
Motivation and Objective
The objective and motivation of this study is to demonstrate a simple, rapid, and convenient analytical model for the prediction of debris flows without performing a complicated non-linear mathematical and mechanics analysis (e.g. Takahashi, T. 1977; Chang 1995) . As mentioned before, some previous researches could not always get a stable and reliable result partially because they selected fewer factors for the prediction of debris flows.
In order to get a stable and reliable prediction result of debris flows, the authors of this study analyzed the geological and environmental conditions and chose seven factors including rainfall intensity, creek length, slope, effective watershed area, shape coefficient, median size of soil, and effective cumulative rainfall to predict debris flows. These seven factors constructed an ANN model using the back-propagation algorithm for debris flow analysis and prediction. After training, the adjusted weight can be directly utilized for the prediction of debris flows as long as the recorded seven factors are fed into the ANN model. This model can be used to assist and verify the monitoring data in a hazard mitigation and warning system.
Influence Factors of Debris Flows
Using the recorded the data from eastern Taiwan and summarizing seven factors for debris flow analysis and prediction, the authors of this study believe that the causes of debris flow are not only related to current rainfall but also related to previous rainfall. An effective cumulative rainfall contains two parts: (1) the previous effective cumulative rainfall and (2) the current effective cumulative rainfall (Hsieh 1993) . A continuous rainfall can be defined as a period of precipitation before and after which more than 24 hours there is no rainfall.
The previous effective cumulative rainfall is one week (168 hours) before the currently continuous rainfall. The current effective cumulative rainfall is a period of rainfall and debris flows occur within that period. It is hard to determine the exact time of occurrence of a debris flow except continuously recording observations. Therefore, an effective cumulative rainfall can be defined as a continuous rainfall from the time point reaching 4mm/hr to the time point of occurrence of debris flow (Hsieh 1993) . Usually, the time of debris flow occurrence is the first peak rainfall during a continuous rainfall period.
Obviously, the slope is an essential and important factor bringing about the occurrence of debris flows, which has being studied by many researchers (e.g. Johnson 1984; Wang 1994, etc.) . About 86% of debris flows occurred in the slope ranging from 10 o to 25 o in eastern Taiwan (Chang 1995) .
The length of streams is also an important factor. A total of 77% debris flows occurred in the streams within the length from 500m to 2000m in eastern Taiwan (Chang 1995) . The longer the stream is, the more deposits the debris flow can gather together and can be carried down the stream.
The size of effective watershed area is related to the rainfall that can be collected. A larger effective watershed area can collect more rainfall. Therefore a larger watershed area has a higher chance to induce the debris flow. About 59% effective watershed areas within the range of 10~120 hectares (10000 m 2 ) are the potential debris flows in eastern Taiwan (Chang and Hsieh 1996) .
The shape factor is one of watershed characteristics and can be another influence factor of debris flows. The shape factor, F, is defined as F=A/L 2 , where L is the length of mainstream and A is the watershed area. The shape factor is highly related to the distribution of flow rate hydrograph. A narrow and long watershed area has a smaller shape factor and the shape of its flow rate hydrograph is platykurtic or flat. A broad and circular watershed area has a larger shape factor and the shape of its flow rate hydrograph is like mesokurtosis or leptokurtosis (Yi and Wang 1988) . This means that a larger shape factor has a larger runoff quantity in unit time than that of a smaller shape factor. Therefore, a watershed area with a large shape factor has higher likelihood to cause the occurrence of debris flows if other conditions stay the same.
The occurrence of debris flows is also related to the grain size of deposit in the riverbed around watershed areas. The grain size is one of the soil properties. In general, a smaller grain-size soil takes a shallower water to cause debris flows and a larger grain-size soil takes deeper one (Chang 1995) .
Back-propagation Network (BPN)
An Artificial Neural Network (ANN) is a simplified simulation of biological neural networks in human brains. ANN is capable of "learning"; that is, it can be trained to improve its performance by either supervised or unsupervised learning. The back-propagation network (BPN) and the supervised learning, i.e., learned by samples, are chosen in this study. After learning (or training), the trained weight can be used for future prediction of debris flow occurrence. The BPN is an ANN using back-propagation algorithm and is one of the popular ANNs, which has been widely applied to many scientific and commercial fields for non-linear analysis and prediction. The structure of BPN contains three layers: input, hidden, and output layers as shown in Figure 2 . Each layer contains I, J, and K nodes denoted respectively by circles. The node is also called neuron or unit. The circles are connected by links, denoted by arrows in Figure 2 , each of which represents a numerical weight. The w ij is denoted as numerical weights between input and hidden layers and so is w jk between hidden and output layers as also shown in Figure 2 . The processing or the computation is performed in each node in the hidden and output layers. The back-propagation learning algorithm is composed of two procedures: (a) feed-forward and (b) back-propagation weight training.
Feed-forward
Assume that each input factor in the input layer is denoted by i x , the y j and z k represent the output in the hidden layer and the output layer, respectively. And, the y j and z k can be expressed as follows:
where the w oj and w ok are the bias weights for setting threshold values, f is the activation function used in both hidden and output layers, and X j and Y k are the temporarily computing results before applying activation function f. In this study, a sigmoid function (or logistic function) is selected as the activation function. Therefore, the actual outputs y j and z k in hidden and output layers, respectively, can be also written as:
The activation function f introduces the non-linear effect to the network and maps the result of computation to a domain (0, 1). This sigmoid function is differentiable. The derivative of the sigmoid function in Equation 2 can be easily derived as:
Back-propagation weight training
The error function is defined as (Widrow and Hoff 1960):
where k t is a predefined network output (or desired output or target value) and e k is the error in each output node. The goal is to minimize E so that the weight in each link is accordingly adjusted and the final output can match the desired output. To get the weight adjustment, the gradient descent strategy is employed. In the link between hidden and output layers, computing the partial derivative of E with respect to the weight w jk produces
The weight adjustment in the link between hidden and output layers is computed by
where α is the learning rate, a positive constant between 0 and 1. 
where n is the number of iteration.
Similarly, the error gradient in links between input and hidden layers can be obtained by taking the partial derivative with respect to w ij
where the j Δ can be derived as follows:
The new weight in the hidden-input links can be now corrected as:
Training the BP-networks with many samples is sometimes a time-consuming task.
The learning speed can be improved by introducing the momentum term η (Rumelhart et al 1986) . Usually, η falls in the range [0, 1] . For the iteration n, the weight change w Δ can be expressed as
The back-propagation learning algorithm used in artificial neural networks is shown in many textbooks (e.g. Luger 2002; Negnevitsky 2002; Russell 2003; Schalkoff 1997 etc.) .
Case Study

Structure of BPN for debris flows analysis
Determining the numbers of input and output nodes in BPN is a crucial point for debris flow analysis. As mentioned before, many factors affect the occurrence of debris flows.
This study summarized seven factors for ANN input. The seven input units are (1) length of creek, (2) average slope of creek, (3) effective watershed area, (4) shape coefficient, (5) median size of soil grain, (6) effective cumulative rainfall, and (7) effective rainfall intensity.
The output layer consists of two neurons with two output results (1, 0) and (0, 1). The output (1, 0) means "no debris flow", i.e., no debris flow occurs, and the output (0, 1) denotes the opposite result "debris flow occurs". The number of neurons, J, in the hidden layer can be determined according to the following rules (Yeh 1993, 1997):
or
in which I and K are the number of neurons in the input layer and output layer, respectively. Accordingly, the number of neurons in hidden layer can be computed to be (7+2) / 2 = 4.5 or 
The trained weight and results
A total of 178 records used for debris flow analysis were selected from 11 risky creeks in Hualien County in eastern Taiwan from 1983 to 1993. Table 4 shows the locations, observation stations, and coordinates of these 178 records (Hsieh et al. 1995) . Figure 4 displays the map which corresponding to Table 4 . This study utilized these records to feed into the ANN model for analysis and prediction. The learning rate and momentum term were 0.4 and 0.6, respectively. The stop criterion of error function was set to 0.001 and the maximum number of iteration was 2000. The initial weights were random numbers generated by the computer. In order to save the paragraphs, only partial input and target values are listed in the Table 5 . Among the 178 cases, 142 cases (80%)(142 /178 = 79.77% ≈ 80%) were randomly selected for training ANN and the remaining 36 cases (20%)
were used for prediction testing. Table 6 and Figure 5 demonstrate the 10 training results using BPN by randomly selecting about 80% cases from the entire data sets (178 records).
The lowest and highest outcomes were 86.62% and 98.59, respectively. The average ratio of success reached 91.27% and its standard deviation was 3.55%. These outcomes demonstrate that the Seven-factor-ANN model is stable and reliable for debris flow training and prediction. To get a higher successful prediction rate, more factors need to be considered. The final weight of a randomly selected run from Table 6 is shown in Table 7 .
The analytical results are shown in Tables 8, 9 , and 10. Table 8 shows the output results in the training phase in which the successful percentage is 98.59%. Table 9 displays the output results by using the trained weight in the testing phase in which the ratio of success is 75%. =89.66%, respectively. The entire average successful ratio reaches 93.82%. Figure 6 also shows this summary of successful ratio for the debris flow prediction from the training and testing phases.
Conclusions
This study presents a simple and easy ANN model using back-propagation learning algorithm for debris flow analysis and prediction. In order to get a stable and reliable prediction, seven significant factors of debris flows were chosen for ANN input and analysis.
These seven factors are :(1) length of creek, (2) average slope, (3) effective watershed area, (4) shape coefficient, (5) median size of soil grain, (6) effective cumulative rainfalls, and (7) effective rainfall intensity.
A total of 178 potential debris flow cases in eastern Taiwan from 1983 to 1993 were collected and used for analysis and prediction. In a randomly selected run, the ratio of success in training and testing reaches 98.59% and 75%, respectively. The average ratio of correctness is 93.82%. This demonstrates that the presented model of ANN is stable and reliable, and can be used to predict the occurrence of debris flows in a hazard mitigation system. This also demonstrates the complicated nature of debris flows and some other factors have to be considered to get a higher successful rate of prediction for debris flows.
In a guarding system, this analytical model can be used to predict the current condition, while other conditions to be predicted by changing some factors or input data. Still, further research is required for improving the accuracy of prediction. For example, the critical value and the influence percentage of each factor need more investigation and research.
Also, the degree of risk assessment of debris flow has to be done with more work.
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