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Abstract
Recently, several studies have proven the global convergence and generalization
abilities of the gradient descent method for two-layer ReLU networks by making
a positivity assumption of the Gram-matrix of the neural tangent kernel. How-
ever, the performance of gradient descent on classification problems has not been
well studied, and further investigation of the problem structure is possible. In this
work, we present a partially stronger but reasonable assumption for binary clas-
sification problems compared to the positivity assumption of the Gram-matrix,
where a data distribution can be perfectly classifiable by a tangent model, and we
provide a refined generalization analysis of the gradient descent method for two-
layer networks with smooth activations. A remarkable point of this study is that
our generalization bound has much better dependence on the network width com-
pared to existing results. As a result, our theory significantly enlarges a class of
over-parameterized networks having provable generalization ability, with respect
to network width, while most studies require much higher over-parameterization.
1 Introduction
Recently, many studies have been devoted to explaining the great success of over-parameterized
neural networks, where the number of parameters is much larger than that needed to fit a given
training dataset. This study also treats over-parameterized two-layer neural networks with smooth
activation functions and analyzes the convergence and generalization abilities of the gradient descent
method for optimizing this type of network.
For over-parameterized two-layer neural networks, [1, 2, 3, 4] showed the global convergence of
gradient methods. These studies are mainly divided into two groups depending on the scaling factor
of the output of the neural networks to which the global convergence property has been shown
using different types of proofs. For the scaling factor 1/m, (m: the number of hidden units), [3, 4]
showed the convergence to the global minimum over probability distributions when m → ∞ by
utilizing the Wasserstein gradient flow perspective [5] on the gradient descent. As for the scaling
factor 1/
√
m, [1, 2] essentially demonstrated that the kernel smoothing of functional gradients by
the neural tangent kernel [6, 7] has comparable performance with the functional gradient as m →
∞ by making a positivity assumption on the Gram-matrix of this kernel, resulting in the global
convergence property of the gradient descent. In addition, [2] provided a generalization bound by
a fine-grained analysis of the gradient descent. These studies provide the first steps to understand
the role of over-parameterization of neural networks and the gradient descent method. However, the
generalization ability of gradient descent for classification problems has not been well studied and
there is much room for further investigation.
Preprint. Under review.
Table 1: Summary of hyper-parameter settings and assumptions to achieve an expected ǫ-
classification error by gradient descent for binary classifications. The “Perfect classification” col-
umn denotes types of models where the perfect classifiable assumption is made. m is the number
of hidden units, n is the size of the training data, and T is the number of iterations of the gradient
descent. The notations Ω˜ and Θ˜ hide logarithmic terms in the big-Ω and -Θ notations. The scaling
parameter is set to β = 0. Smooth activations include sigmoid, swish activations and several smooth
approximations of ReLU.
Activation Perfect classification m n T
Y. Cao & Q. Gu [8] ReLU Shallow ReLU Ω˜
(
ǫ
−14
)
Ω˜
(
ǫ
−4
)
Θ˜
(
ǫ
−2
)
This work Smooth activations Tangent model Ω
(
ǫ
−1
)
Ω˜
(
ǫ
−4
)
Θ
(
ǫ
−2
)
Our contributions. In this study, we further develop the latter line of research for binary classi-
fication problems. Specifically, we provide refined global convergence and generalization analyses
of the gradient descent for two-layer neural networks with smooth activations under the perfect
classifiable assumption with a sufficient margin by a tangent model, which is a linear model on
transformed feature vectors by a neural tangent. This assumption is partially stronger than the pos-
itivity assumption of the Gram-matrix, but is reasonable for binary classifications. As a result, a
significantly refined generalization analysis with respect to the network width can be obtained. That
is, this study enlarges a class of over-parameterized two-layer networks having a provable general-
ization guarantee by the gradient descent while most existing results essentially require quite heavy
over-parameterization. To the best of our knowledge, there are no successful studies for our problem
setting in the literature. Indeed, most studies focus on heavily over-parameterized neural networks
with the ReLU activation function and less over-parameterized settings have been considered diffi-
cult for showing the global convergence property of gradient descent. In addition, another notable
point is that we analyze a comprehensive setting of scaling factorsm−β for β ∈ [0, 1), while many
existing studies only address a specific scaling: β = 0, 1/2, or 1.
We state the main results informally as follows. A tangent model is a linear model in the infinite-
dimensional space of transformed feature vectors (∂θσ(θ
(0)⊤x))θ(0)∼µ0 , where σ is a smooth acti-
vation and µ0 is a distribution used to initialize parameters in two-layer neural networks. Theorem
1 states that gradient descent can find an ǫ-accurate solution in terms of the expected classification
error for wide class of over-parameterized two-layer neural networks under suitable conditions.
Theorem 1 (Informal). Suppose that a given data distribution is perfectly classifiable by the tangent
model with a sufficient margin under L∞-constraint. If for any ǫ > 0, hyperparameters satisfy
β ∈ [0, 1), m = Ω(ǫ −11−β ), T = Θ(ǫ−2), η = Θ(m2β−1), n = Ω˜(ǫ−4),
then with high probability over the random initialization and choice of samples of size n, the gradient
descent with a learning rate η achieves an expected ǫ-classification error within T -iterations.
Related work. A recent study [8] is the most closely related to our work. The authors provided
global and generalization analyses of the gradient descent for deep ReLU networks by making a
similar but different assumption than ours. In [8], a perfect classifiable assumption is made on an
infinite-width two-layer ReLU network rather than on a tangent model. We note that the best gener-
alization ability in [8] is achieved by two-layer ReLU networks, although their theory covers deep
ReLU networks. As for generalization analyses, our result exhibits much better dependency on the
network width compared to that in [8]. Table 1 provides a comparison of the hyper-parameter set-
tings of networks and of gradient descent to achieve an expected ǫ-classification error. As seen in
Table 1, for more comprehensive sizes of two-layer networks with respect to the network width, our
theory ensures the same generalization ability with respect to n and T as that of [8]. In fact, the
network width Ω(ǫ−1) covers a much wider class of networks than Ω˜(ǫ−14). As for the stochastic
gradient descent for two-layer (or three-layer) networks, [9, 10, 11] provided its generalization anal-
yses. Note that [9] assumed that datasets are linear separable, and this restrictive assumption was
relaxed to mixtures of well separated data distributions in [10]. However, the analyses in [10, 11] are
also tailored only to heavily over-parameterized settings. For instance, in [10], a very large width
m = Ω˜(ǫ−24) and the number of samples (iterations) n = Θ(T ) = O˜(ǫ−12) are required to achieve
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an expected ǫ-classification error. In [11], at least m = Ω˜(ǫ−10) and n = Ω(ǫ−4) are required to
achieve an expected ǫ-accurate solution with respect to a smooth loss function (i.e., surrogate loss
function when considering the classification problem) by assuming the existence of a true model
similar to a tangent model. Thus, much larger m and n will be necessary to guarantee the conver-
gence of an expected classification error through the consistency property of surrogate loss functions
[12, 13]. In addition, we note that global convergence analyses [14, 15] in terms of the optimiza-
tion without the specification of network size will yield loose generalization bounds, because the
complexities of neural networks cannot be specified under this condition. Other than these, there
are many studies [16, 17, 18, 19, 1, 20, 2, 21] that focus on regression problems, but our study fo-
cuses on classification problems and demonstrates that the gradient descent for over-parameterized
networks has a preferable property by utilizing the problem structure of a binary classification.
2 Preliminary
We here describe the problem setting for the binary logistic regression and discuss the functional
gradients to provide a clear theoretical view of the gradient methods for two-layer neural networks.
2.1 Problem Setting
Let X = Rd and Y be a feature space and the set of binary labels {−1, 1}, respectively. We
denote by ν a true probability measure on X × Y and by νn an empirical probability mea-
sure deduced from observations (xi, yi)
n
i=1 independently drawn from ν, i.e., dνn(X,Y ) =∑n
i=1 δ(xi,yi)(X,Y )dXdY/n, where δ is the Dirac delta function. We denote by ν
X and νXn the
marginal distributions of ν and νn onX , respectively. For ζ ∈ R and y ∈ Y , let l(ζ, y) be the logis-
tic loss function: log(1+ exp(−yζ)). Then, the objective function to be minimized is formalized as
follows:
L(Θ) def= E(X,Y )∼νn [l(fΘ(X), Y )] =
1
n
n∑
i=1
l(fΘ(xi), yi),
where fΘ : X → R is a two-layer neural network equipped with parameters Θ = (θr)mr=1. When
we consider a function fΘ as a variable of the objective function, we denote L(fΘ) = L(Θ).
The two-layer neural network we focus on is formalized as follows. For parameters Θ = (θr)
m
r=1
(θr ∈ Rd) and fixed constants (ar)mr=1 ∈ {−1, 1}m,
fΘ(x) =
1
mβ
m∑
r=1
arσ(θ
⊤
r x), (1)
where m is the number of hidden units, β is an order of the scaling factor, and σ : R → R is a
smooth activation function. In the training procedure, the parametersΘ = (θr)
m
r=1 are optimized.
2.2 Functional Gradient
We denote by L2(ν
X
n ) the function space from X to R equipped with the inner product 〈·, ·〉L2(νXn ):
〈φ, ψ〉L2(νXn )
def
= EX∼νXn [φ(X)ψ(X)] , ∀φ, ∀ψ ∈ L2(νXn ).
Following the tradition in the boosting and kernel methods literature, we call L2(ν
X
n ) the function
space, although this space is actually an n-dimensional space, because the cardinality of the support
of νXn is n. The key notion to explain the behavior of the gradient descent is the functional gradient
in this function space L2(ν
X
n ). We define the functional gradient at a predictor f : X → R as,
∇fL(f)(x) def=
{
∂ζ l(ζ, yi)|ζ=f(xi) (x = xi),
0 (otherwise).
This is simply a Fréchet differential (functional gradient) in L2(ν
X
n ). Indeed, it follows that,
L(f + φ) = L(f) + 〈∇fL(f), φ〉L2(νXn ) + o(‖φ‖L2(νXn )), ∀f, ∀φ ∈ L2(ν
X
n ).
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Therefore, the functional gradient descent using ∇fL(f) directly optimizes L in L2(νXn ), but we
need a smoothing technique to guarantee the generalization ability because∇fL(f) contains no in-
formation regarding unseen data. That is, this method is meaningless for expected loss minimization
problems. In the gradient method for two-layer neural networks, the kernel smoothing technique is
essentially adopted for this purpose, as explained in the next section.
3 Brief Review of Functional Gradient Methods
Functional gradient methods have been mainly studied for gradient boosting [22, 23] and kernel
methods [24, 25, 26, 27, 28] in the machine learning community, but more recently it has been found
to be useful in explaining the behavior of gradient descent for two-layer neural networks [6, 7, 1, 2].
Indeed, our analysis is also heavily based on the functional gradient perspective of gradient descent.
Thus, we briefly review functional gradient methods.
In gradient boosting,∇fL(f) is approximated by finding a similar function in weak learners G:
φf ∈ argmax
φ∈G
〈∇fL(f), φ〉L2(νXn ) (2)
and gradient method in a function space is performed using a descent direction −φf . This approxi-
mation is nothing but a type of smoothing of functional gradients.
In kernel methods, this smoothing procedure is realized by using the kernel smoothing technique:
Tk∇fL(f) def= EνXn [∇fL(f)(X)k(X, ·)] =
1
n
n∑
i=1
∇fL(f)(xi)k(xi, ·), (3)
where k is a kernel function. We note that this kernel smoothing technique (3) is a special case of
gradient boosting (2) by considering the following equation:
Tk∇fL(f)
‖Tk∇fL(f)‖Hk
∈ argmax
‖φ‖Hk≤1
〈∇fL(f), φ〉L2(νXn ) ,
where (Hk, 〈, 〉Hk) is the reproducing Hilbert space associated with a kernel k. When this kernel
smoothing well approximates a functional gradient∇fL(f) and satisfies
〈∇fL(f), Tk∇fL(f)〉L2(νXn ) ≥ ∃µ‖∇fL(f)‖
2
L2(νXn )
, (4)
then the kernel-smoothed gradient descent f+ ← f −ηTk∇fL(f) performs like the pure functional
gradient descent, resulting in the global convergence property.
Recently, several studies [6, 7, 1, 2] have implicitly or explicitly pointed out that the gradient descent
for two-layer neural networks is essentially recognized as a kernel-smoothed functional gradient
method using neural tangent kernel [6] and have shown the global convergence of the gradient de-
scent method. In most of their proofs, the condition (4) is ensured by making a positivity assumption
on the Gram-matrix of the neural tangent kernel under over-parameterized settings.
In this work, we find out that a partially stronger but reasonable assumption is sufficient for this
purpose on binary classification tasks because the sign of each element of the functional gradient
to be measured by the Gram-matrix depends only on the corresponding binary label and there is
no need for the positive Gram-matrix. As a result, we can show a refined global convergence and
generalization ability using a much simpler analysis, even for less over-parameterized settings with
smooth activations, which is considered difficult in this context.
4 Global Convergence Analysis of the Gradient Method
We provide a convergence analysis of the gradient descent whose update rule is defined by
Θ(t+1) ← Θ(t) − η∇ΘL(Θ(t)), (5)
where∇ΘL(Θ(t)) = (∂θrL(Θ(t)))mr=1 and η > 0 is a constant learning rate. We make the following
assumption.
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Assumption 1.
(A1) Assume that supp(νX) ⊂ {x ∈ X | ‖x‖2 ≤ 1}. Let σ be C2-class function and assume that
there exist K1,K2 > 0 s.t. ‖σ′‖∞ ≤ K1 and ‖σ′′‖∞ ≤ K2.
(A2) A distribution µ0 on R
d used for the initialization of θr has a sub-Gaussian tail bound:
∃A, ∃b > 0 such that Pθ(0)∼µ0 [‖θ(0)‖2 ≥ t] ≤ A exp(−bt2).
(A3) Assume that the number of hidden units m ∈ Z+ is an even number. Constant parameters
(ar)
m
r=1 and parametersΘ
(0) = (θ
(0)
r )mr=1 are initialized symmetrically: ar = 1 for r ∈ {1, . . . , m2 },
ar = −1 for r ∈ {m2 + 1, . . . ,m}, and θ(0)r = θ(0)r+m2 for r ∈ {1, . . . ,
m
2 }, where the initial
parameters (θ
(0)
r )
m
2
r=1 are independently drawn from a distribution µ0.
(A4) Assume that there exist ρ > 0 and a measurable function v : Rd → {w ∈ Rd | ‖w‖2 ≤ 1}
such that the following inequality holds: for ∀(x, y) ∈ supp(ν) ⊂ X × Y ,
Eθ(0)∼µ0 [y∂θσ(θ
(0)⊤x)⊤v(θ(0))] ≥ ρ. (6)
We assumed that the left hand side of (6) is integrable.
Remark. Clearly, many activation functions such as sigmoid, tanh, and smooth approximations
to ReLU such as swish [29] satisfy assumption (A1). Typical distributions, including the Gaussian
distribution, satisfy (A2). The purpose of the symmetrized initialization (A3) is to bound the initial
value of the loss function L(Θ(0)) uniformly over the number of hidden units m. Indeed, this
initialization leads to fΘ(0)(x) = 0, resulting in L(Θ(0)) = log(2). As for assumption (A4), the
inequality (6) ensures perfect classification by the tangent model. That is, the transformed data
(∂θσ(θ
(0)⊤
r x), y) for (x, y) ∈ supp(ν) can be classified perfectly with a margin ρ in the infinite-
dimensional space by the weight: v(θ(0))dµ0. We remark that this assumption is not very restrictive
because of the universal approximation property of tangent models for many activations as discussed
later. Moreover, we note that we implicitly assume there is no noise in the conditional probabilities
ν(Y = 1|x) for x ∈ supp(νX) ⊂ X , where νX is the marginal distribution of ν on X . As a final
remark, we note that a similar perfectly classifiable assumption is also made in [8], on the two-layer
ReLU network rather than the tangent model.
Universal approximation property of tangent models. We consider the case where all feature
vectors have a common bias term: x = (x0, . . . , xd−1, s) ∈ X (s > 0 is a sufficiently small
constant for a bias term). In this case, the universal approximation property is confirmed by the fact
that tangent models include typical two-layer infinite-width neural networks with activation σ′. That
is, E[σ′(θ(0)
⊤
x)w(θ(0))] by setting v(θ(0)) = (0, . . . , 0, w(θ(0))), where w is a real-valued function.
Therefore, existing analyses on the universal approximation property of two-layer neural networks
with continuous bounded [30] and unbounded activations [31] are applicable to tangent models.
Theoretical comparison of kernel assumptions. In previous work [1, 2], positivity of the Gram-
matrix H∞
def
=
(
Eθ(0) [∂θσ(θ
(0)xi)
⊤∂θσ(θ(0)xj)]
)n
i,j=1
is assumed. We remark that assump-
tion (A4) is partially stronger than this positivity assumption. This is because for observations
(xi, yi)
n
i=1,∑n
i,j=1 yiH
∞
ij yj = Eθ(0)
[∥∥∑n
i=1 yi∂θσ(θ
(0)⊤xi)
∥∥2
2
]
≥ (Eθ(0) [∑ni=1 yi∂θσ(θ(0)⊤xi)⊤v(θ(0))])2 ,
assumption (A4) implies a positivity y⊤H∞y ≥ nρ2 for y = (yi/√n)ni=1. This provides signif-
icantly stronger positivity of H∞ along a direction of y than the minimum eigen-value of H∞.
A direction spanned by labels y is very restrictive, but (A4) is sufficient to ensure the global con-
vergence of the gradient descent for binary classification problems, as suggested by Proposition 2
because signs of elements of the functional gradient ∇fL(fΘ)(xi) = ∂ζ l(fΘ(xi), yi) to be mea-
sured byH∞ depend only on labels (yi)ni=1 while the signs depend on both the label yi and output
of fΘ(xi) in regression problems. As a result, a much better generalization bound can be obtained
for binary classification problems than previous results for regression problems.
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4.1 Main Results
We define the L1-norm of the functional gradient, which measures the convergence as
‖∇fL(fΘ)‖L1(νXn )
def
=
1
n
n∑
i=1
|∂ζ l(fΘ(xi), yi)| = 1
2n
n∑
i=1
|yi − 2pΘ(Y = 1 | xi) + 1|.
Here, ζ is the first variable of l, and pΘ(Y = 1 | x) = 11+exp(−fΘ(x)) is a conditional probability on
Y = 1, defined by fΘ. The following theorem is the key result to ensure the global convergence.
Theorem 2 (Global Convergence). Suppose Assumption 1 holds. SetK = K41 + 2K
2
1K2 +K
4
1K
2
2 .
For ∀β ∈ [0, 1), ∀δ ∈ (0, 1) and ∀m ∈ Z+ such that m ≥ 16K
2
1
ρ2 log
2n
δ , consider the gradient
descent (5) with a learning rate 0 < ∀η ≤ min
{
mβ, 4m
2β−1
K21+K2
}
and the number of iterations T ≤⌊
mρ2
32ηK22 log(2)
⌋
. Then, it follows that with probability at least 1− δ over the random initialization,
1
T
T−1∑
t=0
‖∇fL(fΘ(t))‖2L1(νXn ) ≤
16 log(2)
ρ2T
(
m2β−1
η
+K
)
. (7)
Through the definition of the L1-norm, this theorem yields a convergence rate of classification error.
Several constraints on η,m, and T create trade-offs among these hyper-parameters, but an arbitrary
small classification error can be achievable by appropriately setting η,m, and T . This trade-off
becomes more important when considering generalization bounds. The next theorem presents the
main result regarding the generalization ability of gradient descent.
Theorem 3 (Generalization Bound). Suppose Assumption 1 holds. SetK = K41+2K
2
1K2+K
4
1K
2
2 .
Fix ∀γ > 0. Under the same assumptions regarding m, η, and T in Theorem 2 with δ ∈ (0, 1),
consider the gradient descent (5). Then, there exists a uniform constant C > 0 and it follows that
with probability at least 1− 3δ over a random initialization and random choice of dataset S,
min
t∈{0,...,T−1}
P(X,Y )∼ν [Y fΘ(t)(X) ≤ 0] ≤
C(1 + exp(γ))
ρ
√
T
(
mβ−
1
2√
η
+
√
K
)
+ 3
√
log(2/δ)
2n
+ Cγ−1m
1
2−β
√
ηT (1 +K1 +K2)
√
d
n
log (n(1 +K1 +K2)(log(m/δ) + ηT )). (8)
This theorem states that an expected classification error smaller than the upper bound in inequality
(8) can be obtained by the gradient descent within T -iterations with high probability. There are
several choices for η,m, and T to achieve a desired precision ǫ of the expected classification error.
The next corollary provides a concrete choice for these hyper-parameters.
Corollary 1. Suppose the same assumptions as in Theorem 3 hold. If for any ǫ, δ > 0, hyper-
parameters satisfy
β ∈ [0, 1), m = Ω(ρ −21−β ǫ −11−β ), T = Ω(ρ−2ǫ−2), η = Θ(ρ−2ǫ−2T−1m2β−1), n = Ω˜(ρ−2ǫ−4),
then with probability at least 1 − δ, the gradient descent (5) with learning rate η finds a parameter
Θ(t) satisfying P(X,Y )∼ν [Y fΘ(t)(X) ≤ 0] ≤ ǫ within T -iterations.
This corollary can be immediately proven by substituting concrete values of β,m, T, η, and n into
the right hand side of inequality (8) and checking that this hyper-parameter setting satisfies the
conditions required in Theorem 3. The Landau notations are applied with respect to ǫ, ρ→ 0.
Corollary 1 states that an expected ǫ-classification error is achieved by the gradient descent within
O(1/ǫ2)-iterations when the transformed data distribution by (∂θ(θ
(0)⊤
r ·))θ∼µ0 can be perfectly
classified in the infinite-dimensional space L2(µ0) under the L∞-constraint with a sufficient margin
ρ. Compared to the result in [8] that also derived a generalization bound by making a similar
assumption of the perfect classification by a two-layer ReLU network rather than the tangent model,
our result has much better dependency on the network width and can explain the generalization
ability for a much wider class of over-parameterized two-layer networks, as demonstrated in Table
1. To reduce the network width, the best choice of β ∈ [0, 1) is β = 0 from Corollary 1, but we note
that an arbitrary large width is also covered by this result.
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4.2 Proof Sketch
In this subsection, we provide a proof sketch of Theorem 2 and 3 to clarify the basic strategies of
the proofs. Missing proofs can be found in the Appendix.
Global convergence. We first introduce two important propositions which connects gradient meth-
ods with functional gradient methods. The following proposition states that gradient descent meth-
ods become similar to kernel smoothed gradient methods by the neural tangent kernel when a pa-
rameter Θ is sufficiently close to a stationary point and a learning rate η is sufficiently small.
Proposition 1. Suppose Assumption (A1) holds and β ∈ [0, 1). We set Θ+ = Θ − η∇ΘL(Θ) and
K = K21 + 2K2 +K
2
1K
2
2 . If η ≤ mβ , then∣∣∣L(fΘ+)− (L(fΘ)− η 〈∇fL(fΘ), TkΘ∇fL(fΘ)〉L2(νXn )
)∣∣∣ ≤ η2K
2m2β−1
‖∇ΘL(Θ)‖22.
The next proposition states that kernel smoothed gradients have comparable optimization ability to
pure functional gradients in terms of the L1-norm around an initial parameter Θ
(0). We introduce
the ‖ · ‖2,1-norm in the parameter space Θ = (θr)mr=1 as ‖Θ‖2,1 def=
∑m
r=1 ‖θr‖2.
Proposition 2. Suppose Assumption 1 holds. For ∀δ ∈ (0, 1) and ∀m ∈ Z+, such that
m ≥ 16K21ρ2 log 2nδ , the following statement holds with probability at least 1 − δ over the random
initialization of Θ(0) = (θ
(0)
r )mr=1. If ‖Θ−Θ(0)‖2,1 ≤ mρ4K2 , then
〈∇fL(fΘ), TkΘ∇fL(fΘ)〉L2(νXn ) ≥
ρ2
16m2β−1
‖∇fL(fΘ)‖2L1(νXn ).
This proposition is specialized to binary classification problems because the positivity of the Gram-
matrix is needed for regression problems in order to make a similar statement as discussed earlier.
We specify the possible number of iterations of gradient descent (5) such thatΘ(t) can remain in the
neighborhood: {Θ | ‖Θ−Θ(0)‖2 ≤
√
mρ
4K2
} ⊂ {Θ | ‖Θ−Θ(0)‖2,1 ≤ mρ4K2 }.
Proposition 3. Suppose Assumption (A1) and (A3) hold. Consider gradient descent (5) with learn-
ing rate 0 < η < 4m
2β−1
K21+K2
and the number of iterations T ∈ Z+. Then,
1
T
T−1∑
t=0
‖∇ΘL(Θ(t))‖22 ≤
2
ηT
log(2). (9)
Especially, we get ‖Θ(T )−Θ(0)‖2 ≤
√
2ηT log(2). As a result, gradient descent can be performed
for
⌊
mρ2
32ηK22 log(2)
⌋
-iterations within {Θ | ‖Θ−Θ(0)‖2 ≤
√
mρ
4K2
} ⊂ {Θ | ‖Θ−Θ(0)‖2,1 ≤ mρ4K2 }.
From Proposition 1, 2, and 3, we notice that the gradient descent for L(Θ) performs like a pure func-
tional gradient descent up to O
(
mρ2
η
)
-iterations, resulting in significant decrease of loss functions.
We next provide the proof of Theorem 2 based on this idea.
Proof of Theorem 2. From Proposition 3, the assumption in Proposition 2 regarding Θ is satisfied.
Thus, Proposition 1 and 2 state that for t ∈ {0, . . . , T − 1},
L(fΘ(t+1)) ≤ L(fΘ(t))−
ηρ2
16m2β−1
‖∇fL(fΘ(t))‖2L1(νXn ) +
η2K
2m2β−1
‖∇ΘL(Θ(t))‖22.
Summing this inequality over t ∈ {0, . . . , T − 1} and multiplying by 4m2β−1ηρ2T , we have
1
T
T−1∑
t=0
‖∇fL(fΘ(t))‖2L1(νXn ) ≤
16m2β−1
ηρ2T
L(fΘ(0)) +
8ηK
ρ2T
T−1∑
t=0
‖∇ΘL(Θ(t))‖22.
Applying L(Θ(0)) = log(2) and inequality (9), we complete the proof.
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Generalization bound. A generalization bound can be derived by utilizing the standard analysis
of the Rademacher complexity [32]. We here introduce a function class to be measured by the
Rademacher complexity. Let lγ(v) (γ > 0) be the ramp loss:
lγ(v)
def
=
{
1 (v < 0),
1− v/γ (0 ≤ v ≤ γ),
0 (v > γ).
Then, a class of all possible ramp losses over X × Y attained by the gradient descent (5) up to
T -iterations is defined as follows: Ωη,m,T
def
=
{
Θ | ‖Θ−Θ(0)‖2 ≤
√
2ηT log(2)
}
,
Fγη,m,T
def
= {lγ(yfΘ(x)) : X × Y → [0, 1] | Θ ∈ Ωη,m,T } .
For a given dataset S = (xi, yi)
n
i=1, the Rademacher complexity is defined by ℜ(Fγη,m,T |S)
def
=
n−1E[suph∈Fγ
η,m,T
∑n
i=1 ǫih(xi, yi)], where the expectation is taken over the Rademacher random
variables (ǫi)
n
i=1 which are i.i.d. with probabilities P[ǫi = 1] = P[ǫi = −1] = 0.5. The following
well-known result [32, 33, 34] provides a bound on the expected classification error based on the
empirical margin distribution and the Rademacher complexity. The empirical margin distribution
for S is defined as the ratio of examples satisfying yifΘ(xi) ≤ γ in S.
Lemma 1 ([32, 33, 34]). Let ∀n ∈ Z+, ∀γ > 0, ∀η > 0, ∀m ∈ Z+, ∀T ∈ Z+, and ∀δ ∈ (0, 1).
Then, with probability at least 1 − δ over the random choice of S of size n, every Θ ∈ Ωη,m,T
satisfies
P(X,Y )∼ν [Y fΘ(X) ≤ 0] ≤ P(X,Y )∼νn [Y fΘ(X) ≤ γ] + 2ℜ(Fγη,m,T |S) + 3
√
(2n)−1 log(2/δ).
(10)
To instantiate this bound, we have to provide upper bounds on the empirical margin distribution and
the Rademacher complexity. We first give a bound on the Rademacher complexity.
Proposition 4. Suppose Assumption (A1) and (A2) hold. Let ∀γ > 0, ∀η > 0, ∀m ∈ Z+, ∀T ∈ Z+,
∀δ ∈ (0, 1), and ∀S be examples of size n. Then, there exists a uniform constant C > 0 such that
with probability at least 1− δ with respect to the initialization of Θ(0),
ℜ(Fγη,m,T |S) ≤ Cγ−1m
1
2−β
√
ηT (1 +K1 +K2)
√
d
n
log (n(1 +K1 +K2)(log(m/δ) + ηT )).
Proof of Theorem 3. We prove this theorem by instantiating inequality (10). Let (Θ(t))T−1t=0 be a
sequence obtained by the gradient descent (5). Because (Θ(t))T−1t=0 is contained in Ωη,m,T , as indi-
cated in Proposition 3, inequality (10) holds for this sequence. As for the Rademacher complexity
in (10), we can utilize Proposition 4. Thus, the resulting problem is to prove the convergence of the
empirical margin distribution: P(X,Y )∼νn [Y fΘ(t)(X) ≤ γ]. We here give its upper-bound below.
0.5 |yi − 2pΘ(Y = 1|xi) + 1| ≥ (1 + exp(γ))−1 ⇐⇒ yifΘ(xi) ≤ γ.
Therefore, from Markov’s inequality,
P(X,Y )∼νn [Y fΘ(t)(X) ≤ γ] = P(X′,Y ′)∼νn
[
1
2
|Y ′ − 2pΘ(Y = 1|X ′) + 1| ≥ 1
1 + exp(γ)
]
≤ (1 + exp(γ))‖∇fL(fΘ)‖L1(νXn ).
Combining this inequality with Lemma 1, then for ∀t ∈ {0, . . . , T − 1},
P(X,Y )∼ν [Y fΘ(t)(X) ≤ 0] ≤ (1 + exp(γ))‖∇fL(fΘ(t))‖L1(νXn ) + 2ℜ(F
γ
η,m,T |S) + 3
√
log(2/δ)
2n
.
Noting that η,m, and T satisfy the conditions in Theorem 2, we can complete the proof by taking
the average over t ∈ {0, . . . , T − 1} and applying Proposition 4 and Theorem 2.
8
5 Conclusion
In this paper, we have provided refined global convergence and generalization analyses of the gradi-
ent descent for two-layer neural networks with smooth activations on binary classification problems.
The key in our analysis is a perfectly classifiable assumption by a tangent model, which is partially
stronger but more reasonable than that used in previous studies, resulting in theoretical justification
for a wider class of over-parameterized networks. However, our theory is restricted to deterministic
gradient descent and two-layer networks; hence, its possible extension to stochastic gradient descent
and deep neural networks is also interesting. Another possible future study is to relax the positiv-
ity assumption on the Gram-matrix for regression problems by utilizing our theory and conducting
further investigation of the trajectory of the gradient descent such as the shortest pass analysis [35].
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Appendix
A Auxiliary Results
In this section, we introduce several existing results for proving our statements. We first describe
the Hoeffding’s inequality.
Lemma A (Hoeffding’s inequality). Let Z,Z1, . . . , Zm be i.i.d. random variables taking values in
[−a, a] for a > 0. Then, for any ǫ > 0, we get
P
[∣∣∣∣∣ 1m
m∑
r=1
Zr − E[Z]
∣∣∣∣∣ > ǫ
]
≤ 2 exp
(
− ǫ
2m
2a2
)
.
We here define the covering number as follows.
Definition A (Covering Number). Let (V, ‖ · ‖) a metric space. A subset Uˆ ⊂ V is called an ǫ-
(proper) cover of V if for ∀v ∈ V , there exists v′ ∈ Uˆ such that ‖v − v′‖ < ǫ. Then, ǫ-covering
numberN (V, ǫ, ‖ · ‖) of V is defined as the cardinally of the smallest ǫ-cover of V , that is,
N (V, ǫ, ‖ · ‖) def= min{|Uˆ | | Uˆ is an ǫ-cover of V }.
The following lemma provide a bound on the Rademacher complexity by Dudley’s integral. For a
real-valued function class F over X and a subset X = (xi)ni=1, F|X is defined as {(h(xi))ni=1 ∈
R
n | h ∈ F} ⊂ Rn, and F|X can be equipped with ‖ · ‖∞-norm overX .
Lemma B ([36]). Let F be a class of real-valued functions taking values in [0, 1] from X and
assume 0 ∈ F . For examples ∀X = (xi)ni=1 of size n, we get
ℜ(F|X) inf
α>0
(
4α+
12√
n
∫ 1
α
√
log(N (F|X , ǫ, ‖ · ‖∞))dǫ
)
.
Note that we reformulate the statement in Lemma B from ‖ · ‖2-covering to ‖ · ‖∞-covering.
B Proofs for Global Convergence
B. 1 Proof of Proposition 1
Proof of Proposition 1. We first show the smoothness of fΘ(x) with respect to Θ for ∀x ∈ X ,
(‖x‖2 ≤ 1). Noting that ∇2ΘfΘ(x) = diag
(
1
mβ arσ
′′(θ⊤r x)xx
⊤)m
r=1
, we get for τ = (τr)
m
r=1 such
that
∑m
r=1 ‖τr‖22 = 1 (τr ∈ Rd),
∣∣τ⊤∇2ΘfΘ(x)τ ∣∣ =
∣∣∣∣∣
m∑
r=1
τ⊤r ∂
2
θrfΘ(x)τr
∣∣∣∣∣
≤ 1
mβ
m∑
r=1
∣∣σ′′(θ⊤r x)∣∣ ∣∣τ⊤r x∣∣2
≤ K2
mβ
m∑
r=1
‖τr‖22
=
K2
mβ
.
This means that for τ = (τr)
m
r=1, (τr ∈ Rd),∣∣fΘ+τ (x) − (fΘ(x) +∇ΘfΘ(x)⊤τ)∣∣ ≤ K2
mβ
‖τ‖22 =
K2
mβ
m∑
r=1
‖τr‖22. (11)
Let us define gx(τ) as the second-order term of Taylor’s expansion of fΘ(x) with respect to Θ:
fΘ+τ (x) = fΘ(x) +∇ΘfΘ(x)⊤τ + gx(τ).
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From the inequality (11), we have |gx(τ)| ≤ K2‖τ‖
2
2
mβ
. Then, by the smoothness of l(ζ, y) with
respect to ζ and |∂2ζ l(ζ, y)| ≤ 1/4, we get∣∣∣l(fΘ+τ(x), y) − (l(fΘ(x), y)+∂ζ l(fΘ(x), y)(∇ΘfΘ(x)⊤τ + gx(τ)))∣∣∣
≤ 1
4
∣∣∇ΘfΘ(x)⊤τ + gx(τ)∣∣2
≤ 1
2
(
‖∇ΘfΘ(x)‖22 +
K22‖τ‖22
m2β
)
‖τ‖22.
By the triangle inequality, we get
|l(fΘ+τ(x), y) −
(
l(fΘ(x), y) + ∂ζ l(fΘ(x), y)∇ΘfΘ(x)⊤τ
) |
≤ |∂ζ l(fΘ(x), y)gx(τ)| + 1
2
(
‖∇ΘfΘ(x)‖22 +
K22‖τ‖22
m2β
)
‖τ‖22
≤ 1
2
(
‖∇ΘfΘ(x)‖22 +
2K2
mβ
+
K22‖τ‖22
m2β
)
‖τ‖22
≤ 1
2
(
K21
m2β−1
+
2K2
mβ
+
K22‖τ‖22
m2β
)
‖τ‖22, (12)
where for the second inequality, we used |∂ζ l(ζ, y)| ≤ 1 and for the last inequality, we used
‖∇ΘfΘ(x)‖22 =
m∑
r=1
∥∥∥∥ 1mβ σ′(θ⊤r x)x
∥∥∥∥
2
2
≤
m∑
r=1
1
m2β
|σ′(θ⊤r x)|22 ≤
K21
m2β−1
.
We here set τ = −η∇ΘL(Θ). The right hand side of (12) is upper bounded by
1
2
(
K21
m2β−1
+
2K2
mβ
+
η2K21K
2
2
m4β−1
)
‖τ‖22.
because
‖∇ΘL(Θ)‖22 =
m∑
r=1
‖∂θrL(Θ)‖22
=
m∑
r=1
∥∥∥∥∥ 1n
n∑
i=1
∂ζ l(fΘ(xi), yi)∂θrfΘ(xi)
∥∥∥∥∥
2
2
≤
m∑
r=1
(
1
n
n∑
i=1
|∂ζ l(fΘ(xi), yi)|‖∂θrfΘ(xi)‖2
)2
≤
(
1
n
n∑
i=1
|∂ζ l(fΘ(xi), yi)|
)2 m∑
r=1
(
max
j∈{1,...,n}
‖∂θrfΘ(xj)‖2
)2
= ‖∇fL(fΘ)‖2L1(νXn )
m∑
r=1
(
max
j∈{1,...,n}
1
mβ
|σ′(θ⊤r xj)|‖xj‖2
)2
≤ ‖∇fL(fΘ)‖2L1(νXn )m
1−2βK21
≤ m1−2βK21 . (13)
Therefore, we get
|l(fΘ+τ (x), y)−
(
l(fΘ(x), y) − η∂ζ l(fΘ(x), y)∇ΘfΘ(x)⊤∇ΘL(Θ)
) |
≤ 1
2
(
K21
m2β−1
+
2K2
mβ
+
η2K21K
2
2
m4β−1
)
η2‖∇ΘL(Θ)‖22
≤ 1
2m2β−1
(
K21 + 2K2 +K
2
1K
2
2
)
η2‖∇ΘL(Θ)‖22, (14)
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where we used β ∈ [0, 1) and η ≤ mβ for the last inequality.
Noting that from the definition of kernel smoothing of functional gradients (3), we see
∇ΘfΘ(x)⊤∇ΘL(Θ) = ∇ΘfΘ(x)⊤
(
1
n
n∑
i=1
∂ζ l(fΘ(xi), yi)∇ΘfΘ(xi)
)
= TkΘ∇fL(fΘ)(x).
Therefore, by taking the expectation of (14) according to the empirical distribution νn, we get∣∣∣L(fΘ+τ )− (L(fΘ)− η 〈∇fL(fΘ), TkΘ∇fL(fΘ)〉L2(νXn )
)∣∣∣
≤ η
2
2m2β−1
(
K21 + 2K2 +K
2
1K
2
2
) ‖∇ΘL(Θ)‖22.
B. 2 Proof of Proposition 2
Proof of Proposition 2. Set Zr,i
def
= yi∂θσ(θ
(0)
r xi)
⊤v(θ(0)r ). We find clearly |Zr,i| ≤ K1 from
Assumption 1. By applying Hoeffding’s inequality to Zr,i for each i ∈ {1, . . . , n} and taking an
union bound, we have
PΘ(0)

 max
i∈{1,...,n}
∣∣∣∣∣∣
2
m
m/2∑
r=1
Zr,i − Eθ(0)r [Zr,i]
∣∣∣∣∣∣ >
ρ
2

 ≤ 2n exp(− ρ2m
16K21
)
.
In other words, sincem ≥ 16K21ρ2 log 2nδ , we have with probability 1− δ,
max
i∈{1,...,n}
∣∣∣∣∣∣
2
m
m/2∑
r=1
Zr,i − Eθ(0)r [Zr,i]
∣∣∣∣∣∣ ≤
ρ
2
.
Therefore, using Assumption 1 (A4) and notingΘ(0) = (θr)
m
r=1 is symmetrically initialized, we get
with probability 1− δ for ∀i ∈ {1, . . . , n},
1
m
m∑
r=1
yi∂θσ(θ
(0)
r xi)
⊤v(θ(0)r ) ≥
ρ
2
.
In the following proof, we assume Θ(0) = (θ
(0)
r )mr=1 satisfies this inequality. We get from the
K2-Lipschitz continuity of σ
′ that for Θ = (θr)mr=1 satisfying ‖Θ−Θ(0)‖2,1 ≤ mρ4K2 ,∣∣∣∣∣ 1m
m∑
r=1
yiσ
′(θ⊤r xi)x
⊤
i v(θ
(0)
r )−
1
m
m∑
r=1
yiσ
′(θ(0)⊤r xi)x
⊤
i v(θ
(0)
r )
∣∣∣∣∣
≤ 1
m
m∑
r=1
∣∣∣yix⊤i vr(θ(0)r )(σ′(θ⊤r xi)− σ′(θ(0)⊤r xi))∣∣∣
≤ 1
m
m∑
r=1
K2|(θr − θ(0)r )⊤xi|
≤ K2
m
‖Θ−Θ(0)‖2,1
≤ ρ
4
.
This means that there exists (vr)
m
r=1 such that ‖vr‖2 ≤ 1 (∀r ∈ {1, . . . ,m}) and for ∀Θ = (θr)mr=1
satisfying ‖Θ−Θ(0)‖2,1 ≤ mρ4K2 ,
1
m
m∑
r=1
yi∂θσ(θ
⊤
r xi)
⊤vr ≥ ρ
4
, ∀i ∈ {1, . . . , n}.
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Then, we get the following bound: for ∀(αi)ni=1 (αi ∈ (0, 1)),
1
m
n∑
i=1
m∑
r=1
yiαi∂θσ(θ
⊤
r xi)
⊤vr =
1
m
n∑
i=1
αi
m∑
r=1
yi∂θσ(θ
⊤
r xi)
⊤vr ≥ ρ
4
n∑
i=1
αi > 0. (15)
Noting that ∇fL(fΘ)(xi) = −yi1+exp(yifΘ(xi)) , we get
〈∇fL(fΘ), TkΘ∇fL(fΘ)〉L2(νXn ) =
1
n2
n∑
i,j=1
kΘ(xi, xj)∇fL(fΘ)(xi)∇fL(fΘ)(xj)
=
1
n2
∥∥∥∥∥
n∑
i=1
∇fL(fΘ)(xi)∇ΘfΘ(xi)
∥∥∥∥∥
2
2
=
1
n2
m∑
r=1
∥∥∥∥∥
n∑
i=1
∇fL(fΘ)(xi)∂θrfΘ(xi)
∥∥∥∥∥
2
2
=
1
n2
m∑
r=1
∥∥∥∥∥ 1mβ
n∑
i=1
∇fL(fΘ)(xi)∂θσ(θ⊤r xi)
∥∥∥∥∥
2
2
≥ 1
n2
m∑
r=1
(
1
mβ
n∑
i=1
∇fL(fΘ)(xi)∂θσ(θ⊤r xi)⊤vr
)2
≥ m
n2
(
1
m1+β
n∑
i=1
m∑
r=1
∇fL(fΘ)(xi)∂θσ(θ⊤r xi)⊤vr
)2
≥ m
1−2βρ2
16n2
(
n∑
i=1
1
1 + exp(yifΘ(xi))
)2
,
where we used ‖vr‖2 ≤ 1 for the first inequality, the convexity of ‖ · ‖22 for the second inequality,
and (15) for the last inequality. We can find that this inequality finishes the proof because
1
1 + exp(fΘ(xi)yi)
=
1
2
|yi − 2pΘ(Y = 1 | xi) + 1| .
B. 3 Proof of Proposition 3
The proof of Proposition 3 is based on the traditional convergence analysis of gradient descent for
smooth objective functions in finite-dimensional space.
Proof of Proposition 3. We first specify the smoothness of the logistic loss function. We set φ(v) =
log(1 + exp(−v)) and l(y, fΘ(x)) = φ(yfΘ(x)). By the simple calculation, we get that for r, s ∈
{1, . . . ,m},
∂2
∂θr∂θs
l(y, fΘ(x)) = φ
′′(yfΘ(x))
aras
m2β
σ′(θ⊤r x)σ
′(θ⊤s x)xx
⊤
+ 1[r = s]
y
mβ
φ′(yfΘ(x))arσ′′(θ⊤r x)xx
⊤.
Noting that ‖φ′‖∞ ≤ 1 and ‖φ′′‖∞ ≤ 14 , we can see that the maximum eigen-value of
(∂2l(y, fΘ(x))/∂θr∂θs)
m
r,s=1 is upper bounded by
M
def
=
1
4m2β−1
(K21 +K2).
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Indeed, for v = (vr)
m
r=1 such that
∑m
r=1 ‖vr‖2 ≤ 1, (vr ∈ Rd), we have
m∑
r,s=1
v⊤r
∂2l(y, fΘ(x))
∂θr∂θs
vs =
φ′′(yfΘ(x))
m2β
(
m∑
r=1
arσ
′(θ⊤r x)v
⊤
r x
)2
+
y
mβ
φ′(yfΘ(x))
m∑
r=1
arσ
′′(θ⊤r x)(v
⊤
r x)
2
≤ K
2
1
4m2β
(
m∑
r=1
‖vr‖2
)2
+
K2
mβ
m∑
r=1
‖vr‖22
≤ K
2
1
4m2β
(√
m‖v‖2
)2
+
K2
mβ
≤ K
2
1
4m2β−1
+
K2
mβ
≤ 1
4m2β−1
(K21 +K2).
Therefore, the loss function L(Θ) isM -Lipschitz smooth with respect to Θ, that is, for
L(Θ′) ≤ L(Θ) + 〈∇L(Θ),Θ′ −Θ〉2 +
M
2
‖Θ′ −Θ‖22.
Plugging Θ = Θ(t) and Θ′ = Θ(t+1) = Θ− η∇ΘL(Θ(t)) into this inequality, we get
L(Θ(t+1)) ≤ L(Θ(t))− η
(
1− ηM
2
)
‖∇L(Θ(t))‖22
≤ L(Θ(t))− η
2
‖∇L(Θ(t))‖22,
where we used η ≤ 1/M for the last inequality. By summing this inequality over t ∈ {0, . . . , T −1}
and multiplying by 2ηT , we get
1
T
T−1∑
t=0
‖∇L(Θ(t))‖22 ≤
2
ηT
L(Θ(0)) = 2
ηT
log(2), (16)
where we used L(Θ(0)) = log(2). Therefore, we have that from equation (16),
‖Θ(t) −Θ(0)‖2 ≤ η
T−1∑
t=0
∥∥∥∇ΘL(Θ(t))∥∥∥
2
≤ η
√
T
√√√√T−1∑
t=0
∥∥∇ΘL(Θ(t))∥∥22
≤
√
2ηT log(2).
The last statement of Proposition 3 immediately follows from this and the following inequality.
‖Θ(t) −Θ(0)‖2,1 =
m∑
r=1
‖θ(t)r − θ(0)r ‖2
≤ √m
√√√√ m∑
r=1
‖θ(t)r − θ(0)r ‖22
=
√
m‖Θ(t) −Θ(0)‖2.
C Proofs for Generalization Bounds
Proof of Proposition 4. In this proof, we denote F = Fγη,m,T and Ω = Ωη,m,T for simplicity. We
define Fy def= {h(·, y) : X → [0, 1] | h ∈ F}. Then, for a given dataset S = (xi, yi)ni=1, we notice
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that ℜ(F|S) ≤ ℜ(F1|X) + ℜ(F−1|X), whereX = (xi)ni=1. Thus, it is enough to provide an upper
bound on ℜ(F1|X) because a bound on the other complexity can be also derived in the same way.
We first give a uniform high probability bound on the initialization ‖θr‖2 for ∀r ∈ {1, . . . ,m}. We
get from (A2), for t > 0,
P
[
max
r∈{1,...,m}
‖θr‖2 ≥ t
]
≤
m∑
r=1
P [‖θr‖2 ≥ t] ≤ mA exp(−bt2).
Thus, by choosing t so that δ = mA exp(−bt2), we confirm that with probability at least 1− δ,
max
r∈{1,...,m}
‖θr‖2 ≤ R def=
√
1
b
log
(
mA
δ
)
.
We introduce several notations. Fix R0 > 0. We denote θ = (θ, θ
′) ∈ R2d, (θ, θ′ ∈ Rd) and, define
for θ,
gθ(x)
def
=
σ(θ⊤x)− σ(θ′⊤x)
‖θ − θ′‖2 .
When θ = θ′, we define gθ(x) = 0. From the Lipschitz continuity of σ, the range of gθ is [−K1,K1].
Moreover, we define
Ω
def
= {θ ∈ R2d | ‖θ‖2, ‖θ′‖2 ≤ R+
√
2ηT log(2), ‖θ − θ′‖2 ≤
√
2ηT log(2)},
Ω+
def
= {θ ∈ Ω | R0 < ‖θ − θ′‖2 ≤
√
2ηT log(2)},
Ω−
def
= {θ ∈ Ω | ‖θ − θ′‖2 ≤ R0},
G+ def=
{
gθ : X → [−K1,K1] | θ ∈ Ω+
}
,
G− def=
{
gθ : X → [−K1,K1] | θ ∈ Ω−
}
,
H def= {fΘ : X → R | Θ ∈ Ω}.
Clearly, we see
Ω = Ω− ∪ Ω+ and
{
gθ | θ ∈ Ω
}
= G− ∪ G+.
From the Lipschitz continuity of lγ , we find ℜ(F1|X) ≤ γ−1ℜ(H|X).
We now derive an upper bound on the Rademacher complexity. Set CM
def
= m
1
2−β
√
2ηT log(2).
ℜ(H|X) = 1
n
E
[
sup
Θ∈Ω
n∑
i=1
ǫifΘ(xi)
]
=
1
n
E
[
sup
Θ∈Ω
n∑
i=1
ǫi(fΘ(xi)− fΘ(0)(xi))
]
=
1
n
E
[
sup
Θ∈Ω
n∑
i=1
ǫi
1
mβ
m∑
r=1
ar
(
σ(θ⊤r xi)− σ(θ(0)⊤r xi)
)]
=
CM
n
E
[
sup
Θ∈Ω
n∑
i=1
ǫi
m∑
r=1
‖θr − θ(0)r ‖2
CMmβ
ar
σ(θ⊤r xi)− σ(θ(0)⊤r xi)
‖θr − θ(0)r ‖2
]
, (17)
where we used the fact that fΘ(0)(xi) is a constant in the expectation for the second equality.
Since, for Θ ∈ Ω,
m∑
r=1
‖θr − θ(0)r ‖2
CMmβ
≤ m
1
2−β‖Θ−Θ(0)‖2
CM
≤ 1,
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equation (17) can be upper-bounded by the Rademacher complexity of the convex hull. Hence,
ℜ(H|X) ≤ CM
n
E

 sup
Θ∈Ω∑m
r=1 br≤1,br∈[0,1]
n∑
i=1
ǫi
m∑
r=1
brar
σ(θ⊤r xi)− σ(θ(0)⊤r xi)
‖θr − θ(0)r ‖2


≤ CM
n
E

 sup
(θr,θ
′
r)
m
r=1∈Ω
m
∑m
r=1 br≤1,br∈[0,1]
n∑
i=1
ǫi
m∑
r=1
br
σ(θ⊤r xi)− σ(θ
′⊤
r xi)
‖θr − θ′r‖2


=
CM
n
E
[
sup
(θ,θ′)∈Ω
n∑
i=1
ǫi
σ(θ⊤xi)− σ(θ′⊤xi)
‖θ − θ′‖2
]
=
CM
n
E
[
sup
θ∈Ω
n∑
i=1
ǫigθ(xi)
]
≤ CM
n
E
[
sup
g∈G−
n∑
i=1
ǫig(xi) + sup
g∈G+
n∑
i=1
ǫig(xi)
]
= CM (ℜ(G−|X) + ℜ(G+|X)) . (18)
We used that for Θ ∈ Ω, (θr, θ(0)r ) ∈ Ω (∀r ∈ {1, . . . ,m}) because ‖Θ− Θ(0)‖2 ≤
√
2ηT log(2).
Moreover, the term ar disappeared by the symmetry. We used the fact that the convex hull of a
hypothesis class does not increase the Rademacher complexity for the first equality.
We next derive an upper bound on the Rademacher complexityℜ(G+|X) through the covering num-
ber N (G+|X , ǫ, ‖ · ‖∞) and Lemma B. To this end, we investigate the sensitivity of ‖gθ‖∞ with
respect to θ as follows.
Let θ1 = (θ1, θ
′
1) ∈ Ω+ and θ2 = (θ2, θ′2) ∈ Ω+ be parameters such that
‖θ1 − θ2‖2 =
√
‖θ1 − θ2‖22 + ‖θ′1 − θ′2‖22 ≤ ǫ.
This leads to
‖θ1 − θ2‖2, ‖θ′1 − θ′2‖2 ≤ ǫ and |‖θ1 − θ′1‖2 − ‖θ2 − θ′2‖2| ≤ 2ǫ.
We get from these inequalities that for ‖x‖2 ≤ 1,
|gθ1(x) − gθ2(x)| =
∣∣∣‖θ2 − θ′2‖2(σ(θ⊤1 x)− σ(θ′⊤1 x))− ‖θ1 − θ′1‖2(σ(θ⊤2 x)− σ(θ′⊤2 x))∣∣∣
‖θ1 − θ′1‖2‖θ2 − θ′2‖2
≤
∣∣∣(‖θ2 − θ′2‖2 − ‖θ1 − θ′1‖2)(σ(θ⊤1 x)− σ(θ′⊤1 x))∣∣∣
‖θ1 − θ′1‖2‖θ2 − θ′2‖2
+
∣∣∣‖θ1 − θ′1‖2(σ(θ⊤1 x)− σ(θ′⊤1 x)− σ(θ⊤2 x) + σ(θ′⊤2 x))∣∣∣
‖θ1 − θ′1‖2‖θ2 − θ′2‖2
≤ 4
√
2 log(2)ηT ǫK1
R20
.
Thus, if ‖θ1 − θ2‖2 ≤ ǫ for θ1, θ2 ∈ Ω+, then ‖gθ1 − gθ2‖∞ ≤ 4
√
2 log(2)ηT ǫK1/R
2
0. Since,
G+ ⊂ {gθ | ‖θ‖2 ≤ 2R+ 2
√
2 log(2)ηT , θ ∈ R2d},
we get for the unit-ball B1 ⊂ R2d with respect to ‖ · ‖2,
N (G+|X , ǫ, ‖ · ‖∞) ≤ Cd1N
(
B1,
R20ǫ
K1(R
√
ηT + ηT )
, ‖ · ‖2
)
,
where C1 > 0 is a uniform constant. Hence,
logN (G+|X , ǫ, ‖ · ‖∞) ≤ O
(
d log
(
1 +
K1(R
√
ηT + ηT )
R20ǫ
))
.
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Applying Lemma B with α = K1/
√
n, we obtain
ℜ(G+|X) = O
(
K1
√
d
n
log
(
1 +
√
n(R
√
ηT + ηT )
R20
))
. (19)
We next evaluate ℜ(G−|X) by using a linear approximation. Since |σ′′(·)| ≤ K2, we get
|σ(θ′⊤x)− σ(θ⊤x) − σ′(θ⊤x)(θ′ − θ)⊤x| ≤ K2‖θ′ − θ‖22.
Therefore, we get for θ = (θ, θ′) ∈ Ω−,∣∣∣∣gθ(x)− σ′(θ⊤x)(θ′ − θ)⊤x‖θ − θ′‖2
∣∣∣∣ ≤ K2‖θ − θ′‖2 ≤ K2R0.
From this approximation, the Rademacher complexity can be bounded as follows.
ℜ(G−|X) ≤ K2R0 + 1
n
E
[
sup
θ∈Ω−
n∑
i=1
ǫi
σ′(θ⊤xi)(θ′ − θ)⊤xi
‖θ − θ′‖2
]
≤ K2R0 + 1
n
E

 sup
‖θ‖2≤R+
√
2 log(2)ηT ,
‖w‖2≤1
n∑
i=1
ǫiσ
′(θ⊤xi)w⊤xi

 .
When
√‖θ1 − θ2‖22 + ‖w1 − w2‖22 ≤ ǫ for ‖θi‖2 ≤ R +√2 log(2)ηT and ‖wi‖2 ≤ 1, we get for‖x‖2 ≤ 1,
|σ′(θ⊤1 x)w⊤1 x− σ′(θ⊤2 x)w⊤2 x| ≤ |(σ′(θ⊤1 x)− σ′(θ⊤2 x))w⊤1 x|+ |σ′(θ⊤2 x)(w1 − w2)⊤x|
≤ (K1 +K2)ǫ.
We set
G′− def= {x→ σ′(θ⊤x)w⊤x | ‖θ‖2 ≤ R+
√
2 log(2)ηT , ‖w‖2 ≤ 1}.
Therefore, by the same argument as the case of G+, the following bound holds.
N (G′−|X , ǫ, ‖ · ‖∞) ≤ Cd2N
(
B1,
ǫ
(K1 +K2)(R+
√
ηT )
, ‖ · ‖2
)
,
where C2 > 0 is a uniform constant. Hence,
logN (G′−|X , ǫ, ‖ · ‖∞) ≤ O
(
d log
(
1 +
(K1 +K2)(R +
√
ηT )
ǫ
))
.
By Lemma B with α = 1/
√
n, we get
ℜ(G−|X) ≤ O
(
K2R0 +
√
d
n
log
(
1 +
√
n(K1 +K2)(R +
√
ηT )
))
. (20)
Combining (18), (19), (20) with R0 =
√
d/n, and Lipschiz continuity of lγ , we obtain
ℜ(F1|X) ≤ O
(
m
1
2−β
√
ηT
γ
(1 +K1 +K2)
√
d
n
log
(
n(1 +K1 +K2)(R+
√
ηT )
))
.
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