We consider billiards with several cusps at flat points; the case of a single cusp was studied previously in [Zha17] and [JZ18]. In particular, we show that properly normalized Birkhoff sums of Hölder observables, with respect to the billiard map, converge in Skorokhod's M 1 -topology to an α-stable Lévy motion, with a skewness parameter which depends on the values of the observable at the different flat points. This extends the main result of [JZ18] which proved convergence of the one-point marginals to totally skewed α-stable distributions, when there is a single cusp. We also show that convergence in the stronger J 1 -topology is not possible.
Introduction
The origins of the modern theory of hyperbolic dynamical systems lie in classical and statistical mechanics through the study of ergodic and statistical properties. Indeed understanding statistical properties and proving various probability limit theorems are vital in the study of statistical mechanics. For example, such studies shed light on the important issue of fluctuations in entropy production. This paper is a contribution in this direction by showing a mechanism by which an hyberbolic dynamical system can converge on the process level to something other than a Brownian motion.
Begin by letting T be a measure-preserving transformation on (M, µ) and {ξ n = f • T n } the stochastic process generated by the system for an observable f . One typical goal is to prove the central limit theorem for the normalized partial-sum process associated to {ξ n } which is itself generated by a mixing hyperbolic system, i.e., to prove that 1 √ n n j=1 ξ j → N(0, σ 2 ). In words, the (normalized) partial-sum process converges in distribution to a mean-zero normal distribution with variance σ 2 > 0. The variance is usually given by the Green-Kubo formula, which requires that the covariances Cov(ξ 1 , ξ n ) are summable in n ∈ N. However, when the covariance sequence is not summable, the central limit theorem for the partial-sum process fails; and there are very few results, for hyperbolic systems, which investigate what happens under such failure.
In [Zha17] , the author was able to construct a hyperbolic billiard model with arbitrarily slow decay rates of correlations, of order Cov(ξ 1 , ξ n ) = O(n −a ), with a ∈ (0, 1). In [JZ18] , the authors were able to prove that due to the slow decay of correlations, instead of the central limit theorem, rather, a stable limit theorem holds for the partial-sum process generated by a billiard with a single cusp at a flat point and with an opposing perpendicular point. In particular, they showed that the limiting distribution is a totally skewed α-stable law. In this paper, we first investigate the convergence to a stable law, for the case when the billiard table has several cusps at flat points, each with an opposing perpendicular point. We then extend these results to a functional limit theorem in Skorokhod space, i.e., convergence to an α-stable Lévy motion, which is the first result of this kind for 2-d hyperbolic billiards.
Let us now describe in detail these billiards with cusps at flat points. The dispersing billiard table Q is a bounded domain of R 2 , the boundary of which consists of a finite number of C 3 smooth curves Γ i , i = 1 · · · , n 0 , where n 0 ≥ 3, with possible cusps formed by two consecutive curves. To keep things simple, we assume that n 0 = 3, and that the table is invariant under rotations of 2π/3 (with respect to the center) and has 3 cusps at the intersections of each pair of adjacent boundary components, see Figure 1 .
More precisely, we denote P i = Γ i ∩ Γ i+1 , for i = 1, 2, 3, where we write Γ i = Γ i+3 . All boundary components Γ i have zero derivatives up to β − 1 order at P i , and the β-order derivative is not zero, for fixed β > 2. Also, we assume for i = 1, 2, 3, that the boundary component Γ i−1 is the side opposite to the cusp P i , and the (unique) horizontal trajectory running out of the vertex of the cusp P i will hit the boundary Γ i−1 perpendicularly. All boundary components are dispersing and have curvature bounded away from zero except PSfrag replacements Figure 1 : A billiard table with 3 cusps at flat points.
at P i . We take here:
If we parametrize by arclength r along each boundary component, the cusp point P i has r-coordinate r = r ′ i = |Γ i | and r = r ′′ i = 0, (1.1) with respect to Γ i and Γ i+1 , respectively. The usual billiard flow is defined on the unit sphere bundle Q × S 1 and preserves the Liouville measure, see [CM06] for details. We consider the natural cross section M ⊂ Q × S 1 made of all post-collision vectors based at the boundary of the table ∂Q. Any post-collision vector x ∈ M can be represented by x = (r, ϕ), where r is taken to be counterclockwise along ∂Q, and ϕ ∈ [0, π] is the angle formed by the tangent line of the boundary and the collision vector in the clockwise direction. Therefore the collision space M is identified with ∂Q × [0, π]. The corresponding billiard map T : M → M takes a vector x ∈ M to the next post-collision vector along the trajectory of x. Let the set S 0 consist of all grazing collision vectors with walls as well as all collision vectors at corner points. Then S := S 0 ∪ T −1 S 0 is the singular set of T . The billiard map T : M \ S → M \ T S is a local C 1 diffeomorphism and preserves a natural absolutely continuous probability measure dµ = 1 2|∂Q| sin ϕ dr dϕ on the collision space M = {(r, ϕ)}, where |∂Q| denotes the length of ∂Q.
A recently popular approach for studying the statistical properties of (T, M) is to use an inducing scheme as introduced in [Mar04, CZ05] . By removing spots with weak hyperbolicity from the phase space, one considers the first return map on some subspace M ⊂ M. For any x ∈ M, the first return time function is defined by R(x) := min{n ≥ 1 : T n (x) ∈ M} and the (first) return map F : M → M is defined by
(1.
2)
The return map F preserves the conditional measureμ := 1 µ(M ) µ| M and it defines an induced function bỹ
Here we define the subset M to be the subset of M which consists of all collisions occurring on
where B ǫ (P i ) is an ǫ-ball around the point P i , and ǫ is chosen to be small relative to the boundary lengths |Γ i |, i = 1, 2, 3. Note that M inherits a 3-fold symmetry from the billiard table since ǫ does not depend on i. Rigorous bounds on the decay of correlations for billiards with flat points were derived in [Zha17] , where a more detailed description of billiards with flat points is also given. It was shown that if f, g are Hölder continuous functions on the collision space M, then for all n ∈ Z,
(1.5)
Here we use the standard notation µ(f ) = M f dµ, which we henceforth assume to be 0 for f and g. As already mentioned, it is the above slow decay of correlations that led to a stable limit theorem in [JZ18] , rather than the standard central limit theorem, for a normalized version of the Birkhoff sums
where f is a "nice" function on M and f = 0 at the cusp's vertex. In order to consider a functional limit theorem, denote the process {W n (t) : t ≥ 0}, n ≥ 1 by
In [MZ15] , a general result was proved for obtaining functional convergence of dynamical systems to an α-stable Lévy motion by "lifting" such a limit law from an induced dynamical system to the original system. Our functional limit theorem for {W n (t) : t ≥ 0}, n ≥ 1, will be proved in two steps: first showing that the induced system satisfies the functional limit theorem, utilizing recent work of [TK10] , and then applying the lifting principle of [MZ15] .
The rest of the paper is organized as follows. In the next section we state our main result. In Section 3 we give the top-level proof of our main result as just described in the previous paragraph. In Section 4 we provide the details of the limit theorem for the induced system via the mechanism of [TK10] . In the appendix we have provided (for any reader who is seeing these for the first time) a very brief introduction to the Skorokhod J 1 and M 1 topologies.
Main result
We will always assume that α = β β−1 (equivalently, β = α α−1 ), one can check that α ∈ (1, 2) since β > 2. A function f with µ(f ) = 0 is said to be in the domain of attraction of a (strictly) α-stable law if there exists {b n } such that { Snf bn } converges in distribution to a random variable S α with an α-stable law. Here, strictly simply means that µ(f ) = 0, and we shall henceforth just say α-stable. Contrary to central limit behavior and the Gaussian case of α = 2, it is well-known that even though we have a mean of zero, the limiting distribution may not be symmetric. In particular, there exists a skewness parameter ξ ∈ [−1, 1] and constants C α > 0 and s > 0 such that
Also, for each α-stable law with skewness parameter ξ ∈ [−1, 1], the constant s above determines a scale parameter which plays a role analogous to the standard deviation of a Gaussian distribution, up to the constant
We will henceforth denote by Z α,ξ,s , a stable random variable with characteristic function
For any γ ∈ (0, 1), we denote H γ as the class of all Hölder continuous functions f : {1, 2, 3} × M → R, with Hölder exponent γ. Here, the first coordinate tells us which Γ i -component the function is to be evaluated on, and the Hölder continuity is with respect to the second two coordinates. Define
where r ′ i , r ′′ i are as in (1.1).
Theorem 2.1 (Functional α-stable limit theorem). Fix β > 2 and let α = β β−1 . Let f ∈ H γ , for some γ > 0, such that µ(f ) = 0 and suppose f takes a single sign at each cusp.
Then
β|∂Q| and ξ i = sign(I f,i ) (assuming the random variables Z α,ξ i ,σ f,i are independent). Also, for every s > 0, ((W n (t)) t∈[0,s] ) n converges in distribution, in the Skorokhod space D([0, s]) using the M 1 -metric, to an α-stable Lévy motion (Y t ) t∈[0,s] (an α-stable process with stationary and independent increments) such that Y 1 has the same distribution as the right side of (2.4). Moreover, this convergence does not hold for the J 1 -metric.
Note that the value of f at the three cusps determines the value ξ and σ and in fact one can compute that the right side of (2.4) is just an α-stable law with
Let us remark that, as in [JZ18], Theorem 2.1 (as well as Theorem 3.1 below) holds also for f bounded and piecewise γ-Hölder, for some γ > 0, with discontinuities contained in the singular set of T and such that f is γ-Hölder in a neighborhood of the region in M corresponding to each of the cusps.
3 Proof of Theorem 2.1 via induction
For every g : M → R, we denote the Birkhoff sums on the induced space by
Recall also that, given f :
We similarly define the processW n := (W n (t)) t≥0 as follows:
An intermediate functional limit theorem for the induced map is as follows.
Theorem 3.1. Let f : M → R be as in Theorem 2.1. Then (W n ) n converges in distribution, in the Skorokhod J 1 -topology, to an α-stable Lévy motion with α = β β−1 , skewness parameter ξ f , and scale parameter
The result of convergence in distribution of Theorem 2.1 will then follow directly from Theorem 3.1 and Lemma 3.2 below. The latter is a version of [MZ15, Thm 2.2], the statement of which, requires the following notion:
Proposition 3.2 (Lifting a weak invariance principle, Melbourne and Zweimüller). Under the above assumptions on f andW n , if (W n (t), t ≥ 0) converges weakly in the Skorokhod M 1 -topology, as n → ∞, to an α-stable Lévy motion (W (t), t ≥ 0) and
We remark that the version in [MZ15] uses the notion of strong distributional convergence, but Proposition 2.8 there allows us to state it as we did above. Also note that so-called weak monotonicity condition (3.1) follows from the fact that f takes a single sign in the neighborhood of each cusp. This then gives us full monotonicity of the ergodic sums during an excursion (except possible for the first step), so that in fact f * vanishes (see the remarks above Proposition 2.1 in [MZ15] ). This completes the proof of Theorem 2.1 up to a proof of Theorem 3.1 which is given in Section 4.
Non-convergence for the J 1 -metric
In this subsection, we explain why the convergence in Theorem 2.1 does not hold in the J 1 -topology (see [TK10, Example 2.1] or [AT92] for other redactions of this argument).
Let (w n (t)) t be the continuous process obtained from (W n (t)) t by linearization:
Since f is uniformly bounded, we also have
Therefore, the convergence in distribution of (W n (t)) n in the J 1 -metric would imply the same convergence in distribution for (w n (t)) n in the J 1 -metric and so for the uniform metric on every compact interval, this would contradict the fact that the limiting process is discontinuous.
4 Proof of Theorem 3.1 (functional limit theorem for the induced system) 4) ), under the map F , occurs inside B ǫ (P i ). We definẽ
Simplification
In order to prove Theorem 3.1, we show that we can replacef by the simplest functionF given by:
The goal of this section is to prove the following result.
Proposition 4.1. We have
in probability, as n goes to infinity.
This proposition will come from the following lemmas which require some notation. Fix a small δ > 0, and split M i according to the low, intermediate, and high regions of the index m for the sets Moreover, there exist C ′ 0 > 0, θ ∈ (0, 1) and κ > 0 such that, for every i ∈ {1, 2, 3} and every k ≥ 1, we have
For ζ ∈ {L, I, H}, set R i,ζ := R| M ζ i and define E i,ζ as: 
Proof of Proposition 4.1. Lemma 4.3 implies that there exists K > 0 such that for all m, 
there exist K 0 = K 0 (δ) > 0 and ε > 0 such that, for all n ≥ 0,μ sup k=1,...,n
(4.5)
Proceeding analogously, due to Lemma 4.2 applied tof −F instead off , there exist K ′ 0 > 0 and κ > 0 such that for all n ≥ 0,μ sup k=1,...,n
Fix ε > 0. Due to the Markov inequality, we can find δ > 0 small enough so that for all ñ µ sup
Also, by (4.3), we can choose δ > 0 small enough so that for all ñ µ sup
Now, due to (4.5) and Markov's inequality, for the minimum of these choices of δ, and for n large enough,
Convergence in distribution
It remains now to prove the convergence in distribution as n → ∞ for the following functions of t (in the J 1 -metric)
for any fixed real numbers {A i , i = 1, 2, 3}. To this end, we consider the family of point processes (N n ) n on (0, ∞) × (R \ {0}) given by Z j n 1/α · 1 |Z j |/n 1/α <ǫ − kμ Z 1 n 1/α · 1 |Z 1 |/n 1/α <ǫ > η = 0.
Then 1 n 1/α S nf converges in distribution (in the J 1 -metric) to an α-stable Lévy motion (Y t ) t such that Y 1 has the same distribution as Z α,ξ,σ with
Condition I: Point process convergence
In order to prove the convergence in distribution N n → N, due to the Kallenberg theorem [Kal73] (see also [Res87, Prop. 3 .22]), it is enough to prove that for every R of the form
Two key results are the following lemmas, which are essentially Lemma 2.2 and Lemma 3.2 in [JZ18] , respectively. The proofs are easy consequences of those in [JZ18] , due to the symmetry of our billiard table and M, so we omit them here. Corollary 4.6.
In R\{0}, we fix a subset I = I c,c ′ with c, c ′ > 0. Our correlation bounds will depend on sets of the form
Lemma 4.7 (Exponential decay of correlations for q-point marginals, [JZ18] ). For every I, there is a constant C > 0 and θ ∈ (0, 1) such that µ(D c n,1 ∩ · · · ∩ D c n,q ∩ D c n,q+k+1 ∩ · · · ∩ D c n,2q+k ) − μ(D c n,1 ∩ · · · ∩ D c n,q ) 2 ≤ Cθ k (4.9)
for all k, n, q ∈ N satisfying 2q + k ≤ n. Also, there exists ε > 0 such that for all 1 ≤ i < j ≤ ñ µ(D n,i ∩ D n,j ) ≤ o 1 n 1+ε .
(4.10)
Proof of (4.6)
Let m ≥ 1, and real positive numbers a 1 , b 1 , c 1 , c ′ 1 , ..., a m , b m , c m , c ′ m be such that, for every i, 0 < a i < b i . We assume without any loss of generality that b i ≤ a i+1 .
Due to Lemma 4.5,
|A k | α |c ′ i | α . Therefore, we have proved (4.6) with η of density as in Proposition 4.4.
Proof of (4.7).
In order to ease the notation below, we will prove only the case where m = 1, a = 0 and b = 1. In this special case we can consider the canonical projection of N n onto its second argument, i.e., onto an empirical measure on R\{0}. Let us call this projectionN n , and we replace the set R with I as defined above Lemma 4.7.
As in [JZ18, Prop. 3.4] we use Bernstein's block method [Ber27] . Condition (4.7) would follow if the random variables {Z j } were independent since then we have for Z j = (R −μ(R)) 3 i=1 A i χ M i • F j , the splitting into a product measureμ (N n (I) = 0) = n j=1μ n −1/α Z j ∈ I which easily implies the required convergence. Since we do not have independence, we instead use asymptotic independence together with Bernstein's block method to control the dependence between the {Z j }. Choose
where ε is as in (4.10), and for any n ≥ 1, divide {1, . . . , n} into a sequence of pairs of alternating big intervals (blocks) of length [n b ] and small blocks of length [n a ]. The number of pairs of big and small blocks is B = [n/([n a ] + [n b ])] so that lim n→∞ B/n 1−b = 1. There may be a leftover partial block L in the end which is negligible since
Thus we may henceforth assume n = ([n a ] + [n b ])B. We denote by B k and S k for k = 1, · · · , B, the elements of {1, . . . , n} in kth big block and small block, respectively. Let
For each n, both {Y n,k } and {V n,k } are sequences of identically distributed random variables. Let S ′ n = B k=1 Y n,k and S ′′ n = B k=1 V n,k . Similar to the argument for L, we havẽ
(4.11) so that we can ignore small blocks. Thus, it is enough to show thatμ(S ′ n = 0) converges to exp(−λ(I)). Since big blocks are separated by small blocks, we can peel off one factor at a time in the product 1 {Y n,k =0} as follows:μ (S ′ n = 0) =μ (Y n,1 = 0, Y n,2 = 0, . . . , Y n,B = 0)
where we used (4.9) in the last two lines. Repeating this, we obtain for some θ 1 ∈ (θ, 1),
It remains to estimateμ(Y n,1 = 0).
where the second to last inequality follows from (4.10) since b < ε. An even easier lower bound is given bỹ
Putting things together we havẽ
which is what we need since B/n 1−b → 1 and nμ(n −1/α Z 1 ∈ I) → λ(I).
Proof of Condition I: alternative approach
An alternative proof of Condition I is given as follows. It is enough to prove the convergence of (N n ) n to N as a point process on (0, ∞) ×(R \ [−a, a]) for every a > 0. To this end, a > 0 being fixed, we will apply [PS18, , due to Corollary 4.6. To apply [PS18, Theorem 2.1], we have to prove first thatμ(H −1 ǫ (·)|A ǫ ) converges in distribution to m (this is ensured by Corollary 4.6) and second that, for every K ≥ 1 and every W 1 , ..., W K ∈ W,
As in the proof of [PS18, Proposition 4.2], the fact that ∆ ǫ,1 = o(ǫ) will follow from the following lemmas, ending the proof of Condition (I). Set τ Aǫ := min{n ≥ 1 : F n (·) ∈ A ǫ }. We will use a general argument given by the next lemma and corollary.
Lemma 4.8. For any positive integer p and any ǫ > 0, ∆ ǫ,1 ≤ ∆ ǫ,p+1 +μ(A ε ) (μ(τ Aǫ ≤ p|A ε ) +μ(τ Aǫ ≤ p)) .
Proof. Let A ∈ G ǫ and B ∈ σ j≥1 H −1 ǫ (G ǫ ) . Note that there exists a function g :
and observe that |1 B − 1 C | ≤ 1 {τ Aǫ ≤p} so that
Finally, due to (4.14), |Cov(1 A , 1 C )| ≤ ∆ ǫ,pǫ+1 . This combined with (4.15) and A ⊂ A ǫ ends the proof of the lemma. Proof. This corollary comes directly from Lemma 4.8 combined with µ(A ǫ ) = O(ǫ) and
We fix θ ∈ (0, θ 0 ) with θ 0 = ε of [JZ18, Lemma 3.2] and set p ǫ = ǫ −θ so that p ǫ ≪ ǫ −1 and Lemma 4.10. We haveμ (τ Aǫ ≤ p ǫ |A ǫ ) = o(1) .
Proof. Due to the second part of [JZ18, Lemma 3.2],
Proof. Let A ∈ G ǫ and B ∈ σ j≥pǫ+1 F −j G ǫ . We observe that A is a union of unstable curves and that B = F −pǫ B ′ with B ′ union of stable curves. Therefore, due to [CZ09, Theorem 3], there exists z ∈ (0, 1) and C 0 > 0 such that ∆ ǫ,pǫ+1 ≤ Cz pǫ .
Corollary 4.9 combined with Lemmas 4.10 and 4.11 ensures (4.13) (for every a > 0, for every K ≥ 1 and every W 1 , ..., W K ∈ W) and so Condition I.
Condition II: Vanishing small values
We modify the standard argument for Kolmogorov's maximal inequality by using exponential decay of correlations in lieu of independence. Set
For some constants C > 0 and γ > 0 we havẽ
(4.16)
We now use an easy variant of (4.9) and (4.10), to see that
A straightforward adaptation of the proof of (4.9) ensures that we can choose s = s(n) large enough, and slowly varying in n, so that for any j ≤ n − s,
Next, for any j ≤ n, by (4.10),μ U j (U (j+s)∧n − U j )1 A j ≤ Cs/n 1+ǫ .
Choosing γ ∈ (0, ε) handles the sum over j. Thus we have shown that the right-side of (4.16) is bounded by n j=1μ U 2 j 1 A j ≥ n j=1 η 2μ (A j ) = η 2μ max 1≤j≤n |U j | ≥ η Condition II follows sinceμ(U 2 n ) on the left-side of (4.16) is bounded (in n) and goes to 0 as ǫ → 0.
A Skorokhod J 1 and M 1 topologies A stronger result than the limit theorem in (2.4) is its functional version, called a functional limit theorem or weak invariance principle. The W n 's are elements in the Skorokhod space D[0, ∞), i.e., the space of all functions φ on [0, ∞) that are right-continuous and have left-hand limits φ(t−) for every t > 0. We will consider two different topologies on D[0, ∞). The most commonly used topology in the literature is Skorokhod's J 1 -topology which is described as follows: if φ n , φ ∈ D[0, ∞), then φ n → φ in the J 1 -topology if and only if there exists a sequence of {λ n } ⊂ A, such that sup s |λ n (s) − s| → 0, sup s≤m |φ n (λ n (s)) − φ(s)| → 0 for all m ∈ N, where A is the family of strictly increasing, continuous mappings λ of [0, ∞] onto itself such that λ(0) = 0 and λ(∞) = ∞.
In contrast, the M 1 -topology allows a function φ 1 with a jump at t to be approximated arbitrarily well by some continuous φ 2 (with large slope near t). The metric d M 1 that generates the M 1 -topology on D[0, ∞) is defined using completed graphs. For φ ∈ D[0, ∞] the completed graph of φ is the set
where φ(t−) is the left limit of φ at t. Besides the points of the graph {(t, φ(t)) : t ∈ [0, ∞)}, the completed graph of φ also contains the vertical line segments joining (t, φ(t)) and (t, φ(t−)) for all discontinuity points t of φ. We define an order on the graph Γ(φ) by saying that (t 1 , z 1 ) ≤ (t 2 , z 2 ) if either (i) t 1 < t 2 or (ii) t 1 = t 2 and |φ(t 1 −) − z 1 | ≤ |φ(t 2 −) − z 2 |. A parametric representation of the completed graph Γ(φ) is a continuous nondecreasing function (s, y) mapping [0, ∞) onto Γ(φ), with s being the time component and y being the spatial component. Let Λ(φ) denote the set of parametric representations of the graph Γ(φ). For
where φ [0,∞) = sup{|φ(t)| : t ∈ [0, ∞)}. This definition introduces d M 1 as a metric on D[0, ∞). The induced topology is called Skorokhod's M 1 -topology and is weaker than the more frequently used J 1 -topology.
