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TRACES ON CROSSED PRODUCTS
SERGEY NESHVEYEV
Abstract. We give a description of traces on C(X)⋊G in terms of measurable fields of traces on
the C∗-algebras of the stabilizers of the action of G on X.
The present note is motivated by a study of KMS-states on crossed products C(X)⋊ S, where S
is a group-like object (group, semigroup, Hecke algebra,...) and the dynamics is given by a one-
parameter subgroup of the dual action. One of the interesting examples is the system of Bost and
Connes [1]. A standard strategy, see e.g. [2], is to consider the measure on X defined by a KMS-state
and show that the KMS-condition forces the set of points with nontrivial stabilizers to have measure
zero. This usually implies that the state factors through the conditional expectation onto C(X),
which reduces the study of KMS-states to a dynamical systems problem. But in general it is clear
that stabilizers fixed by the dynamics can carry nontrivial traces. Our goal is to describe precisely
how this happens in the case of crossed products by group actions. This description is particularly
transparent for abelian groups.
We start with the following observation, which in a way goes back to [3, Appendix]. Recall that
the centralizer Aϕ of a state ϕ on a C
∗-algebra A is the set of elements a ∈ A such that ϕ(ab) = ϕ(ba)
for all b ∈ A.
Lemma 1. For any state ϕ on a unital C∗-algebra A, there exists a unique state Φ on Aopϕ ⊗max A
such that Φ(a⊗ b) = ϕ(ab) for all a ∈ Aϕ and b ∈ A.
Proof. We may assume that A ⊂ B(H) and ϕ is defined by a cyclic vector ξ ∈ H. Assume first that ξ
is separating for A′′. Let J be the corresponding modular conjugation. Define a representation pi of
Aopϕ ⊗max A on H by pi(a ⊗ b) = Ja
∗Jb = bJa∗J . If a ∈ Aϕ, then a commutes with the modular
operator, hence Jaξ = a∗ξ. Therefore pi(a⊗ b)ξ = baξ, so that Φ := (pi(·), ξ, ξ) is the required state.
In the general case we will show that a representation pi of Aopϕ ⊗max A such that pi(a⊗ b)ξ = baξ
always exists. For a ∈ Aϕ and b, c ∈ A we have
(baξ, cξ) = (bξ, ca∗ξ).
It follows that for every a ∈ Aϕ there exists a well-defined operator ρ(a) on Aξ such that ρ(a)bξ = baξ,
and then ρ is a representation of Aopϕ on Aξ. Since ρ(u) is unitary for unitary u, this is a representation
by bounded operators, so it extends to a representation of Aopϕ on H. Its image commutes with A, so
we can define a representation pi of Aopϕ ⊗maxA on H by pi(a⊗ b) = ρ(a)b. Then pi(a⊗ b)ξ = baξ. 
Assume now that a countable group G acts by homeomorphisms on a metrizable compact space X.
Denote by ug ∈ C(X) ⋊ G the canonical unitaries implementing the action: ugfu
∗
g = f(g
−1·).
Consider also the full group C∗-algebra C∗(G) ofG with generators λg, g ∈ G. Denote by j : C
∗(G)→
C(X)⋊G the canonical homomorphism mapping λg into ug. Assume ϕ is a state on C(X)⋊G with
centralizer containing C(X). By Lemma 1 we can define a state Φ on C(X)⊗ C∗(G) by
Φ(f ⊗ a) = ϕ(fj(a)) for f ∈ C(X) and a ∈ C∗(G). (1)
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Disintegrating Φ with respect to C(X) we get a probability measure ν on X and states ϕx on C
∗(G)
such that Φ =
∫ ⊕
X
ϕxdν(x). Then
ϕ(fug) = Φ(f ⊗ λg) =
∫
X
f(x)ϕx(λg)dν(x) for f ∈ C(X) and g ∈ G.
Denote by Gx the stabilizer of x ∈ X.
Theorem 2. Identity (1) defines a bijection between states ϕ on C(X) ⋊ G with centralizer con-
taining C(X) and states Φ =
∫
⊕
X
ϕxdν(x) on C(X)⊗ C
∗(G) such that ϕx(λg) = 0 for ν-a.e. x ∈ X
and every g /∈ Gx.
Proof. Assume ϕ is a state with centralizer containing C(X), and Φ is the state defined by (1). Fix
an element g ∈ G, g 6= e. Assume a point x0 ∈ X is not fixed by g. Choose an open neighbourhood U
of x0 such that U ∩ gU = ∅. Then for any continuous functions f1 and f2 with supports in U we
have ϕ(f1f2ug) = ϕ(f2ugf1) = ϕ(f2f1(g
−1·)ug) = 0, that is,∫
X
f1(x)f2(x)ϕx(λg)dν(x) = 0.
It follows that ϕx(λg) = 0 for ν-a.e. x ∈ U . Since this is true for any sufficiently small neigbourhood U
of a point not fixed by g, we conclude that ϕx(λg) = 0 for ν-a.e. x not fixed by g. Since G is countable,
this proves the theorem in one direction.
Conversely, assume Φ =
∫
⊕
X
ϕxdν(x) is a state such that ϕx(λg) = 0 for ν-a.e. x ∈ X and every
g /∈ Gx. Consider the GNS-triple (H, ξ, pi) defined by Φ. We claim that for f, f1, f2 ∈ C(X) and
g, h ∈ G we have
(pi(f(g ·)f1 ⊗ λg)ξ, pi(f2 ⊗ λh)ξ) = (pi(f1 ⊗ λg)ξ, pi(f¯(h ·)f2 ⊗ λh)ξ). (2)
In other words, we claim that∫
X
f(gx)f1(x)f¯2(x)ϕx(λh−1g)dν(x) =
∫
X
f(hx)f1(x)f¯2(x)ϕx(λh−1g)dν(x).
Since ϕx(λh−1g) = 0 for ν-a.e. x not fixed by h
−1g, both integrals are in fact taken over the set
{x | gx = hx}, but then they clearly coincide.
Similarly to the proof of Lemma 1, it follows that we can define a representation ρ of C(X) on H
such that
ρ(f)pi(f1 ⊗ λg)ξ = pi(f(g ·)f1 ⊗ λg)ξ for f, f1 ∈ C(X) and g ∈ G.
Letting also ρ(ug) = pi(1 ⊗ λg), we get a representation ρ of C(X) ⋊ G on H such that ρ(ugf)ξ =
pi(f ⊗ λg)ξ. Then ϕ := (ρ(·)ξ, ξ) is a state on C(X)⋊G such that
ϕ(ugf) = Φ(f ⊗ λg) for f ∈ C(X) and g ∈ G.
It is left to check that the centralizer of ϕ contains C(X), that is,
ϕ(fugf1) = ϕ(ugff1) for f, f1 ∈ C(X) and g ∈ G.
As fugf1 = ugf(g ·)f1, this is a particular case of (2) (with f2 ≡ 1 and h = e). 
The condition on Φ can be formulated as Φ(f ⊗λg) = 0 if supp f ∩Xg = ∅, where Xg = {x | gx =
x}. In this form the result is true without any separability assumptions on X and G.
The condition ϕx(λg) = 0 for g /∈ Gx implies that ϕx is determined by its restriction to C
∗(Gx) and
puts no conditions on this restriction. In other words, if H is a subgroup of G and ψ ∈ S(C∗(H))
is a state on C∗(H), then there exists a unique state ω on C∗(G) extending ψ and such that
ω(λg) = 0 for g /∈ H. Indeed, let (Hψ, ξψ, piψ) be the GNS-triple defined by ψ. Consider the
induced representation pi = IndGH piψ of C
∗(G). Recall that piψ can be canonically identified with
a subrepresentation of pi|C∗(H). Then ω = (pi(·)ξ, ξ). We will denote ω by Ind
G
H ψ. Therefore
Theorem 2 says that a state on C(X) ⋊ G with centralizer containing C(X) is determined by a
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probability measure ν on X and a field of states X ∋ x 7→ ψx ∈ S(C
∗(Gx)) defined ν-a.e., with the
only requirement that the map (X, ν)→ S(C∗(G)), x 7→ IndGGx ψx, is weakly
∗ measurable.
Note that induction also gives another way of constructing ϕ out of Φ. Namely, for every x ∈ X
the GNS-representation of C∗(Gx) defined by ϕx|C∗(Gx) extends to a representation of C(X) ⋊ Gx
which maps f ∈ C(X) into f(x)1. Hence there exists a state θx on C(X)⋊Gx such that θx(fug) =
f(x)ϕx(λg). Induce θx to a state ωx on C(X)⋊G. Then ϕ =
∫
X
ωxdν(x).
The subset of tracial states can be characterized as follows.
Corollary 3. Identity (1) defines a bijection between tracial states ϕ on C(X) ⋊ G and states
Φ =
∫ ⊕
X
ϕxdν(x) on C(X)⊗ C
∗(G) such that
(i) Φ is invariant with respect to the action α of G defined by αg(f ⊗ a) = f(g
−1·) ⊗ λgaλ
∗
g;
equivalently, ν is G-invariant and ϕx = ϕgx ◦ Adλg for ν-a.e. x ∈ X and every g ∈ G;
(ii) ϕx(λg) = 0 for ν-a.e. x ∈ X and every g /∈ Gx.
Proof. If ϕ is a state on C(X)⋊G with centralizer containing C(X), then ϕ is tracial if and only if
ϕ(ugfuhu
∗
g) = ϕ(fuh) for f ∈ C(X) and g, h ∈ G.
Let Φ be the state on C(X)⋊G corresponding to ϕ. Since
ϕ(ugfuhu
∗
g) = ϕ(f(g
−1·)ughg−1) = Φ(αg(f ⊗ λh)),
it follows that ϕ is a trace if and only if Φ is α-invariant. 
Equivalently, we can say that to define a tracial state we need a G-invariant probability measure ν
on X and a field of tracial states τx on C
∗(Gx) such that τgx = τx ◦ (Adλg)
−1 (so for every
orbit Gx ⊂ X the traces τy for y ∈ Gx are determined by one trace τx) and such that the map
(X, ν) ∋ x 7→ IndGGx τx ∈ S(C
∗(G)) is weakly∗ measurable.
Now we move to the case when G is abelian. For a subgroup H of G denote by H⊥ the annihilator
of H in Gˆ. For a measure λ on Gˆ we have
∫
Gˆ
χ(g)dλ(χ) = 0 for all g /∈ H if and only if λ is H⊥-
invariant. Therefore we get the following result.
Corollary 4. If G is abelian, there is a bijection between tracial states τ on C(X)⋊G and probability
measures µ =
∫ ⊕
X
νxdν(x) on X × Gˆ such that
(i) µ is invariant with respect to the action of G on the first factor of X × Gˆ; equivalently, ν is
G-invariant and νx = νgx for ν-a.e. x ∈ X and every g ∈ G;
(ii) νx is G
⊥
x -invariant for ν-a.e. x ∈ X.
Namely, the trace τ corresponding to such a measure µ is given by
τ(fug) =
∫
X×Gˆ
f(x)χ(g)dµ(x, χ) for f ∈ C(X) and g ∈ G.
Note that in this case by swapping the roles of C(X) and C(Gˆ) we get yet another way of
constructing the trace τ corresponding to µ: define a representation ρ of C(X)⋊G on L2(X×Gˆ, dµ)
by
(ρ(f)ζ)(x, χ) = f(x)ζ(x, χ), (ρ(ug)ζ)(x, χ) = χ(g)ζ(g
−1x, χ)
and consider the function ξ ≡ 1 in L2(X × Gˆ, dµ), then τ = (ρ(·)ξ, ξ).
Extremal tracial states correspond to extremal probability measures on X× Gˆ with properties (i)
and (ii). It is easy to see that such measures are of the form µ = ν × λ, where ν is an ergodic
G-invariant probability measure, the stabilizer Gx does not depend on x on a subset of full measure,
denote this common stabilizer by H, and λ is an extremal H⊥-invariant measure, i.e., a point in
Gˆ/H⊥ ∼= Hˆ.
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Corollary 5. Assume G is abelian and τ is an extremal tracial state on C(X) ⋊ G. Then there
exists a subgroup H ⊂ G, a character χ ∈ Hˆ and an ergodic G-invariant probability measure ν on X
with Gx = H for ν-a.e. x ∈ X such that
τ(fug) =
{
χ(g)
∫
X
f(x)dν(x), if g ∈ H,
0, otherwise.
Conversely, any such triple (H,χ, ν) defines an extremal tracial state.
We want to sketch a direct proof of this corollary. Assume τ is an extremal tracial state. Let ν be
the G-invariant probability measure on X defined by τ |C(X). The weak operator closure of piτ (C(X))
inM := piτ (C(X)⋊G)
′′ is isomorphic to L∞(X, ν), and under this isomorphism the unitaries piτ (ug)
implement the action of G on L∞(X, ν). Since M is a factor, it follows that ν is ergodic. Next, for
every g ∈ G the set Xg = {x | gx = x} is G-invariant, so either Xg or its complement has measure
zero. In other words, on a subset of full measure we have Gx = H for a subgroup H ⊂ G. Since M
is a factor, for h ∈ H the element piτ (uh) is scalar, so piτ (uh) = χ(h)1 for a character χ ∈ Hˆ. Thus,
if h ∈ H then τ(fuh) = χ(h)τ(f) = χ(h)
∫
X
f dν, and if g ∈ G \H then, using that ν(Xg) = 0, we
get τ(fug) = 0 by the first part of the proof of Theorem 2.
Conversely, assume we have such a triple (H,χ, ν). Choose a section s : G/H → G of the quotient
map G → G/H, and define a T-valued 2-cocycle ω on G/H by ω(g1, g2) = χ(s(g1)s(g2)s(g1g2)
−1).
Since the action of H on (X, ν) is essentially trivial, we have an action of G/H on L∞(X, ν).
Consider the twisted crossed product M = L∞(X, ν)⋊ω (G/H) in the von Neumann algebra sense.
Since the action of G/H is ergodic and essentially free, M is a finite factor. Let τ˜ be the unique
normal trace on M . Define a ∗-homomorphism ρ : C(X) ⋊ G → M by ρ(f) = f ∈ L∞(X, ν),
ρ(ug) = χ(gs(g¯)
−1)ug¯, where g¯ is the image of g in G/H. Then τ := τ˜ ◦ ρ is the required trace, and
as piτ (C(X)⋊G)
′′ ∼= L∞(X, ν)⋊ω (G/H) is a factor, τ is extremal.
Finally, consider the case G = Z. Denote by T : X → X the homeomorphism corresponding
to 1 ∈ Z. For n ≥ 0 denote by Xn ⊂ X the subset of points of period n (so X0 is the set of aperiodic
points). Then any measure µ on X × T with properties (i) and (ii) from Corollary 4 decomposes
into a sum of measures satisfying the same properties and concentrated on Xn × T for some n.
If ν is concentrated on X0 then µ = ν×λ, where λ is the Lebesgue measure, and the corresponding
trace is ν∗◦E, where ν∗ is the state on C(X) defined by ν and E : C(X)⋊G→ C(X) is the canonical
conditional expectation.
If ν is concentrated on Xn, n ≥ 1, then µ is a Z/nZ× Z/nZ-invariant measure on Xn × T, where
the second factor Z/nZ acts on T by rotations. Consider the simplest case when ν is concentrated
on the orbit of a point x of period n. Then ν = n−1
∑n−1
k=0 δT kx and µ = ν × λ, where λ is invariant
under the rotation by 2pi/n degrees (we will say that λ is n-rotation invariant). The corresponding
trace can be written as follows.
The ∗-homomorphism ρ : C(X)→ C(Z/nZ), ρ(f)(k) = f(T kx), extends to a ∗-homomorphism
ρ : C(X)⋊ Z→ C(Z/nZ)⋊ Z.
Passing to the dual groups we can identify C(Z/nZ) ⋊ Z with C(T) ⋊ Z/nZ. By composing the
canonical conditional expectation C(T)⋊ Z/nZ→ C(T) = C∗(Z) with ρ we then get a conditional
expectation
Ex : C(X)⋊ Z→ C
∗(Z), Ex(fu
m) =
1
n
(
n−1∑
k=0
f(T kx)
)
um,
where u = u1 ∈ C(X)⋊Z is the canonical unitary implementing T , ufu
∗ = f(T−1·). The measure λ
defines a state λ∗ on C
∗(Z) by λ∗(u
m) =
∫
T
zmdλ(z). Then λ∗ ◦ Ex is the required tracial state
on C(X)⋊ Z.
It follows that in the case when there are only countably many periodic orbits Corollary 4 for G = Z
can be formulated as follows.
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Corollary 6. Assume a homeomorphism T of X has at most countably many periodic orbits Oi,
i ∈ I. For every i choose xi ∈ Oi. Then any tracial state τ on C(X)⋊Z has a unique decomposition
τ = ν∗ ◦ E +
∑
i∈I
λi∗ ◦ Exi ,
where ν is a T -invariant measure on X such that ν(Oi) = 0 for every i, λi is an |Oi|-rotation
invariant measure on T, and ν(X) +
∑
i λi(T) = 1. Conversely, any such collection of measures ν,
λi defines a tracial state.
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