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ABSTRACT
We present a measurement of galaxy-galaxy lensing around a magnitude-limited (iAB <
22.5) sample of galaxies from the Dark Energy Survey Science Verification (DES-SV) data.
We split these lenses into three photometric-redshift bins from 0.2 to 0.8, and determine
the product of the galaxy bias b and cross-correlation coefficient between the galaxy and
dark matter overdensity fields r in each bin, using scales above 4 Mpc/h comoving, where
we find the linear bias model to be valid given our current uncertainties. We compare our
galaxy bias results from galaxy-galaxy lensing with those obtained from galaxy clustering
(Crocce et al. 2016) and CMB lensing (Giannantonio et al. 2016) for the same sample
of galaxies, and find our measurements to be in good agreement with those in Crocce
et al. (2016), while, in the lowest redshift bin (z ∼ 0.3), they show some tension with the
findings in Giannantonio et al. (2016). We measure b · r to be 0.87 ± 0.11, 1.12 ± 0.16
and 1.24 ± 0.23, respectively for the three redshift bins of width ∆z = 0.2 in the range
0.2 < z < 0.8, defined with the photometric-redshift algorithm BPZ. Using a different code
to split the lens sample, TPZ, leads to changes in the measured biases at the 10-20% level,
but it does not alter the main conclusion of this work: when comparing with Crocce et al.
(2016) we do not find strong evidence for a cross-correlation parameter significantly below
one in this galaxy sample, except possibly at the lowest redshift bin (z ∼ 0.3), where we
find r = 0.71± 0.11 when using TPZ, and 0.83± 0.12 with BPZ.
Key words: gravitational lensing: weak – cosmology: observations – large-scale structure
of Universe.
? Corresponding author: jprat@ifae.es
1 INTRODUCTION
Studying the large-scale structure of the Universe provides
valuable information about its composition, origin and ulti-
mate fate. Since most of the mass in the Universe is in the
form of invisible dark matter, observations of galaxies must
be used as a proxy to trace the dark matter on cosmological
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scales. However, galaxies are not perfect tracers of the underly-
ing mass distribution, and thus, it is important to understand
the relationship between the large-scale distribution of (mostly
dark) matter and that of galaxies. Most of the cosmological
information in the matter distribution can be encapsulated
in the power spectrum of matter density fluctuations (all in
the case of a Gaussian random field), Pδδ(k, z), as a function
of wavenumber k and redshift z. The power spectrum of the
galaxy number density fluctuations, Pgg(k, z), can then be re-
lated to the matter power spectrum as (Kaiser 1984; Bardeen
et al. 1986):
Pgg(k, z) = b
2(k, z)Pδδ(k, z) , (1)
where b (k, z) is the so-called galaxy bias parameter, which is
expected to be independent of k at large separations (small
enough k). It is therefore important to learn about the prop-
erties of the galaxy bias.
One way to measure the galaxy bias is to use galaxy clus-
tering, comparing the angular two-point correlation function
of galaxies (essentially the Fourier transform of Pgg) with the
theoretically-predicted matter two-point correlation function,
to extract directly b (z) at large-enough separation scales. An-
other way to probe the matter distribution is to use gravita-
tional lensing (see Bartelmann & Schneider 2001 for a review).
A usual approach to measure gravitational lensing is to corre-
late some estimate of the lensing power with a tracer of the
matter density field, such as galaxies. However, in this case, in
the standard parametrization given by (1), an additional factor
appears to relate the matter power spectrum and the galaxy-
matter cross-power spectrum Pgδ (Dekel & Lahav 1999):
Pgδ(k, z) = b (k, z) r (k, z)Pδδ(k, z), (2)
where the cross-correlation parameter r (k, z) (Pen 1998) con-
nects not the amplitudes but the phases of the two distribu-
tions. If the distributions are completely correlated and thus
the mapping between them is deterministic, then r = 1. On the
other hand, if stochasticity and/or non-linearities are present
in the relationship between the galaxy and matter distribu-
tions, then r 6= 1 (Simon et al. 2007). At large scales, however,
r is expected to be close to 1 (Baldauf et al. 2010).
One possible way to probe the galaxy-matter cross-power
spectrum is to use galaxy-CMB cross-correlations, first de-
tected in Smith, Zahn & Doré (2007), where lensing maps
of the Cosmic Microwave Background photons are cross-
correlated with a density map of some foreground galaxies.
Another possibility is to use galaxy-shear cross-correlations,
or what is usually called galaxy-galaxy lensing (Tyson et al.
1984; Brainerd, Blandford & Smail 1996), which is the mea-
surement of the tangential shear of background (source) galax-
ies around foreground (lens) galaxies. The amount of distortion
in the shape of source galaxies is correlated with the amount
of mass causing the light to curve. Galaxy-galaxy lensing at
large scales has been used to probe cosmology, for instance
in Mandelbaum et al. (2013) and in Kwan et al. (2017), and
at smaller scales to learn about the dark matter haloes, as in
Sheldon et al. (2004), Velander et al. (2014) and Hudson et al.
(2015).
The Dark Energy Survey (DES) is a large imaging survey
that is in the process of mapping 5000 sq. deg. of the southern
sky to a depth of iAB ∼ 24 in five optical and near-infrared
bands (grizY ) during five seasons that started in August 2013.
Before that, a Science Verification (SV) period of observations
took place between November 2012 and February 2013 that
provided science-quality imaging for almost 200 sq. deg. at the
nominal depth of the survey. As described above, there are
many ways to obtain information on b (k, z), and several have
already been attempted with this DES-SV data set. In Crocce
et al. (2016) (henceforth Cr16), galaxy clustering measure-
ments were performed to obtain the galaxy bias. The results,
depicted in fig. 11 in Cr16, show a moderate increase of the
galaxy bias with redshift, an increase that is expected based
on numerical simulations (Gaztañaga et al. 2012), and also
observed in other studies such as Coupon et al. (2012) from
CFHTLS measurements. In Giannantonio et al. (2016) (hence-
forth G16) galaxy-CMB lensing cross-correlations of the same
foreground galaxy sample as in Cr16 were presented, provid-
ing another measurement of the relationship between the mass
and galaxy distributions. The results in G16, displayed in their
fig. 21, show a moderate tension with those in Cr16, of ∼ 2σ
using the full galaxy sample at 0.2 < z < 1.2, and particularly
at the lowest redshift, where the tension is ∼ 3σ. Since the two
galaxy samples are identical, the most straightforward way to
reconcile the two measurements within the standard ΛCDM
cosmological model is by assuming that r differs significantly
from 1 (r . 0.6) at redshift z ∼ 0.3, a somewhat unexpected
result.
In this work, we provide a third probe to measure the
galaxy bias, using galaxy-galaxy lensing on the same fore-
ground galaxy sample as the one used in Cr16 and G16, so that
we can readily compare our results and shed light on the appar-
ent tension mentioned above. The background set of galaxies
we use is that introduced in Jarvis et al. (2016), which was used
in previous DES weak lensing analyses (Baxter et al. 2016;
Becker et al. 2016; Kacprzak et al. 2016; Kwan et al. 2017;
Sánchez et al. 2017; DES Collaboration 2015). Particularly,
Clampitt et al. (2017) performed a series of shear tests using
galaxy-galaxy lensing with the DES redMaGiC sample (Rozo
et al. 2016) as lenses. Note that the background (source) galaxy
sample only serves to illuminate the foreground (lens) sample,
which is the one we will gain knowledge of. An advantage of
this method is that, since it involves the cross-correlation be-
tween source galaxy shapes and lens galaxy density, it is, at
least at first order, insensitive to those additive systematic ef-
fects that affect only one of these two galaxy samples, such as
additive shear biases.
Along similar lines, Chang et al. (2016) used the ratio
between the (foreground) galaxy density maps and the mass
maps obtained from weak lensing in DES-SV to determine the
galaxy bias parameter for the same galaxy sample as in Cr16
and G16. The approach used in Chang et al. (2016) has the ad-
vantage of being weakly dependent on the assumed cosmolog-
ical parameters, such as the amplitude of the power spectrum
of matter fluctuations, σ8, but, on the other hand, in the rela-
tively small DES-SV sample, its statistical power is somewhat
limited. Chang et al. (2016) assumed r = 1, and, as shown
in their fig. 6, their results are generally more in agreement
with those in Cr16, although the errors are large. The mea-
surements presented in this work are sensitive to the product
b · r and therefore can help resolve the apparent discrepancy
between the results in G16 (that measure b · r as well) and
Cr16 (that measure b).
Since the main goal of the paper is to compare with the
galaxy bias results in Cr16 and G16, the same lens galaxy sam-
ple is used, despite its limited resolution. Then, our lens and
source samples, defined in Sec. 3, significantly overlap in red-
shift. Other studies of galaxy-galaxy lensing (Nakajima et al.
2012; Hudson et al. 2015) have chosen to eliminate pairs of
lens-source galaxies that are close in estimated redshift. We
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instead model the overlap in the computation of the predicted
signal, which relies on the calibrated redshift distributions for
lenses and sources, as described in Sánchez et al. (2014), Cr16
and Bonnett et al. (2016). In the DES-SV papers that use
galaxy-galaxy lensing to obtain cosmological results (Clampitt
et al. 2017; Kwan et al. 2017), an alternative lens sample com-
posed of luminous red galaxies selected using the redMaGiC
algorithm (Rozo et al. 2016) was instead used, with very pre-
cise photometric redshifts (σ(z) ' 0.02). A similar redMaGiC
lens sample has been used for the DES Year 1 cosmological
analysis (Prat et al. 2017).
The outline of this paper is as follows. First, in Sec. 2 we
explain the theory and the method employed to measure the
galaxy bias using galaxy-galaxy lensing; next, in Sec. 3 the
data that we use are described; then, in Sec. 4, we present
the methodology used to do our measurements and obtain the
results, which are presented in Sec. 5; in Sec. 6 we discuss the
possible implications potential systematics might have on our
measurements; finally, in Sec. 7 we further discuss our results
comparing them to previous work and conclude.
2 THEORY AND METHOD
Our goal is to measure the galaxy bias using galaxy-galaxy
lensing, which measures the effect some foreground mass dis-
tribution traced by galaxies (lenses) has on the shapes that
we observe of some other background galaxies (sources). This
small distortion on the shape of the galaxy image is referred to
as cosmic shear. The main observable of galaxy-galaxy lensing
is the tangential shear, which can be expressed as a function
of the cross-power spectrum Cgκ:
γt(θ) =
∫
d`
2pi
` J2(θ`) Cgκ(`), (3)
where Cgκ is the projection along the line of sight of the 3-D
galaxy-matter cross-power spectrum Pgδ and J2 is the second
order Bessel function. ` is the multipole moment, which is the
2-D analogous of the 3-D wavenumber k, and both can be eas-
ily related using the Limber approximation k = `/χ (Limber
1953). Therefore, Cgκ can be expressed as the line of sight pro-
jection of the 3-D cross-power spectrum Pgδ in the following
way:
Cgκ(`) = 3
2
Ωm
(
H0
c
)2 ∫
dχ
g(χ)Nl(χ)
a(χ)χ
Pgδ
(
k =
`
χ
, χ
)
,
(4)
where χ is the comoving distance to a lens galaxy, Nl(χ) is
the distribution of the lens sample, a(χ) is the scale factor and
g(χ) is the lens efficiency factor:
g(χ) =
∫ χh
χ
dχ′Ns(χ′)
χ′ − χ
χ′
, (5)
where χh is the comoving horizon distance and Ns(χ′) the dis-
tribution of the source sample in comoving distance. For this
analysis, we measured the redshift distribution for both the
lens and the source sample N ′(z), which we then converted
to the distribution in comoving distance using the relation
N ′(z)dz = N(χ)dχ.
On the other hand, the cross-power spectrum Pgδ can be
related to the matter power spectrum Pδδ through the galaxy
bias b and the cross-correlation coefficient between matter and
galaxy fluctuations r:
Pgδ(k, χ) = b (k, χ) r (k, χ)Pδδ(k, χ), (6)
with
b (k, χ) =
√
Pgg(k, χ)
Pδδ(k, χ)
, (7)
so that
r (k, χ) =
Pgδ(k, χ)√
Pδδ(k, χ)Pgg(k, χ)
. (8)
Then, combining (6) with (4), it is possible to express Cgκ
as a function of the product of the galaxy bias times the cross-
correlation coefficient b · r. Furthermore, (3) and (4) can be
combined to relate the tangential shear γt(θ) to the factor b ·r:
γt(θ) =
3
2
Ωm
(
H0
c
)2 ∫ d`
2pi
` J2(θ`)
∫
dχ
[
g(χ)Nl(χ)
a(χ)χ
b (k =
`
χ
, χ) r (k =
`
χ
, χ)Pδδ
(
k =
`
χ
, χ
)]
.
(9)
However, both the galaxy bias and the cross-correlation
factor depend on the scale and on the comoving distance to
the lens galaxy χ, or similarly, on redshift. Then, assuming b ·r
is redshift and scale independent in the lens sample considered,
the factor b · r can be taken out of the integrals along the line
of sight and over the scales in (9). In this case, γt is directly
proportional to b·r, which in reality is an effective average over
the redshift range of the given bin and the scales considered
in the measurement.
For instance, these are the circumstances on large scales –
larger than a few times the typical size of a dark matter halo
(Mandelbaum et al. 2013) – where the galaxy bias tends to a
constant value and we can use the linear bias approximation.
The cross-correlation coefficient is also expected to be scale
independent at large scales, approaching unity (Baldauf et al.
2010). The dependence on χ, or equivalently redshift, can be
avoided using narrow-enough redshift bins and assuming the
galaxy bias does not evolve within them.
Hence, the factor b · r of a lens galaxy sample can be
measured by comparing the predicted or modelled tangential
shear using (9), with b·r = 1, to the measured tangential shear
around the lens galaxy sample. We compute the non-linear
power spectrum with Halofit (Smith et al. 2003; Takahashi
et al. 2012) using CosmoSIS1 (Zuntz et al. 2015).
To model the tangential shear, we assume a fiducial flat
ΛCDM+ν (1 massive neutrino) cosmological model based on
the Planck 2013 +WMAP polarization + highL(ACT/SPT) +
BAO best-fit parameters (Ade et al. 2014), consistently with
Cr16 and G16: Ωm = 0.307, Ων = 0.00139, Ωb = 0.0483,
σ8 = 0.829, ns = 0.961, τ = 0.0952 and h = 0.678.
3 DESCRIPTION OF THE DATA
DES (DES Collaboration 2016) is a photometric survey that
will cover ∼ 5000 sq. deg. of the southern sky by the end of its
five year observation program using the Dark Energy Camera
(DECam, Flaugher et al. 2015), a 570-Megapixel digital cam-
era mounted at the prime focus of the Blanco 4-meter tele-
scope at Cerro Tololo Inter-American Observatory. Five filters
are used (grizY ) with a nominal limiting magnitude iAB ' 24
and with a typical exposure time of 90 sec for griz and 45 sec
1 https://bitbucket.org/joezuntz/cosmosis/wiki/Home
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for Y. The Y band is not used for the measurements in this
paper.
DES officially began in August 2013. Prior to the main
survey, the Science Verification (SV) data were taken, from
November 2012 to February 2013. During the SV period, ' 200
sq. deg. of the sky were imaged to the nominal DES depth,
which produced a usable catalog for early science results. The
region used in this work is the largest contiguous area in the SV
footprint, contained in the South Pole Telescope East (SPT-
E) observing region with 60◦ < RA < 95◦ and −61◦ < Dec <
−40◦, which covers 163 sq. deg.
The most numerous catalog of reliable objects in DES-
SV is the SVA1 Gold Catalog2, which excludes objects that
are known to be problematic in some way, because of, for in-
stance, failed observations or imaging artefacts. It is generated
by applying the cuts and conditions described in Jarvis et al.
(2016). The SPT-E region of the Gold Catalog covers 148 sq.
deg. of the sky.
3.1 The lenses: The Benchmark sample
The foreground catalog for the galaxy-galaxy lensing measure-
ments in this work is the Benchmark sample, which is a cleaner
subsample of the Gold Catalog. The Benchmark sample was
first introduced in Cr16 to perform galaxy clustering measure-
ments, and it was used in G16 to perform measurements of
CMB lensing around foreground galaxies. From the SPT-E re-
gion of the Gold Catalog, the Benchmark sample is selected
by applying the following selection criteria:
• Dec > −60◦: Conservative cut to remove any possible
contamination from the LMC3.
• 18 < i < 22.5: Magnitude cut in the i-band, where i refers
to SExtractor’s MAG_AUTO (Bertin & Arnouts 1996).
• −1 < g − r < 3, −1 < r − i < 2, −1 < i − z < 2: Color
cuts to remove outliers in color space. In this case, the
magnitude used is MAG_DETMODEL since it produces more
accurate colors than MAG_AUTO.
• WAVG_SPREAD_MODEL > 0.003: star-galaxy separation cut.
SPREAD_MODEL is a SExtractor parameter that mea-
sures the light concentration of an object (Desai et al.
2012). WAVG_SPREAD_MODEL is the weighted average of the
SPREAD_MODEL values for all single epoch images used to
coadd one object.
• More conservative cut to remove defective objects than
the one applied in the Gold Catalog4.
Furthermore, a mask which ensures the completeness of
the sample is applied. Only regions deeper than i = 22.5 are
included (Cr16), providing a catalog with 2, 333, 314 objects
remaining, covering 116.2 sq. deg.
3.2 The Sources: Shear Catalogs
The source catalogs for this work are the SV shear catalogs ng-
mix and im3shape , which have been produced for a subset of
2 Publicly available at https://des.ncsa.illinois.edu/releases/sva1
3 Note that in G16 a slightly different cut of Dec > −61◦ was
applied.
4 Badflag 6 1.
objects of the DES-SV Gold Catalog in the SPT-E region. ng-
mix and im3shape are two independent shear pipelines both
based on model-fitting algorithms, which are discussed in de-
tail in Jarvis et al. (2016). Throughout this work, the ngmix
shear catalog is used as the fiducial source catalog, since it has
a larger raw galaxy number density, 6.9 arcmin−2, as opposed
to 4.2 arcmin−2 for im3shape (Jarvis et al. 2016).
The main features of both shear pipelines are described
below:
• ngmix: The ngmix shear pipeline (Sheldon 2014) for
the DES-SV catalogs uses an exponential disk model for
the galaxy, which is fit simultaneously in the riz bands.
To estimate the ellipticity, the lensfit algorithm (Miller
et al. 2007) is used. The lensfit method requires a prior
on the ellipticity distribution p (e), taken from the galaxies
in the COSMOS catalog (Koekemoer et al. 2007).
• im3shape: im3shape is based on the algorithm in Zuntz
et al. (2013), modified according to Jarvis et al. (2016). It
performs a maximum likelihood fit using a bulge-or-disk
galaxy model to estimate the ellipticity of a galaxy, that
is, it fits de Vaucouleurs bulge and exponential disk com-
ponents to galaxy images in the r band (in the case of SV
data).
A weight factor ω related to the uncertainty in the mea-
surement of the galaxy shape is assigned to each object in the
following way:
ω =
1
σ2SN + σ
2
e
, (10)
where σSN represents the shape noise per component – the
standard deviation of the intrinsic ellipticities – and σe the
measurement uncertainty, estimated in different ways for both
shear catalogs (Jarvis et al. 2016).
Also, both for im3shape and ngmix, the raw values in
the catalogs are intrinsically biased estimators of the shear in
the presence of noise (Refregier et al. 2012; Kacprzak et al.
2012). We correct for this noise bias in the shear measurement
as explained in Jarvis et al. (2016).
3.3 Photometric redshifts
In this work, point estimates of the redshift are necessary to di-
vide the galaxies into redshift bins (see Sec. 3.4) and therefore
allow for a tomographic study of the galaxy bias. On the other
hand, the redshift distributions N(z)l,s of lenses and sources
are also needed to model the tangential shear and consequently
to measure the galaxy bias (see Sec. 3.6). For this reason, it is
advantageous to estimate the whole redshift probability den-
sity function P (z) for each galaxy, which can then be stacked
for a collection of galaxies to obtain N(z). Then, point esti-
mates of the redshift for each galaxy are obtained by taking
the mean of each P (z).
Since DES is a photometric survey, redshifts are measured
using photometry. There are two main approaches to esti-
mate photometric redshifts or photo-z’s: template-based and
training-based methods. Template-based methods use galaxy
templates to match the measured photometry to the best fit
template. On the other hand, training-based methods rely on
machine learning algorithms trained on spectroscopic samples.
The SV area was chosen to overlap with several deep spectro-
scopic surveys, such as VVDS (Le Fèvre et al. 2005), ACES
(Cooper et al. 2012) and zCOSMOS (Lilly et al. 2007) to be
c© 0000 RAS, MNRAS 000, 1–18
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Lens redshift bins Source redshift bins
1st 0.2 6 zTPZ < 0.4 0.55 < zSkyNet < 1.30.2 6 zBPZ < 0.4
2nd 0.4 6 zTPZ < 0.6 0.55 < zSkyNet < 1.30.4 6 zBPZ < 0.6
3rd 0.6 6 zTPZ < 0.8 0.83 < zSkyNet < 1.30.6 6 zBPZ < 0.8
Table 1. Definition of the lens and source redshift bins used
throughout the paper. The lens redshift bins are identical to the
ones in Cr16 and G16, defined with BPZ and TPZ as well. The
source redshift bins are the same studied in Bonnett et al. (2016)
and used in other DES-SV weak lensing analyses, where SkyNet
is used to define the bins. zTPZ, zBPZ and zSkyNet stand for the
mean of the photo-z probability density function for each galaxy
determined with each code.
Lens redshift bin NTPZ NBPZ
0.2 6 zl < 0.4 398,658 551,257
0.4 6 zl < 0.6 617,789 647,010
0.6 6 zl < 0.8 586,298 494,469
Table 2. Number of galaxies in each redshift bin after the veto mask
(see Sec. 3.5) has been applied.
able to calibrate the photo-z’s . This is not an easy task and
currently there exist several photometric redshift codes with
different performances that were discussed in detail in Sánchez
et al. (2014), for DES-SV, and in Bonnett et al. (2016), for
DES-SV shear catalogs. In Bonnett et al. (2016), the four best
performing photo-z codes according to Sánchez et al. (2014)
were studied: TPZ (Carrasco Kind & Brunner 2013), BPZ
(Benitez 2000; Coe et al. 2006), SkyNet (Graff et al. 2014;
Bonnett 2015) and ANNz2 (Sadeh, Abdalla & Lahav 2015),
which are the ones that are employed in this work to estimate
the N(z) of the shear catalog. On the other hand, in both Cr16
and G16 only two photo-z codes are used for the N(z) of the
Benchmark sample: TPZ and BPZ, which we will adopt in this
work as well. A brief description of each of these photo-z codes
is given below:
• BPZ (Benitez 2000; Coe et al. 2006) is a template-based
method that provides the probability density distribution
p(z|mi, σi) that a galaxy with magnitudes in each band
mi ± σi is at redshift z.
• TPZ (Carrasco Kind & Brunner 2013) is a training-based
code based on prediction trees and random forest algo-
rithms.
• SkyNet (Graff et al. 2014; Bonnett 2015) is a training-
based method using a neural network algorithm to classify
galaxies in classes, in this case redshift bins.
• ANNz2 (Sadeh, Abdalla & Lahav 2015) is the up-
dated version of ANNz (Artificial Neural Network). It is
a training-based method which relies on Artificial Neural
Networks (ANNs), and in the updated version ANNz2,
also on Boosted Decision Trees (BDTs) and K-Nearest
Neighbours (KNNs), as implemented in the TMVA package
(Hoecker et al. 2007).
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Figure 1. Top panel: Normalized counts (or normalized N(z)’s)
of the foreground redshift distribution of lens galaxies using two
photo-z codes: TPZ and BPZ, also used in each case to define the
galaxies that belong to each bin (as described in Table 1). Bottom
panel: Normalized counts of the background redshift distribution of
source galaxies from ngmix using the following four photo-z codes:
SkyNet, TPZ, BPZ and ANNz2, for both source redshift bins. We
choose SkyNet to be the fiducial photo-z code to estimate the N(z)
of the source galaxies.
3.4 Redshift bins
3.4.1 Lens redshift bins
The lens sample is divided into three photo-z bins of width
∆z = 0.2, from z = 0.2 to z = 0.8, as in Cr16 and G16, and
as shown in Table 1. The objects are classified into these lens
redshift bins using the mean of the photo-z probability density
function determined with either BPZ or TPZ, like in Cr16
and in G16, for comparison. The photo-z precision σ68 (half
the width of the distribution, centered at the median, where
68% of the data are enclosed) was measured to be ∼ 0.1 for
BPZ and ∼ 0.08 for TPZ in Sánchez et al. (2014). Therefore,
it is suitable to use redshift bins of width ∆z = 0.2, being
approximately twice the photo-z precision σ68. The number of
galaxies in each redshift bin after the veto mask (see Sec. 3.5)
is applied is given in Table 2.
In Cr16 and in G16 two additional high redshift bins were
used, from z = 0.8 to z = 1 and from z = 1 to z = 1.2.
However, both are omitted in this work, since there is not
enough galaxy-galaxy lensing signal as the number of source
galaxies at z > 1 is limited.
3.4.2 Source redshift bins
For this work, the two high-redshift source redshift bins studied
in Bonnett et al. (2016) are adopted, to be consistent with
other DES-SV analyses (Becker et al. 2016; DES Collaboration
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2015). These are defined from z = 0.55 to z = 0.83 and from
z = 0.83 to z = 1.3, using the mean of the SkyNet probability
density function as a point estimate of the redshift to define
the bins. For the two lower redshift bins of the lenses, we use as
source redshift bin the combination of both bins, from z = 0.55
to z = 1.3 to increase the number of sources and thus the signal
to noise, while for the third lens bin, only the higher source
redshift bin, from z = 0.83 to z = 1.3 is used, as shown in
Table 1.
3.5 Veto Mask
Besides the depth mask described in Sec. 3.1, a veto mask
characterized in Cr16, removing the areas most affected by
systematics, is also applied in some of the redshift bins. Us-
ing the maps of potential sources of systematics presented in
Leistedt et al. (2016), Cr16 studied the relationship between
the galaxy density and several potential systematics, such as
seeing or airmass. In some cases, they found the galaxy density
to drop from its mean value in areas with extreme systematics
contamination. Then, the regions corresponding to these sys-
tematics values are removed, hence defining a veto mask. In de-
tail, they found the seeing to be the main quantity influencing
the galaxy density in this manner, differently for the various
redshift bins. For the lowest redshift bin 0.2 6 zl < 0.4, 19.5%
and 9.7% of the galaxies are removed, for the BPZ and TPZ
redshift bins, respectively. The veto mask for the 0.4 6 zl < 0.6
is the same for both the BPZ and TPZ redshift bins, removing
14.8% and 14.4% of the galaxies, respectively. On the other
hand, the highest redshift bin 0.6 6 zl < 0.8 is found to be
less affected by systematics, and thus no veto mask is applied.
The final number of galaxies for each redshift bin after imple-
menting the veto mask is shown in Table 2. In each case, the
same veto mask used for the lenses is applied to the sources,
this way reducing potential geometric effects that might affect
our measurements.
3.6 Photometric redshift distributions
We test the robustness of the galaxy bias measurement against
different photo-z codes to compute the N(z). For the lenses,
we use BPZ to estimate the redshift distribution of the bins
defined with BPZ, and analogously for TPZ, in agreement with
Cr16 and G16 (top panel of Fig. 1). Regarding the sources, we
pick all four photo-z codes described in Sec. 3.3 to estimate
the N(z) (bottom panel of Fig.1). We choose SkyNet to be the
fiducial code for this purpose, in consistency with other DES-
SV analysis (Becker et al. 2016; DES Collaboration 2015). For
clarity purposes, in Fig. 1 we show the normalized counts for
the redshift bins without applying the veto mask, which is dif-
ferent for each bin and is described in Sec. 3.5. Nevertheless,
over the analysis we use the N(z)’s corresponding to the red-
shift bins with a mask applied (the same to both the lens and
source bins), although the differences with the ones shown in
Fig. 1 are unnoticeable in practice.
4 MEASUREMENT METHODOLOGY
4.1 Measurement of the tangential shear and the
cross-component
In this section we describe how the tangential shear, the main
observable of the galaxy-galaxy lensing signal, is measured. In
a similar way, we can also estimate the (expected to be null)
cross-component of the shear, which is a useful test of possible
systematic errors in the measurement.
First, for a given lens-source pair j of galaxies we can
define the tangential component of the ellipticity t and the
cross-component × as
t,j = −Re
[
je−2iφj
]
, ×,j = −Im
[
je−2iφj
]
, (11)
where φj is the position angle of the source galaxy with respect
to the horizontal axis of the Cartesian coordinate system cen-
tered at the lens galaxy. It is convenient to consider the shear
components in a reference frame rotated with respect to the
Cartesian one, because of the manner background galaxies ap-
pear distorted by the foreground mass distribution.
This distortion is expressed in two different ways: with
an anisotropic stretching turning a circle into an ellipse, i.e.,
a change in the shape of the galaxy quantified by the shear
γ, and also with an isotropic increase or decrease of the ob-
served size of a source image (magnification) quantified by the
convergence κ. Since both effects cannot be disentangled un-
less magnification studies are considered, we can only measure
what is called the reduced shear g, which includes the effect of
magnification. The reduced shear is related to the shear by:
g =
γ
1− κ . (12)
Since in the weak lensing regime both the shear and the con-
vergence are much smaller than unity, g ' γ. On the other
hand, the observed ellipticity  of a galaxy can be related to
its intrinsic ellipticity s by the following expression (Seitz &
Schneider 1997), when the reduced shear g is much smaller
than one:
 =
s + g
1 + g∗s
, (13)
where the asterisk "*" denotes complex conjugation. Hence,
the observed ellipticity can be approximated as the sum of
the intrinsic ellipticity and the part due to shear:  ' s + γ.
The effect this approximation might cause on the results is
discussed in Sec. 6.3.
Moreover, assuming intrinsic ellipticities are randomly
aligned, which might not always be the case (see Sec. 6.5),
we can obtain the shear by averaging the ellipticity over a
sample of galaxies γ ' 〈〉. In our case, we grouped the galaxy
pairs in 11 log-spaced angular separation bins from 4 to 100 ar-
cminutes. Thus, including the weighting factors from Eq. (10)
the tangential shear and cross-component are measured using
TreeCorr5 (Jarvis, Bernstein & Jain 2004) in the following
way:
γα (θ) =
∑
j ωjα,j∑
j ωj
, (14)
where α denotes the two possible components of the shear from
(11). However, a typical galaxy is distorted less than 1% while
the intrinsic typical ellipticity is of the order of 20%. Therefore,
to measure the shear with a significant signal to noise a large
number of galaxies is needed to average out the tangential
component of the intrinsic ellipticity, and hence bring down
the shape noise in the measurement of the tangential shear.
Other possible sources of inaccuracy are shear systemat-
ics. However, if the source galaxies are distributed isotropically
5 https://github.com/rmjarvis/TreeCorr
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Figure 2. Correlation matrix (normalized covariance) for the mid-z
lens bin defined with BPZ. Left panel: Estimated with the jackknife
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Figure 3. Comparison of the diagonal elements of the covariance
from the jackknife method and the theory predictions for the mid-z
lens bin defined with BPZ.
around the lenses, additive shear systematics should average
to zero. Still, due to edge and mask effects, there is a lack of
symmetry on the sources distribution around the lenses. This
effect can be accounted for by removing from the main galaxy-
galaxy lensing measurement the signal measured around ran-
dom points, which will capture the geometric effects of additive
shear systematics. Thus, our final estimator for the tangential
shear is:
γt(θ) = γt(θ)Lens − γt(θ)Random. (15)
Multiplicative shear bias can still be present and we assess
them as explained in Sec. 6.4.
4.2 Covariance matrix
The covariance matrix for the tangential shear is estimated
using a combined approach between the jackknife method and
a theory estimate, as in Cr16. In this section we describe both
procedures and how we merge them.
4.2.1 Jackknife method
The jackknife method (see for instance Norberg et al. 2009) is a
resampling technique especially useful to estimate covariances.
We divide the SPT-E area into 100 spatial jackknife regions of
∼ 1 sq. deg., comparable to the maximum angular scales con-
sidered, of 100 arcminutes, using the kmeans algorithm6. We
tested the case with N = 50 and obtained comparable results,
with error fluctuations at the 10% level. Then, we perform the
galaxy-galaxy measurement multiple times with a different re-
gion omitted each time to makeN = 100 jackknife realizations.
The covariance matrix of the tangential shear estimated with
jackknife is:
CovJKij (γi, γj) =
(N − 1)
N
N∑
k=1
[
(γi)
k − γi
] [
(γj)
k − γj
]
,
(16)
where γi represents either γt(θi) or γ×(θi) and (γi)k denotes
the measurement from the kth realization and the ith angular
bin: γt(θi)k. Then, the mean value is
γi =
1
N
N∑
k=1
(γi)
k. (17)
Clampitt et al. (2017) validated the jackknife method on
simulations using 50 jackknife regions on a similar patch of the
sky. In there, as well as in Shirasaki et al. (2016), it was found
that the jackknife method overestimates the true covariance on
large scales, where the covariance is no longer dominated by
shape noise. However, recently, Singh et al. (2016) performed
an extended study on galaxy-galaxy lensing covariances which
concluded that subtracting the tangential shear around ran-
dom points, as we do in this work, removes the overestimation
of jackknife errors that was previously seen in Clampitt et al.
(2017) and Shirasaki et al. (2016). That further validates the
usage of jackknife covariances in this analysis.
A jackknife-estimated normalized covariance for a partic-
ular choice of photo-z and shear catalog is shown on the left
panel of Fig. 2.
4.2.2 Analytic covariance
We can also model the tangential shear covariance matrix to
obtain a less noisy estimate. Theoretical estimates of galaxy-
galaxy lensing covariances have been studied in Jeong, Ko-
matsu & Jain (2009) and in Marian, Smith & Angulo (2015):
CovTHij (γt,i, γt,j) =
1
4pifsky
∫
ldl
2pi
J¯2(lθi)J¯2(lθj)
×
[
C2gκ(l) +
(
Cgg(l) + 1
nL
)(
Cκκ(l) + σ
2
SN
nS
)]
,
(18)
where fsky is the fraction of the sky covered; nL and nS are the
effective number density of the lenses and the sources, respec-
tively, defined in Jarvis et al. (2016); Cgκ(l), Cgg(l) and Cκκ(l)
are the line of sight projections of the galaxy-matter, galaxy-
galaxy and matter-matter power spectrum, respectively, ob-
tained using Halofit (Smith et al. 2003; Takahashi et al. 2012)
with CosmoSIS; σSN is the shape noise per component and J¯2
are the bin-averaged Bessel functions of order two of the first
kind, defined as:
J¯2(lθi) ≡ 2pi
A(θi)
∫ θi,max
θi,min
J2(lθ)θdθ, (19)
6 https://github.com/esheldon/kmeans_radec
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whereA(θi) = pi
(
θ2i,max − θ2i,min
)
is the area of the bin annulus.
We integrate (18) over 1 6 l < 4000, which covers the range
of scales used in this work. A theory estimated normalized
covariance matrix is shown on the right panel of Fig. 2. It
is much smoother than the jackknife estimation (left panel),
particularly far from the diagonal.
4.2.3 Combined approach
As shown on the left panel of Fig. 2, the jackknife method gives
a rather noisy estimate of the off-diagonal elements, due to the
impossibility of increasing the number of realizations without
being forced to use excessively small jackknife regions. How-
ever, it is relevant to obtain good estimates of the off-diagonal
terms since adjacent angular bins are highly correlated. More-
over, the inverse of a noisy, unbiased covariance is not an un-
biased estimator of the inverse covariance matrix (Hartlap, Si-
mon & Schneider 2007), which is needed to fit the galaxy bias
(see Sec. 4.3). We improve the estimation of the covariance by
obtaining a smooth correlation matrix from theory estimation,
shown on the right panel of Fig. 2.
On the other hand, concerning now the overall normaliza-
tion of the covariance matrix, the jackknife procedure is capa-
ble of capturing effects that potentially exist in the data and
cannot be derived from theory, such as shear systematics or
mask effects, and can also reproduce non-linearities although
we expect these to be small over the scales used. Indeed, in
G16, the jackknife method was found to perform better on the
diagonal elements over the theory estimates when compared to
a covariance matrix derived from an N-body simulation. Also,
the diagonal elements from jackknife are in principle better es-
timated than the off-diagonal ones, since there is more signal-
to-noise in the diagonal. Then, following Cr16, we choose to
combine both methods by normalizing the theory-estimated
covariance with the diagonal elements of the jackknife covari-
ance:
CovCOMBθi,θj = Corr
TH
θi,θjσ
JK
θi σ
JK
θj . (20)
The comparison between the diagonal elements from the jack-
knife method and from theory predictions can be found in
Fig. 3. The jackknife procedure yields larger diagonal elements
for the covariance as a result of including additional sources of
uncertainties as discussed above.
4.3 Galaxy bias fit
We can now put together all the required ingredients to mea-
sure the product of the galaxy bias b times the cross-correlation
coefficient r: the measured tangential shear (Sec. 4.1), the
modelled tangential shear (Sec. 2) and the covariance matrix
(Sec. 4.2). Then, b · r is measured minimizing the following χ2:
χ2 (b · r) =
∑
θ,θ′
(
γt(θ)− b · r γTHt (θ)
)
Cov−1
(
θ, θ′
)
×
(
γt(θ
′)− b · r γTHt (θ′)
)
,
(21)
where γTHt assumes b · r = 1.
4.3.1 Range of selected scales
In this section we discuss the range of scales suitable to perform
the fit described above. There are some limitations that we
need to consider both at large and small scales. For instance,
on small scales, effects such as stochasticity, non-local bias and
scale dependence take place. Since this behaviour is hard to
model, we need to identify the range of scales over which the
product of the galaxy bias b times the correlation parameter r
is scale independent, free of stochasticity and non-linear effects.
Nonetheless, it is difficult to remove all small scale infor-
mation in real space, since the tangential shear at each angular
scale is an integration of all multipole moments l – see Eq. (3)
–, that is to say, it contains knowledge of all scales, weighted
according to the Bessel function. Then, applying a sharp cut-
off in real space does not fully erase the effects present below
that cut-off. Even though there exists an alternative estimator
of the tangential shear (the annular differential surface density
estimator) proposed by Baldauf et al. (2010) and Mandelbaum
et al. (2010) to remove all small scale information, a conser-
vative minimum scale cut-off should be sufficient to remove
enough of it for our purposes, given the current uncertainties
in the measurement of the tangential shear. However, this issue
might have to be addressed more carefully in future work in-
volving larger area, which will significantly reduce the present
uncertainties.
As a result of the non-linear effects at small scales, one
does not expect a constant value for either b or r over this
range. On the other hand, in the linear bias regime, both the
galaxy bias and the cross-correlation parameter can be approx-
imated to a constant. The transition scale from the non-linear
to the linear regime should be expressed as a comoving dis-
tance R, as opposed to an angular scale θ. For galaxies acting
as lenses at different redshift, the same angle θ will correspond
to different distances R. Thus, it is convenient to convert the
angle θ into the transverse comoving distance R that this angle
represents. Then, for small angles, R = χlens θ, where χlens is
the radial comoving distance to the lens galaxy, which can be
related to the mean redshift of the lens redshift bin. To com-
pute χlens we assume the cosmology described in Sec. 2. In
this manner, in Fig. 5, both scales are displayed: the angular
separation θ at the top and the transverse comoving distance
R at the bottom.
In Cr16, it was studied the scale of linear growth, which is
the minimum scale where the linear and the non-linear (with
Halofit) matter power spectrum are the same. The linear
growth scale for clustering was found to be ∼ 4 Mpc/h, which
they adopted as a minimum comoving distance for their re-
sults. Jullo et al. (2012) studied the scale of linear bias in the
COSMOS field and determined R = 2.3±1.5 Mpc/h to be the
scale beyond which bias evolves linearly.
On the other hand, the cross-correlation coefficient depen-
dence on scale has been investigated in recent studies such as
Baldauf et al. (2010) and Mandelbaum et al. (2013), finding
r ' 1 and scale independent on scales larger than a few virial
radius of galaxy halos. Jullo et al. (2012) obtained r compatible
with one for 0.2 < R < 15 Mpc/h and 0.2 < z < 1. Hoekstra
et al. (2002) measured the linear bias and cross-correlation
coefficient on scales between R = 0.2 and 9.3 Mpc/h50 at
z = 0.35. They found strong evidence that both b and r change
with scale, with a minimum value of r ∼ 0.57 at 1 Mpc/h50.
However, on scales larger than 4 Mpc/h50 they obtained r is
consistent with a value of one. In App. A of Cr16 the cross-
correlation coefficient r was measured in the MICECATv2.0 sim-
ulation, which is an updated version of MICECATv1.0 (Fosalba
et al. 2015a,b; Crocce et al. 2015; Carretero et al. 2014), in-
cluding lower mass halos and thus more similar to the bench-
mark sample. They found the cross-correlation coefficient to
be in the range 0.98 6 r 6 1 for z > 0.3 in the range of
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Figure 4. Tangential shear γt as a function of angular scales from ngmix (red points) and from im3shape (orange triangles) for the three lens
redshift bins defined with BPZ. Note that the measurements from ngmix and im3shape cannot be directly compared because of the lensing
efficiency being different in each case (see Sec. 5.1). Moreover, we show the cross-component (see Sec. 6.1 for discussion) for both ngmix (black
points) and im3shape (grey triangles), which is consistent with zero in all redshift bins. The null χ2 for the cross-component are shown in
Table 3. The shaded angular scales are not considered for the final galaxy bias measurements, which are performed over the range of scales
from 4 Mpc/h to 100 arcmin.
Figure 5. Top panels: Tangential shear (red points) as a function of the transverse comoving distance R (bottom axis) or the angular
separation θ (top axis), together with the best-fitting theory prediction of the tangential shear modelled with Halofit (solid orange line) with
its corresponding uncertainty band. Bottom panels: b · r as a function of scale (black points) with the best-fit (black solid line) using Eq. (21),
with its uncertainty band. The N(z) of the source galaxies is estimated with SkyNet and the source catalog is ngmix, which are the fiducial
choices.
scales 12 < θ < 120 arcmin, which approximately correspond
to a comoving minimum scale of 3 Mpc/h. Even though it is
worth noting that different definitions of r may yield different
estimates and scale dependencies, it is relevant to this work
the fact that, for the range of scales we use, various studies
agree on a value of r close to unity and showing little scale
dependence.
Overall, following Cr16, we choose a conservative mini-
mum scale cut-off of 4 Mpc/h. However, because the redshift
bins have some non-negligible width, a significant fraction of
lenses will be below the mean redshift of the bin. Thus, when
converting from angular to physical scale, we are effectively
including some galaxy pairs that are separated by less than
4 Mpc/h. We tested how important this effect is by, instead of
using the mean redshift of the bin to convert from angular to
physical scale, using the mean value minus one standard de-
viation of the redshift distribution. The variations induced by
that change in the final galaxy bias measurements are at the
level of 0.5-3%, thus much lower than the statistical errors.
Some limitations are present on large scales as well. The
maximum valid scale is restricted by the size of the SV SPT-E
patch, of 116.2 sq. deg. On the other hand, we are also limited
by the size of the jackknife regions used in this work to estimate
covariances. Then, we follow the approach used in Kwan et al.
(2017) of using 100 jackknife regions and a maximum scale
cut-off of 100 arcmin.
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4.4 Non-linear bias model
As a further check, we have tested whether the assumption of
linear bias is valid over the scales used – larger than 4 Mpc/h
– by studying the robustness of the results when using a non-
linear bias scheme. In order to do so, we choose the non-linear
bias model adopted in Kwan et al. (2017) and originally devel-
oped in McDonald (2006), which is a reparametrization of the
model described in Fry & Gaztanaga (1993). In this model,
the galaxy overdensity, δg, is written as:
δg = + b1 δm + b2 δ
2
m + ... , (22)
where  is the shot noise, b1 is the linear bias and b2 is the non-
linear bias from the second order term. Then, the relationship
between the galaxy-matter power spectrum and the matter
power spectrum is given by
Pgδ = b1 Pδδ + b2A(k), (23)
since by definition  is not correlated with δm, and where A(k),
defined in Kwan et al. (2017), can be calculated using standard
perturbation theory. Comparing this relation to (6), we iden-
tify b1 as b·r in the case of linear bias, corresponding to b2 = 0.
Applying this non-linear bias model to the fiducial case
for the three redshift bins defined with BPZ, we find that b1 is
compatible with the results coming from the linear bias model,
and that b2 is compatible with zero, for all redshift bins. The
uncertainties we obtain on both b1 and b2 are large – in the case
of b1 between 30% and up to twice as large as for the fiducial
case, depending on the redshift bin; thus, this indicates that
we are lacking statistical power on these large scales to obtain
competitive constrains when we introduce another parameter
in the modelling. Overall, the linear bias assumption holds for
scales larger than 4 Mpc/h, given the current uncertainties.
Hence, all the results presented in the following sections are
obtained using the linear bias model.
5 RESULTS
In this section we present the main results of this work. First,
we introduce the tangential shear measurements to later pro-
ceed describing the galaxy bias results.
5.1 Tangential shear measurements
In this subsection we discuss the measured tangential shear as
a function of the angular separation, shown in Fig. 4. In that
figure, BPZ is used to define the lens bins and to estimate the
N(z) of the lenses, and SkyNet is used to estimate the N(z)
of the sources. Also, the shaded angular scales from Fig. 4 are
not considered for the final galaxy bias measurements, which
are performed on the range of separations from 4 Mpc/h to
100 arcmin (see Sec. 4.3.1).
We measured the tangential shear using two different
shear catalogs: ngmix and im3shape (see Sec. 3.2), which cor-
respond to different galaxy samples, and thus, different red-
shift distributions. Then, the measurements for the tangential
shear for ngmix and im3shape cannot be directly compared
because of the lensing efficiency being different in both cases.
Nevertheless, we will be able to compare galaxy bias measure-
ments (see Fig. 6), which are independent of the source sample
redshift distribution, assuming an unbiased estimation of the
N(z) (see Sec. 6.2). We choose ngmix to be the fiducial shear
catalog as it includes more galaxies, inducing less shape noise
in the measurement. This effect is especially noticeable at small
scales, where the shape noise contribution dominates the error
budget.
In Table 3 we display the χ2 of the null hypothesis and
the number of degrees of freedom for the tangential shear sig-
nal over the selected range of scales, for all the different red-
shift bins and photo-z codes. We measure a non-zero tangen-
tial shear signal over the aforementioned scales for all different
photo-z and shear catalog choices. Calculating the signal-to-
noise as S/N =
√
χ2null(γt)−Nbin, where Nbin is the number of
angular bins considered for the galaxy bias measurements, the
maximum S/N we obtain is 11.4 for the mid-z BPZ + ngmix
bin, and the minimum is 5.1 for the high-z BPZ + im3shape
bin.
5.2 Galaxy bias results
In Fig. 5 we present the galaxy bias fits for the fiducial photo-
z codes and shear catalog, using BPZ to define the lens bins
and SkyNet to estimate the N(z) of the sources for the three
redshift bins. On the top panels, we show the measured tan-
gential shear together with the best-fitting theory prediction
for the tangential shear over the scales of interest, which are
from 4 Mpc/h to 100 arcmin. We display the comoving dis-
tance R on the bottom axis and the angular scale θ on the
top axis. On the bottom panels, we show the galaxy bias as
a function of separation with the best-fitting value, obtained
using Eq. (21).
In Figs. 6 and 7 we show our fiducial galaxy bias results
(BPZ + SkyNet with ngmix and TPZ + SkyNet with ngmix),
along with the rest of combinations of photo-z codes and shear
catalogs. The results from Fig. 6 are also presented in Table 3,
together with the best-fit χ2. The low χ2 values in some of the
cases might be due to an overestimation of the uncertainties
given by the jackknife method, which will only lead to more
conservative conclusions. In Fig. 6 we compare the results vary-
ing the photo-z code for the N(z) of the lenses. However, this
comparison is not straightforward due to the fact that galaxies
in each lens sample are not the same – they have been defined
using either BPZ or TPZ to directly compare with the mea-
surements from Cr16 and G16, which use the same binning.
Actually, the number of common galaxies in each redshift bin
is: 273133, 406858, 348376, compared to the number of galax-
ies in each bin, given in Table 2. Hence, the galaxy bias might
actually be different for each case. Nevertheless, even though
we observe variations in the galaxy bias values, these differ-
ences are within the uncertainties. In Fig. 6 we also compare
the galaxy bias results from using the two different shear cat-
alogs ngmix (fiducial) and im3shape. We obtain agreement
between the results from the two shear samples.
In Fig. 7 we test the robustness of our results under the
choice of the photo-z code used to estimate the N(z) of the
sources. We detect variations in the galaxy bias up to 6%, 9%
and 14% for the three redshift bins, respectively. We include
this source of systematic in the error budget as described in
Sec. 6.2.
5.2.1 Galaxy bias evolution
In Figs. 6 and 7, we observe the evolution of the galaxy bias
with redshift, in all combinations of photo-z codes and shear
catalogs. There are two main reasons for this evolution.
First, at high redshift (z ∼ 3), galaxies form at special
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Redshift bin χ2null/ndf (γt) χ
2
null/ndf (γ×) b · r χ2fit/ndf
BPZ ngmix (F)
0.2 6 zl < 0.4 72.2/6 3.6/6 0.87± 0.11 3.4/5
0.4 6 zl < 0.6 138.2/8 4.9/8 1.12± 0.16 2.2/7
0.6 6 zl < 0.8 59.5/9 8.7/9 1.24± 0.23 1.4/8
BPZ im3shape
0.2 6 zl < 0.4 56.8/6 0.95/6 0.79± 0.12 3.8/5
0.4 6 zl < 0.6 79.0/8 5.2/8 1.03± 0.17 3.3/7
0.6 6 zl < 0.8 35.1/9 3.0/9 1.08± 0.25 7.5/8
TPZ ngmix (F)
0.2 6 zl < 0.4 61.1/6 2.3/6 0.77± 0.11 1.9/5
0.4 6 zl < 0.6 124.5/8 4.6/8 1.40± 0.21 1.9/7
0.6 6 zl < 0.8 93.0/9 4.1/9 1.57± 0.27 0.82/8
TPZ im3shape
0.2 6 zl < 0.4 48.8/6 0.98/6 0.78± 0.13 4.5/5
0.4 6 zl < 0.6 93.4/8 5.9/8 1.34± 0.22 0.83/7
0.6 6 zl < 0.8 53.5/9 4.5/9 1.36± 0.28 6.7/8
Table 3. Best-fitting galaxy bias results (b · r) for the four main different combinations of photo-z codes and shear catalogs, shown also in
Fig. 6. For instance, BPZ ngmix stands for lens redshift bins defined with BPZ and ngmix as the source catalog. χ2null/ndf (γt) is the null
χ2 of the tangential shear over the number of degrees of freedom, covering the range of scales from 4 Mpc/h to 100 arcmin (not shadowed
region in Fig. 4), and the same for the cross-component γ×. χ2fit corresponds to the galaxy bias fit described in Sec. 4.3. All combinations use
SkyNet as the photo-z code for the N(z) of the sources.
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Figure 6. Fiducial galaxy bias results (F) along with a compari-
son between results obtained with different combinations of photo-z
codes and shear catalogs. For instance, BPZ ngmix stands for lens
redshift bins defined with BPZ and ngmix as the source catalog.
All combinations use SkyNet as the photo-z code for the N(z) of
the sources. The points have been offset horizontally for clarity pur-
poses.
locations in the density field where they already trace the net-
work of filaments emerging in the dark matter distribution.
The dark matter correlation function grows in time as mass
moves into this network from the surrounding regions, but the
structure traced by galaxies stays relatively unchanged, and
the galaxy correlation function is only weakly dependent on
redshift (e.g. Weinberg et al. 2004). Then, because the dark
matter correlation function does evolve in time, we expect the
galaxy bias to evolve as well. More precisely, we expect the
galaxy bias to be larger than one at high redshift, which means
that the galaxy distribution is more clustered than the dark
matter distribution.
Secondly, since we are studying a magnitude-limited sam-
ple of galaxies, in average we are naturally observing a higher
luminosity sample at higher redshift. We find an increase of
slightly more than a unit in absolute magnitude in the i band
(corresponding to a factor of ∼3 in luminosity) between the
low-z and the high-z lens bins. Since more luminous galaxies
tend to be more biased, we would already expect the bias to
increase with redshift even without intrinsic bias evolution.
6 SYSTEMATIC EFFECTS IN
GALAXY-GALAXY LENSING
In this section we explore the different systematic effects that
can potentially plague our galaxy-galaxy lensing measure-
ments. For that purpose, we perform some null tests on the
data and present a series of calculations, some of them us-
ing previous analyses on the same data sample, which are all
described in detail next. A summary of the significant con-
tributions from these systematics to the total error budget is
presented in Table 4.
6.1 Cross-component and tangential shear around
random points
The cross-component of the shear γ×, which is rotated 45 de-
grees with respect to the tangential shear, should be compati-
ble with zero if the shear is only produced by gravitational lens-
ing, since the tangential shear captures all the galaxy-galaxy
lensing signal. Hence, measuring γ× provides a test of system-
atic errors, such as point-spread function (PSF) related errors,
which can leak both into the tangential and cross-components
of the galaxy shear. PSF leakage could arise from errors in the
PSF model, as well as residual errors in correcting the PSF
ellipticity to estimate the galaxy shear; such correction is done
by analyzing the shape of stars in the field. In Sec. 4.1 we
describe how the measurement of the cross-component of the
shear is performed and in Fig. 4 is shown for the foreground
redshift bins defined with BPZ. In order to test whether the
cross-component of the shear is compatible with zero, we com-
pute the null χ2 statistic:
χ2null = γ
T
× · Cov−1 · γ×, (24)
where the covariance matrix for the cross-component is esti-
mated with the jackknife method, described in Sec. 4.2.1. Since
jackknife covariance matrices comprise a non-negligible level of
noise, in order to obtain an unbiased estimate of the inverse
covariance a correction factor of (N −p−2)/(N −1) has to be
applied to the inverse covariance, where N is the number of JK
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Lens z-bin σstat/(b · r) σp-z/(b · r) σm/(b · r) σIA/(b · r)
0.2 6 zl < 0.4 12%∗ 5%∗ 2% −
0.4 6 zl < 0.6 9%∗ 8%∗ 2% 8%
0.6 6 zl < 0.8 12%∗ 12%∗ 2% 8%
∗ Average for the ngmix sample.
Table 4. Summary of the systematic uncertainties to be added in
quadrature to the statistical error budget. σstat: Statistical uncer-
tainty, as a fraction of the b · r values; σp-z : Photo-z uncertainty
on the mean of the source redshift distribution (see Sec. 6.2); σm:
Mutiplicative shear biases (see Sec. 6.4); σIA: Intrinsic alignments
(see Sec. 6.5).
regions and p is the number of angular bins (Hartlap, Simon
& Schneider 2007; Kaufman G.M 1967). This factor corrects
for the fact that, as mentioned in Sec. 4.2.3, the inverse of an
unbiased but noisy estimate of the covariance matrix is not an
unbiased estimator of the inverse of the covariance matrix. In
Table 3 we show all the χ2null values for each of the redshift
bins, which are all consistent with zero.
A second test for galaxy-galaxy lensing is the measure-
ment of the tangential shear around random points. This mea-
surement tests the importance and possible contribution from
geometrical effects in the signal. Although our estimator of
galaxy-galaxy lensing in Eq. (15) includes the subtraction of
the random points signal, it is useful to check that this cor-
rection is small. This measurement was presented in Clampitt
et al. (2017) with the same sources that we use, and they found
the signal to be consistent with zero.
6.2 Photo-z errors
In this section, we discuss the impact of photo-z errors on b · r
uncertainties. Particularly, we focus on the effect caused by
an overall shift on the redshift distribution of the sources. We
approach this subject by following the recommendation from
Bonnett et al. (2016) of adopting a Gaussian prior of width
0.05 for the shift δi on the mean of the distribution of the
source galaxies: Ni(z)→ Ni(z−δi). We draw 1000 realizations
of the δi, measuring the galaxy bias each time. Then, we add
the standard deviation of the galaxy bias values in quadrature
to the statistical error budget.
Including the photo-z error contribution represents a frac-
tional increase of 7%, 38% and 42% to the galaxy bias statis-
tical uncertainty for each redshift bin from low to high red-
shift (see Table 1), after averaging over all different photo-z
choices (for ngmix only). Although almost the same source
redshift distributions are used for the first (0.2 6 zl < 0.4
and 0.55 < zs < 1.3) and second redshift bin (0.4 6 zl < 0.6
and 0.55 < zs < 1.3) – not exactly the same because the veto
masks are applied, which are different for each bin – the in-
crease of the errors is significantly larger for the second redshift
bin because of the geometrical factors involved. On the other
hand, on average these photo-z uncertainties represent a 5%,
8% and 12% of the galaxy bias measured in each bin, similar to
the 6%, 9% and 14% of maximum variation of the galaxy bias,
with respect to the fiducial value, when changing the photo-z
code to estimate the N(z) of the source galaxies (see Sec. 5
and Fig. 7).
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Figure 7. Galaxy bias results varying the photo-z code to estimate
the redshift distribution of the source sample. For instance, for the
red points, the N(z) of the sources is estimated with SkyNet (Fidu-
cial). We observe good agreement among the different results. Top
panel: Lens redshift bins are defined with BPZ and the lens N(z) is
estimated using BPZ as well. Bottom panel: The same with TPZ.
ngmix is the source catalog used for these results. The points have
been offset horizontally for clarity purposes.
6.3 Reduced shear and magnification
In all the results presented in this work, we have assumed, due
to the weak lensing regime of our observations, κ 1, |γ|  1,
that the observable reduced shear is equivalent to the shear in-
duced by foreground mass structures, g ≈ γ. Next, we provide
justification for this assumption, mostly based on the work by
Clampitt et al. (2016) (henceforth Cl16) presenting the galaxy-
galaxy lensing measurements around Luminous Red Galaxies
(LRGs) in DES-SV along with multiple systematics tests.
The observable reduced shear g is related to the shear γ
according to Eq. (12). Since the lensing convergence κ will al-
ways be larger for a smaller distance from the halo center, the
potential differences between g and γ will be largest at the
lowest scales. Cl16 estimate this difference for their smallest
radial scale, R ∼ 0.1 Mpc/h, and their largest estimated halo
mass,M ∼ 2×1012M/h, and find it to be at most 0.7%. The
smallest radial scale used in this work is significantly larger
than that, R ∼ 4 Mpc/h, and the mean halo mass of the
benchmark galaxies is expected to be smaller than the LRG
sample in Cl16, since it includes galaxies from all types and
luminosities. Therefore, the error we make by ignoring non-
weak shear effects will be smaller than 0.7%, and we neglect it
in the analysis. Similarly, magnification can potentially affect
the galaxy-galaxy lensing measurements, but it only becomes
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important for lenses with κ larger than the ones in the bench-
mark sample (see Mandelbaum et al. 2005 for a discussion of
this effect).
6.4 Multiplicative shear biases
Jarvis et al. (2016) studied the residual multiplicative shear
biases for the ngmix and im3shape shear catalogs, for the
same redshift bins that we use in this analysis. The residual
multiplicative shear biases are shown in fig. 25 of that work,
and for all the redshift bins that we use are less than 1%,
except for the bin of ngmix of 0.55 < z < 0.83, where they
reach 2%. We decided to add 2% of error in quadrature to
the other sources of error, following the same approach as in
Clampitt et al. (2017).
6.5 Intrinsic alignments
Intrinsic alignments (IA) in the shapes and orientations of
source galaxies can be produced by gravitational tidal fields
during galaxy formation and evolution. IA can induce correla-
tions between the source ellipticity and the lens position if the
two galaxies are physically close, essentially at the same red-
shift. We have worked under the assumption that the observed
ellipticity of a galaxy is an unbiased estimation of its shear.
However, a bias can arise since there is overlap in redshift be-
tween the lens and source populations used in this analysis
(see Fig. 1), and hence we expect a contribution from IA in
the observed tangential shear measurements.
At large scales, the dominant IA contribution arises from
the alignment of galaxies with the tidal field, described by
the “tidal/linear alignment model” (Catelan, Kamionkowski &
Blandford 2001; Hirata & Seljak 2004; Blazek, Vlah & Seljak
2015). On smaller scales, non-linear contributions, including
angular momentum correlations from “tidal torquing,” may
be significant (e.g. Lee & Pen 2000). Tidal alignment is ex-
pected to be strongest for elliptical galaxies, which are pres-
sure supported and thus have shapes and orientations that are
less affected by angular momentum. Indeed, massive ellipti-
cal galaxies exhibit stronger alignments than fainter or bluer
galaxies (e.g. Hirata et al. 2007; Mandelbaum et al. 2011). In-
cluding the non-linear evolution of the dark matter clustering
improves the linear alignment model on smaller scales, yield-
ing the so-called "nonlinear linear alignment model" (NLA)
(Bridle & King 2007).
We estimated the contribution of IA, assuming the NLA
model, for the scenarios with the most overlap between the
lenses and the sources: 0.4 6 zl < 0.6 with 0.55 < zs < 1.3
and 0.6 6 zl < 0.8 with 0.83 < zs < 1.3. Assuming a fiducial
intrinsic alignment amplitude A = 1, a conventional normal-
ization chosen by Hirata & Seljak (2004) to match elliptic-
ity correlations in the SuperCOSMOS survey (Brown et al.
2002), a maximum fractional IA contamination on the tan-
gential shear |1− γIA/γt| of 4% was obtained for these sam-
ples. Also, we found the fractional IA contamination to be
nearly scale-independent, since lensing and IA are sourced by
the same underlying potential. DES Collaboration (2015) es-
timated the IA amplitude as A = 2 ± 1 for the same DES-
SV source sample. This result was model dependent, and A
was found to be consistent with 0 for some cases. Following
a conservative approach, we add an IA contamination of 8%
in quadrature to the error budget, corresponding to an uncer-
tainty at the level of A = 2.
6.6 Splitting sources in redshift
For the following test, we split the source population into two
separate redshift bins. Although the tangential shear measure-
ments from two source populations with different redshift dis-
tributions N(z) will have different lensing efficiencies, we can
still compare the galaxy bias, since the theory predicted tan-
gential shear also depends on the source N(z). Thus, the de-
pendency of the galaxy bias on the source redshift distribution
is cancelled in case of being able to determine it precisely. Oth-
erwise, biases in the N(z) can give arise to differences between
the galaxy bias from the two source bins. Hence, in some sense,
this is also a photo-z test.
We have separated the sources from the ngmix shear cata-
log with 0.55 < zs < 1.3 into the two higher redshift bins used
in other DES-SV weak lensing analyses (e.g. DES Collabora-
tion 2015), which are 0.55 < zs < 0.83, and 0.83 < zs < 1.3.
We have performed this test on the low-z lens bin from 0.2
to 0.4, to minimize the impact intrinsic alignments effects
could have on the test. For the BPZ lens bin, we obtain
b ·r = 0.78±0.15 for the low-z source bin and b ·r = 0.90±0.12
for the high-z source bin. The two results are consistent, ne-
glecting the correlation between the two measurements.
6.7 Observational systematic effects
DES is a photometric survey and, as such, it is subject to
changing observing conditions that may affect the galaxy cat-
alogs and the measurements performed with them. Cr16 car-
ried out a series of careful tests to determine and correct for
any possible observational systematics in the data. In partic-
ular, they found a number of effects impacting on the detec-
tion efficiency of galaxies and hence causing density variations
across the survey area. In order to study them, they used
maps created from single-epoch properties potentially related
to changes in the sensitivity of the survey, such as depth, see-
ing, airmass, etc. (see Leistedt et al. 2016 for more details on
the creation of the maps). They reported significant effects of
some of these quantities on the galaxy clustering observable,
especially depth and seeing variations, and they corrected for
them in several ways, including using cross-correlations be-
tween the galaxy and systematics maps, and the application
of a veto mask avoiding the regions most affected by these
systematics.
On the other hand, Kwan et al. (2017) studied the impact
of the same systematics on galaxy-galaxy lensing, which being
a cross-correlation is naturally more robust to systematic er-
rors. They found that the effect in the galaxy-galaxy lensing
observables is not significant given the statistical power of the
observations in DES-SV. Based on these findings, we do not
apply any correction from cross-correlations with systematics
maps, but we do apply the veto masks in Cr16 to eliminate
regions with high concentrations of these observational sys-
tematics (see Sec. 3.5).
7 DISCUSSION AND COMPARISON TO
PREVIOUS WORK
In this work, we aim to provide another angle to the discussion
of the possible tension between galaxy bias results in the DES-
SV benchmark galaxy sample obtained using galaxy clustering
(Cr16) and galaxy-CMB lensing correlations (G16) by adding
a third probe to the discussion: galaxy-galaxy lensing.
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Photo-z code Probe 0.2 6 zl < 0.4 0.4 6 zl < 0.6 0.6 6 zl < 0.8
BPZ
g-g lensing – This work (b · r) 0.87± 0.11 1.12± 0.16 1.24± 0.23
g clustering – Crocce et al. (2016) (b) 1.05± 0.07 1.23± 0.05 1.35± 0.04
g-CMB lensing – Giannantonio et al. (2016) (b · r) 0.36± 0.22 0.76± 0.24 1.13± 0.25
TPZ
g-g lensing – This work (b · r) 0.77± 0.11 1.40± 0.21 1.57± 0.27
g clustering – Crocce et al. (2016) (b) 1.07± 0.08 1.24± 0.04 1.34± 0.05
g-CMB lensing – Giannantonio et al. (2016) (b · r) 0.41± 0.21 0.75± 0.25 1.25± 0.25
SkyNet g-γ maps – Chang et al. (2016) (b/r) 1.12± 0.19 0.97± 0.15 1.38± 0.39
Table 5. Comparison between this work’s fiducial galaxy bias measurements for BPZ and TPZ lens redshift bins, galaxy clustering measure-
ments from Cr16, galaxy-CMB lensing real space measurements from G16 and bias measurements for SkyNet lens bins from cross-correlations
between galaxy density and weak lensing maps from Chang et al. (2016).
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Figure 8. Fiducial galaxy bias results from this work using galaxy-
galaxy lensing (g-g lensing, red points) as a function of redshift
compared with previous measurements on the same Benchmark
sample using galaxy clustering (g clustering, black down triangles)
from Cr16 and the real space analysis results from CMB lensing
(g-CMB lensing, gray upper triangles) from G16. Top panel: Lens
redshift bins are defined with BPZ and the lens N(z) is estimated
using BPZ as well. Bottom panel: Lens redshift bins are defined with
TPZ and the lens N(z) is estimated using TPZ as well. The points
have been offset horizontally for clarity purposes.
In Cr16, galaxy bias was measured by finding the best-fit
between the galaxy angular correlation function (2PCF) and
a prediction of the same function using the non-linear dark
matter power spectrum. The ratio of the measurement to the
unbiased theory predicion yields the square of the galaxy bias,
b2, from which b can be directly derived.
G16 measured the cross-correlations between the galaxy
density field and the lensing of the CMB, using both Planck
and South Pole Telescope (SPT) maps. In that case, the com-
parison to theory predictions returns the galaxy bias b times
a factor ALens which encapsulates different effects that can
influence the amplitude of the CMB lensing signal. If the un-
derlying true cosmology matches their fiducial ΛCDM model,
ALens should be equal to one provided the scales they use are
not affected by stochasticity or non-linearities. In the general
case where those can be present, their estimator yields the
galaxy bias times the cross-correlation coefficient, b ·r (cf. G16
Section 7.4). The tomographic measurements of the galaxy
bias were obtained using galaxy-SPT cross-correlations, due
to their higher significance. Also, both real- and harmonic-
space analyses were performed, yielding consistent results. All
three analyses measure the galaxy bias of the same sample
of galaxies, the so-called Benchmark sample. Also, aiming for
consistency, the same fiducial cosmology is assumed in all three
probes: a flat ΛCDM+ν (1 massive neutrino) cosmological
model based on the Planck 2013 + WMAP polarization +
highL(ACT/SPT) + BAO best-fit parameters from Ade et al.
(2014).
In Fig. 8, as well as in Table 5, we compare our fiducial
galaxy bias results with those from Cr16 and G16. In the top
panel, lens redshift bins defined with BPZ are used and the
N(z) of the lenses is computed with BPZ for all probes, and
analogously for TPZ on the bottom panel. However, different
calculations of the galaxy bias cannot be directly compared
since the three probes do not measure exactly the same quan-
tity. Instead, only the galaxy clustering measurement gives a
direct estimate of the galaxy bias b. On the other hand, both
galaxy-galaxy lensing and galaxy-CMB lensing are sensitive to
b · r. Nevertheless, the cross-correlation coefficient is expected
to be close to unity over the scales considered in this work,
R > 4 Mpc/h (see Sec. 4.3.1).
Also, when comparing the different probes, their potential
cross-covariance should be considered, since a significant co-
variance between them would make overall discrepancies more
significant. The cross-covariance between galaxy-galaxy lens-
ing and galaxy clustering is expected to be close to zero on
small scales, where the errors are dominated by the lensing
shape noise. On large scales, it is expected to be slightly higher;
Mandelbaum et al. (2013) find values ∼ 10–15% but com-
patible with zero. Similarly, Baxter et al. (2016) found that
CMB-lensing and galaxy-galaxy lensing measurements on the
Benchmark sample are largely uncorrelated. Henceforth, for
the following discussion, we assume there is no correlation be-
tween probes.
The different photo-z bins are also covariant to some ex-
tent, given their partial overlap in redshift due to photo-z er-
rors and the use of shared sources in galaxy-galaxy lensing.
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Thus, since it is not easy to quantify the overall agreement of
the results of the three probes across the three photo-z bins,
we discuss the differences between probes on a bin by bin basis.
Then, as shown in Table 5, and neglecting the correlation
between probes, our results of b · r are compatible within 1σ
with results of Cr16 in all redshift bins, except for the low-z
bin (0.2 < z < 0.4), with a 1.3σ difference in the BPZ case
and a more significant 2.3σ tension for TPZ. Similarly, our
measurements are in moderate tension with b ·r results of G16
(1–2σ) at low and medium redshift (0.2 < z < 0.6), with a
maximum tension of 2.1σ for the low-z BPZ bin and 2.0σ for
the mid-z TPZ bin, while they are compatible within 1σ at
higher redshift (0.6 < z < 0.8). However, note that the G16
results shown in Table 5 and Fig. 8 come from real space anal-
ysis. The galaxy bias results measured using harmonic space
in G16 are closer to our measurements at low and medium
redshift but further at higher redshift: 0.57±0.25, 0.91±0.22,
0.68±0.28, from the low-z to the high-z bin, defined with TPZ.
A fourth analysis (Chang et al. 2016, hereafter Ch16) also
measured the galaxy bias on DES-SV data cross-correlating
weak lensing shear and galaxy density maps, using the method
described first in Amara et al. (2012) and later re-examined in
Pujol et al. (2016), which has the advantage that is only weakly
dependent on the assumed fiducial cosmology. Ch16 measured
the bias on the Benchmark sample assuming r = 1 over the
considered range of scales, and using the same lens redshift
binning as the three other analyses, but adopted SkyNet to
define the lens redshift bins. Thus, the lens sample slightly
differs from the one used in the other three probes. In Ch16
the galaxy bias was estimated in four tomographic bins; the
results obtained for the first three redshift bins can be found in
Table 5, which agree at the 1–2σ level with our measurements.
In Fig. 8 we observe that most of the differences between
the results coming from auto-correlations and the ones coming
from cross-correlations could be partially explained if r < 1.
This would be the case if the galaxies are either stochastically
or non-linearly biased, or a mixture of both (Pen 1998; Simon
et al. 2007). Consider a general relation between the galaxy
density contrast δg and the dark matter density contrast δm:
δg = f(δm) +  , (25)
where f is some function and  a random variable (noise) that
satisfy 〈 f(δm)〉 = 〈 δm〉 = 0, since  is not correlated with
either f or δm. If f is linear (δg and δm are Gaussian random
variables) and  = 0, we have a linear deterministic relation
between δg and δm: δg = b1 δm. Otherwise, f being a non-
linear function leads to non-linear bias, and  6= 0 introduces
some dispersion in the relation, usually called stochasticity.
Then, r < 1 can be generated by the presence of either non-
linearities or stochasticity, or both, following from Eq. (8):
r =
〈δmδg〉√
〈δ2m〉
〈
δ2g
〉 = 〈δmf(δm)〉√〈δ2m〉 (〈[f(δm)]2〉+ 〈2〉) . (26)
Next, we proceed to discuss the potential reasons for the
possible tension between the galaxy bias estimations of the dif-
ferent probes, including non-linear and stochastic bias, which
would both lead to r < 1, as well as how the choice of the
fiducial cosmology can affect the bias results and what is the
impact of systematics effects.
7.1 Non-linear bias
In Sec. 4.4, we have tested the impact of using a non-linear bias
modelling for scales larger than 4 Mpc/h, obtaining results
consistent with the linear bias values. Thus, linear bias theory
is currently sufficient over this range of scales given our current
uncertainties.
Also, other DES-SV studies have been performed on the
scale of linear bias. For instance, Kwan et al. (2017) followed
a different approach to study it on the SV redMaGiC sam-
ple (Rozo et al. 2016), finding a slightly larger value of ∼5.5
Mpc/h, as expected for a red sample of galaxies.
In G16 smaller scales were used (down to 2.4 arcmin,
which approximately corresponds to 0.6 Mpc/h at z = 0.3
and to 1.2 Mpc/h at z = 0.7), in order to extract as much sig-
nal as possible, since in their case the theoretical uncertainties
due to non-linearities were much smaller than the statistical
errors. Then, it is possible that non-linear bias is present over
this range of scales. Refer to Sec. 4.3.1 for an extended discus-
sion on the range of scales considered in this work.
7.2 Stochasticity
Assuming non-linear bias can be ignored on the scales of in-
terest and also that the fiducial cosmology (defined in Sec. 2)
is fixed, it is possible to attribute the differences between the
results of different probes to stochasticity.
In this special case, G16 measured r = 0.73±0.16 using a
novel linear growth bias-independent estimator – denoted by
DG in G16 – which would imply a 1.7σ measurement that there
is some stochasticity. In G16, the measurement was extended
to lower separations, where r might deviate from one. Thus,
this could partially explain the systematically lower results at
low redshift of G16 compared to Cr16 and our measurements.
In our case, neglecting the correlation with Cr16, in the
low-z bin we measure r = 0.83± 0.12, that is, 1.3σ away from
one, for BPZ, and r = 0.71 ± 0.11, 2.6σ away from one, for
TPZ, when comparing our results with those of Cr16. In the
other redshift bins, the significance is much lower. Actually,
since Cr16 results and this work are potentially correlated,
the given confidence levels are a lower limit.
7.3 Fiducial cosmology dependence
Another possibility for the differences in the galaxy bias re-
sults is that the true cosmology does not match the fiducial
cosmology, since the various probes might depend differently
on the cosmological parameters. Then, even if the same fidu-
cial cosmology is assumed (defined in Sec. 2), which is the case
for Cr16, G16 and this work, this could still produce variations
in the galaxy bias results. Regarding Ch16, even though a dif-
ferent fiducial cosmology is assumed – the MICE cosmology
(Fosalba et al. 2015a,b; Crocce et al. 2015; Carretero et al.
2014) – their approach is only weakly dependent on it. On the
contrary, the galaxy bias measurements in Cr16, G16 and this
work are significantly dependent on cosmology.
Particularly, the three probes are especially sensitive to
σ8 and Ωm. At large scales, if Ωm is fixed, the galaxy bias be-
comes independent of scale and is hence fully degenerate with
the amplitude of the matter power spectrum, σ8. However,
the dependency is different for each probe. At large scales,
the galaxy clustering correlation function depends on σ8 like
ωgg(θ) ∝ b2σ28 , the tangential shear as γt ∝ b · r σ28 and the
galaxy-CMB lensing correlation function as ωκgCMB ∝ b · r σ28 .
Then, the bias from the auto-correlation depends differently
on σ8 than the bias from the cross-correlations: b ∝ σ−18 ,
b · r ∝ σ−28 . Hence, for instance, using a fiducial value of σ8
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lower than Planck’s, as hinted by CFHTLenS (Heymans et al.
2013), would increase b, but would increase b · r even more,
reducing the tension between probes in most of the cases.
As an illustration to this, also involving the other cos-
mological parameters, G16 studied how changing the fiducial
cosmology from Planck to MICE affects the galaxy bias re-
sults. MICE simulations are based on the ΛCDM cosmological
parameters: Ωm = 0.25, ΩDE = 0.75, Ωb = 0.044, σ8 = 0.8,
ns = 0.95 and h = 0.7. This variation of the cosmological pa-
rameters produces an increase of the galaxy bias of ∼ 4% for
galaxy clustering and of ∼ 21% for CMB lensing (G16), for the
whole redshift range 0.2 < zl < 1.2. For galaxy-galaxy lensing,
we obtain an increase of ∼ 22%, for the redshift bin whose
mean value is closest to the one G16 uses. Thus, the relative
increases of the galaxy bias would reduce the existing tension
between probes in most of the cases.
Furthermore, we studied how the results vary performing a
more plausible change in the fiducial cosmology. Using Planck
2015 + External cosmology (TT, TE, EE + lowP + Lensing +
BAO + SN Ia): Ωm = 0.307, Ωνmass = 0.00139, Ωb = 0.0486,
σ8 = 0.816, ns = 0.967 and h = 0.677 (Ade et al. 2016),
which corresponds to a 1σ variation of σ8 with respect to the
Planck 2013 value, represents an increase of ∼ 4% in the bias
from galaxy-galaxy lensing, not enough to account for the all
the difference between probes. Further discussion on how the
various cosmological parameters and models impact the bias
measurements can be found in G16.
7.4 Photo-z errors and systematics
Another possible reason for the tension between probes is sys-
tematic error, especially in the low-z bin. In Sánchez et al.
(2014) it was found that the absence of u band could have
led to imprecise photo-z measurements, particularly in the
lowest redshift bin, which could potentially induce larger un-
certainties in the redshift distribution of galaxies, which can
affect differently each probe. For instance, auto-correlations
are more sensitive to the width of the N(z) distribution, while
cross-correlations are more sensitive to its mean. Moreover, the
shape of the CMB lensing kernel could increase the impact of
photo-z uncertainties at low-z (see G16 for an extended dis-
cussion of how photo-z can influence each probe).
Other systematics, such as stellar contamination, can also
alter the galaxy bias results in a different manner for each
probe. For instance, in the case of stellar contamination, the
measured galaxy clustering amplitude would be higher than
otherwise, increasing the bias as well. This is already taken into
account in Cr16. On the other hand, the tangential shear am-
plitude and the galaxy-CMB lensing cross-correlation would
decrease, and so would the bias. The stellar contamination of
the DES galaxy sample in the COSMOS field was found to
be at most 2% in Cr16. Although this might contribute to the
observed differences in the bias, such a small contamination
would produce negligible variations compared to the statisti-
cal errors.
Overall, as a conclusion for the discussion presented in this
section, we find no strong evidence that the cross-correlation
coefficient is smaller than one, except perhaps at low redshift.
In the 0.2 < zl < 0.4 bin, we measure r = 0.83±0.12 for BPZ,
and r = 0.71± 0.11 for TPZ, provided the differences between
probes are attributed only to the cross-correlation parameter
being smaller than one. Both non-linear bias and stochasticity
can cause r < 1, but, since the linear bias model is found to
be a good fit for our data given the current uncertainties, our
findings favor stochasticity.
Another possibility is that the differences do not have a
single origin, but that they result from a combination of some
of the effects presented during this discussion. Part of these
potential reasons, such as a mismatch between the fiducial cos-
mology and the underlying true cosmology or photo-z errors,
while unlikely to account for the differences separately, might
be able to explain them when combined.
The DES-SV data used in this analysis represents only
about 3% of the final survey coverage. With these data, we
have acquired some hints of possible causes that might have
generated the differences between the results from the three
probes (Cr16, G16 and this work), which will be useful for
future measurements. Additional data from DES will signifi-
cantly reduce the statistical uncertainties as well as allowing
to probe larger scales, which will enable more precise studies
of galaxy bias.
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