Stability of Statistical Properties in Two-Dimensional Piecewise
  Hyperbolic Maps by Demers, Mark F. & Liverani, Carlangelo
ar
X
iv
:m
at
h/
06
02
06
7v
2 
 [m
ath
.D
S]
  2
9 M
ay
 20
07
STABILITY OF STATISTICAL PROPERTIES IN TWO-DIMENSIONAL
PIECEWISE HYPERBOLIC MAPS
MARK F. DEMERS AND CARLANGELO LIVERANI
Abstract. We investigate the statistical properties of a piecewise smooth dynamical sys-
tem by studying directly the action of the transfer operator on appropriate spaces of distri-
butions. We accomplish such a program in the case of two-dimensional maps with uniformly
bounded second derivative. For the class of systems at hand, we obtain a complete descrip-
tion of the SRB measures, their statistical properties and their stability with respect to
many types of perturbations, including deterministic and random perturbations and holes.
1. Introduction
In recent years, many works have sought to establish in the hyperbolic setting the func-
tional analytic approach developed for one-dimensional piecewise expanding maps.
This strategy avoids completely any attempt to code the system and studies directly the
transfer operator on an appropriate Banach space (in the expanding case, the functions of
bounded variation). Roughly speaking, the approach is to first obtain a priori control on the
smoothing properties of the transfer operator [LY], then infer from those that the transfer
operator is quasi-compact and that its peripheral spectrum provides abundant information
about the statistical properties of the system [K], and finally show that such a picture is
stable for a large class of perturbations [BY, KL]. See [B1] for a detailed explanation of the
above ideas and complete references and [L2] for an apology.
Such a point of view was successfully extended to multidimensional expanding maps [S,
Bu, T1, T2, BK], but its application to the hyperbolic setting has been lacking until recently.
Notwithstanding some partial successes [Ba, L1, R1, R2, R3], the first paper in which the
above approach was systematically implemented in all its aspects was [BKL], in which the
authors studied Anosov diffeomorphisms. Such results have subsequently been dramatically
improved in a series of papers [GL, B2, BT, L3] of which certainly we have not seen the end.
In spite of the fact that in one dimension the approach was developed to overcome the
problem of discontinuities, the case of piecewise hyperbolic systems has eluded attempts
to treat it along such lines (with the partial exception of [L1]). Consequently, as far as
hyperbolic systems with discontinuities are concerned, the only available approaches are [P]
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and [Y] (and the generalizations by Chernov [Ch] and Chernov, Dolgopyat [CD] of Young’s
approach in the case of billiards; see [CY] for a review). Such approaches require a very deep
preliminary understanding of the regularity properties of the invariant foliations and are not
well-suited to the study of perturbations of the systems under consideration.
The present paper makes a first step in overcoming the difficulty of discontinuities by
showing that in the two-dimensional case the functional analytic approach can be carried
out successfully. We are confident that this approach can be extended to billiards and higher
dimensional systems.
The outline of the paper is as follows. In Section 3, we describe functional spaces on which
we establish the quasi-compactness of the transfer operator in Section 4. This is the key
result of the paper from which all the rest follow.
In Section 5, we show that there exists a precise relation between the spectral picture
of the transfer operator and the statistical properties of the system. More precisely, the
peripheral spectrum corresponds to the ergodic decomposition with respect to the physical
measures, so a complete description of the SRB measures for the system is obtained.
The rest of the spectrum is connected to the finer statistical properties such as the decay
of correlations, which is proven to be exponential for mixing systems, the Central Limit
Theorem, the power spectrum and the Ruelle resonances. Although the decay of correlations
and CLT are already known for systems with a slightly more restrictive class of singularities
(see [Y]), the current approach presents a unified framework for these results and adds to
them a detailed understanding of the power spectrum and Ruelle resonances not previously
available. (See [Ru1, Ru2, PP1, PP2] for a discussion of Ruelle resonances in Axiom A
systems.)
In addition, we answer questions concerning the stability of these statistical properties
with respect to both deterministic and random perturbations, as well as those obtained by
introducing small holes into the system. We prove that the stability is of a very strong
nature: all the statistical properties, from the invariant measures to the rate of decay of
correlations to the Ruelle resonances, vary continuously with the perturbation. The proofs
of these results are contained in Section 6.
Contrary to [GL], the spaces introduced here do not allow an extensive study of the
influence of the smoothness of the system on its statistical properties. This may depend on
the class of systems under investigation: contrary to the smooth case in which the degree of
smoothness determines the size of the essential spectrum, it is conceivable that there is no
difference between piecewise C2 and piecewise Cr systems. On the other hand there may be
a difference that is not captured by our spaces.
Finally, note that the paper tackles the problem, left open in [GL], of how to define spaces
with Ho¨lder regularity in the unstable direction.
Remark 1.1. A remarkable aspect of the present approach is that it bypasses completely the
detailed, and extremely laborious, study of the smoothness properties of the invariant folia-
tions, their holonomies and the local ergodicity theorems (albeit restricted to the uniformly
hyperbolic case). Accordingly, it provides an extremely direct way to obtain very strong re-
sults, as testified by the length of the present, essentially self-contained, paper.
Convention 1.2. In this paper we will use C to denote a generic constant depending only on
the dynamical systems (M, T ), while Ca,b,c... will depend only on (M, T ) and the parameters
a, b, c, . . . . Accordingly, the actual value of such constants may vary from one occurrence to
the next.
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2. Setting, Definitions and Results
Let M be a compact two-dimensional Riemannian manifold, possibly with boundary and
not necessarily connected, and let T : M 	 be a piecewise uniformly hyperbolic map in
the following sense. We assume that there exist a finite number of pairwise disjoint open
regions {M+i } such that ∪iM+i = M and the boundaries of M+i are piecewise C1 curves
of finite length. We define M−i = T (M+i ) and require that ∪iM−i = M. We refer to the
sets S± := M\ ∪i M±i as the singularity sets for T and T−1 respectively. We assume that
T ∈ Diff2(M\S+,M\S−) and that on each M+i , T has a C2 extension to M+i .
On each Mi, T is uniformly hyperbolic: i.e., it admits two continuous DT -strictly-
invariant families of cones Cs and Cu defined on all of M\(S+ ∪ ∂M) which satisfy,1
λ := inf
x∈M\S+
inf
v∈Cu
‖DTv‖
‖v‖ > 1,
µ := inf
x∈M\S+
inf
v∈Cs
‖DTv‖
‖v‖ < 1,
µ−1+ := inf
x∈M\S−
inf
v∈Cs
‖DT−1v‖
‖v‖ > 1.
(2.1)
In Section 3.1, we define narrow cones with the same names and refer to them as the stable
and unstable cones of T respectively. We assume that the tangent vectors to the singularity
curves in S− are bounded away from Cs. Note that this class of maps is similar to that
studied in [Y, P]; see also [LW] for the symplectic case.
Remark 2.1. We can replace the condition that the singularity curves be transverse to Cs
by the more general assumption (H1) of Section 2.5 (replacing ∂H with S−), thus allowing
singularities which are in places tangent to the stable direction. The estimates of Section 6.3
imply that Proposition 2.7 and Theorem 2.8 hold with this weaker condition on the singular-
ities of T as long as we choose β ≤ α/2 in the definition of the strong unstable norm (2.4).
We do not do this, however, since this restriction on β makes less optimal our estimates on
the essential spectral radius (see Remark 5.9).
Remark 2.2. Although the class of maps T which we consider does not contain billiards, it
does contain piecewise toral automorphisms and a broad class of piecewise hyperbolic nonlin-
ear maps with bounded derivative.
Denote by S−n the set of singularity curves for T−n and by S+n the set of singularity curves
for T n. Let M(n) denote the maximum number of singularity curves in S−n which intersect
at a single point. We make the following assumption regarding the singularities of T .
(P1) There exist α0 > 0 and an integer n0 > 0, such that λµ
α0 > 1 and
(λµα0)n0 > M(n0).
Condition (P1) can always be satisfied if M(n) has polynomial growth (as is the case with
billiards); however, since (P1) is required only for some fixed n0, it is not necessary to control
M(n) for all n in order to verify the condition.
1Note that the strict invariance of the cone field together with the smoothness properties of the map
implies that the stable and unstable directions are well-defined for each point whose trajectory does not
meet a singularity line.
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Remark 2.3. If property (P1) holds for α0, then it holds for all 0 < α < α0 with the same
n0. Notice also that M(kn0) ≤ M(n0)k which implies that the inequality in (P1) can be
iterated to make (λµα0)−kn0M(kn0) arbitrarily small once (P1) is satisfied for some n0.
In Section 3.1 we will define a set of admissible leaves Σ, close to the stable direction, on
which we will define our norms. For a leaf W ∈ Σ, let Ln denote the number of smooth
connected components of T−nW . For a fixed N , by shrinking the maximum length 2δ of
leaves in Σ, we can require that LN ≤ M(N) + 1. This implies that choosing N = kn0, we
can make (λµα0)−NLN arbitrarily small.
Convention 2.4. In what follows, we will assume that n0 = 1. If this is not the case, we
may always consider a higher iterate of T for which this is so by assumption (P1). We refer
to L1 as L and choose δ small enough that Lλ
−1µ−α0 =: ρ < 1.
We write Ds to denote differentiation in the stable direction and note that this direction
is well-defined outside the set ∪n≥0S+n due to the uniform hyperbolicity of T .
For an admissible leafW ∈ Σ, we will denote bym the (unnormalized) Riemannian volume
on W and by d(·, ·) the distance along the leaf. We will often abbreviate m(W ) by |W |.
2.1. Transfer Operator. The basic object of study in the present paper is the so-called
transfer operator L. Clearly, to make sense of an operator it is necessary to specify on which
space it acts. In fact, the search for a good space is the main point of the present paper.
In the smooth case [GL], it is convenient to define the transfer operator acting on the
space of distributions which turns out to contain all the relevant spaces. In this manner one
can obtain all the relevant operators as restrictions of the original one.
In the present case it is not clear if there exists an appropriate ambient space.2 We bypass
this problem by defining the operator as acting between two scales of spaces.
For each n ∈ N, let Kn be the set of connected components of M \ S+n . Recall that
C1(K,R) is the set of functions ϕ ∈ C1(
◦
K,R) which have a C1 extension in a neighborhood
of K. Let C1
S+n
:= {ϕ ∈ L∞(M) : ϕ ∈ C1(K,R) ∀K ∈ Kn}.3 If h ∈ (C1S+n )
′, is an element of
the dual of C1
S+n
, then L : (C1
S+n
)′ → (C1
S+n−1
)′ acts on h by
Lh(ϕ) = h(ϕ ◦ T ) ∀ϕ ∈ C1
S+n−1
.
The above definition shows how the transfer operator acts on an abstract space of distri-
butions, but often we will be concerned with its action on more concrete objects. Notice
that since the sets S+n are all of zero Lebesgue (Riemannian) measure, each signed measure
absolutely continuous with respect to Lebesgue yields an element of (C1
S+n
)′.
Remark 2.5. In what follows, we will identify a measure h that is absolutely continuous
with respect to Lebesgue with its density, which we will insist on calling h. Accordingly,
h(ϕ) =
∫
M
hϕ dm
where m denotes Lebesgue measure onM. Hence the space of measures absolutely continuous
with respect to Lebesgue is canonically identified with L1(M,R, m).
2Clearly the space of distributions will not do since if ϕ is smooth, ϕ ◦ T may not be.
3The space C1
S
+
n
is a Banach space when equipped with the norm sup
K∈Kn
|ϕ|
C1(
◦
K)
.
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With the above convention, L1(M) ⊂ (C1
S+n
)′ for each n ∈ N. One can then restrict L to
L1 and a simple computation shows that4
Lnh = h ◦ T−n |DT n(T−n)|−1
for any n ≥ 0 and any h ∈ L1(M).5
2.2. Definition of the Norms. We will define the required Banach spaces by closing C1
with respect to suitable norms.
The norms are defined via a set of admissible leaves Σ. Such leaves are essentially smooth
curves roughly in the stable direction, their length is smaller than some δ and among them
is defined a notion of distance dΣ. Also, a notion of distance dq is defined among functions
supported on such leaves. They are defined precisely in Section 3.1.
For W ∈ Σ and 0 ≤ α, q ≤ 1, denote by Cα(W,C) the set of continuous complex-valued
functions on W with Ho¨lder exponent α. Define the following norms
|ϕ|W,α,q := |W |α · |ϕ|Cq(W,C).
Given a function h ∈ C1(M,C), define the weak norm of h by
(2.2) |h|w := sup
W∈Σ
sup
ϕ∈C1(W,C)
|ϕ|C1(W )≤1
∫
W
hϕ dm.
Choose α, β, q < 1 such that 0 < β ≤ α ≤ 1− q ≤ α0.6 We define the strong stable norm as
(2.3) ‖h‖s := sup
W∈Σ
sup
ϕ∈C1(W,C)
|ϕ|W,α,q≤1
∫
W
hϕ dm
and the strong unstable norm as
(2.4) ‖h‖u := sup
ε≤ε0
sup
W1,W2∈Σ
dΣ(W1,W2)≤ε
sup
|ϕi|C1(Wi,C)≤1
dq(ϕ1,ϕ2)≤ε
1
εβ
∣∣∣∣
∫
W1
hϕ1 dm−
∫
W2
hϕ2 dm
∣∣∣∣
where ε0 will be chosen later. We then define the strong norm of h by
(2.5) ‖h‖ = ‖h‖s + b‖h‖u
where b is a small constant chosen in Section 4.
We define B to be the completion of C1(M) in the strong norm and Bw to be the completion
of C1(M) in the weak norm.
Finally, let
(2.6) Dn := δ
α−1 sup
0≤k≤n
sup
W∈Σ
|W |−α
∫
W
|DT−k|dm
and set D∗ = lim supn→∞D
1/n
n .
4Given a square matrix A, by |A| we mean | det(A)|.
5Often the above is taken as the definition of the transfer operator, yet as will become clear in the following,
L1 is both too small and too large a space to be useful.
6Such inequalities are irrelevant for the definition of the spaces, but we introduce them here because they
will be needed for the various Lasota-Yorke estimates of Section 4.
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2.3. Statement of Results. The first result gives a more concrete description of the above
abstract spaces.
Lemma 2.6. For each n ≥ 0, B ⊂ Bw ⊂ (C1S+n )
′.
Proof. This is an immediate consequence of Lemma 3.3 and the fact that | · |w ≤ ‖ · ‖. 
In addition, the transfer operator is well-defined on the spaces B, Bw. In fact, the following
more precise result is proven in Section 4.
Proposition 2.7. There exists δ0 > 0 such that for all h ∈ B, δ ≤ δ0 and n ≥ 0,
|Lnh|w ≤ CDn|h|w ,(2.7)
‖Lnh‖s ≤ Cmax{ρ, µq+}nDn‖h‖s + CδDn|h|w ,(2.8)
‖Lnh‖u ≤ Cλ−βnDn‖h‖u + C(Dn + Lnλ−nµ−αn)‖h‖s.(2.9)
If we choose 1 > τ > max{λ−β, ρ, µq+}, then there exists N ≥ 0 such that
‖LNh‖ = ‖LNh‖s + b‖LNh‖u
≤ τ
NDN
2
‖h‖s + CδDN |h|w + bτNDN‖h‖u + bC(DN + LNλ−Nµ−αN)‖h‖s
≤ τNDN‖h‖+ CδDN |h|w
(2.10)
provided b is chosen small enough with respect to N . The above represents the traditional
Lasota-Yorke inequality once we show the Dn are bounded. Probably a direct argument
could prove this fact, yet we find it easier to prove using a functional analytic argument.
The final ingredient in the strategy to prove the quasi-compactness of the operator L is the
relative compactness of the unit ball of B in Bw. This is proven in Lemma 3.5. It thus follows
by standard arguments ([B1]) that the essential spectral radius of L on B is bounded by τD∗,
while the estimate for the spectral radius, contrary to the usual situation, is D∗ which, in
general, could be larger than one. Nevertheless, a functional analytic argument (Lemma 5.3)
shows that the spectral radius is one. As a consequence we know, a posteriori, that D∗ = 1
and this together with Lemma 5.1 implies that the Dn are bounded (see Remark 5.4).
Our next results characterize the set of invariant measures in B and some of the statistical
properties of T . Recall that an invariant probability measure µ is called a physical measure
if there exists a positive Lebesgue measure invariant set Bµ, with µ(Bµ) = 1, such that, for
each continuous function f ,
lim
n→∞
1
n
n−1∑
i=0
f(T ix) = µ(f) ∀x ∈ Bµ.
Let Πθ be the eigenprojector on Vθ, the eigenspace of L corresponding to eigenvalue e2πiθ,
and set V := ⊕θVθ. The following theorem is proved by the lemmas of Section 5.
Theorem 2.8. The peripheral spectrum of L on B consists of finitely many cyclic groups.
The maps {T n}n∈N admit only finitely many physical probability measures, they form a basis
for V and the cycles correspond to the cyclic groups. In addition,
(1) If µ ∈ V0 and S±n,ǫ is an ǫ-neighborhood of S±n , then µ(S±n,ǫ) ≤ Cnǫα for all n ∈ N. In
particular, µ(S±n ) = 0.
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(2) Each element in V is a signed measure absolutely continuous with respect to the
probability measure µ¯ := limn→∞
1
n
∑n−1
i=0 Li1. In particular, all the physical measures
are absolutely continuous with respect to µ¯.
(3) The supports of the physical measures correspond to the ergodic decomposition with
respect to Lebesgue.
(4) For all f ∈ C0(M,R), the limit f+(x) := limn→∞ 1n
∑n−1
i=0 f ◦ T i(x) exists for m-
almost-every x and takes on only finitely many different values. If µ¯ is ergodic, then
f+(x) =
∫
fdµ¯ for m-almost-every x.
(5) If (T, µ¯) is ergodic, then 1 is a simple eigenvalue. If (T n, µ¯) is ergodic for all n ∈ N,
then one is the only eigenvalue of modulus one, (T, µ¯) is mixing and exhibits expo-
nential decay of correlations for Ho¨lder observables, and the Central Limit Theorem
holds.
(6) More generally, the Fourier transform of the correlation function (sometimes called
the power spectrum) admits a meromorphic extension in the annulus {z ∈ C ; τ <
|z| < τ−1} and the poles (Ruelle resonances) correspond exactly to the eigenvalues of
L.
Items (1-4) and part of (5) are proved in Section 5.2. The rest is proved in Section 5.3.
Remark 2.9. Although µ¯ is a natural measure in the sense that it is obtained by pushing
forward and averaging Lebesgue measure, it is generally not absolutely continuous with respect
to Lebesgue in the hyperbolic setting. Typically, one expects µ¯ to be singular along stable
manifolds and absolutely continuous along unstable manifolds.
Remark 2.10. A natural question is if all the positive elements of V0 are SRB measures;
however, the characterization of SRB measures as measures that are absolutely continuous
along unstable manifolds is a bit at odds with our philosophy since it would require us to prove
the existence and properties of such manifolds in the first place. An alternative approach is
to note that the integral along a manifold lying in the unstable cone yields an element of B
(see [GL, Proposition 4.4.] for a similar result in that context) and therefore iterating it (one
standard manner to construct SRB measures) one converges to the elements of V0. With this
approach one can show that V0 corresponds exactly to the decomposition into SRB measures.
Remark 2.11. Several of the above results are similar to those obtained in [P, Y] for piece-
wise hyperbolic maps. In [Y], an SRB measure ν was constructed and under the assumption
that (T n, ν) is ergodic for all n, it was proven that (T, ν) satisfies the CLT and exponential
decay of correlations for Ho¨lder observables. In [P], the existence of SRB measures and the
ergodic decomposition was proven.
In Section 6, we prove various perturbation results, using the framework provided by [KL].
This requires first obtaining uniform Lasota-Yorke estimates for the perturbed operators Lε.
Then, regarding these operators as acting from B to Bw, we define the norm
|||L||| = sup
{h∈B:‖h‖≤1}
|Lh|w
and show that Lε and L are close in this norm. The results of [KL] then imply that the
spectral picture (hence the SRB measures, the rate of correlation decay, etc.) persists and
is stable as long as a spectral gap is maintained. These results, to our knowledge, are new
and are a simple byproduct of the present approach.
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2.4. Deterministic and Smooth Random Perturbations. We define the class of per-
turbations for which our results hold. This class is analogous to that studied in [GL].
Fix B∗ < ∞ such that |D2T | < B∗ and let ΓB∗ be the set of maps T˜ that satisfy the
assumptions of Section 2 with |D2T˜ | ≤ B∗.
Definition 1. Given two maps T1, T2 ∈ ΓB∗ we say that they have distance ε if their sin-
gularity curves are at distance ε and if outside an ε neighborhood of the union of their
singularity curves they are ε-close in the C2 norm. We call this distance γ(T1, T2).
Choose ε ≤ ε0 and let Xε be an ε-neighborhood of T in ΓB∗ ,
Xε = {T˜ ∈ ΓB∗ : γ(T, T˜ ) < ε}.
In general, the constants λ(T˜ ), µ(T˜ ), µ+(T˜ ) and Dn(T˜ ) defined by (2.1) and (2.6) depend
on the map T˜ . However, for ε ≤ ε0, we may choose constants λ, µ, µ+ and Dn such that
1 < λ ≤ λ(T˜ ), 1 > µ ≥ µ(T˜ ), 1 > µ+ ≥ µ(T˜ ) and Dn ≥ Dn(T˜ ) for all T˜ ∈ Xε. These are
the constants we shall use in the estimates of Section 6 which enable us to obtain uniform
Lasota-Yorke type inequalities for the maps in Xε.
Let ν be a probability measure on a probability space Ω and let g : Ω ×M → R+ be a
measurable function satisfying:
(i) g(ω, ·) ∈ C1(M,R+) for each ω ∈ Ω;
(ii)
∫
Ω
g(ω, x)dν(ω) = 1 for each x ∈ M;
(iii) g(ω, x) ≥ a > 0 and |g(ω, ·)|C1(M) ≤ A <∞.
If we associate to each ω ∈ Ω a map Tω ∈ Xε, this defines a random walk onM in a natural
way. Starting at x, we choose Tω according to the distribution g(ω, x)dν(ω). We apply Tω
to x and repeat this process starting at Tωx. We say the process has size ∆(ν, g) ≤ ε.
Remark 2.12. If ν is a Dirac measure centered at ω0, this process corresponds to the deter-
ministic perturbation Tω0 of T . Thus this setting encompasses a large class of random and
deterministic perturbations of T .
The transfer operator Lν,g associated with the random process governs the evolution of
densities by
Lν,gh(x) =
∫
Ω
LTωh(x) g(ω, T−1ω x) dν(ω)
where LTω is the transfer operator associated with Tω.
Lemmas 6.1, 6.2 and 6.3 prove the two steps required in order to apply [KL] to the above
class of perturbations. We need some more notation before stating the theorem fully.
Choose σ ∈ (max{λ−β, ρ, µq+}, 1) and denote by sp(L) the spectrum of L on B. Since
sp(L) ∩ {z ∈ C : |z| ≥ σ} consists of a finite number of eigenvalues ̺1, . . . , ̺k of finite
multiplicity, we may assume that sp(L) ∩ {z ∈ C : |z| = σ} = ∅. Hence there exists t∗ > 0
such that |̺i − ̺j | > t∗ for i 6= j and dist(sp(L), {|z| = σ}) > t∗.
Finally, for t ≤ t∗, define the spectral projections
Π(j)ν,g :=
1
2πi
∫
|z−̺j |=t
(z −Lν,g)−1dz and
Π(σ)ν,g :=
1
2πi
∫
|z|=σ
(z − Lν,g)−1dz.
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We denote by Π
(j)
0 and Π
(σ)
0 the corresponding spectral projections for the unperturbed
operator L.
Theorem 2.13. For each t ≤ t∗ and η < 1 − log σlogmax{λ−β ,ρ,µq+} , there exists ε1 > 0 such that
for any perturbation (ν, g) of T satisfying ∆(ν, g) < ε1, the spectral projections Π
(j)
0 , Π
(σ)
0 ,
Π
(j)
ν,g and Π
(σ)
ν,g are well-defined and satisfy
(1) |||Π(j)ν,g −Π(j)0 ||| ≤ C∆(ν, g)η and |||Π(σ)ν,g − Π(σ)0 ||| ≤ C∆(ν, g)η;
(2) rank(Π
(j)
ν,g) = rank(Π
(j)
0 ) for each j;
(3) ‖Lnν,gΠ(σ)ν,g‖ ≤ Cσn for all n ≥ 0.
In view of the previous discussion on the meaning of the spectral data, Theorem 2.13
implies that the statistical properties (invariant measures, rates of decay of correlations,
variance of the CLT, etc.) are stable under the above class of perturbations.
Remark 2.14. It is possible to obtain a constructive bound on ε1 by estimating τ and using
the bounds provided by [KL].
2.5. Hyperbolic Systems with Holes. Another interesting class of perturbations is the
one obtained by opening small holes in the system, thus making it an open system from
which particles or mass can escape. In such systems, we keep track of the iterates of points
as long as they do not enter the holes.
Let H ⊂ M be an open set which we call the hole and define M0 = M\H . Let Mn =
∩ni=0T iM0 be the set of points that has not escaped by time n. The map T˜ n := T n|Mn
describes the dynamics in the presence of the hole and the evolution of measures is described
by the transfer operator
LnHh = Ln(1Mnh).
Since T˜ is simply a restriction of T , the family of admissible leaves Σ does not change.
Let r = sup{|W | : W ⊂ H,W ∈ Σ}, i.e. r is the largest “diameter” of H where length is
measured along admissible leaves.
We make the following two assumptions on the hole.
(H1) H is comprised of a finite number of open, connected components whose
boundaries consist of finitely many piecewise smooth curves. Moreover,
for each smooth component ω of ∂H and any point x ∈ ω, either
(1) the tangent to ω at x is bounded away from Cs(x), or
(2) the curvature of ω at x is greater than B (in the definition of Ξ
from Section 3.1).
For any W ∈ Σ, let Pn be the maximum number of connected components of T−nW ∩
∪ni=0T−iH .
(H2) There exists an integer n1 > 0, such that (λµ
α0)n1 > Pn1.
Notice that we can iterate the inequality in (H2) by controlling δ. For a fixed N = kn1,
we can choose δ so that Pkn1 ≤ P kn1 . Thus we can make PN (λµα0)−N as small as we like.
Convention 2.15. We will assume that n1 = 1. If this is not the case, we can always
consider a higher iterate of T for which this is true once (H2) is satisfied. We refer to P1 as
simply P and assume that λ−1µ−α0(L+ P ) < 1.
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The observations following (H2) and (P1) imply that we can control λ−nµ−αn(Ln + Pn)
which is precisely what we need in order to prove the Lasota-Yorke inequalities for LH .
Remark 2.16. It is fairly easy to have holes that satisfy our assumptions: for example holes
with boundaries transverse to the stable cones, convex holes with boundaries with curvature
larger than B or some appropriate mixture of the two. In the case of convex holes, P = 1.
Remark 2.17. We do not distinguish between pieces of T˜−nW created by intersections with
the hole and those created by the singularities of T . This is clear in the estimates of Sections 4
and 6.3 and justifies Remark 2.1 that all the theorems of Section 2.3 hold with the weaker
conditions (H1) and (H2) on S− as long as we choose β ≤ α/2. This restriction on β stems
from the observation that for strictly convex holes (singularities), two curves in Σ which are
ε-close to one another can differ in their intersection with the hole (singularity) by a length
of at most Cε1/2. (This is used in equation (6.12) of Section 6.3.)
The spectral radius of LH is typically ϑ < 1 when all the mass in the system eventually
escapes. The analogous notion to an invariant measure in this setting is that of a conditionally
invariant measure. For any Borel measure µ, define T˜∗µ(A) = µ(T˜
−1A) for any Borel set
A ⊂ M. A probability measure µ is called conditionally invariant with respect to T˜ if
T˜∗µ = λµ for some λ ≤ 1. It follows that λ = µ(M1) and that − log λ represents the
exponential rate of escape from the system with respect to µ.
In principle there can be many conditionally invariant measures with different eigenvalues;
however, one can ask if there exists a natural conditionally invariant measure which is the
forward limit of a reasonable class of measures under the nonlinear operator T˜ n∗ µ/|T˜ n∗ µ| (see
[DY] for a discussion of the issues involved). Lemma 6.5 and Proposition 6.6 place us in the
setting of [KL] and allow us to assert the following theorem.
Theorem 2.18. Let H be a hole satisfying conditions (H1) and (H2) and choose β ≤ α/2
in (2.4). Then for Prα sufficiently small,
(1) The non-essential spectra and the relative spectral projectors of L and LH outside the
disk of radius τ are close in the sense of Theorem 2.13.
(2) If T has a unique SRB measure, then T˜ admits a unique natural conditionally in-
variant measure µ which is characterized by µ = limn→∞ T˜
n
∗ m/|T˜ n∗ m|.
Corollary 2.19. Suppose T has a unique SRB measure µ0 and let Ht be a sequence of
holes with diam(Ht) ≤ t satisfying (H1) and (H2) with uniform constant n1. Let µt be the
natural conditionally invariant measures associated with Ht given by Theorem 2.18(2). Then
|µt − µ0|w → 0 as t→ 0.
Proof. The convergence follows directly from the closeness of the spectral projectors guar-
anteed by Theorem 2.18(1). Note that the convergence in the | · |w-norm is stronger than
the weak-convergence results typically obtained for open systems. 
When T has a unique SRB measure, one can also associate to the conditionally invariant
measure µ a unique invariant measure ν for T˜ which is supported on Ω = ∩∞n=−∞T nM0,
the set of points that never escape from the system. Define Πϑ to be the projector onto the
eigenspace associated with the spectral radius ϑ. Πϑ admits the following characterization,
Πϑ = lim
n→∞
ϑ−nLnH .
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In fact, the spectral decomposition implies that LHh = ϑµℓ(h) + Rh, where the spectral
radius of R is strictly smaller than ϑ and
ℓ(h) =
∫
Πϑh dm = lim
n→∞
ϑ−n
∫
Mn
h dm.
It is then easy to see that
ν(ϕ) := ℓ(ϕµ) = lim
n→∞
ϑ−n
∫
Mn
ϕdµ
is the required invariant measure.
Remark 2.20. Hyperbolic systems with holes have been well-studied when the systems in
question admit a finite Markov partition (see the long series of papers [C, CM1, CM2, CMT1,
CMT2, LM]), but these are the first results for hyperbolic systems with discontinuities and
no Markov properties. Moreover, it should be noted that even if T is a C2 Anosov diffeo-
morphism, then the present approach yields stronger results in a much more simple, direct
and compact way than has previously been available. In one dimension, piecewise expanding
maps with non-Markov holes have been studied via a variety of approaches, [BC], [LiM], [D1];
logistic maps with non-Markov holes were studied in [D2].
3. Banach space embeddings
We must start with the overdue exact definition of the family of admissible leaves Σ, which
is a set of parametrized curves in the unstable direction.
3.1. Family of Admissible Leaves. Our definitions are similar to those of [GL].
For κ sufficiently small, we redefine the stable cone at x ∈M to be
Cs(x) = {u+ v ∈ TxM : u ∈ Es(x), v ⊥ Es(x), ‖v‖ ≤ κ‖u‖}.
An analogous expression defines Cu(x). These families of cones are invariant, that is
DT−1(x)(Cs(x)) ⊂ Cs(T−1x) and DT (x)(Cu(x)) ⊂ Cu(Tx).
For each M+i , we choose a finite number of coordinate charts {χj}Kj=1, whose domains Rj
vary depending on whether they contain a preimage of part of the boundary curves of M+i .
For those χj which map only to the interior of M+i , we take Rj = (−rj , rj)2. For those χj
which map to a part of ∂M+i , we take Rj to be (−rj , rj)2 restricted to one side of a piecewise
C1 curve (the preimage of part of ∂M+i ) which we position so that it passes through the
origin. Each Rj has a centroid, yj, and each χj satisfies
(1) Dχj(yj) is an isometry;
(2) Dχj(yj) · (R× 0) = Es(χj(yj));
(3) The C2-norm of χj and its inverse are bounded by 1 + κ;
(4) There exists cj ∈ (κ, 2κ) such that the cone Cj = {u + v ∈ R2 : u ∈ R × {0}, v ∈
{0} × R, ‖v‖ ≤ cj‖u‖} has the following property: for x ∈ Rj such that χj(x) /∈ S−,
Dχj(x)Cj ⊃ Cs(χj(x)) and DT−1(Dχj(x)Cj) ⊂ Cs(T−1 ◦ χj(x));
(5) M+i is covered by the sets {χj(Rj ∩ (− rj2 , rj2 )2)}Kj=1.
Now choose r0 ≤ minj rj/2; later, we may shrink r0 further. Fix B <∞ and consider the
set of functions
Ξ := {F ∈ C2([−r, r],R) : r ∈ (0, r0], F (0) = 0, |F |C1 ≤ κ, |F |C2 ≤ B}.
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Let Ir = (−r, r). For x ∈ Rj ∩ (−rj/2, rj/2)2 such that x+(t, F (t)) ∈ Rj for t ∈ Ir, define
G(x, r, F ) to be a lift of the graph of F to M: G(x, r, F )(t) := χj(x + (t, F (t))) for t ∈ Ir.
For ease of notation, we will often write GF for G(x, r, F ). We record here for future use
that |GF |C1 ≤ (1 + κ)2 and |G−1F |C1 ≤ 1 + κ.
Our set of admissible leaves is then defined as follows,
Σ := {W = G(x, r, F )(Ir) : x ∈ Rj ∩ (rj/2, rj/2)2, r ≤ r0, F ∈ Ξ}.
If necessary, we shrink r0 so that supW∈Σ |W | ≤ 2δ where δ is the length scale referred to in
the convention following property (P1).
We define an analogous family of approximate unstable leaves Fu which lie in the unstable
cone Cu.
For any two leaves W1(χi1 , x1, r1, F1) and W2(χi2 , x2, r2, F2) with r1 ≤ r2, we define the
distance between them to be7
dΣ(W1,W2) = η(i1, i2) + |x1 − x2|+ |r1 − r2|+ 2−1B−1|F1 − F2|C1(Ir1 )
where η(i, j) = 0 if i = j and η(i, j) =∞ otherwise, i.e., we can only compare leaves which
are mapped under the same chart.
Given two functions ϕi ∈ Cq(Wi,C), we define the distance between ϕ1, ϕ2 as
dq(ϕ1, ϕ2) = |ϕ1 ◦GF1 − ϕ2 ◦GF2|Cq(Ir1 ,C).
3.2. Some Technical Facts. To understand the structure of the spaces Bw and B it is
necessary to prove two preliminary results that will be needed in many other arguments
throughout the paper. In particular we need some understanding of the properties of T−nW
for W ∈ Σ. We use the distortion bounds of Appendix A throughout Sections 3 and 4.
Let W0 = {W} ⊂ Σ and suppose we have defined Wn−1 ⊂ Σ. If W ′ ∈ Wn−1 contains
any singularity points of T−1, then T−1W ′ is partitioned into at most L pieces W ′i , so that
T is smooth on each W ′i . Next, if one of the components of T
−1W ′ has length greater than
2δ, it is partitioned further into pieces of length between δ and 2δ. We define Wn to be the
collection of all pieces Wi ⊂ T−nW obtained in this way. It is a standard result of hyperbolic
theory that each Wi is in Σ if B is chosen sufficiently large in the definition of Σ.
Lemma 3.1. For any 0 ≤ ς ≤ α0 and each W ∈ Σ∑
Wi∈Wn
|Wi|ς ||DT n|−1JWT n|C0(Wi) ≤ C
n∑
k=1
δς−1ρn−k
∫
W
|DT−k|+ C|W |ςρn
where JWT
n denotes the Jacobian of T n along the leaf T−nW .
Proof. For each 1 ≤ k ≤ n, denote by W ki the elements of Wk. Let Ak = {i : |W ki | < δ} and
Bk = {i : |W ki | ≥ δ} denote the short and long pieces inWk respectively. We regard {W ki }i,k
as a tree with W as its root and Wk as the kth level.
At level n, we collect the short pieces into groups as follows. Consider a piece W ni0 ∈ Wn,
not necessarily short. Let W kj be the most recent long “ancestor” of W
n
i0, i.e., k = max{0 ≤
m ≤ n : T n−m(W ni0) ⊂Wmj and j ∈ Bm}. If no such ancestor exists, set k = 0 and W kj =W .
Note that if W ni0 is long, then W
k
j =W
n
i0
. Let
Jn(W
k
j ) = {i : T n−k(W ni ) ⊂W kj and |T ℓ(W ni )| < δ for 0 ≤ ℓ ≤ n− k − 1}
7The reader can check that the triangle inequality holds in Σ.
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be the set of indices corresponding to the short pieces which have the same most recent
long ancestor as W ni0 , or the set {W ni0} if the piece is long. Since for any i ∈ Jn(W kj ),
|T ℓ(W ni )| < δ for all 0 ≤ ℓ ≤ n−k−1, we may estimate #Jn(W kj ) ≤ Ln−k using Remark 2.3
and Convention 2.4. So using the distortion bounds given by equations (A.1) and (A.2), we
estimate∑
i∈Jn(W kj )
|W ni |ς ||DT n|−1JWT n|C0(Wni )
≤ C
∑
i∈Jn(W kj )
|T n−kW ni |ς |(JWT n−k)1−ς |DT n−k|−1|C0(Wni )||DT k|−1JWT k|C0(W kj )
≤ C||DT k|−1JWT k|C0(W kj )|W kj |ς(L1−ςλ−1µ−ς)n−k
≤ C||DT k|−1JWT k|C0(W kj )|W
k
j |ςρn−k
(3.1)
where for the first inequality we have estimated |W ni ||JWT n−k|C0(Wni ) ≤ C|T n−kW ni |, and for
the second we have used the Ho¨lder inequality. Grouping all i ∈ An in this way, we are left
with estimates over long pieces only, so that using (3.1),
∑
i
|W ni |ς ||DT n|−1JWT n|C0(Wni ) =
n∑
k=0
∑
j∈Bk
∑
i∈Jn(W kj )
|W ni |ς ||DT n|−1JWT n|C0(Wni )
≤ C
n∑
k=0
∑
j∈Bk
|W kj |ς ||DT k|−1JWT k|C0(W kj )ρn−k.
(3.2)
For each k ≥ 1, we have |W kj | ≥ δ and T kW kj1 ∩ T kW kj2 = ∅ if j1 6= j2. So we may sum over
j, again using (A.1),∑
j∈Bk
|W kj |ς ||DT k|−1JWT k|C0(W kj ) ≤ C
∑
j∈Bk
|W kj |ς−1
∫
W kj
|DT k|−1JWT kdm
≤ Cδς−1
∫
W
|DT−k| dm .
(3.3)
Putting (3.3) together with (3.2), we conclude that
(3.4)
∑
i
|W ni |ς ||DT n|−1JWT n|C0(Wni ) ≤ C
n∑
k=1
δς−1ρn−k
∫
W
|DT−k| dm+ C|W |ςρn
which proves the lemma. 
As an immediate corollary of the above lemma we have
Lemma 3.2. For any 0 ≤ ς ≤ α and each W ∈ Σ∑
Wi∈Wn
|Wi|ς ||DT n|−1JWT n|C0(Wi) ≤ CDnδς−α|W |α + C|W |ςρn.
Next, we have a fundamental lemma that will allow us to establish a connection between
our Banach spaces and the standard spaces of distributions.
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Lemma 3.3. For each h ∈ C1(M), n ≥ 0, and ϕ ∈ C1
S+n
we have
|h(ϕ)| = |
∫
M
hϕ dV | ≤ Cδ|h|w(|ϕ|∞ + |Dsϕ|∞)
where Ds denotes the derivative along the stable direction and dV is the normalized volume
element on M.
Proof. Choose ϕ ∈ C1
S+n0
for some n0 ∈ N, so that ϕ ∈ C1(K) for each K ∈ Kn0. First
partition each M+i into finitely many approximate boxes Bℓ whose boundary curves are
elements of Σ and Fu, as well as the boundary curves of M+i where necessary. The Bℓ can
be constructed so that each Bℓ is foliated by curves W ∈ Σ and diam(Bℓ) ≤ 2δ. On each
Bℓ, choose a smooth partition {Wℓ(ξ)} of Bℓ made up of elements of Σ which completely
cross Bℓ in the approximate stable direction. Here ξ ∈ Eℓ is a parameter which indexes the
elements of the foliation {Wℓ(ξ)}.
In order to integrate along the curves Wℓ(ξ), we decompose the measure dV on Bℓ into
dV = ν(dξ)dmξ,ℓ where mξ,ℓ is the conditional measure on the fiber Wℓ(ξ) and ν is an
appropriate measure on ∪ℓEℓ. We normalize the measures so that mξ,ℓ(Wℓ(ξ)) = |Wℓ(ξ)|;
thus, since the foliation is smooth, dmξ,ℓ = ρξ,ℓdm where m is the arc-length measure on
Wℓ(ξ) and ρξ,ℓ, ρ
−1
ξ,ℓ ∈ C1(Wℓ(ξ)). Note that ν(Eℓ) <∞.
Taking n ≥ n0, we estimate∫
M
hϕ dV =
∑
ℓ
∫
Bℓ
Lnh ϕ ◦ T−n dV =
∑
ℓ
∫
Eℓ
ν(dξ)
∫
Wℓ(ξ)
Lnh ϕ ◦ T−n dmξ,ℓ
=
∑
ℓ
∫
Eℓ
ν(dξ)
∫
Wℓ(ξ)
h ◦ T−n|DT n(T−n)|−1ϕ ◦ T−nρξ,ℓ dm
(3.5)
where we have used the definition of Lnh in the second line. We estimate the integral by
changing variables on one Wℓ(ξ) at a time.∫
Wℓ(ξ)
h ◦ T−n
|DT n(T−n)| ϕ ◦ T
−nρξ,ℓ dm =
∑
i
∫
Wnℓ,i(ξ)
hϕ|DT n|−1JWT nρξ,ℓ ◦ T n dm
≤ C|h|w
∑
i
|ϕ|C1(Wnℓ,i(ξ))||DT n|−1JWT n|C1(Wnℓ,i(ξ))|ρξ,ℓ ◦ T n|C1(Wnℓ,i(ξ))
(3.6)
where W nℓ,i(ξ) are the smooth components of T
−nWℓ(ξ) as defined earlier. Note that |ρξ,ℓ ◦
T n|C1(Wnℓ,i(ξ)) ≤ C|ρξ,ℓ|C1(Wℓ(ξ)) ≤ C for some C independent of ξ and ℓ using the estimate
of equation (4.3) in Section 4.1. Also, the distortion bounds of Appendix A imply that
||DT n|−1JWT n|C1(Wnℓ,i(ξ)) ≤ ||DT n|−1JWT n|C0(Wnℓ,i(ξ)).
As n increases, elements of T−nΣ become more closely aligned with the stable direction.
So we may choose an n1, depending on ϕ, but not on ℓ or ξ, such that for n ≥ n1 and each
i, |ϕ|C1(Wnℓ,i(ξ)) ≤ 2(|ϕ|∞ + |Dsϕ|∞). For n ≥ n1 + n0, using (3.6), we estimate
(3.7)
∫
Wℓ(ξ)
Lnhϕ ◦ T−n dmξ,ℓ ≤ C|h|w(|ϕ|∞ + |Dsϕ|∞)
∑
i
||DT n|−1JWT n|C0(Wnℓ,i(ξ)).
To estimate the sum in (3.7), we use Lemma 3.1, with ς = 0.∑
i
||DT n|−1JWT n|C0(Wnℓ (ξ)) ≤ C
n∑
k=1
δ−1ρn−k
∫
W
|DT−k|dm+ Cρn
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This, together with (3.7), allows us to estimate (3.5).∫
M
hϕ dV ≤ C|h|w(|ϕ|∞ + |Dsϕ|∞)
·
(∑
ℓ
∫
Eℓ
ν(dξ) ρn + δ−1
n∑
k=1
∫
M
|DT−k|dV ρn−k
)
.
Since the integral
∫
M
|DT−k|dV = 1 for each k, the sum over k ≥ 1 is bounded indepen-
dently of n. This proves the lemma. 
3.3. Embeddings and Compactness. Notice that, by definition, | · |w ≤ C‖ · ‖s. This
means that there exists a natural embedding of B into Bw. In addition, if h ∈ B and
|h|w = 0, it is immediate from the definitions (2.2), (2.3) and (2.4) that ‖h‖ = 0, i.e. that the
embedding is injective. Accordingly, we will consider B as a subset of Bw in what follows.
Remark 3.4. Lemma 3.3 implies that, for each h ∈ Bw and ϕ ∈ C1S+n , |h(ϕ)| ≤ C|h|w|ϕ|C1S+n ,
that is, C1 →֒ B →֒ Bw →֒ (C1S+n )
′. In fact, the inclusions are injective: if h1, h2 coincide as
elements of (C1
S+n
)′ and they both belong to any of the spaces C1, B, or Bw, then they coincide
as elements of those spaces as well. This can be proven as in [GL, Proposition 4.1].
We can finally state the last result of this section.
Lemma 3.5. The unit ball of B is compactly embedded in Bw.
To prove the above fact it is convenient to remark the following obvious result.
Lemma 3.6. For any fixed W ∈ Σ, the unit ball of | · |C1(W ) is compactly embedded in | · |W,α,q.
Proof. For fixed W , | · |W,α,q is equivalent to | · |Cq(W ). The lemma follows immediately. 
Proof of Lemma 3.5. Since on each leaf W ∈ Σ, ‖ · ‖s is the dual of | · |W,α,q and | · |w is
the dual of | · |C1(W ), Lemma 3.6 implies that the unit ball of ‖ · ‖s is compactly embedded
in | · |w on W . It remains to compare the weak norm on different leaves.
Let 0 < ε ≤ ε0 be fixed. The set of functions Ξ is compact in the C1-norm so on eachM+i ,
we may choose finitely many leaves W i ∈ Σ such that {W i} forms an ε-covering of Σ|Mi in
the distance dΣ. Since any ball of finite radius in the C1-norm is compactly embedded in Cq,
we may choose finitely many functions ϕj ∈ C1(Ir0) such that {ϕj} forms an ε-covering in
the Cq(Ir0)-norm of the ball of radius (1 + κ)2 in C1(Ir0).
Now let h ∈ C1(M), W ∈ Σ, and ϕ ∈ C1(W ) with |ϕ|C1(W ) ≤ 1. Let F denote the function
associated with W and as usual, let GF be the lift of the graph of F to M. Let ϕ = ϕ ◦GF
be the push down of ϕ to Ir. Note that |ϕ|C1(Ir) ≤ (1 + κ)2.
Choose W i such that dΣ(W,W
i) ≤ ε and ϕj such that |ϕ− ϕj |Cq(Ir) ≤ ε. Let F i and GF i
denote the usual functions associated with the leaf W i and define ϕj = ϕj ◦G−1F i . Note that
|ϕj|C1(W i) ≤ (1 + κ)3. Then normalizing ϕ and ϕj by (1 + κ)3, we get∣∣∣∣
∫
W
hϕ dm−
∫
W i
hϕj dm
∣∣∣∣ ≤ εβ‖h‖u(1 + κ)3 ≤ εβ(1 + κ)3b−1‖h‖.
We have proved that for each 0 < ε ≤ ε0, there exist finitely many bounded linear functionals
ℓi,j, ℓi,j(h) =
∫
W i
hϕjdm, such that
|h|w ≤ sup
i,j
ℓi,j(h) + ε
βCb‖h‖
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which implies the desired compactness. 
4. Lasota-Yorke Estimates
In this section we prove Proposition 2.7.
4.1. Estimating the Weak Norm. For h ∈ C1(M), W ∈ Σ and ϕ ∈ C1(W ) such that
|ϕ|C1(W ) ≤ 1, we have
(4.1)
∫
W
Lnh ϕ dm =
∫
T−nW
h
JWT
n
|DT n|ϕ ◦ T
ndm =
∑
Wi∈Wn
∫
Wi
h
JWT
n
|DT n|ϕ ◦ T
ndm
where as before JWT
n denotes the Jacobian of T n along the leaf T−nW .
Using the definition of the weak norm on each Wi, we estimate (4.1) by
(4.2)
∫
W
Lnh ϕ dm ≤
∑
Wi∈Wn
|h|w||DT n|−1JWT n|C1(Wi)|ϕ ◦ T n|C1(Wi).
The disortion bounds given by equation (A.1) imply that
||DT n|−1JWT n|C1(Wi) ≤ C||DT n|−1JWT n|C0(Wi).
Also notice that
(4.3)
|ϕ(T nx)− ϕ(T ny)|
ds(T nx, T ny)
· ds(T
nx, T ny)
ds(x, y)
≤ C|ϕ|C1(W )|JWT n|C0(Wi) ≤ Cλ−n|ϕ|C1(W )
for any x, y ∈ Wi, so that |ϕ◦T n|C1(Wi) ≤ C|ϕ|C1(W ). Using these estimates in equation (4.2),
we obtain ∫
W
Lnh ϕ dm ≤ C|h|w|ϕ|C1(W )
∑
Wi∈Wn
||DT n|−1JWT n|C0(Wi).
The above formula, together with Lemma 3.2 used in the case ς = 0, yields the inequality,∫
W
Lnh ϕ dm ≤ C|h|w(Dn + ρn)|ϕ|C1(W ).
Taking the supremum over all W ∈ Σ and ϕ ∈ C1(W ) with |ϕ|C1(W ) ≤ 1 yields the required
estimate (2.7).
4.2. Estimating the Strong Stable Norm. Using equation (4.1), we write for each W ∈
Σ and ϕ ∈ C1(W,C) such that |ϕ|W,α,q ≤ 1,
(4.4)
∫
W
Lnh ϕ dm =
∑
i
{∫
Wi
h
JWT
n
|DT n| ϕi +
1
|Wi|
∫
Wi
ϕ ◦ T n
∫
Wi
h
JWT
n
|DT n|
}
,
where ϕi := ϕ ◦ T n − 1|Wi|
∫
Wi
ϕ ◦ T n dm. Let us estimate the above expression.
To estimate the first term of (4.4), we first estimate |ϕi|Cq(Wi).
Following equation (4.3), we write
(4.5)
|ϕ(T nx)− ϕ(T ny)|
ds(x, y)q
≤ C|JWT n|qC1(Wi)|ϕ|C1(W )
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for any x, y ∈ Wi. If Hq(f) represents the Ho¨lder constant of f , then (4.5) implies that
Hq(ϕ ◦ T n) ≤ C|JWT n|qC0(Wi)Hq(ϕ) on approximate stable leaves due to the contraction of
T n. Also, ∣∣∣∣ϕ ◦ T n − 1|Wi|
∫
Wi
ϕ ◦ T n dm
∣∣∣∣
C0(Wi)
≤ | sup
Wi
ϕ ◦ T n − inf
Wi
ϕ ◦ T n|
≤ Hq(ϕ ◦ T n)|Wi|q ≤ CHq(ϕ)|JWT n|qC0(Wi).
This estimate together with (4.5) and the fact that |ϕ|W,α,q ≤ 1, implies
(4.6) |ϕi|Cq(Wi) ≤ C|JWT n|qC0(Wi)|ϕ|Cq(W ) ≤ C|JWT n|
q
C0(Wi)
|W |−α.
Applying (4.6) and the definition of the strong stable norm to the first term of (4.4) yields,∑
i
∫
Wi
h
JWT
n
|DT n| ϕi dm ≤ C
∑
i
‖h‖s|Wi|α||DT n|−1JWT n|C0(Wi)|JWT n|qC0(Wi)|W |−α
≤ C‖h‖s|W |−αµqn+
∑
i
|Wi|α||DT n|−1JWT n|C0(Wi) ≤ CDn‖h‖sµqn+ .
(4.7)
where in the second line we have used Lemma 3.2 with ς = α.
For the second term of (4.4), we use the fact that |ϕ|∞ ≤ |W |−α to estimate 1|Wi|
∫
Wi
ϕ ◦
T ndm ≤ |W |−α. Recall the notation used in the proof of Lemma 3.1. Grouping the pieces
Wi =W
n
i according to most recent long ancestors, we have∑
i
|W |−α
∫
Wi
h|DT n|−1JWT n dm =
n∑
k=1
∑
j∈Bk
∑
i∈Jn(W kj )
|W |−α
∫
Wi
h|DT n|−1JWT n dm
+
∑
i∈Jn(W 0j )
|W |−α
∫
Wi
h|DT n|−1JWT n dm
where we have split up the terms involving k = 0 and k ≥ 1. We estimate the terms with
k ≥ 1 by the weak norm and the terms with k = 0 by the strong stable norm,
∑
i
|W |−α
∣∣∣∣
∫
Wi
h|DT n|−1JWT n dm
∣∣∣∣ ≤C
n∑
k=1
∑
j∈Bk
∑
i∈Jn(W kj )
|W |−α|h|w||DT n|−1JWT n|C0(Wi)
+ C
∑
i∈Jn(W 0j )
|W |−α‖h‖s|Wi|α||DT n|−1JWT n|C0(Wi).
Using equations (3.3) and (3.4) from Lemma 3.1, with ς = 0 for the first sum and ς = α for
the second, we conclude
(4.8)
∑
i
1
|Wi|
∣∣∣∣
∫
Wi
ϕ ◦ T n dm
∫
Wi
h|DT n|−1JWT n dm
∣∣∣∣ ≤ CDnδ−α|h|w + C‖h‖sρn
Putting together (4.7) and (4.8) proves (2.8),
‖Lnh‖s ≤ C (Dnµqn+ + ρn) ‖h‖s + CδDn|h|w.
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4.3. Estimating the Strong Unstable Norm. Consider two admissible leaves W i ∈ Σ,
dΣ(W
1,W 2) ≤ ε. They can be partitioned into “matched” pieces U ij and “unmatched” pieces
V ij . To do so consider the connected pieces ofW
i \S−n . If one looks at their image under T−n
then one can associate to each point x ∈ T−n(W 1 ∪W 2) a vertical (in the chart) segment
γx ∈ Fu, of length at most Cλ−nε, such that its image under T n, if not cut by a singularity,
will be of length Cε centered at x. We can thus subdivide the connected pieces of W i \ S−n
into subintervals of points for which T nγx intersects the other manifold and subintervals for
which this is not the case. In the latter case, we call the subintervals V ij and note that either
we are at the endpoints of W i or the vertical segment is cut by a singularity. In both cases
the subintervals V ij can be of length at most Cε and their number is at most Ln + 2.
8 In
the remaining pieces the curves T nγx provide a one to one correspondence between points
in W 1 and W 2. We can further partition the pieces in such a way that the lengths of their
preimages are between δ and 2δ and the partitioning can be made so that the pieces are
pairwise matched by the foliation {γx}. We call these matched pieces U ij . In this way we
write W i = (∪jU ij) ∪ (∪kV ik ). Note that the unmatched pieces V ij must be short while the
matched pieces U ij may be long or short.
To be more precise, remember that to exactly describe the leaf T−nU1j we must give
ij , xj, rj , F
1
j so that T
−nU1j = χij (G(xj , rj, F
1
j )(Irj)) (see the end of section 3.1). Once the
leaves T−nU1j are described in such a way we have, by construction, that T
−nU2j is of the form
G(xj , rj, F
2
j )(Irj) for some appropriate function F
2
j so that the point z := xj + (t, F
1
j (t)) is
associated with the point xj+(t, F
2
j (t)) ∈ χ−1ij (T−nU2j ) by the vertical segment χ−1ij (γχij (z)) =
{(0, s)}s∈R.
Given ϕi on W
i with |ϕi|C1(W i) ≤ 1 and dq(ϕ1, ϕ2) ≤ ε, with the above construction we
must estimate∣∣∣∣
∫
W 1
Lnhϕ1 dm−
∫
W 2
Lnhϕ2 dm
∣∣∣∣ ≤ ∑
i,j
∣∣∣∣∣
∫
T−nV ij
h|DT n|−1JW iT nϕi ◦ T n dm
∣∣∣∣∣
+
∑
j
∣∣∣∣∣
∫
T−nU1j
h|DT n|−1JW 1T nϕ1 ◦ T n dm−
∫
T−nU2j
h|DT n|−1JW 2T nϕ2 ◦ T n dm
∣∣∣∣∣
(4.9)
We do the estimate over the unmatched short pieces V ij first. Using the strong stable
norm, we can compute,
∑
i,j
∣∣∣∣∣
∫
T−nV ij
h|DT n|−1JWT nϕi ◦ T n dm
∣∣∣∣∣ ≤
∑
i,j
‖h‖s|T−nV ij |α||DT n|−1JWT n|Cq |ϕi|Cq
≤ C‖h‖s
∑
i,j
|V ij |α||DT n|−1(JWT n)1−α|C0 ≤ Cεα‖h‖sLnλ−nµ−αn.
(4.10)
Next, we must estimate
∑
j
∣∣∣∣∣
∫
T−nU1j
h|DT n|−1JW 1T n ϕ1 ◦ T n dm−
∫
T−nU2j
h|DT n|−1JW 2T n ϕ2 ◦ T n dm
∣∣∣∣∣ .
8Without any loss of information (by throwing out at most finitely many points), we can take each V ij to
be the image of an open interval. Thus for fixed i, the V ij are disjoint.
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First, recall that for each F ∈ Ξ, GF (t) = χ(xF + (t, F (t)) for t ∈ Ir. We define the map
Ψ : U2j → U1j by Ψ := T n ◦GF 1j ◦G−1F 2j ◦ T
−n and the function
ϕ˜ :=
[
ϕ1 · (|DT n|−1JW 1T n) ◦ T−n
] ◦Ψ · [(|DT n|−1JW 2T n) ◦ T−n]−1.
ϕ˜ is well-defined on U2j and [ϕ˜ ◦ T n|DT n|−1JW 2T n] ◦GF 2j = [ϕ1 ◦ T n|DT n|−1JW 1T n] ◦GF 1j .
We can then write∑
j
∣∣∣∣∣
∫
T−nU1j
h|DT n|−1JW 1T nϕ1 ◦ T n −
∫
T−nU2j
h|DT n|−1JW 2T nϕ2 ◦ T n
∣∣∣∣∣
≤
∑
j
∣∣∣∣∣
∫
T−nU1j
h|DT n|−1JW 1T nϕ1 ◦ T n −
∫
T−nU2j
h|DT n|−1JW 2T nϕ˜ ◦ T n
∣∣∣∣∣
+
∑
j
∣∣∣∣∣
∫
T−nU2j
h|DT n|−1JW 2T n(ϕ˜− ϕ2) ◦ T n
∣∣∣∣∣ .
(4.11)
We estimate the first sum in equation (4.11) using the strong unstable norm.
The distortion bounds given by (A.1) and the estimate of (4.3) imply that
(4.12) | |DT n|−1JW 1T n · ϕ1 ◦ T n|C1(T−nU1j ) ≤ C|ϕ1|C1(U1j )| |DT n|−1JW 1T n|C0(T−nU1j ).
Also, by the definition of ϕ˜,∣∣∣∣ JW 2T n|DT n| ϕ˜ ◦ T n
∣∣∣∣
C1(T−nU2j )
=
∣∣∣[ϕ1 ◦ T n · (|DT n|−1JW 1T n)] ◦GF 1j ◦G−1F 2j
∣∣∣
C1(T−nU2j )
≤ C|ϕ1|C1(U1j )| |DT n|−1JW 1T n|C0(T−nU1j ).
(4.13)
By the definition of ϕ˜ and dq,
dq(|DT n|−1JW 2T nϕ˜ ◦ T n, |DT n|−1JW 1T nϕ1 ◦ T n)
=
∣∣∣[|DT n|−1JW 2T nϕ˜ ◦ T n] ◦GF 2j − [|DT n|−1JW 1T nϕ1 ◦ T n] ◦GF 1j
∣∣∣ = 0.
In addition, the uniform hyperbolicity of T implies that
dΣ(T
−nU1j , T
−nU2j ) ≤ Cλ−nε =: ε1.
This follows from the usual graph transform argument which is standard to hyperbolic theory.
We first renormalize the test functions by Rj = C|ϕ1|C1 ||DT n|−1JW 1T n|C0(T−nU1j ). Then
for each j, we apply the definition of the strong unstable norm with ε1 in place of ε. Thus,
∑
j
∣∣∣∣∣
∫
T−nU1j
h|DT n|−1JW 1T n ϕ1 ◦ T n −
∫
T−nU2j
h|DT n|−1JW 2T n ϕ˜ ◦ T n
∣∣∣∣∣
≤ Cεβ1
∑
j
|ϕ1|C1 ||DT n|−1JW 1T n|C0(T−nU1j )‖h‖u
≤ C‖h‖uλ−nβεβ(Dn + ρn),
(4.14)
where we have used Lemma 3.2 in the last line with ς = 0.
It remains to estimate the second sum in (4.11) using the strong stable norm. We need
the following fact.
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Lemma 4.1. For each j, we have that
|(|DT n|−1JW 1T n) ◦GF 1j − (|DT n|−1JW 2T n) ◦GF 2j |Cq ≤ C||DT n|−1JW 1T n|C0(T−nU1j )ε1−q.
Proof. Throughout the proof, for ease of notation we write Jni for |DT n|−1JW iT n.
For any t ∈ Ir2j , x = GF 1j (t) and y = GF 2j (t) lie on a common element γ ∈ Fu. Thus T n(x)
and T n(y) also lie on the element T nγ ∈ Fu which intersects W 1 and W 2 and has length at
most Cε. By (A.1),
(4.15) |Jn1 (x)− Jn2 (y)| ≤ C|Jn1 |C0(T−nU1j )du(T nx, T ny) ≤ Cε|Jn1 |C0(T−nU1j ).
Using this estimate and the fact that Jni ◦GF ij is C1, we write
(4.16)
|(Jn1 ◦GF 1j (s)− Jn2 ◦GF 2j (s))− (Jn1 ◦GF 1j (t)− Jn2 ◦GF 2j (t))|
|s− t|q ≤
2Cε|Jn1 |C0(T−nU1j )
|s− t|q .
Also,
(4.17)
|(Jn1 ◦GF 1j (s)− Jn1 ◦GF 1j (t))− (Jn2 ◦GF 2j (s)− Jn2 ◦GF 2j (t))|
|s− t|q ≤ 2C|J
n
1 |C0(T−nU1j )|s− t|1−q.
Putting (4.16) and (4.17) together implies that the Ho¨lder constant of Jn1 ◦GF 1j − Jn2 ◦GF 2j
is bounded by
Hq(Jn1 ◦GF 1j − Jn2 ◦GF 2j ) ≤ C|Jn1 |C0(T−nU1j )min{ε|s− t|−q, |s− t|1−q}.
This expression is maximized when ε|s − t|−q = |s − t|1−q, i.e., when ε = |s − t|. Thus
Hq(Jn1 ◦ GF 1j − Jn2 ◦ GF 2j ) ≤ C|Jn1 |C0(T−nU1j )ε1−q, which, together with (4.15), concludes the
proof of the lemma. 
Using the strong stable norm, we estimate the second sum in (4.11) by
∑
j
∣∣∣∣∣
∫
T−nU2j
h|DT n|−1JW 2T n(ϕ˜− ϕ2) ◦ T n
∣∣∣∣∣
≤ C‖h‖s
∑
j
|T−nU2j |α
∣∣|DT n|−1JW 2T n(ϕ˜− ϕ2) ◦ T n∣∣Cq(T−nU2j )
(4.18)
In order to estimate the Cq-norm of the function in (4.18), we split it up into two differences,
||DT n|−1JW 2T n · (ϕ˜− ϕ2) ◦ T n|Cq(T−nU2j )
≤ C
∣∣∣[(|DT n|−1JW 1T n) · ϕ1 ◦ T n] ◦GF 1j − [(|DT n|−1JW 2T n) · ϕ2 ◦ T n] ◦GF 2j
∣∣∣
Cq(Irj )
≤ C
∣∣∣(|DT n|−1JW 1T n) ◦GF 1j
[
(ϕ1 ◦ T n ◦GF 1j − ϕ2 ◦ T n ◦GF 2j
]∣∣∣
Cq(Irj )
+ C
∣∣∣[(|DT n|−1JW 1T n) ◦GF 1j − (|DT n|−1JW 2T n) ◦GF 2j
]
ϕ2 ◦ T n ◦GF 2j
∣∣∣
Cq(Irj )
≤ C| |DT n|−1JW 1T n|C0(T−nU1j )
∣∣∣ϕ1 ◦ T n ◦GF 1j − ϕ2 ◦ T n ◦GF 2j
∣∣∣
Cq(Irj )
+ C
∣∣∣(|DT n|−1JW 1T n) ◦GF 1j − (|DT n|−1JW 2T n) ◦GF 2j
∣∣∣
Cq(Irj )
(4.19)
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Note that the second term can be bounded using Lemma 4.1. To bound the first term, let
F i ∈ Ξ be the function defining W i. Then setting αj := G−1F 2 ◦ T n ◦ GF 2j , we have that
|αj|Cq ≤ C and∣∣∣ϕ1 ◦ T n ◦GF 1j − ϕ2 ◦ T n ◦GF 2j
∣∣∣
Cq(Irj )
=
∣∣∣ϕ1 ◦ T n ◦GF 1j ◦ α−1j ◦ αj − ϕ2 ◦ T n ◦GF 2j ◦ α−1j ◦ αj
∣∣∣
Cq(Irj )
= |ϕ1 ◦Ψ ◦GF 2 ◦ αj − ϕ2 ◦GF 2 ◦ αj |Cq(Irj )
≤ C |ϕ1 ◦Ψ ◦GF 2 − ϕ2 ◦GF 2|Cq(Irj )
≤ C |ϕ1 ◦Ψ ◦GF 2 − ϕ1 ◦GF 1|Cq(Irj ) + C |ϕ1 ◦GF 1 − ϕ2 ◦GF 2|Cq(Irj )
≤ C ∣∣ϕ1 ◦GF 1 ◦G−1F 1 ◦Ψ ◦GF 2 − ϕ1 ◦GF 1∣∣Cq(Irj ) + Cdq(ϕ1, ϕ2).
(4.20)
Thus we need the following final estimate.
Lemma 4.2. For a fixed U2j , let J ⊂ Ir2 be an interval on which G−1F 1 ◦ Ψ ◦ GF 2 is defined.
Then
|Id−G−1F 1 ◦Ψ ◦GF 2|C1(J) ≤ Cε.
Proof. Recall that Ψ = T n ◦ GF 1j ◦ G−1F 2j ◦ T
−n. The function φj := GF 1j ◦ G−1F 2j maps a point
x ∈ T−nU2j to a point y ∈ T−nU1j which lies on an curve γ ∈ Fu containing both x and y.
Thus Ψ maps T n(x) to T n(y) and these two points lie on T nγ ∈ Fu. By the transversality
of the family Fu, this implies that du(T nx,Ψ(T nx)) ≤ Cε where du denotes distance along
curves in Fu. Then
|Id−G−1F 1 ◦Ψ ◦GF 2|C0(J) = |G−1F 1 ◦GF 1 −G−1F 1 ◦Ψ ◦GF 2| ≤ |G−1F 1 |C1 |GF 1 −Ψ ◦GF 2|
≤ (1 + κ)(|GF 1 −GF 2|+ |GF 2 −Ψ ◦GF 2|) ≤ (1 + κ)(ε+ Cε).
Closeness in the C1-norm follows from the fact that all the functions involved are bounded
in C2-norm, |GF 1 −GF 2 |C1 ≤ ε, and
|∂Ψ− 1| = |∂(T n ◦ φj ◦ T−n)− 1| =
∣∣∣∣JWT n(φj ◦ T−n)JWT n(T−n) ∂φj − 1
∣∣∣∣ ≤ Cε
where ∂ denotes differentiation along T−nW 2 and in the last inequality we have used distor-
tion estimate (A.1). 
We can now estimate equation (4.20) using Lemma 4.2,∣∣∣ϕ1 ◦ T n ◦GF 1j − ϕ2 ◦ T n ◦GF 2j
∣∣∣
Cq(Irj )
≤ C ∣∣ϕ1 ◦GF 1 ◦ (G−1F 1 ◦Ψ ◦GF 2 − Id)∣∣Cq(Irj ) + Cdq(ϕ1, ϕ2)
≤ C|ϕ1 ◦GF 1|Cq(Irj )|Id−G−1F 1 ◦Ψ ◦GF 2|C1(Irj ) + Cε
≤ Cε1−q + Cε.
The above, together with equation (4.19) and Lemma 4.1, implies
(4.21) | |DT n|−1JW 2T n · (ϕ˜− ϕ2) ◦ T n|Cq(T−nU2j ) ≤ Cε1−q| |DT n|−1JW 1T n|C0(T−nU2j ).
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Since 1− q ≥ β, we can use (4.21) and (4.18) to estimate the second sum of (4.11) by
∑
j
∣∣∣∣∣
∫
T−nU2j
h|DT n|−1JW 2T n(ϕ˜− ϕ2) ◦ T n
∣∣∣∣∣
≤ C‖h‖sε1−q
∑
j
|T−nU2j |α| |DT n|−1JW 2T n|C0(T−nU2j )
≤ C‖h‖sDn|W 2|αεβ
(4.22)
where in the last line we have again used Lemma 3.2 with ς = α.
Combining the estimates from equations (4.10), (4.14), and (4.22), we obtain
‖Lnh‖u ≤ C‖h‖uλ−βnDn + C‖h‖s(Dn + Lnλ−nµ−αn).
This completes the proof of (2.9).
5. Spectral Picture
From the Lasota-Yorke estimates (2.10) and the compactness it follows by the standard
Hennion argument (see [B1] for details) that the spectral radius of L is bounded by (DN) 1N
and the essential spectral radius by τ(DN)
1
N where one can take N arbitrary large provided
b is chosen sufficiently small. But since norms with different b are all equivalent, the spectral
radii are insensitive to the choice of b. Accordingly, fixing b small enough once and for all, we
see that the spectral radius of L is bounded by D∗ := lim sup
n→∞
D
1/n
n and the essential spectral
radius is bounded by τD∗. To proceed we need an estimate of D∗.
5.1. Spectral Radius.
Lemma 5.1. Let r be such that ‖Ln‖ ≤ Crn. Then Dn ≤ δα−1Crn.
Proof. For each W ∈ Σ,
δα−1|W |−α
∫
W
|DT−k|dm = δα−1|W |−α
∫
W
Lk1 ≤ δα−1‖Lk1‖s ≤ δα−1Crk.
Taking the supremum over W and 0 ≤ k ≤ n yields the lemma. 
Remark 5.2. Lemma 5.1 implies that D∗ is bounded by the spectral radius of L and since
the Lasota-Yorke estimates imply the reverse inequality, we conclude that in fact D∗ is the
spectral radius of L on B.
Thanks to Lemma 3.3 and Lemma 5.1 we can prove the following characterization.
Lemma 5.3. The spectral radius of L on B is one and the essential spectral radius is τ .
In addition, calling V the eigenspace associated to the eigenvalues of modulus one, then L
restricted to V has a semi-simple spectrum (no Jordan blocks). Finally, V consists of signed
measures.
Proof. Recall that by quasi-compactness, the part of the spectrum larger than τD∗ is of
finite rank (see [B1]). Now, let z be in the spectrum of L, |z| > max{1, τD∗}. Then there
must exist an h ∈ B such that Lh = zh. Accordingly, for each ϕ ∈ C1, since ϕ ◦ T n ∈ C1
S+n
for all n ∈ N,
|h(ϕ)| = |z|−n|Lnh(ϕ)| ≤ |z|−n|h(ϕ ◦ T n)| ≤ |z|−nC‖h‖(|ϕ|∞ + µn+|Dsϕ|∞)
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by Lemma 3.3.
Thus, if |z| > 1, we have h(ϕ) = 0 for each ϕ ∈ C1, which implies h = 0 by Remark 3.4.
On the other hand, if |z| = 1, then it follows that |h(ϕ)| ≤ C‖h‖ · |ϕ|∞, so h is a measure.
Next, suppose τD∗ ≥ 1. By the preceding paragraph, the spectral radius of L can be at
most τD∗, thus D∗ ≤ τD∗, which is impossible since τ < 1. Hence, the spectral radius is
D∗ = 1.
It remains to show that there are no Jordan blocks corresponding to the peripheral spec-
trum. Indeed, suppose that there exists z ∈ C and h0, h1 ∈ B such that |z| = 1 and h0 6= 0,
Lh0 = zh0, Lh1 = zh1 + h0. This would imply z−nLnh1 = nz−1h0 + h1, and thus
n|h0(ϕ)| ≤ |h1(ϕ)|+ C‖h1‖(|ϕ|∞ + µn+|Dsϕ|∞).
Dividing by n and taking the limit as n approaches infinity, it follows that h0 = 0, contrary
to the hypothesis. 
Remark 5.4. Note that Lemma 5.3 implies ‖Ln‖ ≤ C for each n ∈ N, hence Lemma 5.1
implies Dn ≤ Cδ for all n ∈ N.
5.2. Peripheral Spectrum. The following two lemmas prove Theorem 2.8, points (1-4)
and part of (5). The rest is proved in Section 5.3.
Let Vθ be the eigenspace associated to the eigenvalue e
2πiθ. For the rest of this section,
we use m to denote normalized Riemannian volume (Lebesgue measure) on M.
Lemma 5.5. Recall that µ¯ := Π01. Then,
(i) All the measures in V are absolutely continuous with respect to µ¯. Moreover, 1 belongs
to the spectrum.
(ii) There exists a finite number of qi ∈ N such that the spectrum on the unit disk is⋃
k{e2πi
p
qk : 0 < p ≤ qk, p ∈ N}. In addition, the set of ergodic probability measures
absolutely continuous with respect to µ¯ form a basis of V0.
(iii) For each µ ∈ V, n ∈ N, we have µ(S±n,ǫ) ≤ Cnǫα. In particular, µ(S±n ) = 0.
Proof. (i) Let Πθ be the eigenprojector on Vθ. The fact that the spectrum outside the circle
of radius τ consists of only finitely many eigenvalues of finite multiplicity implies that the
limit
(5.1) lim
n→∞
1
n
n−1∑
k=0
e−2πiθkLk = Πθ
is well-defined in the uniform topology of L(B,B). Moreover, Π0 is obviously a positive
operator and, by density, Vθ = ΠθC1.
Accordingly, for each µ ∈ Vθ, there exists h ∈ C1 such that Πθh = µ. Thus, for each
ϕ ∈ C1
(5.2) |µ(ϕ)| = |Πθh(ϕ)| ≤ |h|∞Π01(|ϕ|) =: |h|∞µ¯(|ϕ|).
That is, each probability measure µ ∈ Vθ is absolutely continuous with respect to µ¯. More-
over, setting hµ :=
dµ
dµ¯
, we have hµ ∈ L∞(M, µ¯). This implies µ¯ 6= 0, otherwise the spectral
radius of L would be strictly smaller than one, which, recalling Remark 3.4, yields the
contradiction
1 = |m(1)| = |Lnm(1)| = lim
n→∞
|Lnm(1)| ≤ lim
n→∞
C‖Lnm‖ = 0.
Hence one belongs to the spectrum.
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(ii) Next, for µ ∈ Vθ and each ϕ ∈ C1∫
ϕhµdµ¯ = µ(ϕ) = e
−2πiθLµ(ϕ) = e−2πiθµ(ϕ ◦ T )
= e−2πiθ
∫
ϕ ◦ Thµdµ¯ = e−2πiθ
∫
ϕhµ ◦ T−1dµ¯.
Accordingly hµ ◦ T−1 = e2πiθhµ, µ¯ a.e. This in turn means that, setting, hµ,k := (hµ)k ∈
L∞(M, µ¯), since the measure dµk := hµ,kdµ¯ belongs to B for each k ∈ N,9 then Lµk =
e2πikθµk. That is, e
2πikθ belongs to the peripheral spectrum and since the peripheral spectrum
consists of a finite number of points, it must be that θ ∈ Q.
Now let µ ∈ V0 and choose h ∈ C1 such that µ = Π0h. We can then write h = h+ − h−,
h± := max{0,±h}. Since h± are Lipschitz functions, they belong to B. We can then define
µ± := Π1h±. Thus V0 is the span of a convex set of probability measures.
Next, assume that Ω is an invariant set of positive µ¯ measure, then for each ε > 0 there
exists a smooth function ϕε > 0 such that µ¯(|IdΩ − ϕε|) ≤ ε. Thus, for each continuous
function φ
µ¯(ϕεφ ◦ T n) = µ¯(IdΩφ ◦ T n) +O(ε|φ|∞) = µ¯(IdΩφ) +O(ε|φ|∞) = µ¯(ϕεφ) +O(ε|φ|∞).
On the other hand
lim
n→∞
1
n
n−1∑
k=0
µ¯(ϕεφ ◦ T n) = Π1(µ¯ε)(φ)
where µ¯ε(φ) := µ¯(ϕεφ). By the arbitrariness of ε it follows, setting µ¯Ω(φ) := µ¯(IdΩφ), that
µ¯Ω ∈ V0 and, since V0 is finite dimensional, that there are only finitely many invariant sets
of positive µ¯ measure and the ergodic decomposition yields a basis of V0.
(iii) Finally, let µ ∈ V. By hypothesis, the tangent space of S−m is bounded away from
Cs. Calling S−m,ǫ an ǫ neighborhood of S−m, set µǫ(ϕ) := µ(IdS−m,ǫϕ). Let hn be a sequence
that converges to µ in B, then it is immediate to check that hn,ǫ(ϕ) := hn(IdS−m,ǫϕ) belongs
to Bw. In addition, ∫
W
ϕhn,ǫdm =
∫
W∩S−m,ǫ
ϕhndm ≤ Cm‖hn‖ǫα,
for ϕ ∈ C1(W ). In the same way one has that hn,ǫ is a Cauchy sequence in Bw, thus it must
converge to µǫ(ϕ) := µ(IdS−m,ǫϕ). Since µǫ(1) ≤ Cmǫα, the regularity of µ implies µ(S−m) = 0.
The result follows since TS+ = S−. 
Remark 5.6. For uniformly hyperbolic maps with singularities, the estimate µ¯(S±ǫ ) ≤ Cǫα
is enough to conclude the existence of stable and unstable manifolds for µ¯-a.e. x ∈M using
the standard Borel-Cantelli argument (see, for example [LW]). In fact, from the ergodic
decomposition proved in Lemma 5.7, it follows that stable and unstable manifolds exist for
m-a.e. x ∈M.
9Just consider h ∈ C1 such that µ¯(|h− hµ,k|) ≤ ε. Then setting dν := hdµ¯,
(Πkθν − µk)(ϕ) ≤ lim
n→∞
1
n
n−1∑
j=0
µ¯(|h− hµ,k| ◦ T−j)|ϕ∞| ≤ ε|ϕ|∞.
Hence, µk is an accumulation point of elements of V and so it belongs to V.
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Recall that to each physical measure µ is associated a positive Lebesgue measure invariant
set Bµ such that, for every continuous function f ,
lim
n→∞
1
n
n−1∑
i=0
f(T ix) = µ(f) ∀x ∈ Bµ.
Lemma 5.7. Let T be a piecewise uniformly hyperbolic map as described in Section 2.
(i) T admits only finitely many physical probability measures and they belong to V0.
(ii) The ergodic decomposition with respect to Lebesgue and with respect to µ¯ coincide.
(iii) The forward average for each continuous function is well definedm-almost everywhere
and the ergodic decomposition with respect to Lebesgue corresponds to the supports of
the physical measures.
Proof. (i) Let µ be a physical measure and take a density point x of the associated set
Bµ. Then for each ε > 0 there exists an open set U containing x such that m(Bµ ∩ U) ≥
(1−ε)m(U). Consider a smooth probability measure µU supported in U , such that µU(Bµ) ≥
1− 2ε. Then for each f ∈ C0,
Π1µU(f) = lim
n→∞
1
n
n−1∑
k=0
µU(f ◦ T i) = lim
n→∞
1
n
n−1∑
k=0
µU(f ◦ T iIdBµ) +O(|f |∞ε)
= µU(IdBµ)µ(f) +O(|f |∞ε) = µ(f) +O(|f |∞ε).
This means that µ can be approximated by elements of V0 and therefore µ ∈ V0. In addition,
since the physical measures are ergodic by definition, it follows that they must belong to the
ergodic elements of V0.
(ii) Consider an invariant set A of positive µ¯ measure such that µ¯ restricted to A is
ergodic. If we consider the set Au :=
⋃
x∈AW
u(x),10 then T−1Au ⊂ Au and µ¯(Au \ A) = 0.
Indeed, for each continuous function ϕ the backward average on Au coincides with the
backward average on A and hence equals µ¯(ϕIdA)µ¯(A)
−1 µ¯-a.e., by ergodicity. In addition,
for each ε > 0 there exists ϕ ∈ C0 such that µ¯(|ϕ− IdA|) ≤ ε. But then
lim
n→∞
1
n
n−1∑
k=0
ϕ ◦ T−kIdAu = µ¯(ϕIdA)µ¯(A)−1IdAu µ¯-a.e.
Integrating, we have µ¯(ϕIdAu) = µ¯(ϕIdA)µ¯(A)
−1µ¯(Au), which yields
µ¯(A) = µ¯(Au) +O(ε)
which, by the arbitrariness of ε, proves the claim.
Next, consider the neighborhood of the singularity Sδ. By Lemma 5.5(iii) it follows that
µ¯(Sδ) ≤ Cδα, hence setting S∗δ :=
⋃
m∈Z T
mSδ|m|−2/α we have µ¯(S∗δ ) ≤ Cδα
∑
m∈Z |m|−2 ≤
Cδα. Hence, by choosing δ small enough and setting B := Au \ S∗δ , it holds that µ¯(B) > 0.
In addition, for each x ∈ B the manifolds W u(x),W s(x) have length at least δ (see, e.g.,
[LW]). Define Bǫ to be the ǫ-neighborhood of B.
Finally, for each n ∈ N let Un =
⋃
K∈Kn
K∩B 6=∅
K
⋂
Bδ/2, and U˜n := Un
⋂
Bδ/4, clearly Un+1 ⊆
Un. Setting B˜ :=
⋂
n∈N Un, we have µ¯(B˜ \ Au) = 0. Indeed, if x ∈ B˜ \ Au, then, for each
10By Wu(x), W s(x) we designate the unstable and stable manifolds of x, which exists µ¯-a.e. (see Remark
5.6). Hence, by eventually changing A on a set of zero µ¯-measure, we can assume A ⊂ Au.
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n ∈ N, there exist yn ∈ Au \ S∗δ and Kn ∈ Kn such that x, yn ∈ Kn. On the other hand each
W s(yn) has size δ, by construction. We can then extract a converging subsequence {ynj},
and call W the limit of W s(yn). It is easy to check that W is a stable manifold and since
in the transversal direction the map is expanding it must be W =
⋂
nKn. Accordingly,
W ⊂ W s(x). The uniform transversality of the stable and unstable manifolds implies then
that W u(yn) ∩W s(x) 6= ∅ for n large enough. Hence, W s(x) ∩ Au 6= ∅, that is B˜ ⊂ Au,s :=⋃
x∈Au
W s(x). The claim follows then since one can prove µ¯(Au,s \ Au) = 0 by the same
argument that established µ¯(Au \ A) = 0.
In addition, by the regularity of both µ¯ and m, for each k ∈ N and ε > 0, there exists nε
such that
µ¯(Unε \ B˜) +
k∑
j=0
Lkm(Unε \ B˜) ≤ ε.
Let φ be a smooth function such that φ↾Bδ/4 = 1 and supp φ is contianed in Bδ/2. Clearly
φIdUn ∈ C1S+n , we can the use the above inequality and Lemma 3.3 to write
µ¯(B˜) = µ¯(U˜nε) +O(ε) ≤ µ¯(IdUnεφ) +O(ε) =
1
k
l−1∑
j=0
Ljm(IdUnεφ) +O(k−1 + ε)
=
1
k
l−1∑
j=0
Ljm(B˜) +O(k−1 + ε) ≤ 1
k
l−1∑
j=0
Ljm(Au,s) +O(k−1 + ε) = m(Au,s) +O(k−1 + ε).
By choosing first k large enough and then ε sufficiently small, we have m(Au,s) > 0.
Next notice that if Au,s is not an ergodic component for m, then there exists an invariant
set of positive m-measure that will support a physical measure, but such a measure would
belong to V0 by point (i) and this would be a contradiction.
(iii) The preceding argument also implies that if µi is a basis of V0 made of ergodic
measures, then they are physical measures and {Bµi} corresponds to the ergodic decompo-
sition with respect to Lebesgue. In addition, since m(Bµi) ≥ µ¯(Bµi) and
∑
i µ¯(Bµi) = 1, the
inequality must be an equality and the forward average for each continuous function is well
defined m-almost everywhere. 
5.3. Statistical Properties and Ruelle Resonances. In addition to providing informa-
tion about the invariant measures, the established spectral picture has other far reaching
implications. To discuss them let us define the correlation functions. For each f, g ∈ Cβ
define
Cf,g(n) := µ¯(fg ◦ T n)− µ¯(f)µ¯(g).
If the system is mixing (that is, one is the only eigenvalue on the unit circle and it is simple),
then for each σ larger than the norm of the second largest eigenvalue (or τ if no other
eigenvalue is present outside the essential spectral radius) holds
(5.3) |Cf,g(n)| ≤ Cσn|f |Cβ |g|Cβ .
In other words we have the well-known dichotomy: either the system does not mix or it
mixes exponentially fast (on Ho¨lder observables).
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More generally, we can define the Fourier transform of the correlation function:
Cˆf,g(z) :=
∑
n∈Z
znCf,g(n).
The above quantity is widely used in the physics literature where usually one assumes that it
is convergent in a neighborhood of |z| = 1 (here this follows already from (5.3)) and it has a
meromorphic extension on some larger annulus. The poles of such a quantity are, in principle,
measurable in a physical system and are called Ruelle resonances (see [Ru1, Ru2, PP1, PP2]).
Due to our results we can substantiate the above picture for the class of systems at hand.
Indeed, note that we can assume, without loss of generality, µ¯(f) = µ¯(g) = 0 and that if
we define µf(ϕ) := µ¯(fϕ), µg(ϕ) := µ¯(gϕ), then µf , µg ∈ B. thus,
Cˆf,g(z) =
∞∑
n=0
znµ¯(fg ◦ T n) +
∞∑
n=0
z−nµ¯(f ◦ T ng)− µ¯(fg)
=
∞∑
n=0
znLnµf(g) +
∞∑
n=0
z−nLnµg(f)− µ¯(fg)
= (z − L)−1µf (g) + (z−1 − L)−1µg(f)− µ¯(fg).
It is thus obvious that the desired meromorphic extension is provided by the resolvent and
that the poles are in one-to-one correspondence (including multiplicity) with the spectrum of
L. More precisely we have a meromorphic extension in the annulus {z ∈ C : τ < |z| < τ−1}.
Remark 5.8. Note that the above fact shows that the spectral data of the operator L on B
is not a mathematical artifact but has a well-defined meaning which does not depend on any
of the many arbitrary choices we have made in the construction of our functional analytic
setting.
Remark 5.9. In the present situation the best one can do is to choose α = β = q = 1
2
;
moreover, if one assumes that M(n) grows sub-exponentially (this is the case for billiards),
then one has (assuming for simplicity λ−1 = µ+) that τ can be chosen arbitrarily close
to λ−
1
2 . At the moment it is unclear if such an estimate for the size of the meromorphic
extension is real or is an artifact of the method of proof.
Another result that can be easily obtained by the present method is the Central Limit
Theorem. Let f ∈ Cβ with µ¯(f) = 0 and define Sn(f) :=
∑n−1
k=0 f ◦ T k. Then
µ¯(e−izSn) = Lnz µ¯(1)
where Lz is the operator defined by Lzh(ϕ) := h(e−izfϕ ◦ T ). Since Lz depends analytically
on z, one can use standard perturbation theory to show that the leading eigenvalue is given
by 1− σz2, where σ is the variance. Accordingly
lim
n→∞
µ¯(e
−i z√
n
Sn) = lim
n→∞
(
1− σz
2
n
)n
= e−σz
2
which is exactly the CLT. Other types of results (e.g. large deviations) can be approached
along similar lines (see [HH, CG] for more details).
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6. Perturbation Results
Recall from Section 2.4 the set ΓB∗ of maps T˜ that satisfy the same assumptions as T
in Section 2. In this section we derive results for several classes of perturbations and prove
Theorems 2.13 and 2.18.
6.1. Deterministic Perturbations.
Lemma 6.1. If two maps T1, T2 ∈ ΓB∗ satisfy γ(T1, T2) ≤ ε ≤ ε0, then for each h ∈ B,
|LT1h−LT2h|w ≤ Cbεβ‖h‖.
Proof. For ε ≤ ε0, we may choose the set of approximate stable leaves Σ so that T−1i Σ ⊂ Σ
for i = 1, 2. And similarly for the approximate unstable family Fu.
We first fix a leaf W ∈ Σ and ϕ with |ϕ|C1(W ) ≤ 1 and write∫
W
(LT1 −LT2)hϕ dm =
∫
T−11 W
h|DT1|−1JWT1ϕ ◦ T1 −
∫
T−12 W
h|DT2|−1JWT2ϕ ◦ T2.
Away from singularities, T−11 W and T
−1
2 W are ε-close so we may partition T
−1
1 W and T
−1
2 W
as we did in Section 4.3.
Let N−ε denote the ε neighborhood of the union of the singularity curves of T
−1
1 and T
−1
2 .
Consider one component Uj of W\N−ε . By assumption, we may choose functions F ij defining
the curves T−1i Uj such that dΣ(T
−1
1 Uj , T
−1
2 Uj) ≤ ε. (If max{|T−11 Uj |, |T−12 Uj |} > 2δ, we
further subdivide Uj so that all components of T
−1
1 Uj and T
−1
2 Uj have length between δ and
2δ.)
Denote by Vj the connected components of W ∩ N−ε and note that |Vj| ≤ Cε and that
there are at most L+ 2 such pieces.
We estimate the integrals over the pieces T−1i Vj similarly to (4.10)
(6.1)
∑
i,j
∫
T−1i Vj
h|DTi|−1JWTi ϕ ◦ Ti dm ≤ C‖h‖s
∑
i,j
|Vj|αλ−1µ−α ≤ C‖h‖sεα.
We split up the integrals over the T−1i Uj as follows,∑
j
∫
T−11 Uj
h|DT1|−1JWT1 ϕ ◦ T1 dm−
∫
T−12 Uj
h|DT2|−1JWT2 ϕ ◦ T2 dm
=
∑
j
∫
T−11 Uj
h|DT1|−1JWT1 ϕ ◦ T1 dm−
∫
T−12 Uj
hf dm(6.2)
+
∑
j
∫
T−12 Uj
h(f − |DT2|−1JWT2ϕ ◦ T2)dm
where f = [|DT1|−1JWT1 ϕ ◦ T1] ◦ GF 1j ◦ G−1F 2j . Note that dq(|DT1|
−1JWT1 ϕ ◦ T1, f) = 0 so
that the first term of (6.2) can be estimated by
(6.3)
∑
j
∣∣∣∣∣
∫
T−11 Uj
h|DT1|−1JWT1ϕ ◦ T1 −
∫
T−12 Uj
hf
∣∣∣∣∣ ≤ Cεβ‖h‖u.
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We estimate the second term of (6.2) using the strong stable norm. We follow (4.19) to
estimate the Cq-norm of the functions involved.
|f − |DT2|−1JWT2ϕ ◦ T2|Cq(T−12 Uj)
≤ C|[|DT1|−1JWT1ϕ ◦ T1] ◦GF 1j − [|DT2|−1JWT2ϕ ◦ T2] ◦GF 22 |Cq(Irj )
≤ C|ϕ ◦ T1 ◦GF 1j − ϕ ◦ T2 ◦GF 22 |Cq(Irj )
+ C|(|DT1|−1JWT1) ◦GF 1j − (|DT2|−1JWT2) ◦GF 22 |Cq(Irj ).
The first term can be bounded using an estimate analogous to (4.20) and Lemma 4.2. The
second term can be bounded using Lemma 4.1 and the fact that |T1 − T2|C2 < ε on U ij .
Putting these estimates together, we conclude that |f − |DT2|−1JWT2ϕ ◦ T2|Cq ≤ Cε1−q so
we may estimate the second term of (6.2) by∫
T−12 Uj
h(f − |DT2|−1JWT2ϕ ◦ T2) ≤ Cε1−q‖h‖s.
Putting this estimate together with (6.1) and (6.3), we have
(6.4)
∣∣∣∣
∫
W
LT1hϕdm−
∫
W
LT2hϕdm
∣∣∣∣ ≤ C(‖h‖sεα + ‖h‖uεβ + ‖h‖sε1−q) ≤ Cb−1εβ‖h‖.
Taking the supremum over all W ∈ Σ and ϕ ∈ C1(W ) yields the lemma. 
Lemma 6.1 implies |||LT1 − LT2||| ≤ Cεβ whenever γ(T1, T2) ≤ ε. Since both T1 and T2
satisfy the Lasota-Yorke inequalities (2.7)-(2.9), we may apply the results of [KL] to our
operator L : B → Bw.
6.2. Smooth Random Perturbations. Recall the transfer operator Lν,g associated with
the random process defined in Section 2.3. For the remainder of this section, we fix constants
λ, µ, µ+ and Dn such that (2.1) and (2.6) are satisfied for all T˜ ∈ Xε.
The following is a generalization of Lemma 6.1 which shows that the transfer operator
associated with the random perturbation is also close to LT in the sense of [KL].
Lemma 6.2. |||Lν,g −LT ||| ≤ CbAεβ.
Proof. Let h, ϕ ∈ C1(M), |ϕ|C1 ≤ 1, and W ∈ Σ. Then using (6.4) of Lemma 6.1,∣∣∣∣
∫
W
Lν,ghϕ dm−
∫
W
LThϕ dm
∣∣∣∣ =
∣∣∣∣
∫
Ω
∫
W
(LTωh(x)− LTh(x))ϕ(x) g(ω, T−1ω x) dmdν
∣∣∣∣
≤
∫
Ω
Cbε
β‖h‖|g(ω, ·)|C1dν(ω) ≤ CbAεβ‖h‖.

We next prove uniform Lasota-Yorke estimates for the operator Lν,g. First, we need to
introduce some notation. Let ωn = (ω1, . . . , ωn) ∈ Ωn. We define Tωn = Tωn ◦ · · · ◦ Tω1 and
similarly DTωn = Π
n
j=1DTωj(Tωj−1).
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Lemma 6.3. Let ∆(ν, g) ≤ ε. For ε sufficiently small, there exists δ0 > 0 and a constant
C = Ca,A, such that for all h ∈ B, δ ≤ δ0 and n ≥ 0, Lν,g satisfies
|Lnν,gh|w ≤ CDn|h|w ,
‖Lnν,gh‖s ≤ Cmax{ρ, µq+}nDn‖h‖s + CδDn|h|w ,
‖Lnν,gh‖u ≤ Cλ−βnDn‖h‖u + C(Dn + Lnλ−nµ−αn)‖h‖s .
Proof. The proofs follow from those of Section 4, except that we have the added function
g(ω, x). Notice that
Lnν,gh(x) =
∫
Ωn
h ◦ T−1ωn |DTωn(T−1ωn )|−1Πnj=1g(ωj, T−1ωj ◦ · · · ◦ T−1ωn x) dνn(ωn).
Estimating the strong stable norm. For any W ∈ Σ, we define the connected pieces
Wi of T
−1
ωn W inductively just as we did for T
−nW in Section 4.1. Following the estimates of
Section 4.2, we write∫
W
Lnν,ghϕ dm =
∫
Ωn
∑
i
{∫
Wi
hϕi|DTωn|−1JWTωnΠnj=1g(ωj, Tωj−1x) dm(x)
+
1
|Wi|
∫
Wi
ϕ ◦ Tωn
∫
Wi
h|DTωn|−1JWTωnΠnj=1g(ωj, Tωj−1x) dm(x)
}
dνn(ωn)
(6.5)
where ϕi = ϕ ◦ Tωn − 1|Wi|
∫
Wi
ϕ ◦ Tωn. We fix ωn and define Gωn(x) = Πnj=1g(ωj, Tωj−1x).
To estimate the first sum in (6.5), we note that (4.6) implies
|ϕi|Cq(Wi) ≤ C|JWTωn |qC0(Wi)|W |−α.
Then, using (4.7), we estimate∑
i
∫
Wi
h ϕi|DTωn |−1JWTωnGωn dm
≤
∑
i
C‖h‖s|Wi|α| |DTωn|−1JWTωn |Cq(Wi)|ϕi|Cq(Wi)|Gωn |Cq(Wi)
≤
∑
i
C‖h‖s|Wi|α||DTωn |−1JWTωn|C0(Wi)|JWTωn |qC0(Wi)|W |−α|Gωn |Cq(Wi).
(6.6)
The only additional term here is |Gωn |Cq(Wi), which we now show is bounded independently
of n and Wi.
Sublemma 6.4. Let Wi ∈ Σ be a smooth component of T−1ωn W . There exists a constant
C > 0, independent of W , n and ωn such that∣∣Πnj=1g(ωj, Tωj−1 ·)∣∣C1(Wi) ≤ CΠnj=1g(ωj, Tωj−1x)
for any x ∈ Wi.
Proof. The proof follows the usual distortion estimates along stable leaves. For any x, y ∈ Wi,
log
Πnj=1g(ωj, Tωj−1x)
Πnj=1g(ωj, Tωj−1y)
≤
n∑
j=1
a−1|g(ωj, ·)|C1(Wi)d(Tωj−1x, Tωj−1y)
≤
∞∑
j=1
Aa−1Cµj−1+ d(x, y) =: c0d(x, y),
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using property (iii) of g. The distortion bound yields the lemma with C = c0e
c0. 
The sublemma allows us to estimate (6.6) using (4.7).
(6.7)
∑
i
∫
Wi
hϕi|DTωn |−1JWTωnGωn dm ≤ C‖h‖sDnµqn+ Πnj=1g(ωj, Tωj−1x∗)
where x∗ is some point in T
−1
ωn W .
We estimate the second term of (6.5) in a similar way according to (4.8). Each time, we
replace |Gωn |Cq or |Gωn|C1 according to Sublemma 6.4.∑
i
1
|Wi|
∫
Wi
ϕ ◦ Tωn dm
∫
Wi
h|DTωn |−1JWTωnGωn dm
≤ (C‖h‖sρn + CδDn|h|w)Πnj=1g(ωj, Tωj−1x∗)
Combining this estimate with (6.7), we have∫
W
LTωnhϕ dm ≤ (C‖h‖s(Dnµqn+ + ρn) + CδDn|h|w)Πnj=1g(ωj, Tωj−1x∗)
Now integrating this expression over Ωn, we integrate one ωj at a time starting with ωn.
Note that
∫
Ω
g(ωn, Tωn−1x∗)dν(ωn) = 1 by assumption on g since Tωn−1x∗ is independent of
ωn. Similarly, each factor in Gωn integrates to 1 so that
‖Lnν,gh‖s ≤ C‖h‖s(Dnµqn+ + ρn) + CδDn|h|w
which is the Lasota-Yorke inequality for the strong stable norm.
The inequalities for the strong unstable norm and for the weak norm follow almost iden-
tically, always using Sublemma 6.4. 
6.3. Hyperbolic Systems with Holes. We adopt the notation and conditions introduced
in Section 2.5. The first lemma shows that we can make the operators L and LH arbitrarily
close by controlling the “diameter” r of the hole along elements of Σ and the number P of
connected components of the hole that a leaf can intersect at time 1.
Lemma 6.5. Let H be a hole satisfying assumption (H1). There exists C > 0 depending
only on T such that
|||L − LH||| ≤ CPrα.
Proof. Let h ∈ C1(M), W ∈ Σ and ϕ ∈ C1(W ) with |ϕ|C1(W ) ≤ 1. Recall that M1 ⊂M\H
is the set of points which remains inM until at least time 1. Let 1M\M1 denote the indicator
function of M\M1.∫
W
(L− LH)h ϕ dm =
∫
W
L(1M\M1h) ϕ dm
=
∫
T−1W∩M\M1
h ϕ ◦ T |DT |−1JWT dm ≤
∑
W˜i
‖h‖s|W˜i|α|ϕ ◦ T |Cq(W˜i)| |DT |−1JWT |C0(W˜i)
where W˜i are the connected components of T
−1W ∩M\M1, i.e. the pieces of T−1W which
are in the hole at time 0 or 1. We recall from the estimates of Section 4 that |ϕ ◦ T |Cq(W˜i) ≤
|ϕ|Cq(W ). Also, the distortion bound (A.1) implies |JWT ||W˜i| ≤ C|TW˜i|. We then have∫
W
(L − LH)h ϕ dm ≤ C‖h‖s
∑
i
|TW˜i|α ≤ C‖h‖sPrα,
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which completes the proof of the lemma. 
The next proposition proves uniform Lasota-Yorke estimates for LH which are independent
of H satisfying assumptions (H1) and (H2). Once it is proven, we may use it in combination
with Lemma 6.5 to invoke the results of [KL] and conclude that the spectra of L and LH
are close if r is small. This proves Theorem 2.18.
Proposition 6.6. Let H be a hole satisfying assumptions (H1) and (H2) of Section 2.5 and
let ρ1 :=
L+P
λµα
< 1. Choose β ≤ α/2. There exists δ0 > 0, depending only on P , such that
for all h ∈ B, δ ≤ δ0 and n ≥ 0, LH satisfies
|LnHh|w ≤ CDn|h|w ,(6.8)
‖LnHh‖s ≤ Cmax{ρ1, µq+}nDn‖h‖s + CδDn|h|w ,(6.9)
‖LnHh‖u ≤ Cλ−βnDn‖h‖u + C(Dn + (Ln + Pn)λ−nµ−αn)‖h‖s .(6.10)
Proof. Our estimates follow closely those of Section 4, so to avoid repetition we indicate
only where the presence of the holes requires us to modify those estimates. First notice that
Lemmas 3.1 and 3.2 hold for the map with holes with ρ1 in place of ρ. This is because the
definition of the elements W ki of Wk and their tree-like structure remains unchanged. The
number of connected components of T˜−nW may be greater, but the growth of the number
of short pieces is controlled by assumption (H2). Summing up to most recent long ancestors
as we did in the proof of Lemma 3.1 and using (H2), we see that equation (3.1) becomes∑
i∈Jn(W kj )
|W ni |ς ||DT n|−1JWT n|C0(Wni ) ≤ C||DT k|−1JWT k|C0(W kj )|W kj |ςρn−k1 .
The proof of expressions analogous to equations (3.2)-(3.4) is now identical to the proof of
Lemma 3.1. We conclude that
(6.11)
∑
i
|W ni |ς||DT n|−1JWT n|C0(Wni ) ≤ CDnδς−α|W |α + C|W |ςρn1 .
Estimating the weak norm. For any h ∈ C1(M), W ∈ Σ and ϕ ∈ C1(W ) with |ϕ|C1(W ) ≤
1, we have ∫
W
LnHhϕ dm =
∑
Wi∈Wn
∫
Wi
h|DT n|−1JWT n ϕ ◦ T n dm
≤ C|h|w
∑
Wi∈Wn
||DT n|−1JWT n|C0(Wni ) ≤ CDn|h|w
where in the last inequality we have used (6.11) with ς = 0. This proves (6.8).
Estimating the strong stable norm. As in Section 4.2, we define ϕi = ϕ◦T n− 1|Wi|
∫
Wi
ϕ◦
T n. Equation (4.7) remains unchanged,∑
i
∫
Wi
h|DT n|−1JWT n ϕi dm ≤ C‖h‖sDnµqn+ .
The estimate for equation (4.8) is modified slightly according to (6.11),∑
i
1
|Wi|
∫
Wi
ϕ ◦ T n dm
∫
Wi
h|DT n|−1JWT n dm ≤ C‖h‖sρn1 + CδDn|h|w.
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Combining these two estimates, we see that
‖LnHh‖s ≤ C‖h‖s(Dnµqn+ + ρn1 ) + CδDn|h|w,
which proves (6.9).
Estimating the strong unstable norm. Given two admissible leaves W 1 and W 2 satis-
fying dΣ(W
1,W 2) ≤ ε, we partition them into long pieces U ij and short pieces V ik as in Sec-
tion 4.3 where for each j, the pieces U1j and U
2
j are paired up so that dΣ(T
−nU1j , T
−nU2j ) ≤
Cλ−nε. The introduction of the hole only increases the number of unpaired pieces V ik : if
part of T−nW 1 has fallen in the hole while the corresponding part of T−nW 2 has not, then
a piece V 2k ⊂W 2 is created. We estimate the size of V 2k using assumption (H1).
Suppose the part of W 1 corresponding to V 2k falls in the hole at time ℓ ≤ n. If the
boundary of the hole at that point is strictly convex with curvature greater than B, then
|T−ℓV 2k | ≤ C
√
ε and so |V 2k | ≤ C
√
ε as well. On the other hand, if the boundary of the hole
is transverse to the stable cone, then the estimate improves to |T−ℓV 2k | ≤ Cε. Notice also
that there can be at most Ln + Pn + 2 pieces V
i
k .
Using this bound on the V ik , (4.10) becomes,∑
i,k
∫
T−nV ik
h|DT n|−1JWT nϕi ◦ T n dm ≤ C‖h‖s
∑
i,k
|V ik |α| |DT n|−1(JWT n)1−α|C0
≤ Cεα/2‖h‖s(Ln + Pn)λ−nµ−αn.
(6.12)
The estimates on the paired pieces U ij do not change so putting together equation (6.12)
with (4.14) and (4.22), and using the fact that α/2 ≥ β, we have
‖LnHh‖u ≤ Cλ−βnDn‖h‖u + C‖h‖s(Dn + (Ln + Pn)λ−nµ−αn).
This completes the proof of (6.10). 
Appendix A. Distortion Bounds
The following are distortion bounds used in deriving the Lasota-Yorke estimates which are
standard for uniformly hyperbolic C2 maps. For any n ∈ N and x, y ∈ K ∈ Kn the following
estimates hold. ∣∣∣∣ |DT n(x)||DT n(y)| − 1
∣∣∣∣ ≤ Cmax{d(x, y), d(T nx, T n, y)}∣∣∣∣JWT n(x)JWT n(y) − 1
∣∣∣∣ ≤ Cmax{d(x, y), d(T nx, T n, y)}
(A.1)
In particular, these bounds imply that ||DT n|−1|Cq(Wi) ≤ C||DT n|−1|C0(Wi) and similarly
|JWT n|Cq(Wi) ≤ C|JWT n|C0(Wi) for any 0 ≤ q ≤ 1.
Note that for x ∈ T−nW , |DT n(x)| = Cθ(x)JWT n(x)JuT n(x) where JuT n is the Jacobian
of T n in the unstable direction and Cθ(x) is a number which depends on the angle between
the unstable direction and T−nW at the point x. Since the family of admissible leaves W is
uniformly transversal to the unstable direction, there exists a constant c0 > 0, independent
of W , such that |Cθ| ≥ c0. Thus for all n ≥ 0,
(A.2)
∣∣|DT n|−1JWT n∣∣∞ ≤ Cλ−n
wherever |DT n| is defined.
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