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Abstract. Superstatistics describes nonequilibrium steady states as superpositions
of canonical ensembles with a probability distribution of temperatures. Rather than
assume a certain distribution of temperature, recently [J. Phys. A: Math. Theor.
53, 045004 (2020)] we have discussed general conditions under which a system in
contact with a finite environment can be described by superstatistics together with
a physically interpretable, microscopic definition of temperature. In this work, we
present a new interpretation of this result in terms of the standard maximum entropy
principle (MaxEnt) using conditional expectation constraints, and provide an example
model where this framework can be tested.
1. Introduction
The maximum entropy principle (MaxEnt) [1] provides a powerful explanation, deeply
rooted in information theory, for the wide success of Boltzmann-Gibbs (BG) statistical
mechanics in equilibrium systems. Despite all this success, there are systems for
which non-canonical steady states are the norm, a fact which has proved difficult to
reconcile with BG statistics. This has led to alternative frameworks such as nonextensive
(Tsallis) statistics [2] and superstatistics [3, 4], among others. While Tsallis statistics
departs from the Boltzmann-Gibbs entropy by proposing a generalization of the entropic
functional, superstatistics augments the maximum entropy principle by providing a
mechanism that produces non-canonical distributions without the need to abandon
the foundations of Boltzmann-Gibbs statistics. This is achieved by postulating a
superposition of canonical ensembles, governed by a continuous or discrete distribution
of inverse temperature β = 1/kBT . More precisely, superstatistics produces ensembles
of the form
P (x|S) = ρ(H(x)), (1)
where x represents the system microstate, H is the Hamiltonian function and ρ(E) is
the ensemble function (also referred to as the generalized Boltzmann factor), given by
ρ(E) =
∫
dβf(β) exp(−βE). (2)
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The traditional interpretation of superstatistics invokes models with a fluctuating
parameter β that follows some predefined stochastic dynamics [5, 6, 7, 8]. Besides this, a
Bayesian interpretation [9, 10, 11] of superstatistics is possible in which the superposition
of temperatures can be understood as a manifestation of the uncertainty in the value of
the mean energy used as constraint in a maximum entropy setting. In this case, Eqs. 1
and 2 are written, using the marginalization rule of probability [12, 13], as
P (x|S) =
∫
dβP (β|S)P (x|β)
=
∫
dβP (β|S)
[
exp(−βH(x))
Z(β)
]
, (3)
under the equivalence f(β) = P (β|S)/Z(β).
Recently[14], a mechanism leading to superstatistics has been explored where the
original (target) system with microstates x is in contact with an environment with
microstates y and HamiltonianG(y), in such a way that Eq. 3 is recovered by integration
over the microstates of the environment, that is,
P (x|S) =
∫
dyP (x,y|S). (4)
If we require that a microscopic inverse temperature function B exists such that〈
g(β)
〉
S
=
〈
g(B)
〉
S
(5)
for any function g and that Eqs. 3 and 4 are simultaneously true, then Ref.[14]
proves that this can be accomplished if and only if the conditional distribution of the
system given a fixed environment is canonical, with a temperature which is exclusively
a property of the environment. That is,
P (x|y, S) =
[
exp(−βH(x))
Z(β)
] ∣∣∣
β=B(G(y))
. (6)
Here B = B(G) is a function of the environment energy that is identified one-to-one
with the superstatistical inverse temperature β, because Eq. 5 with g(β) = δ(β − β0)
implies
P (β = β0|S) =
〈
δ(B(G)− β0)
〉
S
= P (B = β0|S). (7)
This treatment restores some aspects of the frequentist intuition behind
superstatistics by making P (β|S) the sampling distribution of B. At the same time,
it seems to lose some of the direct connection with the statistical inference frameworks,
either Bayesian probability or MaxEnt. Furthermore, the condition in Eq. 6 is strongly
suggestive of an underlying maximum entropy formulation. This suggests the need in
this formalism for some extra elements.
In this work we show that Eq. 6, the neccesary and sufficient condition for
superstatistics with a microscopic definition of environment temperature, is the natural
consequence of a maximum entropy analysis using conditional expectations.
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This paper is organized as follows. First, in Section 2, we present the use of the
standard maximum entropy principle in the case where the ratio of two expectations is
given as a constraint. In Section 3 we use this result to explore the effect of a conditional
expectation of energy on the maximum entropy principle, recovering Eq. 6. Section 4
discusses an application of this formalism that can be solved exactly. Finally we close
with some concluding remarks in Section 5.
2. Maximum entropy with ratio constraints
Before starting our main analysis, let us consider an important case in the maximum
entropy formalism that is not commonly presented in the literature, but simple enough
to solve. Consider a constraint over the ratio of two expectations,〈
f
〉〈
g
〉 = R, (8)
where f = f(x) and g = g(x). The individual values of the expectations are unknown,
only their ratio R is assumed known. What is the most unbiased choice for P (x|R)?
According to MaxEnt, P (x|R) is equal to p∗(x), the function that maximizes the
Boltzmann-Gibbs entropy
S[p] = −
∫
dxp(x) ln p(x) (9)
under the constraint on the ratio in Eq. 8 and normalization. This leads to the
maximization of the augmented functional
S˜ = −
∫
dxp(x) ln p(x) + λ
(∫ dxp(x)f(x)∫
dxp(x)g(x)
−R
)
+ µ
(∫
dxp(x)− 1
)
. (10)
The equation defining the (unique) extremum of S˜, namely p∗(x), is then
δS˜
δp(x)
∣∣∣
p=p∗
= 0 = −1 − ln p∗(x) + λ
δ
δp(x)
(〈
f
〉〈
g
〉
) ∣∣∣
p=p∗
+ µ. (11)
Explicit solution of this problem requires the functional derivative of the ratio,
δ
δp(x)
(〈
f
〉〈
g
〉
)
=
1〈
g
〉 δ〈f〉
δp(x)
−
〈
f
〉
〈
g
〉2 δ
〈
g
〉
δp(x)
=
1〈
g
〉 (f(x)−R · g(x)) , (12)
where we have used Eq. 8 to introduce R in the second term of the right-hand side. We
have then
ln p∗(x) =
λ〈
g
〉(f(x)−R · g(x)) + µ− 1. (13)
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At this point, as neither λ nor
〈
g
〉
are known, we can simply redefine
λ→ −
λ〈
g
〉 ,
and we have the maximum entropy solution
p∗(x) = P (x|R) =
1
Z(λ)
exp
(
− λ
[
f(x)−R · g(x)
])
, (14)
where the redefined Lagrange multiplier λ is fixed by the constraint equation,
−
∂
∂λ
lnZ(λ) =
〈
f
〉
− R
〈
g
〉
= 0. (15)
Interestingly, the solution is the same as the naive use of the constraint in Eq. 8 in the
form 〈
f − R · g
〉
= 0. (16)
3. Conditional maximum entropy and superstatistics
Having the solution in Eqs. 14 and 15 to the ratio constraint in Eq. 8, we are now
equipped to present a generalization of the textbook maximum entropy problem that
leads to the canonical ensemble. Instead of the usual constraint on the mean energy,〈
H
〉
S
= E¯, (17)
where E¯ is a known constant, we will consider that our system is placed in contact
with an environment with Hamiltonian G and we know the conditional mean value
of the energy, E¯(G0) given that the environment is “frozen” at energy G = G0, for
G0 ∈ [Gmin, Gmax]. Thus the constraint in Eq. 17 is generalized to〈
H
〉
S,G
= E¯(G), (18)
for every value of G ∈ [Gmin, Gmax]. Just as in the canonical ensemble the value of
E¯ leads to a unique value of inverse temperature β, the function E¯(G) will lead to a
distribution of inverse temperatures, as we will see shortly. Using the property〈
H · δ(G−G0)
〉
S
=
〈
H
〉
S,G0
· P (G = G0|S)
= E¯(G0) ·
〈
δ(G−G0)
〉
S
(19)
we can rewrite the constraint in Eq. 18 as a ratio constraint similar to Eq. 8,〈
H · δ(G−G0)
〉
S〈
δ(G−G0)
〉
S
= E¯(G0), ∀ G0. (20)
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Hence the maximum entropy solution is given by
P (x,y|S) =
1
η
exp
(
−
∫ Gmax
Gmin
dG0λ(G0)δ(G(y)−G0)
[
H(x)− E¯(G0)
])
=
1
η
exp
(
−λ(G(y))
[
H(x)− E¯(G(y))
])
. (21)
Now we show that this solution is compatible with Eq. 6. We obtain first the
marginal distribution of y by integrating over x,
P (y|S) =
∫
dxP (x,y|S)
=
1
η
exp
(
λ(G(y))E¯(G(y))
)
×
[∫
dx exp
(
− λ(G(y))H(x)
)]
=
1
η
exp
(
λ(G(y))E¯(G(y))
)
· Z(λ(G(y))), (22)
where Z(β) is the partition function of the target system at inverse temperature β. By
dividing P (x,y|S) by P (y|S) we clearly obtain
P (x|y, S) =
P (x,y|S)
P (y|S)
=
exp (−λ(G(y))H(x))
Z(λ(G(y)))
, (23)
but this is precisely Eq. 6 if we identify λ(G) with B(G),
P (x|y, S) =
exp(−βH(x))
Z(β)
∣∣∣
β=B(G(y))
. (24)
We determine the Lagrange multiplier B by imposing the constraint in Eq. 18,
E¯(G) =
〈
H
〉
S,G
=
∫
dxP (x|G, S)H(x)
=
∫
dxH(x)
∫
dyP (x|y, S)P (y|G, S)
=
∫
dxH(x)
∫
dy
[
exp(−βH(x))
Z(β)
] ∣∣∣
β=B(G(y))
×
[
δ(G(y)−G)
ΩG(G)
]
, (25)
where in the last line we have used Eq. 24 and the fact that P (y|S) only depends on y
through G(y). Evaluating the integrals, we have
E¯(G) =
∫
dx
exp(−B(G)H(x))H(x)
Z(B(G))
=
[
−
∂
∂β
lnZ(β)
] ∣∣∣
β=B(G)
= ε(B(G)), (26)
where ε(β) is the canonical caloric curve, given by
ε(β) :=
〈
H
〉
β
= −
∂
∂β
lnZ(β). (27)
Therefore, if ε(β) is invertible, we have
B(G) = ε−1(E¯(G)). (28)
Conditional maximum entropy and Superstatistics 6
The physical interpretation of this correspondence is that the microscopic inverse
temperature B(G) is the one that, in the canonical caloric curve, yields the correct mean
energy
〈
H
〉
β=B
=
〈
H
〉
S,G
for every admissible value of G. Thus, in the target system,
β follows the fluctuations of G mapped through the canonical caloric curve.
The marginal distribution P (x|S) resulting from integration over y of Eq. 21 will
be described by superstatistics with P (β|S) = P (B = β|S), which we can write in terms
of our original quantity E¯(G). This gives
P (β|S) =
〈
δ(B(G)− β)
〉
S
=
∫
dy
[
1
η
Z(B(G(y))) exp
(
B(G(y))E¯(G(y))
)
δ(B(G(y))− β)
]
=
1
η
Z(β)
∫
dy exp(βE¯(G(y)))δ(B(G(y))− β)
=
1
η
Z(β)
∫
dGΩG(G) exp(βE¯(G))δ(B(G)− β). (29)
By using the following property of the Dirac delta function,
δ(B(G)− β) =
∑
G∗
δ(G∗ −G)
|B′(G)|
, (30)
where G∗ are the solutions of B(G∗) = β, we derive the explicit formula
P (β|S) =
1
η
Z(β)
∑
G∗
ΩG(G
∗)
|B′(G∗)|
exp(βE¯(G∗)). (31)
In order to determine G∗, we use Eq. 26, which gives us the connection between E¯ and
B,
E¯(G) = ε(B(G)).
In the case of G = G∗, this becomes E¯(G∗) = ε(B(G∗)) = ε(β) and so, if the relation
E¯(G) is invertible, we have
G∗(β) = E¯−1(ε(β)), (32)
and we can obtain our main result,
P (β|S) =
1
η
Z(β)ΩG(G
∗(β))
∣∣∣ ε′(β)
E¯ ′(G∗(β))
∣∣∣ exp(βε(β)), (33)
with G∗ given by Eq. 32. In terms of the usual notation of superstatistics,
f(β) =
1
η
ΩG(G
∗(β))
∣∣∣ ε′(β)
E¯ ′(G∗(β))
∣∣∣ exp(βε(β)), (34)
and the corresponding ensemble function ρ(E) for the target system is
ρ(E) =
1
η
∫
dβΩG(G
∗(β))
∣∣∣ ε′(β)
E¯ ′(G∗(β))
∣∣∣ exp(−β[E − ε(β)]). (35)
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4. Example
Let us demonstrate this formalism with a concrete example. Consider the target and
environment in such a state that〈
H +G
〉
S,G0
=
〈
H
〉
S,G0
+G0 = E0, (36)
with E0 the fixed total energy of the system. Furthermore, let us assume the densities
of states
Ω(E) = c0E
α,
ΩG(G) = c1 exp(β0G) (37)
for the target system and the environment, respectively. From the density of states of
the target we can obtain its partition function,
Z(β) =
∫
dE Ω(E) exp(−βE) = c0Γ(α+ 1)β
−(α+1), (38)
as well as its canonical caloric curve,
ε(β) = −
∂
∂β
lnZ(β) =
α + 1
β
. (39)
From Eq. 36 we can obtain E¯(G) as
E¯(G) =
〈
H
〉
S,G
= E0 −G, (40)
and replacing Eqs. 40 and 39 into Eq. 26, we obtain
E¯(G) = E0 −G = ε(B(G)) =
α+ 1
B(G)
, (41)
from which we read the microscopic inverse temperature
B(G) =
α + 1
E0 −G
(42)
that the environment imposes over the system. Because the energy G of the environment
is such that G ∈ [0, E0], we have B ∈ [βmin,∞), where we have defined
βmin :=
α + 1
E0
. (43)
This means the microscopic temperature T (G) = 1/(kBB(G)) is bounded from above,
0 ≤ T (G) ≤
E0
kB(α + 1)
.
Moreover, because the function E¯(G) is invertible, we have
G∗(β) = E0 −
α + 1
β
= E0
(
1−
βmin
β
)
. (44)
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In order to make the statistical treatment more smooth, let us consider the limit
where E0 is large enough that we can take β ∈ [0,∞) and E ∈ [0,∞). Now we have
everything to compute the statistical properties. First, we compute the joint energy-
inverse temperature distribution,
P (E, β|S) = P (E|β)× P (β|S)
= exp(−βE)Ω(E)f(β)
=
[β0(α+ 1)]
α+2
Γ(α+ 1)Γ(α + 2)
exp(−β0(α + 1)/β)β
−2 exp(−βE)Eα. (45)
The marginal distribution of β, equivalent to Eq. 33, yields
P (β|S) =
[β0(α + 1)]
α+2
Γ(α + 2)
β−(α+3) exp(−β0(α+ 1)/β), (46)
that is, an inverse gamma distribution, which means the temperature T = 1/(kBβ) that
the target system “sees” follows a gamma distribution. From this distribution we can
compute the mean inverse temperature
〈
β
〉
S
= β0 (47)
and its normalized variance, 〈
(δβ)2
〉
S〈
β
〉2
S
=
1
α
, (48)
and we see that α→∞ keeping β0 fixed leads to
〈
(δβ)2
〉
S
→ 0, recovering the canonical
ensemble with β = β0. The ensemble function ρ(E) of the target system is
ρ(E) =
2
c0
[β0(α + 1)]
α+1
Γ(α + 1)Γ(α+ 2)
√
β0(α + 1)EK1(2
√
β0(α + 1)E), (49)
where K1(z) is the modified Bessel function of the second kind, and the corresponding
energy distribution of the target is
P (E|S) = ρ(E)Ω(E) =
2β0(α + 1)
Γ(α + 1)Γ(α+ 2)
[β0(α + 1)E]
α+ 1
2K1(2
√
β0(α + 1)E). (50)
The mean target energy is 〈
E
〉
S
=
α + 2
β0
, (51)
while its normalized variance is 〈
(δE)2
〉
S〈
E
〉2
S
=
2
α + 1
. (52)
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In this superstatistical ensemble described by Eq. 45, the fluctuations of (inverse)
temperature and energy are well defined, and we can explore what their joint behavior
is. As we can see from Eqs. 48 and 52, when α increases with fixed β0, the variance of β
tends to zero as 1/α, while the variance of E increases linearly with α, so their product
remains constant for large enough α.
In fact, it is possible to construct a thermodynamic uncertainty relation for the
unnormalized variances of β and E in the target system, as have been proposed and
studied in previous works [15, 16], namely
〈
(δβ)2
〉
S
·
〈
(δE)2
〉
S
= 2
[
(α+ 2)2
α(α+ 1)
]
≥ 2. (53)
Here the variance of the intensive parameter β can in fact be interpreted as
fluctuations of a physical quantity, which decrease when the fluctuations of energy
increase. On the other hand, we can compare this uncertainty relation with the
correlation between β and E that we can obtain from the joint distribution,〈
δβ · δE
〉
S
=
〈
βE
〉
S
−
〈
β
〉
S
〈
E
〉
S
= (α + 1)− (α + 2) = −1, (54)
in direct agreement with Schwarz inequality,
〈
(δβ)2
〉
S
·
〈
(δE)2
〉
S
≥
〈
δβ · δE
〉2
.
5. Concluding remarks
We have complemented the framework initiated in Ref.[14], by connecting it with
the maximum entropy principle under a conditional energy expectation constraint,〈
H
〉
S,G
= E¯(G). In this formalism, knowledge of E¯(G), the canonical caloric curve
ε(β) and the density of states ΩG of the environment completely determines the most
unbiased form of superstatistics, with f(β) or ρ(E) given by Eqs. 32, 34 and 35. The
frequentist interpretation of P (β|S) as a sampling distribution of an observable of the
environment remains valid. We have explored a simple model of target and environment
for which one can obtain fluctuations of the intensive parameter β in a manner
consistent with a frequentist interpretation of superstatistics, and also consistent with
the Bayesian/MaxEnt framework, only requiring the standard elements of traditional
MaxEnt and the laws of probability.
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