ABSTRACT One of the main tasks in the analysis of models of biomolecular networks is to characterize the domain of the parameter space that corresponds to a specific behavior. Given the large number of parameters in most models, this is no trivial task. We use a model of the embryonic cell cycle to illustrate the approaches that can be used to characterize the domain of parameter space corresponding to limit cycle oscillations, a regime that coordinates periodic entry into and exit from mitosis. Our approach relies on geometric construction of bifurcation sets, numerical continuation, and random sampling of parameters. We delineate the multidimensional oscillatory domain and use it to quantify the robustness of periodic trajectories. Although some of our techniques explore the specific features of the chosen system, the general approach can be extended to other models of the cell cycle engine and other biomolecular networks.
INTRODUCTION
Starting from the early 1990s, computational models of the embryonic cell cycle have led the way in the systems-level analysis of biomolecular networks (1-3). The modeling approach to the cell cycle and other biochemical networks starts by converting the information about the established components and interactions into a dynamical system. Usually, at this stage, the aim is to build a model that qualitatively predicts the desired behavior(s). This is followed by analytical or computational analysis of the model, with the minimal requirement to find a vector of model parameter values that yields the desired behavior, such as periodic dynamics with the right period and waveform. As a rule, this vector is not unique and belongs to a set of parameter vectors that are equally successful in describing the data (4,5). Ideally, one would like to characterize this entire set, which would make it possible to explore functional capabilities of the model only on the basis of the included components and processes.
Since even the simplest models of biochemical networks contain a large number of parameters, characterizing their design spaces is a nontrivial task, and most early modeling studies were limited to providing one or several parameter sets consistent with the desired dynamics. Note that even this step might be quite challenging, although more and more algorithms are being proposed for this purpose (5,6). At the same time, rapid improvements in computational power and numerical methods make it possible to systematically sample the design space of a model and enable the types of analyses that had previously been very difficult or impossible (7-9). For instance, one might be interested in determining the parameter vectors that can withstand the maximal possible perturbations without disrupting the desired dynamics. In this article, we try to accomplish these tasks by probing the design space of a mathematical model of the embryonic cell cycle, aiming to highlight the issues that might be relevant for a broad class of models.
Our model is a simplified version of earlier descriptions of cell cycles in Xenopus egg extracts, one of the leading experimental systems for studies of cell cycle regulation (10). The first model of this system was proposed in 1993 by John Tyson and Bela Novak, shortly after the elucidation of the core processes responsible for the periodic dynamics in the activity of the cyclin-dependent kinase (CDK) (11, 12) . Their model accounts for steady synthesis of cyclin, association with CDK, reversible activation of the cyclin-CDK complex by phosphorylation, and proteolytic degradation. The model has 10 variables, which could be reduced to two under certain assumptions, and about 20 parameters that correspond to the rates of protein synthesis, strengths of protein-protein interactions, and rate constants of enzymatic reactions. The authors found a set of parameter values that successfully described the periodic activity of CDK and made several predictions that have been confirmed by subsequent experiments (13). Starting from 2003, James Ferrell and his group initiated a systematic effort aimed at quantifying the main regulatory interactions in this model. These studies led to updated models with two variables and $10 parameters (14-17). Note that none of the current models can be viewed as a ''first-principles'' description of the real system, which is still only partially understood. For example, a recent study investigated the role of the dynamic control of cyclin synthesis, which was assumed to be constant in the first generation of models (18).
One of the key insights of the original Tyson-Novak model and its descendants is that the observed CDK dynamics can be viewed as relaxation oscillations, a periodic trajectory with fast and slow motions (19). Furthermore, quantitative changes in the values of model parameters can lead to qualitative changes in the long-term dynamics, from oscillations to either unique steady states or bistability. Here, we have coarse-grained interactions considered in previous models of the cell cycle, producing a model that is amenable to analytical treatment. We show how the design space of this model can be delineated using a combination of analytical and computational tools and used to explore the robustness of the oscillatory regime. Our results provide new insights into the design principles leading to robust oscillations and can be extended to more complex models of cell regulation systems.
METHODS

Numerical continuation of bifurcation points
All numerical continuations (see Figs. 3 and 5) were performed using Matcont (20), a numerical continuation software for MATLAB (The MathWorks, Natick, MA).
Parameter sampling
The model contains eight dimensionless parameters, defined in Table 1.  Table 2 summarizes the ranges and scales used to generate samples from the parameter space. Since we were interested in the location and shape of the region of oscillations, ranges were chosen to exclude as much of the non-oscillatory parameter space as possible. In some cases, taking a parameter to a limiting value of zero or infinity would preserve oscillations. In these cases, parameter ranges were chosen such that the model outputs were still somewhat sensitive to the parameters. Finally, whereas all other dimensionless parameters were sampled on a logarithmic scale, Hill coefficients were sampled on a linear scale, since their experimentally measured values are typically of order 1.
For each sample, the first step was to find a steady state by a local method and check the linear stability of that steady state. Steady states were found by first solving for w in ðdw=dtÞ ¼ 0 and then plugging that expression into the equation ðda=dtÞ ¼ 0. The value of logðaÞ (to ensure positive solutions) that satisfied this expression was found using MATLAB's fzero function, with an initial guess of a ¼ 0:1.
The linear stability of the steady state was checked by finding the two eigenvalues of the Jacobian matrix, J ij ¼ ðv _ X i =vX j Þ, evaluated at the steady state, where i; j ¼ 1; 2, X 1 ¼ a, and X 2 ¼ w, and the dot indicates a time derivative.
If the found steady state was stable, corresponding to the real parts of both eigenvalues being negative, the parameter set was immediately thrown out, because it could not produce oscillations. If an unstable steady state was found, further tests were performed to check whether the parameter set generated oscillations.
If the steady state was unstable, the system was integrated in time using MATLAB's ode15s until either 1) the system time reached 1000 units, or 2) the time course had exhibited three peaks. If the system time reached 1000 units before producing three peaks, then it reached a stable steady state. This happened when there were three steady states-either two unstable and one stable or two stable and one unstable-and the local solver happened to find an unstable one. Alternatively, if the system generated three peaks before reaching 1000 time units, it could be due to either sustained oscillations or damped oscillations. To check which, the local search for a steady state was repeated from the last point of time integration. If the resulting steady state was stable, then the oscillations were damped, and the parameter set was discarded. If the steady state was unstable, then the oscillations were sustained.
Finally, if the parameter set corresponded to sustained oscillations, we found the converged limit cycle by numerically solving
where a 0 and w 0 were initial points on the limit cycle, T was the period, a 0 was fixed, and w 0 and T were varied. Code is available upon request.
Density estimation
Univariate and bivariate marginal distributions were estimated in MATLAB using Z. Botev's code kde and kde2d, both available on The Shown are the parameter ranges used for sampling and the scale on which sampling was performed uniformly for each parameter (i.e., m was sampled uniformly in logarithm between 0.01 and 10, whereas n a was sampled uniformly on a linear scale between 0.01 and 15).
