Introduction
Discontinuous refractive index profiles are very often encoun− tered in the optical devices. The field distributions in such devices are in general discontinuous, e.g., the intensity distri− bution of the transverse component of the electric field vector for the TM mode of the planar optical waveguide is discontin− uous. Therefore, there has been a need for the development of FD approximations that are valid for functions that are not con− tinuous. Due to the fundamental character of the problem the development of the 1 dimensional (1D) 3−point FD approxi− mations found particular attention among the scientific com− munity. 3−point FD approximations are particularly attractive due their simplicity and also because they result in a 3−diago− nal coefficient matrix that can be efficiently handled using readily available standard software routines. Further, most of the currently used higher order and higher dimensional FD schemes are extensions of the basic 3−point formula.
So far, a number of approximate 1D 3−point FD stencils for the solution of the wave equation in the discontinuous media have been proposed. The first such approximate FD stencil was developed by Stern [1] . The 3−point FD approxi− mation proposed by Stern allowed for obtaining a good approximation for the field distributions and propagation constants if the discontinuities were placed half way be− tween the nodal points. However, for more complicated structures this condition was difficult to meet without resor− ting to extremely fine FD grids, which precluded the opti− mal use of the computing resources. In order to remedy this difficulty Vassallo followed the same approach as Stern, i.e., expanded the field on both sides of the interface using the Taylor series but at the interface matched not only the field and its first derivative but also the second one [2] . This resulted in the performance superior to that demonstrated by Stern's three point FD stencil. However, Vassallo's FD scheme indicated an irregular convergence pattern, which was considered a rather puzzling phenomenon at the time. Vassallo's FD scheme was further improved by Yamauchi et al. following essentially the same approach, but matching the field and its derivatives up to the third order [3, 4] . Finally, Chiou et al. presented the formalism, which allows for the derivation of the 3−point FD stencil while imposing the field matching up to an arbitrary derivative order [5] , although for the derivation of the 3−point FD stencil they matched the same number of derivatives as Yamauchi et al. [3, 4] . Interestingly, Chiou et al. [5] obtained a different rep− resentation of the 3−point FD stencil than this given in Ref.
4. An alternative approach for the derivation of a 3−point FD stencil for a step−wise discontinuous medium, although still based on the local expansion of the fields using the Taylor series and imposing the continuity conditions at the dielec− tric interfaces, was presented in Ref. 6 . The application of this formulation is, however, only limited to a case when the nodal points coincide with the discontinuity positions.
As mentioned earlier, the standard 3−point FD approxi− mations form the basis for the development of more accurate and general FD stencils. The standard 3−point FD approxima− tions were used to improve the computational efficiency through the application of the Douglas scheme [7] [8] [9] . Fur− ther, the method of expanding field values at both sides of the discontinuity and matching them at the interface was used in for the derivation of the 5−point [5, 10] and more recently even 7− and 9−point FD schemes [11] . The Chiou's et al. ap− proach [5] was also extended to allow for the inclusion of the refractive index variation features on the scale much smaller than the grid size [12, 13] . Also many 2 dimensional (2D) FD approximations used in the beam propagation method and modal solvers, to the best knowledge of the author with the exception only of [14] [15] [16] Even though there is a large body of the literature on the applications of FDs to the analysis of the optical wave propa− gation in discontinuous media, and the truncation errors were studied in many papers using either approximate methods or directly by comparing the calculated results with the known exact solution, there are no publications on the rigorous ana− lysis of the FD truncation error. The main purpose of this pa− per is therefore a rigorous analysis of the truncation error for FD schemes in the presence of discontinuities. The basis for this analysis forms a series that allows representing the field value at a given FD node in terms of the field value and its de− rivatives at the neighbouring FD node, in the presence of a step−wise discontinuity in the distribution of the refractive index between the nodes [19] . In this paper we utilise the se− ries given in Ref. 19 and perform a rigorous truncation error analysis of selected representative 3−point FD schemes.
Theory
We consider the proper value problem for a slab waveguide. As shown in Ref. 19 , the desired series formula that expands the magnetic field value at a given FD node (i + 1) in terms of the magnetic field value and its derivatives at an adjacent node (i) when a step−wise refractive index discontinuity is present between the nodes ( Fig. 1 )
can be obtained by matching the field values at both sides of the refractive index discontinuity. In Eq. (1), 'HOT' stands for higher order terms. The b j coefficients are given by for− mulae that contain circular Bessel functions and the gamma function [19] . However, they can be expressed in terms of hyperbolic functions that are much easier to handle 
where 'q and p are defined in Fig The series of Eq. (1) is the exact analogue of the series obtained by the Taylor expansion used for the derivation of the FD approximations for homogenous medium. Another important observation is that the series expansion of Eq. (1) is unique subject to the uniqueness of the set of the magnetic field continuity conditions used in the derivation. The uni− queness follows from the uniqueness of the Taylor series expansions used on the both sides of the discontinuity. From the uniqueness of Eq. (1) 
where b j a stand for the approximate expansion coefficients given in Refs. 2 and 5. As these coefficients are different from the exact ones there clearly are additional series terms adding to 'HOT' terms (present when truncating the series with exact values of the b j coefficients). These additional error terms have to contain terms proportional to f i , ¢ f i , and
In order to complete the derivation of the leading term of the truncation error for the 3−point approximation, we simi− larly obtain the series expansion for
where the expansion coefficients a j can be obtained from the respective coefficients b j by substituting -c, -d, and n i-1 for p, q, and n i+1 , respectively. The a j a are the respective approximate series expansion coefficients given in either Ref. 2 where 'LTET' stands for the leading truncation error term. There are four components of the leading truncation error term. LTET 3 is proportional to the 3 rd derivative of f i and is the analogue of the leading truncation error of the standard 3−point FD stencil in homogenous medium. LTET 0 , LTET 1 , and LTET 2 are additional error terms that are proportional to f i and its 1 st and 2 nd derivatives, respectively. Equation (5) reveals that even if c = d = p = q = h/2 the leading term of the truncation error is not just O(h n ), i.e., not a product of a constant O and the n th power of the mesh size -h n , but a rather complicated function of the refractive index, wave− length, p, q, c, and d. We will study the behaviour of this function in more detail in the next section. At this point, we note that especially the presence of the f i in the leading trun− cation error term may lead to an unexpected behaviour of the given FD scheme when compared with the standard FDs in the homogenous medium. On the other hand, when exact coefficients are used LTET 0,1,2 are eliminated Clearly, the 3−point FD scheme given by Eq. (6) does not contain any error terms proportional to either f i or its 1 st and 2 nd derivative. We will study the properties of this scheme in the next section.
Results
Firstly, we will study the dependence of the local trunca− tion error on the mesh size. For this purpose we selected a structure with a single refractive index step between the nodes n i and n i+1 . We limited the analysis to the case of an equidistant mesh with the discontinuity positioned half way between the nodes, i.e., p = q = dx/2 where dx is the mesh size. For calculating the LTET 3 from Eq. (5) we se− lected the FD coefficient set given in Ref. 5 because this paper contains the most recent version of the approximate FD coefficients for discontinuous media. Further, the ap− proach given in Ref. 5 was extended to two dimensional modelling of optical waveguides [18] . Figure 2 shows the dependence of the local truncation error term propor− tional to the third derivative of the field on the mesh size for an FD node adjacent to a moderate refractive index step (3.5 to 3.4). In calculations we assumed that the third derivative is equal to 1 as this does not affect the observed trends. The results denoted as 'Chiou et al. ' were ob− tained using the 3−point FD stencil given in Ref. 5 3−point FD stencil given by Eq. (6) [19] . It is observed that for both polarisations the error asymptotically tends to the value of the local truncation error of 3−point finite difference stencil in a homogenous medium, which is equal to dx 2 /12. However, for large values of the mesh size there is a large deviation from this linear behaviour. This deviation is increased when the refractive index con− trast is larger (Fig. 3) . Further, for the larger refractive in− dex contrast the difference there is a noticeable difference in the error dependence on mesh size for both TE and TM polarisations. However, even for large values of the re− fractive index contrast the error still tends to the value of the local truncation error observed for the homogenous medium, if the mesh size is sufficiently small. In order to study the consequences of a rather compli− cated dependence of the local truncation error on the mesh size on the calculation of the propagation constants of opti− cal waveguides we selected three standard structures [20] and calculated their propagation constants using the two selected 3−point FD approximations [5, 19] and compared it with reference values obtained using an analytical ap− proach [21] . Structure 1 is a GaAs based symmetrical slab waveguide. The refractive index is equal to 3.3704 and 3.2874 in the core and cladding, respectively. The width of the waveguide core is 2 μm. Structures 2 and 3 are multi− layered waveguides corresponding to a multi quantum well structure [20] . Both waveguides consist of 56 barriers of width 0.0012 μm and 55 wells of width 0.007 μm. The refractive index in the well is equal to 3.3704. For the 2 nd structure, the refractive index of the barrier is 3.2874, while that of the cladding is 3.2224. For the third structure, the refractive indices of barrier and cladding are 1.6 and 1.5, respectively. For all structures, the operating wave− length is 1.55 μm. The reference effective index values were calculated using an analytical approach [21] and they are given in Table 1 . As previously, we limit the comparison to the FD formu− las given in Refs. 5 and 19. For the purpose of the compari− son we define the relative error in the propagation constant
In all simulations we use the Dirichlet boundary condi− tion at the computational window edge, which is approxi− mately 16 μm away from the last layer boundary. The FD grid nodes where distributed symmetrically, with respect to the waveguide centre. Figure 4 shows the dependence of the relative error of Eq. (7) on the mesh size calculated for the structure 1. The values of the relative error were calculated at each minor grid line of the abscissa axis, which is shown in Fig. 4 . Again, the results denoted as 'Chiou et al. ' were obtained using the 3−point FD stencil given in Ref. 5 , while the ones denoted as 'exact' where obtained using the 3−point FD stencil given by Eq. (6) [19] . The results from Fig. 4 show that for small values of the grid size both methods have an almost identical error. This confirms that the 3−point stencil obtained using the truncated Taylor series asymptotically (for the small values of the grid size) reaches the same con− vergence rate as the 'exact' 3−point FD stencil. Interest− ingly, for large values of the grid size, the calculations using the approximate FD stencil [5] yield a lower absolute value of the relative error than the ones using the 'exact' approach. This surprising feature of the approximate FD stencil is explained by the results shown in Fig. 5 . Figure 5 shows the dependence of the effective index on the grid size. Now, it can be seen that for the large grid size, when compared with the 'exact' FD results, the effective index values calculated using the approximate approach [5] diverge much faster from the exact value. However, there is a change in the rela− tive error sign. Consequently, in the vicinity of the point where the relative error sign changes, its absolute value is obviously very small. Further, the discrepancies between the formally equivalent 3−point FD stencils given in Refs. 4 and 5 can be accounted for by considering them as various approximations of the 'exact' stencil given in Ref. 19 . In fact, by closer examination of the expansion coefficients given in Ref. 5 , it can be seen that they contain terms with second powers of the mesh size. If more Taylor series terms are considered when deriving the formula of Eq. (27) in Ref.
5, higher powers of the mesh size appear in the expressions describing the 'a' and 'b' coefficients. This point is further elucidated by the results shown in Fig. 6 . Figure 6 compares the dependence of the effective index on the grid size calcu− lated using the 'exact' 3−point FD stencil [20] , the original 3−point FD approximation by Chiou et al. [5] and using a 3−point FD stencil which was derived following Chiou's approach but using more terms in the Taylor series expan− sions on the both sides of the discontinuity (in Ref. 5, 4 terms were used only). Here, for the purpose of the compari− son, we recalculated the 3−point stencil using 8 and 12 terms in the Taylor series. It is obvious that with infinitely many terms, Chiou's approach is equivalent to the 'exact' one pre− sented in Ref. 19 . The results from Fig. 4 confirm that with an increasing number of Taylor series terms, the results obtained using Chiou's approach converge to the ones obtained using the 'exact' 3−point FD stencil. This on one hand confirms that the exact coefficients given by Eq. (2) are correct while on the other one indicates that the coeffi− cients given in Ref. 5 are approximations of the ones given here, Eq. (2), while the error of that approximation decrea− ses with the number of terms used in the Taylor series expansion. The last observation concerning Figs. 4-6 that we would like to make is that for practically relevant values of mesh size there is no noticeable difference between the accuracy of the approximate FD stencil given in Ref. 5 and of the exact one [19] . This observation is also valid for more complicated structures that are discussed next. Figures 8 and 9 show the dependence of the relative error of Eq. (7) on the mesh size for the two multilayered waveguide structures considered here. For both structures, the results confirm that the error does not decrease consis− tently until the mesh size becomes comparable with the minimum layer thickness. As expected, there is a difference between the error values obtained for both polarisations and both considered FD approximants at large mesh size, espe− cially when large refractive index discontinuities are pre− sent. However, these discrepancies are significantly reduced for practically relevant values of the mesh size. Lastly, asymptotically both methods achieve the expected 2 nd order accuracy, if the mesh size is sufficiently small. 
Conclusions
In conclusion, we carried out a study of the local truncation error for selected 3−point FD stencils used for the represen− tation of the second derivative for media with abrupt discon− tinuities in the refractive index profile. The presented results show that for sufficiently small values of the mesh size, when the discontinuity is placed half way between the mesh points, the dependence of the local truncation error on the mesh size is almost equal to the one for the homogenous medium. Finally, the results obtained also show that for the structures studied there was no major difference in accuracy between the approximate FD stencil [5] and the accurate one [19] for practically relevant values of the mesh size.
