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Abstract: We study distributed stochastic optimization by networked nodes to cooperatively mini-
mize a sum of convex cost functions. The network is modeled by a sequence of time-varying random
digraphs with each node representing a local optimizer and each edge representing a communication link.
We consider the distributed subgradient optimization algorithm with noisy measurements of local cost
functions’ subgradients, additive and multiplicative noises among information exchanging between each
pair of nodes. By stochastic Lyapunov method, convex analysis, algebraic graph theory and martingale
convergence theory, it is proved that if the local subgradient functions grow linearly and the sequence of
digraphs is conditionally balanced and uniformly conditionally jointly connected, then proper algorithm
step sizes can be designed so that all nodes’ states converge to the global optimal solution almost surely.
Keywords: Distributed stochastic convex optimization, Additive and multiplicative communication
noise, Random graph, Subgradient.
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1 Introduction
In recent years, distributed cooperative optimization over networks has attracted extensive attentions,
such as the economic dispatch in power grids [1, 2], the traffic flow control in intelligent transporta-
tion networks [3, 4], and the cooperative source localization by sensor networks [5, 6], et al. For these
networked systems, each node is a local optimizer with certain capabilities of data collection, storage,
calculation and communication. In distributed optimization algorithms, each node only needs informa-
tion related to its local cost function, and exchanges information with neighboring nodes to iteratively
update its state such that the global optimal solution is asymptotically achieved. Distributed optimization
algorithms have great advantages in solving large-scale optimization problems which are difficult to deal
with by centralized algorithms.
Considering the various uncertainties in practical network environments, distributed stochastic op-
timization algorithms have been widely studied by scholars. The (sub)gradients of local cost func-
tions are used in many distributed optimization algorithms. However, it is difficult to get accurate
(sub)gradients in many practical applications. For example, in distributed statistical machine learning
[7, 8], the local loss functions are the mathematical expectations of random functions so that the local
optimizers can only obtain the measurement of the (sub)gradients with random noises. The influence
of (sub)gradient measurement noises have been considered for distributed optimization algorithms. In
∗Corresponding Author: Shanghai Key Laboratory of PureMathematics andMathematical Practice, School of Mathematical
Sciences, East China Normal University, Shanghai 200241, China (Email: tli@math.ecnu.edu.cn).
†School of Mathematical Sciences, East China Normal University, Shanghai 200241, China (Email:zzufukeli@163.com).
‡School of Mathematical Sciences, East China Normal University, Shanghai 200241, China (Email:fxz4926@163.com).
1
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18], the local (sub)gradient noises are required to be independent, with
zero mean and bounded second-order moments. In [19, 20, 21, 22], the local (sub)gradient noise pro-
cess is a martingale difference sequence. Besides measurement noises, the information exchange among
nodes is often affected by communication noises [23, 24], and the structure of the network often changes
randomly due to packet dropouts, link/node failures and recreations, which are especially serious in wire-
less networks. The case with i.i.d. random graphs is studied in [25, 26, 27, 28]. In [29, 30], the graph is
randomly selected at each time instant from a family of digraphs which are jointly strongly connected.
Especially, the random graphs at different time instants are supposed to be independent with each other
in [29]. The case with Markovian switching graphs is discussed in [31, 32].
Most of the above works consider the effects of random switching of network structure, (sub)gradient
measurement and communication link noises on distributed optimization algorithms separately. How-
ever, a variety of random factors may co-exist in practical environment. In distributed statistical ma-
chine learning algorithms, the (sub)gradients of local loss functions cannot be obtained accurately, the
graphs may change randomly and the communication links may be noisy. Many scholars have stud-
ied distributed optimization with multiple uncertain factors, and have obtained excellent results. Both
(sub)gradient noises and random graphs are considered in [33, 34, 35]. In [33], the local gradient noises
are independent with bounded second-order moments. They defined a random activation graph sequence
to describe the network. Only a single node is activated and exchanges information with its adjacent
nodes at each time instant, and the graph sequence is i.i.d. In [34, 35, 36], the (sub)gradient measure-
ment noises are martingale difference sequences and their second-order conditional moments depend
on the states of the local optimizers. The random graph sequences in [34, 35, 36, 37] are i.i.d. with
connected and undirected mean graphs. In addition, additive communication noises are considered in
[36, 37].
In addition to uncertainties in information exchange, different assumptions on the cost functions have
been discussed. In [9, 21, 22, 38, 39, 36, 40, 41, 42], the convex local cost functions are required to be
differentiable and their gradients are Lipschitz continuous. The gradients of the local cost functions are
bounded in [38, 39, 40, 41], and the local cost functions are twice continuously differentiable in [42]. In
[43, 25, 24, 37, 44, 45, 46, 47], the case with convex non-differentiable local cost functions is studied
and the local subgradients are required to be bounded. In [15, 33], the local cost function is decomposed
into a sum of differentiable and non-differentiable parts with the gradient of the differentiable part being
Lipschitz continuous and the subgradient of the non-differentiable part being bounded.
Though the above works have made a deep research on distributed stochastic optimization, the prac-
tical cases may be more complex. In the regression problem of LASSO (Least absolute shrinkage and
selection operator), the local cost functions are not differentiable and their subgradients are not bounded
functions. What’s more, the local optimizers can only obtain noisy measurements of local subgradients,
and the graphs may change randomly without spatial and temporal dependency. Besides, additive and
multiplicative communication noises may co-exist in communication links. In summary, the conditions
of such problems are much weaker than those required in the existing works.
Motivated by distributed statistical learning over uncertain communication networks, we study the
distributed stochastic convex optimization by networked local optimizers to cooperatively minimize a
sum of local convex cost functions. The network is modeled by a sequence of time-varying random
digraphs which may be spatially and temporally dependent. The local cost functions are not required to
be differentiable, nor do their subgradients need to be bounded. The local optimizers can only obtain
measurement information of the local subgradients with random noises. And the additive and multi-
plicative communication noises co-exist in communication links. We consider the distributed stochastic
subgradient optimization algorithm. By algebraic graph theory, convex analysis, and non-negative su-
permartingale convergence theorem, we prove that if the sequence of random digraphs is conditionally
balanced and uniformly conditionally jointly connected, then the states of all local optimizers converge to
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the same global optimal solution almost surely. Compared to the existing works, the main contributions
of our paper are listed as follows.
I. The structure of the networks among optimizers is modeled by a more general sequence of random
digraphs. The weighted adjacency matrices are not required to have special statistical properties such as
independency with identical distribution, Markovian switching, or stationarity, etc. The edge weights are
also not required to be nonnegative at every time instants. By introducing the concept of conditional di-
graphs and nonnegative supermartingale convergence theory, uniformly conditionally joint connectivity
condition is established to ensure the convergence of the distributed stochastic optimization algorithms.
The joint connectivity condition for Markovian and deterministic switching graphs, and the connectivity
condition on the mean graph for i.i.d. graphs are all special cases of our condition.
II. The co-existence of random graphs, subgradient measurement noises, additive and multiplicative
communication noises are considered. Compared to the case with only a single random factor, the
coupling terms of different random factors will inevitably appear on the right hand side of the difference
inequality of the square of the difference between optimizers’ states and any given vector. What’s more,
multiplicative noises relying on the relative states between adjacent local optimizers make states, graphs
and noises coupled together. Therefore, it becomes more complex to estimate the mean square upper
bound of the local optimizers’ states. We first introduce the property of conditional independence to deal
with the coupling term of different random factors. Then, we prove that the mean square upper bound
of the coupling term between states, network graphs and noises depends on the second-order moment of
the difference between optimizers’ states and the given vector. Finally, we get an estimate of the mean
square divergence rate of the local optimizers’ states in terms of the step sizes of the algorithm.
III. We do not require bounded subgradients of local cost functions. Compared to [9, 21, 22, 38, 39,
36, 40, 41] and [25, 44, 45, 46], we only assume that the subgradients of local cost functions are linearly
growth functions. As a result, the existing methods for estimating the terms which couple the subgra-
dients with the errors between local optimizers’ states and the global optimal solution are no longer
applicable. To this end, we substitute the mean square divergence rate of the local optimizers’ states
into the Lyapunov function difference inequality of the state consensus error, and obtain mean square
average consensus and the convergence rate, based on which we prove that the states of all local opti-
mizers converge to the same global optimal solution almost surely by the non-negative supermartingale
convergence theorem.
The paper is organized as follows. In Section 2, the problem formulation and an example of dis-
tributed statistical machine learning for the described problem is given. In Section 3, the main results are
presented. In Section 4, conclusion remarks and future research topics are given.
Notation and symbols: 1N : N -dimensional vector with all ones; 0N : N -dimensional vector with
all zeros; IN : N -dimensional identity matrix; Om×n: m × n dimensional zero matrix; R: the set of real
numbers; A ≥ B: matrix A − B is positive semi-definite; A  B: matrix A − B is a nonnegative matrix;
A ⊗ B: the Kronecker product of matrices A and B; AT : the transpose of matrix A; Tr(A): the trace of
matrix A; λ2(A): the second minimum eigenvalue of a real symmetric matrix A; diag (B1, . . . , Bn): the
block diagonal matrix with entries being B1, . . . , Bn; ‖A‖: the 2-norm of matrix A; ‖A‖F : the Frobenius-
norm of matrix A; E[ξ]: the mathematical expectation of random variable ξ; |S |: the cardinal number of
set S ; ⌈x⌉: the minimal integer greater than or equal to real number x; bn = O (rn): lim supn→∞ |bn |rn < ∞,
where {bn, n ≥ 0} is a real sequence and {rn, n ≥ 0} is a positive real sequence; bn = o (rn): limn→∞ bnrn = 0;Fη(k) = σ(η( j), 0 ≤ j ≤ k), k ≥ 0,Fη(−1) = {Ω, ∅}, where {η(k), k ≥ 0} is a sequence of random vectors
or matrices, and Ω is the sample space; dom( f ): the domain of function f ; d f (x¯): a subgradient of the
convex function f at x¯, which is a vector satisfying
f (x¯) + dT
f
(x¯)(x − x¯) ≤ f (x), ∀ x ∈ dom( f ); (1.1)
∂ f (x¯) : the sub-differential set of the convex function f at x¯, which is a nonempty set denoting the set of
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all subgradients of f at x¯ ([48]).
2 Problem formulation
Consider a network with N nodes. Each node represents a local optimizer. The objective of the
network is to solve the optimization problem:
min
x∈Rn
f (x) =
N∑
i=1
fi(x), (2.1)
where each fi(·): Rn → R is a convex function, representing the local cost function, which is only known
to optimizer i. For the problem (2.1), denote the optimal value by f ∗ = minx∈Rn f (x) and the set of
optimal solutions by X∗ = {x ∈ Rn : f (x) = f ∗} .
The information structure of the network is described by a sequence of random digraphs {G(k) =
{V,EG(k),AG(k)}, k ≥ 0}, whereV = {1, . . . ,N} is the set of nodes, EG(k) is the set of edges at time instant
k, and ( j, i) ∈ EG(k) if and only if the jth optimizer can send information to the ith optimizer directly. The
neighbourhood of the ith optimizer at time instant k is denoted byNi(k) = { j ∈ V|( j, i) ∈ EG(k)}. AG(k) =
[ai j(k)]
N
i, j=1
is the generalized weighted adjacency matrix at time instant k, where aii(k) = 0, and ai j(k) ,
0 ⇔ j ∈ Ni(k), representing the weight on channel ( j, i) at time instant k. The generalized Laplacian
matrix of the digraph G(k) is denoted by LG(k) = [li j(k)]Ni, j=1. Let Gˆ(k) = {V,EG(k) ∪ EG˜(k),
ATG(k)+AG(k)
2 }
be the symmetrized graph of G(k), where (i, j) ∈ EG˜(k) if and only if ( j, i) ∈ EG(k), Denoted LˆG(k) =
LG(k)+LTG(k)
2 . If ai j(k) ≥ 0, ∀, i, j ∈ V, then the generalized weighted adjacency matrix AG(k) and the
generalized Laplacian matrix LG(k) degenerate to the weighted adjacency matrix and Laplacian matrix
in usual sense, respectively. And LˆG(k) is the Laplacian matrix of Gˆ(k) if and only if G(k) is balanced
([23]).
We consider the following distributed stochastic subgradient algorithm
xi(k + 1) = xi(k) + c(k)
∑
j∈Ni(k)
ai j(k)(y ji(k) − xi(k)) − α(k)d˜ fi (xi(k)), k ≥ 0, i ∈ V, (2.2)
where xi(k) ∈ Rn is the state of the ith optimizer at time instant k, representing its local estimate of the
global optimal solution to the problem (2.1); xi(0) ∈ Rn, i = 1, 2, . . . ,N are the initial values; c(k) and
α(k) are the time-varying step sizes; y ji(k) ∈ Rn denotes the measurement of the neighbouring optimizer
j’s state by optimizer i at time instant k, which is given by
y ji(k) = x j(k) + ψ ji(x j(k) − xi(k))ξ ji(k), j ∈ Ni(k), i ∈ V, (2.3)
where {ξ ji(k), k ≥ 0} is the sequence of communication noises in channel ( j, i), ψ ji(·) : Rn → R is the
noise intensity function; and d˜ fi (xi(k)) denotes the noisy measurement of the subgradient d fi (xi(k)) by
optimizer i, i.e.
d˜ fi (xi(k)) = d fi (xi(k)) + ζi(k), (2.4)
where {ζi(k), k ≥ 0} is the measurement noise sequence.
Denote X(k) = [xT
1
(k), . . . , xT
N
(k)]T , ξ(k) = [ξT
11
(k),. . . , ξT
N1
(k); . . . ; ξT
1N
(k), . . . , ξT
NN
(k)]T , where
ξ ji(k) ≡ 0n if j < Ni(k) for all k ≥ 0, and ζ(k) = [ζT1 (k), . . . , ζTN(k)]T . For the optimization model
(2.1), the measurement model (2.3) and (2.4), we have the following assumptions.
Assumption 1 (Linear growth condition) There exist nonnegative constants σdi and Cdi, such that
‖d fi (x)‖ ≤ σdi‖x‖ +Cdi, x ∈ Rn for all d fi (x) ∈ ∂ fi(x), i = 1, · · · ,N.
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Assumption 2 There exists a σ-algebra flow {F (k), k ≥ 0}, such that {ξ(k),F (k), k ≥ 0}, and {AG(k),
F (k), k ≥ 0} are adaptive processes. The communication noise process {ξ(k),F (k), k ≥ 0} is a vector-
valued martingale difference and there exists a positive constant Cξ such that supk≥0 E[‖ξ(k)‖2 |F (k−1)] ≤
Cξ a.s.. For any given time instant k, σ{ξ(k)} and σ{AG(k), AG(k+1), . . .} are conditionally independent
given F (k − 1).
Assumption 3 For the σ-algebra flow given by Assumption 2, the subgradient measurement noise pro-
cess {ζ(k),F (k), k ≥ 0} is a vector-valued martingale difference. There exist nonnegative constants σζ
and Cζ such that E[‖ζ(k)‖2 |F (k − 1)] ≤ σζ‖X(k)‖2 + Cζ a.s.. For any given time instant k, σ{ζ(k)} and
σ{AG(k),AG(k+1), . . .} are conditionally independent given F (k − 1).
Assumption 4 There exist nonnegative constants σ ji and b ji, i, j ∈ V, such that |ψ ji(x)| ≤ σ ji‖x‖ +
b ji,∀ x ∈ Rn.
Assumption 5 The set X∗ of optimal solutions is a non-empty countable set.
We call E[AG(k)| F (m)],m ≤ k − 1, the conditional generalized weighted adjacency matrix of AG(k)
with respect to F (m), and call its associated random graph the conditional digraph of G(k) with respect
to F (m), denoted by G(k|m), i.e. G(k|m) = {V, E[AG(k)|F (m)]}([23]). In this paper, we consider the
sequence of balanced conditional digraphs as follows:
Γ1 =
{
{G(k), k ≥ 0}|E[AG(k) |F (k − 1)]  ON×N a.s.,G(k|k − 1) is balanced a.s., k ≥ 0
}
.
We give an example of distributed statistical machine learning satisfying the model assumptions
above. The local cost function fi is the risk function associated with the ith optimizer’s local data, i.e.
fi(x) = E[ℓi(x; µi)] + Ri(x), (2.5)
where ℓi(· ; ·) is a loss function which is convex with respect to its first argument, µi is the data sample
of optimizer i, and Ri : R
n → R is a convex regularization term ([49]). It is known that L1-regularization
and L2-regularization are two common regularization methods in machine learning. An example of L2-
regularization is given in [21], for which Assumption 1 naturally holds. If the quadratic loss is considered
with L1-regularization, then it is called the LASSO regression problem:
min
x∈Rn
N∑
i=1
(E[ℓi(x; ui(k), pi(k))] + κ‖x‖1) , (2.6)
where
ℓi(x; ui(k), pi(k)) =
1
2
‖pi(k) − uTi (k)x‖2, (2.7)
with
pi(k) = u
T
i (k)x0 + νi(k), (2.8)
in which x0 ∈ Rn is an unknown parameter, ui(k) ∈ Rn is the regression vector of the ith optimizer, and
νi(k) is the local measurement noise. Random sequences {ui(k), k ≥ 0} and {νi(k), k ≥ 0} are mutually
independent i.i.d. Gaussian sequences with distributions N(0,Ru,i) and N(0, σ
2
ν,i
), respectively. For this
case, fi(x) = E[ℓi(x; ui(k), pi(k))] + κ‖x‖1.
If we apply the algorithm (2.2)-(2.4) to the problem (2.6)-(2.8), then it can be verified that Assump-
tions 1-3 hold. See appendix B for details.
We consider the following conditions of algorithm step sizes.
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(C1) c(k) ↓ 0, α(k) ↓ 0, ∑∞k=0 α(k) = ∞,∑∞k=0 α2(k) < ∞,∑∞k=0 c(k) = ∞,∑∞k=0 c2(k) < ∞, c(k) =
O(c(k + 1)), k →∞;
(C2) lim
k→∞
c2(k)
α(k)
= 0;
(C3) For any given positive constant C,
∞∑
k=0
α(k) exp(−C∑kt=0 α(t)) < ∞;
(C4) For any given positive constant C, lim
k→∞
α(k) exp(C
∑k
t=0 α(t))
c(k)
= 0;
(C5) For any given positive constant C, the sequence {α(k) exp(C∑kt=0 α(t)), k ≥ 0} decreases monoton-
ically for sufficiently large k and
α(k) exp(C
∑k
t=0 α(t)) − α(k + 1) exp(C
∑k+1
t=0 α(t)) = O(α
2(k) exp(2C
∑k
t=0 α(t))).
Remark 2.1 There exist step sizes satisfying Conditions (C1)-(C5). For example,
α(k) =
α1
(k + 3) lnτ1 (k + 3)
, τ1 ∈ (0, 1],
c(k) =
α2
(k + 3)τ2 lnτ3 (k + 3)
, τ2 ∈ (0.5, 1), τ3 ∈ (−∞, 1],
(2.9)
where α1, α2 are given positive constants.
3 Main results
Let D(k) = diag(aT1 (k), . . . , a
T
N
(k)) ⊗ In, where aTi (k) is the ith row of AG(k), i = 1, ...,N, ψi(k) =
diag(ψ1i(x1(k) − xi(k)), . . . , ψNi(xN(k) − xi(k))), i = 1, ...,N, Ψ(k) = diag(ψ1(k), . . . , ψN(k)) ⊗ In, and
d(k) = [dT
f1
(x1(k)), . . . , d
T
fN
(xN(k))]
T .
Rewrite the algorithm (2.2)-(2.4) in a compact form as
X(k + 1) = ((IN − c(k)LG(k)) ⊗ In)X(k) + c(k)D(k)Ψ(k)ξ(k) − α(k)(d(k) + ζ(k)). (3.1)
For any non-negative integer k and positive integer h, denote
λhk = λ2

k+h−1∑
i=k
E[LˆG(i)|F (k − 1)]
 . (3.2)
Note that if G(k) ∈ Γ1, then E[LˆG(i)|F (k − 1)] is a symmetric matrix a.s., and λhk is well defined.
Denote the consensus error vector δ(k) = (P ⊗ In)X(k) and the Lyapunov function V(k) = ‖δ(k)‖2,
where P = IN − 1N 1N1TN . By det(λIN − P) = det((λ − 1)IN + 1N 1N1TN) = (λ − 1 + 1N )(λ − 1)N−1, we have
‖P‖ =
√
λmax(PTP) = 1. By (LG(k)⊗In)(1N1TN⊗In) = 0nN×nN , we have (LG(k)⊗In)X(k) = (LG(k)⊗In)δ(k).
Therefore,
(P ⊗ In)((IN − c(k)LG(k)) ⊗ In)X(k)
= (P ⊗ In)X(k) − c(k)(P ⊗ In)(LG(k) ⊗ In)X(k)
= δ(k) − c(k)(PLG(k) ⊗ In)δ(k)
= ((IN − c(k)PLG(k)) ⊗ In)δ(k), (3.3)
which together with (3.1) gives
δ(k + 1) = ((IN − c(k)PLG(k)) ⊗ In)δ(k) + c(k)(P ⊗ In)D(k)Ψ(k)ξ(k)
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−α(k)(P ⊗ In)(d(k) + ζ(k))
= ((IN − c(k)PLG(k)) ⊗ In)δ(k) + (P ⊗ In)(c(k)D(k)Ψ(k)ξ(k)
−α(k)ζ(k)) − α(k)(P ⊗ In)d(k). (3.4)
In the following theorem, we will establish the conditions for the convergence of local optimizers’
states to the global optimal solution to the problem (2.1). The proof is given in Appendix A.
Theorem 3.1 For the problem (2.1), the algorithm (2.2)-(2.4) and the associated random graph se-
quence {G(k), k ≥ 0} ∈ Γ1, assume that
(a) Assumptions 1-5 and Conditions (C1)-(C5) hold;
(b) there exists a deterministic positive integer h, positive constants θ and ρ0, such that
(b.1) infm≥0 λhmh ≥ θ a.s.;
(b.2) supk≥0
[
E[‖LG(k)‖2max{h,2} |F (k − 1)]
] 1
2max{h,2} ≤ ρ0 a.s.
Then, there exists a random vector z∗ taking values in X∗, such that limk→∞ xi(k) = z∗ a.s., i = 1, · · · ,N.
Remark 3.1 Condition (b.1) is called the uniformly conditionally joint connectivity condition ([23]),
i.e. the conditional digraphs over the intervals [mh, (m + 1)h − 1], m ≥ 0 are jointly connected, and the
average algebraic connectivity is uniformly bounded away from zero.
Next, we consider two special classes of random graph sequences, i.e. {G(k), k ≥ 0} is a Markov chain
with countable state space and {G(k), k ≥ 0} is an independent process with uncountable state space. For
these two special cases, Condition (b.1) of Theorem 3.1 becomes more intuitive and Condition (b.2) is
weakened.
Denote S 1 = {A j, j = 1, 2, . . .}, which is a countable set of generalized weighted adjacency matrices
and denote the associated generalized Laplacian matrix of A j by L j. Let Lˆ j =
L j+LTj
2 . We consider the
following random graph sequences
Γ2 =
{{G(k), k ≥ 0}|{AG(k), k ≥ 0} ⊆ S 1 is a homogeneous and uniformly ergodic Mar-
kov chain with unique stationary distribution π; E
[AG(k)|AG(k−1)]  ON×N , a.s.,
and the associated digraph of E
[AG(k)|AG(k−1)] is balanced a.s., k ≥ 0} .
Here, π = [π1, π2, . . .]
T , π j ≥ 0,
∑∞
j=1 π j = 1, where π j denotes the stationary probability at A j. For the
concept and properties of uniformly ergodic Markov chains, the readers may refer to [50]. For Markovian
switching graph sequences, we have the following corollary.
Corollary 3.1 For the problem (2.1), the algorithm (2.2)-(2.4) and the associated random graph se-
quence {G(k), k ≥ 0} ∈ Γ2, assume that
(i) Assumptions 1-5 and Conditions (C1)-(C5) hold;
(ii) the associated graph of the Laplacian matrix
∑∞
j=1 π jL j contains a spanning tree;
(iii) sup j≥1 ‖Lˆ j‖ < ∞.
Then, there exists a random vector z∗ taking values in X∗, such that limk→∞ xi(k) = z∗ a.s., i = 1, · · · ,N.
Proof. From the definition of Γ2, we know that Γ2 ⊆ Γ1. Then, similar to the proof of Theorem 2 in
[23], we get that Condition (b.1) of Theorem 3.1 holds by Condition (ii). And from Condition (iii), we
know that Condition (b.2) of Theorem 3.1 holds. Finally, the conclusion of Corollary 3.1 is obtained by
Theorem 3.1. 
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Consider the independent graph sequences
Γ3 =
{{G(k), k ≥ 0}|{G(k), k ≥ 0} is an independent process, E [AG(k)]  ON×N , a.s.,
and the associated digraph of E
[AG(k)] is balanced a.s., k ≥ 0} .
For independent graph sequences, we have the following corollary, whose proof is omitted.
Corollary 3.2 For the problem (2.1), the algorithm (2.2)-(2.4) and the associated random graph se-
quence {G(k), k ≥ 0} ∈ Γ3, assume that
(i) Assumptions 1-5 and Conditions (C1)-(C5) hold;
(ii) there exists a positive integer h such that
inf
m≥0
λ2

(m+1)h−1∑
i=mh
E
[
LˆG(i)
]
 > 0;
(iii) supk≥0 E
[∥∥∥LG(k)∥∥∥2] < ∞.
Then, there exists a random vector z∗ taking values in X∗, such that limk→∞ xi(k) = z∗ a.s., i = 1, · · · ,N.
4 Conclusions
We have studied the distributed stochastic optimization by networked nodes to cooperatively mini-
mize a sum of convex cost functions. The distributed stochastic subgradient optimization algorithm with
two different time-varying diminishing step sizes has been considered. Compared to the existing litera-
ture, our model is more widely applicable in the sense that i) the graphs are not required to be spatially
and temporally independent, and their edge weights are not necessarily nonnegative almost surely; ii) the
measurement covers both additive and multiplicative communication noises; iii) the local cost functions
do not need to be differentiable, nor do their subgradients need to be bounded. By stochastic Lyapunov
method, convex analysis, algebraic graph theory and martingale convergence theory, it has been proved
that if the local subgradient functions grow linearly and the sequence of digraphs is conditionally bal-
anced and uniformly conditionally jointly connected, then proper algorithm step sizes can be designed
so that all nodes’ states converge to the global optimal solution almost surely. Constrained stochastic
optimization is an important research area for its wide applications. The existence of constraints may
destroy the linearity in the information evolution which leads to the failure of analyzing the piecewise
consensus of nodes’ states by using the piecewise binomial expansion of the product of random matrices.
We leave this topic for future investigation.
A Proofs of Theorem 3.1
The proof of Theorem 3.1 needs the following Lemmas A.1-A.6.
Lemma A.1 For the problem (2.1), consider the algorithm (2.2)-(2.4). If Assumption 1 holds, then
‖d(k)‖2 ≤ 2σ2
d
‖X(k)‖2 + 2NC2
d
, where σd = max
1≤i≤N
{σdi} and Cd = max
1≤i≤N
{Cdi}.
Proof. By Assumption 1, we have ‖d(k)‖2 = ∑Ni=1 ‖d fi (k)‖2 ≤ ∑Ni=1(σdi‖xi(k)‖ + Cdi)2 ≤ 2σ2d‖X(k)‖2 +
2NC2
d
. 
Lemma A.2 For the problem (2.1), consider the algorithm (2.2)-(2.4). If Assumption 3 holds, then
E[‖ζ(k)‖2] ≤ σζE[‖X(k)‖2] +Cζ .
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Proof. By Assumption 3, we have E[‖ζ(k)‖2] = E[E[‖ζ(k)‖2 |F (k − 1)]] ≤ σζE[‖X(k)‖2] +Cζ . 
Lemma A.3 For the problem (2.1), consider the algorithm (2.2)-(2.4). If Assumption 4 holds, then for
any given x ∈ Rn, we have
‖Ψ(k)‖2 ≤ 4σ2‖X(k) − 1TN ⊗ x‖2 + 2b2. (A.1)
Especially,
‖Ψ(k)‖2 ≤ 4σ2V(k) + 2b2, (A.2)
where σ = max
1≤i, j≤N
{σ ji}, b = max
1≤i, j≤N
{b ji}.
Proof. By the definition of Ψ(k) and Assumption 4, we have
‖Ψ(k)‖2 = max
1≤i, j≤N
(ψ ji(x j(k) − xi(k)))2
≤ max
1≤i, j≤N
[2σ2‖x j(k) − xi(k)‖2 + 2b2]
≤ 4σ2 max
1≤i, j≤N
[
‖x j(k) − x‖2 + ‖xi(k) − x‖2
]
+ 2b2
≤ 4σ2
N∑
j=1
‖x j(k) − x‖2 + 2b2
= 4σ2‖X(k) − 1T
N
⊗ x‖2 + 2b2.
Therefore, (A.1) holds. Then replacing x by
1
N
∑N
i=1 xi(k) gives (A.2). 
Lemma A.4 For the problem (2.1), consider the algorithm (2.2)-(2.4). Suppose that {G(k), k ≥ 0} ∈ Γ1,
Assumptions 1-4 hold, and there exists a positive constant ρ0, such that sup
k≥0
[
E[‖LG(k)‖2|F (k−1)]
] 1
2 ≤ ρ0
a.s.. Then
E[V(k + 1)] ≤ (1 + 2c2(k)(ρ20 + 8σ2Cξρ1))E[V(k)] + 8b2Cξρ1c2(k)
+2α2(k)(2σζ + 3σ
2
d)E[‖X(k)‖2] + 2α2(k)(2Cζ + 3NC2d)
−2E[α(k)dT (k)(P ⊗ In)δ(k)], ∀ k ≥ 0. (A.3)
And for any given x ∈ Rn,
E[‖X(k + 1) − 1N ⊗ x‖2]
≤
(
1 + 2c2(k)(ρ20 + 8σ
2Cξρ1) + 4α
2(k)(2σζ + 3σ
2
d)
)
E[‖X(k) − 1N ⊗ x‖2]
+8b2Cξρ1c
2(k) + 2α2(k)
(
2Cζ + 3NC
2
d + 2(3σ
2
d + 2σζ)N‖x‖2
)
−2α(k)E[dT (k)(X(k) − 1N ⊗ x)], ∀ k ≥ 0, (A.4)
where ρ1 is a positive constant satisfying supk≥0 E[|EG(k)|max1≤i, j≤N a2i j(k)|F (k − 1)] ≤ ρ1 a.s., σd and
Cd are defined in Lemma A.1.
Proof. By the definition of V(k), (3.4), ‖p − q‖2 ≤ 2‖p‖2 + 2‖q‖2 and 2pTq ≤ ‖p‖2 + ‖q‖2,∀p, q ∈ Rn,
we have
V(k + 1)
≤ V(k) − 2c(k)δT (k)
(LTG(k)PT + PLG(k)) ⊗ In
2
δ(k) + 2c2(k)‖P‖2‖LG(k) ⊗ In‖2‖δ(k)‖2
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+2
(
c(k)D(k)Ψ(k)ξ(k) − α(k)ζ(k)
)T
(P ⊗ In)((IN − c(k)PLG(k)) ⊗ In)δ(k)
+4c2(k)‖(P ⊗ In)D(k)Ψ(k)ξ(k)‖2 + 4α2(k)‖(P ⊗ In)ζ(k)‖2
−2α(k)dT (k)(P ⊗ In)δ(k) + 3‖α(k)(P ⊗ In)d(k)‖2. (A.5)
Now, we consider the mathematical expectation of each term on the right side of (A.5). For the 2nd term,
noting that G(k|k − 1) is balanced a.s., we have E[PLG(k)|F (k − 1)] = E[LG(k) |F (k − 1)] a.s. Thus,
E
 (L
T
G(k)P
T + PLG(k)) ⊗ In
2
∣∣∣∣∣F (k − 1)
 = E[LˆG(k) ⊗ In|F (k − 1)] ≥ OnN×nN a.s.,
and then, by δ(k) ∈ F (k − 1), we have
E
[
δT (k)
(LTG(k)PT + PLG(k)) ⊗ In
2
δ(k)
]
= E
[
E
[
δT (k)
(LTG(k)PT + PLG(k)) ⊗ In
2
δ(k)
∣∣∣∣F (k − 1)]]
= E
[
δT (k)E
[ (LTG(k)PT + PLG(k)) ⊗ In
2
∣∣∣∣F (k − 1)]δ(k)]
≥ 0. (A.6)
For the 3rd term, by supk≥0
[
E[‖LG(k)‖2|F (k − 1)]
] 1
2 ≤ ρ0 a.s. and δ(k) ∈ F (k − 1), we get
E
[
‖LG(k) ⊗ In‖2‖δ(k)‖2
]
= E
[
E[‖LG(k) ⊗ In‖2‖δ(k)‖2 |F (k − 1)]
]
= E
[
E[‖LG(k) ⊗ In‖2|F (k − 1)]‖δ(k)‖2
]
= E
[
E[‖LG(k)‖2|F (k − 1)]‖δ(k)‖2
]
≤ ρ20E[V(k)], (A.7)
where the third “=” is obtained from ‖LG(k) ⊗ In‖ = ‖LG(k)‖. By δ(k) ∈ F (k − 1), and Assumption 2, we
have
E[ξT (k)ΨT (k)DT (k)(P ⊗ In)((IN − c(k)PLG(k)) ⊗ In)δ(k)]
= E
[
E[ξT (k)ΨT (k)DT (k)(P ⊗ In)((IN − c(k)PLG(k)) ⊗ In)δ(k)|F (k − 1)]
]
= E
[
E[ξT (k)|F (k − 1)]ΨT (k)(P ⊗ In)E[DT (k)((IN − c(k)PLG(k)) ⊗ In)|F (k − 1)]δ(k)
]
= 0.
Similarly, by Assumption 3, we haveE[ζT (k)(P ⊗ In)((IN − c(k)PLG(k)) ⊗ In)δ(k)] = 0. Thus, for the 4th
term, combining the above two equations gives
E
[(
c(k)D(k)Ψ(k)ξ(k) − α(k)ζ(k)
)T
(P ⊗ In)((IN − c(k)PLG(k)) ⊗ In)δ(k)
]
= 0. (A.8)
Noting that |EG(k)| max
1≤i, j≤N
a2
i j
(k) ≤ N(N − 1) max
1≤i, j≤N
a2
i j
(k) ≤ N(N − 1)‖LG(k)‖2F , by ‖LG(k)‖2F ≤ nN‖LG(k)‖2
and sup
k≥0
[
E[‖LG(k)‖2|F (k − 1)]
] 1
2 ≤ ρ0 a.s., we know that ρ1 exists. Thus, for the 5th term, by (A.2) in
Lemma A.3, Assumption 2, we have
E[ξT (k)ΨT (k)DT (k)(P ⊗ In)T (P ⊗ In)D(k)Ψ(k)ξ(k)]
≤ E[‖Ψ(k)‖2‖DT (k)D(k)‖‖(P ⊗ In)T (P ⊗ In)‖‖ξ(k)‖2]
= E[E[‖Ψ(k)‖2‖DT (k)D(k)‖‖ξ(k)‖2 |F (k − 1)]]
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= E
[
‖Ψ(k)‖2E[‖DT (k)D(k)‖|F (k − 1)]E[‖ξ(k)‖2 |F (k − 1)]
]
≤ CξE{(4σ2V(k) + 2b2)E[λmax(DT (k)D(k))|F (k − 1)]}
≤ CξE{(4σ2V(k) + 2b2)E[|EG(k)| max
1≤i, j≤N
a2i j(k)|F (k − 1)]}
≤ 4σ2Cξρ1E[V(k)] + 2b2Cξρ1, (A.9)
where the first “=” is obtained from ‖(P ⊗ In)T (P ⊗ In)‖ = 1. For the 6th term, by Lemma A.2 and
‖P ⊗ In‖ = 1, we have
E[ζT (k)(P ⊗ In)T (P ⊗ In)ζ(k)] ≤ ‖P ⊗ In‖2E[‖ζ(k)‖2] ≤ σζE[‖X(k)‖2] + Cζ . (A.10)
For the last term on the right side of (A.5), from Lemma A.1, we have
E[α(k)dT (k)(P ⊗ In)Tα(k)(P ⊗ In)d(k)]
≤ α2(k)‖(P ⊗ In)T (P ⊗ In)‖E[‖d(k)‖2]
≤ 2α2(k)(σ2dE[‖X(k)‖2] + NC2d). (A.11)
Taking mathematical expectations on both sides of (A.5), by (A.6)-(A.11), we get (A.3).
In the following, we prove (A.4). Noting that LG(k)1N = 0N×N , we have (LG(k) ⊗ In)(1N ⊗ x) =
(LG(k)1N)⊗ (Inx) = 0nN×nN . Thus, by (3.1), ‖p−q‖2 ≤ 2‖p‖2+2‖q‖2 and 2pTq ≤ ‖p‖2+ ‖q‖2,∀p, q ∈ Rn,
we get
‖X(k + 1) − 1N ⊗ x‖2
≤ ‖X(k) − 1N ⊗ x‖2 − 2c(k)(X(k) − 1N ⊗ x)T
(LTG(k) +LG(k)) ⊗ In
2
(X(k)
−1N ⊗ x) + 2c2(k)‖LG(k) ⊗ In‖2‖X(k) − 1N ⊗ x‖2 + 2(c(k)D(k)Ψ(k)ξ(k)
−α(k)ζ(k))T ((IN − c(k)LG(k)) ⊗ In)(X(k) − 1N ⊗ x) + 4c2(k)‖D(k)Ψ(k)ξ(k)‖2
+4α2(k)ζT (k)ζ(k) − 2α(k)dT (k)(X(k) − 1N ⊗ x) + 3α2(k)‖d(k)‖2. (A.12)
Now, we consider the mathematical expectation of each term on the right side of (A.12). For the 2nd
term, by (X(k) − 1N ⊗ x) ∈ F (k − 1), we get
E
[
(X(k) − 1N ⊗ x)T
(LTG(k) +LG(k)) ⊗ In
2
(X(k) − 1N ⊗ x)
]
= E[E[(X(k) − 1N ⊗ x)T (LˆG(k) ⊗ In)(X(k) − 1N ⊗ x)|F (k − 1)]]
= E[(X(k) − 1N ⊗ x)TE[LˆG(k) ⊗ In)|F (k − 1)](X(k) − 1N ⊗ x)]
≥ 0. (A.13)
For the 3rd term, by supk≥0
[
E[‖LG(k)‖2|F (k − 1)]
] 1
2 ≤ ρ0 a.s. and (X(k) − 1N ⊗ x) ∈ F (k − 1), we have
E
[
‖LG(k) ⊗ In‖2‖X(k) − 1N ⊗ x‖2
]
= E
[
E[‖LG(k) ⊗ In‖2‖X(k) − 1N ⊗ x‖2|F (k − 1)]
]
= E
[
E[‖LG(k) ⊗ In‖2|F (k − 1)]‖X(k) − 1N ⊗ x‖2
]
= E
[
E[‖LG(k)‖2|F (k − 1)]‖X(k) − 1N ⊗ x‖2
]
≤ ρ20E[‖X(k) − 1N ⊗ x‖2]. (A.14)
By (X(k) − 1N ⊗ x) ∈ F (k − 1), Assumption 2, we have
E[ξT (k)ΨT (k)DT (k)((IN − c(k)LG(k)) ⊗ In)(X(k) − 1N ⊗ x)]
= E
[
E[ξT (k)ΨT (k)DT (k)((IN − c(k)LG(k)) ⊗ In)(X(k) − 1N ⊗ x)|F (k − 1)]
]
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= E
[
E[ξT (k)|F (k − 1)]ΨT (k)E[DT (k)((IN − c(k)LG(k)) ⊗ In)|F (k − 1)](X(k) − 1N ⊗ x)
]
= 0.
Similarly, by Assumption 3, we have E[ζT (k)((IN − c(k)LG(k)) ⊗ In)(X(k) − 1N ⊗ x)] = 0. Thus, for the
4th term, by the above two equations, we get
E[(c(k)D(k)Ψ(k)ξ(k) − α(k)ζ(k))T ((IN − c(k)LG(k)) ⊗ In)(X(k) − 1N ⊗ x)] = 0. (A.15)
For the 5th term, by (A.1) in Lemma A.3, Assumption 2, we have
E[‖D(k)Ψ(k)ξ(k)‖2]
≤ E[E[‖Ψ(k)‖2‖D(k)‖2‖ξ(k)‖2|F (k − 1)]]
= E
[
‖Ψ(k)‖2E[‖D(k)‖2|F (k − 1)]E[‖ξ(k)‖2 |F (k − 1)]
]
≤ CξE{(4σ2‖X(k) − 1TN ⊗ x‖2 + 2b2)E[λmax(DT (k)D(k))|F (k − 1)]}
≤ CξE{(4σ2‖X(k) − 1TN ⊗ x‖2 + 2b2)E[|EG(k)| max
1≤i, j≤N
a2i j(k)|F (k − 1)]}
≤ 4σ2Cξρ1E[‖X(k) − 1TN ⊗ x‖2] + 2b2Cξρ1. (A.16)
By ‖X(k)‖2 ≤ 2(‖X(k) − 1N ⊗ x‖2 + N‖x‖2), Lemma A.1 and Lemma A.2, we derive E[‖d(k)‖2] ≤
4σ2
d
E[‖X(k)−1N ⊗ x‖2]+4σ2dN‖x‖2 +2NC2d and E[‖ζ(k)‖2] ≤ 2σζE[‖X(k)−1N ⊗ x‖2]+2σζN‖x‖2 +Cζ .
Then taking mathematical expectations on both sides of (A.12), by (A.13)-(A.16) and the above two
inqualities, we get (A.4). 
The following lemma gives a mean square upper bound of the divergence rate of the local optimizers’
states.
Lemma A.5 For the problem (2.1), the algorithm (2.2)-(2.4) and the associated random graph sequence
{G(k), k ≥ 0} ∈ Γ1, if Assumptions 1-4 and Conditions (C1)-(C3) hold, and there exists a positive constant
ρ0, such that supk≥0
[
E[‖LG(k)‖2|F (k − 1)]
] 1
2 ≤ ρ0 a.s., then
E[‖X(k)‖2] = O (β(k)) , (A.17)
where β(k) = exp(C0
∑k
t=0 α(t)), and C0 = 1 + 2ρ
2
0
+ 16σ2Cξρ1 + 8σζ + 16σ
2
d
.
Proof. By 2pTq ≤ ‖p‖2 + ‖q‖2,∀p, q ∈ Rn and Lemma A.1, we have
−2α(k)dT (k)(X(k) − 1N ⊗ x)
≤ α(k)
(
‖d(k)‖2 + ‖X(k) − 1N ⊗ x‖2
)
≤ α(k)
(
(2σ2d‖X(k)‖2 + 2NC2d) + ‖X(k) − 1N ⊗ x‖2
)
≤ α(k)
((
2σ2d(2(‖X(k) − 1N ⊗ x‖2 + N‖x‖2)) + 2NC2d
)
+ ‖X(k) − 1N ⊗ x‖2
)
= α(k)(4σ2d + 1)‖X(k) − 1N ⊗ x‖2 + α(k)(4σ2dN‖x‖2 + 2NC2d), ∀ x ∈ Rn, (A.18)
which together with (A.4) in Lemma A.4 leads to
E[‖X(k + 1) − 1N ⊗ x‖2]
≤
(
1 + 2c2(k)(ρ20 + 8σ
2Cξρ1) + 4α
2(k)(2σζ + 3σ
2
d)
)
E[‖X(k) − 1N ⊗ x‖2]
+8b2Cξρ1c
2(k) + 2α2(k)
(
2Cζ + 3NC
2
d + 2(3σ
2
d + 2σζ)N‖x‖2
)
+α(k)(4σ2d + 1)E[‖X(k) − 1N ⊗ x‖2] + α(k)(4σ2dN‖x‖2 + 2NC2d)
≤
(
1 + α(k)(4σ2d + 1) + 2c
2(k)(ρ20 + 8σ
2Cξρ1) + 4α
2(k)(2σζ + 3σ
2
d)
)
E[‖X(k)
−1N ⊗ x‖2] + (4σ2dN‖x‖2 + 2NC2d)α(k) + 8b2Cξρ1c2(k)
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+2α2(k)
(
2Cζ + 3NC
2
d + 2(3σ
2
d + 2σζ)N‖x‖2
)
, ∀ x ∈ Rn. (A.19)
By Conditions (C1) and (C2), it is known that there exists a positive integer k0, such that α(k) ≥ α2(k)
and α(k) ≥ c2(k), ∀ k ≥ k0. Thus, from (A.19) with x = 0n, we have
E[‖X(k + 1)‖2]
≤
(
1 + α(k)(4σ2d + 1) + 2α(k)(ρ
2
0 + 8σ
2Cξρ1) + 4α(k)(2σζ + 3σ
2
d)
)
E[‖X(k)‖2]
+2NC2dα(k) + 8b
2Cξρ1α(k) + 2α(k)
(
2Cζ + 3NC
2
d
)
=
(
1 +C0α(k)
)
E[‖X(k)‖2] + C˜0α(k), k ≥ k0,
where C˜0 = 8NC
2
d
+ 8b2Cξρ1 + 4Cζ . This gives
E[‖X(k + 1)‖2] ≤
k∏
i=k0
[
1 +C0α(i)
]
E[‖X(k0)‖2] + C˜0
k∑
i=k0
k∏
j=i+1
(
1 +C0α( j)
)
α(i)
≤ exp(C0
k∑
t=k0
α(t))E[‖X(k0)‖2] + C˜0
k∑
i=k0
α(i) exp(C0
k∑
j=i+1
α( j))
≤ β(k)
E[‖X(k0)‖2] + C˜0
k∑
i=k0
α(i) exp(−C0
i∑
j=0
α( j))
 , k ≥ k0.
Then by Condition (C3), we get
lim sup
k→∞
E[‖X(k + 1)‖2]
β(k)
≤ E[‖X(k0)‖2] + C˜0
∞∑
i=k0
α(i) exp(−C0
i∑
j=0
α( j)) < ∞,
i.e. E[‖X(k)‖2] = O (β(k − 1)) = O (β(k)). 
The following lemma shows some important properties of the consensus error, i.e. the consensus
error vanishes in mean square and almost surely, which will be used in the proof of Theorem 3.1.
Lemma A.6 For the problem (2.1), the algorithm (2.2)-(2.4) and the associated random graph sequence
{G(k), k ≥ 0} ∈ Γ1, assume that
(a) Assumptions 1-4 and Conditions (C1)-(C5) hold;
(b) there exists a positive integer h and positive constants θ and ρ0, such that
(b.1) infm≥0 λhmh ≥ θ a.s.;
(b.2) supk≥0
[
E[‖LG(k)‖2max{h,2} |F (k − 1)]
] 1
2max{h,2} ≤ ρ0 a.s. then
E[V(k)] = O
(
α(k)β(k)
c(k)
)
, (A.20)
and
V(k)→ 0, k →∞ a.s., (A.21)
where β(k) is given in Lemma A.5.
Proof. Let Φ(m, s) = (IN − c(m − 1)PLG(m−1)) . . . (IN − c(s)PLG(s)),m > s ≥ 0,Φ(s, s) = IN , s ≥ 0. By
(3.4) and some iterative calculations, we have
δ((m + 1)h) = (Φ((m + 1)h,mh) ⊗ In)δ(mh) + Λ˜mhm − d˜mhm , (A.22)
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where
Λ˜mhm =
(m+1)h−1∑
j=mh
(Φ((m + 1)h, j + 1)P ⊗ In)
(
c( j)D( j)Ψ( j)ξ( j) − α( j)ζ( j)), (A.23)
d˜mhm =
(m+1)h−1∑
j=mh
α( j)(Φ((m + 1)h, j + 1)P ⊗ In)d( j). (A.24)
By the definition of V(k), (A.22) and −2(Λ˜mhm )T (d˜mhm ) ≤ (Λ˜mhm )T (Λ˜mhm ) + (d˜mhm )T (d˜mhm ), we get
V((m + 1)h)
≤ δT (mh)(ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) ⊗ In)δ(mh)
+2(Λ˜mhm )
T (Λ˜mhm ) + 2δ
T (mh)(ΦT ((m + 1)h,mh) ⊗ In)Λ˜mhm
+2(d˜mhm )
T (d˜mhm ) − 2δT (mh)(ΦT ((m + 1)h,mh) ⊗ In)d˜mhm . (A.25)
We now consider the mathematical expectation of each term on the right side of (A.25). For the first
term, by Condition (C1), we know that there exists a positive integer m0 and a positive constant C2, such
that c2(mh) ≤ C2c2((m + 1)h), ∀ m ≥ m0, and c(k) ≤ 1, ∀ k ≥ m0h. From Condition (b.2) and the
conditional Lyapunov inequality, we have
sup
k≥0
E[‖LG(k)‖i|F (k − 1)] ≤ sup
k≥0
[E[‖LG(k)‖2
h |F (k − 1)]] i2h ≤ ρi0 a.s., ∀ 2 ≤ i ≤ 2h. (A.26)
By multiplying term by term, applying conditional Ho¨lder inequality, noting that c(mh) decreases mon-
otonously as m increases, and from (A.26), we have
E
[∥∥∥ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) − IN + (m+1)h−1∑
i=mh
c(i)(LTG(k)PT + PLG(k))
∥∥∥∣∣∣∣F (mh − 1)]
≤ (C2
2h∑
i=2
Mi2hρ
i
0)c
2((m + 1)h)
= C1c
2((m + 1)h), m ≥ m0,
where C1 = C2[(1 + ρ0)
2h − 1 − 2hρ0]. From δ(mh) ∈ F (mh − 1), we have V(mh) ∈ F (mh − 1). Noting
that ‖A ⊗ In‖ = ‖A‖, we have
E
[
δT (mh)
[[
ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) − IN
+
(m+1)h−1∑
i=mh
c(i)[LTG(i)PT + PLG(i)]
]
⊗ In
]
δ(mh)
]
≤ E
[∥∥∥ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) − IN
+
(m+1)h−1∑
i=mh
c(i)(LTG(k)PT + PLG(k))
∥∥∥V(mh)]
= E
[
E
[∥∥∥ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) − IN
+
(m+1)h−1∑
i=mh
c(i)(LTG(k)PT + PLG(k))
∥∥∥∣∣∣∣F (mh − 1)]V(mh)]
≤ C1c2((m + 1)h)E[V(mh)], m ≥ m0. (A.27)
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Noting that G(i|i− 1) is balanced a.s., it is known that G(i|mh− 1) is balanced a.s., mh ≤ i ≤ (m+ 1)h− 1.
Then by Condition (b.1), we get
E
δT (mh)

(m+1)h−1∑
i=mh
c(i)(PLG(i) +LTG(i)P) ⊗ In
 δ(mh)

= E
E
δT (mh)[
(m+1)h−1∑
i=mh
c(i)(PLG(i) +LTG(i)P) ⊗ In
]
δ(mh)
∣∣∣F (mh − 1)


= 2E
δT (mh)

(m+1)h−1∑
i=mh
c(i)E[LˆG(i) ⊗ In|F (mh − 1)]
 δ(mh)

≥ 2c((m + 1)h)E
δT (mh)

(m+1)h−1∑
i=mh
E[LˆG(i) ⊗ In|F (mh − 1)]
 δ(mh)

≥ 2c((m + 1)h)E
[
λhmhV(mh)
]
≥ 2c((m + 1)h)E
[
inf
m≥0
(λhmh)V(mh)
]
≥ 2θc((m + 1)h)E[V(mh)], (A.28)
which together with (A.27) gives
E[δT (mh)(ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) ⊗ In)δ(mh)]
= E
[
δT (mh)
[[
ΦT ((m + 1)h,mh)Φ((m + 1)h,mh) − IN
+
(m+1)h−1∑
i=mh
c(i)[LTG(i)PT + PLG(i)]
]
⊗ In
]
δ(mh)
]
+E[V(mh)] − E
[
δT (mh)
(m+1)h−1∑
i=mh
c(i)
[
[LTG(i)PT + PLG(i)] ⊗ In
]
δ(mh)
]
≤
[
1 − 2θc((m + 1)h) +C1c2((m + 1)h)
]
E[V(mh)], m ≥ m0. (A.29)
For the second term on the right side of (A.25), by (A.23), we have
(Λ˜mhm )
T (Λ˜mhm ) = (ξ˜
mh
m − ζ˜mhm )T (ξ˜mhm − ζ˜mhm ) ≤ 2(ξ˜mhm )T (ξ˜mhm ) + 2(ζ˜mhm )T (ζ˜mhm ), (A.30)
where ξ˜mhm =
(m+1)h−1∑
j=mh
c( j)(Φ((m+1)h, j+1)P⊗ In)D( j)Ψ( j)ξ( j) and ζ˜mhm =
(m+1)h−1∑
j=mh
α( j)(Φ((m+1)h, j+1)P⊗
In)ζ( j). Then by Cr-inequality, we get
E[(ξ˜mhm )
T (ξ˜mhm )]
≤ h
(m+1)h−1∑
j=mh
c2( j)E[ξT ( j)ΨT ( j)DT ( j)((PΦT ((m + 1)h, j + 1)
×Φ((m + 1)h, j + 1)P) ⊗ In)D( j)Ψ( j)ξ( j)]
≤ h
(m+1)h−1∑
j=mh
c2( j)E
[
‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖
×‖D( j)‖2‖Ψ( j)‖2‖ξ( j)‖2
]
. (A.31)
From Assumption 2, it follows that
E
[
‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖D( j)‖2‖Ψ( j)‖2‖ξ( j)‖2
]
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= E
[
‖Ψ( j)‖2E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖
×‖D( j)‖2‖ξ( j)‖2|F ( j − 1)]
]
= E
{
‖Ψ( j)‖2E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖
×‖D( j)‖2|F ( j − 1)] · E[‖ξ( j)‖2 |F ( j − 1)]
}
≤ CξE
{
‖Ψ( j)‖2E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖
×‖D( j)‖2|F ( j − 1)]
}
, mh ≤ j ≤ (m + 1)h − 1. (A.32)
From Condition (b.2), it is known that there exists a positive constant ρ1, such that
sup
k≥0
[
E[‖D(k)‖4 |F (k − 1)]]]1/2 ≤ ρ1 a.s. (A.33)
By Condition (b.2) and (A.26), we have
{E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖2 |F ( j − 1)]} 12 ≤ C3 a.s., (A.34)
where C3 =
{
22(h−1)
2(h−1)∑
l=0
Ml
2(h−1)ρ
2l
0
} 1
2
, Ml
2(h−1) is the combinatorial number of choosing l elements
from 2(h − 1). By (A.33), (A.34), and conditional Ho¨lder inequality, we get
E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖D( j)‖2 |F ( j − 1)]
≤ {E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖2|F ( j − 1)]} 12
×{E[‖D( j)‖4|F ( j − 1)]} 12
≤ ρ1C3 a.s. (A.35)
From Lemma A.3, we have ‖Ψ( j)‖2 ≤ 4σ2‖X( j)‖2 + 2b2. Then, by (A.31), (A.32) and (A.35), we get
E[(ξ˜mhm )
T (ξ˜mhm )] ≤ hρ1C3Cξ
(m+1)h−1∑
j=mh
c2( j)(4σ2E[‖X( j)‖2] + 2b2). (A.36)
From conditional Ho¨lder inequality, Assumption 3, Lemma A.2 and (A.34), it follows that
E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖ζ( j)‖2]
= E
[
E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖ζ( j)‖2 |F ( j − 1)]
]
= E
{
E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖|F ( j − 1)]E[‖ζ( j)‖2 |F ( j − 1)]
}
≤ E
[{
E
[
‖ΦT ((m + 1)h, j + 1)
×Φ((m + 1)h, j + 1)‖2
∣∣∣∣F ( j − 1)]} 12 (σζ‖X( j)‖2 +Cζ)]
≤ C3
(
σζE[‖X( j)‖2] +Cζ
)
, mh ≤ j ≤ (m + 1)h − 1,
which leads to
E[(ζ˜mhm )
T (ζ˜mhm )]
≤ hE[
(m+1)h−1∑
j=mh
α2( j)ζT ( j)PΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)Pζ( j)]
≤ h
(m+1)h−1∑
j=mh
α2( j)E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖ζ( j)‖2]
≤ hC3
(m+1)h−1∑
j=mh
α2( j)
(
σζE[‖X( j)‖2] +Cζ
)
. (A.37)
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Thus, by (A.30), (A.36) and (A.37), we get
E[(Λ˜mhm )
T (Λ˜mhm )] ≤ 2hρ1C3Cξ
(m+1)h−1∑
j=mh
c2( j)(4σ2E[‖X( j)‖2] + 2b2)
+2hC3
(m+1)h−1∑
j=mh
α2( j)
(
σζE[‖X( j)‖2] +Cζ
)
. (A.38)
For the third term on the right side of (A.25), by δ(mh) ∈ F ( j − 1), j ≥ mh, Assumption 2, we have
E[δT (mh)((ΦT ((m + 1)h,mh)Φ((m + 1)h, j + 1)P) ⊗ In)D( j)Ψ( j)ξ( j)]
= E
[
δT (mh)E
[
((ΦT ((m + 1)h,mh)Φ((m + 1)h, j + 1)P)
⊗In)D( j)Ψ( j)ξ( j)
∣∣∣∣F ( j − 1)]]
= E
[
δT (mh)E[((ΦT ((m + 1)h,mh)Φ((m + 1)h, j + 1)P) ⊗ In)D( j)|F ( j − 1)]
×Ψ( j)E[ξ( j)|F ( j − 1)]
]
= 0, mh ≤ j ≤ (m + 1)h − 1, m ≥ 0. (A.39)
Similarly, from Assumption 3, we have E[δT (mh)((ΦT ((m + 1)h,mh)Φ((m + 1)h, j + 1)P) ⊗ In)ζ( j)] = 0,
mh ≤ j ≤ (m + 1)h − 1, m ≥ 0. This together with (A.23) and (A.39) gives
E[δT (mh)(Φ((m + 1)h,mh) ⊗ In)T Λ˜mhm ] = 0. (A.40)
By Lemma A.1, (A.34) and conditional Ho¨lder inequality, we have
E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖‖d( j)‖2]
≤ E[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖(2σ2d‖X( j)‖2 + 2NC2d)]
= E
[
E
[
‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖
∣∣∣∣F ( j − 1)](2σ2d‖X( j)‖2 + 2NC2d)]
≤ E
[[
E
[‖ΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)‖2∣∣∣F ( j − 1)]] 12 (2σ2d‖X( j)‖2 + 2NC2d)]
≤ C3(2σ2dE[‖X( j)‖2] + 2NC2d), j ≥ mh,
where the first “=” is derived by X( j) ∈ F ( j − 1). This together with (A.24) and the Cr-inequality gives
E[(d˜mhm )
T (d˜mhm )]
≤ h
(m+1)h−1∑
j=mh
α2( j)E[dT ( j)((PTΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)P) ⊗ In)d( j)]
≤ h
(m+1)h−1∑
j=mh
α2( j)E[‖PTΦT ((m + 1)h, j + 1)Φ((m + 1)h, j + 1)P‖‖d( j)‖2]
≤ hC3
(m+1)h−1∑
j=mh
α2( j)(2σ2dE[‖X( j)‖2] + 2NC2d). (A.41)
For the fifth term on the right side of (A.25), from the inequality pTq ≤ 12τ‖p‖2+ τ2‖q‖2,∀τ > 0, p, q ∈ Rn,
(A.29) and (A.41), it follows that
−2E[δT (mh)(ΦT ((m + 1)h,mh) ⊗ In)d˜mhm ]
≤ α(mh)E[δT (mh)(ΦT ((m + 1)h,mh))(Φ((m + 1)h,mh) ⊗ In)δ(mh)]
+
1
α(mh)
E[(d˜mhm )
T (d˜mhm )]
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≤ α(mh)
[
1 − 2θc((m + 1)h) +C1c2((m + 1)h)
]
E[V(mh)]
+
hC3
α(mh)
(m+1)h−1∑
j=mh
α2( j)(2σ2dE[‖X( j)‖2] + 2NC2d). (A.42)
Taking the mathematical expectations on both sides of (A.25), by (A.29), (A.38), (A.40), (A.41) and
(A.42), we get
E[V((m + 1)h)] ≤ (1 + α(mh))
[
1 − 2θc((m + 1)h) +C1c2((m + 1)h))
]
E[V(mh)]
+
(
1
α(mh)
+ 2
) hC3
(m+1)h−1∑
j=mh
α2( j)(2σ2dE[‖X( j)‖2] + 2NC2d)

+4
(
hρ1C3Cξ
(m+1)h−1∑
j=mh
c2( j)(4σ2E[‖X( j)‖2] + 2b2)
+hC3
(m+1)h−1∑
j=mh
α2( j)
(
σζE[‖X( j)‖2] +Cζ
))
, m ≥ m0. (A.43)
By Lemma A.5, we know that there exists a constant C4 > 0, such that
E[‖X(k)‖2] ≤ C4β(k), ∀ k ≥ 0. (A.44)
which implies
E[‖X( j)‖2] ≤ C4β( j) ≤ C4β((m + 1)h), mh ≤ j ≤ (m + 1)h, (A.45)
Noting that c(k) and α(k) are monotonically decreasing, we have α( j) ≤ α(mh), c( j) ≤ c(mh), mh ≤ j ≤
(m + 1)h. Thus, by (A.43) and (A.45), noting that β((m + 1)h) > 1, we get
E[V((m + 1)h)]
≤
(
1 + α(mh)
)[
1 − 2θc((m + 1)h) +C1c2((m + 1)h))
]
E[V(mh)]
+
(
1
α(mh)
+ 2
)(
hC3
(m+1)h−1∑
j=mh
α2( j)(2σ2dC4β((m + 1)h) + 2NC
2
d)
)
+4
(
hρ1C3Cξ
(m+1)h−1∑
j=mh
c2( j)(4σ2C4β((m + 1)h) + 2b
2)
+hC3
(m+1)h−1∑
j=mh
α2( j)
(
σζC4β((m + 1)h) +Cζ
))
≤
[
1 − 2θc((m + 1)h) + q0(mh)
]
E[V(mh)] + p(mh), m ≥ m0, (A.46)
where q0(mh) = C1c
2((m+1)h)+α(mh)
(
1−2θc((m+1)h)+C1c2((m+1)h)
)
, p(mh) = C5α(mh)β((m+1)h)+
(2C5+C6)α
2(mh)β((m+1)h)+C7c
2(mh)β((m+1)h), C5 = 2h
2C3
(
σ2
d
C4+NC
2
d
)
, C6 = 4h
2C3
(
σζC4+Cζ
)
,
C7 = 4h
2ρ1C3Cξ(4σ
2C4 + 2b
2). From Conditions (C1) and (C4), we obtain q0(mh) = o(c((m + 1)h)),
thus, there exists a positive integer m1, such that
0 < 2θc((m + 1)h) − q0(mh) ≤ 1, ∀ m ≥ m1. (A.47)
Let Π(k) = c(k)V(k)
α(k)β(k)
. By (A.46), (A.47) and the monotonically decreasing property of c(k), we get
E[Π((m + 1)h)] = E
[
c((m + 1)h)V((m + 1)h)
α((m + 1)h)β((m + 1)h)
]
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≤ c((m + 1)h)α(mh)β(mh)
c(mh)α((m + 1)h)β((m + 1)h)
[
1 − 2θc((m + 1)h)
+q0(mh)
]
E[Π(mh)] +
c((m + 1)h)
α((m + 1)h)β((m + 1)h)
p(mh)
≤ α(mh)β(mh)
α((m + 1)h)β((m + 1)h)
[
1 − 2θc((m + 1)h) + q0(mh)
]
E[Π(mh)]
+
c((m + 1)h)
α((m + 1)h)β((m + 1)h)
p(mh), m ≥ max{m0,m1}. (A.48)
By Condition (C5), we have
lim
k→∞
α(k + 1)β(k + 1)
α(k)β(k)
= 1 − lim
k→∞
α(k)β(k) − α(k + 1)β(k + 1)
α(k)β(k)
= 1,
which implies
lim
k→∞
α(k)β(k)
α(k + h)β(k + h)
= lim
k→∞
α(k)β(k)
α(k + 1)β(k + 1)
× · · · × lim
k→∞
α(k + h − 1)β(k + h − 1)
α(k + h)β(k + h)
= 1. (A.49)
This implies that there exists a constant C8 > 0, such that
α(k)β(k)
α(k + h)β(k + h)
≤ C8,∀ k ≥ 0. (A.50)
From Condition (C5), we know that there exists a positive integer k1 and a positive constant C9, such that
{α(k)β(k), k ≥ k1} is monotonically decreasing and
α(k)β(k) − α(k + h)β(k + h)
= α(k)β(k) − α(k + 1)β(k + 1) + α(k + 1)β(k + 1) − α(k + 2)β(k + 2)
+ · · · + α(k + h − 1)β(k + h − 1) − α(k + h)β(k + h)
≤ C9α2(k)β2(k) + · · · +C9α2(k + h − 1)β2(k + h − 1)
≤ hC9α2(k)β2(k), k ≥ k1,
which together with (A.50) leads to
α(k)β(k)
α(k + h)β(k + h)
= 1+
α(k)β(k) − α(k + h)β(k + h)
α(k + h)β(k + h)
≤ 1+ hC9α
2(k)β2(k)
α(k + h)β(k + h)
≤ 1+hC8C9α(k)β(k), k ≥ k1.
This together with (A.47) gives
α(mh)β(mh)
α((m + 1)h)β((m + 1)h)
(
1 − 2θc((m + 1)h) + q0(mh)
)
≤ (1 + hC8C9α(mh)β(mh))(1 − 2θc((m + 1)h) + q0(mh))
≤ 1 − q1(mh), m ≥ max
{
m1, ⌈
k1
h
⌉
}
, (A.51)
where
q1(mh) = 2θc((m + 1)h) − q0(mh) − hC8C9α(mh)β(mh)
(
1 + hC8C9α(mh)β(mh)
)
. (A.52)
Hence, from (A.48) and (A.51), we obtain
E[Π((m + 1)h)] ≤ (1 − q1(mh))E[Π(mh)]
+
c((m + 1)h)p(mh)
α((m + 1)h)β((m + 1)h)
, m ≥ max{m0,m1, ⌈ k1h ⌉}.
(A.53)
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From c(k) = O(c(k + 1)) and Condition (C4), we have
lim
m→∞
α(mh)β(mh)
c((m + 1)h)
= 0. (A.54)
By Conditions (C1) and (C4), we have q0(mh) + hC8C9α(mh)β(mh)
(
1 + hC8C9α(mh)β(mh)
)
= o(c((m +
1)h)). Thus, by Condition (C1) and (A.52), we know that there exists a positive integer m2, such that
0 < q1(mh) ≤ 1, ∀ m ≥ m2, (A.55)
and ∞∑
m=0
q1(mh) = ∞. (A.56)
Noting that 1 ≤ β(k + h)
β(k)
≤ exp(hC0α(k)) and α(k) ↓ 0, we have lim
k→∞
β(k + h)
β(k)
= 1. Thus, from (A.49),
we obtain
lim
k→∞
α(k)
α(k + h)
= lim
k→∞
α(k)β(k)
α(k + h)β(k + h)
lim
k→∞
β(k + h)
β(k)
= 1.
This together with Conditions (C1), (C2) and the definition of p(mh) leads to
lim
m→∞
p(mh)
α((m + 1)h)β((m + 1)h)
= lim
m→∞
C5α(mh)
α((m + 1)h)
+ lim
m→∞
(2C5 +C6)α
2(mh)
α((m + 1)h)
+ lim
m→∞
C7c
2(mh)
α((m + 1)h)
= C5. (A.57)
From the definition of q1(mh), q0(mh) = o(c((m + 1)h)) and Condition (C4), we have
lim
m→∞
q1(mh)
c((m + 1)h)
= 2θ − lim
m→∞
q0(mh)
c((m + 1)h)
− lim
m→∞
hC8C9α(mh)β(mh)
(
1 + hC8C9α(mh)β(mh)
)
c((m + 1)h)
= 2θ. (A.58)
Thus, from (A.57) and (A.58), we have
lim
m→∞
c((m + 1)h)p(mh)
α((m + 1)h)β((m + 1)h)q1(mh)
=
lim
m→∞
p(mh)
α((m + 1)h)β((m + 1)h)
lim
m→∞
q1(mh)
c((m + 1)h)
=
C5
2θ
.
This together with (A.53), (A.55), (A.56) and Theorem 1.2.22 in [51] leads to
lim sup
m→∞
E[Π(mh)] ≤ lim
m→∞
c((m + 1)h)p(mh)
α((m + 1)h)β((m + 1)h)q1(mh)
=
C5
2θ
. (A.59)
By 2pTq ≤ ‖p‖2 + ‖q‖2,∀p, q ∈ Rn and Lemma A.1, we get
−2E[α(k)dT (k)(P ⊗ In)δ(k)]
≤ E[‖α(k)d(k)‖2] + ‖P ⊗ In‖2E[‖δ(k)‖2]
≤ α2(k)E[2σ2
d
‖X(k)‖2 + 2NC2
d
] + E[V(k)],
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which together with (A.3) in Lemma A.4 and (A.44) leads to
E[V(k + 1)] ≤ 2(1 + c2(k)(ρ20 + 8σ2Cξρ1))E[V(k)] + 2α2(k)C4(2σζ + 4σ2d)β(k)
+8b2Cξρ1c
2(k) + 2α2(k)(2Cζ + 4NC
2
d), k ≥ 0. (A.60)
Let mk = ⌊ kh⌋, then 0 ≤ k − mkh ≤ h, ∀ k ≥ 0. By (A.44), (A.60) and β(k) > 1,∀ k ≥ 0, we have
E[V(k + 1)]
≤ 2(1 + c2(k)(ρ20 + 8σ2Cξρ1))E[V(k)]
+2α2(k)β(k)(2C4σζ + 4C4σ
2
d + 2Cζ + 4NC
2
d) + 8b
2Cξρ1c
2(k)
≤
k∏
i=mkh
2
(
1 + c2(i)(ρ20 + 8σ
2Cξρ1)
)
E[V(mkh)] +
k∑
i=mkh
k∏
j=i+1
2
(
1 + c2( j)(ρ20
+8σ2Cξρ1)
)(
2α2(i)β(i)(2C4σζ + 4C4σ
2
d + 2Cζ + 4NC
2
d) + 8b
2Cξρ1c
2(i)
)
. (A.61)
From Condition (C1), we have 2
(
1+ c2(i)(ρ2
0
+ 8σ2Cξρ1)
) ≤ 2(1+ c2(0)(ρ2
0
+ 8σ2Cξρ1)
)
, η, then we get∏k
j=i+1 2
(
1 + c2( j)(ρ2
0
+ 8σ2Cξρ1)
) ≤ ∏kj=mkh 2(1 + c2(0)(ρ20 + 8σ2Cξρ1)) ≤ ηh. (A.62)
By Condition (C1), we know that α2(i) ≤ α2(mkh), β(i) ≤ β(mkh) exp(C0
∑(mk+1)h
t=mkh+1
α(t)) ≤ β(mkh)×
exp(hC0α(0)), hence, by (A.61) and (A.62), we have
E[V(k + 1)] ≤ ηhE[V(mkh)] +
k∑
i=mkh
ηh
(
2α2(i)β(i)(2C4σζ
+4C4σ
2
d + 2Cζ + 4NC
2
d) + 8b
2Cξρ1c
2(i)
)
≤ ηhE[V(mkh)] + 2hηh(2C4σζ + 4C4σ2d + 2Cζ
+4NC2d) exp(C0h)α
2(mkh)β(mkh) + 8hη
hb2Cξρ1c
2(mkh). (A.63)
By Condition (C1) and (A.63), we get
c(k + 1)E[V(k + 1)]
α(k + 1)β(k + 1)
≤ c(k + 1)E[V(k + 1)]
α(k)β(k)
α(k)
α(k + 1)
≤ c(mkh)E[V(k + 1)]
α(mkh)β(mkh)
α(mkh)
α((mk + 1)h)
α(k)
α(k + 1)
≤
[
ηhE[Π(mkh)] + 2hη
h(2C4σζ + 4C4σ
2
d + 2Cζ + 4NC
2
d) exp(C0h)α(mkh)c(mkh)
+8hηhb2Cξρ1
c2(mkh)
α(mkh)
c(mkh)
β(mkh)
] α(mkh)
α((mk + 1)h)
α(k)
α(k + h)
, (A.64)
where the second “≤” is obtained from 0 ≤ k − mkh ≤ h and the monotonically decreasing property of
α(k) and c(k). Finally, from (A.57), (A.59), (A.64) and Condition (C1), we obtain
lim sup
k→∞
c(k + 1)E[V(k + 1)]
α(k + 1)β(k + 1)
≤ η
hC5
2θ
< ∞, (A.65)
i.e. (A.20) holds.
From Condition (C4) with C = 4C0, it follows that there exists a positive integer k2 such that
α(k) exp(4C0
∑k
t=0 α(t))
c(k) ≤ 1, ∀ k ≥ k2, which gives α(k)c(k) ≤ β−4(k), ∀ k ≥ k2. By (A.20), we know that
there exists a nonnegative constant C10 and a positive integer k3, such that E[V(k)] ≤ C10α(k)β(k)c(k) , ∀ k ≥ k3.
Take k4 = max{k2, k3}, then we get
E[V(k)] ≤ C10β−3(k), ∀ k ≥ k4. (A.66)
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By Ho¨lder inequality, Lemma A.1, (A.44) and (A.66), we have
−2E[α(k)dT (k)(P ⊗ In)δ(k)] ≤ 2E[α(k)‖dT (k)‖‖(P ⊗ In)‖‖δ(k)‖]
≤ 2α(k)
[
E[‖dT (k)‖2]
] 1
2
[
E[‖δ(k)‖2]
] 1
2
≤ 2α(k)
[
2σ2
d
E[‖X(k)‖2] + 2NC2
d
] 1
2
[
E[V(k)]
] 1
2
≤ 2α(k)
[
(2σ2
d
C4 + 2NC
2
d
)β(k)
] 1
2
[
C10β
−3(k)
] 1
2
≤ 2
√
2(σ2
d
C4 + NC
2
d
)C10α(k)β
−1(k), k ≥ k4.
From the above, (A.3) in Lemma A.4 and (A.44), we get
E[V(k + 1)] ≤ (1 + 2c2(k)(ρ20 + 8σ2Cξρ1))E[V(k)] + 2(2σζ + 3σ2d)C4α2(k)β(k)
+8b2Cξρ1c
2(k) + 2α2(k)(2Cζ + 3NC
2
d)
+2
√
2(σ2
d
C4 + NC
2
d
)C10α(k)β
−1(k), k ≥ k4. (A.67)
Taking conditional expectations on both sides of (A.67) gives
E[V(k + 1)|F (k − 1)]
≤ (1 + 2c2(k)(ρ20 + 8σ2Cξρ1))V(k) + 2(2σζ + 3σ2d)C4α2(k)β(k) + 8b2Cξρ1c2(k)
+2α2(k)(2Cζ + 3NC
2
d) + 2
√
2(σ2
d
C4 + NC
2
d
)C10α(k)β
−1(k), k ≥ k4 a.s. (A.68)
From Conditions (C4) with C = C0, it follows that there exists a positive integer k5 such that
α(k)β(k)
c(k)
≤ 1,
∀ k ≥ k5, which means α(k)β(k) ≤ c(k), ∀ k ≥ k5. This together with β(k) > 1 and
∑∞
k=0 c
2(k) < ∞ leads
to
∑∞
k=0 α
2(k)β(k) <
∑k5
k=0
α2(k)β2(k)+
∑∞
k=k5+1
α2(k)β2(k) ≤ ∑k5
k=0
α2(k)β2(k)+
∑∞
k=k5+1
c2(k) < ∞. Then,
by (A.68), Conditions (C1), (C3) and Theorem 1 in [52], we obtain V(k) → a random variable, k → ∞
a.s., which together with (A.20) and Conditions (C4) gives (A.21). 
Proof of Theorem 3.1: Let x¯(k) = 1
N
∑N
j=1 x j(k). By d fi (k) ∈ ∂ fi(xi(k)), (1.1) and Assumption 1, for any
given x∗ ∈ X∗, we have −dT
fi
(k)(xi(k) − x∗) ≤ fi(x∗) − fi(xi(k)) = fi(x∗) − fi(x¯(k)) + fi(x¯(k)) − fi(xi(k)) ≤
fi(x
∗) − fi(x¯(k)) + dTi (x¯(k))(x¯(k) − xi(k)) ≤ fi(x∗) − fi(x¯(k)) + (σd‖x¯(k)‖ +Cd)‖x¯(k) − xi(k)‖, which gives
−2α(k)E[dT (k)(X(k) − 1N ⊗ x∗)]
= −2α(k)E

N∑
i=1
dTfi (k)(xi(k) − x
∗)

≤ 2α(k)E

N∑
i=1
[
( fi(x
∗) − fi(x¯(k))
]
+
N∑
i=1
(σd‖x¯(k)‖ +Cd)‖x¯(k) − xi(k)‖

≤ 2α(k)E
( f (x∗) − f (x¯(k))) +

N∑
i=1
(σd‖x¯(k)‖ +Cd)2

1
2

N∑
i=1
‖x¯(k) − xi(k)‖2

1
2

= 2α(k)E[( f (x∗) − f (x¯(k))] + 2α(k)
√
NE [(σd‖x¯(k)‖ +Cd)‖δ(k)‖] . (A.69)
From ‖p + q‖2 ≤ 2‖p‖2 + 2‖q‖2, p, q ∈ Rn and (A.44), we get
E[(σd‖x¯(k)‖ +Cd)2] ≤ 2E[σ2d‖x¯(k)‖2 +C2d]
≤ 2E
 1Nσ2d
N∑
i=1
‖xi(k)‖2 +C2d

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=
2
N
σ2dE[‖X(k)‖2] + 2C2d]
≤ 2
(
1
N
σ2dC4 +C
2
d
)
β(k), k ≥ 0,
where the last ” ≤ ” is derived by (A.44) and β(k) > 1. Then, by Ho¨lder inequality and (A.66), we have
E[(σd‖x¯(k)‖ +Cd)‖δ(k)‖] ≤
[
E[(σd‖x¯(k)‖ +Cd)2]
] 1
2
[
E[‖δ(k)‖2]
] 1
2
≤
√
2(
1
N
σ2
d
C4 +C
2
d
)β(k)
√
C10β−3(k)
=
√
2(
1
N
σ2
d
C4 +C
2
d
)C10β
−1(k), k ≥ 0.
This together with (A.4) in Lemma A.4 and (A.69) gives
E[‖X(k + 1) − 1N ⊗ x∗‖2]
≤
(
1 + 2c2(k)(ρ20 + 8σ
2Cξρ1) + 4α
2(k)(2σζ + 3σ
2
d)
)
E[‖X(k) − 1N ⊗ x∗‖2]
+8b2Cξρ1c
2(k) + 2α2(k)
(
2Cζ + 3NC
2
d + 2(3σ
2
d + 2σζ)N‖x∗‖2
)
−2α(k)E[ f (x¯(k)) − f ∗] + 2
√
2(σ2
d
C4 + NC
2
d
)C10α(k)β
−1(k), k ≥ k0. (A.70)
Since f (·) is a convex function, from Jensen inequality we obtain E[ f (x¯(k))|F (k − 1)] ≥ f (E[x¯(k)|F (k −
1)]) = f (x¯(k)). Taking conditional expectations on both sides of (A.70) gives
E[‖X(k + 1) − 1N ⊗ x∗‖2|F (k − 1)]]
≤
(
1 + 2c2(k)(ρ20 + 8σ
2Cξρ1) + 4α
2(k)(2σζ + 3σ
2
d)
)
‖X(k) − 1N ⊗ x∗‖2
+8b2Cξρ1c
2(k) + 2α2(k)
(
2Cζ + 3NC
2
d + 2(3σ
2
d + 2σζ)N‖x∗‖2
)
+2
√
2(σ2
d
C4 + NC
2
d
)C10α(k)β
−1(k) − 2α(k)( f (x¯(k)) − f ∗), k ≥ k0 a.s.
Since f (x¯(k))− f ∗ ≥ 0, by Theorem 1 in [52] and Conditions (C1) and (C3), we obtain that the sequence
{‖X(k) − 1N ⊗ x∗‖2, k ≥ 0} converges a.s. for any given x∗ ∈ X∗, and
∞∑
k=0
α(k)[ f (x¯(k)) − f ∗] < ∞ a.s.,
which together with f (x¯(k)) ≥ f ∗ and
∞∑
k=0
α(k) = ∞ gives
lim inf
k→∞
f (x¯(k)) = f ∗ a.s. (A.71)
Since for any given x∗ ∈ X∗, {‖X(k) − 1N ⊗ x∗‖, k ≥ 0} converges, a.s., we know that for any given
x∗ ∈ X∗, there is a measurable set Ωx∗ with P{Ωx∗} = 1, such that for any given ω ∈ Ωx∗ , {‖X(k, ω)− 1N ⊗
x∗‖, k ≥ 0} converges, which implies that supk≥0 ‖X(k, ω)‖ < ∞. Denote Ω1 = {ω| limk→∞ ‖xi(k, ω) −
x¯(k, ω)‖ = 0, i = 1, . . . ,N.}. From (A.21) in Lemma A.6, we know that P{Ω1} = 1. Denote Ω2 =
{ω| lim inf
k→∞
f (x¯(k, ω)) = f ∗}. From (A.71), it follows that P{Ω2} = 1. DenoteΩ = (
⋂
x∗∈X∗ Ωx∗ )
⋂
Ω1
⋂
Ω2.
From Assumption 5, it follows that P{Ω} = 1. For any given ω ∈ Ω, we know that there is a subse-
quence {x¯(kl, ω), l ≥ 0} of {x¯(k, ω), k ≥ 0} such that liml→∞ f (x¯(kl, ω)) = f ∗. By ω ∈ Ω, it follows that
supk≥0 ‖X(k, ω)‖ < ∞, which implies that {x¯(k, ω), k ≥ 0} is bounded. By the continuity of f (due to
convexity of f over Rn) and the boundedness of {x¯(kl, ω), l ≥ 0}, we know that there is a subsequence
{x¯(kl′ , ω), l
′ ≥ 0} of {x¯(kl, ω), l ≥ 0}, converges to a point z∗(ω) inX∗, i.e. liml′→∞ x¯(kl′ , ω) = z∗(ω), which
gives liml′→∞ ‖xi(kl′ , ω) − z∗(ω)‖ = 0, i = 1, 2, ...,N. Then we get liml′→∞ ‖X(kl′ , ω) − 1N ⊗ z∗(ω)‖ = 0.
This together with the convergence of {‖X(k, ω)−1N⊗z∗(ω)‖, k ≥ 0} leads to limk→∞ ‖xi(k, ω)−z∗(ω)‖ = 0,
i = 1, 2, ...,N. Then by the arbitrariness of ω and P{Ω} = 1, we get that limk→∞ xi(k) = z∗ a.s.,
i = 1, · · · ,N. 
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B Verification for the example in Section 2
Denote u(k) = (uT
1
(k), . . . , uT
N
(k))T , ν(k) = (ν1(k), . . . , νN(k))
T . Suppose that {ξ(k), k ≥ 0}, {u(k), k ≥ 0},
{ν(k), k ≥ 0} and {AG(k), k ≥ 0} are mutually independent.
Firstly, we will verify that Assumption 1 holds. Substituting (2.8) into (2.7) and taking the mathe-
matical expectation, we have
E[ℓi(x; ui(k), pi(k))] =
1
2
E[‖uTi (k)x0 + νi(k) − uTi (k)x‖2]
=
1
2
E[‖uTi (k)(x0 − x) + νi(k)‖2]
=
1
2
E[(x0 − x)Tui(k)uTi (k)(x0 − x)
+2νi(k)u
T
i (k)(x0 − x) + νi(k)νi(k)]
=
1
2
[
(x − x0)TRu,i(x − x0) + σν,i
]
, (B.1)
then, ∇E[ℓi(x; µi(k))] = Ru,i(x − x0), and the subgradient of the local risk function fi(x) is given by
d fi (x) = Ru,i(x − x0) + dRi(x), ∀ dRi(x) ∈ ∂Ri(x). (B.2)
By the definition of dRi(x), it is known that ‖dRi(x)‖ ≤ κ, ∀dRi (x) ∈ ∂Ri(x). Hence, it can be obtained
from (B.2) that
‖d fi (x)‖ = ‖Ru,i(x − x0) + dRi(x)‖ ≤ ‖Ru,i‖‖x‖ + ‖Ru,i‖‖x0‖ + κ,
thus, Assumption 1 holds. The subgradients of the local cost functions are required to be bounded in
[43, 44, 37, 24] which can not cover the case above, while our assumption covers both L2-regularization
and L1-regularization.
Secondly, we will verify that Assumption 2 and Assumption 3 hold. For (2.6), the subgradients of
local risk functions are measured with noises, i.e.
d˜ fi (xi(k)) = d fi (xi(k)) + ζi(k), (B.3)
where
ζi(k) = (ui(k)u
T
i (k) − Ru,i)(xi(k) − x0) − ui(k)νi(k) (B.4)
is the subgradient measurement noise of the ith optimizer.
Let F (k) = σ{ξ ji(t), ui(t), νi(t),AG(t), 0 ≤ t ≤ k, 1 ≤ i, j ≤ N}, k ≥ 0,F (−1) = {Ø,Ω}. It can be
derived from the algorithm (2.2)-(2.4) that (xi(k) − x0) ∈ F (k − 1) ⊆ F (k), i = 1, . . . ,N, and by (B.4),
we obtain ζi(k) ∈ F (k), so {ζ(k),F (k), k ≥ 0} is an adaptive process. Note that {ui(k), k ≥ 0} is i.i.d.,
{ui(k), k ≥ 0}, {ξ ji(k), k ≥ 0}, {AG(k), k ≥ 0} and {νi(k), k ≥ 0} are mutually independent. Then, σ{ui(k)}
and F (k − 1) are mutually independent. Similarly, σ{νi(k)} and F (k − 1) are also mutually independent.
Hence, from (B.4), we have
E[ζi(k)|F (k − 1)]
= E[(ui(k)u
T
i
(k) − Ru,i)(xi(k) − x0) − ui(k)νi(k)|F (k − 1)]
= E[(ui(k)u
T
i
(k) − Ru,i)|F (k − 1)](xi(k) − x0) − E[ui(k)νi(k)|F (k − 1)]
= (E[ui(k)u
T
i
(k)] − Ru,i)(xi(k) − x0) − E[ui(k)]E[νi(k)]
= 0 a.s., ∀ k ≥ 0, i = 1, . . . ,N.
Thus, {ζ(k),F (k), k ≥ 0} is a martingale difference sequence. By (B.4), we have
E[ζTi (k)ζi(k)|F (k − 1)]
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= E
[(
ui(k)u
T
i (k) − Ru,i)(xi(k) − x0) − ui(k)νi(k)
)T
×
(
(ui(k)u
T
i (k) − Ru,i)(xi(k) − x0) − ui(k)νi(k)
)∣∣∣∣F (k − 1)]
= E
[
(xi(k) − x0)T (ui(k)uTi (k) − Ru,i)T (ui(k)uTi (k) − Ru,i)(xi(k) − x0)
−2νi(k)uTi (k)(ui(k)uTi (k) − Ru,i)(xi(k) − x0) + (νi(k))2uTi (k)ui(k)
∣∣∣∣F (k − 1)] a.s. (B.5)
Noting that σ(ui(k)) and F (k − 1) are mutually independent, by xi(k) ∈ F (k − 1), we have
E
[
(xi(k) − x0)T (ui(k)uTi (k) − Ru,i)T (ui(k)uTi (k) − Ru,i)(xi(k) − x0)
∣∣∣∣F (k − 1)]
= (xi(k) − x0)TE
[
(ui(k)u
T
i (k) − Ru,i)T (ui(k)uTi (k) − Ru,i)
∣∣∣∣F (k − 1)](xi(k) − x0)
= (xi(k) − x0)TE
[
(ui(k)u
T
i (k) − Ru,i)T (ui(k)uTi (k) − Ru,i)
]
(xi(k) − x0) a.s. (B.6)
Noting that ui(k) and νi(k) are mutually independent, by xi(k) ∈ F (k − 1) and E[νi(k)] = 0, we have
E
[
− 2νi(k)uTi (k)(ui(k)uTi (k) − Ru,i)(xi(k) − x0)
∣∣∣∣F (k − 1)]
= −2E
[
νi(k)
∣∣∣∣F (k − 1)]E[uTi (k)(ui(k)uTi (k) − Ru,i)∣∣∣∣F (k − 1)](xi(k) − x0)
= −2E
[
νi(k)
]
E[uTi (k)(ui(k)u
T
i (k) − Ru,i)
]
(xi(k) − x0)
= 0 a.s. (B.7)
It follows from the definitions of ui(k) and νi(k) that
E
[
(νi(k))
2uTi (k)ui(k)
∣∣∣∣F (k − 1)] = E[(νi(k))2uTi (k)ui(k)]
= E
[
(νi(k))
2
]
E
[
uTi (k)ui(k)
]
= σ2i,νTr(Ru,i) a.s. (B.8)
Substituting (B.6), (B.7) and (B.8) into (B.5) gives
E[ζT
i
(k)ζi(k)|F (k − 1)]
= (xi(k) − x0)TE
[
(ui(k)u
T
i
(k) − Ru,i)T (ui(k)uTi (k) − Ru,i)
]
(xi(k) − x0) + σ2i,νTr(Ru,i)
≤ 2E
[
‖ui(k)uTi (k) − Ru,i‖2
]
‖xi(k)‖2 + 2E
[
‖ui(k)uTi (k) − Ru,i‖2
]
‖x0‖2 + σ2i,ν|Tr(Ru,i)| a.s.
Denote σζ = max
1≤i≤N
{
2E
[
‖ui(k)uTi (k)−Ru,i‖2
]}
andCζ = N max
1≤i≤N
{
2E
[
‖ui(k)uTi (k)−Ru,i‖2
]
‖x0‖2+σ2i,ν|Tr(Ru,i)|
}
.
Then we have
E
[
ζT (k)ζ(k)
∣∣∣∣F (k − 1)] = N∑
i=1
E
[
ζTi (k)ζi(k)
∣∣∣∣F (k − 1)] ≤ σζ‖X(k)‖2 +Cζ a.s. (B.9)
Noting that {ξ(k), k ≥ 0}, {u(k), k ≥ 0}, {ν(k), k ≥ 0} and {AG(k), k ≥ 0} are mutually independent, by
Lemma A.1 in [23], we obtain that σ{ξ(k), ξ(k+1), . . .} and σ{AG(k),AG(k+1), . . .} are conditionally inde-
pendent given F (k − 1), ∀ k ≥ 0, which means that σ{AG(k),AG(k+1), . . .} and σ{ξ(k)} are conditionally
independent given F (k − 1), i.e. {ξ(k), k ≥ 0} satisfies Assumption 2.
By (B.4), we get σ{ζ(k)} ⊆ σ{ui(k), νi(k), xi(k), 1 ≤ i ≤ N}. Then, by σ{xi(k), 1 ≤ i ≤ N} ⊆ F (k − 1),
we have σ{ζ(k)} ⊆ σ{σ{ui(k), νi(k), 1 ≤ i ≤ N} ∪ F (k − 1)}. Therefore,
σ
{
σ{ζ(k)} ∪ F (k − 1)
}
⊆ σ
{
σ{ui(k), νi(k), 1 ≤ i ≤ N} ∪ F (k − 1)
}
. (B.10)
Noting that {ξ(k), k ≥ 0}, {u(k), k ≥ 0}, {ν(k), k ≥ 0} and {AG(k), k ≥ 0} are mutually independent,
{u(k), k ≥ 0} and {ν(k), k ≥ 0} are i.i.d., we haveσ{ui(k), νi(k), 1 ≤ i ≤ N} is independent ofσ
{
σ{AG(k),AG(k+1), . . .}∪
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F (k − 1)}. By Corollary 3 of Section 7.3 in [53], we have σ{AG(k),AG(k+1), . . .} and σ{ui(k), νi(k), 1 ≤
i ≤ N} are conditionally independent given F (k − 1). Then, by Theorem 1(i) of Section 7.3 in [53], we
obtain that for all A ∈ σ{AG(k),AG(k+1), . . .},
P
{
A
∣∣∣∣σ{σ{ui(k), νi(k), 1 ≤ i ≤ N} ∪ F (k − 1)}} = P{A|F (k − 1)}. (B.11)
By (B.10) and (B.11), we have
P
{
A
∣∣∣∣σ{σ{ζ(k)} ∪ F (k − 1)}}
= E
[
1A
∣∣∣∣σ{σ{ζ(k)} ∪ F (k − 1)}]
= E
[
E
[
1A
∣∣∣∣σ{σ{ui(k), νi(k), 1 ≤ i ≤ N} ∪ F (k − 1)}]∣∣∣∣∣σ{σ{ζ(k)} ∪ F (k − 1)}]
= E
[
E
[
1A
∣∣∣∣F (k − 1)]∣∣∣∣∣σ{σ{ζ(k)} ∪ F (k − 1)}]
= P
{
A
∣∣∣∣F (k − 1)}.
Furthermore, by Theorem 1(i) of Section 7.3 in [53], we obtain that σ{ζ(k)} and σ{AG(k),
AG(k+1), . . .} are conditionally independent given F (k−1), which together with (B.9) gives that {ζ(k), k ≥
0} satisfies Assumption 3.
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