Supervised training of deep neural nets typically relies on minimizing crossentropy. However, in many domains, we are interested in performing well on specific application-specific metrics. In this paper we proposed a direct loss minimization approach to train deep neural networks, taking into account the application-specific loss functions. This can be non-trivial, when these functions are non-smooth and non-decomposable. We demonstrate the effectiveness of our approach in the context of maximizing average precision for ranking problems. Towards this goal, we propose a dynamic programming algorithm that can efficiently compute the weight updates. Our approach proves superior to a variety of baselines in the context of action classification and object detection.
INTRODUCTION
Supervised neural network training involves computing the gradient of the loss function with respect to the parameters of the model, and therefore requires the loss function to be differentiable. Many interesting loss functions are, however, not differentiable with respect to the output of the network. Notable examples are functions based on discrete outputs, as is common in labeling and ranking problems. In many cases these losses are also non-decomposable, in that they cannot be expressed as simple sums over the output units of the network.
In the context of structured prediction problems, in which the output is multi-dimensional, researchers have developed max-margin training methods that are capable of coping with such loss functions. Standard learning in this paradigm involves changing the model parameters such that the ground truth output has higher score than any other output. This is typically encoded by a constraint, enforcing that the ground truth score should be higher than a selected, contrastive output. The latter is defined as the result of performing inference in a modified score functionwhich combines the model score and the task loss. This encodes the fact that we penalize high scoring configurations that are less good in terms of the task loss, i.e., the metric that we care about for the application domain. Various efficient methods have been proposed for incorporating discrete and complicated loss functions into this approach (Yue et al., 2007; Volkovs & Zemel, 2009; Tarlow & Zemel, 2012; Mohapatra et al., 2014) .
However, this form of learning does not directly optimize the target function. An alternative approach, typically used in deep neural networks, is to train with a surrogate loss such as cross-entropy (LeCun & Huang, 2005; Bengio et al., 2015) , that can be easily optimized. At test time we evaluate using the task loss. The problem of this procedure is that for many application domains the task loss differs significantly from the surrogate loss.
In this paper we propose to train deep neural nets to directly optimize the task loss, for structured, non-decomposable loss functions. In their seminal work, McAllester et al. (2010) showed that a form of structured prediction learning computes the gradients of the task loss. This work is, however, limited to linear models. In this paper we extend it to the non-linear case, proving that the 1 arXiv:1511.06411v1 [cs.LG] 
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Under review as a conference paper at ICLR 2016 theoretical results hold in this more general setting. The result is a simple learning algorithm that can be applied to nonlinear, deep networks. We demonstrate the effectiveness of our approach in the context of optimizing the average precision (AP) in ranking tasks. This application is challenging as AP is neither decomposable nor smooth. Our experiments investigate the effectiveness of this algorithm, and the benefits of optimizing the task loss, in the context of action classification and object detection.
DIRECT LOSS MINIMIZATION FOR NEURAL NETWORKS
In this section we present a formulation for learning neural networks by minimizing the task loss. Towards this goal, our first main result is a theorem extending direct loss minimization to deep non-linear networks.
A neural network can be viewed as defining a composite scoring function F (x, y, w), which depends on the input data x ∈ X , some parameters w ∈ R A , and the output y ∈ Y. In the case of multiclass classification, the output refers to one of |Y| classes, i.e., y ∈ {1, . . . , |Y|}. Inference is then performed by picking the output with maximal score, i.e.:
Given a dataset of input-output pairs D = {(x, y)}, a standard approach to learning is to optimize the parameters w of the scoring function F by minimizing cross-entropy. This is equivalent to maximizing the likelihood of the data, where the probability over each output configuration is given by the output of a softmax function in the last layer of the network.
However, in many practical applications, we want prediction to succeed in an application-specific metric. This metric is typically referred to as the task loss, ∆(y, y w ). In this paper we are thus interested in minimizing the task loss
where E [·] denotes an expectation taken over the given dataset. Solving this program is non-trivial, as many loss functions of interest are non-decomposable and non-smooth, and thus are not amenable to gradient-based methods. Examples of such metrics include average precision (AP) from information retrieval, intersection-over-union which is used in image labeling, and normalized discounted cumulative gain (NDCG) which is popular in ranking. In general many metrics are discrete, are not simple sums over the network outputs, and are not readily differentiable.
It is hence common to employ a surrogate error metric where one can directly compute the gradients with respect to the parameters, such as cross-entropy or hinge-loss, during training of a classifier, while reporting results using the more appropriate measures. In the context of structured prediction models, several approaches have been developed to be able to optimize the structured hinge loss with non-decomposable task losses, e.g., Tarlow & Zemel (2012) ; Yue et al. (2007) ; Mohapatra et al. (2014) . While these methods include the task loss in the objective, they are still not minimizing it. As a consequence, these surrogate losses are at best highly correlated with the desired metric. Finding efficient techniques to directly minimize the metric of choice is therefore desirable.
McAllester et al. (2010) showed that it is possible to asymptotically optimize the task-loss when the function F is linear in the parameters i.e., F (x, y, w) = w φ(x, y). This work has produced encouraging results. For example, McAllester et al. (2010) used this technique for phoneme-to-speech alignment on the TIMIT dataset optimizing the τ -alignment loss and the τ -insensitive loss, while Keshet et al. (2011) illustrated applicability of the method to hidden Markov models for speech. Direct loss minimization was also shown to work well for inverse optimal control by Doerr et al. (2015) .
The first contribution of our work is to generalize this theorem to arbitrary scoring functions, i.e., non-convex functions. This allow us to derive a new training algorithm for deep neural nets which directly minimizes the task loss. Theorem 1 (General Loss Gradient Theorem). When given a finite set Y, a scoring function F (x, y, w), a data distribution, as well as a task-loss ∆(y,ŷ), then, under some mild regularity conditions (see the Appendix for details), the direct loss gradient has the following form:
with y w = arg max y∈Y F (x,ŷ, w),
where s ∈ {+1, −1}.
Proof. We refer the reader to the Appendix Sec. 5.1, for a proof of the theorem.
According to Theorem 1, to obtain the gradient we need to find the solution of two inference problems. The first computes y w , which is a standard inference task, solved by employing the forward propagation algorithm. The second inference problem is prediction using a scoring function which is perturbed by the task loss ∆(y,ŷ). This is typically non-trivial to solve, particularly when the task loss is not decomposable. We borrow terminology from the structured prediction literature, where this perturbed inference problem is commonly referred to as loss-augmented inference (Tsochantaridis et al., 2005; Chen et al., 2015) . In the following section we derive an efficient dynamic programming algorithm to perform loss-augmented inference when the task loss is average precision.
Note that loss-augmented inference, as specified in Eq. (3), can take the task loss into account in a positive or a negative way. Depending on the sign of s, the gradient direction changes. McAllester et al. (2010) provide a nice intuition for the two different directions. The positive update performs a step away from a worse configuration, while the negative direct loss gradient encourages moves towards better outputs. This can be seen when considering that maximization of the loss returns the worst output configuration, while maximization of its negation returns the label with the lowest loss. We explore both of these alternatives below. Further note the relationship between direct loss minimization and optimization of the hinge-loss. While we compute the gradient via a difference between the loss-augmented inference result and the prediction in the former case, the latter requires computation of the difference between the loss-augmented inference solution and ground truth.
In Fig. 1 we summarize the resulting learning algorithm, which consists of the following four steps. First we use a standard forward pass to evaluate F . We then perform inference and loss-augmented inference as specified in Eq. (3) to obtain the prediction y w and y direct . We combine the predictions to obtain the gradient ∇ w E [∆(y, y w )] via a single backward pass which is then used to update the parameters. For notational simplicity we omit details like momentum-based gradient updates, the use of mini-batches, etc.
DIRECT LOSS MINIMIZATION FOR AVERAGE PRECISION
In order to directly optimize the task-loss we are required to compute the gradient defined in Eq. (2).
As mentioned above, we need to solve both the standard inference task as well as the loss-augmented inference problem given in Eq. (3). While the former is typically easy, the latter depends on ∆ and might be very complex to solve, e.g., when the loss is not decomposable.
In this paper we consider ranking problems, where the desired task loss ∆ is average precision (AP). For the linear setting, efficient algorithms for positive loss-augmented inference with AP loss were proposed by Yue et al. (2007) and Mohapatra et al. (2014) . Their results can be extended to the non-linear setting only in the positive case, where y direct = arg maxŷ ∈Y F (x,ŷ, w) + ∆(y,ŷ).
For the negative setting inequalities required in their proof do not hold and thus their method is not applicable in this case. In this section we propose a more general algorithm that can handle both cases.
To compute the AP loss we are given a set of positive (i.e., relevant) and negative samples. The sample x i belongs to the positive class if i ∈ P = {1, . . . , |P|}, and x i is part of the negative class if i ∈ N = {|P| + 1, . . . , |P| + |N |}.
We define the output to be composed of pairwise comparisons, with y i,j = 1 if sample i is ranked higher than j, y i,i = 0, and y i,j = −1 otherwise. We subsumed all these pairwise comparisons in
contains all inputs, with N = |P| + |N | the total number of data points in the training set. In addition, we assume the ranking across all samples y to be complete, i.e., consistent. During inference we obtain a ranking by predicting scores φ(x i , w) for all data samples x i which are easily sorted afterwards.
For learning we generalize the feature function defined by Yue et al. (2007) and Mohapatra et al. (2014) to a non-linear scoring function, using
where φ(x i , w) is the output of the deep neural net when using the i-th example as input.
AP is unfortunately a non-decomposable loss function, i.e., it does not decompose into functions dependent only on the individual y i,j . To define the non-decomposable AP loss formally, we construct a vectorp = rank(ŷ) ∈ {0, 1} |P|+|N | by sorting the data points according to the ranking defined by the configurationŷ. This vector contains a 1 for each positive sample and a value 0 for each negative element. Using the rank operator we obtain the AP loss by comparing two vectors p = rank(y) and p = rank(ŷ) via
where Prec@j is the percentage of relevant samples in the predictionp that are ranked above position j.
To solve the loss-augmented inference task we have to solve the following program
In the following we derive a dynamic programming algorithm that can handle both the positive and negative case and has the same complexity as Yue et al. (2007) . Towards this goal, we first note that Observation 1 of Yue et al. (2007) holds for both the positive and the negative case. For completeness, we repeat their observation here and adapt it to our notation. Observation 1 (Yue et al. (2007) ). Consider rankings which are constrained by fixing the relevance at each position in the ranking (e.g., the 3rd sample in the ranking must be relevant). Every ranking satisfying the same set of constraints will have the same ∆ AP . If the positive samples are sorted by their scores in descending order, and the irrelevant samples are likewise sorted by their scores, then the interleaving of the two sorted lists satisfying the constraints will maximize Eq. (5) for that constrained set of rankings.
Observation 1 means that we only need to consider the interleaving of two sorted lists of P and N to solve Eq. (5). From now on we therefore assume that the elements of P and N are sorted in descending order of their predicted score.
We next assert the optimal substructure property of our problem. Let the restriction to subsets of i positive and j negative examples be given by P i = {1, . . . , i} and N j = {|P| + 1, . . . , |P| + j}.
1. Set h(1, 0) = ∓ 1 |P| and h(0, 1) = 0 2. For i = 1, . . . , |P|, j = 1, . . . , |N |, recursively fill the matrix
3. Backtrack to obtain configurationŷ * The cost function value obtained when restricting loss-augmented inference to the subsets can be computed as:
where ∆ i,j AP refers to the AP loss restricted to subsets of i positive and j negative elements. Lemma 1. Suppose that rank(ŷ * ) is the optimal ranking for Eq. (6) when restricted to i positive and j negative samples. Any of its sub-sequences starting at position 1 is then also an optimal ranking for the corresponding restricted sub-problem.
We provide the proof of this lemma in the Appendix, Sec. 5.2. Based on Lemma 1 we can construct Bellman equations to recursively fill in a matrix of size P × N , resulting in an overall time complexity of O(|P||N |). We can then obtain the optimal loss-augmented predicted ranking via back-tracking.
The Bellman recursion computes the optimal cost function value of the sub-sequence containing data from P i and N j , based on previously computed values as follows:
with initial conditions h(1, 0) = ∓ 1 |P| and h(0, 1) = 0. Note that we used the pre-computed matrices of scores
Intuitively, the Bellman recursion considers two cases: (i) how does the maximum score h(i, j) for the solution restricted to sequences P i and N j change if we add a new positive sample; (ii) how does the maximum score h(i, j) change when adding a new negative sample. In both cases we need to add the respective scores B(i, j) or G(i, j). When adding a positive sample we additionally need to consider a contribution from the precision which contains i positive elements from a total of i + j elements.
The matrices B(i, j) and G(i, j) store the additional contribution to Eq. (6) obtained when adding a positive or a negative sample respectively. They can be efficiently computed ahead of time using the recursion We summarize our dynamic programming algorithm for AP loss-augmented inference in Fig. 2 . Note that after having completed the matrix h(i, j) we can backtrack to obtain the best lossaugmented ranking. We hence presented a general solution to solve positive and negative lossaugmented inference defined in Eq. (3) for the AP loss given in Eq. (4).
EXPERIMENTAL EVALUATION
To evaluate the performance of our approach we perform experiments on both synthetic and real datasets. We compare the positive and negative version of our direct loss minimization approach to a diverse set of baselines.
SYNTHETIC DATA
Dataset: We generate synthetic data by randomly drawing the parameters of a 4-layer neural network with activations being rectified linear units. In particular, we use a normal distribution with zero mean and unit variance. We generate 20,000 input data points x i from a 10 dimensional standard Gaussian. We compute the score of each sample x i and sort them in descending order. The top 20% of the samples are assigned to the positive set P. We then randomly divide the generated data into a training set containing 10,000 elements and a test set containing the rest. To ensure that we don't suffer from model misspecification we employ the same network structure when training the parameters from random initializations using different algorithms.
Algorithms: We evaluate the positive and negative versions of our direct loss minimization when using two different task losses: AP and 0-1 loss. For the latter we predict for each sample x i whether it is a member of the set P or whether it is part of the set N . We named these algorithms, "pos-AP," "neg-AP," "pos-01," and "neg-01." We also evaluate training the network using hinge loss, when employing AP and 0-1 loss as the task losses. We called these baselines "hinge-AP" and "hinge-01." We use the perceptron updates as additional baselines, which we call "per-AP" and "per-01." Finally, the last baseline uses cross-entropy to train the network. We call this approach "logistic". The parameters of all algorithms are individually determined via grid search to produce the best AP on the training set.
Results: We report both AP and accuracy on the test set in Fig. 3 . We observe that the perceptron update does not perform well, since it does not take the task loss into account. in (McAllester et al., 2010) , the negative augmented inference is not competitive in our setting. This might be due to the fact that it tends to overly correct the classifier in noisy situations. We expect the negative update to lead to better performance in less noisy situations, e.g., if the data is nearly linearly separable. To verify this hypothesis we provide additional results in the appendix, Sec. 5.3.
It is important to note that when employing positive updates we outperformed all baselines by a large margin. Encouraged by the gain in performance we focus on positive non-linear direct loss minimization during the experimental evaluation on real datasets.
ACTION CLASSIFICATION TASK
Dataset: In the next experiment we use the PASCAL VOC2012 action classification dataset provided by Everingham et al. (2014) . The dataset contains 4588 images and 6278 "trainval" person bounding boxes. For each of the 10 target classes, we divide the trainval dataset into equally sized training, validation and test sets. We tuned the learning rate, regularization weight, and for all the algorithms based on their performance on our validation dataset, and report the results on the test set. For all algorithms we used the entire available training set in a single batch and performed 300 iterations.
Algorithms: We train our nonlinear direct loss minimization as well as all the baselines individually for each class. As baselines we use a deep network trained with cross entropy and hinge loss as baselines. The deep network used in those experiments follows the architecture of Krizhevsky et al. (2012) , with the top dimension adjusted to 1 and the parameters initialized using weights trained on ILSVRC2012 (Russakovsky et al., 2015) . Inspired by RCNN (Girshick et al., 2014) , we cropped the regions of each image with a padding of 16 pixels and interpolated them to a size of 227 × 227 × 3 to fit the input data dimension of the network. All the algorithms we compare to as well as our approach use raw pixels as input.
Results:
We provide quantitative results in Tab. 1. Our direct AP loss minimization clearly outperforms the baselines by 1.9% and 3.1% respectively. This is quite significant for this task.
OBJECT DETECTION TASK
Dataset: We use the PASCAL VOC2012 object detection dataset collected by Everingham et al. (2014) . The dataset contains 5717 images for training, 5823 images for validation and 10991 images for test. Moreover, for each image, we use the fast mode of selective search by Uijlings et al. (2013) to produce around 2000 bounding boxes. We train algorithms on the training set and report results on the validation set.
Algorithms: On this dataset we follow the RCNN paradigm Girshick et al. (2014) . For direct loss minimization, we adjust the dimension of the top layer of the network Krizhevsky et al. (2012) to be 1 and fine-tune using weights pre-trained on ILSVRC2012 (Russakovsky et al., 2015) . We train direct loss minimization for all 20 classes separately. Different from the action classification task, we cannot calculate the overall AP in each iteration, because of the large number of bounding boxes. Table 2 : Comparison of our direct AP loss minimization approach to surrogate loss function optimization on the object detection task.
Instead, we use the AP on each mini-batch to approximate the overall AP. We find that using a batch size of 512 balances computational complexity and performance, though using a larger batch size (such as 2048) will generally result in better performance. For our final results, we use a learning rate of 0.1, a regularization parameter of 0.0000001, and = 0.1 for all classes.
As baselines, we use the fine-tuned softmax network of Girshick et al. (2014) . Since this network was jointly trained for all classes, we also evaluate a network which uses cross-entropy and is trained separately for each class. We can thus evaluate whether a separate training of each class results in significant benefits. Again, the network structure was chosen to be identical and we use the parameters provided by Russakovsky et al. (2015) for initialization.
Results: Tab. 2 shows that the logistic network trained independently for each class yields worse performance than the network trained jointly with softmax. Likely this is due to the fact that shared information benefits the softmax network. Importantly, we are also able to show competitive results of stochastic structured direct loss minimization, outperforming the strongest baseline by 1.5%.
CONCLUSION
In this paper we have proposed a direct loss minimization approach to train deep neural networks. We have demonstrated the effectiveness of our approach in the context of maximizing average precision for ranking problems. This involves minimizing a non-smooth and non-decomposable loss. Towards this goal we have proposed a dynamic programing algorithm that can efficiently compute the weight updates. Our experiments showed that this is beneficial when compared to a large variety of baselines in the context of action classification and object detection. In the future, we plan to investigate direct loss minimization in the context of other non-decomposable loses such as intersection over union.
APPENDIX

PROOF OF THE GENERAL LOSS GRADIENT THEOREM
In order to lay the foundation for the proof of the general loss gradient theorem, we first show the following lemma. In short, it provides the bases for exchanging integral bounds when approaches 0 from above.
Lemma 2.
Proof. We have
Suppose f is continuous w.r.t x, y, , then as → 0 + , it can be bounded by some constant M . As a result, we have
which means
Repeated application of Lemma 2 as demonstrated in the following is directly helpful for the proof of the general loss gradient theorem, which is why we state it explicitly:
Lemma 3. Let a > 0, then we assert
f (x, y 1 , · · · , y n )dy 2 · · · dy n . Due to Lemma 2 we obtain the following:
f (x, y 1 , · · · , y n )dy 1 dy 3 · · · dy n and follow a similar procedure:
This completes the proof.
For readability we repeat the main theorem: Theorem 1 (General Loss Gradient Theorem). When given a finite set Y, a scoring function F (x, y, w), a data distribution, as well as a task-loss ∆(y,ŷ), then, under some mild regularity conditions (see the proof for details), the direct loss gradient has the following form:
In the following we prove the positive case and note that the negative case is easily proved using a similar procedure.
Proof. Without loss of generality, in this proof we assume Y = {1, 2, . . . , |Y|} and no tie in maximization.
By definition of the directional derivative we have
Hence we need to prove the following equivalence:
= lim
Denote ∆F i,j
w (x) = 0 and ∆L(y) i,i = 0. Therefore we just have to consider terms where the classification result changes when moving from w to w+ ∆w. To this end we decompose the expectation in Eq. (9) into pairwise terms to yield
where the indicator set for a change from class label i to category j when moving from w to w + ∆w is given by
Integrating the loss difference over the set, we obtain
As in (McAllester et al., 2010) , we assume in the last equality above that any joint measure ρ on ∆F
can be expressed as a measure µ on ∆L(y) i,j , ∆w ∇∆F i,j w and a bounded continuous conditional density function f . Based on Lemma 3, we conclude that Eq. (9) is equivalent to
Following a similar procedure, we decompose the expectation in Eq. (10) to
where the indicator set for a change from label i to a configuration j when changing from w to loss augmented inference is given by
Integrating the directional derivative over the set of configuration changes, we obtain
Assuming bounded data distribution and a bounded and continuous integrand we can exchange the limit operation and expectation to get
Next we group expectations for a change from label i to configuration j and the reverse. To this end we first consider the resulting Eq. (11) obtained from rephrasing Eq. (9). Combining both label change directions yields
Similarly, we group expectations for both label change directions for the resulting Eq. (12) obtained from rephrasing Eq. (10), which yields
We therefore have equivalence between Eq. (13) and Eq. (14) for a change from configuration i to j and the reverse. Since this holds for all pairwise configurations, Eq. (9) is identical to Eq. (10), which proves the theorem.
The conditions for the above results to hold are similar to the conditions for the proof for the binary linear case (McAllester et al., 2010) . The conditions can be inferred from the proof above. We require that the joint measure ρ can be expressed as a measure µ and a corresponding bounded continuous conditional density function f . For exchangeability of limits and expectations, it is sufficient to require the integrand to be continuous and bounded as well as the range of integral to be bounded, i.e., the range of data is bounded. Further we require the scoring function F to have continuous derivatives w.r.t. w.
PROOF FOR LEMMA 1
Next we provide the proof for Lemma 1 which we repeat for completeness. We note again that the cost function value obtained when restricting loss-augmented inference to the subsets can be computed as:
where ∆ i,j AP refers to the AP loss restricted to subsets of i positive and j negative elements. Lemma 1. Suppose that rank(ŷ * ) is the optimal ranking for Eq. (15) when restricted to i positive and j negative samples. Any of its sub-sequences starting at position 1 is then also an optimal ranking for the corresponding restricted sub-problem.
Proof. We consider the prefix r 1 , r 2 , · · · , r k , where k < |P| + |N | and (r 1 , r 2 , · · · , r |P|+|N | ) := rank(ŷ * ). Suppose there are i relevant objects and j irrelevant objects in the prefix, and k = i + j. What we need to prove is that r 1 , r 2 , · · · , r i+j is already an optimal ranking. Intuitively, when changing the interleaving pattern of the prefix, the suffix terms and cross terms remain the same. This is true since the suffix terms are independent of the ranking of the prefix terms. In addition the cross terms only depend on the number and scores of positive and negative elements in the prefix but not their specific ranking.
More formally, suppose that f (i, j) = h(i, j), then we can substitute h(i, j) into the prefix term and get a larger value than h(|P|, |N |), contradicting the fact that h(|P|, |N |) is already the largest, which concludes the proof. Figure 4: This figure shows the results on linear synthetic data without noise. We illustrate average precision over the number of iterations on the test set in (a) and accuracy over the number of iterations on the test set in (b).
EXPERIMENTS ON LINEAR SYNTHETIC DATA
To test the linear case, we generated two different datasets, one of which is linearly separable while the other one is not. We randomly generated 20,000 data points by sampling from a 10 dimensional standard Gaussian distribution. The data points with a sum of numbers in all dimensions being larger than 0 are assigned to the positive class while those having a negative sum are classified as the negative objects. We then divide the whole dataset into training set and test set of 10,000 elements each. To produce the non-linearly separable dataset, we randomly flip 20% of the binary labels. We select φ(x, w) = w x in this linear setting. The results are depicted in Fig. 4 and Fig. 5 .
In the noiseless linear case we observe the negative update to achieve a slightly better performance than the positive update. The perceptron method also performs well. We think this is the reason why McAllester et al. (2010) report the negative update to perform better. Note that Cheng et al. (2009) also reported good performance for the perceptron method on the TIMIT dataset, the same one used in McAllester et al. (2010) .
Negative and perceptron updates perform similarly on the noisy and not linearly separable dataset. They also do not perform well on our nonlinear datasets shown in the main paper.
(a) (b)
Figure 5: This figure shows the results on linear synthetic data with 20% noisy labels. We illustrate average precision over the number of iterations on the test set in (a) and accuracy over the number of iterations on the test set in (b).
