The major aim of comfort research is to find the comfort temperature for an individual or group. This subjective property can be evaluated by means of thermal conductivity as a physical characteristic of fabric. This phenomenon depends on many fabric parameters and it is difficult to study the effect of ones without changing the others. In addition, the non-linear relationship of fabric parameters and thermal conductivity handicap mathematical modelling. So a neural network approach was used to predict the thermal conductivity of knitting structure as a function of porosity, air permeability, weight and fiber conductivity. Data on thermal conductivity are measured by experiments carried out on jersey knitted structure.
INTRODUCTION
Garment comfort has become an important purchasing criterion sought by consumers. Thus, textile companies try to find a compromise between materials and styles in order to produce comfortable clothing. Comfort is one of the most important attributes of textiles used in clothing. It is influenced by fabric factors, fiber conductivity, environment and human factors etc.
One major aim of comfort oriented research is to find the optimal heat exchange between wearers and clothing systems adapted to an individual or a group of individuals. This property is related to the thermal conductivity of fabric.
The thermal conductivity study of textile material is important to characterize the phenomenon of energy transfer. Fourier, in 1822 studied the heat transfer and found proportionality between heat flow and the temperature gradient of the surrounding layers: The most common problems faced in statistical modelling are the non linear relationship of different fabric parameters with the thermal property. In addition, most of the fabric parameters (thickness, weight, porosity, permeability, etc.), derived from basic fabric specifications such as yarn and fabric characteristics, are closely related to each other. Hence, it is difficult to study the effect of one parameter without changing the other.
So, to predict the thermal conductivity by considering the influence of all fabric parameters at the same time, a new system is required. In this case, artificial neural networks can be successfully used. In this work, a neural network approach was used to predict the thermal conductivity of knitting structure as function of porosity, air permeability, yarn conductivity and weight per unit area. Data on thermal conductivity were obtained by experiments realized in laboratory. In developing the ANN model several configurations were evaluated. Optimal neural network was selected with one hidden layer and one output: thermal conductivity. The networks were trained with training data set and then tested with untrained values. Thermal conductivity values obtained from network were compared to actual values obtained from instruments.
MATERIALS AND METHODS
A total of 81 samples of knits were taken for the study, of which 80% were used for training and the others for testing of the network. These samples are composed with different:
Matter: Cotton, Cotton/PES, Wool/Acrylic, Wool/Polyamide. Yarn Count: 18 to 306 Tex. Number of threads: 2 to 6 threads. Gauge: E5,E7, E12, E20, E24. The output parameter: thermal conductivity of these samples is calculated by the apparatus of adiathermic property illustrated by Figure 1 . This property called K is calculated according to Eq. 2 The input parameters used in this study are: Yarn thermal conductivity, Weight per unit area, Porosity, Air permeability.
Used samples for training the neural network are presented in Table III . Some samples are composed of fiber mixture. In this case, the yarn thermal conductivity is determined according to inter-medium model of heat transfer of mixed fractional porous media (Kaviany 1999):
Where:
are equivalent conductivity of component disposed, respectively, in serial and in parallel way and are determined as follows:
Where: P 1 , P 2 : fractional of the proportional component. K 1 , K 2 : thermal conductivity of each component
The weight of fabric per unit area is determined according to standard ISO 9073.
The porosity is determined based on geometrical modelling and using construction parameters of the knit fabric (Benltoufa et al. 2007 ) using Eq. 6: The air permeability is defined by the standard ISO 9237 as being the speed of a flow of air passing perpendicularly through a sample under conditions of surface test, and pressure losses.
Air permeability is determined using Air Permeability Tester TEXTEST FX 3300, illustrated by Figure 2 . 
ARTIFICIAL NEURAL NETWORK
The model developed in this study is based on an ANN containing an input layer, one hidden layer and an output layer as shown in Figure 3 . The input layer was created using 4 units corresponding to four selected variables (yarn conductivity, weight per unit area, porosity and air permeability). The output layer corresponded to the knitting thermal conductivity.
Air permeability (L/m2.s) Thus, a neural network was created using 4 units (corresponding to four selected variables), one hidden layer and one unit in the output layer (corresponding to the thermal conductivity). Inputs and outputs variables are normalized to have values between -1 and +1; function sigmoid is used like function of activation for the hidden layer and the linear function for the output neuron.
The Levenberg-Marquardt algorithm was used for training this neural network (Hagan et al., 1996) , known to be the fastest method for training moderatesized feed-forward neural networks (up to hundred weights. After the trial, the number of the hidden neurons (HN) was fixed at 5, as it will be explained later.
Once trained, the neural network calculates the output values from given input values, and therefore acts as a "prediction model."
Methodology of Selection of Optimal Network Architecture
Initialization with a hidden neuron equal 0 In neural network modelling, the determination of the hidden neuron number is a well-known problem. When the neural network has too few hidden neurons, the model complexity is not sufficient to extract the deterministic relation between the input variables and the outputs; in other terms, to find, on the basis of the available measurement if there were no noise.
Conversely, a neural network with excessive hidden neurons can precisely adjust the training examples and fit the noise present in the data but give predictions deprived of significance between these examples. Its performance depends largely on the particular training set. Such a model leads to the over fitting phenomenon. This problem is called the biasvariance dilemma and was introduced by Geman et al. (1992) .
The "virtual leave one out" approach, inspired from the validation crossing method was utilized. The definitions of used parameters for the leave one out approach are presented in Table V . To apply the model selection, sixty trainings are developed, starting with various random weights. According to this approach, the model selection methodology is presented in Figure 4 . Figure 5 presents the generalization errors Ep and the over fitting index μ value with different hidden neuron. The best models are those which the generalization error Ep is minimal and the μ value is maximum. Figure 5 shows that these models are those with 3, 4 and 5 hidden neuron.
We must choose the one providing the best compromise between capacities of training and performances in generalization error. 
The jacobian matrix of the model
The rank of jacobian matrix permits to detect overfitting models
If the Jacobian matrix hasn't rank q the corresponding models must be discarded. very weak risk to be over fitted. In this case all leverages are equal to q/n. More is closer to 1 more the distribution is narrowest to q/n
Normalized standard deviation
Indication of overfitting of a given model Allow the selection of the optimal neural network among models having different number of hidden neuron The smaller is, the less is the tendency of the model to over fitting Fig 6 presents simulated and experimental values. As shown in this figure, the dispersion between the two values is not large. In fact, the correlation has a coefficient of 0.913 (straight line represent y=x) which is considered as a good value because it is superior than 0.8 (Delagarde, 1995). It could be seen that the neural network system is able to predict the thermal conductivity with a good coefficient of determination. 
Validation of the model

CONCLUSIONS
The ANN system was used to predict the thermal conductivity of knitting. Many configuration of ANN were proposed and the optimal configuration was selected by means of the "virtual leave one out" approach. The selected system was found to have four input parameters (yarn conductivity, weight per unit area, porosity and air permeability), one output (fabric thermal conductivity) and with five neurons in one layer.
This system was able to predict fabric thermal conductivity with 0.913 as correlation coefficient. This model can be easily applied for industrial purposes to improve the comfort fabric property.
