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Abstract. Recommender systems aim at providing suggestions of inter-
est for end-users. Two main types of approach underlie existing rec-
ommender systems: content-based methods and collaborative filtering.
In this paper, encouraged by good results obtained in classification by
analogical proportion-based techniques, we investigate the possibility of
using analogy as the main underlying principle for implementing a pre-
diction algorithm of the collaborative filtering type. The quality of a
recommender system can be estimated along diverse dimensions. The
accuracy to predict user’s rating for unseen items is clearly an important
matter. Still other dimensions like coverage and surprise are also of great
interest. In this paper, we describe our implementation and we compare
the proposed approach with well-known recommender systems.
1 Introduction
In a world of information overload, automatic filtering tools are essential to
extract relevant information from basic noise. In the field of e-commerce, rec-
ommender systems play the role of search engines when surfing the entire web:
they filter available items to provide relevant suggestions to customers.
Besides, analogical reasoning is widely acknowledged as an important feature
of human intelligence [4,9]. It is a powerful way for establishing parallels between
apparently non related objects, and then guessing relations, properties, or values,
on the basis of the observed similarities and dissimilarities. As a consequence, we
may consider an analogy-based system as a suitable candidate for providing a
user with relevant, and possibly surprising, recommendations. Indeed, providing
the user with both accurate and surprising recommendation has become a key
challenge. This is the option that we investigate in this paper.
Our paper is organized as follows. In the next section, we provide a brief
survey of recommender system technologies. We also review diverse dimensions
along which such a system can be evaluated. In Sect. 3, we provide the necessary
background about analogical proportions and how they can be the basis of an
inference process. In Sect. 4, we investigate how analogical proportions may pro-
vide a clean underlying framework to design a recommender system. In Sect. 5,
we report the results obtained on a benchmark and we compare them to those
of well-known existing approaches. Finally, we conclude and provide lines for
future research in Sect. 6.
2 Background on Recommender Systems
The aim of a recommendation system is to provide users with lists of relevant
personalized items. Let us now formalize the problem.
2.1 Problem Formalization
Let U be a set of users and I a set of items. For some pairs (u, i) ∈ U × I, a
rating rui is supposed to have been given by u to express if he/she likes or not
the item i. It is quite common that rui ∈ [1, 5], 5 meaning a strong preference
for item i, 1 meaning a strong rejection, and 3 meaning indifference, or just an
average note. Let us denote by R the set of ratings recorded in the system. It is
well known that, in real systems, the size of R is very small with regard to the
potential number of ratings which is |U | × |I|, as a lot of ratings are missing. In
the following, Ui denotes the set of users that have rated item i, and Iu is the
set of items that user u has rated.
To recommend items to users, a recommender system will proceed as follows:
1. Using a prediction algorithm A, estimate the unknown ratings rui (i.e. rui /∈
R). This estimation A(u, i) is usually denoted rˆui.
2. Using a recommendation strategy S and in the light of the previously esti-
mated ratings, recommend items to users. For instance, a basic yet common
strategy is to suggest to user u the items i /∈ Iu with the highest rˆui.
The two main prediction techniques are commonly referred to as content-based
and collaborative filtering, that we both briefly review below.
2.2 Content-Based Techniques
Content-based algorithms use the metadata of users and items to estimate a
rating. Metadata are external information that can be collected. Typically:
– for users: gender, age, occupation, location (zip code), etc.
– for items: it depends on the type of items, but in the case of movies, it could
be their genre, main actors, film director, etc.
Based on these metadata, a content-based system will try to find items that
are similar to the ones for which the target user has already expressed a prefer-
ence (for instance by giving a high rating). This implies the need for a similarity
measure between items. A lot of options are available for such metrics. They will
not be discussed here as our method is of a collaborative nature.
Indeed, a well-known drawback of content-based techniques is their ten-
dency to recommend only items that users may already know, and therefore
the recommendations lack in novelty, surprise and diversity. In the following, we
only use collaborative filtering techniques, so we do not consider the use of any
metadata.
2.3 Collaborative Filtering Techniques
By collaborative filtering, we mean here algorithms that only rely on the set
of known ratings R to make a prediction: to predict rui /∈ R, the algorithm A
will output rˆui based on R or on a carefully chosen subset. The main difference
between collaborative and content-based method is that in the former, metadata
of items and users are not used, and in the latter the only ratings we may take into
account are that of the target user. A popular collaborative filtering technique
is neighbourhood-based, that we describe here in its simplest form.
To estimate the rating of a user u for an item i, we select Nki (u), the set of
k users that are most similar to u and that have rated i. Here again, there is
a need for a similarity measure (between users, and based on their respective
ratings). The estimation of rui is computed as follows:
rˆui = aggr
v∈Nk
i
(u)
rvi,
where the aggregate function aggr is usually a mean weighted by the similarity
between u and v. A more sophisticated prediction, popularized by [2] is as follows:
rˆui = bui + aggr
v∈Nk
i
(u)
(rvi − bvi),
where bui is a baseline (or bias) related to user u and item i. It is supposed to
model how u tends to give higher (or lower) ratings than the average of ratings
µ, as well as how i tends to be rated higher or lower than µ. As it uses the
neighbourhood of users to output a prediction, this technique tends to model
local relationships in the data.
Note that it is perfectly possible to proceed in an item-based way. Indeed,
rather than looking for users similar to u, one may look for items similar to i,
which leads to formulas dual of the above ones.
2.4 Recommender System Evaluation
Providing an accurate measure of the overall quality of a recommender system
is not a simple task and diverse viewpoints have to be considered (see [14] for
an extensive survey).
Accuracy. The performance of the algorithm A is usually evaluated in terms of
accuracy, which measures how close the rating prediction rˆui is to the true rating
value rui, for every possible prediction. To evaluate the accuracy of a prediction
algorithm, one usually follows the classical machine learning framework: the set
of ratings R is divided into two disjoint sets Rtrain and Rtest, and the algorithm
A has to predict ratings in Rtest based on the ones belonging to Rtrain.
The Root Mean Squared Error (RMSE) is a very common indicator of how
accurate an algorithm is, and is calculated as follows:
RMSE(A) =
√
1
|Rtest|
∑
rui∈Rtest
(rˆui − rui)2
To better reflect the user-system interaction, other precision-oriented metrics
are generally used in order to provide a more informed view.
Precision and Recall. Precision and recall help measuring the ability of a system
to provide relevant recommendations. In the following, we denote by IS the set of
items that the strategy S will suggest to the users using the predictions coming
from A. For ratings in the interval [1, 5], a simple strategy could be for example
to recommend an item i to user u if the estimation rating rˆui is greater than 4.
IS = {i ∈ I|∃u ∈ U, rˆui ≥ 4}.
Let Irelev be the set of items that are actually relevant to users (i.e. the
set of items that would have been recommended to users if all the predictions
made by A were exact). The precision of the system is defined as the fraction of
recommended items that are relevant to the users:
Precision =
|IS ∩ Irelev|
|IS | ,
and the recall as the fraction of recommended items that are relevant to the
users out of all possible relevant items:
Recall =
|IS ∩ Irelev|
|Irelev| ,
If accurate predictions are crucial, it is widely agreed that it is insufficient for
deploying an effective recommendation engine. Indeed, still other dimensions are
worth estimating in order to get a complete picture of the performance of a sys-
tem. [5,6,8]. For instance, one may naturally expect from a recommender system
not only to be accurate, but also to be surprising, and to be able to recommend a
large number of items. When evaluating the recommendation strategy, one must
keep in mind that its performance is closely related to that of the algorithm A,
as the recommendation strategy S is based on the predictions provided by A.
Coverage. Coverage, in its simplest form, is used to measure the ability of a
system to recommend a large amount of items: it is quite easy indeed to create
a recommender system that would only recommend very popular items. Such a
recommender system would drop to zero added value. Coverage can be defined
as the proportion of recommended items out of all existing items:
Coverage =
|IS |
|I| .
Surprise. Users expect a recommender system to be surprising: recommending an
extremely popular item is not really helpful. Following the works of [6], surprise
of a recommendation can be evaluated with the help of the pointwise mutual
information (PMI). The PMI between two items i and j is defined as follows:
PMI(i, j) = − log2
p(i, j)
p(i)p(j)
/ log2 p(i, j),
where p(i) and p(j) represent the probabilities for the items to be rated by any
user, and p(i, j) is the probability for i and j to be rated together : p(i) = |Ui||U | and
p(i, j) =
|Ui∪Uj |
|U | . PMI values fluctuate between the interval [−1, 1], −1 meaning
that i and j are never rated together and 1 meaning that they are always rated
together. To estimate the surprise of recommending an item i to a user u we
have two choices:
– either to take the maximum of the PMI values for i and all other items rated
by u, with Surpmax(u, i) = max
j∈Iu
PMI(i, j)
– or to take the mean of these PMI values with Surpavg(u, i) =
∑
j∈Iu
PMI(i,j)
|Iu|
Then the overall capacity of a recommender to surprise its users is the mean of
the surprise values for all predictions.
3 Background on Analogical Proportions
An analogical proportion “a is to b as c is to d” states analogical relations
between the pairs (a, b) and (c, d), as well as between the pairs (a, c) and (b, d). It
is only rather recently that formal definitions have been proposed for analogical
proportions, in different settings [7,10,16]. In this section, we provide a brief
account of a formal view of analogical relations that underlie their use in the
proposed algorithm. For more details, see [11–13].
Formal Framework. It has been agreed, since Aristotle time, that an analogical
proportion T , as a quaternary relation, satisfies the three following characteristic
properties:
1. T (a, b, a, b) (reflexivity)
2. T (a, b, c, d) =⇒ T (c, d, a, b) (symmetry)
3. T (a, b, c, d) =⇒ T (a, c, b, d) (central permutation)
There are various models of analogical proportions, depending on the target
domain. When the underlying domain is fixed, T (a, b, c, d) is simply denoted
a : b :: c : d. Standard examples are:
– Domain R: a : b :: c : d iff a/b = c/d iff ad = bc (geometric proportion)
– Domain R: a : b :: c : d iff a−b = c−d iff a+d = b+c (arithmetic proportion)
– Domain Rn: a : b :: c : d iff a − b = c − d. This is just the extension of
arithmetic proportion to real vectors. In that case, the 4 vectors a, b, c,d
build up a parallelogram.
– Domain B = {0, 1}: a : b :: c : d iff (a ∧ d ≡ b ∧ c) ∧ (a ∨ d ≡ b ∨ c)
– Domain Bn: a : b :: c : d iff ∀i ∈ [1, n], ai : bi :: ci : di.
Other definitions are available when dealing with matriceces, formal concepts
or lattices, etc. (see [7,16] for other options). In this paper, we are interested
in evaluating analogical proportions between ratings, which might be Boolean
(like/dislike), or in our case study, integer-valued (using the scale {1, 2, 3, 4, 5}).
Equation Solving. Starting from such an analogical proportion, the equation
solving problem amounts to finding a fourth element x to make the incompletely
stated proportion a : b :: c : x to hold. As expected, the solution of this problem
depends on the domain on which the analogy is defined. For instance, in the
case of extended arithmetic proportions, the solution always exists and is unique:
x = b− a+ c. In terms of geometry, this simply tells us that given 3 points, we
can always find a fourth one to build a parallelogram.
The existence of a unique solution is not always granted: for instance in the
Boolean setting, the solution may not exist [10].
Analogical Inference. In this perspective, analogical reasoning can be viewed as
a way to infer new plausible information, starting from observed analogical pro-
portions. The analogical jump is an unsound inference principle postulating that,
given 4 vectors a, b, c,d such that the proportion holds on some components,
then it should also hold on the remaining ones. This can be stated as (where
a = (a1, a2, · · · an), and J ⊂ [1, n]):
∀j ∈ J, aj : bj :: cj : dj
∀i ∈ [1, n] \ J, ai : bi :: ci : di (analogical inference)
This principle leads to a prediction rule in the following context:
– 4 vectors a, b, c,d are given where d is partially known: only the components
of d with indexes in J are known.
– Using analogical inference, we can predict the missing components of d by
solving (w.r.t di) the set of equations (in the case they are solvable):
∀i ∈ [1, n] \ J, ai : bi :: ci : di.
In the case where the items are such that their last component is a label, applying
this principle to a new element d whose label is unknown leads to predict a
candidate label for d.
4 Analogical Recommendation
The main idea is that if an analogical proportion stands between four users
a, b, c, d, meaning that for each item j that they have commonly rated, the ana-
logical proportion raj : rbj :: rcj : rdj holds, then it should also hold for an item i
that a, b, c have rated but d has not (i.e. rdi is the missing component). This leads
us to estimate rdi as the solution x = rˆdi of the following analogical equation:
rai : rbi :: rci : x.
Given a pair (u, i) such that rui /∈ R (i.e. there is no available rating from
user u for item i), the main procedure is as follows:
1. find the set of 3-tuples of users a, b, c such that an analogical proportion stands
between a, b, c, and u and such that the equation rai : rbi :: rci : x is solvable.
2. solve the equation rai : rbi :: rci : x and consider the solution x as a candidate
rating for rui.
3. set rˆui as an aggregate of all candidate ratings.
The first step simply states that users a, b, c and u, considered as vectors of
ratings, constitute a parallelogram. This condition is a bit strong and we may
want to relax it by allowing some deformation of this parallelogram. This can
be done by choosing another condition, such as ||(a− b)− (c− d)|| ≤ λ where λ
is a suitable threshold and ||.|| denotes the Euclidean norm.
Another modification to the algorithm would be to only search for the users
a, b, and c in a subset of U . One may consider the set of the k-nearest neigh-
bours of d, using the assumption that neighbours are the most relevant users to
estimate a recommendation for d.
Obviously, analogical proportion may be applied in an item-based way rather
than in a user-based way, as in the case of standard techniques. Both views will
be considered in the experimentation.
Implementation. In our implementation, we consider the basic definition of anal-
ogy using the arithmetic definition in Rn: a : b :: c : d ⇐⇒ a − b = c − d.
Given 4 users, they are represented as real vectors of dimension m, where m
is the number of item they have rated in common. This dimension can change
with the 4-tuples of users that we consider. Then, the threshold λ has to be a
function of this dimension m, as the range of values that ||.|| may take depends
on it. Using cross-validation, we have found that λ = 32 ·
√
m showed the best
results and acts as a kind of normalization factor. Our pseudo-code is described
in Algorithm1.
5 Experiments and Results
Our algorithm Analogy (k = 20) is compared to the neighbourhood-based algo-
rithms described in Sect. 2.3, referred to as kNN for the basic model and Bsln-
kNN for the extended model using a baseline predictor (with k = 40). For each
of the algorithms, we have estimated the metrics described in Sect. 2.4. The
recommendation strategy S is to recommend i to u if rˆui ≥ 4.
Dataset. We have tested and compared our algorithm on the Movielens-100K
dataset1, composed of 100,000 ratings from 1000 users on 1700 movies. Each
rating belongs to the interval [1, 5].
Evaluation Protocol. In order to obtain meaningful measures, we have run a five-
folds cross-validation procedure: for each of the five steps, the set of ratings R
is split into two disjoint sets Rtrain and Rtest, Rtrain containing five times more
ratings than Rtest. The reported measures are averaged over the five steps.
Results and Comments. Table 1 shows the performances of the algorithms applied
in a user-based way. Similar experiments have been led in a movie-based setting,
exhibiting very similar results, slightly worse for RMSE (about 5 higher).
1 http://grouplens.org/datasets/movielens/.
Algorithm 1. Analogy
Input: A set of known ratings R, a user u, an item i such that rui /∈ R.
Output: rˆui, an estimation of rui
Init:
C = ∅ // list of candidate ratings
for all users a, b, c such that
1. rai ∈ R, rbi ∈ R, rci ∈ R
2. rai − rbi = rci − x is solvable // i.e. the solution x ∈ [1, 5]
3. ||(a − b) − (c − d)|| ≤ λ // Analogy almost stands between a, b, c, d considered
as real vectors
do
x← rci − rai + rbi
C ← C ∪ {x} // add x as a candidate rating
end for
rˆui = aggr
x∈C
x
Table 1. Performance of algorithms
RMSE Prec Rec Cov Surpmax Surpavg Time
Analogy .898 89.1 43.3 31.2 0.433 0.199 2 h
kNN .894 89.1 44.1 27.8 0.432 0.198 10 s
Bsln-kNN .865 88.4 44.0 44.7 0.431 0.199 10 s
As expected, the Bsln-kNN algorithm is more accurate than the basic col-
laborative filtering method (KNN). The two classical collaborative algorithms
perform better than the new proposed analogy-based method in terms of RMSE.
Still, there seems to be some room for improvement for the analogical approach,
with the help of a careful analysis of the behaviour of the algorithm.
As for performances other than RMSE, we see that the figures obtained
by the three algorithms are quite close. Regarding surprise, which is a delicate
notion to grasp, one may also wonder if the used measure is fully appropriate.
As usual, analogy-based algorithms suffer from their inherent cubic com-
plexity. In the case of recommender systems where millions of users/items are
involved, this is also a serious issue.
6 Conclusion and Future Research
This is clearly a preliminary study of an analogical approach to prediction in
recommendation, a topic that has never been addressed before. First results are
not better than the ones obtained with standard approaches. Even if they do not
look that far, the difference is still significant enough to have a genuine impact
on the users’ experience. However, it is interesting to observe that approaches
based on quite different ideas may lead to comparable results.
Besides, it should be recognized that the prediction part of the recommenda-
tion problem, although somewhat similar to a classification problem (for which
analogical proportion-based classifiers are successful), presents major differences,
since grades on items (playing here the role of descriptive features) may be both
quite redundant and somewhat incomplete for providing a meaningful profile of
a user. This may explain that the application of an analogical proportion-based
approach is less straightforward in recommendation than in classification.
Analogical proportion-based methods have also been used recently for pre-
dicting missing Boolean values in databases [3]. The recommendation problem
can be also viewed as a problem of missing values, but here the proportion of
unknown data is very high, and data are not Boolean. This again suggests that
the recommendation task is more difficult.
There are quite a number of issues to further explore, such as understanding
on what types of situation an analogical proportion-based approach would per-
form better, and when another view is preferable. Another basic issue is the fact
that users likely use the rating scale {1, 2, 3, 4, 5} in an ordinal way rather than
in an absolute manner, since the meaning of a rating may change with users.
This calls for the use of analogical proportion between ordinal data [1].
Lastly, the ideas of the exploitation of the creative power of analogy for (i)
proposing items never considered by a user, but having some noticeable common
features with items (s)he likes [15], (ii) of the explanation power of analogy for
suggesting to the user why an item may be of interest for him, are still entirely
to explore.
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