A new versatile optimization, the particle swarm optimization based on multi-agent system (MAPSO) is presented. The economic load dispatch (ELD) problem of power system can be solved by the algorithm. By competing and cooperating with the randomly selected neighbors, and adjusting its global searching ability and local exploring ability, this algorithm achieves the goal of high convergence precision and speed. To verify the effectiveness of the proposed algorithm, this algorithm is tested by three different ELD cases, including 3, 13 and 40 units IEEE cases, and the experiment results are compared with those tested by other intelligent algorithms in the same cases. The compared results show that feasible solutions can be reached effectively, local optima can be avoided and faster solution can be applied with the proposed algorithm, the algorithm for ELD problem is versatile and efficient.
Introduction
In load planning and operation dispatching of power system, economic load dispatch (ELD) is one of the typical optimization problems. Solving this problem is one of the effective ways to improve the cost and reliability in operating of power system. The optimization objective of this problem is to reduce the cost of generation while satisfying the load demands and the operating restrictions. The relevant researches on power system reveal that the output characteristic curve of the unit is often characterized by nonlinear and non-convexity due to the valve point effect [1] of the generator units. At the same time, the cost function is different as a result of constraints on the operating conditions of the power system such as the transmission capacity limit and the system stability of the distribution network [2] . In addition, because of the large number of units in some distribution systems, the input and output characteristics of the generating units are multidimensional and have a number of local optima [3] . For realizing high accuracy in multidimensional condition, the traditional assignment optimization algorithm cannot solve the ELD optimization problems very well, such as Lagrange multiplier [4] , Quadratic programming [5] etc., more new approaches are needed.
During these days, different kinds of intelligent algorithms are widely used in ELD optimization as they have good global convergence and non-restricting by the object function, which include artificial neural network algorithm, chaos algorithm, particle swarm optimization algorithm and so on. With the constrained optimization of the non-convex nonlinear system considered, Yunhe applied the enhanced particle swarm optimization algorithm to the problem of ELD optimization successfully and proved the convergence of the algorithm in Thesis [3] . A self-adjusting particle swarm optimization algorithm was applied to ELD optimization problems by Xuewen in Thesis [6] , which overcame the premature convergence of particle swarm optimization and improved the accuracy of the optimal solution. The chaos optimization method was introduced to the ELD optimization problem in Thesis [7] .
Particle swarm optimization (PSO) was a method of biological evolution, and PSO was proposed by Kennedy and Eberhart in 1995 [8] , which had many advantages, the speed of convergence was faster, the need for the parameters was less and PSO was easy to achieve. However, when PSO is applied to an optimization problem of multidimensional and complex, it will converge too easy and fall into local optima. For this reason, significant researches have been conducted on PSO and many improved algorithms have been proposed. In this paper, we propose to use a multi-agent particle swarm optimization (MAPSO) to solve the ELD problem which has the advantages in global convergence, making the particles (as agents during iteration) to be active in locating the optimal point, and better convergence effect. It is proved successfully in comparing with other algorithms under different dimensional conditions and simulating of IEEE 3, 13 and 40 units system with valve point effect considered.
ELD Mathematical Model

Objection Function
The objective of the ELD is to determine the output power of generating units and to make the best generation schedule in order to meet the load demands at minimum operating cost under operating constraints. The economic load dispatch problem function:
where F is total fuel cost; G N is the number of generators in the system; i P is the output active power of unit i;
F P is the cost function of unit i. The generator cost function is obtained from data points taken during "heat run" tests, which is considered as a quadratic polynomial function which is formulated by:
where i a , i b and i c are cost coefficients of unit i. Because of the effect of wire drawing, which is incurred when the steam admission valve start to open, produce a rippling effect on the unit curve. This is valve point effect. If it is neglected, accuracy of the solution will be significantly affected. To model the ripples to valve point effect, equation are modified and it is represented as:
where i E is the change influenced by valve point effect; i e and i f are cost coefficients of unit i while taking the valve point effect; min i P is the minimum operating output of unit i.
System Constraints
Generating capacity constrains can be represented as follows:
where min i P and max i P are generator capacity limits, and they are the minimum and maximum power outputs of unit i. respectively.
The following is the power balance constraints:
where L P is the transmission loss and D P is the system load. When the power system distribution network is intensively covered, L P can be ignored for simplicity. Since some objections are multi-unit power system with high dimension in this paper, the transmission loss is neglected. So the constraint can be simplified as follows:
3. Multi-Agent PSO Algorithm
PSO
The particle swarm optimization is an intelligent algorithm based on biological evolution. Each member of the population is called a particle, which represents a potential solution to the optimization problem. And the position of the food is considered to be the global optimal solution. All individuals search the global optimal solution in the solution space, and each particle has a fitness function value and speed to adjust its own direction of movement. In the process of searching food, all particles in the population have the capacity of memory, they can adjust their own position and the best position they had experienced. In order to achieve the purpose of finding the location of food, each particle through continuous learning to their own best location and the best position of the whole population, and ultimately access to the food. In other words, particles have the ability of self-perception and social learning. The PSO algorithm begins by initializing a group of random particles, which can find the optimal solution through an iterative process. Each particle adjusts its position in term of its own experience, and the experience of its neighborhood particles. The best position of itself is called Pbest, and the best position of its neighborhood is called Gbest.
where, x means the current position of particles, and v means the current velocity of particles. i and j mean the j-th dimension of the i-th particle. s and w are set as the current number of iterations and the weight parameter, respectively, and we set c as the learning factor and r is a random number between 0 and 1. Formula (8) is the speed function, by which each particle update their own pace according to the optimal solution Pbest and Gbest in the iterative process. Formula (9) is the location function; it means that particles update their position and got the optimal solution after numbers of iteration.
Multi-Agent System
In the multi-agent system (MAS) [9] , agent is a kind of intelligent and computational system with the ability of perception, problem-solving, and can communicate and interact with other systems for achieving goals together. Agent usually has the following typical characteristics: 1) Agent is usual in a particular environment, and only work in that environment.
2) Agent can sense the local environment where they are in.
3) Agent has a good ability of autonomy, which can complete its specific task independently without external intervention. 4) Agent should have the ability to respond about the environment and make the appropriate action.
MAPSO
MAPSO is a new algorithm, which combines PSO and the main features of MAS [10] . At first, we construct an agent living environment; each agent can not only compete and cooperate with its neighbors but also complete self-learning. What's more, it can absorb the evolutionary mechanism of PSO. Sharing information from the globally optimal agent and correcting action strategies based on their own experiences, which make it converge to the global optimal solution quickly and accurately. For overcoming the difficulties of different ELD problems, the appropriate improvements and adjustments are done in the programming.
1) Definition of agent intentions
In MAPSO algorithm, any agent is considered as α , which is equal to an individual practical in PSO and it has a fitness value determined by the optimization problem. The fitness of agent α is determined by the formula as follows:
The purpose is to minimize their fitness with the restrictions under operating conditions. For that purpose, agent will make the appropriate response according to their environment to reduce its fitness.
2) Definition of environment In order to definite the environment simply, a lattice structure environment has been designed. Each agent lives in this environment, and is fixed at one grid. Each circle represents an agent; data in circle represent the agent location in the environment. Each agent should contain two values that are equal to the speed and position in PSO algorithm. size L is a positive integer, the total number of grid is size L multiplied by size L , that equals to the population in PSO.
3) Definition of local environment In the MAS system, defining the local environment is very important because agent usually senses the information in local environment and takes an action strategy to complete its intent and purpose. Assumptions , , , ,
satisfies Equation (11), it is a winner, otherwise it is a loser.
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L is a winner, its position in the solution space would no be changed. If not, its position will change according to Equation (12) .
where, rand is a random number between −1 and 1. If
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5) Agent self-learning operation
Agent not only competes and cooperates in their local environment, but also possesses knowledge by its own self-study, to improve the ability to solve problems. From past articles, we know that small range of genetic algorithms have a good effect on its local searching ability. Inspired by this method, in this paper small range of search techniques are applied to achieve agent self-learning function.
Analysis of cases
In order to demonstrate the performance of the proposed MAPSO method for solving the effectiveness of high-dimensional, non-convex, non-conducting and multi-constrained optimization problems, the proposed algorithm is tested on three different dimensions typical ELD problems. All the test cases consist of valve-point loading effects of the ripple curve and the transmission loss is neglected. In this section, MAPSO method will be tested by simulation using MATLAB 8.1, and the results will be compared with other intelligent algorithms [11] - [15] , such as IGA, MPSO, and CEP. All the parameters of generators in cases below can be obtained from reference [15] . In the different cases, we tested the algorithm 100 times separately under the same condition, the average cost (F mean ), the minimum cost (F min ), and the maximum cost (F max ) are acquired from the tests, and the results from other algorithms can be acquired from the references.
Case 1: In this section, MAPSO method is applied to a 3-generator system with 6 bus bars by simulation. The expected load demand for this test case is equal to 850 MW. The values of population size, neighbor size and dimension are 64, 20 and 3 respectively. Different methods tested on the same system are compared and the convergence characteristics are shown and illustrated in Figure 1 and Table 1 .
In Figure 1 , it can be seen that the MAPSO converges faster. In Table 1 , MAPSO algorithm cost less compared to other intelligent algorithms in references.
Case 2:
The proposed method is also tested on the 13-unit system. In difference, the expected load demand for this test case is 1800 MW, and the dimension is 13. Other parameters are the same with Case 1. The simulation results are shown in Figure 2 , the comparison of the convergence characteristics of various methods is illustrated in Table 2 , and different methods tested on the same system are also compared and illustrated in Table 2 .
As seen in Figure 2 , the convergence rate of MAPSO algorithm is faster if the dimension is higher. Comparison of the data in Table 2 reveals that the optimal solution and reliability of MAPSO algorithm are better than other intelligent algorithms.
Case 3: The third test system consists of 40 thermal generating units. The expected load demand for this test case is equal to 10,500 MW, and the dimension is 40. Other parameters are the same with Case 1. Figure 3 demonstrates the convergence characteristics and Table 3 presents the results in comparison with the other approaches available in the literature. It is notable that the ability of the MAPSO in finding the optimization solution is an efficient method in Figure 3 . In comparison with the other intelligent algorithms in Table 3 shows that MAPSO performed better, indicating that the algorithm has better results on multidimensional problems, and can be applied to engineering practice.
In conclusion form three cases above, MAPSO outperformed both accuracy and convergence speed of solution. No matter the dimension is lower or higher, MAPSO has good reliability. With its advantages, the MAPSO algorithm is a good choice for computing the optimization problems of ELD in large power systems.
Conclusion
A versatile optimization algorithm MAPSO is proposed in this paper, by which different dimensional and nonconvex and nonlinear constraints problems in ELD can be solved successfully. As traditional PSO and other intelligent algorithms, MAPSO algorithm is simple and easy to program. But the difference is that MAPSO overcomes the shortcomings of easily falling into local optima, and achieves the goal of high convergence precision and speed. Tests are done in this paper with considering the valve point effect, line capacity and constraints of generator units. The result of the experiments demonstrates that ELD can be solved by MAPSO with faster speed than other evolutionary algorithms. The proposed algorithm also can be used to solve other power system optimization problems with different dimensional, nonlinear, non-conductive characteristics. The MAPSO algorithm will have a widely application prospects in the future.
