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Abstract
In this review we first outline the basics of transport theory and its recent generalization to off-
shell transport. We then present in some detail the main ingredients of any transport method
using in particular the Giessen Boltzmann-Uehling-Uhlenbeck (GiBUU) implementation of this
theory as an example. We discuss the potentials used, the ground state initialization and the col-
lision term, including the in-medium modifications of the latter. The central part of this review
covers applications of GiBUU to a wide class of reactions, starting from pion-induced reactions
over proton and antiproton reactions on nuclei to heavy-ion collisions (up to about 30 AGeV).
A major part concerns also the description of photon-, electron- and neutrino-induced reactions
(in the energy range from a few 100 MeV to a few 100 GeV). For this wide class of reactions
GiBUU gives an excellent description with the same physics input and the same code being
used. We argue that GiBUU is an indispensable tool for any investigation of nuclear reactions in
which final-state interactions play a role. Studies of pion-nucleus interactions, nuclear fragmen-
tation, heavy-ion reactions, hypernucleus formation, hadronization, color transparency, electron-
nucleus collisions and neutrino-nucleus interactions are all possible applications of GiBUU and
are discussed in this article.
Keywords: Transport theory, Hadron-induced reactions, Heavy-ion collisions,
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1. Introduction and Motivation
Any reaction involving nuclear targets poses a challenge to nuclear theory. Nuclear many-
body effects come into play not only in the reaction mechanism, but also in the reaction ampli-
tude and the description of final-state interactions. These many-body effects in general evolve
dynamically during the course of a reaction and thus require a time-dependent framework for
their description. For the experimenters the challenge is to draw conclusions from observed
asymptotic particle yields, spectra and distributions on the interactions or the state of the matter
during early stages of the collision. A well-known example is that of ultra-relativistic heavy-ion
collisions. There the main aim is to investigate the properties of a transient state of matter, the
quark-gluon plasma, involving quite different degrees of freedom than those being present both
in the initial and the final states of the reaction, with the help of asymptotic, ‘normal’ free parti-
cles. Another example is given by the production of hadrons on nuclear targets using high-energy
electron beams. Here the aim is to understand time scales in hadronization and the search for the
phenomenon of color transparency in hadron- or electron-induced reactions, where the observed
final particle yield must be used to reconstruct the nuclear interactions in a very early stage of the
reaction. This is very much the same as the challenge in the studies of short-range correlations
between nucleons in nuclei which must be inferred from the final outgoing particles. A final
example is that of neutrino-nucleus reactions, where the nuclear response must be understood in
order to extract neutrino-oscillation parameters from so-called long-baseline experiments. Com-
mon to all these quite different reactions and physics questions is the need to understand quanti-
tatively the final-state interactions experienced by the outgoing particles. Somewhat simpler are
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determinations of total inclusive cross sections. Here final-state interactions enter only into the
first interaction amplitude, but nevertheless they do determine in this way the total cross sections.
The question then arises, which theoretical framework can be used to describe all these var-
ious reaction types. It is obvious that any reaction that preserves the phase coherence of the
nuclear target can only be described by a quantum-mechanical reaction theory. An example is
the coherent photoproduction of mesons on nuclear targets. However, as soon as the final state
is not fully specified there are other options for their description available. The extreme case
in this class is the total inclusive cross section with an elementary projectile without any infor-
mation on specific final states of the target. An example is given by the total photoabsorption
cross section on nuclei. Here quantum-mechanical reaction theory can be used with its standard
approximations, such as the impulse approximation with plane or distorted waves. The quantum
mechanics of the nuclear many-body system enters here into the wave functions of the initial
and final states. These can be approximated at various degrees of sophistication; approximations
for these states can range from Fermi-gas descriptions over shell-model wave functions up to
very sophisticated results of state-of-the-art nuclear many-body calculations. The same inclusive
process can also be treated by transport theory by modeling the collision term for the first, initial
interaction by using a plane wave approximation. Indeed, results of such calculations for fully
inclusive cross sections often show an agreement with data as good as that achieved in more
sophisticated quantum mechanical approximation schemes. A more complicated case is the in-
vestigation of semi-inclusive reactions, i.e., reactions, where one outgoing particle is measured
in detail, with many other particles and an excited nuclear target being present. For this reaction
type also quantum-mechanical approximations have been used that describe the final state again
by an optical-model wave function. However, while such an ansatz may be quite appropriate
for the description of total cross sections it must fail in its description of, e.g., final-state energy
distributions of knocked-out particles. The optical model can describe – through its imaginary
part of the potential – the loss of flux of these particles when they traverse the nuclear target,
but it contains no information where the lost particles go. It can also not describe any side
feeding of reaction channels, where the final observed particle is not the one that was originally
produced, nor can it describe energy distributions in situations, where the primary particles are
being slowed down by final-state interactions. Semi-inclusive reactions, that in addition often
involve many particles in the final state, thus present a problem for quantum-mechanical approx-
imations. Here, transport theory is the method of choice. Such a theory can in principle handle all
final-state channels with many interacting particles present and includes naturally the processes
of rescattering, absorption or side feeding; its applicability is in general given if the many-body
final state evolves incoherently.
This has been recognized quite early. Precursors of present-day transport theories were
Monte-Carlo (MC) generators written to describe the final-state interactions in reactions of nucle-
ons with nuclear targets. While the earliest suggestion of such methods goes back to Serber [1],
the method has then been picked up by, among others, Metropolis et al. [2], Bertini [3], and
Cugnon [4]. In 1983 Carruthers and Zachariasen gave a very complete description of quantum
collision theory [5]. Later on, with the advent of heavy-ion reactions, first practical implementa-
tions were developed to describe the dynamical evolution of a colliding nucleus-nucleus system
[6, 7, 8, 9, 10] while taking into account the hadronic potentials and the equation of state of
nuclear matter within the Boltzmann-Uehling-Uhlenbeck (BUU) theory. These codes thus went
beyond the simple MC generators used until then that could not account for potential effects on
the propagation of particles. The GiBUU code, to be discussed later in this article, has its origins
in this era; it started with applications to heavy-ion reactions (see [8, 11, 12] and further refer-
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ences therein). With the availability of ultra-relativistic heavy-ion beams at the AGS, the CERN
SPS, RHIC, and the LHC this field has flourished ever since. Models such as IQMD [13, 14],
relativistic BUU [15, 16], UrQMD [17], RQMD [18], HSD [19] (which grew out of an early
predecessor version of GiBUU), and many other transport models (for a comprehensive list see
Ref. [20]) are still widely used to extract properties of hot and dense matter from the final state
observables.
On the other hand, little (with protons as projectiles) or no work involving transport-theore-
tical methods had been done on the description of inclusive or semi-inclusive reactions on nuclei
with elementary projectiles, where simple (sometimes oversimplified) approximations such as
the Glauber treatment of final-state interactions prevailed. The first attempt to use transport-
theoretical methods for the description of elementary processes on nuclei was an investigation
of inclusive pion-nuclear reactions [21] in an MC calculation. A first calculation within the
framework of a BUU theory of pion and η photoproduction off nuclei was performed by the
Giessen group in [22] with the same code that had been originally developed to describe heavy-
ion collisions. Since then BUU theory has been used by that group to analyze a wide class of
nuclear reactions involving elementary projectiles such as hadrons or electrons, photons, and
neutrinos.
The Giessen Boltzmann-Uehling-Uhlenbeck (GiBUU) transport model, which grew out of
these early studies, is a method and simulation code for hadron-, photon-, electron-, neutrino-,
and heavy-ion-induced reactions on nuclei. It is based on a coupled set of semi-classical kinetic
equations, which describe the dynamics of a hadronic system explicitly in phase space and in
time. The initial state of the hadronic system either directly corresponds to the experimental
conditions (meson-nucleus, hadron-nucleus, and heavy-ion collisions) or is obtained via external
models (photon-, electron-, and neutrino-nucleus reactions). The relevant degrees of freedom
are mesons and baryons, which propagate in mean fields and scatter according to cross sections
which are appropriate for the energy range from a few 10 MeV to more than 100 GeV. In the
higher energy regimes the concept of pre-hadronic interactions is implemented in order to ac-
count for color transparency and formation-time effects.
The GiBUU project is aiming to provide a unified theoretical transport framework in the
MeV and GeV energy regimes for all the reaction types named above. The basic parameters,
e.g., particle properties and elementary cross sections, assume the same common values for all
reaction types, thus allowing for a validation of the model over a wide range of phenomena and
giving it some predictive power. This is what makes GiBUU unique among all the other transport
codes. The detailed comparison with many different experimental results also allows one to
get a feeling for the inherent systematic uncertainties of the method, which are often unknown
in other approaches. At the same time, the GiBUU model contains a number of options like
on-shell vs. off-shell particle propagation, non-relativistic vs. relativistic mean fields, various
treatments of the nuclear ground state etc. That also makes GiBUU a quite flexible theoretical
toolkit, allowing to describe a given reaction on various levels of sophistication. The code itself
is available under public license from [23].
The purpose of this article is, on one hand, to set out the general framework of transport
theory and its practical implementation. In that sense many of the methods and ingredients to
be described can be found also in transport codes for heavy-ion reactions. On the other hand,
a specific implementation of transport theory is used to describe the power of the method in its
application to various physics questions and to very different reaction types. Such a implemen-
tation is provided by the GiBUU transport code, developed by the authors mainly to describe
interactions of elementary projectiles with nuclear targets [23].
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In the first part of this paper, in section 2, we briefly describe the theoretical basis of any
transport theory, going back to the seminal work of Kadanoff and Baym [24] and to the later
derivation of relativistic quantum kinetic equations by Botermans and Malfliet [25] that provided
the theoretical basis for off-shell transport; we will also outline the approximations that lead to
the BUU transport equations that are actually being used. A particular point here is the discussion
of our treatment of off-shell transport of quasi-particle degrees of freedom with broad mass spec-
tra, which presents a major development in practical implementations of transport theory during
the last decade. In the following section 3 we describe in some detail the actual ingredients of
the GiBUU model. Although similar ingredients can be found in any transport implementation
we felt it necessary to discuss here as many details as possible in order to make the physics in the
GiBUU model transparent. Only then can meaningful conclusions be drawn from detailed com-
parisons with other transport approaches and, more importantly, from analyses of experimental
results.
Section 4 then contains the center piece of this article, a discussion of physics results ob-
tained with GiBUU over a wide range of nuclear reactions and energies. The reactions discussed
here range from low-energy pion-nucleus interactions over heavy-ion and antiproton reactions
to reactions with electrons and photons on nuclei. Finally a discussion of the very recent devel-
opments of neutrino-nucleus interactions is given, which is particularly important for neutrino
long-baseline experiments. This broad coverage of very different nuclear reactions, all with the
same physics input and the same code, is what sets GiBUU apart from other transport codes,
mostly limited to descriptions of heavy-ion reactions. A summary then concludes this article, to
be followed by several appendices that contain detailed information on the cross sections used,
which may be useful also for other transport models or MC generators, and on the numerical
implementation in GiBUU.
2. Transport equations
The BUU equation describes the space-time evolution of a many-particle system under the
influence of mean-field potentials and a collision term, or more precisely, the time evolution of
the Wigner transform of the real-time one-particle Green’s function, which is a generalization
of the classical phase-space density. For each particle species, within the BUU approach one
obtains an additional differential equation. All these equations are coupled through the gain
and loss terms, which represent scattering processes, and by the mean fields, included in the
Hamilton functions. In this section, we sketch the derivation of the generalized BUU equation
from nonequilibrium quantum field theory and discuss its approximations and solutions.
2.1. Nonequilibrium quantum field theory
The appropriate starting point for the derivation of transport equations from the underlying
fundamental many-body-quantum theory is the Schwinger-Keldysh real-time formalism of quan-
tum field theory. We start our derivation of a transport equation for broad resonance-like quasi-
particles by a brief review of relativistic off-equilibrium quantum-field theory in the Schwinger-
Keldysh real-time formalism [26, 27]. We concentrate on the motion of Dirac particles and
derive the transport equations within the operator formalism. The approach of off-equilibrium
many-body theory within the path-integral formalism can be found, e.g., in [28, 29].
We use the interaction picture, splitting the Hamilton operator,
H = H0 + Hi, (1)
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in a “free part”, H0, and an “interaction part”, Hi. We assume that the equations of motion for
the Dirac-field operators, ψ(t, x), evolving according to the Hamilton operator, H0, can be solved
exactly in terms of a time evolution operator
ψ(t, x) = A(t, t0)ψ(t0, x)A†(t, t0),
A(t, t0) = Tc exp
[
i
∫ t
t0
dt′ H0(t′)
]
.
(2)
The operator, Tc, is the usual “causal time-ordering operator”, ordering time-dependent (field)
operators by increasing times from right to left. In the case of fermion fields, it also includes
a sign change according to the signature of the permutation necessary to bring the operators
from the original order into the time-ordered sequence. The time, t0, is the initial time, where
the system is “prepared” in terms of a statistical operator, R, which is a functional of the field
operators and, in general, explicitly time dependent. Its time evolution is given by
R[ψ(t, x)] = C(t, t0)R[ψ(t0, x)]C†(t, t0),
C(t, t0) = Tc exp
[
−i
∫ t
t0
dt′ Hi(t′)
] (3)
and fulfills the equation of motion,
dR
dt
=
1
i
[Hi,R] . (4)
Observable quantities are represented by self-adjoint operators, O(t). As functions (or function-
als) of the field operators their time evolution is according to H0 as described in eq. (2). The
expectation value of an observable is given by
〈O(t)〉 = Tr{R[ψ(t, x)]O(t)}, (5)
where the trace has to be taken in the Fock space of the field operators. Inserting the time
evolution for the statistical operator eq. (3) one finds
〈O(t)〉 = Tr
[
R0C†(t, t0)O(t)C(t, t0)
]
. (6)
Here, we have brought the time-evolution operatorC(t, t0) to the right, using the commutativity of
operators under the trace operator and abbreviated the initial state by R0 := R[ψ(t0, x)]. Inserting
the explicit form of the time-evolution operator from eq. (3) and using
C†(t, t0) = Ta exp
[
+i
∫ t
t0
dt′ Hi(t′)
]
= Ta exp
[
−i
∫ t0
t
dt′ Hi(t′)
]
, (7)
where Ta denotes the “anti-causal time-ordering operator” which orders field-operator products
from left to right with increasing time arguments, leads to the contour-ordered time evolution of
expectation values,
〈O(t)〉 = Tr
{
R0Ta
[
exp
(
−i
∫ t0
t
dt′ Hi(t′)
)]
O(t)Tc
[
exp
(
−i
∫ t
t0
dt′ Hi(t′)
)]}
= Tr
{
R0TC
[
exp
(
−i
∫
C
dt′ Hi(t′)
)
O(t)
]}
.
(8)
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Figure 1: (Color online) The Schwinger-Keldysh contour. Following the convention in [30], the two branches are denoted
withK− (chronological branch) andK+ (anti-chronological branch). The contour-ordering operator TC orders operators
with time arguments on the contour in the sense of the arrows from right to left. For fermionic field operators the
symbol includes the usual sign change according to the signature of the permutation needed to bring the operators in the
contour-ordered sequence.
In this time integral the time is defined along the Schwinger-Keldysh contour starting at t0, going
to a time, t f , which is larger than any time appearing explicitly in the considered expression,
tmax, and then back in opposite direction to t0 (see fig. 1). Note that the opposite sign in eq. (7)
compared to eq. (3) is included by the opposite, i.e., “anti-chronological”, integration direction
on the lower branch, K+, of the Schwinger-Keldysh contour. The result of the expectation value
eq. (8) is obviously independent of the choice of the final time, t f , since the contributions from
the upper and the lower branch of the contour for the time interval (tmax, t f ) cancel each other.
For the following, it is convenient to let t f → ∞.
It is clear that this formalism can be extended to contour-ordered products of an arbitrary
number of field operators. E.g., the exact contour n-particle-Green’s function is defined by
inS Cn (ξ1, . . . , ξn, ξ
′
1, . . . , ξ
′
n) =
〈
TCψ(ξ1)ψ(ξ2) · · ·ψ(ξn)ψ(ξ′n) · · ·ψ(ξ′1)
〉
= Tr
[
R0TC
{
exp
[
−i
∫
C
dt′ Hi(t′)
]
ψ(ξ1) · · ·ψ(ξn)ψ(ξ′n) · · ·ψ(ξ1)
}]
,
(9)
while the corresponding perturbative n-particle function is defined by the leading-order pertur-
bative approximation of the time-evolution operator,
inS C0n(ξ1, . . . , ξn, ξ
′
1, . . . , ξ
′
n) =
〈
TCψ(ξ1)ψ(ξ2) · · ·ψ(ξn)ψ(ξ′n) · · ·ψ(ξ′1)
〉
0
= Tr
[
R0TC
{
ψ(ξ1) · · ·ψ(ξn)ψ(ξ′n) · · ·ψ(ξ1)
}]
.
(10)
Here, ξ j includes the contour-time and spatial components of the four-vectors, x j, as well as
the Dirac indices α j, i.e., ψ(ξ j) ≡ ψα j (x j). Within this formalism the perturbative expansion
of expectation values can be established in a way very similar to the usual vacuum-quantum
field theory. The main difference is that time-ordering is replaced by contour ordering, and that
expectation values have to be taken with respect to the initial Statistical Operator, R0, and not
with respect to the vacuum state. Also the Wick theorem for expectation values will in general
not be valid in its simple form known from vacuum quantum field theory, but only for particular
forms of the initial Statistical operator, R0 [31], i.e., if the initial state of the system is of the form
R0 = exp(−A), where A is an appropriate one-body operator. This means that many-particle
correlations are neglected in the initial state.
However, the full Schwinger-Keldysh formalism cannot be applied for simulations of re-
actions. In fact, this formalism contains an infinite series of self-coupled equations: the one-
particle Green’s function is correlated with the two-particle one, the two-particle Green’s func-
tion depends on the higher-order one, and so on. In that sense the Schwinger-Keldysh formalism
contains all information on correlations of the many-body system. Usually one includes these
many-body correlations into a self-energy. The dynamics of the highly correlated system is
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then fully characterized by the Dyson equation for the one-particle Green’s function, which con-
tains the self-energy. For practical purposes one considers a truncation of the Schwinger-Dyson
hierarchy on the two-particle level, and the problem is then reduced to the formulation of an
approximation for the two-particle Green’s function. The simplest ansatz is to neglect correla-
tions completely, i.e., the two-particle Green’s function consists of two uncorrelated one-particle
Green’s functions. This approach is well known as the Hartree (or by including antisymmetriza-
tion the Hartree-Fock) method. On this approach phenomenological models are based, such as
the Hartree theory for quantum hadrodynamics [32]. The Dirac-Brueckner (or Dirac-Brueckner-
Hartree-Fock) [25, 33] approach goes beyond the simple Hartree approximation by including a
part of the two-body correlations. In the following we derive a general form of a transport equa-
tion starting from the Dyson equations for the one-particle Green’s functions on the Schwinger-
Keldysh contour within the Dirac-Brueckner approximation.
At first, it is more convenient to split the contour-two-point Green’s functions in a matrix-
like fashion [30]. The time arguments of the matrix elements are then defined on R, and the two
matrix indices denote their location at the branch of the Schwinger-Keldysh contour, leading to
the following definitions for the one-particle Green’s functions
iS cαβ(x1, x2) = iS
−−
αβ (x1, x2) =
〈
Tcψα(x1)ψβ(x2)
〉
,
iS <αβ(x1, x2) = iS
−+
αβ (x1, x2) =−
〈
ψβ(x2)ψα(x1)
〉
,
iS >αβ(x1, x2) = iS
+−
αβ (x1, x2) =
〈
ψα(x1)ψβ(x2)
〉
,
iS aαβ(x1, x2) = iS
++
αβ (x1, x2) =
〈
Taψα(x1)ψβ(x2)
〉
.
(11)
Here, we have written the spinor indices, α and β, explicitly. The corresponding Green’s func-
tion for free particles are given in the analogous way by using the average 〈· · ·〉0 as defined
in eq. (10). As in vacuum-quantum field theory the perturbative expansion can be cast into a
Feynman-diagram formalism, where expectation values of observables are given by “closed di-
agrams”. In addition to the vacuum-Feynman rules, each vertex carries a ±-contour index, and
for a +-vertex an additional factor −1 has to be taken into account, which originates from the
opposite integration direction over times on the +-branch of the Schwinger-Keldysh contour. By
the same arguments as for the vacuum, the diagrams can be organized in classes as connected and
disconnected parts, one-particle irreducible (1PI) amputated (or proper vertex parts), etc. This
implies that the same (partial) resummation techniques as in the vacuum can be formally applied
also in the off-equilibrium many-body case, and the corresponding Schwinger-Dyson equations
can be derived.
For the derivation of transport equations, we introduce the self-energy, −iΣ, as the amputated
1PI two-point function. Introducing the matrix notation,
Sˆ αβ(x1, x2) =
(
S −−αβ (x1, x2) S
−+
αβ (x1, x2)
S +−αβ (x1, x2) S
++
αβ (x1, x2)
)
,
Sˆ 0αβ(x1, x2) =
(
S −−0,αβ(x1, x2) S
−+
0,αβ(x1, x2)
S +−0,αβ(x1, x2) S
++
0,αβ(x1, x2)
)
,
Σˆαβ(x1, x2) =
(
Σ−−αβ (x1, x2) Σ
−+
αβ (x1, x2)
Σ+−αβ (x1, x2) Σ
++
αβ (x1, x2)
)
,
(12)
for the full and the free two-point Green’s function and the self-energy, the corresponding Dyson
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equation reads
Sˆ (x1, x2) = Sˆ 0(x1, x2) + Sˆ 0(x1, x′1)  Σˆ(x′1, x′2)  Sˆ (x′2, x2), (13)
where  stands for the integration over repeated space-time arguments [34], including the matrix,
ηˆ = diag(1,−1), acting on the contour indices, which takes into account the signs originating
from the opposite direction of the +-time branch on the Schwinger-Keldysh contour. Here and
in the following we do not write out the Dirac indices explicitly, if not needed.
Defining the inverse of the free Green’s function as the differential operator,
S −10x = i/∂x − m, (14)
the equation of motion for the free matrix-Green’s function can be written in the form
S −10x1 Sˆ 0(x1, x2) = ηˆδ
(4)(x1 − x2). (15)
Thus, from eq. (13), the matrix-Dyson equation can be cast into the following equation of motion
S −10x1 Sˆ (x1, x2) = ηˆδ
(4)(x1 − x2) + Σˆ(x1, y)  Sˆ (y, x2). (16)
For the following, another set of matrix elements than eq. (12) is more convenient,
S ret(x1, x2) = S c(x1, x2) − S <(x1, x2) = S >(x1, x2) − S a(x1, x2),
S adv(x1, x2) = S c(x1, x2) − S >(x1, x2) = S <(x1, x2) − S a(x1, x2),
Σret(x1, x2) = Σc(x1, x2) − Σ<(x1, x2) = Σ>(x1, x2) − Σa(x1, x2),
Σadv(x1, x2) = Σc(x1, x2) − Σ>(x1, x2) = Σ<(x1, x2) − Σa(x1, x2).
(17)
It is easy to prove from the canonical anti-commutation relations for fermion-field operators that
these Green’s functions obey the boundary conditions for the retarded and advanced two-point
functions. Accordingly, from eq. (16) one finds that the corresponding equations of motion only
involve retarded (advanced) parts,
S −10x1 S
ret(adv)(x1, x2) = δ(4)(x1 − x2) + Σret(adv)(x1, y)  S ret(adv)(y, x2). (18)
For the off-diagonal elements in eq. (13), one obtains the equations,
S −10x1 S
<(x1, x2) = Σret(x1, y)  S <(y, x2) + Σ<(x1, y)  S adv(y, x2), (19)
which provide the space-time evolution of the single-particle properties of the particles in the
system encoded in the special propagator, S <. For example, the following spinor traces at equal
space-time coordinates determine the vector-current and scalar densities,
Jµ(x) =
〈
ψ(x)γµψ(x)
〉
= −i tr[γµS <(x, x)], ρS (x) =
〈
ψ(x)ψ(x)
〉
= −i tr[S <(x, x)]. (20)
Later, after Wigner transformation and gradient expansion, one transforms (19) to generalized
transport equations for the corresponding density distributions in phase-space together with
eqs. (18) for the retarded or advanced Green’s functions, which determine the spectral properties
of the single-particle states [24].
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2.2. Truncation schemes for the self-energies
The formula (19) provides an exact equation of motion for the one-particle Green’s function.
However, this set of equations requires the definition of the self-energies in terms of the exact
Green’s functions, involving an “infinite tower” of coupled Schwinger-Dyson equations for the
complete set of n-point functions of the quantum field theory2. Thus, one has to choose an
approximation scheme in order to cut this hierarchy of Schwinger-Dyson equations to a finite
coupled set of n-point Green’s and vertex functions. The usual starting point is perturbation
theory, which however is not well suited for our purpose of off-equilibrium many-body theory.
The main difficulty lies in the formulation of truncation schemes which are at the same time
“conserving” (i.e., obeying the conservation laws for conserved quantities like total energy, mo-
mentum, angular momentum, and charge-like quantum numbers) and are thermodynamically
consistent in the equilibrium limit, i.e., bulk properties fulfill the usual Maxwell relations be-
tween the corresponding thermodynamical potentials.
A promising starting point for the derivation of transport equations for particles with large
spectral widths is the use of Φ-derivable approximations, where Φ is a functional of the mean
fields and exact propagators, defining self-consistent equations of motion for the mean fields and
self-energies by a variational principle, which fulfill the above mentioned physical constraints.
It has been shown by Baym that the derivability of the equations of motion from a functional of
this kind is not only a sufficient but also a necessary condition for self-consistent approximations
fulfilling all these properties [35, 36]. In recent years, the Φ-derivable-approximation technique
has been used to derive transport equations, e.g., in [37, 38, 34, 39, 40] which go beyond the
quasi-particle approximation, which is discussed in the next section. An investigation of a corre-
sponding test-particle description has been given in [41, 34, 42]. A comparison of the dynamics
according to the full Kadanoff-Baym equations with the corresponding off-shell transport equa-
tions has been provided, e.g., in [43, 44, 42].
For Φ-derivable approximations, the self-energy is given by the variational derivative
ΣC(x1, x2) = −i δΦ[S
C]
δS C(x2, x1)
, (21)
where the (exact) functional, Φ[S ], is diagrammatically defined as the sum of all closed Feyn-
man diagrams, where internal lines stand for full propagators, S , which cannot be disintegrated
into disconnected parts by cutting two propagator lines, i.e., the two-particle irreducible (2PI)
closed diagrams3. The functional derivative eq. (21) then leads to the skeleton expansion for the
self-energy in terms of full propagators, i.e., as the sum over all self-energy diagrams with prop-
agator lines that do not contain self-energy insertions. In this way the Φ-derivable approximation
avoids double counting of diagrams automatically. In equilibrium, for the solution of the self-
consistent Dyson equations for the self-energies at given temperature and chemical potential(s),
at the same time Φ becomes part of the grand-canonical potential and thus leads to definitions
for the thermodynamical quantities consistent with the one-particle dynamics provided by the
self-consistent equations of motion for the self-energies. Of course, for practical purposes, the
2In the context of transport theory this is analogous to the well-known Boguliubov-Born-Green-Kirkwood-Yvon
(BBGKY) hierarchy of multi-particle phase-space-distribution functions, which take into account multi-particle correla-
tions to an arbitrary order.
3More formally the Φ functional can be defined as the interaction part of an effective action with both local and bilocal
external sources [45], which provides the possibility to use Feynman-path integral methods to, e.g., derive the equations
of motion or study the symmetry properties of n-particle Green’s functions [46].
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Φ functional has to be truncated in some way, e.g., given by the number of interaction ver-
tices or loops since otherwise it again leads to the exact equations of motion, involving the full
Schwinger-Dyson hierarchy of equations for all n-point Green’s and vertex functions. Some-
times also partial resummations are used for Φ functionals, e.g., the ring-summation diagrams to
obtain Landau-Fermi-liquid theory or the Dirac-Brueckner approximation given below. In this
way truncation schemes are defined for which the averaged Noether currents of underlying sym-
metries (including energy-momentum conservation from space-time-translation invariance and
current-conservation laws from (global or local) gauge symmetries) fulfill the conservation laws
exactly. At the same time the self-energies obey the principle of detailed balance, and the scheme
is thermodynamically consistent4.
One example for such a scheme, leading to a transport equation for spin-symmetric nuclear
matter which closely resembles the original Boltzmann equation, is the Dirac-Brueckner scheme.
Following [25] it can be defined by a self-consistent set of equations for a ladder-resummed
four-nucleon vertex function, Γ, and the nucleon self-energy, Σ, which itself dresses the nucleon-
Green’s function, S , via the Dyson Equation by
S C(x1, x2) = S C0 (x1, x2) + S
C(x1, x′1)  ΣC(x′1, x′2)  S C0 (x′2, x2), (22)
ΣC(x1, x2) = −i[ΓC(x1, x′1; x2, x′2) − ΓC(x′1, x1; x2, x′2)]  S C(x′1, x′2), (23)
ΓC(x1, x2; x′1, x
′
2) = U
C(x1, x2; x′1, x
′
2)
+ iUC(x1, x2; x′′1 , x
′′
2 )  S C(x′′1 , x′′′1 )S C(x′′2 , x′′′2 )Γ(x′′′1 , x′′′2 ; x′1, x′2).
(24)
The contour function, UC, stands for two nucleon-meson vertices connected by a non-interacting
meson propagator. The effect of meson-mean fields, i.e., the Hartree self-energy diagrams, are
not taken into account explicitly but via one-point contributions to the self-energy. These con-
tribute to the diagonal elements, Σ−− and Σ++, of the contour-matrix self-energy (or equivalently
to the retarded and advanced self-energies) and thus are implicitly included in the spectral func-
tion.
The transport equation for the Green’s function, S <(x1, x2), which is known as Kadanoff-
Baym equation, is derived from eq. (19) and its adjoint equation,
i
(
/∂x1 S
<(x1, x2) + S <(x1, x2)
←−
/∂ x2
)
−[Re Σret  S <](x1, x2) + [S <  Re Σret](x1, x2)
−[Σ<  Re S ret](x1, x2) + [Re S ret  Σ<](x1, x2)
=
1
2
{
[Σ>  S <](x1, x2) + [S <  Σ>] (x1, x2) − [Σ<  S >](x1, x2) − [S >  Σ<](x1, x2)
}
.
(25)
The Kadanoff-Baym equation has to be supplemented by the purely retarded/advanced Dyson-
like equations (18), which, as we will see below, describe the space-time evolution of the spectral
properties of the particles.
In order to obtain eq. (25), we have used the relations,
Σret(x1, x2) = Re Σret(x1, x2) +
1
2
(
Σ>(x1, x2) − Σ<(x1, x2)) , (26)
Σadv(x1, x2) = Re Σret(x1, x2) − 12
(
Σ>(x1, x2) − Σ<(x1, x2)) (27)
4One should however note that approximations of this kind are only partial resummations of the full Dyson-Schwinger
hierarchy, and the so defined self-consistent propagators and self-energies violate Ward-Takahashi identities at the order
of the expansion parameter used for the truncation [46, 47].
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and similar for S ret/adv(x1, x2) with Re O := 12 [O+γ
0O†γ0] and Im O := −i(O−Re O) for covariant
spinor-matrices O. In other words, the real and imaginary parts of Dirac-spinor matrices refer to
the corresponding complex coefficients in the usual decomposition into Lorentz tensors of this
quantity,
O = OS + iγ5OP + γµO
µ
V + γµγ
5OµA +
1
2
σµνO
µν
T with
γ5 = γ5 = iγ0γ1γ2γ3, σµν =
i
2
[
γµ, γν
]
.
(28)
The self-energy contour-matrix elements are determined from the Dirac-Brueckner scheme
eqs. (22)–(24).
2.3. Wigner transformation and gradient expansion
To further simplify the task of approximately solving the self-consistent equations of motion
for the Green’s function, one aims at a reduction to a semi-classical transport equation, which
admits the use of numerical approaches like Monte-Carlo test-particle simulations.
The general idea behind such reductions is the assumption that the many-body system, which
is in a state where quantum correlations can be neglected, on “macroscopic” space-time scales
behaves like a classical fluid. Then the Green’s functions are rapidly oscillating functions of
the relative coordinates, ξ = x1 − x2 (“fluctuations”), while their variations in x = (x1 + x2)/2
are slow. Thus, it is convenient to describe the two-point functions, F(x1, x2), by their Wigner
transforms5,
F˜(x, p) =
∫
d4ξ exp(ipµξµ)F
(
x +
ξ
2
, x − ξ
2
)
. (29)
The Wigner transform of convolution integrals can be written in terms of a Lie-derivative like
operator, which resembles a relativistic generalization of the usual Poisson brackets [34]
 (F˜1, F˜2) := 12
(
∂F˜1
∂pµ
∂F˜2
∂xµ
− ∂F˜1
∂xµ
∂F˜2
∂pµ
)
=
1
2
{
F˜1, F˜2
}
pb
. (30)
Then the Wigner transform of a convolution integral reads
F˜1  F2(x, p) =
∫
d4ξ F1
(
x +
ξ
2
, y′
)
 F2
(
y′, x − ξ
2
)
exp(ipµξµ)
= exp
[
i
2
(
∂(1)p · ∂(2)x − ∂(1)x · ∂(2)p
)]
F˜1F˜2 =: exp(i)(F˜1, F˜2),
(31)
where ∂( j)x and ∂
( j)
p are the four-gradient operators with respect to x and p, acting on F j ( j ∈ {1, 2})
only. According to the above assumption of a many-body system close to a “classical state”, one
can neglect all gradients in the variables, x, at second and higher orders.
To derive semi-classical transport equations, the coupled equations eqs. (25)–(27) are now
Wigner transformed. The convolution integrals are approximated by the first-order gradient
expansion, cf. eqs. (30) and (31), assuming that the Wigner function depends only slowly on
space-time and momentum
˜[F1  F2]αβ(x, p) ' F˜1αβ′ (x, p)F˜2β′β(x, p) + i2
{
F˜1αα′ (x, p), F˜2α′β(x, p)
}
pb
. (32)
5The Wigner transforms, of course, inherit the Dirac-spinor-index structure from the original two-point functions.
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Further, if one is only interested in the spin-averaged behavior, one can take the spinor trace of
the gradient expanded Kadanoff-Baym eq. (25). Defining the Wigner form of the vector-current
density by
FµV(x, p) = −i tr[S˜ <(x, p)γµ] (33)
and using the trace’s cyclic property one arrives at a generalized transport equation for Dirac
particles,
∂µF
µ
V(x, p) − tr
{
Re Σ˜ret(x, p),−iS˜ <(x, p)
}
pb
+ tr
{
Re S˜ ret(x, p),−iΣ˜<(x, p)
}
pb
= C(x, p). (34)
Here the l.h.s. describes the non-dissipative and current conserving part of the transport, the
Poisson bracket terms providing the drag- and back-flow response of the surrounding medium.
The dissipative part is given by the collision term,
C(x, p) = tr
[
Σ˜<(x, p)S˜ >(x, p) − Σ˜>(x, p)S˜ <(x, p)
]
. (35)
The spectral and spinor properties of the propagator components of S˜ and thus those of FV are
determined by the retarded eq. (18) and can be quite complicated. This makes the evaluation of
the traces appearing in eq. (34) quite difficult. A major simplification is thus reached by invoking
the local density approximation in which the particles move locally in a homogeneous medium,
with corresponding self-energies (potentials). This is in line with the gradient approximation.
Furthermore, we now restrict ourselves in all of the following developments to the transport
of particles assuming that the width of the particles is always much smaller than their mass.
Antiparticles can be introduced as a separate particle species.
The spinor matrix of retarded and advanced propagators then simplifies to
S˜ ret/adv(x, p) γ0 =
{
γ0
[
pµγµ − m − Σ˜ret/adv(x, p)
]}−1
=
[
p0 − H˜Dirac(x, p) − iγ0 Im Σ˜ret/adv(x, p)
]−1
,
(36)
here written in the non-covariant, i.e., Hamiltonian form with H˜Dirac(x, p) as the correspond-
ing hermitian Hamilton function. The above set, eqs. (34)–(36), constitutes the most general
level for our transport description of Dirac particles. The extension to a multi-particle system is
straightforward by either extending the internal degrees of freedom, e.g., to various flavors such
as isospin, or strangeness, etc. or by adding the equations for further particles. The self-energies
then provide the coupling between the various species.
If the damping terms, Im Σ˜ret, are small compared to the mass gap, then S˜ ret/adv(x, p)γ0
and consequently S </>γ0 become approximately diagonal in the orthogonal eigen-spinors of
H˜Dirac(x, p)
[E − H˜Dirac(x, E, p)]ur(x, E, p) = 0 with ur†(x, E, p)ur′ (x, E, p) = κδrr′ , r, r′ ∈ {1, 2} , (37)
where the choice of the normalization, κ, is a matter of convention (in the case κ , 1, factors 1/κ
have to appear in expressions explicitly using the spinors defined in eq. (37) in order to restore
the normalization). We recall, that in eq. (37) the local homogeneous matter approximation is
implied, i.e., it is assumed that the time and space scales, ∆t and ∆r, respectively, on which
the Hamilton function, H˜Dirac, varies are much larger compared to the corresponding scales of
variation of the single-particle wave function, i.e.,
∆t  E−1, ∆r  |p|−1, (38)
14
which is equivalent to the assumptions of the gradient expansion. The weak x-dependence of the
eigen-spinors, ur, is therefore neglected in calculating the gradient terms of the Dirac equation
with respect to that of the quickly oscillating plane-wave factor ∝ exp(−ipx).
In the next section and in section 3.1.3 we will discuss the quasi-particle case with scalar and
vector potentials, Σ˜S and Σ˜
µ
V, respectively, which are defined from the Lorentz decomposition,
Σ˜ret(x, p) = Σ˜S(x, p) − γµΣ˜µV(x, p). (39)
In this case,
H˜Dirac(x, p) = p0 − γ0(p∗µγµ − m∗) (40)
with
p∗µ(x, p) := pµ + Re Σ˜µV(x, p) , (41)
m∗(x, p) := m + Re Σ˜S(x, p) (42)
being the kinetic four-momentum and the Dirac mass in the medium, respectively. Multiplying
eq. (37) by γ0 from the left and using eqs. (40)–(42), one obtains the in-medium Dirac equation,
[p∗ µ(x, E, p)γµ − m∗(x, E, p)]ur(x, p∗) = 0 . (43)
From this equation, for the given values of x and p, the energy eigenvalue, E, can be found as
the solution of the dispersion relation, p∗2 = m∗2, or, for the positive-energy solutions,
E = E∗ − Re Σ˜0V with E∗ :=
√
p∗ 2 + m∗ 2 , (44)
where the kinetic three-momentum, effective mass and the real part of vector self-energy are
supposed to be calculated at p0 = E. Equation (44) is convenient, because it provides an analytic
solution of the dispersion relation for the special case of the p0-independent self-energies Σ˜S(x, p)
and Σ˜µV(x, p) (e.g., in the case of the nonlinear Walecka model discussed in section 3.1.3).
In the energy-spin eigenbasis S˜ ret/advγ0 are diagonal and traces over them can easily be per-
formed. Under the assumption of homogeneity, which is the basis for the gradient expansion,
and spin saturation, other contour components of the fermionic propagator are related to Im S˜ ret
by a multiplicative, scalar function, f (x, p), as
−iS˜ <(x, p) = −2 f (x, p) Im S˜ ret(x, p), (45)
iS˜ >(x, p) = −2 [1 − f (x, p)] Im S˜ ret(x, p), (46)
such that the analog of eq. (26) is satisfied. The function, f (x, p), introduced in eqs. (45) and (46)
is a Lorentz scalar6. Later on, in section 2.4.1 we will see that it represents the phase-space distri-
bution of particles and becomes a local Fermi-Dirac distribution in the case of local equilibration
[25]. It also regulates the Pauli principle in the collision terms (cf. sections 2.4.1 and 3.3). The
contour components of the propagator are thus related to each other through eqs. (45) and (46)
and the contour relations (17) which also apply for the Wigner transformed propagators.
Thus also the diagonal forms of S </>γ0 are now known, and all traces in the transport equa-
tions (34) and (35) can be evaluated. The most important simplification arises from the fact that
6For a discussion of this covariance see, e.g., [48].
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now all components of the vector-current density, the scalar density as well as the density of hole
states can be related to just one Wigner function,
F(x, p) = −2 f (x, p) tr[Im(S˜ ret(x, p))γ0] , (47)
by interaction-dependent kinematical factors, i.e.,
FµV(x, p) =
p∗ µ
E∗
F(x, p), (48)
FS(x, p) = −i tr[S˜ <(x, p)] = m
∗
E∗
F(x, p). (49)
It is important that the kinetic four-momentum in eq. (48) is taken on the effective (Dirac) mass
shell, i.e., p∗ 0 = E∗. The Wigner function, F(x, p), has the Lorentz-transformation properties of
a temporal component of a four vector. It is the generalization of the phase-space density in the
sense of the Wigner representation. With the gradient expansion as a means of “coarse graining”
it translates into a positive semidefinite phase-space distribution of particles, which then can be
simulated with the test-particle ansatz (cf. eq. (89)). The corresponding (current) densities are
retrieved upon integrating the above expressions over four-momenta with the weight, 1/(2pi)4,
i.e.,
Jµ(x) =
∫
d4 p
(2pi)4
p∗ µ
E∗
F(x, p), (50)
ρS (x) =
∫
d4 p
(2pi)4
m∗
E∗
F(x, p). (51)
In the quasi-particle case the separation between particles and anti-particles is given by the sign
of the vector potential (see section 3.1.3 for details).
It is important to verify that the gradient expansion does not destroy the consistency and con-
serving properties of the Φ-derivable approximations for the Kadanoff-Baym equations. Indeed
it has been shown in [39, 40] that the transport eqs. (34)–(36) are conserving for Φ-derivable
truncation schemes and admit the definition of an effective conserved current for each conserved
quantity (energy, momentum, Noether charges). The effective current is identical with the ex-
pectation values of the corresponding Noether currents of the underlying symmetries. The Φ-
derivable schemes also allow for a definition of the nonequilibrium entropy for the correspond-
ing transport equations, including collision terms involving multi-particle processes beyond the
2 ↔ 2 level, obeying the H-theorem [38]. In the general case, without assuming the quasi-
particle approximation, one has to take into account the full eq. (34), including the last term on
the left-hand side (l.h.s.). It turns out that this term describes the dynamics of the finite spec-
tral width of the particles [25]. It becomes then particularly important to ensure that particles
which are stable in the vacuum but have a large width in the medium due to collisional broad-
ening fulfill their proper vacuum mass-shell conditions when they leave the medium during their
dynamical evolution (e.g., to describe the “freeze-out” of hadrons in heavy-ion collisions dynam-
ically within the transport approach).
Further, the first-order gradient expansion has to be performed consistently. This is not trivial,
if the truncated Φ functional includes diagrams with more than two vertices, i.e., if the self-energy
diagrams contain internal vertices that are not connected with the amputated legs. These inter-
nal vertices give rise to non-local terms before the gradient expansion, including complicated
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memory effects (for an early discussion of the possible importance of non-Markovian effects in
heavy-ion collisions, see [49]). The first-order gradient expansion can be described diagram-
matically in the Wigner representation (cf. [39]) and can be applied directly to the Φ functional,
leading to a local approximation, Φloc[x, S˜ ], where x is an arbitrary reference point, around which
the gradient expansion is performed. It is clear that then Φloc consists only of loop integrals of ex-
act propagators (and additional lines, representing space-time and four-momentum derivatives)
to be taken at the reference point, x. The loops in the diagrams, including those containing the
additional diagram elements for the derivatives, then stand for momentum integrals as for homo-
geneous systems (e.g., nuclear matter in thermal equilibrium). The self-consistent equations of
motion are then given in terms of the self-energy defined by this local Φ functional,
− iΣ˜(x, p) = −δΦloc[x, S˜ ]
δS˜ (x, p)
, (52)
and the general structure of the transport equation for the Wigner function (48) reads
DF(x, p) + tr
{
Re S˜ ret(x, p),−iΣ˜<(x, p)
}
pb
= C(x, p) . (53)
Here we have written
DF = {p0 − H, F}pb with H = E∗(x, p) − Re Σ˜0V (x, p). (54)
The term, DF, contains the first Poisson bracket on the l.h.s. of eq. (34). The collision term,
C, on the right-hand side (r.h.s.) of eq. (53) is defined above by eq. (35) and can be, generally,
calculated via the diagrammatic rules from Φloc. In a first approximation, one can also directly
express it via the elementary transition probabilities related to the experimentally measured decay
widths of unstable particles and interaction cross sections in vacuum (see section 3.3 below).
Apart from the definition of the Wigner function, F, and the single-particle Hamilton func-
tion, H, the transport equation (53) has the same form as in the non-relativistic case [31, 25, 38,
41, 39].
Boson transport. For relativistic bosons the corresponding equation has been derived in refs. [50,
34, 39]. For completeness we give it here,
DF(x, p) +
{
Re D˜ret(x, p), iΠ˜<(x, p)
}
pb
= C(x, p) , (55)
with
DF =
{
p2 − m2 − Re Π˜ret(x, p), F(x, p)/2p0
}
pb
, (56)
C(x, p) = Π˜>(x, p)D˜<(x, p) − D˜>(x, p)Π˜<(x, p) , (57)
and F defined by
F(x, p) = 2p0iD˜<(x, p) . (58)
Here F has the same physical meaning as that in eq. (53) and D is the boson propagator. Eqs.
(55), (56) differ from eqs. (53) and (54) just by the typically different appearance of the retarded
polarization function, Π˜ret, for bosons.
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Spectral functions. From the definition of the Green’s functions in terms of expectation values
of field operators eq. (11) and the Fourier representation of the Heaviside unit-step function,
Θ(t) =
∫
dp0
2pi
exp(−ip0t) ip0 + i0 , (59)
it is easy to show that the retarded and advanced Green’s functions obey the dispersion relations,
S˜ (ret/adv)αβ (x, p) =
∫
dp′0
Aˆαβ(x, p′0, p)
p0 − p′0 ± i0
, (60)
with the spectral functions,
Aˆαβ(x, p) = −1
pi
Im(S˜ ret)αβ =
i
2pi
[S˜ >αβ(x, p) − S˜ <αβ(x, p)] =
i
2pi
[S˜ retαβ(x, p) − S˜ advαβ (x, p)] . (61)
Integrating this equation over p0, from the canonical equal-time commutation relations for the
Dirac-spinor field operators one obtains∫ ∞
−∞
dp0 Aˆαβ(x, p) = γ0αβ . (62)
It is now convenient to introduce the real-valued spectral function by taking the trace of eq. (61).
Thus we define a spin-averaged spectral function,
A(x, p) :=
1
g
tr[Aˆ(x, p)γ0] = − 1
gpi
tr[Im(S˜ ret(x, p))γ0] , (63)
where g = 2 denotes the spin degeneracy. Note that A(x, p) has the Lorentz-transformation prop-
erties of a temporal component of a four-vector. It can be interpreted as an energy distribution
function because of eq. (62) and will be discussed further later in section 2.4.2. Since we are
dealing only with the transport of particles A receives its strength mainly from positive energy
states.
Using the definition of the spectral function (63) the Wigner function eq. (47) can now be
rewritten as
F(x, p) = 2pi g f (x, p) A(x, p) . (64)
Here the spectral information contained in A has been separated out of the generalized phase-
space distribution F.
2.4. Off-shell transport
Particles in the medium have a finite lifetime due to collisional broadening, even if they are
stable in the vacuum. Within the local density approximation their spectral functions depend
on ρ(x) and p, i.e., they change over the nuclear volume, e.g., when going from high- to low-
density regions. Therefore, one must ensure that particles leaving the nucleus have returned to
their vacuum-pole mass (if they are stable in the vacuum like the nucleon) or to their free spectral
function (for baryonic resonances, for example).
This is indeed achieved by the additional term on the l.h.s. of eq. (53) that vanishes for on-
shell particles. In eq. (53), the first term includes the usual drift term, ∝ ∂H/∂pµ, as well as
the Vlasov term, ∝ ∂H/∂xµ, which takes into account mean-field potentials. The second term is
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not present in the quasi-particle limit. However, for broad resonances, this term becomes crucial
for the validity of conservation laws in the off-equilibrium dynamics, providing the back flow
of the conserved quantity from the medium into the channel described by the particular Green’s
function under consideration [39, 40, 42]. Unfortunately, this back-flow term causes problems
in practical calculations since it cannot be easily interpreted within the test-particle ansatz for
Monte Carlo simulations, because it is not proportional to F.
A possible resolution of these problems has been developed by Botermans and Malfliet [25].
In local thermal equilibrium, i.e., for the solution of the transport equation, for which the collision
term vanishes identically, i.e., if Σ˜<S˜ > = S˜ <Σ˜>, we have
Σ˜<eq(x, p) = iΓeq(x, p) feq(x, p),
Σ˜>eq(x, p) = −iΓeq(x, p)[1 − feq(x, p)]
(65)
with
Γ(x, p) = −2 Im Σ˜ret(x, p). (66)
In the off-equilibrium case one can show that in the decomposition,
Σ˜<(x, p) = iΓ(x, p) f (x, p) + ξ(x, p), (67)
the contribution of ξ to the back-flow term on the l.h.s. of eq. (53) is of higher order in the
gradient expansion, i.e., it consists of second-order derivatives with respect to the space-time
components, x, or of products of first-order derivatives. Thus, it is consistent with the first-order
gradient expansion to neglect ξ in eq. (67) and to approximate eq. (53) by
DF(x, p) − tr
{
Γ f ,Re S ret(x, p)
}
pb
= C(x, p) . (68)
Here the back-flow term becomes proportional to F (cf. eq. (64)) and can be treated within the
test-particle method. Equation (68) is known as the Botermans-Malfliet form of the kinetic equa-
tion. As the Kadanoff-Baym form it admits the definition of an effective conserved current,
which however deviates from the corresponding Noether-current expression by higher-order gra-
dient terms, even if a Φ-derivable approximation is used to define the self-energies.
2.4.1. The quasi-particle limit
The spectral functions of many particles of interest in nuclear transport theory are quite nar-
row. For example, bound nucleons can be assumed to have spectral functions of negligible width
as long as one is not looking at exclusive events connected with high-momentum tails in their
wave functions. In this case it is justified to invoke the further simplifications of the quasi-particle
approximation, for which the particles are assumed to be on the energy shell, i.e., their energy,
E(x, p), is the solution of the dispersion relation (44). Then, neglecting again anti-particles, we
can approximate the spectral function (63) by a δ-function and introduce the phase-space occu-
pation probability, f (x, p), by the equation,
F(x, p) = 2pigδ[p0 − E(x, p)] f (x, p) , (69)
where it is assumed that the self-energies do not depend explicitly on p0 (otherwise so-called
Z-factors for normalization appear that contain the derivative of the self-energies with respect to
p0). Using eq. (69) allows us to rewrite the vector current of eq. (50) in the usual classical form,
Jµ(x) = g
∫
d3p
(2pi)3
p∗ µ
E∗
f (x, p) . (70)
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Since in the quasi-particle approximation p∗0 = E
∗, this leads to the interpretation of g f (x, p)/(2pi)3
as the phase-space density of the nucleon-quasi particles. Also this function is a Lorentz scalar
for (quasi-)particles fulfilling the on-shell condition (44), leading to the current (70) as a mani-
festly covariant Lorentz vector, as it should be.
Since by assumption the width of the particle, Γ, is much smaller than its energy the second
term on the l.h.s. of eq. (53) can be neglected since it is proportional to the width of the spectral
function. Therefore, inserting eq. (69) into the kinetic equation eq. (53) leads, after performing
the p0 integration, to the transport equation for the one-particle phase-space distribution function,
f ,
[
∂t+(∇pEp) · ∇r − (∇rEp) · ∇p
]
f (x, p) =
g
2
∫ d3p2 d3p′1 d3 p′2
(2pi)9
m∗pm∗p2 m
∗
p′1
m∗p′2
E∗pE∗p2 E
∗
p′1
E∗p′2
× (2pi)4δ(3)(p+ p2 − p′1 − p′2)δ(Ep + Ep2 − Ep′1 − E′p2 )
× |Mp p2→p′1 p′2 |2 [ f (p′1) f (p′2) f (p) f (p2) − f (p) f (p2) f (p′1) f (p′2)]
(71)
with Ep := E(x, p) and f = 1 − f . The collision term of eq. (71) is written assuming a
spin-saturated system of identical spin-1/2 fermions neglecting the isospin degree of freedom
(cf. Eq. (6.109) in ref. [25] for the collision term for the spin-matrix phase space density). The
transition matrix element squared and averaged over spins of initial particles and summed over
spins of final particles is denoted as |Mp p2→p′1 p′2 |2. The matrix element, Mi f , is taken in the
convention of Bjorken and Drell [51] where the spinors are normalized according to
ur†(x, p∗)ur
′
(x, p∗) =
E∗
m∗
δrr
′
or u¯r(x, p∗)ur
′
(x, p∗) = δrr
′
. (72)
Equation (71) has the typical form of a semi-classical BUU equation with a drift term contain-
ing the non-trivial space-time dependent quasi-particle dispersion relations. If meson-mean-field
contributions are taken into account, the transport equation has to be closed with the corre-
sponding mean-field equations of motion, which are themselves functionally dependent on the
phase-space distribution, f .
2.4.2. Spectral functions and self-energies
In contrast to the case treated in the previous section the transport of particles with broad
spectral width, for example of mesons with short lifetimes and/or collision-broadened nucleons,
requires the solution of the full transport equations. In this case the quasiparticle approximation
cannot be used to simplify the equations, but instead the nontrivial energy-momentum depen-
dence of the spectral function has to be taken into account.
The spectral function (63) becomes for particle (i.e., positive energy) states (i.e., |p∗0−E∗| 
E∗) [25]
A(x, p) ≈ 1
pi
Γ/2
(p∗0 − E∗)2 + Γ2/4
, (73)
where
Γ := −2 Im[(m∗/E∗)Σ˜S + (p∗/E∗) · Σ˜V − Σ˜V0] (74)
denotes the total width of a particle in the calculational frame and E∗ is given by eq. (44). The
four-vector, p∗, now also describes an off-shell particle, i.e., p∗0 , E∗. Thus, within the same
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approximation, the spectral function satisfies the normalization condition,
+∞∫
0
dp0A(x, p) ' 1 . (75)
Most of the early applications of off-shell transport were in descriptions of broad vector
mesons in nuclei. Therefore, the following form, suitable also for the description of bosons,
A(x, p) = 1
pi
√
p∗2Γmed
[p∗2 − m∗2]2 + p∗2Γ2med
, (76)
is implemented in the GiBUU model. Here, Γmed = p∗0Γ/
√
p∗2 is the particle width in the rest
frame of this particle. This form has been widely used in hadronic transport theory [52] and
nuclear matter calculations [53] and is also the one advocated by the Particle Data Group (PDG)
[54]. Near the quasiparticle pole, |p∗0 − E∗|  E∗, the Breit-Wigner spectral function (73) and
the spectral function eq. (76) can be related by
A ' A
2p∗0
. (77)
The spectral function (76) is normalized according to the condition∫ ∞
0
d(p∗2) A(x, p) = 1, (78)
where the integration is performed at constant kinetic momentum, p∗, cf. eq. (41).
For simplicity, in this section and in section 2.4.3, we consider a model without a vector part
of the self-energy, i.e., p∗ = p. Defining the complex-valued quantity, Π, by
Re Π(x, p) := m∗2 − m2, (79)
Im Π(x, p) := −
√
p2 Γmed, (80)
one can rewrite the spectral function (76) as
A(x, p) = −1
pi
Im Π[
p2 − m2 − Re Π]2 + (Im Π)2 , (81)
which formally coincides with a bosonic spectral function with the boson polarization function,
Π. Assuming the usual analyticity properties of the function, Π, in the upper part of the complex
p0-plane, we can express the real part of Π via its imaginary part by using a once-subtracted
dispersion relation,
Re Π(x, p0, p) = Re Π(x, E, p) +
p0 − E
pi
PV
∫ ∞
−∞
dp′0
Im Π(x, p′0, p)
(p′0 − E)(p′0 − p0)
, (82)
where E =
√
p2 + m∗2 is the on-shell single-particle energy and PV denotes the Cauchy-principal
value.
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The total width of a particle in the medium is given by
Γmed(x, p) = Γdecay(x, p) + γΓcoll(x, p), (83)
where γ denotes the Lorentz-boost factor from the nucleus rest-frame to the particle rest-frame
(details are given in Ref. [55]). The decay width, Γdecay, includes the Pauli blocking (Bose en-
hancement) factors for the outgoing fermions (bosons) (c.f. the loss term in eq. (161)). The
actual parameterizations of the vacuum decay widths are described in section 3.3.1. If the in-
variant mass of the particle is less than the mass of its final decay products, then Γfree = 0. The
width of a particle with four-momentum, p, due to collisions with neutrons (n) and protons (p)
in a nucleus can be evaluated in the low-density approximation as
Γcoll(x, p) =
∑
i=n,p
∫
g d3p′
(2pi)3
fi(x, p′)σi(p0, p, p′)vrel(p0, p, p′) . (84)
Here, vrel denotes the relative velocity of the regarded particle and a nucleon with momentum,
p′, and fi are the nucleon phase-space occupation probabilities (c.f. eq. (69)). The total in-
medium nucleon-particle interaction cross sections, σi, in eq. (84) include the Pauli blocking
(Bose enhancement) factors for the outgoing baryons (mesons), in contrast to the cross sections
used in the GiBUU collision term, where these factors are written separately (cf. eq. (168)).
Thus, the collisional width, Γcoll, accounts for additional decay channels of the particle inside the
nucleus.
Let us take the ∆ resonance as an example. Besides the usual decay, ∆ → piN, also the two-
body and three-body interactions, ∆N → ∆N, ∆N → NN or ∆NN → NNN, occur in the nuclear
medium. These pure in-medium interactions add to the total ∆ width. On the other hand, the
partial ∆ → piN contribution is decreased by Pauli blocking of the outgoing nucleon. Thus, the
total in-medium width of the ∆ resonance is determined by a delicate interplay of the new decay
channels and Pauli blocking effects (cf. Ref. [56, 57] and also the discussion in Appendix B.1
before and after eq. (B.12)).
The quantity, Re Π(x, p), can now be readily reconstructed from Im Π(x, p) by using the
dispersion relation (82). This leads to a high accuracy in the evaluation of the spectral function
(see Refs. [55, 58] for further details).
2.4.3. Off-shell propagation: approximations
The kinetic equation (68) holds for stable as well as broad unstable states and thus allows,
e.g., to describe the kinetics of resonances [34, 41]. For its solution we use the so-called off-
shell potential (OSP) ansatz, a major simplification, that contains the relevant physics (correct
transition from in-medium to in-vacuum spectral functions). Within this ansatz the effects of the
second Poisson bracket on the l.h.s. of eq. (68) are absorbed into a modification of the mean-field
potential.
In order to outline this method we start our discussion with the transport equation in which
the back-flow term is removed
{p0 − H(x, p), F(x, p)}pb = C(x, p). (85)
The l.h.s. of eq. (85) can explicitly be rewritten as
{p0 − H, F}pb =
[(
1 − ∂H
∂p0
)
∂
∂t
+
∂H
∂p
∂
∂r
− ∂H
∂r
∂
∂p
+
∂H
∂t
∂
∂p0
]
F(x, p) (86)
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with the single-particle Hamilton function,
H(x, p) =
√
m2 + Re Π(x, p0, p) + p2 , (87)
where m is the pole mass of the particle species under consideration. The self-energy, Π, contains
the effects of the potential; in the general off-shell case it can be explicitly dependent on p0.
We note here that while eq. (85) is the transport equation for fermions, the analogous one for
bosons (cf. eq. (55)){
p2 − m2 − Re Π˜(x, p), F(x, p)/(2p0)
}
pb
=
{
p20 − H2(x, p), F(x, p)/(2p0)
}
pb
= C(x, p) (88)
reduces to the one for fermions for |p0−H|  H with formally the same Hamiltonian H, provided
H is not explicitly time-dependent. Thus the following considerations are also directly applicable
to bosonic transport.
The generalized BUU eq. (85) can be solved numerically by using the test-particle technique,
i.e., the continuous Wigner function is replaced by an ensemble of test particles represented by
δ-functions,
F(x, p) = lim
n(t)→∞
(2pi)4
N
n(t)∑
j=1
δ[r − r j(t)]δ[p− pj(t)]δ[p0 − p0j (t)] , (89)
where n(t) denotes the number of test particles at time, t, and r j(t) and p j(t) are the coordi-
nates and the four-momenta of test particle, j, at time, t. As the phase-space density changes in
time due to both, collisions and the Vlasov dynamics, also the number of test particles changes
throughout the simulation: in the collision term, test particles are destroyed and new ones are
created. At t = 0 we start with n(0) = N · A test particles, where A is the number of physical
particles and N is the number of ensembles (test particles per physical particle). More details
about the numerical treatment of the Vlasov and collision dynamics can be found in Appendix
D.
Combining the time derivatives of eq. (89) and eq. (86), we find the equations of motion,
dr j
dt
=
(
1 − ∂H
∂p0
)−1
∂H
∂p
, (90)
dpj
dt
=−
(
1 − ∂H
∂p0
)−1
∂H
∂r
, (91)
dp0j
dt
=
(
1 − ∂H
∂p0
)−1
∂H
∂t
. (92)
Here the first factors on the r.h.s. are just the so-called Z-factors mentioned at the start of sec-
tion 2.4.1. If ∂H/∂p0 = 0, eqs. (90) and (91) become the usual Hamilton equations of motion
for stable particles. Energy conservation is enforced by eq. (92), if ∂H/∂t = 0. Numerically,
the generalized Hamilton equations of motion (90)-(92), are solved with a predictor-corrector
algorithm (see Appendix D).
Since the Poisson-bracket term in eq. (68) has been dropped, there is, so far, nothing in
eqs. (90)–(92) that restores the proper vacuum properties of a collision-broadened particle when
it propagates out of the nucleus. The OSP ansatz approximately restores the proper off-shell
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propagation. This idea was originally introduced in [59, 60] in the spirit of an educated guess,
only taking into account the density dependence of the self-energy. An improved version has
been developed in Ref. [55] with the intent to solve the non-relativistic test-particle equations of
motion of [41].
To introduce the (relativistic) OSP method we start by defining the offshellness (or off-shell
potential), ∆µ2j , of the j
th test particle by
p2j = m
2 + Re Π + ∆µ2j . (93)
Thus,
√
m2 + Re Π corresponds to the in-medium pole mass and, consequently, ∆µ2j is a measure
of how far the test-particle invariant mass, µ j =
√
p2j , is off the pole
7. Rewriting eq. (93) yields
for the energy of the test particle
p0j =
√
m2 + Re Π + ∆µ2j + p2 . (94)
The effects of the off-shell propagation, contained in the Poisson-bracket term in eq. (53), are
thus absorbed into the off-shell potential, ∆µ2j .
The OSP ansatz now consists in regulating the offshellness, ∆µ2j , such that the vacuum be-
havior is restored when the particles leave the nucleus. To achieve this, the offshellness can be
written as
∆µ2j (r, p) = χ j Γ˜ j(r, p), (95)
where the off-shell parameter, χ j, is a constant of motion for each test particle and therefore can
be calculated at the time of creation, t0, as
χ j =
∆µ2j (r j(t0), p j(t0))
Γ˜ j(r j(t0), p j(t0))
. (96)
Here, Γ˜ j is related to the total width of a particle in its Γ˜ j(r, p) = µ jΓtot(r, p).
As each test particle is defined with its own off-shell parameter, we require a separate Hamil-
ton function, H j, for each test particle and replace
H =
√
m2 + Re Π + p2 → H j =
√
m2 + Re Π + ∆µ2j + p2. (97)
Each test particle is thus propagated also under the influence of the off-shell potential, ∆µ2j . Note
that this potential, just like χ j, is positive for particles above the pole mass (µ j >
√
m2 + Re Π)
and negative for those below. By inserting this Hamiltonian into the generalized Hamilton equa-
tions of motion (90)-(92), one directly obtains the relativistic test-particle equations of motion
given in [34]. Lehr [61] has shown that for non-relativistic particles the OSP method is equivalent
to the full solution of the original Kadanoff-Baym equation as outlined in [34, 41]; for relativistic
particles it approximates the full solution extremely well.
7Remember that we suppress the particle-species index i while we keep the index j which denotes the jth test particle.
For brevity, the Coulomb potential is dropped in the derivation of the OSP method, but it is taken into account in the
calculations (see section 3.1.2).
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Using the off-shell parameter, the relativistic equations of motion simplify to
r˙ j =
1
1 −C j
1
2E j
(
2pj +
∂
∂pj
[Re Π j + χ jΓ˜ j]
)
, (98)
p˙j = − 11 −C j
1
2E j
∂
∂r j
[
Re Π j + χ jΓ˜ j
]
, (99)
χ˙ j = 0 (100)
with C j =
1
2E j
∂
∂E j
[
Re Π j + χ jΓ˜ j
]
, (101)
The earlier OSP ansatz, as applied by Effenberger [60] and later by Lehr [61] and Mu¨hlich [62],
was much simpler; assuming Γmed ≈ γΓcoll and Γcoll ∝ ρ they chose a linear dependence in
density instead of the full in-medium width in eq. (96), which is a considerable simplification
from a numerical point of view. In addition, these authors introduced a back-coupling term
stemming from the influence of the OSP on the residual nucleus, which restores also the overall
energy conservation. In reactions, where the nucleus stays approximately in its ground state, the
back-coupling term leads only to minor modifications and can be neglected.
At first sight the implementation of the off-shell equations of motion, as given above, seems
straightforward. In reality, however, a number of problems appear, which make the implementa-
tion of a fully consistent off-shell transport scheme difficult.
One such problem concerns the momentum dependence of the total widths. To describe off-
shell transport in a consistent manner, one should use collisional widths in the medium which
are compatible with the collision term used in the transport model. In general such a collisional
width depends on the particle’s momentum (relative to the medium). Also, the equations of
motion shown earlier are sensitive to such momentum dependences, as they contain terms of the
form ∂Γ˜ j/∂pj. However, these terms can cause test particles to become superluminous. To show
this, we express the width in terms of variables (µ =
√
(p0)2 − p2, p) instead of (p0, p). Then, by
combining eqs. (98) and (101) and neglecting Re Π j we obtain the following expression for the
test-particle velocity:
v j = r˙ j =
pj
E j
+
(
1 − χ j
2µ j
∂Γ˜ j(r j, µ j, pj)
∂µ j
)−1
χ j
2E j
∂Γ˜ j(r j, µ j, pj)
∂pj
(102)
If the width depends on invariant mass only and not on three-momentum the velocity simplifies
to the classical expression v j = pj/E j. The same always holds true for on-shell particles, which
have χ j = 0. This is expected, since Re Π j is neglected. However, there is a correction term
∝ ∂Γ˜ j/∂pj to the classical limit for off-shell particles if the width depends on three-momentum.
In addition, the velocity is not guaranteed to be smaller than the speed of light any more. This
can become a problem for particles which are already highly relativistic. For them, even a small
contribution from the extra term can violate the constraint, v ≤ 1. This problem of superlumi-
nous particles has been noted already, e.g., in [63] for pion propagation. Following [60, 61, 62]
we circumvent this problem by keeping only the density dependence of the width and use a
momentum-independent value which fits the full one, obtained from the collision term, on aver-
age.
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3. Potentials and collision terms in GiBUU
The relevant degrees of freedom in the GiBUU model are baryons, mesons, leptons, their
anti-particles and the gauge bosons. The parameters for all hadrons without strangeness and
charm are taken from the piN scattering phase-shift analysis of Manley and Saleski [64]; the
parameters for all other particles are taken from the PDG group [65]. Besides the nucleon and
the pion, also Λ, Σ, Ξ, Ω, ΛC , ΣC , Ξc, ΩC , η, J/Ψ, K, K¯, D, D¯, D+s and D
−
s are assumed to be
stable because their lifetimes are much longer than the usual timescales for nuclear reactions. A
complete list of the properties of the implemented hadrons is given in Appendix A.
Neither the leptons nor the electroweak gauge bosons (γ, W±, Z0) are explicitly propagated
in the simulation, i.e., due to their small couplings it is assumed that they interact only once in
the initial reaction (e.g., νA → µ−X) or when they are produced (e.g., η → γγ) and that they
leave the nucleus undisturbed afterwards. Gluons are also not propagated, but one may re-find
them in so-called strings or pre-hadrons which carry information about gluonic excitations (for
details cf. [66, 67]).
The following sections describe the potentials used in the drift term of the BUU equation, the
initialization of the nuclear ground state and – in some detail – the collision terms.
3.1. Potentials
The l.h.s. of the transport equations eqs. (68), (71) and (85) describes the propagation of
particles under the influence of mean-field potentials of hadronic and electromagnetic nature.
The potentials determine the Hamilton function, H, for the off-shell-transport equations eqs. (68)
and (85) or, for the quasi-particle approximation of eq. (71), the single-particle energy, Ep. In
most implementations of BUU potentials are used only for nucleons, but there are a few investi-
gations of in-medium corrections of hadronic self-energies [68], mainly for pions and kaons.
In GiBUU, for the nucleons the non-relativistic Skyrme-like and relativistic mean field
(RMF) potentials are alternatively adopted in the quasi-particle approximation. The off-shell
transport equation (85) is used with the Skyrme-like potentials only. In this section, we dis-
cuss the concrete form of the mean field potentials used in our model. The applicability of the
Skyrme-like or RMF potentials depends on the physical situation under consideration.
We would like to note here, that the potentials do not only affect the particle propagation but
also the collision term, e.g., via particle-production thresholds. The hadronic mean-field poten-
tials are strong and quite sensitive to the local particle-density variations. Thus their influence
on the collision integral via the energy-momentum conservation and threshold conditions in in-
terparticle collisions is fully taken into account. However, the relatively weak and long-ranged
Coulomb mean field potential does not vary much within the range of the strong interaction
∼ 1 fm. Therefore, we assume that it does not affect particle reaction rates, i.e., we neglect it in
the collision term.
3.1.1. Coulomb potential
We take into account the Coulomb force acting on the charged particles neglecting the
Lorentz force as in our applications the latter is much smaller than the Coulomb force. In par-
ticular this holds true for hadron-induced reactions, where the bulk of the nuclear matter stays
nearly at rest. Therefore, far away from the nucleus the incoming charged hadron propagates
in an almost pure Coulomb field. In heavy-ion collisions, the current of charged particles, gen-
erally, exists in any frame. However, for low-energy heavy-ion collisions the Lorentz force is
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suppressed with respect to the Coulomb force by a factor of ∼ (vcmproj/c)2, where vcmproj is the pro-
jectile velocity in the center-of-mass frame of the system. For relativistic heavy-ion collisions,
the Coulomb and Lorentz forces may become comparable in magnitude. But they both are of
minor importance for the strongly violent dynamics of central collisions governed by inelastic
production processes and the build-up of strong hadronic mean fields (see section 4.1.6).
The Coulomb potential for a given charge distribution, ρc(r), is determined by the Poisson
equation,
− ∇2Φ(r) = 4piρc(r), (103)
Numerically, this equation is solved using the alternating direction implicit iterative (ADI)
method of Douglas [69]. The boundary conditions for the Coulomb potential are provided by
the multipole expansion (cf. Appendix B of Ref. [70]).
3.1.2. Non-relativistic mean-field potentials
In the non-relativistic mean-field approach (cf. [71, 72, 73]) it is convenient to start with the
energy-density functional,
(x) =
∫
g d3 p
(2pi)3
√
m2 + p2 [ fn(x, p) + fp(x, p)] + pot(x) , (104)
where the first term represents the bare part of the total energy density and allows for relativisti-
cally correct kinematics, while the second term, εpot, is the potential part of the energy density.
We apply the Skyrme-like potential-energy density of Welke et al. [71], supplemented with a
symmetry-energy term,
pot(x) =
A
2
ρ(x)2
ρ0
+
B
γ + 1
ρ(x)γ+1
ρ
γ
0
+
C
ρ0
∑
i=n,p
∑
j=n,p
∫
gd3 p1
(2pi)3
∫
gd3 p2
(2pi)3
fi(x, p1) f j(x, p2)
1 + (p1 − p2)2/Λ2
+ dsymm
(ρp(x) − ρn(x))2
2ρ0
.
(105)
Here and in the following, ρ0 = 0.168 fm−3 is the nuclear saturation density.
The single-particle Hamilton function, Hi(x, p), (i = n, p) — which governs the propagation
of particles — is given by the functional derivative of the total energy, E, with respect to the
phase-space occupation numbers,
δE =
∑
i=n,p
∫
gd3rd3 p
(2pi)3
Hi(x, p) δ fi(x, p) ,
E =
∫
d3r (x) .
(106)
Thus, we have
Hi(x, p) =
√
m2 + p2 + Ui(x, p) (107)
with the single-particle potential,
Ui(x, p) = UN(x, p) + dsymm
ρp(x) − ρn(x)
ρ0
τ3i , (108)
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where τ3p = 1 and τ
3
n = −1. The isospin-averaged nucleon potential is
UN(x, p) =
Un + Up
2
= A
ρ(x)
ρ0
+ B
(
ρ(x)
ρ0
)γ
+
2C
ρ0
∑
i=n,p
∫
g d3 p′
(2pi)3
fi(x, p′)
1 + (p− p′)2/Λ2 .
(109)
In order to reduce the computation time for calculating the momentum-dependent part of the
potential eq. (109), we approximate the nucleon phase-space distribution by a Fermi distribution.
This allows to evaluate the momentum integral on the r.h.s. of eq. (109) as an analytic function of
|p| and of the local baryon density (see Ref. [71] for details). The six free parameters, A, B, γ, C,
Λ, and dsymm, of the nucleon potential eq. (108), are determined from the following conditions:
• The momentum-dependent interaction should describe the phenomenological real part of
a proton-nucleus optical potential and also governs the Landau effective mass at the Fermi
surface (cf. [11, 74] and refs. therein) 8
(m∗N)
−1 = m−1N + (p
(0)
F )
−1
(
∂UN
∂p
)
p=p(0)F
, (110)
which should lie in the range 0.6 mN ≤ m∗N ≤ mN . These conditions constrain the stiffness,
C, and the range, Λ.
• The energy per nucleon in isospin-symmetric nuclear matter has a minimum at ρ = ρ0 and
a value of −16 MeV at the minimum,
∂(ρ, I)/ρ
∂ρ
∣∣∣∣∣
ρ=ρ0, I=0
= 0,
(ρ, I)
ρ
∣∣∣∣∣
ρ=ρ0, I=0
= −16 MeV, (111)
where I ≡ (ρn − ρp)/ρ denotes the isospin asymmetry, and
(ρ, I) =
3
10mN
(p2F,nρn + p
2
F,pρp) + pot(ρ, I) (112)
is the energy density with the Fermi momenta, pF,i = (3pi2ρi)1/3, (i = n, p).
• The nuclear-matter incompressibility,
K = 9ρ20
∂2(ρ, I)/ρ
∂ρ2
∣∣∣∣∣∣
ρ=ρ0,I=0
, (113)
is fitted to be in the range K = 200-380 MeV.
8The Landau effective mass at the Fermi surface and the Dirac effective mass of the nucleon are related by m∗2Landau =
p2F +m
∗2
Dirac. However, to avoid complicated notations, we denote both masses simply as m
∗ or m∗N . If not stated otherwise,
the Dirac effective mass is used in this work.
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Label K (MeV) m∗N/mN A (MeV) B (MeV) C (MeV) γ Λ (fm
−1)
SM 215 0.68 -108.6 136.8 -63.6 1.26 2.13
HM 380 0.68 -10.0 38.0 -63.6 2.40 2.13
S 215 1.00 -287.0 233.7 0.0 1.23 -
H 380 1.00 -124.3 71.0 0.0 2.00 -
MM 290 0.68 -29.3 57.2 -63.6 1.76 2.13
Table 1: Parameter sets for the non-relativistic mean-field potential eq. (108). The meaning of the potential labels is as
follows: the first, S (soft), H (hard) or M (medium) characterizes the incompressibility modulus, K, and the second, M, if
present, indicates the inclusion of the momentum-dependent part (the third term in the r.h.s. of eq. (108)) in the potential.
• The potential symmetry-energy coefficient, dsymm, is chosen to reproduce the parameter of
the symmetry energy, asymm = 28 MeV, in the Bethe-Weizsa¨cker-mass formula using the
Migdal relation for symmetric nuclear matter,
asymm =
p2F
6mN
+
dsymm
2
, (114)
which leads to dsymm ' 30 MeV.
Several parameter sets of the nucleon potential eq. (108) are collected in table 1.
In a similar way, the single-particle Hamilton functions of other baryons are calculated, ex-
cept that for them the symmetry-energy terms are dropped. The potentials of the ∆-resonances
are rescaled by U∆ = 2UN/3 [75, 76]. The potentials of N∗-resonances are set equal to the nu-
cleon one, i.e., UN∗ = UN . The potentials of the S = −1 baryons are taken as UY = UY∗ = 2UN/3,
according to a simple light-constituent-quark counting picture. At least, for the Λ-hyperon, this
results in the correct potential depths. However, the empirical Σ-nucleus optical potential is
strongly repulsive at normal nuclear density, which is currently a quest for microscopic theoreti-
cal models (cf. Ref. [77] and references therein). The potentials of the S < −1 and C , 0 baryons
are neglected, since the empirical information on them is either absent or quite scarce.
In order to avoid problems with Lorentz invariance, it is very important to choose the frame,
where the mean-field potentials should be calculated. For this purpose, we have chosen the
local rest frame (LRF) of the nuclear medium, where the spatial components of the baryon four-
current, jµ = ( j0, j), vanish, i.e., j = 0 at the space position of the particle under consideration.
This choice is only possible if the antibaryons — contributing with negative sign to the baryon
four-current (cf. eq. (134) below) — are not abundant. In hadron-, photon-, and lepton-induced
reactions, the Hamiltonian propagation of particles is performed in the target rest frame (compu-
tational frame), which practically coincides with the LRF, since the collective motion of nuclear
matter is negligible. However, even then, conserving energy in particle-particle collisions re-
quires the determination of the potentials in the center-of-mass (c.m.) frame of the colliding
particles, where the momenta of the final-state particles are chosen.
The situation becomes even more complex in the case of heavy-ion collisions, where the
nuclear matter develops a space-time dependent collective-flow field. Already before the colli-
sion, due to the Lorentz-contraction9, the baryon density inside nuclei is increased by a γ-factor.
9In the case of heavy-ion collisions, the computational frame is usually chosen as the center-of-mass frame of the
colliding nuclei.
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Therefore, in order to be able to apply the potential eq. (108), defined in the LRF only, one
first has to perform a Lorentz transformation of the particle four-momentum to the LRF. This
Lorentz transformation is not trivial since it mixes the spatial components, p, with the time com-
ponent, p0, of the particle’s four-momentum. The latter, however, is not directly known since the
potential is defined only in the LRF.
By using the Lorentz invariance of the quantity E2 − p2 we obtain the following equation for
the determination of the particle energy E at the given momentum p:
E2 − p2 =
(√
m2 + p2LRF + Ui(x, pLRF)
)2 − p2LRF . (115)
Here, the three-momentum in the LRF, pLRF, is determined by the Lorentz boost as
pLRF = p+ γLRF βLRF
(
γLRF
γLRF + 1
(βLRF · p) − E
)
, (116)
with γLRF = 1/
√
1 − β2LRF and βLRF = jb/ j0b, where jµb(x) is the local baryonic four-current
jb(x) =
∫
d4 p
(2pi)4
(1,∇pH(x, p))F(x, p) , (117)
where F(x, p) is the Wigner density of eq. (89). One observes, that in any other frame than the lo-
cal rest frame the potential gets an explicit E-dependence. In the actual GiBUU implementation,
we first try to find a solution of eq. (115) for the energy, E, by a Newton root-finding algorithm.
If this fails, we switch to a bisection algorithm.
For the single-particle Hamiltonian, H(x, p), on the l.h.s. of the transport equation (85), i.e.,
for the Vlasov term, the Coulomb potential of eq. (103) is added to the energy, E, calculated from
eq. (115). Thus, H(x, p) = E + e(1 + τ3)Φ/2. For the particles produced in a given elementary
collision or resonance decay, the Coulomb part is directly included in eq. (115) by adding it to
Ui.
3.1.3. Relativistic mean-field potentials
Another type of baryonic potentials is provided by a Relativistic Mean Field (RMF) model
Lagrangian density [16, 78, 79, 80]
L =ψ[γµ(i∂µ − gωωµ − gρτρ µ − e2(1 + τ
3)Aµ) − mN − gσσ]ψ
+
1
2
∂µσ∂
µσ − U(σ) − 1
4
ΩµνΩ
µν +
1
2
m2ωω
2
− 1
4
RµνRµν +
1
2
m2ρρ
2 − 1
16pi
FµνFµν ,
(118)
where ψ is the nucleon field; σ, ωµ and ρ µ are the isoscalar-scalar (IG = 0+, Jpi = 0+), isoscalar-
vector (IG = 0−, Jpi = 1−) and isovector-vector (IG = 1+, Jpi = 1−) meson fields, respectively; Aµ
is the electromagnetic field. The field-strength four-tensors in eq. (118) are defined by
Ωµν = ∂µων − ∂νωµ , (119)
Rµν = ∂µρν − ∂νρµ , (120)
Fµν = ∂µAν − ∂νAµ . (121)
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Label K (MeV) m∗N/mN gσ gω gρ g2 (MeV) g3 mσ (MeV)
NL2 210 0.83 8.5 7.54 0.0 -50.37 6.26 508.2
NL3 272 0.60 10.217 12.868 4.474 -10.431 -28.885 550.5
Table 2: Parameter sets for the RMF models commonly used and their saturation properties in terms of the compression
modulus K in units of MeV and the effective mass m∗N in units of the bare nucleon mass mN .
The term,
U(σ) =
1
2
m2σσ
2 +
1
3
g2σ3 +
1
4
g3σ4, (122)
denotes the self-interactions of the σ-field.
The meson-nucleon coupling constants, gσ, gω, and gρ, the meson mass mσ, and the self-
interaction coefficients, g2 and g3, are taken from the non-linear (NL) Walecka-model-parameter
sets NL2 of Ref. [16] and NL3 of Ref. [78]) and are listed in table 2. The meson masses mω and
mρ are fixed to the values 783 MeV and 763 MeV, respectively for both parameterizations. The
NL2 parameterization is more appropriate to describe heavy-ion collision dynamics, while NL3
is mostly tuned to the ground-state properties of nuclei.
The Lagrange equations of motion for the mean fields read
[γµ(i∂µ − gωωµ − gρτρ µ − e2(1 + τ
3)Aµ) − mN − gσσ]ψ = 0 , (123)
∂µ∂
µσ +
∂U(σ)
∂σ
= −gσρS , (124)
(∂µ∂µ + m2ω)ω
ν = gω jνb , (125)
(∂µ∂µ + m2ρ)ρ
ν = gρ j νI , (126)
∂µ∂
µAν = 4pie jνc . (127)
The source terms on the r.h.s. of the meson-field equations eqs. (124)–(127) are the scalar den-
sity, ρS =
〈
ψψ
〉
, the baryon current, jνb =
〈
ψγνψ
〉
, the isospin current, j νI =
〈
ψγντψ
〉
, and the
electromagnetic current, jνc =
1
2 ( j
ν
b + j
3 ν
I ). Here, 〈· · ·〉 denotes the expectation value, and the me-
son fields in eqs. (124)–(127) are treated classically. We will neglect the isospin-mixed nucleon
states, which results in the conditions, j1 νI = j
2 ν
I = 0 and ρ
1 ν = ρ2 ν = 0.
The dispersion relation for a nucleon quasiparticle is obtained from the plane-wave solution
of the Dirac equation (123), ψ ∝ exp(−ipx),
(p∗)2 − (m∗)2 = 0 , (128)
where p∗ = p − V is the kinetic four-momentum, and m∗ = mN + S is the effective mass. The
vector and scalar fields are given by
V = gωω + gρτ3ρ3 +
e
2
(1 + τ3)A , (129)
S = gσσ . (130)
The dispersion relation eq. (128) can be rewritten as
p0 = ±
√
(m∗)2 + (p− V)2 + V0 . (131)
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The nucleon is described by the positive-frequency solution (upper sign in eq. (131)). Since we
treat antinucleons as a separate particle species they are also described by the positive sign in
eq. (131). However, the sign of the vector potential they experience is opposite to that felt by
nucleons as can be seen by using the G-parity transformation of the nucleon potentials [81] 10.
Thus, the antinucleon dispersion relation reads
p0 =
√
(m∗)2 + (p+ V)2 − V0 . (132)
The source terms in the meson-field equations eqs. (124)–(127) are expressed in terms of the
on-shell particle distribution functions, fi(x, p) (cf. eq. (71)), by
ρS =
g
(2pi)3
∑
i=p,n,p¯,n¯
∫
d3 p
p∗ 0i
m∗ fi(x, p) , (133)
jµb =
g
(2pi)3
∫
d3 p
∑
i=p,n
p∗µi
p∗ 0i
fi(x, p) −
∑
i=p¯,n¯
p∗µi
p∗ 0i
fi(x, p)
 , (134)
j3 µI =
g
(2pi)3
∑
i=p,n,p¯,n¯
∫
d3 p
p∗ 0i
p∗µi τ
3
i fi(x, p) , (135)
The kinetic four-momentum is p∗i = pi − V for i = p, n and p∗i = pi + V for i = p¯, n¯, where
pi = (p0i , p). Here, p
0
i is the single-particle Hamilton function dependent on the particle species
and its isospin projection. For completeness, we will also quote a useful formula for the canon-
ical energy momentum tensor (cf. Ref. [82, 83, 16]), T µν, satisfying the continuity equation,
∂νT µν = 0:
T µν =
g
(2pi)3
∑
i=p,n, p¯,n¯
∫
d3 p
p∗ 0i
p∗ νi p
µ
i fi(x, p)
+ ∂µσ∂νσ − ∂µωλ∂νωλ − ∂µρ3 λ∂νρ3λ − ∂µAλ∂νAλ
− gµν
(
1
2
∂λσ∂
λσ − U(σ) − 1
2
∂λωκ∂
λωκ +
1
2
m2ωω
2
−1
2
∂λρ
3
κ∂
λρ3,κ +
1
2
m2ρ(ρ
3)2 − 1
2
∂λAκ∂λAκ
)
.
(136)
In practice, eq. (136) is used to extract the equation of state of the nuclear matter (cf. fig. 2). It is
also useful for the analysis of the collective velocity profiles [84] and the approach of thermody-
namical equilibrium of collective nuclear motions.
As a technical approximation, time derivatives of the meson fields are neglected in eqs. (124)–
(127), while spatial derivatives are kept. The resulting equations are solved on the spatial grid
by using the alternating direction implicit iterative (ADI) method of Douglas [69]. Neglecting
the time derivatives also leads to some modifications in the expression for the conserved energy-
momentum tensor, T µν (see Ref. [84] for details). The spatial components of the electromagnetic
potential, Aµ, are also neglected. Thus, in fact, the Maxwell equation (127) is reduced to the
Poisson equation (103) with Φ ≡ A0 and ρc ≡ e j0c .
10In the antiproton-nucleus reaction simulations (see section 4.1.3), we allow for the deviations from the exact G-parity
symmetry for the sake of a realistic value of an antiproton optical potential.
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Figure 2: (Color online) Binding energy per nucleon, E/A, as function of the baryon density, ρ, for different mean-
field parametrizations used in the GiBUU model: (SM) non-relativistic soft momentum-dependent Skyrme, (HM) non-
relativistic hard momentum-dependent Skyrme, (RMF) non-linear Walecka model (NL2 set, [16]).
Let us briefly discuss the applicability of these approximations. A thorough consideration
can be found in Refs. [85, 16, 86] (see also discussion in section 3.1.1 on the applicability of the
Poisson equation). In fact, including the space and time derivatives of mesonic fields would lead
to small-amplitude oscillations of these fields with a frequency ω =
√
m2 + k2, where m is the
meson mass and k is the wave number of a field perturbation. If the process under consideration
is slow with respect to the period of these oscillations, 2pi/ω ' 2.5(1.5) fm/c for σ-(ω-)field
in the long-wave limit k = 0, one can approximately average-out the time derivatives of the
mesonic fields. The well known examples of such slow processes are the nuclear giant resonance
vibrations or heavy-ion collisions at low and intermediate energies (below Elab ' 1 AGeV). The
classical meson field radiation and retardation effects are disregarded in the local density approx-
imation, when all derivatives of the mesonic fields are neglected in the meson field equations.
On the other hand, in heavy-ion collisions at relativistic energies, i.e., above Elab ' 5 AGeV, the
radiation and retardation effects might be significant [85, 16]. In the low-energy nuclear dynam-
ics, the surface effects are important for the stability of the ground state nuclei. Including the
space derivatives of the meson fields largely improves the description of a nuclear surface and,
therefore, the nuclear ground state stability (see Ref. [86] and section 3.2).
3.1.4. Comparison of the non-relativistic and relativistic mean-field potentials
The key quantities, which influence the dynamical evolution in heavy-ion collisions at in-
cident energies up to several GeV per nucleon, are the equation of state (EoS) and the opti-
cal potential. The study of the nuclear EoS has a long history. It has been pioneered by the
work of Scheid, Ligensa and Greiner [88], where the compressibility of nuclear matter has
been extracted from light-ion scattering data. Later, the extensive studies of different theory
groups (cf. Ref. [7, 16, 71, 11, 74, 13, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99]) have been
performed to pin down the nuclear EoS from comparison of microscopic transport simulations
with experimental data on collective flow and particle production. Taking into account the re-
alistic momentum dependence of the proton-nucleus optical potential, this resulted in values of
K ' 200-270 MeV, i.e., in a relatively soft EoS. This range agrees with model analyses of data
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Figure 3: (Color online) Kinetic-energy dependence of the Schro¨dinger-equivalent optical potential for the Skyrme-like
interaction (SM) and for the NL2 parameter set of the non-linear Walecka model (RMF) for baryon densities at saturation.
These potentials are compared with the results of Dirac phenomenology [87].
on the giant monopole resonance in heavy nuclei [100, 101] (see also Ref. [86] and refs. therein).
The EoS of nuclear matter is defined by the density dependence of the energy per nucleon
subtracting the nucleon mass. In the non-relativistic mean-field model, the EoS is calculated
using eq. (112), as E/A = (ρ, I = 0)/ρ. In the RMF approach the EoS is determined through the
00-component of the energy-momentum tensor, T µν (see eq. (136)): E/A = T 00/ρ.
For a comparison of the energy dependence between the various mean-field models (Skyrme-
like and RMF) we use the Schro¨dinger-equivalent (SE) optical potential. For the case of the
in-medium interaction of a nucleon with nuclear matter at rest the SE optical potential is derived
from the in-medium dispersion relation [102]. In the RMF case, the in-medium dispersion rela-
tion reads (E − V0)2 − p2 = (mN + S )2, where the vector (V) and scalar (S ) fields are given by
eqs. (129) and (130), respectively. Here, E denotes the energy of a nucleon in the rest frame of
the nuclear matter at a given baryon density, ρ. In the Skyrme-like potential model, the dispersion
relation takes the form (E − UN)2 − p2 = m2N , where UN denotes the isospin-averaged nucleon
potential of eq. (109).
From these dispersion relations one then obtains the in-medium single-particle energy, E,
of a nucleon as a function of its momentum, p. Using energy conservation, i.e., setting the in-
medium single-particle energy, E, equal to the asymptotic free energy, one arrives at the well
known form for the SE optical potential [102], which in the RMF case reads
Uopt =
E
mN
V0 + S +
1
2mN
[
S 2 − (V0)2
]
. (137)
In the non-relativistic case, one obtains a similar equation as in eq. (137) with S = 0 and V0 =
UN .
Figures 2 and 3 show the EoS and the kinetic-energy, dependence (Ekin = E−mN) of the opti-
cal potential for typical parametrizations commonly adopted in the calculations, shown later on.
The EoS in the SM and RMF parametrizations show a rather soft behavior at high densities. For
comparison, a hard EoS (HM) is shown too. A soft density dependence is required for a reliable
description of collective baryon flows and kaon abundances at SIS/GSI energies (cf. [103, 97]).
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Also the energy dependence of the nuclear mean field is crucial for a consistent characterization
of collective in-plane and out-of-plane transverse flow of matter at energies around 0.1-1 GeV
per nucleon.
The non-relativistic Skyrme model predicts a saturation of the optical potential with increas-
ing nucleon energy, which is consistent with the empirical Dirac phenomenology [87]. This
originates from an explicit momentum dependence of the non-relativistic single-particle Skyrme
potential, which is not present in the relativistic version. In fact, in the latter case the RMF po-
tential rises linearly with energy. At the energies in the SIS/GSI regime, i.e., Elab ' 1 AGeV, the
comparison of the Schro¨dinger-equivalent potential of the RMF model with the empirical data
[87] is quite satisfactory. However, at higher beam energies the linear rise of the potential leads
to a strong repulsion, which seems to be unphysical and limits the applicability of this simple ver-
sion of the RMF model to situations where the relative motion of the components of the nuclear
system is not very fast. One example of such situations is the thermalized stage of heavy-ion
collisions. Due to a rather fast equilibration in momentum space the overlap region of colliding
nuclei thermalizes quickly. Thus, we expect that, except for the relatively short nonequilibrium
stage when the two nuclei penetrate each other, the RMF model describes the time evolution of
the strongly compressed and heated nuclear system quite reliably.
3.1.5. Transport equations in the RMF model
In the case of momentum-independent fields in the spirit of a Relativistic Mean-Field (RMF)
model with a scalar field, S (x), and a vector field, Vµ(x), it is convenient to use the distribution
function, f ∗(x, p∗), in the kinetic phase space (r, p∗). The kinetic (or effective) four-momentum
p∗µ and the effective mass are defined, respectively, as (cf. eqs. (41) and (42))
p∗µ = pµ − Vµ . (138)
and
m∗ = m + S , (139)
so that p∗2 = (m∗)2 (in-medium on-shell condition). Now, p0 =
√
(m∗)2 + (p∗)2 + V0 plays the
role of a single-particle Hamilton function, i.e., Ep ≡ p0 in eq. (71).
The normalization of the distribution function, f ∗(x, p∗), is such that
f ∗(x, p∗)
g d3r d3 p∗
(2pi)3
is the number of particles in a kinetic phase-space element, d3r d3 p∗. Here, g denotes the spin-
degeneracy factor. Since the Jacobian of the transformation, (r, p)→ (r, p∗), fulfills
det |∂(r, p∗)/∂(r, p)| = 1 ,
we obtain f ∗(x, p∗) = f (x, p). With this transformation of variables, eq. (71) can be expressed as
(cf. Refs. [16, 79])
(p∗0)−1
[
p∗µ∂µ − (p∗µF µα − m∗∂αm∗)
∂
∂p∗α
]
f ∗(x, p∗) = C(x, p) , (140)
where α = 1, 2, 3, µ = 1, 2, 3, 4, and F µν ≡ ∂µVν − ∂νVµ.
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For momentum-independent scalar and vector fields, eq. (140) is solved by representing the
distribution function, f ∗, in terms of test particles, i.e., setting
f ∗(x, p∗) =
(2pi)3
gN
n(t)∑
j=1
δ(3)[r − r j(t)]δ(3)[p∗ − p∗j(t)] . (141)
This test-particle representation is similar to that of the more general off-shell potential ansatz,
eq. (89), except that the energy delta function, δ(p0 − p0j ), is integrated-out. This is because —
in the RMF mode — we restrict ourselves to the quasi-particle limit.
The respective equations of motion for the centroids, r j, and kinetic momenta, p∗j , are ob-
tained by substituting eq. (141) into eq. (140) and setting C(x, p) = 0, which leads to
r˙ j =
p∗j
p∗ 0j
, (142)
p˙∗αj = − (p∗0j )−1(p∗jµF µα − m∗∂αm∗) , (143)
where p∗0j =
√
(m∗)2 + (p∗j)2, and α = 1, 2, 3.
3.2. Nuclear ground state
The BUU equation (71) is a first-order differential equation in time. Thus, to solve this
equation, the phase-space distributions of all particle species need to be known at the initial
time t = 0 fm/c, in particular, the initial distribution of the nucleons within the nucleus (nuclear
ground state). As discussed in the previous section, the BUU equation is treated numerically
within the test-particle method, where the phase-space distribution is discretized by a finite num-
ber of test particles, see eqs. (89) and (141) for the non-relativistic and relativistic cases, respec-
tively. This method leads to Hamilton equations of motion for the test particles, eqs. (90)–(92),
(142) and (143), again for the non-relativistic and relativistic cases. In the spirit of the test-
particle ansatz one has to initialize the test particles for a nucleus at the initial time. Empirical
density distributions are usually adopted to initialize ground-state nuclei in transport-theoretical
simulations, which might not always be consistent with the energy-density functional used for the
propagation of the system. However, in some particular cases, e.g., low-energy hadron-induced
reaction and fragmentation studies, a very good stability of the ground-state configurations is
required, which is difficult to reach within the test-particle technique, underlying any numerical
method to solve the BUU equation. Another well known problem is related to the numerical
treatment of Pauli-blocking factors in the Uehling-Uhlenbeck collision integral. In this Chapter,
first we give an outline of the standard-initialization procedure of nuclear ground states, before
model extensions and results are presented.
3.2.1. Standard phase-space initialization
In order to prepare the phase-space density of the nuclear ground state, the coordinates of
neutrons and protons are sampled according to empirical density profiles of Woods-Saxon or
harmonic oscillator [104] type, for heavy or light nuclei, like 197Au and 56Ni or 12C and 16O,
respectively.
The particle momenta are distributed according to a local Thomas-Fermi (LTF) approxima-
tion,
fn,p(r, p) = Θ
[
pF,n,p(r) − |p|
]
, (144)
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where the momentum distribution is given by an isotropic Fermi sphere at each point in space
with the radius in momentum space determined by the local Fermi momentum,
pF,n,p(r) = [3pi2ρn,p(r)]1/3. (145)
The normalization is chosen such that the proton and neutron densities — which serve as an input
— are retrieved by
ρn,p(r) = g
∫
fn,p(r, p)
d3 p
(2pi)3
. (146)
The single-particle phase-space densities, fn,p(r, p), are then fully determined, and the momen-
tum densities read
nn,p(p) = g
∫
fn,p(r, p)
d3r
(2pi)3
(147)
with the normalization conditions,
∫
d3 p np(p) = Z and
∫
d3 p nn(p) = A − Z.
This standard method provides us with the full phase-space information at the initial time,
before starting the propagation according to the Hamilton equations of motion. Smooth distribu-
tions in coordinate and momentum space are achieved by using ∼ 103 test particles per nucleon,
which is an important issue for the numerical treatment of mean-field gradients in the Hamilton
equations of motion, for details see Appendix D.1. The smoothness of the test particle distri-
bution in phase space is also important for numerical evaluation of the Pauli-blocking factors,
(1 − fn,p(r, p)), which enter the collision term of the BUU equation (see discussion related to
fig. 7 and Appendix D.4.3).
In fig. 4 we show the proton density and the Fermi momentum together with the proton
mean-field potential eq. (108) and the resulting Fermi energy
EF,p =
√
p2F,p + m
2
N + Up(r, pF) (148)
for 12C, 16O and 56Fe as a function of the radius at the initial time t = 0 fm/c. It is seen in fig. 4
that the Fermi energy varies rather strongly towards the nuclear surface and becomes very small
there. This leads to problems with nuclear stability, which are addressed in the next section,
where an improved initialization method is presented. A similar scheme in the non-relativistic
case has been discussed in [105].
3.2.2. Improved phase-space initialization and ground-state stability
We address the problem of the ground-state stability, which is discussed in detail in Section
3.2 of Ref. [60] and in Ref. [105]. The empirical density distributions do not coincide with the
ground-state density distribution corresponding to the static solution of the Vlasov equation with
a local mean field potential in coordinate space. The assumed locality of the nucleon potential
eq. (108) requires the ground state to be a perfect sphere of a constant density ρ0. This dis-
crepancy leads to oscillations of the root-mean-square radius in time (cf. e.g. Figs. 3.2 and 3.6
in [60]). It has been shown in Ref. [60] that the influence on observables in photon-induced
reactions is only minor. Nevertheless, we circumvent this problem by working in the so-called
“frozen” approximation, i.e., the test particles which define the initial particle distribution of the
nucleus (the so-called “real particles”) are not propagated and are not allowed to undergo any
collisions — they are frozen. Thus, by definition, we obtain a stable ground state. This treatment
is justified by the fact that in photon- and lepton-induced reactions at around 1 GeV beam energy
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Figure 4: (Color online) The proton density, Fermi momentum, mean-field potential and Fermi energy subtracting the
nucleon mass for 12C, 16O and 56Fe as a function of radius.
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Figure 5: (Color online) Time evolution of the binding energy per nucleon (panel on the top) and root-mean square
(rms) radius (panel on the bottom) for a ground state 100Sn nucleus. Vlasov calculations, using the (dashed) standard
initialization and the (solid) improved initialization, are shown. The filled circle in the top panel at t = 0 fm/c gives the
RTF-value of the binding energy. Taken from [86].
the nucleus stays close to its ground state, which means that its phase-space density stays almost
constant during the simulation. Only the reaction products of the lepton-nucleon reactions are
propagated and undergo final-state interactions. These test particles and also their reaction prod-
ucts are called “perturbative particles”, and they do not affect the nucleus phase-space density
(see Appendix D.2 for details).
The “frozen” approximation is not applicable to hadron-induced reactions and heavy-ion
collisions at intermediate relativistic energies. Thus, a good stability of ground-state nuclei has
to be achieved, in particular, when studying reactions with hadron and heavy-ion beams at low
incident energies. We thus have improved the relativistic transport approach within GiBUU by
performing Thomas-Fermi calculations with the same energy-density functional as that used in
the dynamical evolution. The relativistic Thomas-Fermi (RTF) equations for a static nucleus with
Z protons, N neutrons, i.e., A = N + Z nucleons, are obtained by applying a variational principle
to the total energy, E =
∫
d3r (ρp, ρn), under the constraint of particle number conservation,
δ
∫
d3r
[
(ρp, ρn) − µpρp(r) − µnρn(r)
]
= 0 . (149)
The chemical potentials for protons and neutrons, µp,n, are fixed by the conditions
Z =
∫
d3r ρp(r), N =
∫
d3r ρn(r). (150)
Substituting the energy-density functional, i.e., the 00-component of the energy-momentum
tensor eq. (136), in eq. (149) leads to the RTF-equations for protons and neutrons,
p0i (pF,i) = µi, (i = p, n) (151)
Here, p0i (pF,i) are the Fermi energies. They can be written explicitly as
p0p(pF,p) = gωω
0 + gρρ30 + eA0 + E∗F,p,
p0n(pF,n) = gωω
0 − gρρ30 + E∗F,n,
(152)
39
0 1 2 3 4 5 6 7 8 9 10-20
-15
-10
-5
0
5
E F
 
(M
eV
)
0 1 2 3 4 5 6 7 8 9 10
distance (fm)
-20
-15
-10
-5
0
5
E F
 
(M
eV
)
p
n
p
n
-10 -8 -6 -4 -2 0 2 4 6 8 10-100
-80
-60
-40
-20
0
V
+S
 (M
eV
)
-10 -8 -6 -4 -2 0 2 4 6 8 10
distance (fm)
-100
-80
-60
-40
-20
0
V
+S
 (M
eV
) t=0 fm/c
t=25 fm/c
t=50 fm/c
t=75 fm/c
t=100 fm/c
t=125 fm/c
t=150 fm/c
Figure 6: (Color online) The Fermi energies for protons and neutrons subtracting the nucleon mass, p0p,n − mN , with
p0p,n given by eq. (152) (left panels) and the nucleon mean-field potential, V
0 + S , where the vector and scalar potentials
are defined by eqs. (129) and (130), (right panels) along the z-axis passing through the center of the 100Sn nucleus. The
thick curves in the figures on the left show the result of the RTF calculation. The other curves show the Vlasov results at
different times (as indicated) using the improved initialization (upper panels) and the standard one (lower panels).
where E∗F,p,n =
√
p2F,p,n + (m
∗)2. The Fermi energies eq. (152) are constants by definition, in
contrast to the Fermi energy defined in eq. (148) for the LTF approximation. For a spheri-
cal nucleus, the RTF equations (151) together with the field equations eqs. (124)–(127) com-
pletely determine the radial dependence of the proton and neutron densities and mean fields,
i.e., ρp,n(r), σ(r), ω0(r), ρ30(r), and A0(r). In their solution retardation effects are neglected.
The initialization of neutron and proton densities according to the Thomas-Fermi calculation
largely improves the ground-state stability in numerical simulations. As an example, figs. 5 and 6
show the time evolution of the binding energy per nucleon, the rms-radius and of the relativistic
mean-field potential for Vlasov calculations.
The standard-initialization method using the empirical Woods-Saxon density distribution
produces a binding energy smaller by 0.3-0.4 AMeV with respect to the RTF value of EB/A '
8.1 MeV. This is expected, since the minimum of the total energy is not reached with the stan-
dard initialization. The binding energy varies with time due to numerical errors in the solution
of the time-evolution eqs. (142) and (143) and field eqs. (124)–(127). For the standard initial-
ization, the rms radius fluctuates quite strongly, even comparable in the amplitude with the real
giant-monopole resonance vibrations. These artificial temporal oscillations lead also to a signif-
icant particle loss with increasing time, if collisions are included (not shown here). Applying the
improved initialization, in which the same energy-density functional is used for both the initial-
ization of the nucleus and its time propagation, stabilizes the nucleus considerably. At t = 0 fm/c
the value of the binding energy per nucleon agrees with the corresponding RTF value, and both,
the binding energy per nucleon and the rms radius, stay almost constant in time.
In relativistic transport studies the central mean-field potential consists of the sum of a large
negative Lorentz-scalar and a large positive Lorentz-vector potential. Thus, small spurious den-
sity variations cause strong numerical fluctuations in the mean-field potential. This is demon-
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Figure 7: (Color online) Momentum dependence of the proton-occupation number fproton in the center of 12C and 100Sn
nuclei is shown in the upper and lower left panels, respectively. The radial dependence of fproton at zero momentum for
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(thin solid lines) and momentum-dependent (thick solid lines) radius, rp (see Appendix D.4.3). The fluctuations of
fproton near the Fermi momentum, pF ' 250 MeV/c, are due to the finite number of test particles per nucleon, which
has been set to 10000 in this calculation. The nucleon density in units of ρ0 is shown additionally by dashed lines in the
right panels. We see that at the half-central-density radius, the proton occupation number is only about 10 % below unity.
Taken from [86].
strated in fig. 6 (figures on the right), where the mean-field potential is displayed as a function
of the coordinate along the central z-axis. The Vlasov calculations with the standard initializa-
tion (panel on the bottom) show large fluctuations of the order of 10 %, while these fluctuations
almost vanish in the calculations using the improved initialization method. Another good test of
the ground state stability within the modified initialization scheme is the radial dependence of
the proton- and neutron-Fermi energies, which according to the RTF model, see eq. (152), should
be constant. Apart from some unavoidable numerical fluctuations the Fermi energies resulting
from the dynamical Vlasov calculations are rather constant in radius and also in time within the
modified initialization prescription. In particular, they fit the RTF results and are very stable
around the nuclear surface. On the other hand, the dynamical calculations using the standard
initialization fail to reproduce the RTF calculation and strongly fluctuate in time.
So far we have discussed the stability of ground state nuclei in Vlasov simulations, i.e., by
neglecting binary collisions. The frequency of two-body collisions in a Fermi gas depends on the
occupancies of the scattering final states via the hole-distribution functions f¯i = 1 − fi, see the
r.h.s. of the BUU equation eq. (71). Due to energy and momentum conservation, no collisions
occur at zero temperature, where fi(r, p) = Θ(pF,i(r)− |p|). In test-particle simulations, however,
it is impossible to model the exact T = 0 Fermi distribution. This causes some spurious two-
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body collisions even in the ground-state nucleus. The magnitude of this effect crucially depends
on the numerical treatment of Pauli blocking, which is described in Appendix D.4.3.
Thus, including two-body collisions requires a careful implementation of Pauli blocking to
prevent the destruction of the ground state. To demonstrate the accuracy of the test-particle cal-
culations, fig. 7 shows the momentum and radial dependence of the proton-occupation numbers,
which are used in the evaluation of the Pauli-blocking factors, for 12C and 100Sn nuclei. The
calculations are performed with N = 1000 test particles per nucleon. The simulation with the de-
fault Pauli-blocking parameters results in a rather diffuse momentum dependence, especially for
the light 12C nucleus. Using the momentum-dependent radius, rp, and the reduced width of the
Gaussian distribution, largely improves the momentum dependence of the occupation numbers
close to the Fermi surface. The radial dependence of the occupation numbers also approximates
the step function better for the calculation with the modified Pauli blocking parameters.
3.3. Collision term
In general, the collision term, C(x, p), on the r.h.s. of the kinetic eqs. (68), (85) and (140) can
be represented as a sum of one-, two-, three-body, etc. collisional contributions (cf. [30, 106] and
refs. therein),
C(x, p) = C(1)(x, p) + C(2)(x, p) + C(3)(x, p) + · · · . (153)
We will start with the general form of the various contributions to the collision term. At this
stage, in order to keep the formulae as simple and clear as possible, the mean-field effects are
ignored. They will be discussed in section 3.3.4.
From now on we will often use the invariant matrix elements Mi f in the PDG convention
[54], which are related to the used earlier matrix elementsMi f in the Bjorken and Drell conven-
tion [51] (cf. eq. (72)) as
Mi f =Mi f
∏
j
√
n j with n j =
1 if j is a boson,2m j if j is a fermion . (154)
where the product is taken over all incoming and outgoing particles.
The one-body contribution, C(1)(x, p), appears if the considered particle is an unstable res-
onance and may decay. For an illustration, let us consider the one-body collision term for the
particle 1 decaying to the particles 1′ and 2′, taking into account the recombination 1′2′ → 1:
C(1)(x, p1) = C
(1)
gain(x, p1) −C(1)loss(x, p1) =
S1′2′
2p01g1′g2′
∫
d4 p1′
(2pi)42p01′
∫
d4 p2′
(2pi)42p02′
× (2pi)4δ(4)(p1 − p1′ − p2′ )|M1→1′2′ |2[F1′ (x, p1′ )F2′ (x, p2′ )F1(x, p1)
− F1(x, p1)F1′ (x, p1′ )F2′ (x, p2′ )] ,
(155)
where |M1→1′2′ |2 is the in-medium matrix element squared and averaged over the spin states of
the initial particle and summed over the spin states of the final particles; Fi(x, pi) (i = 1, 1′, 2′)
is the Wigner function of eq. (64). In eq. (155) we have also introduced the auxiliary Wigner
function,
F(x, p) =
i tr[S˜ >(x, p)γ0] = 2pigA(x, p)[1 − f (x, p)] for fermions,2p0iD˜>(x, p) = 2pigA(x, p)[1 + f (x, p)] for bosons. (156)
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For fermions this Wigner function describes the phase-space density of hole states and is pro-
portional to the Pauli blocking factor, [1 − f (x, p)]. For bosons, the Bose enhancement factor,
[1 + f (x, p)], appears instead. Below these factors are denoted as f (x, p) = 1 ∓ f (x, p) for
outgoing fermions (-) or bosons (+). To avoid possible misunderstanding, we note that for the
bosons, the spectral function which appears in eqs. (64) and (156) is defined not by eq. (63) but
as A(x, p) := 2p0A(x, p) withA(x, p) being the spectral function given by eq. (76).
The symmetry factor, S1′2′ , in eq. (155) takes into account the possible identity of the final-
state particles and is defined as
S1′2′...N′ = 1Na!Nb! . . . , (157)
where a, b, . . . label the different species of particles appearing in the final state, 1′2′ . . .N′, and
Na is the number of particles of type a among the final-state particles, 1′2′ . . .N′.
Now we introduce the vacuum decay width of the resonance as
Γ1→1′2′ (p1) =
S1′2′
2p01
∫
d4 p1′
(2pi)32p01′
∫
d4 p2′
(2pi)32p02′
(2pi)4δ(4)(p1 − p1′ − p2′ )
× |M1→1′2′ |2A1′ (p1′ )A2′ (p2′ ) .
(158)
This expression does not include the Pauli-blocking or Bose-enhancement factors for the outgo-
ing particles. The spectral functions of the latter, A1′ (p1′ ) and A2′ (p2′ ), are also assumed to be
the vacuum ones. In the rest frame of the resonance, after a simple calculation one can rewrite
eq. (158) as
Γ1→1′2′ (m1) = S1′2′
∫
dm21′ A(m21′ )
∫
dm22′ A(m22′ )
1
8pim21
|M1→1′2′ |2 q(m1; m1′ ,m2′ ) , (159)
where q(m1; m1′ ,m2′ ) is the c.m. momentum of the decay particles,
q(M; m1,m2) :=
√
(M2 + m21 − m22)2/(4M2) − m21 . (160)
In eq. (159), we have used the spectral functions defined according to eq. (76) and have assumed
that they depend on momentum via the mass, m2 = p2, only. Using eq. (159), we can rewrite the
one-body collision term of eq. (155) in the following simple and practical form:
C(1)(x, p1) =
m1
p01
Γ1→1′2′ (m1)
∫
dΩcm
4pi
[ f1′ (x, p1′ ) f2′ (x, p2′ )F1(x, p1)
− F1(x, p1) f 1′ (x, p1′ ) f 2′ (x, p2′ )] ,
(161)
where the expression in square brackets is averaged over the direction of the momentum of
particle 1′ in the rest frame of the decaying resonance.
The loss term of eq. (161) is modeled in the following way. For every resonance test particle
of the kind 1, a MC decision is made on its decay during the time interval, [t; t + 4t], according
to the probability,
Pdecay = 1 − exp
−m1 Γ1(m1)4tp01
 , (162)
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where Γ1(m1) is the total decay width in the rest frame of a given resonance test particle obtained
by summation over all possible decay channels,
Γ1(m1) =
∑
1′,2′
Γ1→1′2′ (m1) +
∑
1′,2′,3′
Γ1→1′2′3′ (m1) . (163)
Here, the sums are taken over all two- and (for mesons only) three-body decay channels. If
the resonance decays, its decay channel is selected by a MC decision with the probability pro-
portional to the partial width of the given channel. The momenta of the outgoing particles are
sampled isotropically11 in the rest frame of the resonance. If one of the decay particles, e.g., 1′,
is a nucleon, the Pauli-blocking factor in eq. (161) is taken into account by accepting the decay
event with the probability, [1 − f1′ (x, p1′ )]. The Pauli-blocking factors for other baryons and the
Bose-enhancement factors for mesons are always neglected, since the phase-space densities of
these particles are rather small in all reactions considered in this review.
The modeling of the gain term in eq. (161) and also the gain terms for the two- and three-body
processes do not require special efforts. In fact, the gain terms are automatically included in any
test-particle model simulation of the kinetic equations provided that the final-channel sampling
of the corresponding loss terms is implemented in detail. E.g., the gain term in eq. (161) is
modeled by the final-state sampling in the simulation of the loss terms in the kinetic equations
for the particles of the kinds 1′ and 2′.
For the processes 12 ↔ 1′2′ and 123 ↔ 1′2′3′, the two- and, respectively, three-body
collision terms can be written as
C(2)(x, p1) = C
(2)
gain(x, p1) −C(2)loss(x, p1) =
S1′2′
2p01g1′g2′
∫
d4 p2
(2pi)42p02
∫
d4 p1′
(2pi)42p01′
∫
d4 p2′
(2pi)42p02′
× (2pi)4δ(4) (p1 + p2 − p1′ − p2′ ) |M12→1′2′ |2[F1′ (x, p1′ )F2′ (x, p2′ )F1(x, p1)
× F2(x, p2) − F1(x, p1)F2(x, p2)F1′ (x, p1′ )F2′ (x, p2′ )] ,
(164)
C(3)(x, p1) = C
(3)
gain(x, p1) −C(3)loss(x, p1)
=
S23S1′2′3′
2p01g1′g2′g3′
∫
d4 p2
(2pi)42p02
∫
d4 p3
(2pi)42p03
∫
d4 p1′
(2pi)42p01′
∫
d4 p2′
(2pi)42p02′
∫
d4 p3′
(2pi)42p03′
× (2pi)4δ(4) (p1 + p2 + p3 − p1′ − p2′ − p3′ ) |M123→1′2′3′ |2
× [F1′ (x, p1′ )F2′ (x, p2′ )F3′ (x, p3′ )F1(x, p1)F2(x, p2)F3(x, p3)
− F1(x, p1)F2(x, p2)F3(x, p3)F1′ (x, p1′ )F2′ (x, p2′ )F3′ (x, p3′ )] .
(165)
The two-body collision term, C(2)(x, p1), can be expressed in terms of the differential scatter-
ing cross section 12→ 1′2′,
dσ12→1′2′ = (2pi)4δ(4)
(
p1 + p2 − p′1 − p′2
) 1
4I12
|M12→1′2′ |2
× S1′2′
d4 p′1
(2pi)32p01′
d4 p′2
(2pi)32p02′
A1′ (x, p1′ )A2′ (x, p2′ ) ,
(166)
11Exceptions are the decay ∆→ piN, where the ∆ has been produced in a piN collision, and ρ→ pipi for a diffractive ρ.
In these two cases, the phenomenological angular distributions of the decay particles are taken into account.
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where
I12 :=
√
(p1 p2)2 − (m1m2)2 (167)
is the flux factor. Thus, we obtain
C(2)(x, p1) =
∫
d4 p2
(2pi)4
∫
dσ12→1′2′ vrel[ f1′ (x, p1′ ) f2′ (x, p2′ )F1(x, p1)F2(x, p2)
− F1(x, p1)F2(x, p2) f 1′ (x, p1′ ) f 2′ (x, p2′ )] ,
(168)
where
vrel :=
I12
p01 p
0
2
(169)
is the relative velocity of colliding particles12. The loss term in eq. (168) serves as a basis for
various test-particle computational techniques discussed in Appendix D.4.1.
The numerical evaluation of the three-body collision term (165) is more involved [60, 107,
108, 55]. It is usually done by calculating the three-body collision rate
Γ(3)(x, p1) = C
(3)
loss(x, p1)/F1(x, p1) . (170)
Then, Γ(3) is treated as a partial width of particle 1. Therefore, the probability for particle 1 to
take part in a three-body collision within the time interval [t; t + 4t] is determined by
P3b = 1 − exp(−Γ(3) 4t) . (171)
Once it is decided that the particle will participate in a three-body collision, its collision partners
are chosen in some close vicinity, and the final state is sampled by MC. The sampling of the
final state is done microcanonically, i.e., the probability of a given momentum configuration is
proportional to the corresponding phase-space volume element.
Below in this section, we address the elementary reaction processes of the GiBUU collision
term. First, the vacuum decay modes of resonances are discussed. Then, we consider reactions
with two and three initial-state particles. Collisions involving more than three incoming particles
are neglected based on the assumption that the nuclear matter density does not reach too high
values. Such multi-particle collisions might be important only at very high nuclear densities
(∼ 10ρ0) reached in high-energy heavy-ion collisions [79].
3.3.1. Particle decays
Decays of baryonic resonances. Our model allows the baryonic resonances to decay only into
two-body final states. Overall, there are 19 different decay channels: piN, ηN, ωN, KΛ, pi∆, ρN,
σN, piP11(1440), ρ∆, piΛ, KN, piΣ, piΣ(1385), ηΛ, K
?
N, piΛ(1520), piΞ, piΛc, piΞc. The angular
momenta, L, for the final-state particles depend on the resonance and are listed in Appendix A.
Following Manley and Saleski, we assume that the decay width in the rest frame of the resonance
is expressed as (cf. eq. (159))
ΓR→ab(m) = Γ0R→ab
ρab(m)
ρab(M0)
, (172)
12For relativistic particles, vrel = |v1 −v2 | only if the particles’ velocities are collinear. However, for brevity, we always
call the quantity defined by the r.h.s. of eq. (169) a “relative velocity”.
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where m =
√
pµpµ is the mass of the resonance, M0 its pole mass and Γ0R→ab its decay width into
a final state consisting of particles a and b at the pole mass. The function, ρ, is given by
ρab(m) =
∫
dp2adp
2
bAa(p2a)Ab(p2b)
pab
m
B2Lab (pabR)F 2ab(m) . (173)
In the vacuum, the spectral functions,A, depend only on the square of the four-momentum. The
term pab denotes the c.m. momentum of the final-state products. The Blatt-Weisskopf functions,
BLab , depend on the the angular momentum Lab of the final state particles a and b, on the so-called
interaction radius R = 1 fm and on the c.m. momentum pab. Compared to Manley [64] and the
implementation by Effenberger [60], we modified the large-m behavior by a cut-off function,
Fab(m). This has become necessary, because in some channels the width increased too fast with
increasing mass to be used in a dispersion analysis. If the decay channel includes only stable
final-state particles, this modification is not necessary (⇒ Fab(m) = 1); for all other decay
channels we have chosen a form factor according to Post [109] (Eq. (3.22) on page 35),
Fab(m) =
λ4ab +
1
4 (s0 − M20)2
λ4ab +
(
m2 − 12 (s0 + M20)
)2 , (174)
where s0 is the Mandelstam s for the threshold of the regarded process. The parameter λ has
been tuned to pion scattering and is chosen to be
λ =

0.85 GeV for the ∆ρ channel,
1.6 GeV if there is an unstable meson but no unstable baryon,
2.0 GeV if there is an unstable baryon but no unstable meson.
(175)
The ∆ρ channel plays a special role, since it is the only channel with two unstable final state
particles. The impact of this cut-off function is discussed in [55].
Decays of mesonic resonances. The mesonic resonances can decay into 16 different two-body
decay channels (pipi, piρ, KK, Kpi, ργ, piγ, γγ, D+s γ, D
−
s γ, piD
+
s , piD
−
s , Kpi, Dγ, Dγ, piD, piD)
and four distinct three-body channels (pi0pi0η, pi0pi−pi+, pi0pi0pi0, pi+pi−η ). For channels with two
scalar final-state mesons with parity P = −1 (i.e., the dominant 2pi, KK, piK, piK channels), the
angular momentum of the outgoing mesons must be equal to the spin of the parent resonance.
Given this angular momentum, for these channels we can implement a mass-dependent partial
width according to eq. (172). The widths of the other decay channels are assumed to be mass
independent.
Dilepton decay. In particular, vector mesons and also baryon resonances can decay into e+e−
pairs, so-called dileptons. The relevant expressions for decay widths are given in Appendix
A.1.
3.3.2. Two-body collisions
Resonant and non-resonant processes in the low-energy region. For the two-body interactions,
we distinguish a low-energy and a high-energy region. The low-energy region is dominated
by resonance contributions and small non-resonant background terms. The resonance model
adopted in GiBUU is reliable for baryon-meson interactions from pion-threshold up to roughly
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2.3 GeV center of mass energy and for meson-meson interactions. The production cross section
for a b→ R is given by the Breit-Wigner formula,
σa b→R(s) =
∑
f
FI
2JR + 1
(2Ja + 1) (2Jb + 1)
1
Sab
4pi
p2ab(s)
s Γab→R(s) ΓR→ f (s)(
s − m2R − Re Π(s)
)2
+ sΓ2tot(s)
= FI
2JR + 1
(2Ja + 1) (2Jb + 1)
1
Sab
4pi
p2ab(s)
s Γab→R(s) Γtot(s)(
s − m2R − Re Π(s)
)2
+ sΓ2tot(s)
(176)
with
Sab =
1 if a,b not identical1
2 if a,b identical
(177)
denoting the symmetry factor of a and b. The term pab denotes the c.m. momentum of particles
a and b, the Ji’s define the total spin of the particles and
FI =
〈
Ia Iaz ; I
b Ibz |IR Iaz + Ibz
〉2
(178)
are the isospin Clebsch-Gordan coefficients squared. The term, Γab→R, denotes the so-called in-
width. For stable particles a and b it is identical to the out-width ΓR→ab; for unstable particles the
final result is given in [60] (Eq. (2.77)).
In this energy region, we have included additional non-resonant background processes to
improve the comparison with experimental data and/or trustworthy model calculations. These
background processes are treated as point-like interactions: While, e.g., the amplitude of the
resonant process piN → R→ piN contains a resonance propagator, the corresponding background
process piN → piN is modeled with a point-like four-particle vertex. Such background processes
are defined for several channels (cf. Appendix B.3 and [55, Appendix A] for details).
For the baryon-baryon cross sections, matrix elements have been fitted to pi, pipi and ρ0 and
strangeness production up to a c.m. energy of ca. 2.6 GeV [12]. The following processes are taken
into account: NN ↔ NN, NN ↔ NR, NN ↔ ∆∆, and the background point-like contribution
NN → NNpi. Details can be found in Appendix B.1 and [55, Appendix A].
Also the meson-meson interactions are implemented in the model. This is important, in-
particular, for a realistic description of strangeness production in heavy ion collisions. For details,
we refer the interested reader to Appendix B.4.
High-energy processes. For high energy processes, we use Pythia [110] as an event generator.
The actual implementation uses version 6.4, while former code versions used v6.2.13 The total
and elastic cross sections in the high-energy region are fitted to available data based on a model
using Reggeon and Pomeron exchanges. The model separates elastic, single-diffractive, double-
diffractive and non-diffractive event topologies. The choice of final state is done with the help
of a fragmentation model implemented in Pythia, i.e., string fragmentation according to the
LUND-String model or cluster collapses for low mass configurations.
13We have found discrepancies between these versions when describing transverse-momentum distributions of pions
in p + p collisions with beam energies around 10 GeV, indicating that the newer version improves the agreement with
experiment [111].
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Matching the high energy processes and the resonance region. Altogether, we have two models
(Pythia and resonances+non-resonant background) for two different energy regimes with some
overlap region. Finally, we match both models in this overlap region by introducing a “transition
window”, where we smoothly switch from one prescription to the other. We use a c.m. energy
interval of width, 2∆, around the center point,
√
s0, in which we mix both types of events linearly.
The probability for a high-energy event is then given by
pHiEnergy(s) =

0 for
√
s <
√
s0 − ∆ ,
√
s−(√s0−∆)
2∆ for
√
s0 − ∆ <
√
s <
√
s0 + ∆ ,
1 for
√
s0 + ∆ <
√
s ,
(179)
where
√
s is the c.m. energy, and the probability for a low-energy event is consequently 1 −
pHiEnergy. We have chosen ∆ = 0.2 GeV and
√
s0 = 2.2 GeV for baryon-meson and
√
s0 =
2.6 GeV for baryon-baryon reactions. This procedure yields a smooth transition also after modi-
fications of individual cross sections in the low- or high-energy region.
The resulting total and elastic cross section can be found for all possible incoming particles
at the GiBUU homepage [23].
Detailed balance relations. The principle of detailed balance states that in the state of thermal
equilibrium the number of collisions ab → cd is equal to the number of collisions cd → ab,
where the participating particles are characterized by their momenta only and the spin degrees
of freedom are assumed to be averaged-out (c.f. Ref. [30]). This is equivalent to the following
relation between the matrix elements
|Mcd→ab|2 = |Mab→cd |2 , (180)
where the averaging is done over spin magnetic quantum numbers of all particles. If the incoming
and outgoing particles are on their mass shell, the latter equation can directly be transformed to
the relation between the total cross sections of the direct and reversed processes as
σcd→ab = σab→cd
(
pab
pcd
)2 (2Ja + 1)(2Jb + 1)
(2Jc + 1)(2Jd + 1)
Sab
Scd , (181)
where the same notation as in eq. (176) is used. Equation (181) is often applied to obtain the
cross sections, which can not be obtained empirically, e.g., to determine the piY → KN and
KK → pipi cross sections (see Appendix B.3 and Appendix B.4).
Maintaining detailed balance in the high-energy regime is considerably more difficult and still
presents a problem in many event generators. This comes about because Pythia can generate,
for example, a typical DIS event, such as 1 + 1 → n with (n > 2), but there is no simple way to
describe the time-reversed reaction where many (> 2) hadrons combine to form the simple initial
state. Some progress has only been made for 3↔ 2 and 3↔ 3 reactions Ref. [60, 107, 108, 55].
3.3.3. Three-body collisions
The procedure of the three-body loss term modeling sketched in beginning of this section
requires to know the matrix elements, |M123→X |2. Unfortunately, the model independent infor-
mation on the three-body matrix elements is restricted by the processes of the type 123 → 1′2′,
where the detailed balance relation can be used to extract the matrix element, |M123→1′2′ |2, from
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the cross section of the inverse process, 1′2′ → 123, (cf. Ref. [60]). One example of such a pro-
cess is the pion absorption by two nucleons, NNpi → NN, implemented in GiBUU. It is partly
due to the two-step mechanism mediated by the ∆ resonance, piN1 → ∆ followed by ∆N2 → NN.
However, there is also a non-negligible direct contribution to the two-nucleon pion absorption,
which is related to the background, i.e., non-resonant, part of the NN → NNpi cross section
important near threshold (cf. fig. B.50). The process, NN → NNpi, has been extensively studied
in several experiments over the last twenty years[112, 113, 114, 115, 116, 117, 118]. We have,
therefore, constructed well defined background cross sections on top of the resonance contribu-
tions for all possible isospin channels. Another three-body process implemented in GiBUU is
the ∆ resonance absorption by two nucleons, NN∆ → NNN. The rate for the this process is
based on the model of Oset et al. [56].
A somewhat different, geometrical, approach to many-body collisions have been developed
in Ref. [106] and optionally implemented in GiBUU in Ref. [79] for the three-body initial states.
Further details on the three-body processes in GiBUU can be found in Ref. [60, 79, 55]. The
influence of the three-body collisions on particle production in heavy-ion collisions is discussed
in section 4.1.6.
3.3.4. Reactions in the medium
Besides the modification of the collision rate via the Pauli-blocking term, the presence of
potentials modifies the in-medium kinematics and has to be considered in the collision term.
After addressing Pauli blocking, we discuss the general aspects of in-medium cross sections
for the hadron-hadron collisions with arbitrary hadronic final states. Finally, we consider the
resonance processes, where the in-medium modification of the resonance width has also to be
taken into account.
Pauli blocking and Bose enhancement. For reactions, for which the nucleus stays close to its
ground state, e.g., in low-energy photon and lepton induced events, Pauli blocking is approxi-
mated by the condition that each momentum state below the Fermi momentum is Pauli blocked.
However, in heavy-ion collisions and reactions induced by pions, protons, leptons, or photons
(which deposit high energies within the target nucleus) one has to simulate the Pauli blocking dy-
namically. This requires to determine the nucleon phase space occupation number at the position
and momentum of the nucleon in the final state of scattering or resonance decay. The numerical
calculation of the nucleon phase space occupation number and the discussion of its accuracy are
given in section 3.2.2 and in Appendix D.4.3 (see fig. 7 and eqs. (D.22),(D.23)). The Pauli
blocking for the other baryons than nucleons as well as the Bose enhancement for the mesons
are always neglected due to presumably low phase space occupancies of these particles.
General aspects of cross section modifications. Here, we will discuss the influence of the mean
field on the two-body collision term. The differential in-medium cross section of the scattering
12→ 1′2′ is defined as (cf. eq. (166) for the vacuum case)
dσ∗12→1′2′ = (2pi)
4δ(4)
(
p1 + p2 − p′1 − p′2
) n∗1n∗2n∗1′n∗2′
4I∗12
|M12→1′2′ |2
× S1′2′
d4 p′1
(2pi)32p∗01′
d4 p′2
(2pi)32p∗02′
A1′ (x, p1′ )A2′ (x, p2′ ) ,
(182)
where
I∗12 :=
√
(p∗1 p
∗
2)
2 − (m∗1m∗2)2 (183)
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is the in-medium flux factor, |M12→1′2′ |2 is the in-medium matrix element squared and averaged
over spins of initial particles and summed over spins of final particles, and S1′2′ is a symmetry
factor for final particles (see eq. (177)). Equation (182) explicitly uses the matrix element in the
Bjorken and Drell normalization [51] with
n∗j =
1 if j is a boson,2m∗j if j is a fermion . (184)
While the final results of any consistent field-theoretical calculation should not depend on the
choice of the bispinor normalization, we prefer the normalization of Bjorken and Drell when
discussing the in-medium effects, since, due to the dimensionless Dirac bispinors (u¯u = 1),
the matrix elements become less sensitive to the nuclear medium. This normalization is also the
preferred one for the Dirac-Brueckner calculations of the in-medium cross sections (cf. Ref. [119,
53]).
This leads to the following expression for the two-body collision term (cf. expressions for
the on-shell particles with mean fields, eq. (71), and for off-shell particles without mean fields,
eq. (168)):
C(2)(x, p1) =
∫
d4 p2
(2pi)4
∫
dσ∗12→1′2′ v
∗
rel [ f1′ (x, p1′ ) f2′ (x, p2′ )F1(x, p1)F2(x, p2)
− F1(x, p1)F2(x, p2) f 1′ (x, p1′ ) f 2′ (x, p2′ )] =: C(2)gain −C(2)loss ,
(185)
where
v∗rel :=
I∗12
E∗1E
∗
2
(186)
is the in-medium relative velocity of the colliding particles. In other words, in order to obtain the
in-medium collision term, one should replace p → p∗ and m → m∗, i.e., the bare vacuum four-
momenta — by the kinetic ones and the bare vacuum masses — by the effective ones, everywhere
except for the energy-momentum conserving δ-function, where the in-medium canonical four-
momenta should appear at the place of the bare vacuum momenta.
In a similar way, the loss terms for more complicated processes like 12 → 1′2′ · · ·N′ are
given by
Closs(x, p1) =
∫
d4 p2
(2pi)4
∫
dσ∗12→1′2′...N′v
∗
relF1(x, p1)F2(x, p2)
N′∏
i=1′
f i(x, pi) . (187)
The differential cross section of the transition 12→ 1′2′ · · ·N′ reads
dσ∗12→1′2′...N′ = (2pi)
4δ(4)
p1 + p2 − N′∑
i=1′
pi
 n∗1n∗2 ∏N′i=1′ n∗i4I∗12 |M12→1′2′...N′ |2
× S1′2′...N′
N′∏
i=1′
Ai(pi)
d4 pi
(2pi)32p∗0i
,
(188)
where we have included the spectral functions (see eq. (63)) for the general case of broad reso-
nances in the final state.
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In practice, however, it is impossible to evaluate the in-medium cross section (188) for all
possible collision types. In most cases, suitable parametrizations of experimentally measured
cross sections or theoretically predicted cross sections on the basis of boson-exchange and res-
onance models (cf. [120, 121, 122, 123]) are used in transport model simulations. All these
(semi-) empirical approaches provide us with the vacuum cross sections, σvac12→1′2′...N′ . Since the
latter depend on the bare invariant energy
√
sfree and possibly other parameters (such as masses
etc.) defined in vacuum, the problem arises how to use these vacuum cross sections for collisions
that take place in the nuclear medium, in the presence of mean-field potentials acting on initial
and final particles.
We first consider hadron-hadron collisions. Assuming that the potential energy of incoming
resonance and outgoing final states is exactly the same, one could view the potential as a back-
ground field, which should not affect the reaction rates. For example, consider a momentum
independent potential and an elastic N1N2 → N1′N2′ scattering process. In this case the potential
energy is exactly conserved during the reaction. One then defines a potential-corrected, so-called
“free”, c.m. energy
sfree = (p1,free + p2,free)2 , (189)
where
pfree = (
√
m2 + p 2, p) (190)
and uses this to read off the cross section at this energy from its vacuum parametrization. This
is the prescription used in most transport codes for treating hadron-hadron collisions. There
are some intricacies involved in actually determining the quantity sfree which are discussed in
Appendix D.4.2.
The definition (189) relies on the particle’s three-momenta but not on the total in-medium en-
ergy of colliding particles. The latter, however, is important for endothermic threshold processes,
where particles are produced, like, e.g., for meson production in baryon-baryon collisions. In this
case, one can use a prescription similar to the one applied in Ref. [97, 124] for the treatment of
in-medium thresholds in kaon production processes
√
sfree =
√
s∗ − (m∗1 − m1) − (m∗2 − m2) (191)
which is used in the RMF calculations (see Appendix D.4.2 for a short derivation) with s∗ ≡
(p∗1 + p
∗
2)
2.
For electroweak processes special care has to be taken for treating the first, initial reaction
of the incoming particle (electron, photon, neutrino) with the nucleon bound in a potential and
moving in the Fermi sea. For such reactions the high-energy cross sections all depend linearly
on the energy of the incoming particle so that any error in calculating the “free” c.m. energy
results in a major effect on the cross section at higher energy. In this case it is most natural to
Lorentz-transform first into the rest frame of the Fermi-moving bound nucleon. Indeed this is the
procedure widely used in the literature for treating inclusive inelastic scattering cross sections for
leptons with nuclei [125, 126]. Since here the free (vacuum) cross sections in the rest frame of
the Fermi-moving nucleon depend on the product mE (cf. eq. (C.37)), given by (s −m2 + Q2)/2,
it is suggestive to use the relation
sfree = s∗ + m2 − (m∗)2 (192)
where s∗ has to be calculated with the properly boosted incoming energy.
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Since transition rates enter the collision terms in the BUU equation it is reasonable to require
that the collision rate of quasi-particles (∝ ρ2 σ∗v∗rel) and not the cross section, is the same as in
vacuum [60]. Therefore, with non-relativistic potentials, the cross sections are calculated as
σ∗12→1′2′...N′ =
vrel
v∗rel
σvac12→1′2′...N′ , (193)
where vrel = |v1,free − v2,free| is the relative velocity calculated in the c.m. frame with vac-
uum kinematics, i.e., vfree = pfree/p0free. To estimate the effect of the flux correction factor
in eq. (193), let us consider the collision between two nucleons on the Fermi surface. Then,
vrel/v∗rel ' m∗N/mN ' 0.7, where m∗N is the Landau effective mass (see eq. (110) and table 1). So,
the flux correction alone gives an in-medium reduction of the nucleon-nucleon cross section due
to the factor of ∼ m∗N/mN .
One may wish to evaluate the in-medium structure of the differential cross section (188)
in more detail [79, 127]. It is convenient to perform this in the RMF model. A reasonable
assumption, which has some support from the correlated basis [128] and Dirac-Brueckner [53]
calculations of the in-medium elastic NN → NN scattering cross sections, is to use the vacuum
matrix element |M12→1′2′...N′ |2. Assuming that the particles in the final state are on their mass
shell, this results in the relation
σ∗12→1′2′...N′ (
√
s∗) = Fσvac12→1′2′...N′ (
√
sfree) (194)
between the vacuum and in-medium-modified cross sections for the process, 12 → 1′2′ . . .N′,
where
F = n
∗
1n
∗
2n
∗
1′n
∗
2′ . . . n
∗
N′
n1n2n1′n2′ . . . nN′
I12
I∗12
ΦN′ (
√
s∗; m∗1′ ,m
∗
2′ , . . . ,m
∗
N′ )
ΦN′ (
√
sfree; m1′ ,m2′ , . . . ,mN′ )
(195)
is the modification factor. Here, we used the N-body phase-space volume (cf. eq. (D.18)),
ΦN(M; m1,m2, . . . ,mN) =
∫
dΦN(P; p1, p2, . . . , pN) (196)
with the mass-shell constraints m2i = p
2
i (i = 1, 2, . . . ,N) and M
2 = P2. E.g., the two-body
phase-space volume is given by
Φ2(M; m1,m2) =
piq(M; m1,m2)
(2pi)6M
. (197)
For the valuation of the higher-dimensional phase-space volumes, we use alternatively either the
exact recurrence relations [129] or approximate expressions from [130] accurate at the level of
a few percent. The latter are substantially reducing the computational time. The vacuum and
in-medium flux factors entering eq. (195) are expressed as
I12 = q(
√
sfree; m1,m2)
√
sfree , (198)
I∗12 = q(
√
s∗; m∗1,m
∗
2)
√
s∗ . (199)
It is also important to note, that, in the derivation of eq. (194), we have assumed that the sum
of vector fields for incoming and outgoing particles is the same. This allows us to replace the
canonical four-momenta in the energy-momentum conserving δ-function by the kinetic ones,
since p1 + p2 −∑N′i=1′ pi = p∗1 + p∗2 −∑N′i=1′ p∗i .
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The in-medium modification of the cross sections according to eqs. (194) and (195) is most
efficient for the baryon-baryon collisions. In this case, the particles 1, 2, 1′, 2′ are baryons and
the other particles 3′, . . . ,N′, if present, are mesons. Thus, we have
F ∝ m
∗
1m
∗
2m
∗
1′m
∗
2′
m1m2m1′m2′
. (200)
Since m∗ < m, the baryon-baryon cross sections are reduced in the nuclear medium according
to this simple picture. This effect is especially strong at high baryon densities reached in heavy-
ion collisions (see section 4.1.6). We also expect on the basis of eqs. (194) and (195), that the
in-medium modifications of the baryon-meson and meson-meson cross sections should be less
pronounced due to the smaller powers of the ratio m∗/m.
In the limit of low-energy elastic scattering, NN → NN, the modification factor, F , can
be easily calculated. The in-medium correction factor of eq. (195) can be simplified by using
eqs. (197)–(199),
F =
(
m∗N
mN
)4 sfree
s∗
. (201)
Then, since sfree ' (2mN)2 and s∗ ' (2m∗N)2 at low collision energies, one has F '
(m∗N
mN
)2
(cf. [128, 53, 131, 132]).
Once the partial cross sections of all final states are calculated for a given two-body collision,
a particular final state f is selected by MC sampling according to the probability,
P f =
σ f∑
f ′ σ f ′
. (202)
The MC decision for the momenta and, for the broad particles, for the masses of the final state
particles is performed according to the algorithm presented in Appendix D.5.
Resonance production. The resonance cross sections deserve special consideration, since it has
a structure which allows us to take into account the in-medium modifications of the resonance
mass and width.
As follows from the general cross-section formula (188), the production cross section for a
resonance, R, in a collision of two particles, a and b, can be written as
σab→R =
pinanbnR
2Iab
|Mab→R|2AR(pR) . (203)
The spectral function of the resonance can be, in general, the in-medium one (cf. eq. (81)). All the
other quantities on the r.h.s. of eq. (203) are taken always at their vacuum values, for simplicity
reasons14. Due to detailed balance, the same matrix element determines also the vacuum-decay
width in the rest frame of the resonance,
ΓvacR→ab(µ) =
nanbnR
8piµ2
(2Ja + 1)(2Jb + 1)
2JR + 1
|Mab→R|2 pab(µ)Sab , (204)
14Since, in our model, a resonance can be formed only in baryon-meson or in meson-meson collisions, the in-medium
modifications are not expected to be strong anyway (see discussion after eq. (200)).
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where µ is the vacuum mass of the resonance R, and pab(µ) := q(µ; ma,mb) is the c.m. momentum
of particles a and b, cf. eq. (160).
For the calculation with non-relativistic potentials, the value of µ is determined from the
known in-medium canonical four-momenta of the colliding particles, a and b, by imposing the
conservation of energy and momentum,
pa + pb = pR, (205)
Ea + Eb = ER =
√
p2R + µ2 + UR(x, pR), (206)
where all energies and three-momenta are calculated in the LRF. Since energy and momentum
of the resonance are fixed by conservation laws, the solution of eq. (206) with respect to µ can be
easily done and does not require iterations, in contrast to the general case of the particle energy
calculation (see section 3.1.2). By expressing the squared matrix element in eq. (203) via the
decay width eq. (204), one obtains
σab→R =
2JR + 1
(2Ja + 1)(2Jb + 1)Sab
4pi2
p2ab(µ)
µΓvacR→ab(µ)AR(pR) , (207)
or, by using eq. (81) for the spectral function,
σab→R =
2JR + 1
(2Ja + 1)(2Jb + 1)Sab
4pi
p2ab(µ)
µΓvacR→ab(µ)(− Im Π(pR))
(p2R − m2R − Re Π(pR))2 + (Im Π(pR))2
. (208)
In the case of the RMF-mode, the calculations of the resonance-production cross section,
σab→R, is somewhat modified: The real part of the resonance self-energy Re Π is neglected. The
invariant energy,
√
s, which fully determines the cross section in the vacuum given by the Breit-
Wigner formula (176), is replaced by the “free” invariant energy (191). The flux correction is
dropped. Overall, this simulates the usual vacuum Breit-Wigner formula for the resonance cross
section in the simplest possible way.
Resonance decays. Due to detailed balance, the partial decay widths of the resonance in its
rest frame, ΓR→cd, and the resonance cross section σcd→R are not independent. Therefore, the
partial decay widths of resonances are calculated consistently within the assumptions made in
the previous paragraph. Thus, we set
ΓR→cd(pR) =
ΓvacR→cd(µ) if there exists a solution to the equation, pR = pc + pd,0 otherwise, (209)
where µ is the vacuum mass of the resonance determined at its production time in a collision
ab → R according to eqs. (205) and (206). Within this assumption, we do not include modifica-
tions of the final-state phase space, except that we reject decay events, where we can not fulfill
energy and momentum conservation given the initial four-momentum, pR. E.g., if µ > mc + md,
then ΓvacR→cd(µ) > 0. However if simultaneously
√
p2R < m
∗
c + m
∗
d, where m
∗
c and m
∗
d are the effec-
tive masses of particles c and d with zero momenta in the resonance rest frame, then the event
must be rejected15.
15In the RMF-mode calculations, in the latter condition, we replace pR by p∗R.
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Figure 8: (Color online) A sketch of the fragmentation of a one-dimensional qq-string (in the rest frame of the string).
The Px denote momenta, while Vi indicate string-breaking vertices (production points) and the Fi the yoyo-formation
points of the hadrons. While in principle all vectors are four-dimensional, in this sketch the horizontal axis is the x-axis
and the vertical coordinate represents the time, t. Fractions of the light cone coordinates x± are also indicated. Taken
from [66].
3.4. Hadronization
As already explained in section 3.3.2, in the case of high-energy collisions the final state is
not known a priori. It is given via the Lund string fragmentation as provided by the Jetset part
of the Pythia package [110]. Here one or more strings are formed by the quarks, antiquarks
and diquarks produced by the hard interactions on the partonic level. These strings fragment by
creating new quark–antiquark pairs in between. From these, the resulting mesons and baryons
are built up. In fig. 8 we sketch this mechanism for the case of a simple 1+1-dimensional quark–
antiquarks string.
As can be seen in this figure, we have to distinguish two classes of particles: Resulting
directly from the fragmentation, any meson or baryon may consist of 0, 1, 2 or even 3 (“leading”)
partons, which build up the initial string configurations. Particles with 0 leading partons are
called “secondary” or “non-leading” particles.
As elaborated in [66], in every event during the MC calculations and for each final particle
we extract three 4D-points in Pythia: First, two string breaking points correspond usually to
two production points. The meeting point of the quark/antiquark lines starting at these two string
breaking points is then identified with the hadron-formation point. We label the production points
by P1 and P2 and the formation point by F; the corresponding times are tP1 , tP2 and tF . In fig. 8
we illustrate this for a simple (1+1) case: “V1” and “V2” correspond to the two production points
of particle 2, while “F2” indicates its formation point. In the following we will always identify
the “production time” of a particle with the “first” string breaking, i.e. tP = min(tP1 , tP2 ).
Particles with 0 leading partons, i.e. the “non-leading” particles, all have non-vanishing pro-
duction times, while “leading” particles have at least one parton line directly connected with the
hard interaction point and also have at least one production time which is zero in all frames.
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We now assume, that particles before their production may not interact, while they inter-
act with their full cross section after their formation. Particles before formation we call “pre–
hadrons”. We have shown in Ref. [133] that only a linear increase of the cross section between
these two times is compatible with data. In that sense the formation time could also be viewed
as an expansion time during which the prehadronic system expands to its physical ground-state
radius, with a correspondingly larger cross section. This then makes it possible to investigate
color transparency (CT) effects within GiBUU.
4. Application to Nuclear Reactions
In this section we discuss applications of GiBUU to various quite different reaction types of
present interest. We start out with reactions involving hadrons, i.e. pions, protons, antiprotons
and heavy-ions, as projectiles. In a second subsection we discuss the applications of GiBUU to
electron scattering on nuclei, covering both quasi-elastic scattering and pion production. We also
discuss here studies of hadronization in high-energy electron-nucleus collisions. This subsection
is followed by a discussion of meson-production on nuclei with real photons. At the end we
cover a relatively new topic, the investigation of neutrino-nucleus interactions the understanding
of which is necessary for extracting information from neutrino long-baseline experiments.
4.1. Hadronic Reactions
The interaction of pions and nucleons is a crucial cornerstone of every hadronic transport
approach. Both particle species are most abundant in all reaction types and, therefore, very im-
portant within the coupled-channel calculations. To benchmark our description of pion-nucleon
interactions we thus discuss first pion-induced reactions which set the stage for the discussion of
pion production in heavy-ion, antiproton, electron-, neutrino- and photon-induced processes.
4.1.1. Low-energy pions
In this Section we try to answer the key question how far down in pion energy a transport
model such as GiBUU is applicable since at low energies the de Broglie wavelength become
large and the semi-classical treatment should start to break down.
To describe reactions such as close-to-threshold-pipi production in photon-induced reactions
[134, 135], we aim to a description of low-energetic pions with kinetic energies down to 30 MeV.
Already in earlier works of Salcedo et al. [136], with a simulation of pion propagation in nuclear
matter, and of Engel et al. [137], with a precursor of our present simulation, pions with ki-
netic energies of 85-300 MeV have been investigated in transport models. As motivated above,
we now investigate even less energetic pions. Therefore, we carefully account for Coulomb
corrections in the initial channel of pi-induced processes and improve the description of the
threshold behavior of the cross sections as compared to earlier implementations. Additionally, a
momentum-dependent hadronic pion potential, A0pi, shown in the left panel of fig. 9 has been im-
plemented [138, 139, 140, 141]. This potential shows a repulsive nature at low momenta, which
is due to the S-wave interactions of pions and nucleons, whereas the P-wave ∆-hole excitations
lead to an attractive contribution, which dominates the higher momentum. With Coulomb and
hadronic potentials, the single-particle-Hamilton function for the pion becomes
Hpi =
√
p2pi + m2pi + A
0
pi + VC . (210)
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Figure 9: (Color online) Left panel: Hadronic potential, A0pi, of the pion as a function of pion momentum for symmetric-
nuclear-matter density at different densities. Right panel: Mean-free path of a neutral pion in symmetric nuclear matter
at ρ0 = 0.168 fm−3 with (solid line) and without (dashed line) hadronic potential for the pion versus pion kinetic energy.
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Pion mean free path. The effect of including the hadronic potential becomes visible in the mean-
free path of the pion in nuclear matter. A proper discussion of the mean-free path is obviously
important in the analysis of experiments with final-state pions that are produced inside the nuclear
medium. After having extracted the width of the pion in the nuclear-matter-rest frame directly
from our numerical simulation, the mean free path is obtained by λ = v/Γ. Therefore one must
consider the modifications of both the decay width, Γ, and the velocity, v, due to the potentials.
The velocity of the pions in nuclear matter (in the classically allowed region Epi−mpi = Ekin >
A0pi + VC) is given by Hamilton’s equation,
vi =
∂Hpi
∂pipi
=
ppii√
p2pi + m2pi
+
∂Api0
∂pipi
. (211)
At low pion-kinetic energies this velocity, as compared to the vacuum one, decreases sharply
with decreasing kinetic energies, because the second term in eq. (211) is always negative. This,
in turn, results in the sharp decrease of the mean-free path, as compared to the simulation without
hadronic potentials. This is shown in fig. 9, where the mean-free path is plotted as a function of
the pion momentum. At larger values of the pion momentum the effects of width and velocity
just compensate each other.
As a benchmark for our model, the result of Mehrem et al. [142] obtained within the quan-
tum-mechanical framework, solving the full dispersion relation, is also shown in fig. 9. As
already mentioned, including the hadronic potential in our model considerably decreases the
mean free path at low pion momenta. At even lower momenta, where the hadronic potential
becomes repulsive with A0pi + VC > Ekin the semi-classical model breaks down, while quantum
mechanical calculations allow for tunneling, i.e., propagation into such classically forbidden
regions. Indeed, the comparison with the results of Mehrem in fig. 9 shows that the semiclassical
transport theory works rather well down to kinetic energies of about 30 MeV, but break down for
lower ones.
Our study of the density dependence of the mean-free path [140] has shown, that it is highly
nonlinear at low energies. This non-linearity is generated by the NNpi → NN process, which
to first order depends quadratically on the density, and by the implicit density dependence in
the medium modifications. We conclude, that the naive low-density approximation is qualita-
tively and quantitatively not reliable in the energy regime of Ekin . 70 MeV, where multi-body
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collisions, potential effects, and Pauli-blocking are important.
Since the mean free path is not directly observable, it is ultimately an open question whether
a transport description gives a reasonable mean-free path for the pion. This can only be answered
by experiment. A test of our model assumptions will, therefore, be the absorption cross sections
which we address next.
Pion absorption and quasi-elastic scattering. Low-energy pion scattering experiments have
been conducted extensively with elementary targets (e.g. [143, 144, 145, 146]). However, there
exist only a few data points for pions scattering off complex nuclei [147, 148, 149, 150, 151,
152, 153]. Our results on reaction and charge-exchange cross sections are presented in [140, 55].
They show a good agreement with the few data points existing for 12C and 209Bi [150, 151].
Also for pion absorption, shown in fig. 10, we achieve good agreement with existing data.
Comparing the curves in fig. 10 obtained without any potential to those with the Coulomb poten-
tial included, we see that the Coulomb potential alone has only a small influence for light nuclei,
but is very important at low energies for heavy nuclei. Its long range leads to a sizable deforma-
tion of the trajectories already long before the pions reach the nucleus. When one includes the
hadronic potential for the pion, another overall effect sets in. Once the pion enters the nucleus it
is affected by the short-range hadronic potential, which amounts to −40 MeV at high momenta
and to +20 MeV at low momenta, as well as the Coulomb potential which amounts to roughly
±10 MeV in a medium-size nucleus, and to roughly ±20 MeV in the case of a 207Pb nucleus. At
very low energies the two potentials nearly compensate for the negative pion, while they add up
to a strongly repulsive potential in the case of a pi+.
All results discussed above have been obtained using the parallel-ensemble scheme (see Ap-
pendix D.4.1). In fig. 10, we observe deviations between the results from the superior local-
ensemble scheme (box size=0.5 fm3) compared to those from the parallel ensemble scheme. The
local ensemble scheme produces less absorption at higher energies and more absorption at lower
energies. The overall agreement with the data is slightly improved.
As an overall conclusion, we find that it is critical to include Coulomb corrections. On top,
the absorption cross sections are sensitive to the hadronic potential of the pion, in particular to
the real part of the self-energy in the medium. As we have already seen in fig. 9, the mean-free
path is quite insensitive to the hadronic potential except at very low energies. We thus conclude
that the modification of the trajectories of the pion is the main effect of the hadronic potential. In
its repulsive regime the hadronic potential pushes the pion outwards, and the overall path of the
pion inside the nucleus becomes shorter. The probability of absorption is therefore decreased.
The attractive behavior at larger energies causes the opposite effect.
The overall agreement to data is satisfactory in spite of some discrepancies, especially for
the 12C and 27Al nuclei. Considering the fact that the pions have very large wave lengths at
such low energies, the success of the semi-classical BUU model is quite astonishing. Due to the
large wave length one expects also many-body correlations and quantum interference effects to
be important. Many-body effects are partially included via the mean fields acting on pions and
baryons and the modification of the ∆ width. Besides this we included only 1 ↔ 2, 2 ↔ 2 and
2 ↔ 3 body processes in the collision term. We take the success as an evidence that no higher
order correlations are necessary to describe pion absorption.
Double charge exchange. Pionic double charge-exchange (DCX) in piA scattering is a very in-
teresting reaction. The fact that DCX requires at least two nucleons makes it a very sensitive
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Figure 10: (Color online) Pion absorption on nuclei as a function of pion kinetic energy, depending on the choice of
potentials for the pion. The data points are taken from [150] (open circles), [152] (open squares) and [153] (full squares).
The dotted line represents a calculation without Coulomb potential and hadronic potential for the pion such that the
pion feels no potentials, all other particle species are propagated under consideration of all potentials. All other lines
are obtained with the Coulomb potential for the pion included. The dashed-dotted line additionally includes a hadronic
potential for the pion. Finally, the solid line has been obtained using all potentials and, in contrast to the other results, in
a full-ensemble calculation. Source: Taken from [55].
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benchmark for pion rescattering and absorption. This reaction has received a considerable atten-
tion in the past (see for instance [154] and references therein). The mechanism of two sequential
single-charge exchanges has traditionally succeeded to explain the main features of this reac-
tion [155, 156] at low energies, although the contribution of the A(pi, pipi)X reaction becomes
progressively important as the energy increases [157, 158]. At higher (∼ 1 GeV) energies, the
sequential mechanism becomes insufficient to account for the reaction cross section [159, 160].
Extensive experimental studies performed at LAMPF has lead to high precision data for double-
differential cross sections on 43He [161] and heavier nuclei (
16O, 40Ca, 208Pb) [162] for kinetic
energies of the incoming pions of Ekin = 120-270 MeV.
Hu¨fner and Thies [163] have explored for the first time the applicability of the Boltzmann
equation in piN collisions and achieved qualitative agreement with data on single- and double-
charge exchange using some simplifying assumptions of averaged cross sections and averaged
potentials. The work by Vicente et al. [157] is based on the cascade model described in [136].
There a microscopic model for piN scattering has been used as input for the pion-reaction rates
in the simulation. In Ref. [157], pion DCX off 16O and 40Ca nuclei was explored and fair quan-
titative agreement with the data was achieved.
In our work [138, 55] we explore DCX on heavier nuclei, comparing with the data measured
by Wood et al. [162]. We also address the scaling of the total cross section discussed by Gram
et al. [164]. To focus only on single-pion rescattering, we consider incoming pion energies
below Ekin = 180 MeV; above this energy, 2pi production becomes prominent and DCX does
not happen necessarily in a two-step process anymore. Due to the small mean free path of the
incoming pions, the process is mostly sensitive to the surface of the nucleus. Therefore, we
will discuss and compare two widely used numerical schemes for the solution of the Boltzmann
equation: the parallel-ensemble method employed in the BUU models [165, 166, 90, 11] and in
the Vlasov-Uehling-Uhlenbeck model [167]; and the full-ensemble method used in the Landau-
Vlasov [168], Boltzmann-Nordheim-Vlasov [169, 170] and Relativistic BUU [93, 171] models,
see Appendix D.4.1. Both schemes are based on the test-particle representation of the single-
particle phase-space density, but they differ in the locality of the scattering processes. In the
following, we first compare both schemes and, thereafter, point out the impact of neutron skins.
Finally, the transport results are confronted with the experimental data obtained at LAMPF by
Wood et al. [162].
In the non-discretized version of the BUU equation, the interactions are strictly local in space-
time. Utilizing the so called test-particle ansatz to solve the problem numerically, this is no
longer the case since usually cross sections in the collision terms are converted into interaction
distances. The fact that the DCX reaction depends considerably on the spatial distributions of
protons and neutrons implies that it is also sensitive to the degree of locality of the scattering
processes. Thus we need to elaborate on this degree of locality of the scattering processes in
our simulation. In Appendix D.4.1 we have introduced the concept of the parallel-ensemble
approximation, which is expected to break down for large interaction volumes, ∆Vi j. In the
energy regime under consideration, the incoming pions interact strongly with the nucleons so
that the total cross section can reach more than 200 mb. Consequently, the reaction volume, ∆Vi j,
exceeds 5 fm3 for a typical time-step size ∆t = 0.25 fm/c. The parallel-ensemble approximation
is, therefore, questionable in this energy regime, and thus we evaluate this approximation scheme
by comparison to the full-ensemble method, which is numerically more time consuming. In [138]
and in [55] the results of both methods were compared. While the results from both methods are
consistent with each other for the 40Ca nucleus and within the statistical uncertainties also more
or less for 16O, some major discrepancy was found for the pi+Pb→ pi−X reaction, in particular at
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backwards angles.
The DCX is, due to the small pion-mean-free path in nuclear matter, very sensitive to the
surface properties of the nuclei. In particular, neutron skins are very interesting because in these
skins only pi+ mesons can undergo charge-exchange reactions. For the positive pions this causes
an enhancement of DCX processes at the surface, so the pions do not need to penetrate deeply
for this reaction. In [138] also the effects of a neutron skin on the DCX cross sections were
explored by comparing results with and without a neutron skin for the density distribution in
208Pb. A significant increase of about 35 % was found for the reaction pi+Pb → pi−Pb for the
density distribution with a neutron skin.
To compare with the data measured at LAMPF by Wood et al. [162], we first discuss the total
cross section. Hereafter, we explore angular distributions and, finally, the double-differential
cross section is addressed as a function of both angles and energies of the outgoing pions.
In fig. 11 the good quantitative agreement to the total cross section data at 120, 150 and
180 MeV for the 16O, 40Ca, 103Rh and 208Pb nuclei is demonstrated. Only for the 16O nucleus
and the low energy of 120 MeV we find statistically significant discrepancies. The difference
of full- and parallel-ensemble runs is rather small. Note that GiBUU reproduces the different A
dependences of both (pi+, pi−) and (pi−, pi+) reactions. The different A dependences originate from
the fact that, when A increases, the number of neutrons increases with respect to the number of
protons, and this favors the pi+ induced reaction over the pi− one.
In fig. 12 we show dσ/dΩ for DCX at Ekin = 120 MeV, 150 MeV and 180 MeV on 16O,
40Ca and 208Pb as functions of the scattering angle, θ, in the laboratory frame for both the full-
and parallel-ensemble schemes. The uncertainties are well under control except at very small
and very large angles, where statistics is very scarce. Again, there is a very good quantitative
agreement for both 40Ca and 208Pb nuclei. For 16O, the data is somewhat overestimated for low
kinetic energies of the pion.
Further comparisons of GiBUU results with DCX data can be found in [55, 138].
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Figure 12: (Color online) Angular distributions for the DCX process pi±A → pi∓X for the incoming pion kinetic energy
Ekin = 120, 150 and 180 MeV. The data points are taken from [162]; only systematical errors are shown. The solid lines
represent the GiBUU results obtained using the full-ensemble scheme, the dashed ones the result of the parallel-ensemble
scheme. For 208Pb (lower panels) we only show the result and the corresponding experimental data for 180 MeV kinetic
energy of the pion. For 16O (upper panels) and 40Ca (middle panels) we show the results for all three energies 120 MeV
(experimental data: open circles), 150 MeV (open squares) and 180 MeV (full squares). The lowest curves of our results
correspond to 120 MeV, the highest ones to 180 MeV. The yellow and red error bands denote the 1σ confidence level
based upon our statistics. Source: Taken from [55].
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4.1.2. High-energy pion- and proton-induced reactions
As already mentioned in section 4.1.1, pion- and proton-induced reactions are a crucial test
for every transport model.
Recently the HARP experiment has published data for pi± production by proton or pion beams
in the momentum range 3-13 GeV/c impinging on different nuclear targets [172, 173, 174]. Here
the main goal is to contribute to the understanding of the neutrino fluxes of accelerator-neu-
trino experiments such as K2K, MiniBooNE and SciBooNE or for a precise calculation of the
atmospheric-neutrino fluxes. Some of the experimental data were also compared to several gen-
erator models used in GEANT4- and MARS-simulation packages [173]. The overall agreement
is reasonable, while for some models discrepancies up to factors of three are found. Unfortu-
nately, none of these models is applicable for all energies considered in the experiment: in the
energy region of 5-10 GeV a distinction between low energies and high energies has to be con-
sidered, limiting the range of validity of these models. The lack of high-quality and systematic
data concerning hadron-nucleus collisions in this energy regime has for long been an obstacle
for a serious test of the models. The advent of the HARP experiment has changed the situation,
since it offers charged-pion double-differential cross sections with a good systematics in angle,
pion momentum, incident energy and target mass. Contrary to other theoretical frameworks we
are able to cover the full energy range of the HARP experiment.
In [111] we have shown, that the current implementation of the proton- and pion-induced
collisions in this energy regime, including all the final-state prescriptions, leads to a very sat-
isfactory description of the experimental data. In order to illustrate this excellent agreement
with experimental data, we show in fig. 13 the results for 12 GeV proton-beam energy and the
large-angle analysis and in fig. 14 the results for 12 GeV pion-beam energy and the small angle
analysis.
In Ref. [111] we have shown, that the overall agreement with data is good for all the beam
energies 3-12 GeV for pion and proton beams.16 The best description is achieved for the data
with pion beams. The agreement obtained for proton beams is good over the whole energy-
range, except for very forward and very backward directions. These deficiencies seem to be
due to final-state interactions (FSI), as a comparison with the corresponding data for elementary
p + p collisions shows. This underlines the need for an understanding of results on elementary
collisions before drawing conclusions on data taken on nuclei as targets.
In Ref. [111], we have also presented first theoretical results for the 30 GeV-proton beam in
the NA61/SHINE experiment which aims for a precise determination of the neutrino flux in the
T2K experiment.
4.1.3. Antiproton-induced reactions
Antiproton-nucleus interactions have been one of the most interesting fields in hadron-nuc-
leus physics during the last three decades. The p scattering and absorption on nuclei is a direct
way to access the p-nucleus optical potential. Such experiments have been performed at LEAR
[175, 176] and KEK [177] in the early 80’s. Their optical model analysis has led to the conclusion
that the antiproton-nucleus optical potential is moderately attractive (Re(Vopt) = −(0-70) MeV)
and strongly absorptive (Im(Vopt) = (2-3)Re(Vopt)).
The low-energy antiprotons colliding with nuclei can be captured in a Coulomb atomic or-
bital. The shifts and widths of the p-atomic levels caused by strong interactions deliver important
16We note, that after our analysis [111], more systematic data for the large-angles analysis have been published.
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top-left frame. Source: Taken from [111].
information on the in-medium modifications of the p-nucleon scattering amplitude at threshold
[178, 77]. The possible formation of deeply bound p-nuclei predicted by RMF models [179, 180]
is expected for the energetic p-nucleus collisions.
The antiproton annihilation in a nucleus leads to a large energy deposition [181, 182, 183,
184]. As a consequence, strongly excited residual nuclei are formed, which can undergo an
explosive breakup to multiply charged fragments [185]. Another exotic scenario is that the
propagating annihilation fireball absorbing the nucleons on its way may be transformed into
a large quark bag with baryon numbers, B ≥ 1 [181]. In principle, this can enhance strangeness
production [186]. However, the statistical hadronic description can also provide an enhanced
strangeness production for the B ≥ 1-annihilation channels [187]. The strangeness enhancement
in p-annihilations at rest on several nucleons, i.e., for B ≥ 1-annihilation channels, has been
recently found experimentally in [188] which is currently a challenge for theoretical interpreta-
tions.
The ongoing plans for the FAIR project include the antiproton-nucleus collisions as one of
its important research topics. The experiment PANDA at FAIR [189] will study, in-particular,
the formation of (double) hypernuclei and J/Ψ production in p-nucleus collisions.
In this subsection, we discuss the results of GiBUU calculations of p absorption and of pion
production in p annihilation on nuclei. The elementary antibaryon-baryon cross sections are
described in Appendix B.2.
An important ingredient of the transport simulations of p-induced reactions is the antibaryon-
mean-field potential. We describe it on the basis of the RMF model (see section 3.1.3). However,
since the original non-linear Walecka model gives a too deep antiproton potential, Re(Vopt) '
−660 MeV at normal nuclear density, some modifications are needed. In the most simple way,
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Figure 14: (Color online) Cross section d2σ/dp dΩ for pi± +C → pi± + X with 12 GeV/c beam momentum. Experimental
data are from [172] (HARP small-angle analysis). Source: Taken from [111].
this can be performed by rescaling the antibaryon-meson coupling constants by a common factor
0 < ξ ≤ 1, as suggested in Ref. [180]. Thus, we set gωB¯ = −ξgω, gρB¯ = ξgρ, gσB¯ = ξgσ,
where gσ, gω and gρ are the nucleon-meson coupling constants from the non-linear Walecka
model. The case of ξ = 1 corresponds to the G-parity transformed nucleon fields or, equivalently,
to the antibaryon single-particle energies derived from the original non-linear Walecka model
Lagrangian density (see eqs. (118) and (132)). The vector and scalar potentials acting on an
antibaryon are now redefined as compared to eqs. (129) and (130) by
VB¯ = gωB¯ω + gρB¯τ
3ρ3 +
e
2
(−1 + τ3)A , (212)
S B¯ = gσB¯σ . (213)
The antibaryon-single-particle energy reads
p0 =
√
(m?
B¯
)2 + (p− VB¯)2 + V0B¯ , (214)
where m?
B¯
= mB¯ + S B¯. Thus, now the antibaryon single-particle energy has the same form
as the nucleon single-particle energy (eq. (131) with “+” sign) with the nucleon-vector and -
scalar potentials eqs. (129) and (130) replaced by the antibaryon-vector and -scalar potentials
eqs. (212) and (213), respectively. The antibaryons of the species, B¯, propagate according to
the transport equation (140) with the kinetic momentum, p? ≡ p j − VB¯, field-strength tensor,
F µν ≡ ∂µVν
B¯
− ∂νVµ
B¯
, and effective mass, m? ≡ m?
B¯
.
In order to conserve energy and momentum, the antibaryon contributions to the source terms
of the field equations for the σ, ω and ρ mesons eqs. (124)–(126) have also been modified in the
case of ξ , 1. This is especially important for studying the collective response of a nucleus on an
antiproton in its interior [179, 180, 84, 190]. For the full Lagrangian formulation in the case of
modified antibaryon-meson coupling constants we refer the interested reader to [180, 84, 190].
Below, we will compare our calculations with experimental data on inclusive observables, such
as the p absorption cross section, pion and proton kinetic energy spectra. Thus, the collective
dynamics of the residual nucleus is not considered here.
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Figure 15: (Color online) p-absorption cross section on various nuclei vs the beam momentum. The lines marked with
the value of a scaling factor ξ show the GiBUU results. Thin solid lines represent a simple Glauber-model calculation
[191, 192]. For the p + 12C system, a calculation with ξ = 0 without annihilation is additionally shown by the dotted
line. Data are from Ref. [177] (filled boxes), Ref. [192] (filled circles), Ref. [193] (filled triangles), and Ref. [194] (filled
upside-down triangles). The figure is taken from [195].
The calculations, presented in this subsection, have been performed in the full-ensemble
technique (see Appendix D.4.1). This is especially important for the low-energy antiprotons,
which have a big annihilation cross section on nucleons. The full-ensemble technique helps to
better maintain the local structure of the collision term in this case. In order to get rid of the
spurious effect of the beam particles’ interactions with the secondary produced particles, which
unavoidably appears in the full-ensemble simulations of the Boltzmann equation, we have turned
off the interactions of the secondaries in the calculations of the absorption cross section. For
other calculations, this correction has not been done, however. The parameters of the non-linear
Walecka model have been adopted from the NL3 set [78], which is well suited to the nuclear
ground state calculations.
Figure 15 shows the p absorption cross section on 12C, 27Al and 64Cu as a function of the
beam momentum. As expected, the calculation without nuclear field acting on the antiproton
(ξ = 0) is in a good agreement with the Glauber-model calculations17, except for very low beam
momenta, where the Coulomb potential causes the difference. Both, the Glauber-model and
17It is clear from simple classical considerations, that the calculation of the absorption cross section based on the
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GiBUU-(ξ = 0) calculations describe p absorption at high beam momenta plab > 20 GeV/c quite
well.
However, the experimental data on σabs at low beam momenta require the introduction of
an attractive mean-field potential for the antiproton in the GiBUU calculations. Indeed, the an-
tiproton test particles with impact parameters larger than the radius of a nucleus are subject
to two-body scatterings, since their trajectories are bent by the attractive potential towards the
nucleus. Otherwise, without potential, these particles would propagate along straight-line trajec-
tories avoiding collisions with nucleons18.
The sensitivity of p-absorption at low beam momenta to the strength of the attractive potential
can be used to determine the scaling factor, ξ, for the antibaryon-meson-coupling constants.
This is illustrated in fig. 15 for several values of ξ. As one can see, ξ = 0.2-0.3 leads to good
agreement with KEK data [177] at plab = 470-880 MeV/c. If one defines the real part of the
Boltzmann equation neglecting the interactions of secondaries, exactly reproduces the well known Glauber formula
(cf. Eqs. (6),(7) in Ref. [192]). In numerical simulations, small differences appear due to finite statistics.
18We have observed a similar effect of the attractive mean-field potential in pion absorption on nuclei, see fig. 10.
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antiproton-nucleus optical potential as a Schro¨dinger-equivalent potential at Elab = 0 GeV [178],
Re(Vopt) = S p + V0p +
S 2p − (V0p)2
2mN
, (215)
the range of ξ = 0.2-0.3 corresponds to Re(Vopt) = −220 to −150 MeV at normal nuclear density.
In figs. 16 and 17, we show the pi+- and proton-momentum and -rapidity spectra from p an-
nihilation on carbon and uranium nuclei at plab = 608 MeV/c. One observes a quite good agree-
ment of the spectral shapes with experimental data, independent on the choice of the antiproton-
mean field. The absolute yields are best described with ξ = 0.3, which corresponds to a strongly
attractive antiproton potential, Re(Vopt) ' −200 MeV in the nuclear center. Such a deep antipro-
ton potential would, in-principle, allow the formation of a strongly bound compact antiproton-
nucleus configurations [179, 180, 84, 190].
One observes a peculiar two-slope structure of the pion-momentum spectra. The slope
change at p ' 0.3 GeV/c is caused by pion-nucleon rescattering mediated by the ∆(1232) reso-
nance. Higher-momentum pions leave the nucleus practically without interacting with nucleons.
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Figure 18: (Color online) Charge distributions for p + 197Au reactions at Ebeam = 0.8 GeV incident energy. Theoret-
ical calculations (solid line) within the hybrid GiBUU + SMM model are compared with data from [199, 200] (open
diamonds). Source: Taken from [80].
Lower-momentum pions are either absorbed via ∆(1232) resonances, ∆N → NN, or get deceler-
ated in collisions with nucleons.
The proton-momentum spectrum shows also two slopes. The fast protons with momenta
larger than the Fermi momentum are knocked out from the nucleus by collisions with energetic
pions. The lower-momentum protons are slowly evaporated from the nucleus after the fast cas-
cading stage of the reaction.
More discussions on the extraction of the antiproton-nucleus optical potential from GiBUU
calculations and comparisons with other analyses can be found in Ref. [195]. Here, we only
mention, that in an earlier attempt to extract the p-optical potential from transport calculations
of p production from proton-nucleus and nucleus-nucleus collisions, the authors of [197] have
found a real part of −200 to −100 MeV consistent with our present analysis.
4.1.4. Reactions induced by protons and heavy ions at SIS energies
The theoretical description of proton-induced reactions at low to intermediate beam energies
is a powerful tool to test the GiBUU approach in terms of multifragmentation. A reliable descrip-
tion of the fragmentation process in low-energy reactions is an important step before applying
the transport model in reactions at higher energies for the formation of hypernuclei, which is one
of the major research topics at the FAIR facility.
However, the description of fragment formation is a non-trivial task within BUU in general.
This is so because transport models describe the propagation of one-particle phase-space distri-
butions only and do not account for the evolution of physical phase-space fluctuations. The major
difficulty here is the implementation of the real fluctuating part of the collision integral and the
reduction of numerical fluctuations using many test particles per physical nucleon, which how-
ever would require a large amount of computing resources. Attempts to resolve this issue is still
an open problem [198].
The standard approach of phenomenological coalescence models for fragment formation has
been found to work surprisingly well in heavy-ion collisions, as long as one considers only one-
body dynamical observables (see [201]). In particular, coalescence models are usually applied
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to the description of central heavy-ion collisions, in which a prompt dynamical explosion of a
fireball-like system is expected, with the formation of light clusters through nucleon coalescence.
In this dilute matter secondary effects are negligible.
However, in hadron-induced reactions and in spectators in non-central heavy-ion collisions
the dynamical situation is different. In this cases compression-expansion effects are only mod-
erate (except in reactions with antiprotons, see section 4.1.3), and the fragmentation process
happens over a long time scale (compared to the short-lived explosive dynamics of fireballs),
which is compatible with a statistical description of the process.
The whole dynamical picture in proton-induced reactions and in spectators in heavy-ion col-
lisions is therefore modeled by a combination of dynamical and statistical models. Usually two
types of microscopic approaches have been applied in proton-induced reactions: the intranuclear-
cascade (INC) model [202] and the quantum molecular dynamics (QMD) prescription [203], in
combination with a statistical multifragmentation model (SMM) [204]. The SMM model is based
on the assumption of an equilibrated source and treats its decay statistically. It includes all nec-
essary models of fragment formation, such as sequential evaporation and fission. The transition
from the dynamical (BUU) to the statistical (SMM) picture is controlled by the onset of local
equilibration, for details see [80]. More information on this field of research can be found in
studies of spallation reaction models where very detailed experimental data are available [205].
As an example for the fragmentation of an excited residual source in proton-induced reactions
within this approach we compare in fig. 18 our theoretical results for the final charge distribution
to experimental data [199, 200] for p + 197Au reactions. The theoretical results are in reasonable
agreement both with the absolute yields and the shape of the experimental data.
In particular, the fragmentation of the residual source is a complex process involving different
mechanisms of dissociation. According to the SMM model, heavy nuclei at low excitation energy
mainly undergo evaporation and fission producing the sharp peaks at the very high and low mass
numbers. As the excitation energy (or temperature) approaches T ≈ 5 MeV the sharp structure
degrades due to the onset of multifragmentation, and at higher excitations, T = 5-17 MeV, one
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expects exponentially decreasing yields with decreasing mass/charge number. These different
mechanisms of dissociation of an excited source finally lead to a wide distribution in Z as shown
in fig. 18. Similar results are obtained for the mass distributions, for the production yields of
different isotopes, and also for the energy spectra of emitted neutrons [80].
We have also applied the combined GiBUU+SMM approach to spectator fragmentation in
intermediate-energy heavy-ion collisions. A correct description of velocity distributions of statis-
tically produced fragments is crucial for their subsequent coalescence with hyperons. Figure 19
shows fragment-velocity distributions in the projectile frame in comparison with experimental
data taken from [206]. The velocity distributions are described rather well on a quantitative level,
in particular the width of the Gaussian-like fragment-velocity distributions is well reproduced.
In general, it turns out that the hybrid model leads to a quite satisfactory description for the
fragmentation of residual nuclei in proton-induced reactions and for spectator fragmentation in
heavy-ion collisions, which is a non-trivial task in transport-dynamical approaches. We note
again, that the nonequilibrium dynamics has been treated in a microscopic way using the rela-
tivistic coupled-channel transport approach, which is an important step in extracting the proper-
ties of the excited configuration. Afterwards the excited fireball-like systems decay statistically
according to the SMM model.
An important application of the combined GiBUU+SMM model is the study of hypernuclei
in spectator fragmentation. The production of hypernuclei in energetic collisions between light
nuclei is one of the major research topics investigated by the HypHI-collaboration at GSI. The
reason for selecting very light systems is the easier identification of hypernuclei via the weak
decay of a Λ hyperon into a proton and a negative pion. In earlier theoretical studies, see, e.g.,
[208], cross sections of the order of only few microbarn (µb) were predicted, which can be easily
understood: in collisions between very light systems, such as 12C+12C at 2 AGeV, secondary
re-scattering events inside the spectator matter, which are important for producing low energetic
hyperons, are rare processes due to the small interaction volume. The situation is different in col-
lisions between heavy nuclei due to the high production rate of strangeness and many secondary
scattering events. The formation of hypernuclei in spectator fragmentation is performed with a
phase-space coalescence prescription between the hyperons produced dynamically from GiBUU
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and the fragments generated from the SMM model.
We have studied the formation of hypernuclei in spectator fragmentation in 2 AGeV 12C+12C
collisions. Inclusive rapidity spectra for different light fragments and hyperfragments from spec-
tator matter are shown in fig. 20. The estimated hyperfragment-production rate is approximately
5 to 6 orders of magnitude lower than that of fragment production in general. This is obvious,
since the strangeness-production cross sections from exclusive primary channels, i.e., primary
BB → BYK, BB → BBKK, and secondary ones (Bpi → YK and BK → piY , where B stands
for a baryon and Y for a hyperon) are very small (orders of few µb) [123]. Among the different
processes contributing to the formation of hypernuclei, BB→ BYK and ΛB→ ΛB and the sec-
ondary one Bpi → YK give the major contribution to the formation of hypernuclei. Strangeness
production channels with three- and four-body final states are important for the production of
low-energy hyperons that can be captured by spectator matter. The same argument also holds for
secondary re-scattering via elastic hyperon-nucleon and pion-nucleon processes.
4.1.5. Dilepton spectra from proton-induced reactions
While the vacuum properties of most hadrons are known to reasonable accuracy nowadays,
modifications of hadron properties in a strongly interacting environment have attracted a lot of
attention and have been intensively studied both theoretically and experimentally. These studies
were motivated by the expectation that chiral symmetry may be restored in a nuclear medium
at high temperatures or densities [209, 210] and that, as a consequence, the masses of the light
vector mesons should be shifted downwards. In the vacuum this approximate symmetry is spon-
taneously broken as visible in the low-mass part of the hadronic spectrum: chiral partners –
hadronic states with the same spin but opposite parity – like the ρ and a1 meson are different in
mass while they should be mass degenerate if chiral symmetry were not spontaneously broken.
It turns out, however, that a connection between chiral-symmetry restoration and hadronic in-
medium spectral functions is much more involved. QCD sum rules provide a link between the
quark-gluon sector and hadronic descriptions but do not determine the properties of hadrons in
the strongly interacting medium uniquely. They only provide constraints for hadronic models,
which are still needed for calculating the in-medium self-energies of hadrons and their spectral
functions. Most of these models predict a sizeable in-medium broadening of the vector mesons,
but only very small mass shifts [68]. Experiments looking for such effects have used various
probes (for details see [68, 211]).
For studying in-medium effects, the more prominent hadronic decay modes of the vec-
tor mesons are unfavorable, since they are affected by strong final-state interactions with the
hadronic medium – in contrast to the rare dilepton decay modes, which only feel the electromag-
netic force. Therefore the latter are ideally suited to carry the in-medium information outside to
the detector, undisturbed by the hadronic medium.
Light vector mesons are particularly suited for these investigations since – after production
in a nuclear reaction – they decay in the nuclear medium with sizable probability because of their
short lifetimes (this is particularly valid for the ρ meson, and to a lesser extent for the ω and φ).
Experimentally this field has been addressed in reactions with hadronic and with photon beams
(for the latter see discussion in section 4.3.4). Experimental results are summarized and critically
evaluated in recent reviews [68, 211, 212, 213]. Almost all experiments report a softening of
the spectral functions of the light vector mesons ρ, ω, and φ. Increases in width are observed
depending on the density and temperature of the hadronic environment. Mass shifts are only
reported by the KEK group [214, 215], which studied ρ, ω, and φ production in proton-nucleus
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Figure 21: (Color online) Dilepton spectra for p + p collisions at Ekin = 3.5 GeV. a) Mass spectrum without ∆ form
factor, b) mass spectrum with ∆ form factor. Figure taken from [219].
reactions at 12 GeV. Also, the HADES detector at GSI has started an ambitious program for
measuring dilepton spectra from p + p, p + A and A + A reactions [216].
First transport-theoretical calculations for dilepton production in heavy-ion reactions were
done quite early (see, e.g., the work by Ko et al. [217] and by the Giessen group using a prede-
cessor code to GiBUU [218]). Here we apply the GiBUU transport model to the p+ p and p+Nb
reactions studied by the HADES collaboration. We use GiBUU to generate dilepton events and
pass them through the HADES acceptance filter, in order to compare our calculations directly to
the experimental data measured by HADES.
It is very important to make sure that one understands the elementary reactions before moving
on to heavier systems, which involve effects of the nuclear medium. Fortunately, HADES has
also measured dilepton spectra from elementary p + p reactions. These provide a base line for
exploring the heavier nuclear systems.
Figure 21 shows a comparison plot of a GiBUU simulation to HADES data [220] for a proton
beam of 3.5 GeV kinetic energy impinging on a fixed proton target. This setup corresponds
to a center-of-mass energy of
√
s = 3.18 GeV. The theoretical results have been corrected
for the HADES acceptance and reasonably reproduce the shape of the data over most of the
mass spectrum. In the intermediate mass region around 500-600 MeV the inclusion of a proper
transition form factor for the ∆-Dalitz decay [221] (shaded area) is crucial for describing the
data. Without such a form factor, the calculation strongly underestimates the experimental data
in this region (by at least a factor of two). The electromagnetic N-∆ transition form factor is
well-constrained by electron-scattering data in the space-like region. In the time-like regime of
the ∆-Dalitz decay, however, there is no reliable data available so far. This missing experimental
information on the ∆ form factor represents one of the largest uncertainties in the dilepton spectra
presented here. Eventually the HADES data might help to shed more light on this open issue and
to provide constraints for form factor-models like the one of [221].
Another channel which could possibly contribute in the intermediate-mass region is η →
e+e−. The current upper limit for the branching ratio of this decay would overshoot the HADES
data by at least a factor of four. However, there is no η peak visible in the data, and also the
theoretical expectations from helicity suppression are still orders of magnitude below the current
experimental limit. Therefore, the observed HADES dilepton spectrum at 3.5 GeV constrains
this partial decay width even further.
Within the level of agreement in the elementary p + p collisions shown in fig. 21, we have a
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good baseline for studying in-medium effects in p + Nb, although the issue of the ∆-Dalitz form
factor is not completely settled.
In p + Nb reactions one has to consider some additional effects, compared to the elementary
p + p reactions. First of all, the primary p + N collisions will be nearly identical, apart from
binding effects and some Fermi smearing, but besides p + p also p + n collisions will play a role.
Furthermore, the produced particles will undergo final-state interactions within the Nb nucleus,
and processes like meson absorption and regeneration may become important. On average, the
secondary collisions will have lower energies than the primary N+N collisions, therefore also the
low-energy resonance part of the collision term will be involved. Finally, also the vector-meson
spectral functions may be modified in the nuclear medium.
Figure 22 shows simulated dilepton spectra for p + Nb collisions at 3.5 GeV in various sce-
narios, compared to the data from [222]. The overall agreement is not quite as good as in the
p + p case. Already in the pion channel we slightly overestimate the data. This might have
various reasons: too little absorption, too much secondary-pion production in GiBUU or even a
normalization problem in the data.
According to [223], the data have been normalized by comparing charged-pion spectra mea-
sured by HADES in p + Nb to those measured by the HARP collaboration. However, the cross
sections obtained by HARP had to be extrapolated to the slightly different beam energy and nu-
clear target of HADES. This procedure is responsible for most of the systematic error of the data
(roughly 28 %), which is shown as a gray band in the figures.
Another striking feature of the p+Nb system is that the simulation gets close to the data in the
intermediate mass range, even without any ∆ form factor. Including the form factor will slightly
overshoot the data. Most of the intermediate-mass gap observed in p + p is now filled up by low-
mass ρ mesons, which are produced in secondary collisions. Even in p + p collisions, one might
already find a similar effect by describing ρ-meson production via resonance excitation, which
could give stronger contributions in the low-mass part of the ρ spectral function than Pythia’s
string-fragmentation model.
The mass spectrum above 500 MeV can receive further modifications from the inclusion of
in-medium effects in the vector-meson spectral functions. Figure 22 shows a few typical in-
medium scenarios: The first one includes a collisionally broadened in-medium width (cf. sec-
tion 2.4.2), while the second one assumes a pole-mass shift according to
m∗(ρ) = m0
(
1 − α ρ
ρ0
)
(216)
with a scaling parameter, α = 16 %. The third scenario combines both of these effects. The
modifications introduced by these scenarios are roughly as large as the systematic errors of the
data. This fact, together with the discrepancy in the pi0 channel and the uncertainty of the ∆ form
factor, presently makes it impossible to draw any hard conclusions on vector-meson properties
in cold nuclear matter from the HADES data.
In summary, the HADES data from elementary p + p collisions at 3.5 GeV kinetic beam
energy can be described very well by the Pythia event generator with a few adjusted parameters,
as employed in the GiBUU model. It has been found that the intermediate mass region is sensitive
to a VMD-like transition form factor for the ∆ Dalitz decay. Building on this agreement for the
elementary reaction, the p + Nb reaction at the same beam energy is reasonably well described
by the GiBUU transport model.
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Figure 22: (Color online) Dilepton mass spectra for p + Nb collisions at Ekin = 3.5 GeV. Left column: without ∆
form factor. Right column: with ∆ form factor. From top to bottom: vacuum spectral functions for the vector mesons,
collisional broadening, 16 % mass shift, collisional broadening plus mass shift. Figure taken from [219].
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4.1.6. Heavy-ion collisions at AGS/SPS energies
At higher incident energies the meson production starts to dominate the reaction dynamics.
Heavy-ion collisions (HICs) are very complicated processes, where all possible hadron-hadron
collision channels can potentially contribute, particularly in the AGS/SPS energy regime relevant
for CBM@FAIR physics. The microscopic transport description of HICs at these high energies
is not only an interesting physical problem, but also a quality test of practically all parts of the
GiBUU code.
Here we will consider the central Au(2-20 AGeV) + Au and Pb(30 and 40 AGeV) + Pb col-
lisions. The formation of a highly-compressed baryonic matter (ρ ∼ 10ρ0) is expected in these
reactions with a possible transition to the partonic phase [224, 225, 226, 127, 227, 79]. By
observing the deviations of the microscopic transport predictions with experiment one can, in
principle, speculate on the signals of a deconfinement.
The RMF mode of calculations (see sections 3.1.3 and 3.1.5) is used in the description of
HICs. The relativistic description of a nuclear mean field is important since even in the ground
state nuclear matter at high densities the motion of nucleons is relativistic. The NL2 set of
parameters of the RMF model from Ref. [228] has been applied, see table 2 in section 3.1.3.
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Figure 24: (Color online) Proton rapidity distributions for central (b ≤ 3.5 fm) Au+Au collisions at 10.7 AGeV (left
panel), and central (b ≤ 4 fm) Pb+Pb collisions at 40 AGeV (right panel). The experimental data for the Au+Au system
are taken from Ref. [230] and correspond to the 5 % most central events. The data for Pb+Pb are from Ref. [231] (7 %
centrality). Notations are the same as in fig. 23. Source: Figure taken from [79].
An important feature of relativistic HICs is the Lorentz contraction of colliding nuclei in the
c.m. frame. In order to resolve Lorentz-contracted density profiles, in calculating the σ-field and
the baryon four-current we have used a grid with cell sizes of ' (1×1×1/γ) fm. Here, the z-axis
is the beam axis, and the γ-factor is taken in the c.m. frame of the colliding nuclei (cf. Appendix
D.1). We have used the parallel-ensemble technique (cf. Appendix D.4.1) with N = 200 test
particles per nucleon. For more details concerning the numerical treatment of the mean-field
propagation and high-energy baryon-baryon and meson-baryon collisions see Ref. [79, 67].
The cross sections entering the collision integral are taken from a fit to data or from simple
model calculations tuned to reproduce some selected data sets on elementary hadron-nucleon
collisions. Such a procedure can only describe vacuum cross sections. In the nuclear medium,
the cross sections are modified, e.g., due to the change of the energy threshold for particle pro-
duction by the mean fields. There is no well established theoretical method to determine the
in-medium cross sections yet. Only for relatively simple processes, like, e.g., elastic scattering,
NN → NN, [53] or ∆(1232) resonance excitation, NN → N∆, [119, 229] the theoretical model
calculations of in-medium cross sections are available. These calculations point toward an in-
medium reduction of the baryon-baryon cross sections at high baryon densities. The same effect
is expected also from a simple screening picture [96], since the geometrical radius of the cross
section should not exceed the inter-particle distance.
We have applied two simple models for the in-medium cross sections described in sec-
tion 3.3.4. In the first scheme, the “free” invariant energy
√
sfree of the colliding particles is
determined from eq. (191) and used for all reaction cross sections, σ12→X(
√
sfree). In the sec-
ond scheme, we apply the in-medium-modified cross sections of eq. (194) to baryon-baryon
collisions. We recall, that these reduced cross sections are obtained assuming that the matrix
elements of the processes B1B2 → B1′B2′M3′M4′ ...MN′ and B1B2 → B1′B2′ are not changed in
nuclear medium. The baryon-meson and meson-meson cross sections are always calculated in
the vacuum. We expect that these cross sections are less subject to in-medium modifications due
to the smaller number of participating fermions providing the main in-medium reduction effect
by powers of m∗/m in the modification factor (195). For brevity, the first scheme will be referred
to as the calculation with vacuum cross sections below. The second scheme will be called the
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Figure 25: (Color online) Inverse-slope parameter of the K+ transverse mass spectrum at mid rapidity for central Au+Au
and Pb+Pb collisions as a function of the beam energy. The data are taken from [236, 237, 238]. Notations are the same
as in fig. 23. Source: Figure taken from [79].
calculation with in-medium cross sections.
As we will see below, baryon densities 5-10ρ0 are reached in central HIC at Elab = 5-20 AGeV
(see also [227] for a comparison of the different transport models in this energy region). At such
high densities, the transition to a partonic phase is possible, which is under extensive discussion
in the literature (cf. [224, 225, 226, 232, 227, 233, 234, 235]). In our calculations we follow a
more conservative approach based on (pre)hadronic and string degrees of freedom. However, a
consistent description of the dynamics of the high baryon density system requires some modifi-
cation of the standard kinetic approach based on two-body collisions. Indeed, the gas parameter
[30] defined as the number of particles in the two-body interaction radius can be larger than unity,
γgas = (σ/pi)3/2ρB ' 2. Here we have taken σ ' 40 mb as the asymptotic high-energy value of
the total pp-vacuum cross section and ρB = 10ρ0 as the maximum density reached in central
Au+Au collision at 20 AGeV. The Boltzmann equation has a firm theoretical ground only if
γgas  1. Therefore, many-body collisions should be taken into account at high densities. We
have included only the three-body collisions [79], following a simple geometrical approach of
Ref. [106].
In order to demonstrate the influence of the various physical ingredients to our model, four
types of calculations have been done: (i) pure binary-cascade calculation without mean field
using vacuum cross sections; (ii) calculation including the RMF, with only binary collisions
using vacuum cross sections; (iii) the same as (ii) but including three-body collisions; (iv) the
same as (iii), but using the in-medium baryon-baryon cross sections.
Figure 23 shows the beam-energy dependence of the maximum central baryon and total den-
sities and of the maximum ratio of the three-body and the total collision frequency N3/Ntot
reached in central Au+Au collisions. The various schemes lead to an uncertainty in the ma-
ximum-baryon density of about 30 % and in the maximum total density of about 50%. The RMF
strongly reduces the reached maximum-baryon and total densities. This can be understood as
a consequence of the formation of a repulsive vector field. The three-body collisions do not
influence these two observables. The in-medium cross sections reduce the maximum densities
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Figure 26: (Color online) The yield of pi+ (upper left panel), K+ (upper right panel), Λ + Σ0 (lower left panel) and K−
(lower right panel) at mid rapidity as function of the beam energy for central Au+Au collisions at Elab ≤ 20 AGeV and
Pb+Pb at Elab = 30 and 40 AGeV. The data are taken from [239, 236, 237, 238, 240, 241, 242, 243, 244]. Notations are
the same as in fig. 23. Figure taken from [79].
further. In particular, the total density decreases strongly due to less pion production. The frac-
tion of three-body collisions is quite high, about 80-90 % of all particle-collision events in a HIC
at Elab = 10-20 AGeV. At high beam energies, the meson-baryon collisions dominate, which are
always computed with vacuum cross sections. Therefore, the sensitivity of the ratio N3/Ntot to
the in-medium baryon-baryon cross sections becomes weaker with increasing beam energy.
For comparison with experiments we first address the stopping power of nuclear matter. Fig-
ure 24 shows the proton-rapidity distributions in central Au+Au collisions at 10.7 AGeV and for
the central Pb+Pb collisions at 40 AGeV. The cascade calculation produces too much stopping.
Including the RMF reduces the stopping power, leading to closer agreement with the experi-
mental rapidity spectra. Taking into account three-body collisions increases the stopping power
strongly, which again results in an overestimation of the mid-rapidity-proton yields. Using in-
medium cross sections reduces the stopping power, leading again to good agreement with the
data. Therefore, a stronger deviation from thermal equilibrium caused by in-medium reduced
cross sections is compensated by the additional thermalization efficiency due to three-body col-
lisions.
In fig. 25 we present the inverse-slope parameter, T [236, 237, 238] of the K+-transverse
mass spectrum at mid rapidity vs. the beam energy. Neglecting three-body collisions, we under-
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Figure 27: (Color online) The yield ratio K+/pi+ at mid rapidity in central Au+Au and Pb+Pb collisions. The data are
taken from [239, 237, 238]. Notations are the same as in fig. 23. Figure taken from [79].
estimate the inverse-slope parameter, T , by about 30 %. Including three-body collisions leads
to a fair agreement with the data, except for the points at 5.93 and 7.94 AGeV, where we still
underestimate the experimental inverse slope parameter by about 20 %.
Figure 26 shows the midrapidity yields of pi+, K+, (Λ + Σ0), and K− vs. the beam energy
for central Au+Au collisions at 1.96, 4.00, 5.93, 7.94, 10.7 AGeV, and 20 AGeV and for central
Pb+Pb collisions at 30 and 40 AGeV. The calculations for the Au+Au system were done in the
impact parameter range b ≤ 3.5 fm (5 % of the geometrical cross section, cf. [239]). For the
Pb+Pb system, we have chosen a slightly larger impact parameter range of b ≤ 4 fm (7 % of the
geometrical cross section, cf. [237]).
We observe that the pure cascade calculation overestimates the meson and hyperon produc-
tion. Using the RMF reduces the mid-rapidity-meson yields by about 15 %. The mid-rapidity-
hyperon yield is reduced even more, by about 30 %. This reflects the behavior of the proton-
mid-rapidity yield shown in fig. 24, since the mean field acts on the hyperons too. The inclusion
of three-body collisions affects the mid-rapidity yields of the produced particles rather weakly.
Finally, using the in-medium cross sections reduces the particle production quite strongly: for
mesons by about 30 % and for hyperons by about 50 %. The calculation with the in-medium
cross sections turns out to be in good agreement with the data on pion and K− production, while
it underestimates the K+ and hyperon yields below 40 AGeV.
Figure 27 shows the K+/pi+ ratio at midrapidity vs. the beam energy. It is interesting, that the
three-body collisions reduce the ratio quite strongly. This is due to a combination of two small
effects visible in fig. 26: increase of the pion yield and decrease of the kaon yield by the three-
body collisions. The calculation in the RMF mode with vacuum cross sections and three-body
collisions is in the best agreement with the experimental data below 30 AGeV. However, we fail
to describe the reduction of the K+/pi+ ratio above 30 AGeV.
To summarize this subsection, the model works quite well for HICs in the energy region
between 2 and 40 AGeV. HICs at lower beam energies remain to be studied in detail within
the present implementation of the model. At higher energies explicit consideration of partonic
degrees of freedom may become important.
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4.2. Electron-induced reactions
In photonuclear reactions, either with electrons or with real photons in the incoming channel,
nearly the entire nucleus is ’illuminated’ during the first interaction19 This is not so in hadron-
induced reactions, where already a sizeable initial-state interaction occurs. The photonuclear
reactions are, therefore, an ideal testing ground for theories of in-medium changes of hadronic
properties. They also present an opportunity for a sensitive test of theories and methods to
describe neutrino-nucleus interactions, essential for an understanding of neutrino long-baseline
experiments, that today exclusively work with nuclear targets (see discussions later in section 4.4)
because photonuclear reactions contain the very same vector part of the interaction as in the
neutrino-induced reactions.
Electron scattering off nuclei in the regime of energy transfer between 0.1 and 1 GeV2 has
been addressed by several experiments within the last two decades; for a recent review of quasi-
elastic scattering off nuclei cf. Ref. [248]. Comparing the measured nuclear cross sections to
the nucleon cross sections, several modifications have been observed. First of all, nuclear Fermi
motion leads to a smearing of the peak structures such as in the quasi-elastic and ∆ regions.
Furthermore, one observes a quenching of the spectral strength around the quasi-elastic peak. In
contrast to the quenching in the peak region, one observes an enhancement in the so-called dip-
region between the quasi-elastic and the ∆ peak. The peak position of the ∆ resonance is found to
be both A and Q2 dependent: it exhibits a shift towards lower invariant masses for Q2 ≤ 0.1 GeV2
and a shift towards higher invariant masses for higher Q2 (for more details see the discussions in
Ref. [58]).
The basis of nearly all theoretical studies of photonuclear reactions with nuclei has been the
so-called impulse approximation. In this approximation one assumes that the incoming photon
interacts only with one nucleon at a time; simultaneous interactions with two or more nucleons
are neglected. This approximation should hold for momentum transfers large enough that a
single nucleon is resolved (i.e. roughly for |q| > 300 MeV). Only very few studies have been
undertaken to investigate the influence of 2-nucleon primary interaction processes (see, e.g.,
[249, 250, 251, 252], for a broader discussion of 2N processes see [253]).
The influence of nuclear effects on both elastic electron- and neutrino-scattering cross sec-
tions has been investigated by Benhar et al. using an impulse approximation model with realistic
spectral functions obtained from nuclear many-body-theory calculations [254, 255]. In particu-
lar, they achieve good agreement with inclusive electron-scattering data in the quasi-elastic-peak
region. Nuclear effects in the quasi-elastic (QE) region have also been investigated in detail by
Nieves et al. for electrons [251] and neutrinos [256] where, among other nuclear corrections,
long range nuclear correlations have been included. Also this approach describes inclusive elec-
tron scattering data with impressive agreement. A relativistic Green’s-function approach has
been applied by Meucci et al. to inclusive electron [257] as well as to inclusive neutrino nu-
cleus reactions [258]. Butkevich et al. [259] addresses both neutrino and electron scattering with
special emphasis on the impact of different impulse approximation (IA) schemes: plane wave
IA (PWIA) and relativistic distorted wave IA (RDWIA). Also the Ghent group applies RPWIA
and RDWIA models to neutrino and electron scattering in the QE region [260]; lately they have
extended their framework to pion production [261].
19Here, we disregard the phenomenon of shadowing, which may become important for low Q2 processes at higher
energies [245]. In Ref. [246, 247] we have developed a method to take the shadowing effect into account in BUU
calculations by using a properly derived profile function for the nucleus.
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In this subsection we will, therefore, compare results of some of these studies with those
obtained within the GiBUU model for electron-induced reactions on nuclei, starting from low-
energy quasi-elastic scattering over resonance excitations up to the highest energies available,
where one tries to learn something about hadron formation and attenuation in the medium. We
start with a discussion of electron- and photon-induced processes and then turn to neutrino-
induced reactions. Within our GiBUU framework, we aim at a consistent treatment of the initial
vertex and the final state processes and we emphasize that these should not be treated separately.
The relevant elementary cross sections are all given in Appendix C.
4.2.1. Inclusive cross sections
Within the GiBUU model, which employs a local Thomas-Fermi distribution for the momen-
tum distribution of nucleons, the inclusive cross section for scattering off a nucleus is given by
(cf. eq. (144))
dσ`A→`
′A
tot = g
∫
nucleus
d3r
∫
d3 p
(2pi)3
Θ (pF(r) − |p|) dσmedtot . (217)
Here, g is the spin-degeneracy factor. The medium-corrected cross section, dσmedtot , contains
medium-dependent changes of the elementary cross section such as the spectral function of the
outgoing nucleons, the effects of Pauli-blocking of the final state and a flux correction factor.
This expression for the total cross section can be rewritten such that the hole spectral function
appears in it. With that aim in mind we define the hole spectral function by
P(p, E) =
∫
nucleus
d3r Θ
[
pF(r) − |p|] Θ(E)δ (E − m∗ + √p 2 + m∗2(r, p)) . (218)
In eq. (218), m∗ is the effective mass of the bound nucleon, which contains the coordinate- and
momentum-dependent potential and E is, as usual, the nuclear separation energy. Equation (217)
can now be rewritten as
dσ`A→`
′A
tot = g
∫
dE
∫
d3 p
(2pi)3
P(p, E) dσmedtot . (219)
Written in this form the cross section has the same appearance as that in [248] or [262].
The spectral function in eq. (218) contains the real part of the self-energy through the poten-
tial in m∗, but it does not account for the imaginary part. The latter can be implemented by using
first
δ
(
E − m∗ +
√
p 2 + m∗2(r, p)
)
= 2p∗0δ
(
p2 − m∗2
)
(220)
with the four-vector p = (p∗0, p) and p∗0 = m∗ − E. One can then replace the δ-function in
eq. (220) by a Breit-Wigner distribution of the form (cf. eqs. (76) and (81))
A(p) = −1
pi
Im Π(p)(
p2 − m2 − ReΠ(p))2 + (Im Π(p))2 , (221)
where Π(p) denotes the self-energy of the nucleon. The real part of Π contains the effects of the
mean field potential (and possible dispersive corrections)
m∗2 = (m + Us)2 = m2 − Re Π , (222)
82
 0
 5
 10
 15
 20
 25
 30
 35
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
dσ
/d
(Ω
κ
 
d|k
|’) 
[nb
/(s
r M
eV
)]
ω [GeV]
0.737 GeV, 37.1° 
 
Q2QE-peak=0.190 GeV
2
full in-med. SF
Figure 28: (Color online) Inclusive electron cross section d2σ/dωdΩk′ on 16O as a function of the energy transfer ω for
a beam energy of 0.737 GeV and a scattering angle, θk′ = 37.1 ◦, in comparison with the data measured by O’Connell et
al. [263]. The parameter Q2 denotes the four-momentum-squared at the quasi-elastic-peak position (from [58]).
the imaginary part, Im Π, contains the width of the nucleon’s spectral function in medium (see
eq. (80)). In a low-density approximation the latter is given by
Γ = − 1√
p2
Im Π(p) = ρvσNN . (223)
In [264, 265, 266] we have shown that transport theory can be used to calculate selfconsistently
spectral functions of nucleons in nuclei which agree very well with those obtained in state-of-
the-art nuclear many-body calculations.
The spectral function in eq. (218) differs in two essential aspects from that of the global
Fermi-gas model often used in theoretical treatments of quasi-elastic scattering off nuclei. While
the momentum distribution of a global Fermi-gas model is constant up to the Fermi momentum
and then drops abruptly to zero, here – because of the smooth density distribution – the mo-
mentum distribution has more strength at lower momenta and drops smoothly to zero for large p
(see Fig. 6 in [58]). In addition, the presence of the r-dependent potential, V (implicit in m∗), in
eq. (218) leads to a smoothing of the distribution in E, which in the global Fermi-gas model ex-
hibits sharp ridges at the on-shell values of this variable. This E smearing appears even without
using a width (related to the imaginary part of the self-energy) in the spectral function eq. (221).
The spectral function eq. (218) is thus much closer to that in realistic models [254] than that of
the global Fermi gas.
It is, therefore, not surprising that the spectral function eq. (218), when used in calculations
of the total inclusive electron cross section on nuclei, leads to very reasonable results. This is
illustrated in fig. 28, where the peak at the lower energy transfer, ω ≈ 0.1 GeV, is the quasi-elastic
peak. In general, the agreement with the data at the quasi-elastic peak is nearly as good as that of
Benhar et al. [267]. The latter is based on a state-of-the-art nuclear many-body calculation, but
does not contain the ∆ resonance excitation.
In fig. 29 we compare the results of the GiBUU model over a wider range of electron energies
with the results of other theoretical approaches. At the lowest energy, the QE peak in GiBUU oc-
curs at too low energy transfer with too much strength, similar to the result obtained by Butkevich
83
 0
 15
 30
 45
 60
 75
0.7 GeV, 32.0°
Butkevich PRC 76 (2007)
Meucci PRC 67 (2003)
 0
 7.5
 15
 22.5
 30
0.88 GeV, 32.0°
Butkevich PRC 76 (2007)
Nakamura PRC 76 (2007)
 0
 3
 6
 9
 12
dσ
/(d
ω
 
dΩ
k’
) [n
b/(
Me
V 
sr)
]
1.08 GeV, 32.0°
Meucci PRC 67 (2003)
 0
 3
 6
 9
 12
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
ω [GeV]
1.2 GeV, 32.0°
Nakamura PRC 76 (2007)
Benhar PRL 97 (2006)
Meucci PRC 67 (2003)
Figure 29: Inclusive electron cross section d2σ/dωdΩk′ on 16O as a function of the energy transfer, ω, for four beam
energies indicated in the figure and a scattering angle θk′ = 32 ◦. The solid lines give the results of the GiBUU calculation,
the dashed lines are taken from Meucci et al. [258], the double-dashed lines give the results of Butkevich et al. [259], the
dotted lines those of Nakamura et al. [255], and the dash-dotted line shows the result of Benhar et al. [268]. The data are
from Anghinolfi et al. [269, 270]. Taken from [58].
et al. [259]. These deficiencies may be due to the invalidity of the impulse approximation for the
very small momentum transfer at the quasi-elastic peak. For higher energies the peak positions
and strengths are described quite well by GiBUU. Similar to fig. 28, a consistent discrepancy
shows up at the high-energy side of the QE peak, where the data are systematically slightly un-
derestimated. This may be due to either an underestimate of the ∆ strength at this higher energy,
possibly due to coherent excitation, or to some contribution from more complicated particle-
hole configurations than those contained in the Local Fermi-gas model. The former possibility
indicates that it is indeed essential to describe quasi-elastic scattering and resonance excitation
simultaneously since both processes overlap in the total inelastic cross section for intermediate
energy transfer.
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Figure 30: (Color online) Transparency, TA, vs. Q2 for 12C (left, top panel), 27Al (right, top), 63Cu (left, bottom) and
197Au (right, bottom). The dotted curves correspond to FSI with the full hadronic cross section, and the dashed curves
include the shadowing corrections. The dash-dotted curves correspond to the in-medium cross sections defined according
to the Lund-model-formation-time concept, which includes the Q2-dependent (pre)hadronic interactions, eq. (227), for
the transverse contribution. The solid curves describe the effect of only time dilatation with a Q2-independent pedestal
value in the effective cross section. The dash-dash-dotted curve in the top-left panel realizes the CT effect both in the
longitudinal and transverse channels. The experimental data are from Ref. [271]. Taken from [273].
4.2.2. Exclusive pion production
The interactions of high-energy virtual photons with nuclei provide an important tool to study
the early stage of hadronization and (pre)hadronic FSI at small distances d ∼ 1/√Q2. A further
advantage of lepton-induced reactions is that one may vary the energy ν and virtuality Q2 of the
incident photon independently of each other. This allows us to study the phenomenon of Color
Transparency (CT), i.e. the reduced interaction cross section of a small sized color singlet object
produced in processes at high momentum transfer.
The early onset of CT has been observed at JLAB in semi-exclusive charged pion electro-
production off nuclei. Particularly for a theoretical understanding of this kind of experiments the
use of BUU is mandatory since the analysis involves different kinematic and acceptance cuts.
Transport theory can give all particles in the final state such that the same cuts can be applied
also in the calculations.
The nuclear transparencies of pions in the reaction A(e, e′pi+)A∗ off nuclei are presented in
fig. 30. The experimental data are from Ref. [271]. The microscopic input for the primary
interaction of the virtual photon with the nucleon follows the GiBUU model which describes both
the transverse and the longitudinal cross sections [272]. The coupled–channel GiBUU transport
model has been used to describe the FSI of hadrons in the nuclear medium. The formation times
of (pre)hadrons follow the time–dependent hadronization pattern as shown in section 3.4.
Our results are consistent with the JLAB data. The data are well reproduced if one assumes
that point-like configurations are produced in the regime of hard deep-inelastic scattering (DIS)
off partons and dominate the transverse channel.
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Figure 31: (Color online) Nuclear modification factor for charged hadrons. Experimental data are from HERMES at
27 GeV [274, 275, 276] and EMC at 100 and 280 GeV [277]. The predictions for the two EMC energies are given by the
lower and upper bounds of the shaded band. he cross-section-evolution scenarios in the calculations are: constant, linear,
quadratic (from left to right). Taken from [133].
4.2.3. Hadron attenuation
In the following discussions we will express the medium modification of the spectra via the
usual nuclear-modification ratio,
RhM(ν,Q
2, zh, p2T , . . . ) =
[
Nh(ν,Q2, zh, p2T , . . . )/Ne(ν,Q
2)
]
A[
Nh(ν,Q2, zh, p2T , . . . )/Ne(ν,Q
2)
]
d
, (224)
where the hadronic spectra on the nucleus (“A”) and on deuterium (“d”) are normalized to the
corresponding number of scattered electrons. As indicated, the nuclear-modification ratio can be
displayed as function of many variables as, e.g., ν, zh, p2T , etc. More detailed information would
be provided by multidimensional distributions, which are, however, not yet available experimen-
tally.
The “photonic” parameters of the collisions are given by ν as photon energy and by Q2 as
the transferred squared four momentum. The third parameter to fix the lepton/photon kinematics
complete is given by the lepton-beam energy.
The “hadronic” variables we focus on are zh or p2T . Here zh = Eh/ν stands for the ratio
of the energy of the hadron divided by the energy of the photon, while the squared transverse
momentum in respect to the photon direction is indicated by p2T .
In fig. 31 we show the results of our calculations compared to experimental data [274, 275,
276, 277] for some different scenarios. In all scenarios the (pre-)hadronic cross section is zero
before tP and equals the full hadronic cross section after tF . The most essential feature of color
transparency – larger hadrons (smaller Q2) get attenuated more than smaller ones – is thus in-
cluded in all four scenarios.
In the first scenario we assume no time dependence, i.e., the pre-hadronic cross section is
assumed constant,
σ∗/σ = const = 0.5, (225)
where σ is the total hadronic cross section. Here, the value 0.5 for the constant cross section ratio
is chosen, because it leads to a reasonable description of the HERMES data [67]. The following
two scenarios are the “quantum-mechanically inspired” and the “naive” assumptions of linear or
quadratic increase, respectively [278]
σ∗(t)/σ =
(
t − tP
tF − tP
)n
, n ∈ [1, 2]. (226)
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Figure 32: (Color online) Nuclear modification factor for charged hadrons as in fig. 31. The cross-section-evolution
scenario in the calculations is according to eq. (227). Dashed lines repeat curves from fig. 31 (middle panel). Taken from
[133].
All three scenarios for the pre-hadronic interaction mimic color transparency to some extent,
because the interaction rates are reduced until the formation of the final hadron. The times tP, tF
are as defined in section 3.4.
Finally, we implement the ‘quantum diffusion’ picture of Farrar et al. [279] proposed by
these authors to describe the time development of the interactions of a point-like configuration
produced in a hard initial reaction (see also [280]). This picture combines the linear increase
with the assumption that the cross section for the leading particles does not start at zero, but at a
finite value connected with Q2 of the initial interaction,
σ∗(t)/σ = X0 + (1 − X0) ·
(
t − tP
tF − tP
)
, X0 = rlead
const
Q2
, (227)
with rlead denoting the ratios of leading partons over the total number of partons (2 for mesons, 3
for baryons).
The baseline value, X0, is inspired by the coefficient 〈n2k2T 〉/Q2 in Ref. [279]. Our scaling
with rlead guarantees that summing over all particles in an event, on average the prefactor becomes
unity. The numerical value of the constant in the numerator of X0 is chosen to be 1 GeV2 for
simplicity, close to the value used in [279]. This value is also constrained by the considered Q2
range such that the pedestal value X0 ≤ 1 is fulfilled.
Because it remains unclear, how the (very) different lepton energies have been considered in
the experimental results given in [277] we have performed calculations for the two most promi-
nent energies of that experiment, i.e., for beam energies of 100 GeV and 280 GeV. We illustrate
the results of our calculations by a shaded band in fig. 31 and fig. 32 that reflects the energy range
just mentioned.
Assuming a constant cross section (cf. fig. 31), we obtain a good description of the HERMES
results, while the attenuation for the EMC experiment is severely overestimated (cf. [67]). As-
suming a linear time dependence, both the HERMES and EMC attenuation are well described.
Going even further and assuming a quadratic time dependence, leads to a too small attenuation
for both the HERMES and the EMC experiment, with the discrepancy between theoretical and
experimental results being significant for the HERMES experiment. Only the theoretical sce-
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Figure 33: (Color online) Nuclear modification factor for identified hadrons for HERMES at 27 GeV with 4He, 20Ne,
84Kr, and 131Xe-target nuclei (top to bottom). Points indicate experimental data [274, 275, 276] while the curves rep-
resent our calculations with the time-dependence scenario cf. eq. (227) with diffractive events excluded. Taken from
[133].
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Figure 34: (Color online) Nuclear modification factor of identified mesons pi±,0 and K±,0, K¯0 for JLAB(CLAS) at 5 GeV
with different targets: 12C (dotted), 56Fe (dashed), and 208Pb (solid lines). Taken from [133].
nario with a cross section evolving linearly in time is able to describe both data sets at the same
time.
Figure 32 shows results of our calculations employing the scenario as given by eq. (227).
Although not very pronounced, the effect of the non-vanishing, Q2-dependent initial cross section
of the leading particles is visible when comparing fig. 32 with the middle panel in fig. 31; a slight
improvement in the description can be seen. The observed weak Q2 dependence is in line with
experimental observations of both the HERMES and the EMC experiments [274, 275, 276, 277].
This scenario (eq. (227)) will therefore be used in the following considerations.
Figure 33 shows a comparison of our calculations with the latest experimental data of the
HERMES collaboration with 27 GeV beam energy for identified hadrons for the four targets
4He, 20Ne, 84Kr, and 131Xe.
As expected from fig. 32, for the total hadron yield, the data for pions, which are the most
frequently produced hadrons, are described well by our model. In the large-zh region charged
pions originate mostly from decays of diffractive ρ mesons. Since these pions are taken out
from the experimental data, we also switch off diffractive production of ρ mesons in the calcu-
lations. While the description of the data in the strange and anti-baryonic sectors is also quite
good, one still finds the well known discrepancy of data and calculations for protons: the re-
gions with “low zh”/“high ν” are clearly underestimated in our model. We recall that this is
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Figure 35: (Color online) The same as fig. 34, but for JLAB (CLAS) at 12 GeV lepton-beam energy. Taken from [133].
not a new finding but already known from our previous work [67]. The observed discrepancy
may reflect a deficiency in our treatment of final-state interactions at high proton energies since
the (strongly non-perturbative) low-zh protons arise mainly from energy-degrading rescattering
events. The discrepancy may, however, also reflect some problems with the treatment of exper-
imental geometrical acceptance limitations, which affect the data (and are taken into account in
the calculations).
Based on our successful description of the experimental data of the HERMES collaboration
for 27 GeV and 12 GeV beam energies, we now make predictions for the meson spectra at the
presently available 5 GeV lepton-beam energy and at the future JLAB facility with 12 GeV.
We start with a discussion of our results for a 5 GeV beam energy in fig. 34.
A comparison of our results fig. 34 with preliminary experimental data on the zh dependence
of the pi+ attenuation for the three nuclear targets [281] is satisfactory, both in its magnitude and
its target-mass-number dependence.
Contrary to the situation at higher beam energies, feeding effects leading to attenuation ratios
larger than unity at small zh are more pronounced and turn out to be an essential feature in
this energy range. For the rarer kaons we stop showing the attenuation at zh = 0.7 because the
spectra for K− drop rapidly at zh ' 0.7-0.8. On the contrary, the spectra for K+ reach significantly
farther out. This is a direct consequence of the fact that contrary to K+ mesons the K− mesons
can only be produced in the associated strangeness-production mechanism and thus have a higher
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threshold than the former. The same holds for K0 and K
0
, respectively.
At this low energy (and corresponding momentum transfer) the invariant masses populated
in the first interaction are rather small (〈W〉 = 2.2 GeV) and thus just above the resonance region.
We have also already noted that at this low energy we have formation times of only ' 4 fm/c
at large zh. Therefore, the interactions of the formed hadrons are strongly affected by hadronic
interactions while pre-hadronic interactions play only a minor role (at least for the heavier tar-
gets). This can be seen in fig. 34 in the different attenuation for K+ and K−, the latter being
more strongly attenuated due to hadronic FSI. We also recall our earlier finding [67] that at this
low energy also the effects of Fermi motion are essential and have to be taken into account. The
dynamics in this energy regime is thus more determined by ‘classical’ meson-nucleon dynam-
ics than by perturbative QCD, which underlies many of the other theoretical descriptions of the
attenuation experiments [282, 283, 284].
Figure 35 shows the calculated results for the multiplicity ratio of the three pion and four
kaon species for the exemplary nuclei 12C, 56Fe, and 208Pb with 12 GeV lepton-beam energy as
in the future JLAB upgrade.
For all particle species, a strong dependence of the attenuation ratios on the size of the nucleus
is obtained. It is interesting to observe that at this higher energy the attenuation of K+ and K−
becomes similar at zh ≈ 0.7, contrary to the behavior at 5 GeV. This reflects the longer formation
times at higher energies and the corresponding predominance of pre-hadronic interactions, which
affect the non-leading K− only weakly.
4.3. Photon-induced reactions
Photon-induced reactions share with the electron-induced ones the advantage that there are
no initial state interactions, i.e. photons illuminate the whole nucleus (again disregarding shad-
owing, cf. footnote at the start of section 4.2). GiBUU and its predecessors have been used to
investigate scalar-, pseudoscalar-, and vector-meson production off nuclei (see [285, 286, 287,
288, 289, 290, 291, 292, 293] and refs. therein). Here we discuss as examples the total photoab-
sorption cross sections as well as single- and double-pion production and omega production.
4.3.1. Total photoabsorption cross section
In the total photoabsorption cross section on nucleons, one observes three major peaks (see
fig. C.62 in Appendix C.5) generated by several overlapping resonances. The most impor-
tant ones are the P33(1232), S 11(1535), D13(1520) and F15(1680) resonance states. To study
the properties of these resonance states embedded in nuclear matter, one has investigated their
photon-induced excitation in nuclei. First experiments using a tagged high-energy photon beam
(Eγ = 0.3-2.6 GeV), which offered sufficient energy to excite the second resonance region, have
been performed by the Yerevan group [294, 295]. Following up this pioneering work, photon
absorption on nuclei has been measured at the Mainz Microton (MAMI) facility [296, 297] with
a beam energy of Eγ = 0.05-0.8 GeV, with higher energies of Eγ = 0.2-1.2 GeV at the Adone
storage ring facility (Frascati, Italy) [298, 299, 300, 301, 302], using the SAPHIR tagged photon
beam of Eγ = 0.5-2.67 GeV at ELSA (Bonn, Germany) [303] and at Hall B of the Jefferson
Laboratory (Newport News, USA) [304, 305] with a beam energy of Eγ = 0.17-3.84 GeV. In
fact, some of the above experiments have not measured directly the photoabsorption cross sec-
tion but only the photofission cross section [296, 297, 300, 298, 304, 305]. Contrary to earlier
assumptions, it has been shown by Cetina et al. [304, 305] that these two cross sections need not
be identical. Thus, for our analysis we focus on a comparison with the direct measurements of
photon absorption as presented by Bianchi et al. [301, 302] and Muccifora et al. [303].
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Figure 36: (Color online) The photoabsorption cross section for 12C and 207Pb. The (red) solid line denotes the result
with a momentum-dependent potential (see label “MM” in table 1). In addition we show two different modifications of
the in-medium self-energy: mass shift (m.s.) option (blue, dashed), and the result using the Oset option for the ∆ (black,
dotted). The data are taken from Bianchi et al. [302] (full circles) and Muccifora et al. [303] (open circles), the error bars
denote the sum of statistical and systematical errors. Source: Taken from [55].
Experimentally, the ∆-resonance region within the nucleus still exhibits a peak-like structure.
However, a slight shift to higher energies and a broadening is observed, as compared to the
vacuum structure. Carrasco et al. [306] have shown in a microscopic model approach, that it
is possible to describe the data in the ∆ resonance region in a very satisfactory manner when
including the ∆ self-energy. This work emphasizes the importance of many-body absorption
channels not included in the commonly used impulse approximation.
At higher energies the experimental results show no structures in the second and third reso-
nance region. This is often referred to as the disappearance of the resonances in the medium and
presents a direct observation of an in-medium effect [68].
After the publication of this surprising result in the second resonance region, various theo-
retical explanations and analyses have been put forward. Kondratyuk et al. [307] investigated
a baryon-resonance model including the collisional widths of the resonances as free parame-
ters. The extracted widths turned out to be extraordinary large (ca. 320 MeV for the S 11(1535),
D13(1520) and F15(1680) resonance), and the whole analysis has drawn some criticism (cf. pages
368-369 in [308]). Rapp et al. [309, 310] have applied a vector-meson dominance (VMD)
model to the problem. An energy-independent collisional broadening of the baryon resonances
of 15 MeV for the ∆, 250 MeV for the D13 and 50 MeV for all other contributing resonances has
been included by hand. The model reproduces the elementary data on the proton in the region
between the ∆- and the second-resonance region at the expense of having to use a very soft pi-
NN form factor; it describes the nuclear data in a satisfactory manner. According to Hirata et
al. [311], the interference patterns among the resonances and the background change from vac-
uum to medium, which is the driving force for the disappearance of the resonances. Iljinov et
al. [312] have extended the Dubna/Moscow INC model, a hadronic transport model, such that it
can be used for high photon energies up to 10 GeV. They achieve a good correspondence with
exclusive channels such as single-pion production. Based on the Dubna/Moscow INC model, the
RELDIS code [313] has achieved good results for photoabsorption on large nuclei. Both the INC
92
and RELDIS models include a phenomenological two-body absorption channel on top of single-
particle absorption. Also the LAQGSM model [314] is based on the Dubna/Moscow INC model
and gives good results for nuclear fissilities. Deppman et al. [315] have successfully applied the
so-called MCMC/MCEF cascade model to evaluate photon-fission cross sections using the pho-
toabsorption cross section as given input. Complementary to this first work, Deppman achieved
with the CRISP code [316, 317], where the photon absorption is modeled via a microscopic
resonance model, also satisfactory results for photon absorption.
In view of these numerous attempts to describe the disappearance of nucleon resonances in-
side the nuclear medium, Effenberger et al. [308] have attempted to explain this observation
within a precursor of the GiBUU model. Quite a good description of the ∆ peak has been
achieved, although some strength on the high energy side of the Delta peak is missing. Fur-
thermore, the model failed to describe the data at higher energies; the results still showed a
prominent structure in the second and third resonance region.
The present implementation of GiBUU has improved various theoretical aspects of the cal-
culation (for a detailed discussion see Ref. [55]). Figure 36 shows the results of these new
calculations with a momentum-dependent mean field, as well as calculations for which the in-
medium width and the dispersive contributions to the real parts have been taken into account (for
details see Ref. [55]). There is an excellent agreement with the data when only the momentum
dependent potential is switched on. However, when the improvements to the resonance spectral
function are turned on the agreement gets worse, in particular on the high-energy side of the ∆
resonance. This is partly due to the lowering of the peak due to the larger width, but also to an
inconsistency; the increased in-medium width obtained by Oset et al. [56] contains contributions
from 2-body absorption while the calculation relies on an impulse approximation without such a
process.
The results shown in fig. 36 contain the sum of resonance and background contributions. Note
that the background contributions differ for all calculations, which is caused by the inclusion of
the dispersive parts. These dispersive parts basically shift strength from the resonances to the
background. The figure shows that the ∆ region is underestimated for both options for the in-
medium width. The situation also does not improve in the second resonance region, where a
strong in-medium broadening, as in the mass-shift scenario, even leads to an enhancement of the
peak structure due to a shift of ∆ spectral strength towards higher masses.
For completeness, we show in fig. 36 also the photon absorption in lead. Compared to the
carbon case we do not see a qualitative change of the picture. We observe the same level of
correspondence with the experimental data as for the carbon case.
4.3.2. Single pi0 photoproduction
By taking into account rescattering effects leading to a change in the final-state-particle mul-
tiplicities and distributions, the GiBUU transport model is very well suited for the study of semi-
exclusive reactions. To give a flavor of the GiBUU capabilities, in the next sections we address
pi, pipi and ω photoproduction. Based upon a precursor version of GiBUU, there also ρ [318], φ
[288, 319], and η [320] production in photon-induced reactions have been analyzed.
High quality data on pi0-meson production have been taken by Krusche et al. [321, 290] using
the TAPS spectrometer installed at the MAMI facility in Mainz, and on pi+-meson production by
Fissum et al.[322] at the Saskatchewan Accelerator Laboratory. The Fissum data are taken in the
very threshold region, where most of the produced pions have energies below 40 MeV and our
FSI model becomes unreliable.
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Figure 37: (Color online) A typical plot for dσpi0 ,total/d(∆E) for a γ
40Ca → pi0X reaction at 0.5 GeV and 0.7 GeV right
after production (i.e., FSI effects are not included). This result is obtained with a momentum-dependent potential (label
“MM” in table 1) and the Oset choice according to [55] for the self-energies. Source: Taken from [55].
For the pi0-production experiment performed by Krusche et al. [321, 290], the MAMI facility
delivered a photon beam of 200-800 MeV energy on deuterium, carbon and lead targets. In
this each produced neutral pion has been counted as a single event. Therefore, events with 2pi0
in the final state are doubly counted. So the total cross section for neutral pion production is
experimentally defined as
σpi0, total = σpi0 + 2σpi0pi0 + σpi0pi+ + σpi0pi− + βση (228)
where β ≈ 1.2 is the expected average number of pi0’s in the final state of an η decay.
In the experimental analysis one tries to differentiate between quasi-free pion production and
in-medium pion production. For the production of quasi-free pions one assumes that the energy
of those is similar to the energy of a pion produced on a nucleon at rest. This energy in the piN
CM frame is given by
Efreepi =
√
|pCM|2 + m2pi (229)
with
|pCM| =
√
(s + m2pi − m2N)2/(4s) − m2pi , (230)
where s = (Eγ + mN)2 − E2γ = m2N + 2mN Eγ. The difference of the reconstructed energy in the
piN CM frame to that quasi-free energy is defined as ∆Epi (cf. also [290]),
∆Epi = EpiN−CMpi − Efreepi (Eγ) . (231)
A typical plot of such a distribution without final-state interactions is shown in fig. 37. Indeed,
one observes a peak at ∆Epi ≈ 0, but the peak is not sharp but rather smeared out due to the
potentials and Fermi motion. Additionally, one observes a broad background at lower ∆Epi < 0,
which originates from pipi production. Since this background leaks into the single-pi peak, it may
affect the actual signal.
In the experimental analysis the spectrum has, therefore, been approximated by a symmetric
one, i.e., the left-hand side of the quasi-free peak is assumed to equal the right-hand side so
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Figure 38: (Color online) Quasi-free and total cross sections for the γ40Ca → pi0X reaction: the left panel shows the
quasi-free yield, whereas the right one depicts the total yield of pi0’s. The statistical error bars of the data are negligible
and have been omitted. The squares show the data for the coherent pi0-production cross section [323], and the circles
depict the data for the quasi-free, respectively total, cross section [290]. The dotted line represents the calculation without
in-medium modification of widths (i.e., vacuum widths) and without potential; the dashed one also uses vacuum widths
but an in-medium momentum-dependent potential (label “MM” in table 1); both the dashed-dotted and the dotted curves
have been obtained by calculations, which include in-medium widths and an “MM” potential. In the solid curve, the
off-shell potential (OP) has been additionally included as described in section 2.4.3 (while all other results do not include
any OP). The thin solid line connecting the coherent data points (squares) shows our fit of these data. Source: Taken
from [55].
that effectively only events with ∆Epi > 0 were counted. The so-called quasi-free cross section,
reported by the experiment, is thus defined as
σpi0, quasi-free =
2 × rate of events with ∆Epi > 0
photon flux × density of targets . (232)
To compare to data, we apply the same counting and cutting scheme also in our analysis.
Note that the sizable coherent contribution [323] also contributes to σpi0,quasi-free and σpi0, total.
Since GiBUU only gives the incoherent contribution we have fitted the data for the coherent
process [323] as shown in fig. 38.
This fit of the coherent data has then been added to our incoherent result. The resulting curves
are shown in fig. 38, both for the quasi-free cross section, σpi0, quasi-free, and for the total one,
σpi0, total. When including in-medium width and momentum-dependent potentials, one retrieves a
quite good description of the quasi-free cross section. The influence of the off-shell potential is
rather minor. Considering the large slowdown of our simulations due to this off-shell potential,
it is favorable, that neglecting this potential does not change our results in a significant manner.
For the total cross section the quality of the description data is similar to that obtained earlier
by Lehr et al. [61]. One may speculate whether there is a problem with the 2pi contribution,
which rises continuously from almost 0 % at q0 = 0.45 GeV to roughly 30 % of the pi0 yield at
q0 = 0.8 GeV. An additional in-medium modification of the pipi background could, therefore,
have a major impact on the spectra. One should also note, that interference effects play a major
role in single-pi0 production at the energy region of discrepancy (see also fig. C.62). In addition,
there is the possibility that primary 2N absorption processes play a role, such as γNN → N∆.
In any case, there is major impact of FSI on the spectra. This is illustrated in fig. 39, which
shows that for a calculation that does not include any medium modifications of self-energies, i.e.,
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Figure 39: (Color online) Quasi-free and total cross sections for the γ40Ca → pi0X reaction with and without final-state
interactions: the left panel shows the quasi-free yield, whereas the right one depicts the total yield of pi0’s. The lines
represent calculations, which have been performed neglecting the in-medium width and potentials. The dashed line does
not include any FSI, whereas the solid line includes them. Source: Taken from [55].
no potentials or collisional broadening, FSI lead to an overall reduction of the pion yield20 by
approximately a factor of 3. Thus, to achieve a proper agreement with the data, the accuracy of
the FSI must be very high.
4.3.3. Double pion photoproduction
Possible changes of the properties of hadrons when they are embedded inside the nuclear
medium have recently attracted considerable interest (for two recent reviews see Ref. [211, 68]).
While many studies have concentrated on the investigation of in-medium properties of vector
mesons (cf. section 4.3.4), there has also been an interesting prediction of a change of scalar
mesons inside nuclei.
In the limit of vanishing quark masses QCD incorporates chiral symmetry, which is spon-
taneously broken in vacuum. The order parameter, the quark condensate, 〈q¯q〉, of this sym-
metry breaking is expected to decrease by about 30 % already at normal nuclear-matter den-
sity [324, 325, 326]. Therefore, signals for partial chiral-symmetry restoration should be observ-
able in nuclear-reaction experiments and, in particular, also in photon-induced processes where
initial state interactions are absent.
The modification of the σ or f0(600) meson in the nuclear medium has been proposed as a
signal for partial symmetry restoration. Theoretical models predict a shift of its spectral strength
to lower masses and narrower widths due to the onset of the chiral-symmetry restoration [327,
328]. The σ-meson is a short-lived state with a width of roughly 600-1000 MeV [129], decaying
predominantly into an S -wave pipi-final state. Owing to its short life time, this decay occurs
very close to its production place, i.e., in the medium. If there were no final-state interactions
acting on the pionic decay products, then the mass of the σ-meson could be directly determined
20In fig. 39, the quasi-free yield at low photon energies is higher than the total yield if FSI are not included. This
is not an inconsistency, but a feature, which in implied by the definition of σquasi-free in the analysis procedure: since
the quasi-free peak without FSI treatment is slightly shifted towards positive ∆Epi (see fig. 37), we obtain σquasi-free =
2
∫ ∞
0 dσ(∆Epi) >
∫ ∞
−∞ dσ(∆Epi) = σtot.
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Figure 40: (Color online) The upper figure visualizes the impact of final-state rescattering on the mass-differential cross
section for pipi production in 40Ca. The dashed curve has been obtained neglecting FSI, while for the calculations,
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least one scattering event. Source: Taken from [55].
measuring the four-momenta of the pions. Thus experiments have studied the pipi production rate
as a function of the total mass of the pipi pair. The major aim is to observe a modification of this
signal when comparing the nuclear production rate to the vacuum rate. Using different nuclear
targets, one probes different effective densities, which allows for a detailed study of the density
dependence of this production rate. Experiments on pipi production in nuclear matter have been
performed with incident pions by the CHAOS collaboration [329, 330] and with photons by the
TAPS collaboration [134, 135, 331]. Both experiments have shown an accumulation of strength
near the pipi threshold in the decay channel of the σ in large nuclei. A possible interpretation of
this effect is the in-medium modification of the σ resonance due to partial symmetry restoration.
Roca et al. [332] have indeed obtained a good description of these data by assuming pion-
pion correlations and using a straight-line Glauber-like damping factor for pion absorption.
However, the authors of [333] have pointed out the importance of conventional final-state ef-
fects in the analysis of the TAPS experiment. In this section we improve on our early calculations
using up-to-date input for the elementary rates and using an improved final-state model. In order
to compare to the work by Roca et al. [332] the absorption probability for pions is assumed to be
the same as in their paper.
As was already shown in section 4.1.1, the GiBUU transport model successfully describes
pion absorption and rescattering off complex nuclei. It is, therefore, tempting to apply this model
also to this reaction. The results presented in this Section have been published in [333, 334, 335,
139, 140]. The calculations contain all the effects of pion-nucleon-Delta interactions inside the
nucleus, but they do not contain any pion-pion interaction.
As already discussed in [333], we observe that absorption, elastic scattering and charge ex-
change processes cause a considerable change of the spectra with the peak of the mass distribu-
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Figure 41: (Color online) Cross section for pipi production in 40Ca as a function of the production radius, Rprod =
(x2prod +y
2
prod +z
2
prod)
1/2: the solid curve depicts the result with FSI, the dashed one does not include FSI. Additionally, the
dotted line depicts the density profile of the 40Ca nucleus; the light-gray areas show the Rprod region with ρ ≥ 0.15 fm−3,
the dark shaded areas show the region with 0.15 fm−3 ≥ ρ ≥ 0.075 fm−3. Source: Taken from [55].
tion moving to lower masses due to rescattering. This effect is visualized in fig. 40, where we
show our results for pipi production of 40Ca assuming no FSI and by including FSI. One observes
a reduction of the cross section by a factor of roughly 2-3 and a shift of the peaks towards lower
masses due to FSI. There are two major effects, which lead to the modifications: absorption and
rescattering. To point out the role of rescattering, fig. 40 shows so-called disturbed and undis-
turbed contributions to the cross section. The undisturbed contribution includes all pion pairs
which do not undergo rescatterings and reach the detector almost undisturbed; the disturbed
contribution represents pairs, where at least one of the two pions scatters with the medium but
is not absorbed. The total cross section is the sum of the disturbed and the undisturbed contri-
butions. Obviously, the disturbed contribution is shifted towards lower masses more than the
undisturbed one since the pions (on average) loose energy in a scattering event. At low photon
energies the disturbed contribution is small compared to the undisturbed one. Here, the energies
of the produced pions is small, such that FSI are dominated by the NNpi → NN process and the
effect of Npi→ Npi scattering is small. At higher photon energy (500 MeV) also the average pion
energy is higher and, therefore, elastic and charge-exchange scatterings become more important.
Thus the disturbed and undisturbed contributions are of the same magnitude for Eγ = 500 MeV.
To analyze the possible impact of additional in-medium modifications, such as e.g. chiral
symmetry restoration, the production points of those pion pairs which are not absorbed and
which are, finally, observed were studied. Figure 41 shows the cross section for pipi production
off 40Ca at 400 MeV and 500 MeV as function of those production points Rprod. Without FSI the
distribution dσpi0pi0/dRprod is proportional to ρ(Rprod)R2prod; including FSI the distribution is shifted
towards higher radius and centered around 3.6 fm which corresponds to roughly ρ = 0.075 fm−3.
Most of the observed signal originates from low-density regions, which implies that possible
in-medium signals are expected to be rather weak. Also calculations including a pion potential
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to results of the GiBUU model in Ref. [135]. The bars at the bottom represent the systematic uncertainty of the data, the
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have been performed; only a minor effect on the observed pions is found due to the low density
at the initial production point.
The previous discussions showed the strength of a transport model description of nuclear
reactions in that it gives some physical insight into the ’inner workings’ of dynamic many-body
processes. The direct comparison with experimental results then shows how far a model that
contains no pi − pi interactions can go. While earlier results [333] gave a reasonable description
of the TAPS data [134], a later measurement by the same group has resulted in data that are very
well described by the GiBUU model (see fig. 42). The agreement now is excellent.
In summary, final-state interactions of the pions are strong and tend to shift the maximum of
the pipi mass distribution in all channels towards lower masses. This effect considerably compli-
cates drawing a link between the experimental data and a possible softening of the in-medium
I = 0 channel. Any theory aiming to describe the observed effect on the basis of a partial chiral-
symmetry restoration or an in-medium modification of the pipi-production process must include a
state-of-the-art treatment of the final-state effects.
4.3.4. Photoproduction of vector mesons
As already discussed in sections 4.1.5 and 4.3.3, modifications of hadron properties in a
strongly interacting environment have attracted a lot of attention and have been intensively stud-
ied both theoretically and experimentally. The dilepton channel is particularly suitable for such
studies since the final state is not affected by FSI. The experiments with hadronic beams dis-
cussed in section 4.1.5 do suffer from initial state interactions which may hinder the population
of the higher-density zones in the target. On the contrary, experiments using photons as incoming
particles are nearly ideal for these studies since they do not involve any initial state interactions.
Such an experiment was first studied with an early version of GiBUU [336] and has by now been
performed with the CLAS detector at JLAB, where photons with energies of a few GeV inter-
acted with nuclei [318, 293]. The results of this experiment have been analyzed with GiBUU; a
broadening of the ρ meson in line with theoretical expectations but no mass shift has been ob-
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Figure 43: (Color online) ω-meson line shape predicted for a Nb target in GiBUU transport-model calculations for
different in-medium modification scenarios: vacuum spectral function (solid), collisional broadening of Γcoll = 140 MeV
(long dashed), collisional broadening and an attractive mass shift of −16 % at nuclear matter density (short dashed),
and a mass shift without broadening (dotted). The dash-dotted curve shows the results for a constant nuclear density
of ρ = 0.6ρ0. The signals are folded with the detector response and take into account the 1/Eγ weighting of the
bremsstrahlung spectrum. a) incident photon energies of 900-1100 MeV; b) incident photon energies of 900-1300 MeV.
Source: Taken from [339].
served. A recent study on in-medium modifications of the ρ meson in connection with the CLAS
data comes to a similar conclusion [337, 338].
Another experiment also using photons as incoming particles looks at the semi-hadronic
decay of vector mesons thus suffering from some FSI. Here the decay ω→ pi0γ is investigated by
the CB/TAPS group in photon-induced reactions at the ELSA accelerator [339]. This experiment
has again given a significant in-medium broadening of the ω meson [340] but no mass shift;
the earlier claim of a mass shift of the ω meson in photoproduction on Nb [341] has not been
confirmed in a reanalysis of the data [342].
In this experiment, incident photon energies covered the range from 900-2200 MeV. Be-
cause of the increase of the production cross section with photon energy most of the observed
ω mesons are produced with photons of energies larger than 1500 MeV. For the energy range
of 1500-2200 MeV, early transport calculations [343, 62] have shown that the ω line shape is
rather insensitive to different in-medium modification scenarios like collisional broadening or
mass shifts, since most of the ω decays occur outside of the nuclear medium, even despite of a
cut on the ω momentum (pω ≤ 500 MeV/c). Furthermore, due to the experimentally observed
strong absorption of ωmesons in the nuclear medium [340], ωmesons produced in the interior of
the nucleus are largely removed by inelastic reactions and do not reach the detector; information
on possible in-medium modifications thereby is lost. The limited sensitivity of the ω line shape
to in-medium effects has been confirmed experimentally in [342].
It has been argued in [343] that a search for medium modifications is much more promising
for incident photon energies below or near the photoproduction threshold (which is at Elabγ =
1109 MeV on a free nucleon). New calculations along these lines illustrate in fig. 43 the expected
sensitivity of the ω signal to various in-medium changes, such as a mass shift with and without
collisional broadening for two different energy ranges. It is seen that the lower-energy window
indeed leads to a more pronounced – though not dramatic – sensitivity than the higher-energy
one. This relatively weak sensitivity is to a large extent a consequence of the density profile of
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the nucleus that spans all densities from 0 to ρ0 and thus smears any density-dependent signal.
Assuming for the sake of the argument a density profile with a constant density of 0.6ρ0 – roughly
corresponding to the average density in nuclei – and a sharp fall off at the surface the dash-dotted
line in fig. 43 is obtained; here, the in-medium signal is significantly stronger. For a realistic
Woods-Saxon nuclear density profile, contributions to the spectral function from the surface
dominate, suppressing contributions from higher density regions [344].
In both energy windows, a tail towards lower masses is predicted for the scenario of a drop-
ping ω mass. This tail is due to ω mesons which are produced off-shell within the nucleus. In
[343, 62] an even stronger enhancement in the low-mass-tail region has been obtained. This
calculation used a phenomenological method for the off-shell propagation, while the present re-
sults are based on the theoretical framework by Leupold [41] and Juchem and Cassing [34]. For
details see section 2.4.3.
Recently, the ω-line shape has also been measured in the near-threshold range of incident
photon energies, i.e., 900-1300 MeV [339]. A tagged bremsstrahlung photon beam has been
impinged on LH2, C and Nb targets, and photon triples from ω → pi0γ decays are measured by
the CBELSA/TAPS detector setup at Bonn. After subtraction of the background from the pi0γ
spectrum, the ω-line shape shown in fig. 44 (a) is obtained for the Nb target. The experimental
distribution has been fitted using the Novosibirsk function [345], in order to model the detector
response and the resulting mass resolution. The resulting fit is compared with the ω signal
measured on the LH2 target and with a MC detector simulation in fig. 44 (a). The agreement
between the ω signal on the LH2 target with the MC simulation demonstrates that the detector
response is under control. Nevertheless, in view of the systematic and statistical uncertainties,
no significant deviation from the reference signals is claimed. Higher statistics will be needed
to draw any conclusion. Corresponding data have been taken at MAMI-C using the Crystal
Ball/TAPS set up. The analysis is ongoing.
In fig. 44 (b) the measured ω signal is compared to predictions of transport calculations using
the GiBUU model for the same scenarios as in fig. 43. Due to the rather large statistical errors, the
experimental data obviously do not allow to distinguish between the various theoretical scenarios,
in contrast to initial expectations.
Access to the in-medium spectral function of vector mesons is thus very limited, mainly due
to the dependence of the in-medium properties such as mass and width on the nuclear density
[344, 346] and the inherent smearing caused by the density profile of nuclei. From the analy-
ses just discussed it is clear that any extraction of an in-medium effect on spectral functions of
hadrons requires a state-of-the-art treatment of final state interactions. On the other hand, trans-
parency measurements [347, 291] can give at least access to the imaginary part of the in-medium
self-energy of the hadron. Another promising tool could be the measurement of excitation func-
tions [289]. Such experiments are presently being analyzed.
4.4. Neutrino-induced reactions
The discovery of neutrino oscillations has renewed the interest in and the need for a better
determination of the neutrino-nucleus cross sections since nuclear effects are known to be the
largest source of systematic uncertainties in long-baseline neutrino experiments [348]. To in-
crease the neutrino cross section, experiments use targets with a large atomic mass number, A,
e.g., carbon, oxygen, iron, and lead. This causes a major difficulty: particles produced in neu-
trino interactions can reinteract before leaving the nucleus and can be absorbed, change their
kinematics or even charge before being detected. Nuclear reinteractions limit our ability to iden-
tify the reaction channel, and they change the topology of the measured hadronic final state.
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Figure 44: (Color online) (a) ω signal (solid points) for the Nb target and incident photon energies from 900-1300 MeV.
The errors are purely statistical. Systematic errors introduced by the background subtraction are of the order of 5 %. A
fit to the data points is shown in comparison to the ω-line shape measured on a LH2 target and a Monte Carlo simulation;
(b) ω signal for the Nb target in comparison to recent GiBUU simulations for the following scenarios: no medium
modification (solid), in-medium broadening of Γcoll = 140 MeV at nuclear saturation density (long dashed), an additional
mass shift by −16 % (short dashed), mass shift without broadening (dotted) and mass shift without broadening assuming
a constant nuclear density of ρ = 0.6ρ0 (dash-dotted). The signals are folded with the detector response and take into
account a 1/Eγ weighting of the bremsstrahlung spectrum. Source: Taken from [339].
Consequently, the detected rates on nuclei are changed significantly compared to the ones on
free nucleons.
The oscillation probability depends directly on the neutrino energy: νµ-disappearance exper-
iments for example search for a distortion in the neutrino flux in the detector positioned far away
from the source. By comparing the un-oscillated with the oscillated flux, one gains information
about the oscillation probability and with that about mixing angles and squared-mass differences.
However, the neutrino energy cannot be measured directly but has to be reconstructed from the
final-state particles that are detected. But, as we have pointed out before, these are affected by
in-medium effects and final-state interactions in the nucleus. Appearance experiments, on the
other hand, search for a specific neutrino flavor in a neutrino beam of different flavor. The fla-
vor of the neutrino can only be determined from the charged lepton produced in the interaction.
pi0-production events in neutral-current reactions are a source of background in νe-appearance
searches in a νµ beam, because they might be misidentified as charged-current (νe, e−) interac-
tions.
To extract the oscillation parameters from the measured particle yields, the experimental
analyses thus have to rely on models for the neutrino-nucleus interaction that describe many
different effects quite reliably. This is even more important because the neutrino long-baseline
experiments do not work with a fixed neutrino energy, but instead a broad neutrino spectrum,
and thus implicitly sum over very different reaction types: quasi-elastic (QE), pion production
and DIS. Quasi-elastic scattering alone as well as nucleon knockout is studied in many different
models; only a few study pion production. The particular strength of GiBUU is that it describes
all these different initial processes and the interactions in their final particles equally well. In the
following we illustrate these points by discussing some results for neutrino-nucleus cross sections
obtained with the GiBUU model. More detailed discussions can be found in [349, 350, 351]. All
the results shown here rely on the impulse approximation. For true quasi-elastic scattering this
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Figure 45: (Color online) Kinetic-energy differential cross section for CC 1pi+ (left) and 1pi0 (right panels) production on
12C versus the pion kinetic energy Tpi at different values of Eν. The dashed lines show the results without FSI interactions
(only the decay of resonances is possible), the results denoted by the solid lines include FSI. Furthermore, the origin of
the pions is indicated (QE or ∆ excitation). Source: Taken from from [351].
should be an excellent approximation, but for pion production and total cross sections this may
not be sufficient. For a discussion of the influence of 2N correlations on nuclear neutrino-induced
reactions see Refs. [352, 353, 354, 355].
4.4.1. Pion production
Neutrino-induced pion production on nucleons up to neutrino energies of about 1.5 GeV
is dominated by the excitation and subsequent decay of the ∆ resonance, but, depending on
the channel, non-resonant pion production is not negligible. At higher energies, higher-mass
resonances become increasingly important.
A realistic treatment of the FSI is an essential ingredient for modeling pion production off
nuclei in a realistic manner. FSI may lead, e.g., to pionic final-state particles, even though the
initial event is quasi-elastic scattering. As an example, we present the single-pion (1pi) kinetic-
energy distributions. They are shown in fig. 45 for νµ charged current (CC) pi+ and pi0 production
(CC 1pi) on 12C target at different values of Eν.
The maximum of the calculation with final-state interactions peaks at 0.05-0.1 GeV in all
cases shown in fig. 45. This is due to the energy dependence of the pion absorption. The absorp-
tion is higher in the resonance region, where the pions are mainly absorbed through the reaction
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Figure 46: (Color online) Total cross section for CC multiple-p (top left), n (bottom left) knockout and CC single-p
(top right) and n (bottom right) knockout on 12C. Multiple-nucleon knockout means that the final state may contain any
number of knocked-out nucleons. Single-nucleon knockout means that the final state does not contain any other knocked-
out nucleons. The dashed lines show the results without FSI (only the decay of resonances is possible); the results denoted
by the solid lines include FSI. Furthermore, the origin of the pions is indicated (QE, ∆ excitation, excitation of higher
resonances, single-pion background). Source: Taken from from [351].
piN → ∆, followed by ∆N → NN. This strong reduction for high-energy pions and the corre-
sponding shift of the maximum to lower energies can be seen by comparing the dashed and the
solid lines. These absorption processes equally affect pi+ and pi0 yields. But pions do not only
undergo absorption when propagating through the nucleus. Of particular importance for pions of
all energies is elastic scattering, piN → piN, which redistributes the kinetic energy, again shifting
the maximum to lower energies.
The contributions from initial ∆ excitation and from initial QE events are also plotted. pi0 and
pi+ production through FSI of QE scattering contributes mostly to the low-energy region of the
pion spectra because of the energy redistribution in the collisions.
The different scale of CC pi+ and pi0 is a consequence of their different production rates in
the neutrino-nucleon reaction. This leads to side feeding from the dominant pi+ channel to the pi0
channel. Pions produced from initial QE events contribute relatively more to the pi0 channel. This
together with the side feeding produces the enhancement in the pi0 cross section at low kinetic
energies compared to the calculation without final-state interactions for Eν & 1 GeV.
4.4.2. Nucleon knockout
The total cross sections for proton and neutron knockout are shown in fig. 46 for multiple-
nucleon emission and for single-nucleon emission for 12C. In the case of multiple-nucleon
knockout, we find, that the result with all final-state interactions included lies well above the
one without FSI already for the protons, but even more so for the neutrons. This enhancement is
entirely caused by secondary interactions and cannot be obtained in a Glauber treatment or in any
other quantum-mechanical approach such as the often used relativistic impulse approximation.
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Furthermore, it is indicated in fig. 46, whether the knocked-out nucleon stems from initial QE
scattering or ∆ excitation (the contributions from higher resonances and from the non-resonant
background are also shown). In contrast to the pion case, both contribute to the total cross section,
even though with different weights depending on the neutrino energy. The phase space for ∆
excitations opens later than for QE; this explains the small contribution of the ∆ at Eν = 0.5 GeV,
which increases with energy.
Events with multiple nucleons in the final state are disregarded in the right panels of fig. 46.
This leads to a very different behavior, in particular, the cross section without FSI is in general
above the one with FSI included. Comparing both scenarios shows, that for single-nucleon
knockout the ∆ contribution is smaller than the QE one while it can be larger for the multiple-
nucleon knockout. Through processes like ∆N → NN and ∆ → piN followed by piN → piN, the
∆ contributes in large parts to the multiple-nucleon knockout.
One important result of our approach is the finding that already at Eν ≈ 1 GeV a large part
of the ejected nucleons stems from ∆ excitation and/or other processes different from QE, or, in
other words, QE and non-QE processes are “mixed” due to FSI. This is a unique feature of a
coupled-channel approach, such as the GiBUU model, not present in other models. Except for
empirical event generators, we do not know of any other model for neutrino-induced nucleon
knockout which accounts for QE and non-QE scattering simultaneously. This mixing, however,
has major implications for neutrino-oscillation experiments since it can lead to misidentification
of events as we shall see in the following.
4.4.3. Charged-current quasi-elastic identification and energy reconstruction
The charged-current quasi-elastic (CCQE) reaction, ν`n → `−p, being the dominant cross
section at low energies, is commonly used to reconstruct the neutrino energy. In other words,
CCQE is the signal event in present oscillation experiments.
The experimental challenge is to identify true CCQE events in the detector, i.e., muons orig-
inating from an initial QE process. To be more precise: true CCQE corresponds to the inclusive
cross section including all medium effects, or, in other words, the CCQE cross section before
FSI. The difficulty is that the true CCQE events are masked by FSI in a detector built out of nu-
clei. The FSI lead to misidentification of events, e.g., an initial ∆ whose decay pion is absorbed
or which undergoes “pion-less decay” contributes to knock-out nucleons and can thus be counted
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as CCQE event – we call this type of background events “fake CCQE” events. We denote every
event which looks like a CCQE event by “CCQE-like”.
At Cherenkov detectors CCQE-like events are all those, where no pion is detected, while
in tracking detectors CCQE-like events are those, where a single-proton track is visible and at
the same time no pions are detected. The two methods are compared in fig. 47. The “true
CCQE” events are denoted with the solid lines, the CCQE-like events by the dashed ones. The
Cherenkov detector is able to detect almost all true CCQE (left panel, solid vs. dash-dotted lines
agree approximately) but sees also a considerable amount of “fake CCQE” (or “CC non-QE”)
events (left panel, the dashed line is roughly 20 % higher than the solid line). They are caused
mainly by initial ∆ excitation as described in the previous paragraph (absorption of the decay
pion or “pion-less decay”); their contribution to the cross section is given by the dotted lines.
These additional (fake) events have to be removed from the measured event rates by means of
event generators, if one is interested only in the true QE events. It is obvious that this removal is
the better the more realistic the generator is in handling the in-medium pi-N-∆ dynamics.
On the contrary, less CCQE-like than true CCQE events are detected using the method ap-
plied in tracking detectors, which trigger both on pions and protons (right panel, difference be-
tween dashed and solid lines). The final-state interactions of the initial proton lead to secondary
protons, or, via charge exchange, to neutrons which are then not detected as CCQE-like any more
(single-proton track). We find, that at tracking detectors the amount of fake events in the CCQE-
like sample is less than at Cherenkov detectors (dashed and dash-dotted lines almost agree with
each other in the right panel but not in the left panel). We conclude, that even if the additional
cut on the proton helps to restrict the background, an error of about 20 % remains, since the mea-
sured CCQE cross section underestimates the true one by that amount. Thus about 20 % of the
total cross section has to be reconstructed by using event generators. In this case these generators
have to be very realistic in describing the in-medium nucleon-nucleon interactions. Note that for
both detector types experimental detection thresholds are not yet taken into account. Their effect
will make the errors even larger [356, 357].
The neutrino energy is commonly reconstructed from QE events using a relation for quasifree
scattering on a nucleon at rest,
Erecν =
2(MN − EB)Eµ − (E2B − 2MN EB + m2µ)
2 [(MN − EB) − Eµ + |k′| cos θµ] , (233)
with a binding-energy correction of EB = 34 MeV [358], and the measured muon energy, Eµ,
and scattering angle, θµ.
In fig. 48 we plot the distribution of the reconstructed neutrino energy obtained using
eq. (233) with EB = 34 MeV for four fixed Erealν (0.5, 0.7, 1.0, and 1.5 GeV). The dashed
lines show the true CCQE events only, the solid lines all CCQE-like events (using the Cherenkov
definition but without any threshold cuts). Both curves show a prominent peak around the real
energy, which is slightly shifted to higher Erecν . This shift is caused by the difference between
our potential and the specific choice of EB. The peak has a width of around 100 MeV. This
broadening is entirely caused by the Fermi motion of the nucleons – eq. (233) assumes nucleons
at rest.
While the distribution of the reconstructed energy for the true CCQE events is symmetric
around the peak, this is not the case for the CCQE-like distribution. The reconstruction proce-
dure now includes also CC non-QE events. However, eq. (233) is entirely based on the muon
kinematics and, in the case of ∆-induced CC non-QE events, more transferred energy is needed
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Figure 48: (Color online) Distribution of the reconstructed neutrino energy according to eq. (233) for Erealν = 0.5, 0.7,
1.0, and 1.5 GeV. The reconstructed energy denoted by the dashed lines includes only true CCQE events, while the solid
lines are obtained by reconstructing the energy with CCQE-like events under Cherenkov assumptions. Source: Taken
from [356].
than for true CCQE, thus, the muon energy is smaller. This lower muon energy then leads to the
second smaller bump at lower reconstructed energies. Thus, the asymmetry is caused by the CC
non-QE events identified as CCQE-like.
We have seen in the previous subsection, that the tracking detector allows to extract a much
cleaner CCQE-like sample than the Cherenkov detector – almost no fake, i.e., CC non-QE events
spoil the CCQE-like sample. Consequently, the reconstructed distribution is again symmetric but
at the cost of a lower detection rate (see Fig. 8 in [356]).
The energy reconstruction influences directly the flux reconstruction needed for the extraction
of neutrino oscillation parameters from long-baseline experiments which relies on flux compari-
sons at the near-side and the far-side detectors. The uncertainties in the flux related to the energy
reconstruction are illustrated in fig. 49. The figure shows clearly that in particular the Cherenkov-
type detectors lead to a downward shift of the energy distribution which has to be removed by
event generators before a flux comparison can be done.
To conclude, we have shown that a correct identification of CCQE events is relevant for the
neutrino energy reconstruction and thus for the oscillation result. A significant part of CC 1pi+
events is detected as CCQE-like, which is mainly caused by the pion absorption in the nucleus.
This has to be corrected by means of event generators, which is why the final experimental
cross sections contain a significant model dependence. Thus, because of the close entanglement
of CCQE and CC 1pi+ on nuclei, both these channels have to be accounted for equally precise
by any model aiming at describing the experimental measurements, in particular the directly
observable rates for nucleon knockout and 1pi+ production.
In this regard, the GiBUU is a flexible model of nuclear effects and is thus uniquely suited
for a description of broad-band neutrino experiments. The requirements formulated by Benhar
et al. [267] for a new paradigm in neutrino-nucleus scattering are all met. The GiBUU model
can also accommodate the recently much discussed effects of 2p2h initial excitations that are
not contained in the impulse approximation (see [355] and refs. therein). Following the method
discussed in section 3.3.3 for the case of pion-induced reactions such excitations could easily be
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Figure 49: (Color online) Reconstructed energy distribution for the K2K flux under different detector assumptions.
Equation (233) is used for the reconstruction, but with EB = 0 (from [356]).
implemented.
5. Summary
In this article we have given a comprehensive, detailed discussion of transport theory and
its practical implementation in the GiBUU transport model. It has been our aim to give all
the essential ingredients of this model so that GiBUU is not a black box to other theorists or
experimenters using it for planning or analyzing an experiment.
GiBUU is unique in the sense that it uses the same physics input for very different nuclear
reactions and is not a model of many-body physics optimized for one particular reaction or en-
ergy range. For example, the very same theory and numerical implementation of ∆Npi dynamics
is used both for heavy-ion collisions and for neutrino-induced reactions on nuclei. As another
example, it is able to give a reasonable description of quasi-elastic scattering off nuclei as well
as of pion production through resonance excitations and is thus, for example, an ideal tool for an
analysis of broad-energy band neutrino long-baseline experiments that necessarily average over
many reaction types. The primary strength of GiBUU lies in the description of final-state inter-
actions and here again it can be used both for heavy-ion and for electroweak reactions. Many
important analyses of fundamental physics questions, such as short-range correlation studies
from (e, e′p) reactions on nuclei, the search for color transparency in electron- or pion-induced
reactions or the investigation of in-medium changes of hadron-spectral properties depend cru-
cially on a precise treatment of final-state interactions. The often used Glauber approximation in
its most simple form only describes attenuation of primarily produced particles on straight-line
trajectories. However, in reality the final, observed particles outside the nucleus, that reach the
detector, may not be the ones that were originally hit by the incoming probe. They can change
their identity, and they can also change their energy while traveling through the nucleus. All
these effects are not included in the widely used Glauber attenuation treatment, but are contained
in a transport theoretical description.
On the other hand, transport theory also has its limitations. Fully exclusive or coherent
particle production reactions on nuclei can only be described by quantum-mechanical methods
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since here the phase relations between the interaction amplitudes for all the nucleons in the
nuclear target are essential so that transport theory must fail. However, for inclusive and semi-
inclusive reactions on nuclei, where the phase-coherence between various reaction steps is lost
due to multiple scattering, transport theory is the theory of choice. For fully inclusive reactions it
gives cross sections that are as good as those obtained from quantum-mechanical methods, such
as distorted-wave approximations or optical-model descriptions. For semi-inclusive reactions it
is, however, superior to the latter ones since it does not only describe the loss of flux out of a
given channel of interest, but also tells where this flux goes.
In the present article we have first considered the general theoretical framework starting from
nonequilibrium nuclear many-body dynamics and leading to the off-shell transport equations
that are actually being solved. From this discussion it is clear that even after so many years the
Kadanoff-Baym equations have not been fully solved, and the back flow term still presents a
problem. However, there have been physics-motivated approaches around this problem, that lead
to the actual transport equations. We have then given all the details on the mean fields and the
collision terms being used in many of the existing codes. One problem that arises in using self-
energies defined only in the local rest frame, such as those provided by the Skyrme force, is that of
handling the necessary Lorentz-transformations in a ‘clean’ way. The use of a relativistic mean-
field theory with its well-defined Lorentz-transformation properties of all involved potentials
avoids this problem, but the presently available relativistic mean-field theory still suffers from
the problem of leading to too repulsive nucleon-nucleus potentials at large energies. This is
clearly a point that deserves more attention in the future.
We have then presented a broad range of physics illustrations for results obtained with
GiBUU covering a wide range of reaction types and energies. Common to all of them is that
final-state interactions play a major role. In particular, if one is after physically interesting and
challenging questions such as, e.g., color transparency or in-medium properties of hadrons, to
name just two, one has to treat the final-state interactions at the same state-of-the-art level as
the actual physics process to arrive at the final observables. This is still not so in many theoret-
ical studies of such effects, which employ state-of-the-art QCD-based methods to calculate the
primary physics effects in an idealized environment and then use much less sophisticated meth-
ods to describe the ever-present final-state interactions. GiBUU provides a method to include
the best presently available treatment of final-state interactions into any such calculations. We
have illustrated that with a broad range of applications and comparisons to experiment. To name
just a few, examples ranged from antiproton reactions on nuclei over nuclear fragmentation in
heavy-ion collisions to studies of electroweak interactions with nuclei, including hadronization
and the search for color transparency. This, for example, makes GiBUU a tool well suited for
investigations of e+ A reactions at the electron-ion collider which is now being planned as one of
the new machines for the next decade [359]. The GiBUU method and code has been explained
in quite some detail in this article. The actual code is publicly available from [23].
Future developments go into the direction of hybrid codes that contain both hadronic and
partonic degrees of freedom. For ultrarelativistic heavy-ion reactions this is necessary to pin
down observable consequences of the formation of a quark-gluon plasma phase during the col-
lision and thus to verify its production. First attempts in this direction have already been under-
taken [233, 360, 361]. For electroweak reactions at high energies the observation of produced
hadrons can give valuable information on production, formation and expansion times of pre-
hadrons or hadrons formed out of the struck quarks inside the nuclear medium. Thus, both de-
grees of freedom, hadronic and partonic ones, have to be described and their time-development
has to be investigated also in the more microscopic reactions. Such work has only very re-
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cently started [273, 133]; transport theory is the only known tool to gain insight into these ques-
tions. We foresee future applications for GiBUU in antiproton-induced hypernucleus formation
at PANDA@FAIR, in hadronization and color transparency studies at JLAB at 12 GeV and in
e + A reactions at the EIC [359]. In addition, the understanding of the detector response in the
new class of long-baseline neutrino experiments will be an interesting application.
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Appendix
In order to make the GiBUU model as transparent as possible and to give the interested reader
and/or practitioner sufficient information about the ’inner workings’ of the model and code we
give in the following extensive paragraphs essential details for the particles implemented in the
actual event description and for the decay rates and cross sections entering the collision term. In
this way we want to make sure that GiBUU as a method and code is not a ’black box’ to the user,
but that instead the microscopic input is known. We also give some details about the numerical
implementation.
Appendix A. Properties and decay channels of implemented baryons and mesons
Herein, we list all particles considered in the GiBUU model with their masses, widths, quan-
tum numbers and decay modes. Only the strong and, in some cases, electromagnetic decay
modes are taken into account. The weak decay modes are neglected and the corresponding
widths are set to zero. Also the dilepton decays are usually neglected, but can be treated pertur-
batively if required (cf. Appendix A.1).
The properties of the thirty-one non-strange/non-charm resonances included in the code are
listed in table A.3 together with their decay channels. These properties are taken from the partial
wave analysis of piN amplitudes of ref. [64]. We use the common notation which reads li j with
the spin J = j2 and isospin I =
i
2 , while l denotes the relative angular momentum of the piN
system. The parity follows from P = (−1)l+1. By default, all the baryonic resonances listed in
table A.3 except for the I = 12 resonances with one-star (*) rating are allowed to be created in the
meson-baryon collisions.
The properties of the baryons with strangeness and charm quantum numbers are collected in
tables A.4 and A.5. The masses, widths and quantum numbers are taken from the PDG analysis
[54]. The most branching ratios are also adopted from Ref. [54]. The branching ratios not given
in [54] (e.g. Σ∗pi for Λ(1520), Λ(1690), Σ(1775) and Λ(2100)) have been estimated or set to
saturate the sum of the branching ratios to 100 %.
The mesons and their properties are listed in table A.6. Their quantum numbers and the most
important decay channels with their branching ratios are given explicitly. The meson properties
are defined according to the PDG analysis [54].
Appendix A.1. Dilepton decays
In the GiBUU model the following dilepton decay modes are taken into account:
• direct decays, as V → e+e− with V = ρ0, ω, φ, or η→ e+e−,
• Dalitz decays, as P→ e+e−γ with P = pi0, η, ω→ pi0e+e−, or ∆→ Ne+e−
Most of them are treated similarly as in Ref. [60]. The leptonic decay widths of the vector mesons
are calculated under the assumption of strict vector-meson dominance (VMD),
ΓV→e+e− (µ) = CV
m4V
µ3
,
with the constants, CV , listed in table A.7.
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MB Γ0 branching ratio in %
[MeV] [MeV] Npi Nη Nω KΛ ∆pi Nρ Nσ N∗pi ∆ρ
N(938) **** 938 0 — — — — — — — — —
P33(1232) **** 1232 118 100 — — — — — — — —
P11(1440) **** 1462 391 69 — — — 22 — 9 — —
S11(1535) *** 1534 151 51 43 — — — 3 1 2 —
S11(1650) **** 1659 173 89 3 — — 2 3 2 1 —
S11(2090) * 1928 414 10 — — — 6 49 5 30 —
D13(1520) **** 1524 124 59 — — — 20 21 — — —
D13(1700) * 1737 249 1 — — — 84 13 2 — —
D13(2080) * 1804 447 23 — — — 24 26 27 — —
D15(1675) **** 1676 159 47 — — — 53 — — — —
G17(2190) **** 2127 547 22 — 49 — — 29 — — —
P11(1710) * 1717 478 9 — — 37 49 3 2 — —
P11(2100) * 1885 113 15 — — 2 24 27 32 — —
P13(1720) * 1717 383 13 — — — — 87 — — —
P13(1900) *** 1879 498 26 — 30 — — 44 — — —
F15(1680) **** 1684 139 70 — — — 11 7 12 — —
F15(2000) * 1903 494 8 — — — 12 75 5 — —
F17(1990) ** 2086 535 6 94 — — — — — — —
S31(1620) ** 1672 154 9 — — — 62 29 — — —
S31(1900) *** 1920 263 4 — — — 16 38 — 6 —
D33(1700) * 1762 599 14 — — — 78 8 — — —
D33(1940) * 2057 460 18 — — — 47 35 — — —
D35(1930) ** 1956 526 18 — — — — — — — 82
D35(2350) ** 2171 264 2 — — — — — — — 98
P31(1750) * 1744 299 8 — — — — — — 28 64
P31(1910) **** 1882 239 23 — — — — 10 — 67 —
P33(1600) *** 1706 430 12 — — — 68 — — 20 —
P33(1920) * 2014 152 2 — — — 83 — — 15 —
F35(1750) * 1752 251 2 — — — 76 22 — — —
F35(1905) *** 1881 327 12 — — — 1 87 — — —
F37(1950) **** 1945 300 38 — — — 18 — — — 44
Table A.3: Properties and decay channels for the non-strange/non-charm baryons. Given are the rating, the Breit-Wigner
mass MB, the width Γ0 at MB and the branching ratios into the various decay channels. Adopted from ref. [64].
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MB Γ0 J branching ratio in %
[MeV] [MeV] Λpi NK¯ Σpi Σ∗pi Λη NK¯∗ Λ∗pi
Λ(1116) **** 1116 0 1/2 — — — — — — —
Σ(1189) **** 1189 0 1/2 — — — — — — —
Σ(1385) **** 1385 36 3/2 88 — 12 — — — —
Λ(1405) **** 1405 50 1/2 — — 100 — — — —
Λ(1520) **** 1520 16 3/2 — 46 43 11 — — —
Λ(1600) *** 1600 150 1/2 — 35 65 — — — —
Σ(1660) *** 1660 100 1/2 40 20 40 — — — —
Λ(1670) **** 1670 35 1/2 — 25 45 — 30 — —
Σ(1670) **** 1670 60 3/2 15 15 70 — — — —
Λ(1690) **** 1690 60 3/2 — 25 30 45 — — —
Σ(1750) *** 1750 90 1/2 10 30 60 — — — —
Σ(1775) **** 1775 120 5/2 20 45 5 10 — — 20
Λ(1800) *** 1800 300 1/2 — 35 35 30 — — —
Λ(1810) *** 1810 150 1/2 — 35 20 — — 45 —
Λ(1820) **** 1820 80 5/2 — 60 12 28 — — —
Λ(1830) **** 1830 95 5/2 — 5 60 35 — — —
Λ(1890) **** 1890 100 3/2 — 30 10 30 — 30 —
Σ(1915) **** 1915 120 5/2 45 10 45 — — — —
Σ(2030) **** 2030 180 7/2 25 25 10 15 — 5 20
Λ(2100) **** 2100 200 7/2 — 30 5 45 — 20 —
Λ(2110) *** 2110 200 5/2 — 15 30 — — 55 —
Table A.4: Properties and decay channels for the baryons with strangeness S = −1. Given are the rating, the Breit-
Wigner mass MB, the width Γ0 at MB, the spin J and the branching ratios into the various decay channels. Based on the
PDG review [54].
MB Γ0 I(JP) S C decay mode
[MeV] [MeV]
Ξ **** 1315 0 12 (
1
2
+) -2 0 —
Ξ? **** 1530 9.5 12 (
3
2
+) -2 0 Ξ pi
Ω **** 1672 0 0( 32
+) -3 0 —
Λc **** 2285 0 0( 12
+) 0 1 —
Σc **** 2452 0 1( 12
+) 0 1 —
Σ∗c **** 2520 15 1(
3
2
+) 0 1 Λc pi
Ξc *** 2466 0 12 (
1
2
+) -1 1 —
Ξ∗c *** 2645 4
1
2 (
3
2
+) -1 1 Ξc pi
Ωc *** 2698 0 0( 12
+) -2 1 —
Table A.5: Properties and decay channels for the baryons with strangeness S < −1 and charm C = 1. Given are the
rating, the Breit-Wigner mass, MB, the width Γ0 at MB, the quantum numbers and decay channels. Taken from the PDG
review [54].
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mm[MeV] Γ0 [MeV] J I S C decay channels
pi 138 0 0 1 0 0
η 547 1.2 · 10−3 0 0 0 0 γγ (40%), pi+pi−pi0 (28%), 3pi0 (32%)
ρ 770 151 1 1 0 0 pipi
σ 800 800 0 0 0 0 pipi
ω 782 8.4 1 0 0 0 pipi (2%), pi0γ (9%), pi+pi−pi0 (89%)
η′ 958 0.2 0 0 0 0 ρ0γ (31%), pipiη (69%)
φ 1020 4.4 1 0 0 0 ρpi (13%), KK¯ (84%), pi+pi−pi0 (3%)
K 496 0 0 1/2 1 0
K¯ 496 0 0 1/2 -1 0
K∗ 892 50 1 1/2 1 0 Kpi
K¯∗ 892 50 1 1/2 -1 0 K¯pi
ηc 2980 0 0 0 0 0
J/Ψ 3097 0 1 0 0 0
D 1867 0 0 1/2 0 1
D¯ 1867 0 0 1/2 0 -1
(D∗)0 2007 2 1 1/2 0 1 D γ (38%), D pi (62%)
(D∗)+ 2007 96 × 10−3 1 1/2 0 1 D γ (2%), D pi (98%)
(D¯∗)0 2007 2 1 1/2 0 -1 D¯ γ (38%), D¯ pi (62%)
(D¯∗)− 2007 96 × 10−3 1 1/2 0 -1 D¯ γ (2%), D¯ pi (98%)
Ds 1969 0 0 0 1 1
D¯s 1969 0 0 0 -1 -1
D∗s 2112 1 0 0 1 1 Ds γ (95%), Ds pi (5%)
D¯∗s 2112 1 0 0 -1 -1 D¯s γ (95%), D¯s pi (5%)
Table A.6: Properties and decay channels for the light mesons. Given are the pole mass mm, the width Γ0 at mm, spin J,
isospin I, strangeness S , and the branching ratios into the various decay channels. Based on the PDG review [54].
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V mV ( MeV) Γee( keV) CV = Γee/mV
ρ 775.49 7.04 9.078 · 10−6
ω 782.65 0.60 7.666 · 10−7
φ 1019.455 1.27 1.246 · 10−6
Table A.7: Dilepton-decay constants for V → e+e−.
While the direct decay of the ηmeson into a µ+µ− pair has been observed, for the correspond-
ing e+e− decay only an upper limit of BR(η → e+e−) < 2.7 · 10−5 is known [362]. However, the
theoretical expectation from helicity suppression is still four orders of magnitude lower [363].
The Dalitz decays of the pseudoscalar mesons, P = pi0, η, η′, are treated via the parametrization
[364],
dΓP→γe+e−
dµ
=
4α
3pi
ΓP→γγ
µ
1 − µ2
m2P
3 |FP(µ)|2, (A.1)
with Γpi0→γγ = 7.8 · 10−6 MeV and Γη→γγ = 4.6 · 10−4 MeV and the form factors,
Fpi0 (µ) = 1 + bpi0µ2, bpi0 = 5.5 GeV−2, (A.2)
Fη(µ) =
1 − µ2
Λ2η
−1 , Λη = 0.676 GeV. (A.3)
The above value of Λη has been recently determined from HADES data [365]. It should be noted
that the form factors of the pi0 and η Dalitz decays are sufficiently constrained by data, while
the experimental constraints of the η′ form factor are much weaker [364]. A VMD form factor
for the η′ Dalitz decay can be found for example in [366]. The parametrization of the ω Dalitz
decay,
dΓω→pi0e+e−
dµ
=
2α
3pi
Γω→pi0γ
µ
(1 + µ2µ2ω − m2pi
)2
− 4µ
2
ωµ
2
(µ2ω − m2pi)2
3/2 |Fω(µ)|2,
|Fω(µ)|2 = Λ
4
ω
(Λ2ω − µ2)2 + Λ2ωΓ2ω
,
(A.4)
is adopted from [367] with Γω→pi0γ = 0.703 MeV, Λω = 0.65 GeV and Γω = 75 MeV. We note
here that the form factor of the ω Dalitz decay is also well-constrained by data [368]. For the
∆-Dalitz decay we use the parametrization from Ref. [369],
dΓ∆→Ne+e−
dµ
=
2α
3piµ
Γ∆→Nγ∗ ,
Γ∆→Nγ∗ =
α
16
(m∆ + mN)2
m3
∆
m2N
[
(m∆ + mN)2 − µ2
]1/2 [
(m∆ − mN)2 − µ2
]3/2 |F∆(µ)|2, (A.5)
where we neglect the electron mass. The electromagnetic N-∆ transition form factor F∆(µ) is an
issue of ongoing debate. Unlike the other semileptonic Dalitz decays, it is poorly constrained by
data. At least at the real-photon point (µ = 0) it is fixed by the decay ∆→ Nγ to |F∆(0)| = 3.029,
and also in the space-like region this form factor is well-constrained by electron scattering data
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on the nucleon. However, this form factor is basically unknown in the time-like regime, which is
being probed by the ∆ Dalitz decay.
From the theoretical side, many parametrizations are available for the space-like part, but
most of them are not applicable in the time-like region. One of the few models which take care
of the continuation to the time-like region is the two-component quark model given in [221].
Appendix B. Cross sections
The cross sections are mostly given by some suitable fits to the experimental data. In some
cases, e.g., for the NN → N∆ process, a simple one-boson exchange model is applied. The
meson-baryon collisions are dominated by the intermediate resonance excitation. At high in-
variant energies, we rely mostly on the Pythia [110] and Fritiof [370] event generators. In the
following, we describe in detail the cross sections used in the GiBUU collision term.
Appendix B.1. Baryon-baryon cross sections
At
√
s > 2.6 GeV, a baryon-baryon collision is considered as a highly-energetic one in our
model21. In this case, the simulation of elastic collision events is done according to the cross
section parametrization of Ref. [371] fitted to the pp data,
σel = 11.9 + 26.9p−1.21lab + 0.169 ln
2(plab) − 1.85 ln(plab) , (B.1)
where the beam momentum plab is given in GeV/c, and the cross section in mb. The angular
distribution for the elastic scattering events is chosen as
dσel
dt
∝ exp(bt) (B.2)
with the energy dependent slope parameter b = 5.0 + 4s0.0808 taken from the Pythia model (see
also Ref. [67]), where s is given in GeV2 and b in GeV−2. The inelastic collision events are
simulated with the help of a Pythia event generator. The cross section for the inelastic events is
given as the difference σtot −σel with the total cross section parametrized in Ref. [371] to the pp
data,
σtot = 48.0 + 0.522 ln2(plab) − 4.51 ln(plab) , (B.3)
where plab is in GeV/c, and σtot in mb.
At the lower invariant energies
√
s, we take into account the baryon-baryon (BB) elastic
scattering or charge exchange (CEX) BB → BB, resonance (R), and double-∆ production and
absorption in nucleon-nucleon (NN) collisions NN ↔ NR, NN ↔ ∆∆, as well as the (direct)
pion production and absorption NN ↔ NNpi. Also the strangeness production in the processes
BB → KYB and BB → NNKK¯ is included in the model. The explicit low-energy BB collision
channels are listed below.
21See section 3.3.2 for more precise definition of the low- and high-energy two-body collisions.
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NN ↔ NN
The cross sections for elastic pp and np scattering at low energies are based on the parametriza-
tions of Cugnon et al. [372]. The only difference of our cross sections compared to those of
Ref. [372] is that at the beam momenta below 0.4-0.5 GeV/c we adopt different functional form
[373] with numerical parameters refitted to the world data on pp and np total cross sections
[374]. This results in the following expressions in various beam momentum ranges,
σ
pp
el =

5.12mN/(s − 4m2N) + 1.67 for plab < 0.435
23.5 + 1000(plab − 0.7)4 for 0.435 <plab < 0.8
1250/(plab + 50) − 4(plab − 1.3)2 for 0.8 <plab < 2
77/(plab + 1.5) for 2 <plab < 6
(B.4)
and
σ
np
el =

17.05mN/(s − 4m2N) − 6.83 for plab < 0.525
33 + 196|plab − 0.95|2.5 for 0.525 <plab < 0.8
31/
√
plab for 0.8 <plab < 2
77/(plab + 1.5) for 2 <plab < 6
, (B.5)
where the beam momentum plab is given in GeV/c, the nucleon mass mN and the invariant energy√
s =
√
2m2N + 2mN Elab (with Elab =
√
m2N + p
2
lab) in GeV , and the cross sections in mb.
The neutron-neutron elastic-scattering cross section is obtained from the proton-proton one
by isospin symmetry, σnnel = σ
pp
el . The angular dependence of the NN-elastic scattering is chosen
according to Ref. [372], where accurate and compact parametrizations of the experimental pp
and np angular differential cross sections are developed.
NN ↔ N∆
The differential cross section for ∆-resonance production in an NN collision is calculated as
a special case of eq. (D.28) as
dσNN→N∆
dµ2
∆
dΩ
=
|MNN→N∆|2
64pi2s
pN∆
pNN
A∆(µ2∆) , (B.6)
where pNN and pN∆ are the initial and final center-mass (CM) momenta, respectively, and
A∆(µ2∆) denotes the spectral function of the ∆ resonance (see eq. (76)). |MNN→N∆|2 is the ma-
trix element squared, averaged over spins of particles in the initial and summed over spins of
particles in the final state. It has been calculated for the channel pp → n∆++ by Dmitriev et al.
[120] within the one-pion exchange model. This model describes the differential pp → n∆++
cross sections at beam momenta 1-6 GeV/c very accurately [120]. For other isospin channels,
the cross sections are related to the pp → n∆++ cross section by Clebsch-Gordan coefficients,
which gives
σpp→p∆+ = σpn→p∆0 = σpn→n∆+ = σnn→n∆0 =
1
3
σpp→n∆++ , (B.7)
σnn→p∆− = σpp→n∆++ . (B.8)
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I
p∆++ → p∆++ 9/4
p∆+ → n∆++ 3
p∆+ → p∆+ 1/4
p∆0 → p∆0 1/4
p∆0 → n∆+ 4
p∆− → p∆− 9/4
p∆− → n∆0 3
Table B.8: Isospin factors for the N∆ → N∆ process. For the neutron channels, the isospin factors follow by isospin
symmetry.
Using the detailed balance relation eq. (181), the inverse reaction cross sections are obtained as
dσN∆→NN
dΩ
=
|MNN→N∆|2
128pi2s
pNN
pN∆
SNN , (B.9)
where Spp = Snn = 1/2, Spn = 1 is the symmetry factor for the final-state nucleons.
N∆→ N∆
The differential cross section of this process can be expressed in a similar way as for the
process, NN → N∆, see eq. (B.6),
dσN∆i→N∆ f
dµ2f dΩ
=
|MN∆i→N∆ f |2
64pi2s
pN∆ f
pN∆i
A∆(µ2f ) , (B.10)
where pN∆i and pN∆ f are the initial and final c.m. momenta, respectively. For the matrix element
|MN∆i→N∆ f |2, we apply the one-pion exchange model, based on the NNpi and ∆∆pi interactions,
which results in the following expression (see e.g. [375, 55] for the details of the derivation),
|MN∆i→N∆ f |2 =I
1
8
(
fNNpi f∆∆pi
m2pi
)2 F4(t)
(t − m2pi)2
16(µi + µ f )2m2N t
9µ2i µ
2
f
×
× (−µ2i + 2µiµ f − µ2f + t)(µ4i − 2µ3i µ f + 12µ2i µ2f − 2µiµ3f + µ4f − 2µ2i t
+ 2µiµ f t − 2µ2f t + t2).
(B.11)
Here F(t) is a usual monopole form factor [120]. The masses of the initial and final state ∆
resonance are denoted as µi and µ f , respectively. The isospin factors, I, are given in table B.8.
The NNpi coupling constant, fNNpi = mpigA/(2 fpi) = 0.946, is used by default in our numerical
evaluations of eq. (B.11). Here, gA = 1.267 is the axial coupling of the nucleon, and fpi =
92.4 MeV is the pion-decay constant (cf. Ref. [376]). We choose the ∆∆pi coupling constant,
f∆∆pi = 9/5 fNNpi, motivated by the large-Nc limit [376]. The cutoff parameter, Λ = 0.6 GeV, is
chosen according to Ref. [120].
In–medium ∆ width based on the NN−1 and ∆N−1 model
In our default-model setup, the collisional (or spreading) width of the ∆ resonance is given
by eq. (84) with in-medium total ∆-nucleon cross sections given by the sum of the Pauli-blocked
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vacuum partial ∆N → ∆N and ∆N → NN cross sections calculated within the pion-exchange
model as described above. The only in-medium effect appears in eq. (84) due to inclusion of Pauli
blocking for the outgoing nucleon(s). Such a simple semiclassical approximation, however, com-
pletely neglects the in-medium modifications of the exchange pions and vertex corrections due
to the short-range spin-isospin interactions. It also neglects the contribution of the ∆ absorption
by two nucleons, ∆NN → NNN. All these effects are quite important for a more realistic de-
scription of the processes mediated by ∆-resonance excitation in nuclear matter as shown within
the NN−1 and ∆N−1 model by Oset and Salcedo [56]. Thus, we have optionally included the
description of the collisional width of the ∆ resonance using the parametrization from Ref. [56]
in our model.
In Ref. [56], a special kinematic situation is considered when the ∆ is created by a Npi colli-
sion. According to Eq. (4.4) of Ref. [56], the imaginary part of the collisional contribution to the
∆ self-energy is parametrized as the sum of the higher order quasi-elastic (Q), two-body (A2),
and three-body (A3) absorption components,
− Im Σ∆ = CQ(ρ/ρ0)α + CA2(ρ/ρ0)β + CA3(ρ/ρ0)γ , (B.12)
where the coefficients, CQ,CA2 and CA3, and exponents, α, β, and γ are functions of the incoming
pion-kinetic energy, Tpi. Here, the sorting of the processes is done with respect to the pion
interaction with nucleons. In the quasi-elastic case, the pion reappears in the final state, which is
mainly mediated by the process ∆N → ∆N22. The pion absorption by two and three nucleons is
mediated by the processes, ∆N → NN and ∆NN → NNN, respectively.
The collisional width of the ∆ resonance can also be decomposed into the quasi-elastic, two-
and three-body absorption-partial widths as readily follows from eq. (B.12),
Γcoll = −2 Im Σ∆ = ΓQ + ΓA2 + ΓA3 . (B.13)
In this expression, all partial widths are given in the ∆-rest frame and depend on the nucleon den-
sity, ρ, and on the mass, µ∆ =
√
m2pi + m
2
N + 2(Tpi + mpi)(
3
5 EF + mN), of the ∆ resonance produced
in the collision of the incoming pion with kinetic energy, Tpi, with a nucleon in the Fermi sea.
The energy and momentum of the ∆ are correlated since they both are unique functions of the
pion-kinetic energy, Tpi. Thus, the above formula eq. (B.13) is, strictly speaking, applicable only
to the ∆’s created in piN collisions. However, this is the most important ∆-excitation channel for
the pion-induced reactions on nuclei.
In earlier versions of the GiBUU model (cf. [60, 61]), the absorptional component ΓA2+ΓA3 of
Γcoll has been treated by converting the ∆ to the nucleon or, for the case of perturbative treatment,
by just deleting it with probability, 1− exp[−∆t(ΓA2 + ΓA3)/γ], during the time interval [t; t + ∆t].
Here, γ = p0
∆
/µ∆ is the Lorentz factor for the transformation of the widths from the ∆-rest
frame to the laboratory frame, where the nucleus is at rest. To go beyond this relatively simple
modeling, we now explicitly treat all three processes, ∆N → ∆N, ∆N → NN, and ∆NN →
NNN. This is important, if one is interested, e.g., in the spectra of outgoing nucleons or nuclear
fragments from pion-induced reactions.
The (effective) cross sections of the former two processes are expressed in terms of the cor-
22In lowest order, the quasi-elastic pion scattering proceeds simply via the decay of the intermediate ∆ resonance
without any interactions of the latter with the nuclear medium. This process is, however, neglected in eq. (B.12).
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responding partial widths by formally using the low-density approximation eq. (84) as follows
σ∆N→∆N = ΓQ(ρ, µ∆)/vrel(p∆)ρ, (B.14)
σ∆N→NN = ΓA2(ρ, µ∆)/vrel(p∆)ρ, (B.15)
where vrel(p∆) denotes the average relative velocity of the ∆ and a nucleon from the Fermi sea,
vrel(p∆) =
4
ρ
∫
p<pF
d3 p
(2pi)3
∣∣∣p∆/p0∆ − p/p0∣∣∣ . (B.16)
For the derivation of eqs. (B.14) and (B.15) it is assumed for simplicity that the cross sections,
σ∆N→∆N , σ∆N→NN , do not depend on the Fermi-momentum p.
The partial width, ΓA3, can be approximately regarded as a three-body reaction rate, ∆NN →
NNN [56]. For the ∆ mass in the pole region, all partial widths in eq. (B.13) are of equal
importance: ΓQ ' ΓA2 ' ΓA3 ' 25 MeV (see Fig. 12 in Ref. [56]). Therefore, inclusion of the ∆
absorption by two nucleons is the origin of the main difference between our standard calculations
involving vacuum ∆N → NN and ∆N → ∆N cross sections only, and the modified scheme based
on the collisional width eq. (B.13).
To simulate the process, ∆NN → NNN, first, it is decided whether a given ∆ will be absorbed
during the time interval [t; t + ∆t] according to the probability 1− exp(−∆tΓA3/γ). Then, the two
nucleons are randomly chosen in the vicinity of this ∆. Finally, the momenta of the outgoing
nucleons are sampled according to the invariant three-body phase space.
NN ↔ NR, NN ↔ ∆∆, NR↔ NR′
We use the same cross sections as detailed in Appendix A1.2 of [60] based on the analysis
presented by Teis [70]. Note, that we have chosen the NN → NS 11(1535) matrix element,
20 · 16pimb GeV2 (in Ref. [60], table A.1, three different values were presented).
NR↔ NR
For all resonances besides the ∆, we assume
σNR→NR(
√
s) = σNN→NN(
√
s − mR + mN) . (B.17)
NN ↔ NNpi
For the NN ↔ NNpi process, we consider besides resonance processes, as e.g., NN →
N∆→ NNpi, also a point-like background cross section. In fig. B.50 we show the relevant cross
sections.
BB→ BYK
For the kaon-production cross section from baryon-baryon scattering we use the parametriza-
tion adopted by Tsushima et al. [123]
σ(BB→ BYK) = a
(
s
s0
− 1
)b ( s0
s
)c
, (B.18)
where s and s0 are the squares of the invariant collision energy and the threshold energy. The
parameters, a, b and c have been determined such as to reproduce the calculated energy depen-
dence of the total cross sections. In the parametrization eq. (B.18) B stands for a baryon (p, n,
or ∆ resonance), Y for a hyperon (Λ or Σ) and K for a kaon (K+ or K0). All isospin channels are
taken into account.
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Figure B.50: Elementary cross sections for different NN → NNpi-isospin channels. The solid lines show the full cross
section, whereas the dashed lines represent the non-resonant-background contribution. The data are from [112, 113, 114,
115, 116, 117, 118].
Appendix B.2. Antibaryon-baryon cross sections
In this subsection, the beam momentum plab is given in GeV/c and the cross sections in mb.
For the pp- (nn-) annihilation cross section we use the following parametrizations
σ
pp
ann =

51.52p−0.85lab + 0.034p
−2.94
lab for plab < 0.51
88.8p−0.4lab − 24.2 for 0.51 <plab < 6.34
38p−0.5lab + 24p
−1.1
lab for 6.34 <plab
(B.19)
At the highest momenta, the formula from Ref. [377] is applied in eq. (B.19). The np (pn)
annihilation cross section is significantly lower than the pp one at low beam momenta [378, 379]
and practically coincide with σppann at large beam momenta. We take this into account as
σ
np
ann =
 41.4 + 29/plab for plab < 0.382σppann for 0.382 <plab , (B.20)
where an expression from Ref. [378] is used at the lowest momenta. For the low-energy pp col-
lisions (see section 3.3.2 for the definition of the low- and high-energy two-body collisions), the
elastic pp cross section is similar to that from Ref. [377], but with slightly readjusted parameters,
σ
pp
el = 40p
−0.56
lab + 5.8 exp[−(plab − 1.85)2] . (B.21)
The charge-exchange cross section, σppCEX, of the processes, pp↔ nn, is adopted from [377]. The
annihilation and elastic cross sections for all other possible BB collisions, as well as the charge-
exchange cross sections of the ∆N and N∆ collisions (e.g., ∆
−
n → ∆−−p and p∆+ → n∆0)
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Figure B.51: Total pion multiplicity distribution for pp annihilation at rest (see also [187]). Source: The data are from
[380].
are taken equal to the corresponding cross sections for the pp collisions with the same relative
velocity.
For the low-energy NN, ∆N and N∆ collisions, apart from elastic scattering, charge ex-
change, and annihilation, we also take into account the processes, NN ↔ N∆ and NN ↔ ∆N.
The cross sections of the ∆- (∆-) resonance production in NN collisions are calculated on the
basis of the one-pion exchange model [120]. For the other low-energy BB collisions, only anni-
hilation and elastic scattering are considered.
For the high-energy BB collisions, the annihilation, elastic scattering, charge exchange (for
NN, ∆N and N∆ collisions), and inelastic production processes, BB → BB + mesons, are taken
into account. The latter process is simulated via Fritiof [370]. The partial cross section of
the inelastic production is obtained by subtracting the contributions from annihilation, elastic
scattering and charge exchange from the total cross section. The total and elastic BB scattering
cross sections are parametrized according to Ref. [371]:
σtot = 38.4 + 77.6p−0.64lab + 0.26 ln
2(plab) − 1.2 ln(plab) ,
σelast = 10.2 + 52.7p−1.16lab + 0.125 ln
2(plab) − 1.28 ln(plab) ,
(B.22)
where only positive values are allowed.
The angular distribution for the elastic and charge-exchange p¯p scattering is given by eq. (B.2)
where the slope parameter (in GeV−2) is
b = (A + ~B/pp¯p)2/~2 (B.23)
for the elastic scattering [381] with A = 0.67 fm, B = 0.35 and pp¯p being the c.m. momentum,
and
b = 11 exp(−0.23plab) + 8p2.2lab/(254 + p2.2lab) (B.24)
for the charge exchange scattering.
The NN annihilation is described with help of a statistical annihilation model [382, 383]. In
this model, the probability of a given NN-annihilation channel is proportional to the invariant
phase-space volume. It is also proportional to other factors taking into account, in particular,
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number of charged pions per annihilation event. Experimental data (in arbitrary units) are taken from the review [379]
and rescaled to agree with calculations at k = 0.2 GeV/c.
the SU(3) symmetry in terms of particle multiplets (for details see [382, 383] and refs. therein).
The third isospin components of the final-state particles are randomly sampled according to
the probabilities given by all possible subsequent couplings to the total isospin, I, and its third
component, I3, via Clebsch-Gordan coefficients23. Up to six outgoing particles can be produced,
which are various combinations of pi, η, ω, ρ,K, K¯,K∗ and K¯∗ mesons. The model is proved
to well describe the pp annihilation observables at 1 < plab < 10 GeV/c [382], while at lower
beam momenta it fails to describe the experimental pion-multiplicity distributions. Therefore, the
original statistical model has been supplemented by empirical branching ratios for annihilation
at rest, which are tabulated in [382, 383]. In our calculations, first we choose randomly whether
the empirical branching ratios are used or the statistical model itself. The probability to select
the branching ratios at rest drops linearly with the invariant energy of the annihilating pair as
Pat rest = 1 −
√
s − 2mN√
smax − 2mN , (B.25)
where
√
smax = 2.6 GeV is the maximum invariant energy up to which the annihilation tables
at rest still can be selected (respective beam momentum plab = 2.5 GeV/c). (The probability
is set to 0, if the above definition becomes negative.) The momenta of the outgoing mesons
in NN annihilation are sampled microcanonically, i.e., the probability for certain momentum
configuration is proportional to the corresponding phase-space-volume element, eq. (D.18).
Figure B.51 shows the pion-multiplicity distribution for pp annihilation at rest, calculated
taking into account the decays of ω and ρ mesons produced in the annihilation process. The
model delivers an excellent description of the experimental data. Also the momentum spectra of
the produced pions in pp annihilation at rest are in a very good agreement with the data, as as
shown in fig. B.52.
23The total isospin, I, and its projection, I3, are exactly conserved in this model, in contrast to the string-based de-
scription of NN annihilation included in the earlier versions of the GiBUU model (cf. [84] and refs. therein).
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Appendix B.3. Meson-baryon cross sections
Appendix B.3.1. Non-resonant background cross sections in the resonance energy region
Besides the resonance cross sections, non-resonant cross-section contributions have been im-
plemented in the collision term. The background cross sections denoted by σBG are chosen in
such that the elementary cross-section data in the vacuum are reproduced. Background contri-
butions are instantaneous in space-time, whereas the resonances propagate along their classical
trajectories until they decay or interact with one or two nucleons in the nuclear medium.
One may decide not to propagate all know resonances, e.g. in order to speed up the simula-
tion, cf. Appendix A. These resonances are then also not allowed to be produced in the collision
term. We have to compensate for this by introducing additional background terms to the cross
section as a direct interaction.
Additionally, we obtain a background term due to a lack of strength of the resonance cross
sections, which do not describe the full experimentally observed cross section.
Appendix B.3.2. piN → X
piN → piN
In our model, the cross section for quasi-elastic pion-nucleon scattering is given by an inco-
herent sum of background and resonance contributions,
σpiN→piN = σpiN→R→piN + σBGpiN→piN . (B.26)
Pion nucleon scattering can be categorized into four different isospin channels,
σpi−n→pi−n = σpi+ p→pi+ p, (B.27)
σpi−p→pi0n = σpi0n→pi−p = σpi+n→pi0 p = σpi0 p→pi+n, (B.28)
σpi−p→pi−p = σpi+n→pi+n, (B.29)
σpi0n→pi0n = σpi0 p→pi0 p. (B.30)
The cross sections in the individual channels are either connected by time-reversal or isospin
symmetry. The first channel, eq. (B.27), is a pure isospin-I = 3/2-scattering process, whereas
the other three channels are mixtures of I = 1/2 and I = 3/2. The cross section for the I = 3/2
channel, σpi N→∆→pi N , is given explicitly in [60] based on the resonance analysis by Manley and
Saleski [64].
There are accurate data sets for the pi+ p → pi+ p, pi−p → pi−p and pi−p → pi0n for the first,
second and third channel, eqs. (B.27)–(B.29), down to very low energies. Hence, we introduce a
background term on top of our resonance contributions for a better description of these channels.
The last channel, eq. (B.30), is inaccessible for experiment; therefore we can not introduce any
background term. In this approach, we describe in a satisfying manner all available data, as can
be seen in fig. B.53.
The cross sections on the neutron follow from isospin symmetry.
We include a realistic angular distribution for the elastic scattering of the pions [140]. Due
to the P-wave nature of the ∆(1232) resonance, we assume for piN → ∆ → piN in the resonance
rest frame a distribution of the pion scattering angle, θ,24 according to
f ∆(s, θ) =
(
1 + 3 cos2(θ)
)
g(s, θ), (B.31)
24The angle, θ, is defined by the incoming and outgoing pion momenta. In the simulation, we must store for each ∆
produced in a piN collision the momentum of the corresponding pion in the resonance-rest frame.
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Figure B.53: (Color online) Elastic (left panels) and total (right panels) cross sections for the scattering of pions and
protons. The solid curves show the results with our default parameters: all resonances besides the I = 1/2 1*-resonances
are included, the real parts of the self-energies are included in the propagators. The dashed curves show the background
contributions. The data are from [129].
which is peaked in forward and backward direction. The function, g(s, θ), depending on Man-
delstam s, parametrizes the energy dependence of the piN angular distribution. In a coherent
calculation the angular distribution is generated by interference effects, which can not be accom-
plished by our transport model. In our ansatz we have to split the cross section in an incoherent
way to preserve our semi-classical resonance picture. Therefore we take
g(s, θ) = [α − cos(θ)]β(m∆−
√
s)/m∆ (B.32)
with the ∆-pole mass, m∆ = 1.232 GeV. For the background events we assume
f BG(s, θ) = g(s, θ) . (B.33)
The constants, α = 1.9 and β = 26.5, are fitted to the angular distributions measured in the
Crystal Ball [146] experiment; a comparison of our parametrization to this data is shown in
fig. B.54.
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Figure B.54: (Color online) The angular distributions for the charge-exchange process, pi−p → pi0n, in the CM frame of
pion and proton. The plots are labeled with the kinetic energies of the pions in the laboratory frame. The data are from
[146].
piN → pipiN
The piN → pipiN cross section is given by
σpiN→Npipi =
∑
R
σpiN→R
ΓR→Npipi
Γtot
. (B.34)
In fig. B.55 we show the model results for all pion proton channels: pi−p→ pi0pi0n, pi−p→ pi+pi−n,
pi−p → pi0pi−pX, pi+ p → pi+pi+n, pi+ p → pi+pi0 p. Obviously, calculations, where we include the
(I = 3/2)-1*-resonances and exclude only the (I = 1/2)-1*-resonances, fit the data better than
those, which neglect all 1*-resonance of the Manley analysis, especially in the pi+ p → pi+pi+n
and pi+ p → pi+pi0 p channels. For the first case we also see, that there is only a modest impact,
whether we include real parts of the self-energy in the resonance propagators. We conclude that
the choice to exclude only the (I = 1/2)-1*-resonances seems to fit the data better than the former
choice to exclude all 1* resonances.
piN → η∆
The mass differential cross section is given by the following expression
dσpiN→η∆
dm∆
=
〈
1 Ipiz ;
1
2
INz |
3
2
I∆z
〉2 ∣∣∣MpiN→η∆∣∣∣2 pη∆(m∆)s ppiN A∆(m∆) , (B.35)
where the matrix element is assumed to be a constant,
∣∣∣MpiN→η∆∣∣∣2 = 7 mb GeV2. The corre-
sponding total cross section is given by the integral of the r.h.s. of eq. (B.35) over the mass of the
∆ resonance.
piN → ωN and piN → φN
The total cross section parametrizations σpi−p→ωn and σpi−p→φn are adopted from Ref. [384]
and Ref. [385], respectively. In the case of the ω production, the contributions from intermediate
resonances G17(2190) and P13(1900) which have significant branching ratios to the Nω decay
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Figure B.55: (Color online) Cross sections for pi−p → pi0pi0n, pi−p → pi+pi−n, pi−p → pi0pi−pX, pi+ p → pi+pi+n,
pi+ p → pi+pi0 p. The solid line represents the full model in which only those 1*-resonances are not included which have
isospin 1/2. The dashed curve neglects the effects of the dispersion relations and the dotted line represents the result
according to the former choice of parameters [60].
channel (see table A.3) are subtracted from the parametrization of the total σpi−p→ωn cross section
such that
σBGpi−p→ωn = σpi−p→ωn − σResonancespi−p→ωn . (B.36)
For the φ production, there is no intermediate resonance contribution and we set
σBGpi−p→φn = σpi−p→φn . (B.37)
The background cross sections for other charge channels are obtained from a simple isospin
relation
σBGpiN1→MN2 =
〈
1 Ipiz ;
1
2
IN1z |
1
2
IN2z
〉2 3
2
σBGpi−p→Mn , M = ω, φ . (B.38)
piN → ωpiN and piN → φpiN
We utilize the parametrizations of Ref. [385] for the inclusive cross sections σpi+ p→ωX and
σpi+ p→φX . It is assumed, further, that the inclusive cross sections for the different charge states of
initial particles are the same, i.e.,
σpiN→MX = σpi+ p→MX , M = ω, φ . (B.39)
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Then, the cross sections of the processes piN → ωpiN and piN → φpiN, summed over different
charge states of the outgoing pion and nucleon, are obtained by the subtraction
σpiN→MpiN = σpiN→MX − σpi−p→Mn , M = ω, φ . (B.40)
The probabilities for the different charge states of the outgoing particles are set equal to each
other.
piN → ΣK
We use a parametrization of Ref. [122] for the cross sections,σpi+ p→K+Σ+ ,σpi0 p→K+Σ0 ,σpi−p→K0Σ0 ,
and σpi−p→K+Σ− . Assuming isospin symmetry and isospin-I = 12 dominance in the intermediate
resonance states we obtain σpi0 p→K0Σ+ = σpi−p→K0Σ0 . Channels with an initial neutron are defined
by the isospin reflection symmetry from respective channels with initial proton.
piN → ΛK
For the total cross section σpi−p→ΛK0 , we again use the parametrization of Ref. [122]. Since
a part of this cross section is caused by intermediate resonances (P11(1710) and P11(2100), see
table A.3), we define the corresponding background cross section by subtracting the resonance
contributions as
σBG
pi−p→ΛK0 = σpi−p→ΛK0 − σResonancespi−p→ΛK0 . (B.41)
The background cross sections of the other charge channels can be directly reconstructed by
isospin relations since the total isospin of the final state is fixed to 1/2,
σBGpiN→ΛK =
〈
1 Ipiz ;
1
2
INz |
1
2
IKz
〉2 3
2
σBG
pi−p→ΛK0 . (B.42)
piN → KKN
The cross section σ
pi−p→pK0K− is parametrized according to Ref. [386] as
σ
pi−p→pK0K− = 1.121 mb ·
(
1 − s0
s
)1.86 ( s0
s
)2
≡ 1
2
σ0 (B.43)
with s0 = (mN + 2mK)2. The cross sections of the other charge channels are obtained from the
isospin symmetry of the K∗ and pi exchange diagram (see Fig. 1c in Ref. [386] and Ref. [60])
which gives:
σ
pi−p→nK0K0 = σ0, σpi−p→nK+K− = σ0,
σ
pi0 p→nK+K0 = σ0, σpi0 p→pK0K0 =
1
4
σ0,
σ
pi0 p→pK+K−=
1
4
σ0, σpi+ p→pK+K0 =
1
2
σ0 .
(B.44)
The pin cross sections are directly given by the the isospin reflection symmetry from the corre-
sponding pip cross sections.
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Process ai (mb) Process ai (mb)
pi−p→ Λ K0 pi0 0.169 pi+ p→ Λ K+ pi+ 0.217
→ Λ K+ pi− 0.140 →Σ0 K+ pi+ 0.0426
→ Σ0 K0 pi0 0.1 →Σ+ K+ pi0 0.126
→Σ0 K+ pi− 0.0724 →Σ+ K0 pi+ 0.0887
→Σ− K+ pi0 0.0520
→Σ− K0 pi+ 0.117
→Σ+ K0 pi− 0.0514
Table B.9: Normalization factors for the fits to pi±p→ ΣKpi,ΛKpi data.
piN → ΣKpi, ΛKpi
In order to describe the strangeness production plus one pion channels, we performed a com-
bined fit for all channels to experimental data [387] of the form
σ(s) = ai A
(
s
s0
− 1
)B ( s
s0
)−C
,
√
s0 =
(1.750 + 0.100) GeV for ΛKpi(1.823 + 0.100) GeV for ΣKpi (B.45)
leading to the general constants,
A = 86.027 , B = 2.197 , C = 7.363 , (B.46)
and the process dependent normalization values, ai, as listed in table B.9. The fit range was
plab < 3.5 GeV. The additional constant value of 100 MeV added to the threshold energies was
introduced to achieve better numerical convergence.
Appendix B.3.3. pi∆→ X
Besides resonance production channels, background contributions for ΛK and ΣK production
are implemented according to [122].
Appendix B.3.4. ρN → X
Besides resonance-production channels, a piN background is introduced to absorb missing
inelasticities above
√
s > 1.8 GeV,
σρN→piN = σtot, data − σtot, resonances . (B.47)
Appendix B.3.5. ηN → X
ηN → piN
Additionally to resonance production, a piN background is defined for
√
s > 2 GeV,
σηN→piN = σtot, data − σtot, resonances . (B.48)
In this approach, missing resonance strength is attributed to the piN channel.
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Appendix B.3.6. η∆→ X
η∆→ piN
By applying the detailed balance relation eq. (181) to eq. (B.35), we get
ση∆→piN =
1
2
〈
1 Ipiz ;
1
2
INz |
3
2
I∆z
〉2
|MpiN→η∆|2 ppiNs pη∆ . (B.49)
The factor 1/2 is due to (2j+1)-terms in the cross sections and different spins in initial and final
state.
Appendix B.3.7. ω/φN → X
The elastic σelMN (M = ω, φ) and inelastic σ
inel
MN cross sections on nucleon are taken from
Ref. [388] for ω-induced reactions and from Ref. [389] for φ-induced ones. In the case of the ωN
elastic scattering, the resonance contribution is subtracted to get the background elastic scattering
cross section. The background cross sections σBGMN→piN are obtained by detailed balance relations
from the corresponding cross sections of the inverse reactions. Additionally, the pipiN channel is
included as a background in order to describe the remaining part of inelastic cross sections:
σBGωN→pipiN = σ
inel
ωN − σinelωN→R − σBGωN→piN ,
σBGφN→pipiN = σ
inel
φN − σBGφN→piN ,
(B.50)
where σinelωN→R ≡ σωN→R − σωN→R→ωN is the resonance part of the ωN inelastic scattering cross
section.
Appendix B.3.8. KN → X
The kaon-nucleon interactions are described following Effenberger (see Appendix A.2.4 of
[60]). The experimental elastic cross section K+ p→ K+ p is parametrized as
σK+ p→K+ p =
a0 + a1 p + a2 p2
1 + a3 p + a4 p2
, (B.51)
where p is the kaon momentum with respect to the nucleon-rest frame, a0 = 10.508 mb, a1 =
−3.716 mb/GeV, a2 = 1.845 mb/GeV2, a3 = −0.764 GeV−1, a4 = 0.508 GeV−2. The K+n
elastic and charge-exchange cross sections are assumed each to be 50 % of K+ p elastic cross
section,
σK+n→K+n = σK+n→K0 p =
1
2
σK+ p→K+ p . (B.52)
The inelastic K+N cross sections are obtained by a spline interpolation of the experimental data
points for the total K+N cross sections [112] at plab < 6 GeV/c after subtraction of the elastic
and charge-exchange contributions. The inelastic K+N cross section is assumed to be entirely
composed of the KpiN-outgoing channels. The charges of the outgoing kaon, pion and nucleon
are randomly selected such that all charge combinations that are possible by charge conservation
are equally probable. The K0N cross sections for the different outgoing channels are equal to the
cross sections of the corresponding isospin-symmetric K+N-collision channels. The kinematics
of the outgoing particles is chosen according to the isotropic angular distribution for the KN-final
state or by the three-body phase-space sampling for the KpiN-final state.
130
Figure B.56: The cross sections of elastic scattering, charge-exchange and hyperon production in K−p collisions. The
total cross sections are shown as solid lines. The dashed lines represent the resonance contributions and the dotted lines
the non-resonance background. The data are from [387]. Taken from [60].
Appendix B.3.9. KN → X
The antikaon-nucleon interaction is governed mostly by the S = −1 intermediate resonance
excitation (see table A.4) according to eq. (176). On the other hand, the resonance contributions
do not completely saturate the measured cross sections. In particular, at low invariant energies
the background terms have to be included. This is especially important for the charge-neutral
initial channels, K−p and K0n. In this case, the Λ(1405) resonance, whose pole mass is only
30 MeV below the KN production threshold, determines the low-energy scattering. However, in
our approach the explicit coupling of the Λ(1405) resonance to the antikaon-nucleon channel is
not included. Thus, the large cross sections of various K−p scattering channels at small invariant
energies have to be considered as the non-resonant background.
The background terms have been parametrized by Effenberger [60]. In the case of a two-body
outgoing channel α ≡ K−p, K0n, Λpi0, Σ+pi−, Σ−pi+, Σ0pi0,
σ
bg
K−p→α = a0
p f
pis
 a21a21 + p2f
a2 , (B.53)
is used for the background cross section, where pi and p f are the c.m. momenta of the incoming
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channel a0 [mb GeV2] a1 [GeV] a2
K−p 150 0.35 2
K0n 100 0.15 2
Λpi0 130 0.25 3
Σ+pi− 600 0.1 2
Σ−pi+ 5000 0.1 3
Σ0pi0 2500 0.1 3
Table B.10: Parameters of the non-resonant background cross sections for various two-body outgoing channels of K−p
scattering.
and outgoing particles, respectively. The parameters a j, j=0,1,2, are listed in table B.10 for the
different outgoing channels α. For K−p→ K−p elastic scattering, the parametrization eq. (B.53)
is used only for invariant energies
√
s < 1.7 GeV. At higher
√
s, the spline interpolation of the ex-
perimental data is used to describe the broad maximum in the cross section at
√
s ' 1.8 GeV. As
can be seen from fig. B.56, the sum of the resonance and background contributions provide a very
good description of experimental data for the processes K−p → K−p, K0n, Λpi0, Σ+pi−,Σ−pi+
and Σ0pi0.
In order to describe the total K−p cross section at invariant energies
√
s up to 2.2 GeV, one
needs to take into account the channels with more than two particles in the final state. To this aim,
the process KN → Y∗pi is implemented by assuming a constant matrix element for all hyperonic
resonances,
σKN→Y∗pi = C
|M|2
pis
√
s−mpi∫
mΛ(Σ)+mpi
d(µ2) p fAY∗ (µ) , (B.54)
where the coefficient C is a combination of isospin-Clebsch-Gordan coefficients of the incoming
(1,2) and outgoing (3,4) particles given by
C =
∑
I
〈
I1 I1z ; I
2 I2z |I Iz
〉2 〈
I3 I3z ; I
4 I4z |I Iz
〉2
. (B.55)
The total K−p cross section is well reproduced (see fig. B.57), if the value of the matrix element
|M|2 = 22 mb GeV2 is chosen. Applying eq. (B.54), only the hyperon resonances with masses
larger than or equal to 1.6 GeV are taken into account. Using the parametrization eq. (B.54)
and the detailed-balance relation eq. (180), one obtains the cross section for the inverse reaction,
piY∗ → NK,
σpiY∗→NK = C
2
2JY∗ + 1
p f
pis
|M|2 . (B.56)
The K−n elastic scattering is described in terms of the resonance contributions and a small con-
stant background cross section
σBGK−n→K−n = 4 mb . (B.57)
Since the isospin of the final state in the processes K−n→ Λpi− and K−p→ Λpi0 is fixed (I = 1),
we have the exact relation
σBGK−n→Λpi− = 2σ
BG
K−p→Λpi0 . (B.58)
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Figure B.57: The total cross sections (solid lines) of the K−p and K−n collisions with respective resonance contributions
(dashed lines) and background contributions from KN → KN, piY (dotted lines) and KN → piY∗ (dash-dotted lines).
The data are from [387]. Taken from [60].
For the Σpi-outgoing channel, we assume the background cross section,
σBGK−n→Σ−pi0 = σ
BG
K−n→Σ0pi− =
1
2
(
σBGK−p→Σ−pi+ + σ
BG
K−p→Σ+pi−
)
. (B.59)
The total K−n cross section is shown in fig. B.57. One observes a fair agreement with the avail-
able experimental data.
The cross sections for K
0
N scattering are obtained isospin symmetry,
σ
K
0
p
= σK−n , σK0n = σK
−p . (B.60)
Finally, the cross sections for the piY → KN processes, important for heavy ion collisions, are
directly obtained from the detailed-balance formula eq. (181). This results in values of about
4 mb for the isospin-averaged piΛ→ KN and piΣ→ KN cross sections at √s < 2 GeV.
Appendix B.3.10. Meson-Baryon Annihilation Processes
It is worthwhile to reemphasize, that the cross sections listed above are only used for low
energies, cf. section 3.3.2. At higher energies, the final state decisions are done by event gen-
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Figure B.58: The cross section of production of strange particles in pip collisions as function of the projectile energy. Only
the high energy contributions are shown. The event generators Pythia (red solid) or Fritiof (green dotted) underestimate
the experimental data [387]. The contribution of the meson-baryon annihilation process on top of the Pythia contribution
is shown as the blue dashed curve.
erators like Pythia. As developed in Ref. [127], we also have to take into account additionally
quark-antiquark annihilation processes in meson-baryon collisions.
For this we split up the incoming hadrons into their quark content and check, whether an
annihilation between a quark and its antiquark is possible. If so, we construct a string out of the
remaining three quarks, which has the invariant mass of the incoming colliding hadron pair. This
string decays according the string fragmentation used in Pythia.
The probability for these annihilation events is chosen such, that we we match the strangeness
production in pip events, as shown in fig. B.58. We find
Prob(annihilation) = Rcomb ·
(
a − b√s
)
with a = 0.6 , b = 0.1 GeV−1 (B.61)
as a suitable prescription, which is slightly different from what was used in Ref. [127]. Here
Rcomb is a combinatorial factor, which is 1, if only one quark-antiquark combination is possible,
and 2, if there are, e.g., two quarks for the corresponding antiquark (e.g. for pi+ p, there is only
one dd combination, while for pi−p one finds two possibilities for uu annihilation).
Comparisons with experimental data for other final state channels, as, e.g., two pion produc-
tion, sustain the findings of fig. B.58, that Pythia plus the annihilation prescription describes best
all the data.
Appendix B.4. Meson-meson cross sections
In central heavy ion collisions at high energy a hot and dense medium consisting of baryons
and mesons is produced. With increasing beam energy, the mesonic degrees of freedom become
more and more important. Already at AGS energies (Elab ' 10 AGeV) the number of produced
pions becomes comparable to the original number of nucleons in the colliding nuclei. In such
a system, the meson-meson (mostly pipi) collisions can not be neglected. The meson-meson
collisions are in particular important for a realistic description of strangeness production in heavy
ion collisions in kinetic models based on hadronic degrees of freedom [390, 127, 391].
The pipi-elastic scattering and total cross sections are dominated by intermediate ρ and σ
meson excitation via the resonance mechanism of eq. (176). Also other resonance channels of
meson-meson collisions, e.g., ρpi → φ and Kpi → K∗ have to be considered (see table A.6 for
all possible meson-meson collisions leading to a mesonic resonance excitation included in the
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model). However, the resonance mechanism does not account for the process pi+pi− → K+K−
which has a rather large cross section of about 1.5 mb near the threshold [392].
In Ref. [393], the cross sections of the processes, pipi → KK, ρρ → KK, piρ → KK∗, and
piρ → K∗K, were calculated on the basis of a kaon- and K∗-exchange model in the impulse
approximation. We use the parametrization of the pipi → KK cross section from Ref. [394],
which is based on these calculations,
σpipi→KK = 6.075 mb ·C
(
1 − (2mK)
2
s
)0.76
, (B.62)
where the isospin-dependent factor C is given by eq. (B.55).
For simplicity, eq. (B.55) is also applied to evaluate the ρρ → KK, piρ → KK∗ and piρ →
K∗K cross sections since the isospins of the incoming particles are the same [127]. For other
strangeness-production reactions involving two non-strange mesons in the incoming channel,
piη → KK, piη′ → KK, piω → K∗K + KK∗, ηη → KK, ρη → K∗K + KK∗, ηω → K∗K + KK∗,
ηη′ → KK, ρω→ KK, ρη′ → K∗K + KK∗, σσ→ KK, ωω→ KK, ωη′ → K∗K + KK∗, η′η′ →
KK, a constant cross section of 2 mb is assumed. The respective back reactions are included, and
their cross sections are calculated according to the detailed-balance relation eq. (181). The cross
sections of reactions with a vector and a pseudoscalar meson in the initial channel and outgoing
KK, such as, e.g., ρpi → KK, are small due to P-wave suppression and are not included directly
(see also discussions in [393, 391]). However, the latter reaction proceeds via an intermediate φ
meson. The contributions from the processes involving a scalar σ meson and a pseudoscalar or
vector meson in the initial channel either vanish due to parity violation (as, e.g., σpi → KK) or
are small due to the p-wave suppression (as, e.g., σρ→ K∗K + KK∗) and are neglected as well.
Appendix C. Elementary `N reactions
Elementary interactions of leptons and photons with nucleons are treated differently than
those of mesons and baryons. In this section we explain in detail our implementation of the
corresponding cross sections.
In the region of intermediate lepton beam energies (Ebeam ∼ 0.5-2 GeV), the cross section
contains contributions from quasi-elastic (QE) scattering (`N → `′N′), resonance (R) excitation
(`N → `′R) and direct, i.e., non-resonant, single-pion production (`N → `′piN′) treated as
background (1pi BG). At higher energies, channels open up, which can not be described by
resonance decays any more.
Thus we assume
dσtot = dσQE +
∑
R
dσR + dσ1pi BG + dσ2piBG + dσDIS. (C.1)
The dynamics of the interaction is encoded in the absolute value of the matrix element squared,
averaged (summed) over initial (final) spins,
|MQE,R,BG|2 = C2EM,CC,NCLµνHµνQE,R,BG, (C.2)
with CEM = 4piα/Q4 for electromagnetic (EM) interactions (e−N → e−X), CCC = GF cos θC/
√
2
for charged-current (CC) weak interactions (ν`N → `−X) and CNC = GF/
√
2 for neutral-current
(NC) ones (νN → νX). Here, Q2 is the four-momentum transfer; α ' 1/137 the fine-structure
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constant, GF = 1.16637·10−5 GeV−2 the Fermi constant, and cos θC = 0.9745 the Cabibbo angle.
The leptonic tensor is given by
Lµν =
1 + a
2
Tr
[
(/k + m`)l˜µ(/k′ + m`′ )lν
]
, (C.3)
where lµ = γµ(1 − aγ5) and l˜µ = γ0l†µγ0; k (k′) denotes the four-momentum of the incoming
(outgoing) lepton and m` (m`′ ) the corresponding mass. The parameter a depends on the reaction
process: a = 0 for EM processes and a = 1 for CC or NC neutrino scattering.
The hadronic currents in HµνQE,R,BG have to be parametrized in terms of form factors and thus
depend not only on the final state but also on the specific process, namely EM, CC, or NC.
In the following subsections we present a brief summary of our model; an extended discus-
sion with all details can be found in [55, 58, 351].
Appendix C.1. Quasi-elastic scattering
The cross section for quasi-elastic scattering, `(k)N(p)→ `′(k′)N′(p′), is given by
dσQE
dω dΩk′
=
|k′|
32pi2
δ(p′2 − M′ 2)√
(k · p)2 − m2
`
M2
|MQE|2 , (C.4)
with M =
√
p2; ω = k0 − k′0 is the energy transfer and Ωk′ is the solid angle between incoming
and outgoing leptons.
The hadronic tensor, HµνQE, for quasi-elastic scattering is given by
HµνQE =
1
2
Tr
[
(/p + M)Γ˜
µ
QE(/p
′ + M′ )ΓνQE
]
, (C.5)
with
Γ˜
µ
QE = γ0Γ
µ
QE
†
γ0. (C.6)
Γ
µ
QE has a V − A Dirac structure,
Γ
µ
QE = VµQE −AµQE, (C.7)
with the vector part,
VµQE = F1γµ +
F2
2mN
iσµαqα, (C.8)
and the axial-vector part,
−AµQE = FAγµγ5 +
FP
mN
qµγ5. (C.9)
Here, qµ = p′µ − pµ; Fi (i = 1, 2) stands either for the CC form factors, FVi , for the NC form
factors, F˜Ni , or the EM form factors, F
N
i , with N = p, n; FA for the CC form factor, FA, and the
NC form factor, F˜NA (analogous for FP). All form factors depend on Q2 = −q2. Details on the
form factors for QE scattering are given in Chapter 4 of Ref. [351].
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Appendix C.2. Resonance excitation
This section is devoted to the second part in our general decomposition of the cross section
given in eq. (C.1), namely the excitation of resonances
∑
R dσR.
The cross section for resonance excitation `(k)N(p)→ `′(k′)R(p′) is given by
dσR
dω dΩk′
=
|k′|
32pi2
A(p′2)√
(k · p)2 − m2
`
M2
|MR|2; (C.10)
with M =
√
p2 and the resonance-spectral function,A(p′2), according to section 2.4.2.
The hadronic tensor for the excitation of a spin-1/2 resonance is given by
Hµν1/2 =
1
2
Tr
[
(/p + M)Γ˜
µ
1/2(/p
′ + M′ )Γν1/2
]
, (C.11)
with M′ =
√
p′2 and
Γ˜
µ
1/2 = γ0Γ
µ
1/2
†
γ0. (C.12)
For states with positive parity (e.g., P11(1440)),
Γ
µ
1/2+ = Vµ1/2 −Aµ1/2, (C.13)
and for states with negative parity (e.g., S11(1535)),
Γ
µ
1/2− =
[
Vµ1/2 −Aµ1/2
]
γ5, (C.14)
where the vector part,Vµ1/2, is given by
Vµ1/2 =
F1
(2mN)2
(
Q2γµ + /qqµ
)
+
F2
2mN
iσµαqα (C.15)
and the axial partAµ1/2 by
−Aµ1/2 = FAγµγ5 +
FP
mN
qµγ5. (C.16)
As in the QE case, Fi (i = 1, 2) stands either for the CC form factors, FVi , for the NC form factors,
F˜Ni , or the EM form factors, F
N
i , with N = p, n; analogous for FA and FP.
The excitation of a spin-3/2 final state is described within a Rarita-Schwinger formalism,
where the hadronic tensor is given by
Hµν3/2 =
1
2
Tr
[
(/p + M)Γ˜
αµ
3/2ΛαβΓ
βν
3/2
]
, (C.17)
with the spin-3/2 projector
Λαβ = −
(
/p′ + M′
)
×
gαβ − 23 p
′
αp
′
β
M′ 2
+
1
3
p′αγβ − p′βγα
M′
− 1
3
γαγβ
 , (C.18)
and
Γ˜
αµ
3/2 = γ0Γ
αµ
3/2
†
γ0. (C.19)
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For states with positive parity as the P33(1232), we have
Γ
αµ
3/2+ =
[
Vαµ3/2 −Aαµ3/2
]
γ5, (C.20)
and for the negative-parity ones (e.g., D13(1535)),
Γ
αµ
3/2− = Vαµ3/2 −Aαµ3/2. (C.21)
In terms of the form factors, the vector part is given by
Vαµ3/2 =
CV3
mN
(gαµ/q − qαγµ) +
CV4
m2N
(gαµq · p′ − qαp′µ)
+
CV5
m2N
(gαµq · p − qαpµ) + gαµCV6
(C.22)
and the axial part by
−Aαµ3/2 =
 CA3mN (gαµ/q − qαγµ) + C
A
4
m2N
(gαµq · p′ − qαp′µ)
+CA5 gαµ +
CA6
m2N
qαqµ
 γ5. (C.23)
As before, the calligraphic C stands either for the CC form factors, CV,Ai , i = 3, . . . , 6, the electro-
magnetic transition form factors, CNi , with N = p, n, or the NC form factors, C˜
V,A N
i , as detailed
in Table 5.5 in Ref. [351]. Note that current conservation implies CN6 = 0.
Any formalism describing resonances with spins greater than 3/2 is highly complicated [395].
Thus, for simplification, we assume that all resonances with spin > 3/2 can be treated with the
spin-3/2 formalism. This rough approximation introduces only small errors since the contribution
of resonances beyond the ∆ is small and soon overshadowed by the opening of DIS processes.
The electromagnetic/vector form factors can be fixed using helicity amplitudes extracted
from electron scattering experiments. The explicit relations between the form factors and the
helicity amplitudes are given in Appendix E of Ref. [351]. We use these relations to extract the
form factors from the results of the recent MAID2005 analysis [396, 397, 398, 399] for the he-
licity amplitudes including their Q2 dependences. In this analysis, 13 resonances with invariant
masses of less than 2 GeV are included. They are listed in table C.11
Experimental information on the N − R axial form factors is very limited. In QE case,
Goldberger-Treiman relations allowing to express the nucleon weak axial coupling through the
strong pion-nucleon coupling have been derived [400] from the condition of partially conserved
axial current (PCAC). We follow this approach and apply PCAC and pion-pole dominance to
derive the axial couplings for the resonances. The equations obtained in this way are sometimes
called the off-diagonal Goldberger-Treiman relations. In the case of the ∆, we use the data to fit
the Q2 dependence. For higher-lying resonances, which have only a small effect on observables,
we simply approximate the Q2 dependence by a dipole form factor with axial mass MA = 1 GeV.
An extended discussion of axial form factors is given in [351].
The cross sections for photon-induced reactions are given by the limit Q2 → 0 of the above
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name spin isospin parity
P33(1232) 3/2 3/2 +
P11(1440) 1/2 1/2 +
D13(1520) 3/2 1/2 -
S11(1535) 1/2 1/2 -
S31(1620) 1/2 3/2 -
S11(1650) 1/2 1/2 -
D15(1675) 5/2 1/2 -
F15(1680) 5/2 1/2 +
D33(1700) 3/2 3/2 -
P13(1720) 3/2 1/2 +
F35(1905) 5/2 3/2 +
P31(1910) 1/2 3/2 +
F37(1950) 7/2 3/2 +
Table C.11: Resonances included in the MAID analysis [397].
expressions,
σγN→R =
1
4
√
(qαpα)2
d4 p ′
(2pi)4
2piAR(p ′2) |MR|2 (2pi)4δ4 (p + q − p ′)
=
1
4
√
(qαpα)2
2piAR(p ′2) |MR|2
∣∣∣∣∣∣∣
p+q=p ′
,
(C.24)
where q is the four-momentum of the real photon (with q2 = 0); the averaged squared matrix
element is given by
|MR|2 = −12 H
µν
R gµν . (C.25)
As in the lepton case, we use helicity amplitudes extracted from the MAID analysis [397] to
determine the contributions of individual resonances and to fix the form factors [55].
Appendix C.3. One-pion background
This section is devoted to the third term of eq. (C.1), i.e., non-resonant pi production. The
need for a one-pi non-resonant background contribution, dσ1pi BG, is justified by the fact, that
the pure resonance contributions underestimate the total one-pi-production cross section in the
isospin 1/2 channels.
Recent progress has been achieved in models treating the one-pi background as a sum of
Feynman diagrams with a pion and a nucleon in the final state [401, 402, 403]. In this approach
the process of ∆-resonance production with its following decay is just one of the considered
diagrams (∆ pole), along with six others (crossed ∆, nucleon pole, crossed nucleon, contact
term, pion pole and pion in flight). These six diagrams introduce new vertices, which can be
described within various models for nucleon-meson interactions.
As one of the possibilities to account for the background contribution, in the GiBUU code
we adopt the approach of Hernandez et al. [402], where the new vertices are described within
the SU(2)-nonlinear σ model. The model is applied to electron and neutrino scattering on nu-
cleons [404]. The ANL and BNL data for integrated cross sections and various one-differential
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distributions [405, 406] are described with an accuracy which is of the same order of magnitude
as the experimental uncertainties between different data sets.
The advantage of this theoretical approach is that it gives a clear picture of the underlying
processes and their kinematics, and it takes interference effects into account explicitly. The
disadvantage is related to the fact, that the new vertices mentioned above, as well as the relative
signs of the various amplitudes, are not always known. In [404] it is shown, that the model
gives good results for pion-nucleon invariant masses W < 1.4 GeV. However, its extension to
higher invariant masses, at least to the second resonance region, is not yet achieved and requires
significant efforts.
Therefore, to obtain the background in the entire resonance region, that is up to W < 2 GeV,
we have adopted a phenomenological approach, described in detail in [55] and shortly summa-
rized in the following. This approach starts from the cross sections, since the amplitudes are not
available, and separates them into a background and a resonance contribution. We illustrate this
first for electromagnetic processes. We use the measured unpolarized one-pi-production cross
section `(k)N(p) → `′(k′)pi(kpi)N(p′) and subtract the theoretically deduced resonance contribu-
tion. The rest, which then includes the genuine background, but also the resonance-background
interference terms, we use as one-pi background, dσ1pi BG. We thus obtain [58]
dσV1pi BG
dωdΩk′dΩkpi
=
dσVNpi
dωdΩk′dΩkpi
−
∑
R
dσV`N→`R→`Npi
dωdΩk′dΩkpi
. (C.26)
The superscript, V , denotes here, that in electromagnetic processes only the vector part of the
current contributes.
The first term of the r.h.s. of eq. (C.26) denotes the measured one–pion production cross
section dσVNpi. For simplicity we obtain it from the MAID analysis [396, 397, 398, 399] (the
MAID amplitudes are integrated into the GiBUU code).
The second term of the r.h.s. of eq. (C.26), the resonance contribution, is again obtained
from the MAID analysis. In order to get the required angular distribution we assume that the
resonances produced decay isotropically in their rest frame
dΓR→Npi
dΩcmkpi
=
ΓR→Npi
4pi
. (C.27)
Hence,
dσV`N→`R→`Npi
dωdΩk′dΩkpi
=
dσVR
dωdΩk′
1
ΓR
ΓR→Npi
4pi
dΩcmkpi
dΩkpi
=
dσVR
dωdΩk′
1
ΓR
ΓR→Npi
4pi
√
p′2k2pi
|kcmpi |
(
|kpi|p′0 − |p′|k0pi cos θpi
) , (C.28)
where ΓR is the total decay width of the resonance, θpi = ](kpi, p′) and the vector part of the
resonance production cross section has been introduced in the previous section. The quantity
dσV1pi BG
dω dΩk′
can now be retrieved by an integration over the solid angle of the outgoing pion.
The background for neutrino reactions includes vector, axial, and interference contributions,
dσ1pi BG = dσV1pi BG + dσ
A
1pi BG + dσ
V/A
1pi BG = dσ
V
1pi BG + dσ
non-V
1pi BG. (C.29)
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Figure C.59: (Color online) Total CC pion-production cross sections for the mixed isospin channels as a function of the
neutrino energy compared to the pion-production data from ANL (Refs. [407] (•) and [405] ()) and BNL ([406] (×)).
The solid lines denote our full result including the non-resonant background following eq. (C.30) with bppi
0
= 3 and
bnpi
+
= 1.5. Furthermore, we show the results for pion production only through the excitation and the subsequent decay
of all resonances (dashed lines) or through the ∆ alone (dash-dotted lines). No cut on the invariant mass is applied (taken
from [58]).
The vector part is fully determined by electron-scattering data as described above. The axial
and the interference terms collected under the label “non-V” are fitted to the available data for
neutrino reactions in the isospin-1/2 channels.
We assume that dσV1pi BG and dσ
non-V
1pi BG have the same functional form, i.e.,
dσ1pi BG = dσV1pi BG + dσ
non-V
1pi BG = (1 + b
Npi) dσV1pi BG, (C.30)
where the global factor, bNpi, depends on the process. For CC reactions, bppi
0
= 3 for νn→ `−ppi0,
and bnpi
+
= 1.5 for νn → `−npi+ give a reasonable agreement with the ANL data. This is shown
in fig. C.59. The background in the isospin-3/2 channel is neglected.
For NC reactions the data on one-pi production are scarce. We find a good agreement with
the data already without a non-resonant part. In view of this, we abstain from fitting the non-
vector part to these data and neglect a NC background. More results on the one-pi background
are presented in [351, 58].
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Appendix C.4. Two-pion photoproduction
Already in the 1960’s and 70’s, first extensive photon-induced pipi production experiments
on elementary targets have been performed (cf. [408, 409, 410] and references therein). More
recently, the TAPS [411, 412, 413, 414, 415], DAPHNE [416, 417], GDH [418, 419], and
GRAAL [420] collaborations have been examining pipi production with high statistical accu-
racy. In fig. C.60, the most recent data sets are plotted as an overview over the relevant threshold
region. Neutron data (see [55] for a detailed description of the experimental situation) have still
large uncertainties, whereas the proton data seem to be reliable after a period of contradiction
between different experiments. The lines represent our calculations as described below.
For the elementary two-pion-production process on the nucleon we apply the model of
Nacher et al. [421], which is an updated version of a model developed by Tejedor et al. [422,
423]. This model provides a reliable input for the momentum distributions of the pions in the ele-
mentary process. It is based on a set of tree-level diagrams, which include the coupling of the nu-
cleons, pions, photons and baryon resonances (P33(1232), P11(1440), D13(1520), and P33(1700)).
Figure C.60 shows the result of this model for the total cross sections. Although the agree-
ment of the model to data is quite good we scale the total cross section to the available data
before analyzing the reaction in complex targets. Hence, for all channels besides γN → Npi+pi−
we directly use the data measured by the TAPS, DAPHNE, and the GDH&A2 collaborations
[411, 412, 413, 414, 415, 416, 417, 418, 419, 425, 426, 424] to normalize the calculated cross
sections, while we take the decay-mass and momentum distributions from theory. In the thresh-
old regions of γp → ppi0pi0, γp → ppi−pi+, γn → npi0pi0, and γn → ppi0pi−, where no data are
available, we estimate the total cross section based on the three-particle-phase-space structure.
We assume the matrix elementM to be constant in this region and get
σthreshold =
(2pi)4
4mNq0
|M|2
∫
d3k1
2k01(2pi)
3
d3k2
2k02(2pi)
3
d3p ′
2p′0(2pi)3
δ4
q + p −
p′ + 2∑
i=1
ki


=
(2pi)4
4mNq0
|M|2 × 16 (2pi)7 ×
∫ dm212dm213
s
,
(C.31)
where s is the Mandelstam s of the process; dm212 and dm
2
13 are defined by
m12 = (k1 + k2)2,
m13 = (k1 + p ′)2.
(C.32)
The value of |M|2 is now fixed by the value of the lowest available data point,
σthreshold(energy of lowest data point) = σ(lowest data point) .
Table C.12 shows a compilation of the invariant matrix elements |M|2.
The solid line in the γn→ npi+pi− panel in fig. C.60 shows the result of the model by Nacher
et al. [421] with a slightly adjusted set of parameters. The solid lines in the other panels represent
our fits and threshold estimates. Altogether, these six solid lines represent our elementary input
cross sections.
Appendix C.5. Two-pion background
In the previous section we described some involved model, which fits the photoproduction
data very accurately. However, this model is only applicable to photoproduction and was not
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Figure C.60: (Color online) Different isospin channels for the reaction γN → Npipi. For the error bars we added the
systematical and statistical uncertainties (∆2 = ∆2stat + ∆
2
sys) as quoted by the experiments. The data are taken from
[410, 416, 417, 411, 412, 413, 414, 415, 418, 419]; preliminary data have been communicated by [424, 425, 426]. In
the panel, representing γn → npi0pi0, the shaded area shows the cross-section measurement by [415]. The solid line
represents our parametrizations, which we use as input for the nuclear targets. The dotted-dashed curves show the result
obtained with the original model of Nacher et al. [421, 427] based on Tejedor et al. [422, 423]. Taken from [55].
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Channel Eγ [MeV] σ [µb] |M|2 × (2pi)11
γp→ ppi0pi0 380 0.08128 4.871
γp→ ppi−pi+ 398 0.9083 [425] 34.74
γn→ npi0pi0 387.9 0.3840 [424] 18.60
γn→ ppi0pi− 435 1.752 34.96
Table C.12: Parameters for the threshold estimation of the total cross section: For each channel, we show the lowest
possible energy at which we can reliably estimate the cross section from experiment and the extracted cross section, σ.
The fourth column shows the corresponding value of the threshold-matrix element |M|2.
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Figure C.61: (Color online) Total photoproduction cross section of two-pion channels as function of the photon en-
ergy (bottom axes) or center of momentum energy (top axes), respectively. The solid lines indicate the cross-section
parametrizations implemented in GiBUU intended to describe the experimental data. The dashed lines show only
resonance contribution. Experimental data are from Carbonara et al. (,4 [410]), SAPHIR@ELSA (N [428]),
GDH&A2@Mainz ( [418, 419]), TAPS (• [414, 413]), CB-TAPS (preliminary) (O [424]).
extended to nonzero Q2 yet. In GiBUU, however, we need the description of two-pi production in
electron and neutrino reactions as well. Keeping also in mind, that eventually we want to study
nuclear reactions, where resonances modify their properties and propagate out of the nucleus, we
have to split the two-pi cross section into a resonant and a background part.
For the elementary reaction, the resonances are to be described according to the general
formalism as outlined in Appendix C.2. Then we can use experimental two-pi data to extract the
background.
Let us consider EM interactions at low energies, as studied in detail in [55]. In fig. C.61, we
show the resonance contribution to the two-pi photoproduction cross sections with various charge
combinations in the final state. The data points are the same that were used in Appendix C.4.
At Eγ . 1 GeV, all curves showing only the resonance contribution are below the data, because
the resonance production with their following decays opens up only at higher energies. Thus, we
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Figure C.62: (Color online) Photon-induced reactions on the proton (left panel) and the neutron (right panel) as a function
of the incoming photon energy. The solid line shows the sum of single-pi and double-pi production for the full model, the
dashed line shows the result for single-pi and the dashed dotted one gives pipi; dotted and double-dashed curves show the
contributions of resonances. The data are taken from [374]. Taken from [55].
define the two-pi background as
dσ2piBG = dσ
exp
2pi −
∑
R
dσR|R→2pi for Q2 = 0 GeV2 . (C.33)
This subtraction must be adjusted for all possible charge channels, pi+pi−,pi0pi0, and pi0pi±, inde-
pendently and includes the resonance contributions of the following four channels
γN → R → pi∆ → N′pipi ,
γN → R → piP11(1440) → N′pipi ,
γN → R → ρN → N′pipi ,
γN → R → σN → N′pipi .
(C.34)
Given σγN→R, the evaluation of σγN→R→N′pipi for a special pipi-charge state involves a weighting
with the partial decay widths for the intermediate pi∆, piP11(1440), ρN, and σN channels and
the relevant isospin Clebsch-Gordan factors. The distribution of the final-state momenta of the
pipi-background events are assumed to follow the phase space distribution.
As expected, with increasing photon energy, the background contribution vanishes. At Eγ &
1 GeV the resonance contribution even overestimates the full model calculations; here we set the
background to zero.
The resulting two-pi contributions are shown in fig. C.62 together with the total photopro-
duction cross section for both proton and neutron targets. Obviously, the total cross section is
well described for Eγ < 0.9 GeV; the resonance contribution to pipi in this region is in fact small
compared to the total pipi-production cross section, especially at energies below 600 MeV.
In order to generalize this two-pion-background model from real photons to virtual photons,
we assume for simplicity the same dependence as for the total cross section,
dσ2piBG(,Q2) = dσ2piBG
dσtot(,Q2)
dσtot(0, 0)
. (C.35)
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Figure C.63: (Color online) Cross section of γ∗p → ppi+pi− for Ebeam = 7.2 GeV as function of Q2 for different W
bins. Both panels repeat the same experimental data [430], while lines show calculations only within the resonance
prescription (left) and with inclusion of the two-pion background and the DIS contribution (right).
We use the cross-section parametrization of Bosted et al. [429]. We show a comparison of the
Q2 dependence of the channel γ∗p→ ppi+pi− with experimental data in fig. C.63.
For neutrino-induced reactions (CC,NC), no experimental data are available yet to fix the
two-pion background. Therefore we neglect it.
Appendix C.6. Deep-inelastic scattering
It is clear from phase-space considerations, that with increasing energy the multiplicity in the
final state increases. We try to extrapolate the DIS prescription from the DIS regime (W → ∞,
Q2 → ∞) down to W ' 1.6 GeV.
Conventionally, experimental results for electroproduction reactions are shown in the form
of the cross section for virtual photons
1
Γt
dσ
dΩ′dE′
= σT + εσL, (C.36)
where Γt is the flux of the virtual photon field,
Γt =
α
2pi2
E′
Ee
W2 − m2N
2mN Q2
1
1 − ε ,
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and ε is the degree of transverse polarization of the photon,
ε =
[
1 + 2
(
1 +
ν2
Q2
)
tan2
θ
2
]−1
.
Figure C.64 compares the model description with the parametrization of the experimental
data by Bosted et al. [429]. Here we perform a Rosenbluth separation both for the calculation
and the data parametrization, relying on  = 0.05 and  = 0.99.
At the high-energy side, we use Pythia [110] for event generation. In former code versions,
we had not been able to create events with Pythia down to the energy range of W = 2 GeV, since
we ran into situations, where Pythia entered infinite loops in the calculation of diffractive events.
This created a gap between the Pythia region and the resonance-model region. Parametrizations
of cross sections for some known explicit channels and the Fritiof model [370] for the unknown
part had to be used to bridge the gap in the same spirit as described in Appendix C.8 for the
case of real photons. In the present version of GiBUU we have modified the Pythia code such
that the creation of diffractive events in a certain, low-energy parameter space is forbidden.
Nevertheless, Pythia is just a complex implementation of leading-order processes, as, e.g.,
DIS processes. In leading order, Pythia contains the corresponding standard formulae,
d2σ(µ
−p→µ−X)
dx dy
= 2piα2
2mN E
Q4
[
1 + (1 − y)2
] ∑
e2i x
[
qi(x) + qi(x)
]
, (C.37)
d2σ(νµp→µ−X)
dx dy
=
G2F
2pi
2mN E
(1 + Q2/m2W )
2
2x
[
d(x) + (1 − y)2u(x)
]
, (C.38)
d2σ(νµp→µ+X)
dx dy
=
G2F
2pi
2mN E
(1 + Q2/m2W )
2
2x
[
(1 − y)2u(x) + d(x)
]
. (C.39)
with
x =
Q2
2mNν
, y =
ν
E
, ν = E − E′, cos θ = 1 − Q
2
2 E E′
and q(x) (q(x)) standing for the parton distribution function of the quarks (antiquarks) inside the
nucleon.
We use the Jacobian determinant,
dx dy =
1
2mNν E
dQ2 dν =
E − ν
mNν
dE′ d cos θ, (C.40)
to transform these analytic expressions to any desired variables. During the Monte Carlo inte-
gration over the results of Pythia these transformations are straightforward. By using Pythia we
not only obtain the total cross sections, given by eq. (C.37), but also the complete hadronic final
state of the event. Semi-exclusive events can thus be investigated.
Appendix C.7. Exclusive pion production
Until now we have just covered the inclusive particle production as provided by Pythia. But
according to [272, 273, 433], also a detailed study of exclusive pion production is necessary at
high energies.
The idea proposed in [272, 273, 433] is to treat exclusive meson production as an exclusive
limit of semi-inclusive DIS. This is in spirit of the exclusive-inclusive connection [434]. In this
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Figure C.64: (Color online) Rosenbluth separation done for 1,2 = 0.05, 0.99 for Q2 = 0.1-4.8 GeV2 as function of W.
The points show the data parametrization of Bosted et al. [429]. The thick solid line shows the sum of all contributions,
resonances+1piBG (thin red), 2piBG (thin blue), and DIS (dashed magenta). The grey-shaded area is the high energy
region W > 2 GeV; there we have the VMD contribution instead of the resonance contribution (thin red).
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dashed histogram in the lower left panel shows the contribution of the DIS pions for the average transverse momentum
of partons
√
〈k2t 〉 = 0.4 GeV. Taken from Ref. [272].
case, the reaction mechanism consists of two components. The first one describes the soft pro-
duction mediated by the exchange of meson-Regge trajectories. These peripheral processes are
relevant for the photo production and low-Q2 electro production. As the second, novel element,
at large Q2 the GiBUU model allows the direct interaction of virtual photons with partons fol-
lowed by the fragmentation of excited color string into the meson-baryon channel. Details can
be found in Ref. [272, 273, 433]. In fig. C.65 we show the results for the exclusive production of
charged pions in the kinematics available at JLAB. As one can see, all longitudinal and transverse
cross sections are very well described. The dashed curves describe the Regge-exchange contri-
butions and dominate in the longitudinal channel. In the transverse channel the contributions of
mesons are marginal. Here, the direct partonic interactions dominate the production mechanism.
In fig. C.66 we show the comparison of the model results with new data from JLAB. As one can
see, the model (solid curves) describes the cross section in a remarkably large Q2 range up to
Q2 ' 5 GeV2.
Note that this behavior is rather general and is also observed in other meson production
processes. For instance, the string-breaking mechanism is effective in the transverse cross section
and explains large cross sections in pseudoscalar pi0(η) and ρ0 production channels.
In fig. C.67 we show our results for the deep exclusive production of charged pions in the
kinematics of the HERMES experiment. The two-component model describes again the data
very well. At forward angles the Regge-exchange contributions again dominate. In the non-
forward region the transverse partonic interactions are large and describe the measured cross
sections very well.
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Figure C.66: (Color online) Differential cross section dσ/dt = dσT/dt + εdσL/dt of the reaction, p(γ∗, pi+)n, at JLAB.
The solid curves are the model predictions. Taken from Ref. [272].
Appendix C.8. Vector-meson production
Exclusive vector-meson production plays a special role in lepton- or photon-induced reac-
tions. In GiBUU this is usually treated within the Pythia model, which implements a vector-
meson dominance (VMD) model.
The invariant amplitude for the process γ∗h → X can be expressed in terms of the on-shell
vector-meson-scattering amplitude,
Mγ∗h→X =
∑
V
e
gV
m2V
Q2 + m2V
MVh→X . (C.41)
Here, mV denotes the mass of the vector meson, V , and (e/gV )2 gives the probability for the
transitions γ∗ → V . One may use Pomeron–Reggeon parametrizations for the total hadronic
cross section. Assuming an additive quark model, the total V p cross sections can be parametrized
as
σ
ρ0 p
tot ' σωptot '
1
2
(
σ
pi+ p
tot + σ
pi−p
tot
)
= 13.63 s + 31.79 s−η (C.42)
σ
φp
tot ' σK
+ p
tot + σ
K−p
tot − σpi
+ p
tot = 10.01 s
 + 1.52 s−η (C.43)
Using eq. (C.41) in the optical theorem, one obtains the ‘diagonal approximation’, i.e., neglecting
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Figure C.67: (Color online) The differential cross section, dσ/dt = dσT/dt + dσL/dt, of the exclusive reaction,
p(γ∗, pi+)n, in the kinematics of the HERMES experiment. The solid curves are the model results. The dash-dotted
curves correspond to the exchange of pi-Regge trajectory and dash-dash-dotted curves to the exchange of ρ-Regge tra-
jectory. The histograms and the dashed curves which just fit the histograms describe the partonic contributions in line of
the DIS mechanism. The dot-dot-dashed curves are the contribution of the transverse cross section, dσT/dt, to the total
unseparated response, dσ/dt. Taken from Ref. [433].
off-diagonal scattering VN → V ′N with V ′ , V , 25
σ
γ∗p
VMD =
∑
V
e2
g2V
σ
V p
tot . (C.44)
Comparing this with the total γp cross section, one realizes, that this VMD prescription describes
80 % of the total interaction [435]. In addition, the VMD contribution is dominated by the
ρ0 component of the photon. In order to achieve a full prescription of the photon interaction,
one has to take into account some “generalized vector meson dominance” interactions, where
the interaction of the photon is described with some higher excited qq¯ states, and also direct
interactions play a major role [435].
The model described above is rather simple and can be used for both real and virtual pho-
tons. Here, we are interested in the case of real photons. As discussed in section 4.3.4, modern
photoproduction experiments allow to investigate the modification of meson properties in the nu-
clear medium. Thus, we need a more detailed description for the elementary input, which can be
meaningfully extended to the in-medium case. So, for photo production we replace the Pythia
treatment with the model described below.
In our model the exclusive cross sections for the photo production of vector mesons on a
nucleon, i.e., γN → VN (with V = ρ0, ω, φ), are adjusted to experimental data with the ansatz
[60]
σγN→VN =
1
pis
∫ µmax
0
d(µ2)
∣∣∣MV (√s)∣∣∣2 p fAV (µ), (C.45)
25Within this prescription one easily may implement medium modifications/shadowing effects by modifying the cou-
pling constant, e
2
g2V
, according to the spatial coordinate.
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Figure C.68: (Color online) Photoproduction cross sections of vector mesons. Data taken from [129] and [436].
where we integrate over the mass, µ, of the vector meson, V , up to a maximum µmax =
√
s−mN .
Here
√
s is the total energy available for the reaction. The center-of-mass momenta of the initial
and final state are denoted by pi and p f , respectively:
pi =
1
2
√
s
(
s − m2N
)
, (C.46)
p f =
1
2
√
s
√(
s − (mN + µ)2
) (
s − (mN − µ)2
)
. (C.47)
The spectral function of the vector meson is given by
AV (µ) = 1
pi
µΓV (µ)
(µ2 − M2V )2 + (µΓV (µ))2
.
Here, MV is the pole mass of the vector meson, and ΓV its total width, which for an elementary
reaction is just the vacuum decay width. However, it will include contributions from collisional
broadening, when we describe vector meson production in the medium.
For the ρ0 and φ mesons, constant matrix elements
|Mρ|2 = 160 µb · GeV2 , (C.48)
|Mφ|2 = 4 µb · GeV2 (C.49)
are sufficient to obtain a good fit of the data, cf. fig. C.68.
For the ω meson we use an
√
s-dependent matrix element. It can be directly obtained from
a spline-fit to the SAPHIR data [437] for ω photoproduction on a proton. Using the fact, that in
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the vacuum the ω spectral function is very narrow [62] and can be approximated by the Delta-
function in eq. (C.45), we get
∣∣∣Mω(√s)∣∣∣2 = pi sσexpγN→ωN(s)
φ2(s)
,
where φ2 stands for the two-body phase-space integral (in the vacuum). This matrix element is
then used in eq. (C.45) together with the in-medium spectral function.
In order to describe the photoproduction of mesons with masses below the pole mass, we
follow the idea of [229] and extend the matrix element to sub-threshold energies by defining a
new invariant
Q(µ) =
√
s0(MV ) −
√
s0(µ) +
√
s ≡ √s + MV − µ. (C.50)
Here
√
s0(µ) is the threshold energy for the production of ω mesons of mass µ. With this defini-
tion one substitutes
M(√s)→M[Q(µ)] .
In the vacuum Q(µ) is only nonzero in the vicinity of Q(µ) ≈ √s, since the ω is a very narrow
state. At the same time, eq. (C.50) provides a reasonable prescription for the in-medium case
(see Appendix D.4.2 for more details).
For the process γN → V∆ we use the following parametrization of the total cross section
[289],
σγN→V∆ =
1
pis
∫
d(µ2∆)p f (µ∆)A∆(µ∆)
A
(
√
s − M)2 + Γ2/4 , (C.51)
where the constants, A, M, and Γ, are fitted to the experimental cross section of Ref. [438],
yielding A = 47.3 µb GeV4, M = 2.3 GeV and Γ = 1.8 GeV for the ω meson.
For both γN → ωN and γN → ω∆, the angular dependence is usually modeled as an
exponential,
dσ
dt
∝ exp(Bt) (C.52)
While such a very forward peaked distribution gives a good description of the data at large
photon energies, the experimental distributions turn out to be flatter at lower photon energies
[436]. In [62] a more complicated tree-level model has been developed, which includes s-, t-,
and u-channel nucleon diagrams and leads to a good description of ω-photoproduction data at
low energies. In the GiBUU code one can switch between the two models.
The more inclusive vector-meson-production channels (beyond γN → ωN and γN → ω∆)
are described via Fritiof [370], by assuming strict vector meson dominance (VMD) and convert-
ing the incoming photon into a ρ0.
Appendix D. Numerical realization
This appendix introduces the special algorithms used for the GiBUU model. Appendix D.1
describes the numerical solution of the Vlasov part of the GiBUU-equation (71). Afterwards, in
Appendix D.2, the concept of perturbative particles is explained. The way how the test particles
are initialized before the propagation is described in Appendix D.3. In Appendix D.4 we give
some details connected with the collision term, while in Appendix D.5 the final-state decision
algorithm is detailed.
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Appendix D.1. Vlasov term: Numerical treatment
The propagation of the test particles including mean fields, i.e., the numerical treatment of
the Vlasov equation, is realized in the framework of the test-particle method, see the general
eq. (89). In practice, however, the usage of δ functions produces numerical noise which has
to be compensated by a large number of test particles per particle. An alternative and standard
representation consists in the use of Gaussian-like functions in coordinate space with a width,
L. This alternative representation leads to smooth densities and fields, even when using a rather
small number of test particles. Furthermore, heavy-ion collisions are usually simulated in the
CM-frame of the two colliding nuclei with the z-axis as the beam direction. In order to account
for the relativistic contraction of the coordinate space in z-direction, the Gaussian distribution is
Lorentz contracted along z and reads
ρi(r) =
γ
(2pi)3/2L3
exp
{
− [x − xi(t)]
2
2L2
− [y − yi(t)]
2
2L2
− [z − zi(t)]
2γ2
2L2
}
. (D.1)
For hadron-induced reactions the simulations are performed in the rest frame of the target (labo-
ratory system). Thus no Lorentz contraction is necessary. To ensure kinetic-energy conservation
with an accuracy of better than 3 % for the studied reactions, the Hamilton equations of motion
for the test particles are solved by using the O(∆t2) predictor-corrector method. This numerical
method consists of two steps. First, one predicts in a one-step propagation the value of the quan-
tity under consideration. This is the predictor step. This value is then corrected in the secondary
corrector step. We apply this method to the Hamilton equations for the test particles: at given
phase-space coordinates, ri, and momenta, pi, for a test particle with label i (i = 1, · · · , A · N) at
time t the predictor step reads
r Pi = ri + ∆t
∂H(ri, pi)
∂pi
, (D.2)
p Pi = pi − ∆t
∂H(ri, pi)
∂ri
, (D.3)
where ∆t is the time step. The single-particle Hamilton function is given by eq. (97) or eq. (128)
for the non-relativistic or relativistic cases, respectively. The predictor step is performed for all
test particles to obtain a predictor value for the phase-space distribution, f . With this f one
then calculates the baryon current, ji = j(ri), and baryon density, ρi = ρ(ri), needed for the
determination of the Hamilton function and its derivatives. The latter quantities are calculated
numerically. These values are then used for the corrector step, from which one obtains the phase-
space distribution for the next time step,
r Ci = ri +
1
2
∆t
[
∂H(ri, pi)
∂pi
+
∂H(r Pi , p
P
i )
∂p Pi
]
, (D.4)
pCi = pi −
1
2
∆t
[
∂H(ri, pi)
∂ri
+
∂H(r Pi , p
P
i )
∂r Pi
]
. (D.5)
The technical parameters are therefore the size of shells, ∆r, the time step, ∆t, and the number
of test particles per nucleon, N. The value of the width of the Gaussians in coordinate space is
the same as the step in the spatial grid. Note also that along the beam-axis the grid is contracted
according to the relativistic γ-factor. These parameters are common to all hadronic processes.
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Usually the values ∆r = 0.5 fm and ∆t = 0.2 fm/c are used. The number of test particles per
nucleon varies according to the process considered. In heavy-ion collisions one uses N = 200,
in hadron-induced reactions N = 1000, in high-energy photon- and electron-induced reactions
N = 200, in pion-induced ones N = 500, and in neutrino-induced ones from N = 500 to
N = 2000. Note, that the various cases listed above can run in parallel mode, which improves
the statistics significantly.
Appendix D.2. Real and perturbative test particles
The test particles mentioned so far can all collide with each other. This is connected with a
large computational effort.
However, there may be physics situations in which only very few particles are actively in-
volved in a reaction and the remnant nucleus, involving all the other particles, stays close to its
ground state and acts as a background for the propagation of the active particles. This may, e.g.
be the case for low-energy piA or γA collisions. In this case the produced particles do not sig-
nificantly affect the target configuration. This can also happen in heavy-ion collisions when rare
events are considered [60]. One example is the production of Λ baryons in NN scattering. This
process is so rare that the statistical information on this channel is very scarce in a conventional
run. However, one can enforce production of an additional NΛK final state in each NN collision.
These particles then are weighted with the production probability, σNΛK/σtot. Thus one achieves
large statistics - under the assumption that these rare events do not lead to an overall change of
the particle flow which acts as a background to their propagation.
In both cases the active particles can scatter with the remnant without changing it too much.
To exploit this situation we introduce two types of test particles The test particles, which repre-
sent the background nucleons, are called real test particles. For the particles participating actively
in a reaction one defines another type of test particles, which are called perturbative. These per-
turbative test particles are only allowed to collide with a real one, but not among themselves. All
products of collisions between real and perturbative testparticles are again represented by pertur-
bative test particles thus allowing for a build-up of particle multiplicity. Perturbative particles are
neglected in the calculation of the actual densities which are kept constant. For example, in piA
collisions one may represent the initial-state pion by perturbative test particles. Thus, the target
nucleus is unchanged, and all products of the collisions of the pion with the target nucleons are
assigned to the perturbative regime.
Since the perturbative particles do not interact with each other and do not affect the real parti-
cles in a reaction one can also split a perturbative particle into n realizations (several perturbative
particles) during a run. Each realization is given a corresponding weight, 1/n. In this way, one
simulates n possible final-state scenarios of the same perturbative particle during one run thus
improving statistics significantly.
As an additional simplification for electron-, photon- and neutrino-induced reactions one
could also freeze the groundstate configuration by not propagating any real testparticles.
Appendix D.3. Preparation of the initial configuration
Before starting the time evolution, the initial configuration of test particles has to be prepared.
For different processes we use different, optimized prescriptions.
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Appendix D.3.1. Heavy-Ion and hadron-induced (non perturbative) collisions
The initialization of heavy-ion collisions is straightforward in the GiBUU model since these
event types cannot use the concept of perturbative test particles. Also pi+A and p+A reactions can
be run, as an option, in this mode. This is necessary when major excitation of the target nucleus,
or even its break-up, is to be expected. For the initial configuration in these reactions, real
test particles are distributed according to the phase-space distributions of the projectile and the
target nucleus. The corresponding particles are separated in space by a given impact parameter
in the direction perpendicular to the beam, i.e. in x-direction. In z-direction, the beam axis, the
separation is adjusted such, that initially there is no overlap between the two distinct distributions
for target and projectile. For the actual time evolution, the initial velocities of the test particles
are aligned along the z-axis. Interactions are handled via the collision term in the propagation.
Minimum-bias calculations involving an average over all impact parameters are only possible
by performing separate calculations with fixed values of the impact parameter and averaging the
output afterwards.
Appendix D.3.2. Hadron-induced collisions (perturbative)
For reactions that can employ the perturbative test particle method one can simulate impact-
parameter averages in one single run, since the actual impact does not influence the calculated
density distribution.
In this method different weights can be assigned to every test particle. In the first step, for a
given fixed impact parameter, every real projectile particle is simulated by n ∼ 25 test particles
(per ensemble), with each one of them being weighted by the factor 1/n.
For a correct calculation of the total cross section, the test particles have to be initialized in a
disc in the transverse plane (displaced by some value in the z-direction, see above) with the radius
bmax. This value has to be chosen such, that within the geometrical interpretation of the cross
section it is given by the spatial extension of the target nucleus plus the cross-section correction
factor. Particles outside this radius do not interact with the nucleus.
The integral
∫ bmax
0 db b implies that most of the particles are placed close to the maximal
impact parameter, bmax. Due to the density-falloff the interaction rate of these particles is very
small. To overcome this problem the individual weighting of test particles is used, which allows
for a drastic improvement of the numerics. In order to prevent many test particles passing the
nucleus without interaction, we split the initial disc into an inner disk (b < bd) and an outer ring
(bd < b < bmax). In a first Monte Carlo choice, a test particle is assigned to the inner disc with
probability pd ∼ 0.7, otherwise it is part of the outer ring. Then the impact parameter is chosen
according to db b between 0 and bd or between bd and bmax, respectively. The weight for every
test particle is given by
wi =
1
n

pi b2d
pd
for inner disk ,
pi (b2max−b2d)
1−pd for outer ring .
(D.6)
Interactions are handled via the collision term in the usual propagation steps.
As an optional additional optimization, an abbreviation of the propagation of the projectile
cloud onto the target nucleus is implemented. This is possible by first sorting the test particles
of the target nucleus according to their z-coordinate. Then for every projectile test particle, an
interaction on every target test particle is probed and the loop is stopped, when the collision rate
suggests an interaction to happen. The projectile test particle is taken out of the particle vector
and replaced by the final-state particles of this interaction. This optimization also allows for
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testing some modified physics: In the case of very high energy proton-induced collisions, hard
probes do not scale with A2/3, but instead with A1. This can be simulated by not quitting the
loop over the target test particles after an interaction, but just continuing. This implies, that one
projectile test particle may interact with more than one target test particle.
Appendix D.3.3. Lepton-induced collisions (perturbative)
In the case of collisions, induced by particles which are not directly propagated in the GiBUU
model, as, e.g., electrons, photons, or neutrinos, initializations as described above are not possi-
ble. Instead, the incoming lepton is split into A test particles in every ensemble. Now every test
particle interacts with one of the target test particles and produces some final state of particles,
which now may be propagated by the GiBUU model. Only these test particles are inserted into
the particle vector.
Since the final state at the leptonic vertex is not determined by the input variables, the weight
assigned to every particle is given by dσ/dE′ dΩk. For photon-induced reactions, one may also
divide this weight by the flux fT , thus the weight is given by σγ∗ . These details have to be
respected in the corresponding analysis routines.
Appendix D.4. Collision term
Appendix D.4.1. Ensemble Techniques
To point out the connection between our numerical implementation and the underlying BUU
equation, we focus on the loss term of BUU. We will not elaborate on the gain term, Igain, which
describes the production of particles. However, its numerical implementation is analogous to the
loss term since both are related by detailed balance.
As shown in [138], in terms of the test-particle ansatz eq. (89) the loss term eq. (187) reads
∆t Closs(r, t, pA) = lim
N→∞
(2pi)4
gN
n(t)∑
i=1
n(t)∑
j = 1
j , i
δ(p0A − p0i )δ(pA − pi)δ(r − ri)
× lim
N→∞
1
σi j
∫
dΩCM PaPb dσi j→abdΩCM σi j∆t vi j
1
N
δ(r − r j)
= lim
N→∞
(2pi)4
gN
n(t)∑
i=1
n(t)∑
j = 1
j , i
δ(pA − pi)δ(r − ri)PaPb
∫
∆Vi j
δ(r ′ − r j)d3r′,
(D.7)
where σi j and vi j are the total interaction cross section and the relative velocities of the test
particles, i, j, and Pa,b are the usual Pauli blocking factors for particles a and b. The volume,
∆Vi j = σi j∆t vi j/N, is an infinitesimal volume in the vicinity of ri and defines the locality of the
scattering process of two test particles. The term,
PaPb = 1
σi j
∫
dΩCM PaPb dσi j→abdΩCM , (D.8)
denotes the blocking of the final state averaged over its angular distribution. We have excluded
self interactions – therefore a test particle cannot scatter with itself.
The time step, ∆t, is chosen such that the average distance traveled by the particles during ∆t
is less than their mean free path. Therefore, ∆Vi j is so small that a particle has no more than one
scattering partner at a given time step.
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The kind of simulation for the two-body processes, which we have described above, is called
a full-ensemble calculation. There exists a common simplification to this method: the parallel-
ensemble method [90]. In this scheme, one performs N˜ calculations in parallel, each of which
includes only one single ensemble (N = 1). The densities used in each parallel run are the
averaged densities of all N˜ parallel runs. Therefore the propagation part basically stays the same,
whereas the collision term gets very much simplified.
Note that the only justification for this simplification is a great gain in computation time. In
the full-ensemble method, the propagation part scales according to the number of test particles
per nucleon, N, whereas the two-body collision term scales with N2 – therefore the computation
time is O(N2). In the parallel-ensemble method N˜ runs are performed, which results in O(N˜)
computation time. Thus there is a linear scaling in a parallel-ensemble run, but a quadratic one
in a full-ensemble run.
The major drawback of the parallel-ensemble scheme is the non-locality of the collisions.
As a showcase, let us consider the pion-nucleon interaction. There the maximum cross section
amounts to roughly 200 mb. This leads to a maximal impact parameter of two test particles of√
200 mb/pi ' 2.52 fm. Hence, the parallel-ensemble scheme may lead to large non-localities
whereas the underlying BUU collision term is strictly local.
In pioneering works it has been shown by Welke et al. [439] and Lang et al. [440], that
the parallel-ensemble scheme is a good approximation to the full-ensemble scheme under the
conditions of high-energy heavy-ion collisions. However, it is still an open question, whether
this also applies to more surface sensitive processes such as, e.g., pion double-charge exchange
in nuclei. We will discuss this problem together with our numerical results.
The so-called local-ensemble method, which has been first applied to heavy-ion collisions
by Lang et al. [440], is a method allowing for a full-ensemble run which is less time consuming
than the standard algorithm. Here one divides position space into small cubical boxes, Vi, with
equal volumes, ∆V . The loss term is then represented by
∆t Closs(r, t, pA) = lim
N→∞
(2pi)4
gN
n(t)∑
i=1
n(t)∑
j = 1
j , i
δ(pA − pi)δ(r − ri)
× PaPb∆Vi j 1
∆V
∫
VA
d3r′δ(r ′ − r j),
(D.9)
where VA is the box in which the particle A is situated. Now the whole expression PaPb∆Vi j/∆V
is interpreted as the probability that an interaction takes place. If there are n test articles within
one box, then there are n(n − 1)/2 possible scattering events. One now chooses randomly only
n/2 collision pairs out of the possible pairs. To conserve the overall reaction rate one has to
rescale the collision probability by the factor
number of possible collisions
number of collisions
=
n(n − 1)/2
n/2
. (D.10)
Finally, we obtain the probability that a chosen collision takes place as
P =
n(n − 1)/2
n/2
PaPb∆Vi j 1
∆V
. (D.11)
This method is faster than the original full-ensemble method, since one can effectively order all
test particles into the cells before one simulates the collision term. Afterwards only such test
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particles need to be correlated/compared which are within one cell. In the limit of ∆V → 0
and N → ∞ this corresponds to a full-ensemble calculation. The only drawback is that one has
to adjust beforehand the parameters ∆V and ∆t such, that P ≤ 1 for all boxes. Therefore, one
has to roughly estimate the mean value of n by the nuclear matter density (n¯ ≈ ρ∆VN) and the
cross section by some meaningful average value. Larger numbers of N lead to better estimates
of n, while low N can lead to huge fluctuations in n. Typical volumes for N ≈ 300-1500 are26
∆V = (0.25-1.0 fm)3.
We have implemented all three algorithms (parallel-, full-, and local-ensemble method)
within our model. The influence on the results is shown, e.g., in section 4.1.1 for the pionic
double-charge exchange in piA scattering.
Appendix D.4.2. Determination of in-medium cross sections
In section 3.3.4 we have discussed the problem that arises when using free vacuum cross
sections for collisions, where the colliding particles are inside the nuclear medium and experience
potentials. There we have given three prescriptions for converting the actual invariant energy,
s∗ = (p∗1 + p
∗
2)
2, into a free value at which the free cross section is read off. We recall, that
p∗1,2 are the kinetic four-momenta of colliding particles. For the calculations with nonrelativistic
potentials, the kinetic and canonical four-momenta are the same, p∗ = p. However, in the RMF-
mode calculations, they differ by the vector field (cf. eq. (138)).
All the existing codes, in particular those for heavy-ion reactions, use a recipe how to achieve
this, but this is never spelled out, nor justified. Since the possible prescriptions used contain some
degree of arbitrariness which may affect the physics result, we discuss this point here in some
more detail.
In order to illustrate the different ways of the calculation of the “free” invariant energy, let us
consider the simple case of a momentum-independent scalar field acting on nucleons. This leads
to
E =
√
m∗N
2 + p2 (D.12)
for the dispersion relation for the nucleon.
As two representative examples, we will discuss NN and γN collisions. The total invariant
in-medium c.m. energy squared is calculated as
s∗ =

(√
m∗N
2 + p2lab + m
∗
N
)2 − p2lab for NN collision,
(plab + m∗N)
2 − p2lab for γN collision .
(D.13)
Applying eq. (189) in the laboratory frame results in
sfree
∣∣∣
lab =

(√
m2N + p
2
lab + mN
)2 − p2lab for NN collision,
(plab + mN)2 − p2lab for γN collision .
(D.14)
Now, if one uses the same relation eq. (189) in the c.m. frame of the colliding particles, one
obtains
√
sfree
∣∣∣
cm =

2
√
q2 + m2N for NN collision,
q +
√
q2 + m2N for γN collision ,
(D.15)
26The default in our code is chosen to be (0.5 fm)3. If events occur with P > 1, then the calculation must be repeated
with a smaller time-step size, ∆t.
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Figure D.69: (Color online) The “free” invariant energy calculated from eq. (189) in the laboratory (cf. eq. (D.14)) and
c.m. (cf. eq. (D.15)) frames as well as from eq. (191) as a function of the laboratory momentum for NN (upper panel) and
γN (lower panel) collisions. The nucleon effective mass is chosen as m∗N = 0.6mN corresponding to the nuclear matter at
the saturation density. See text for details.
where q =
√
s∗/4 − m∗N 2 and q = (s∗−m∗N 2)/2
√
s∗ are the c.m. momenta of the colliding particles
for NN and γN collisions, respectively. Finally, using the relation eq. (191), we obtain
√
sfree
∣∣∣
threshold =

√
s∗ − 2(m∗N − mN) for NN collision,√
s∗ − (m∗N − mN) for γN collision .
(D.16)
Figure D.69 shows the laboratory momentum dependence of
√
sfree calculated by the different
recipes explained above. One sees that the difference between various prescriptions grows with
beam momentum reaching ∼ 20 % at 10 GeV/c.
In the RMF mode, the “free” invariant energy is always calculated by using eq. (191). The
latter respects the in-medium particle production thresholds, as we show below. Let us assume,
for simplicity, that the sum of vector fields is the same for initial and final particles, i.e., V1 +
V2 =
∑N′
i=1′ Vi. Then, the difference of the canonical four-momenta which appears in the energy-
momentum conserving δ-function of eq. (188) can be replaced by the difference of the kinetic
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four-momenta, and, therefore,
dσ∗12→1′2′...N′ ∝ dΦN(p∗1 + p∗2; p∗1′ , p∗2′ , . . . , p∗N′ ) , (D.17)
where we have assumed that the outgoing particles are on their (Dirac) mass shells, p∗2i =
m∗2i , i = 1
′, ...,N′, and the N-body phase-space-volume element is defined according to Ref. [129]
as
dΦN(P; p1, p2, . . . , pN) = δ(4)(P − p1 − p2 − · · · − pN)
× d
3p1
(2pi)32p01
d3p2
(2pi)32p02
· · · d
3pN
(2pi)32p0N
.
(D.18)
The in-medium threshold condition follows immediately from eq. (D.17),
Q∗ > 0, (D.19)
with Q∗ =
√
s∗ −∑N′i=1′ m∗i being the in-medium excess energy and s∗ = (p∗1 + p∗2)2. Defining now
the “free” invariant energy as
√
sfree = Q∗ +
N′∑
i=1′
mi =
√
s∗ −
N′∑
i=1′
(m∗i − mi) (D.20)
leads to the evaluation of the vacuum cross section at the in-medium excess energy, which obvi-
ously respects the true in-medium threshold condition eq. (D.19). Unfortunately, the definition
eq. (D.20) is channel dependent and is hard to apply in practice. In most cases, the final-state
particles are not known until the actual simulation of a given two-body collision is done. Thus,
we further assume that the sum of scalar fields is the same for initial and final particles, i.e.,
S 1 + S 2 =
∑N′
i=1′ S i, which allows us to rewrite eq. (D.20) as
√
sfree =
√
s∗ − (m∗1 − m1) − (m∗2 − m2) . (D.21)
We recall here the definition of the Dirac effective mass according to eq. (139). The expression
(D.21) is used in the RMF-mode calculations. In the present RMF implementation, the conditions
V1 + V2 =
∑N′
i=1′ Vi and S 1 + S 2 =
∑N′
i=1′ S i used in the derivation of eq. (D.21) are fulfilled, since
the coupling constants of all baryons with the meson fields are chosen equal to the nucleon-
meson coupling constants, while the mean-field potentials acting on mesons are neglected. The
only exception is the baryon-antibaryon annihilation into mesons (see section 4.1.3).
Appendix D.4.3. Pauli blocking
The phase-space distribution, fi(r, p), which enters in the Pauli blocking factor, 1− fi(r, p), is
calculated by counting the number of test particles in the phase-space volume element composed
of small spherical volumes ∆Vr with radius rr centered at r in coordinate space and ∆Vp with
radius rp centered at p in momentum space,
fi(r, p) =
∑
j: pj∈∆Vp
1
κ(2piσ2)3/2
∫
∆Vr ,|r−r j |<rc
d3r exp
{
− (r − r j)
2
2σ2
}
, (D.22)
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where
κ =
2 ∆Vr ∆Vp N
(2pi)3
4pi
(2piσ2)3/2
rc∫
0
dr r2 exp
{
− r
2
2σ2
}
(D.23)
is a normalization factor. In eq. (D.22), the sum is taken over all test particles, j, of the type
i = p, n whose momenta belong to the volume ∆Vp. In coordinate space, the test particles are
represented by Gaussians of the width, σ, cut off at the radial distance rc, in a similar way as
done for the folding of the density fields with Gaussians, see Appendix D.1. The default values
of parameters are rp = 80 MeV/c, rr = 1.86 fm, σ = 1 fm, rc = 2.2 fm. This set of parameters
is a compromise between the quality of the Pauli blocking in the ground state and the smallness
of statistical fluctuations in the case of simulations with N ∼ 200 test particles per nucleon.
Typically, this is sufficient in accuracy for modeling heavy-ion collisions at beam energies above
∼ 100 AMeV.
However, for small-amplitude dynamics near the nuclear ground state, like the giant monopole
resonance vibrations studied in Ref. [86], the accuracy provided by eqs. (D.22) and (D.23)
is not sufficient, when the default parameters are used. The main reason is the constant, i.e.,
momentum-independent radius, rp, which introduces a spurious temperature of the order of sev-
eral MeV. To reduce this effect, we have introduced a position- and momentum-dependent radius
of the momentum-space volume ∆Vp by rp(r, |p|) = max[20 MeV/c, pF,i(r)− |p|], which provides
a sharper Fermi surface. This allows us to use the reduced parameters also in coordinate space,
rr = 0.9 − 1.86 fm, σ = 0.5 fm, rc = 1.1 fm.
Appendix D.5. Final-state decisions for hadron-hadron scattering events
The final-state decision is straight forward in the case of resonance production. If there are
two or three particles in the final state, the treatment is more involved. First, in Appendix
D.5.1–Appendix D.5.3, we discuss the treatment in the vacuum. Then the medium corrections
are discussed.
Appendix D.5.1. Resonance production
In the case of resonance production we obtain the final mass of the resonance by eqs. (205)
and (206), which completely fixes the kinematics.
Appendix D.5.2. Two-body final states : X → cd in the vacuum
The general definition of the cross section for 2→ n reactions is given by (see, e.g., [129])
dσa b→ f1, f2, f3,..., fn = dΦn (2pi)
4 Sfinal |Mab→ f1,..., fn |
2
4Iab
, (D.24)
where dΦn denotes the n-particle phase space of the final-state particles,
dΦn = δ(4)
pa + pb − n∑
i=1
p fi
 n∏
i=1
d3pi
(2pi)32Ei
, (D.25)
Sfinal stands for the symmetry factor of the final state, and
Iab =
√
(pa · pb)2 − m2am2b (D.26)
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represents the invariant flux factor of the particles, a and b. In the center-mass (CM) frame this
flux factor reads
Iab = pcm
√
s, (D.27)
with the CM momentum, pCM, of the particles, a and b. It can be shown (see, e.g., [61, cf. es-
pecially Section 4.7] 27), that one can express the cross section for the production of unstable
particles c and d in the final state by
dσab→cd
dµc dµd dΩ
(s) =
1
64pi2 s
pcd
pab
2µcAc(µc, pc(µc,Ω))2µdAd(µd, pd(µd,Ω)) |Mab→cd(s)|2 , (D.28)
with pab and pcd denoting the CM momenta of the a b and the c d-system, respectively. Equa-
tions (B.6) and (B.10) are specializations of this expression. Here, one has to assume that the
matrix element depends on s only. In the vacuum the spectral functions depend on the squares,
µ2 = pνpν, only, while in the medium, in general, they are functions of the four momenta.
We want to use a Monte-Carlo method to choose the final state. In eq. (D.28), we note that the
two-particle final state depends both on the masses of the outgoing particles and their directions
of motion. The Mandelstam variable, s, and pab are determined by the initial state. Thus we
choose the masses, µc and µd, at the same time as we choose the angles, Ω.
The transformed random number, y,
y(µ) = 2 arctan
[
2
µ − M0
Γ0
]
, , dy = dµ
Γ0
(µ − M0)2 +
(
Γ0
2
)2 (D.29)
is distributed according to a Cauchy-Lorentz distribution, which leads to the the function,
dσab→cd
dyc dyd dΩ
(s) ∝ 1
s
pcd
pab
µcAc(µc, pc(µc,Ω))
dyc
dµc
µdAd(µd, pd(µd,Ω))
dyd
dµd
|Mab→cd(s)|2 , (D.30)
smoother than the original function eq. (D.28), which is advantageous for the application of a
rejection method. For yc,d one has to insert the values at the pole position in the vacuum M0c,d and
Γ0c,d of particle c and d.
For the rejection procedure, we choose yc, yd, and Ω according to a flat distribution. The
probability that a random ensemble, (yc, yd,Ω), will be accepted is then given by
Paccept(yc, yd,Ω) =
pcdµcAc(µc, pc(µc,Ω))µdAd(µd, pd(µd,Ω)) dµcdyc
dµd
dyd(
pcdµcAcµdAd dµcdyc
dµd
dyd
)
max
. (D.31)
The maximal value in the denominator is actually hard to find. We parameterize it by(
pcdµcAcµdAd dµcdyc
dµd
dyd
)
max
= Qcd max{pvaccd }. (D.32)
The dimensionless factor, Q, is of the order of 10 and depends on the outgoing particles. It has
to be readjusted if one introduces medium effects.28
27Note that [61] uses a slightly different convention for the spectral function which differs by a factor 2m from the one
used in this work.
28Recently, we started to implement a method of additionally slicing the mass range into smaller regions, where one
optimizes the rejection method. In addition, the maximal values are then precalculated.
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Appendix D.5.3. Three body final states : X → cde in the vacuum
For a three-particle final state one obtains in analogy to eq. (D.28) the complicated structure,
dσab→cde
dµc dµd dµe d|pc| dΩc d|pd | dφd (s) =
1
8 (2pi)5
1
pab
√
s
|pc| |pd |
EcEd
2µcAc(µc, pc)
× 2µdAd(µd, pd)2µeAe(µe, pe) |Mab→cde(s)|2 .
(D.33)
Here, pc,d denote the CM momenta of the particles, c and d. The CM momentum of e is given
by total momentum conservation,
pc + pd + pe = 0. (D.34)
In analogy to the two-particle final state, we apply the variable transformation eq. (D.29) to
eq. (D.33) and obtain
dσab→cde
dyc dyd dye d|pc| dΩc d|pd | dφd (s) ∝
1
pab
√
s
|pc| |pd |
EcEd
µcAc(yc, pc)µdAd(yd, pd)
× µeAe(ye, pe) |Mab→cde(s)|2 dµcdyc
dµd
dyd
dµe
dye
.
(D.35)
Hence, we need to choose yc, yd, ye, |pc|, Ωc, φd, and |pd | independently of each other. The
limits for the yi are given by the smallest and largest possible masses. The absolute values of the
momenta, |pi|, are limited by energy conservation, |pi| < √s. The value of Ωc is determined by
choosing a random cos θ ∈ [−1, 1] and φ ∈ [0, 2pi].
The Monte Carlo probability to accept an event configuration is given by
paccept =
µcµdµe
|pc ||pd |
EcEd
Ac(yc, pc)Ad(yd, pd)Ae(ye, pe) dµcdyc
dµd
dyd
dµe
dye
m
, (D.36)
where the factor m in the denominator is chosen such, that it is larger than the maximum of the
numerator.
Appendix D.5.4. Medium Corrections
In the medium we have more complicated dispersion relations. Therefore also the phase-
space factors differ from the ones used above. Already in [60] possibilities to implement the
right phase-space factors for ∆N and NN scattering have been discussed. Our treatment does not
include such modifications, but preserves the energy in the medium for all collisions. We use the
following algorithm:
1. Evaluate svacuum.
2. Do the final-state decision with vacuum kinematics assuming s = svacuum.
3. Correct the final state by scaling the final-state momenta by a factor, x, in the CM frame.
The last point needs special discussion. In the CM frame, energy and momentum conservation
in step 2 result in a solution for the momenta pi, which obeys
∑
i
√(
pCMi
)2
+ (mi)2 =
√
svacuum ,
∑
i
pCMi = 0. (D.37)
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Now we want to define the four momenta, qi, in the medium. Momentum and energy conserva-
tion demand ∑
i
q0i (qi) =
√
s ,
∑
i
qi = 0. (D.38)
The zeroth components of qi are, due to the potentials, highly non-trivial functions of the vector
components, qi. Hence we use the following recipe: Using the vacuum result for pi we choose
∀i : qi = xpi, (D.39)
where the scaling factor, x, is fixed by eq. (D.38). Since all momenta are scaled by the same
factor, momentum conservation is fulfilled trivially.
Appendix D.6. Coding
The numerical implementation of the GiBUU model is based on Fortran2003 using mod-
ern programming paradigms and a version control management (Subversion). See the GiBUU
website [23] and Section 3.1 and Appendix C in the dissertation of O. Buss [55] for detailed in-
formation on the current code structure and its programming history. The code runs and has been
tested with numerous compilers on different platforms, details are given on our website [23]. At
this website, one also finds information about program options and a documentation of the pa-
rameters. The GiBUU code is open source under the GPL license [441] and can be downloaded
after registration [23].
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