Background: One out of every four medication errors reported in the United States is a
Introduction
). [1] [2] [3] [4] [5] Various organizations strive to prevent confusing new names from reaching the marketplace. Proposed names are subjected to pre-approval screening by the pharmaceutical manufacturers, the International Nonproprietary Name (INN) Committee of the World Health Organization, the United States Adopted Names (USAN) Council, the U. S. Pharmacopeia, Inc. (USP), the U. S. Patent and Trademark Office (USPTO), and the U.S. Food and Drug Administration (FDA). [6] [7] [8] [9] [10] [11] Despite these efforts, new names that are similar to existing names continue to be approved, and name-confusion errors continue to occur.
Failures in the name review process occur in part because reviewing organizations have different goals. For example, drug companies want trademarks that will facilitate recognition and recall, distinguish products from the competition, and generate brand loyalty. 8 INN and USAN want nonproprietary names that are reasonably free from confusing similarities while remaining useful to health professionals. USAN accomplishes this by using a standard set of stems (e.g., -ac for anti-inflammatory agents such as bromfenac, -mab for monoclonal antibodies such as abciximab). 12 The USP wants established names that are consistent with existing compendial nomenclature. 8 The USPTO wants to prevent new trademarks from harming the commercial interests of firms holding existing marks. 8, 13 The FDA wants to minimize threats to patient safety that may result from use of a confusing name. Unlike USAN, INN, and USPTO reviews, FDA reviews consider indication, dosage form, and dosing schedule (much of this information is not even available when USAN designations are granted). 8 Thus, name review processes are motivated by multiple, competing goals, and decisions are based on multiple, conflicting criteria.
Current pre-approval screening methods are also hindered by the lack of a systematic procedure for integrating computerized searching and expert human review.
Drug manufacturers routinely conduct computerized screening of proposed names, but regulatory agencies do not require results of these computer searches to be submitted as part of the evaluation process. 7, 8, 10, 11, 14, 15 Instead, expert panels rely on subjective judgments about the acceptability of new names. 8 Although naming agencies have established guidelines for the acceptability of proposed names, these guidelines are vague and subject to varying interpretation. 7, 8, 16 The lack of objective criteria is compounded by the enormity of the review task. With roughly half a million pharmaceutical trademarks registered in the major industrialized countries alone, unaided experts could never consider the full range of possibly conflicting names. As a result of these and other deficiencies in the name review and approval process, confusing names continue to slip through the cracks. Furthermore, society lacks any effective procedure for modifying the drug name once it has been determined that nomenclature contributes significantly to medication errors.
An improved system for evaluating the acceptability of new drug names would integrate expert judgment and computerized name searching in a systematic and scientifically valid manner. Such a process would let computers do what they do bestrecall information from large databases quickly, precisely, and comprehensively. At the same time, human experts would be empowered to do what they do best-make abstract judgements about complex patterns and real-time practice factors (e.g., poor handwriting, abbreviations, storage of drug products on shelves or crash carts, stress, fatigue, distractions).
The envisioned review system would rely on validated, objective measures of lexical (i.e., word-to-word) similarity. Many such measures exist already. In fact, techniques for computerized searching of trademark databases are well-developed and routinely used by trademark attorneys. 14, [17] [18] [19] One problem with commercial search algorithms is that they are kept as trade secrets. They have not been described in peerreviewed publications nor has their performance been adequately assessed. Fortunately, the computer science literature describes standard methods for computing orthographic (i.e., spelling) similarity between words. [20] [21] [22] In addition, phonetic (i.e., sound-based) methods continue to be developed as tools for searching databases of proper names. 19, 23, 24 If these methods could be validated and systematically combined with evaluation by human experts, then the probability of allowing a confusing new drug name to reach the marketplace might be reduced.
Initial work on the development and evaluation of a computerized name searching system has previously been published. 25 In that case-control study, three different measures were used to calculate orthographic (i.e., spelling) similarity scores for drug pairs, and it was shown that orthographic similarity was a significant risk factor for errors associated with name-confusion. A prognostic test based on orthographic similarity was able to distinguish between cases and controls with 94% accuracy (when accuracy was measured by resubstitution).
The goal of the present study was to identify and validate objective measures of lexical similarity that could serve as the basis for a computerized drug name searching system. The objective was to evaluate several measures of drug name confusion, alone and in combination, with respect to their ability to distinguish between errors (i.e., pairs of names reported to have been confused) and matched controls. This study expanded on the previous work by evaluating additional measures of orthographic similarity, adding phonetic (i.e., sound) similarity measurements to the model, assessing dose-response relationships, building multivariate models, and using more sophisticated techniques (i.e., cross-validation) to assess predictive accuracy. We expected that cross-validation would yield more conservative estimates of predictive accuracy than those made by resubstitution. We also expected a multivariate model including orthographic and phonetic measures would perform better than univariate, orthographic models.
METHODS

Design
The study used a case-control design to examine the relationship between similarity and the probability of drug name confusion errors.
Data
In the following analyses, the pair of names was the unit of analysis. Cases (N = 1127 pairs) were drawn from published reports of look-alike/sound-alike medication errors. 2, 3, [26] [27] [28] The cases included those used in an earlier investigation, with 158 new cases added from additional published sources. 25 Controls were selected by a two-step and two-tailed alpha set to 0.05, t-tests had greater than 99% power to detect small effects. Correlational analyses had greater than 90% power to detect small effects. 30 Assuming a 1% exposure rate among controls, tests of association had greater than 90%
power to detect an odds-ratio greater than or equal to 3. 31
Measures
Twenty-two different measures of lexical (i.e., word-to-word) similarity were evaluated. These measures were grouped into three categories: orthographic similarity, orthographic distance, and phonetic distance.
Orthographic Similarity
The term orthographic refers to the spelling of a word; phonetic refers to the sound pattern of a word. 
where A was the number of bigrams in the first word, B the number of bigrams in the second word, and C the number of bigrams that occur in both words. Acthar ® and Acular ® share two bigrams: {ac, ar}. Hence, the bigram similarity between Acthar ® and Acular ® is 2*2/(5+5) = 0.4.
To increase sensitivity to the beginnings and endings of words, spaces were added before and after each word in some methods. Thus, the bigram-1b1a method used twoletter subsequences and added one space before and after each word. Eleven of the twenty-two measures used some variant of the n-gram method. Also in this category was a measure called longest common subsequence (LCS). The LCS between two character strings is "a subsequence common to both having maximal length, i.e., it is at least as long as any other common subsequence of the strings." 20 The length of the LCS was used as the numerical similarity measure here. Thus, the LCS between Acthar ® and Acular ® is "acar", a sequence of length 4. Note that the letters in the common subsequence need not be adjacent in the original sequences. 20
Orthographic Distance
The second category, orthographic distance, was comprised of edit distance measures (previously called Levenshtein distance). 25 Edit distance refers to the number of edits (i.e., insertions, deletions, or substitutions) required to transform one word into another. 20, 25 To transform Ambien ® into Amen ® , one must delete the b and the i, so the edit distance between Ambien ® and Amen ® equals 2. In addition to raw edit distance, this category also included a normalized edit distance, in which case raw edit distance was divided by the maximum possible edit distance between two given words (i.e., the length of the longer of the two words). Thus the normalized edit distance between Ambien ® and Amen ® is 2/6=0.33.
Phonetic Distance
The third category, phonetic distance, included hybrid measures that combined edit distance with various phonetic transcription methods. Phonetic transcription methods transform the orthographic representation of a word into a representation that is designed to capture regularities in the sound pattern of English. The phonetic transformation methods included soundex, phonix, editex, tapered edit distance, omission key and skeleton key. 23, [33] [34] [35] Space limits prevent describing each of these measures in detail.
(Interested readers should consult the references given above or write the author for detailed descriptions.) A couple of examples illustrate the general approach. In the soundex system, letters are recoded as numbers according to the scheme outlined in Figure 1 . 36
The soundex system leaves the first letter alone, recodes all subsequent letters, and deletes all 0 codes (i.e., vowels, h's and w's). Transformed strings are then truncated to a length of 4 symbols. Thus, the soundex codes for clonidine and clonopin would be c4535 and c4515 respectively. Once a pair of words had undergone phonetic transformation, raw edit distance was used to calculate the distance between them. 23, 33 Editex is a variant on soundex, using slightly different letter groups. The editex letter groups are given in Figure 2 . 36 With editex, edit distance was computed as usual, but the cost of a letter substitution depended on the letter groups. If two letters were the same, the cost was 0. If two letters were in the same editex letter group, the cost was 1. Otherwise, the cost of an insertion, deletion, or substitution was 2.
A tapered edit distance, which computed the cost of each edit as a function of the position in the string (with higher costs given to edits near the start of the string), was the final measure in this category. 23 
Analysis Plan
Descriptive statistics were computed for all twenty-two measures. Differences in mean similarity scores were examined by the t-test and the Mann-Whitney U test.
Correlations between the measures were examined. Next, we estimated the sensitivity, specificity, overall accuracy, best cutoff value, and odds ratio for each individual measure using 10-fold cross-validation. [37] [38] [39] On each fold of cross-validation, 90% of the data was used as a training set. A locally optimal cutoff point was chosen by evaluating 100 different cutoff points evenly spaced across the range of the given measure and then selecting the point that most accurately discriminated between cases and controls in the training set. That cutoff point was then tested on the remaining 10% of the data. This process was repeated 10 times. The ten test sets were non-overlapping.
One orthographic similarity measure, one orthographic distance measure, and one phonetic distance measure were then selected for further analysis. For each of these measures, we examined the relationship between similarity and the odds of confusion.
Similarity scores were broken into six exposure levels, and the odds ratio as a function of exposure level was examined. The resulting relationships were tested for the presence of a significant trend. 31 In constructing a multivariate model, we pursued a two-part strategy. Part I was based on the manual selection of a small set of individual variables. First, we built separate single-predictor logistic regression models using the most accurate orthographic similarity, orthographic distance, and phonetic similarity measures. We then formed a multiple logistic regression model of confusion probability using these same three measures as predictors. 40 The predictive accuracy of the model was evaluated by 10-fold cross-validation. On each fold of cross-validation, a logistic regression model was formed using 90% of the cases and controls. Each model was then tested on the remaining 10% of the data. The process was repeated 10 times using non-overlapping test data. Positive and negative predictive value were plotted as a function of prior probability of error. 38 Part II of our multivariate modeling strategy began with data reduction. First we performed principal components analysis on the covariance matrix of the 22 measures. A small number of principal components were selected, and a multivariate model was formed using the component scores as predictors. Accuracy was again evaluated by 10-fold cross-validation. On each fold of the cross-validation, components were extracted, and a logistic regression model was formed on the resulting component scores. Table 1 displays descriptive statistics for cases and controls for each of the measures. Mean differences between cases and controls were large and statistically reliable according to the t-test (p < .000). Concerns about the skewed distribution of similarity scores (especially for cases) led us to examine differences with non-parametric tests also. Differences remained significant in a Mann-Whitney U test and in a chi-square goodness-of-fit test comparing ten-bin histograms (p < .000, details not shown). The 22 measures were highly interrelated. Correlations ranged in absolute value from 0.13 to 0.98, with most having an absolute value greater than 0.80. All correlations were significant at the .0001 level. Table 1 about here. Table 2 shows means and 95% confidence intervals for sensitivity, specificity, overall accuracy, cutoff values, and odds ratios for each of the individual measures tested. Table 2 about here.
Results
-----------------------
Dose-response data are in Table 3 . For this analysis, we selected the most accurate measure of each type. (By 'most accurate', we mean those with the highest sample means, ignoring for the moment that several measures had overlapping 95% confidence intervals.) Trigram-2b was the most accurate orthographic similarity measure. Normalized edit distance was the most accurate orthographic distance measure, and editex was the most accurate phonetic distance measure (see Table 2 ). For each measure, we divided the scores into 6 ranges, computed the odds and odds ratios, and tested for the significance of a trend in odds ratios. The midpoint of each range was used as a cutoff point in these analyses. 31 As Table 3 indicates, there was an increasing trend in the odds ratios for each measure. Compared to names with similarity scores at the lowest levels (or greatest distances), pairs of names with the highest similarities (shortest distances) were thousands of times more likely to be errors. Table 3 about here.
Multivariate Model I
We formed three single-predictor logistic regression models of error probability using trigram-2b, normalized edit distance, and editex respectively. 40 Model parameters are given in Table 4 . Next, we formed a logistic regression model including all three predictors. The estimated parameters to that model are in Table 5 . Using resubstitution, the model had 93.6% sensitivity, 96.1% specificity and 94.9% overall accuracy. Table 6 shows the results of 10-fold cross-validation for the three-predictor model. The model had cross-validated sensitivity of 93.7%, specificity of 95.9%, and accuracy of 94.8%. Performance of this three-variable model was statistically equivalent to that of a univariate model based on trigram with two spaces before the word, but better than all other univariate models. The positive and negative predictive values for this model are given in Figure 3 for prior probabilities from 0-1. The relevant prior probabilities for name confusion errors are almost certainly below 0.1. Figure 3 about here.
---------------------------Tables 4-6 about here. ------------------------------------------------------
---------------------------
Multivariate Model II
Two potential problems confronted Part I of the modeling strategy. First, the 95% confidence intervals for the univariate measures overlapped, so it was not possible to uniquely identify the most accurate measures. Second, the measures were highly intercorrelated. We reasoned that data reduction by principal components analysis would identify the main dimensions of variation in our measures. Scores on these dimensions could then be used as predictors in another model. Principal components analysis yielded two components that combined to account for 89.74% of the variance in similarity scores.
(The details of these analyses are not shown, but they are available from the author upon request.) Based on the component coefficients, one component tapped similarity and the other distance. A logistic regression model was formed using scores from these two components as predictors. On the entire data set, the model had 93.70% sensitivity, 95.03% specificity, and 94.37% accuracy. By ten-fold cross-validation the model had mean sensitivity of 93.48% (SD = .03), mean specificity of 94.96% (SD = .03), and mean accuracy of 94.13% (95% CI: 93.51% to 94.74%). The differences between the multivariate model I, model II and the best univariate models were within the range of sampling error.
Limitations
These results should be interpreted in light of the following limitations. First, cases were drawn from voluntary reports, and their validity is compromised by weaknesses inherent in voluntary reporting systems (e.g., selection biases, underreporting, reporting of near misses vs. actual errors). 41 No concept of error frequency or severity was included. Moreover, this paper ignored much of the complexity of oral communication. When drug names are spoken, differences in regional dialects, personal diction traits, job pressure, non-standard pronunciations, etc. can also influence error rates associated with nomenclature. Beyond the name, this study ignored other drug product characteristics that may contribute to confusion errors. 42 That is, the measures presented above predicted confusion between drug names. A drug product, however, is more than just a name. To the extent that other characteristics (i.e., dose, dosage form, etc.) contribute to drug confusion errors, the current measures are incomplete.
Discussion
Summary of Findings
Some pairs of drug names are more likely to be involved in errors than others. 25 This analysis demonstrated that automated measures of orthographic and phonetic similarity can be used to distinguish between known error pairs and controls drawn from the same population of names. Specifically, we have shown (a) that errors and controls are distributed differently with respect to measures of similarity and distance, (b) that individual measures of similarity or distance can form the basis of sensitive and specific prognostic tests of error potential, (c) that the odds of being involved in a name-confusion error increase as similarity increases (distance decreases), and (d) that a multivariate model is no more accurate than the best univariate model.
Improvements on Prior Work
This investigation sought to build upon an earlier study. 25 Previous research examined only three measures of orthographic similarity. 20, 21, 23 However, research in psycholinguistics indicated that phonological (i.e., sound) similarity played a role in lexical confusions in addition to that played by orthographic similarity. [43] [44] [45] [46] The present study evaluated 22 distinct similarity measures, some orthographic, some phonetic. The previous study assessed predictive accuracy by resubstitution, but resubstitution tends to overestimate the accuracy of a model. 37, 39, [47] [48] [49] The present study used 10-fold crossvalidation to reduce optimistic bias. Whereas the original study only examined univariate models, the present investigation incorporated both univariate and multivariate models.
Finally, the earlier effort did not draw cases and controls from the same population of names, and it provided no information about dose-response relationships. The present investigation addressed both of these problems.
Error Prevention Strategy and Policy
This work suggests strategies for error prevention. For example, one could provide a list of confusing name pairs to vendors of drug order-entry systems. These pairs could be integrated into software warning systems so that when a potentially confusing name is entered by a doctor, nurse, or pharmacist, a warning would appear cautioning the professional to double-check that the correct drug was being identified. 50 This approach would seem to be most powerful for dealing with confusing drug names that are already on the market. A more efficient strategy would be to use the predictors described above to screen proposed drug names against a standard database of existing drug names. (A reference-standard database of names does not currently exist, but one could be developed through cooperative efforts of the INN, USAN, USP, FDA, commercial trademark search firms, and the drug industry.) The output of such a screening process would feature a list of existing names, ranked in order of similarity to the proposed name.
One problem with the methods demonstrated here is that they may not be accurate enough to serve as the sole basis for judgments about confusion potential. For example, the multivariate model we tested had sensitivity of 93.7% and specificity of 95.9%. This translates to a false negative rate of 6.3% and a false positive rate of 4.1%. Concretely, when screening a new name against a database of existing names, our best model will miss roughly 1 out of every 16 truly confusing names, and 1 out of every 24 names our model identifies as confusing will prove not to be. These error rates may be acceptable when computer screening is one part of a multi-step process that includes evaluation by human experts, but they seem too high to justify using the computerized methods as the sole basis for regulatory decisions. Moreover, the three-variable model had poor positive predictive value at the relevant prior probabilities, meaning that additional screening of names returned by our search methods would be required in order to maximize the practical usefulness of the model's predictions.
Efforts are underway to reduce these error rates, but research in information retrieval confirms that there will always be a tradeoff between recall (sensitivity) and precision (specificity). 51 Consequently, we propose that USP, USAN, FDA, the USPTO and other name-review bodies begin using objective measures, such as those developed above, to screen proposed drug names. The list of names retrieved by the initial screening would be supplied as input to an expert review process that would judge error potential by examining practice factors and drug product characteristics other than the nomenclature. The European counterpart to the FDA, the EMEA, has already taken a step in this direction by issuing a draft guidance paper on trademarks that requires new names to differ from existing names by at least three letters. 53 This overly simplistic criterion would not receive our endorsement as it is currently expressed, but it does represent an useful attempt to apply objective standards to the name approval process.
Conclusion
Similarity increases the risk of drug name confusion errors. Sensitive and specific tests of confusion potential can be formed using objective measures of similarity.
Organizations that approve drug names should consider using such prognostic indicators to screen proposed names against databases of existing names. Experts, who would make the final determination about the acceptability of new drug names, could then review potentially confusing names in light of other factors that may affect the 'real world' potential for confusion. The quality of the drug name approval process, and the lookalike/sound-alike error rate, ought to improve as a result. Editex letter groups Note: LCS = Longest common subsequence. NED = Normalized edit distance. TED = Tapered edit distance. Table 2 Average performance of similarity and distance measures in case-control analyses of name-confusion errors (N = 1127 cases, N = 1127 controls) based on 10-fold cross-validation. Average performance of similarity and distance measures in case-control analyses of name-confusion errors (N = 1127 cases, N = 1127 controls) based on 10-fold cross-validation.
Note. On each fold of cross-validation, a locally optimal cutoff point was chosen by evaluating 100 different cutoff points evenly spaced across the range of the given measure and picking the one that performed best in resubstitution accuracy. Ninety percent of the N = 2254 pairs of cases and controls were used to select the cutoff point for each fold. Each cutoff point was then tested on the remaining 10% of the data. This process was repeated 10 times. The table reports mean results from ten trials. The ten test sets were non-overlapping. Cutoff point is the mean of the 10 locally optimal cutoff points. Odds ratio is the mean of the odds ratios at ten locally optimal cutoff points. Trigram-2b = trigram with two spaces added before the word, Trigram-1a = trigram with one space added after the word, etc. NED = normalized edit distance. Measures are sorted in decreasing order of accuracy. Chi-square for trend = 970.09, p < 0.000 Note: Results displayed in increasing order of similarity, decreasing order of distance. Normalized edit distance and editex are distance measures; odds increase as distance decreases. Trigram-2b = trigram with two spaces added before the word. Table 4 Single-predictor logistic regression models for predicting probability of name-confusion 
