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Chapter 1
Introduction
The interaction of light and matter is one of the most historically rich ﬁelds of
atomic physics. In the beginning of the last century Albert Einstein discovered
and described the photoelectric eﬀect [1] by studying the emission of electrons
produced by photons interacting with matter. Only twenty years later Pierre
Auger observed the emission of more than one electron under the inﬂuence of
light with a characteristic behavior dependent on the material which is known as
the Auger eﬀect [2]. In one century of investigation of the interaction of light
with matter there are still open questions that give rise to further investigations
like the ones in this thesis.
In the mid-1940’s synchrotron radiation became the light source for investiga-
tions into these interactions due to good tunability in the desired wavelength
range [3, 4]. Even nowadays next generation of synchrotrons are existing and
deliver most of the experimental results regarding these ﬁelds of atomic physics.
Nearly at the same time synchrotron sources became available for a large user
community, the independent development of the laser began. In 1960 Theodore
Maiman and Nikolai Basov built the ﬁrst working ruby-laser and from this point
the rapid development of pulsed laser sources of ever shorter pulse durations be-
gan. Figure 1.1 shows the development of the laser pulse duration over the years,
starting with the ruby-laser in 1960 denoting the milestones in laser development.
Only twenty years ago in 1985 Mourou et al. proposed and demonstrated the
technique of Chirped Pulse Ampliﬁcation (CPA) [5]. With this technique the
intensity of a laser pulse could be increased by orders of magnitude overcoming
the damage threshold problem of gain media.
In 1991 Sibbet et al. demonstrated the principle of Kerr-Lens Modelocking2 Chapter 1 Introduction
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Figure 1.1: Development of the pulse duration over the last 50 years from [6] and updated.
(KLM) leading to ever shorter pulses and in combination with the technique of
Chirped Pulse Ampliﬁcation (CPA) to high energetic pulses. From the beginning
of the new century these ultra-short pulse sources have been used to produce
pulses in the soft x-ray range (XUV) as multiple harmonics of the fundamental
laser radiation and opened up the door for attosecond physics [7, 8, 9, 10, 11, 12].
Figure 1.2 compares the new High Harmonic sources with some synchrotron
facilities and the Free-Electron-Laser FLASH currently under development at
DESY in Hamburg. The pulses produced by High Harmonic sources are much
shorter, therefore the peak Brilliance of these sources is comparable. Since the
generated harmonics are produced in the XUV range these sources can serve
for the same experiments as synchrotron sources do. The main diﬀerence is
based on the fact that an XUV pulse from an ultra-short laser driven High
Harmonic source is in the attosecond regime and therefore much shorter
than the typical duration of a synchrotron pulse. For this reason it became
possible in recent years to perform comparable experiments that were carried
out in the energy domain with synchrotron radiation in the time domain using
High Harmonic sources to observe dynamics in atomic rearrangement in real time.
In the framework of this thesis a new setup for attosecond time-resolvedChapter 1 Introduction 3
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Figure 1.2: Peak brilliance of various short pulse x-ray sources (harmonics x-ray laser, laser-
produced plasmas, synchrotrons) compared to the FLASH Facility in Hamburg [13]
measurements has been built and observation of ionization dynamics in rare gas
atoms have been made. This new technique presented in this thesis is entitled
Ionization Chronoscopy and gives further evidence that time-resolved experi-
ments in the attosecond regime will become a powerful tool for investigations in
atomic physics.
In the ﬁrst part of this thesis a general outline of the interaction of strong
laser ﬁelds with matter will be given followed by the description of inner-shell
processes in atoms with respect to the atomic systems under observation in
these experiments.
When discussing attosecond time-resolved studies of ionization dynamics it
becomes necessary to explain the principles of few-cycle laser pulse generation,
carrier envelope phase stabilization and High Harmonic Generation (HHG) as
the fundamental concepts to the generation and application of pump-probe
experiments with isolated attosecond pulses, which is covered in the second
half of this section. According to studies in the time domain the principle of
pump-probe experiments is the key technique to perform these studies. It will
be covered theoretically and with respect to the experimental part of the thesis.4 Chapter 1 Introduction
Since a major part of was the development and setup of a new attosecond
experimental system, the second part will describe the realized concepts under
the focus of design restrictions deﬁned in the beginning of the development.
Essentially data acquisition and computer controlled measurements in closed
loop arrangements are a very important part of this work concerning the
necessity of adjustment of all optical parts in vacuum and partly on a sub-
micrometer scale. Furthermore, monitoring and diagnostics are important for the
proper establishment of identical experimental situations in day-to-day operation.
In the third part the experimental apparatus will be characterized by means of
focus sizes, divergence and size of the harmonic beam. The resolution of the
detector used in the current experiments will be demonstrated. Comparison will
be made with respect to synchrotron measurements leading to the main part of
this thesis regarding pump-probe measurements of ionization dynamics in rare
gas atoms.
Time-resolved measurements of neon, krypton and xenon will be presented
and discussed regarding strong ﬁeld tunnel ionization and inner-shell decays
to show the main diﬀerences of these experiments with respect to comparable
measurements in the energy domain and the theoretical basis discussed in the
ﬁrst part.
In conclusion, the achieved result will be summarized and future prospects for
applications of attosecond pump probe experiments will be given.5
Chapter 2
Theoretical Background
Attosecond time-resolved measurements of ionization processes in excited atomic
states with a strong ﬁeld few-cycle laser pulse are related to several diﬀerent
ﬁelds of physics regarding the interaction of atoms with strong laser ﬁelds: inner-
shell excitation and ionization with the related inner atomic relaxation processes,
concepts and techniques of few-cycle laser pulse generation and the principles
of pump-probe measurements that will be covered in this theoretical introduction.
The theories of the interaction of light with atoms cover a wide range of
processes on its own. The most important to this speciﬁc work are the principles
of High Harmonic Generation (HHG) and strong ﬁeld ionization on one side and
inner-shell processes induced by the interaction of the atom with an ultrashort
XUV pulse ionizing a core electron on the other side. Furthermore, the decay of
the inner-shell vacancy created by the XUV pulse can cause secondary processes
like Auger decay, electron shake-up/shake-oﬀ and further excitation of bound
electrons in the remaining atomic ion, which becomes of importance with
respect to the experiments that are discussed in chapter 5.
Since the recent developments in the ﬁeld of attosecond physics begin to
utilize the techniques developed during the last years, the interest in inner-shell
processes increases again due to the fact, that the energy of the incident XUV
photons is comparable to the photon energies used in synchrotron experiments
studying inner-shell processes in the energy domain. As will be shown throughout
this thesis, under certain experimental conditions attosecond time-resolved
studies are a unique tool to measure time constants of sequential decay channels
in atoms that are not directly accessible in the energy domain. Moreover the
intensity-dependent ionization yield of dedicated levels becomes observable by
means of tunnel ionization intensities.6 Chapter 2 Theoretical Background
Even though the development of new laser sources with pulse durations
approaching the single-cycle limit and increasing intensities [14, 15, 16] are of
main interest. These sources are utilized to generate ultra broadband isolated
single attosecond pulses [17] down to the few-cycle regime. Also new techniques
for the generation of isolated attosecond pulses are under development [18]
striving for the establishment of attosecond physics.
In this chapter the basic theoretical descriptions of ionization in strong ﬁelds will
be covered as well as inner-shell processes in atoms in relation to the lifetimes
of the atomic states involved.
To become familiar with the experimental concepts the generation of few-cycle
laser pulses and single isolated attosecond pulses by use of the principles of HHG
will be discussed.
Connecting all the described theories and techniques ﬁnally lead to the main
principle of time-resolved pump-probe measurements which is explained with
respect to the attosecond time scale in chapter 5.
2.1 Interaction of atoms with strong laser ﬁelds
In discussing the electronic dynamics of an atom exposed to a strong laser
ﬁeld, it becomes necessary to deﬁne what is really meant by a strong ﬁeld with
respect to the Coulomb potential. For demonstrative purposes let us use the
hydrogen atom.
The strength of the Coulomb potential experienced by an electron in the ﬁrst
Bohr orbit of atomic hydrogen is given by
Ea =
e
(4πε0)a2
0
= 5.14221 × 10
9V/cm (2.1)
Furthermore, the relation between intensity and ﬁeld strength of the laser electric
ﬁeld is given by
I =
1
2
ε0cE
2 (2.2)
If I is expressed in W cm−2 and E in V cm−1 Eq. (2.2) can be written more
simply as2.1.1 The Keldysh Approach 7
I = 1.33 × 10
−3E
2 (2.3)
E = 27.4
√
I (2.4)
Using Eq. (2.1) the ﬁeld intensity corresponds to 3.51 × 1016 W cm−2 which
is an intensity that can easily be achieved. Even for moderate intensities of
about 1015 W cm−2, which are easily achievable with laser sources commercially
available today, the ﬁeld strength is about 30% of the Coulomb ﬁeld.
If the ﬁeld strength is found to be in this regime the description of the interaction
in terms of perturbation theory is not valid anymore because the perturbation
of the Coulomb potential cannot be treated as weak (see 2.1.3). A strong and
time varying potential applied to an atom competes with the Coulomb binding
potential. Thus the dynamics of the ionization process of a bound electron
inside the potential is strongly determined by the instantaneous strength of the
applied electric ﬁeld. For these intensities Tunnel Ionization (TI) and Over the
Barrier Ionization (OTBI) are the dominating processes that cause an atom to
ionize. Especially for the case of Carrier Envelope Phase (CEP) stabilized few-
cycle pulses this becomes of major importance (see 2.5). The process of High
Harmonic Generation (HHG) is the key process for generation of attosecond
XUV pulses and is related to the propagation of a free electron in a strong linear
polarized electromagnetic ﬁeld which will be discussed in 2.1.5. Regarding ﬁeld
strength much weaker than this, the interaction of an atom with the laser ﬁeld
can be treated in terms of perturbation theory and processes like Multi Photon
Ionization (MPI) or Above-Threshold Ionization (ATI) can be explained.
2.1.1 The Keldysh Approach
Assuming the interaction of an atom with a time varying electric ﬁeld, the
instantaneous ﬁeld strength changes by order of magnitude within a half cycle
of the period T. In relation to the main aim of this thesis to resolve ionization
dynamics on an attosecond time scale, it is necessary to determine the nature
of the ionization process with respect to the ﬁeld strength.
One of the most important approaches was published in 1965 by L. V. Keldysh
[19]. Keldysh derived a model to determine the ionization probability of an
atom in the ﬁeld of a strong electromagnetic wave that connects continuously
the two limiting cases of MPI and OTBI . Furthermore, the eﬀect of resonant
excitation of an atom is included which explains the increase of the ionization8 Chapter 2 Theoretical Background
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Figure 2.1: Schematic diagram showing the three possible mechanisms for ionization [20].
The probability of the process depends on the intensity I
cross-section by orders of magnitude in the vicinity of a resonance.
Figure 2.1 shows the three cases mentioned above. For low laser intensities
I < 1014 W cm−2 the ionization is dominated by the multiphoton ionization
process. Via intermediate states the electron wave packet is lifted to the
continuum (vertical channel [21]).
For higher intensities the Coulomb potential starts to be perturbed by the
electric ﬁeld and TI starts to dominate. The Coulomb potential is suppressed
so strongly that it becomes probable for the electron wave packet to appear in
the continuum by tunneling through the barrier (horizontal channel). For even
higher intensities the Coulomb barrier is suppressed completely and the wave
packet can evolve in the continuum directly.
Once the electron is free it experiences a quiver motion by the laser electric ﬁeld.
This energy is called the ponderomotive energy Up given by
Up[eV] =
e2E2
0
4mω2
L
= 9.33 × 10
14 I[W/cm2]λ
2[ m] (2.5)
where m is the mass of the electron, e the charge and E0 the ﬁeld strength.
The beneﬁt of the Keldysh approximation is to derive the nature of ionization
processes in a quasi-static model. The two boundaries are deﬁned by the
interaction of the atom with a weak high frequency ﬁeld in the case of MPI and
a very strong, low frequency ﬁeld in the case of TI or OTBI . The transition
from multiphoton to tunneling regime is determined by the Keldysh adiabatic
parameter γ that will be expressed below.2.1.1 The Keldysh Approach 9
For simplicity Keldysh assumes a classical particle with binding energy Ip. Re-
garding the tunneling case in Fig. 2.1, once the Coulomb potential is suppressed
suﬃciently that the electron has a certain probability to tunnel out of the atom,
it will need a certain time to penetrate through the barrier with a thickness l
determined by the binding energy and the applied ﬁeld strength
l =
Ip
eE0
(2.6)
Thus a tunneling time1 τ for the particle penetrating through a triangular barrier
created by a constant electric ﬁeld can be associated with
τ =
p
2mIp
eE0
(2.7)
Multiplying Eq. (2.7) with the frequency of the laser ﬁeld ωL we obtain the
deﬁnition of the Keldysh adiabatic parameter γ as the ratio of the laser and
tunneling frequencies to be
γ = τωL = ωL
p
2mIp
eE′
(2.8)
=
r
IP
2UP
The Keldysh parameter γ distinguishes between the ionization processes in the
limiting cases γ ≫ 1 for multi photon ionization (MPI) and γ ≪ 1 for tunneling
ionization (TI).
Looking at Eq. (2.7) again we see that the value of τ is determined by the
frequency of the laser ﬁeld. Regarding high frequencies for the applied ﬁeld
there should appear a frequency dependent tunneling probability. Moreover,
assuming a time varying ponderomotive potential Up(t), Eq. (2.9) deﬁnes a
time varying relation for either the MPI or TI regime to dominate the ionization
process. At this point it needs to be emphasized that the γ parameter should
be interpreted in terms of the dominance of one process in respect to the other
[21]. With regard to the Strong Field Approximation (SFA) covered by the
works of Faisal [24] and Reiss [25] the interpretation could be misleading in that
for γ > 1 everything is purely MPI . This is not the case because SFA excludes
1the deﬁnition of an appropriate tunneling time is one of the most aﬀected problems in
theory. The classical treatment as a particle is one of the commonly used deﬁnitions to
avoid a formulation in the wave packet picture and is suitable for most of the problems under
investigation. For a more detailed review on the discussions and models see [22, 23]10 Chapter 2 Theoretical Background
the possibility that an electron absorbs energy while moving under the barrier.
For this reason most interpretations of ATI rely on interpretations in terms of
MPI with a virtually modiﬁed binding potential, as will be discussed in 2.1.3.
Finally the Keldysh interpretation allows calculation of ionization probabilities of
atomic bound states in strong laser ﬁelds including excitations and resonances
and even the dependence on the time evolution of the laser ﬁeld in the
Quasi-Static-Approximation (QSA), taking ultrashort pulses in the few-cycle
regime into account.
The ionization probability is given by
WK =
√
6π
4
Ip
~
s
1 −
eE0~
m1/2I
3/2
p
× exp
"
−
4
3
√
2mI
3/2
p
e~E0
µ
1 −
mω2 Ip
5e2E2
0
¶#
(2.9)
The most obvious limitation of the Keldysh approximation is given by the fact
that Keldysh makes a low-frequency approximation for the applied electric ﬁeld.
Furthermore, the ﬁnal state of the electron is a free electron oscillating in the laser
ﬁeld, which is known as a ﬁnal nonperturbative Volkov state. The developments
in SFA and even recent improvements of the original Keldysh theory tend to
resolve a fully quantum mechanical treatment of the problem to overcome these
limitations2. Generally, the Keldysh approach does not include any kind of species
dependence in the ionization rate calculation.
2.1.2 ADK Theory
Twenty years after Keldysh published his work on ionization in the ﬁeld of a
strong electromagnetic wave Ammosov, Delone and Kra˘ inov developed a theory
(ADK) [29] based on the earlier work of Perelomov et al. [30] and was extended
to describe the ionization of complex atoms and atomic ions in arbitrary states.
The ionization rate equation in atomic units is given by
WmADK = |Cn∗l∗|
2 flm Ip
r
6
π
µ
2(2Ip)3/2
E
¶2n∗−|m|−3/2
(2.10)
× exp
µ
−
2(2Ip)3/2
3E
¶
2see [26, 27]; for a detailed comparison [28]2.1.2 ADK Theory 11
with the factors flm and |Cn∗l∗|2
flm =
(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)!
(2.11)
|Cn∗l∗|
2 =
22n∗
n∗Γ(n∗ + l∗ + 1)Γ(n∗ − l∗)
(2.12)
where n∗ is the eﬀective principal quantum number, m the magnetic quantum
number and l the angular momentum respectively. IP is the atomic ionization
potential and E the electric ﬁeld strength of the laser.
For ionization rate calculation the ground state values for n∗ and l are mainly
used, which leads to l∗ = n∗ − 1.
Averaging over all magnetic quantum numbers gives the complete ionization rate
WADK =
1
2l + 1
l X
m=−1
WmADK (2.13)
Considering a gaussian laser pulse, the electric ﬁeld is expressed in the form
E(t) = E0 exp
µ
−
2ln2t2
τin
¶
cos(ω0 t) (2.14)
where ω0 is the central frequency, τin is the full width at half maximum (FWHM)
of the pulse. Integrating Eq. (2.13) in the form
f Wfrac =
+∞ Z
t
WADK(E(t
′))dt
′ (2.15)
gives the total number of ions created within a subfraction of the laser pulse
starting to act on the atom at time t′. Note that this deﬁnition diﬀers from
the expression included in the deﬁnition of the ion yield (e. g. [31]). The
integration is given in the limits t → +∞ in Eq. (2.15). Usually the limits are
−∞ → t (compare Eq. (2) in [31]). This diﬀerence reﬂects the experimental
fact that the main interest is focused on the ions created starting at a certain
point t with a deﬁned ﬁeld strength inside the pulse and getting information on
the integrated ionization rate for the remaining part of the pulse.
With respect to Eq. (2.11) and assuming that a selected state is created at
some point τD inside the envelope of the laser pulse, it is obvious that a time
dependent dynamic can be observed in the ionization rate deﬁned by Eq. (2.15).
This is important for the main ideas of the experiments described in 2.5 and the
subsequent discussion on results.12 Chapter 2 Theoretical Background
2.1.3 Multiphoton regime
Regarding the Keldysh parameter the regime of multiphoton ionization is treated
as the absorption of n quanta of energy ~ω to eject a bound electron into the
continuum.
Generally, the process for MPI follows the reaction:
n~ω + A
q → A
q+1 + e
−
for γ ≫ 1. In this limiting case the n-photon ionization rate is given by
Γn = σnI
n (2.16)
where n is the minimum number of photons needed for ionization, σn is
the generalized cross-section and I the intensity of the incident light. With
increasing intensity this scaling breaks down due to the fact that for a given
pulse duration, there is a maximum intensity above which no more ionization
can occur since the state to be ionized is depleted and all atoms are ionized.
This value of intensity is known as the saturation intensity Isat.
Above-threshold ionization (ATI)
Figure 2.2: Electron spectra of eleven-photon MPI at 1064 nm for diﬀerent pulse energies
(adapted from [32])
When the ponderomotive potential Up starts to perturb the Coulomb potential,
Eq. (2.16) is no longer suﬃcient to describe the ionization rate.2.1.4 Tunneling regime 13
In Fig. 2.2 photoelectron spectra of xenon taken at diﬀerent intensities in the
case of eleven-photon absorption MPI at 1064nm are shown. With increasing
intensity the number of photoelectron peaks separated by the energy of a single
photon quantum can be observed. Furthermore, for the highest energies the
ﬁrst peak in the spectrum is suppressed and a background of equally distributed
electrons blurs the spectrum. This behavior can be addressed to the absorbtion
of more photons than required to overcome the binding potential of the atom.
This case is called ATI. For ATI in a ﬁrst instance the ionization rate is given by
Γn ∝ I
n+s (2.17)
with the electron kinetic energy distribution expressed by
Ekin = (n + s)~ω − Eb (2.18)
where n is the minimum number of photons needed to ionize the electron with
the ionization potential Eb and s the number of excess photons absorbed.
This description can only be addressed to the lowest intensity shown in Fig.
2.2. For higher intensities we see a peak-switching for the maximum electron
count rate that can be assigned to the increasing inﬂuence of the ponderomotive
potential on the binding potential of the atom. This leads to an ”up-shift” of the
eﬀective ionization potential of the atom by Up thus the ionization by absorption
of a smaller number of photons becomes unfavorable. In this case Eq. (2.18)
becomes
Ekin = (n + s)~ω − (Eb + Up) (2.19)
In the cases of MPI and ATI the processes can be treated quantum mechanically
with perturbation theory which results in the same ﬁnal equation for the position
of the peaks appearing in the electron spectrum given by Eq. (2.19) [20]. This
treatment includes the Stark shift and depletion of the initial state.
For the highest intensity shown in Fig. 2.2 the tunneling process starts to mix
with ATI which is indicated by the smooth background rising under the low
energy peaks.
2.1.4 Tunneling regime
In the quasi-static limit and with respect to the Keldysh approximation [19], an
electron wave packet in its ground state has a non zero probability to tunnel14 Chapter 2 Theoretical Background
through the potential well at every time the potential barrier is suﬃciently sup-
pressed by the instantaneous potential of the laser ﬁeld. The ionization rate can
then be calculated [33]:
ΓQS(t) = 4
(2Ip)5/2
E(t)
× exp
·
−
2(2Ip)3/2
3E(t)
¸
(2.20)
where Ip is the ionization potential of the atom, E(t) the laser electric ﬁeld as
deﬁned in Eq. (2.14), and the suﬃx QS stands for quasi-static.
The ionization rate has a highly nonlinear dependence on the instantaneous
value of the electric ﬁeld. At the zero-crossings of the oscillating laser ﬁeld
the atomic potential is unperturbed hence the ionization rate is zero. This
adiabatic assumption of the ionization process is only justiﬁed if the tunneling
time deﬁned in Eq. (2.7) is signiﬁcantly smaller than the laser period and the
maximum ﬁeld strength of the laser electric ﬁeld is insuﬃcient for complete
barrier suppression of a given bound state. This condition is known as tunneling
ionization (TI ) revealing a Keldysh parameter γ ≪ 1.
For noble gases and for laser wavelengths in the visible and near infrared, the
intermediate regime where the Keldysh parameter γ ∼ 1 is related to the Over
the Barrier Ionization (OTBI) [31]. For ﬁeld strengths E > Ebs where the barrier
of the Coulomb potential becomes suppressed by the electric ﬁeld, the electron
escapes directly from the potential well without tunneling through a barrier as
shown in the right part of Fig. 2.1. A critical laser intensity Ic can be deﬁned
describing the intensity at which the Coulomb barrier starts to be suppressed [20]
Ic[W/cm
2] =
π2cǫ3I4
p
2Z2e6 (2.21)
= 4x10
9I
4
p[eV ]Z
2
where Z is the charge of the relevant atom or ion and Ip the ionization potential.
Obviously all the described processes are coexisting in the ionization process,
since the maximum intensity of a laser electric ﬁeld exceeds the critical intensity
Ic varies from zero to its maximum value inside the pulse envelope. Therefore,
the corresponding routes to ionization are all present in the evolution of the laser
ﬁeld with respect to a discrete state. Finally the evolution of the electric ﬁeld
and the maximum strength determine how rapidly one of the described regimes
is entered.2.1.5 High Harmonic Generation 15
2.1.5 High Harmonic Generation
HHG is the leading technique on the attosecond frontier [9, 7, 11] and could
even lead to the generation of coherent pulsed x-rays with a tabletop source.
The semiclassical model of high harmonic generation is often described in a
three-step-model attributed to Corkum [36].
t1 t2 t3 t4 t5
Time
Laser
field
v 0~ 0
x0~ I /eE p
x
Ip
Energy
Figure 2.3: Scheme of a single atom in the presence of an intense laser ﬁeld; the right side
shows the variation of the atomic potential in presence of the laser electric ﬁeld; the eﬀective
atomic potential is given by the solid line. The dashed line shows the electric ﬁeld; the left
side shows the electron’s motion in the ﬁeld once born free by tunnel ionization [34]
In the ﬁrst step an atom is ionized by an electron tunneling through the barrier of
the atomic potential suppressed by the laser electric ﬁeld, as is shown on the right
side of Fig. 2.3. Once born free, the electron oscillates with the laser electric
ﬁeld as shown on the left side of Fig. 2.3. The electron receives an acceleration
due to the presence of the electric ﬁeld. With a certain probability the electron
will rejoin its parent ion and recombine. The energy the electron gained from
the laser electric ﬁeld will be set free in a high energetic photon with a multiple
of the laser ﬁeld frequency.
Ehh = n   ~ω (2.22)
where ω is the laser ﬁeld frequency and n is an odd integer.
The formulation of this semiclassical model neglects the inﬂuence of the
atomic potential once the electron is born. This is one of the most general
approximations to assume a zero-range-potential.
The maximum extractable energy can be calculated using the classical electron
trajectories of a free electron born at a time t0 in a laser ﬁeld which leads to the
most cited formula for HHG [35].
E
cutoff
hh = Ip + 3.17   Up (2.23)16 Chapter 2 Theoretical Background
where Ip is the ionization potential of the atomic gas and Up the ponderomotive
potential of the laser electric ﬁeld. This energy called the cutoﬀ energy, is
exactly the energy range in which isolated attosecond pulses are produced and
is predicted by this semiclassical approach [36]. Usually this approach supposes
the high intensity regime for the laser electric ﬁeld and thus Ip ≪ Up.
Figure 2.4: kinetic energy and recombination times of the free born electron at the time t0 in
the laser ﬁeld with period T; the contour plot shows the kinetic energy; the white path shows
the possible recombination times and the correlated kinetic energy; the white arrow indicates
the maximum possible gain [37]
Figure 2.4 shows the electron’s kinetic energy calculated using classical electron
trajectories in a contour plot. From the possible recombination paths it becomes
clear that only electrons born in the second and fourth quarter of the laser
electric ﬁeld period contribute to the process of HHG.
Several diﬀerent quantum mechanical treatments of HHG were made using
perturbation theory [35, 20]. Some of them make use of SFA mentioned above
based on the time-reversed ˆ S matrix theory proposed by Keldysh and Reiss
[19, 25]. Generally, the aim of the theoretical description is a uniﬁed theory for
HHG and ATI (Above-Threshold-Ionization) [38] and at last a uniﬁed theory for
the single cycle and multicycle regime of HHG.2.1.5 High Harmonic Generation 17
One of the ﬁrst quantum mechanical formulations of HHG is given in Lewenstein
et al. [35]. This formulation is based on the SAE (Single Active Electron) approx-
imation for an electron under the inﬂuence of a linear polarized laser electric ﬁeld.
Generally, a quantum mechanical approach leads to the solution of the Time
Dependent Schr¨ odinger Equation (TDSE). Assuming a periodic laser electric
ﬁeld, the TDSE is given by
i|Ψ(x,t)  =
·
−
1
2
∇
2 + V (x) − E cos(t)x
¸
|Ψ(x,t)  (2.24)
The ground state is given by |0  and is assumed to be spherical symmetric. As
we can see in Fig. 2.3 the electron typically leaves the atom when the ﬁeld
reaches its peak value. Therefore the inﬂuence of the atomic potential V (x)
can again be neglected.
The basic assumptions for this formulation of HHG are:
• the contribution to the evolution of the system of all bound states except
the ground state |0  can be neglected
• the depletion of the ground state can be neglected since Up < Usat,
Usat being the saturation energy that completely ionizes the atom in one
optical period
• in the continuum the electron can be treated as a free particle moving in
the electric ﬁeld with no eﬀect of V (x)
For the quantum mechanical model the calculations in [35] lead to the existence
of only odd harmonics because of the symmetry of the atomic potential and the
principle of energy conservation. This was already assumed in the semiclassical
model.
Furthermore, the electron is born free in the continuum with zero initial velocity
as a result of the quantum mechanical treatment. For the semiclassical model
this was an assumption, as well. Comparing both models the semiclassical
model for HHG is based on the fact that the free electron recombines at the
same position in space where it starts. The dimensions of the atom cannot be
neglected and therefore the potential of the nucleus aﬀects the recombination
process. Since the electron must tunnel out it cannot appear in the continuum at
the origin of the nucleus and thus it cannot recombine at the origin. Additionally
the electron can receive a gain in energy given by the acceleration the electron
receives on the way to the origin in the potential of the nucleus. Other eﬀects18 Chapter 2 Theoretical Background
like quantum interference or spread of the wave packet are not included.
As a result of the more accurate quantum mechanical calculations the cutoﬀ law
has been corrected giving
E
cutoff
hh = 3.17Up + Ip   F(Ip/Up) (2.25)
For Ip ≪ Up =⇒ F(Ip/Up) ≃ 1.32.
Finally HHG by a few-cycle pulse in the cutoﬀ range for attosecond pulse
generation requires to control the carrier envelope phase of the laser pulse
ensuring the creation of isolated attosecond pulses. A detailed description and
routes to other concepts getting isolated attosecond pulses are shown in 2.4.
2.2 Inner-shell Processes in atoms
Discussions about inner-shell dynamics of atoms in the context of this thesis in
the following sections are restricted to interactions of neutral atoms with high
energetic photons. If the energy of an incident photon ~ω exceeds the binding
energy or ionization threshold Eb of an inner-shell electron, diﬀerent processes
follow the interaction. In the most simple case the corresponding electron is just
photoionized following the reaction
~ω + A → A
+ + e
−
photo (2.26)
and the kinetic energy of the ejected electron is given by
~ω − Eb = E
kin
photo (2.27)
Due to the ejection of an inner-shell electron, processes described in the following
sections become probable.
2.2.1 Excitation, Shake-Up, Shake-Oﬀ
The ejection of a core electron results in a sudden change in the binding
potential of outer electrons. This abrupt change can either excite additional
electrons from their initial state to discrete excited states (shake-up) or eject
them into the continuum (shake-oﬀ). This eﬀect is described by shake theory
[39], which is sometimes called the sudden approximation [40]. The sudden
approximation is based on the assumption that for an instantaneous change in
the Hamiltonian the transition from an initial state Ai to a ﬁnal state Af is2.2.2 Auger and Resonant Auger decay 19
determined by the overlap integral of the wave function for the initial state Ai
to the various possibilities of ﬁnal states Af.
The probability of removing one or more electrons through shake-oﬀ from an
orbital with the quantum numbers n,l,j, with n and l being the principal and
orbital angular-momentum quantum numbers and j = l ± 1
2 is described by
Pnlj = 1 −
¯ ¯ ¯ ¯
Z
Ψn∗lj(Af)Ψnlj(Ai)dr
¯ ¯ ¯ ¯
2N
− PF (2.28)
where Ψnlj(Ai) and Ψn∗lj(Af) describe the single-electron wave functions of the
neutral atom and ion in the initial and ﬁnal state respectively, N is the number
of electrons occupying the orbital with quantum numbers nlj. PF corrects for
the ﬁnite probability of transitions to ﬁlled subshells and is given by
PF =
n′=x X
n′=1
N
N′
2j + 1
¯ ¯
¯ ¯
Z
Ψn∗lj(Af)Ψnlj(Ai)dr)
¯ ¯
¯ ¯
2
(2.29)
where n′  = n and N′ is the number of electrons in the orbital assigned by the
quantum numbers n′lj.
The neutral atom will be excited if the photon energy is less than the ionization
threshold of the aﬀected bound state or the ejected electron has a reduced
kinetic energy and the ion is additionally excited.
This behavior is described by the following
~ω + A → A
∗ (2.30)
~ω + A → A
∗+ + e
−
photo (2.31)
E
kin
photo = ~ω − (∆E
i
f + Eb)
where ∆Ei
f = Einitial −Efinal is the energy necessary for the excitation, and Eb
the binding energy of the ejected photoelectron.
2.2.2 Auger and Resonant Auger decay
The creation of an inner-shell vacancy leaves an atom in an unstable state
which will decay through a radiative transition or a radiationless transition with
ejection of one or more electrons.20 Chapter 2 Theoretical Background
The Auger decay discovered by Pierre Auger in 1923 is a radiationless deexcita-
tion process. In the case of photon impact the creation of the inner-shell vacancy
is treated to be much faster than the lifetime of the inner-shell hole. Therefore,
it is reasonable to describe the Auger electron ejection in two independent steps.
In the ﬁrst step a photoelectron from an inner-shell is emitted and in the second
step the inner-shell vacancy decays with the ejection of one or more electrons,
according to Eq. (2.31). This requires at least that the binding energy of the
electron from the vacancy exceeds the double ionization threshold to initiate the
second step.
~ω + A → A
∗+ + e
−
photo
→ A
++ + e
−
Auger + e
−
photo (2.32)
Auger decay is not necessarily connected to the creation of a photoelectron in
the ﬁrst step. Another possible channel is described by Eq. (2.30). The incident
photon produces an inner-shell vacancy and lifts the electron to high excited state
without ejection of the electron resulting in a highly excited neutral atom. In
this case the photon matches a transition in such a way that an excited neutral
atom will decay by emission of an Auger electron. This process is known as the
resonant Auger decay.
~ω + A → A
∗
→ A
+ + e
−
Auger (2.33)
If the Auger process can be treated as a two step process the transition rate is
given by [41]
Γ =
2π
~
| Ψi|H − E|Ψf |
2 (2.34)
where Ψi and Ψf are the many-electron wave functions in the initial and ﬁnal
states of the Auger decay respectively. E is the total energy of the ﬁnal state
and H is the full electronic Hamiltonian.
In contrast to the kinetic energy of the emitted photoelectron, the kinetic energy
of the Auger electron does not depend on the photon energy. The linewidth and
energy are determined by the ionized inner-shell vacancy and the inner-atomic
transition ﬁlling this vacancy. The total width of an Auger line and of an energy
level in general is given by the sum of the partial width of all processes by which
the level can decay [42, 43]2.2.3 Nature of decay cascades 21
Γtotal =
X
j
Γj (2.35)
where j determines all possible decay channels of the initial vacancy.
2.2.3 Nature of decay cascades
Beyond the ”normal” Auger decay the ionization of deep inner shells can lead
to the emission of two or more Auger electrons, if total energy of the ionized or
excited atom exceeds the threshold of higher ionic charge states. The probability
to produce these states due to inner-shell cascades followed by multiple electron
emission increases. The emission of two electrons is either characterized by
simultaneous (double Auger decay) or sequential (cascade Auger decay) ejection
of both electrons.
A
+ → A
3+ + e
−
Auger1 + e
−
Auger2 (2.36)
A
+ → A
2+ + e
−
Auger1 (2.37)
→ A
3+ + e
−
Auger1 + e
−
Auger2
In the case of a sequential Auger decay the stepwise model described above
is extended by a further step for the emission of the second Auger electron.
Concerning the lifetime of the inner-shell vacancy the stepwise decay with
ejection of two Auger electrons requires a suﬃciently long lived intermedi-
ate level. If this level is non-existent the two electrons are emitted simultaneously.
For the sequential Auger decay the emitted electrons appear in the continuum
with discrete kinetic energies, where each kinetic energy of the emitted Auger
electron is determined by the energy diﬀerence of the transition ﬁlling the vacancy
(Etransition) and the binding energy of the ejected electron (EBind) following
E
Auger
kin = Etransition − EBind (2.38)
If the intermediate level is non-existent and both electrons are emitted simulta-
neously they share the total energy released in ﬁlling the vacancy. In obtaining
electron spectra for this process, the measured electrons cover a range from zero
kinetic energy to the maximum energy released. In the extreme case the emission
of a zero kinetic energy Auger electron and a fast Auger electron occurs. The
simultaneous emission of two electrons shows an interesting possibility for the
interpretation because it is indistinguishable from the sequential case emitting22 Chapter 2 Theoretical Background
a fast electron in the ﬁrst step and a zero kinetic energy electron in the second
step as discussed by Lablanquie et al. [44].
In this thesis data presented in chapter 5 contains both single and sequential decay
channels. These processes are under observation regarding the time constants of
population and depletion of subsequent levels involved.
2.3 Atomic Lifetimes
The measurement of atomic lifetimes has been of great interest from the
beginning of the last century, inﬂuenced by the work of Pierre Auger (1925) [2]
and Coster and Kronig (1935) [45] with many experiments carried out in the
1960s [43] and 1970s [42].
The timescale of atomic processes spans a wide interval of lifetimes from a few
thousand seconds in the case of radiative lifetimes of highly excited Rydberg
states [46, p. 5] over seconds and fractions of seconds for metastable states in
rare gas atoms [47] down to the attosecond (10−18s) scale [42, 48, 49].
When discussing inner atomic decay or ionization dynamics in the context of
attosecond time resolved pump-probe measurements, it has to be mentioned
that all measurements of atomic lifetimes are based on the statistical analysis of
atomic linewidth obtained from electron or ﬂuorescence spectroscopy or similar
techniques.
These previous measurements were performed in the energy domain and deter-
mine the lifetimes of atomic states by means of the ”width” or the transition
rate of an atomic level Γ.
Let the total transition probabilities per unit time for a state a be pR
a for the
radiative transitions and pA
a for Auger transitions, then the mean lifetime of the
state τa is given by [50]
τa =
1
(pR
a + pA
a)
(2.39)
Based on the uncertainty principle one would expect an inherent uncertainty in
measurement of the energy of state a. Thus the energy of level a is not sharply
determined, but spread over an energy range
Γa = ~   (p
R
a + p
A
a) (2.40)2.3 ATOMIC LIFETIMES 23
from the uncertainty τaΓa + ~.
Therefore, the total width Γtotal, Eq. (2.35), of an Auger transition from level
a to level b is given by the sum over all possible Auger transitions ﬁlling the
inner-shell vacancy. Radiative contributions are neglected because radiative
transition of sub-valence shells in light atoms that are considered in this work
are comparably weak [51] and not accessible for the experiment presented.
Furthermore, the lifetime of the initial state following an electron ejection is
reﬂected in the time dependent ion yield of the ﬁnal ionic state, because it
depends only on the decaying inner-shell vacancy.
Regarding 2.2.1, the lifetimes of excited or shake-up states are comparably long
and typically in the range of hundreds of ps to ns. If such a state is populated
once, any inner atomic dynamics is beyond the range of attosecond experiments
for technical reasons based on the fact, that the maximum time window that
can be covered is in the order of 600fs. Since these states are comparably long
lived on a sub-femtosecond timescale and created by photoionization with a few-
hundred attosecond XUV pulse, depopulation of these states due to ionization
with a laser electric ﬁeld images ﬁeld dependent dynamics referring to Eq. (2.15).
In recent years substantial eﬀorts were made to study dynamics of the double
and cascade Auger decay. In the case of xenon, measurements were made
utilizing electron-electron coincidence resolving the partial width of the Auger
lines in the electron spectrum [44].
These measurements are performed in the energy domain and extract time
information from linewidths of the electron spectra obtained. In the case
of the second step Auger decay this is a challenging problem, because the
intermediate state is ﬁlled with a time constant given by the initial Auger decay
and depleted with another time constant for the second step Auger decay.
Therefore, the transition rates of the intermediate states ﬁlled by the ﬁrst
Auger decay depends on the energy of the level and is generally not directly
accessible since the second step decay can follow diﬀerent relaxation mechanisms.
The beneﬁt of the new technique established in the thesis is that time-resolved
measurement of population and depopulation of electronic states by means of
the ﬁnal ionic state is independent of the binding energy of this intermediate
state. Therefore, it is sensitive to both time constants, each being separately
the sum of all possible contributing channels. At the same time this is the main
limitation of the technique, because it integrates over all levels populated by
ﬁrst step Auger transitions that can be ionized with the laser pulse.24 Chapter 2 Theoretical Background
2.4 Generation of femtosecond few-cycle laser
pulses and isolated attosecond XUV pulses
First a short introduction on the mathematical formulation required to describe
laser pulses and their behavior propagating will be given. After that the genera-
tion of ultrashort laser pulses and attosecond XUV pulses with respect to 2.1.5
is discussed.
2.4.1 Femtosecond laser pulses - a mathematical descrip-
tion
A light pulse is a superposition of plane waves with diﬀerent wavelengths and a
well deﬁned frequency depending phase-relation. Such a pulse can be described
in the form
˜ E(t) =
1
√
2π
Z +∞
−∞
E(ω)e
iϕ(ω) e
−iωtdω using ˜ E(ω) = E(ω)e
iϕ(ω) (2.41)
where E(ω) is the real valued amplitude of the electric ﬁeld and ϕ(ω) the
frequency-depending phase of the complex valued amplitude ˜ E(ω).
Generally, the frequency dependent phase relation ϕ(ω) can be decomposed in a
Taylor expansion about the central or carrier frequency ω0 [52]:
ϕ(ω) = ϕ(ω0) + ϕ
′(ω0)   (ω − ω0)
+
1
2
ϕ
′′ (ω0)   (ω − ω0)
2 (2.42)
+
1
6
ϕ
′′′(ω0)   (ω − ω0)
3 ...
One can see that the shortest achievable pulse for a given spectral bandwidth is
a pulse with a linear phase dependence ϕ(ω) suppressing any higher order term
of Eq. (2.42). This limit can only be achieved by Gaussian time and spectral
envelopes of a femtosecond pulse [53] and is said to be Fourier-limited. The
action of a linear optical system can be treated as the convolution of the impulse
response function S(t) with the femtosecond light pulse E(t).2.4.2 Optical elements of a few-cycle laser system 25
Eout(ω) = S(ω)e
iϕ(ω) Ein(ω) (2.43)
where Ein and Eout represent the complex valued spectral amplitudes of the in-
and out-going electric ﬁeld, thus a linear optical system changes the spectral
amplitude of the electric ﬁeld by S(ω) and introduces a phase-shift ϕ(ω) de-
scribed by Eq. (2.42). According to the ﬁrst order term of Eq. (2.42) a pulse
propagating through a medium of length L accumulates a frequency dependent
group delay. This group delay can be written as
T(ω) = L
dk
dω
= −
dϕ
dω
(2.44)
where k is the real part of the complex wave vector and is related to the refractive
index by
k(ω) =
n(ω)ω
c
(2.45)
The second order term of Eq. (2.42) describes pulse broadening of a former
Fourier-limited femtosecond pulse of a given bandwidth ∆ω. This term is called
the group velocity dispersion (GVD) [53]. It represents the frequency depending
change of the Group Delay.
dT(ω)
dω
= L
d2k
dω2 = −
d2ϕ
dω2 GVD (2.46)
The third order term of Eq. (2.42) results in an asymmetric temporal stretching of
a former Fourier-limited femtosecond pulse and is called Third Order Dispersion.
2.4.2 Optical elements of a few-cycle laser system
The optical elements of a few-cycle laser system can be summarized by the GVD
and TOD . Propagation through a glass plate and the combination of a pair of
prisms deﬁne the basis o fthe optical elements needed to describe such a system.
A specialty of those systems is the use of chirped mirrors that can compensate
even for high order dispersion terms of Eq. (2.42) by reﬂection from a stack of
dielectric layers alternating in thickness.
Propagation through a dispersive element
A femtosecond laser pulse that propagates through a dispersive element will
experience GVD caused by angular dispersion [54]. The phase delay corresponds26 Chapter 2 Theoretical Background
to the angle between the frequency depending angle α and the propagation
distance L in relation to the frequency ω
ϕ(ω) =
ω
c
Lcosα(ω) (2.47)
This gives the expressions for GVD and TOD by two- and threefold derivation of
Eq. (2.47) at the carrier frequency ω0.
ϕ
′′(ω)|ω0 ≈ −
Lω0
c
µ
dα
dω
¯ ¯ ¯ ¯
ω0
!2
for sinα ≪ 1 GVD (2.48)
ϕ
′′′(ω)|ω0 ≈ −
3L
c
"µ
dα
dω
¶2
+ ω
dα
dω
d2α
dω2
#¯ ¯ ¯ ¯ ¯
ω0
TOD (2.49)
Propagation through a sequence of prisms
If we want to minimize GVD we also want to avoid beam divergence introduced
by angular dispersion. In this case one of the most common choices is the use
of a sequence of prisms. To achieve a minimum of reﬂection losses a pair of
Brewster prisms is usede for the calculations of TOD and GVD combined in the
way shown in Fig. 2.5. In the Brewster case the GVD for a prism can be given
by [54]
ϕ
′′(ω0) ≈
λ3
0
2πc2[Ln
′′ − 4ln
′2] (2.50)
where L is the propagation length of the beam in the prism material leading to
positive GVD and l is the separation of the two prisms along the path of the
carrier frequency ω0 leading to negative GVD [55]. A prism sequence can be
used to tune the GVD by changing the propagation path length L in the prisms’
material. This can be achieved by translation of the prism perpendicular to its
base.
The expression for TOD is given by derivation of Eq. (2.50). This leads to
ϕ
′′′(ω0) ≈
λ4
0
(2πc)2c
[12l(n
′2[1 − λ0n
′(n
−3 − 2n)] − L(3n
′′ + λ0n
′′′)] (2.51)
Comparing Eq. (2.50) and Eq. (2.51) one can see that increasing the propagation
path length L will increase GVD and at the same time decrease TOD and vice
versa. According to these calculations passing two pairs of prisms or double2.4.3 Generating few-cycle laser pulses 27
Figure 2.5: Two prism sequence introducing GVD without net angular dispersion [54]
passing one pair of prisms is often chosen to control GVD . Especially for the
compensation of GVD introduced by propagation through linear media these
setups are a good choice, because the GVD of prism pairs is in the same order
of magnitude, has small losses and is easy to tune. Regarding a few-cycle laser
system this setup is found to be the layout for the compression of the ampliﬁed
and previously stretched pulses.
Reﬂection from a chirped mirror
A third optical element is essential to generate ultrashort laser pulses which can
be understood as a consequent development of the expressions given above.
This element is the dielectric chirped mirror [56, 57].
Chirped mirrors can be manufactured and designed to correct for phase
mismatches that are measured or at least well known. Nowadays they are
manufacturable by desire and can correct for nearly arbitrary wavelength
dependent phase mismatches.
2.4.3 Generating few-cycle laser pulses
Generally, a high power Ti:sapphire femtosecond laser consists of 4 basic parts
following the scheme of Chirped Pulse Ampliﬁcation (CPA) [5]:
• a master oscillator generating fs pulses
• a stretcher stretching the fs pulses for ampliﬁcation
• a ampliﬁer increasing the energy of the stretched pulses by multicycle am-
pliﬁcation.28 Chapter 2 Theoretical Background
• a compressor transforming the ampliﬁed pulses back to the fs regime
In the case of few-cycle laser pulses the gain bandwidth [58] of the Ti:sapphire
crystal does not support ampliﬁed sub 5 femtosecond pulses due to eﬀects like
gain narrowing during ampliﬁcation, depending on the number of passes through
the gain medium described by
gnew = glast −
p
Jsat
µ
Jout
T
− Jin
¶
(2.52)
In this expression Jsat is the saturation ﬂuence of the gain medium, Jin the input
ﬂuence of the pulse entering the gain medium, Jout the output ﬂuence after
the actual pass. Furthermore, T = exp(−L) is the single-pass transmission
depending on the total cavity loss L and p is the gain recovery coeﬃcient. For
complete gain recovery p = 0.5 and for no gain recovery p = 1 [59]. Therefore,
high power output is connected to decreasing spectral bandwidth. To overcome
the problem of gain narrowing and support the necessary bandwidth for sub
5 femtosecond pulse durations, ampliﬁed few-cycle laser systems use a gas
ﬁlled hollow ﬁber for spectral broadening[60, 61]. Other concepts use similar
principles, but without the waveguide relying on the formation of ﬁlaments in a
pressurized gas cell [62]. Both of these techniques are connected with loss in
the pulse energy in the order of 20-50% depending on the total transmission
through the ﬁber or ﬁlament cell and the kind of gas used for spectral broadening.
The broadened spectrum must be recompressed which is done by a chirped
mirror compressor in the system described here. Other schemes make use of a
pair of prisms referring to Fig. 2.5. Figure 2.6 shows the generalized scheme
for a CPA few-cycle laser system. For a more detailed description of the main
principle refer to [63, 64].
An essential detail for the generation of isolated attosecond pulses in the cutoﬀ
region of the harmonic spectrum is the possibility to stabilize the Carrier Envelope
Phase (CEP) of the driving few-cycle laser pulse. In recent years this technique
arised to be state of the art and the techniques behind this were honored with
the Nobel Award in physics for T. W. H¨ ansch. Nowadays, CEP stabilized laser
systems are commercially available. A layout and brief description of the stabi-
lization loop is shown in 3.1. For a detailed description of the principle for the
speciﬁc system used refer to [65].2.4.4 Generation of isolated attosecond pulses 29
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Figure 2.6: Scheme of the 3kHz femtosecond laser system used during this thesis; for details
see [i02]
2.4.4 Generation of isolated attosecond pulses
Generation of isolated attosecond pulses is the main task to perform exper-
iments directly following a two color pump probe scheme for time resolved
measurements as will be explained in the next section.
The basis for the creation of a single attosecond pulse is the generation of a
continuum with a suﬃcient bandwidth and a well deﬁned phase-relationship
regarding Eq. (2.42). Regarding the quantum mechanical model in 2.1.5, two
diﬀerent quantum paths belong to the generation of a single harmonic with long
and short trajectories regarding their time propagating in the laser electric ﬁeld.
The relative phase of the harmonics has been measured by Mairesse et al. [66]
describing the phase mismatch in a broad spectral range.
In the cutoﬀ range the diﬀerence between the trajectories becomes meaningless
and a continuum with a bandwidth determined by the pulse duration of the
driving laser pulse is generated. The bandwidth of the cutoﬀ continuum ∆(~ω)
is expressible by the ratio of the neighboring electric ﬁeld amplitudes given by
[67]
∆(~ω) = (~ωcuttoff − Ip)
∆Ipeak(t)
Imax
peak(t)
(2.53)
In this expression ∆Ipeak(t) is the intensity diﬀerence for subsequent sub-cycles
of the pulse and Imax
peak(t) the intensity of the strongest one.
It follows that to increase the cutoﬀ bandwidth for a constant drive laser carrier
frequency requires decreasing the drive laser pulse duration. The bandwidth30 Chapter 2 Theoretical Background
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Figure 2.7: High Harmonic Spectra for three diﬀerent situations (a) sine pulse, (b) cosine
pulse and (c) unlocked; the small insets represent the intensity distribution for 5 fs sine- and
cosine pulse respectively; the reﬂectivity curve of the XUV mirror used in the experiment is
shown as an overlay in the HHG spectrum for the cosine pulse. The spectra are taken from
[68] and the energy axis is modiﬁed to match the given experimental conditions here
for radiation resulting from a single recombination path in the high energy
cutoﬀ is extended and can be explained by means of an increasing contrast
ratio ∆Ipeak(t) of the neighboring subcycles of the electric ﬁeld in relation to
Eq. (2.53).
Figure 2.7 shows the diﬀerent behaviors in the cutoﬀ region for a sine and a
cosine CEP stabilized laser pulse with a duration of about 5 fs and an initial
CEP of ϕ = ϕ0 being a cosine. For a sine pulse the cutoﬀ region is small and
distorted. The reason for this is that the neighboring intensities close to the
peak of the envelope are identical, as depicted by the small inset representing2.4.4 Generation of isolated attosecond pulses 31
the intensity distribution of the pulse. As a consequence, for a sine pulse there
are two identical intensities that tunnel-ionize an electron with a time delay ∆τ
determined by a half-cycle of the optical ﬁeld. For a given cutoﬀ energy a sine
pulse ends up in the creation of two attosecond pulses shifted by π/2. In the
spectrum of the cosine pulse the reﬂectivity of the XUV mirror in use for the
experiment is shown as an overlay to denote how the isolated attosecond pulse
is ﬁltered from the complete HHG spectrum.
a
b
Figure 2.8: phase dependence of the attosecond pulses ﬁltered by the XUV mirror; streaked
photoelectron spectra recorded at a ﬁxed delay of probe laser light. Energy distribution of
photoelectrons emitted from neon atoms excited by a sub-fs XUV pulse [8]
In Fig. 2.8 the behavior of the XUV photoemission of neon in presence of an
additional laser ﬁeld is demonstrated (streaking geometry [12]). The additional
momentum, given by the applied IR laser ﬁeld to the free electron, results in
a splitting of the photoemission line because the electrons are produced with
a time delay within the laser pulse. Thus for a ﬁxed delay the momentum
transferred to the electron created by the ﬁrst XUV pulse is diﬀerent from that
created by the second XUV pulse. For a cosine CEP a clean photoemission
line as a convolution of the wavelength dependent ionization cross-section, the
mirror reﬂectivity and the slope of the cutoﬀ spectrum is resolved.
In the last decade a new technique isolating single attosecond pulses came of
age. This technique is called optical polarization gating and is based on the
idea that the electron ionized from the gas producing the harmonics will only32 Chapter 2 Theoretical Background
recombine with the core, if the laser electric ﬁeld is linear polarized. This means
for circular polarized light the electron will never recombine and create ATI only.
In this sense the initial pulse creating the High Harmonics is split into two pulses.
Both circular polarized, but with opposite orientation. Overlapping both pulses
creates a subfraction that is virtually linear polarized where the electron can
recombine and create High harmonics. The fraction can be adjusted by delay-
ing one pulse with respect to the other, or changing the degree of rotation slightly.
Using this method Sansone et al. [18] recently demonstrated isolated attosecond
pulse durations down to 130 as. This method can provide a stable attosecond
source, but it requires CEP stabilized laser pulses. One beneﬁt of the polarization
gating method is the generation of the pulse without applying any bandpass
ﬁlter like the XUV mirror. On the other hand it is connected to a tremendous
loss in energy and from this follows that currently photon energies in the 90 eV
need more intense laser sources which are under development, but not available
right now or have a repetition rate much less than 1 kHz that make some
experiments impossible for reasons of long term stability.
2.5 Principle of time resolved pump-probe mea-
surements
To observe ultrafast dynamics directly in the time domain the so-called pump-
probe technique can be utilized [69, 70, 71, 10, 37].
Initially, the system of interest is optically excited into unoccupied states with a
pump pulse. Once the electronic conﬁguration of the system has been changed
the relaxation back to equilibrium is deﬁned by the characteristic time constants
for the relaxation processes associated with the excitation caused by the pump
pulse.
A probe pulse with variable time delay τd with respect to the pump pulse takes
a snapshot of the changes in the relaxing system in terms of the detection of
electrons, ions or photons as the response function at the moment τd after the
pump pulse. Scanning the delay between the pump pulse and the arrival of the
probe pulse, allows us to follow the relaxation dynamics by means of the physical
quantity measured.2.5 PRINCIPLE OF TIME RESOLVED PUMP-PROBE MEASUREMENTS 33
Let us assume the response function of the system which reﬂects the relaxation
back to equilibrium is given by f(t) after excitation with an inﬁnitely short pump
pulse δ(t). Then the complete response of the system R(τD) is given by the
convolution with the temporal intensity proﬁle Ipump(t) of the pump pulse in the
following form [54, 37]
R(τD) =
+∞ Z
−∞
Ipump(t − τD)   f(t)dt (2.54)
and for the corresponding Fourier transform
˜ R(ω) = ˜ Ipump(ω)F(ω) (2.55)
The measured signal S(τD) is now ”gated” by a time delayed probe pulse that has
a temporal intensity proﬁle Iprobe(t). Thus S(τD) is expressed as the convolution
of the systems response R(τD) with Iprobe(t) which leads to
S(τD) =
+∞ Z
−∞
Iprobe(t − τD)   R(t)dt (2.56)
and for the corresponding Fourier transform
˜ S(ω) = F(ω) ˜ Ipump(ω) ˜ Iprobe(ω) (2.57)
Equation (2.56) deﬁnes the shape of the measured response. If the pump and
probe function are delta like functions it becomes obvious that the response
of the relaxation is directly measured. If the response is a delta like function,
expression (2.56) reduces to a cross-correlation of the pump and probe function.
In practise there are several schemes for pump-probe measurements that allow
observation of many physical observables. Most of them require that the
intensity of the probe pulse is much smaller than that of the pump pulse to
ensure that the probe pulse does not aﬀect the relaxation dynamics of the system.
The special schemes of pump-probe spectroscopy to focus on in this thesis
are based on photoelectron and ion spectroscopy and give a direct insight to
the transient change of the electronical structure after photoexcitation. In this
special case the pulses become distinguishable due to their diﬀerent photon
energies, as shown in section 2.4. These schemes have been applied in several34 Chapter 2 Theoretical Background
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Figure 2.9: development of E(t) for a Fourier transform limited 250 as XUV pulse (left)
and for a Fourier transform limited 5 fs IR pulse (right). The red inset on the right hand side
depicts the temporal relation of both pulses.
experiments and for diﬀerent timescales [72, 73, 69, 74, 37]. For all these
measurements it is common that the applied pump and probe functions are
nearly of the same duration and comparably long meaning that those pulses
are far away from the few-cycle limit. In this sense the time resolution and the
objects under observation are mainly determined and restricted by the envelope
of the pump of probe pulse.
In the experiments described in this thesis we will use attosecond pump-probe
techniques, Eq. (2.56) is appropriate to describe the general behavior but,
depending on the experiment, the dynamics under observation is sampled with a
few-cycle laser pulse and an attosecond XUV pulse. From Fig. (2.9) one can see
that the substructure of the IR pulse has to be taken into account because the
XUV pulse is even shorter than one half-cycle of the IR pulse. This leads e. g.
to the possibility of sampling the electric ﬁeld of the IR laser pulse directly [12].
As a result of the ﬁeld dependence, the CEP of the IR pulse becomes of im-
portance for the response of the system and needs to be taken into consideration.
Figure 2.10 gives a brief overview of the atomic processes that could be probed
with XUV-pump and IR-probe pulse by detection of electrons or ions. In case
a, the XUV produced photoelectron experiences an additional momentum from
the probing IR laser ﬁeld [12, 10]. In case b, a core level electron is emitted.
Again the electron might gain an additional momentum from the IR laser ﬁeld,
but because it is a core hole, an Auger decay c, results in an emission of a
second electron which is determined by the decay time constant of the Auger
decay to appear in the continuum [11]. For the cases d and e we assume that2.5 PRINCIPLE OF TIME RESOLVED PUMP-PROBE MEASUREMENTS 35
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Figure 2.10: Probing electron motion with attosecond sampling techniques. A sub-fs XUV
pulse triggers electron dynamics by inducing valence (process a) or core photoelectron emission
(process b). The temporal evolution of photo- and Auger electron emission (process c) can
be probed via attosecond streaking to retrieve the triggering XUV pulse or the sampling laser
ﬁeld and trace inner-shell relaxation dynamics, respectively. XUV photoexcitation as well as
subsequent Auger decay processes are usually accompanied by shake-up of another electron to
a previously unoccupied level (processes d and e). For suﬃciently strong laser probing laser
ﬁelds, the shake-up electrons can be liberated by tunneling ionization. The temporal evolution
of the tunneling current will provide information about inner-atomic electron dynamics that
populate and/or depopulate the interrogated shake-up states and the duration of the process
that populated the levels on a sub-fs timescale. Note that the ﬁnal charge state of the residual
ion given in this ﬁgure increases by attosecond tunneling while it remains unchanged in case
of attosecond streaking.36 Chapter 2 Theoretical Background
the occupied valence electrons are not accessible by the IR laser pulse, but the
excited valence electrons are. Case d shows the emission of a photoelectron
connected with an excitation of a valence electron. The directly emitted
electron gets again an additional momentum transfer from the IR laser ﬁeld.
Furthermore, the excited electron becomes accessible for the IR laser pulse and
is ionized. This can happen due to tunnel ionization in the strong ﬁeld or by
multiphoton ionization. In case e, this process is connected with the Auger
decay of an inner-shell vacancy which results in a shake-up of valence electrons
to excited states that are accessible by the IR laser pulse.
The processes in d and e will be discussed in detail in chapter 5. The measure-
ments are performed by means of ion spectroscopy and show a time-dependent
population variation in the corresponding ion charge state, as shown in Fig. 2.10.37
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Experimental Setup
Within the scope of this thesis a new apparatus for attosecond time resolved
studies was developed and assembled based on the main principles and con-
siderations discussed in [10]. The development and design of this new system
focusses on the improvement of the old concepts described in [10] in two
directions. The ﬁrst is related to harmonic generation and beam guiding which
is designed to ensure a high throughput from the high harmonic source to
the experimental target. The second is the improvement of the background
pressure in the target area towards UHV conditions. The requirements for the
setup with respect to these considerations are deﬁned by a desired working
pressure for the HHG conversion in the ∼ 10−3 mbar range to minimize reabsorp-
tion and a background pressure of ∼ 10−9 mbar in the experimental environment.
For future experiments and new developments for the XUV mirrors towards
higher photon energies as well as support of attosecond pulse durations <250 as,
the accuracy of the delay between the as-XUV pulse and the laser pulse must be
improved. This will allow the highest possible resolution for future experiments
with isolated as pulses <250 as. To achieve vibration isolation of all components
inside the vacuum from the vacuum pumps and other sources of noise the
vacuum design must be improved.
These basic conditions led to the attosecond experimental system presented in
Fig. 3.1 which was built and used for the measurements presented in this thesis
and has been named AS-1.38 Chapter 3 Experimental Setup
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Figure 3.1: schematic drawing of vacuum, optical and diagnostic setup of AS-13.1 LASER SYSTEM AND DIAGNOSTICS 39
In the next section the AS-1 vacuum system shown in Fig. 3.1 is presented in
detail. Only a brief overview of the driving CEP stabilized laser system is given
because it is commercially available.
3.1 Laser System and Diagnostics
Figure 3.2: Schematic diagram of the 3 kHz few-cycle laser system
The laser system driving this experiment is based on a Femtopower Compact
PRO CE-Phase delivering 25 fs, ∼1mJ pulses centered at 740 nm with a
repetition rate of 3 kHz.
To phase stabilize the pulses from the Ti:sapphire oscillator they are focused
into a magnesium oxide-doped periodically poled lithium niobate (PP:MgO-LN)
crystal for diﬀerence frequency generation (DFG) (f-to-2f) and self-phase mod-
ulation (SPM). In the region of spectral overlap of the spectra corresponding
to SPM and DFG an interferometric beat signal is detected that contains
the carrier envelope phase oﬀset and can be used for the stabilization of the
Ti:sapphire oscillator. Because the region of spectral overlap is not covered by40 Chapter 3 Experimental Setup
the fundamental spectrum, it can be separated by a dichroic mirror acting as a
beam-splitter for the spectral components. This concept was proposed by Fuji
et al. [75].
In the next step the pulses are stretched to ∼15ps for ampliﬁcation and
propagating through a SF57 glass block. The Third Order Dispersion (TOD)
introduced by the stretcher and prism is compensated compressor by multiple
reﬂections from specially designed TOD mirrors. The pulses are mainly GVD
chirped.
Using a multipass ampliﬁer with 9 passes the oscillator pulses are ampliﬁed with
the full repetition rate up to the fourth pass. After the fourth pass one pulse is
picked with a repetition rate of 3 kHz and ampliﬁed in the last 5 passes. The
ampliﬁed pulses are compressed with a double pass prism compressor. Behind
the prism compressor 0.7% of the energy is split to another f-to-2f interferometer
for detecting slow phase drifts and delivering feedback for a secondary phase-lock
loop. The ampliﬁed and phase stabilized pulses are then focused into a hollow
ﬁbre ﬁlled with 2 bar of neon to generate spectral broadening to support 5 fs
pulses. The leakage of the last folding mirror coupling the focused beam into
the hollow ﬁber is used to monitor beam pointing. Slow drifts are corrected a
computer controlled motorized mirror using the camera image as a feedback.
After the hollow core ﬁber the remaining phase mismatch is compressed by
multiple reﬂections in a chirped mirror compressor, also pre-compensating the
chirp introduced by propagation in air and passing the entrance window into
the vacuum system. The pulses behind the chirped mirror compressor are
characterized with a second order autocorrelator and the absolute phase is
measured in a stereo ATI which can be used as additional feedback for the phase
locking electronics [76]. Both devices give real-time information about the laser
parameters during measurement.
3.2 Vacuum Layout and Vibration Control
In the layout and design of the vacuum system special care was taken to im-
plement elements for vibration damping and isolation, since 100as corresponds
to a distance of 30nm. Even if the double mirror assembly is virtually jitter
free based on the construction both mirror mounts are not identical and have
diﬀerent vibration resonances and amplitudes. For this reason the optical
breadboards inside the vacuum chambers are decoupled from the walls of the
chambers, which support to the vacuum pumps by edge welded bellows with3.3 VACUUM SYSTEM AND DIAGNOSTICS 41
posts inside. Using this concept the chambers and the optical tables inside are
standing on separate posts mounted on the large optical tables in the lab which
uses the damping capabilities of the large optical tables as well as damping
vibrations between the posts.
The second thing implemented is a strict damping of the connected roughing
pumps realized with ”U” shaped ﬂexible hoses covered with silica sand at a
length of nearly 1 m.
Mechanical vibration in the apparatus becomes visible in the image of the laser
focus as described later on. Without calibrated vibration measurements that
need to be carried out, the mean lifetime of the harmonic target that needs to
be replaced after some time, increased in comparison to the old system used by
Hentschel et al. [7]. Therefore the eﬀorts to reduce the transmission of external
vibrations to the optical system in vacuum (including the HHG target) have
already shown positive results in the stability of the experimental environment.
3.3 Vacuum System and Diagnostics
In the following section the beamline shown in Fig. 3.1 is explained, divided in the
particular parts to focus on some detailed solutions to improve the experimental
situations in this newly developed beamline. Refer to Appendix A for a technical
vacuum layout.
3.3.1 High Harmonic Generation
The HHG is based upon a neon ﬁlled nickel tube with a constant gas pressure
inside the tube. To optimize the conversion eﬃciency of the HHG the propaga-
tion length is one of the important parameters. Figure 3.3 shows the eﬃciency
as a function of length for a ﬁxed pressure inside the tube. In the energy range
of ~ω ≈ 90eV the conversion eﬃciency of HHG is in the range of 10−7 to 10−8.
Thus it becomes necessary to minimize reabsorption in the expanding gas jet.
For a propagation distance of 15 cm (diameter of the HHG chamber is 30 cm)
the reabsorption must be minimized and at the same time most of the expanding
gas jet eﬃciently pumped. Assuming only neon as the absorbing gas inside
the chamber during conversion the reabsorption has to be taken into account
for pressures > 10−3 mbar [i03]. Therefore the chosen turbo pumps (Alcatel
ATH31+) were selected to support a high gas ﬂow at suﬃciently good vacuum
pressure in the range of 8   10−3 mbar to 2   10−2 mbar under working conditions,42 Chapter 3 Experimental Setup
Figure 3.3: Evolution of the 61st harmonic (squares - measured, lines - computed) upon
propagation in the neon target at a ﬁxed pressure of 0.4 bar. The error bars depict systematic
errors resulting from an uncertainty in estimating the eﬀective interaction length. [77]
depending on the size of the source. By maintaining these conditions, only 2%
of the HHG were reabsorbed before entering the ﬁrst diﬀerential pumping stage
(ﬁrst cube in Fig. 3.1).
The pressure inside the nickel tube is controlled by a ﬂow-controller (Pfeiﬀer
EVR116) and monitored by a piezo electric membrane sensor (Sunx DPHA07)
that is connected to a PC monitoring the actual pressure of the HHG target and
can be logged if necessary.
3.3.2 Diﬀerential pumping and XUV detection
Two diﬀerential pumping stages are located between the HHG and experimental
chamber for further beam guiding and pumping to achieve UHV-conditions in
the experimental chamber.
The laser and the highly collimated x-ray beam emerging from the interaction
region within the nickel tube co-propagate collinearly along the axis of the
emission cone through a 1.60 m beamline toward the double mirror assembly.3.3.3 Experimental Chamber 43
The pressure gradient, achieved under working conditions by the two diﬀerential
pumping stages shown in Fig. 3.1, is about 6 to 7 orders of magnitude.
The pressure in the ﬁrst stage is typically in the order of 1   10−3 mbar to
8   10−4 mbar and in the second stage 1   10−6 mbar to 5   10−7 mbar entering
the experimental chamber.
An ionization detector between the two diﬀerential pumping stages of the
beamline serves for monitoring the spectrally integrated high-harmonic ﬂux.
The measured current is converted into a voltage that is monitored by a PC and
logged into a ﬁle during measurement.
The motorized iris in the ﬁrst cube has three main functions. In a ﬁrst instance
it is used for beam alignment inside the vacuum, but more importantly it acts
as a variable scattering aperture for the expanding gas jet. Thus to a certain
amount the eﬃciency of the diﬀerential pumping in the ﬁrst cube is adjustable
due to this iris. Finally closing the iris too much reduces the background gas
inside the ionization detector and decreases the signal.
The energy transported by the resulting annular laser beam to the experimental
chamber can be adjusted with the second motorized iris located in the second
cube. Typically the laser pulse energy is between a fraction of a microjoule and
a few tens of microjoules. Energy attenuation is the primary function of this iris.
3.3.3 Experimental Chamber
In the experimental chamber a background pressure in the range of 8   10−9 mbar
to 3   10−8 mbar is usually achieved by vacuum separation between the second
diﬀerential pumping stage and the experimental chamber.
Following the beam path the colinear propagating beams hit a removable double
mirror assembly focussing the beams to the target under observation and in the
desired distance in front of the detector.
Several diagnostics of the laser radiation as well as the XUV radiation are im-
plemented in this setup and will be explained in the following text as well as the
vacuum separation and the assembly of the double mirror.
Vacuum Separation and Filter Slider
A ﬁlter slider (Fig. 3.4) closes the end of the beamguide and acts as a
complete vacuum separation between the second diﬀerential pumping stage and44 Chapter 3 Experimental Setup
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Figure 3.4: Slider for complete vacuum separation between the second diﬀerential pumping
stage and experimental chamber.
experimental chamber. This slider has three insets that allow diagnostics of
laser and XUV light without breaking the vacuum separation between the last
cube and the experimental chamber (Fig. 3.1). The upper part is a 2  m laser
pellicle which transmits only the laser light to adjust the spatial and temporal
overlap. Using this ﬁlter the XUV radiation is completely absorbed and the inner
mirror illuminated by laser light, as well. The central inset allows to transmit
both the laser and harmonic beam. The high harmonic radiation passes through
a zirconium foil with a thickness of 150 nm and a diameter of 5 mm placed
on a nitrocellulose pellicle with a thickness of 2  m to cover a hole of 5 mm
diameter. This double structured ﬁlter blocks the fundamental laser radiation
in the central part but allows the XUV radiation pass through. At the bottom
a zirconium ﬁlter with a thickness of 450 nm which suppresses the fundamental
radiation completely allows XUV only diagnostics. The Z-folded geometry
(Fig. 3.1) of the optical beampath is based on restrictions set by the various
spectrometers that can be used with this apparatus such as the reﬂectron ion
spectrometer in this study. Generally, the folding angle should be kept below 5◦
to minimize astigmatism. Spherical aberration in this use gives rise to a tempo-
ral resolution smearing of <0.05 fs for the harmonic and <1 fs for the laser beam.3.3.3 Experimental Chamber 45
XUV/VIS Double Mirror Setup
XUV @ 91 eV
laser @ 740nm
Figure 3.5: Double mirror Setup; inner mirror → Mo/Si multilayer λ0 ≈ 90eV; outer mirror
→ silver mirror protective coated; both mirrors can be delayed with respect to each other
The main core of the experiment is realized by the double mirror assembly
shown in Fig. 3.5. The mirror consists of an annular part that has an outer
dimension of 18 x 18 mm with a concentric hole of 5-mm diameter hosting
a miniature mirror of a slightly smaller diameter being a Mo/Si multilayer
mirror reﬂecting the XUV radiation in normal incidence. Both parts originate
from the same substrate, ensuring identical radii of curvature (R = 245 mm).
The miniature central mirror is mounted on a closed loop controlled ultra
high precision piezo translation stage (PI P-621.1CD) allowing alignment and
translation with respect to the external component. This two-component
mirror forms a compact, nearly jitter-free delay stage for the laser and
the harmonic pulses and was improved to a maximum scan range of 660 fs
and a reproducibility of better than 3 attoseconds with this new translation stage.
The mirror assembly has all necessary degrees of freedom to align the focus
with respect to the spectrometer in use. It is mounted on a long range
translation stage perpendicular to the beam axis to remove the mirror, a tilt and
rotation stage to move the focus in a plane parallel to the spectrometer (the
spectrometers are mounted from top). Another translation stage moves along
the direction of the angle of incidence. Finally the tip and tilt axis of the outer
mirror are motorized to align the spatial overlap of the foci with respect to each
other.46 Chapter 3 Experimental Setup
Laser Diagnostics
Using the upper inset of the ﬁlter slider the XUV radiation is blocked and
both the inner and outer mirror are radiated by the laser beam. Performing
diagnostics of the laser pulse the focus is imaged onto a CMOS camera by a
lens with a magniﬁcation 1 of a factor of ∼5. Figure 3.6 shows a typical image
obtained using the upper inset of the ﬁlter slider. The small spot in the upper
right is the image of the focus from the inner mirror, whereas the large image
refers to the focus of the outer mirror with the iris in the second cube slightly
closed to reduce the intensity contributed by the outer mirror.
Figure 3.6: Magniﬁed image of the focus. Left → outer mirror; right → inner mirror; the
focus of both mirrors is displaced for demonstration purposes
If both mirrors reﬂect approximately the same intensity, the pulse overlap in
time and space can be found by observation of clean interference fringes. In the
ﬁrst step, the translation stage that the inner mirror is mounted on (the ”delay”
stage) is moved until interference fringes appear. In the second step the angle
of the outer mirror is adjusted until the image is symmetric. The image of the
focus is monitored during, and throughout every measurement and the relative
laser intensity is measured with a silicon photodiode which uses a front side
reﬂex of a thin window.
1just for completeness it is worth to mention that a set of two mirrors exist, that allow
diagnostics of the reﬂected XUV beam, which has not been used so far. This is the setup
shown in Fig. 3.1. Currently the imaging mirror is replaced with an achromatic lens and a
wedge using the front side reﬂex like a mirror.3.4 EXPERIMENTAL ENVIRONMENT 47
In general, all these diagnostics can be recorded. Typically, only the relative
intensity is recorded to obtain information on intensity ﬂuctuation during a mea-
surement. The image of the focus is only shown on a monitor, but could be
connected to a framegrabber for spotsize analysis.
XUV Diagnostics
For direct monitoring of the XUV beam, the third inset of the slider with
the 450 nm zirconium ﬁlter is used. The double mirror is moved out of the
beampath and the XUV beam propagates to the back-thinned CCD camera
(Princeton Instruments LCX400). This camera is located 572.5 mm behind the
mirror and 480 mm behind a freestanding transmission grating that is mounted
on the same linear translation stage.
100 nm
4.7 nm
1.1 mm
10 mm 4.7mm
1.1mm
SiNX
Si
Figure 3.7: freestanding silicon nitride grating with 10000 lines/mm (by courtesy of T. A.
Savas [78])
To adjust the cutoﬀ in a way that it meets the XUV mirror reﬂectivity, the
freestanding transmission grating (Fig. 3.7) is moved into the XUV beam. The
resolved HHG spectrum, as shown in Fig. 4.4. A spectrum like this is routinely
used to meet the XUV mirror’s reﬂectivity and select a single isolated attosecond
XUV pulse.
3.4 Experimental Environment
The data acquisition environment of the presented beamline is determined
by the monitoring, control and automation of the parts described above and
the characteristics of the detector and data-acquisition for the actual experiment.48 Chapter 3 Experimental Setup
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Figure 3.8: ﬂowchart of the computational network steering and observing the experimental
environment. The computers are synchronized in time using atomic clock client software
Figure 3.8 shows the main layout of the computer control circuits for the beam-
line. The arrows indicate the ﬂow of information.
3.4.1 Data Acquisition
The computers used to control and monitor the experiments, are separated
in an ”active” interaction (PC1) and ”passive” data collection (PC2). Both
computers a synchronized by use of Automachron client software synchronizing3.4.2 Beamline Automation 49
the actual computer time with the NTP2 time server of the PTB Berlin every ﬁve
seconds and updating for deviations larger than 1 second, which will usually not
happen in a 5 second synchronization interval. Therefore collecting and logging
data in relation to PC time is in ﬁrst instance suﬃcient to have synchronized
data acquisition for both computers.
PC1 serves mainly for automated delay dependent data collection. The
measurement loop is a sequence of setting the delay of the PI P-621.1CD
delay stage and then collecting the data. In the case of the experiments
presented here the time-of-ﬂight spectra are retrieved with a FastComtec P7887
multiscaler with a burst count rate of 4GHz or 250 ps resolution. Additionally,
a photo diode signal is monitored by an oscilloscope which is a measure for
the relative laser intensity used in chapter 5 to determine the intensity of the laser.
The parameters of the measurement are controlled with a Labview program
written for this purpose. LabView controls the position of the delay stage and
acquiring data from the P7887 and the photodiode. Separate ﬁles are written
for the parameters, delays and acquired data.
PC2 monitors the pressure for the whole vacuum part reading out a Pfeiﬀer
Maxigauge TPG256A and presenting the data and the time dependent behavior
of the pressure in a Labview program. Furthermore, PC2 uses a BMC-PCI Base
1000 digital interface board with the MAD12 12-bit analog to digital conversion
interface module. Via this module the data from the ionization detector and the
Sunx pressure gauge is monitored with LabView programs written for this purpose
and can be saved with the PC time to assign the data to the corresponding
measurement on PC1. The back-thinned CCD Camera (Princeton Instruments
LCX400) is connected to this computer as well. The XUV beam can be monitored
either in the direct beampath or as a XUV spectrum in the ﬁrst order of the
transmission grating.
3.4.2 Beamline Automation
PC1 drives all in vacuum motors and stages. The optical components are
motorized with UHV picomotors from Newfocus connected to an iPico Ethernet
Controller Model 8752 and cascaded modules for more than three axis of the
type 8753. The steering of the irises in the diﬀerential pumping stages are
2The Network Time Protocol (NTP) is a protocol for synchronizing the clocks of computer
systems over packet-switched, variable-latency data networks and is one of the oldest protocols
in use since 1985; for more information see http://ntp.isc.org/50 Chapter 3 Experimental Setup
motorized with UHV picomotors and controlled by PC1, as well.
The translation stage that moves the double mirror assembly and the trans-
mission grating perpendicular to the axis of the beam entering the chamber, is
driven with a UHV compatible stepper motor driven stage with a travel range
of 50 mm (Micos VT-80 50).
For all these components LabView programs were written to steer the compo-
nents from the PC.
3.4.3 Reﬂectron ion mass spectrometer
For the ionization chronoscopy experiments, the detector chosen for this purpose
is a reﬂectron type mass ion spectrometer from Stefan Kaesdorf comparable to
the RFT10 [i04].
For Time-Of-Flight (TOF) mass spectrometers the energy selection properties
are characterized by the ﬂight time dispersion curves concerning the initial
energy of the charged particle accelerated in the static electric ﬁeld between the
repeller and extractor electrode.
For the detection of ions, compensating for the energy spread of the various
ions is the major issue and must be carefully chosen to gain the highest possible
resolution. A reﬂectron type mass spectrometer strives for this by retroreﬂection
of the ions in an electrostatic mirror with a dispersion curve of highest possible
ﬂatness over a large kinetic energy interval [80].
Figure 3.9 shows the layout and principle of the reﬂectron type ion mass
spectrometer. Ion trajectories resulting from diﬀerent points in space and
focused in time by retroreﬂection in the ion mirror are drawn. The lower part of
the ﬁgure depicts the principle of the ion mirror that corrects for the ﬂight time
dispersion caused by the formation of a particular ion at diﬀerent points in space.
Generally, focusing the ionic charge states by this technique results in the ﬁrst
instance in a loss of information on the location of ion formation. At the same
time this is a beneﬁt to compensate for space charge eﬀects originating from
coulomb interaction of the charged ions. Space charge virtually behaves like the
formation of the ion at a diﬀerent location in space. Therefore, focusing of the
ionic charges compensates for space charge eﬀects.3.4.3 Reﬂectron ion mass spectrometer 51
MCP
repeller
Figure 3.9: Layout and working principle of the reﬂectron ion mass spectrometer. The upper
part shows a cross cut of the reﬂectron with two diﬀerent ion trajectories shown inside and
a sketch of the laser focus between repeller and entrance of the reﬂectron. The lower part
denotes the beneﬁt of this detector geometry, the areas 1, 2, 3 correspond to diﬀerent ion
trajectories with diﬀerent accelerations due to the static electric ﬁeld between repeller and the
entrance aperture (extractor). On the right hand side the corresponding behavior of the ions
in the ion mirror assembly resulting form the diﬀerent volumes is shown. The special geometry
and the ion mirror assembly allows to restrict the spacial volume of interest and correct for
space charge eﬀects.[79, 80]
Proper adjustment of the potentials in the ion mirror of this spectrometer allows
conﬁnement of a particular volume of interest, where the ions are formed with
respect to the lower part of Fig. 3.9 [79].
The mass resolution of this ion spectrometer is speciﬁed to be on the order of
∆m/m = 1000. The focused ions are detected with an MCP (Multi Channel
Plate) detector. The signal is ampliﬁed and connected to the input of the Fast
ComTec P7887 multiscaler card.52 Chapter 3 Experimental Setup53
Chapter 4
Characterization measurements
Before coming to the experiment itself measurements to characterize the exper-
imental apparatus will be presented in the following sections.
4.1 CEP few-cycle Laser System
wavelength (nm)
600 700 800 900 1000 -40 -20 0 20 40
time delay (fs)
Figure 4.1: autocorrelation trace of the pulses after the hollow ﬁber - mirror compressor
(right diagram). The dashed line shows the transform-limited autocorrelation as derived from
the broadened spectrum (left diagram) assuming a ﬂat phase. Full width at half maximum
pulse width are 5.3 fs and 4.4 fs, respectively. The dashed spectrum (left) shows the spectrum
in front of the hollow ﬁber.
Figure 4.1 shows the typical pulse characteristics of the laser system are char-
acterized. Usually, the spectra retrieved in day-by-day operation are comparable
to the spectra shown in the left diagram of Fig. 4.1, where the red dashed line
represents the spectrum in front and the solid line the broadened spectrum54 Chapter 4 Characterization measurements
behind the hollow ﬁber.
In the plot on the right the autocorrelation traces for this spectrum are shown,
where the red dashed trace represents the Fourier transform of the spectrum
assuming a ﬂat phase while the black solid line is the measured pulse duration.
The full width at half maximum of the traces is given to be 5.3 fs for the
measured trace and 4.4 fs for the fourier transform of the spectrum, respectively.
Figure 4.2: Phase deviations derived from the f-to-2f interference pattern by the Fourier
transform algorithm. The feedback loop was put into operation at t = 0 [65]
The stability of the complete CEP stabilized laser system is represented in
Fig. 4.2. It shows a plot of the phase deviations without stabilization, and
with both feedback loops in operation exemplarily. The resultant rms jitter is
149 mrad equivalent to 60 as in a bandwidth between 0.13 mHz - 15 Hz when
both loops are active. For the unlocked laser system, the rms phase deviation
is in the order of 678 mrad. Generally, this does not represent the ﬂuctuations
outside the locking loops but is in the same order of magnitude as shown in
[81].
Inside the hollow core ﬁber, any additional phase jitter is most likely due to
pulse-to-pulse ﬂuctuations of the ampliﬁed pulses and can be estimated to be in
the order of 50 mrad corresponding to 20 as as in [82, p. 37]. Reverting to 2.4.4
a jitter on this order only aﬀects the HHG a small amount and regarding 2.5
the ejection and recombination points will ”jitter” at the same time. Therefore,4.2 HIGH HARMONIC BEAM CHARACTERIZATION 55
the possibility of pump-probe experiments and the generation of isolated pulses
is nearly unaﬀected by time jitter in this laser system.
4.2 High Harmonic Beam characterization
For the generation of the High Harmonic beam the direct spot size at a distance
of 2175 mm from the source is recorded by the cooled back-thinned CCD camera
shown in Fig. 3.1. Taking into account that a 400 nm Zr ﬁlter is introduced for
observation of the direct XUV beam to suppress the fundamental laser radiation
and reduce the transmitted Harmonic radiation so much that the camera chip
is not saturated, the spot and the corresponding cross cuts at this distance are
shown in Fig. 4.3. The diagrams show the real spot recorded in the small insets
in a bandwidth from 70 ∼ 100 eV. From this the indicated cross cuts were
extracted and ﬁtted with a Gaussian function1. In the x-direction the 2ω0 width
covering 95% of the full energy is 3.95 mm and in y-direction the 2ω0 width is
1.89 mm.
With respect to the spot shown in the inset the situation observed here is with
a new hole burned into the target. After some time when the hole is larger the
spot becomes symmetric and round and a little bit bigger. From these mea-
surements the divergence and source size for the XUV beam can be calculated.
The divergence θ0 of the XUV beam is determined by the beam radius and the
distance corresponding to half of the opening angle, which leads to
tanθx =
1
2
 
3.95
2175
= 9.08 × 10
−4 (4.1)
tanθy =
1
2
 
1.89
2175
= 4.34 × 10
−4 (4.2)
1the ﬁtting procedures were performed using Origin; by deﬁnition of the Gaussian function
ω0 is the full width at 1/e of the Gaussian distribution; to match the standard deﬁnitions w0
is the half width at 1/e2 of the Gaussian distribution56 Chapter 4 Characterization measurements
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Figure 4.3: X and Y cross cut of the HH beam measured 2175 mm behind the source where
X is the horizontal and Y the vertical direction. The inset shows the original retrieved spot
where the dash dotted lines show the cuts.4.2 HIGH HARMONIC BEAM CHARACTERIZATION 57
The source size for the central wavelength of 13 nm is given by
tanθ0 =
λ
πw0
(4.3)
↔ w0 =
λ
π tanθ0
(4.4)
→ 2wx = 9.114 m (4.5)
→ 2wy = 19.028 m (4.6)
For the spotsize shown the cross cut in x-direction is more realistic. Thus a
source size in the range of 9 - 18  m seems to be reasonable in this energy range
and is just a lower limit, since the used equations assume a perfect Gaussian
beam with a quality factor M2 = 1. For the laser system used M2 < 2 is
speciﬁed [i02]. Thus the determined focus size can diﬀer by a factor of 2.
The size of the driving laser focus assuming M2 = 1 again for λ = 740nm, a
focal length of f = 50cm and a beam radius of w0 = 4mm is given by
wf =
f λ
π w0
(4.7)
⇒ wf = 29,44 m (4.8)
Hence the spot diameter at 1/e2 is 2wf = 58,88 m in the Gaussian limit.
Comparing with the XUV diameter speciﬁed above it is in a quite good
agreement with the expectation for the XUV source size to be approximately
50% of the laser focus in this energy range.
Regarding the spot diameters at the position of the XUV mirror the position
from the source is 1602.5 mm. This gives beam diameters of
w
mirror
x = 1.455mm (4.9)
w
mirror
y = 0.6970mm (4.10)
For the full width at 95% intensity of the XUV we receive 2.910 mm and
1.394 mm. Generally, the beam diameter is expected to become larger, if
the source is suﬃciently drilled. Using the ”Knife Edge” Method would give
more detailed information on the eﬀective spot size assuming a nearly Gaussian
intensity distribution but the asymmetries of the spot would be blurred. For this58 Chapter 4 Characterization measurements
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Figure 4.4: typical XUV spectra resolved with this setup; in the upper panel the complete
transmission curve for the lowest spectrum shown is plotted (data from [i03]). The calibration
is done by use of the silicon L-edge and the 3.2 eV separation between the observed plateau
harmonics.
reason the cross cuts are shown.
When observing the direct XUV beam on the back-thinned CCD camera, it is
possible to move a 10000 lines/mm Si2N3 transmission grating into the beam
path and moving the camera into the ﬁrst order of diﬀraction (see Fig. 3.1).
Typical spectra are shown in Fig. 4.4. In the upper diagram the transmission
curve of 400 nm Zr + 150nm Si2N3 is used to calibrate the spectrum utilizing
the Si L-edge at ∼ 100 eV.
The upper XUV spectrum was taken without CEP stabilization, whereas
the lower ones are taken with CEP stabilization of a cosine-like pulse. The
feature of the plateau harmonics is clearly resolved and used to determine
the energy range calibration. A Si2N3 membrane is introduced in the lower
spectrum to specify the 100 eV energy. Furthermore, the reﬂectivity curve
of the used XUV mirror is centered at about ∼90 eV slightly below the
absorbtion edge of the Si2N3 membrane. Placing the membrane in the beam
path gives a possibility to adjust the cutoﬀ matching the mirror reﬂectivity curve.4.2.1 Measurement of the focus size 59
The resolution of the XUV spectrometer is suﬃciently high to distinguish a sine
and a cosine pulse by eye. Due to this it is an obvious tool for adjusting the drive
laser phase and energy.
4.2.1 Measurement of the focus size
To estimate the focus size, geometrical ray tracing simulations were done
with ZEMAX using the following parameters: Source diameter 10  m at
ω0, wavelength λ = 13nm, divergence as given above, but with the same
value for the divergence in both directions. Following the real experimental
conditions, a 5◦ tilt with respect to the surface normal for one axis of the fo-
cussing mirror and a distance between source and mirror of 1602.5 mm were used.
The intensity distribution of the beam is assumed to be Gaussian. Furthermore,
the simulations and measurements are restricted to the inner mirror supposing
that the focus of the outer ”donut” is at least larger than the focus of the inner
mirror.
Figure 4.5 displays the measured and simulated focus sizes determined by the
”Knife Edge” Method described in Appendix B for the measured and simulated
data.
The x cross cut (left) gives a Gaussian beam diameter at the focus of 22.58  m
from the experimental data and 13.82  m for the simulation which equals the
beam radius w0. There are several factors that were not taken into account that
explain this discrepancy. The experimental focus is astigmatic as a result of the
5◦ tilt angle. Thus what is called a focus is the most round focus that can be
observed, but possibly not the smallest and most intense one. Moreover, as the
inset in Fig. 4.3 depicts, the XUV beam is strongly distorted and deﬁnitely not
symmetric. Even if the ”Knife Edge” Method integrates over the intensity and
ﬂattens these distortions, the divergence is diﬀerent from that in the simulations.
The main deviation is based on the determination of the path length between
focus and imaging optics and imaging optics to the camera chip to calculate the
magniﬁcation for a given focal length which has been determined to be a factor
of 5. Even if the imaging mirror shown in Fig. 3.1 is replaced by a lens and a
wedge to avoid further astigmatism introduced by this mirror, the determination
of the magniﬁcation denote the largest error source. The error is estimated to
be on the order of 20% and within this estimation the simulation matches the
experimental data. For the y direction the deviation turns out to be much smaller
with 13.68  m for the simulation and 17.94  m for the measured focus diameter.60 Chapter 4 Characterization measurements
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Figure 4.5: simulated and measured focus size for the inner mirror. The proﬁles have been
retrieved using the ”Knife Edge” method applied to the image retrieved from a CMOS camera
monitoring the focus shown in Fig. 3.6 and using the software described in Appendix B.4.2.2 Calculation of the eﬀective partial XUV cross-sections 61
4.2.2 Calculation of the eﬀective partial XUV cross-
sections
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Figure 4.6: computation of the reﬂectivity and phase behavior of the XUV mirror used in
the experiment. The reﬂectivity curve is already the multiplication with the transmission curve
of a 150 nm Zr foil, added in the experiment to suppress the fundamental laser radiation.
Measurements at the PTB at BESSYII in Berlin have shown that the type of manufacturing
process for this mirror leads to a shift in the reﬂectivity towards higher energy in the order of
4% thus the peak reﬂectivity is supposed to be ∼91 eV
Figure 4.6 depicts computations of a recursive fresnel code of the reﬂectivity and
phase of the XUV mirror that is used in the experiment. The reﬂectivity curve
is already multiplied with the transmission of a 150 nm zirconium foil which is
used to suppress the fundamental radiation. The data for the transmission of
the zirconium foil is obtained from [i03].
Calculating the eﬀective partial cross-sections, the mirror reﬂectivity was ﬁtted
with a Gaussian. The partial cross-section data given in [83] were taken for the
ions of neon, krypton and xenon in the energy bandwidth corresponding to the
reﬂectivity bandwidth of the XUV mirror and ﬁtted with a Gaussian, as well.62 Chapter 4 Characterization measurements
Integration of the Gaussian ﬁts and dividing the area of the partial cross-section
by the mirror reﬂectivity leads to a mean partial cross-section within the mirror
bandwidth shown in Tab. 4.1.
charge Gas
A+ A2+ A3+
Neon 4.01 0.14
Krypton 0.17 0.37 0.07
Xenon 1.53 14.99 5.00
eﬀective partial ionization cross sections (Mb)
Table 4.1: eﬀective ionization cross-section taking the reﬂectivity bandwidth of the mirror
and 150 nm Zr into account, based on the data of [83]
The data in [83] is not covering the energy bandwith of the mirror very well
because of the large energy steps between the data points. Furthermore,
ﬁtting the few data points with a Gaussian distribution may overestimate the
mean partial cross-section. Especially in the case of krypton the mirror cov-
ers the 3d → 5p resonances where the partial cross-sections are greatly enhanced.
The eﬀective partial cross-sections calculated in this way are in good agreement
with the experimental data. As an example, referring to the xenon data in
Fig. 4.7 and integrating the count rates of the isotopes to get the total number
of counts for a particular ion, the total count rates for each ion are compared to
the eﬀective cross-section in the following table.
charge
Xe+ Xe2+ Xe3+
ion count rate 307 2513 914
eﬀective cross-section 1.534 14.988 5.001
ratio 200.31 167.66 182.76
Table 4.2: comparison of the total ion count rates with the calculated eﬀective cross-sections
Deviation from the reﬂectivity proﬁle of the mirror will result in a diﬀerence
for the eﬀective cross-section. In connection to Fig. 2.7 the real shape of the
incident harmonic cutoﬀ spectrum reﬂected by the XUV mirror was not taken
into account and assumed to be constant over the given spectral range.4.2.3 Resolution of the Reﬂectron ion mass spectrometer 63
4.2.3 Resolution of the Reﬂectron ion mass spectrometer
All measurements presented in chapter 5 were obtained with the reﬂectron ion
mass spectrometer. Figure 4.7 shows the resolution of the spectrometer. An
XUV ion spectrum of xenon is shown for example.
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Figure 4.7: Typical XUV ion spectrum of xenon resolved with the TOF reﬂectron ion mass
spectrometer described in 3.4.3. Even for low count rates the resolution is high enough to
measure with isotopic resolution in all the ionic states. The inset shows a zoom of the Xe1+
ionic states split in the natural isotopes of xenon. The missing 128Xe ion is hidden in the
background, but due to better statistics well resolved on the left side of the Xe2+ and Xe3+
isotope groups.
The plot shows the ion spectrum of xenon measured with XUV excitation
centered at ∼90eV following the XUV ionization cross-sections reported in
[83]. As one can see, the natural isotopes of xenon are well resolved up
to the third ionic state of Xenon. The inset zooms in on the Xe+ isotope
group, which has the smallest cross-section. Because of the short time for
data collection the 128Xe+ is missing, but clearly resolved in the higher ionic64 Chapter 4 Characterization measurements
charges. Eﬀects like space charge are practically negligible since the compen-
sation of the ﬂight time dispersion in reﬂectron geometry is not sensitive to
this within certain limits. Furthermore, in every ionic group the isotopes are
resolved with the ratio of their natural existence with reference to the data in [84].65
Chapter 5
Attosecond real time observation
of electron tunnelling
and multi-electron dynamics in
rare gases
In this chapter the experimental results will be discussed in studies of three
noble gases using this newly developed technique of attosecond-time-resolved
ionization chronoscopy.
The experiment was initially based on calculations of CEP phase dependencies in
the ionization yield of Helium [64] and Xenon [85]. Similar to electron streaking
measurements [12, 10] the measurement of the ion yield should be sensitive
to the CEP phase of the few-cycle laser pulse. This behavior is also strongly
dependent on the intensity of the IR-laser ﬁeld. The calculations did not include
the eﬀects of the probing XUV pulse acting on the atomic gas target. In
this case the processes taking place become diﬀerent and the detection of the
ionization yield with respect to the diﬀerent ionic states opens up a new way
to resolve inner-shell dynamics which are not directly accessible in the energy
domain. Figure 5.1 shows these main concept of the experiments that are
presented in the following sections.
Let us assume a laser pulse with an intensity suﬃciently low that the laser cannot
ionize the bound electron with potential W2 for τD < 0. Thus the atom remains
neutral. For τD = 0 the XUV pulse meets the neutral atom at the peak intensity
of the laser pulse. As in the ﬁrst case the laser pulse can be neglected, because
the intensity is suﬃciently low, but the XUV pulse can act on the atom in two
diﬀerent ways:66 Chapter 5 Attosecond time-resolved observation of ionization processes
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Figure 5.1: Illustration of the ionization sequence related to attosecond excitation and IR
probing. In this picture the intensity of the IR laser pulse is assumed to have an intensity that
is too low to act on the bound electron at W2. The ionization and excitation of the former
neutral atom by the attosecond XUV pulse enables the IR laser pulse to ionize the excited
electron Wms. Furthermore, inner-shell processes may be induced, as shown in case c for
τD > 0. For a detailed description see text.
a a valence electron is photoionized and appears in the continuum with a
kinetic energy Wkin = ~ω − Wbind. This leads to a singly ionized atom.
b an inner-shell electron or deeply bound valence electron is ionized
and the photoelectron appears in the continuum with a slightly lower
kinetic energy because the atom gets excited due to shake-up processes
Wkin = ~ω−Wbind−∆We. Additionally a core-level shift ∆W will occur.
The atom is singly ionized and excited.
For τD > 0 the laser pulse meets atoms in an excited ionic state that the XUV
pulse created at τD = 0
a because the laser intensity is suﬃciently low that the bound electron W2
cannot be ionized by the laser ﬁeld, nothing further happens to the singly
ionized atom.Chapter 5 Attosecond time-resolved observation of ionization processes 67
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Figure 5.2: The ionization yield of the a single excited state is shown in dependence of the
relative delay τ between the XUV excitation (pump) and IR laser pulse (probe) as well as the
ﬁeld strength of the IR laser ﬁeld. The red curve shows the delay dependent increase of the
population in the atomic ion in the case of a low intensity IR laser pulse, where multiphoton
ionization dominates. The green curve shows the ionization yield dependence in the case of a
strong IR laser ﬁeld well in the tunnel- or above the barrier ionization regime
b once there is an excited electron existing the laser intensity is suitable to
ionize the excited electron at Wms. In this case the ionic charge state is in-
creased by one and ﬁnally the atom is doubly ionized. Taking into account
the excitation with an attosecond XUV pulse, the ionization rate follows
strongly the ﬁeld strength or intensity of the laser pulse (compare Fig. 2.9).
c if the ionization of a core level is involved, inner-shell processes like Auger
decay could be induced depending on the excitation energy of the XUV
photon and the atomic target. In the case shown an Auger decay takes
place, while the excited electron is ionized due to the laser pulse. A triply
charged ion is created.
In particular, in case c there are two competing time constants for the process.
The ionization of the excited electron due to the laser pulse results in an increase
in the population of the doubly charged ion. In a competing eﬀect, the Auger
decay decreases the population of the doubly charged ions and gives a rise to
the population of the triply charged ion. The competition of these two processes
depends not only on the laser pulse duration and intensity, but also on the time68 Chapter 5 Attosecond time-resolved observation of ionization processes
constants for the observed Auger decay.
In this illustrative description of the experiment we neglected two aspects of the
real experiment which are of major importance:
In Fig. 5.1 the excited electron is bound to a discrete state with binding energy
Wms. Generally this is not the case. As will be shown in the following sections,
several excited states are populated by the XUV pulse. Some of them with
comparable probability. This deﬁnes a certain bandwidth of excited states that
become accessible by the laser pulse. Thus it is possible to obtain information
about the levels involved in the measured ionization yield. Furthermore, an
intense laser pulse was assumed, but it remains to be determined if the nature
of the observed ionization process is correlated with the multiphoton regime, or
if we assume the ﬁeld strength of the laser to tunnel ionize the corresponding
excited states.
Figure 5.2 shows the diﬀerence between these two cases, assuming again a
discrete excited state that is ionized by the laser pulse. With increasing delay τ
the total ion yield measured is given by integration over all laser generated ions
after XUV excitation. For low laser ﬁeld intensities the multiphoton ionization
dominates the process and the resulting curve will predominantly follow the
integration of the ionization yield over the remaining laser pulse and related to
the typical behavior of MPI following Eq. (2.16), which is depicted with the
red curve. For high laser intensities in the tunnel regime or over the barrier
ionization regime, the ionization yield depends on the actual strength of the
laser ﬁeld. The left part of the green curve depicts the multiphoton nature of
the ionization in these regions of the laser pulse. In the central part of the laser
the steep steps shows the ﬁeld dependent ionization of the excited electron in
the tunneling regime.
It is expectable that if the number of excited states becomes too large, the
substructure of the time dependent ionization yield as shown in Fig. 5.2 will
be washed out by integration over contributions from all levels to the ﬁnal
ionization yield. This is especially the case if we consider highly excited states
with a substantial occupation probability equally distributed over a speciﬁed
energy bandwidth.
With this description the complexity of the processes and the diﬃculties for
measurement and interpretation regarding this new technique should have been
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For the experiment presented in the following sections the experimental ap-
paratus described and characterized in chapter 3 and 4 was used to measure
time-dependencies in the ionization processes of noble gas atoms excited by an
XUV attosecond pulse with a bandwidth and spectral shape as shown in Fig. 4.6.
Data analysis and computations described in Appendix C and D are mainly based
on the work of V. Yakovlev and M. Kling and are part of the supplementary
online information of [86].
5.1 Tunneling ionization dynamics in Neon
This experiment focusses on light induced tunneling of shake-up electrons. For
this purpose we ionize neon atoms shaken-up by a ∼ 250as XUV pulse. Figure
5.3 shows the level structure of XUV excited neon atoms and the relevant
transitions for the ionic states. According to Tab. 4.1 the absorption of photons
within the mirror bandwidth will produce singly and doubly charged neon atoms
with a probability of 3.17% and 96.65% respectively neglecting the shape
of the high harmonic spectrum. This is in reasonably good agreement with
the experimentally determined probabilities of 4.8% for Ne2+ and 95.2% for Ne1+.
Due to shake-up processes a small fraction of the singly-charged neon atoms is ex-
cited to 2p−2nl conﬁgurations each of which consist of 2p−2(3P)nl, 2p−2(1D)nl
and 2p−2(1S)nl states with the probabilities of the diﬀerent channels well known
from electron spectroscopy [41]. Since these satellite states can only decay
radiatively and on a picosecond time scale [87] and Auger decay is absent for
these excitation energies [88] the few-cycle laser ﬁeld can remove electrons from
these shake-up states once the excited states are populated by the attosecond
XUV pulse. Therefore, the probability of double ionization increases to 6.7%
due to population transfer from the 2p−2 nl states by depletion from the
IR laser ﬁeld. The population distribution is shown in Fig. 5.3. The most
probable shake-up satellites are the 2p−23p and 2p−23s with 50% and 25% occu-
pation probability. Their binding energies are accessible for the laser electric ﬁeld.
The laser pulse intensity is chosen to produce only singly-charged ions (in
conﬁguration 2p−1) corresponding to an ionization energy above 21.56 eV but
below the double ionization threshold of 48.47 eV depicted by the red shaded
area in Fig. 5.3 with a measured laser intensity of (7 ± 1) × 1013 W/cm2. This70 Chapter 5 Attosecond time-resolved observation of ionization processes
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Figure 5.3: Energy levels and transitions relevant for the study of light induced tunneling
of excited states in neon; purple arrows show XUV induced transitions; red arrows show laser
induced transitions; the red shaded area indicates the energy levels accessible for the laser
pulse.
means that the XUV generated Ne2+ ionization rate is not aﬀected by the laser
for negative delays τD < τL, when the laser pulse reaches the target before the
XUV pulse.
The Keldysh parameter γ for the satellite states in the observed eﬀects indicates
that tunnel ionization dominates (see Appendix C). Therefore, once the XUV
populates the states, the laser pulse can eﬃciently deplete them depending on
the local ﬁeld strength.5.1 TUNNELING IONIZATION DYNAMICS IN NEON 71
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Figure 5.4: Ne2+ ion yield versus delay, between attosecond XUV excitation pulse and
femtosecond probing laser pulse. The upper panel shows the measured data; the lower panel
shows the computation of the process using generalized ADK theory with the levels used for
the computations; the inset in the upper panel depicts a zoom in a step resulting from 3
measurements normalized to have the same ionization yield enhancement. The blue solid line
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The upper graph of Fig. 5.4 shows the measured pump-probe trace as the
number of Ne2+ ions versus delay τ between the exciting attosecond XUV pulse
and the CEP stabilized probing laser pulse. The data was acquired through six
delay scans repeated under the identical experimental conditions. The signal
was integrated for three seconds at each delay setting. The circles and the
error bars show the average and the standard deviation of the results of the six
measurements analyzed by the procedure described in Appendix D.
Negative delay times indicate that the probing laser pulse is early and acts on
the target atom before the exciting XUV pulse. Positive delays mean that the
XUV excitation is early and the probing laser pulse acts on the excited neon
atom with the levels of Fig. 5.3.
It should be mentioned that the deﬁnition of zero delay may imply the perfect
temporal overlap of the maximum ﬁeld strength of the probing laser pulse and
the exciting XUV pulse. Unlike photoelectron based streaking measurements
[12] this is not the case for ionization chronoscopy since the depletion of all
excited states involved can occur much before the maximum ﬁeld strength of the
probing laser pulse thus there is no further enhancement of the ionization yield,
even if this is not the perfect temporal overlap of both pulses. As a consequence,
there is an optimal intensity by observation of the measured dynamics shown in
Fig. 5.5. It is common for all experiments described in the following that there
is an optimal intensity where the observed eﬀect is best resolved.
In Fig. 5.4 for large negative delays there is no enhancement of the ionization
yield. This means that there is no contribution to ionization of the doubly
charged neon resulting from the laser pulse. Furthermore, this is an indication
that no ionization enhancement occurs resulting from XUV ionization of singly
charged neon atoms generated by the laser pulse. As a consequence, the laser
pulse does not saturate the neon target with respect to the single ionization of
neon and the enhancement of the ionization yield is based on the depopulation
of XUV excited states in singly ionized neon.
The primary enhancement starts at a delay of -7 fs clearly following a stepwise
increase with a periodicity reproducing half the laser oscillation period indicated
by TL/2 in the graph.
The inset in Fig. 5.4 depicts an ionization step extracted from three diﬀerent
measurements normalized to have the same change in the ionization yield.
Fitting with an error function determines a total rise time of 380as FWHM,
which is a measure related to the time of tunneling. The complete width of the5.1 TUNNELING IONIZATION DYNAMICS IN NEON 73
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Figure 5.5: intensity dependent measurement of the ionization yield for delay -20 fs and +20
fs; for the low energy part the contrast decreases, because the laser intensity is not suﬃcient
to reach the excited levels of the neon atom; for the high energy region the eﬀect is basically
limited by the fact that the production of doubly ionized neon from the laser pulse increases.
Shown by the symmetric increase for both delay positions. The optimum intensity is in the
range 6 - 9 ×1013 W/cm2
full enhancement is approximately the full width at half maximum (FWHM) of
the laser pulse as indicated by the dotted line in the lower graph. This represents
the |E(t)|2 of the laser electric ﬁeld used in the modeling of this measurement
shown in that graph.
The lower graph shows the simulation of the pump-probe experiment based on
the nonadiabatic theory of tunnel ionization [89] performed by Yakovlev. The
thin solid lines show the calculated fractional ionization rates contributed by
electrons liberated from diﬀerent shake-up states. The thick solid line depicts
the overall ionization rate obtained by adding the fractional rates from the
shake-up states. These simulations were carried out for a Gaussian 250 as XUV
pulse and a Gaussian 5.5 fs laser pulse with a peak intensity of 7×1013W/cm2.74 Chapter 5 Attosecond time-resolved observation of ionization processes
The highly-excited 2p−24p states are completely ionized even by the wing of the
laser pulse, while signiﬁcantly higher intensities are required to deplete 2p−23s
states. The agreement with the experimental data is quite good, but the sharp
dips on the top of the step is not very well reproduced. Currently we attribute
this to the inﬂuence of the probe laser ﬁeld on the excitation process which is
not included in the simulations. Recent work of Smirnova et al. [90] provides a
ﬁrst treatment in this direction.
These steps were reproduced in several experiments and with diﬀerent carrier
envelope phases. If the phase is not stabilized the stepwise structure disappears
and only the main enhancement in the ionization yield persists which is exactly
the behavior that is expected.
5.2 Multi-electron ionization dynamics
in Krypton
In another experiment the atomic gas of interest was krypton. The main
diﬀerence between these measurements is based on the fact that in the
XUV energy range of the mirror, krypton provides the probability of Auger and
resonant Auger decays following inner-shell ionization and excitation, respectively.
Figure 5.6 presents the levels and transitions relevant for the interpretation of
the pump-probe measurement shown below. For excitation energies within the
mirror bandwidth (Fig. 4.6) the most probable transitions are indicated by the
purple arrows in the diagram.
In the case of krypton in this energy range resonant as well as non resonant
Auger decay becomes probable indicated by the green arrows. Thus singly
charged krypton originating from XUV photo ionization with a 3d vacancy
decays predominantly to doubly charged krypton, but with a fraction of 30%
also to triply charged krypton [91].
Contemporaneously highly excited neutral atoms in 3d−1np excited states
are produced followed by Auger decay via intermediate states to singly and
doubly charged krypton ions. These Auger decay channels are described
by 3d−1np → 4s−24p6nl → 4p−2 for the doubly charged krypton ion and
3d−1np → 4p−2np or lower for the singly charged krypton ion. A fraction of
10% will directly decay to triply charged krypton [92].5.2 MULTI-ELECTRON IONIZATION DYNAMICS IN KRYPTON 75
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The red shaded areas represent the minimum accessible energy bandwidth from
the laser pulse under the condition that the laser intensity is adjusted producing
only singly ionized krypton. The transitions probable from the interaction with
the laser ﬁeld are indicated by the red arrows.
In the generation of triply charged ions the time-dependent development of the
ionization yield follows two competing processes resulting from the diﬀerent
probabilities and decay channels corresponding to the resonant and non-resonant
Auger decays indicated by the numbers in the diagram.
The most obvious behavior originates from the normal Auger decay of the 3d
vacancy in the singly charged ion. The Auger decay populates the intermediate
states 4s24p−44d2 and 4s24p−34d with the decay constant related to the
lifetime of the 3d vacancy of 7.9 fs [11]. These states are well below the triple
ionization threshold and comparably long lived thus the laser induced depletion76 Chapter 5 Attosecond time-resolved observation of ionization processes
of those levels samples the population of the levels caused by the Auger transition.
In the case of the resonant Auger decay an increase of the ionization yield in
the Kr3+ ion can originate from three diﬀerent channels and these channels are
not independent which makes a complete interpretation diﬃcult.
In the ﬁrst case a normal Auger decay populates 4s−24p6 nl intermediate states
with the same time constant for the decay of the 3d−1 vacancy as given above.
These states are depopulated by two competing processes. One is a second
step Auger decay to the 4p−2 ground state, while the other is the depopulation
caused by the probe laser pulse.
The second channel is related to the probe laser pulse in the beginning of
the decay cascade. The resonantly excited 3d−1np states are depleted by
the probing laser pulse and thus the transition probability of 10% for the
direct channel increases to 30% as for the decay of a singly charged ion
with a pure 3d vacancy. Hence the transition is followed by an increase
of the ionization yield in comparison to the direct transition by 20% and the
initiation of the Auger transition is delayed by the interaction with the laser pulse.
For the third channel the laser needs to act on the atom twice initiating
the channel for the normal Auger decay described above due to depletion of
resonantly excited states 3d−1np.
Similar to the depletion of the 2s−24p state in the tunneling ionization of
neon the depletion of the excited np states in this case will happen in the
wings of the laser pulse. Therefore, it is expected, that this channel becomes
indistinguishable from the normal Auger decay to the intermediate states
4s24p−44d2 and 4s24p−34d.
Figure 5.7 shows the results of the experiment. The large negative delays
are not shown since the ion yield remains constant corresponding to the
XUV generated Kr3+ ions. This indicates also that the laser induced gen-
eration of singly charged krypton is not saturated otherwise XUV ionization
of singly ionized krypton would become favorable for negative delays and an
enhancement of the ionization yield would be observed in this delay range, as well.
The model to ﬁt the experimental data and extract the time constants as de-
scribed in Appendix D uses a 4.3 fs pulse duration as the probing function for
the laser pulse and 7.9 fs for the 3d−1 Auger decay from [11]. The laser pulse
duration is chosen to be 4.3 fs to indicate that no ionization of the excited states5.2 MULTI-ELECTRON IONIZATION DYNAMICS IN KRYPTON 77
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Figure 5.7: Kr3+ versus delay; the indicated time constants result from the model described
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occurs in the wings of the pulse. The shape of the curve is explained in terms of
the channels described above assuming early depletion of the resonantly excited
3d−1np states. The sharp rising edge is determined by the decay of the initial
vacancy. Under this assumption, the three routes to the triply charged ion can be
addressed to this enhancement of the ionization yield determined by the following
processes:
3d
−1 np
L → 3d
−1 → 4s
−2 → 4p
−3 (5.1)
3d
−1 → 4s
−24p
−44d
2 L → 4p
−3 (5.2)
3d
−1np → 4s
−24p
6 nl
L → 4p
−3 (5.3)
For large negative delays the direct transitions from the 3d−1 and 3d−1np are not
aﬀected by the probe laser pulse and build a constant count rate for the XUV
produced Kr3+ ions. For large positive delays the enhancement of the ionization
yield follows the transition described by Eq. (5.2) since the 4s24p−44d2 state is
long lived compared to the maximum delay range.78 Chapter 5 Attosecond time-resolved observation of ionization processes
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where this measurement was performed was in the range indicated by the gray box around
4 ± 1 × 1013 W/cm2. The lines are shown to guide the eye.
The decaying part of the peak is best explained by following the cascade
3d
−1np → 4s
−24p
6 nl
L → 4p
−3
3d
−1np → 4s
−24p
6 nl → 4p
−2 (5.4)5.3 MULTI-ELECTRON IONIZATION DYNAMICS IN XENON 79
Where the depopulation of the intermediate state 4s−24p6 nl to Kr2+ dominates
the depopulation to the Kr3+ caused by the laser pulse with increasing delay.
This requires that the 3d−1np is not totally depleted by the laser because a
substantial fraction needs to decay to the intermediate state 4s−24p6 nl to yield
the depopulation process. Prooﬁng this behavior higher, laser intensities would
open the channel for a population transfer from the 4s−14p−1 np states to the
4p−3 ground state. For large delays the increased ionization yield should change
in magnitude if the 4s−14p−1 np are involved or not, while the time constant for
the Auger transition to the 4p−3 ground state should remain the same.
A ﬁrst indication to support this statement of an intensity dependent change
in the ionization yield due to the accessability of more strongly bound ex-
cited states in the 4s−14p−1 np conﬁguration is shown in Fig. 5.8. At
laser intensities that create a substantial amount of Kr2+ ions, the ratio
Kr3+(+20fs)/Kr3+(-20fs) becomes larger which could be the indication that
the 4s−14p−1 np states get depleted by the laser pulse as well. Thus for future
experiments on krypton, measurements with varying intensities in small intensity
steps are important.
Another possible interpretation is that the depletion is only signiﬁcant in a delay
range of 7.9 fs starting from the rising edge to explain the ”overshoot” of the
ionization enhancement., because the resonantly excited states are depleted by
the Auger decay for delays larger than the lifetime of the 3d vacancy. Therefore,
the laser pulse can only act on the 4s−24p6 nl intermediate state. Independent
of the role of depletion in this process, the time constant τA2 = 20 ± 4fs for
the decreasing edge of the measured curve is related to the second step Auger
decay 4s−24p6 nl → 4p−2 and therefore to the lifetime of the intermediate state
involved in this decay cascade.
5.3 Multi-electron ionization dynamics in Xenon
In the last experiment multi-electron inner-shell relaxation of xenon atoms
following excitation with the attosecond XUV pulse is explored. Due to the fact
that xenon is a high Z-atom a variety of decay processes follow XUV excitation
or ionization of an inner-shell electron.
Figure 5.9 shows the energy levels and transitions relevant to this experiment.
As a consequence of the strong 4d → εf resonance in xenon [83] slightly above
the excitation energy of 91 eV electrons from the 4d orbital will be preferably
liberated.80 Chapter 5 Attosecond time-resolved observation of ionization processes
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Figure 5.9: Energy levels and transitions in xenon ions relevant for the current study. The
energy levels are based on data from Kabachnik and Fritzsche [97]. The relative population
of states in Xe1+ is given for an XUV excitation energy of 90 eV [41]. Purple arrows indicate
direct XUV photo ionization, green arrows subsequent Auger transitions, red arrows further
ionization by the laser pulse
Referring to the ionization of an inner atomic shell in section 2.2 a vacancy will
rapidly decay by single and cascaded Auger processes. This leads to higher ionic
charge states with a high probability (∼99%). Furthermore, in the case of a
4d−1 ionization additional shake-up and satellite states will be populated.
Regarding Fig. 5.9, a Xe1+ in one of the conﬁgurations 4d−1, 4d−15s−1 ns
and 5s−2 np will Auger decay through channels A1 to Xe2+. Approximately 19
% will decay further via a second Auger process following A1 and A2 depicted
in Fig. 5.9 to Xe3+ according to photoelectron-ion coincidence measurements
[98]. The complete description of all channels leading to the formation of a
triply charged xenon ion include the probability of direct double Auger decay
as mentioned in section 2.2which is not shown in Fig. 5.9. The corresponding
lifetimes of the individual levels are well known from synchrotron measure-5.3 MULTI-ELECTRON IONIZATION DYNAMICS IN XENON 81
ments. From the linewidths measured by electron spectroscopy [99] the 4d3/2
and 4d5/2 lifetimes are extracted to be 6.3±0.2fs and 5.9±0.2fs, respectively.
As in the krypton measurement, the lifetime of the decay represented by A1
is only dependent on the decay of the 4d vacancy. Thus an enhancement of
the ionization yield in the Xe3+ is related to the population of an intermediate
level with a time constant related to the transition indicated by A1, that will be
depopulated by the probing laser pulse. Those intermediate levels serving for
the enhancement of the ionization yield in the Xe3+ are indicated by the small
red shaded area covering the energy range from 45 eV up to the 5p−3 threshold
in Fig. 5.9.
The ﬁrst Auger process A1 populates more strongly bound states such as
5s−15p−26p and Rydberg states in the conﬁguration 5p−3np below this thresh-
old where no further decay is possible. The additional energy transferred from
the laser pulse gives rise to overcome the 5p−3 threshold from those levels
and results in a triply charged xenon ion. The bandwidth of the area satisﬁes
the condition that the laser produces only singly charged xenon ions, thus the
maximum energy transferred from the laser pulse is below 33 eV.
Creation of Xe3+ by the XUV pulse is dominated by cascaded double Auger
transition mainly via two intermediate states, presumably 5s−15p−27p [100, 96].
Furthermore, the conﬁgurations 4d−15p−1 np and 4d−15s−1 ns yield for a
cascaded decay to the Xe3+. The decay of those states results in the constant
XUV yield for large negative delays in relation to the XUV cross-sections
measured in synchrotron experiments [83] and calculated for the broadband
reﬂectivity of our XUV mirror in Tab. 4.1.
Figure 5.10 shows the measured curve of the ion count rate versus delay at
the laser intensity of (7 ± 1) × 1013 W/cm2 used in this experiment. For
positive delays a rapid exponential increase is observed in the ionization yield
from the background in the Xe3+ signal that arises from the A1+A2 Auger
cascade discussed above. The laser-induced increase in the Xe3+ yield is due
to ionization from the states in Xe2+ in conﬁgurations 5p−3 np, 5s−15p−1 and
5s−15p−2 nl indicated in Fig. 5.9.
No decay of the enhanced Xe3+ yield was observed up to our maximum delay of
300 fs, indicating a lifetime of the involved intermediate states longer than one
picosecond. The exponential increase in the Xe3+ signal is the convolution of
the A1 decay and the laser induced ionization process (denoted by NIR-I in Fig.
5.9) with the temporal evolution of the A1 process known from synchrotron82 Chapter 5 Attosecond time-resolved observation of ionization processes
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Figure 5.10: Xe3+ versus delay; the indicated time constant result from the model described
in Appendix D
measurements [99].
With a 6 fs decay time for A1 that is extracted from the time dependent dy-
namics of the Xe4+ presented below, the temporal evolution of the laser-induced
transition responsible for the increase of the Xe3+ yield for τ > 0 becomes
accessible and is extracted from the exponential rise giving a laser-induced
ionization time of 5.8±2.5fs (full width at half maximum). This indicates that
low order, one- and/or two-photon, transitions may promote electrons from the
corresponding states of Xe2+ to the 5p−3 states of Xe3+ because the extracted
laser pulse duration can be interpreted as a contribution of the complete laser
pulse to the ionization of the excited states. Therefore even small intensities in
the wings of the pulse, corresponding to one- and two-photon processes lead to
an enhancement of the ionization yield.
From Fig. 5.9 one can see that charge-states higher than Xe3+ cannot be
created with the XUV pulse alone because the XUV photon energy is well below
the Xe4+ threshold of about 105 eV. The corresponding energy bandwidth5.3 MULTI-ELECTRON IONIZATION DYNAMICS IN XENON 83
accessible for the laser pulse is denoted by the red shaded area, again.
With the laser pulse transferring additional energy to the xenon ions the
generation of Xe4+ ions is observed for a restricted range of positive delays.
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Figure 5.11: Xe4+ versus delay; the indicated time constants result from the model described
in Appendix D
Figure 5.11 depicts the delay dependent behavior of the laser induced generation
of the Xe4+ ions. The ionization yield exponentially increases within a few
femtoseconds followed by a long exponential decay on a time scale of several
tens of femtoseconds. The Xe4+ generation is currently believed to be provoked
by laser-induced double ionization (denoted by NIR-DI in Fig. 5.9) from
the intermediate states in conﬁgurations 5p−4 nln′l′ (doubly-excited) and/or
5s−25p−1 nl singly-excited states of Xe2+.
These states are populated by the ﬁrst Auger process A1, from the satellites
4d−15p−1 nl of the 4d−1 state upon emission of near-zero energy photoelectrons
[101, 99] and depopulated by the second Auger decay A2 to states of much
larger binding energy in Xe3+, which cannot be reached by the probing laser pulse.84 Chapter 5 Attosecond time-resolved observation of ionization processes
Thus the exponential rise and decay of the Xe4+ signal is based on the evolution
of the ﬁrst (A1) and second (A2) Auger decay in the same manner as the
decreasing edge in the Kr3+ has been explained. The intermediate states
corresponding to the generation of Xe4+ are populated by the ﬁrst Auger
decay A1, sampled in the rising edge and depopulated by the Auger decay A2,
sampled in the falling edge, because the depopulation due to the Auger decay
is competing with the depopulation from the probing laser pulse. Note that
this neglects the exact nature of the process referring to section 2.2.3. The
laser-induced double ionization may be either sequential or non-sequential and
the cascade decay may eject a fast electron at the beginning of the cascade
or at the end. The presented technique of attosecond time-resolved ionization
chronoscopy averages over all possible channels resulting in the formation of a
Xe4+ ion from all contributing states inside the red shaded area of Fig. 5.9.
Fitting the result of a simple rate-equation analysis including the transitions
A1 and A2 to the Xe4+ data shown in Fig. 5.11 yields decay times of
τA1 = 6.0 ± 0.7fs and τA2 = 30.8 ± 1.4fs for the A1 and A2 Auger processes.
While the A1 decay is to be accurately known from measurements in the energy
domain[99] hitherto it has only been possible to set a lower limit of 23fs for
A2. Both time constants are in accordance with the results of energy-resolved
measurements [99]. Therefore this sampling technique unfolds processes on a
few-femtosecond or longer time scale and with sub-femtosecond resolution, but
on the basis of formation of ”forbidden” charge states assisted by laser-induced
ionization.
The presented measurements give for the ﬁrst time direct access to measurement
of the time constant for the averaged lifetime of the intermediate states related
to the double/cascade Auger decay for the Xe3+ formation in the XUV spectral
range deﬁned by the mirror reﬂectivity (see Fig. 4.6).85
Chapter 6
Conclusions and outlook
In the framework of this thesis a novel apparatus for the application of
attosecond time-resolved measurements has been built and characterized.
It relies on the principles of pump-probe measurements previously used for
attosecond studies of inner-shell processes [11] and sampling of the electric ﬁeld
of a few-cycle laser pulse [12] but this time based on ion detection sampling
transient electronic states populated by a sub-femtosecond XUV pulse. This
novel apparatus was developed with the aim to improve the experimental setup
in terms of UHV conditions, vibration isolation, High Harmonic throughput
and focusing on the application for measurements regarding ionization dynamics.
To this end, new pumping schemes were applied to support more eﬀective
diﬀerential pumping. Concepts for better vibration isolation were implemented
and the High Harmonic throughput was optimized by reduction of background
pressure.
The novel setup was characterized by simulating and measuring the focus sizes
in the target region, specifying divergence and spot size of the incident High
Harmonic beam and adjusting the cutoﬀ range using a transmission grating
spectrometer to resolve the High Harmonic spectrum. Finally this setup was
used for ionization chronoscopy in rare gas atoms studying dynamics in the
ionization processes of neon, krypton and xenon with sub-femtosecond resolution
utilizing a reﬂectron ion mass spectrometer.
The measurements demonstrate the capability of ionization chronoscopy to
study light induced tunneling processes and inner-shell cascade decays in real
time by probing transient populations of short lived atomic states that have
been populated with an attosecond XUV pulse.86 Chapter 6 Conclusions and outlook
Especially the study of resonant Auger decay in krypton and the dou-
ble/sequential Auger decay in xenon demonstrates that ionization chronoscopy
is a powerful tool to study two step processes in multi-electron atoms. Since all
generated ionic charges are measured simultaneously even higher order cascade
processes are accessible with this technique.
Although the second step Auger decay has been under investigation in the
energy domain for more than two decades, measurements in the energy domain
fail to deﬁne the mean lifetime of intermediate states involved in this decay
cascades [96, 44]. Several reasons can be addressed to this problem. The mixing
of direct double Auger and sequential Auger decay represents only one diﬃculty,
that can be overcome by attosecond pump-probe techniques.
Ionization chronoscopy turns out to be a tool of choice for studying these
processes, because it is insensitive to the diﬀerent ﬁnal electrons only on the
occupied initial states and the ﬁnal ion. Contemporaneously this reﬂects the
main disadvantage of the technique. All measurements of this kind need
interpretation because the information on the binding energy of the ionized
electron is lost. Furthermore, this method integrates over all occupied states
below the ionization threshold that are accessible for the laser pulse.
Even as the experimental importance of this technique becomes clear, theoretical
modeling of the described processes is quite complex and is currently under
investigation [102]. This is one of the reasons that only a qualitative explanation
is presented in the cases of krypton and xenon.
Moreover, the developments regarding the production of isolated attosecond
pulses with a high conversion eﬃciency [17] and laser developments towards
the single-cycle regime [15] at high pulse energies support the establishment
of attosecond physics and it becomes reasonable to think about XUV-XUV
pump-probe schemes.
As an outlook for the new developments in this ﬁeld I want to mention the
successful application of this technique to solid state physics. During the
time of this thesis I was also involved in setting up an attosecond solid state
experiment, that ﬁnally resolved a streaking eﬀect in the electron spectrum
comparable to [12]. Utilizing attosecond-pump probe techniques for solid state
experiments and with increasing photon energies for the XUV pulse opens up a
vast range of target material for physical investigation with ultrafast dynamics
in the attosecond time scale.Chapter 6 Conclusions and outlook 87
Another new and interesting route is the application of diﬀerent spectrometers
for these experiments. The use of COLTRIMS (COLd Target Recoil Ion
Momentum Spectroscopy) detectors and VMI (Velocity Map Imaging) detectors
have been discussed and ﬁrst tests with a VMI were already performed and
show promising results. Extracting additional information from the angular dis-
tribution of electrons or ions would give more tools to isolate eﬀects performing
measurements in the time domain that cannot be treated or resolved in the
energy domain. Concerning the COLTRIMS it strongly combines the beneﬁts
of both worlds, being highly selective for the process under observation in the
energy domain and resolving time dependent dynamics on the attosecond time
scale.
It is even possible to think of Spin resolved measurements utilizing Mott
detection, but to come closer to this many improvements are still required,
especially in terms of XUV ﬂux which is already under investigation [17].88 Chapter 6 Conclusions and outlook89
Appendix A
- Vacuum Layout
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Figure 1: vacuum layout of the beamline AS-190 APPENDIX A - VACUUM LAYOUT91
Appendix B
- ”Soft” - Knife Edge
Figure 2: User Interface of the ”Soft” Knife edge software
The most simple technique of the beam proﬁle analysis is so-called knife-edge
technique. In the classical setup that is even commercially available for
beam proﬁle analysis the beam is gradually blocked by a razor blade and the
passing residual light is measured with a photodiode. The measured signal is92 APPENDIX B - ”SOFT” - KNIFE EDGE
proportional to the intensity as a function of the knife-edge position integrating
over the remaining intensity in two dimensions. Fitting the retrieved proﬁle with
a Gaussian error function leads to the parameters for a gaussian shaped beam
proﬁle.
This technique was utilized and combined with image acquisition where the razor
blade position is realized reducing the image array row by row and integrating
over the resulting array in two dimensions. This is done in x- and y- direction
and the resulting graph as a function of the row or column number is numerically
diﬀerentiated and ﬁtted with a Gaussian function. Obtaining kind of an eﬀec-
tive Gaussian shaped focus resulting in the same intensity proﬁle. A calibration
parameter can be entered to match the real dimension, knowing the pixel size of
the camera and the magniﬁcation of the image. The software is shown in Fig. 2
with an example image where the proﬁles are extracted.93
Appendix C
- γ-parameter neon
Table 1 is based on the data published in [94]. The XUV photon energy used
in that work was equal to 96eV, which is very close to the one used in the
experiments on attosecond tunnelling spectroscopy. Since the ﬁne-structure
splitting is irrelevant for these experiments, the ﬁne-structure states belonging
to the same conﬁguration were grouped together.
conﬁguration Wb, eV
line in-
tensity,
arb.
units
barrier-
suppression
intensity,
W/cm2
γs
2s22p4(3P)3s 13.17 0.3 3.0   1013 2.0
2s22p4(1D)3s 13.60 4.2 3.4   1013 1.9
2s22p4(3P)3p 9.712 4.9 8.9   1012 3.2
2s22p4(1D)3p 10.00 14.4 1.0   1013 3.1
2s22p4(1S)3s 13.55 7.2 3.4   1013 2.0
2s22p4(3P)3d 6.102 1.3 1.4   1012 6.5
2s22p4(3P)4s 5.967 0.1 1.3   1012 6.7
2s22p4(3P)4p 4.562 3.2 4.3   1011 10.0
2s22p4(3P)4d 3.396 0.5 1.3   1011 15.6
2s22p4(1S)3p 9.967 4.4 9.9   1012 3.1
2s22p4(1D)3d 6.170 2.2 1.4   1012 6.4
2s22p4(1D)4p 4.815 2.5 5.4   1011 9.2
2s22p4(1S)3d 6.199 1.0 1.5   1012 6.3
Table 1: Atomic states of Neon, based on [94], see text for details.
We see that with λ = 740 nm the γ ≤ 1 regime is not accessible for any of the
states. However, the tunnelling ionization remains signiﬁcant even if γ > 1, just94 APPENDIX C - γ PARAMETER NEON
the relative eﬃciency of the multiphoton ionization becomes increasingly higher
with larger values of γ. Figure 3 shows the ionization rate of the 2p−2(3P)3s
state calculated for diﬀerent values of γ using the generalization of the ADK
theory, which is applicable to the intermediate regime [89]. Even for γ = 5
sub-cycle ionization dynamics is visible.
This theory also provided a basis for the simulations presented in Fig. 5.4. In
these simulations we assumed that the XUV pulse instantaneously populates the
shake-up states and that the interaction of the XUV pulse with the atom is not
inﬂuenced by the laser ﬁeld.
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Figure 3: ADK calculations (see text).95
Appendix D
- Data analysis
Rise time of the steps in the Ne2+ signal
The fact that the probability of double ionization has the step-like dependency
on the delay indicates that the processes must happen on a subfemtosecond time
scale. Indeed, neither the time during which the shaken-up state is populated,
nor the time during which the tunnelling ionization channel is open can exceed
the rise time of observed steps. In order to place an upper limit on these times
the noise, with which the data were measured, must be taken into consideration.
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Figure 4: Noise suppression in the Ne2+ signal. The inset shows the original data
and the ﬁltered signal.
In Fig. 4 the power spectrum of the signal is plotted versus frequency normalized
to the central frequency of the laser pulse. The fact that the steps occur
two times per laser period is clearly manifested by the peak at ω = 2ωL.96 APPENDIX D - DATA ANALYSIS
The part of the spectrum at high frequencies is dominated by noise. By
suppressing those spectral components we ﬁlter the noise out of our data by
simultaneously broaden the steps. In general, it is not possible to precisely
separate signal from noise, but we believe that by suppressing all spectral com-
ponents larger than 3.5ωL we place a reasonable upper limit on the step rise time.
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Figure 5: Determination of the step rise time.
The procedure that we used to quantify the step rise time is illustrated in Fig. 5.
First, we determine the values of the signal before and after a step. After that we
are searching for the delays, at which the relative change of the signal amounts
to 10%. The interval between these delays is deﬁned as the rise time of the step,
which we ﬁnd to be equal to 400 attoseconds.
Error bars
In order to estimate the accuracy of the measurement and to minimize the impact
of slow drift of diﬀerent parameters the data were collected in several runs by
scanning the delay from its minimal to its maximal value a few times. After
that the data yn(τ) obtained in runs 2, 3, etc. was scaled and shifted in order
to minimize the discrepancy with run 1 (see Fig. 6 for the Xe4+ data as an
example):
y
new
n (τ) = ay(τ) + b, (1)
X
i
|y
new
n (τi) − y1(τi)|
2 → min. (2)APPENDIX D - DATA ANALYSIS 97
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Figure 6: Adjustment of individual runs of the Xe4+ data.
After this adjustment the runs were averaged and the standard error was calcu-
lated for each delay. The magnitude of the error bars in Figures 5 and 7 of the
main paper are equal to twice the standard error. Note that large ﬂuctuations in
the ion yield signals may result from XUV intensity variations as becomes evident
from Fig. 7, where the temporal evolution of ion yield ratio Xe3+/Xe2+ is shown.
Fitting the temporal proﬁles
The temporal proﬁles are ﬁtted with model functions that result from a con-
volution of a Gaussian representing the IR laser pulse width and the following
exponential functions
A(t) = A1
µ
1 − exp
µ
−
(t − t0)
τ1
¶¶
(3)
B(t) = B1
µ
exp
µ
−
(t − t0)
τ1
¶
− exp
µ
−
(t − t0)
τ2
¶¶
(4)
for the evolution of the Xe3+ and Xe4+ ion yields, respectively. A constant
oﬀset was added to the ﬁt functions to account for signal before time zero that
originates from XUV only. The weighted ﬁts to the data are optimized by a home
written program [103] via the Levenberg-Marquardt algorithm as implemented
in the Curve Fitting Toolbox 1.2 in Matlab R14. Errors in given time constants
represent 95% conﬁdence intervals.98 APPENDIX D - DATA ANALYSIS
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Appendix E
- Measurement and Automation
Software
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Measurement and Optimization software
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