Abstract-Repetitive Scenario Design (RSD) is a randomized approach to robust design based on iterating two phases: a standard scenario design phase that uses N scenarios (design samples), followed by randomized feasibility phase that uses No test samples on the scenario solution. We give a full and exact probabilistic characterization of the number of iterations required by the RSD approach for returning a solution, as a function of N , No, and of the desired levels of probabilistic robustness in the solution. This novel approach broadens the applicability of the scenario technology, since the user is now presented with a clear tradeoff between the number N of design samples and the ensuing expected number of repetitions required by the RSD algorithm. The plain (one-shot) scenario design becomes just one of the possibilities, sitting at one extreme of the tradeoff curve, in which one insists in finding a solution in a single repetition: this comes at the cost of possibly high N . Other possibilities along the tradeoff curve use lower N values, but possibly require more than one repetition.
I. INTRODUCTION
The purpose of the approach described in this paper is to obtain a probabilistically reliable solution for some design problem affected by uncertainty. The concept of "probabilistic design" has been discussed extensively in the control community in the last decade, and it is now well accepted as a standard tool for tacking difficult robust design problems; we refer the reader to the survey paper [5] and to the book [17] for many pointers to the related literature. The essential elements of a probabilistic design approach are the following ones:
1) A spec function, f (θ, q) : R n × Q → R, which associates a real value to each pair (θ, q) of a design parameter θ ∈ R n and uncertainty instance q ∈ Q, where Q ⊆ R nq . Function f represents the design constraints and specifications of the problem and, in particular, we shall say that a design θ is a robust design, if f (θ, q) ≤ 0, ∀q ∈ Q. In this paper, we make the standing assumption that f is convex. 2) A probability measure Prob defined on Q, which describes the probability distribution of the uncertainty. Equipped with these two essential elements, for given ∈ (0, 1), and given design vector θ, we define the probability of violation for the spec function at θ: V (θ) . = Prob{q ∈ Q : f (θ, q) > 0}.
We say that θ is an -probabilistic robust design, if it holds that V (θ) ≤ . Further, a designer also typically seeks to minimize some cost function of θ (which can be considered Giuseppe C. Calafiore, Dipartimento di Automatica e Informatica, Politecnico di Torino, Italy. giuseppe.calafiore@polito.it of the linear form c θ, without loss of generality; see, e.g., Section 8.3.4.4 in [6] ), while guaranteeing that V (θ) ≤ . Finding such an -probabilistic robust design amounts to solving a so-called chance-constrained optimization problem, which is computationally hard in general, and perhaps harder than finding a classical deterministic robust design. Chance-constrained optimization problems can be solved exactly only in very restrictive cases (e.g., when f is linear, and q has some specific distribution, such as Normal; see, e.g., [16] ). Deterministic convex approximations of chanceconstrained problems are discussed in [13] for some special classes of problems where f is affine in q and the entries of q are independent. Also, the sampling average approximation (SAA) method replaces the probability constraint V (θ) ≤ with one involving the empirical probability of violation based on N sampled values of q; see, e.g., [14] , [12] . The optimization problem resulting from SAA, however, remains non-convex and intractable, in general.
A. The standard scenario theory
While effective approximation schemes for chanceconstrained optimization problems remain to date hard to tackle numerically, an alternative and efficient randomized scheme emerged in the last decade for finding -probabilistic robust designs. This technique, which is now a wellestablished technology (see, e.g., the recent surveys [9] , [15] ) in the area of robust control, is called "scenario design," and was introduced in [3] . In scenario design one considers N i.i.d. random samples of the uncertainty {q (1) , . . . , q (N ) } . = ω, and builds a scenario random convex program (RCP):
where Θ is some given convex and compact domain, and c is the given objective direction. An optimal solution θ * to this problem, if it exists, is a random variable which depends on the multiextraction ω, i.e., θ * = θ * (ω). As a consequence, the violation probability relative to a scenario solution, V (θ * ), is itself, a priori, a random variable. Scenario design lies somewhere in between worst-case robust design (where c θ is minimized subject to f (θ, q) ≤ 0 for all q ∈ Q) and chance-constrained design (where c θ is minimized subject to V (θ) ≤ ). Indeed, the optimal objective value resulting from a scenario design is lower than the worst-case optimal objective and it is (with high probability) higher than a suitable chance-constrained optimal objective (see, e.g., Section 6 in [1] ). Moreover, a fundamental feature of scenario design is that its optimal solution θ * (ω) is feasible with high probability for the chance-constrained problem. This key result is recalled next for the sake of clarity. We shall work under the following simplifying assumption, which is routinely made in the literature on scenario design; see [3] , [7] . Assumption 1: With probability (w.p.) one with respect to the multi-extraction ω = {q (1) , . . . , q (N ) }, problem (2) is feasible and it attains a unique optimal solution θ * (ω). Also, we need the following standard definition (see, e.g., Definition 4 in [3] ) Definition 1: Let J * = c θ * denote the optimal objective value of problem (2) . Also, for j = 1, . . . , N , define
The i-th constraint in (2) is said to be a support constraint if J * j < J * . A key fact is that, regardless of the problem structure and of N , the number of support constraints for problem (2) cannot exceed n (the number of decision variables); see, e.g., Theorem 3 in [3] . If an instance of problem (2) happens to have precisely n support constraints, then the problem instance is said to be fully supported (f.s.); see Definition 3 in [7] , and Definition 2.5 in [1] . If the instances of problem (2) are fully supported almost surely with respect to the random extraction ω of the N constraints, then we say that problem (2) is fully supported w.p. one. The following key result holds, see Theorem 1 in [7] , and Corollary 3.4 in [1] .
Theorem 1: Let Assumption 1 hold. Then, for given ∈ [0, 1] and N ≥ n, it holds that
Moreover, the bound (4) is tight, since it holds with equality for the class of problems of the form (2) that are fully supported with probability one. A remarkable feature of the result in (4) is that it holds irrespective of the probability distribution assumed on q, and that it depends on the problem structure only through the dimension parameter n.
B. Scenario problems and Bernoulli trials
For given ∈ [0, 1] and N ≥ n, let us consider the following Bernoulli variable associated to problem (2):
By the definition in eq. (3), the event z = 1 happens w.p. F V ( ). One interpretation of eq. (4) is thus that each time we solve a scenario problem (2) we have an a priori probability ≥ 1 − β (N ) of realizing a "successful design," that is of finding a solution θ * which is an -probabilistic robust design, and a probability ≤ β (N ) of realizing a "failure," that is of finding a solution θ * which is not -probabilistic robust.
In the classical scenario theory it is usually prescribed to choose N so to make β (N ) very small (values as low as 10 −12 are common). This guarantees that the event {V (θ * (ω)) ≤ } will happen with "practical certainty." In other words, in such regime, the scenario problem will return an -probabilistic robust solution with practical certainty. Moreover, a key feature of scenario theory is that such high level of confidence can be reached at a relatively "cheap" computational price. Indeed, considering the condition β (N ) ≤ β for some given desired probability level β ∈ (0, 1), and using some fairly standard techniques for bounding the Binomial tail (see, e.g., Corollary 5.1 in [1] for the details), one can prove that the condition is satisfied for
Since β −1 appears in the above bound under a logarithm, we indeed see that N grows gracefully with the required certainty level β −1 . However, there are cases in which the number N of constraints prescribed by (5) for reaching the desired confidence levels is just too high for practical numerical solution. Convex optimization solvers are efficient, but there are practical limits on the number of constraints they can deal with; these limits depend on the actual type of convex problem (say, a linear program (LP), or a semidefinite program (SDP)) one deals with. A critical situation is, for instance, when problem (2) is a semidefinite program (formally, f can be taken as the maximum eigenvalue function of the matrices describing the linear inequality constraints): dealing with an SDP with many thousands of LMI constraints can pose serious practical issues.
C. Contribution
In this paper we discuss how a variation of the scenario approach can be used for obtaining an -probabilistic robust solution with high confidence, using "small" values of N . More precisely, we are interested in using scenario optimization in a regime of N for which the right-hand side of eq. (4) is not close to one. We shall do so by solving repeatedly instances of the scenario problem, and checking the result via a suitable "violation oracle." This novel approach, named repeated scenario design (RSD), is discussed in Section II, which contains all the relevant results. The present paper is a reduced version of the full paper [2] . All the technical proofs and numerical examples are omitted here; they can be found in the full version [2] of this work [2] .
D. Notation and preliminaries
We shall make intensive use of the beta and related probability distributions. Some definitions and standard facts are recalled next. We denote by beta(α, β) the beta density function with parameters α > 0, β > 0:
Notice that the expression in (5) may be conservative; the exact minimal value of N can be easily found numerically by searching for the least integer N such that
where B(α, β)
Γ(α+β) , and Γ is the Gamma function (for α, β integers, it holds that B(α, β) −1 = α α+β−1 β−1 ). Also, we denote by Fbeta(α, β) the cumulative distribution function of the beta(α, β) density:
Fbeta(α, β; t) is the regularized incomplete beta function, and a standard result establishes that, for α, β integers, it holds that
The number x of successes in d independent Bernoulli trials each having success probability p is a random variable with Binomial distribution (which we denote by Bin(d, p)); its cumulative distribution is given by
where z denotes the largest integer no larger than z. The number x of successes in d binary trials, where each trial has success probability p, and p is itself a random variable with beta(α, β) distribution, is a random variable with so-called beta-Binomial distribution: for i = 0, 1, . . . , d,
The cumulative distribution of a beta-Binomial random variable is given by (see, e.g., [11] , [18] )
where
II. REPETITIVE SCENARIO DESIGN This section develops the main idea of this paper. By repetitive scenario design (RSD) we here mean an iterative computational approach in which, at each iteration k, the scenario problem (2) is solved and then the ensuing solution θ * k is checked by a violation oracle (either deterministic, or randomized, as illustrated next). If the oracle returns false, another iteration is performed; if instead the oracle returns true, the algorithm is terminated and the current solution θ * k is returned.
In the RSD the user selects a desired probabilistic feasibility level ∈ (0, 1), and a number N ≥ n of scenarios to be used in (2) . We have from Theorem 1 that, at any iteration k, it holds that
where ω (k) denotes the multisample {q
In very elementary terms, each iteration of the RSD method can be thought of as a biased "coin toss," where the probability of a success in a toss (that is, getting θ * k such that V (θ * k ) ≤ ) is at least 1 − β (N ). In our setting, this probability need not be too close to one: the simple idea behind the RSD method is to repeat the coin toss until we obtain a success, where success is detected by the violation oracle. As one may easily argue intuitively, the probability of obtaining a success at some point in the algorithm is much higher than the probability of obtaining a success in a single toss. A similar idea has been recently proposed in [8] , where the authors solve repeatedly a "reduced-size" scenario problem, followed by a randomized test of feasibility. The approach and the results in [8] , however, are distinctively different from the ones proposed here. In [8] , the scenario problems are solved using a number N k of scenarios that grows with the iteration count k, up to the value N plain that corresponds to the plain, one-shot, scenario design. The major shortcoming of the approach in [8] is that their analysis does not permit to bound probabilistically a-priori the required number of iterations, and that no tradeoff curve is proposed for the choice of N k in function of the expected running time of the algorithm. As a result, there is no a-priori deterministic or probabilistic guarantee that the algorithm in [8] does not reach the final iteration, in which N k equals N plain , hence the worst-case complexity of the algorithm in [8] can be worse than the one of plain scenario design.
We shall next analyze precisely the probabilistic features of our RSD algorithm in two cases. In the first case we assume that an ideal exact feasibility oracle is available for checking the current solution θ * k ; this case may be unrealistic in general, but serves for providing an insightful preliminary analysis of the RSD approach. In the second case, we analyze the RSD approach when a practically implementable randomized feasibility oracle is used.
A. Violation oracles
A deterministic -violation oracle ( -DVO) is a "black box" which, when given in input a value of the design variable θ, returns as output a flag value which is true if V (θ) ≤ , and false otherwise. Such an oracle may not realizable computationally in practice, since computing the probability in (1) is numerically hard, in general. For this reason, we next also introduce a randomized -violation oracle ( -RVO), which is defined by means of the randomized scheme described next.
-RVO (Randomized -violation oracle) Input data: integer N o , level ∈ [0, 1], and θ ∈ R n . Output data: a logic flag, true or false.
The -RVO simply evaluates the empirical probability of violation on N o samples, and returns true if it is below , and false otherwise. A similar type of randomized feasibility oracle has been previously introduced in [4] , and used in a probabilistic design setting also in [5] ; see also Section 11.1 in [17] , and the "validation" step proposed in [8] . However, the -RVO we propose in this paper is different from the one used in the cited references: the latter exits with a false flag as soon as one infeasible sample is found, whereas the -RVO allows up to N o infeasible samples before exit. Also, the kind of a-priori analysis we develop here for the repetitive scenario design based on the -RVO is entirely novel.
B. Repetitive scenario design with ideal oracle
We consider the following RSD algorithm, where each repetition consists of a plain scenario optimization step, followed by a feasibility check of the ensuing solution, performed by an exact feasibility oracle.
Algorithm 1 (RSD with -DVO): Input data: integer N ≥ n, level ∈ [0, 1]. Output data: solution θ * . Initialization: set iteration counter to k = 1.
k } according to Prob, and solve scenario problem (2) . Let θ * k be the resulting optimal solution. 2) ( -DVO step) If V (θ * k ) ≤ , then set flag to true, else set it to false. 3) (Exit condition) If flag is true, then exit and return current solution θ * ← θ * k ; else set k ← k + 1 and goto 1.
The following theorem holds.
Theorem 2: Let Assumption 1 hold. Given ∈ [0, 1] and N ≥ n, define the running time K of Algorithm 1 as the value of the iteration counter k when the algorithm exits. Then:
1) The solution θ * returned by Algorithm 1 is anprobabilistic robust design, i.e., V (θ * ) ≤ . 2) The expected running time of Algorithm 1 is ≤ (1 − β (N )) −1 , and equality holds if the scenario problem is f.s. w.p. 1.
3) The running time of Algorithm 1 is ≤ k with probability ≥ 1 − β (N ) k , and equality holds if the scenario problem is f.s. w.p. 1.
See Section A in the Appendix of [2] for a proof of Theorem 2.
Remark 1 (Potential and limits of the RSD approach): The preliminary results in Theorem 2 show the potential of the RSD approach. Suppose that N is chosen so that β (N ) is about, say, 0.4. This means that a plain (i.e., one-shot) scenario approach has only at least a 0.6 chance of returning a "good" solution (i.e., an -probabilistic robust design: a θ * such that V (θ * ) ≤ ). However, we see from point 3 of Theorem 2 that there is more than 1 − 10 −9 probability that Algorithm 1 returns an -probabilistic robust design within 23 iterations. Further, the eventual outcome of Algorithm 1 is -probabilistic robust with probability one, and the expected number of iterations of the RSD algorithm is just (1 − 0.4) −1 = 1.67, in the worst case of a f.s. problem.
Theorem 2 also shows a fundamental limit of the RSD approach: we can decrease N (and hence increase β (N )) with respect to a plain scenario design approach, but we cannot decrease N too much, for otherwise β (N ) → 1, and the expected number of iterations of Algorithm 1 tends to ∞. There is thus a fundamental tradeoff between the reduction of N (which reduces the effort needed for solving the scenario problem) and the increase of the number of iterations of Algorithm 1. This tradeoff can be fully captured by plotting the expected running time bound (1 − β (N ) ) −1 versus the number N of scenarios.
C. Repetitive scenario design with randomized oracle
This section contains the main contribution of this paper, where we consider a realistically implementable version of the RSD approach, in which a randomized oracle is used instead of the ideal deterministic one.
Algorithm 2 (RSD with -RVO): Input data: integers N ,
k } according to Prob, and solve scenario problem (2) . Let θ * k be the resulting optimal solution. 2) ( -RVO step) Call the -RVO with current θ * k as input, and set flag to true or false according to the output of the -RVO. 3) (Exit cond.) If flag is true, then exit and return current solution θ * ← θ * k ; else set k ← k + 1 and goto 1.
A generic iteration, or stage, k, of Algorithm 2 is illustrated in Figure 1 . We next analyze Algorithm 2 along two directions. First, contrary to Algorithm 1, the present algorithm may exit with a solution which is not -probabilistic robust. This is due to the randomized nature of the oracle, which may detect a "false positive," by misclassifying as good a solution θ * k for which V (θ * k ) > . We show that the probability of such a "bad exit" event can be made arbitrarily small. Second, we fully characterize the probabilistic running time (iterations to exit) of the algorithm. We start with the following key preliminary lemma, which is the backbone of the whole paper.
Lemma 1: Let Assumption 1 hold and, for any given iteration k, define the events
At any iteration k of Algorithm 2, it holds that
Moreover, if problem (2) is f.s. w.p. one, then bounds (9) and (10) hold with equality, and
See Section B in the Appendix of [2] for a proof of Lemma 1.
We can now state the main result concerning Algorithm 2.
Theorem 3: Let Assumption 1 hold. Let , ∈ [0, 1], ≤ , and N ≥ n be given. Let all the notation be set as in Lemma 1, and let Prob ×× denote the product probability Prob N +No × Prob N +No × · · · . Define the event BadExit in which Algorithm 2 exits returning a "bad" solution θ * :
The following statements hold. 1)
If problem (2) is f.s. w.p. one, then it actually holds that Prob ×× {BadExit} ≤β , (N, N o ) ).
2) The expected running time of Algorithm 2 is
, and equality holds if the scenario problem is f.s. w.p. 1.
3) The running time of Algorithm 2 is ≤ k with probability ≥ 1 − H 1, (N, N o ) k , and equality holds if the scenario problem is f.s. w.p. 1.
See Section C in the Appendix of [2] for a proof of Theorem 3.
1) Asymptotic bounds:
A key quantity related to the expected running time of Algorithm 2 is H 1, (N, N o ) , which is the upper tail of a beta-Binomial distribution. This quantity is related to the hypergeometric function 3 F 2 , and to ratios of Gamma functions, which may be delicate to evaluate numerically for large values of the arguments. It is therefore useful to have a more "manageable," albeit approximate, expression for H 1, (N, N o ) . The following corollary gives an asymptotic expression for H 1, (N, N o ), see Section D in the Appendix of [2] for a proof.
Corollary 1: For N o → ∞ it holds that
An interesting consequence of Corollary 1 is that, for large N o , and ≤ , we have
, from which we conclude that
This last equation gives us an approximate, asymptotic, expression for the upper boundK on the expected running time of Algorithm 2, and also tells us that, for ≤ , this bound cannot be better (smaller) than the corresponding bound of the "ideal" Algorithm 1.
D. Practical dimensioning of the scenario and oracle blocks
In a typical probabilistic design problem we are given the dimension n of the decision variable and the level ∈ (0, 1) of probabilistic robustness we require from our design. If we intend to use a randomized approach, we also set a confidence level 1 − β ∈ (0, 1), which is the a-priori level of probability with which our randomized approach will be successfull in returning an -probabilistic robust design. In a plain (i.e., non repetitive) scenario design setting, this requires dimensioning the number N of scenarios so to guarantee that β (N ) ≤ β; this can be done, for instance, by using the bound in (5), or via a simple numerical search over N . However, if the required N turns out to be too large in practice (e.g., the ensuing scenario optimization problem becomes impractical to deal with numerically), we can switch to a repetitive scenario design approach. In such a case, we suggest the following route for designing the scenario and oracle blocks. Let us first select a level ≤ to be used in the oracle. Qualitatively, decreasing increases the expected running time and decreases the required N o , and the converse happens for increasing . We here suggest to set in the range [0.5, 0.9] . 1) Dimensioning the scenario block: We dimension the scenario optimization block by choosing N so to achieve a good tradeoff between the complexity of the scenario program (which grows with N ) and the expected number of iterations required by the RSD approach (which decreases with N ). This choice can be made, for instance, by plotting the approximate expression (which becomes exact as N o → ∞) in (17) for the upper bound on the expected running time of Algorithm 2, (1 − β (N ) ) −1 , versus N , and selecting a value of N for which this running time is acceptable.
2) Dimensioning the oracle block: Once N has been selected according to the approach described above, we consider point 1 and point 2 in Theorem 3 and we dimension the -RVO block by searching numerically for an N o such that the right-hand side of (14) (or of (15) , if the problem is f.s.) is ≤ β.
Remark 2: We observe that, in general, the bound in (14) should be used for the design of the -RVO block. However, the expression in (15) is easier to deal with than the one in (14) . It is hence advisable to use the former in a preliminary dimensioning phase; the so-obtained values can then be verified ex-post against the actual bound in (14) . Another advantage of (15) is that, using a bounding technique analogous to the one described in Section 5 of [1], we can "invert" the conditionβ , (N, N o ) ≤ β, finding (after some manipulation) that this condition is satisfied if (18) is satisfied, we guarantee a priori that our randomized Algorithm 2 may fail in returning an -probabilistic robust design w.p. at most β, as desired (rigorously, this only holds under the assumption that the scenario problem is f.s. w.p. one). The nice feature highlighted by (18) is that now the "workload" necessary to achieve the desired failure level β is subdivided between N (samples in the scenario problem) and N o (samples in the oracle): a lower complexity scenario problem can be employed, as long as it is paired with a randomized oracle having a suitable N o . Notice, however, that, in making the choice of the (N, N o ) pair, the expected running time of Algorithm 2 should also taken into consideration, and that this places a lower limit on how small N can be, see also the discussion in Section II-C.1.
Remark 3: We further observe that, in typical cases, dealing with large N o is a milder problem than dealing with large N . This is due to the fact that merely checking satisfaction of inequality f (θ * k , q (i) ) > 0, for i = 1, . . . , N o , is generally easier than solving a related optimization problem with as many constraints. Also, we remark that the -RVO algorithm is inherently parallel, so an M -fold speedup can potentially be gained if M processors are available in parallel for the randomized feasibility test. Actually, the whole approach can be formulated in a fully parallel -instead of sequentialform, where W workers solve in parallel W instances of scenario problems, and each worker has its own M parallel sub-workers to be used in the randomized oracle. Such a parallel version of the RSD method can be easily analyzed using the probabilistic tools developed in this paper.
III. CONCLUSIONS Repetitive scenario design generalizes the scenario approach to robust design by setting up an iterative procedure whereby scenario design trials are followed by a randomized check on the feasibility level of the solution. The expected number of repetitions (or trials) in this procedure is dictated by the key quantity H 1, (N, N o ) , which is well approximated, for large N o , by β (N ). For H 1, (N, N o ) → 0 we recover the extreme situation of the standard, one-shot, scenario design, in which a valid solution is found in a single repetition, at the cost of possibly large N . For smaller N values, we can trade off complexity in the solution of the scenario problem for additional iterations in the RSD algorithm. The extent to which N can be reduced is however limited by the upper boundK we impose on the expected running time, since eq. (17) tells us that H 1, (N, N o ) β (N ) ≤ 1 −K −1 .
