We present moment inequalities for completely degenerate Banach space valued (generalized) U-statistics of arbitrary order. The estimates involve suprema of empirical processes, which in the real valued case can be replaced by simpler norms of the kernel matrix (i.e. norms of some multilinear operators associated with the kernel matrix). As a corollary we derive tail inequalities for U-statistics with bounded kernels and for some multiple stochastic integrals.
Introduction
The extensive studies concerning U-statistics over the period of sixty years following their introduction by Hoeffding have lead to a manifold of results, including limit theorems, tail inequalities and also statistical or combinatorial applications. Most of the results correspond to the classical theorems for sums of independent random variables and explore the properties of U-statistics under assumptions which are necessary and sufficient for such sums. Although in some cases, as for CLT, those conditions turn out to be necessary and sufficient also for U-statistics, for other problems (like SLLN or LIL) the case of U-statistics is much more complicated and the classical methods of proofs (in particular the existing tail and moment inequalities) are too weak. The properties of U-statistics depend on the so called order of degeneracy and the most troublesome is usually the completely degenerate or canonical case, to which other problems can be boiled down, by means of Hoeffding decomposition (see (5) ). It occurs that already for canonical U-statistic of order 2, what matters is not only the L 2 and L ∞ norms of the kernels but also some more involved norms, for example norms of certain operator corresponding to the kernel matrix, as one can see when examining the inequalities by Giné, Lata la and Zinn (7) . These quantities have been also reflected in the nasc for the LIL for canonical U-statistics of order 2, obtained in (8) or in precise moment estimates for Gaussian chaoses given recently by Lata la (10) .
In the next sections we generalize the results of (7) to canonical Ustatistics of arbitrary order. The organisation of the paper is as follows. First in section 2 we start from U-statistics with values in a Banach space, then specialize to type 2 spaces. All the estimates presented there are expressed in terms of suprema of empirical processes and may be considered counterparts of similar inequalities for Gaussian chaoses by Borell and Arcones, Giné (3; 2; 1). The main results are contained in section 3, where we obtain sharp estimates for moment and tails of canonical U-statistics in the real valued case. Those estimates involve 'deterministic' quantities only and are optimal up to constants and logarithmic factors. Finally in section 4 we give analogous tail inequalities for multiple stochastic integrals of bounded deterministic functions with respect to stochastic processes with independent increments and uniformly bounded jumps, in spirit of inequalities obtained by Houdre and Reynaud-Bouret in (9) .
2 Estimates involving suprema of empirical processes
Basic definitions and notation
Let I n = {1, . . . , n} and consider a measurable space (Σ, F) (throughout the paper we will assume it is a Polish space with the Borel σ-field) and (h i ) i∈I i ) i∈In,j∈I d of independent Σ-valued random variables. To shorten the notation let h i stand also for h i (X
Assume that h i are canonical (completely degenerate), i.e. E j h i = 0 for all j ≤ d, where E j denotes integration with respect to X (j) = (X (j) i ) i∈In . Let us define a random variable
Our aim is to find precise estimates for the moments of Z. To this end, for J ⊆ I ⊆ I d (non-necessarily non-empty) and fixed value of i I c , let us introduce Definition 1.
Remark It is worth to note that |||(
is a deterministic quantity (even a norm), whereas for I = I d it is a random variable, depending on (X
Remark Throughout the paper we use the letter K to denote universal constants, K d for constants depending on d only and K d (B) for constants depending on d and some characteristic of a Banach space B. In all those cases the values of constants may differ at each occurrence.
Inequalities for
Banach space-valued U-statistics.
The main ingredient of the proof of the above theorem is the following lemma, which is a corollary of Talagrand's tail inequality for empirical processes.
Lemma 1 ((7, Proposition 3.1), see also (4, Theorem 12)). Let X 1 , . . . , X n be independent random variables with values in (Σ, F) and T be a countable class of measurable real functions on Σ, such that for all f ∈ T and i ∈ I n , Ef (X i ) = 0 and Ef (X i ) 2 < ∞. Consider a random variable
where
To prove Theorem 1 we will need the following simple corollary from Lemma 1.
Lemma 2. Let B be a Banach space, for which there exists a countable set D = {ψ j } of functionals, such that for all x ∈ B x B = sup j |ψ j (x)|.
Let now X 1 , . . . , X n , Y be independent random variables with values in (Σ, F).
-the space of all B-valued, integrable functions of the form f (Y ), such that ψ j •f is measurable for all j. Consider functions h i : Σ 2 → B Let us thus assume, that the inequality is satisfied for all integers smaller then d. Let us denoteĨ c = I c \{d} for I ⊆ I d . The induction assumption for d 1 = d − 1, applied conditionally with respect to X (d) together with the Fubini Theorem, implies
Let us notice that since in Definition 1 we can restrict the supremum to a countable set of functions,
Moreover σ from the Lemma is bounded by |||(h i ) i I∪{d} ||| I∪{d},J∪{d} and 
As we can see the aim is to replace the external sums at the right hand side of (1) with maxima. To do so we will use the following lemmas Lemma 3 ((7), inequality (2.6)). Let ξ 1 , . . . , ξ N be independent, nonnegative random variables. Then, for p > 1 and α > 0 we have
Lemma 4 ( (7), Corollary 2.2.). Consider nonnegative kernels g i :
Moreover for every I {1, . . . , d − 1} by Lemma 3 (aplied with "α = #I"), Lemma 4 and the fact that 
Proof. One has
Proof of Theorem 2 One starts from Theorem 1, then applies Lemma 5
Remark From Lemma 4 one can conclude that in cotype 2 spaces (so in particular in Hilbert spaces), the quantity max
is indispensable (at least up to constants) as one has 
The real-valued case
The purpose of this part is to simplify the estimates of Theorem 2 in the case of real valued U-statistics.
To be more precise, we would like to replace the troublesome suprema of empirical processes (h i ) i I I,J by expressions in which the supremum over a class of functions appears outside of the expectation. To do so, let us introduce the following Definition 2. For a nonempty, finite set I let P I be the family consisting of all partitions J = {J 1 , . . . , J k } of I into nonempty, pairwise disjoint subsets. Let us also define for J as above deg(J ) = k. Additionally let P ∅ = {{∅}} with deg({∅}) = 0.
Definition 3. For a nonempty set
of real valued kernels and fixed value of i I c , define
Remark If I = I d , then the quantity (h i ) i I J is a deterministic norm, whereas for I = I d it is a random variable depending on (X
) j∈I c (one can see that it is just an analogous norm, computed conditionally for an sub-array of smaller dimension).
Real U-statistics of order d = 3
First we will consider the case d = 3. Let us adapt the notation to the simplified situation and write
where in all previous definitions
respectively.
Remark After taking a closer look at Definitions 1 and 3, one can see that
where J is the partition of I into singletons.
Thus it follows that to replace all the quantities at the right-hand side of (4) by quantities introduced in Definition 3, one has to estimate expressions of the form
Notice that one can pick-up e m = (
It turns out that the problem is to estimate the expected operator norm of a sum of independent random matrices (from now on we will denote it simply by · , suppressing the index l 2 → l 2 ).
Before we continue, let us make a few comments concerning the notation. First of all, to simplify it, we are going to suppress the outer brackets when writing the norms of Definition 3, e.g. we will write (h ijk ) {1}{2,3} instead of (h ijk ) {{1}{2,3}} . Secondly, let us notice, that any array (a ijk (Z k )) ijk corresponds to an array of kernels (h(g
j ) ijk where (g (1) i , g (2) j ) ij is an array of independent standard Gaussian random variables. Thus for any partition J as in Definition 3 we can speak of (a ijk (Z k )) i I J = (h ijk ) i I J (where g (1) , g (2) correspond respectively to X (1) , X (2) of Definition 3). The following Proposition, explains the connection of this quantities with corresponding norms of (h ijk ) ijk .
Proof. It is an easy fact from Theory of L 2 spaces, so we will show only the case J = {1, 2, 3}, just to give the flavour of the proof. We have
with lm β 2 lm ≤ 1 (and the equality being satisfied in
which already implies the first equality of the Proposition. Thus it remains to show that (a ijk (Z k )) {1,2,3} also equals the right hand side of this equality. However we have
We will also need to introduce an analogue of Definition 3 for deterministic matrices. Let us notice that we can define the norms (a ijk ) J for any deterministic array (a ijk ) ijk by passing through (a ijk g 1 i g 2 j g 3 k ) ijk similarly as we did in the case of (a ijk (Z k )) ijk . We will however follow (10) and give an alternate definition, which is equivalent but more straightforward. Although this section is devoted to U-statistic of order 3, we will consider a more general setting, which will be useful also for U-statistics of higher order.
Then we have the following
Lemma 7 ((10)). Consider a 3-indexed matrix A = (a ijk ). Then for any
Remark Although using the same notation for · J -norms of deterministic arrays and arrays of kernels seems justified by the above observations (and also if we interpret them as norms of linear operators on proper tensor products of Hilbert spaces), in what follows we will use Lemma 7 conditionally on the variables Z k . To avoid ambiguity we will write (a ijk ) J ,D to stress that we mean a norm of a deterministic array obtained by fixing the random variables Z k .
To proceed we will need another Lemma 8 ((4, Lemma 7)). Let X 1 , . . . , X n be independent random variables with values in (Σ, F) and T -a class of functions f : Σ → R, such that for all i one has Ef (X i ) = 0. Then
Consider now a sequence of independent Rademacher variables ε 1 , . . . , ε n , independent of X, Y, Z. Then, using standard symmetrization inequalities, the fact that Rademacher averages are dominated by Gaussian averages and Lemma 7 conditionally on Z, we obtain
so we are left with the remaining terms. Let us start with E a ijk (Z k ) {1}{2}{3},D . By Lemma 8 we have
We thus obtain
Using now the inequality √ ab ≤ √ pa/ε + bε/ √ p we finally get for 0 < ε < 1
We will now proceed with the term
=E sup
where we again applied Lemma 8, this time to variables
The problem we are left with is to estimate the second factor in the product at the right hand side of the last inequality. Let g 1 , . . . , g n be independent standard Gaussian random variables, independent of Z k 's. We have E sup
X y ,
2 is a (conditionally) Gaussian process indexed by the l 2 unit ball. The covariance structure of X induces a metric on the indexing set, given by
whereX y = ik g ik j a ijk (Z k )y j is another (conditionally) Gaussian process (g ik being i.i.d. standard Gaussian random variables, independent of Z k 's). Thus by Slepian's Lemma we get E sup
Inserting this inequality into (8) and using the inequality
By symmetry
Inequalities (5)- (7) (with sufficiently small ε) and (9), (10) together with Proposition 1 yield the following
In particular
Combining now Theorem 2 with Lemma 3 and the remark at the beginning of the present section we obtain Theorem 4. For any p ≥ 2 we have
Real U-statistics of higher order
To prove a counterpart of Theorem 4 we will need estimates on |||(
Notice that again, as for d = 3, by picking-up orthonormal bases, we can translate the problem into estimating expectation of the norm of a sum of independent random (d − 1)-linear operators by the · J -norms, which satisfy a proper version of Proposition 1. The problem boils down to estimating
Lemma 9 ( (10)). There exist constants K d such that for all p ≥ 2 and any
Theorem 5. Let Z 1 , . . . , Z n be independent random variables with values in (Σ, F). For i ∈ I d let a i : Σ → R be measurable functions. There exist constants K d , such that for all p ≥ 2 we have
where · denotes the norm of a (d−1)-indexed matrix, regarded as a (d−1)-linear operator on (R n ) d−1 (thus the · {1}...{d−1} -norm in our notation).
Proof. As in the proof of Theorem 3 we randomize by independent Rademacher sequence and apply deterministic estimates conditionally on Z (Lemma 9) to obtain
Let us consider a general term at the right-hand side of (11), corresponding to J = {J 1 , . . . , J k } for deg(J ) > 1. Without loss of generality we can assume that d ∈ J 1 . We have (again by Lemma 8, using similar argument as in the proof of Theorem 3) for 0 < ε ≤ 1.
where for J 1 = {d} we slightly abuse the notation and identify the partition {∅, J 2 , . . . , J k } of I d−1 with the partition {J 2 , . . . , J k }. Now, by Slepian's Lemma we obtain just like in the case d = 3
where in the last inequality we used again Lemma 9. Let us notice that if J 1 = {d}, the Slepian's Lemma does not change anything (similarly as in the case d = 3), but we do not distinguish this case to shorten the already quite involved proof.
Thus we obtain
The last inequality remains true for deg(J ) = 1 (i.e. for
Summing now over all J ∈ P I d we get
Taking ε small enough we obtain a bound on the right-hand side of (11) which allows us to finish the proof. Using the basic theory of L 2 spaces and Theorem 5 one obtains the following
We would like now to prove Theorem 4 for higher order U-statistics. It occurs that instead of using Theorem 2 it is more convenient to follow its proof and start the induction argument from the very beginning.
Lemma 10. There exist constants
Proof. An easy induction in spirit of the proof of Theorem 1. For d = 1 (12) is an immediate consequence of Lemma 1, since E| h i | ≤ E h 2 i = (h i ) i {1} . As for the induction step, one applies the induction assumption (conditionally on X (d) ) to i d h i , then uses Lemma 2 and estimates
) by means of Corollary 2 (using the fact that
Proof. To replace the sums in i I c at the right-hand side of (12) with maximum over i I c it is enough to use Lemma 5 for kernels
J with p/2 instead of p and α large enough and notice that for J ⊆ I c and J ∈ P I we have
Tail estimates for bounded kernels
Chebyshev's inequality gives the following Corollary of Theorem 6 Theorem 7. Assume that all the kernels h i are bounded. Then there exist constants
or equivalently for all t ≥ 0
Remark The above Theorem is in a way optimal. The recent inequalities for Gaussian chaoses by Lata la state that for h i = a i g
which shows (together with the CLT for U-statistics) that apart from constants, the components p (#I c +deg(J )/2) (h i ) i I J for I = I d are correct and cannot be avoided. To discuss the appearance of other components let us consider a product V = G i∈I X i , where X i 's and G are independent, the X i 's are centered Poisson random variables with parameter 1 and
is a Gaussian chaos. Then V is the limit law of Ustatistics V n with kernels i∈I X
centered Bernoulli random variables with parameter p = 1/n, g
are standard Gaussian and the coefficients a i I c are properly chosen (from the infinitedivisibility of Gaussian variables or by interpreting G in terms of multiple stochastic integrals). Then
log α p ∼ p, which shows that also the other summands are correct, at least up to a factor of order (log p) #I .
Let us also notice that if X 
Remark In particular we can see that the tail of the U-statistic generated by a fixed bounded canonical kernel is of order n d/2 , which agrees with the CLT for such U-statistics. It is also worth pointing out that each of the above Theorems has its 'undecoupled' version, which can be immediately obtained with the use of the decoupling results of de la Peña and Montgomery-Smith (6).
Multiple stochastic integrals with respect to stochastic processes with independent increments
Theorem 7 yields a similar corollary for some multiple stochastic integrals. Let namely (N
be independent càdlàg stochastic processes with independent increments, N
be the compensator of N (i) , and defineÑ (i) (t) = N (t) − Λ(t). Assume finally that all the jumps of N are uniformly bounded, say by 1, as it is just a matter of normalization and the typical example we have in mind here is the (non-necessarily homogeneous) Poisson process. Definition 6. Define for a nonempty subset I ⊆ I d and J = {J i } k i=1 ∈ P I the quantities
Define also h ∅ = h. Notice that similarly as in the case of U-statistics, h J is a norm when I = I d . Moreover for I = I d it is a function of (t i ) i∈I c . 
Then we have the following
We would like to approximate h by step functions and the stochastic integral by a proper U-statistics (or even homogeneous chaos). However the best approximation we may hope for is in L 2 and almost sure, whereas in Theorems 7 and 8 we have some L ∞ norms. Thus we have to be careful and approximate by step functions h n for which those norms are bounded by the corresponding norms of h. We will use the following Lemma 11. Consider probability spaces 
, where µ I c = ⊗ i∈I c µ i and B I x I = {x I c ∈ × i∈I c Ω i :
Proof. Before we begin, let us make a comment concerning the notation. We are going to use the induction and on the way we will be dealing with various subsets C ⊆ × i∈I Ω i for I ⊆ I d . In such a situation for J I and x J ∈ × i∈J Ω i by B J x J we will denote the set {x I\J ∈ × i∈I\J Ω i : x I ∈ B}, which may be slightly inconsistent with the notation in the statement of the Lemma. Moreover when writing Cartesian products of several sets we will pay no attention to the order (regarding the Cartesian product as the set of functions defined on the indexing set and thus making it 'commutative').
Let us now proceed with the proof. For d = 1 the statement is obvious. Let us thus assume, that it is true for all numbers smaller then d > 1. For Proof. Let us first notice that if we replace N (i) with c i N (i) , then h J multiplies by c 1 . . . c d , so without loss of generality we can assume that V (i) (T ) = 1, which will allow us to use Lemma 11. Consider any sequencẽ h n of step functions converging a.e. to h with |h n | ≤ |h|. For any I I d and J ∈ P I we have h n J → h J a.e., thus we can pass to a subsequence and assume that for a large subset A I c × [0, t] I given by Lemma 11. Define for t = (t 1 , . . . , t d ), h n (t) =h n (t)1 B (n) (t). By the Borel-Cantelli Lemma we still have h n → h a.e. and in L 2 (by the Lebesgue Dominated Convergence Theorem). Moreover for all I and t I c the function g n (t I ) = h n (t) is either equal 0 or differs fromh n on a set of measure not greater then K d ε 1/2 d /2 n (and the latter implies that h n J ≤ 2 h J at t I c ). Thus h n J = 0 or h n J ≤ h n −h n J + h n J ≤ 2K d h ∞ ε/2 n +2 h J ≤ 3 h J for ε small enough.
Proof of Theorem 8
We simply approximate h by functions from the last Lemma, then apply Theorem 7 and use the boundedness of jumps of N (i) .
