Social media is an important data source. Billions of posts, likes, and connections are created by people all around the world every day. The promises of such social media data are plentiful, including understanding ''what the world thinks'' about a social issue, brand, product, celebrity, or other entity, as well as enabling better decision-making in a variety of fields including public policy, transportation, healthcare, and economics. However, while the validity of these data-driven researches are largely dependent on the accuracy and representativeness of the used data, online social media data collected with common mechanisms are usually biased compared with the distribution of related features in the physical world. For example, sampling issues, especially selection bias, associated with such data sources can have far reaching implications for data analysis and interpretation. Therefore, how to calibrate biases in the online social media data set to achieve unbiased results becomes a significant and urgent problem. In this paper, we propose to address the bias calibration issue by adopting a data resampling approach. Specifically, we develop a data resampling algorithm based on the stochastic stability theory of Markov Chains to collect data samples from the given biased data set to calibrate possible biases. By regarding the data resampling process as status transitions of a stochastic variable, the algorithm leverages the stationary distribution of Markov Chains to build an acceptance matrix to control the resampling process, and thus optimize the original dataset towards target distributions in the physical world. Experimental results demonstrate that the proposed algorithm can effectively output data sets with similar distributions to the target ones.
largely depend on the quality of used data set, i.e., data with good quality is more likely to result in convincing research outputs.
Unfortunately, data collected from online social media usually suffer from various severe quality issues, such as heterogeneity, incompleteness, and inconsistency [16] [17] [18] [19] . Specifically, one of the issues that is often overlooked when studying social media is the presence of bias in the data [20] , i.e., data do not always give an representative picture of the underlying phenomena.
Bias is any discrepancy which causes the content or user base to be different from a general population. Different types of biases can exist in the data, from user-level biases stemming from who uses the social media to content level biases from what people talk about, to data-level biases which originate from biased samples taken from the data [20] , [21] . For example, Twitter-generated data has become quite popular among big data researchers because of the ease of data collection along with its connection to user data, such as tweet content, retweets, and engagement in trending topics. However, only 23% of U.S. adults already online use Twitter, and among that 23 percent, the population is largely minority (African-American and Hispanic) youth, with about 37% of Twitter users under the age of 30 [22] . Similarly, Morstatter et al. [23] found a discrepancy between the data obtained by using the ''Streaming API'' and the ''Firehose'' API of Twitter. Apparently, while big data researchers often use Twitter to gauge public opinion on hot issues or learn about consumer preferences, the fact is that these data are problematic as Twitter users are not comparable to the general population as a whole [24] .
Taking the demographics of online users as an example, according to Figure 1 , we can find that the age distribution of Weibo (the most popular microblog service in China) users is quite different from that of the general population. Moreover, previous studies have shown that there is a certain gap in terms of gender, race, and ethnicity among different social media platforms. For instance, Mislove et al. [25] finds that Twitter users over-represent the number of males, as well as densely populated areas, while Pinterest is over-representing the ratio of females. Apparently, a reasonable assumption is that results obtained based on such non-representative social media data are very likely to be biased or even wrong. Thereby, we need effective ways to correct such biases in online social media data. FIGURE 1. Age distribution of Sina Weibo users and the general population in China, which is based on the report released by Sina Weibo Data Center and Chinese Population Census. The Histogram shows the age distribution of Weibo users During 2016, and the curve demonstrates that of the general population in the physical world. Obviously, the youth make up a large portion among the whole users in this social media, while they occupy only a small part in the physical world.
A number of studies have been conducted to account for biases in online social media data. Some of these studies formulate the bias correction issue as a statistical problem and try to draw unbiased results (e.g., predictions or conclusions) by using methods such as regression [26] , while some other studies attempt to obtain unbiased data set by designing better data collection mechanisms [20] . On one hand, the shortcoming of the first approach is that it is usually closely related to a certain practical problem, and can not provide representative data set with universal applicability. For instance, to address the election prediction problem using biased online data, Wang et al. [27] adopted a method named multilevel regression and post-stratification to obtain unbiased prediction. In other words, once there is a new requirement, we need to build another regression model to correct the bias. On the other hand, while the second approach is able to provide unbiased data set applicable to various problems, it also suffer from several disadvantages. One of its disadvantages is that the data collection mechanisms of different social media platforms differ from each other and may change over time. The other disadvantage is that in this case the researches need to collect data by themselves, while the reality is that most of them choose to use publicly available data set which are collected and published by others. Taking the Twitter Streaming API as an example, Morstatter and Liu [28] proposed to mitigate possible data biases by increasing the coverage of the API.
Different from existing approaches, in this paper we assume that there is a given data set collected from the online social media, and our objective is to correct possible biases and provide a representative data set by adopting a data resampling approach. In particular, we put forward a tuning algorithm that optimizes the contribution of each instance in the original data set to the result set based on the Monte Carlo-Markov Chain. Data instances which meet the state requirements are selected, so that the data set can still acquire N instances steadily (but their weight on the set has changed) after accessing N instances based on the given probabilistic. We theoretically prove why the proposed approach is able to ensure that the distribution of the resulted data set is expected to converge to the given target distribution.
The contribution of this work includes: 1) To obtain representative dataset with similar distribution to the target ones in the physical world, we propose to address the bias correction issue of online social media data by adopting a data resampling approach. 2) By regarding the data resampling process as state transitions of a stochastic variable, we model the resampling process based on the stationary distribution of Markov Chains and build a transition-acceptance matrix to describe each resampling step, where each data instance is represented as a specific state. The rest of this paper is organized as follows. We discuss the related work in Section 2, and present our approach in Section 3. Experimental results are given in Section 4. Finally, we discuss and conclude the work.
II. RELATED WORK
Recently, the emphasis on online social media data mining increases the awareness of data bias, especially the selection bias [29] , which describes the bias that is present when the selection of a sample or study group is such that proper randomization is not achieved and the sample is, therefore, not representative of the general population [30] , [31] . In other VOLUME 8, 2020 words, selection bias describes the likelihood that certain persons or groups are more apt to be picked up by big data collection efforts than others [32] . By failing to formulate a theory and corresponding model, researchers are often unable to control for significant selection biases and jeopardize the validity of their research [30] , [31] .
A number of scholars are currently developing methods to account for selection bias, which can be divided into two categories. The first line of research formulates the bias correction issue as a statistical problem and aims to draw unbiased results (e.g., predictions or conclusions) by using methods such as regression [26] , while the other one regards the selection bias issue as a data sampling problem and attempts to obtain unbiased data set by designing better data collection mechanisms [20] .
In regard to the first line of research, Wang et al. [27] adopted the multilevel regression and post-stratification method based on respondents' demographic characteristics to predict election outcomes. The same method was used to analyze the preference of sweet and savory dumplings in southern and northern China [33] , trying to correct the voting bias of online social media. Zagheni and Weber [34] discussed two different cases. In case that the ''ground truth'' data from a census or a large survey exist, they proposed an approach to adjust for selection bias that is closely related to the literature on calibration of stochastic micro-simulation. In case that no independent and reliable empirical evidence is available for calibration of online social media data, they put forward a difference in differences technique, which is able to evaluate the trends over time. In general, most existing approaches in this category focus on correcting for bias when ground truth is known [35] , [36] , as the statistical problems become more complex if no ground truth is available. Thereby, developing methods for drawing conclusions from abundant and unsolicited yet unrepresentative online social media data is an area in which there is significant room for methodological innovations [37] .
The second category of research attempts to get data set with less bias by refining the data collection mechanism or resampling the collected data. For example, to handle the bias in data collected using the Twitter Streaming API, Morstatter et al. [28] proposed a method which can identify periods of bias as well as a strategy of mitigating the bias by increasing the coverage of the API. Similarly, to improve the election prediction results, Filho et al. [38] proposed to draw representative samples from Twitter data based on the ground-truth user demographics in the target areas. In particular, their approach includes four phases, i.e., user filtering, user demographic characterization, user sampling, and event prediction. Ahmed et al. [39] proposed to represent social networks using graph models, and adopted unbiased estimators to facilitate the selection of representative samples.
In this paper, given a data set with biases, we propose to refine it by adopting a data resampling approach. In particular, we leverage the stochastic stability theory of Markov Chains to construct the transfer matrix, which can be used to adjust the distribution of a given data set. Meanwhile, over-sampling and under-sampling of the process are controlled to improve the data deviation effect, so that the final data set is able to quickly converge to the target distribution.
III. METHODOLOGY
As aforementioned, most researches from the social media mining community choose to use publicly available data set that are collected and published by others, rather than collect data by themselves. Thereby, researchers usually face the problem that the distribution of users in the available dataset is not compatible with the target users of their study. In this paper, we attempt to resolve this problem by selecting specific samples from the given dataset to generate a new sample set according to the distribution of the target users based on the Markov Chain model, as shown in Fig. 2 . In particular, we propose to adjust the contribution of samples in the original data set to obtain a new data set that is representative to the target distribution. Regarding the process of weight adjustment as a procedure of resampling, the bias correction issue can be formulated as a problem of manipulating the distribution of stochastic variables.
A. PROBLEM STATEMENT
The main goal of data resampling is to adjust the traditional random sampling mechanism so as to match the target distribution in the physical world, especially in case that the distribution is about multiple attributes or features.
The problem can be formulated as follows: given an original data set D 0 , with the corresponding distribution T 0 , and a target distribution T , we need to generate a suitable data set D 1 which satisfies the following constraint.
where Dis represents the distribution of a data set. The reason why we do not use D 1 ⊂ D 0 is that D 1 might be a multi-set, i.e., an instance from the original data set may appear more than once in the new data set in case that over-sampling is adopted for bias correction.
According to the above definition, our focus is to obtain a data set with similar distribution to the target one by deciding whether a sample should be accepted or not, where the distribution refers to the proportion of samples with different values on the same feature or attribute. Generally speaking, the values of such features or attributes can be either discrete or continues, and each of these features/attributes has a corresponding cumulative distribution function.
For each feature F i , no matter it's a discrete one or a continuous one, we need to divide its value range into several intervals. Suppose the intervals of F i are [s 0 , s 1 ], (s 1 , s 2 ], · · · (s k , s k+1 ], where s 0 and s k+1 are the minimum and maximum values of the feature. Specifically, for discrete features that have no order relationship, the intervals can be defined in terms of subsets of feature values. Afterwards, the vectorized feature distribution can be formulated as follows:
In case that multiple features need to be processed simultaneously, the joint distribution of all the features will be calculated to replace the distributions of each related features.
B. TARGET DISTRIBUTION BASED RESAMPLING
According to the above statement, the sampling space is the original given dataset D 0 . Therefore, we could leverage its statistic attributes along with the Markov Chain theory to describe and construct the sampling process.
As aforementioned, we separate the value range of each feature into a number of intervals, based on which we can divide the instances into different groups accordingly. Specifically, we can regard the feature value of instances as a stochastic variable with finite states, and the change of collected samples in different turns can be viewed as the stochastic variable jump from one state to another. As it is hard to capture the relationship between different instances, we choose to apply the random sampling method for bias correction. Nevertheless, other sampling methods are also applicable by modifying the transition matrix.
Apparently, a key issue is to quantify the stochastic variable's transition probability from one state to another. In particular, a common and important character of random sampling is that the expectation of the samples is bound to the distribution of samples in the whole sampling space. Based on this character, we could calculate the occurrence probability of each state of the stochastic variable based on its current state, as shown in Fig. 3 . Thereby, the target distribution based resampling problem can be transformed as the issue of making a stochastic variable converge to the given distribution.
Apparently, each turn of new sampling will cause a state transition. As the resampling process continues, features of the obtained samples will form a specific distribution. Thereby, our task is to find a set of appropriate transition probability for each state, which satisfy the following condition: the stochastic variable obtained using the transition probability is bound to the target distribution T . In other words, we need to construct a state transition matrix to make the stochastic variable converge from distribution F to T .
However, samples are collected from the original dataset, thus the dataset and the sampling method are the only two factors that impact the transition probability. Meanwhile, as it is difficult to construct the transition matrix directly, we choose to create a transition acceptance matrix instead.
Specifically, for a given dataset, when applying random sampling, the expectation of samples collected during the next turn is bound to the overall distribution of the sample space. In other words, the transition matrix Q k×k depends on the feature vector [f 1 , f 2 , · · · f k ] as follows:
Moreover, the expected feature distribution of the collected samples during each turn is bound to [f 1 , f 2 , · · · f k ], because:
where s = [s 1 , s 2 , · · · s k ] represents the feature distribution of samples in the last turn, i.e., the last state of the stochastic variable.
Normally, the feature distribution [f 1 , f 2 , · · · f k ] won't follow the target distribution T . Therefore, inspired by the MH algorithm [40] , we introduce an acceptance matrix A k×k to determine whether a newly collected sample should be accepted or not. According to the stability of Markov Chains [41] , the condition to make the feature distribution of samples converge on T is as follows:
where q ij ∈ Q k×k and a ij ∈ A k×k . According to this condition, the total probability mass transformed from state i to j should be equal to that transformed from state j to i, which indicates that the process has a stochastic stability with distribution [t 1 , t 2 , · · · t k ].
To construct a ij , we choose to leverage the symmetry of the equation as follows:
In particular, we set elements on the diagonal line of A k×k as 1, because they would not break the above condition no
Algorithm 1 Target Distribution based Resampling
Input: Target distribution T = [t 1 , t 2 , · · · t k ] and the statistic feature distribution of the given dataset [f 1 , f 2 , · · · f k ]. Expected number of samples N and a given step size n. Output: A set of samples S(u). Initialize the transition matrix Q with [f 1 , f 2 , · · · f k ]; Construct the transition acceptance matrix A with the target distribution [t 1 , t 2 , · · · t k ]; Randomly pick n samples to initialize the sample set, recorded as [x 0 1 , x 0 2 , · · · x 0 n ]; i=1; while i < N /n do Access and obtain n samples randomly, recorded as
matter what values they have. The new transition matrix Q = (QA) guarantees that the final feature distribution of the collected samples should be in compliance with the target distribution as long as enough samples have been collected accordingly. Obviously, we should accept newly collected samples as much as possible to help increase the randomness of the obtained sample set, as long as the convergence of the feature distribution can be guaranteed.
Based on the above theory, the target distribution based resampling process is described in Algorithm 1. Suppose that the feature of a sample is x t = p i , then its feature in the next time is x t+1 and the probability of x t+1 = p j is q ij = f j . For each newly collected sample from state i to state j, the algorithm accepts it with a specific probability a ij . Otherwise, the sample will stay at the original state.
The above algorithm has the following advantages: 1) Data are all come from the original dataset. The all process in the algorithm can be regarded as a weight adjustment. Therefore, data has better originality comparing to those sample-generating method. 2) The time complexity of the algorithm is O(n) while n denotes the number of samples we need to collect as each time one sample is collected, one is accepted.
3) The algorithm is relatively stable due to the non-memory attribute of Markov Chain and randomicity of the stochastically sampling.
IV. EXPERIMENTAL EVALUATION A. DATA DESCRIPTION
As common attributes of human beings, age and gender are often used to describe the structure of a large population. Meanwhile, most online social media users maintain these attributes during the usage. In the following experiments, we include them as sample features to observe the variation of the sample set during the sampling process. Without loss of generality, we choose Sina Weibo 1 as the experiment platform, on which users provide the aforementioned two attributes in their profile pages. To be more specific, we use a set of 15,940 users from Weibo as the given data set. As for the target distribution, we use the demographic information from the China population census. All the data in the sample set is collected randomly from Weibo by accessing users with randomly generated 10-bit IDs. Fig. 4 and Table 1 shows the distribution of age and gender in the online sample set and the offline physical space. In particular, we divide users according to their ages into 4 groups, i.e., after 2000, between 1991 to 2000, between 1981 to 1990, and before 1980. Considering that online social media users are rarely possible to be infancies or very young children, the above grouping strategy can prevent wasting computation resources on too detailed information and make the result much more straightforward. According to Fig. 4 , we can see that the online sample set is severely biased considering the population structure, e.g., there are less senior aged users who were born before 1980 and more users who were born during the 1990's. This observation matches our intuition that young people take a higher proportion in the online social media, compared with that in the real world. In contrast, the gender distribution of the online and offline spaces are almost the same. Consequently, we choose to focus on the age distribution during the sampling process so as to investigate whether a sample set with the target distribution can be obtained. 1 One of the most popular Microblog services in China As we randomly access each user during the sampling process, the distribution of the obtained samples in each turn is expected to follow the overall distribution of the samples in the online space, i.e., the one shown in Fig. 4 . Based on the distribution together with the aforementioned algorithm, the transition-acceptance matrix can be obtained, as shown in Fig. 5 . The column shows the feature of samples collected in the last turn, the row indicates the feature of samples collected during this turn, and the value in the matrix is the corresponding acceptance probability. Particularly, values in the first column are all equal to 100%, indicating that the algorithm will definitely accept samples with the feature ''born before 1980'', no matter what kind of samples had been collected during the last turn. In other words, all the samples that have the feature ''born before 1980'' will be collected as they are rare in the online space but common in the offline space. Meanwhile, values in the first row are comparatively small (except the one on the diagonal line), making it less possible to drop samples with the feature ''born before 1980''. To sum up, over-sampling is performed onto the samples that are rare in the online space. On the contrary, values in the third column are relatively small, indicating that we aim to collect more ''non-1990s'' samples as the proportion of ''1990s'' samples need be reduced according to the target distribution. In such a way, we realize under-sampling to the samples that are overmuch common in the online space. Eventually, the obtained sample set will converge to the target distribution.
B. PERFORMANCE EVALUATION
Considering the characteristics of the Markov Chain, different starting points may influence the convergence speed of the chain, and consequently affects the performance of the algorithm. In addition, the stochastic process is always accompanied with inevitable randomness. Therefore, we choose to repeat experiments with the same parameters for 10 times to evaluate the performance. To be more specific, in the experiments, we set 1,000 as the amount of samples that we aim to collect, and set the step size to 20 (i.e., the amount of samples to be collected during each turn). Moreover, we use the age distribution of the physical world as the target one. Table 2 demonstrates the final distribution of the age attribute, where the last row suggests the expected amount of samples in line with the target distribution.
According to Table 2 , the final amount of users in each age group had been significantly optimized, compared with the original data set. Moreover, to quantify the difference between the obtained sample set and the target distribution, we choose to use the Jensen-Shannon divergence (0 JSD 1). In Fig. 6 , we show the change of divergence between the obtained sample set and the target distribution during the sampling process. For the sake of clarity, only results of the first three times of experiments and the average result are presented. We can see that the divergence is significantly different from each other after the first turn of sampling, as indicated by the starting point of the curves. Meanwhile, as the sampling process continues, the divergence falls rapidly to less than 0.1, which validates the effectiveness of the proposed algorithm. Furthermore, after collecting about 500 samples, the curve becomes much smoother, the reason is that as the sample set gets larger, the newly added samples will have less impact on the overall divergence. Nevertheless, as the expected output of the sampling process is settled to be the target distribution by the transition-acceptance matrix. Therefore, as long as the sampling process continues furthermore, the divergence will decrease to a small enough value. Another interesting observation from Fig. 6 is that there are considerable fluctuations on the curves of the second (gray curve) and the third (yellow curve) experiments, which should be due to the stochasticity of the Markov process. Thereby, the proposed algorithm is able to preserve the randomness of the sample set as much as possible during the sampling process.
The obtained dataset's distribution on the age attribute is shown in Fig. 7 . Compared with Fig. 4 , the proportion of samples within each age group is much more similar to that of the real-world population structure (i.e., the target distribution).
Furthermore, we give detailed information about the distribution of the age feature in Fig. 8 . The upper figure illustrates the differences between the original dataset and the target one, while the lower one presents that of the resulted sample set and the target distribution. We can see that the highest peak of the left figure disappeared, indicating that the proportion of young users (around age 25) has declined significantly. Meanwhile, a new peak emerged around age 50, as shown in the right figure. According to the above defined age groups, the transition acceptance probability is relatively low for ''before-1980'' users. Therefore, the proposed algorithm will refuse most of the samples in case that the condition is ''before-1980''. Consequently, a ''before-1980'' user is very likely to be over-sampled.
To solve this problem, one possible approach is to divide the age groups more evenly, and if needed, separate one group into several subgroups. In such a way, the proportion of each single group will become smaller, and the corresponding transition acceptance probability will not be to small. For example, we could separate the group ''before 1980'' into two subgroups ''before 1970'' and ''1970s'', then their transition acceptance probability will become larger.
Finally, we test how the sampling step impact the obtained sample set, the result is shown in Fig. 9 , where 4 different steps (including 10, 20, 50, and 100) have been evaluated. There are two observations that are worth to be discussed. First, the difference of transition acceptance rate among each distinct sample step size is very small. This is because the actual transition acceptance to each age group is determined by its marginal distribution, which means when the sampling step size is small enough, the performance of the algorithm will be stable and robust. Second, different from our intuition, the actual transition acceptance rate to all the age groups are quite similar. As we set the value of a ii to 1, a sample of ''1990s'' is very likely to jump to another sample of ''1990s''. As a result, successful transitions to ''1990s'' take the highest proportion among all the 4 age groups.
V. DISCUSSION AND FUTURE WORK
In this paper, we proposed a novel data bias correction approach by selecting suitable samples according to the target distribution, aiming at improving the representativeness of the original dataset.
Based on the stochastic stability theory of Markov Chains, the proposed approach transform the data bias correction problem as a target distribution based data resampling issue, and collect samples according to the constructed transition acceptance matrix. Experiments show that the proposed approach is able to collect a satisfactory sample set which follows the given distribution with an relatively small divergence.
According to the experimental results, we found that our approach is sensitive to the way how the value range of the related feature was divided. In case that the value range of a feature was divided unevenly, a sample whose feature value fall into a larger group would have a quite low transition probability to a sample whose feature value fall into a smaller group. As a result, there will be quite a number of duplicated samples. This problem can be addressed by adopting a better feature segmentation strategy and then adjusting the transition-acceptance matrix accordingly, which is one of our future work.
Another work to be done in the future is to refine the transition-acceptance matrix on the basis of n and N , which denote the number of samples to collect and the total number of samples in the original dataset. The reason is that the stability of Markov Chains might disappear if only a very limited number of samples are needed.
VI. CONCLUSION
We proposed a novel data bias correction approach by resampling the given dataset from the online social media according to the target distribution in the offline physical world, aiming at addressing the problem that there are significant differences between the population demographics of the online and offline spaces. Experimental results show that the proposed approach is able to generate a sample set which follows the target distribution with a small divergence.
