INTRODUCTION
We run lots of BLAST searches. Typically, we're searching DNA or protein sequences from a singlegenome or metagenomic dataset against a big database. Because of increased throughput from nextgeneration sequencing technologies, you'll often end up with millions of sequences, so it's no longer possible to BLAST all your sequences against a decent size database on a single machine or even a small cluster. Now, we are leveraging cloud computing to run large-scale parallelized BLAST jobs and then compiling all the results for biologists and performing downstream analysis.
But these days when we throw a bunch of sequences at the cloud (e.g. Amazon EC2), we're still not sure how long it's going to take. How many machines do we need? How many pieces do we need to chunk our sequences into? How much is this going to cost us? The answers to these questions are usually found empirically by running a small set of sequences against the target database and scaling up that estimate based on your dataset size. This approach has several pitfalls, in particular, the composition of your query set has a significant impact on the BLAST runtime. Figure 1 illustrates this situation. Here we took a real dataset of 1000 proteins, and created several new datasets with different amino acid composition but the same sequence lengths. Then we ran BLASTP searches of these datasets against the NCBI COG database and measured each runtime. The longest run ended up being 78% longer than the shortest runtime.
From this we can see that sequence composition matters, and BLAST is so sophisticated (and heuristic) that it is difficult to accurately estimate BLAST runtime for all sequences. After playing around with this a bit, we have found that there is reasonable consistency in sequence composition for most shotgun metagenomic sequence datasets. Therefore, it's possible to use some gross measures to estimate how long a practical BLAST J R White et al. | December 2010
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ABSTRACT
BLAST is arguably the single most important piece of software ever written for the biological sciences. It is the core of most bioinformatics workflows, being a critical component of genome homology searches and annotation. It has influenced the landscape of biology by aiding in everything from functional characterization of genes to pathogen detection to the development of novel vaccines. While BLAST is very popular, it is also often one of the most computationally intensive parts of bioinformatics analysis. In our workflows, BLAST typically takes the majority of cpu time, and we need to parallelize to finish in a reasonable time frame. Waiting for BLAST to finish without having any clue of how long it's going to take is kind of depressing, and you could waste a day of work trying to run a job that would never finish. If you feel the same way we do, then check out Cunningham, a tool we designed to estimate BLAST runtimes for shotgun sequence datasets using sequence composition statistics. We've trained its models on real metagenomic sequence data using the Amazon EC2 cloud, and it will provide a relatively quick estimate for datasets with up to tens of millions of sequences. It's not perfect, but it'll give you at least some idea of expected runtime, how large a cluster you're going to need, how much you'll need to partition your data, etc. We use it all the time now, so we hope it'll be useful to someone else out there. Cunningham has been implemented in CloVR for efficient autoscaling in the cloud and is freely available at http://clovr.org.
search would take. Cunningham is a tool we've developed just for this purpose. Given a set of sequences, a blast program (BLAST{N,P,X}), and a pre-specified database (db), Cunningham will rapidly assess the sequence profile of the queries and produce an estimate of BLAST runtime. What does Cunningham use to estimate runtime?
One thing that appears to be crucial is the number of matching words (or seeds) between the query sequences and the database itself. It's actually more complicated with BLASTP and BLASTX, which use socalled "neighborhoods" of non-identical words to seed alignments and requirements of two-hits within a region of some length [1] . Nevertheless, the number of identically matching seed words is still informative of overall similarity between query and db. Another factor is sequence length. If all sequences are less than the word size, there won't be any seed matches to explore locally. If the query sequences are very long, there will likely be many more local alignments to perform and this will take additional computational time, so we'll also consider average sequence length within a dataset.
VALIDATION
To demonstrate how these indicators can assist in runtime estimation, we collected several databases (Table 1) and created a series of sequence datasets by randomly sampling from a collection metagenomics projects (Table 2) . DNA sequences were generated using Sanger or 454 technology, so there is substantial range in sequence lengths (<100bp to >800bp) for these random datasets. For protein-based searches, we randomly sampled from the over 3 million predicted proteins and protein fragments from the MetaHIT project. I also computed kmer profiles for each database (k=3 for protein, k=11 for dna (including reverse complemented sequence)), so we can determine the number of matching word pairs between a query set and a database. Mathematically, we compute this as:
where W is the set of all words, and the number of occurrences of the word wi in the query set and database are Q(wi) and D(wi), respectively. Validation BLAST jobs were performed using CloVR (http://clovr.org) on the Amazon EC2 cloud using c1.xlarge on-demand instances, and every job got its own cpu to work on to avoid overloading bias. Default parameters were used with the exception of '-b 1 -e 1e-5 -F F'. Figure 2 shows the resulting runtimes plotted with the corresponding number of matching word pairs. We see strong linear relationships between runtime and M, which we can take advantage of using standard regression techniques. Cunningham uses a different linear model for BLASTN, BLASTP, and BLASTX, but they all share a common form: Runtime (seconds) Figure 1 . Variable BLAST runtimes due to changes in sequence composition. In this mock example, each bar represents the BLASTP runtime of a query dataset with 1000 protein sequences (of identical lengths) against the NCBI COG database. The original dataset (orange) had a runtime of ~1,532 seconds. By randomly altering the amino acid composition of the dataset, we are able to increase the runtime by up to 43% or decrease the runtime by up to 20%. These dramatic differences indicate that the runtime of a BLAST program is highly sensitive to the composition of the sequence being analyzed. 
Database

Dataset
Sequence type Reference
EBPR-Sludge Sanger shotgun DNA [2] Mediterranean gutless worm Sanger shotgun DNA [3] Global ocean sampling (2 samples) Sanger shotgun DNA [4] Nine biomes (microbial samples) 454 shotgun DNA [5] Peru margin deep sea sediment 454 shotgun DNA [6] Developing infant gut 454 shotgun DNA [7] Obese and lean twins 454 shotgun DNA [8] MetaHIT predicted proteins proteins from assembled Illumina [9] Table 2 . Metagenomic datasets used for this project. DNA and protein sequence datasets were created by randomly selecting sequence sets from compiled projects. wait all day right? Table 3 shows the results of Cunningham for different datasets and a few specs about each run. Note when the datasets become too large, counting all the shared seed pairs becomes cumbersome. So as a heuristic, if there are more than 600,000 sequences or over 300 million residues in the query dataset, then Cunningham will randomly subsample from the data and compute seed match pairs for multiple rounds, and finally scale up the estimate based on the average number of seed match pairs and the total number of sequences in the query. 
