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There has been substantial work studying consensus problems for which there is a single
common final state, although there are many real-world complex networks for which the
complete consensus may be undesirable. More recently, the concept of group consensus
whereby subsets of nodes are chosen to reach a common final state distinct from others
has been developed, but the methods tend to be independent of the underlying network
topology. Here, an alternative type of group consensus is achieved for which nodes that are
symmetric achieve a common final state. The dynamic behavior may be distinct between
nodes that are not symmetric. We show how group consensus for heterogeneous linear
agents can be achieved via a simple coupling protocol that exploits the topology of the
network. We see that group consensus is possible on both stable and unstable trajectories.
We observe and characterize the phenomenon of isolated group consensus, where one or
more clusters may achieve group consensus while the other clusters do not.
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Consensus problems are an important topic when designing control protocols for distributed
systems where it is desirable for uniform behavior between nodes like power generators in
the grid, mobile robots, or autonomous vehicles. Sometimes though, complete consensus is
not the desired behavior, but rather group consensus whereby some nodes’ behaviors will
coincide while others do not. This problem has been tackled previously using linear matrix
inequalities (LMIs) or Lyapunov functions but the result can only guarantee complete con-
sensus. We instead present a method derived using the automorphism group of the underly-
ing graph which provides more granular information that splits the dynamics of consensus
motion from different types of orthogonal, cluster breaking motion.
I. INTRODUCTION
For the past twenty years, the field of multi-agent network dynamics, and the coordination
between said agents, has been investigated by researchers from a vast range of disciplines1–3.
The applications for a well designed method of coordination are diverse, from vehicle attitudes4,
opinion dynamics5, sensor networks6, and communication networks7. A consensus protocol is
defined as information sharing between agents. The information shared often takes the form of
relative states4. More recently, research has focused on when a network is able to achieve group
consensus, i.e., some members of the network reach consensus with each other, but not necessar-
ily with all members of the network. Group consensus is investigated for undirected and directed
networks with and without switching topology in8–10. The intra-group coupling is used as the
tool to determine whether or not group consensus is achieved in11–13. Related work on group and
cluster synchronization of networks has been carried out in14–17. Much of the current research
into group consensus18–21 assumes a balanced adjacency graph between groups, that is, the sum
of inter-cluster connections sum to zero. Also, the groups, or clusters, of nodes that reach consen-
sus with each other are defined on the network with a typical requirement being that each group
satisfies some structural property, notably without exploiting any inherent graphical properties of
the network. Alternatively, in this paper, the final group consensus is achieved as an emergent
property of the network topology.
The groups of nodes we focus on are the so called orbits of the automorphism group22, that is,
those nodes which are symmetric within the graph, that is, there are permutations of the nodes that
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leave the network unchanged. The symmetries of a graph that describes the underlying topology
of a network can be determined from its automorphism group. This problem has been approached
using contraction theory23,24 but the method presented therein does not provide insight into the
effect of various control gains that may be tuned. Here we exploit the properties of the automor-
phism group of the network to define group consensus. Following our recent work on generating
graphs with desired symmetries25,26, generating graphs with desirable symmetry properties can
be done easily. We approach this problem using the block diagonalizing technique presented in16
which decouples consensus creating and consensus breaking dynamics.
Our results are in agreement with previous work which described phase synchronization in
networks of coupled nonlinear Kuramoto oscillators27. They differ from previous work on multi-
consensus28 which considers directed graphs and Laplacian coupling.
The rest of this paper is organized as follows. Some background material with respect to graph
and matrix theory as well as the automorphism group of a graph is presented in Section II. In
Section III we use the block diagonalizing transformation16 to determine when group consensus
will occur regardless of the stability of the overall system. We present an extensive example as
well to highlight the features of our proposed method, such as the ability to yield isolated group
consensus. We conclude the paper with a summary and some future directions in Section V.
II. PRELIMINARIES
Throughout this paper we use the following standard notation; let IN denote the identity matrix
of dimension N, let ON×M denote the matrix of all zeros of dimension N×M (for brevity we will
denote ON×N = ON), let 1N denote the vector of all ones of length N and let 0N denote the vector
of all zeroes of length N.
We define a graph G = (V (G ),E (G )) as consisting of two sets: a set of nodes V = V (G ) =
{i|i = 1, . . . ,N} so that |V |= N and a set of edges E = E (G )⊆ V ×V where (i, j) ∈ E if node j
receives a signal from node i and (i, j) /∈ E otherwise. We say the graph is undirected if (i, j) ∈ E
implies that ( j, i) ∈ E and the graph is directed otherwise. The adjacency matrix of the graph
G is a binary matrix A = {Ai j} ∈ RN×N such that element Ai j = 1 if ( j, i) ∈ E and Ai j = 0 if
( j, i) /∈ E (G ). Clearly, if G is undirected then A is symmetric and if G is directed then A is may
be non-symmetric. The degree of a node, denoted di, is the number of neighbors that the node i
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has. We now place a definition on what we mean by an orbit22. Define a permutation of the
graph, pi(G ) = G ′, where V (G ) = V (G ′), i.e., a permutation does not remove or introduce nodes,
and if (i, j) ∈ E (G ) then (pi(i),pi( j)) ∈ E (G ′). The graphs G and G ′ are said to be isomorphic
if there exists a permutation with the above properties. If G = G ′ then the permutation pi is said
to be an automorphism. If pi is an automorphism and if (i, j) ∈ E (G ) then (pi(i),pi( j)) ∈ E (G ).
The same identity holds if (i, j) /∈ E (G ). The set of automorphisms forms a permutation group
acting on the nodes of a graph G which we denote as (Aut(G ),V (G )), or simply Aut(G ). The
set of all permutations in the autormorphism group will only permute certain subsets of nodes
among each other. These subsets of nodes are defined as the orbits (or equivalently ‘clusters’) of
the automorphism group. There exists a permutation in the automorphism group that will permute
any node in an orbit with any other node in the same orbit. There also may exist trivial orbits, i.e.,
an orbit k with a population of one.
Lemma 1 Define the matrix P as an N ×N permutation matrix associated with a permutation
pi ∈ Aut(G ) (from now on, for simplicity, we will say P ∈ Aut(G )). If A is the adjacency matrix of
graph G , then the permutation matrix P commutes with A, i.e., AP = PA.
Proof 1 Consider a permutation such that pi(vi) = vk and pi(v j) = v`. Using the fact that P, the
matrix representation of pi , is binary and orthonormal, then (PA)i` = Ak` and (AP)i` = Ai j. By
definition of a symmetry, if (vi,v j) ∈ E then (pi(vi),pi(v j)) = (vk,v`) ∈ E as well and so Ai j = Ak`
which proves AP = PA.
Assuming there are q orbits, we partition the nodes according to their orbits so that Vk, k = 1, . . . ,q
consists of the nodes in orbit k and
⋃q
k=1Vk =V . Note that for the standard definition of a partition,
Vk 6= /0 and Vk∩Vl = /0, k 6= l.
Remark 1 All nodes in orbit k will have the same number of in-coming edges from each other
orbit l = 1, . . . ,q, i.e., ∑ j Ai j = Qkl for each i ∈ Vk and j ∈ Vl .
Let i¯ denote the orbit in which node i resides. If i¯ = j¯ then nodes i and j are in the same orbit.
Also, let Nk = |Vk| denote the number of nodes in orbit k, ∑qk=1 Nk = N. We assume that the nodes
are numbered corresponding to the orbits so that all nodes in orbit 1 are labelled 1, . . . ,N1, the
nodes in orbit 2 are labelled N1 + 1, . . . ,N1 +N2 and so forth. The adjacency matrix is block-
partitioned so that the N`×Nk block A`k denotes the inter-orbit coupling from orbit k to orbit ` and
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the Nk×Nk block Akk denotes the intra-orbit coupling within orbit k. Here we assume both intra-
orbit couplings and inter-orbit couplings to be undirected. Unlike most work on group consensus
that requires some structural property for the intra-cluster connectivity10,29, in this paper there may
or may not by intra-cluster coupling.
III. GROUP CONSENSUS IN LINEAR NETWORKS
This paper is concerned with networks of agents characterized by linear dynamics. We consider
a very general case for which the agents obey the following set of equations,
z˙i(t) = Fizi(t)+
N
∑
j=1
Ai jHz j(t), (1)
where the vector zi(t) ∈ Rm represents the state of agent i at time t. The m×m matrices Fi
represent the individual dynamics of each agent i = 1, . . . ,N when uncoupled. The m×m matrix
H represents the coupling between agents. The N×N adjacency matrix A represents the graph
G . A special case of such dynamics is the second order consensus described in the subsequent
example.
Definition 1 We say the agents have identical individual dynamics if Fi =F, i= 1, ...,N. A weaker
assumption is that agents have orbit-identical individual dynamics if Fi =Fk, for all i∈Vk. In what
follows we will proceed under the assumption of orbit-identical individual dynamics.
The global system of equations are written by introducing the Nm-dimensional vector z(t) =
[z1(t)T ,z2(t)T , ...,zN(t)T ]T and combining each node’s contribution of Eq. (1),
z˙(t) =
[ q
∑
k=1
Jk⊗Fk +A⊗H
]
z(t), (2)
where the diagonal matrix Jk has entries Jkii = 1 if i¯ = k, J
k
ii = 0 otherwise, and the symbol ⊗
indicates the Kronecker product of matrices.
Remark 2 For the case of identical individual dynamics, Eq. (2) becomes z˙(t) =
[
IN ⊗F +A⊗
H
]
z(t).
Definition 2 Consider orbit-identical individual dynamics as stated in Definition 1. The set of
states such that zi = z j for i = j define an invariant manifold, which we call the group consensus
manifold.
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Under the assumption of orbit identical individual dynamics, the dynamics on the group con-
sensus manifold is governed by the quotient network dynamics,
q˙k(t) = F
kqk(t)+
q
∑`
=1
Qk`Hq`(t), k = 1, . . . ,q, (3)
where qk(t) is now the state of orbit k = 1, ...,q. The q×q quotient matrix Q is equal to
Q = (ET E)−1ET AE = E†AE, (4)
where E is the N×q indicator matrix, i.e., Ei j is equal to one if node i is in orbit j and is equal to
zero otherwise30.
The quotient network describes the evolution of the system on the group consensus manifold.
In the case in which all the agents in the same cluster were given the same initial condition, the
quotient network dynamics would provide the exact time evolution of all the network agents.
The quotient network dynamics is stable if the largest eigenvalue of the matrix
diag{F1, . . . ,Fq}+Q⊗H (5)
is negative.
Remark 3 Under the assumption of orbit identical individual dynamics, the quotient network
dynamics also describes the time evolution of an average state for all the nodes in the same orbit31,
qk(t) =
1
Nk
∑
i∈Vk
zi(t) (6)
To see this, assume Fi = Fk, for all i ∈ Vk. Then, sum Eq. (1) over i ∈ Vk and divide by Nk.
Recall that ∑ j∈Vl Ai j = Qkl for each i ∈ Vk and j ∈ Vl (Remark 1). Then Eq. (3) follows, with the
definition of qk(t) given in Eq. (6).
As we will see, under appropriate conditions, the set of equations (1) and (2) will admit group
consensus. A set of agents may converge on group consensus on either a stable, or unstable, or
marginally stable trajectory. It is important to note that we are not concerned whether the entire
system is asymptotically stable. Instead, we focus our attention on the stability of each agent with
respect to the group consensus state, where all the nodes in its orbits have reached consensus.
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Definition 3 We say that the nodes in orbit Vk have achieved group consensus if limt→∞ ‖zi(t)−
z j(t)‖= 0 for all i and j in Vk. As can be seen from this definition, group consensus is possible for
either stable, marginally stable, or unstable node dynamics, as long as the trajectories converge
to each other.
Remark 4 Let us now assume identical individual dynamics. One may be tempted to diagonalize
the matrix A=VΛV−1, where the matrix Λ has diagonal entries λ1, λ2, ... λN . By pre-multiplying
Eq. (2) by V−1⊗ Im and introducing the vector e= [eT1 ,eT2 , ...,eTN ]T =V−1⊗ Imz, the transformed
dynamics appears in m-dimensional blocks of the form,
e˙i(t) = [F +λiH]ei(t), i = 1, . . . ,N (7)
While this exercise may provide some insight into the overall stability of the system, it may not
allow one to predict the emergence of group consensus. Assume for example that some of the
blocks [F +λiH] were found to be non-Hurwitz. Then one could not conclude whether (i) group
consensus is not achieved or (ii) group consensus is achieved but on a solution that is either
diverging or a limit cycle. We will see that there is a transformation of the system dynamics,
provided by group theory, which is more appropriate in terms of characterizing group consensus.
From knowledge of the group of symmetries of the network, we can compute the irreducible
representations (IRRs) of the symmetry group of the network. This defines a transformation T into
the so called IRR coordinate system (see16). The transformation matrix T is orthogonal. The first
q rows of the matrix T are such that Tki =
√
Nk
−1 if node i is in cluster k and Tki = 0 otherwise.
These rows describe motion that is parallel to the consensus manifold. The remaining rows instead
describe motion that is orthogonal to the consensus manifold and thus they describe its stability.
Each one of the rows of the matrix T is associated with a specific cluster, namely a total of N1
rows are associated to cluster 1, a total of N2 rows are associated to cluster 2, and so on. If a row
of the matrix T is associated with cluster k, it means all the i entries of that row are zero for i not
in cluster Vk.
By defining the transformed state z˜(t) = (T ⊗ Im)z(t), Eq. (2) can be rewritten,
˙˜z(t) =
[ q
∑
k=1
Jk⊗Fk +B⊗H
]
z˜(t) = Bˆz˜(t), (8)
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where T JkT T = Jk, and TAT T is equal to the block-diagonal matrix B16. To see that T JkT T = Jk,
recall that the matrix Jk is diagonal with ones on the diagonal corresponding to those entries in the
k cluster and zeros elsewhere. We examine the (i, j) entry of the product T JkT T ,
(T JkT T )i j =
n
∑`
=1
Ti`Jk``Tj`
=
n
∑`
=1
δ ¯`i¯δ ¯` j¯δ ¯`kTi`J
k
``Tj`
(9)
where ¯` returns the cluster index of node ` and δ ¯`i¯ returns 1 if node ` is in the same cluster as node
i and 0 otherwise. This implies that if either i or j is not in cluster k the sum will be equal to zero.
Now, consider just the set of indices i and j such that i¯ = j¯ = k. The summation becomes,
(T JkT T )i j = ∑
`∈Vk
Ti`Tj`Jk`` = ∑
`∈Vk
Ti`Tj` = δi j, i¯ = j¯ = k (10)
where we used the property Jk`` = 1 if ¯`= k and that the rows of T are orthonormal. It follows that
T JkT T = Jk.
We can write the block-diagonal matrix B as a direct sum⊕Ss=1Ids⊗Cs , where Cs is a (generally
complex) ps× ps matrix with ps the multiplicity of the s IRR of the permutation group representa-
tion, S the number of IRRs and ds the dimension of the s IRR, so that ∑Ss=1 ds ps = N16. The trivial
representation (s = 1), which is associated with the motion in the synchronization manifold has
p1 = q. Each one of the remaining representations s = 2, ...,S is associated with either: (i) an in-
dividual cluster or (ii) a set of intertwined clusters16. Accordingly, we say that in each irreducible
representation is present either a cluster or a set of clusters. The stability of each cluster depends
on the maximum eigenvalue associated with each IRR in which the cluster is present.
This has important consequences in terms of the transformed linear dynamics z˜(t). The first
consequence is that the transformed state vector is partitioned into two parts, z˜(t)= [z˜Tpara(t), z˜Torth(t)]
T ,
where z˜para(t)∈Rq describes the motion along the group consensus manifold and z˜orth(t)∈RN−q
describes the motion orthogonal to the group consensus manifold. The block diagonal matrix Bˆ
decouples the motion along the group consensus manifold and the motion orthogonal to it. ˙˜zpara(t)
˙˜zorth(t)
=
 Bˆpara Oq×N−q
ON−q×q Bˆorth
 z˜para(t)
z˜orth(t)
 (11)
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We define λmaxpara to be the maximum real part of the eigenvalues of Bˆpara and λmaxorth to be the max-
imum real part of the eigenvalues of Bˆorth. Stability of the motion along the group consensus
manifold is determined by the sign of λmaxpara. If the system corresponding to orthogonal motion,
Bˆorth, is Hurwitz, that is λmaxorth < 0, then the group consensus manifold is stable and any perturba-
tion orthogonal to the group consensus manifold will decay to zero, independent of the behavior
along the manifold. This implies that it is possible for the original system to be marginally stable,
or unstable, yet still achieve group consensus.
Lemma 2 The two matrices Q and Bˆpara are similar.
Proof 2 The block Bˆpara = T˜ AT˜ T , where the q×N matrix T˜ is composed of the first q rows of the
matrix T . Moreover, T˜ = (ET E)−
1
2 ET . Hence Bˆpara = (ET E)
1
2 Q(ET E)−
1
2 .
Another consequence is that based on the block-diagonal structure of the matrix Bˆorth, the
vector z˜orth(t) may be partitioned into a number of vectors evolving independently of each other
(each one corresponding to a non-trivial irreducible representation of the graph automorphism
group.) This implies that for a given graph, certain clusters may achieve isolated group consensus,
while others may not, as will become apparent from the example that follows. This is a significant
difference with respect to the current literature on group consensus10,29 where group consensus is
deemed to either occur or not occur.
As discussed previously, the block diagonalized system Bˆ consists of a set of independently
evolving systems, each of which can be assigned to a set of clusters. Let Bˆk be the kth block
corresponding to the system ˙˜zk = Bˆkz˜k(t). Also, let Ik be the set of clusters associated with
this block. Note that k = 1 corresponds to the parallel, group consensus, motion so Bˆ1 = Bˆpara
and |Ik| = q. As for the additional, orthogonal blocks we note that each cluster, V`, appears in
N`−1 orthogonal blocks. If one is interested in only ensuring that a specific set of clusters achieve
isolated cluster consensus, it is enough to ensure that the set of orthogonal blocks in which the
clusters appear are Hurwitz. This is explored in some detail in the following example.
Consider the following example with N = 12 nodes, m= 4 states per nodes, and q= 3 orbits in
the graph’s automorphism group. A diagram of the graph is shown in Fig. 1(A) and the associated
quotient graph is shown in Fig. 1(B). The graph is drawn such that the symmetries are visually
clear, but note that usually the orbits must be found using computational group theory packages,
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FIG. 1. Using the Bˆ matrix to determine group consensus. (A) The diagram of the graph of interest. This
graph has N = 12 nodes and q = 3 orbits. The nodes are colored according to their orbits. (B) The quotient
network of the graph in (A) partitioned according to its orbits. (C) The stability regions in parameter space
are colored according to the maximum real part of the eigenvalues of Bˆpara and Bˆorth, respectively. The
green region represents when both the quotient dynamics Eq. (3) is unstable, and group consensus will
not occur, the purple region represents when Eq. (3) is unstable, but group consensus will occur, and the
red region represents when Eq. (3) is stable and group consensus will occur. The blue region represents a
condition in which the quotient dynamics is stable, but group consensus is not. In this case, group consensus
only occurs if the initial conditions are on the group consensus manifold, then the system decays to zero.
(D) We set α = 0.2 and vary β from−1.5 to 1. The maximum real part of the eigenvalues of Bˆpara and Bˆorth
are plotted, and the stability regions are colored according to the diagram in (C). (E) We set α = 0.2 and
β = −1 which is on the boundary of the blue and red regions. For these values, Bˆpara is negative definite,
but Bˆorth is marginally stable. The marginally stable block in Bˆorth corresponds to the red cluster.
such as Sage32. The nodal dynamics matrices for the nodes in each orbit are,
F1 =
 O2 I2
−2I2 −2I2
 , F2 =
 O2 I2
−4I2 −4I2
 , F3 =
 O2 I2
−6I2 −6I2

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The coupling matrix H that describes the connections between nodes is,
H =
 O2 O2
αI2 β121T2 ,

where α and β are parameters to be chosen to affect the stability of the system. The adjacency
matrix can be determined from the diagram of the graph in Fig. 1(A) and is shown in Fig. 2 where
the rows are colored according to the orbit in which each node appears.
A=

0 0 1 0 1 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0
1 0 0 1 1 0 1 1 1 0 0 0
0 1 1 0 0 1 1 1 1 0 0 0
1 0 1 0 0 1 0 0 0 1 1 1
0 1 0 1 1 0 0 0 0 1 1 1
0 0 1 1 0 0 0 1 1 0 0 0
0 0 1 1 0 0 1 0 1 0 0 0
0 0 1 1 0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0 0 0 1 1
0 0 0 0 1 1 0 0 0 1 0 1
0 0 0 0 1 1 0 0 0 1 1 0

FIG. 2. The matrix A corresponding to the network in Fig. 1. Each row i of the matrix A is colored according
to the orbit to which node i and consistently with the coloring in Fig. 1.
The transformation matrix T that block diagonalizes the adjacency matrix was found using the
method discussed and code provided in16 and is shown in Fig. 3. The rows are colored according
to the cluster in which the non-zero entries appear, i.e., the first row is colored green as the non-
zero entries appear in columns 7-12, the same indices as the green nodes in Fig. 1(A).
T =

0 0 0 0 0 0 1/
√
6 1/
√
6 1/
√
6 1/
√
6 1/
√
6 1/
√
6
0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0
1/
√
2 1/
√
2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −2/√6 1/√6 1/√6 0 0 0
0 0 0 0 0 0 0 0 0 −2/√6 1/√6 1/√6
0 0 0 0 0 0 0 1/
√
2 −1/√2 0 0 0
0 0 0 0 0 0 0 0 0 0 1/
√
2 −1/√2
0 0 0 0 0 0 −1/√6 −1/√6 −1/√6 1/√6 1/√6 1/√6
0 0 −0.5 −0.5 0.5 0.5 0 0 0 0 0 0
0 0 −0.5 0.5 0.5 −0.5 0 0 0 0 0 0
0 0 −0.5 0.5 −0.5 0.5 0 0 0 0 0 0
−1/√2 1/√2 0 0 0 0 0 0 0 0 0 0

FIG. 3. The matrix T corresponding to the network in Fig. 1. Each row i of the matrix T is colored according
to the orbit to which node i belongs and consistently with the coloring in Fig. 1.
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The block diagonalized matrix B= TAT T is shown in Fig. 4 with the blocks colored according
to which clusters’ motion they represent, i.e., the same color pattern that appears in the tranforma-
tion T shown in Fig. 3.
B=

2
√
6 0 0 0 0 0 0 0 0 0 0√
6 2
√
2 0 0 0 0 0 0 0 0 0
0
√
2 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 2
√
6 0 0 0
0 0 0 0 0 0 0
√
6 0 0 0 0
0 0 0 0 0 0 0 0 0 −2 0 0
0 0 0 0 0 0 0 0 0 0 0
√
2
0 0 0 0 0 0 0 0 0 0
√
2 0

FIG. 4. The matrix B= TAT T corresponding to the network in Fig. 1. Each row i of the matrix T is colored
according to the rows of the matrix T to which that block corresponds.
As can be seen, Bpara is a 3× 3 block, corresponding to the trivial irreducible representation
(s = 1); Borth is the direct sum of 7 blocks. From top to bottom, there are four IRRs: the IRR
s = 2 has dimension d2 = 1 and multiplicity p2 = 4, the IRR s = 3 has dimension d3 = 2 and
multiplicity p3 = 1, the IRR s = 4 has dimension d4 = 1 and multiplicity p4 = 1, and the IRR
s = 5 has dimension d5 = 2 and multiplicity p5 = 1. The green cluster is present in the IRRs 2
and 3, the red cluster in IRRs 3, 4, and 5 and the blue cluster in IRR 5. Looking at Fig. 1, IRR
3 corresponds to a left-right symmetry breaking that affects the red and green clusters but not the
blue one, while IRR 5 corresponds to a top-bottom symmetry breaking that affects the red and
blue clusters but not the green one.
Varying the parameters α and β , we shade the regions of stability in Fig, 1(C) according to the
maximum real part of the eigenvalues of Bˆpara and Bˆorth. The green region represents values of
α and β where both λmaxpara > 0 and λmaxorth > 0 which means both the system is unstable and group
consensus will not occur. The purple region represents values of α and β where λmaxpara > 0 so
that the group consensus manifold is unstable, but λmaxorth < 0 so group consensus will occur. The
red region represents values of α and β where both λmaxpara < 0 and λmaxorth < 0 so that the system
is stable and group consensus will occur. Finally, the blue region represents values of α and β
where λmaxpara < 0 so the group consensus manifold is stable, but λmaxorth > 0 so group consensus
will not occur if the state is perturbed away from the group consensus manifold. To examine the
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behavior of λmaxpara and λmaxorth , we set α = 0.2 in Fig. 1(D) and vary β from −1.5 to 1. We color the
background of the plot according to the regions in Fig. 1(C). To examine the temporal behavior of
the system, in Fig. 1(E) we plot the time traces of zi,1(t) and zi,2(t) for α = 0.2 and β =−1 for each
of the nodes, colored according to the nodes’ clusters. This point is at the boundary of the red and
blue regions in Fig. 1(D) which corresponds to λmaxpara < 0 and λmaxorth = 0, i.e., the group consensus
manifold is stable but orthogonal perturbations will not damp out. As Bˆ is block diagonal, we can
find the particular block that is marginally stable, which for this example is the 1×1 block −2 in
the tenth row of B. Tracing back to the transformation matrix T , we see that the corresponding row
represents the perturbation that splits nodes 3 and 6 from nodes 4 and 5 in cluster V2. Nonetheless
cluster V3 still converges, i.e., this is an example of isolated group consensus.
Remark 5 Consider the case of identical individual dynamics. Then all the blocks (either or-
thogonal or parallel) corresponding to an IRR with dimension d > 1, can be further diagonalized
into d m-dimensional systems of the form ˙ˆzi(t) = [F +λiH]zˆi(t). Hence, the system dynamics (1)
is transformed again into N equations of the form of Eqs. (7), in the eigenvalues λi of the ma-
trix A, i = 1, ..,N. However, there is an important advantage of the group theoretical approach.
Namely, the matrix T carries information on which eigenvalues are associated with motion paral-
lel to the consensus manifold and which eigenvalues are associated with motion transverse to the
manifold and for the latter ones, which ones are associated with either stability of a given cluster
or stability of a given set of intertwined clusters. With this knowledge, the set of equations (7)
will provide detailed information on stability of the quotient network dynamics and on stability of
group consensus for given clusters of interest.
IV. CONCLUSION
In this paper, we have studied the group consensus problem from the perspective of graph
automorphisms. We have shown how the block diagonalizing transformation can decouple the
motion along the consensus manifold from the motion orthogonal to the consensus manifold. More
importantly, the transformation splits the orthogonal motion into disjoint systems of equations
corresponding to the types of orthogonal motion, which allows one to choose coupling protocols
to selectively allow some clusters to reach consensus, which we call isolated group consensus. We
also show we can achieve group consensus in the absence of intra-cluster edges, different from the
current methodologies for the group consensus problem10,29.
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In the example presented, we show that for our particular choice of coupling protocol with two
tunable control parameters, we are able to achieve group consensus whether or not the system is
stable. We also choose values for the two control parameters which allow for individual group
consensus. For other coupling protocols, the steps taken through the example can be used to
find the range of tunable control parameters which allow for group consensus. Alternatively,
the block diagonalizing transformation can be used to construct Lyapunov functions for individual
orthogonal components which can be tailored to the particular form of each block for other choices
of coupling protocols, with potentially more tunable control parameters.
For a given network topology, this work provides the series of steps to be taken to analyze the
conditions under which either complete group consensus or individual group consensus can be
achieved, regardless of the stability of the entire system.
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