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The management of bacterial diseases calls for a detailed knowledge about the dynamic changes in 
host-bacteria interactions. Biological insights are gained by integrating experimental data with 
mechanistic mathematical models to infer experimentally unobservable quantities. This inter-
disciplinary field would benefit from experiments with maximal information content yielding high-
precision inference. Here, we present a computationally efficient tool for optimising experimental 
design in terms of parameter inference in studies using isogenic tagged strains. We study the effect of 
three experimental design factors: number of biological replicates, sampling timepoint selection and 
number of copies per tagged strain. We conduct a simulation study to establish the relationship between 
our optimality criterion and the size of parameter estimate confidence intervals, and showcase its 
application in a range of biological scenarios reflecting different dynamics patterns observed in 
experimental infections. We show that in low-variance systems with low killing and replication rates, 
predicting high-precision experimental designs is consistently achieved; higher replicate sizes and 
strategic timepoint selection yield more precise estimates. Finally, we address the question of resource 
allocation under constraints; given a fixed number of host animals and a constraint on total inoculum 
size per host, infections with fewer strains at higher copies per strain lead to higher-precision inference. 
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1.  Introduction 
 
Bacterial infections remain leading causes of mortality and morbidity worldwide, accounting for > 50% 
of annual deaths in vulnerable demographic groups such as the elderly, young children and 
immunocompromised individuals, and disproportionately afflicting resource-constrained regions [1]. 
At the same time, the rapid emergence of antibiotic resistance [2] and tolerance [3] are swiftly 
incapacitating an increasing number of clinically licenced antibiotic agents. Research and development 
of both novel antibiotics and vaccines is slow, leaving us exposed to untreatable, chronic and 
recrudescent bacterial infections.  
 
The establishment, progression and outcome of a bacterial infection in a host is shaped by the dynamics 
of bacterial transmission, colonisation, within-host replication, death, inter-tissue migration, and the 
interaction of bacteria with the immune system or administered therapeutic agents. Deciphering each 
of these factors individually can accelerate the transition from empirical to targeted engineered 
approaches in bacterial treatment and prophylaxis [4]. To aid the characterisation of these dynamics, 
we often combine high-resolution experimental techniques with inferential mathematical models that 
fill in the gaps with regards to processes that remain experimentally unobservable [5].  
 
In the field of bacterial dynamics, isogenic-tagged strains (ITS) constitute one of the most widely used 
experimental techniques to obtain in vivo data about the dynamic behaviour of bacteria in the host [6]. 
ITS-based data have been historically paired with mathematical models to maximise the biological 
insight they can offer [7, 8]. By complementing experimental data with mechanistic mathematical 
models, we go beyond the mere characterisation of statistical differences and correlations in the data, 
to formulation of biological hypotheses into mathematical relations and inference-making by fitting the 
models to the experimental observations. Representative examples of integrating such models with ITS-
based data include studies identifying bottlenecks during the colonisation and infection process [9-12], 
mapping out the host immune responses underpinning defence at different stages of the infection [11-
12], deciphering the effects of host adaptation in subsequent infections [13-14], comparing the effects 
of different vaccine formulations [4] and antibiotic therapies [10, 15] on infection control, characterising 
the within-host dynamics of co-infections [9] and understanding the directionality of bacterial migration 
and de novo tissue colonisation in vivo [10, 12] .  
 
The aim of statistical inference is to estimate biological parameters as accurately and precisely as 
possible. Precision is typically reported in the form of confidence intervals [4, 10, 13, 15], which are 
instrumental to assess the evidence for or against hypotheses such as whether bacteriostatic or 
bactericidal effects different stages in the infection process. Quantifying parameter estimate uncertainty 
is also important when we use a parameterised model for predictive purposes, as it allows us to predict 
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the range of the potential future trajectories of the infection. To enable predictions and comparisons to 
be as clear-cut and distinguishable as possible, it is desirable to obtain parameter estimates with the 
narrowest possible confidence intervals.  
 
Although mathematical models have been increasingly used in the study of in vivo bacterial population 
dynamics, their application has until recently remained limited to inference in simple biological systems 
for short time intervals post-inoculation (typically in the range of 0-12 hours) largely due to 
computational inefficiencies [4, 10, 11, 13]. A recently developed statistical inference tool customised 
for making inferences based on experimental data from studies using ITS [16] has enabled inference in 
more complex biological systems, with larger inocula, and for the entirety of the infection timeline [15]. 
This moments-based, divergence minimisation approach represents a computationally efficient 
inference tool suitable for complex biological models, where traditional maximum likelihood 
approaches become too computationally expensive.  
 
To this date, there are no published studies providing executable algorithms for extending the 
application of data-based mechanistic models to experimental design in microbiology studies on within-
host pathogen dynamics. The availability of a computationally efficient inference method now paves 
the way for an early iterative integration of mathematical modelling with data collection at the 
experimental design stage; this can optimise the inferential capacity of models and maximise the 
biological insights they generate (Figure 1) [5, 16]. Model-driven experimental design can also address 
the long-standing challenge of resource allocation, especially with regards to the use of animals in 
experiments. In particular, the “Three Rs” tenet — Replacement, Reduction and Refinement [17] — 
calls for “Reduction Alternatives” encouraging strategies to reduce the number of animals needed to 
provide answers to scientific questions. Maximising the information obtained per animal has been 
recognised as one avenue to achieve [18]. In this paper, we show that with experimental design tools, 
it is possible to evaluate the information content of alternative designs and identify those with the 










Figure 1: Model-informed experimental design in an integrated framework of experimental 
procedures and mathematical modelling  
 
In this paper, we extend the inference methodology to improve experimental designs and provide a case 
study as a blueprint of how it can be applied to data from ITS-based studies. As ITS remains one of the 
key experimental techniques in the field of within-host bacterial dynamics [19-30], the development of 
dedicated tools to facilitate the integration of mathematical modelling along the experimental process 
can maximise biological insight by improving the statistical quality of inferences for a substantial body 
of research. A unique feature of ITS-based studies is the multiplicity of infections with different tagged 
strains within each host organism. Under the assumptions of independent action for bacteria and 
homogeneity in dynamics both between ITS and host organisms, both of which are assumptions 
commonly made in ITS-based studies [4, 11-14],  the number of biological replicates is equal to the 
number of ITS per host multiplied by the number of hosts. Experiments produce measurements of the 
number of copies of each ITS in anatomical compartments of interest at the time that each host animal 
is killed, and inference about the within-host dynamics “fills in” the gap between the sampled timepoints. 
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Taking these features of ITS infections into account, we provide the first application of mathematical 
modelling as a tool to improve experimental design in studies of in vivo bacterial population dynamics 
using ITS. These studies commonly address questions around the dynamical composition of bacterial 
populations jointly shaped by environmental and biological processes such as bacterial replication, 
death, migration, phenotypic switch and bacterial-host interactions. We model bacterial kinetics with a 
continuous time Markovian process where the state variables are the number of copies of a single ITS 
in each anatomical compartment. Given an experimental design, the model predicts the dynamics of the 
lower moments (mean, variance and covariance) of the state variables. Parameter inference is based on 
minimising the Kullback-Liebler divergence between the predicted and observed moments (the latter 
being calculated from biological replicates, i.e. all ITS from all mice at each time point). First, we 
formulate a utility function inspired by the moments-based, divergence minimisation approach [16] that 
represents our criterion for optimality; the objective is to maximise this function across the design space. 
As we are interested in maximising global parameter inference precision, we focus on optimising the 
determinant of the parameter variance-covariance matrix. We use synthetic data to study its 
performance against the width of the corresponding 95% confidence intervals for a range of parameter 
sets. Finally, we illustrate its application by considering experimental designs for a variety of biological 
scenarios reflecting different phases of bacterial dynamics including exponential growth and decay as 
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2.  Methods 
 
2.1. The ITS technique: experimental output and dataset structure  
ITS represent a large class of marker-based techniques, developed over the last decade, in order to study 
the within-host bacterial dynamics at a population level. Libraries of isogenic tagged strains are 
generated by uniquely modifying the non-coding genome of bacteria with distinctive, short nucleotide 
sequences; the resulting ITS are genetically distinguishable, yet phenotypically identical. The ITS are 
mixed in equiproportional inocula and administered to the animal host. Animals are culled at 
predetermined time points to harvest or partly sample tissues of interest, and a total bacterial count is 
obtained per tissue [9, 11]. The samples are also processed to determine the ITS composition in each 
tissue, originally by qPCR [9-10, 12] and more recently by next-generation sequencing [8, 25]. The 
final structure of the dataset consists of number of copies per ITS in each tissue of interest per time 
point.  
 
By obtaining snapshots of spatiotemporal data recapitulating the changing ITS composition of bacteria 
in different tissues, it is possible to characterise the unobserved processes that underpin the dynamics 
of the infection in vivo.  Supplementing these data with compartmental mechanistic models, the rates at 
which these unobserved dynamical processes evolve can be quantified with optimisable precision. We 
proceed to show how the inference precision can be optimised for this type of experimental data, by 
quantifying the impact of a range of design factors that we intuitively expect to affect inference precision.  
 
2.2. Conceptual Model Structure  
Mechanistic models applied to ITS data typically have a compartmental structure, with each 
compartment representing a tissue of interest, and model parameters corresponding to the rates at which 
the unobserved biological processes change with time. In this paper, we use a radial model structure 
with three compartments, inspired by the model used in Salmonella Typhimurium infections [4, 11, 16], 
and shown as an example in Figure 2. Linear compartmental model structures or a combination are also 
possible, and the model can be generalised to include 𝑛 compartments [16]. 
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Figure 2: Conceptual structure of the compartmental model detailing the intra- and inter-tissue 
dynamics in a model of systemic salmonellosis. In each organ i, bacteria replicate and are killed 
at rates ri and ki, respectively, and bacteria migrate to organ j according to rates mi,j. 
 
2.3. A likelihood-free inference framework for complex dynamical systems 
As we are usually interested in tracking the evolution of infections over a period of days, and as bacterial 
infections are typically multi-organ, data collected from ITS-based experiments are often complex. 
Their complexity lies in (1) the length of observational time for the biological system in question, (2) 
the number of tissues of interest, and (3) the multiple organ-organ interactions. The ITS composition 
across all tissues of interest is summarised in a vector of moments (means, variances, and covariances) 
corresponding to each observation time. Assuming first-order dynamics for each time interval between 
sequential points of data collection, a simple mathematical expression that derives the moments at a 
future time point can be obtained and solved analytically. The moments of the experimental dataset and 
the calculated moments for the same time point are compared via the Kullback-Leibler divergence. 
Minimisation of this divergence via standard optimisation routines allows us to quantify processes 
underpinning the change in bacterial numbers and composition during a time interval of interest. A full 
set of computational tools and examples on how to use this inference framework can be freely accessed 
at: https://github.com/orestif/SPEEDI.R. For a more detailed description of the likelihood-free 
framework, please refer to the Supplementary Materials. 
 
2.4. Parametric bootstrap to evaluate inference precision  
Parameter inference would not be complete without a measure of its precision. Quantification of 
precision in this framework is carried out using a parametric bootstrap approach previously described 
[16]. Having identified the best parameter estimate by minimising the KL-divergence between the 
experimental and calculated moments for a range of parameter sets, we use it to simulate 200 synthetic 
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datasets of the same size and structure as the experimental data. The choice of 200 bootstrapped samples 
was motivated by our priority to maximise the computational efficiency of the suggested tool, and is in 
line with previous findings on the minimum adequate number of bootstrapped samples [48]. The 
corresponding moments are calculated, and the best parameters inferred via the same divergence-
minimisation method. This process results in a range of parameter estimates, which provides us with a 
measure of precision regarding the inference for each parameter.  
 
2.5. Deriving optimality criteria in a likelihood-free inference framework 
We now turn to formulating an optimality criterion in this likelihood-free framework, inspired by the 
gold-standard alphabetical optimality criteria in the maximum likelihood framework [31].  
 
In the maximum likelihood estimation (MLE) context, the Fisher Information Matrix (FIM) plays a key 
role in assessing parameter inference precision [32]. It summarises the amount of information contained 
in the experimentally observed dataset with regards to the parameter set 𝜃 = {θ1, θ2, θ3, ..., θn}. The FIM 
can be analytically derived from the Hessian matrix (𝐻(𝜃)), a matrix of 2nd order derivatives of the 
likelihood 𝐿(𝜃) with respect to the parameters: 
 
 





For a given MLE, the FIM contains information about the curvature of the likelihood. A higher value 
in the corresponding entry in the FIM matrix, indicates that the estimate for that is more precise (which 
can be expressed as a shorter confidence interval). Furthermore, by assessing different functions of the 
FIM (e.g., the determinant or trace) it is possible to derive information about different aspects of the 
inference quality provided by each experimental design; these ways of assessing different aspects of the 
inference quality of a model given an experimental design are known as alphabetical optimality criteria 
[31]. For example, the determinant of the FIM provides an index of average size (e.g., width, area, 
volume) of the confidence interval for the parameters of interest (D-optimality criterion), while the trace 
of the FIM summarises the average variance of each parameter of interest (A-optimality criterion) [31]. 
Other composite functions of the FIM lead to the full range of the alphabetical optimality criteria.  
 
An important property of the FIM is its inverse relationship with the variance-covariance matrix of Θ, 
via the Cramer-Rao lower bound [33]. In 2.3. we used a parametric bootstrap approach to estimate the 
variance-covariance matrix of the parameter estimates; let that be M. As the inverse of M is proportional 
to the FIM, we can define equivalent optimality criteria by minimising functions of M, rather than 
maximising functions of the FIM. Analytical evaluation of the FIM is often difficult or impossible [34], 
but instead typically approximated numerically as we propose to do with the minimum-divergence 
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inference method. Here, we focus on minimising the determinant of M, which serves as the global 
measure of inference precision.  
 
2.5. Identifying experimental designs with higher information content  
The FIM summarises the information content of an experiment as a function of both the model 
parameters Θ, and the design conditions under which the experiment is conducted. As such, it can be 
used to identify experimental designs that yield data with a higher information content. To achieve this, 
we first identify which aspects of the experimental process we are interested in optimising. Here, we 
focus on the number of biological replicates, the initial number of copies per ITS and the choice of 
sampling timepoints.  
 
Next, we place sensible bounds on the parameter space to be explored. This can be done through expert 
elicitation, based on prior literature or understanding of the system, or by using inferences made on 
previous experiments on the same or a similar system.  
 
For the scenarios we consider in Sections 3.1, 3.2.1 and 3.2.2, we randomly draw parameters from a 
uniform distribution 𝜃~𝑈(0,1). In 3.2.3, we explore 6 biological patterns of within-host dynamics 
commonly occurring in in-vivo bacterial infections, which we list below. For each of the scenarios A1, 
A2, B1, B2, C1, C2 and keeping the total number of replicates fixed at 500, we consider 10 parameter 
sets, and for each parameter set 3 numbers of copies per ITS in {10,100,1000} and 8 sampling time 
points reflecting early, mid-, late and a combination of early and late sampling in: 
t∈{(1,4),(2,5),(10,13),(11,14),(19,23),(20,24),(1,23),(2,24)}. 
 
To provide an example of how these sampling strategies would be implemented for a time interval of 
24 hours, a group of animal hosts would be euthanised at 1 hour and a separate group at 4 hours post-
inoculation (1,4). In the next experimental design, a group of animal hosts would be euthanised at 2 
hours and a separate group at 5 hours post-inoculation (2,5). 
 
A. Exponential growth (net growth = +0.2, minimal inter-tissue migration)  
A1. Exponential growth with high killing and high replication rates (higher variance in data)  
𝑘𝑖~𝑈(2,2.5), 𝑟𝑖 = 𝑘𝑖 + 0.2 
 A2. Exponential growth with low killing and low replication rates (lower variance in data) 
𝑘𝑖~𝑈(0.1,0.6), 𝑟𝑖 = 𝑘𝑖 + 0.2 
 
B. Exponential decay (net growth = -0.2, minimal inter-tissue migration) 
  B1. Exponential decay with high killing and high replication rates (higher variance in data) 
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𝑘𝑖~𝑈(2,2.5), 𝑟𝑖 = 𝑘𝑖 − 0.2 
 B2. Exponential decay with low killing and low replication rates (lower variance in data) 
𝑘𝑖~𝑈(0.3,0.8), 𝑟𝑖 = 𝑘𝑖 − 0.2 
 
C. Source-sink unidirectional bacterial transfer with near-zero intra-organ growth  
  C1. Source-sink with high killing and high replication rates (higher variance in data) 
𝑘𝑖, 𝑟𝑖~𝑈(2,2.5),  𝑚1𝑗~𝑈(1.5,2) 
 C2. Source-sink with low killing and low replication rates (lower variance in data) 
𝑘𝑖, 𝑟𝑖~𝑈(0.1,0.6),  𝑚1𝑗~𝑈(1.5,2) 
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3.  Results  
 
3.1. A simulation study to correlate the determinant of the parameter variance-covariance matrix 
with precision in parameter inference 
 
In this section we perform a simulation study to demonstrate that the magnitude of the determinant of 
the parameter variance-covariance matrix is a reliable summary statistic for the precision of inference 
across the entire parameter set. We start with the model structure outlined in 2.2 and generate 10 random 
parameter sets. We then simulate 10 synthetic datasets for each parameter set (10x10 = 100 in total); 
the synthetic datasets serve as surrogates for experimentally observed ITS-based data. For each of the 
100 virtual datasets, we obtain 200 bootstrapped samples and proceed to obtain 200 sets of parameter 
estimates. For each set of parameter estimates, we calculate the variance-covariance matrix and obtain 
its determinant, which is taken to be a global measure of inference precision.  Next, we obtain the 95% 
confidence interval for each of the 12 parameters across the 10 synthetic datasets generated for each 
parameter set index and report the mean of their widths across each parameter set relative to the 
















Figure 3: Mapping the determinant of the variance-covariance matrix to the range of 95% 
confidence intervals   
 
Each dot represents the mean width of the 95% confidence intervals across the 12 parameters in each synthetic 
dataset. A three-compartmental model is used (section 2.2) and parameters are drawn at random from a uniform 
distribution between 0 and 1, 𝜃~𝑈(0,1). For each of the randomly generated parameter sets (parameter set index 
1-10), there are 10 dots representing 10 synthetic datasets simulated from that parameter set. The mean width of 
the 95% confidence intervals is plotted against the mean logarithm of the determinant across the 10 synthetic 
datasets generated by each of the parameter sets, showing a linear positive relationship between the two quantities. 
The mean correlation coefficient across the 10 parameter sets is 0.178 with range [0.16709, 0.19858]. 














95% Confidence Interval Width (% of the widest interval) 
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3.2. Determinants of precision inference in experimental design 
 
Having established the determinant of the parameter variance-covariance matrix as a reliable correlate 
to inference precision in 3.1, here we study the effect of 3 design factors on the quality of inference 
precision in ITS-based experiments, namely: the number of biological replicates, the number of copies 
per ITS and the choice of sampling time points. First, in 3.2.1, we focus on number of biological 
replicates (𝑅); under the assumption of homogeneous inter-host immunological responses [4, 11-14], 
𝑅 is equal to the number of animal hosts multiplied by the number of ITS per host. In 3.2.2, we introduce 
the biological limitation of a constraint on the total inoculum size (𝐼) per host; 𝐼 is equal to the number 
of ITS per host multiplied by the number of copies per ITS. Finally, in 3.2.3, we study the mixed effect 
of experimental designs with different numbers of copies per ITS and different sampling timepoints.  
 
3.2.1. Number of biological replicates (𝑹) 
 
In 3.2.1, we use the same simulation-based approach and parameter sets as in 3.1. to evaluate the effect 
of the number of biological replicates on the magnitude of the determinant of the parameter variance-
covariance matrix. At this stage, the number of biological replicates (𝑅) is equal to the animal hosts 
multiplied by any number of ITS per host, without constraint on the total inoculum size per animal host. 
As shown in Figure 4, there is a directional effect between the determinant of the parameter variance-
covariance matrix generated by parametric bootstrap and the total number of replicates. As the number 
of total replicates increases (x-axis), the quality of parametric inference increases (reflected by lower 



















Figure 4: Inference precision as a function of total number of replicates  
For each parameter set, 8 experimental designs are considered with number of biological replicates 𝑅 ∈
{5,10,20,50,100,200,500,10000}. The log10 of the determinant of the parameter variance-covariance matrix is 
plotted against log10 (R) to yield a consistent pattern of exponential decay across the 10 parameter sets. A three-
compartmental model is used (section 2.2) and parameters are drawn at random from a uniform distribution 
between 0 and 1, 𝜃~𝑈(0,1). 
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3.2.2. Distribution of replicates in animal hosts with a constraint on total inoculum size per host 
(𝑰) 
 
Here, we move a step further from 3.2.1 and introduce the biological constraint of total inoculum size 
per host (𝐼). In ITS-based experimental infections, there is a target total inoculum 𝐼  achieved by 
multiplying the number of different ITS used by the number of copies per ITS. As detailed in Table 1, 
we consider experimental designs with the total inoculum size fixed at 10,000 CFU; this is consistent 
with the orders of magnitude of inocula used in ITS studies [4, 8, 11-12]. We also keep the number of 
biological replicates fixed at 1000 biological replicates to minimise the stochastic noise in experiments 
with small replicate sizes, and consider 8 possible combinations between the total number of host 




Table 1: A matrix tabulating the 8 experimental designs arising from different combinations of 
total number of host animals per sampling time point and total number of ITS per host animal, 
with fixed total number of replicates and fixed total inoculum size. Fixed variables are highlighted 




In Figure 5, we plot the determinant of the parameter variance-covariance matrix as a function of the 
total number of ITS per host animal. There is a consistent positive relationship between the two 
variables, indicating that lower numbers of ITS per host yield lower determinant values, which reflect 
higher quality inference in terms of precision. Our analysis shows that given a fixed number of 
biological replicates and total inoculum size per host, experimental designs with higher numbers of 
hosts and lower numbers of ITS per host are predicted to yield higher precision estimates.  
 
 










































1 200 5 2000 1 1 1000 10000 
2 100 10 1000 1 1 1000 10000 
3 50 20 500 1 1 1000 10000 
4 20 50 200 1 1 1000 10000 
5 10 100 100 1 1 1000 10000 
6 5 200 50 1 1 1000 10000 
7 2 500 20 1 1 1000 10000 
8 1 1000 10 1 1 1000 10000 
















Figure 5: Inference precision as a function of number of ITS per host 
For each parameter set, 8 experimental designs are considered with number of ITS per host in 
{5,10,20,50,100,200,500,10000}. The log10 of the determinant of the parameter variance-covariance matrix is 
plotted against the number of ITS per host to yield a consistent pattern of exponential growth across the 10 
parameter sets. A three-compartmental model is used (section 2.2) and parameters are drawn at random from a 




















Parameter Set Index 
Number of ITS per host 
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3.2.3. The choice of sampling time points in designs with different numbers of copies per ITS 
In 3.2.2. we found that given the presence of biologically realistic constraints on total inoculum size per 
host and total number of replicates, infections with fewer ITS at higher copy number per ITS 
consistently perform better in terms of precision inference. As a result, achieving high precision comes 
with the cost of using more animal hosts. In this section, we introduce a third design factor, the choice 
of sampling time points during the infection process. We seek to address the question: can we choose 
sampling time points that maximise the precision inference, allowing us to discount on the number of 
copies per ITS and, by extension, the number of animal hosts we need to inoculate? 
 
To answer this question, we consider 6 biological scenarios that encompass common patterns in within-
host dynamics of bacterial disease, described in 2.6. In particular, we look at scenarios of exponential 
decay and growth with either high or low variance, as well as cases with unidirectional bacterial 
migration from one organ to the other. 
 
We start with sampling at a single observation point. In the likelihood-free inference framework, 
inference using a single observation time point is only possible for models whose number of parameters 
is smaller than or equal to the number of moments that summarise the ITS distributions.  We first 
consider a simple, two-compartment model structure with unidirectional bacterial flow from the first to 
the second compartment, and bacterial death and replication in both (5 parameters in total). Figure 6 
shows that unlike in the scenarios of exponential growth, in the scenarios of exponential decay 
intermediate sampling times (12- and 13-hours post-inoculation) yield higher-precision inference, 
whereas early or late sampling times provide less information on average. This is likely due to either 
minute changes in the bacterial population in the very early stages (1-2 hours), or bacterial populations 
having died out during the later stages (23-24 hours), at which point we can only get bounds on the 
parameter estimates that are consistent with extinction "up to" that time (Figure 6A). This pattern differs 
in the growth example (Figure 6B), where early time points will be subject to greater variation in the 
population sizes. Later time points will have allowed sufficient time for the populations to 
establish/replicate whereby the variation between subpopulations will be less impactful on the inference. 
 
In Figure 7, we present the results of the same analysis performed using a combination of sampling time 
points for a four-compartment model. The precision across all experimental designs considered in 
Figure 7 is consistently higher than in Figure 6, as combining data two observation times increases the 
information content overall. Finally, experimental infections with higher number of copies per ITS 
perform consistently better in terms of inference precision (Figures 6 and 7). Assuming a constraint on 
the total inoculum size per host, this translates into designs involving a larger number of hosts per 
sampling time point.   
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Figure 6: Scatter plots showing the mean log10(determinant) across 10 parameter sets under 4 biological 
scenarios with single sampling time points for a three-compartment model 
 
For the exponential growth scenarios, later sampling yields the highest-precision inference (Panel A). For 
the exponential decay scenarios, there is a U-shaped relationship between the time of sampling and inference 
precision, with intermediate sampling time points being the most informative. A two-compartmental model 
with intra-organ bacterial growth and death, and bidirectional bacterial migration is used. Parameters are drawn 








Figure 7: Heatmap plots showing the mean log10(determinant) across 10 parameter sets under 6 biological 
scenarios for a range of experimental designs with variable sampling time points and starting number of 
copies per ITS for a four-compartment model 
 
The first column of panels (A1, B1, C1) illustrates biological scenarios with high killing and replication rates, 
while the second column (A2, B2, C2) corresponds to biological scenarios with low killing and replication rates. 
Darker blue shades represent experimental designs yielding higher inference precision, while lighter blue shades 
represent designs with lower inference precision. For all experimental designs across all scenarios (A1-C2), higher 
numbers of copies per ITS improve the precision inference. For low-variance scenarios (low replication, low 
killing), the inference precision is globally better and the number of high precision experimental designs is larger 
than for high-variance scenarios. A three-compartmental model is used (section 2.2) and parameters are drawn at 
random from distributions specified in section 2.5.  
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3.3. Strategies to reduce the number of animal hosts 
In 3.2.3, we showed that infections with higher numbers ITS per host tend to correlate with higher 
inference precision consistently across the sampling time points we considered. Under a fixed inoculum 
size per host, this translates into the cost of requiring more animal hosts, which incurs primarily ethical, 
but also financial costs. The analysis in 3.2.3 assumed a fixed number of biological replicates of 500.  
Here, we consider the interaction between the total number of biological replicates (number of animal 
hosts multiplied by number of ITS per host) and the number of ITS per host, the latter being inversely 
correlated with the initial number of copies per ITS. Taking the case of a system with exponential 
growth dynamics and high variance as an example, we consider the experimental designs tabulated in 
Table 2. Each of A to C include experimental designs with a decreasing number of animal hosts per 
timepoint. From our previous analysis, the first design in each category A-C is expected to yield the 
highest precision, as it requires a high number of animal hosts and a high number of initial copies per 
ITS. In alternative designs 2 and 3 there is a ten-fold decrease in the number of animal hosts, with design 
#2 having a higher number of biological replicates combined with a low number of copies per ITS and 
design #3 having a low number of biological replicates combined with a high number of copies per ITS.  
 
 
Table 2: Experimental designs to evaluate the relative effects of two design factors (total number of replicates 
and initial number of copies per ITS) on inference precision 
 
In Figure 8, we comparatively plot the mean log10(determinant) for the 3 classes of experimental designs 
outlined in Table 3, across a range of sampling time points. A three-compartmental model is used 
(section 2.2) and parameters are drawn at random from distributions specified in section 2.5. While 











































A1 200 5 2000 1 1 1000 10000 
A2 20 50 200 1 1 1000 10000 
A3 20 5 2000 1 1 100 10000 
B1 100 5 2000 1 1 500 10000 
B2 10 50 200 1 1 500 10000 
B3 10 5 2000 1 1 50 10000 
C1 50 10 1000 1 1 500 10000 
C2 5 100 100 1 1 500 10000 
C3 5 10 1000 1 1 50 10000 
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experimental design index 2 and 3 use the same number of animal hosts, the latter performs significantly 
better and very close to experimental design index 1, which involves 10 times more animal hosts. 
Overall, our analysis shows, that given a constraint on the number of animal hosts, higher inference 
precision is achieved by using experimental infections with large initial numbers of ITS even at lower 
number of biological replicates; the effect of the initial number of ITS is stronger than that of number 












































































Figure 8: Heatmap plots showing the mean log10(determinant) across 10 parameter sets for experimental 
designs 1-3 in classes A-C with variable number of biological replicates and initial number of copies per 
ITS.  
log10(determinant) 
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log10(determinant) 
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4.  Discussion  
 
We have presented a novel, computationally efficient approach to information-based experimental 
design for ITS-based data, with the aim of maximising inference precision for the within-host dynamics 
of bacterial infections. Inspired by the canonical D-optimality criterion, we chose the determinant of 
the parameter variance-covariance matrix, obtained via a parametric bootstrap, as a criterion for global 
parameter inference precision in a likelihood-free inference framework previously developed by Price 
et al. [16]. We used a simulation study to illustrate that the magnitude of the determinant effectively 
captures the mean width of confidence intervals across parameter sets. As the determinant is a global 
measure of variance, we correlated it with the mean width of the confidence interval across the entire 
parameter set (12 parameters in our model) and demonstrated the strong correlation between the value 
of the determinant and the average width of the confidence interval.  
 
We proceeded to show that the replicate size, initial number of copies per ITS and sampling timepoint 
selection all have an impact on inference precision in range of general biological cases representative 
of bacterial dynamics typically observed during experimental infections. Biological scenarios with low 
replication and killing rates are characterised by low variance in the distribution of copies per [16]; for 
the entirety of experimental designs considered for these low-variance scenarios, the inference precision 
is globally higher than for higher-variance scenarios. Furthermore, there is greater redundancy in 
experimental designs yielding similar levels of high-precision inference for lower-variance scenarios, 
entailing that prior intuitive knowledge about the dynamics of a system can inform experimental 
microbiologists about how much focus they should place on identifying unique experimental designs 
with the highest information content. Finally, we found that for a fixed total number of replicates and 
assuming inter-host immunological homogeneity, infections with lower numbers of ITS per host at 
higher initial copies per ITS tend to give higher-level inference precision for both high- and low-
variance scenarios.  
 
The benefit of our approach is that it can be used not only to identify a single optimal experimental 
design, but also to rank experimental designs, thus providing flexibility to experimentalists to choose 
those that reflect their own priorities. For example, assuming that the reduction in the number of animal 
hosts is a priority, one can dismiss the globally optimal experimental design that requires using a 10-
fold higher number of animal hosts and can choose the design with the second highest precision, which 
can be achieved by strategically choosing the sampling time points while keeping the number of animal 
hosts low. Finally, we looked at the interaction between two design factors (total number of replicates 
and initial copies per ITS) under a constraint on number of animal hosts, which is one of the key 
priorities in terms of animal welfare, logistical and financial considerations alike. We show that in this 
scenario, favouring an experimental design with lower number of biological replicates and fewer ITS 
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per host yields consistently higher inference precision than the alternative allocation of resources with 
high number of biological replicates and more ITS per host. This consideration becomes particularly 
relevant as individual ITS detection in a multi-ITS sample has become more advanced, moving away 
from qPCR with a detection threshold of a <10 ITS per host tissue [11-12] to next generation sequencing 
able to detect tens or hundreds of ITS per host tissue sample [9, 29].  
 
Discussing the assumptions and limitations of the likelihood-free inference framework used as the basis 
for the experimental design tool presented here, the moments-based, divergence-minimisation inference 
framework makes the simplifying assumption that these distributions are multivariate normal across all 
tissues of interest and sampling time points; this assumption facilitates the derivation of the expressions 
for the moments. Given that the shape of the true distribution is different for every tissue and sampling 
time point, and that one would need to approximate each of those individually, the simplifying choice 
of a multivariate normal distribution seems sensible. Furthermore, the first- and second- order moments 
of these distributions were used as sufficient summary statistics. Although it could be argued that higher 
order moments would capture additional features of the distributions, the added complexity is not 
justified by the resolution of the available data and the previous simplifying assumption about the 
structure of the distributions. As shown in [16], there is excellent agreement between both the inferences 
and the width of the confidence intervals obtained when using the maximum-likelihood framework and 
the likelihood-free framework used here; as a result, the use of summary statistics and the assumption 
of multivariate normal distributions do not affect the quality of inference. Finally, the estimated 
precision as identified by the optimal design is valid under the assumption that the model used to find 
the optimal design is a sufficiently accurate characterisation of the true underlying mechanism.  
 
In terms of the bootstrapped samples, we limited their number to 200 per experimental design 
considered in this study, striking a balance between reducing inter-simulation variation (Monte Carlo 
error) and limiting the applicability of the tool due to long running times. Earlier work in [16] shows 
that even at 100 experiments (or bootstrapped samples), the Gillespie and moments-based approaches 
both lead to more and more precise estimates as the number of biological replicates increases, while at 
500-1000 biological samples, the variance in the parameter estimates converges to 0. Hence, by large, 
the source of the Monte Carlo error is not the number of bootstrapped samples, but the number of 
biological replicates, which is one of the design factors considered in this study.  Furthermore, our 
choice of 200 bootstrapped samples was further motivated by a study in [48], who developed a 
computationally efficient bootstrapping algorithm in the field of phylogenetics and used it to formulate 
testing criteria for determining the minimum number of bootstrapped samples needed to infer 
confidence values; in most cases, a size of 100-500 bootstrapped samples was adequate. Finally, we 
considered at least 10 parameter sets for each experimental design, obtaining consistent results in terms 
of how the experimental designs ranked relative to each other across the 10 individual datasets; this 
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consistent pattern further confirms that our choice of bootstrapped sample size is not a major source of 
Monte Carlo error.  
As exploratory research is gaining momentum and the competition for funding is increasing, optimal 
resource allocation is emerging as a first step in the process of experimental setup conceptualisation 
[35], while also affecting the welfare of animal hosts which is further reflected in the principle of the 
3Rs – replacement, reduction and refinement [17, 36]. In-vivo studies in population dynamics 
microbiology have typically not used experimental design tools until now. For example, despite the 
sustained wide application of the ITS technique, questions around optimising experimental design and 
resource allocation have remained formally unaddressed, with the exception of past studies having used 
small-scale simulation-based approaches to determine a suitable inoculum size [4] or distribution of 
ITS per host [4, 12]. Limited examples of efforts to develop experimental design tools for population-
level data in dynamical systems can be found in other microbiological fields like systems biology [37-
42], ecology [43-44, 49], and food science [45-46].  
 
The apparent under-representation of optimal design algorithms in population dynamics microbiology 
is largely attributable to the lack of computationally efficient inference methods that cater for 
mathematical models with intractable likelihoods. Such models are often necessary to capture even 
simplified representations of biological systems which become increasingly more complex, as 
infections progress [16]. Here, we have provided a blueprint for the use of experimental design tools in 
complex systems in population dynamics microbiology. We addressed replicate size, sampling time 
point selection, and the initial number of copies per ITS in the inoculum as design factors commonly 
considered by experimentalists when trying to optimise multifactorial resource allocation to achieve a 
desired level of inference precision. In terms of future work, our framework for optimising experimental 
design can be further extended to serve a wider range of experimentalists’ goals beyond maximising 
inference precision. Other common goals include improving experimental designs to enable model 
selection, which can aid in assessing competing biological hypotheses [47], as well as minimising the 
correlations between parameters, which enables a more clear-cut discrimination between often 
correlated processes, such as bacterial replication and death [4, 7]. In this paper, we focused on 
improving the overall inference precision and focused on the determinant of the parameter variance-
covariance matrix as the utility function of choice. However, since our likelihood-free experimental 
design tool is based on an approximation of the FIM, it could accommodate other utility functions such 
as the trace or the eigenvalue of the parameter variance-covariance matrix, which correspond to the A- 
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