Abstract-The increasing pervasiveness of web browsing on portable devices calls for the careful consideration of how web pages are accessed by mobile users. While flat-rate pricing (independent of the usage) has been the conventional data pricing model in rich countries, mobile roaming users and users in developing regions are typically subject to usage-based pricing based on cost per megabyte downloaded. With the exceptional growth in both the size and complexity of web pages, usage-based pricing can result in high monthly bills even under nominal web usage.
I. INTRODUCTION
A large fraction of users in developing regions are subject to usage-based pricing where the prices are significantly higher than flat-rate pricing rates found in developed countries. With the dramatic growth in the complexity of web pages, most usage-based priced users experience high monthly bills even with minimal use because web pages have significantly grown in size and complexity over the past decade. Since 1999, the average web page has increased in size by a factor of 22 (without including video) [6] , and a 30 − 50 fold increase in web page complexity (objects per page) has been observed [15] , [11] , [3] . In contrast, under many of the existing data rate plans for mobile users in developing regions, a single web download of a page with a size greater than 2 MB (which is very common) can easily cost over 1 USD. While web designers have resorted to manually redesigning low-bandwidth versions of web pages for mobile users, expecting a large fraction of the web to be manually redesigned for low-bandwidth mobile users is impractical.
In this paper, we describe a cost-aware mobile web browsing mechanism that aims to substantially reduce the cost of browsing the web on a mobile device. The key idea of our approach is to adapt web content as a function of the user's mobile pricing plan. Given the pricing plan of a user, the current data usage levels and limits, we dynamically compute a cost quota for each web request and use a network middlebox to automatically adapt any web page to the cost quota.
Cost-aware mobile web browsing is fundamentally different from conventional content adaptation techniques [21] , [20] , [9] , [28] , [25] , [22] , [26] , [19] . Though mobile web browsing and content adaptation are well studied topics, a fundamental difference in our work in comparison is the notion of costawareness, which does not directly arise in existing works. In cost-aware adaptation, the user implicitly or explicitly specifies a quota for a page and our system automatically determines the level of adaptation that suits a specific quota. Based on the anatomy of a web page, we classify the components of a web page and selectively choose and adapt each component to arrive at the best version for a given quota. Cost-aware mobile web browsing also allows a user to explicitly augment the quota for a request to enhance the quality of the downloaded page by simply clicking on an embedded hyperlink (added by the system) to adapted pages. This provides a feedback system to tradeoff between message cost and content fidelity. Finally, our system requires no modifications to the client mobile devices except changing the HTTP proxy settings.
Based on a detailed analysis of our system on popular web pages, we show that our system can significantly reduce the size of downloaded data, and therefore the cost. On average, our system is able to reduce the cost of mobile web browsing by a factor of 2, and our most aggressive level of content adaptation reduces the cost by a factor of 110. We also show that, for each page request, our solution dynamically maximizes the number of web resources to send in order to forward the best possible version of a web page.
II. RELATED WORK
There is a large body of work on web content adaptation [8] , [17] , [27] , [12] and also specifically in the space of content adaptation for mobile devices [9] , [26] , [25] , [18] . While our work leverages existing content adaptation techniques, the primary distinction of our work is the cost-awareness dimension. The cost quota (the data allowance) dictates the web page size that the user would want to download without having to pay the overage fee. Here, we outline the closely related works.
The use of proxies for web prefetching is not a new idea [16] , [13] , and a few developing region specific content adaptation systems have been developed in recent years [27] , [12] . These systems do not take into account the ergonomic limitations of mobile devices. To adapt web content for mobile devices, a proxy-based solution in [9] uses RSS feeds, and Opera Mini [4] a commercial proxy-based system pre-renders pages. 1 However, none of these systems adapts content for mobile devices based on connection cost. Furthermore, these systems employ relatively cursory optimizations.
Most of the content adaptation work for mobile devices concentrate on content transformation to suit the display of smaller devices. Various content transformation processes like layout change and content format reconfiguration are used in [20] for adapting web content to mobile user agents. The idea of partitioning the web page into blocks (snippets), and processing the information only in the useful blocks by filtering out unnecessary ones is used in [21] . Some content adaptation solutions like those in [28] target only the multimedia content of the web pages. We have leveraged adaptation techniques from automated web re-authoring tools which takes the capabilities of the client and automatically reauthors the web page to fit the client's requirements [10] , [14] , [8] . Another related class of works focus on user interactive content adaptation where the system takes input from the user to adapt the content based on the user needs and change the adaptation based on user feedback [23] , [24] , [7] .
III. COST-AWARE MOBILE BROWSING
The main idea behind cost-aware mobile web browsing is to associate each web page download with a cost quota that is reflective of the number of bytes that the user would need to download the page. Most mobile operators levy high usage charges for web access and in many countries mobile web download cost is very much usage driven. This is particularly true for roaming users. The problem is further exacerbated with the sudden growth in size of web pages over the past few years. This calls for web content adaptation on mobile devices where the page is tailored based on the cost needs.
In a cost-based web browsing model, a user should have the flexibility to specify the cost quota for a web page and the server should be able to provide a condensed version of the page that fits within the specified quota. In our design, cost-awareness is a user controlled metric and is independent of the original web page size. This is a policy decision that we made that emphasizes user control over incurred costs and is independent of the mechanisms used to adapt web pages to the quota. An alternative policy could be to allow the cost to be automatically determined by the system and proportional to the original web page size. Our cost-aware mobile web browsing model is driven by three basic design principles that try to achieve the right tradeoff between minimizing the cost and maximizing page fidelity:
Cost Quota: We require the user to provide both the data plan cost structure and a target budget over a fixed time-period (such as one month). We continuously monitor the web usage of the user and compute a cost quota for each new web request such that the user does not cross the target budget.
Content Adaptation Ladder: Given any web page, we analyze its structure and determine which version of the page is the best fit for a given quota. We derive a basic six-level content adaptation hierarchy for any web-page. The first three level are condensed text versions of the page. The next three levels of the page preserve the basic look of the page, but use different levels of filtering, adaptation and condensing. Based on the six-level content adaptation ladder, we pick the appropriate version of the page that fits within the cost quota.
User Feedback: When the cost quota is very low, the content adaptation can be too conservative for certain web pages and provide very little useful information to the user. In such cases, the user should have the option of requesting an enhanced version of the page. The system should also continuously provide information about current data consumption charges.
To better motivate cost-aware mobile web browsing, we next describe some of the existing mobile plans in developing regions and show how expensive even a single web download can be under the typical data plans. We then present the anatomy of existing web pages to illustrate their complexity and show how often a large amount of unnecessary data is downloaded as part of even a single web request.
A. Usage-based Pricing
Users in developing regions are generally subject to usagebased pricing. In developing regions, the two primary reasons for usage based pricing are limited data capacity and unpredictable demand. Similarly, international roaming users have also traditionally been charged high usage-based fees. These usage-based prices in both developed and developing regions are substantially higher than unlimited plan prices in developed countries. Unfortunately, with spectrum auction prices increasing around the world, cellular providers are looking toward using usage based pricing as a mechanism to increase revenues. Major mobile operators in developed countries have recently shifted to "tiered" pricing plans even for domestic data subscribers rather than unlimited plans. One of the reasons providers use usage-based pricing models for data and voice connectivity is due to the uncertainty in the demand. Typically, regions which use flat-rate pricing will place contractual constraints on users to overcome the demand uncertainty. After crossing the plan limit, the fees of these plans are roughly on the order of 0.1 -0.25 USD per MB across different providers around the world. At these rates, the relative price is high when compared to the purchasing power parity (PPP) for the region.
Most users in developing regions are subject to different forms of usage based pricing models. The simplest usage based plan is to charge a fixed price per MB of download.
Some other plans which charge a fixed cost typically place a low download size limit or place a limit on the usage time, both of which constrain the user. Beyond these limits, most plans revert back to a simple per MB charging model. Table I lists the data plan bundles from Safaricom, Kenya's largest mobile network. Within these data plans, the cost per MB is relatively low (0.023 to 0.006 USD per MB). However, after the bundle limit is exceeded, each additional MB costs approximately 0.10 USD. 2 We found an average popular web page is of size 551.4 KB. Any web page with embedded objects like sounds, video, or flash objects would be several MB in size. Therefore, the cost of even a single download has the potential to be fairly high. While the focus in this work is on developing regions, it is important to note that the constrained mobile data problem is not isolated to these regions. Table II illustrates the roaming fees per MB of data transfer for the four large cellular providers in the US. We observe that most carriers charge between $15-$20 per MB of data transfer which is extremely expensive.
B. Anatomy of a Web Page
The second troubling aspect of mobile web browsing is the complexity of web pages and the amount of unnecessary information on most web sites. A relatively simple web page contains a combination of several types of objects including HTML, CSS, favicons (shortcut icon), images, Iframes, scripts, Flash objects and embedded objects. Among these web resources, not all of them are directly relevant to what users want to download. It has been observed that the size of web page has more than tripled from 2003-2007 [6] . Web page size has been growing at an astronomical pace especially with the introduction of video.
Based on a simple analysis of the top 100 global web pages, as identified by "Alexa" [1] , we find the distribution of objects across web pages as summarized in Figure 1 . The average size of web pages is 551.74 KB with 200.41 KB occupied by Javascript files. Our observations corroborate the trends found in other more comprehensive measurement studies [3] , [11] . In our analysis, we did not include video files since their size alone is higher than the rest of the page, and even without including the video objects the cost of browsing a single page is high. IV. SYSTEM DESIGN In this section we describe the design details of our system and how cost-aware mobile web browsing works. In our system, all web requests from a mobile user are directed to a cost-aware HTTP proxy for web access. We explicitly assume that the HTTP proxy resides on a machine with ample network resources that is not bandwidth or cost constrained. The proxy maintains a registry of users and their corresponding cost plan status. The proxy is responsible for handling all the communications between the mobile clients and web servers. Given a new web request from one of the mobile clients, the proxy computes the cost quota of the user and performs different content adaptation techniques to forward the best version possible.
The mobile client device does not require any software modifications. To start using our system, the user manually configures the mobile web browser to connect through the proxy and specifies credentials to use the proxy. In an initial registration phase, a web form is used by the client to communicate cost parameters essential to implementing cost awareness (e.g. the user's pricing plan). All returned pages include an embedded hyperlink to allow the user to request enhanced versions of the page if desired. The adapted page versions are stored at the proxy for a short time to satisfy enhanced version requests.
A. Computing the Cost Quota
Consider a single user who is associated with a target cost budget B per month. Existing cost pricing models can be simplified into one of two types:
Constant rate model: The user pays a standard rate of α per MB of download. Thus, the overall quota of the user Q = B/α MB for a target budget B.
Bundle rate model: The user pays a fixed cost C for a bundle of size Q. Beyond a usage of Q, the user pays a standard overage fees of α per MB.
We simplify both these models using a simple quota Q for the target budget. In the bundle rate model, if the user exceeds the specified quota Q over a month, we request the user to specify a new target budget B beyond the fixed cost and compute a new quota as B/α MB for future requests during the month. Let N represent the average number of requests issued by the user in the previous months and T represent the billing cycle-period of one month (T = 30days). Let t represent the current time that has elapsed during this time period. Let n(t) represent the number of requests made so far and q(t) is the current quota consumed. Given that users may have variable usage characteristics across months, we do not constrain the number of user requests in our model. We assume that the requests from a user arrive as a memoryless process at an unknown rate. Using the short-term history as a sample, we predict the future number of requests during the time-period T − t left in the current monthly cycle as: n(t) × (T − t)/t. For the current request, this assumes that the rate of requests for this time cycle is represented by n(t)/t. We can estimate the quota of a new web request as:
((Q − q(t)) × t)/(n(t) × (T − t))
This estimation may not be accurate when n(t) is very small because there is little information to predict the number of requests during the month. In this case, we allocate a web request quota of Q/N based on the previous month history of N . When q(t) > Q, we revert to the basic text version of a web page unless the user explicitly requests an improved version.
B. Content Adaptation Ladder
Given the anatomy of a web page, we introduce a six-level content adaptation hierarchy for a given web page. The first three levels of the Web page which form the text-only ladder focus on textual versions of the page while the final three levels which form the advanced ladder focus on adaptation and filtering techniques that preserve the basic structure of the page.
1) Text-only ladder:
The three levels of the text-only ladder of a web page are:
Snippet page: In the snippet version of a page, we extract the most important textual snippet of the web page requested by the user. In the preprocessing step, we extract the main body of the web page by removing redundant data, advertisements and split the block-level HTML components into a sequence of paragraphs. To extract the main text snippet, we extend the basic mechanism proposed in [29] , which uses a simple averaging mechanism to smooth the word count graph at a paragraph level. We extend this scheme to include the influence of a desired number of neighboring paragraphs. We normalize the word count of every paragraph by convolving the word count function with a Gaussian function with a fixed width, that is, if
is the normalized word count as a function of the paragraph number, we do the following:
where p is the range : number of samples to be considered before and after the current sample. A salient feature of the Gaussian smoothing function is that the current sample is given the highest weight and the weight of the neighboring samples decays smoothly with distance. This feature helps in distinguishing the main text with higher probability.
Text-only version:
In the text-only version, we strip all unessential HTML tags and present a condensed HTML (with a plain CSS) containing the textual content of a page. This is done by repeatedly using the above mentioned procedure of main text snippet extraction to extract the next level of main snippets. We then take the top 5 results of the main text snippet extraction and form a text-only version of the requested web page.
Page summarization(Level 0): At this level, we present a summarization of the web page where we show the important headings with little more information about them. This method filters out everything but the headings and the paragraphs next to each heading. This technique works very well for news web pages or other pages with textual data.
2) Advanced Ladder: The advanced ladder supports three levels as outlined below. Level 1 extracts and presents only the critical components of the page while Level 2 is a filtered and adapted version of the page (removing ads and unnecessary scripts). Level 3 presents an adapted version of the page with no filtering. While generating these different versions of the pages, we performed a few critical optimizations to enhance load times and reduce the web page size.
HTML rewriting: Minification is the practice of reducing the size of the code thereby improving the load times. Minification usually involves removing white spaces (space, tab, newline) and comments. In the case of Javascript, this improves response time performance because the size of the downloaded file is reduced. This contributed to over a 5 − 10 KB reduction in web page sizes.
Rendering time optimization: Moving the Cascaded Stylesheet to the header of the HTML allows progressive rendering. Similarly, moving the Javascripts to the end of the HTML code enhances user experience since it would enable the light weight components of the web page to be downloaded first.
Ads and favicon filtering: Javascripts that contain particular keywords are potential signatures of advertisements. To separate scripts that are related to a page and those that are not, we constructed a large list of keywords that we used for identifying scripts related to advertisements. Similarly, we distinguish images related to the web page from those that are not based on the name, location of the images and location of the image pointer in the HTML. We also remove favicons across all adaptation levels which saves 2 − 10 KB.
Image and embedded objects filtering: We use the standard approaches of down-sampling images and removing embedded objects at the appropriate levels of the adaptation ladder which may include multimedia content, like sounds, videos, flash etc., in web pages. The typical size of a flash object in web pages is 85.4 KB which contributes 13% to the average web page size.
C. User Feedback
Every web request response is associated with attached "cached" hyperlinks at the top of the page which allow the user to request enhanced versions of a page present in the proxy cache. This is important for when the user crosses the target quota and is automatically assigned a text-version of page with a quota of 10 KB (our default value). The user is presented four pointers: (a) Original page; (b) Level 2 page; (c) Level 1 page; (d) Text-only version.
One challenge of implementing the multi-level adaptation approach is that the proxy requires to first download the entire web page before performing the adaptation. This is especially a concern for proxy-side rendering systems like Opera Mini. To maximize parallelism and minimize rendering time, we perform on-the-fly adaptation at the proxy which issues requests in batches. Given a quota, if the adapted version of a web page containing all objects downloaded so far achieves the quota, the proxy stops downloading more objects in the page. The batches of object downloads directly correspond with the three levels in our advanced ladder. In the first batch, we download objects corresponding to Level 1, Level 2 in second batch and Level 3 in third batch.
V. IMPLEMENTATION
The prototype of our system is implemented in 2000 lines of Java code. The architecture of the system consists of a proxy and local storage to persist user information. As mentioned in Section IV, our system does not require software modification of the user's browser nor running any additional processes on the mobile client device.
A. Proxy
To service page requests,the proxy has three main responsibilities. First, the proxy listens for incoming connections on port 7500 and spawns a new thread to process the request. In addition to parsing the HTTP request header, the thread reads the user's cost parameters from the disk and stores the state of the user in memory. Second, the thread receives web pages and dynamically computes the cost quota. The thread uses the structure of the web page to determine the types and the number of web resources in the page. Using the cost quota, the content of the web page is adapted and filtered using the techniques described in Section IV. Finally, the thread sends the web page to the user followed by updating the user's cost information.
B. Local Storage
The second module of the system consists of persisting the state of registered users. The storage used is a light weight database that consists of XML files that store the registered users and the their corresponding download budget states. The parameters that the proxy saves are mainly the user ID, the user's data plan, and the cost quota values. For performance, the threads servicing the requests update a user's record after forwarding the web pages to the client.
VI. EVALUATION
In this section, we evaluate the behavior and the performance of our system using the most popular web pages in the Internet listed by Alexa as the sample sites for our analysis. Our evaluation shows three key results. First, we show that the content adaptation ladder component of our system can automatically learn the structure of web pages and extract the most meaningful components of a page within the provided quota. Second, we show that our system can significantly reduce the size of web pages for different levels of adaptation and also provide a substantial cost savings. Associated to this, our system can also provide the best possible version for a specified byte quota for a page. Finally, we perform a small-scale user study and obtain feedback from users on the usability of the system; most users expressed positive impressions in the system usability but some users reported minor presentation problems for a few web pages which were excessively filtered when users had very small quotas.
Adaptation ladder: To study the behavior of the system in the for the different adaptations levels (0,1,2), we manually tested the system across a wide range of sites. In our tests, we find that our system is able to successfully extract the critical components of a page even when the quota was small. We highlight this with three examples. Figure 2 shows how a web page looks after being adapted from the original into Level 2 format. The advertisements and images in the original screenshots have been edited out due to copyright and replaced with labels. We observe that the Level 2 web page is very similar to the original both in terms of format and content, but the page size is approximately half the size. Figure 3 illustrates how a web page looks visuall after being adapted into Level 1 format. This adapted page still conveys the same information content, but is over three times smaller than the original. In these examples, we can clearly observe that our system is able to extract the relevant important information while filtering out irrelevant information at the different adaptation levels. The adaptations performed by our system rendered the page in a presentable and readable style across all web sites we tested. Our system works especially well for news web pages as text summaries and related images can be easily extracted. For sites such as flickr [2] whose content is primarily images, the per-byte reduction factors after adaptation are not as significant. We hope to optimize our algorithms for multimedia centric websites in future work. Size reduction: To measure the size reduction, we ran our system across the top sites from Alexa for different levels of adaptation. Table III summarizes our results. The table shows the cumulative distribution of the reduction factor page size when using our system for different adaptation levels at 50%, 75%, 90% and 95% of the CDF. We observe that in the median case, Level 1 and Level 2 adaptations provide a size reduction by a factor of 3 and 2 respectively while snippet adaptation can provide a reduction by a factor of 110. The reduction factor of page size increases up to 20, 60, and 350 times for adaptation levels (1, 2, and snippet) at 95% of the CDF.
Cost savings: To measure the cost savings of our system, we consider the scenario where an average user makes N web requests per day. For simplicity, we consider the user to pick one of the Alexa sites for the analysis. We run the system for 2 settings: (a) With a quota of 10 MB for the day; (b) With a quota of 5 MB for the day. For a user who visits N = 100 web pages per day, the conventional web browsing system yields roughly 42.4 MB of download data. In contrast, our system was able to significantly reduce the amount of data downloaded. For large values of N (¿100), our system slightly over-shot the specified quota since the per page quota was too small to accommodate even the lowest level of adaptation. Figure 5 shows the distribution of web page requests across various levels of adaptation for the two different quota constraints. For example, in Figure 5 (a) 54% of the pages forwarded to the client with a 10 MB budget are Level 3 adapted versions. When the user has only 5 MB budget left, 53% of the pages returned are Level 1 adapted versions. Small-scale user study: We evaluated the merits of our proxy with a small-scale user study comprising of seven participants with no prior exposure to our system. Participants were graduate students in the US who were presented with a hypothetical situation where they would soon run out of monthly data and our proxy is adapting webpages for this scenario. Participants were shown the roaming charges of the major service providers and the typical costs they would incur for different levels of mobile usage under roaming. Each participant was allotted about 15 to 30 minutes browsing on an iPhone rather than a cheaper device to minimize contamination of our results by dissatisfaction due to device limitations. Quota numbers were not used in this study, and we manually set the levels of adaptation so that participants were able to try all levels of adaptation.
At the end of the study, each participant was then given a semi-structured interview where they were asked (a) their overall satisfaction with the experience given the scenario (on a scale from 1 to 5); (b) whether they would use such a system; (c) other feedback and comments. Table IV summarizes our findings. The overall response was positive. Four of the participants in the user study readily expressed interest in using a system like this. Among the participants who responded with only moderate satisfaction, we found that dissatisfaction was primarily due to the failure of our participants to realize that when left with very small quotas, web pages are relatively big. As a result of this, one participant was surprised by the snippet versions of pages and the other participant found the system to be too aggressive. Users did not observe any noticeable delay in browsing due to out intermediating proxy. 
VII. CONCLUSIONS
Most mobile users in developing regions are subject to usage based pricing data rate plans in some form or another resulting in high usage costs. In this paper, we presented a cost-aware mobile browsing framework that automatically adapts web content as a function of a user's data pricing plan and usage levels to substantially reduce data costs. In addition to reduced costs, our approach enhances user browsing experience by forwarding the best possible version of a page for a given data allowance and based on user feedback. Our evaluation illustrates the significant cost savings that our system can provide for mobile web users.
