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Abstract 
We consider a complete, connected, non-compact Riemannian manifold M without 
boundary. We are principally interested in the case where the Laplacian has a 
spectral gap (i.e. a(—A)  C [A, oo)). Local information is introduced via Nash 
inequalities. 
We show that the spectral gap implies upper bounds on the operator norm of 
L(M) - L 7'(M), 1 <p < oo and exhibit vector fields for which these bounds 
are sharp. We use this to extend the work of Carlen, Kusuoka, and Stroock and 
show that for a manifold with spectral gap an extended Nash inequality implies 
an upper bound pt(x, y) on the heat kernel, but the converse is no 
longer true. We go on to define a domain of validity for the Nash inequality and 
prove equivalence with an upper bound of the form pt (x, y) < C2 (t A 
These bounds are a consequence of two separate phenomena, for t < 1 the norm 
IIPtIIi_ is controlled by the Nash inequality; for t > lit is controlled solely by the 
spectral gap. If the bottom of the spectrum is isolated i.e. a(—A) C {A} U [A 1 , oo) 
where A <Ar , then this is the correct asymptotic behaviour, and we show how to 
create manifolds of this type. 
We then go on to consider the general semigroup generated by a non-symmetric 
bounded measurable perturbation of the Dirichlet form 1(f) = IIVfII, and we 
prove upper bounds on the heat kernel. Using Davies' method we use our on 
diagonal upper bounds for non self-adjoint semigroups to prove Gaussian upper 
bounds for general processes on M. In particular we only require the vector 
fields to be bounded and measurable, and do not require them to have bounded 
divergences. 
111 
In the final section we use probablistic methods to prove set valued Gaussian 
Iv 
upper bounds. These imply pointwise Gaussian upper bounds given extra local 
information such as Nash, Sobolev, or Harnack inequalities. 
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In this chapter we present our main results and, in order to place it in context, 
a summary of the work which motivated it. The final section is a brief review 
of some other contemporary results in the same area using different techniques, 
this is not intended as a complete or exhaustive survey but rather to show other 
lines of approach that have been taken in an active area of research. We have 
postponed much of the standard background for this discussion until Chapter 2, 
the reader who is unfamiliar with terms used here is encouraged to look ahead. 
We consider a complete, connected, non-compact Riemannian manifold M 
without boundary. We are principally interested in the case where the Laplacian 
has a spectral gap (i.e. o(—L) C [A, oo)). Our results concern a semigroup (P) >0  
whose integral kernel (heat kernel) pt (x, y) we wish to bound. We will write e(f,g) 
for the Dirichiet form determining P and if P : LP - we will write its operator 
normllptllp.ql we remark that it is well known that IIPtIIi_ = suppj (x,y). 
We will start by proving on-diagonal upper bounds, that is results of the type 
I IPtIL_+ f(t)e and then use these to go on to prove Gaussian upper bounds 
of the form 
pt (x,y) 	f(d,t)e 
- At-d2 /(4t) 
where d(x, y) is a suitable distance function between x and y which reduces to 
the usual Riemannian distance in the simplest case. Varopoulos [V] seems to have 
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been the first to realise that bounds of this type were possible, and Davies [D3] 
also has results in this direction. 
1.1 Main Results and Nash Inequalities 
In his paper in 1958 Nash [N] used the inequality 
If II4fN 	A IIVfII IfII 	 (1.1) 
for RN  to prove upper bounds on the heat kernel and continuity of the solutions 
of certain second order partial differential equations. Stroock [S] called Equa-
tion (1.1) "a basic analytic fact about RN  and gave three proofs, one using 
Fourier analysis, one using heat flow, and one using Sobolev inequalities. These 
proofs are very easy, and with his usual economical style all three combined take 
less than one page. Following this, an important paper of Carlen, Kusuoka, and 
Stroock [CKS] showed that what we shall call the extended Nash inequality is 
equivalent to a particular form of upper bound on the heat kernel, for a very 
general class of spaces. 
Theorem 1.1 (Carlen, Kusuoka, Stroock [CKS]) Consider an abstract prob-
ability space (E,8,m) with a symmetric Dirichiet form (E,V(E)). Let ii 0 and 
0. The extended Nash inequality 3A(B, ii) > 0 such that 
f 4 	[1f) +S IJfIIJ IIfII 'II A 
	
Vf e C O O 	(1.2) 
is equivalent to 3B(A, v) > 0 such that 
It Ili_#oo 1< Bt'2e 
St 	Vt> 0, 	 (1.3) 
Remark. Here ii is typically the dimension of the space. 
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In Chapter 3 we discuss the impications that may be proved between (1.2) and 
(1.3) when (5 < 0. Setting —(5 = ) we will say Nash(X) is true if (1.2) holds and 
Bound(A) is true if (1.3) holds. We then show that for all e> 0, 
Nash(A) = Bound(A) =:> Nash(.\ — 
In Section 3.3 we show that there is no longer equivalence between (1.2) and (1.3) 
by constructing a class of examples for which we cannot take e = 0 above. We 
then go on to define a domain of validity V for the Nash inequality and prove in 




{ Nash(A) 	for f E D 1— 	_ 
IfI C  IIfII for f 	V 
where c/(1 — c_Ct) can be considered as a smooth version of (t A c) 1 . We show 
some simple properties of functions in V. 
Definition 1.2 For two real value functions f(t), g(t), we will write f - g if 
there exists a constant c> 0 such that c 1 g() < f(t) < cg(t) for all t. 
We now consider the other main direction of research using Nash inequalities, 
proving upper bounds on the heat kernel of semigroups whose generators are per-
turbations of the original semigroup. This line was followed recently by Stroock [S] 
and then Norris and Stroock [NS]. Why use Nash inequalities, and what proper-
ties do they have that makes them easy to work with? One important feature is 
that they are stable under a wide variety of bounded measurable perturbations of 
the Dirichlet form S(f) IIVfII, including perturbation by a uniformly elliptic 
bounded measurable form a, adding a bounded measurable drift b, or a bounded 
measurable potential c to get a new Dirichiet form 
—E(', 0) E —(V, Vq5)a + (b;b, Vq) a + (V/', 4)a + ( v', co), 
where the associated semigroup P is self-adjoint if b = b. Norris and Stroock 
exploit this effectively for RN  in [NS] to obtain upper and lower bounds on the 
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heat kernel even in the case where a, b,and c are allowed to depend on time in a 
measurable way. We extend this work to prove upper bounds on the heat kernel 
for manifolds with a spectral gap, given time independent bounded measurable 
perturbations of the original process. The time dependent case can also be treated, 
see the remarks in Chapter 4. In Proposition 4.4 we prove upper bounds on 
IIPtII, for 1 <p < oo and show that they are sharp when p = 2, but become 
progressively worse as p - 1 or oo. The strategy is then to decompose P : Ll 
L °° asPt :L 1 —L 2 ----L 2 --L °° and write 
IItIIi...+ 	IIPI1._2 IIPt_2II2....+2 IIPI2...+ 
and optimise over € to obtain Theorem 4.7. The optimal value of € does not depend 
on t (subject to 2€ t) and so the long time behaviour depends only on the sharp 
L 2 - L 2 bound. The examples in Section 3.3 show that this result cannot be 
improved for general manifolds. 
The control of IIPtIIi2 (or equivalently IItII2 	by taking duals) is by way of 
the Nash inequalities. Under the very weak assumption that there exist constants 
dt rn, d such that IIPtIIi_i < me, we may obtain clean upper bounds on IIP41_.2 by 
using a variant of Nash's original argument. The constant m behaves badly when 
we perturb our Dirichlet form and so to lift the restriction of this assumption we 
follow Stroock [S] and use Moser iteration, this yields upper bounds on P 2 
which are not as explicit but allow more freedom with the perturbations that 
we can make to our Dirichiet form. To prove these results we do not need the 
full Nash inequality proved in Chapter 3, in particular it is sufficient to use an 
inequality Nash(\ - €) for local control and compensate by coupling the resulting 
bound with the good llPgII22  bound. 
In Section 3.3 we show in Theorem 3.17 that for a manifold whose heat ker-
nel decays as Pt '- t 12e, we can make a bounded modification to the metric 
on a compact set to obtain a new manifold M' whose heat kernel p decays as 
e 	for t > 1, so no polynomial correction to the upper bound is pos- 
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sible. We show that this perturbation can be carried out for any manifold with 
Sobolev inequality where the manifold contains a large enough ball; a result due to 
Varopoulos [V], [Co3] shows that the Sobolev inequality is implied by pt ct2. 
The construction of our example uses the fact that the essential spectrum of the 
Laplacian is invariant under perturbations of the above type. The example of 
hyperbolic space is worked out explicitly. 
In the final chapter we consider Gaussian upper bounds on the heat kernel by 
making a perturbation to our semigroup given in terms of its Dirichlet form by 
b b + Vf 	b b - Vf 	c c + jVf + (b - b, Vf) 0 
which gives a semigroup we shall call P/ which has a heat kernel given by p((x, y) = 
epg (x, y)e. By minimising the upper bound on Pf over f E C' we may 
obtain the off-diagonal pointwise Gaussian bounds on the heat kernel of Theo-
rem 5.3 and Theorem 5.4. This technique was first introduced by Davies [Dl] who 
adapted to this context an idea of Gaffney [G], and since then it has been widely 
used to obtain Gaussian bounds from on-diagonal estimates. One consequence of 
this approach is that if the original semigroup is self-adjoint then the perturbed 
semigroup P/ is not, it is therefore necessary to treat the non self-adjoint theory 
from the outset when proving on-diagonal bounds. 
Finally, using the Lyons-Zheng [LZ] decomposition of a process into forwards 
and backwards martingales we prove set-valued Gaussian upper bounds in a gen-
eral Dirichlet space context. Given local information (Harnack, Nash, or Sobolev 
inequality) these imply upper bounds on the heat kernel. 
Theorem 1.3 (Lunt, Lyons) Suppose that X t is conservative and that p is its 
stationary measure. Given two sets A and B we define the distance 
d d(A, B) inf {dist(x, y) : x E A, y E B). 
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We then have 
P (X0 e A,Xt e B) 
( 




 (B)] ) 
(A)I < d2 
if log() 
• / 	1/2 	1/2\ 	I 	z(A) 	d2 mm p(A) , I (B) ) if log (B)  
Corollary 1.4 
2 
P,L (Xo e A, X t E B) 	1/2 ,u(A) , ( B) 112 
 exp (-4t) 
d 
 
This is strictly weaker unless y(A) = 
Obtaining precisely the correct exponential decay is important, in particular 
decays of the form exp(—d 2 /(4t) rather than exp(—d 2 /[(4 + e)t] are needed for 
estimation of entropy, and polynomial corrections to the heat kernel estimates are 
irrelevant until the exponential tail is correct. 
1.2 Survey of Other Results. 
We now briefly consider other work in this field. 
1.2.1 Sobolev inequalities 
The landmark paper in this area was published by Varopoulos [V] in 1989, and 
used Sobolev inequalities to prove Gaussian upper bounds on the heat kernel for 
the case of a Riemannian manifold whose Ricci curvature is bounded below. This 
work has been extended by Coulhon, Saloff-Coste, and Varopoulos in a series of 
papers, this work will be collated and extended in a forthcoming book [CSV]. Of 
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particular relevance to this thesis are the papers by Coulhon [Co] on Gagliardo-
Nirenberg inequalities. These provide an elegant characterisation of heat kernel 
upper bounds with a polynomial correction to the exponential tail. 
Theorem 1.5 (Coulhon) Let P be a bounded analytic semigroup on LP where 
P e [1, oo), with infinitesimal generator —AC; then the following are equivalent 
IItIIi_00 	Ct-12 	Vt > 0 
II! I10 < C 11111 p 	 11 p 
for all f E LP fl D(C 2 ) for any (and hence all) cxp> n. 
This complements the work of Chapter 3 which shows that Nash inequalities 
only control 
pt(x) y) <1 (t A 1)_2 e- At 
Working with the stronger assumption that the semigroup 	is equicontinu- 
ous on L' and L, Coulhon has shown extrapolation results which extend upper 
bounds on IIPtIIpq to bounds on IIPtIIi40. This has proved to be a fruitful ap-
proach, the main problems come in performing explicit calculations with '
/2f lip 
for a > n/p. This quantity may be handled in abstract, but specific calculations 
are difficult; by contrast the Nash inequalities involve controlling IIVf 112 which 
may be done explicitly by polarisation. 
Let us now denote the usual Sobolev inequality (IIfII7a 	C II Vf  112) the L 2 - 
Sobolev inequality. Coulhon and Saloff-Coste define the L 1 -Sobolev inequality 
I1fIIi1. 	C JjVf II which is equivalent to an isoperimetric inequality. They show 
that the L'-Sobolev inequality implies the L 2-Sobolev inequality and consider 
conditions for the reverse implication to hold, in particular considering the case 
of graphs and Lie groups. 
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1.2.2 Log-Sobolev and Off-Diagonal Estimates 
In his book Davies [D] treats Nash, Sobolev and log-Sobolev inequalities. Upper 
and lower bounds on the heat kernel are proved and he discusses equivalences be-
tween the log-Sobolev inequalities and various types of decay of the heat kernel. In 
particular the case of a domain Q C R" with a(—Li) C [), oo) is briefly considered 
in the case IIPtf I1,0 e' 11 f 1j, and he treats the equivalence of 
IlPtIIi.... 	C(t 
A l)-N/2eAt 
with certain log-Sobolev inequalities 
f 2 	 fE(f) + /3(E) Ill lI + IIfII log  111112 	'c/f E L' fl L°° fl D(i) log 1112  
/3(){ clN'4logf 0<f1 ci —(E-1) 1E 
This work was extended in a paper (Davies [D3], to appear) which also discusses 
upper bounds on the heat kernel on a manifold with spectral gap for the unper-
turbed Laplace operator. Local information about the manifold is obtained using 
local Harnack inequalities, and he proves 
pj (x, y) < C IB(x, r)I -1/2  IB(y, r) 
1-112  exp (_i - d2 /(4t)) 
( 	1/2 
where d=dist(x,y) 	r=mintl,t ,t/d} 
He also points out an example of Varopoulos which shows that a decay of t-,/2e-Al  
is not always achievable. 
1.2.3 Differential Geometric Methods 
These results are somewhat different in emphasis from the results we consider here. 
The natural assumptions to place on the manifold are in terms of upper and lower 
bounds on the curvature so that it is usual to assume C°° or at best C 2 functions 
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and coefficients, however the trend in recent years has been for workers in this 
area to use differential inequality techniques. Discussion of modern results are 
given in Chavel [Ch], the reader should also see Li and Yau ELY] and more recent 
generalisations. Motivated by examples of symmetric spaces where Pt - t_ 2 e_t 
Li and Yau prove results of the form Pt < const. which are weaker 
than the results that we present in Chapter 3. 
Theorem 1.6 (Li and Yau, [LY]) Let M be a complete manifold without bound-
ary. If the Ricci curvature of M is bounded below by —K < 0 then for 1 < a <2 
and 0 <e < 1 we have 
pt (x ) y) < C( 	Bx()I2 1 B() 2 exp (cieKt( — 1)_i — (4 + e)t) 
where C(e) —+ oc as e —p 0, and C1 depends only on the dimension of M. 
1.3 Lower bounds 
Two main lines of approach to lower bounds on the heat kernel may be dis-
tinguished, differential geometry and analysis. The differential geometers have 
comparison theorems that, within their terms of reference are clearly the best 
possible. 
Theorem 1.7 (Cheeger and Yau, [CY]) Let M be a complete Riemannian man-
ifold. Suppose that Ricci (M) > (n — 1)i. Let H n  be the hyperbolic space with sec-
tional curvature —ic and let p(x, y) = p(r) be its heat kernel, where r = dist(x, y). 
We then have 
pj (x, y) > pt' (distM(x, y)). 
Closed form formulae exist for p in odd dimensions, Davies and Mandouva- 
los [DM] gave uniform estimates in all dimensions; see also the comments in 
Section 2.3. 
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These arguments depend heavily upon smooth or at least C2 coefficients. Using 
analytic methods on R', Norris and Stroock proved Gaussian lower bounds in the 
case where the coefficients of the generator are merely bounded and measurable 
(and allowed to depend on time). One feature of their method is that an upper 
bound is required to prove the lower bound, it would be interesting to try and 
extend these methods to a manifold with spectral gap. 
Chapter 2 
Definitions and Background Theory 
In this chapter we introduce the main theory which under-pins this thesis. We 
will take as our basic object of definition the Dirichiet form E(., .) with domain 
D(E). In order to establish consistent notation and clarify definitions, we define 
the associated infinitesimal generator £ and the transition semi-group P and 
establish the basic relationships between them. Proofs are only given when they 
illustrate techniques to be used later in the thesis, otherwise references to the 
standard works in the field are given. We have followed the analyst's convention 
throughout this thesis and consider the process generated by A rather than 1/2, 
this avoids interminable factors of 1/2 in the calculations but means for example 
that on R' the heat kernel is given by (47rt)2  exp(—d 2 /4t); recovering the usual 
probablistic normalisation is of course simply a matter of rescaling t i-p t/2. The 
theory of symmetric forms is well established and well known; the theory for non-
symmetric forms is less well known. 
The rest of this chapter has been split into three sections. The first deals with 
basic geometry and the theory of symmetric Dirichlet forms. In the second we 
review some basic spectral theory and give sufficient conditions for the manifold 
to have a spectral gap. The final section treats the non self-adjoint theory and 
defines the class of forms E we shall be considering, this class has the advantage 
of being stable under bounded measurable perturbations. 
11 
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2.1 Basic Definitions 
2.1.1 Differential Geometry 
Let M be a n-dimensional complete Riemannian manifold with Levi-Cévita con-
nection, and volume element dvol(dx) determined by the metric, we will assume 
that M is non-compact and without boundary. We will denote by L the Laplace-
Beltrami operator on M. The motivating idea for this work is that M should be 
a well-understood space. We will often use hyperbolic space either as the base 
manifold or for comparison purposes. 
Definition 2.1 Hyperbolic space H n  is the unique simply connected n-dimensional 
manifold of constant sectional curvature —it. One common chart (called the ball 
model) given by 
H n = { x E R: I X12 <4/k} 
with metric 
gsj 	= (i - IxI2 (x) ) 2 61 . 
When r., = 1 we sometimes simply write H". The rotational symmetry of the space 
and heat kernel can be easily exploited with this representation. The other common 
chart is the half-space model, given for ic = 1 by 
H' = { (x, y) : x E R 'l),  y E (O,00)} 	gjj(x,y) = 
which is useful in that we have an explicit eigenfunction y 2  for the Laplacian 
corresponding to the bottom of the L 2 -spectrum. We freely switch between the two 
charts when convenient. 
The tangent space at x E M will be denoted by TM and has as its Riemannian 
inner product (., . )(x), the tangent bundle will be denoted by TM. We denote 
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the Hubert space of L 2 vector fields by L 2 (TM), and for ,77 e L 2 (TM) we realise 
the inner product on L 2 (TM) by 
(,i) 
= J ()(x)dvo1(x). M 
Similarly if 1 g E L 2 (M) we define 
(f,g)= I f (x) g(x) dvol(x). 
M 
This inner product may be distinguished from the previous one as it acts on 
functions rather than vector fields. The spaces L(M, dvol) will also be used 
which we will abbreviate to LP when no confusion can occur. We denote the 
gradient of a function f by Vf, defined by 
(Vf,e)=ef VETM 
The set of smooth functions f : M - R is written C°°(M) and the compactly 
supported smooth functions (which we also sometimes refer to as test functions) 
are denoted C0 0 (M). 
If a(., .) is a symmetric, measurable, bi-linear form we can apply it to vector 
fields and we write the resulting inner product thus: 
(,71)a(X) = a(,q)(x) 
(e,i)a = I m (~ , 	dvol(x). 
If there exists 0 E R such that 
/3_i 
1e1 2 (x) ( (,e)a(x) 	
1e1 2 (X) 	Vx EM 	(2.1) 
then we say that a is uniformly elliptic and call the least positive /3 its ellipticity 
constant. We remark that a quasi-isometry defines a measurable change of metric 
on M. 
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2.1.2 Weak Derivatives and Sobolev Spaces 
We now define the weak derivative which we will use to interpret the second order 
differential operator generating our semigroup. The theory of weak derivatives in 
this context is a representation of the theory of Dirichiet forms. 
Suppose that we are given a C' function f on M, and a C 1 compactly supported 
vector field , then 
dive) 
where div is the divergence. We can extend this relationship as follows; 
Definition 2.2 We define L' (M) to be the space of functions locally in L'(M), 
that is L 0 (M) = {f E L 1 (K) for all compact K C M}. Given a function f E 
L(M) we say ij e L,10  (TM) is a weak gradient off if 
(i,) = -(f, dive) 
for all compactly supported C' vector fields on M. There is at most one such 77 
and we write 77 = Vf in the weak sense. 
The notions of weak derivative and the classical derivative coincide when they are 
both defined, and the weak derivative is genuinely more general. 
Example. The function f(s) = IxI2-n ,x 	n 0 on R ,(n > 2) is not C '  ( R ) 
irrespective of how it is defined at x = 0. It is easy to see that the weak deriva-
tive of f exists and is given by Vf = ( 2 - n)x/ l x Il in L0(R').  We remark in 
passing that the weak derivative is less general than the notion of distributional 
derivative, for example the Heaviside function 0 : R - R does not have a weak 
derivative, although its distributional derivative exists and is given by the Dirac 
delta function. 
Consider the Sobolev norm defined by 
lIfII,2 = If II + IIVfII 	Vf E C°(M) 
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We denote by W 1 ' 2 (M) the completion of C°(M) in this norm, the Sobolev space. 
The set of f E L 2 (M) having weak derivatives is the Sobolev space W 1 ' 2 (M), the 
proofs may be found in Chavel [Ch] or Edmunds and Evans [EE]. 
2.2 Spectral Theory 
We treat only the L 2  spectral theory here. The results are presented for a general 
separable Hilbert space fl, although we only use the case H = L2 (M). The 
following does not attempt to give an overview of modern spectral theory, its 
purpose is to provide a common notation and to give some motivation for what 
follows. Edmunds and Evans [EE] provides a useful modern account of the spectral 
theory of differential operators. 
Definition 2.3 Suppose A is a closed operator with domain V(A). We define the 
resolvent set p(A) C C by 
p(A) { A E C : (A 
- J)1 exists and is bounded}. 
The spectrum, o(A), is defined by o(A) C - p(A). 
Since p(A) is open, a(A) is closed. Note also that if A is self-adjoint, o(A) C IL 
Definition 2.4 lIe1 : M - R and ei 0 0 such that 
Ae 1 = A 1 e1 	(no summation) 
we say that ), is an eigenvalue of A and e 1 : M -* R is the corresponding 
eigenfunction. 
It is easy to see that if A is an eigenvalue, then A E o(A); we will call the set of 
eigenvalues the point spectrum, written cr(A). Typically a(A) C o(A). If A is 
self-adjoint, then e1 I ej for A 1 A,. 
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2.2.1 The Spectral Theorem 
Definition 2.5 A spectral family in fl is a mapping A i.- EA from R into the set 
of all self-adjoint projections in fl (i.e. EA = E) having the following properties: 
•EAE,=E,EA=EA 	VA, iER. 
• urn E,, = 0, 	urn E,, = I. 
A 0 
• urn EA+ = EA, 	VA E R. 
The above limits are in the strong topology, and we have written AA.i for mm (A, ji). 
We can now state the spectral theorem. 
Theorem 2.6 (Spectral Theorem) Let A be self-adjomnt. There exists a unique 
spectral family {EA} such that 
V(A) = { g E fl 	A 2 d(g, EAg) 
and for all  E fl, g E 
00 (Ag,f) = f A d(E,\g, f). 
Each E,, commutes with A and all bounded operators B that commute with A. We 
write formally that A = 	A dE)¼ . 
Corollary 2.7 If 0 : R -* C is continuous, then we may use the functional 
calculus to define O(A); let 
V ((A)) { g E 7: J j(A)I 2 d(g, Eg) 
then for all f E fl, g E V(A) we define O(A) by 
((A)g, f) = J7. O d(g, Ef) 
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The proof may be found in many standard functional analysis textbooks, for 
example Kato [K]. 
Let us now write fl(A) for the closed subspace spanned by all eigenvectors of 
A, and let fl(A) be its orthogonal complement in H. The point spectrum o(A) 
is countable, since fl is separable. We define 
E 	E,\ j , 
) Ei,, 
which commutes with A since each EAi  commutes with A. We then define A 
AE = EAE. Let E(A) = I - E(A), the projection with range W(A). We 
find that E also commutes with A and we set A AE = E C AE C and we call A 
the continuous part of the operator A. The spectrum a(A) o(A) is called the 
continuous spectrum. Notice that o(A) is a closed subset of R because it is the 
spectrum of the self-adjoint operator A. The point spectrum is not necessarily 
closed but a(A) = o(A) and o(A) = a(A) U o'(A), which is not necessarily a 
disjoint union. 
2.2.2 The Essential Spectrum 
We consider the following decomposition of the spectrum. 
Definition 2.8 We define the discrete spectrum ad(A) to be the set of eigenvalues 
)¼ which are isolated (in o(A)) and of finite multiplicity. The essential spectrum, 
0 e (A) is defined by 
cTe (A) 	or (A) - cld(A). 
We also need to be able to define the essential spectrum of a general closed oper-
ator. The reader should be aware that there are at least five different definitions 
in the current literature, we choose to follow Reed and Simon [RS, IV p  111; for a 
discussion of the relationship bewteen them see Edmunds and Evans [EE]. 
Chapter 2. Definitions and Background Theory 	 IN 
Suppose that A is closed and let A be an isolated point of a(A), that is 
{jt e C: JIL - ri <e} fl o(A) = {A}. 
For all r such that 0 <r <e we define the projection 
27r1 
	 (A—a) 1 d1i 
which is independant of r. We say that A E o(A) if F), is finite dimensional. As 
before we define ae(A) i(A) - Od(A). 
If A is an accumulation point of the point spectrum, then A E O e (A). The 
essential spectrum is the union of the continuous spectrum, eigenvalues of infi-
nite multiplicity, and accumulation points of the point spectrum. The essential 
spectrum is useful as it is invariant under compact perturbations. 
Proposition 2.9 If A is self-adjoint and B is compact, then 
a, (A+ B) = ae (A). 
We do not prove this now as we shall need stronger results later. By contrast it is 
easy to change the point spectrum by adding a compact operator. 
Theorem 2.10 (Weyl, von-Neumann [vN]) Let A be self-adjoint and let c> 
0. There exists a self-adjoint Hubert-Schmidt operator B with IIBIIHs < e such 
that A + B has pure point spectrum; 
cr(A+B) = o(A+B). 
However 0,(A + B) = a,(A), so cr(A + B) must be everywhere dense. 
Definition 2.11 We say that A is positive definite if it is self-adjoint and o(A) C 
[0,00). We say that A has spectral gap A 0 > 0 if 
A 0 = inf{ A e a(A)}. 
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For a Riemannian manifold M, the Friedrichs extension of the operator - A acting 
on C(M) is positive definite and self-adjoint. We say that M has spectral gap 
A 0 if the Friedrichs extension of -A has spectral gap 
Example. The hyperbolic space H n  has spectrum and essential spectrum a(—z) = 
[1)2 ?C, 
oo) and so has a spectral gap. By contrast on R, we have a(—L) = 
[0, oo). This will have important consequences for the decay of the heat kernel. 
There is a useful characterisation of the spectral gap of an operator originally 
due to Rayleigh and Ritz. 
Theorem 2.12 (Rayleigh, Ritz) If A is a self-adjoint operator, then let 7-ij -i  be 









2 fEC'°(M) 11f112 
The choice of suitable functions in Rayleigh's principle is of course the key to 
exploiting it effectively. In cases where the heat kernel is explicitly known the 
family {p j (x, x)} as t —p oo (for some x E M) is a useful choice. For fixed x 
consider the function f(y) = pt (x, y), then by the semi-group property 
Ipt(x,)II = 
IM p
t (x,y)p t (x,y) dvol(y) = p2t (x,x). 
Using the heat equation to express E'(f, f) as a time derivative of JIfII we obtain 
A <1  inf{ _at 1ogp2t (x,x)}. 
This will be used in Section 3.3 to explicitly calculate the spectral gap. 
We combine Theorem 2.12 with the following lemma to get an operator norm 
characterisation of the spectral gap. 
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Lemma 2.13 (Spectral Gap.) Suppose that E is symmetric. The following are 
equivalent: 
IIPtII2_2 
) 	otiII 	V E C°(M) 
Proof. This may be seen directly from the Spectral theorem, but we include a 
direct proof as it illustrates some of the techniques that we use later. 
For a test function 0 E C0 0 (M) we write q = Pcb. Recall that we also have 
the (weak) heat equation (, oq) = —E(&, q) = (t4',Ct). 
Since —c is a positive definite self-adjoint operator, by the spectral theorem 
it has a square root (—c) 112 which commutes with P. 
Now 
(4,cP8 0) = —( P312 *,—CP312 q) 
= - ((_r)"2 P31 2 , (_ r)1 / 2 P31 2 ) 
= - ll(_C) 1 / 2 Ps/2 I 
= 
- 
— ll312r  	Il(.....C)h/2cI 2-2 II 
1 s12 	(q, C4) 2-2 
2 
2-*2 (2.2) 
We take the inner product of the heat equation o9,0, = £q with q  and integrate 
between s = 0 and s = t to get; 
(P - , ) 
=
jt(O,LPO)ds 
.J - 	E(q, ç5)  ds  11P.12 112 
e° ds 
_ () (e_1) 
by Equation (2.2) 
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Now use the assumption again on the left hand side; 
(Ptq,cb) = (P,2 0,P 12 0) 
2 




Aot 2 e 110112 
Substituting this in above; 
(e° 	i) iIIi 	
E(, ) (e0t 
Dividing through by eOt - 1(< 0) gives the result. 
2=1 
The following argument is essentially that given in Carlen, Kusuoka, and 
Stroock [CKS], and it does not require £ to be self-adjoint; it uses only the weak 
heat equation. 
8tIItIl2 = a(Jdvol) 4 
= U dvol) jôtt dvol 
= - IItII 	S(ot , c5t) 
O 116 112 
Solving this gives Nth 1< 110112 e'°t , and hence the result. 	 0 
One can give give sufficient geometrical conditions for a manifold to have a 
spectral gap in terms of the Ricci curvature, the following result is sharp for H. 
Theorem 2.14 (H. McKean [McK]) Let M be simply connected and suppose 
that the Ricci tensor is bounded above by —tcI in the sense of quadratic forms 
(R < —id), then 
A o  > (
n_i)2 
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Kotani [Ko] also has some further unpublished results in this direction. Given a 
manifold with spectral gap we will later bound how much the gap is reduced by 
bounded measurable changes to the infinitesimal generator. 
Lemma 2.15 Suppose that E is a symmetric Dirichiet form, then E(4, P t 0) is 
monotone decreasing in t. In particular 
e(qf,P) 
i.e. the semigroup P is a contraction with respect to its Dirichiet form. 
Proof. We know e(q,P&) = —(q,CPg 'çb). By the weak heat equation 
= (q5,LôPq) 
= (0,LCPt 0) 
= (ICA120, £PjI2 q) 
o. 
Hence E'(q, £Pq) is decreasing in t, which when combined with the strong conti-
nuity of P at t = 0 gives the result. 	 11 
2.3 Non Self-adjoint Operators 
We now define the class of non-symmetric Dirichiet forms that we treat in this 
thesis. 
Chapter 2. Definitions and Background Theory 	 23 
Definition 2.16 	Suppose a(x) is a symmetric measurable uniformly elliptic 
quadratic form on TM, and suppose that b and b are bounded measurable vec-
tor fields. Let c: M -i U be bounded and measurable, then for f, g E C°°(M) we 
define 
E(f, g) (Vf, Vg). - (bf, Vg). - (Vf, 1g)0 - (f, cg) 
Taking the closure defines a non-symmetric Dirichlet form '(f, g) for all f, g E 
Notice that this class of Dirichiet form is stable under bounded measurable per-
turbations. 
2.3.1 The Weak Heat Equation 
Theorem 2.17 The form e(f,g)  defined for f,g E C 00 (M) determines a semi-
group P satisfying the weak heat equation 
ôj (Pf,g) = —E(Ptf,g) 	 (2.3) 
Notice that I is symmetric if b = b, in which case P is self-adjoint and we can use 
the established symmetric theory. 
The proof of Theorem 2.17 is a slight extension of the standard theory of 
Dirichlet forms and is the subject of the rest of this subsection. We will typically 
be dealing with the case where b = —b = Vdist(xo, .) which is not self-adjoint, 
these vector fields are bounded since 1b1 2 = 1 but the divergence is unbounded at 
x = xo . Stroock [S] treated these Dirichlet forms for R' by a bare-hands method, 
he approximated a by a smooth sequence a with bounded derivatives of all orders 
and a - a; and similarly approximated b, b, c. He then proved directly uniform 
convergence on compacta of the corresponding heat kernels p and convergence 
of the semigroups P. We use a different method to prove Theorem 2.17 for a 
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manifold by drawing more heavily on the standard theory for self-adjoint semi-
groups. Note that a forthcoming book by Ma and Röckner [MR] will deal with 
non-symmetric Dirichlet forms, and they hope to treat the bounded measurable 
case with unbounded divergence in a coming paper. 
We first split I into a symmetric part I and a non-symmetric part, notice that 
this splitting is not unique. 
I(f, g) = (Vf, Vg) a - (bf, Vg) a - (Vf, bg)a - (f, cg) - (Vf, (u - 
(f, g) + (Vf, (b - 
We now have 
(f, f) 	((V - b)f, (V - b)f)0 - IbI IIfII - (ef, f) 
- (i 	+ c) lIfII 
Hence the symmetric part is semibounded, and is also closable on W 1, 2(M); we 
also denote the closure by I(f,g). 
Theorem 2.18 The form I determines a unique self-adjoint strongly continuous 
semigroup P : W1'2(M) - W" 2 (M) satisfying the weak heat equation 
at (Pg f,g) = 
Proof. Since I is semibounded, symmetric and closed we may apply the standard 
theory e.g. Davies [D2] p.103. 	 0 
We now prove that P is regularising and maps P, : L 2 - W 1 '2 (M) with a 
norm that is integrable over t E [0, 1]. First we control F : L2 -p L 2 . 
Lemma 2.19 The semigroup P maps L 2 to L 2 and there exists a constant k1 > 0 
such that 
k 1 t ILII Ii 	e112 	2 
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This is obvious from the spectral theorem. We later prove a sharp version in the 
more general case of a non self-adjoint semigroup in Proposition 4.4. The proof 
given there also works in this special case. 0 
Proposition 2.20 The semigroup P : L2 (M) -* W1,2 (M) and 






Proof. The following is a generalisation of a lemma of Stroock [S] who treated 
the case of P on R', and uses a similar method of proof. 
Let f E L 2 (M). By integrating Equation (2.3) with respect to t we know that 
(Pf,f) - If Il = —j(1) s f)ds. 	 *) 
Using the Spectral Theorem we see that E(P3 f, P3f) = E(23f, f) which is mono-
tone decreasing in s by Lemma 2.15. Hence by (*), 
(PJ,f) - 11f  112 - I (Pf)ds = —te(Ptf). Jo  
Since P is self-adjoint, (Pf, f) = (P /2 f, P, 2f) > 0, so 
4!f) 1<t 1  IIfII. 	 (**) 
Since (f'f) is monotone decreasing we also have E(Pi f) < E(f) so that 
E(Pf) 	(t' iiIi) A 
To prove the last estimate of the lemma we note that since E is semibounded, 
there exists k 2 > 0 such that 
IIVPifII(1f) + k2 ItfD 
2k 1 t\ 	2 (t 	+ k2 	) 111112 	 by 
Therefore
L2 (M)—.W' ,2  (M) 	
(t_leldhi + (k2  + l)e2/dlt)hu/2 and 
J0 Ilpi lI dt<oo 	 0. 
1 
1L 2 _4W 12 (M) 
In order to complete the proof of Theorem 2.17 we now use the following result. 
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Theorem 2.21 (Dunford-Schwartz, [DS]) Let 	be a strongly continu- 
ous semigroup of bounded operators in a Banach space X with infinitesimal gen-
erator £. If A is a closed operator such that D() C D(A) and f IAPiI dt 00 
then A + L generates a semigroup P and 
a1 (Pf,g) = ((A + E)Pt f,g). 
To apply this we write 
(Af,g) = ((Vf,(_b)),g) 
and 
((Vf, (1 - b)) ,g) 	/3ess sup (b - ) I Vf  112 ugh2 
and so A: W 1,2(M) -+ L2 (M) is bounded by k3 say. Now 
I 
1  
IIAP tf  dt 	
1 
hIAhlwl,2(M).L2(M)      dt J1 	l L—L 2 I I PhI L 2 (M)-Wl 2 (M) 
k Jo P L 2 (M)—W 12 (M) dt<00.  
This completes the proof of Theorem 2.17. 	 0 
2.3.2 Properties of P 
If Pt maps from L -+ Li', 1 < p < q < oc, and we denote the operator norm of P 
from L' to L q  by hIPthIp_.q Note that 
11f 11. 1< lim  SUP  hlfhl q q-+oo 
if f G P for all large q, so 
hIpthIp__poo 1< lim sup hI 1 thhp_. q 
q-oo 
It is further known that P has a positive integral kernel pt (x, y) called the heat kernel 
such that 
(Ptf) (x) = IM pt(x, y)f(y) dvol(y) 	 (2.4) 
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and 
IIPtIIi_. = sup pt(x,y). 	 (2.5) 
x,yEM 
One of the reasons for interest in heat kernel bounds is that there are very few 
situations where pt (x, y) may be explicitly computed, and even when an explicit 
exact formula is known it may be so complicated that "it is not even obvious that 
the kernel is positive" ( Davies [D] talking about the kernels for H", ii > 5). 
Example. Hyperbolic Space. 
For simplicity we only discuss the kernel on H", the kernel for H may be obtained 
by making the transformation 
t '-9 ,t, 	1' 
and renormalising the heat kernel. The hyperbolic space H" is a homogeneous 
symmetric space with a large group of orientation preserving symmetries which 
commute with the Laplace- Beltrami operator. This implies that the heat kernel 
pj (x, y) and the volume element dvol(y) are functions only of r dist(x, y). The 
kernel may be written down explicitly for n = 3 7 5,.... In three dimensions, 
	
pt(r) = (4rt)312 	
r 	e_te_T2R4t) 
sinh(r) 
dvol(r) = 47r sinh2 (r) dr. 
In even dimensions the heat kernel is given in terms of explicit but intractable 
integrals. Methods for obtaining exact formulae for higher dimensions, and cal-
culationally convenient upper and lower bounds in all dimensions are given in 
Davies [DJ and Davies and Mandouvalos [DM]; we will discuss the limit behaviour 
(t - 0 and t - oo) later. 
We denote the domain of an operator £ by D(L). The operator P has an 
adjoint which we denote by P with corresponding generator £ the adjoint of C. 
They are associated to a form e which may be obtained from E by exchanging b 
and b. The semigroup Pt has an integral kernel j5(x, y) and 
= pt(y,x). 
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If P1 : L -' 	then F : L' - 	and 
ll ptilp— q = II '1 IIp'—. q ' 
where i/p + 1/p' = 1 and similarly for q. 
We notice that P1 is not necessarily a contraction on the L" spaces (as remarked 
by Stroock [S] in the special case that M = R'), and so we need some replacement 
for the key fact that II1JI11 < 1 used by Nash in his original paper. 
Lemma 2.22 (Dunford and Schwartz [DS]) Let (P1 ) 10 be a semigroup of 
bounded linear operators on L1 such that P1 f is a measurable function oft E (0, oo) 
for each f, then Ptf is a continuous function on (0, oo) and 
lim t1 Pj11 exists and is bounded. 





For later use the existence of the exponential bound is the important point, 
the precise value of the constants in and d is not required. The following lemma 
shows how some control of d can be obtained under strong regularity assumptions, 
notice particularly that we assume the divergence of b, b is bounded. 
Lemma 2.23 Suppose that a, b, b, c are all C(M) functions. We regard a(b, . )(x) 
as a vector field (using the metric) and write its divergence as div (ab), which we 
assume is compactly supported. Then 
e di 
where d = div (aui) + clJ 
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Proof. The idea of the proof is to write IIPtfIIi = ( 1, Ptf)  and control the adjoint 
operator P, but since 1 L 2 we have to be a little more subtle. Suppose that 
f E C°°(M) and that &(x) 0 are a bounded approximation to 1 in C°(M); i.e. 
there are compact sets K0 C K1 C K ... such that Kn I M and &(x) = 1 on 
K, (x) = 0 on K +1 and 0 O(x) 1 for all x E M. 
Now consider (Lt',f). Since  f is compactly supported and 	= 0 on the 
interior of K, there exists no depending on f such that for all n > no (f) 
(Aba, f) 	- (V, Vf)0 +(bO.Vf)a + ( 71/', bf) a  + (;b, cf) 
= (bn)Vf) a  + (b,cf). 
We now use the metric to write 
a(,Vf)(x) 
so that 
(,Vf) = (— div,f) 
and by an abuse of notation we write div ()(x) = [div (i4'ai)J(x). Now 
IIPtf iii = J I liM On (XI (Pt ) (x) dvol(x) 
iirnJ On  (x)  (Pt f) (x) dvol(x) 	Monotone Convergence Theorem 
= 1irn(ib,Pu f) 
= 1irn(Pb,f). 
Now (ib, f) = ( div (&a) + c, f) < 11 div (&a) + ell. Ilf 111,  so by Corollary 2.7 
(A, f) 	(exp(tI.),  f) < exp (t 11 div (t4'al) + cII) Ill II 
Hence 
IIPtfIIi < 1irn(Pt /',f) 
lirnexp (t div (baI) + cII) 11f11 1 
exp (t II div (ab) + cII) IIfIi 
Chapter 2. Definitions and Background Theory 	 30 
since div (ab) is compactly supported. 	 0 
Chapter 3 
Equivalences of Nash Inequalities and 
Heat Kernel Bounds 
In this chapter we consider equivalences between Nash inequalities and upper 
bounds on the heat kernel. In particular we mainly consider the semigroup given 
by the Laplacian of the manifold, full consideration of bounded measurable per-
turbations is delayed to the next chapter. Recall we say that Nash(A) holds for 
the manifold M if 
	
A [.F(f) - Iifii] Ill II' 	Vf Co—(M) 	(3.1) 
and this implies a spectral gap E(f) A 
 II! 112 . Recall we also write Bound(A) if 
pg (x,y) 	C"2e' t 
Our first section (3.1) parallels the work of Carlen, Kusuoka, and Stroock [CKS] 
and shows that 
Nash(A) = Bound(A) = Nash(A - 
for any €> 0. This is extended to consider bounds of the form 
pt (x,y) 	C(t A k)' 2 e 
which we will show in Theorem 3.6 are equivalent to 
C3 [,F(f) - A 	IIfIIv 
11f112 C4 
(3.2) 
for f E V 
for f V V 
2+4/v (Nash inequality) 	111112 
2 111112 
31 
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Note that for technical reasons we work with the bound 
2 (X Y) C 
(1 _:_ct)_ 	At e 
which is a smoothed version of inequality (3.2) and uniformly equivalent to it for 
suitable c and k. 
Bounds of the form (3.2) are essentially due to two completely separate phe-
nomena. For small time we have 
pt (x,y) 	C1 t 12 	Vt 
which is given by the Nash inequality. For long times we know that 
C2e_ A t  
which is determined entirely by the spectral gap. In the final section (Section 3.3) 
we give a detailed account of the construction of examples which show that in 
the absence of additional structure on the manifold this is common behaviour and 
we produce examples of manifolds where the heat kernel behaves in precisely this 
way. The first stage in the construction is to show that a bounded change in the 
Dirichiet form on a compact set does not change the essential spectrum. This 
allows us to produce manifolds where \ is an isolated point of the spectrum, and 
we prove that Theorem 3.6 is sharp in these cases. 
To carry out the estimates in this chapter we need to control IIPtIii. Nash 
originally used IPII11 < 1 but this is too restrictive in the situations we consider. 
Definition 3.1 If 
IIPiIIii < me 	iiAii11 	rheit 	 (3.3) 
we say that P is L 1 -bounded. 
Note that Lemma 2.22 implies that all the semigroups that we consider are  L l - 
bounded. One important fact is that if P is L 1 -bounded then so is P/ although 
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with different constants (and in general m 1 even if IIPtIIi.i < 1). This method 
produces clean on-diagonal bounds, but unfortunately the constant m depends 
badly upon the perturbation f. To deal with this we follow Stroock [S] and use 
Moser iteration to lift the L 1 -boundedness assumption given the Nash inequality 
for all test functions; see Chapter 4. We do not know how to show equivalence if 
this method is used. 
3.1 The Extended Nash Inequality 
The methods of this section parallel very closely those used by Nash in W', except 
that we no longer assume that IIPtIIi_i < 1 and we work with the semigroup 
FA eAtP 
Definition 3.2 We define E \ (f) 	E(f) - If II which is positive because M 
has spectral gap A. The associated semigroup is given by P' e XLPj. 
We first show that the extended Nash inequality gives a truncated exponential 
heat kernel bound. 
The following function f(t)  will arise naturally from the solution to certain dif-
ferential equations, we show some of its elementary properties to aid interpretation 
of those results. 
Lemma 3.3 For an arbitrary constant c we define 
f(t) 	J C-1 	- e_ci) 	c 54 0 
1 t 
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We then have the following elementary facts about f(t): 
L(t) = I + 0(t2 ) 	t - 0 	Vc 
f(t) is monotone decreasi ng in C for all t. 
f(t) (1 - e_)(j A B)/(cB) 	VB> 0 	c> 0 
1. f(t)' 	(c + l)(t A l)'. 
Proof. 
We expand f(t) 1  using Taylor's theorem to get, 
1 - e_Ct 	12 
c 2! 
O+t+—(_ce ) 	for some 0<s<t 
Notice that 
Of(t) - e_ Ct 
	
- --.(e't - 1 - ci) 	0C2  
Calculus shows that f(t) is convex if c> 0, and the right hand side is part 
of a straight line touching the curve at two points. 
If c 
0 this is a consequence of part 2, by comparing with 
f(t) when c = 0. If c> 0 then we use part 3 with B = 1 and remark that (1 - e)/c 1 + c ifcO 
Fn-
Proposition 3•4 Suppose 
 that P is L' bounded (Assumption 3.3). If M is a 
manifold for which the extended Nash inequalit y  
Ill II 	A [F(f) - IIfIIj 11f1141, 
holds for f E C000(M), then 
IIPtIIi.+,0 < ci (t A 1)_ 1 h/2 e — At 
where c1 (i/, A , 	m, th, ) 	mth ([A( + d)}/{i - e_2( )/j)1/2 and 
	(d V 
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Proof. 
Suppose that q e C00 (M), and without loss of generality assume 110111 = 1. 
Let us write O t =Pt o . By the weak heat equation, Theorem 2.17, we have 
ö(/', = q5t), so that, 
49t IQtII2 = — 116112 E(q) 
The extended Nash inequality implies that E(f) AIf II + A 1 	IIfII4L 1  
giving 
ô IItII2 	A IItII2 — 	
1+4/v 
1 
By the assumption that P is L 1 -bounded we have 110 t 1j, medt, which makes the 
above a linear inequality under the change of variable Z (t) /4 	II4gII2, giving 
4 	-4dt/v 
	
ôz(t) 	e 	- -z(t) 
A rn4/L v v 
We solve this using the initial condition z(0) 	11011  4/, to obtain 
/e4(d)t/ — 1' _______ 	 At/i/ 
Z(t) 	Am 4/' 	—A - d ) 
+ IIcII2-w/4 e4  
64At/ 1 - 
Am 4/ 	A + d ) 
which implies that 	
_4+dt/v -v/4 
_ v/4  
IItII2 	MA 	
( ' +d 	) 
and hence 
v/4 I"l - 	
- v/4 
- At 
11P41-2 mA 	A + d 	) 
Now take duals; 
— _4(A+d)t/v\ -v/4 
/ 	e 	 -At 
II1tII2_oo = liFt IL_+2 	mAv4 A + 	) 
where we have assumed that P is also L 1 -bounded. Recall from Lemma 3.3 that 
(1 - e_ct)/ c  is monotone decreasing in c, so we may write 
lPt Il i_ 	1< IiPt/211 	lIPt/21l ii 	II 1-2 II 	12-+co 
'Au" v/2 -v/2 -At mih (---) 	f(t/2) 	e 
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where d (d V d), and c = 4(A + d)/v. To complete the proof we use Lemma 3.3 
again to estimate f(t/2) in terms of i A 1. 
Remark. We also have that the extended Nash inequality implies the normal 
(A = 0) Nash inequality and the spectral gap. This provides an indirect way to 
prove Proposition 3.4; we could combine the bound p Ct 2 given by Theo-
rem 1.1 with the IIP422 bound given by the spectral gap, this will be followed 
up in Section 4.4. 
We now consider the converse situation. 
Proposition 3.5 Suppose there exist C, ', k, A such that 
IIPiIIi_ 	C(t A k)' 12e't 	for all t > 0 
where we specifically include the case k = oo. Let c' = 1 vCk' 2'' and 
V = If L(M) fl L 2 (M) fl V() EA(f)  c' IIfIIfl 
then the extended Nash inequality (inequality 1.2) 
IlfII 4 	A [e(f) - A IIfII] If II'' 
holds for f E V. Notice that V = L' (M) fl L 2 (M) fl V(EA)  if k = oo. 
Proof. 
This argument is essentially that given in Carlen, Kusuoka, and Stroock [CKS]. 
Let 0 e C0 0 (M) and write Ot = PtA o . By assumption 
11c5t11 00 	1< 	liptAill-00  IIIIi 
e tCe't (t A k)"2 IIII 
C(t A k)"2 11011 1 . 	 (3.4) 
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The integrated form of the weak heat equation (Theorem 2.17) gives 
(P"qf,q) = IIII_10 , eA&,P)ds  
1I0II2 - tE'(q5) 
by Lemma 2.15, so using Holder's inequality on the left and combining this with 
Equation (3.4) we get 
C(t A k)"2 III) + jA(q5) 110112 




subject to t < k. 
Substituting back this value oft gives the result, the condition on t being equivalent 
to 
"(ç5)k' 2 'vC 	/2. 
19, 
We also remark that it is trivial that 
IItIIi_ 	C(t A 1) 2 e 
IlPtlIi_ C/( f )t_ 2 e__t 
	
Ve > 0 
This gives the extended Nash inequality with spectral gap .A - € on all test 
functions by the above Proposition 3.5. The example of Section 3.3 will show that 
we cannot achieve € = 0 above. 
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3.2 Restricted Nash Inequality 
We now demonstrate an equivalence between heat kernel bounds and the Nash 
inequality on a restricted domain. The heat kernel bounds will be in terms of the 
function f(t) (1 - e_ci)/c . Now f(t) = t + 0(t2 ) as t - 0 and we know from 
Lemma 3.3 that it is uniformly equivalent to t on any interval [0, to]. In the case 
c = 0, f(t) t and we will be able to recover the Euclidean results. 
As in the previous section we establish the estimate 
II II 	e  IIPtIIi_ 	II4iI + tEA(4) 
and optimise over t. It will be important to the argument that the resulting 
minimum should be an invertible function of 
1X(4), this is trivial in R N  for in this 
case we chose t = (c iiii 
E()_1) 2+n and the right hand side becomes a constant 
multiple of jjl'  E(). The more general case of a manifold with spectral gap 
requires careful choice of the functional form of the estimates to be able to solve 
for E(q). Once the correct form has been chosen completing the argument is no 
more difficult than it was in RN. 
Theorem 3.6 Let M be a complete Riemannian manifold with spectral gap A, 
and suppose that P is L'-bounded as in inequality 3.3 and IIPf II IIP3fl1Vs ( 
tVf E L 1 (M). We then have that 
2 -At 
lIPtIIl_.,Q 	cf 2 (t
-/ e 	Vt > 0 	 (3.5) 
is equivalent to 
1 	 l (Nash inequality) 	iIII 4 /t. 	c3EA() IIiI for cb E V 
	
110112 C4 	 for 	v 	
(3.6) 
where V = {çf E P(m) fl L 2 (m) fl V(') EA(q) C5 IiII} 
and (A + I)c3 exp(A + 
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The relationship between the constants is as follows: 
Given (3.6): 
I uc3\ &i12 
ci =(-4_) miiz, 	c2 =4(A+d)/v 
Given (3.5): 
c3= 
(2"1-f-2/&'   2/v  	'   v+2  	\  	zi/2  	(v+2)/2   - 2)  	,  	c4   =   ( 2  	-   1)   c1c2   ,  	c5    = c2  	uci /2. 
Remark. In particular if we pass from (3.5) to (3.6) and back again, the constant 
c1 changes by a factor of (v/4)2mih(22 -2)1+/2 
We now prove the following lemma. 
Lemma 3.7 There exists e> 0 such that for all functions in V 
	
E(f) 	(A + C) 11f 11 2 2 	VfeD. 
Suppose that IIPtf IL >1 IIP3f IL for all 0 < s < t and for all f E L 1 (M). If Ptf E V 
then P3feV for all O<s<t. 
Proof. 
For the first part, f E V implies £A 	
2 
(f) '>c1  If IL and substituting this into 
the Nash inequality 
I 	4/i, 	A 11f 
II4 	c3E(f) if iL c3c -21v E (f)1+21v l+ /P
which implies that 
+ (C3C 	)4) IIfII E(f) 	
(" 	-2/v 
2 For the second part we notice that Pj f E V iff I A  (Pt f) ci llPtf IL which is equiv-
alent to 1A(pxf) 	fD c1 	'2• Since I''(P"f)  T 
1A(f) as t 10 by Lemma 2.15 we 
have for 0 < s 
A(pAf) > IA(.PAf) 	c pA f11 2 = c etPjfD2c If 112 
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by assumption. This shows that P3f e V. 	 0 
Proof of Theorem 3.6 
We first show that (3.5) implies (3.6). By the proof of Proposition 3.5 we have 
that 
	
2 	Al 	i 	2 
IIII2 e IiIIi + tE'(q) 






(1— e2i 	+ (
eept 
_1) EA(0) 	Vp>0. 
C 	) 	 p 
Minimising the right hand side over t, we have that the minimum occurs when 
__ pi vciII (1 _:_2t)_ 2 ec2t - e 
that is, when 
1 - e2i 1' 2EA() 
) 
v+2 	2(p +C2) 
= 	.2 	
exp- 
c2 	vciIIII1 v+2 
We can solve this if p = c2 u12 (>0), to get 
= 109(1 + c2 K), 	
K = ( 2e) \ 	2 
I I q 2) C2 	 \VCi liI1, 
We now substitute this back to obtain 
2eA() 
1/ {(1+c2K) 	_i] IIII C2 
To use these estimates we need to be able to solve then resulting inequality for 
EA that is we need the right hand side to be an invertible function of EA.  Since K 
depends on E A we use the following lemma (proved after the theorem) to simplify 
the form. 
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Lemma 3.8 Ifx>O  and q=(n+2)/2, nEN, then 
(l+xI)_l{ 
(22_1)x 	x1 
(22q - 1)Xllq x 	1 
We apply this with q = (v + 2)/2 and x = c2 K. 
We consider first the case when x < 1, which is equivalent to f E V since 
1il 2 
X 	1 	 2  uc1 
This also determines the value of the constant c 5 . Applying the lemma we obtain 
1III4/v 	[( 	-1)]'2cE) III/v 
which is simply the Nash inequality and hence determines the constant c 3 . 
The other case x > 1 (corresponding to f V) of Lemma 3.8 gives 
	
v/2 	2 IkII 	2 (2 	- 1)cic2 IlII1 
This is the second inequality in (3.6) and determines the constant c4 . 
We now show that (3.6) implies (3.5). Let 0 E C00 (M), and without loss of 
generality we assume that 11011, = 1. First suppose that Pt cb E V. By Lemma 3.7 
P8 0 E V for all 0 < s t. Examining the proof of Proposition 3.4, we see that 
the Nash inequality was only used on the functions PO, so we may still deduce 
that 
v/4 —)t IPtcII2 	
() 	mfc4(t) — 
	e 	. (3.7) 
On the other hand if Pj çb V V then 
IIPtc5 II2 	IIPtIIi 	,1me(1t 
using the L 1 -boundedness of P. Because M has a spectral gap, IItII2_.2 	e 
by Lemma 2.13. Combining these we have for t> 1 that 
1IPt4II 2 <1 11P14112 —A(i—i)  
d+\ —At me e 	 (3.8) 
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On the other hand if t 1 then 
-At 
IIPtII2 	Jme 	
d+A me 	e 	 (3.9) 
Comparing Equation (3.8) and Equation (3.9) we see that Equation (3.9) holds 
for all t. We now show that the right hand side of Equation ( 3.9) is dominated 
by the right hand side of Equation ( 3.7), it will then follow that Equation (3.7) 
holds for all functions 0 . One of our assumptions was 
2/i' A+d 
c3 .+d) 	C4 e 




1 C4  
c3 
t.---) 	f2(t)"4 > 	
1/2 d+A — c4 e 
because C2 > 0 implies f 2 (t) c by Lemma 3.3 
VC3 ) v14 
	
L,14 -At > 	C4 d+A -At ,,/rne 	e 
as required. 




lIPtII2_+ 	= IIPtIIi_.2 	 thf1(t) 
Finally we combine these as usual, and use the monotonicity of f(t) in c (Lemma 3.3) 
to get 
IIPtIIi_+ 	I'1-+2 II 	Pj/2ll 2—co 
(vc3\.4 c = 4 
2 	 -v/2 -At 
( -) mth f(t) e 	 (A + 
This identifies c 1 and c2 and completes the proof. 	 0 
Proof of Lemma 3.8. 
This is the binomial theorem. If p E N and x > 1, then 
(1 + x')' - 1 = x + 	
() 
(x1)n 
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< X+X 
(P) 
(2 - 1)x. 




1 1/ni 	9n + x ) - i [(1 + 
x2mn)n/2  + ij = [ i + (x2) j° - 1 ( - 1)x2  
Dividing through by (i + x21n)2  + 1 x we are done. 	 0 
3.3 Examples with Isolated Spectrum. 
It is known of course that for fixed x, y that p, (X) y) j_d2 for Rd  and that for 
large times that Pt t_3/'2e_Xt for hyperbolic space irrespective of the dimension 
( 2). There has been some conjecture as to the correct polynomial modification 
to the exponential tail in general, and that in some sense t -3' 2 is stable for Cartan-
type manifolds with group actions. 
We now show how the upper bounds we have obtained in the previous sec-
tion can be made sharp. Our example is obtained by modifying the metric on 
a compact region of a manifold to remove the polynomial correction to the heat 
kernel so that p - for t > 1. The example where M is hyperbolic space is 
worked in detail and shows that Proposition 3.4 is sharp for this space, and we 
discuss the conditions for this procedure to be applicable to a general manifold. 
When the space is known to have more structure, stronger results are possible. 
Bougerol [Bo] has shown that for a rank one symmetric space Pt - Ct_ 3uI 2 e_t for 
t > 1; the modification of a compact set destroys the group structure in this case. 
Cotillion [Co] has an elegant characterisation of polynomial tails Pt -' Ct_i 2 e_t in 
terms of Gagliardo-Nirenberg inequalities which was detailed in Section 1.2.1. Our 
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example shows that these cannot be invariant under modifications on a compact 
set. 
To proceed we need some information about the spectrum of the Laplace-
Beltrami operator after we have made a perturbation. 
3.3.1 Invariant Essential Spectra 
In this section we establish a precise version of the principle that bounded pertur-
bations of an operator on a compact set leave the essential spectrum unchanged. 
Results of this type were known to Simon et al. [RS]. 
Definition 3.9 Given two abstract Hubert spaces (Hi, Il.) and (fl2 , 11112)' re-
call that an operator C : (?1, 1111) -p (H2 , 11-112) is said to be compact if for 
every sequence u in 7 -1 with jj Unjj j  = 1 the sequence Cf has a11-112-convergent 
subsequence. 
Let A be self-adjoint, for any operator P with V(A) C D(P), we say P is 
relatively compact with respect to A if P(A - z) 1 is compact for some (and hence 
all) z E p(A). 
We can now state main invariance result we use. 
Theorem 3.10 (Weyl's Essential Spectrum Theorem. [RS]) Let A be self-
adjoint and let B be closed such that for some (and hence all) z E p(B) fl p(A), 
we have that (A - - (B - z) 1 is compact and 
either 17(A) R and p(B) 0, 
or there are points of p(B) in both the upper and lower half-planes. 
Under these conditions 0e(A) = 0,(B). 
The proof may be found in Reed and Simon [RS], it is reasonably short but 
depends on the meromorphic Fredholm Theorem and other machinery that we 
have not introduced. 
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Recall that given a set 1 we define the Sobolev space W" 2 (1l) by the completion 
of C°° (1) in the norm 
11111,2,0 	llfII,0 + IIVflI,cl 
where we sometimes drop the Q if Il = M. Notice that if 11 C 1' it is obvious that 
111111,2,0 IIfII1,2,0'• We notice for later use that the space 
W1,2( 0) is a Hilbert 
space, and so is its own dual. 
We now fix our Dirichiet form E(u, v) = (Vu, Vv), and consider bounded 
perturbations of E on a compact set K and show that this leaves the essential 
spectrum unchanged. This section is based on ideas in Edmunds and Evans [EE] 
where they treat these questions for domains in R'. Let p(u, v) be a bilinear form 
supported on K given by 
p(u, v) = JK (VU ' VV)' - (Vu, Vv) + (bu, Vv),., + (Vu, ')a + ucv dvol 
where a, b, b, c are all bounded. Applying the Cauchy-Schwartz inequality we see 
p(u, v)I 	< k• lluIIl,2,K IIVIIl,2,K 
	
k- IIUII1,2,K IIVIII2M 	 (3.10) 
Hence we may define P: W1'2(M) - W1,2 (M) by (Pu, v) 1 , 2 (Pu, v)+(VPu, Vv) = 
p(u,v), and Equation (3.10) implies that 
IIPuIIi,2 < kK IIUII1,2,K . 	 (3.11) 
We define the bilinear form s(u,v) 9(u, v) +p(u,v). The forms determines two 
operators S and S defined by (Su, v) = s(u,v) and (Su,v) i , 2 = s(u,v). It can 
be shown from general Hubert space theory ([EE][p.184]) that if E is the natural 
continuous embedding of W 1,2 (M) in L 2 (M) given by inclusion, it has norm < 1 
and dense range in L 2(M).  Its adjoint E*  x '-p (x, E - ) L2 is a linear injection 
2 
 i 	
12 	 * of L nto W ' (M) with lIE II < 1, and E
*  also has dense range. We have that 
S = E*_1SE_l. 
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Theorem 3.11 (Edmunds and Evans [EE][p194-196]) Suppose that E is a 
closed semibounded form on W 1 '2 (M), and let s and p be defined as above. For 
large enough real z, 
r,* 
(A+z 2I' —(S+z2I1 = (+z
2 
 i)
-1  P(A+z 2  I)
-1 
 
and ( + 
z 2 E*)_ 1  is bounded from W 1 '2 (M) to W 1 '2
(M). Hence if P(A + z 2 1) 1 
is compact from L 2 (M) to 
W1,2 (M), then (C + z21)1 - ( S + z2 1)' is compact 
from L 2 (M) to L 2 (M). 
We now state our main theorem. 
Theorem 3.12 Suppose that the Sobolev inequality holds for a manifold M where 
dim M > 2, and S is the operator defined above. We then have 
= o f (S). 
The proof of this theorem is the subject of the rest of this subsection. Note that 
it is sufficient to prove that P(A + z2 1) 1  is compact from 
L2 (M) to W 1 '2 (M) for 
some z, then by Theorem 3.11 (C + z21)' - (S + z
2 1)' is compact and so by 
Theorem 3.10 the essential spectrum is invariant. 
We first consider the question of restriction of functions to K. Given 
v e D(C) 
it is not necessarily true that vIK e V(C), for example recall from Chapter 
2 that 
the Heaviside function is not in W1,2 (R). To overcome this we take a bounded 
open neighbourhood U of K, where U has a C 1  boundary. We take 
r E C°(M) 




For v E V(C) we will call rv the restriction of v. 
Lemma 3.13 If v ED(L) then rv E V(C) and 
IIC(rv)112 	ILv1I 2  + ku I1V1,2,U. 
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It may also be shown that 
II'II1,2 
	 (3.12) 
Proof. From the product rule for the Laplacian we get 
£(rv) = rr(v) + vr(r) + 2 (Vr, Vv) 
so that 
II(rv)II2 	IIr(v)II2 + IIvL(r)112 + 2 IE(r,v)I 
and r and Cr are both supported on U where they are bounded 
+ k I1VI2U  +2 IE(r, r) 1/21 IE(v, v)1/21 
11Lv112 + k 11V1112U 	11 
We now consider the resolvent (L - zI) 1  and we prove we can choose z such that 
P(L - zI)' is compact from L2(1l) - W 1 ' 2 (M). We pick z = —1 E p(C) (so that 
(L + j)_1 exists and is bounded) and recall 
11V1 12 112 = E(v) + IlvII 
	
(3.13) 
Suppose that we now take u E L 2 (M) fl V(L) with 11U,1112 = 1 and we set 
Vn = (L+I 1u. We then see that vn E V() and so by Lemma 3.13 rv, e V(C). 
We can now prove the following key lemma. 
Lemma 3.14 We have that 11Vn111,2 is bounded and 
IIPVnhI,2 	Ic II'nI,U 
Proof. By Equation (3.11) we have 
IIPVII,2 	kK IIVnhI,2,K 
ii kK lIrvnIl
2 
1,2 	 (by Equation (3.12)) 
= k I 11rVn 112+ E(rvn)} 
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k(rv,,rv,) + (rv,Crv)J 
= k I(rvn, (C + I)rv)I 
k IITVfl 112 II(C + I)rvnI12 	 (Cauchy- Schwartz) 
k IIVnII2,U {iic + I)vn112 + lIvTlII1,21 	 (3.14) 
by applying Lemma 3.13. We now prove that the term in braces is bounded. 
We know that 11unII2 = 1 and since (C + 
j)_1 is bounded, v, = (C + I)— I Un is  
bounded in L 2 (M). Now 
i ii 	
2 	 2 , 11 V. 1 1 = E(v) + IIvIt2 
I(vn,Ct'n+tn)I 
= I(vn,(C+I)vn)l 
= I(vn,un)l 	(definition of v) 
which gives the first part of the lemma. Substituting in Equation (3.14) we have 
IIPt'II,2 	k {II(' + I)vnh12 + Ik'nI11,21 IIVn112,U 
k {IIunhI2 + k} lIVn1I2,U 
k IIVfl1I2U. 
Theorem 3.15 (Kondrachov, [GT][p.167]) A sequence Un  in a topological space 
X is precompact if it has a subsequence converging in the completion of X. Sup-
pose the Sobolev inequality holds for a manifold M and that Q is a finite measure 
subset of M with C' boundary. The space W 1,2 (1l) is compactly embedded in L  (IZ) 
for all q < 2n/(n - 2); that is a bounded sequence in W 1,2 (1l) is precompact in 
Proposition 3.16 The map P(C—zI)' is compact from L 2 (M) to W 1,2 (M) for 
all z E p(C). 
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Proof. Given a bounded sequence Ju 2 1 and setting v 	(C + I) 1 u, then 
IIvII1,2 is bounded by Lemma 3.14 which implies that 11vI12 is bounded. By 
Theorem 3.15 v, has a convergent subsequence in L 2 (U) (since L 2 (M) is complete) 
and thus Lemma 3.14 implies that IIPv1I1,2 also has a convergent subsequence; 
this is precisely the definition of the map P( + 1)_i  being compact from L2 (M) 
to W 1 ' 2(M), and so P(L - zI) 1 is compact for all z E p(C). 	0 
The proof of Theorem 3.12 is complete. 
3.3.2 Isolated Spectral Gap 
We can now prove our main theorem. 
Theorem 3.17 Let M be a complete Riemannian manifold with spectral gap .A 
and let P be self-adjoint. Suppose that 
liFt 111.+2 ( C(t A i)" 
If ,\ is an isolated point of the spectrum, then 
llPtIi1e-\i 	Vt1 
Remark. The hypothesis on I1PtiJi2 is very weak. Sufficient conditions are 
• The Dirichiet form on M can be represented as a bounded measurable per-
turbation of a Dirichlet form on a manifold for which a Nash inequality is 
true (Theorem 4.7), 
• Isoperimetric inequality for M (Coulhon [Co]), 
• Sobolev inequality for M (Varopoulos [V]). 
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Example. 
Take the ball model for the hyperbolic space H, so the metric is gi,(x) and the 
volume element is g(x) 12 as in Definition 2.1. We now flatten the metric on the 
Euclidean ball B(ro) (whose metric radius is tanh (ro/2) ) by choosing a new 
metric 
	
= J C8 	 lxi 
gj, 	 lxl>ro 
The constant c is determined by requiring the metric on the new manifold is 
continuous, so c = (i - r/4) ' . We call this Riemannian manifold it and we 
now show that and its associated volume measure determine a Djrjchlet form 
that is a measurable perturbation of the natural Dirichiet form E(4,)) on H. 
Since g,, and , only differ on the compact set lxi < ro where they are both 
continuous and non-singular they are uniformly equivalent metrics, and the norms 
on the spaces L 2 (H,g 1 " 2 ) and L 2 (1t1, 2 ) are equivalent. Let L be the Laplace-
Beltrami operator on M. For 0, ?k e C°(M) we have the natural Dirichlet form 
= GCO , l/')L2(,C1/2) given by 
,) 
= J(ort2(auh/2 dx 
-lj -1/2 g-1/2]   /2 = J(ocb)gic(oyçb) [gklg g  	g dx 
j(19jqf)g2cakj(ojv)g 112 dx 
The matrix aj, = 9l31/29_1/2 which defines the bounded measurable pertur-
bation is smooth, non-singular, and equal to the identity outside the closure of 
B(ro), so E is a bounded measurable perturbation of E. Consider the ratio of the 
volume elements r(x) = g1'2(x)_hh'2(x), which is continuous, smooth on lxi < r0 
and r(x) = 1 on lxi > r0 . The function also has bounded weak derivatives ôr(x) 
given by the usual derivative if lxi r0 and 0 if lxi = r0 . If we now define the 
Dirichiet form "(,b) by E'(0, 0 ) = E(q,r'çb) for q,/' E C°(M) and using the 
product rule to expand V(r&) we see that E'(q, ) is also a bounded measurable 
perturbation of E(qf, 0) where the perturbation is supported on the compact set 
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lxi < r0. We apply Theorem 3.12 and see that if (C'q,b) = E'(0, 0) then C' and 
£ have the same L2(Hl,ghI2)  essential spectrum. Now 
(C', l')L2(Hn,g1/2) = E'(, ') = 	r&) =(ZO, r&)L2(Jcf1I2) = (j), t')L2(Hng1I2) 
so we see that £ and L have the same essential spectrum, a,() = [(n - 1)2/4, oo). 
We know that pt (X) y) Ct/2et,  so by Proposition 3.5 there is a Nash 
inequality on H"; and hence by Theorem 4.7 we have the required bound 
hAil -+ 	Ct-"2 II 	II12 
for the semigroup determined by on 1g!. 
We claim that for sufficiently large r0 there is at least one point of the spectrum 
of £ in (0, (n - 1)2/4), and this point must be isolated otherwise it would be a 
point of the essential spectrum. To prove the claim, notice that for a disc with 
Dirichiet boundary data A = nr 2 , and we apply the following lemma. 
Lemma 3.18 (Chavel [Ch]) Let ci be a connected subset of a manifold M with 
compact closure and non-empty piecewise C boundary. For the Dirichlet problem 
on ci and any eigenvalue problem on M we have 
A(ci) > A(M). 
The proof of the lemma is an application of Rayleigh's principle. 
M contains a disc whose radius r in the metric is r = tanh 1 (ro /2), hence the 
smallest eigenvalue for 1ct is less than nr 2 and we choose r0 sufficiently large that 
nr 2 < A. This now gives a manifold where the lowest eigenvalue A is isolated, 
and the heat kernel decays like e' for large t. 
The above construction does not depend specifically upon starting with W. 
Given a general manifold M' with p(x, y) we can repeat the 
above construction if we can also find a point 0 with injectivity radius greater 
EM 
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than some fixed ro
(A). This condition is satisfied, for example, by any manifold 
with a pole. 
Proof of Theorem 3.17 
By Proposition 3.4 we have shown that 
jjp
t
jj i+ .Cc 	
for large t, therefore 
it is sufficient to exhibit an f E L 1 (M), with 11 f II I  = 1, such that Pfl 	e- 
A t 
for large t. 
We first establish some notation. Let E 
denote the eigenspace of functions 
in L 2  with eigenvalue —A, and let 
E1  be its orthogonal c
omplement, so that 
L 2 (M) = E e E'. Since A is an isolated point of the spectrum, 
E is non-empty. 
We write Al  = infA {A E 	
- {A}}. By assumption, A 1 > A. 
Suppose that  f E E (which implies that f L
1 (M)). Then Pf 
= e_Atf for 
all L Now consider the action of Pt on E1 . We have that 
(-E) ç [A 1 , ) 





II 	 C(t A 
Writing PtEi = PE 0 P(i_E1 
using the L 2  -+ L 2  bound for P_ 
and optimis-




-  6 
Now take a positive f E L 1 . We know that 
P1 f E L 2 , and we write P1 f = 
g g1 , where g E and g1 e E'. Since A 
is the bottom of the spectrum, q5o E E 
implies that 4 0 0. Hence if f > 0, then g > 
0 and hence > 0. We can 
therefore write 
llPtf Iloo = llPt-lPlfllc,o 
11 pt-I 
(gg1) 
D 	III - L 
6
_A(t-1) iiI - C (t - 1 A t2)4 6_A1(t-1) 
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where we have used the decomposition of the action of P on E e E, followed by 




In this chapter we discuss upper bounds on the heat kernel for the general per-
turbed semigroup introduced in Section 2.3. The techniques used here give bounds 
on IIP41_21 we can obtain bounds on IIPtIIi_ by taking duals and writing 
IIl3II_00 2 Pt,2I1 2• A further refinement of this argument is to write 
IIPiIIi... 	( IIPIL...+2 IIPt_2II2...+2 IIP1I2.+ 	 (4.1) 
which is advantageous because the L 2 - L 2 bound is sharp. This was used in 
Norris and Stroock [NS] to sharpen the upper bound on Pt for R over the result 
given in Stroock [S] for a process with drift, where the exponent is out by a 
factor of two (although this is not actually remarked on). One surprising fact 
is that minimising the right hand side of Equation (4.1) over f gives an optimal 
value co of € independent of t for any t > 2f 0 . Hence the long time behaviour 
of the upper bound is determined solely by the L 2 -' V bound, the example 
of Section 3.3 shows how to construct manifolds where this is sharp. There is 
a qualitative difference in the behaviour of the upper bounds depending on the 
54 
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size of the first order terms (strength of the drifts); to describe it we make the 
following definitions. 
Definition 4.1 For a manifold with spectral gap A and perturbed generator E 
given as in Definition 2.16 by 
E(0,) 	(Vb, Vq5) a - (bb, Vq)a - ( Vib, c)a - (, CO) 
we say that the manifold has weak drift if A > /3 sup lb + I4 (x)14, otherwise we 
say that it has strong drift. 
The radial behaviour of a diffusion on a negatively curved manifold may in some 
respects be usefully thought of as like that on R  with a uniform outwards drift. 
lithe added drifts b, b are "weak" compared to the natural drift then we find 
qualitatively similar results to H'; if the drifts are "strong" it is possible to choose 
the drifts so that the "natural" outward drift is cancelled out and results similar 
to those in R" can be obtained. An example of this is worked for first order 
perturbations of the Laplace operator on hyperbolic space. 
In the case of strong drift our results confirm that the work of Norris and 
Stroock [NS] can be transferred from R" to M without technical difficulty. The 
results in the weak drift case are new. We will also prove for later use that the def-
initions of "weak" and "strong" drift are invariant under the Davies perturbation 
used in Section 5.2 to obtain Gaussian bounds. 
Although our results are presented for time invariant coefficients, the tech-
niques of proof also allow us to handle the the case when a, b, b and c all depend 
on time. We have not pursued this line of argument in any depth, but see the 
remarks after Propositions 4.4 and 4.6 
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4.2 Upper Bounds 
For a function 0E W 1,2 (M) we will define Ot = Pq and recall that cbt satisfies 
(0,ôt) = —E(,c5t). 
Following in the footsteps of Nash [N] we will obtain upper bounds by controlling 
at Il4tll q  I this is achieved by bounding llVc'tlI. If we use the spectral gap to control 
11V OtI1 2 
2 we obtain bounds on 	, 1 <q < oo; if we use Nash inequalities we 
can bound IlIIq2q ,1 q < 00, both approaches are presented here. The upper 
bound on 11P42_2 in Proposition 4.4 is central to our strategy for controlling 
the long time behaviour of the heat kernel, to establish it we need the following 
lemma. We recall for the reader's convenience that the Dirichiet form determining 
the semigroup is defined in Definition 2.16 by 
e(b, ) 	(Vt 7b, Vq) 0 - ( b'çb, Vq)a - ( V/), Iq)a - (, cçb) 	V', 0 E W
1,2 (M) 
Lemma 4.2 Let M be as manifold with spectral gap A, then for all 1 < q < 00 




sup l 	1)bl (x)+c(x)} lltlI q1 fi q2
i4(q_1)]
	xEMq 
for all 0 E W 1 '2 (M). 
Proof. Let q E W 1 '2 (M), for 1 <q < oo we consider at 110t1l, and using Fubini's 
theorem we find 
at llctll 	= ô, (I iti dvol) 
1/q 
q 
= (J ltl  dvol)(r1 ,a t ) 
= - 	
(_1 
= tltll 	{_(V 1 ,Vt)a +(b
1 ,V t ) a + (V1,i)a + ( 1,C)} 
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- JIqt  	II q
1_
i  ((q - 1) 	Vq5, Vç t) 
+(b ç5 1 , V t ) a  + ((q - 1)2Vç, 	+ (_ 1, cot)}. 
Now rewrite this in terms of 	so that V = 2 
- 	- 1) 
IIv2112 = llotllqlj 
q2 	t 	a 
+ 	v'2) + 2(q —1) (b/ 2 Vc 2) + (c, q a 	q 
We now apply the inequality 2x.y <a 1x1 2  + a1 Iy1 2  valid for all a> 0, 
with x = q/2 (b + (q - 1)i )/q and y 
1-q 	___ Jh1t JI - 4(q - 1)] JJv /2 II 2 + q 
[Cf 	 a 	 +(q_ l)&I+cçq2 
and use uniform ellipticity (Equation (2.1)) to estimate IIVIl we get 
1-q I ii 	4(q-1)l 1 IItIIq 	- q2 	j 	JIv12H + (-. I b + (q - ') I 
At this point in the argument there is a choice, we may estimate IJV' 2 1 either 
by using the spectral gap for the manifold or by using Nash's inequality. The first 
line of reasoning is followed here, the second gives Proposition 4.6. Notice that 
the Nash inequality implies the spectral gap, so the result obtained here is weaker 
than Proposition 4.6, it is included because it uses weaker assumptions. 
By the spectral gap (Lemma 2.13) we have jIVfJI 	IIfJI which using the 
condition on a gives 
Ii 	4(q-1)] 	'a 
L IItII q 	- Iç/)g 	+ ( - lb + (q - i)iI + c, La q t ) 	q fA 1' 4(q-1)1 	a 
- 	q2 	
j + sup I- lb + (q - 1)1 (x) + c(x)} JItIIq q2 	 a  
where we have used Holder's inequality on the second term above. This completes 
the proof of the lemma. 
We now prove the main proposition of this section, the following definitions 
will be used as measures of the strength of the drifts: 
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Definition 4.3 
(cx lb + 	(x) 
8a = SUP 
xEM 	4 
+ C(s)) 
and-ye,, 	(1/1).A//3+S a . 
Ssup (Jb+I(x) 
xEM 	4 	) 
C 	sup lc(a) 
xEM 
Proposition 4.4 Let M be a manifold with spectral gap A, then for all 1 <q < 00 
	
i'ti 	exp 
J A Ii 	4(q - 1)I 
	
Ia lb + (q - 1)b12.(x) + 
C(X) t qq q2 	
+suPI 
xEM I 	q2 
for all 	4(q-1) Given more information about the functions b, b, c it would be 
worthwhile optimising over a. In the case q = 2 we define 
5 —+2/+C Weak drift(A>flsuplb+l2(x)I4) 
Ynun 
I S + C 	 Strong drift (A /3sup lb + b12 (x)14 
so -1,nin is the constrained minimum of. over a > 1. We then have 
11P422 < exp('y jn t). 
	 (4.2) 
Remark. In the case q = 2 this bound is sharp, this is discussed further after 
the proofs. It would also be of interest to let q - 1 and q - 00, however no 
information is obtained in these limits. 
Proof. From Lemma 4.2 we know that for any 0 E W 1 '2 (M), 
J A
at llq)tllq 1<
i4(q_1)1 	a + sup l 	lb + (q - 1)b 1 (x) + c(x)} lltllq /9 a 	q2 j xEMq 
We solve this inequality using the initial condition 110011 q = 11011 q  (which is a 
consequence of the strong continuity of P at t = 0) to get 
A l 	4(q-1)l 	Icxlb+(q-1)(x) 
llQtll q 	llllq exp - - + sup 
1/9La . q2 	j 	xEMj 	q2 
This gives the first part of the proposition. We now set q = 2 and optimise over 
a1. 
+suph ' 4 () +c(x)H 	+aS+C. 
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The unconstrained minimum occurs at c j,, 	and there are two cases; 
1 which gives the case of weak drift, and am11. < 1 which corresponds to 
strong drift when the extreme value occurs on the boundary a = 1. This completes 
the proof. 
In the case where the coordinate functions a(t, x), b(t, x), 1(t, x), and c(t, x) 
are allowed to depend on time the above method can be used to show 
IA Ii 	4(q -1)1 + ft 	
(;+ (q - l)(s,x) +c(sx))} ds. iPt ll q_ q 	exp4 	L - q2 	j JO xEM q 
(4.3) 
To prove inequality (4.3) notice that Lemma 4.2 still holds in the time varying 
case, but when we integrate 
at  
IA Ii 	4(q-1) +sup 
lltllq 	-q2 	(ci lb + (q - i) 	
(x) + c(x)) } lltllq 
the right hand side is no longer constant in time, and we do not obtain an explicit 
expression, but inequality (4.3). We have not chosen to pursue this line of ap-
proach, however the main problems seem not to be in proving the upper bounds 
but in proving the existence and continuity of a suitable analogue of the distance. 
This was carried out for F by Norris and Stroock [NS] and the interested reader 
is referred there for details. 
We now consider in more detail when we have equality in Proposition 4.4. It 
is trivial that the proposition is sharp if a =id and b = b = c = 0 as it then 
reduces to Lemma 2.13. For the llPtl12_2 estimate to be sharp in general, we 
require equality at the three points in the above proof where we estimated with 
inequalities, namely 
The spectral gap llVtll 	A  lltII, where we have equality when 	is an 
eigenfunction with eigenvalue A. 
The quadratic inequality 2x.y < a lx1 2  + 1y1 2  /a, where we have equality 
when ax = y, that is when ab = V log Ot. 
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3. Holder's inequality 
( lb + 	+ c, 	sup 	b + 	+ c lltlI 
where we have equality if 2 lb + bl+ c is constant. 
We note also that it would be sufficient for the above to hold asymptotically, 
that is to find /' E V with 11 0'112 = 1 and 11pt011112 - llP42....2. 
We now examine a Dirichiet form on H' 1 where Equation (4.2) can be shown 
to be sharp by calculating the heat kernel and hence the spectral gap explicitly. 
If we consider the half-plane model for H' 1 then 0(y) = y('1/2 is an eigenfunc-
tion (not in L 2 ) with eigenvalue ,\ = —( n - 1)2/4 corresponding to the bottom of 
the L 2 spectrum. Take the Dirichiet form determined by b = b = V log q,  a = id, 
40 c = 0. The gradient operator is given by Vq(j) = (2) and so we have 
b + 11 2 = (n - 1)2/4 = A. Substituting b + b 2 = .A and c = 2 into Equation (4.2) 
we get 1It112_2 <1 1. 
We use an h-transform (Girsanov's theorem) to compute the new heat kernel 
explicitly, and hence IIPt112_2. It is convenient to continue working with the half-
plane model, for i = 1,2 let z, = ( X,,yj) E H' 1 . Define the function 
h(t,z) = exp 	1 (nl)/ 2 L 
which satisfies the heat equation 5h + /h = 0. We use it to h-transform the 
process Zt to obtain a new process Zth  related to the original hyperbolic Brownian 
motion Zt by 
dZh = dZ - 	[log h(t, Z)] dt 
i.e. corresponding to the Dirichlet form given by the vector fields above. The new 
heat kernel is then given by 
	
f(ri - i)2t\ 
	
( Y1
p(z i , z2) = h(0,zi )'p(z i ,z 2 )h(t,z 2 ) = exp 	 pt(zi,z2) 
) 
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and we denote the spectral gap for Z by A'. This transformation kills the expo-
nential time decay exp(—(n - 1) 2 t/4) of the heat kernel, we may also explicitly 
calculate the new spectral gap. Clearly since the heat kernel has no exponential 
decay in time we have A  0 by Proposition 4.4. On the other hand by the 
remarks after Theorem 2.12 we know that A < inf { —9 log p2t(z1, z2)} and so 
h Ah 	int{ _Ot log p2t (zi,zi)} 	Vz1 E H t 	2 
inf { —jöt [2t(n - 1)2/4 + log p2t(0)] } 
t 




and so Proposition 4.4 is sharp for this vector field on H'. 
4.3 Nash-type upper bounds 
We now use the Nash inequality to establish upper bounds on IPII 12 . The proof 
is by way of the following lemma: 
Lemma 4.5 Let M be a manifold with spectral gap A for which the Nash inequality 
holds. For q E C00 (M) 
 1 Ii 	4(q - 
1)I 
1111ql+2/i' 
at lI1tIIq 	 - q2 	11 ot IIq/2 
A i 	4(q_i) 
q 	] 	aEMI 
for all &> 
g2 
and q1 4(q-1) 
lb + (q - 1)II 
(x) + c(x)} lltlIq q2 
Proof. Let 0 be a positive test function. Proceeding as in Lemma 4.2 we obtain 
at ll1'tIlq 	I [a L!: 	4(q - 1)1 1 - q2 ] 	V2M2 + ( lb + (q - 1)I + c, ) } 
Chapter 4. On-diagonal Bounds 	 62 
We now estimate IIV0 2 11 by using the Nash inequality (3.1) which states 
2+4/v 
lVfll> 11112 	+ A 11f 11 2  
A If 
We may substitute this for liv q/2112 provided that 	< 0 . Note also 2 	 or 	q2 
that 	= Iq• 
Jr 1 	4(q - 
1)I at IItIIq 	j - 	 q2/3 	L AIII 	+ A IItII] 
+ (lb+(_ i)+c)} 
Now use Holder on the second term; 
11 - 4(q - 1)1 
c/9 	q2/3 J AIII%v 
{ A Ii 	4(q 
+ 
- 	 - 	
1)] + 
sup 	lb + (q - 1)b1 (x) + c(x)} IItIlq 0 c q 	 q 2 	 a  
The first immediate application of the lemma is the following. 
Proposition 4.6 Let M be a manifold with spectral gap A for which the extended 








(1 - 1/a) + so]) 	Va> 1 	(4.4) 
	
(I+ k 14 (t A 1) 4 Cmexp ( [_(i - 1/a) + se]) 	Vc> 1 
where the constants are given by 
v/4 
C 4(a-1) 
I 	k 	[~ (l — I/a) + d — Sal 
The bound is monotone increasing in [(i - 1/a) - 
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Remark. It is possible to minimise Equation (4.4) over a explicitly by solving a 
cubic whose coefficients depend on t, , and S. This was done using Maple, th 16 
results are too complicated to be of practical use, but are recorded in Appendix A 
for completeness. The second estimate is computationally convenient, but is very 
much suboptimal in the case when Ic < 0, in this case Equation (4.4) should be 
used. 
Proof. Without loss of generality we may assume that 11011, = 1. To bound 
Ot IIP0II2 we use Lemma 4.5 and setting q = 2 obtain 
faIb+bI O lIPII2 	i' ~ 1( 1/a - l)IIvqII + 	+ 0 	 4 	01 
By the L 1 -boundedness of the semigroup 11 0t 1j , 	me 't 110111, so  
11 0J2 Arn/' 	- 1)exp(-4dt/v) IltII 	+ (iia —1) + s) IItII2. 
For convenience let us write 'Yc. = ( A (1/a - 1) + sn). We solve this by linearising, 
writing IItII2 = z(t) 4 gives the first order equation 
ôtz(t) 	
A/3zirn11 
- 11a) —4dt/ - 
U 
e 
Notice that this is monotone in -ye,  which gives the monotonicity of the upper 






\ 	-y,,, - d 	) 
+ 	 " _40t/L 
A13rn4/' 








11 042 (A4,1 - 1/a)) - e°t 	
- d 	
) 
We assumed 11011 , = 1, hence the result. 	 0 
We can now prove the main theorem of this section. 
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Theorem 4.7 Suppose that M is a manifold with spectral gap A for which the 
extended Nash inequality holds, and suppose that P is L 1 -bounded. Then 
IIPtIIi_ 	
{ Clmrlfk j (t)_ '2e mn 	 Weak drift 







= L - 	









emin =iog[s (S_S2+(dAd)+)} 
Recall also that YmJn  was defined in Proposition 
Proof. By Proposition 4.6 we have 
IIP412 Camfk(t) 4 exp ( [_(i - 1/Q) + 	V> 1 	(4.5) # 	1) 
so taking duals we have 
IItII2 	= IItII12 1< Caif(t) 
LI/4 exp ( {_(i - 1/a) + se]) 
where constants with hats correspond to the un-hatted versions for the adjoint. 
We can also use Proposition 4.4 to get 
IIPiII2_2 	exp(yt) 	Vc> 1 
The idea of the proof is now the same but the optimisations are different for the 
cases of weak and strong drift. As mentioned earlier, the exact minimisation over 
c is not very helpful, so we minimise the exponent. 
Weak Drift. 
By the proof of Proposition 4.6 the exponent in Equation (4.5) is minimised by 




> 1 to give and exponent of 	= - + 2J + C. This is the 
same for the operator fit as it is for the operator P, and so we get 
IIPiIIi_00 <1 IlP,2 I 	IIi ,2  II I1—+2 II 	I.2—+oo 
-' F A/3v 	I 
mth [fk(t/ 2)fk(t/ 2 )1 "4 exp(yjnt) 
L21-s/i, d 
Cl m 7 nfk1 () —i'/2  exp(yt) 
since fk(t)1  is monotone increasing in k by Lemma 3.3. 
Strong Drift. 
We choose a = 2 to get 
8 
-it'/4 
IIPtIIi_2 	 mfk(i) 1 e 
We also have 
IIPtII2._2 
by Proposition 4.4. Writing 
IIPtIIi_ 	IIPIL.+ IIPt_2II2+2 IIP€II2 
Afiv 	
Jk rnme 	vk)
t(S+C) 	\-LI/2 2S ---  
and we optimise over 0 < f < t/2. By calculus the unconstrained minimum of the 
above expression is at € = k' log (i + ) and we have two cases: 
Case 1; t/2> 
 




th   C 
25/k 








miif, (t/2)'12 i(2S+c) 
1 A0v 1 
/2 
--- Me ( t/2)( / y"2 t(S4C) 




[Aflv l 	f 	vk'\ —v/2 t(S+C) IIPtIIi,o mth + f (t/2 A min) 
This completes the proof. 	 0 
The following corollary follows immediately from the above theorem by substi-
tution and covers the simplest interesting case of a process with killing coefficient 
c 54 0 but no drift. 






and C = sup c(x). 
4.4 Iterative Norm Improvement Schemes 
4.4.1 Introduction 
This method was introduced in Stroock [S], to avoid the assumption of L' - 
L' boundedness of the heat semi-group. It follows Moser [M] in that it is a 
norm-improvement scheme, we first obtain sharp bounds on IPII 22 by using 
the spectral gap, and then use the Nash inequality to bound 1j Pt f112p in terms 
of IIPtfII- By iteration we then have control of IIP4241 IIPtII2.+81 . ., IIPtII2...+. 
In passing to the limit p - x care is required to control the constant in the 
inequality (which depends on p) and ensure that it remains finite. 
This technique gives bounds of the form 
mf k (t)_ v/ 2e_ t 
—v/4 (h +c)t IItII2,0 	c1 t 	e 	e> 0 	 (4.6) 
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where K is the "correct" exponential decay, see for example Stroock [S] or Norris 
and Stroock [NS]. We combine this with the sharp IIPtII22 bound to obtain a 
bound of the form 
ItIli.00 < ci(tAc2) v/2 e Kt 
The example in Section 3.3 shows that when M has an isolated point at the bottom 
of its spectrum, Pt  decays like e_13t  with no polynomial correction, and the estimate 
above is asymptotically correct. Nash inequalities only give information about a 
polynomial correction to the tail when there is no spectral gap (in which case see 
Carlen, Kusuoka, and Stroock [CKS]). Since this example also proves that c = 0 
is not attained in Equation (4.6), in the proofs we have estimated very crudely, 
simply retaining enough to obtain the correct behaviour in a neighbourhood of 
t = 0. This allows some simplification of the argument presented in Norris and 
Stroock [NS]. 
The proof of the main theorem splits into two parts according to whether or 
not there are drifts. 
Definition 4.9 We introduce the notation 
B = sup lb (x) ' B = sup Ib (x) 
xEM 	 xEM 
as a measure of the size of the drifts. 
Recall that for the IIPtII22 bound in Proposition 4.4 the techniques used give 
results different to those on fl fl only in the case where the added drift is small 
compared with the "natural" drift coming from the spectral gap. For the same 
reasons, when studying the I1II2q bound we must compare q2 B/4 with , and as 
q -* oo we will obtain a result independent of A unless = 0. The optimisations 
are performed separately in the two cases. Note also that until now although we 
have assumed that the drifts b, b are bounded we have actually only used that the 
sum lb + (q - 1)b1 is bounded. By contrast, because q will vary, it is essential for 
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Stroock's method that the drifts are separately bounded. We treat the drift free 
case first as it is simpler and illustrates the techniques better. These on-diagonal 
bounds are of interest in their own right, but to obtain off-diagonal bounds we 
follow Davies [D] and make the perturbation b b - Vf, b p -' b + Vf, which 
typically makes the drift non-zero and the operator not self-adjoint. It is for this 
reason that we have treated non self-adjoint operators from the start. 
4.4.2 The Drift Free Case. 
Theorem 4.10 For a process whose Dirichiet form is of the type of Definition 2.16 
with B = 0 1  B = 0, and C = 0 on a manifold with extended Nash inequality 




IIPtIIi 	C(v,/3,A)fk(t) 	e 
where k = 261(v)). 
Proof. Without loss of generality we may assume 110112 = 1. Substituting B = 0, 
E = 0, and C = 0 in Lemma 4.5 and letting a -* oo we get 
at IktIIq < _4(q - 1) 	- 4.\(q - 1) 
Af3q2 21/V 	/3q2 	Hod,ii 1t II q/2 
This is a first order linear differential inequality in 	which we solve 
using the standard techniques. We linearise by writing zq(t)_'(2 = IItIq so that 
i -2q/v j IIQtIIq = _l-v1(2) 
q  and II, tJIq/2 	- - z 12 giving 
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Now define w q (t) = exp (_t) z(t) and so Zq/2(t) 2 = exp (8t) Wq/2(t) 2 , and 
w q (t) satisfies 
42 thq 	ew q 1 2 (t) 	Vq 	2 	 (4.7) 
vAfi 
Lemma 4.11 Suppose 
thq (t) 	keKt Wq/2(t) 2 	 (4.8) 
and wq (0) > 0 Vq 4 and that w2 (t) > 1. Then 
e Kt - 1 




and c2"' - c(v,k) (8/k)"8 as n -, 
By Proposition 4.4, II0tII2 	
At/13 so that w2(t) > 1. We apply the Lemma 4.11 
with K = and K = 	to Equation (4.7) to get 
e Kt 
- i\ —1+q/2 
wq(t)cq 	
K) 
Substituting back in terms of IlcbtIIq  where q = 2 we obtain 
--k- 
IItII q 	exp.  ( q,3 
)cq2 	
K ) 
Taking the limit as q - oc we get 
PtqII, 	limsuplIPtlP q q—.00 
v/4 —t 	 45 c(v,/3,A)fk(t) 	e where k=—, 
ri 
—/4 —t 
IIPtII2_ 	c(v,/3,A)fk(t) 	e 
Now take duals, 
IIPtIIi.. 	 Hp 2—oo II 	,2 I II 2—x 
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and the result is proved. 	 0 
Proof of lemma 4.11 
The proof is by induction. Integrating Equation 4.8 from 0 to t with q = 4 





so the induction starts with c 2 = k. Similarly, 
/ Ks - i 2'-2 
ds W2(n+l)(t) 	kcJ Ks 
i e 
K )  




which is of the required form. We now show that the constants converge. Define 
C2n+1 = (kc)/(2 n - 1). We wish to show that c2(" 	converges, so write 
v2_( 1 ) 
4. = log c2_, 	= - v2-n-i log C2n. Then 
V 
1n+1 = ------logcni 2n+2 
II 
 F.= -- 	 ?- log(2 2 - 1) 	
V
[og 	 ] log — T 
ii 
ln+i - in = - 	[log]? - Iog(2' - 1)] 
2+2 
We also have that 12 = 0, so telescoping the sum, l = 
I2 2i2 log (j1) 
which converges. We may bound this explicitly by using the estimate log(2 2 —1) 
log 2 and summing to get i 	1og (8/k) 8 .  The result follows. 	 El 
4.4.3 The General Case 
We first develop the bound for IItII2,0• 
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Proposition 4.12 Suppose that M is a non-compact manifold with Nash inequal -
ity then 
liFt II2 	C1 (/3, v, A)t 	exp 12  (B + E + C)] 
Remark. This result is local in that it is only sharp near t = 0, its utility lies in 
the fact that the constant C1 does not depend on the co-efficients a, b, b, c, and so 
is invariant under perturbations. The Nash inequality used can be either Nash's 
original one or the extended one of Chapter 3. Using the extended Nash inequality 
one can prove sharper bounds than the above proposition, however they do not 
lead to a sharpening of the main theorem, we have therefore taken the opposite 
view and estimated as crudely as possible to simplify the argument given in Norris 
and Stroock [NS]. 
Proof. Without loss of generality, we may assume that 11112 = 1. By Lemma 4.5 
we have 
14-2q/v 
a 	1 	1 	4(q —l) 	Pt q 
	





for all a 	4(q-1) and q > 1. This will form the basis of our estimates. Because 
of the renormalisation that takes place, given a sharp starting point we need 
estimates which are asymptotically correct as q -p oo. By repeating the methods 
of Proposition 4.4 we see that for large q, the unconstrained optimal value of a 
provided that IIbI(UQ 	0. This will not satisfy the constraint a 
for large q, so instead of the optimal value, we take the computationally convenient 
a = q/2 which is asymptotically of the correct order. Note that taking a on the 
boundary of the region at a 
= 4(1) 
gives L q -pL  q bounds, see Proposition 4.4. 
For q > 4 we obtain 
j 1+2q/u 
a 	1
< - 2(q-2) Pt 
t q 	A/3q 2 	iIIi%L 
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+{ 2(q-2)+ sup (lb+(q— )b1 2 (X)  
XEM 	2q 	+))}IItIIq 
-  
< 	2(q-2)IItll q  
1+2q/v 
+ I 2\(q - 2) + B(q - )
2 E 
 +C}IItIIq 
A/3q2 	2q1u' 	- 	/3q2 	2q 	2q IItII q/ 2 
where B = sup IbI, B = sup 1b12  , and C = sup id. 
We linearise this equation by writing zq(t)_2 = 110tilql so that -4t "t'I q = 
zq(i)_1_2q(t) and 	= Zq/2(t) 2 . Since we are dealing with inequali- 
ties, notice also that Zq is positive for all t. Making the substitution we obtain 
_zq(t) -1 	zi1(2q) < 
—2(q — 2) 	-1-/(2q) 2 ____________ Z q Z q /2 A/3q2 
f 	2\(q-2) 	B + + (q-1) 2 E + 	+ CJ 	'/(2) q /3q2 2q 
> 4(q —2) 2 	1 4(q —2) 
Z q /2 + — B — (q — 1) 2 E — 2C} zq  AIiuq fiq 
> 4 	_ 2 ) z,2 _{ B(q _ 1)2E+2qC}  zq  
A/3vq 
I> 2 2 
A0v
zq ,2 _ q2 (B+E+c) Vq4 
V 
q(t)+q2(B+E+c) ? 2 	2 __Z q /2 	q4 
This is the point where Norris and Stroock [NS] make more sophisticated esti-
mates. We now define 
wq(t) = 2 exp 





Zq12(t) = (A;) exp 
(_q2  (B + E + C) t/(2u)) wq12(t) 2 
and so finally 
tbq (t) exp (q2  (B + E + C) t/(2v)) wq12(t)2. 
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Lemma 4.13 (Norris and Stroock [NS]) Let w > 0 and e > 0. Define induc-
tively a sequence of functions fq (t) for t > 0, q = 2,4,8,..., by 
f 
f2(t) 	e and fq(t) = I ewq
2  s 
fq12(S)
2  ds 	q 	4. 
Jo 
t 
There is an absolute constant K > 0 such that 
fq (t) > q/2 (Kt e4w(_1)t)Q/2 
for alit > 0 and for all q. 
We wish to apply the above lemma to the functions w q (t), with w = (B + 
E + C)1(2v). By Proposition 4.4, IlcII2 < exp ([(B + E)/4 + C] t) so we have 


















exp (3vwt - 2vwt/q). 
Take the limit as q -* 00 
\ 
IItII 	"M sup IltII q 	( 
2Kt 
 -) 	exp(3vwt) q-00 
and substituting back for w gives the required result. 	 0 
We can now prove the main theorem of this section. 
Theorem 4.14 For a non-compact manifold M with Nash inequality and spectral 
gap ), then 
IIPtII1 	Ci (k A t)_ f2 ex p( ymjnt) 
where C1 depends on ii, /3, and A only, k = v ((B + E + C) 
- 
min) , and 
is as given in Proposition 4.4.  The bound is monotone increasing in 
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Proof. We use the standard method of estimating the long-time behaviour with 
the sharp L 2  —* L 2 bound. By Proposition 4.12 we have 
liFt ii2 	Ci(/3, v, A)t
zi14  exp 
12 
 (B + E + C)] 
and by Proposition 4.4 
iP42_2 < exp('y jnt) 
Notice that this is monotone in 7nin  so the final bound will be too. We now 
decompose as usual and optimise over E. 
liFt iii 	iiP€111.+2 lIPt2112_2 iiP42+ 
The unconstrained minimum occurs at e = k/2, and we have the two cases corre- 
sponding to e > t/2 and e < t/2. 	 0 
Corollary 4.15 If we consider the unperturbed Laplace-Beltrami operator then 
iIPtIIi_ 	C1 j 
At) -v/2 -At 
This follows immediately on substituting B = B = C = 0 and /9 = 1, 	= 
in the above. Notice that this converges to the Euclidean result as A -4 0. 
4.5 General fIPtIIpq bounds 
The previous sections have covered upper bounds on liFt iipq for p = 1,2 and 
q = 1,2, oo, p < q, and also liFe iiq_..q for 1 < q < oo. These are the interesting 
cases and cover the bulk of all applications. For the sake of completeness we 
now briefly consider upper bounds on IiPtiIpq for general p and q by using the 
Riesz-Thorin interpolation scheme. 
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Theorem 4.16 (Riesz-Thorin [D][p.3]) Let 1 < po,pi,qo,qi < oo and let £ be 
a linear operator from L° fl V" to L qo n L' satisfying 
	
IICfll qj 	M  IIfII, II  





P P1 P0 
Vf, 	i=1,2 
1 	s 	(1—s) 
q qi qo 
then 
IIrfII q 	IIfII 
	
Vf e L° fl LP'. 
We now consider some simple examples. 
Proposition 4.17 Let P be the heat semigroup on R, then 
II1tIIp_q 	
(4j)_n(1/p-1/q)/2 	for 1 	q 
Now let P be the heat semigroup on H 3 ; 
IIPtIIp_ q  <1 (4irt)3(h/PV2exp(_(1/p - 1/q)t) 	for 1 	p q 
Proof. We treat R" first. The heat semigroup is conservative, so we have 
IIPtIIi+i = 1, and since it is self-adjoint IIPtII_ 	= IIPtlIii = 1. By Equa- 
tion (2.5) we have liFt Ili. 	(47rt) 2 . If (f,(x)), > , is a sequence of functions 
approximating 5(x) in L 1 then llPfIL —p (47rt)" 2 as n —p oo and so we have 
equality. The Proposition for R' now follows by two applications of Theorem 4.16. 
The argument for H 3 is exactly the same except that IlPiIii_ = ( 47rt)_3h'2e_t. 0 
Remark. Notice that in the above proposition we are interpolating between 
optimal bounds, however the resulting interpolation is not necessarily optimal. 
Setting p = q = 2 in the above we obtain llPtll2..2 <1 1. For the case of R" this is 
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the optimal bound, however for for Pt on H3 we know from Lemma 2.13 that the 
At sharp bound is 11 Pt 112_.2 	e- , thus information can be lost even in simple cases. 
In some recent papers Thierry Coulhon has proved converses to the estimates 
considered above; that is he has shown that bounds on 11 Ptllpq determine a bound 
on liFt IIi. by using the technique of extrapolation. 
Theorem 4.18 (Coulhon [Co2]) Let 	be an equicontinuous semigroup 
on L 1 (X,) and L°°(X,), where (X,) is a a-finite measure space. If there 
exists a > 0 and 1 < p < q < oo such that 
il1tIIp_q 	Ct 	Vt> 0 
then 
liPtlli 	Ct 	Vt> 0 where = 
	- l/q 
For further details see Coulhon [CO2], or the forth-coming book by Coulhon, Saloff -




In order to move from the on diagonal bounds of the previous chapters to point-
wise off-diagonal bounds we will use a technique first effectively exploited by 
Davies [Dl], although originally introduced in a different context by Gaffney [0]. 
The idea is to perturb the semigroup P and then consider the on-diagonal bounds 
we obtain for the new process. In general the perturbed semigroup will not be 
self-adjoint or conservative, but it form still lies within the general class of non-
symmetric Dirichiet forms we have being considering. This technique has since 
become standard and widely used by others (Stroock [S], Takeda [T], etc.). 
Definition 5.1 We define 
F= {f E C 1 (M) :3k E (O,00),O I < k and IIVfIIa,00 
77 
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where IIVfiIa, = ess sup IVf Ia (x). For f E F we define the perturbed Dirichiet 
form Ef by the transformation of co-ordinates given by 
a' =a 	b'=b+Vf b'=b—Vf (5.1) 
c f = c + IVfI + (b - b, Vf) (5.2) 
which is still within the class of Dirichlet forms we defined in Definition 2.16. 
Notice that b + b is invariant under this mapping, and so in particular the charac-
terisation of weak and strong drifts in Section 2.3 is unchanged. It is easy to see 
that the corresponding semigroup, heat kernel, and generator are given by 
p[ (x, y) = ept (x, y) e 1 
[P/ q} (x) 
= IM 
p((x,y)q(y)dvol(y) 
[c] (x) = e 	[(e)] (x) 
The adjoint of P/ is (P). 
Given fixed xo , yo , t, we obtain Gaussian upper bounds on p t (xo ,yo ) by min-
imising 11 Ptcf 	over f E .F and a E (0, oc). Given sufficient regularity the 1-+oo 
minimum will be attained for 
	
f(z) = da (XO, z) A d 0 (xo , yo) 	 (5.3) 
where da (., ) is the distance with respect to the metric a 1 rigorously defined 
in the next section. Various results are available to show some regularity of the 
distance function da (X 0 , z), for example Whitney's theorem, however one problem 
with this approach is that even if the metric is C°° the distance function da (X ø , z) 
may not be a C1 function of z; an example is provided by the cylinder in a 
neighbourhood of the cut-locus. It is possible to work around these technical 
difficulties since the cut-locus is a polar set for Brownian motion, but the following 
approach completely side-steps the problem. Equation 5.3 should be born in mind 
for motivation. 
Chapter 5. Gaussian bounds 
	
79 
5.2 Gaussian bounds 
Lemma 5.2 We define 
da (X, y) = sup {
f (Y) - 1(x): IIVfII 	1 } 
I 
We then have 
d(x,y) = 
sup {of(y) - cf(x) - ta2 iivfii} 4t 
fE 
and the supremum occurs at c = d/(2t). 
Remark. When a = id then da(., -)is the classical Riemannian metric on 
M.Since a is uniformly elliptic it has an inverse a 1 , and when a 1 is C2 we have 
that da is the classical distance in the metric a 1 relative to gj, see for instance 
Stroock [S]. 
Proof. We split the minimisation and first minimise over f and then over c. 
sup {af(y) —af(x) t 2 IVfII} = SUP { sup {f(Y) —f(x)} 	2t} 
O<a(oo 	 JEF 
fEY 







In order to illustrate the techniques of proof we first obtain Gaussian bounds 
for the unperturbed operator, we then go on to bound the case of a general self-
adjoint semigroup in terms of the Riemannian distance associated to the metric 
a1. 
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Theorem 5.3 For a manifold with spectral gap A and Nash inequality, suppose P 
is the unperturbed semigroup (i.e. defined by a Dirichlet form as in Definition 2.16 
with a=id,b=b=c=O) then 
-,/2 
pj (x, y) 	





 A 	exp At - d
2 
 2t 	 4t) 
where d = d(x,y) and Ci (v,A) is the constant of Theorem 4.14. 
Proof. Fix x, y e M. We apply Theorem 4.14 to the semigroup Pt f where f E .F, 
using Equations (5.1) and (5.2) to obtain the coefficients of the new semigroup 




(v' [3 lal + 2a2 +A] 
-1 
 A t) 
-L//2 
 exp (—At + a2t) 
-+co 
Now 	 p(x,y) = e fp(x,y)eM so 
11100 
-v/2 
pt (X, y) C1 (v_1  [3 	+ 2a2 + A]
-1 
 A t) 	exp (—At + a 2 + crf(x) - crf(y)) 
We now wish to minimise the right hand side over f E F and a, as noted previously 
the absolute minimum is given by an intractable cubic and so we minimise the 
exponential term. By Lemma 5.2 the minimum is —d 2 (x, y)/(4t) attained when 
a = d/(2t). Substituting gives the result. U] 
We now apply the same methods to the case of the general self-adjoint semi-
group. 







Ci (( + + k1 ) At) 	ex('m 	
d2 
	
W 2t 4t 
int_ ) 
where k 1 = ( 2B + C) - 'Ym.in and the bound is monotone increasing in k 1 . Recall 
that -fmin is defined in Proposition 4.4 
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Proof. It is obvious from the proof of Theorem 4.14 that increasing 	B, B, C 
weakens the bounds which depend on them, it is therefore permissible to split the 
suprema 
B °1 	sup lb + OVfla sup 1b1 0 + lal sup lVfla = B + laI llVflla,cx 
and similarly for E, C, and Yw•  We therefore obtain 
e -cx1(x) pt ( x , y ) e'M = IlPtcf 	 s Ci (kx1 At) -v/2 	f exp -yt) 
which gives 
pt (x, y) < Ci (t A 
[3 
 (2B + C) - min + 3 laP + 202] 
_1) 
x exp [(-m + a2 )t + af(x) - af( y )]. 
We again optimise over a and use Lemma 5.2 to obtain the Gaussian bound 
(t A v 
[3 






5.3 Martingale Decomposition 
In this section we explore Gaffney's original inequality and related techniques for 
obtaining Gaussian upper bounds on the transition probabilities between two sets. 
We give a new probablistic proof of Gaffney's result due to Lyons which has the 
advantage of being easy to generalise. We must first establish some more notation 
as the techniques are somewhat different from those used in the rest of the thesis, 
the natural setting is a Dirichlet space. 
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Let M be a locally compact separable metric space, and let y be a Radon 
measure on M whose support is equal to M. Let (E, D(E)) be a regular local sym-
metric Dirichiet space on L 2 (M, i) which determines a symmetric Markov process 
(1k, X, P) with continuous paths (see for example Fukushima [F]). Correspond-
ing to the family of probability measures P we have the conditional expectation 
E and 
	
(Pr!) (x) = E (f(X)). 	 (5.4) 
The measure p is a stationary measure of the process, and we define the asso-
ciated L 2 inner product (., ),. We define a cr-finite measure P by P,(.) = 
fm P( . ) p(dx), and E,, is expectation with respect to P, 1 . We will need the no-
tion of the time reversal of a process on the time interval [0, T]. We define the 
time reversed filtration to be the a-field generated by {X 3 : T - t s ( T}. 
The results of this section hinge on the following theorem. 
Theorem 5.5 (Lyons, Zheng [LZ]) Suppose that X t is conservative and that 
f e V(E) and let J be the quasi-continuous version of f. Given fixed T > 0 we 
may write 
f(x) - J(X0 ) = 2 Mt + (At - MT-t) 	V 	t < T 	P, - a. e. (5.5) 
where Mt is a (P,1 ,F) martingale, and Mt is a time reversed (that is (P,,F)) 
martingale. If we also require f(X j ) - Mt has zero quadratic variation then the 
decomposition (5.5) is unique. 
We can now prove: 
Lemma 5.6 (Gaffney) We assume that the semigroup P is conservative, i.e. 
IIiIIi...i = 1, and suppose that c E (0,00) and IVf I 1 almost everywhere, then 
for 0,0 E L 2 (M,) we have 
(, 	'i') 	IIII2,L I10II2,1 e 
	t 
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Proof. By Equation (5.4) we have 
(, Pb) 0 = E. ((x0 ) exp [cf(X) - crf(X o )] b(X)). 
We now apply Theorem 5.5 to the process f(Xt) - 1(X 0 ), taking T = t to get 
f(X j ) - f(X 0 ) = 
( 
+ 
where Mt is a martingale, I1It is a reverse-time martingale, and the quadratic 
variation process (or bracket) is given by 
[M] = [IcI] = Iv! (X3 )1 2 ds < t 
by our assumption on f. Hence 
(4,F'&) = E. (O(Xo ) exp (M) exp 	&(x)) 
[E, ((Xo)2eaMt)J1h'2  [E"'  (eCfV)(xt)2)] 1/2. 	(5.6) 
To estimate the right hand side above we use a result of Doléans. 
Theorem 5.7 (Doléans, [RW], p.  76) If Mt is a continuous local martingale 
null at 0, then exp (aMt  a2[M]t)  is a non-negative local martingale. (Note that 
the statement in Rogers and Williams [RW] uses the probabilists normalisation of 
time.) 
Corollary 5.8 If [M]j t then 
E (,`Mt) ea  
Proof of Corollary 5.8 
We know that exp (amt - a2[M]j) is a local martingale, so by Fatou's lemma 
([RW] p.22) is a supermartingale. Hence 
I cMt a E (e 	- 2[M}t) 	E (eaMo_2EMb0) = 1. 
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Using [MI t < t on the left hand side proves the result. 	 0 
We wish to apply Corollary 5.8 to Equation (5.6). We have 
2 aMt E, (cb(Xo)2eaMt) = JM E ((x) e ) 4u(dx) 
= 
IM O(X)2 Ex (e'm') (dx) 
2 	2 t 
< 	
2 a2 t q(x)e p(dx)=q5 2 e a JM 






e 2 	e2 	101I2,, 
which completes the proof. 	 FE 
One advantage of the proof of Lemma 5.6 is that it is easily extensible away 
from the case of L 2 —p L 2 bounds. We use it to prove general set-valued Gaussian 
bounds. 
Theorem 5.9 (Lunt, Lyons) Suppose that X t is conservative and that fL is its 
stationary measure. Given two sets A and B we define the distance 
d d(A,B) inf {dist(x,y) x  A,y E B}. 
We then have 
112 	11 
2 	/ d2 	t 
[log ,(A)12\
()(B) exp 	- 	
M(B). 
)  V 4d
2 
d2 
P(X0 € A, X t E B) < 	 if 	 t 
mm (p(A)'I 2 , (B) 112) 	if log 
p(A) I > d2 
The following was first proved by Davies [D4]. 
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Corollary 5.10 
2 P, (X0 E A,X E B) 1u(A) 
1/ ,,(B)1/2  exp 
(-4t) 
d 
This is strictly weaker unless y(A) = /1(B). 
Proof. The idea is similar to the proof of Lemma 5.6. We set f(z) = d(X 0 , z) 
and as before we apply Theorem 5.5 to obtain 
f(X t ) - 1(X0) = (i + 
We consider 
E,L [X A (X o )e 	t)_0) xB(Xt)J 	E IXA(Xo)exp (M)] " 
xE,., [XB  (X t ) exp (Ia--kt) ] I1q 
 
by Holder's inequality. Now 
E,. [XA  (Xo) exp (?M)] 
so 




exp ( 	) u(dx) 	Corollary 5.8 J  




E [X A (X o )e 	t)_c f (Xo) X B (X)] 	j(A) exp (---( 
+ q)) /1(B)l'. 	(5.7) 
We now wish to estimate P. (X 0 E A, X t E B); notice that X0 E A, X t E B 
implies d(X 0 , X) > d(A, B) and hence ej t)af(Xo) e. We can now write 
P (X0 e A, X t e B) = E [XA(Xo)XB(Xi)1 
E (XAXoe t)_0) XBXt1e_) 
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on picking a = Id  to minimise the right hand side. Taking p = q = 2 proves 
Corollary 5.10. We now minimise this over 1 <p < oo. The logarithm of (5.8) is 
quadratic in l/p, the unconstrained minimum occurs at 
1 	1 	t 	p(a)
og 
and 0 < i/p < 1 corresponds to log fI < d2 /t. Substituting this value of i/p 
back into Equation (5.8) gives the first part of the theorem. When the constrained 
minimum lies on the boundary, we take the limit p - 1 or p -+ oo in Equation (5.8) 
to complete the proof of the theorem. 701 
It is not possible to extend to pointwise bounds from the above estimates with-
out additional information about the local structure of the space, since examples 
of manifolds exist for which the heat kernel does not have a Gaussian tail. Given 
local information (for example a Nash or Sobolev inequality, or a local Harnack 
inequality), it is possible to apply Gaffney's inequality to prove global pointwise 
bounds, see Davis [D3]. 
Appendix A 
Appendix 






where d = 	and S = I supX EM lb + bJJ (x)14. Considering y(a) it is obvious that 
it has a unique minimum in a> 1. To find it we take logs and differentiate; 
- 	—d/a 2 +S=0 
2a(a - 1) 
that is 
(a2 S—d)(a-1)=av/2 
We are in the case of strong drift, so S > d which implies azi12 = (a2S - 
d)(a-1) (a2 -1)(a-1)d. 
ka > (a2 - 1)(a - 1) 
where k = v/2d> 0. 
What are the roots of (x 2 - 1)(x - 1) - kx = 0? 
Let z 3 = —8/27+k/6+iV'/18 /4k 2  + 13k + 32, and let i denote its complex 
conjugate, for any one fixed cube root. The roots are: 
Appendix A. Appendix 	 [:1:3 
x 1 =z++113 
x 2 = — 1/2(z +i) + 1/3 + iv/-3/2(z - 
x3 = — 1/2(z + ) + 1/3 - i/12(z - 
They are all real. We want the unique one in x> 1 which is x 1 . 
We must then substitute x 1 back in y. There are no obvious simplifications. 
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