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The richness of semantic representations associated with individual words has emerged
as an important variable in reading. In the present study we contrasted different
measures of semantic richness and explored the time course of their inﬂuences during
visual word processing as reﬂected in event-related brain potentials (ERPs). ERPs were
recorded while participants performed a lexical decision task on visually presented
words and pseudowords. For word stimuli, we orthogonally manipulated two frequently
employed measures of semantic richness: the number of semantic features generated in
feature-listing tasks and the number of associates based on free association norms. We
did not ﬁnd any inﬂuence of the number of associates.In contrast, the number of semantic
features modulated ERP amplitudes at central sites starting at about 190ms, as well as
during the later N400 component over centro-parietal regions (300–500ms). Thus, initial
access to semantic representations of single words is fast and word meaning continues
to modulate processing later on during reading.
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INTRODUCTION
Extracting meaning from words and texts is the ultimate goal
of written language comprehension. Yet, semantic represen-
tations and the mechanisms underlying semantic processing
remain elusive. Accordingly, many models of visual word recog-
nition, even though assuming a role for semantic representations,
have restricted explicit computational implementations to ortho-
graphic and phonological processes (Seidenberg and McClelland,
1989; Plaut et al., 1996; Coltheart et al., 2001;b u ts e eHarm and
Seidenberg, 2004).Onewayt oappr oachtheissuehowmeaningis
represented and retrieved during reading is to examine inﬂuences
of semantic richness, that is, how differences between words in
the amount of associated semantic information modulate word
processing (Buchanan et al., 2001; Locker et al., 2003; Yates et al.,
2003;Balotaetal.,2004;Adelmanetal.,2006;Pexmanetal.,2007;
Duñabeitia et al., 2008; Mirman and Magnusson, 2008; Pexman
et al., 2008; Grondin et al., 2009; Yap et al., 2011). Investigating,
w h i c ho ft h ev a r i o u sm e a s u r e sp r o p o s e dt oq u a n t i f ys e m a n t i c
richness inﬂuence word processing, and at what point in time
these inﬂuences take place (absolutely as well as in relation to
other lexical processes), helps to specify the nature of semantic
representation andto comecloserto anunderstandingofthe pro-
cesses taking place when meaning is extracted from print. As yet,
evidence on the time course of semantic richness effects during
reading is scarce and inconsistent (Kounios et al., 2009; Müller
et al., 2010; Amsel, 2011;s e eb e l o w ) .E x p l o i t i n gt h eh i g ht e m p o -
ral resolution provided by event-related brain potentials (ERPs),
we aimed to further clarify this issue.
Measures of the richness of semantic representations have
been based, for example, on word co-occurrences in text corpora
(Buchanan et al., 2001), contextual dispersion across different
content areas (Adelman et al., 2006), and the number of semantic
features generated in feature-listing tasks (McRae et al., 2005).
However, Pexman et al.(2008) reported different patterns of con-
tributions for these different measures of semantic richness to the
latencies of lexical decisions and semantic categorizations. Hence,
semanticrichness seems nottobeaunitaryphenomenonanddis-
tinct mechanisms may underlie the inﬂuences of different facets
of this variable. Here, we directly contrasted two important mea-
sures of the richness of semantic representations, the number of
semantic features and associates, as described below.
Many inﬂuential models and theories assume semantic fea-
tures to playacrucialrolein meaning representation (e.g., Collins
and Loftus, 1975; Plaut and Shallice, 1993; Harmand Seidenberg,
2004); the number of semantic features determining a word’s
meaning thus seems to be a key indicator of semantic richness.
Indeed, words with many semantic features (e.g., desk) are pro-
cessed faster in lexical decision and semantic categorization tasks
than words with fewer features (e.g., cork; Pexman et al., 2002,
2003; Grondin et al., 2009). In the present study the number of
semantic features was manipulated based on the elaborate norms
by McRae et al. (2005) where more than 700 participants had
listed semantic features for 541 concrete words (e.g., mouse—“is
small,” “has legs,” etc.).
Another relevant and frequently used measure of semantic
richness is the number of different ﬁrst associations generated
across participants in free-association tasks (Nelson et al., 2004).
In the study by Nelson et al. (2004), participants produced the
ﬁrst word that came to their mind upon hearing a speciﬁc cue
word. Subsequently, the number of different ﬁrst associations to
this cue word was counted, excluding idiosyncratic associations
(i.e., associated words produced by a single participant only).
Based on the assumption that every ﬁrst free association to a cue
word is anassociate in semantic memory, the number of different
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ﬁrst free associations has been referred to as the number of asso-
ciates. For simplicity, we will use the term number of associates
throughout the manuscript. Words with many associates have
been found to be processed faster than words with few associates
in tasks such as lexical decision, semantic categorization, read-
ing aloud, perceptual identiﬁcation, and online sentence reading
(Buchanan et al., 2001; Pexman et al., 2007; Duñabeitia et al.,
2008). However, it is important to note that a recent study did
not ﬁnd any inﬂuences of the number of associates when con-
trolling for other lexical and semantic variables such as e.g., the
number of features (Yap et al., 2011). Thus, the availableevidence
concerning independent inﬂuences of the number of associates is
controversial.
An important step toward understanding the mechanisms
underlying the extraction of meaning from print, and ultimately
specifying these mechanisms in explicit computational models,
is to investigate the time course of inﬂuences of semantic rich-
ness, that is, at which time it affects word processing and how
the timing of semantic richness effects relates to inﬂuences of
other lexical variables. A number of studies have investigated
the temporal dynamics of different aspects of semantic process-
ing, and recent evidence suggests that lexical semantic access
may start as early as within the ﬁrst 200 ms of word processing
(e.g., Skrandies, 1998; Hauk et al., 2006; Penolazzi et al., 2007;
Kiefer et al., 2008; Dambacher et al., 2009; Pulvermüller et al.,
2009; Segalowitzand Zheng, 2009; Kiefer andPulvermüller,2011;
Rabovsky et al., 2011a) .H o w e v e r ,e v i d e n c eo nt h et i m ec o u r s e
of the above-mentioned effects of semantic richness is restricted
to three recent ERP studies, two focusing on semantic features
(Kounios et al., 2009; Amsel, 2011) and the other on associates
(Müller et al., 2010).
Kounios et al. (2009) aimed at a graded manipulation of
semantic richness, ranging from abstract words with presumably
rather poorrepresentations in semantic space (Paivio, 1986;Plaut
and Shallice, 1993), over concrete words with few semantic fea-
tures, to concrete words with many semantic features (cf. McRae
et al., 2005). In this study, participants were presented with word
pairs, which could be semantically related or unrelated. Whereas
no responses were to be given to the ﬁrst words of the pairs (the
experimental items), the second words of the pairs had to be
judged for their relatedness to the preceding word. Signiﬁcant
effects of semantic richness were obtained in the ERPs between
200 and 800ms after stimulus onset, but the theoretically most
extreme comparison(between abstract words and concrete words
with many semantic features) was not signiﬁcant in any segment.
Furthermore, ERP amplitudes did not show a monotonic order-
ing according to the presumably graded variation of semantic
richness. In line with previous evidence (Kounios and Holcomb,
1994; West and Holcomb, 2000), N400 amplitudes to both types
of concrete words were larger as compared to abstract words;
however,concrete wordswithfewfeaturesunexpectedly tendedto
elicit larger N400 amplitudes than those with many semantic fea-
tures. Because this result is at variance with predictions, Kounios
et al. (2009) concluded that semantic richness either has a non-
monotonic effect on neural activity or that, alternatively, their
manipulation of semantic richness was confounded with some
other factor.
In a study by Amsel (2011), participants read words silently
andsubsequentlymadetwojudgments,atﬁrstabouttheextent to
which the word elicited mental imagery and then concerning the
extent to which this imagerywasbasedonspeciﬁc personalmem-
ories. In contrast to Kounios et al. (2009), Amsel indeed found
more negative amplitudes for words with more semantic features
starting at about 320ms. Furthermore, this study reported sig-
niﬁcant inﬂuences of the number of features between 200 and
300ms, and an additional short-lived effect already at 120ms.
Thus, available evidence on inﬂuences of the number of features
is rather mixed concerning both timing and direction.
Müller et al. (2010) manipulated the number of associates in
a lexical decision task and observed larger N400 amplitudes for
words with more associates. This seems in line with the ﬁnding
of enhanced negativity for words with many features at about
320ms (Amsel, 2011) but in disagreement with the observation
of Kounios et al. (2009) that concrete words with fewer seman-
tic features elicited larger N400 amplitudes. Itseems important to
note that partof the inconsistency may be due to the use of differ-
ent measures of semantic richness, as the relation of the different
variables is currently not clear. Furthermore, in line with theo-
ries assuming a feature-based organization of semantic memory
(Plaut and Shallice, 1993; Harm and Seidenberg, 2004; McRae,
2004), recent evidence suggests that the number of associates
may not yield independent contributions to semantic richness
effects when other relevant variables are controlled for (Yap et al.,
2011). In sum, the evidence concerning the temporal evolvement
of semantic richness effects during reading is far from conclusive.
It seems especially interesting to pinpoint the moment when
semantic richness effects ﬁrst arise during reading, and to deter-
mine the temporal delay between initial access to form-related
lexical information and the activation of the corresponding
semantic representations. Access to orthographic representations
has been proposed to be reﬂected in the left-lateralized N1 com-
ponent of the ERP peaking at about 160ms, presumably corre-
sponding to hemodynamic activation in an area within the left
fusiformgyrusassumedtobespecializedinvisualwordformpro-
cessing (e.g., McCandliss et al., 2003; Maurer et al., 2005; Brem
et al., 2009). As activation of orthographic representations may
enable the retrieval of the corresponding semantic information,
the subsequent components (P2 and N2) seem to be interest-
ing candidates for initial inﬂuences of semantic richness. Indeed,
these components seem to be modulated, for example, by seman-
ticcontext (vandenBrinketal.,2001;KandhadaiandFedermeier,
2010; Barber et al., 2011).
Aiming to specify the temporal relationship between word
formandmeaningprocessing,wecomparedtheonsetofsemantic
richness effects with the onsetoflexicality effects: aspseudowords
do not match any pre-existing visual word form representation,
ERP differences between words and pseudowords may already
arise at the level of orthographic processing, preceding possible
effects at the semantic level.
In sum, we recorded ERPs while participants performed
visual lexical decisions. Within the word stimuli, we orthogo-
nally manipulated two prominent measures of semantic rich-
ness, namely the number of semantic features (McRae et al.,
2005) and associates (Nelson et al., 2004) to assess independent
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contributionsofeachvariable.Basedontheevidenceforearlylex-
ical semantic modulations described above, we examined inﬂu-
ences of semantic richness not only on the N400 component,
which has often been related to semantic processes (Kutas and
Federmeier, 2011), but also on earlier ERP components.
MATERIALS AND METHODS
PARTICIPANTS
Twenty-four native English speakers (from Australia, New
Zealand, the UK, and the USA) were paid 7Cp e rh o u rt op a r -
ticipate in the study. Half of them were male; their age ranged
from 19 to 32 (M = 25) years. All participants had normal
or corrected-to-normal vision, 20 were right-handed. Written
informed consent was obtained before the experiment.
MATERIALS
Stimuli were 160 concrete English nouns (40 per condition com-
bination) and 160 pseudowords. Within the word stimuli, the
number ofsemantic features (McRaeetal.,2005)andthen umber
of associates (Nelson et al., 2004) were orthogonally manipu-
lated across two levels each. The four condition combinations
did not differ in familiarity, concreteness, word length, word fre-
quency, bigram frequency, or in the number of orthographic
neighbors, phonological neighbors, phonemes, and syllables (all
Fs < 1; please see Table 1). We report the measures for num-
ber of associates and concreteness based on Nelson et al. (2004).
The wordfrequencyvaluesrepresentlog-transformedfrequencies
based on the HAL corpus (Lund and Burgess,
to the English Lexicon Project (ELP; Balota et al., 2007). Values
for the remaining word characteristics are taken from McRae
et al. (2005). Pseudowords were constructed by recombining the
letters of the word stimuli (e.g., “osnop” from “spoon”). They
were orthographically less typical than the words as indicated
by bigram and trigram frequency values retrieved from the ELP
(Balota et al., 2007).
PROCEDURE
Participants were seated in a dimly lit, sound-attenuated, and
electrically shielded chamber. Stimuli were presented in black in
24 point Arial font on a light blue screen, 1m in front of the
Table 1 | Stimulus characteristics.
Features Many Few
Associates Many Few Many Few
N◦ features 16.08 16.08 9.25 9.25
N◦ associates 18.03 9.20 18.05 9.20
Familiarity 6.24 6.40 6.16 6.01
Concreteness 6.07 6.08 5.99 6.01
Length (n◦ letters) 5.53 5.33 5.35 5.15
Word frequency 8.31 8.20 8.28 8.26
Bigram frequency 3825 3507 3334 3500
N◦ orth. neighbors 5.63 7 .58 6.55 6.23
N◦ phon. neighbors 13.90 14.80 13.75 15.10
N◦ phonemes 4.45 4.30 4.50 4.18
N◦ syllables 1.63 1.60 1.58 1.55
participants. Each trial began with a ﬁxation cross, presented for
1.5s, and followed by a letter string, terminated by the response
or after 3s. The next trial started immediately thereafter, with
a constant response-stimulus interval of 1.5s. Participants were
instructed to restrict eye blinks to the periods during which
the ﬁxation cross was visible. Participants were to indicate as
fast and accurately as possible whether the letter string was a
word or not by pressing a button to the left or right with the
corresponding index ﬁnger. Response hand-to-stimulus assign-
ments were counterbalanced across participants. Stimuli were
presented in a different random order for each participant. In
all, the experiment comprised 320 trials, separated by seven short
breaks.
EEG RECORDING AND ANALYSIS
TheEEGwasrecordedwithAg/AgClelectrodes from62scalpsites
according to the extended 10–20system, andreferenced to the left
mastoid. Electrode impedance was kept below 5k . Bandpass of
ampliﬁers (Brainamps) was 0.032–70Hz, and sampling rate was
500Hz. Ofﬂine, the EEG was transformed to average reference.
Eye blink artifacts were removed with a spatio-temporal dipole
modeling procedure using BESA software (Berg and Scherg,
1991). After applying a 30Hz low pass ﬁlter, the continuous EEG
was segmented into epochs of 1s, with a 200ms pre-stimulus
baseline. Trials with remaining artifacts and with incorrect or
missing responses were discarded.
Early parts of the ERP waves were segmented based on mea-
suresofglobalmapdissimilarity(GMD;Lehmann andSkrandies,
1980; Brandeis et al., 1992). GMD values reﬂect dissimilarities
of topographies across adjacent time points so that GMD peaks
indicate transitions between periods ofrelative topographicalsta-
bility, which indicate ongoing processes in similar brain areas
(Lehmann and Skrandies, 1980). GMD values based on ERPs
averaged across all experimental conditions peaked at 80, 130,
180, and 240ms (see Figure1D). These moments of transition
were taken as borders for ERP segmentation; thus, subsequent
analyses focused on segments between 80–130, 130–180, and
180–240ms. As word processing continues during later parts of
the ERP, transitions between brain states as indicated by GMD
measures become less clear-cut (see Figure1D). Thus, a further
segment between 300 and 500ms, corresponding to the N400
component, was chosen based on the literature (e.g., Kutas and
Federmeier, 2011).
Amplitudes were averaged within these selected epochs. We
ﬁrst analyzed amplitudes of global ﬁeld power (GFP; Lehmann
and Skrandies, 1980), reﬂecting the average activity across all
electrodes (see Figures1A–C). By providing a global measure
of activity across the scalp, GFP analyses diminish the risk of
obtaining false positive results, which may be entailed by focus-
ing on a few electrode sites only. Furthermore, for each segment,
these global analyses were complemented by analyses focusing
on electrode sites at relevant regions of interest (ROIs). For early
components with sharpandclearlylocalizedpeaks, these comple-
mentary analyses focused on electrodes with maximalamplitudes
(averagedacross all experimental conditions) and their contralat-
eral counterparts: PO7/PO8 for the segment between 80 and
130ms, corresponding to the P1 component, and PO9/PO10 for
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FIGURE 1 | Global ﬁeld power (GFP; n = 24; 62 channels) as a function of
lexicality (A), the number of semantic features (B), and the number of
associates (C). Vertical lines indicate borders of ERP segmentation, based
on measures of global map dissimilarity (GMD; D).
the segment between 130 and 180ms, corresponding to the N1
component. The segment between 180 and 240ms corresponds
to the P2/N2 complex, with a negative maximum at posterior
sites and a positive maximum over the vertex, so that we ana-
lyzed ERPs both at posterior (PO9/PO10) and at central (C1, Cz,
CPz, C2) sites. For the N400 component, which has a broad max-
imum over centro-parietal regions (Kutas and Federmeier, 2011),
we analyzeda largerelectrode cluster (C1, Cz, C2, CP1, CPz, CP2,
P1, Pz, P2) between 300 and 500ms.
Even with painstaking controls of perceptual factors the use
of different words for different experimental conditions always
induces the risk that obtained effects may be due to sensory con-
founds.Especiallywhenfocusingonearlyvisualcomponents,this
is a serious issue. In order to control for such possible confounds,
pseudowordswere categorized according to the semantic richness
condition of the words they were derived from. As pseudowords
were constructed by recombining the letters of the word stim-
uli (e.g., “osnop” from “spoon”), they were identical to their base
wordsin terms ofthe basicvisualfeatures containedin the letters,
but differed from their base words in that they did not convey
meaning. Hence, we applied the ERP analyses run on the word
stimuli in an analogous way to the pseudoword stimuli. Thus,
obtaining semantic richness effects for the words but not for the
pseudowords provides evidence against an interpretation of the
obtainedsemanticrichnesseffects intermsofasensoryconfound.
In addition to semantic richness effects, we also analyzed
differences between words and pseudowords.As effects of seman-
tic richness can be analyzed only within words, data were thus
submitted to two types of ANOVAs. One focused on word stim-
uli only and included the factors Features (many vs. few) and
Associates (many vs. few), while the other was applied to all stim-
uli and included the factor Lexicality (words vs. pseudowords).
Post-hoc tests were Bonferroni-corrected.
In an attempt to capture the temporal delay between the inﬂu-
ences of lexicality and semantic richness, we calculated t-tests
for each time point between GFP amplitudes to words vs. pseu-
dowords (lexicality effect), as well as between GFP amplitudes to
wordswith many vs.fewsemantic features (feature effect). Onsets
w e r ede ﬁ n e dast h epoi n t si nt i m ewh e nane f f e c tﬁ r s ts t art e dt obe
signiﬁcant (for df = 23 p < 0.05 ift > 2.069)over ﬁve successive
sampling points.
Inorderto comparethescalptopographiesoftheeffects across
time windows, difference waves were scaled to the individual GFP
within the relevant time windows for each participant; that is, the
amplitude ateach electrode wasdivided by GFP.This wasdonein
ordertoomitdifferences in overallamplitudesince onlytheshape
of the distributions was to be compared.
RESULTS
PERFORMANCE
For each subject, we excluded trials deviating from the subject’s
mean RT by more than 2SDs. Response latencies were signif-
icantly shorter for words (M = 682ms) than for pseudowords
(M = 759ms),F1(1,23) = 20.25,p < 0.001,F2(1,318) = 123.1,
p < 0.001, but were not affected by the semantic richness factors,
F1s < 1, F2s < 1. Analyses of error rates did not reveal signiﬁ-
cant effects, with overall very high accuracy for both words (M =
1.8%) and pseudowords (M = 2.0%).
ELECTROPHYSIOLOGY
GFP amplitudes as a function of lexicality, the number of fea-
tures, andthe number of associates aredepicted in Figures1A–C.
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F-values and signiﬁcance levels for analyses of GFP amplitudes
andforthecomplementaryanalysesofERPamplitudesatspeciﬁc
ROIs (see below for details) are reported in Table 2.
Between 80 and 130ms, in the segment corresponding to the
P1 component, neither analyses of GFP amplitudes nor anal-
yses focusing on the electrodes with maximal P1 amplitudes
(PO7/PO8) showed signiﬁcant effects.
Between 130 and 180ms, corresponding to the N1 time
window, analyses of electrodes with maximal N1 amplitudes
(PO9/PO10) revealed a signiﬁcant inﬂuence of Electrode Site,
F(1,23) = 16.16, p = 0.001, indicating left-lateralization as typ-
ically observed for the N1 to visual words (e.g., McCandliss
et al., 2003). In addition, there was a signiﬁcant inﬂuence of
lexicality (with a corresponding trend in the GFP analysis), indi-
cating larger N1 amplitudes for pseudowords than words (see
Figures1 and 2).
In the segment between 180 and 240ms, corresponding to the
P2/N2 complex, analyses of GFP amplitudes showed continued
inﬂuences of lexicality, which could be conﬁrmed at the posterior
sites PO9 and PO10, F(1,23) = 16.64, p < 0.001 (F < 1a t
C1, Cz, CPz, C2). Comparison of topographical distributions
of lexicality effects between the earlier (130–180ms) and later
(180–240ms) segment revealed no signiﬁcant difference,
F(1,23) = 1.17, p = 0.32. Importantly, during the segment
between 180 and 240ms, GFP analyses also revealed signiﬁcant
inﬂuences of the number of features (see Figure1 and Table 2).
Feature effects could be conﬁrmed over the vertex, F(1,23) =
4.31, p < 0.05 at C1, Cz, CPz, C2 (please see Figure3), but
were not signiﬁcant over posterior areas, F(1,23) = 1.82,
p = 0.19.
Running t-tests on GFP amplitudes (see Methods) indicated
lexicality effects to start at 164ms while feature effects arose at
190ms, suggesting that semantic features are activated only about
20–30ms after form-related properties during word reading.
During the N400segment, GFP analyses did not reveal sig-
niﬁcant results. However, the complementary analysis focusing
on centro-parietal sites (C1, Cz, C2, CP1, CPz, CP2, P1, Pz,
P2), providing increased sensitivity, revealed a signiﬁcant inﬂu-
ence of the number of features, F(1,23) = 4.83, p < 0.05. As
can be seen in Figure3, amplitudes were more negative for
words with more semantic features (and even though not sta-
tistically reliable, this tendency is also observable in GFP ampli-
tudes depicted in Figure1). A comparison of topographical
FIGURE 2 | Top. Inﬂuences of lexicality and the number of semantic
features on event-related brain potentials at posterior electrode sites.
Bottom. At left is a map of electrode locations with the depicted sites PO9
and PO10highlighted in dark gray. To the right is the topographical
distribution of the lexicality effect (words minus pseudowords) between
130 and 240ms.
Table 2 | F-values and signiﬁcance levels from analyses of variance on GFP amplitudes and on ERP amplitudes at relevant electrode sites
(ROIs; see Methods and Results for details).
Source df Time segments
P1 (80–130) N1 (130–180) P2/N2 (180–240) N400 (300–500)
GFP ROI GFP ROI GFP ROI GFP ROI
WORDS
Features 1, 23 4.82∗ 4.31∗ 4.83∗
Associates 1, 23
Features × Associates 1, 23
PSEUDOWORDS
Features 1, 23
Associates 1, 23
Features × Associatets 1, 23
ALL STIMULI
Lexicality 1, 23 3.42 (∗)5 . 8 1 ∗ 18.82∗∗∗ 16.64∗∗∗
Words were analyzed to examine inﬂuences of semantic richness; pseudowords differing in the semantic richness of the words they were derived from were
analyzed analogously to control for possible contributions of sensory confounds. Analyses on all stimuli examined lexicality effects.
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05; ( ∗)p= 0.077.
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FIGURE 3 | Inﬂuences of the number of semantic features on
event-related brain potentials at centro-parietal electrode sites. On the
right are topographical distributions of feature effects (many minus few
semantic features) between 180 and 240 (top) and between 300 and 500ms
(middle), as well as a map of electrode locations with the depicted sites
highlighted in dark gray.
distributions of semantic feature effects between the earlier (180–
240) and later (300–500) time windows revealed no signiﬁcant
difference (F < 1).
Analogous analyses of ERPs to pseudowords categorized
according to the semantic richness of their base words did not
reveal any signiﬁcant differences (see Table 2).
DISCUSSION
The present study investigated the time course of semantic rich-
ness effects during visual word recognition by means of ERPs. We
focused on two different measures of semantic richness, namely
the number of semantic features (McRae et al., 2005)a n dt h e
number of associates (Nelson et al., 2004). Of primary interest
were, whether, and how these measures contribute to semantic
richness effects during word reading, and to disentangle their rel-
ative contributions. In addition, we related the onset of semantic
inﬂuences to the onset of lexicality effects in order to obtain rel-
ative temporal information on the time course of word form and
meaningaccess.ThenumberofsemanticfeaturesmodulatedERP
amplitudesstarting atabout190ms,shortly after the onset oflex-
icality effects during the N1 segment at about 164ms. Later on,
in the N400 segment, the number of semantic features enhanced
negative amplitudes at centro-parietal sites. In contrast, we did
not ﬁnd any inﬂuence of the number of associates. We will detail
and discuss these ﬁndings below.
EARLY ERP COMPONENTS
The ﬁrst ERP component found to be modulated was the poste-
rior left-lateralized N1, presumably reﬂecting visual word form
processing within the fusiform gyrus (McCandliss et al., 2003;
Maurer et al., 2005; Brem et al., 2009;s e eFigure2). Mean ampli-
tudes at posterior sites in the N1segment (130–180ms) were
modulated by lexicality, with larger amplitudes for pseudowords
than for words. This lexicality effect is in line with PET studies
showing stronger left fusiform activations for pseudowords than
for real words (Brunswick et al., 1999; Fiez et al., 1999). More
generally, it ﬁts well with the assumption that the left-lateralized
N1 component in reading indicates orthographic activation in
the visual word form area (e.g., McCandliss et al., 2003), which
seems to be hierarchically organized to code orthographic repre-
sentations of increasing complexity from individual letters over
bigrams and trigrams to whole words (Vinckier et al., 2007).
Please note that due to our orthographically untypical pseu-
dowords, the ERP difference between words and pseudowords
obtained here may arise at an orthographic locus beneath the
whole word level.
Shortly after the N1, an effect of the number of semantic
features was observed during the P2/N2segment (180–240ms)
while the lexicality effect continued (see Figures1,2,3). Thus,
semantic access seems to start quickly, within the ﬁrst 200ms
of reading, in line with recent evidence as discussed in the
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introduction (Skrandies, 1998; Hauk et al., 2006; Penolazzi et al.,
2007; Kiefer et al., 2008; Dambacher et al., 2009; Pulvermüller
et al.,2009; Segalowitz and Zheng, 2009; Kiefer andPulvermüller,
2011; Rabovskyet al., 2011a). Running t-tests on GFP amplitudes
(see Methods) indicated lexicality effects to start at 164ms, while
feature effects arose at 190ms.
As noted above, because the pseudowords were ortho-
graphically untypical, our lexicality effect may arise at an
orthographic level below access to whole word representations
already. Therefore, the temporal delay between access to whole
word representations and semantics may be even shorter than
the observed 20–30ms. This suggests that word form activation
initially precedes the activation of semantic features by no more
than20–30ms,andthat form-relatedandsemanticproperties are
subsequentlyprocessed in parallel. These results areincompatible
with theories assuming discrete and modular processing stages in
reading,whereprocessingatalowerorthographiclevelneedstobe
completed inordertoenablethe activation ofhigher-levelseman-
tic representations. Instead, our data support partial information
transmission and temporal overlap between processes at different
levels of representations in reading (Seidenberg and McClelland,
1989; Plaut and Shallice, 1993; Harm and Seidenberg, 2004).
N400 COMPONENT
As to be expected, the number of semantic word features also
affected ERP amplitudes during the time window of the N400
component, which hasbeen related to semantic processing (Kutas
and Hillyard, 1980; Kutas and Federmeier, 2000, 2011). Words
with many semantic features elicited larger N400 amplitudes at
centro-parietalsites thanwordswithfewerfeatures(seeFigure3),
in line with Amsel (2011), reporting an enhanced negativity
for words with many features from about 320ms onwards.
Furthermore, our results ﬁt well with ﬁndings that concrete
words—considered to contain richer semantic representations—
produce larger N400 amplitudes than abstract words (Kounios
and Holcomb, 1994; West and Holcomb, 2000; Kounios et al.,
2009), and that newly learned objects and their written names
elicit larger N400 amplitudes when they are associated with in-
depth as compared to minimal semantic information (Abdel
Rahman and Sommer, 2008; Rabovsky et al., 2011a).
On the other hand, our ﬁnding of enhanced N400 ampli-
tudes for words with more semantic features is at variance with
the results of Kounios et al. (2009)w h oo b s e r v e dat r e n df o r
larger N400 amplitudes for words with fewer semantic features.
However, the authors themselves found it surprising that their
semantic feature effect was in the opposite direction as the com-
monly observed concreteness effect that they had also replicated
in their study, and accordingly discussed the possibility that their
semantic richness manipulation might have been confounded
with some other factor. Clearly, further research seems desirable.
In any case, the present result of enhanced N400 amplitudes for
words with many semantic features is in line with feature effects
reported by Amsel (2011) as well as ERP effects of concrete-
ness (Kounios and Holcomb, 1994; West and Holcomb, 2000;
Kounios et al., 2009) and the amount of newly acquired semantic
information (Abdel Rahman and Sommer, 2008; Rabovsky et al.,
2011a).
In principle, our ﬁnding of larger N400 amplitudes for words
with many semantic features would seem to be also compati-
ble with the enhanced negativity in the N400 window for words
with more associates reported by Müller et al. (2010). However,
although both the number of features and associates measure
some facet of semantic richness, and would thus be expected to
elicit similar inﬂuences, it seems somewhat surprising that we
only found effects of the number of features and no inﬂuences
of the number of associates. On the other hand, our results are
in line with Yap et al. (2011) who did ﬁnd independent inﬂu-
ences of the number of features but not the number of associates
whencontrolling forotherrelevantsemantic andlexicalvariables.
Notably, Müller et al. (2010) focused onthe number of associates,
but did not control for the number of features. As the number
of features and associates are positively correlated if not inten-
tionally disentangled as done here, it is possible that the effect
of number of associates reported by Müller et al. was at least
partlydueto the number ofsemantic features. Furthermore, their
stimuli with high and low numbers of associates also differed
in imageability, with signiﬁcantly higher imageability values for
words with more associates (see p. 458 and Table 1 in Müller
et al., 2010); N400 amplitude enhancements as in the study by
Müller et al. have also been found for words with high image-
ability (Kounios and Holcomb, 1994; Holcomb et al., 1999; West
and Holcomb, 2000; Swaab et al., 2002). On the other hand,
the discrepancy may also be due to the manipulation of the
number of associates being rather modest in our study (mean
difference of nine associates between the groups) as compared to
the manipulation by Müller and colleagues (mean difference of
24 associates).
Another possibly relevant factor is that the present study
employed a lexical decision task with orthographically rather
untypical pseudowords; hence, semantic access presumably con-
tributed little to successful task performance. It has been repeat-
edly shown that semantic inﬂuences on word processing depend
on task demands (West and Holcomb, 2000; Pexman et al., 2008).
The semantic inﬂuences elicited in our task were presumably
restricted to those inﬂuences, which take place automatically
when presented with a visual word, and were not induced by
task demands and intentional semantic processing. This may
also be responsible for the absence of behavioral facilitation for
words with richer semantic representations1,w h i c hm i g h th a v e
been expected based on previousevidence (Buchanan et al., 2001;
Pexman et al., 2007; Duñabeitia et al., 2008; Grondinet al., 2009).
Forthesereasons,eventhoughitisaninteresting topicwhether
the organization of the semantic system is based on semantic
features, associations, or both (Lucas, 2000; Hutchison, 2003;
Yee et al., 2009), we would not want to base too strong of a
claim on the absence of ERP effects of the number of associates.
Still, it seems interesting to note that our ﬁndings converge with
1While in our performance data, neither ANOVAs nor multiple regression
analyses did reveal signiﬁcant effects of the number of features or associates,
multiple regression analyses (but not ANOVAs) on RTs to the same stimuli
as retrieved from the ELP showed the expected facilitating inﬂuence of the
number of features (p < 0.05; one-sided) but not associates (p = 0.17; one-
sided).
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Yap et al. (2011) in suggesting that the number of associates
may not independently contribute to semantic richness effects on
(concrete) wordprocessing whenotherrelevantsemanticandlex-
ical variables are controlled for. Notably, the amount of semantic
featuresmodulatedtheERPsinboth earlyandlatertimewindows
in spite of the above-mentioned constraints, in line with auto-
matic task-independent activation of semantic features during
reading.
At present it seems difﬁcult to draw clear conclusions con-
cerning the functional basis of the N400 modulation. Possibly it
reﬂects some continued reverberation and settling still related to
lexical semantic access. On the other hand, the N400 effect may
alsoreﬂect additional post-lexical semantic processing or implicit
memory formation (see e.g., Schott et al., 2002; Rabovsky et al.,
2011b). In any case, the present observation of feature effects
being present already between 180 and 240ms seems to converge
with earlier suggestions that N400 effects occur too late to repre-
sent the ﬁrst phase oflexical semantic access (van den Brink et al.,
2001; Sereno and Rayner, 2003; Hauk et al., 2006; Dambacher
et al., 2009).
CONCLUSIONS
In sum, initial access to semantic features associated with visual
words is fast: ERP modulations set in already at about 190ms,
in close temporal succession to orthographic activation as indi-
cated by lexicality effects in the N1, starting at about 164ms.
Furthermore, the amount of semantic features enhanced N400
amplitudes, indicating continued inﬂuences of word meaning
during reading.
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