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This dissertation is concerned with functional data analysis. Functional data consists of
a collection of curves or functions defined on an interval. These curves can be obtained by
splitting a continuous time record such as temperature into daily or annual curves. Func-
tional data is also obtained when an experimenter records a curve of data from each subject
in a sample, e.g., a growth trajectory of an animal or plant. Several examples of different
models for functional data are given. We use the method of principle component analysis to
obtain the necessary regularization in each model. Functional principal component analysis
is summarized as a natural extension of the traditional vector principal component analysis.
The first functional model is concerned with inference based on the mean function of a
functional time series. We develop and asymptotically justify a testing procedure for the
equality of means in two functional samples exhibiting temporal dependence.
As a second example, we consider a quadratic functional regression model in which a
scalar response depends on a functional predictor. We develop a test of the significance
of the nonlinear term in the model. The asymptotic behavior of our testing procedure is
established.
In the third model, we observe two sequences of curves which are connected via an
integral operator. This model includes linear models as well as autoregressive models in
Hilbert spaces. We develop a procedure to test the stability of the model.
In the fourth model, we propose a functional version of the popular ARCH model.
We establish conditions for the existence of a strictly stationary solution, derive weak
dependence and moment conditions, show consistency of the estimators, and perform an
empirical study demonstrating how our model matches with real data.
For my family.
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In this chapter, we introduce functional data and discuss a few examples. Then, we give
a brief outline of this dissertation.
1.1 Examples of functional data
One of the main goals of statistics is to make inferences about relationships or parameters
based on the data that we collect. These data may take several different forms. A sample
of data for a stock price like Microsoft may consist of a time series of closing prices. A bank
may wish to use this time series to determine an appropriate or fair price for a call option on
Microsoft stock. Data may also come in the form of vectors. For example, a doctor might
record the height, weight, age, and blood pressure of each patient. In this situation, each
observation is a vector of length 4, where the first entry is height, the second is age, etc.
A doctor may use this or similar types of data to determine a patient’s risk of developing
diabetes or other diseases.
The Microsoft stock price data could also be recorded as vectors. If we measure the
value of a Microsoft stock at 1-minute intervals throughout the trading day, we obtain a
vector of length 390 for each day. The value of a stock is actually known exactly at the
times when it is traded. Some stocks trade several times per second, whereas other stocks
trade less than 10 times in a day. The times of the day at which a particular stock is traded
will be different each day, and the number of times it is traded may also vary from day to
day. If we are using a vector to represent each day, then the size of the vector will change
from day to day. Also, elements in the same location in the vector from two different days
may not correspond to the same time of day. One approach is to use a curve or a function
to represent the values of the stock throughout a trading day. Since the value of the stock is
only known at times when it is traded, we obtain a discrete record. However, this discrete
data can be thought of as an approximation to a continuous time record. The continuous
time record is then approximated by some method of interpolation such as cubic splines. A
similar data set is the S&P 100 index, which is pictured in Figure 1.1.
2The temperature at an observatory could similarly be represented by curves or functions.
It is true that the temperature is measured only at a finite number of times throughout the
day. However, unlike stock prices, those measurements really are an approximation to a
continuous time record. The temperature is defined at any time throughout the day, even
if it is not measured.
The techniques that we will develop for the analysis of this type of functional data
requires that the data be segmented. In other word, we don’t use a single function to
represent all of our data. For Microsoft stock, it makes sense to segment the data into days
because there are several hours separating one trading day from the next. In Figure 1.1,
vertical lines separate the trading days. In contrast, there is no gap in measurement of
temperature. However, one of the most influential factors in determining temperature is
the daily rotation of the earth. This contributes a very strong daily periodic element to the
data, suggesting segmentation into days. Depending on the purpose of the investigation, it
is also reasonable to segment temperatures into years.
As another example of functional data, consider the egg-laying trajectories of female
Mediterranean fruit flies. We first obtain discrete data by counting the number of eggs that
a fly lays on each day of its life. Then, we interpolate this data to obtain a continuous
egg-laying curve for each fly. Ten such curves are pictured in Figure 1.2. One difference in
this example is that egg-laying curves are likely to be independent, whereas stock prices on
Friday are certainly not independent of the price on Thursday.
We have seen in the examples of Microsoft stock, temperature, and fruit flies, that it
often makes sense to record data as sequences of curves or functions. This type of data
is called functional data and is the focus of this dissertation. In the remainder of this
work, functional data will be of the form {Xn(t), n = 1, 2, . . . , N, t ∈ [a, b]}. By shifting
and scaling, we can assume that these functions are defined on the interval [0, 1] so that
functional data is of the form {Xn(t), n = 1, 2, . . . , N, t ∈ [0, 1]}. In the stock (temperature)
example, Xn(t) is the value of the stock (temperature) on day n at time t. For the fruit fly
example, Xn(t) is the number of eggs laid by the n
th fly on day t.
1.2 Organization of the dissertation
This dissertation focuses on modeling and analysis with functional data. It consists of 6
chapters. Chapter 1 describes the type of data we are concerned with and gives an outline of
the remaining chapters. In Chapter 2 some general methods and techniques for functional
data analysis are introduced. Chapters 3–6 are each devoted to the development and/or
3Figure 1.1. S&P 100 index, March 26 to March 30,2007
Figure 1.2. Ten smoothed egg-laying curves of Mediterranean fruit flies.




One of the main goals of principal component analysis (PCA) is a reduction in the
dimension of a data set. This is especially helpful when the observations have a very high
dimensionality but the intrinsic dimension of the data is much lower. In this chapter, we will
assume that vector-valued observations, {Xn, n = 1, . . . , N}, are iid and that the covariance
matrix exists. Regarding the function-valued observations, {Xn(t), n = 1, . . . , N}, we will






to this case will be made as necessary in the sequel.
2.1 Vector PCA
In the case when observations are vectors of length L, one can often explain the variance-
covariance structure of these variables with only a few linear combinations of these vectors.
These linear combinations are referred to as principal components. Thus if we use only p
principal components, we have reduced the dimensionality of the observations from L to
p. Essentially, we are projecting our observations onto a lower dimensional subspace to
reduce the dimensionality. The subspace that we use is chosen so that we retain as much
information (variation) in the data set as possible. The principal components are the p
uncorrelated random variables, {Y (i) = 〈X,vi〉, i = 1, . . . , p} such that Var (
∑p
i=1〈X,vi〉)
is maximized subject to the constraint that ‖vi‖ = 1. It is shown in Johnson and Wichern
(2007) that the vectors, vi, that maximize this variance are the eigenvectors of the covariance
matrix, Σ = Var(X), associated with the largest eigenvalues.
In practice, however, the covariance matrix, Σ, is not known and must be estimated
























Either choice is very reasonable and the difference between the two is small since N is
usually rather large. We will use Σˆ. Now that we have an estimate for Σ, we can find the
eigenvectors and eigenvalues of Σˆ and use these as approximations to the eigenvalues of Σ
in order to perform principal component analysis. Let vˆi (vi) be the eigenvector associated
with the ith largest eigenvalue, λˆi (λi), of Σˆ (Σ). We would like to have vˆi be close to
vi. However, distinct eigenvalues do not determine the sign of the eigenvector. Therefore,
the most we can expect is to have cˆivˆi be close to vi, where cˆi = sign(〈vˆi,vi〉). Principal
component analysis projects observations onto the space spanned by the first p eigenvectors.
The possible sign discrepancy in the estimate does not harm us because the sign of the basis
vectors have no effect on the space that is spanned.
2.2 Functional PCA
The samples of curves, Xn(t), that we considered in Section 1.1 are viewed as the
outcomes of random variables. These random variables are also denoted by Xn(t). As in
the case of vector-valued observations, our goal is to reduce the dimensionality of the ob-
servations by projecting onto a lower dimensional subspace. In the case where observations
are functions, this is even more significant because we project from an infinite dimensional
space, L2[0, 1], to a finite dimensional space.
The subspace that we use is chosen so that we retain as much information (variation) in
the data set as possible. The principal components are the p uncorrelated random variables,
Y (i) = 〈X(t), vi(t)〉, i = 1, . . . , p such that Var (
∑p
i=1〈X(t), vi(t)〉) is maximized subject to
the constraint that ‖vi‖ = 1.
It is shown in Horva´th and Kokoszka (2011) that the functions, vi(t), that maximize
this variance are the eigenfunctions associated with the largest eigenvalues of the covariance
operator, C. To define the covariance operator, we first define the covariance function of
Xn(t) as c(s, t) = Cov(Xn(t), Xn(s)). The covariance operator, C, is then defined by
C(f) =
∫ 1
0 f(t)c(s, t) dt. The eigenvalues and eigenfunctions of the operator, C, satisfy the
equation
∫ 1
0 vi(t)c(s, t) dt = λivi(s).
In practice, however, the covariance function and hence the covariance operator are not












7Using cˆ(s, t) we obtain an estimate, Cˆ, for the covariance operator C. Now that we have
an estimate for C, we can find the eigenfunctions and eigenvalues of Cˆ and use these as
approximations to the eigenvalues of C in order to perform principal component analysis.
Let vˆi(t) (vi(t)) be the eigenfunction associated with the i
th largest eigenvalue, λˆi (λi),
of Cˆ (C). We would like to have vˆi(t) be close to vi(t). However, distinct eigenvalues
do not determine the sign of the eigenfunction. Therefore, the most we can expect is to
have cˆivˆi(t) be close to vi(t), where cˆi = sign(〈vˆi(t), vi(t)〉). Principal component analysis
projects observations onto the space spanned by the first p eigenfunctions. The possible sign
discrepancy in the estimate does not harm us because changing the signs of basis functions
has no effect on the space they span.














2.3 Choosing the number of
principal components
We have seen that principal components can be used to reduce the dimensionality of
vector- or function-valued observations. The number of principal components that we use
is an important decision. We would like to reduce the dimensionality as much as we
reasonably can. However, if data are intrinsically five-dimensional and we project onto
a two-dimensional subspace, we lose too much information. There are many methods of
choosing the appropriate number of principal components to use, including pseudo AIC,
cross-validation, or using a Scree plot. In this dissertation, we use the method prescribed
by Ramsay and Silverman (2005), which is to choose p so that approximately 85% of the
variance in the data is explained by the first p principal components. The proportion of the
variance explained by the first p principal components is given by the CPV function. CPV
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CHAPTER 3
ESTIMATION OF THE MEAN OF
FUNCTIONAL TIME SERIES
AND A TWO SAMPLE
PROBLEM1
This chapter is concerned with inference based on the mean function of a functional
time series, which is defined as a collection of curves obtained by splitting a continuous
time record, e.g. into daily or annual curves. We develop a normal approximation for
the functional sample mean, and then focus on the estimation of the asymptotic variance
kernel. Using these results, we develop and asymptotically justify a testing procedure for the
equality of means in two functional samples exhibiting temporal dependence. Evaluated by
means of a simulations study and application to real data sets, this two sample procedure
enjoys good size and power in finite samples. We provide the details of its numerical
implementation.
3.1 Introduction
Functional time series form a class of data structures which occurs in many applications,
but several important aspects of estimation and testing for such data have not received as
much attention as for functional data derived from randomized experiments. In the latter
case, the curves can often be assumed to form a simple random sample, in particular, the
functional observations are independent. For curves obtained from splitting a continuous
(in principle) time records into, say, daily or annual curves, the assumption of independence
is often violated. This chapter focuses on the methodology and theory for the estimation of
the mean function of a functional time series, and on inference for the mean of two functional
time series. Despite their central importance, these issues have not yet been studied. The
contribution of this chapter is thus two-fold: 1) we develop a methodology and an asymptotic
1The content of this chapter is based on joint research with Lajos Horva´th and Piotr Kokoszka. It has
been submitted to the Journal of the Royal Statistical Society: Series B.
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theory for the estimation of the variance of the sample mean of temporally dependent curves
under model-free assumptions; 2) we propose procedures for testing equality of two mean
functions in functional samples exhibiting temporal dependence.
A functional time series {Xk, k ∈ Z} is a sequence of curves Xk(t), t ∈ [a, b]. After
normalizing to the unit interval, the curves are typically defined asXk(t) = X(k+t), 0 ≤ t ≤
1, where {X(u), u ∈ R} is a continuous time record, which is often observed at equispaced
dense discrete points. An example is given in Figure 3.1, which shows seven consecutive
functional observations. More examples are studied in Horva´th and Kokoszka (2011). A
central issue in the analysis of such data is to take into account the temporal dependence of
the observations. The monograph of Bosq (2000) studies the theory of linear functional time
series, focusing on the functional autoregressive model. For many functional time series it
is however not clear what specific model they follow, and for many statistical procedures it
is not necessary to assume a specific model. In this chapter, we assume that the functional
time series is stationary, but we do not impose any specific model on it. We assume that
the curves are dependent in a very broad sense, which is made precise in Section 3.1.1. The
dependence condition we use is however satisfied by all models for functional time series
used to date, including the linear, multiplicative, bilinear and ARCH type processes. We
refer to Ho¨rmann and Kokoszka (2010) and Aue et al. (2011) for examples.
A direct motivation for the research presented in this chapter comes from a two sample
problem in which we wish to tests if the mean functions of two functional time series are
equal. A specific problem, studied in greater depth in Section 3.4, is to test if the mean
curves of certain financial assets are equal over certain periods. This in turn allows us to
conclude whether the expectations of future market conditions are the same or different
at specific time periods. In general, if the same mean is assumed for the whole time
series, whereas, in fact, it is different for disjoint segments, the inference or exploratory
analysis that follows will be faulty, as all prediction and model fitting procedures for
functional time series start with subtracting the sample mean, viewed as an estimate
of the unique population mean function. The same holds true for independent curves;
if two subsamples have different mean functions, subtracting the sample mean function
based on the whole data set will lead to spurious results. Despite the importance of two
sample problems for functional data, they have received little attention. Recent papers
of Horva´th et al. (2009) and Panaretos et al. (2010) are the only contributions to a two
sample problem in a functional setting which develop inferential methodology. Horva´th
et al. (2009) compare linear operators in two functional regression models. Panaretos
11
Figure 3.1. The horizontal component of the magnetic field measured in one minute
resolution at Honolulu magnetic observatory from 1/1/2001 00:00 UT to 1/7/2001 24:00
UT.
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et al. (2010) focus on testing the equality of the covariance operators in two samples of
iid Gaussian functional observations; this chapter focuses on the means of dependent (and
non-Gaussian) observations. We develop the required methodology, justify it by asymptotic
arguments, and describe its practical implementation.
Any inference involving mean functions requires estimates of the variability of the sample
mean. In iid functional samples, the sample covariance operator is used, but for functional
time series this problem is much more difficult. For scalar and vector-valued time series,
the variance of the sample mean is asymptotically approximated by the long-run variance
whose estimation has been one of the central problems of time series analysis, studied in
textbooks, see e.g. Anderson (1971), Brockwell and Davis (1991), Hamilton (1994), and
dozens of influential papers, see Newey and West (1987), Andrews (1991) and Andrews and
Monahan (1992), to name just a few. Convergence of various estimators of the long-run
variance has been established under several types of assumptions, including broad model
specifications (e.g. linear processes), cumulant conditions, and various mixing conditions.
Ho¨rmann and Kokoszka (2010) and Gabrys et al. (2010) advocated using the notion of Lp-
m-approximability for functional time series, as this condition is intuitively appealing and is
easy to verify for functional time series models. We therefore develop a general framework
for the estimation of the long-run covariance kernel in this setting. The long-run covariance
kernel (equivalently operator) is an infinite dimensional object, precise definitions are given
in Section 3.2, whose estimation has not been studied yet. Ho¨rmann and Kokoszka (2010)
studied the estimation of a long-run covariance matrix obtained by projecting this operator
onto a finite dimensional basis. Their approach is based on the results for vector-valued
time series, and they use cumulant-like assumptions which are difficult to verify for nonlinear
functional time series.
The long-run covariance kernel corresponds to the asymptotic variance in a normal
approximation for the sample mean of a scalar time series, but no central limit theorem
for a general functional time series has been established yet (results for linear processes
are established in Bosq (2000)). We provide such a generally applicable result as well
(Theorem 3.1).
The remainder of the chapter is organized as follows. We conclude the introduction by
defining the notion of dependence for functional time series which we use throughout this
chapter. Then, in Section 3.2, we state the asymptotic results for the mean of a single
functional time series, with proofs developed in Section 3.5. Section 3.3 focuses on the
problem of testing the equality of means of two functional samples which exhibit temporal
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dependence. In Section 3.4, we evaluate the finite sample performance of the procedures
proposed in Section 3.3 by means of a simulation study and application to real data. The
proofs of the theorems stated in Section 3.3 are collected in Section 3.6.
3.1.1 Approximable functional time series
We consider a stationary functional time series {εi(t), i ∈ Z, t ∈ [0, 1]}, which we can
view as an error sequence in a more complex functional model, for example a regression
model, as in Gabrys et al. (2010). We assume that these errors are nonlinear moving averages
εi = f(δi, δi−1, . . .), for some measurable function f : S∞ → L2, and iid elements δi of a
measurable space S. In all models used in practice S = L2. To motivate the construction
below, it is useful to write the εi as
εi = f(δi, . . . , δi−m+1, δi−m, δi−m−1 . . .). (3.1)
Under (3.1), the sequence {εi} is stationary and ergodic. The function f must decay
sufficiently fast to ensure that the sequence {εi} is weakly dependent. The weak dependence














i,i−m−1, . . .), (3.3)
with the sequences {δ(m)i,k } being independent copies of the sequence {δi}. Note that the
sum in (3.2) does not depend on i.
The idea behind the above construction is that the function f decays so fast that the
effect of the innovations δi far back in the past becomes negligible; they can be replaced by
different, fully independent innovations. If the εi follow a linear model εi =
∑
j≥0 cj(δi−j),
condition (3.2) intuitively means that the approximations by the finite moving averages
εi,m =
∑
0≤j≤m cj(δi−j) become increasingly precise. This means that the operators cj
must decay sufficiently fast in an appropriate operator norm. We refer to Ho¨rmann and
Kokoszka (2010) and Aue et al. (2011) for the details and examples of nonlinear functional
time series satisfying (3.2).
We also note that the general idea of using nonlinear moving averages (Bernoulli shifts)
and imposing moment conditions to quantify dependence has been recently used in other
contexts, see Wu (2005, 2007). The connections between such notions and the traditional
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mixing conditions, or other notions of weak dependence, e.g. that introduced by Doukhan
and Louhichi (1999), are only partially understood at present. In particular, it is not
clear which functional time series models satisfy dependence conditions other than the
approximability (3.2).
3.2 Normal approximation and long-run variance
for functional time series
In this section, we state the central limit theorem for the sample mean of an L2-m-
approximable functional time series. Its applicability depends on the estimation of the
covariance kernel of the limit. We therefore also establish the consistency of the kernel
estimator of the long-run covariance kernel. We assume that {εi} is an L2-m-approximable
(and hence stationary) functional time series satisfying
Eε0 = 0, in L
2 (3.4)
and ∫
Eε20(t) dt <∞. (3.5)





d→ Z in L2, (3.6)
where Z is a Gaussian process with
EZ(t) = 0 and E[Z(t)Z(s)] = c(t, s);







The infinite sums in the definition of the kernel c converge in L2([0, 1] × [0, 1]), i.e. c is a
square integrable function on the unit square.
Theorem 3.1 is proven in Section 3.5.
The kernel c is defined analogously to the long-run variance of a scalar time series. It is
directly related to the covariance operator of the sample mean defined by


















E [〈εi, x〉 εj ] .
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If the εi are independent, then CˆN (x) = N
−1∑N
i=1E [〈εi, x〉 εi] becomes the usual sample
(empirical) covariance operator, which plays a central role in many exploratory and infer-
ential tools of functional data analysis of iid functional observations, mostly through the
empirical functional principal components defined as its eigenfunctions. For functional time










cN (t, s)x(s) ds,
where








The summands in (3.8) converge to those in (3.7), but the estimation of the long-run
covariance kernel c is far from trivial.
To enhance the applicability of our result, we state it for the case of a nonzero mean
function, which is estimated by the sample mean. We thus assume that
Xi(t) = µ(t) + εi(t), 1 ≤ i ≤ N, (3.9)
with the series {εi} satisfying the assumptions of Theorem 3.1.
Let K be a kernel (weight) function defined on the line and satisfying the following
conditions:
K(0) = 1, (3.10)
K is continuous, (3.11)
K is bounded, (3.12)
K(u) = 0, if |u| > c, for some c > 0. (3.13)
Condition (3.13) is assumed only to simplify the proofs, a sufficiently fast decay could be
assumed instead.
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The estimator for c is given by








(γˆi(t, s) + γˆi(s, t)) (3.15)
where h = h(N) is the smoothing bandwidth satisfying
h(N)→∞, h(N)
N
→ 0, as N →∞. (3.16)









Theorem 3.2. Suppose the functional time series {Xi} follows model (3.9). Under condi-
tions (3.1), (3.2), (3.4), (3.5), (3.10)–(3.13), (3.16), (3.17),∫∫
(cˆN (t, s)− c(t, s))2 dt ds P→ 0, (3.18)
with c(t, s) by defined by (3.7) and cˆN (t, s) by (3.15).
Theorem 3.2 is proven in Section 3.5. First we use the results of this section in the
problem of testing the equality of means in two functional samples.
3.3 Testing the equality of mean functions




2 , . . . X
∗
M , satisfying the
following location models
Xi(t) = µ(t) + εi(t), X
∗
j (t) = µ
∗(t) + ε∗j (t). (3.19)
The error functions εi are assumed to satisfy the conditions stated in Sections 3.1 and 3.2.
The functions ε∗j are assumed to satisfy exactly the same conditions. In particular, their
long-run covariance kernel is defined by















{εi, 1 ≤ i ≤ N} and
{
ε∗j , 1 ≤ j ≤M
}
are independent. (3.20)
We are interested in testing
H0 : µ = µ
∗ (3.21)
against the alternative
HA : µ 6= µ∗. (3.22)
The equality in (3.21) is in the space L2 = L2([0, 1]), i.e. µ = µ∗ means that
∫
(µ(t)− µ∗(t))2 dt =
0, and the alternative means that
∫
(µ(t)− µ∗(t))2 dt > 0.
Since the statistical inference is about the mean functions of the observations, our














The sample means X¯N and X¯
∗
M are unbiased estimators of µ and µ
∗, respectively, so H0









Before introducing the test procedures, we state two results which describe the asymp-
totic behavior of the statistic UN,M under H0 and HA. They motivate and explain the
development that follows.
Theorem 3.3. Suppose H0, the assumptions of Theorem 3.1 (and analogous assumptions
for the ε∗j) and (3.20) hold. If
N
N +M







where {Γ(t), 0 ≤ t ≤ 1} is a mean zero Gaussian process with covariances
E[Γ(t)Γ(s)] = d(t, s) := (1− θ)c(t, s) + θc∗(t, s).








In particular, if 0 < θ < 1, then UN,M
P→∞.
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The kernel d(t, s) in Theorem 3.3 defines a covariance operator D. The eigenvalues of
D are nonnegative, and are denoted by λ1 ≥ λ2 ≥ . . .. By the Karhunen-Loe´ve expansion,








where {Ni, 1 ≤ i <∞} are independent standard normal random variables.
Since the eigenvalues λi are unknown, the right-hand side of (3.24) cannot be used
directly to simulate the distribution of
∫
Γ2(t) dt. We will now explain how to estimate the
λi’s.
Suppose DˆN,M is an L
2-consistent estimator of D , i.e.∫∫ (
dˆN,M (t, s)− d(t, s)
)2
dt ds
P→ 0, as min(M,N)→∞. (3.25)
We discuss the construction of estimators DˆN,M satisfying (3.25) below. For the esti-
mators we propose, relation (3.25) holds regardless whether H0 or HA holds, they do not
depend on µ or µ∗ either. We will also see that the critical relations (3.45) hold under HA
as well as under H0. The distribution of
∫
Γ2(t) dt can thus be estimated also under the
alternative.
Let
λˆ1 = λˆ1(N,M) ≥ λˆ2 = λˆ2(N,M) ≥ . . .
denote the eigenvalues of DˆN,M , i.e.∫
dˆN,M (t, s)ϕˆi(s) ds = λˆiϕˆi(t), (3.26)
where the ϕˆi(t) = ϕˆi(t;N,M) are the corresponding eigenfunctions satisfying
∫
ϕˆ2i (t) dt = 1.
Choosing p so large that
∑p
i=1 λˆi is a large percentage of
∑N+M
i=1 λˆi, we can approximate
the distribution of
∫










X¯N (t)− X¯∗M (t)
) (
X¯N (s)− X¯∗M (s)
)]→ d(t, s), as min(M,N)→∞,
that is, d is the asymptotic covariance kernel of the difference X¯N − X¯∗M . We therefore use
projections onto the eigenfunctions ϕ1, ϕ2, . . . , ϕp associated with the p largest eigenvalues
of D. This is analogous to projecting onto the functional principal components in one sample
problems, as these form an L2-optimal orthonormal basis. Without any loss of generality,
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we assume that the ϕ1, ϕ2, . . . , ϕp form an orthonormal system (the ϕi are orthogonal under
(3.31), so only a normalization to unit norm is required). We define the projections
ai =
〈
X¯N − X¯∗M , ϕi
〉
, 1 ≤ i ≤ p, (3.27)
and the vectors
a = [a1, a2, . . . , ap]
T .






where Np(0,Q) stands for the p-variate normal random vector with mean zero and the
covariance matrix Q = diag(λ1, λ2, . . . , λp). Since the operator D is unknown, we cannot
compute the ϕi. However, any estimator for D satisfying (3.25) can be used to find estimates
for the ϕi. Let ϕˆi be the empirical eigenfunctions defined by (3.26), and set
aˆi =
〈
X¯N − X¯∗M , ϕˆi
〉
, 1 ≤ i ≤ p.

























Theorem 3.5. Suppose H0, the remaining assumptions of Theorem 3.3, (3.25) and
















where χ2(p) stands for a chi-square random variable with p degrees of freedom.
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We note that U
(1)
N,M is essentially the first p terms in the Karhunen-Loe´ve expansion
of the integral in the definition of UN,M . Thus, the limit in (3.32) is exactly the random
variable we used to approximate the distribution of UN,M . The limit in (3.33) is distribution
free.




N,M follows from the following result.























In particular, if 0 < θ < 1 in (3.23), then U
(1)
N,M
P→ ∞ and U (2)N,M
P→ ∞, provided
〈µ− µ∗, ϕi〉 6= 0 for at least one 1 ≤ i ≤ p.
We see that the condition for the consistency is that µ − µ∗ is not orthogonal to the
linear subspace of L2 spanned by the eigenfunctions ϕi, 1 ≤ i ≤ p.
The implementation of the tests based on Theorems 3.5 and 3.6 depends on the existence
of an estimator of the kernel d(t, s) which satisfies (3.25). The remainder of this section is
dedicated to this issue.
The estimation of D is very simple if the εi are iid, and the ε
∗







dˆN,M (t, s) = (1− θˆ)cˆN (t, s) + θˆcˆ∗M (t, s), (3.34)
where

















X∗j (t)− X¯∗M (t)
) (
X∗j (s)− X¯∗N (s)
)
.
By condition (3.5), we can use the weak law of large numbers in a Hilbert space to establish
(3.25). The estimation of D is much more difficult if only (3.2) is assumed, and its
asymptotic justification relies on Theorem 3.2. Recall the definition of the estimator cˆN (t, s)
given in (3.15), and define the estimator cˆ∗M (t, s) fully analogously. Our estimator for d(t, s)
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is then (3.34) with cˆN (t, s) and cˆ
∗
M (t, s) so defined. The following result then follows directly
from Theorem 3.2.
Theorem 3.7. Suppose the functional time series {Xi} satisfies the assumptions of The-
orem 3.2, and the series {X∗j } satisfies the same assumptions stated in terms of the ε∗j . If
(3.20) holds, then (3.25) holds.
We emphasize that under the conditions of Theorem 3.7 relation (3.25) holds both under
H0 and HA.
We now focus on the numerical issues related to the computation of the aˆi and the 〈ˆi




N,M . The aˆi and the 〈ˆi require the
computation of the eigenfunctions and the eigenvalues of the operator Dˆ. Except in the
case of independent observations in each of the two samples, these quantities cannot be
computed using existing software because Dˆ is not an empirical covariance operator of a
functional iid sample. We recommend the following algorithm which we used to implement
the tests. Let {e`, ` ≥ 1} be an orthonormal basis. The results reported in Section 3.4 are
based on an implementation which uses the Fourier basis. In order to find approximate
solutions to ∫
dˆN,M (t, s)φ(s) ds = λφ(t), (3.35)


















dˆN,M (t, s)ek(t)e`(s) dt ds. (3.36)





dk,`ek(t) ≈ λφ(t). (3.37)
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Multiplying both sides of (3.37) by ej and integrating yields
49∑
`=1
dj,`φ` ≈ λφj , 1 ≤ j ≤ 49.
In matrix form this is
Dφ = λφ,
where D = [dj,`, 1 ≤ j, ` ≤ 49] and φ = [φ1, φ2, . . . , φ49]T . Thus we have reduced
the problem of finding solutions of (3.35) to finding eigenvalues and eigenvectors of the
matrix D. Let [φm,1, φm,2, . . . , φm,49]
T be the eigenvector corresponding to the mth largest
eigenvalue of D. Then the eigenfunction associated with the mth largest eigenvalue of
dˆN,M (t, s) is approximately
∑49
` φm,`e`(t). Using this notation, we obtain
aˆi =
〈


















N,M as per (3.29) and (3.30).
To complete the description of the test procedures, we must specify how the value of p




N,M is selected. This issue has been extensively studied
in one sample problems, and several approaches have been put forward, including cross
validation and penalty criteria. In our experience (for smooth densely recorded curves), the
simple cumulative variance method advocated by Ramsay and Silverman (2005) has been
satisfactory. We therefore recommend to use p such that the first p empirical functional
principal components in each sample explain about 85% of the variance. As we will see in
the data examples studied in Section 3.4, it is typically useful to look at the P-values for a
range of p’s.
3.4 A simulation study and data examples
We begin by presenting the results of a simulation study intended to evaluate the
empirical size and power of the testing procedures introduced in Section 3.3. We then
illustrate their properties on two data examples.
3.4.1 A simulation study





N,M using simulated Gaussian functional data. We consider all combinations of sample
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sizes N,M = 50, 100, 100, and each pair of data generated processes was replicated three
thousand times. To investigate the empirical size, without loss of generality, we set µ(t) =
µ∗(t) = 0. Under the alternative, we set µ(t) = 0 and µ∗(t) = at(1− t). The power is then
a function of the parameter a. We considered two settings for the errors:
1. Both the εi(t) and the ε
∗
j (t) are iid Brownian bridges.
2. Both the εi(t) and the ε
∗













where Bi(t) are iid Brownian bridges.




N,M as explained in Section 3.3. These
statistics depend on the choice of the weight functions K and K∗, and the bandwidth
functions h and h∗. A great deal of attention has been devoted over several decades to the
optimal selection of these functions for scalar and vector-valued time series, and we cannot
address this issue within the space of this chapter. We follow the recommendation of Politis
and Romano (1996) and use, for both samples, the flat top kernel
K(t) =

1 0 ≤ |t| < 0.1,
1.1− |t| 0.1 ≤ |t| < 1.1,
0 1.1 ≤ |t|
with h = N1/3 and h∗ = M1/3. We emphasize that this full estimation procedure was used
for all data generating processes, including those with independent errors.
The results of the simulation study can be summarized as follows. The empirical size
of the tests is larger in the case of FAR(1) errors. When a increases to 0.2 or larger, the
empirical power of the test is smaller in the case of FAR(1) errors. Thus increasing the
dependence in the error terms increases the size and decreases the power of the test. In
both cases the tests have a slightly larger-than-nominal size and very good power. These
observations are illustrated in Tables 3.1 and 3.2. Based on the whole simulation study, we
can conclude that the performance of both tests is better if the sample sizes N and M are
about equal. For example, for N = M = 100, the empirical sizes are closer to the nominal
sizes then in the case N = 100,M = 200 shown in Tables 3.1 and 3.2. The power is very
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high even for small sample sizes. This is illustrated in Figure 3.2 which shows the samples
with N = M = 50 and with slightly different means (a = 0.8). Visual inspection does not
readily lead to the conclusion that the samples in the left and right panels of Figure 3.2 have
different means, yet our tests can detect it with a very high probability. None of the two
test statistics clearly dominates the other for the simulated Gaussian data, but a difference
in behavior can be see when the tests are applied to real data sets, to which we now turn.
3.4.2 Mediterranean fruit flies
In our first example, it can be assumed that the curves in each sample are independent,
as they were obtained from a randomized experiment. The data set used in this example was
kindly made available to us by Hans-Georg Mu¨ller. It was extensively studied in biological
and statistical literature, see Mu¨ller and Stadtmu¨ller (2005) and references therein. We
consider 534 egg-laying curves (count of eggs per unit time interval) of medflies who lived
at least 30 days. Each function is defined over an interval [0, 30], and its value on day
t ≤ 30 is the count of eggs laid by fly i on that day. The 534 flies are classified into
long-lived, i.e., those who lived longer than 44 days, and short-lived, i.e., those who died
before the end of the 44th day after birth. In the data set, there are 256 short-lived,
and 278 long-lived flies. This classification naturally defines two samples: Sample 1: the
egg-laying curves {Xi(t), 0 < t ≤ 30, i = 1, 2, . . . , 256} of the short-lived flies. Sample 2:
the egg-laying curves {X∗j (t), 0 < t ≤ 30, j = 1, 2, . . . , 278} of the long-lived flies. The
egg-laying curves are very irregular; Figure 3.3 and Figure 3.4 show 10 smoothed curves of
short- and long-lived flies. The tests are applied to such smooth trajectories.
Table 3.3 shows the P-values as a function of p. For both samples, p = 2 explains
slightly over 85% of the variance, so this is the value we would recommend using. Both
tests reject the equality of the mean functions, even though the sample means, shown in
Figure 3.5, are not far apart. The P-values for the statistic U (1) are much more stable,
equal to about 1%, no matter the value of p. The behavior of the test based on U (2) is more
erratic. This indicates that while the test based on U (2) is easier to apply because it uses
standard chi-square critical values, the test based on U (1) may be more reliable.
3.4.3 Eurodollar futures contracts
Our next example uses financial data kindly made available by Vladislav Kargin. This
data is used as an example of modeling with the functional AR(1) process in Kargin
and Onatski (2008). The curves, one curve per day, are constructed from the prices of
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100,200 with iid Brownian-bridge errors.














0.0 1.5 1.5 6.3 6.2 11.4 11.6
0.1 2.5 3 7.4 8.0 13.2 13.6
0.2 6.0 4.4 16.7 13.0 24.8 20.2
0.3 14.2 9.2 30.4 23.2 41.3 33.0
0.4 26.4 17.0 48.5 36.1 60.8 48.0
0.5 44.0 31.4 64.7 53.5 75.2 64.3
0.6 59.4 45.9 80.3 68.0 87.9 78.4
0.7 78.0 64.7 91.8 82.4 96.0 89.0
0.8 88.0 78.0 95.9 90.9 98.0 94.6
0.9 94.2 88.1 98.7 95.8 99.4 97.9
1.0 98.0 94.8 99.5 98.5 99.9 99.3
1.1 99.6 98.4 100.0 99.8 100.0 100.0
1.2 99.9 99.4 100.0 99.9 100.0 100.0
1.3 100.0 99.8 100.0 100.0 100.0 100.0




100,200 with FAR(1) errors.














0.0 1.8 1.9 6.6 7.2 12.2 13.5
0.1 2.4 2.2 7.9 7.7 13.5 14.5
0.2 5.1 3.3 13.6 11.6 21.6 18.7
0.3 9.8 6.3 23.6 17.6 34.5 26.8
0.4 19.4 12.3 35.9 26.5 46.7 36.3
0.5 26.8 19.5 47.9 38.6 60.4 49.7
0.6 42.1 29.6 62.2 51.8 73.1 62.5
0.7 56.4 42.8 75.4 63.8 83.2 74.0
0.8 68.6 53.8 85.7 74.6 91.5 83.1
0.9 80.8 67.6 92.7 85.9 96.4 91.9
1.0 87.4 78.7 95.9 90.8 98.1 94.5
1.1 93.7 86.8 97.9 95.8 99.1 97.6
1.2 97.6 93.7 99.5 98.1 99.8 99.2
1.3 98.5 96.4 99.7 98.9 99.9 99.6






p 1 2 3 4 5 6 7 8 9
U (1) 1.0 1.0 1.0 1.1 1.1 1.0 1.0 1.1 1.1
U (2) 1.0 2.2 3.0 5.7 10.3 15.3 3.2 2.7 5.0
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Figure 3.2. Fifty trajectories of the Brownian bridge (top) and 50 independent trajectories
of the Brownian bridge plus µ∗(t) = 0.8t(1− t) (bottom). The tests can detect the different
means with probability close to 90%.
00 0.2 0.4 0.6 0.8 1.0 
00 0.2 0.4 0.6 0.8 1.0 
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Figure 3.3. Ten randomly selected smoothed egg-laying curves of short-lived medflies.
28
Figure 3.4. Ten randomly selected smoothed egg-laying curves of long-lived medflies.
29
Figure 3.5. Estimated mean functions for the medfly data: short lived –solid line; long
lived –dashed line.
30
Eurodollar futures contracts with decreasing expiration dates. The seller of a Eurodollar
futures contract takes on an obligation to deliver a deposit of one million US dollars to
a bank account outside the United States i months from today. The price the buyer is
willing to pay for this contract depends on the prevailing interest rate. These contracts
are traded on the Chicago Mercantile Exchange and provide a way to lock in an interest
rate. Eurodollar futures are a liquid asset and are responsive to the Federal Reserve policy,
inflation, and economic indicators.
The data we study consist of 114 points per day; point i corresponds to the price of a
contract with closing date i months from today. We consider four samples, each consisting
of 100 days of this data:
Sample 1: curves from September 7, 1999 to January 27, 2000.
Sample 2: curves from January 24, 1997 to June 17, 1997.
Sample 3: curves from December 4, 1995 to April 24, 1996.
Sample 4: curves from March 6, 2001 to July 26, 2001.
Figure 3.6 shows the sample mean functions for the four samples. If a significance test
does not reject H0, we can conclude that the expectations of the future evolution of interest
rates are the same for the two periods over which the samples were taken. A rejection
means that these expectations are significantly different. As the analysis below reveals, we
can conclude that expectations of future interest rates were different in Spring 1996 than
in Summer 2001.
Table 3.4 shows the P-values as a function of p when the test is applied to samples 1 and
2, and also when it is applied to samples 3 and 4. In both samples 1 and 2, p = 1 explains
more than 94% of the variance, in both samples 3 and 4, p = 1 explains more than 84%
of the variance. Thus, following the recommendation of Section 3.3, we use the P-values
obtained with p = 1. They lead to the acceptance of the null hypothesis of the equality of
mean functions for periods corresponding to samples 1 and 2, and to its rejection for periods
corresponding to samples 3 and 4 (notice that the 0.81 in the bottom panel of Table 3.4
is 0.81%). These conclusions agree with a visual evaluation of the sample mean functions
in Figure 3.6. They also confirm the observation made in Section 3.4.1 that the tests have
very good power, as the curves in the right panel of Figure 3.6 are not far apart. Both
graphs in Figure 3.6 give us an idea what kind of differences in the sample mean functions
are statistically significant, and which are not.
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Figure 3.6. Sample means of the Eurodollar curves: Top: sample 1 solid; sample 2 dashed.
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Table 3.4. P-values (in percent) of the statistics applied to Eurodollar data; samples 1
and 2 (top), samples 3 and 4 (bottom).
p 1 2 3 4 5
U (1) 38.49 39.17 37.12 37.15 35.50
U (2) 38.49 68.52 0.00 0.00 0.00
p 1 2 3 4 5
U (1) 0.81 0.23 0.10 0.01 0.07
U (2) 0.81 0.00 0.00 0.00 0.00
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3.4.4 Conclusions
The simulations and data examples of this section show the tests we propose enjoy
good finite sample properties. Tests of this type allow us to quantify statistical significance
of conjectures made on the basis of exploratory analysis. For example, the sample mean
curves in Figure 3.5 and the right panel of Figure 3.6 look a bit different, but a significance
test allows us to state with confidence that they correspond to different population mean
functions.
In many procedures of functional data analysis, both exploratory and inferential, the
issue of choosing an optimal dimension reduction parameter, like the p in our setting, is
delicate. Therefore, procedures less sensitive to such a choice are preferable. From this
angle, the Monte Carlo test based U (1) is preferable, as an inspection of Tables 3.3 and
3.4 reveals. The test based on U (2) is however easier to apply, and in our examples and
simulations leads to the same conclusions if p is chosen according to the cumulative variance
rule.
The data examples of this section also show that the optimal value of p is typically a
small single digit number, 1 or 2 in our examples. Therefore, developing asymptotics as p
tends to infinity is not necessary, and may, in fact, be misleading because for larger values
of p the tests may yield counterintuitive results.
3.5 Proofs of the results of Section 3.2
Proof of Theorem 3.1. The proof is done in two steps. First we show that
N−1/2
∑N
i=1 εi(t) is close to N
−1/2∑N
i=1 εi,m(t), if m is sufficiently large. Then we establish
(3.6) for m-dependent functions for any m ≥ 1.












dt = 0, (3.39)











E (εi(t)− εi,m(t)) (εj(t)− εj,m(t))
= NE (ε0(t)− ε0,m(t))2 + 2
∑
1≤i<j≤N
E (εi(t)− εi,m(t)) (εj(t)− εj,m(t)) .
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In the proof, we will repeatedly use independence relations which follow from representations
(3.1) and (3.3). First observe that if j > i, then (εi, εi,m) is independent of εj,j−i because




j,i−1 , . . .).
Consequently, E (εi(t)− εi,m(t)) εj,j−i(t) = 0, and so
∑
1≤i<j≤N
E (εi(t)− εi,m(t)) εj(t) =
∑
1≤i<j≤N
E (εi(t)− εi,m(t)) (εj(t)− εj,j−i(t)) .
Using the Cauchy-Schwarz inequality and (3.2), we conclude∣∣∣∣∫ ∑
1≤i<j≤N















E (εi(t)− εi,m(t))2 dt
]1/2 [∫






E (ε0(t)− ε0,m(t))2 dt
]1/2 [∫

































E [(εi,m(t)− εi(t)) εj,m(t)] dt
∣∣∣∣∣∣ = 0.
Completing the verification of (3.39).
The next the step is to show that N−1/2
∑
1≤i≤N εi,m converges to a Gaussian process
Zm with covariances defined analogously to (3.7). Recall that for every integer m ≥ 1,
{εi,m} is an m-dependent sequence of functions. To lighten the notation, in the remainder
of the proof, we fix m and denote sequence {εi,m} by {εi}, so {εi} is now m-dependent.
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LetK > 1 be an integer and ψi be an orthonormal basis determined by the eigenfunctions
of Eε(t)ε(s). The corresponding eigenvalues are denoted by νi. Then, by the Karhunen-









































where V (k) = {i : 1 ≤ i ≤ N, i = k (mod m)}, 0 ≤ k ≤ m− 1. Due to the m dependence of
the sequence {εi},
∑
i∈V (k)(εi(t)− ε(K)i (t)) is a sum of independent, identically distributed






)2 dt ≤ N ∑
`≥K






E 〈X0, ψ`〉2 = 0













)2 dt > x
 = 0.
The sum of the ε
(K)

















Next, we use the central limit theorem for stationary m-dependent sequences of random
vectors (see Lehmann (1999) and the Crame´r-Wold theorems in DasGupta (2008), pages 9
and 120)) and get that
 1N1/2 ∑
1≤i≤N




where NK(0,∆K) is a K-dimensional normal random variable with zero mean and covari-












` N`ψ`(t) in L
2,














as K →∞. Thus we have the convergence of N−1/2∑1≤i≤N εi for any m and therefore the
proof of the Theorem is now complete.


















































































































































∣∣∣∣∫ Eε0(t)εj(t) dt∣∣∣∣ .
Since ε0 and εj,j are independent, we get by (3.2)
∞∑
j=1
∣∣∣∣∫ Eε0(t)εj(t) dt∣∣∣∣ = ∞∑
j=1































2 dt = O(1).
















































on account of (3.16).








γ¯i(t, s)− c1(t, s)
)2






















γ˜i,m(t, s)− c(m)1 (t, s)
)2














1 (t, s)− c1(t, s)
)2
dt ds = 0. (3.42)
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Since {εn,m, −∞ < n <∞} is an m-dependent sequence,
c
(m)










∣∣∣∣→ 0, as N →∞.
By the ergodic theorem,∫∫
(γ˜i,m(t, s)− E[ε1,m(s)εi+1,m(t)])2 dt ds = oP (1),









dt ds = oP (1). (3.43)





































provided h ≤ N −1. The sequence {εn,m, −∞ < n <∞} is an m-dependent, and therefore
εk,m and εk−i,m are independent, since i ≥ m+1. Similarly, εn,m and εn−`,m are independent.


















This completes the verification of( 3.43).












[γ¯i(t, s)− γ˜i,m(t, s)]
)2
dt ds > 
 = 0. (3.44)




















































































→ 0, as m→∞,
according to (3.17), where A is a constant.
Next we use the decomposition










































































→ 0, as m→∞.
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2 dt ds > 
 = 0.
This completes the verification of (3.44), so (3.40) is proven.
3.6 Proofs of the results of Section 3.3
In the proofs, we will often use the relations
max
1≤i≤p
|λˆi − λi| P→ 0, and max
1≤i≤p
||ϕˆi − cˆiϕi|| P→ 0 as min(M,N)→∞, (3.45)
where cˆi = sign (〈ϕˆi, ϕi〉) , Analogous relations have been extensively used for the eigenvalues
and the eigenfunctions of the empirical and population covariance operators, see Bosq
(2000), Gabrys and Kokoszka (2007), Horva´th et al. (2010), Panaretos et al. (2010), among
many others, but they hold in much greater generality, see Chapter 2 of Horva´th and
Kokoszka (2011). Under (3.31), they hold for the eigenelements of the operators Dˆ and D
defined in Section 3.3.
Proof of Theorem 3.3: By Theorem 3.1, assumptions (3.1)–(3.2) imply that, asN →∞






 d→ (Γ(1),Γ(2)) ,




















2 dt d→ ∫ Γ(t) dt, (3.46)
where Γ(t) = (1−θ)1/2Γ(1)(t)+θ1/2Γ(2)(t). The conclusion of Theorem 3.3 now follows.
Proof of Theorem 3.4: By the ergodic theorem in a Hilbert space, ||X¯N − µ|| = oP (1)
and ||X¯M − µ∗|| = oP (1), which imply the result.
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Proof of Theorem 3.5: Under assumptions (3.5) and (3.2), we have, jointly,N−1/2 ∑
1≤i≤N
〈εi, ϕk〉 , 1 ≤ k ≤ p






, 1 ≤ k ≤ p
























. 1 ≤ i ≤ p,
(3.28) holds with Q = (1− θ)Q(1) + θQ(2).
Next we observe that the matrix Q = (Q(k, `), 1 ≤ k, ` ≤ p) satisfies
Q(k, `) =
∫∫
d(t, s)ϕk(t)ϕ`(s) dt ds = λkδk`,
where δij is Kronecker’s delta, using the fact that the ϕi are orthonormal eigenfunctions
and the λi are the corresponding eigenvalues.


















ε∗j , ϕˆk − cˆkϕk
〉
.


















(ϕˆk − cˆkϕk)2 dt
)1/2
= oP (1).
Hence the result follows immediately from (3.28) and the diagonality of Q.
Proof of Theorem 3.6: By the ergodic theorem ai
P→ 〈µ− µ∗, ϕi〉 , 1 ≤ i ≤ p. Since
relations (3.45) hold also under HA, the result is proven.
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CHAPTER 4
A TEST OF SIGNIFICANCE IN
FUNCTIONAL QUADRATIC
REGRESSION2
We consider a quadratic functional regression model in which a scalar response depends
on a functional predictor; the common functional linear model is a special case. We wish to
test the significance of the nonlinear term in the model. We develop a testing method which
is based on projecting the observations onto a suitably chosen finite dimensional space using
functional principal component analysis. The asymptotic behavior of our testing procedure
is established. A simulation study shows that the testing procedure has good size and power
with finite sample sizes. We then apply our test to a data set provided by Tecator, which
consists of near-infrared absorbance spectra and fat content of meat.
4.1 Introduction and results
In a predictive model, it may be more natural and appropriate for certain quantities
to be represented as trajectories rather than a single number (Kirkpatrick and Heckman,
1989). For example, a young animal’s size may be considered as a function of time, giving
a growth trajectory. A model to predict a certain response from growth trajectories is
useful to animal breeders because they may be able to produce more valuable animals by
changing their growth patterns (Fitzhugh, 1976). Mu¨ller and Zhang (2005) used egg-laying
trajectories from Mediterranean fruit flies to predict a female fly’s remaining lifetime. Frank
and Friedman (1993) and Wold (1993) provide an early discussion on the applications of
principal components to analyze curves in chemistry. Yao and Mu¨ller (2010) and Borggaard
and Thodberg (1992) used absorbance trajectories to predict the fat content of meat
samples. The absorbance at any particular wavelength is a measurement related to the
proportion of light that passes through a meat sample. A representative sample of 15 of
the 240 absorbance trajectories are pictured in Figure 4.1.
2The content of this chapter is based on joint research with Lajos Horva´th.
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Figure 4.1. Absorbance trajectories from 15 samples of finely chopped pure meat.
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In functional regression, special attention has been given to functional linear models
(Cardot et al., 2003; Shen and Faraway, 2004; Cai and Hall, 2006; Hall and Horowitz,
2007). However, it is pointed out in Yao and Mu¨ller (2010) that this model imposes a
constraint on the regression relationship that may not be appropriate in some scenarios.
Yao and Mu¨ller (2010) generalized this to a functional polynomial model, which has greater
flexibility. In functional polynomial regression, as in standard polynomial regression, one
must balance the costs and benefits of using more parameters in the model. In this paper,
we will develop a test to determine if a quadratic term is justified in the model or if a
functional linear model adequately describes the regression relationship.
The functional quadratic model in which a scalar response, Yn, is paired with a functional











n(t) dt ds+ εn, (4.1)
where Xcn(t) = Xn(t) − E (Xn(t)) is the centered predictor process. If h(s, t) = 0, then




k(t)Xcn(t) dt+ εn. (4.2)
Cardot and Sarda (2011) and Mas and Pumo (2011) point out in their survey papers
that since we can choose a function in (4.2), the functional linear model can be used in a
large variety of applications. The functional linear model provides a very simple relation
between Xn(t) and Yn, so it is important to check if the more involved quadratic model
(4.1) provides a real improvement. In other words, one should test whether the quadratic
term is really needed. To test the significance of the quadratic term in (4.1), we test the
null hypothesis,
H0 : h(s, t) = 0, (4.3)
against the alternative
HA : h(s, t) 6= 0.
To reduce the dimensionality and avoid overfitting in our functional regression model, we
will project the predictor process onto a suitably chosen finite dimensional space. The
space is spanned by the eigenfunctions of C(t, s) = E(Xn(t)− µX(t))(Xn(s)− µX(s)), the
covariance function of the predictor process, where µX(t) = EXn(t). We will denote the
eigenfunctions and associated eigenvalues by {(vi(t), λi), 1 ≤ i ≤ ∞}. We can and will
assume that λi is the i
th largest eigenvalue and that the eigenfunctions are orthonormal. It
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is clear that we can assume that h is symmetric, and we also impose the condition that the
kernels are in L2:





h2(s, t)dtds <∞, (4.4)∫ 1
0
k2(t)dt <∞. (4.5)






















By projecting onto the space spanned by {v1, . . . , vp} and using (4.6) and (4.7), we can









(2− 1{i = j})ai,j〈Xcn, vi〉〈Xcn, vj〉+ ε∗n, (4.8)
where















We note that (4.8) is written as a standard linear model, but the error term, ε∗n, and the
design points, {〈Xcn, vi〉, 1 ≤ i ≤ p}, are dependent.
Unfortunately, we cannot use (4.8) directly for statistical inference since vi(t) and µX(t)



















The eigenvalues and the corresponding eigenfunctions of Cˆ(t, s) are denoted by λˆ1 ≥
λˆ2 ≥ . . . and vˆ1, vˆ2, . . . . Eigenfunctions corresponding to unique eigenvalues are uniquely
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determined up to signs. For this reason, we cannot expect more than to have cˆivˆi(t) be

















bi〈Xcn, vi − cˆivˆi〉+
p∑
i=1






(2− 1{i = j})ai,j
(〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉 − 〈Xcn, vi〉〈Xcn, vj〉) .








Y1, Y2, . . . , YN
)T
, A˜ = vech
({cˆicˆjai,j (2− 1{i = j}) , 1 ≤ i ≤ j ≤ p}T ) ,
B˜ =
(

























({〈vˆi, Xn − X¯〉〈vˆj , Xn − X¯〉, 1 ≤ i ≤ j ≤ p}T ) ,
Fˆn =
(〈Xn − X¯, vˆ1〉, 〈Xn − X¯, vˆ2〉, . . . , 〈Xn − X¯, vˆp〉)T .
The half-vectorization, vech(·), stacks the columns of the lower triangular portion of the
matrix under each other. Although we write our model in the form of a general linear
model, it is important to note that it is not a classical linear model. First, ε∗∗ is correlated
with Zˆ because ε∗∗ contains additional error terms which come from projecting onto a
p-dimensional space. Another important difference between (4.10) and a classical linear
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model is that the parameters to be estimated, A˜ and B˜, are random; they depend on the
random signs, cˆi. We estimate A˜, B˜, and µ using the least squares estimator:AˆBˆ
µˆ
 = (ZˆT Zˆ)−1 ZˆTY. (4.11)
To represent elements of Aˆ and Bˆ, we will use the notation that Aˆ = vech({aˆi,j(2− 1{i =
j}), 1 ≤ i ≤ j ≤ p}T ) and Bˆ = (bˆ1, bˆ2, . . . , bˆp)T .
We expect, under H0, that Aˆ will be close to zero since A˜ is zero. If H0 is not
correct, we expect the magnitude of Aˆ to be relatively large. This suggests that a testing
procedure could be based on Aˆ. Due to the random signs coming from the estimation of
the eigenfunctions, Aˆ will not be asymptotically normal. However, if the random signs are
“taken out,” asymptotic normality can be established. Hence our test statistic will be a























εˆn = Yn − µˆ−
p∑
i=1





(2− 1{i = j})aˆi,j〈Xn − X¯, vˆi〉〈Xn − X¯, vˆj〉




AˆT (Gˆ− MˆMˆT )Aˆ
is large. The main result of this paper is the asymptotic distribution of UN under the null
hypothesis. First, we discuss the assumptions needed to establish asymptotics for UN :










Assumption 4.3. {εn} is a sequence of independent, identically distributed random vari-




Assumption 4.4. the sequences {εn} and {Xn(t)} are independent.
The last condition is standard in functional data analysis. It implies that the eigenfunc-
tions v1, v2, . . . , vp are unique up to a sign.
Assumption 4.5.
λ1 > λ2 > · · · > λp+1.
Theorem 4.1. If H0, (4.5) and Assumptions 4.1–4.5 are satisfied, then
UN
d→ χ2(r),
where r = p(p+ 1)/2 is the dimension of the vector Aˆ.
The proof of Theorem 4.1 is given in Section 4.4.
Remark 4.1. By the Karhunen-Loe`ve expansion, every centered, square integrable process,





where ϕ` are orthonormal functions. Assumption 4.1 can be replaced with the requirement
that ξn,1, ξn,2, . . ., ξn,p are independent with Eξ
3
n,` = 0 and Eξn,` = 0 for all 1 ≤ ` ≤ p.
Our last result provides a simple condition for the consistency of the test based on UN .
Let A = vech({ai,j(2− 1{i = j}), 1 ≤ i ≤ j ≤ p}T ), i.e. the first r = p(p+ 1)/2 coefficients
in the expansion of h in (4.6).




The condition A 6= 0 means that h is not the 0 function in the space spanned by the
functions vi(t)vj(s), 1 ≤ i, j ≤ p.
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4.2 A simulation study
In this section, we investigate the empirical size and power of the testing procedure
for finite sample sizes. Seeking to obtain a test of size α = .01, .05, or .10, a rejection
region was chosen according to the limiting distribution of the test statistic. Since the
limiting distribution is χ2(r), the rejection region is (∆,∞), where P (χ2(r) > ∆) = α.
Simulated data was then used to compute the outcome of the test statistic. Iterating this
procedure 2,000 times, we kept track of the proportion of times that the outcome fell in
the predetermined rejection region. When simulations are done under H0, this gives us
the empirical size of the test, which we expect to be close to the nominal size, α, for large
sample sizes. When simulations are done under the alternative, HA, the proportion gives
us the empirical power of the test.
In our first simulation study, the εn’s were generated according to the distribution of
independent standard normals. We generated the Xn(t)’s according to the distribution of
independent standard Brownian motions. Then, using k(t) = 1 and h(s, t) = c, we obtained
Yn according to (4.1). Thus the power of the test is a function of the parameter c. In
particular, when c = 0, the null hypothesis is true. The resulting empirical size and power
are given in Table 4.1.
The distribution of our test statistic has been shown to converge to a χ2(r). Thus we
expect the empirical and nominal size to be close for samples of size N = 200 and even
closer when N = 500, as observed in Table 4.1. Since our testing procedure depends on
the choice of how many principal components to keep, results are given in Table 4.1 for
p = 1, 2, and 3. One possible method of selecting p is to follow the advice of Ramsay and
Silverman (2005) and choose p so that approximately 85% of the variance within a sample
is described by the first p principal components.
Although Theorem 4.1 is proven under the assumption that Xn(t) is a Gaussian process,
the result of Theorem 4.1 holds under relaxed conditions as discussed in Remark 4.1. We
will now investigate the empirical size and power of our test when Xn(t) is not a Gaussian
process. We generate the εn’s according to a uniform distribution on (−0.5, 0.5). The
predictors, Xn(t), are generated according to
Xn(t) =
(
T1,n + T2,nt+ T3,n(2t
2 − 1) + T4,n(4t3 − 3t)
)
/4,
where {Ti,n, 1 ≤ i ≤ 4, 1 ≤ n} are iid random variables having a t-distribution with 5 degrees
of freedom. The polynomials in the definition of Xn(t) are the orthogonal Chebyshev
polynomials. The resulting empirical size and power are given in Table 4.2. We see
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Table 4.1. Empirical power of test (in %) based on 2,000 simulations using iid Brownian
motions for Xn(t) and iid standard normals for εn.
c
α = .01
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 1.02 1.37 1.95 1.10 1.30 1.15
0.2 10.81 6.87 6.52 30.35 20.35 12.85
0.4 49.51 37.24 29.76 91.90 84.25 74.35
0.6 86.68 77.74 70.19 100.00 99.70 98.75
0.8 98.50 96.05 92.98 100.00 100.00 100.00
1.0 99.94 99.57 99.05 100.00 100.00 100.00
c
α = .05
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 5.15 6.00 7.44 5.60 5.75 6.05
0.2 25.90 19.17 18.02 53.05 40.00 31.35
0.4 72.10 60.31 50.38 97.90 93.70 88.55
0.6 95.21 90.43 85.77 100.00 99.90 99.60
0.8 99.60 98.90 97.60 100.00 100.00 100.00
1.0 99.99 99.87 99.84 100.00 100.00 100.00
c
α = .10
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 10.27 11.18 13.35 10.60 11.05 11.55
0.2 36.60 29.50 27.03 65.00 52.45 43.75
0.4 80.89 71.08 62.27 99.30 96.60 93.10
0.6 97.60 94.77 90.91 100.00 99.95 99.75
0.8 99.85 99.47 98.57 100.00 100.00 100.00
1.0 99.99 99.95 99.91 100.00 100.00 100.00
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from Table 4.2 that our testing procedure is robust against non-Gaussian observations.
Comparing Tables 4.1 and 4.2, we see that the value of the test statistics tends to be larger
if the Xn’s are not normally distributed for small N . The overrejection fades as N gets
larger so in case of non-Gaussian Xn’s, larger sample sizes are needed. This also explains
the somewhat better power of the procedure in the case of non-Gaussian errors.
4.3 Application to spectral data
In this section we apply our test to the data set collected by Tecator and available
at http://lib.stat.cmu.edu/datasets/tecator. Tecator used 240 samples of finely chopped
pure meat with different fat contents. For each sample of meat, a 100 channel spectrum
of absorbances was recorded using a Tecator Infratec food and feed analyzer. These
absorbances can be thought of as a discrete approximation to the continuous record, Xn(t).
Also, for each sample of meat, the fat content, Yn was measured by analytic chemistry.
The absorbance curve measured from the nth meat sample is given byXn(t) = log10 (I0/I),
where t is the wavelength of the light, I0 is the intensity of the light before passing through
the meat sample, and I is the intensity of the light after it passes through the meat
sample. The Tecator Infratec food and feed analyzer measured absorbance at 100 different
wavelengths between 850 and 1050 nanometers. This gives the values of Xn(t) on a discrete
grid from which we can use cubic splines to interpolate the values anywhere within the
interval. A representative sample of 15 of the 240 absorbance trajectories are pictured in
Figure 4.1.
Yao and Mu¨ller (2010) proposed using a functional quadratic model to predict the fat
content, Yn, of a meat sample based on its absorbance spectrum, Xn(t). We are interested
in determining whether the quadratic term in (4.1) is needed by testing its significance for





test statistic and hence the p-value are influenced by the number of principal components
that we choose to keep. If we select p according to the advice of Ramsay and Silverman
(2005), we will keep only p = 1 principal component because this explains more than 85%
of the variation between absorbance curves in the sample. Table 4.3 gives p-values obtained
using p = 1, 2, and 3 principal components, which strongly supports that the quadratic
regression provides a better model for the Tecator data.
4.4 Proof of Theorem 4.1
Proof of Theorem 4.1. We have from (4.10) and (4.11) that
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Table 4.2. Empirical power of test (in %) based on 2,000 simulations using non-Gaussian
Xn(t) and non-normal εn.
c
α = .01
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 2.40 1.20 1.85 1.75 1.45 1.35
0.2 57.70 46.75 37.50 93.75 90.30 82.55
0.4 96.90 95.55 91.20 100.00 100.00 100.00
0.6 99.90 100.00 99.70 100.00 100.00 100.00
0.8 100.00 100.00 100.00 100.00 100.00 100.00
1.0 100.00 100.00 100.00 100.00 100.00 100.00
c
α = .05
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 8.00 5.75 8.15 7.20 5.45 6.10
0.2 74.50 64.55 56.45 98.55 96.30 92.00
0.4 99.40 98.35 96.55 100.00 100.00 100.00
0.6 99.95 100.00 99.85 100.00 100.00 100.00
0.8 100.00 100.00 100.00 100.00 100.00 100.00
1.0 100.00 100.00 100.00 100.00 100.00 100.00
c
α = .10
N = 200 N = 500
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
0.0 13.60 12.15 14.60 13.60 10.35 11.50
0.2 82.30 74.25 65.55 98.90 97.70 95.25
0.4 99.65 99.10 97.95 100.00 100.00 100.00
0.6 99.95 100.00 99.90 100.00 100.00 100.00
0.8 100.00 100.00 100.00 100.00 100.00 100.00
1.0 100.00 100.00 100.00 100.00 100.00 100.00
Table 4.3. p-values (in %) obtained by applying our testing procedure to the Tecator data
set with p = 1, 2, and 3 principal components.
p 1 2 3
p-value 1.25 13.15 0.00
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+ (ZˆT Zˆ)−1 ZˆTε∗∗.
(4.12)
We also note that, under the null hypothesis, ai,j = 0 for all i and j and therefore ε
∗
n and
ε∗∗n of (4.8) and (4.9) reduce to










bi〈Xcn, vi − cˆivˆi〉+
p∑
i=1
bi〈X¯ − µX , cˆivˆi〉.
To obtain the limiting distribution of
√


















 = oP (1) , (4.13)
where ζ is an unobservable matrix of random signs, Λ = diag(λ1, λ2, . . . , λp), M = E (Dn),








({〈vi, Xcn〉〈vj , Xcn〉, 1 ≤ i ≤ j ≤ p}T ) .
















G−MMT )−1 ζ 0r×p −ζ (G−MMT )−1 ζM
0p×r Λ−1 0p×1






Since we are interested only in
√
NAˆ we need consider only the first r = p(p+1)/2 elements































G−MMT )−1 ζ (Dˆn −M) .







G−MMT )−1 ζ (Dˆn −M) d→ N (0, τ2 (G−MMT )−1) ,
where τ2 = Var (ε∗1). Finally, in Lemmas 4.10 and 4.11, we show that τˆ2 − τ2 = oP (1). As




− ζ (G−MMT ) ζ = oP (1). Since ζ is
a diagonal matrix of signs, ζζ = I, completing the proof of Theorem 4.1.
4.5 Proof of Theorem 4.2
We provide only an outline of the proof since it follows the arguments used in the proof of
Theorem 4.1. However, the arguments are simple since instead of obtaining an asymptotic
limit distribution we only establish the weak law
AˆT (Gˆ− MˆMˆT )Aˆ P→ AT (G−MMT )A, (4.15)
where A = vech
({ai,j (2− 1{i = j}) , 1 ≤ i ≤ j ≤ p}T ) is like the vector A˜ except without
the random signs.
First we note that according to Lemma 4.1, the estimation of v1, . . . , vp by vˆ1, . . . , vˆp
causes only the introduction of the random signs cˆ1, . . . , cˆp. As in the proof of Theorem 4.1
one can verify that
Aˆ− ζA P→ 0.
Lemmas 4.2 and 4.6 hold under H0 as well as under HA. This gives
Gˆ− ζGζ = oP (1)
and
MˆMˆT − ζMMT ζ = oP (1),
completing the proof of (4.15).
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4.6 Technical lemmas
Throughout the proofs in this section we will use ‖ · ‖1 to be the 1-norm and ‖ · ‖2 to
be 2-norm on the unit interval, square, cube, or hypercube. The null hypothesis, H0, is
assumed throughout this section. We will make frequent use of the following lemma, which
is established in Dauxois et al. (1982) and Bosq (2000).
Lemma 4.1. If Assumptions 4.1, 4.2, and 4.5 hold, then




for each 1 ≤ i ≤ p.




= oP (1) ,




n and ζ = diag
(
vech({cˆicˆj , 1 ≤ i ≤ j ≤ p}T )
)
.









Therefore an element of DnD
T










` . Hence using the

























= oP (1) . (4.17)






〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉〈Xn − X¯, cˆkvˆk〉〈Xn − X¯, cˆ`vˆ`〉
− 〈Xcn, vi〉〈Xcn, vj〉〈Xcn, vk〉〈Xcn, v`〉
)
= oP (1) .
(4.18)






〈Xcn, cˆivˆi〉〈Xcn, cˆj vˆj〉〈Xcn, cˆkvˆk〉〈Xcn, cˆ`vˆ`〉











〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉〈Xn − X¯, cˆkvˆk〉〈Xn − X¯, cˆ`vˆ`〉
− 〈Xcn, cˆivˆi〉〈Xcn, cˆj vˆj〉〈Xcn, cˆkvˆk〉〈Xcn, cˆ`vˆ`〉
)
= oP (1) .
(4.20)








































× ||cˆivˆi(s)cˆj vˆj(t)cˆkvˆk(u)cˆ`vˆ`(w)− vi(s)vj(t)vk(u)v`(w)||2 .














= OP (1) ,
so it remains only to show that
||cˆivˆi(s)cˆj vˆj(t)cˆkvˆk(u)cˆ`vˆ`(w)− vi(s)vj(t)vk(u)v`(w)||2 = oP (1) .
Using Minkowski’s inequality, Fubini’s Theorem, the fact that ‖vˆi‖2 = ‖vi‖2 = 1, and then
Lemma 4.1, we obtain
||cˆivˆi(s)cˆj vˆj(t)cˆkvˆk(u)cˆ`vˆ`(w)− vi(s)vj(t)vk(u)v`(w)||2
≤ ||(cˆivˆi(s)− vi(s)) cˆj vˆj(t)cˆkvˆk(u)cˆ`vˆ`(w)||2
+ ||vi(s)cˆj vˆj(t)cˆkvˆk(u) (cˆ`vˆ`(w)− v`(w))||2
+ ||vi(s)cˆj vˆj(t) (cˆkvˆk(u)− vk(u)) v`(w)||2
+ ||vi(s) (cˆj vˆj(t)− vj(t)) vk(u)v`(w)||2






Hence (4.19) is proven which also completes the proof of Lemma 4.2.







n = oP (1) .
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Proof. We see from (4.16) that an element of FnD
T










(〈Xcn, v1〉, 〈Xcn, v2〉, . . . , 〈Xcn, vp〉)T . We observe that Eξ(n)i ξ(n)j ξ(n)k = 0, so


















〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉〈Xn − X¯, cˆkvˆk〉 (4.21)
− 〈Xcn, vi〉〈Xcn, vj〉〈Xcn, vk〉
)
= oP (1) .
Since random signs do not affect convergence to zero, the proof is complete.







n −Λ = oP (1) ,
where Λ = diag(λ1, λ2, . . . , λp).
Proof. By (4.16), an element of FnF
T










j = 1{i =







n −Λ = oP (1) .





(〈Xn − X¯, vˆi〉〈Xn − X¯, vˆj〉 − 〈Xcn, vi〉〈Xcn, vj〉) = oP (1) . (4.22)
Since random signs do not affect convergence to zero, multiplying vˆi by cˆi and vˆj by cˆj will






(〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉 − 〈Xcn, vi〉〈Xcn, vj〉) = oP (1) . (4.23)
One can show (4.23) in exactly the same way we established (4.18) in the proof of Lemma 4.2.
This completes the proof.
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Fˆn = oP (1) .










Fn = oP (1) .








= oP (1) . (4.24)





(〈Xcn, vi〉 − 〈Xn − X¯, vˆi〉) = oP (1) . (4.25)





(〈Xcn, vi〉 − 〈Xn − X¯, cˆivˆi〉) = oP (1) . (4.26)





(〈Xcn, vi〉 − 〈Xcn, cˆivˆi〉) = oP (1) . (4.27)





(〈Xcn, cˆivˆi〉 − 〈Xn − X¯, cˆivˆi〉) = oP (1) . (4.28)
Using the central limit theorem in Hilbert spaces with Lemma 4.1 we conclude∣∣∣∣∣ 1N
N∑
n=1

























and by the same arguments we have∣∣∣∣∣ 1N
N∑
n=1
(〈Xcn, cˆivˆi〉 − 〈Xn − X¯, cˆivˆi〉)
∣∣∣∣∣ = ∣∣〈µX − X¯, cˆivˆi〉∣∣
≤ ∣∣∣∣(µX(t)− X¯(t)) cˆivˆi(t)∣∣∣∣1
≤ ∣∣∣∣µX(t)− X¯(t)∣∣∣∣2
= oP (1) .
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Lemma 4.6. If Assumptions 4.1, 4.2, and 4.5 hold, then
Mˆ−M = oP (1) .
where Mˆ = N−1
∑N
n=1 Dˆn and M = E (Dn).





〈Xn − X¯, vˆi〉〈Xn − X¯, vˆj〉.
Since this is exactly the same as the form of an arbitrary element of FˆnFˆ
T
n , Lemma 4.6
follows from the proof of Lemma 4.4. Note in particular that when i 6= j, the sum converges
to zero and is unaffected by signs, and when i = j, the signs cancel each other out. For
this reason, ζM = M, rendering it unnecessary to multiply M by ζ in the statement of the
lemma.











 = oP (1) .
Proof. This follows immediately from Lemmas 4.2–4.6.
We will now use Lemma 4.7 to separate our estimate, Aˆ, of A˜ from the estimates of the
other parameters in (4.11).






















G−MMT )−1 ζ 0r×p −ζ (G−MMT )−1 ζM
0p×r Λ−1 0p×1
−MT (G−MMT )−1 01×p 1 + MT (G−MMT )−1 M
 .





−C−1N−1/2ZˆTε∗∗ = oP (1) . (4.29)








G−MMT )−1 ζ 0r×p −ζ (G−MMT )−1 ζM
0p×r Λ−1 0p×1







































G−MMT )−1 ζ (Dˆn −M) = oP (1) . (4.31)
The result is now obtained by multiplying (4.31) on the left by ζ.






G−MMT )−1 ζ (Dˆn −M) d→ N (0, τ2 (G−MMT )−1) ,
where




and σ2 = Varεn.
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= oP (1) . (4.32)






ε∗∗n − ε∗n −
p∑
i=1
bi〈X¯ − µX , cˆivˆi〉
)





(Dn −M) 〈X¯ − µX , cˆivˆi〉 = oP (1) . (4.34)





G−MMT )−1 (ε∗∗n (ζDˆn −M)− ε∗n (Dn −M)) = oP (1) .





G−MMT )−1 ε∗n (Dn −M) d→ N (0, τ2 (G−MMT )−1) . (4.35)






(〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉 − 〈Xcn, vi〉〈Xcn, vj〉) = oP (1) , (4.36)














(〈Xn − X¯, cˆivˆi〉〈Xn − X¯, cˆj vˆj〉 − 〈Xcn, cˆivˆi〉〈Xcn, cˆj vˆj〉) = oP (1) . (4.38)




ε∗∗n 〈Xcn, cˆivˆi〉 (〈Xcn, cˆj vˆj〉 − 〈Xcn, vj〉)+N−1/2
N∑
n=1
ε∗∗n 〈Xcn, vj〉 (〈Xcn, cˆivˆi〉 − 〈Xcn, vi〉) .
It follows from Assumptions 4.1–4.4 that both sets of random functions {εnXcn(t)Xcn(s), 1 ≤
n ≤ N} and {Xcn(u)Xcn(t)Xcn(s), 1 ≤ n ≤ N} are independent and identically distributed



















= OP (1) .
(4.39)
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ε∗∗n 〈Xcn, cˆivˆi〉 (〈Xcn, cˆj vˆj〉 − 〈Xcn, vj〉) = δ1 + δ2 + δ3 + δ4,












































































































































ε∗∗n 〈Xcn, vj〉 (〈Xcn, cˆivˆi〉 − 〈Xcn, vi〉) = oP (1) ,
and therefore (4.37) is proven.
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ε∗∗n 〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉+N−1/2
N∑
n=1





ε∗∗n 〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉 = δ5 + δ6 + δ7 + δ8,






εn〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉
∣∣∣∣∣






















bk〈Xcn, vk〉〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉
∣∣∣∣∣∣






bk〈Xcn, vk〉〈Xn − X¯, cˆivˆi〉
∣∣∣∣∣∣
=

































































bkvk(t) (vˆi(t)− cˆivi(t)) dt
∣∣∣∣∣∣
≤ N1/2λˆi






















bk〈Xcn, vk − cˆkvˆk〉〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉
∣∣∣∣∣




























bk〈X¯ − µX , cˆkvˆk〉〈Xn − X¯, cˆivˆi〉〈µX − X¯, cˆj vˆj〉
∣∣∣∣∣




















This proves (4.38), which also completes the proof of (4.36) and hence (4.32).









bk〈Xcn, vk − cˆkvˆk〉
)
= oP (1) . (4.40)




























































(〈Xcn, vk〉〈Xcn, v`〉 − λk1{k = `}) 〈X¯ − µX , cˆivˆi〉 = oP (1) . (4.41)
Using the previous arguments, one can easily verify (4.41), establishing (4.34).
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We will now finish the proof of the lemma by establishing (4.35) as the third step. Using























Therefore, ε∗n (Dn −M) is an iid sequence with mean zero and variance τ2
(
G−MMT ).
The central limit theorem now proves (4.35), completing the proof of the lemma.





 = OP (N−1/2) . (4.42)
In particular, we have











where aˆi,j and bˆi are defined by
Aˆ = vech
({aˆi,j (2− 1{i = j}) , 1 ≤ i ≤ j ≤ p}T ) and Bˆ = (bˆ1, bˆ2, . . . , bˆp)T .




. According to (4.29) and (4.30)
we can prove that































ε∗∗n 〈Xn − X¯, vˆi〉 = δ9 + δ10 + δ11 + δ12,

























bk〈Xcn, vk − cˆkvˆk〉〈Xn − X¯, vˆi〉








bk〈X¯ − µX , cˆkvˆk〉〈Xn − X¯, vˆi〉
∣∣∣∣∣ = OP (N−1/2) .
This proves (4.46) and hence (4.45).
To complete the justification of (4.42), we need to show that












−MT (G−MMT )−1 Dˆn + 1 + MT (G−MMT )−1 M) = OP (N−1/2) .
(4.48)

























ε∗∗n = δ13 + δ14 + δ15 + δ16,











































bk〈Xcn, vk − cˆkvˆk(t)〉








bk〈X¯ − µX , cˆkvˆk〉
∣∣∣∣∣ = OP (N−1/2) .
This proves (4.50), which establishes (4.47) and completes the proof of (4.42).
Using (4.42) and Lemma 4.1, we will now show (4.43) and (4.44). We conclude from
(4.42) that









Now, Lemma 4.1 yields that
‖bkvk(t)− bˆkvˆk(t)‖2 ≤ ‖bk(vk(t)− cˆkvˆk(t))‖2 + ‖(bk cˆk − bˆk)vˆk(t)‖2












This proves (4.43) and (4.44) and completes the proof of the lemma.
Lemma 4.11. If Assumptions 4.1–4.5 are satisfied, then










ε∗2n − τ2 a.s.→ 0,




































(εˆn − ε∗n) ε∗n,
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(4.51) follows from ∣∣∣∣∣ 1N
N∑
n=1
(εˆn − ε∗n) ε∗n




(εˆn − ε∗n) εˆn
∣∣∣∣∣ = OP (N−1/2) . (4.53)



































(2− 1{i = j}) (ai,j〈Xcn, vi〉〈Xcn, vj〉 − aˆi,j〈Xn − X¯, vˆi〉〈Xn − X¯, vˆj〉) .














bi〈Xcn, vi〉 − bˆi〈Xn − X¯, vˆi〉
)
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bi〈Xcn, vi〉 − bˆi〈Xn − X¯, vˆi〉
)
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bi〈Xcn, vi〉 − bˆi〈Xn − X¯, vˆi〉
)
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bi〈Xcn, vi〉 − bˆi〈Xn − X¯, vˆi〉
)
.


























































































































































(4.52). Following the previous arguments, one can establish (4.53), completing the proof of
the lemma.
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We observe two sequences of curve which are connected via an integral operator. Our
model includes linear models as well as autoregressive models in Hilbert spaces. We wish to
test the null hypothesis that the operator did not change during the observation period. Our
method is based on projecting the observations onto a suitably chosen finite dimensional
space. The testing procedure is based on functionals of the weighted residuals of the
projections. Since the quadratic form is based on estimating the long-term covariance
matrix of the residuals, we also provide some results on Bartlett-type estimators.
5.1 Introduction
Suppose {Xn(t), n = 1, 2, . . . , N} and {Yn(t), n = 1, 2, . . . , N} are sequences of random




Ψn(s, t)Xn(s) ds+ n(t). (5.1)
For example, Xn(t) and Yn(t) may be the exchange rates of two currencies on day n at
time t, where the trading day is normalized so that t ranges between 0 and 1. In other
applications, Xn can be the temperature and Yn the pollution level at a given location.
If Ψ1 = Ψ2 = · · · = ΨN , we say that the model is stable. However, as the underlying
conditions change, the Ψ’s may also change. Our estimates for the assumed common Ψ
as well as our predictions and inferences based on the model would be flawed if we falsely
assume that the Ψ’s have not changed. To test the applicability of this model with an
unchanging Ψ, we will test the null hypothesis,
H0 : Ψ1 = Ψ2 = · · · = ΨN , (5.2)
3The content of this chapter is based on joint research with Lajos Horva´th. It has been submitted to the
Journal of Multivariate Analysis.
75
against the alternative
HA : Ψ1 = Ψ2 = . . . = Ψk∗1 6= Ψk∗1+1 = . . . = Ψk∗r 6= Ψk∗r+1 = . . . = ΨN
with some unknown integers k∗1, . . . k∗r . The k∗i ’s are called change-points, and the alterna-
tive, HA, is that there are exactly r change-points. We assume that (5.1) and H0 hold and
that both {Xn} and {Yn} are stationary sequences. The model with nonchanging (stable)
Ψ has received considerable attention in the literature. If Xn and n are independent
sequences of independent processes, then (5.1) is a functional version of the classical linear
model (Cardot et al., 2003; Chiou et al., 2004; Cai and Hall, 2006; Ferraty and Vieu, 2006).
If Xn = Yn−1, then we have the functional AR(1) model in (5.1) (Bosq, 2000; Kargin and
Onatski, 2008; Horva´th et al., 2010).
Let C(s, t) = var (Xn(t), Xn(s)) and D(s, t) = var (Yn(t), Yn(s)). Let {(vj(s), λj), 1 ≤
j ≤ ∞} and {(wi(t), τi), 1 ≤ i ≤ ∞} be eigenfunction-eigenvalue pairs associated with
C(s, t) and D(s, t) respectively. This means that τiwi(t) =
∫ 1
0 D(t, s)wi(s) ds and λjvj(s) =∫ 1
0 C(s, t)vj(t) dt. Assume that λj is the j
th largest eigenvalue of C(s, t) and that τi is the
ith largest eigenvalue of D(s, t). It can be assumed that the eigenfunctions of C(s, t) are
orthonormal and also that the eigenfunctions of D(s, t) are orthonormal. We assume that


















































Equation (5.4) means that we keep the parts of Yn and Xn which are explained by the first
q and p principal components.
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To reduce the dimensionality of the model we will project both sides of (5.4) onto the







ψ1,1 ψ1,2 . . . ψ1,p
ψ2,1 ψ2,2 . . . ψ2,p
...
... . . .
...














Instead of testing the null hypothesis, (5.2), exactly as it is stated, we would like to test
if the coefficients {ψi,j , 1 ≤ i ≤ q, 1 ≤ j ≤ p} remained constant during the observation
period. Essentially, we are testing the stability of Ψ(s, t) over the space spanned by the
most important principal components of the Xn’s and the Yn’s. Equation (5.5) has the
form of a linear model, but it is not a classical linear model because the regressors are
random variables and are correlated with the errors. Unfortunately, we cannot use (5.5)
directly, since the covariance functions, D(s, t) and C(s, t), and hence the eigenfunctions,
{wi(t), i = 1, 2, . . . q} and {vj(t), j = 1, 2, . . . , p}, are unknown. Instead, we will use
the estimates DˆN (s, t) and CˆN (s, t) and their corresponding eigenfunctions, {wˆi,N (t), i =
1, 2, . . . q} and {vˆj,N (s), j = 1, 2, . . . , p}, where




















Eigenfunctions corresponding to unique eigenvalues are uniquely determined up to signs.
For this reason, we cannot expect more than to have wˆi,N be close to dˆi,Nwi and vˆj,N be
close to cˆj,Nvj , where dˆi,N , cˆi,N are random signs. In order to obtain a linear model similar
to equation (5.5) that is useable, we must use our estimates for the eigenfunctions. We






dˆi,Nψi,j cˆj,N wˆi,N (t)
∫ 1
0







































By projecting both sides of (5.6) onto the space spanned by the functions {wˆj,N (t), 1 ≤







dˆ1,Nψ1,1cˆ1,N dˆ1ψ1,2cˆ2,N . . . dˆ1,Nψ1,pcˆp,N
dˆ2,Nψ2,1cˆ1,N dˆ2,Nψ2,2cˆ2,N . . . dˆ2,Nψ2,pcˆp,N
...
... . . .
...










〈∗∗n , wˆ1,N 〉
〈∗∗n , wˆ2,N 〉
...
〈∗∗n , wˆq,N 〉
 .
(5.7)
The signs {dˆi,N , 1 ≤ i ≤ q} and {cˆj,N , 1 ≤ j ≤ p} are computed from X1, X2, . . . , XN
and Y1, Y2, . . . , YN and they will not change during the testing procedure. Therefore, testing
the stability of {dˆi,Nψi,j cˆj,N , 1 ≤ i ≤ q, 1 ≤ j ≤ p} is equivalent to testing the stability of
{ψi,j , 1 ≤ i ≤ q, 1 ≤ j ≤ p}.
Letting ⊗ be the Kronecker product, we can express equation (5.7) in a more condensed
form:
Yˆ(n) = Zˆ(n)β + ∆ˆ
(n)








 , ∆ˆ(n) =

〈∗∗n , wˆ1,N 〉
〈∗∗n , wˆ2,N 〉
...











= vec({dˆi,Nψi,j cˆj,N , 1 ≤ i ≤ q, 1 ≤ j ≤ p}T ),
and
Zˆ(n) = Iq ⊗ Mˆn with Mˆn = (〈Xn, vˆ1,N 〉, . . . , 〈Xn, vˆp,N 〉) .





















Our testing procedure is based on the cumulative sums process of the weighted residuals,














 , t ∈ [0, 1], (5.9)
where Y˜(n) = Yˆ(n) − Zˆ(n)βˆN , 1 ≤ n ≤ N stands for the residuals.
5.2 Main Results
In this section we formally state all of the assumptions that we need and then we state
our main theorem. Throughout this chapter we use |·| to mean the absolute value of a scalar
or the largest of the absolute values of the elements of a vector or matrix. It will always be
clear from the context which is meant.
Our first condition means that the processes Xn and n are Bernoulli shifts:
Assumption 5.1. Xn(t) and n(t) can be expressed as
Xn(t) = a(ηn(t),ηn−1(t), . . . ) and n(t) = b(ηn(t),ηn−1(t), . . . ),
for some functionals a and b where {ηk,−∞ < k < ∞} are iid vector-valued random
functions.
Assumption 5.1 implies immediately that the vector-valued process (Xn, n), 1 ≤ n <∞
is stationary and ergodic. If H0 holds, then (Xn, n, Yn), 1 ≤ n < ∞ is also stationary and
ergodic. We also require that the processes have at least 4 moments:
Assumption 5.2.
EXn(t) = 0 and En(t) = 0, (5.10)∫ 1
0
EX4n(t) dt <∞ and
∫ 1
0
E4n(t) dt <∞. (5.11)
Assumption 5.3. Xn(t) and n(s) are uncorrelated, i.e. EXn(t)n(s) = 0 for all 0 ≤ t, s ≤
1.
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Under assumption 5.1 one can even have long-range dependence among the observations.
However, in this chapter we are interested only in weakly dependent sequences which is
stated in the next assumption:






























n,n−k−1(t), . . . )
and




n,n−k−1(t), . . . ),
where {η(k)n,`,−∞ < k, `, n <∞} are iid copies of η0.
We note that, due to stationarity required by Assumption 5.1, it is enough to assume
that (5.12) and (5.13) hold for at least one n. Ho¨rmann and Kokoszka (2010) call the
processes satisfying Assumption 5.4 L2 m-decomposable processes. This property appeared
first in Ibragimov (1962) and is used several times in Billingsley (1968). Aue et al. (2011)
provide several examples when Assumptions 5.1 and 5.4 hold. For example, autoregressive,
moving-average, linear processes in Hilbert spaces satisfy this condition. Also, the non-linear
functional ARCH(1) model (Ho¨rmann et al., 2010) and bilinear models (Ho¨rmann and
Kokoszka, 2010) also satisfy Assumption 5.4.
Our next assumption ensures that the p and q largest eigenvalues of C and D, respec-
tively, are unique.
Assumption 5.5.
λ1 > λ2 > · · · > λp+1
and
τ1 > τ2 > · · · > τq+1.




Ψ4(s, t) dt ds <∞.
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We note that under Assumptions 5.2 and 5.6 we also have that EYn(t) = 0 and∫ 1
0 EY
4
n (t) dt <∞. Let
γ` = vec
({γ`(i, j), 1 ≤ i ≤ q, 1 ≤ j ≤ p}T ) ,
where




















We now define our detector as





where V˜N (t) is defined in (5.9) and Σ˘N is an estimator (up to random signs) for Σ. The
Bartlett-type estimator that we propose for Σ˘N is a function of the estimators vˆj,N (t) and
wˆi,N (t), which are estimators for v(t) and w(t) up to random signs. For this reason, we
cannot expect that Σ˘N will be close to Σ. The best we can expect is that ζNΣ˘NζN will be
close to Σ, where ζN is a matrix corresponding to the random signs, cˆj,N and dˆi,N . This is
described in assumption 5.7.
Next we introduce the diagonal matrices CˆN and DˆN which consists of the random
signs, i.e. CˆN = diag(cˆ1,N , . . . , cˆp,N ), DˆN = diag(dˆ1,N , . . . , dˆq,N ) and ζN = DˆN ⊗ CˆN .
Assumption 5.7. ΣˆN = ζNΣ˘NζN is an estimator for Σ such that∣∣∣ΣˆN −Σ∣∣∣ = oP (1) .
Note in particular that
ζNγ` = vec
(
{cˆj,N dˆi,Nγ`(i, j), 1 ≤ i ≤ q, 1 ≤ j ≤ p}T
)
.







Although any estimator satisfying Assumption 5.7 can be used, we recommend using a
Bartlett-type estimator as Σ˘N , which we will describe in Section 5.3.
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where {B`(t), ` = 1, . . . , pq} are iid standard Brownian bridges.
The testing procedure can be based on Theorem 5.1, using functionals of VN (t). The
distribution of functionals of the limit was considered by Kiefer (1959) who provided
formulae for the distribution functions of the supremum and L2 functionals of the limit.
For tables, approximations and further discussion on the distribution of functionals of the
limit we refer to Aue et al. (2009).
5.3 Bartlett-type estimators
In this section we discuss the estimation of the long-run covariance matrix of the sums of
weakly dependent vectors. We start with estimators based on the sequence γ`, 1 ≤ ` ≤ N .
Since Σ is the spectral density at 0, the kernel-type estimators discussed in Grenander and
Rosenblatt (1957), Anderson (1971), Brillinger (1975), Priestley (1981), and Rosenblatt














The kernel K satisfies the following condition:
Assumption 5.8.
(i) K(0) = 1
(ii) K is a symmetric, Lipschitz function
(iii) K has a bounded support
(iv) Kˆ, the Fourier transform of K, is also Lipschitz and integrable
These conditions are mild, and they are satisfied by the most commonly used kernels,
like the triangle of Bartlett and the polynomial kernel of Parzen (1961, 1967). Assump-
tion 5.8(iii) makes the present proofs relatively technically simple and it could be replaced
with the assumption that K(x) decays sufficiently fast as |x| → ∞. The next assumption
is standard in the estimation of spectral densities and long term variances and covariances.
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Assumption 5.9.
BN →∞ and BN/N → 0.
Jansson (2002) proved the consistency of covariance estimation for linear processes
under the assumption BN = o(N
1/2). Similarly, Ho¨rmann and Kokoszka (2010) obtained
consistency results for the estimation of the long run covariance matrices of the projections of
functional observations assuming BN = o(N
1/2). Liu and Wu (2010) established consistency
results for estimation of spectral densities under Assumption 5.9.
Theorem 5.2. If Assumptions 5.1-5.4, 5.6, 5.8 and 5.9 hold, then
Σ˜N
P→ Σ.
We would like to point out that the proof of Theorem 5.2 only requires that γ` is a
Bernoulli shift with zero mean and finite second moment for which (5.28) holds.
The estimator, Σ˜N , cannot be computed since the variables γ` are not observed directly
and we need to estimate them from the sample. We have estimators for vj as well as for






ψˆi,jwˆi,N (t)〈X`, vˆj,N 〉,
where ψˆi,j is the (i, j)
th element of βˆN when it is written in the matrix form, i.e. {ψˆi,j , 1 ≤
i ≤ q, 1 ≤ j ≤ p} = vec−1(βˆN ). Now γ` will be replaced with
γˆ` = vec
({γˆ`(i, j), 1 ≤ i ≤ q, 1 ≤ j ≤ p}T ) ,
where
γˆ`(i, j) = 〈X`, vˆj,N 〉〈ˆ`, wˆi,N 〉.














The next result states that the proposed estimator satisfies Assumption 5.7.
Theorem 5.3. If Assumptions 5.1–5.6, 5.8 hold and
BN →∞ and BN/N1/2 → 0, (5.15)
then Assumption 5.7 is satisfied.
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5.4 Random Processes in Hilbert Spaces
In this section we summarize some basic results on random variables in Hilbert spaces
which are used in the proofs. Let ‖ · ‖ denote the L2-norm of functions defined on the unit
interval, the unit square or the unit cube.








∥∥∥∥∥ = OP (1), (5.17)∥∥∥∥∥ 1N1/2
N∑
n=1
(n(t)n(s)− F (t, s)))
∥∥∥∥∥ = OP (1), (5.18)




∥∥∥∥∥ = OP (1). (5.19)
Proof. It was pointed out in Ho¨rmann and Kokoszka (2010) that the k-approximable prop-
erty in Assumption 5.4 implies (5.17) and (5.18). Using (5.1), we get that the sums of
Xn(t)n(s) and Yn(t)Yn(s) are also k-approximable so the rest of the result again follows
from Theorem 3.1 of Ho¨rmann and Kokoszka (2010).
Theorem 5.5. If Assumptions 5.1–5.6 hold, then we have
max
1≤i≤q



























Proof. Using Corollary 1.6 of Gohberg et al. (1990) we get that (5.20) follows from (5.19).
According to Lemma 4.3 of Bosq (2000), (5.19) implies (5.22). Similarly, (5.17) yields (5.21)
and (5.23).
The next result is a uniform version of Theorem 5.4.
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(n(t)n(s)− F (t, s)))
∥∥∥∥∥ = OP (logN) (5.26)







∥∥∥∥∥ = OP (logN). (5.27)
Proof. Following the proof in Section A.1 in Ho¨rmann and Kokoszka (2010) one can easily

















implying (5.24). Similar arguments yield (5.25)-(5.27).
The next results establish the weak convergence of the sum of the γ`’s.


















where γ`(i) and γ
(m)
` (i) are the i









` (i, j) = 〈X(m)` , vj〉〈(m)` , wi〉+ 〈X(m)` , vj〉〈X(m)` , ui〉.
The result now follows immediately from Theorem A.1 of Aue et al. (2009).
5.5 Proof of Theorem 5.1
First we outline the proof of Theorem 5.1. Using the definition of the residual vectors
we can write that











































We show that (
β − βˆN
)√
N = OP (1) , (5.30)





bNtcZˆbNtc − tZˆTN ZˆN
N
∣∣∣∣∣ = oP (1) . (5.31)











∣∣∣∣∣ = oP (1) .




is the leading term while the remainder
can be disregarded when considering the limiting distribution of our cumulative sum process
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(5.9).
We now start with the proof of (5.31).





〈Xn, vi〉〈Xn, vj〉 a.s.→ λi 1{i = j} as k →∞.
Proof. We recall that Xn(t) is stationary and ergodic. Thus the ergodic theorem shows us





































= λi 1{i = j},
completing the proof.










P→ C = Iq ⊗Λ, (5.33)
where Λ = diag(λ1, λ2, . . . , λp).








〈Xn, vˆi,N 〉〈Xn, vˆj,N 〉 − λi1{i = j}
∣∣∣∣> δ)≤ γ, (5.34)
if N ≥ N0. Note that by the Cauchy-Schwarz inequality we have∣∣∣∣1k
k∑
n=1






‖Xn‖2(‖vˆi,N − cˆi,Nvi‖+ ‖vˆj,N − cˆj,Nvj‖).








so (5.34) follows from Theorem 5.5 and Lemma 5.1.











∣∣∣ZˆTbNtcZˆbNtc − tZˆTN ZˆN ∣∣∣+ sup
K0/N≤t≤1















































∣∣∣∣∣ ZˆTk Zˆkk −C
∣∣∣∣∣+




For everyK0 we have that P (max1≤k≤K0 |ZˆTk Zˆk|/N > δ)→ 0 and by (5.34) P (|K0ZˆTN ZˆN |/N2 >
δ)→ 0 as N →∞. Using (5.34) again we conclude P (maxK0≤k≤N |ZˆTk Zˆk/k−C| > δ) ≤ γ.
Since γ and δ can be chosen as small as we wish, Lemma 5.2 is established.













({〈X`, vˆj,N 〉〈∗∗` , wˆi,N 〉, 1 ≤ i ≤ q, 1 ≤ j ≤ p}T ) .
(5.35)
We note that























































































〈(cˆj,Nvj − vˆj,N ) , Xn〉.
In particular, we can write
〈∗∗` , wˆi,N 〉 = 〈`, wˆi,N 〉+ 〈η`,1, wˆi,N 〉+ 〈η`,2, wˆi,N 〉
+ 〈η`,3, wˆi,N 〉+ 〈η`,4, wˆi,N 〉+ 〈η`,5, wˆi,N 〉.
(5.36)
We show that ZˆTbNtc∆ˆbNtc can be written as the sum of weakly dependent variables and
an additional term which is just t times a random variable matrix. The additional term
reflects the replacement of Ψ with a finite sum and the estimation of the eigenfunctions
{wi, 1 ≤ i ≤ q} and {vj , 1 ≤ i ≤ p}. The drift term is given by
RN = vec
({RN (i, j), 1 ≤ i ≤ q, 1 ≤ j ≤ p}T ) ,
where
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RN (i, j) = R
(1)
N (i, j) +R
(2)
N (i, j) +R
(3)

































(cˆn,Nvn(s)− vˆn,N (s)) vj(s) ds,
R
(4)

















〈X`, vˆj,N 〉〈`, wˆi,N 〉 − cˆj,N dˆi,NT (1)bNtc(i, j)





























〈X`, cˆj,Nvj〉〈`, wˆi,N − dˆi,Nwi〉
∣∣∣∣∣∣ .














∥∥∥∥∥∥ (‖vˆj,N − cˆj,Nvj‖‖wˆi,N‖)
= OP (logN) ,






〈X`, cˆj,Nvj〉〈`, wˆi,N − dˆi,Nwi〉
∣∣∣∣∣∣ = OP (logN) ,
completing the proof of the lemma.
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〈X`, vˆj,N 〉〈η`,1, wˆi,N 〉 − bNtcR(1)N (i, j)
∣∣∣∣∣∣ = OP (logN) .





























〈X`,vˆj,N 〉〈η`,1, wˆi,N 〉
= 〈X`, vˆj,N − cˆj,Nvj〉〈η`,1, wˆi,N 〉+ 〈X`, cˆj,Nvj〉〈η`,1, wˆi,N 〉


























































































































= bNtcR(1)N (i, j),
where we used that the vj ’s are orthonormal eigenfunctions of C. Applying again (5.20)

















































































X`(z)X`(s) dz ds dx
∣∣∣∣∣∣








































bNtc(i, j) + bNtcR
(2)
N (i, j)















Proof. First we write
bNtc∑
`=1































〈X`, vˆj,N − cˆj,Nvj〉〈η`,2, wˆi,N − dˆi,Nwi〉.

















































































































































































































































































































































= bNtcR(2)N (i, j).
Repeating our previous arguments we get that
sup
t∈[0,1]






































































X`(z)X`(s) ds dx dz
∣∣∣∣∣∣
























completing the proof of the lemma.






〈X`, vˆj,N 〉〈η`,3, wˆi,N 〉 − bNtcR(3)N (i, j)





















〈X`, vj〉〈η`,3, wˆi,N − dˆi,Nwi〉,
A
(9)







































∥∥∥∥∥∥ ‖vˆj,N (z)− cˆj,Nvj(z)‖













∣∣∣A(8)bNtc∣∣∣ = OP (1) .
Next we observe that
sup
t∈[0,1]







































































ψi,ncˆn,N (cˆn,Nvn(s)− vˆn,N (s)) ds




















ψr,ncˆn,Nwr(x) (cˆn,Nvn(s)− vˆn,N (s)) ds dz dx.
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Using Theorems 5.5 and 5.6 again, we obtain that
sup
t∈[0,1]
|A(9)bNtc,2| = OP (logN) .
This completes the proof.






〈X`, vˆj,N 〉〈η`,4, wˆi,N 〉 − bNtcR(4)N (i, j)
∣∣∣∣∣∣ = OP (logN) .
Proof. Following the proofs of the previous lemmas we write
bNtc∑
`=1













〈X`, vˆj,N − cˆj,Nvj〉〈η`,4, wˆi,N − dˆi,Nwi〉,
A
(11)















〈X`, vj〉〈η`,4, wˆi,N − dˆi,Nwi〉.
Repeating the arguments used in the proofs of Lemmas 5.4 and 5.5, one can show that
sup
t∈[0,1]
∣∣∣A(10)bNtc∣∣∣ = OP (1) ,
sup
t∈[0,1]
∣∣∣A(12)bNtc∣∣∣ = OP (1) ,
sup
t∈[0,1]





































































































































= bNtcR(4)N (i, j).
Using Theorems 5.5 and 5.6 again, we conclude that
sup
t∈[0,1]
∣∣∣A(11)bNtc,2∣∣∣ = OP (logN) ,
completing the proof.






〈X`, vˆj,N 〉〈η`,5, wˆi,N 〉
∣∣∣∣∣∣ = OP (1) .
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∥∥∥∥∥∥ ‖wˆi,N (x)‖ ‖vˆj,N (z)‖
∥∥∥wˆr,N (x)− dˆr,Nwr(x)∥∥∥
















〈X`, vˆj,N 〉〈∗∗` , wˆi,N 〉 −
bNtcRN (i, j) + cˆj,N dˆi,N bNtc∑
`=1
γ`(i, j)
∣∣∣∣∣∣ = OP (logN) .






〈X`, vˆj,N 〉〈∗∗` , wˆi,N 〉 −
(
bNtcRN (i, j) + cˆj,N dˆi,NTbNtc(i, j)
)∣∣∣∣∣∣ = OP (logN) ,
where
TbNtc(i, j) = T
(1)
bNtc(i, j) + T
(2)
bNtc(i, j).




















ψi,rvr(s) ds dz = 0,
completing the proof.
Lemma 5.10. If Assumptions 5.1–5.6 hold, then we have∣∣∣√N(β − βˆN )∣∣∣ = OP (1) .
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Proof. It is easy to see that
√










)−1∣∣∣∣∣∣ = OP (1) .
Lemma 5.9 and (5.35) yield that
∣∣∣ZˆTN∆ˆN ∣∣∣ ≤ max
1≤i≤q,1≤j≤p
{








It follows from Theorem 5.5 that for all 1 ≤ i ≤ q, 1 ≤ j ≤ p








∣∣∣∣∣ = OP (N1/2) .
Lemma 5.11. If Assumptions 5.1–5.6 hold, then we have
sup
t∈[0,1]







∣∣∣∣∣∣ = oP (1) .
Proof. Lemmas 5.2 and 5.10 and (5.29) imply that
sup
t∈[0,1]
∣∣∣∣V˜N (t)− 1N1/2 (ZˆTbNtc∆ˆbNtc − tZˆTN∆ˆN)
∣∣∣∣= oP (1) .
It also follows from Lemma 5.9 and (5.35)
sup
t∈[0,1]
∣∣∣∣ZˆTbNtc∆ˆbNtc − vec({bNtcRN (i, j) + cˆj,N dˆi,N bNtc∑
`=1
γ`(i, j)
}T)∣∣∣∣= OP (logN) ,
and therefore the proof is complete.
Now we have all the necessary tools to prove the main result.
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Proof of Theorem 5.1. It follows from Lemma 5.11 and Theorem 5.7 that
ζNV˜N (t)
Dpq [0,1]−→ WΣ(t)− tWΣ(1).
Next we observe that{
Σ−1/2(WΣ(t)− tWΣ(1)), 0 ≤ t ≤ 1
} D
= {B(t), 0 ≤ t ≤ 1},
where B(t) = (B1(t), . . . Bpq(t))








Now, using Assumption 5.7 with Slutsky’s lemma, the proof is complete.
5.6 Proof of Theorems 5.2 and 5.3








` (i, j) = 〈X(m)` , vj〉〈(m)` , wi〉+ 〈X(m)` , vj〉〈X(m)` , ui〉.















































are the sample covariances of lag k. Since K is symmetric, K(0) = 1 and K(u) = 0 outside

















for all sufficiently large N .










Proof. Since the sequence γ
(m)


















P→ Eγ(m)1 (γ(m)1+k)T .






































T P→ 0. (5.38)




































































`,N (j), 1 ≤ i, j ≤ pq,
where γ
(m)
` (i) and H
(m)
`,N (j) are the i

















































































































































|`− r| ≤ m,
=
{

















2,N (i, j) = 0.
Let M be an upper bound on |K(t)|. Using the fact that γ(m)` is an m-dependent sequence,




















































In the next step we will first use the Cauchy-Schwarz inequality, then the independence of
H
(m)
`,N (j) and γ
(m)
` (i) and the independence of H
(m)
r,N (j) and γ
(m)












































































where we also used (5.39) and Assumption 5.9. This completes the proof of Lemma 5.12.
Let i2 = −1.





































































(γk(j)− γ(m)k (j))(γ`(j)− γ(m)` (j))
]
ei(k+`)t.






















k ) and γ
(`−k)
` are independent. Using the Cauchy-Schwarz inequality first,
then (5.28) again we get that∑
1≤k<`≤N


















with some sequence c2(m)→ 0. Similar arguments show that∑
1≤k<`≤N
∣∣∣E [(γk(j)− γ(m)k (j))γ(m)` (j)] ei(k+`)t∣∣∣ = Nc3(m)
with some sequence c3(m)→ 0, completing the proof of (5.40).
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since by the independence of γk(j) and γ
(`−k)
` (j) we have that Eγk(j)γ
(`−k)
` (j) = 0. Using





with some constant c, completing the proof of (5.41). The same arguments can be used to
prove (5.42).














































































∣∣∣IN (t)− I(m)N (t)∣∣∣ = 0.
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∣∣∣(SN (t)− S(m)N (t))(S(m)N (t))∗∣∣∣ .
Now the result follows from Lemma 5.13 via the Cauchy-Schwartz inequality.





−isu ds. Since K and Kˆ are in L1 and both are Lipschitz functions, the
inversion formula gives K(s) =
∫∞
−∞ Kˆ(u)e
isu du. From the relationship between K and Kˆ




































N (−u/BN ) du.
Hence we have
E
∣∣∣∣Σ˜N − Σ˜(m)N ∣∣∣∣ = E ∣∣∣∣∫ ∞−∞ Kˆ(u)
(







∣∣∣Kˆ(u)∣∣∣E ∣∣∣(IN (u/BN )− I(m)N (u/BN ))∣∣∣ du
≤ sup
−∞<t<∞





Applying Lemma 5.14 we conclude that∣∣∣∣Σ˜N − Σ˜(m)N ∣∣∣∣ P→ 0,
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as m→∞, the proof of the theorem is complete.
Proof of Theorem 5.3. It follows from the definition of ˆ`, (5.4) and the orthonormality
of {wj , 1 ≤ j <∞} that












ψˆi,jwˆi,N (t)〈X`, vˆj,N 〉.
Following the proof of Theorem 5.2 one can show that the estimates in (5.20) and (5.21)
yield ∣∣∣Σ˘N (i, j, i′, j′)− dˆi,N cˆj,N dˆi′,N cˆj′,NΣ∗N (i, j, i′, j′)∣∣∣ = oP (1), (5.43)
where




K(k/BN )φˆk,N (i, j, i
′, j′)
and






k,N (i, j, i
′, j′)
with



















γ∗` (i, j) = 〈X`, vj〉〈ˆ`, wi〉.
Since
〈X`, vj〉〈ˆ`, wi〉 = γ`(i, j) + 〈X`, vj〉〈ν`, wi〉,
(5.20), (5.21) and Lemma 5.10 imply that
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∣∣∣Σ˜N − Σ∗N ∣∣∣ = oP (1). (5.44)
We have seen in Theorem 5.2 that
∣∣∣Σ˜N −Σ∣∣∣ = oP (1). In (5.43) and (5.44) we have seen
that
∣∣∣Σ˘N − ζNΣ∗NζN ∣∣∣ = oP (1) and ∣∣∣Σ˜N − Σ∗N ∣∣∣ = oP (1). Therefore, ∣∣∣ΣˆN −Σ∣∣∣ = oP (1),
completing the proof.
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CHAPTER 6
A FUNCTIONAL VERSION OF THE
ARCH MODEL4
Improvements in data acquisition and processing techniques have lead to an almost
continuous flow of information for financial data. High resolution tick data are available
and can be quite conveniently described by a continuous time process. It is therefore natural
to ask for possible extensions of financial time series models to a functional setup. In this
chapter we propose a functional version of the popular ARCH model. We will establish
conditions for the existence of a strictly stationary solution, derive weak dependence and
moment conditions, show consistency of the estimators and perform a small empirical study
demonstrating how our model matches with real data.
6.1 Introduction
To date not many functional time series models exist to describe sequences of dependent
observations. Arguably the most popular is the ARH(1), the autoregressive Hilbertian
process of order 1. It is a natural extension of the scalar and vector valued AR(1) process
(Brockwell and Davis, 1991). Due to the fact that the ARH(1) model is mathematically
and statistically quite flexible and well established, it is used in practice for modeling and
prediction of continuous-time random experiments. We refer to Bosq (2000) for a detailed
treatment of moving averages, autoregressive and general linear time series sequences.
Despite the prominent presence in time series analysis it is clear that the applicability
of moving average and autoregressive processes is limited. To describe nonlinear models
in the scalar and vector cases, a number of different approaches have been introduced in
the last decades. One of the most popular ones in econometrics is the ARCH model of
Engle (1982) and the more general GARCH model of Bollerslev (1990) which have had
an enormous impact on the modeling of financial data. For surveys on volatility models
we refer to Silvennoinen and Tera¨svirta (2009). GARCH-type models are designed for the
4The content of this chapter is based on joint research with Siegfried Ho¨rmann and Lajos Horva´th. It
has been submitted to Econometric Theory.
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analysis of daily, weekly or more general long-term period returns. Improvements in data
acquisition and processing techniques have lead to an almost continuous flow of information
for financial data with online investment decisions. High resolution tick data are available
and can be quite conveniently described as functions. It is therefore natural to ask for
possible extensions of these financial time series models to a functional setup. The idea
is that instead of a scalar return sequence {yk, 1 ≤ k ≤ T} we have a functional time
series {yk(t), 1 ≤ k ≤ T, 0 ≤ t ≤ S}, where yk(t) are intraday (log-)returns on day k at
time t. In other words if {Pk(t), 1 ≤ k ≤ T, 0 ≤ t ≤ S} is the underlying price process,
then yk(t) = logPk(t) − logPk(t − h) for the desired time lag h, where we will typically
set h = 5min. By rescaling we can always assume that S = 1 and then the interval [0, 1]
represents one trading day.
We notice that a daily segmentation of the data is natural and preferable to only one
continuous time process {y(s), 0 ≤ s ≤ T}, say, for all T days of our sample (Harrison et al.,
1984; Barndorff-Nielsen and Shephard, 2004; Zhang et al., 2005; Barndorff-Nielsen et al.,
2008; Jacod et al., 2009). Due to the time laps between trading days (implying, e.g., that
opening and closing prices do not necessarily coincide) one continuous time model might
not be suitable for a longer period. Intraday volatilities of the euro-dollar rates investigated
by Cyree et al. (2004) empirically can be considered as daily curves. Similarly, Gau (2005)
studied the shape of the intraday volatility curves of the Taipei FX market. Angelidis and
Degiannakis (2008) compared predictions based on intraday and interday data. Elezovic´
(2009) modeled bid and ask prices as continuous functions. The spot exchange rates in
Fatum and Pedersen (2009) can be considered as functional observations as well. Evans and
Speight (2010) uses 5-min returns for Euro-Dollar, Euro-Sterling and Euro-Yen exchange
rates.
In this chapter we propose a functional ARCH model. Usually time series are defined
by stochastic recurrence equations establishing the relationship between past and future
observations. The question preceding any further analysis is whether such an equation
has a (stationary) solution. For the scalar ARCH necessary and sufficient conditions have
been derived by Nelson (1990). Interestingly, these results cannot be transferred directly
to multivariate extensions (Silvennoinen and Tera¨svirta, 2009). Due to the complicated dy-
namics of multivariate ARCH/GARCH type models (MGARCH), finding the necessary and
sufficient conditions for the existence of stationary solutions to the defining equations is a
difficult problem. Also the characterization of the existence of the moments in GARCH(p, q)
equations is given by very involved formulas (Ling and McAleer, 2002). It is therefore not
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surprising that in a functional setup, i.e. when dealing with intrinsically infinite dimensional
objects, some balancing between generality and mathematical feasibility of the model is
required.
In Section 6.2 we propose a model for which we provide conditions for the existence of
a unique stationary solution. These conditions are not too far from being optimal. We will
also study the dependence structure of the model, which is useful in many applications, e.g.
in estimation which will be treated in Section 6.3. We also provide an example illustrating
that the proposed functional ARCH model is able to capture typical characteristics of high
frequency returns, see Section 6.4.
In this chapter we use the following notation. Let F denote a generic function space.
Throughout this consists of real valued functions with domain [0, 1]. In many applications






which is generated by the inner product 〈x, y〉 = ∫ 10 x(s)y(s) ds
for x, y ∈ H. Another important example is F = C[0, 1]. This is the space of continuous
functions on [0, 1] equipped with the sup-norm ‖x‖∞ = supt∈[0,1] |x(t)|. By F+ we denote the
set of non-negative functions in F . To further lighten notation we shall often write x when
we mean {x(t), t ∈ [0, 1]}, or β for integral kernels {β(t, s), 0 ≤ t ≤ 1, 0 ≤ s ≤ 1} as well as
for the corresponding operators. If x, y ∈ F then xy stands for pointwise multiplications,
i.e. xy = {x(s)y(s), s ∈ [0, 1]}. Since integrals will always be taken over the unit interval
we shall henceforth simply write
∫
x(t) dt. A random function X with values in H is said





6.2 The functional ARCH model
We start with the following general definition.
Definition 6.1. Let {εk} be a sequence of independent and identically distributed random
functions in F . Further let β : F+ → F+ be a non-negative operator and let δ ∈ F+. Then
an F -valued process {yk(s), k ∈ Z, s ∈ [0, 1]} is called a functional ARCH(1) process in F
if the following holds:
yk = εkσk (6.1)
and
σ2k = δ + β(y
2
k−1). (6.2)
The assumption for the existence of processes satisfying (6.1) and (6.2) depends on the
choice of F . So next we specify F and put some restrictions on the operator β. Our first
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result gives a sufficient condition for the existence of a strictly stationary solution when
F = H. We will assume that β is a (bounded) kernel operator defined by
β(x)(t) =
∫
β(t, s)x(s) ds, x ∈ H. (6.3)
Boundedness is e.g. guaranteed by finiteness of the Hilbert-Schmidt norm:
‖β‖2S =
∫ ∫
β2(t, s) ds dt <∞. (6.4)
Theorem 6.1. Let {yk} be the process given in Definition 6.1 with F = H and β given in
(6.3), such that the operator β is bounded. Define K(ε21) =
( ∫ ∫
β2(t, s)ε41(s) ds dt
)1/2
. If




< 1, then (6.1) and (6.2) have a unique strictly
stationary solution in H. Furthermore, σ2k is of the form
σ2k = g(εk−1, εk−2, . . .), (6.5)
with some measurable functional g : HN → H.
It follows that {σk} and {yk} are not just strictly stationary but also ergodic (Stout,
1974). Let Fk be the σ-algebra generated by the sequence {εi, i ≤ k}. If (6.1) and (6.2)
have a stationary solution and if we assume that Eεk(t) = 0, Eε
2(t) <∞ and Eσ2k(t) <∞










Since by our assumption {εk, k ∈ Z} is stationary, the conditional correlation is independent
of k and can be fully described by the covariance kernel Cε(t, s) = Cov(ε(t), ε(s)). How-




= σk(t)σk(s)Cε(s, t). This is in accordance with the
constant conditional correlation (CCC) multivariate GARCH models of Bollerslev (1990)
and Jeantheau (1998).
Our next result shows that σ2k of (6.5) can be geometrically approximated with m-
dependent variables, which establishes weak dependence of the processes (6.1) and (6.2).
Theorem 6.2. Assume that the conditions of Theorem 6.1 hold. Let {ε′k} be an independent
copy of {εk} and define σ2km = g(εk−1, εk−2, . . . , εk−m, ε′k−m−1, ε′k−m−2, . . .). Then
E{‖σ2k − σ2km‖H}α ≤ crm, (6.6)
with some 0 < r = r(α) < 1 and c = c(α) <∞.
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To better understand the idea behind our result we remark the following. Assume that
we redefine




k−m−2,k−m, . . .),
where {ε(k)`,i , `, i, k ∈ Z} are independent copies of {ε`, ` ∈ Z}. In other words, every σ2k
gets its ”individual” copy of {ε(k)`,i } to define the approximations. It can be easily seen
that then for any fixed m ≥ 1, {σ2km, k ∈ Z} form m-dependent sequences, while the value
on the left hand side in inequality (6.6) doesn’t change. As we have shown in our recent
papers, approximations like (6.6) are particularly useful in studying large sample properties
of functional data (Aue et al., 2011; Ho¨rmann and Kokoszka, 2010). We use (6.6) to provide
conditions for the existence of moments of the stationary solutions of (6.1) and (6.2). It
also follows immediately from (6.6), that if (6.1) and (6.2) are solved starting with some
initial values y∗0 and σ∗0, then the effect of the initial values dies out exponentially fast.
In a finite dimensional vector space all norms are equivalent. This is no longer true in
the functional (infinite dimensional) setup and whether a solution of (6.1) and (6.2) exists
depends on the choice of space and norm of the state space. Depending on the application,
it might be more convenient to work in a different space. We give here the analogue of
Theorems 6.1 and 6.2 for a functional ARCH process in C[0, 1].
Theorem 6.3. Let {yk} be the process given in Definition 6.1 with F = C[0, 1] and define
H(ε21) = sup0≤t≤1
∫





(6.1) and (6.2) have a unique strictly stationary solution in C[0, 1]. Furthermore, σ2k can
be represented as in (6.5). In addition the proposition of Theorem 6.2 holds, with (6.6)
replaced by
E
{‖σ2k − σ2km‖∞}α ≤ crm.
We continue with some immediate consequences of our theorems. We start with condi-
tions for the existence of the moments of the stationary solution of (6.1) and (6.2).













Proposition 6.2. Assume that the conditions of Theorem 6.3 hold. Then the analogue of
Proposition 6.1 holds, with ‖ · ‖H in (6.7)–(6.10) replaced by ‖ · ‖∞.
We would like to point out that it is not assumed that the innovations εk have finite
variance. We only need that εk have some moment of order α > 0, where α > 0 can be
as small as we wish. Hence our model allows for innovations as well as observations with
heavy tails.
According to Propositions 6.1 and 6.2, if the innovation ε0 has enough moments, then
so does σ20 and y0. The next result shows a connection between the moduli of continuity of
ε0 and y0. Let





denote the modulus of continuity of a function x(t).
Proposition 6.3. We assume that the conditions of Theorem 6.3 are satisfied with α =
p > 0. If E
{‖ε0‖∞}p <∞ and limh→0E{ω(ε0, h)}p = 0, then limh→0E{ω(y0, h)}p = 0.
According to Theorems 6.2 and 6.3, the stationary solution of (6.1) and (6.2) can be
approximated with stationary, weakly dependent sequences with values in H and in C[0, 1],
respectively. We provide two further results which establish the weak dependence structure
of {yk}.






{‖yk − ykm‖H}p ≤ cγm, −∞ < k <∞,m ≥ 1, (6.12)
with some 0 < c <∞ and 0 < γ < 1, where ykm = εkσkm.
It follows from the definitions that the distribution of the yk − ykm does not depend
on k. Hence the expected value in (6.12) does not depend on k. A similar result holds in
F = C[0, 1] under the sup-norm.
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Proposition 6.5. We assume that the conditions of Theorem 6.3 are satisfied with α = p2




∣∣yk − ykm|p ≤ cγm, −∞ < k <∞,m ≥ 1, (6.13)
with some 0 < c <∞ and 0 < γ < 1, where ykm = εkσkm.
As in case of Proposition 6.4, the expected value in (6.13) does not depend on k.
6.3 Estimation
In this section we propose estimators for the function δ and the operator β in model
(6.1)–(6.2) which are not known in practice. The procedure is developed for the important
case where F = H and β is given as in (6.3). We show that our problem is related to the
estimation of the autocorrelation operator in the ARH(1) model which has been intensively
studied in Bosq (2000). However, the theory developed in Bosq (2000) is not directly
applicable as it requires independent innovations in the ARH(1) process, whereas, as we
will see below, we can only assume weak white noise (in Hilbert space sense).
We will impose the following
Assumption 6.1. (a) Eε20(t) = 1 for any t ∈ [0, 1].
(b) The assumptions of Theorem 6.2 hold with α = 2.
Assumption 6.1 (a) is needed to guarantee the identifiability of the model. Part (b) of
the assumption guarantees the existence of a stationary solution of the model (6.1)–(6.2)
with moments of order 4. It is necessary to make the moment based estimator proposed
below working. An immediate consequence of Assumption 6.1 is that (6.4) holds, i.e. β is
a Hilbert Schmidt operator.





k − σ2k = {(ε2k(s)− 1)σ2k(s), s ∈ [0, 1]}.
Then by adding νk on both sides of (6.2) we obtain
y2k = δ + β(y
2
k−1) + νk.
Since β is a linear operator we obtain after subtracting m2 on both sides of the above
equation
y2k −m2 = δ −m2 + β(m2) + β(y2k−1 −m2) + νk. (6.14)
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It can be easily seen that under Assumption 6.1 Eνk = 0 (where 0 stands for the zero
function). Notice also that the expectation commutes with bounded operators, and hence
that E(β(y2k−m2)) = β(E(y2k−m2)) = 0. Consequently, taking expectations on both sides
of (6.14) yields that
δ −m2 + β(m2) = 0. (6.15)
Thus, (6.14) can be rewritten in the form
Zk = β(Zk−1) + νk with Zk = y2k −m2. (6.16)
Model (6.16) is the autoregressive Hilbertian model of order 1, short ARH(1). For
estimating the autocorrelation operator β we may use the estimator proposed in chapter
8 of Bosq (2000). We need to be aware, however, that the theory in Bosq (2000) has
been developed for ARH processes with strong white noise innovations, i.e. independent
innovations {νk}. In our setup the {νk} form only a weak white noise sequence, i.e. for any
n 6= m we have
E‖νn‖2H <∞ and E〈νn, x〉〈νm, y〉 = 0 ∀x, y ∈ H,
and the covariance operator of νn is independent of n. Thus the theory in Bosq (2000)
cannot be directly applied. We will study the estimation of β in Section 6.3.1.
Once β is estimated by some βˆ say, we obtain an estimator for δ via equation (6.15):








Let ‖β‖L = supx∈H{‖β(x)‖H : ‖x‖ ≤ 1} be the operator norm of β. Recall that
‖β‖L ≤ ‖β‖S . The following Lemma shows that consistency of βˆ implies consistency of δˆ.
Lemma 6.1. Let Assumption 6.1 hold. Let δˆ = δˆN be given as in (6.17). Then
‖δˆN − δ‖H = OP (1)×
(





‖δˆN − δ‖H ≤ ‖mˆ2 −m2‖H + ‖βˆ(mˆ2)− β(mˆ2)‖H + ‖β(mˆ2)− β(m2)‖H
≤ ‖mˆ2 −m2‖H + ‖βˆ − β‖L‖mˆ2‖H + ‖β‖L‖mˆ2 −m2‖H.
The result follows once we can show that ‖mˆ2 −m2‖H = ‖mˆ2,N −m2‖H = OP (N−1/2). To
this end we notice that by stationarity of {y2k}

























∥∥y20 −m2∥∥H + 2 ∞∑
k=1
∣∣E 〈y20 −m2, y2k −m2〉∣∣
)
.
By construction y20 and the approximation y
2
kk are independent. Repeated application of








∥∥σ20 −m2∥∥2H)1/2 (E ∥∥σ2k − σ2kk∥∥2H)1/2 .
Combining these estimates with Theorem 6.2 shows that E ‖mˆ2 −m2‖H = O(N−1/2).
6.3.1 Estimation of β
We now turn to the estimation of the autoregressive operator β in the ARH(1) model
(6.16). It is instructive to focus first on the univariate case Zn = βZn−1 + νn, in which all
quantities are scalars. We assume Eνn = 0 which implies EZn = 0. We also assume that
|β| < 1, so that there is a stationary solution such that νn is uncorrelated with Zn−1. Then,
multiplying the AR(1) equation by Zn−1 and taking the expectation, we obtain γ1 = βγ0,
where γk = E[ZnZn+k] = cov(Zn, Zn+k). The autocovariances γk are estimated in the usual







so the usual estimator of β is βˆ = γˆ1/γˆ0. This is the so-called Yule-Walker estimator which
is optimal in many ways, see Chapter 8 of Brockwell and Davis (1991).
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In the functional setup we will replace condition |β| < 1 with ‖β‖S < 1. Notice that this
condition is guaranteed by Assumption 6.1 and that it will imply the existence of a weakly





where βj is the j-times iteration of the operator β and β0 is the identity mapping. The
estimator for the operator β obtained in Bosq (2000) is formally analogue to the scalar case.
We need instead of γ0 and γ1 the covariance operator
C0(·) = E [〈Z1, ·〉Z1]
and the cross-covariance operator
C1(·) = E [〈Z1, ·〉Z2] .
One can show by similar arguments as in the scalar case that
β = C1C
−1.
To get an explicit form let λ1 ≥ λ2 ≥ · · · be the eigenvalues of C and let e1, e2, . . . be the
corresponding eigenfunctions, i.e. C(ei) = λiei. We assume that ej are normalized to satisfy
‖ej‖H = 1. Then {ej} forms an orthonormal basis (ONB) of H and we obtain the following




λj〈ej , y〉ej . (6.19)

















λ−1j 〈ej , y〉E (〈Z1, ej〉Z2) . (6.21)
Using Z2 =
∑




λ−1j E (〈Z1, ej〉〈Z2, ei〉) ej(s)ei(t). (6.22)
If λj = 0 for all j > p ≥ 1, then the covariance operator is finite rank and we can
replace (6.19) and (6.20) by finite expansions with the sum going from 1 to p. In this case,
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all our mathematical operations so far are well justified. However, when all λj > 0 then
we need to be aware that C−1 is not bounded on H. To see this note that λj → 0 if
j → ∞ (this follows from the fact that C is a Hilbert-Schmidt operator). Consequently,
‖C−1(ej)‖H = λ−1j → ∞ for j → ∞. It can be easily seen that this operator is bounded
only on
D =






Nevertheless, we can show that the representation (6.21) holds for all y ∈ H by using a
direct expansion of β(t, s). Since the eigenfunctions {ek, k ≥ 1} of C form an ONB of H
it follows that {ek ⊗ e`, k, ` ≥ 1} (ek ⊗ e` = {ek(s)e`(t), (s, t) ∈ [0, 1]2}) forms an ONB of
L2([0, 1]2) = H⊗H. This is again a Hilbert space with inner product
〈x, y〉H⊗H =
∫ ∫
x(t, s)y(t, s) dt ds.
Note that ‖β‖H⊗H = ‖β‖S < ∞ and hence the kernel function β ∈ H ⊗ H. (Be aware,
that for the sake of a lighter notation we don’t distinguish between kernel and operator β.)









βk,`〈Zn, ek〉e` + vn+1
it follows that
〈Zn+1, ei〉〈Zn, ej〉 =
∑
k≥1
βk,i〈Zn, ek〉〈Zn, ej〉+ 〈νn+1, ei〉〈Zn, ej〉
and by taking expectations on both sides of the above equation that
E〈Z2, ei〉〈Z1, ej〉 =
∑
k≥1
βk,i〈C(ek), ej〉 = βj,iλj .
Here we used the fact that {νk} is weak white noise. It implies that E〈B(vk), x〉〈v`, y〉 is




j(νk−j) provides E〈νn+1, ei〉〈Zn, ej〉 = 0. This shows again (6.22).
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We would like to obtain now an estimator for β by using a finite sample version of the










〈Zk, y〉Zk+1, y ∈ H.






λˆ−1j 〈eˆj , y〉eˆj , (6.23)
(λˆj , eˆj) are the eigenvalues (in descending order) and the corresponding eigenfunctions of
Cˆ and pK is the orthogonal projection onto the subspace span(eˆ1, . . . , eˆK). We notice that











λˆ−1j 〈Zk, eˆj〉〈Zk+1, eˆi〉eˆj(s)eˆi(t), (6.24)
and the signs of the eˆj cancel out. In practice eigenvalues and eigenfunctions of an empirical
covariance operator can be conveniently computed with the package fda for the statistical






λ−1j E (〈Z1, ej〉〈Z2, ei〉) ej(s)ei(t)
of (6.22).
If the innovations {νk} are i.i.d. Bosq (2000) proves under some technical conditions
consistency of the estimator (6.24) when K = K(N):
‖β − βˆ(K(N))‖L = oP (1) as N →∞.
The choice of K(N) depends on the decay rate of the eigenvalues, which is not known in
practice. Empirical results (Didericksen et al., 2010) show that in the finite sample case
K = 2, 3, 4 provides best results. The reason why choosing small K is often favorable is
due to a bias variance trade off. Note that the eigenvalues occur reciprocal in the estimator
βˆ and thus larger K accounts for larger instability if the eigenvalues are close to zero. A
practical approach is to chose K the largest integer for which λˆK/λˆ1 ≥ γ, where γ is some
threshold.
124
Theorem 6.4. Fix some K ≥ 1. Assume that the K+1 largest eigenvalues of the covariance
operator C of Zk satisfy λ1 > λ2 > . . . > λK+1 > 0. Let β(K) and βˆ(K) be the operators
belonging to the kernel functions β(t, s;K) and βˆ(t, s;K), respectively. Let Assumption 6.1
hold with condition (b) strengthened to α = 4. Then we have





In Theorem (6.4) N obviously denotes the sample size which is suppressed in the
notation. The proof of the theorem is given in Section 6.5. Our conditions imply that
E‖Zk‖4 <∞. This assumption is probably more stringent than necessary and a relaxation
would be desirable. Note however, that finite 4th moments are required in Bosq (2000) even
for i.i.d. {νk}.
6.3.2 Simulation study
In this section we demonstrate the capabilities of our estimators for β(t, s) and δ(t) on
simulated data. We proceed as follows: We will choose a simple β(t, s) and δ(t), simulate
several days of observations using these parameters, and then use the estimation procedure
given in Section 6.3.1 to obtain βˆ(t, s; 2) and δˆ(t; 2) from (6.24) and (6.17) respectively.
We will use β(t, s) = 16s(1 − s)t(1 − t) and δ(t) = 0.01 for our simulations. Now that
we have chosen β(t, s) and δ(t) we can simulate data according to (6.1) and (6.2). We
will use εi(t) = Bi(t) + Ni
√
1− t(1− t) for the error term, where Bi(t) are iid standard
Brownian bridges and Ni are iid standard normals. Note that this gives E(ε
2(t)) = 1 for
all t, which is assumed by our estimation procedure. After simulating N days of data we
compute βˆ(t, s; 2) and δˆ(t; 2). Figures 6.1, 6.2, and 6.3 show the estimates when N = 30,
N = 300, and N = 3000, respectively. We see from these plots that the estimators described
in Section 6.3.1 accurately estimate the parameters, β(t, s) and δ(t), when the sample size
is sufficiently large. Note that each plot of δˆ(t; 2) has the true δ(t) superimposed. A plot of
the true β(t, s) is given in Figure 6.4.
6.4 An example
In this section we show an example illustrating that our model captures the basic features
of intraday returns. Let Pk(t) denote the price of a stock on day k at time t. Then yk(t) can
be viewed as the log-returns of the stock, yk(t) = logPk(t)− logPk(t− h), during period h
(Cyree et al., 2004), where h is typically 1, 5, or 15 minutes. We will use h = 5 for 5-minute
returns. The volatility of the stock is then represented by σ2k(t) = Var(yk(t)|Fk−1).
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Figure 6.1. Using a sample of size N = 30, we obtain βˆ(t, s; 2) on the top and δˆ(t; 2) with
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Figure 6.2. Using a sample of size N = 300, we obtain βˆ(t, s; 2) on the top and δˆ(t; 2)
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Figure 6.3. Using a sample of size N = 3000, we obtain βˆ(t, s; 2) on the top and δˆ(t; 2)





















0.2 0.4 0.6 0.8 1.0 
128
Figure 6.4. β(t, s) = 16s(1− s)t(1− t)
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The first step to simulating the intraday returns is to estimate the parameters, δ(t) and
β(t, s), as outlined in Section 6.3.1. These parameters were estimated for the S&P 100 index
based on data from April 1, 1997 to March 30, 2007. The estimated functions, βˆ(t, s; 2) and
δˆ(t; 2), are shown in Figure 6.5.
Notice in Figure 6.5 that βˆ(t, s; 2) and δˆ(t; 2) are somewhat larger when t is close to 0
or 1. According to (6.2) this suggests that the volatility, σ2k(t), tends to be larger at the
beginning and end of each trading day. Higher volatilities at the beginning and the end
of the trading day have been observed by several authors (Gau, 2005; Evans and Speight,
2010). This phenomenon is consistent with our observed log-return data based on the S&P
100 index and is captured by our model.
Having estimated the parameters, δ(t) and β(t, s), we can now simulate several days of
observations according to (6.1) and (6.2). We will use εi(t) = 2
−200t√log(2)Wi(2400t/ log(2))
for the error term, where Wi(t) are iid standard Brownian motions. Note that this gives
E(ε2(t)) = 1 for all t, which is assumed by our estimation procedure.
We simulated 3 days of log-returns which we compare with the log-returns of the S&P
100 index. Figure 6.6 is a plot of the 5-minute returns on the S&P 100 index between April
11 and April 13, 2000. Figure 6.7 shows three consecutive days of simulated values for
yk(t). The simulations show that our model empirically captures the main characteristics
of financial data.
6.5 Proofs
The proofs of Theorems 6.1 and 6.3 are based on general results for iterated random
functions as those in Wu and Shao (2004); Diaconis and Freedman (1999). For the conve-
nience of the reader we shall repeat here the main ideas of Wu and Shao (2004).
Let (S, ρ) be a complete, separable metric space. Let Θ be another metric space and let
M : Θ × S → S be a measurable function. For a random element θ with values in Θ, an
iterated random function system is defined via the random mappings Mθ(·). More precisely
it is assumed that
Xn = Mθn(Xn−1), n ∈ N, (6.25)
where {θn, −∞ < n < ∞} is an i.i.d. sequence with values in Θ. Thereby it is assumed
that X0 is independent of {θn, n ≥ 1}. For any x ∈ S we define
Sn(x) = Mθn ◦Mθn−1 ◦ · · · ◦Mθ1(x), n = 1, 2, . . . ,
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Figure 6.6. 5-minute log-returns for the S&P 100 index between April 11 and April 13,
2000.
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Figure 6.7. Three consecutive days of simulated values for yk(t).
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where ◦ denotes the composition of functions. We also introduce the backward version of
Sn, which is given by
Zn(x) = Mθ−1 ◦Mθ−2 ◦ · · · ◦Mθ−n(x), x ∈ S, n = 1, 2, . . . .
The following theorem is a slight modification of Theorem 2 of Wu and Shao (2004), so that
it is immediately applicable for our purposes.
Theorem 6.5. (Wu and Shao, 2004) Assume that









}α ≤ crn1{ρ(x, x0)}α
for all x ∈ S and n ∈ N. Then for all x ∈ S we have Zn(x) converges almost surely to some





where c1 = c1(x, x0, y0, α) < ∞ and 0 < r = r(α) < 1. Moreover, the process Xn =
g(θn, θn−1, . . .) is a stationary solution of (6.25). Finally, if we let X∗0 = f(θ′0, θ′−1, . . .)






}α ≤ c2rn2 ,
with some 0 < r2 = r2(α) < 1 and c2 = c2(α) > 0.
Proof of Theorem 6.1. We need to show that the conditions of Theorem 6.5 are satisfied
when the underlying space is H with metric ‖ · ‖H and
Mθn(x)(t) = δ(t) +
∫
β(t, s)ε2n−1(s)x(s) ds.
To demonstrate (A) of Theorem 6.5 we use y0(t) = 0, 0 ≤ t ≤ 1, and get∥∥y0 −Mθ20(y0)∥∥2H = ∫ δ2(t) dt <∞,






















by the Cauchy-Schwarz inequality. Repeating the arguments above, we conclude
∥∥Sn(x)− Sn(x0)∥∥H ≤ ∥∥x− x0∥∥H n−1∏
i=0
K(ε2i ).
Taking expectations on both sides and using the independence of the εi proves (B).
Theorem 6.2 is a simple corollary to Theorem 6.1 and Theorem 6.5. Theorem 6.3 can
be proven along the same lines of argumentation and the proof is omitted.
Proof of Propositions 6.1 and 6.2. First we establish (6.7). We follow the proof of Theo-
rem 6.1. Since E
{‖σ20‖H}α = E{‖Z∞‖H}α, according to the construction in the proof of
Theorem 6.1 we have
E
{‖σ20‖H}α = E{‖Z∞‖H}α




{‖Z1(0)‖H}α + E{‖Z1(0)− Z∞(0)‖H}α},
where 0 denotes the ”zero function” on [0, 1]. According the proof of Theorem 6.1 and The-
orem 6.5 the term E




<∞. To show (6.10), we note that
E









since ε0 and σ0 are independent processes. Proposition 6.1 is proven.
The proof of Proposition 6.2 only requires minor modifications and is therefore omitted.
Proof of Proposition 6.3. Using recursion 6.1 we have









{|ε0(t+ s)||σ0(t+ s)− σ0(t)|+ |σ0(t)||ε0(t+ s)− ε0(t)|}
≤ ‖ε0‖∞ω(σ0, h) + ‖σ0‖∞ω(ε0, h).
The independence of ε0 and σ0 yields
E
{‖σ0‖∞ω(ε0, h)}p = E{‖σ0‖∞}pE{ω(ε0, h)}p.
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Proposition 6.2 gives E




{‖σ0‖∞ω(ε0, h)}p = 0.
The identity |√a−√b| ≤√|a− b|, a, b ≥ 0, implies
















|σ20(t+ s)− σ20(t)| ≤ |δ(t+ s)− δ(t)|+
∣∣∣∣ ∫ (β(t+ s, r)− β(t, r))y2−1(r)dr∣∣∣∣



























|β(t+ s, r)− β(t, r)|] p2 × E{‖y0‖∞}p + [ω(δ, h)] p2}.
Proposition 6.2 yields that E
{‖y0‖∞}p <∞ and E{‖σ0‖∞}p <∞. So by the independence
of the processes ε0 and σ0 we conclude
lim
h→0
{‖ε0‖∞ω(σ0, h)}p = 0,
completing the proof of Proposition 6.3.
Proof of Theorem 6.4. Under our assumptions it follows from Theorem 6.2 that for any
m ≥ 1
E‖Zk − Zkm‖4H ≤ const× rm
where r ∈ (0, 1) and Zkm are the m-dependent approximations of Zk (constructed by
using σ2km instead of σ
2
k in the definition of Zk). This shows that the notion of L
4-m-
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approximability suggested in Ho¨rmann and Kokoszka (2010) applies to the sequence {Zk}.
As consequence we have with cˆi = sign〈eˆi, ei〉 that
(a) max
1≤i≤K

























See Theorem 3.2 of Ho¨rmann and Kokoszka (2010). The random sign cˆi (which we cannot
observe) accounts for the fact that ei can be only uniquely identified up to its sign. As our
estimator βˆ(K) doesn’t depend on the signs of the eˆi, this poses no problem. We define








be the empirical counterpart. Then we have
E|σi,j − cˆicˆj σˆi,j | ≤ E
∣∣∣∣∣ 1N − 1
N−1∑
k=1
(〈Zk, ei〉〈Zk+1, ej〉 − E〈Zk, ei〉〈Zk+1, ej〉)
∣∣∣∣∣
+ E
∣∣∣∣∣ 1N − 1
N−1∑
k=1
(〈Zk, cˆieˆi〉〈Zk+1, cˆj eˆj〉 − 〈Zk, ei〉〈Zk+1, ej〉)
∣∣∣∣∣
=: T1(i, j;N) + T2(i, j;N).
The processes Zk = Zk(i, j) = 〈Zk, ei〉〈Zk+1, ej〉 are strictly stationary for every choice of
i and j and we can again define the approximations Zkm in the spirit of Section 6.2. We
have by independence of Z0 and Zkk
∑
h≥0
















Further we have by repeated application of the Cauchy-Schwarz inequality that
E(Zh −Zhh)2 = E [〈Zh, ei〉〈Zh+1, ej〉 − 〈Zhh, ei〉〈Zh+1,h, ej〉]2
≤ 2
{
E [〈Zh − Zhh, ei〉〈Zh+1, ej〉]2 + E [〈Zhh, ei〉〈Zh+1 − Zh+1,h, ej〉]2
}
≤ 2{E〈Zh − Zhh, ei〉2E〈Zh, ej〉2 + E〈Zhh, ei〉2E〈Zh+1 − Zh+1,h, ej〉2}
≤ 2E‖Z0‖2H
{
E‖Zh − Zhh‖2H + E‖Zh+1 − Zh+1,h‖2H
}
≤ const× rh,
for some r ∈ (0, 1). This proves that the autocovariances of the process {Zk} are absolutely












|Cov(Z0,Zh)| ≤ c0, ∀N ≥ 2,
See the proof of Theorem 7.1.1 in Brockwell and Davis (1991), where, as we have shown,
the constant c0 is independent of the choice of i and j in the definition of Zk. Hence


















We have now the necessary tools to prove Theorem 6.4. By relations (a′), (b′) and (c)

















{∣∣∣∣∣σj,iλj − cˆj cˆiσˆj,iλˆj
∣∣∣∣∣+
∣∣∣∣∣σj,iλˆj










‖ej ⊗ ei − cˆj eˆj ⊗ cˆieˆi‖S
}
.
The proof follows from ‖ej ⊗ ei − cˆj eˆj ⊗ cˆieˆi‖S ≤ ‖cˆj eˆj − ej‖H + ‖cˆieˆi − ei‖H.
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