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a b s t r a c t
Biomechanical simulators are extensively used in wear tests of total hip arthroplasty components. Those
tests should be in accordance with ISO 14242-1, which speciﬁes three or four abscissæ ordinates of
angular displacements and six loads to be attained by the simulators. Nevertheless, the standard does not
provide directions on the interpolation method; consequently, wear rates from similar specimens tested
in distinct simulators present considerable dispersion which, in turn, prevents the establishment of
quality patterns for those components. In this work, continuous gait curves are generated from ISO
14242-1 speciﬁed points through Piecewise Cubic Hermite Interpolation Polynomials. A subset of 100
points that best ﬁt ISO speciﬁed tolerances, extracted from the continuous curves, is provided for using in
wear simulators as a means of decreasing discrepancies in results from different machines. Moreover,
a cross-correlation comparison between interpolated and actual gait curves demonstrates that max-
imisation of the correlation between them (time lags of 24 for ﬂexion/extension, 71 for abduction/
adduction, þ3 for inward/outward rotation, and 10 for load data) causes loss of synchronism in the
heel strike and toe-off instants. Such a result evinces an intrinsic disagreement between actual and
standard-prescribed biomechanics of gait.
& 2014 Elsevier B.V. All rights reserved.
1. Introduction
Debris originated from wear in the contact of the rolling
surfaces between prosthetic components (femoral head and acet-
abulum) are considered the main cause of premature failure in
total hip arthroplasty (THA) [1]. During the last few decades, tests
performed in biomechanical simulators have brought the major
contribution for the development of prosthetics joint biotribosys-
tems, thus increasing their longevity. Nonetheless, the lack of a
strict and universally accepted protocol for performance of wear
tests allowed several wear machines for THA testing to be
erroneously named ‘biomechanical simulators’ [2].
In fact, a true biomechanical simulator should reproduce, as
faithfully as possible, the physical and physiological conditions
occurring inside the hip joint during gait, which demands a costly
development process. On the other hand, unlike simulators,
simpliﬁed wear testing machines aim at solely reproducing wear
rates similar to those from in vivo replaced prosthetic components,
without being concerned with the reproduction of actual gait
kinematics (angular displacements, velocities and accelerations)
and kinetics (load patterns) [3]. Thus, it is understandable how low
cost wear testing machines have become more and more favoured.
The above statement can be corroborated by the results of a
2008 survey conducted by [4], who cataloged 16 brands of wear
machines for THA testing designed between 1990 and 2007.
In summary, the author showed that those machines presented
distinct characteristics concerning the number of degrees of
freedom, angular amplitude, loads and frequency of their applica-
tion, prosthetic component fastening position, type of lubricant
employed, and the number of simultaneous testing spots. How-
ever, it was concluded that neither of them could reproduce, at the
same time, the complexities inherent to actual gait.
Accordingly, throughout the years, several studies sought only
to depict wear rates between distinct combinations of pairs of
biomaterials; as a consequence, the dispersion of wear rates is
high among same pairs of components tested in different
machines. This very fact has become a hindrance for the compar-
ison of published results and, moreover, has yet prevented the
deﬁnition of universal criteria to evaluate the actual performance
of rolling surfaces of THA components [5].
At the beginning of the 2000s, attempts were made, through
numerical techniques, to establish the relationship among
the wear rates and the kinematics/kinetics features of different
machines. Those computational models tried to simulate the stress
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distribution between the contact surfaces of THA components as
functions of the relative displacements performed by each
machine. Results suggest that the kinematic and kinetic character-
istics directly affect the wear rates, even though a function relating
them to the machines' testing parameters could not be established
[6–10].
Considering the wide range of machines and procedures for
THA wear testing, in 2002 the International Organization for
Standardization (ISO) issued ISO 14242-1, which speciﬁed loads,
angular displacements and environment conditions to be used in
THA simulators [11]. This standard was engendered on the
grounds of biomechanical evaluation of human hip joints during
gait. The Technical Committee (TC-150) ‘Implants for surgery’, in
charge of the task, adopted the borrowed the 1969 results of
Johnston and Smidt [12] to stipulate angular displacements in
three degrees of freedom, namely ﬂexion/extension (F/E), abduc-
tion/adduction (A/A), and inward/outward rotation (I/O-R), and
proﬁle proposed by Paul in 1966 to specify the load pattern [13].
In 2009, the TC-150 published a second standard for the same
wear test in THA components, speciﬁcally targeted at the orbital
coupling machines that had been recently designed. The ISO
14242-3 prescribes the same load pattern as the ISO 14242-1, yet
it must be pointed out that the prescribed amplitude for the F/E
and the A/A movements, 7231, has no resemblance to the actual
human joints biomechanics [14].
Aiming at investigating the surface phenomena on THA com-
ponents tested according to ISO 14242-1 and ISO 14242-3, two
similar unused prosthetic hip joint pairs were tested in a biome-
chanical simulator [2], being each one probed during one million
cycles according to either ISO prescribed kinematic conditions.
At the end of the tests, the rolling contact surfaces were compared
with their initial condition, and the differences were quantiﬁed.
Results state that the mean rugosity (Ra) of specimens tested
according to ISO 14242-1 was around eight times higher than
those of the new parts whereas, for pairs probed under ISO 14242-
3 conditions, this value was more than ten times higher. This way,
it was possible to conclude that ISO 14242-3 testing conditions
were responsible for the severe damage impinged on the rolling
surfaces of prosthetic components [15].
A straightforward manner to overcome these drawbacks would
be to directly input human gait measured data to the wear
simulation machines. Nevertheless, it is not possible: Raw data
are acquired at high sampling rates and inherently corrupted by
noise. This way, the time-amplitude curve exhibits gradients that
are rather difﬁcult to be tracked by the driving servomotors and
may cause instability or undesired motions in the tribosystem [16].
The gold standard recommended by the International Society of
Biomechanics (ISB) to reduce noise and limit bandwidth prior to
downsampling is to process the raw data using a set of routines
named GCVSPL [17]; even though, it is still necessary to down-
sample the processed data prior to sending them to the simulator.
When one comparatively analyses both standards, it is com-
mon sense to afﬁrm that the testing conditions from ISO 14242-1
best reproduce the overall in vivo human joint gait behaviour.
Nonetheless, the speciﬁcation of only a few maxima and minima
points of the gait cycle for which the curves representing dis-
placements and loads exhibit alternating positive–negative gradi-
ents (see Table 1), leaves the simulator designer a wide range of
possibilities to choose on how to join the gaps among those points
(i.e., the machine path), so as to make the transition.
Even the speciﬁcation of tolerances presented by ISO 14242-1
(the accurateness of the coordinates that deﬁne angular displace-
ments is 731, whereas the maximum load tolerance is 790N
and 73% of time) for those few points are not enough to ensure a
universally accepted transition curve; consequently, test results
are affected.
Recently, the TC-150 has published ISO series 14243 and 18192
to deal respectively with wear tests of joint prosthetic components
of knee and spinal column [18,19]. Aware of the possible mislead-
ing interpretations from the contents of ISO 14242-1, these new
series provide appendixes in which both parameters, loads and
cyclic displacements, are accurately speciﬁed by providing a
table with 100 points to deﬁne the machine path, thus reducing
the discrepancy in results from specimens tested in distinct
simulators.
In view of this whole scenario, the current work proposes an
approach to build gait curves from the points speciﬁed by the ISO
14242-1. The main contribution of this work is, then, to set up a
paradigm for calibration of wear simulators that seek to comply
with ISO 14242-1 by providing a table containing 100 points
extracted from the continuous curves that best ﬁt the tolerances
speciﬁed in that standard. Such information should provide a
common ground for the quantitative evaluation of hip joint wear
test results from distinct simulators as well as to supply a set of
feasible parameters aimed at helping the design of new simula-
tors. Furthermore, a quantitative comparison among the interpo-
lated curves and actual gait curves presented by [12,13], from
which the extrema speciﬁed by ISO 14242-1 were borrowed, is
provided and discussed.
2. Methods
2.1. Curves through ISO 14242-1 speciﬁed points
As previously mentioned, the ﬁrst procedure was reconstruct-
ing, for each set of hip joint movements, a sequence of coordinate
points joining the extrema points speciﬁed by ISO 14242-1. This is
mandatory since actual gait activity does not present sudden
leaps; thus, any apparatus intended for gait simulation should
perform accordingly.
Admitting that the criterion adopted for selecting the points
speciﬁed by ISO was in accordance with Shannon Sampling
Theorem [20], the original analog signal would be exactly recon-
structed applying a sinc interpolation ﬁlter to the digital data, i.e.,
the few points deﬁned by ISO.
If the above hypothesis does not hold, it entails that the
information contained in the original data cannot be recovered
from the available sampled points. Therefore, since it is still
necessary to build a sequence of points to establish the quantita-
tive comparison as explained in Section 2.3, any other interpola-
tion method used will represent an ad hoc choice.
2.2. Features of the original curves
Instead of using a digitising table to grab the point of
printed curves, a procedure that would certainly introduce bias,
a computer vision method was adopted to automatically
construct a vectorised representation of the actual gait curves by
[12,13], Fig. 1.
Table 1
Points speciﬁed by ISO 14242-1 for building displacements and loads curves.
Extracted and adapted from [11].
Time, % of cycle (1 Hz 70.1 Hz) 0 12 21 32 50 62 100
Flexion/extension (F/E) 25 18 25
Adduction/abduction (A/A) 3 7 4 3
Inward/outward rotation (I/O-R) 10 2 10
Loads 0.3 3.0 1.5 3.0 0.3 0.3
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The coordinate points of the curves in images I (i.e., curve F/E in
Fig. 1a) were obtained through the computer vision algorithm of
Fig. 2.
In the above algorithm, I is the negative of the original image,
while I○E and I  E represent, respectively, the mathematical mor-
phological operations ‘opening’ and ‘dilation’ between an image I and
a structuring element E [21]. If E is a ‘disk’, the second parameter of
Eð‘disk’; rÞ represents its radius; if it is a rectangle, the second and
third parameters of Eð‘retangle’;h;wÞ are, respectively, its height and
its width. The ﬁrst step of the algorithm focuses the morphological
operations on the image foreground (Fig. 3a). Steps 2 and 3 are used
to identify the horizontal and the vertical lines of the image (Figs. 3b
and c), which are then almost completely removed through the
arithmetical operations described in steps 4 and 5 (Fig. 3d). Small
remanescent fragments of those lines are removed from the image by
the opening operation described in step 7 (Fig. 3e). Dilating this last
image by a relatively large structuring element ‘disk’ gives rise to two
groups of connected pixels (Fig. 3f) that are properly identiﬁed by a
classical image objects labelling algorithm of step 8 (Fig. 3g). Frag-
ments of texts are then removed from image (steps 9 to 10) by
keeping in the labelled image only the largest image object (i. e., the
‘curve’) (Fig. 3h). The thinned curve of Fig. 3i is the result of applying
to image of Fig. 3h a morphological thinning operation based on a
Golay neighbourhood type ‘L’ [22] until idempotence.
In order to measure the scale factor (in pixels/degree) asso-
ciated to the graph represented by image I of (Fig. 1a), the
algorithm of Fig. 4 was implemented.
According to this algorithm, an edge detector (in the case,
Canny's edge detector [23]) is applied to image I to enhance its
edges (step 1). Then (step 2), the resultant image I1 (Fig. 5a) is
submitted to the classical Hough Transform [24] (Fig. 5b)
described in the (ρ;θ) space, where ρi is the radial distance from
the (0,0) origin of image I1 to its ith group of aligned pixels and θi
is the angle between the horizontal axis of image I1 and the
direction normal to its ith line. In (step 3) a search algorithm is
applied to identify the (ρi;θi) (i¼ 1…6) most salient peaks of the
Hough Transform of I1; those points are furtherly sorted according
to increasing values of ρi, and organised in a vector P0 (step 4).
Finally, one reference line correspondent to zero degrees is
Fig. 1. Original images I at hip joint during gait: (a) angular displacements;
(b) loads, extracted respectively from [12,13].
Fig. 2. Computer vision algorithm to vectorise graphics from [12].
Fig. 3. (a) Putting the important objects in the foreground; (b) identiﬁcation of the
horizontal lines; (c) identiﬁcation of the vertical lines; (d) remotion of the
horizontal and vertical lines; (e) elimination of remnant fragments of lines;
(f) generating a two groups of connecting pixels; (g) segmented labelled image
containing two objects; (h) elimination of the object associated to fragments of
text; (i) ﬁnal object of interest – the curve present in the original graph.
Fig. 4. Computer vision algorithm to identify scale factor from graphics of [12].
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identiﬁed in P0 as the coordinate ρ4 and the scale factor is
determined after averaging the distances measured by successive
ρi values.
The point coordinates of the continuous curve of (Fig. 1b) were
extracted through the computer vision algorithm of Fig. 6.
Using the same approach adopted to process the graphic image
of [12], a negative of Paul's graphic image (Fig. 1b) is generated in
order to focus the morphological operators into the objects of
interest. Then, the region delimited by the x-axis and the con-
tinuous curve is completely ﬁlled through the application of a
Fig. 5. (a) Edges of image I; (b) Hough transform of the image on (Fig. 5a); (c) identiﬁed salient peaks of the Hough transform of image on (Fig. 5a).
Fig. 6. Computer vision algorithm to identify scale factor from graphics of [13].
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‘ﬁll_holes’ algorithm [22] (Fig. 7c). This ﬁlled region is separated
from the other objects of the image by an opening operation with
a structuring element ‘disk’ of radius 4 (Fig. 7d), and its contour is
obtained through a morphological contour algorithm (Fig. 7e).
Finally, the coordinates of the curve and the y axis zero value are
obtained through the algorithm presented in step 5, above.
Another necessary feature to be extracted from the scanned
curve concerns the abscissa and ordinate scale factors; in order to
attain this purpose, horizontal lines were drawn, following the
thick marks of the vertical axis, thus generating a proper grid (see,
Fig. 7f). Upon application of the Hough Transform, vertical and
horizontal lines were identiﬁed (Fig. 7g) and both the scale factors
straightforwardly obtained. From now onwards, for the sake of
simplicity, the points whose coordinates were obtained from the
digitised curves will be referred to as ‘actual’ A/A (adduction–
abduction), F/E (ﬂexion–extension), I/O-R (inward/outward-rota-
tion), and loads curves.
2.3. Quantitative comparison
Once the original curves are vectorised, the basis for quantita-
tive comparison among them and the standard-curves has to be
established. In this work, the cross-correlation between ﬁnite
series of data is adopted, since all the curves to be compared are
composed by discrete sequences of coordinate points. Taking [25]
as the main reference, the technique is brieﬂy presented in the
sequel.
Given two ﬁnite discrete sequences of real data, xðkÞARN1
and yðkÞARM1, N;MAN n, the cross-correlation rxyðℓÞ between
them at lag ℓ is computed through:
i. shifting one of the sequences, for instance x(k), to obtain
xðkℓÞ;
ii. multiplying the shifted sequence by the other one, y(k);
iii. summing all the resulting products among elements of both
sequences.
If the lag ℓ is set at all possible values, one comes up with a
sequence of cross-correlation results. When, as it is the case, the
two sequences have distinct dimensions, the cross-correlation is
calculated, according to [25], as
for NZM
0rℓrNM⟶rxyðℓÞ ¼ ∑
k ¼ Mþℓ1
k ¼ ℓ
xðkÞyðkℓÞ ð1Þ
NMoℓrN1⟶rxyðℓÞ ¼ ∑
k ¼ N1
k ¼ ℓ
xðkÞyðkℓÞ ð2Þ
Fig. 7. Extraction of the continuous curve of the graph from [13]. (a) Original image; (b) negative image; (c) ﬁlled closed contour; (d) region of interest; (e) graph contour;
(f) original image with added vertical grid lines; (g) vertical and horizontal lines of the grid represented in the Hough space.
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for NoM
rxyðℓÞ ¼ ∑
k ¼ N1
k ¼ ℓ
xðkÞyðkℓÞ ð3Þ
Eqs. (1)–(3) provide, for each pair of data composed by one
sequence extracted from original curves and one containing
interpolated points including standard speciﬁed maxima, a
cross-correlation sequence which is a function of the lag, and
whose maximum value leads to the lag L that provides the best
correlation between the input sequences. It should be noticed that
the above algorithm, expressed in terms of positive lags, works the
same way for negative lags when ones swaps x(k) for y(k).
3. Results and discussion
3.1. Interpolation of ISO coordinates
According to the procedure from Section 2, a sinc interpolation
ﬁlter was applied to displacements and loads digital data speciﬁed
by ISO 14241-1. The result is portrayed in Fig. 8a–d. A qualitative
evaluation reveals no resemblance between each of those curves
and its respective pair extracted from grabbed data, as seen
in Fig. 1. Therefore, it is possible to assert that the points speciﬁed
by ISO do not sufﬁce to reconstruct the analog signal from [12,13].
Yet, since wear simulators do somehow interpolate ISO, the choice
of an ad hoc procedure, as mentioned in Section 2.1, is necessary to
quantify the correlation between interpolated and actual gait data.
The Piecewise Cubic Hermite Interpolation Polynomial (PCHIP)
method was adopted to interpolate each set of coordinates
speciﬁed in ISO 14242-1. In order to cope with the drawbacks
that interpolation methods present at the boundaries, the speci-
ﬁed standard points were vectorised in order to build sequences
three-times their original lengths, corresponding to three gait
cycles, on which the interpolation was performed. A sequence of
300 equally spaced abscissæ points containing the ISO ones was
used to generate a PCHIP sequence of ordinates. Then, the set of
100 middle-cycle coordinates was selected as the representative of
the whole interpolation process.
It could be argued why this interpolation method was chosen
instead of the most commonly used cubic or quintic splines. The
explanation concerns the characteristics of the load-curve speci-
ﬁcations (see Table 1), notably the last two coordinates, (62%;
0.3 kN) and (100%; 0.3 kN) which, neglecting the results by [13],
are joined through a straight horizontal line. However, both cubic
and quintic splines are only capable of performing such a task by
violating the amplitude constraints imposed by ISO; the PCHIP
method, on the contrary, does not present such a ﬂaw. As to the
angular displacement curves, interpolated coordinates obtained
from either method comply with the speciﬁcations.
Another possible questioning might be the ad hoc number of
abscissæ (100) to interpolate among the speciﬁed points, which is
supported by the following rationale: Although ISO 14242-1
speciﬁes few points, it indeed presents smooth continuous curves
joining them, in each case. Since a mathematical function is not
provided, the above number allows an adequate ﬁt through PCHIP
method. Moreover, it is interesting to perform wear tests as
faithfully as possible to the in vivo conditions, which includes
simulation in normal gait frequency, approximately 1 Hz. Recent
research [2] points out that a feasible number of points that hip
Fig. 8. Results of sinc ﬁlter interpolation of ISO speciﬁed data: (a) F/E; (b) A/A; (c) I/O-R; (d) loads.
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joint simulators can track in real time at such a frequency is
around 30, that is, the interpolated points must be downsampled
by a factor of approximately 3.
Recalling the theoretical basis from Section 2, a sinc interpolation
ﬁlter applied to those downsampled data was able to reconstruct the
100-point PCHIP curves, in all cases; as a consequence, once the cross-
correlation described in Section 2.2 is performed, the resulting set of
100 reference points can be downsampled to accommodate simula-
tors constraints. Interpolated curves containing those points are
presented in the next section.
3.2. Cross-correlation comparison
The images of gait curves from [12,13] were processed through
the computer vision algorithm depicted in Section 2.2, resulting in
equally spaced sequences of coordinates containing 100 points per
gait cycle for load and displacements (F/E, A/A, and I/O-R) data.
It must be pointed out that, for load data, 100 points correspond to
a whole gait cycle, whereas for angular displacements, original
grabbed images include three gait cycles, encompassing a total of
300 points.
The cross-correlation between ISO interpolated angular displa-
cements and their respective image-processed coordinates was
performed using sets of 300 points, which was made possible by
building a vectorised sequence of interpolated coordinates three
times its initial dimension. Such procedure can be justiﬁed by
observing that, in the F/E, A/A and I/O-R, the heel-strike and toe-
off instants exhibit discrepancies inherent to actual gait; this
way, by using sequences of equal length to compute the cross-
correlation, a mean value is obtained. The same procedure was
not necessary for load data, whose sequences have the same
dimension.
Fig. 9a–d portrays the cross-correlation as a function of the lag
for the F/E, A/A, I/O-R and load data; maxima occur respectively at
lags 24, 71, þ3, and 10. The interpolated curves are then
shifted at their corresponding maximum lags and superimposed
on original grabbed images, as seen in Fig. 10a–d. It is to emphasise
that black-dotted lines represent the equally spaced downsampled
interpolated data at rates of 1/5 to angular displacements, and 1/4
to load data.
It is worth to point out that wear on mechanical parts is a
function of the contact stresses among those components which, in
turn, is in close relationship to the mechanical work done on them.
Now, from both image-processed actual gait and interpolated load
data, the relative work per unit length done of the forces applied per
cycle can be obtained by numerically integrating the respective
curves from Fig. 10d in relation to angular displacements. In
practice, a discrete integration is accomplished by multiplying forces
and displacements at each time-step (% of gait cycle) and summing
up individual parcels, which results in C73 units of work for actual
Fig. 9. Cross-correlation between image-processed data and interpolated ISO data: (a) F/E; (b) A/A; (c) I/O-R; (d) loads.
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data and C60 units of work for interpolated data. Hence, work
imposed according to a best correlation criterion is still around
17.8% smaller than the actual gait would provide.
This way, from the set of 100 points that expresses the
highest correlation among actual gait, as reported by [12,13],
and ISO speciﬁed coordinates, one might be able to choose
those that best ﬁt its needs, in terms of constraints imposed
by the testing apparatus available (see Table A1). However, it
would also lag the reference points of hell strike and toe-off,
thus entailing another discrepancy between the actual and
simulated motions.
4. Conclusion
In this work, the PCHIP method was used to interpolate the few
points prescribed by ISO 14242-1, in order to obtain smooth
continuous curves of displacements and loads. As a result, a table
containing an ensemble of 100 points thus obtained, to be
employed in wear testing simulators, is provided. It was shown
that, evenwhen it is necessary to use a downsampled set from this
table to conduct wear tests in simulators that present mechanical
limitations, the features of the analog signal upon which the
standard was based can still be reproduced. Thus, a paradigm for
calibrating existing machines and helping the design of new ones
was set up.
In addition, those interpolated ISO 14242-1 points were
quantitatively compared against biomechanical data arising from
graphical records of actual gait that were vectorised through
image-processing techniques. This comparison, based on comput-
ing the cross-correlation between each interpolated and vec-
torised displacements and loads shows that the maximal
individual correlation would demand the signals to be lagged at
different intervals, namely, 24 for F/E, 71 for A/A, þ3 for I/O-R,
and 10 for load data. If such a condition were imposed to a wear
testing simulator, the biomechanics of actual gait would not be
reproduced, since the reference instants of heel strike and toe-off
would not be simultaneously achieved. It is, then, possible to
assert that there is a clear discrepancy between the curves
intended by the standard and the actual gait biomechanics.
It must be stressed that this work was not ever aimed at
criticising neither the grounds established by the current stan-
dards, nor the simulators that seek to comply with them. Con-
versely, it intends to elicit the discussion that may ultimately lead
to optimising criteria for the evaluation of the performance of hip
joint components.
Research by the authors of this work is under way to address
the problem of maximising the correlation between prescribed
and real gait biomechanics without violating the heel strike and
toe-off time constraint.
Finally, it is important to point out that the multitude of human
gait conditions and activities performed by individuals, either
those having prosthetic devices or not, avoids the establishment
Fig. 10. Register of reconstructed image-processed data and interpolated ISO data: (a) F/E; (b) A/A; (c) I/O-R; (d) loads.
A.L.L. Oliveira et al. / Wear 313 (2014) 1–108
of an absolute/universal pattern for cyclic tests in wear simulators.
This way, reproducing human gait cycle, the main daily-life
activity of most people, with statistical adherence to biometric
studies, can improve the results obtained from specimens tested in
biomechanical simulators.
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Appendix A
Table A1
Best-correlation interpolation points.
Time Displacements (degrees) Loads Time Displacements (degrees) Loads
cycle (%) F/E A/A I/O-R (kN) cycle (%) F/E A/A I/O-R (kN)
0 25.00 3.00 10.00 0.30 50 18.00 1.89 2.00 3.00
1 24.95 3.34 9.99 0.35 51 17.95 2.21 1.99 2.95
2 24.80 3.67 9.94 0.50 52 17.79 2.51 1.94 2.80
3 24.55 3.99 9.88 0.72 53 17.54 2.79 1.87 2.58
4 24.22 4.30 9.78 1.00 54 17.19 3.04 1.77 2.30
5 23.80 4.59 9.66 1.32 55 16.75 3.27 1.65 1.98
6 23.29 4.87 9.52 1.65 56 16.22 3.47 1.50 1.65
7 22.71 5.13 9.36 1.98 57 15.62 3.64 1.34 1.32
8 22.05 5.38 9.18 2.30 58 14.94 3.78 1.14 1.00
9 21.32 5.61 8.97 2.58 59 14.18 3.89 0.93 0.72
10 20.53 5.83 8.75 2.80 60 13.36 3.96 0.70 0.50
11 19.67 6.03 8.51 2.95 61 12.47 3.98 0.46 0.35
12 18.76 6.21 8.26 3.00 62 11.53 4.00 0.19 0.30
13 17.79 6.37 7.99 2.99 63 10.53 3.99 0.09 0.30
14 16.77 6.52 7.70 2.96 64 9.48 3.97 0.38 0.30
15 15.71 6.65 7.41 2.91 65 8.38 3.95 0.69 0.30
16 14.61 6.76 7.10 2.84 66 7.24 3.91 1.00 0.30
17 13.47 6.85 6.78 2.77 67 6.06 3.87 1.33 0.30
18 12.29 6.92 6.45 2.68 68 4.86 3.82 1.67 0.30
19 11.09 6.97 6.12 2.58 69 3.62 3.75 2.01 0.30
20 9.86 6.99 5.78 2.47 70 2.36 3.68 2.37 0.30
21 8.62 7.00 5.43 2.36 71 1.08 3.60 2.72 0.30
22 7.35 6.97 5.07 2.25 72 0.22 3.51 3.08 0.30
23 6.07 6.91 4.72 2.14 73 1.53 3.42 3.45 0.30
24 4.79 6.80 4.36 2.03 74 2.84 3.31 3.82 0.30
25 3.50 6.67 4.00 1.92 75 4.16 3.19 4.18 0.30
26 2.21 6.50 3.64 1.82 76 5.47 3.06 4.55 0.30
27 0.93 6.31 3.28 1.73 77 6.78 2.92 4.92 0.30
28 0.35 6.08 2.93 1.66 78 8.08 2.77 5.28 0.30
29 1.62 5.83 2.57 1.59 79 9.36 2.61 5.63 0.30
30 2.86 5.56 2.22 1.54 80 10.62 2.44 5.99 0.30
31 4.09 5.26 1.88 1.51 81 11.86 2.26 6.33 0.30
32 5.29 4.95 1.55 1.50 82 13.06 2.07 6.67 0.30
33 6.47 4.61 1.22 1.51 83 14.24 1.87 7.00 0.30
34 7.61 4.26 0.90 1.55 84 15.38 1.65 7.31 0.30
35 8.71 3.90 0.59 1.61 85 16.48 1.43 7.62 0.30
36 9.77 3.52 0.30 1.69 86 17.53 1.19 7.91 0.30
37 10.79 3.14 0.01 1.78 87 18.53 0.94 8.19 0.30
38 11.76 2.74 0.26 1.89 88 19.47 0.68 8.46 0.30
39 12.67 2.34 0.51 2.00 89 20.36 0.41 8.70 0.30
40 13.53 1.94 0.75 2.13 90 21.18 0.12 8.93 0.30
41 14.32 1.53 0.97 2.25 91 21.94 0.17 9.14 0.30
42 15.05 1.13 1.18 2.37 92 22.62 0.48 9.34 0.30
43 15.71 0.72 1.36 2.50 93 23.22 0.80 9.50 0.30
44 16.29 0.32 1.52 2.61 94 23.75 1.14 9.65 0.30
45 16.80 0.07 1.66 2.72 95 24.19 1.48 9.77 0.30
46 17.22 0.46 1.78 2.81 96 24.54 1.84 9.87 0.30
47 17.55 0.84 1.88 2.89 97 24.79 2.21 9.94 0.30
48 17.80 1.20 1.94 2.95 98 24.87 2.40 9.96 0.30
49 17.95 1.55 1.99 2.99 99 24.95 2.60 9.99 0.30
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