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Subdivision schemes are popular iterative processes to build graphs
of functions, curves and surfaces. We analyze the 2-point Her-
mite C2 subdivision scheme introduced by Merrien in [26]. For the
analysis of its convergence and its smoothness properties we are
concerned with the computation of the joint spectral radius of a
family of 2 matrices associated with the scheme. In this paper, by
an explicit computation of the joint spectral radius of such pairs
of matrices, we determine necessary and sufﬁcient conditions for
the scheme to be C2 convergent, whenever it reproduces cubic
polynomials. In addition, we present two one-parameter families
of convergent subdivision schemes belonging to the class in [26]
possessing interesting properties from the shape control point of
view.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Subdivision schemes, which consist of repeated applications of some simple rules determining
successive reﬁnements of coarse starting polygons or grids, are probably the most popular tools to
build graphs of functions, curves and surfaces, see e.g. [14]. From a structural point of view, subdivision
schemes are iterative processes which can be described by successive products of matrices belonging
to a given family.
∗ Corresponding author.
E-mail addresses: guglielm@univaq.it (N. Guglielmi), manni@mat.uniroma2.it (C. Manni), vitale.dav@gmail.com (D. Vitale).
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.10.002
N. Guglielmi et al. / Linear Algebra and its Applications 434 (2011) 884–902 885
Among the others, Hermite subdivision interpolating schemes have been proposed and analyzed
from different points of view, including their ability to preserve some typical geometric properties
of the starting data. Assuming a given set of data (position and derivatives up to a given order) is
prescribed, an interpolatory Hermite subdivision scheme determines simultaneously, by successive
reﬁnements, a function interpolating the data and its derivatives (see [12] and references therein).
An interesting two parameters family of C1 Hermite (HC1 for short) subdivision schemes has been
proposed in [25] and analyzed by several authors (see [8,23,24,27] and the references therein). In
particular, the convergence of the scheme is completely understood [11] and some efﬁcient strategies
for the selection of the parameters have been identiﬁed.
In this paperwe focus our attention on the family of 2-point C2 Hermite (HC2) subdivision schemes
proposed byMerrien in [26]which produce a C2 function and its ﬁrst and second derivativeswhenever
the parameters determining the scheme are selected in a way that ensures convergence. Despite the
Merrien HC2 scheme is of great interest due the high smoothness of the resulting functions, it is not
yet widely used, mainly because of the two following reasons:
– the region of convergence of the scheme, that is the set of parameters ensuring its convergence,
is completely characterized only if the scheme reproduces quartic polynomials (see [26]);
– the scheme depends on a large number of parameters (basically four) and a suitable selection of
them is a hard task.
In this paper we aim to contribute to a better understanding of theMerrien HC2 schemes providing
some progresses concerning both the previous points. More precisely, ﬁrst we completely determine
the region of convergence of the schemewhenever it reproduces cubic polynomials. Then, we present
two families of convergentMerrienHC2 schemes depending onone-parameter andprovide an analytic
interpretation of them. The reduction of the number of the free parameters is of salient interest in
practical applications because the only remaining parameter allows some control of the shape of the
produced interpolant.
The convergence result is the main contribution of the paper and extends the sufﬁcient conditions
presented in [26]. As common in subdivision schemes,we face the convergence problemby computing
the joint spectral radius (JSR) of the pair of matrices associated to the scheme (see, for example [4]).
As a signiﬁcant byproduct, we obtain an explicit, simple closed-form expression for the JSR of
certain pairs of 2×2matrices of interest in these applications. On this concern, our results are a slight
extension of those in [28]. The short proofs we give are based on arguments which might be used for
extending the analysis to higher dimensions.
The remainder of thepaper consists of four sections. In thenext onewe summarize somedeﬁnitions
and some results concerning the joint spectral radius (for an extended treatment of the subject see e.g.
[17]). In Section 3 we establish a simple, explicit expression for the JSR of pairs of matrices of interest
in the convergence analysis of the subdivision schemes we consider. Section 4 and its subsections
are devoted to the 2-point HC2 scheme. First, we brieﬂy recall from [26] the formulation and salient
properties of the scheme. Then, the results obtained in Section3 areused in subsection4.1 todetermine
necessary and sufﬁcient conditions for C2 convergence of the scheme, whenever it reproduces cubic
polynomials. Two families of convergent HC2 schemes reproducing cubic polynomials, only depend-
ing on one parameter which allows some control of the shape of the interpolant, are presented in
subsection 4.2. Finally, some remarks on convergence in the general case are presented in subsection
4.3. We end in Section 5 with some concluding comments.
2. Preliminaries on the joint spectral radius
The joint spectral radius (JSR) of a family of matrices, introduced by Rota and Strang [31], measures
the maximal asymptotic growth rate that can be obtained by forming products of elements of a given
family ofmatrices. The generalized spectral radius (GSR)was introduced in [9] to analyze convergence
of the products that can be constructed using a ﬁxed family of matrices. Both JSR and GSR are a natural
extension of well-known formulas for the spectral radius of a single matrix and reduce to it when
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the family of matrices reduces to a single matrix. In the following  := {Ai}i∈I , (I set of indices)will
denote a family of n × n real or complex matrices and ‖ · ‖ an induced matrix norm on Cn×n.
According to [31], we give the following deﬁnitions (with Ik = I × . . . × I︸ ︷︷ ︸
k
):
Deﬁnition 1. Let
ρˆk (, ‖ · ‖) := sup
⎧⎨⎩
∥∥∥∥∥∥
k∏
i=1
Adi
∥∥∥∥∥∥ : (d1, . . . , dk) ∈ Ik
⎫⎬⎭ , (1)
then the joint spectral radius (JSR) of the family of matrices  is:
ρˆ () := lim sup
k→+∞
ρˆk (, ‖ · ‖)1/k .
It can be easily proved that Deﬁnition 1 is independent of the norm used in (1). According to [9],
we deﬁne:
Deﬁnition 2. Let ρk() := sup
{
ρ
(
k∏
i=1
Adi
)
: (d1, . . . , dk) ∈ Ik
}
, then the generalized spectral ra-
dius (GSR) of the family of matrices  is:
ρ () := lim sup
k→+∞
ρk ()
1/k . (2)
The following important property [9], relates the quantities deﬁned above.
Lemma 1. For any given induced matrix norm it holds:
ρk ()
1/k  ρ () ρˆ () ρˆk ()1/k ∀ k ∈ N. (3)
If the family is bounded, i.e. if
‖‖ := ρˆ1 (, ‖ · ‖) = sup
A∈
‖A‖ < ∞
for some given induced matrix norm, ‖ · ‖, then the central inequality in (3) is actually an equality.
This fundamental result, shown in [1] (see also [13] for a different proof), is referred to as the Joint
Spectral Radius Theorem and can be stated as follows.
Theorem 1. Let  be a bounded family of matrices, then ρ() = ρˆ().
For bounded families, and in particular for ﬁnite families, we can refer to JSR and GSR without
distinction. Thus, from now on, when the family of matrices satisfy this assumptionwe can simply use
the term joint spectral radius and we denote it by ρ().
A further useful characterization of the JSR is the following [13,31].
Theorem 2. The joint spectral radius of a bounded family  of complex n × n-matrices is characterized
by the equality
ρ() = inf‖·‖∈N ‖‖, (4)
where N denotes the set of all possible induced n × n-matrix norms.
Given a family, an important question to answer iswhether or not the inf in (4) is actually attained
by some induced matrix norm. As it is well-known, this is not true when the family of matrices is
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defective, that is when the multiplicative semigroup generated by the normalized family (1/ρ())
is unbounded (for an analysis of defectivity for families of matrices see e.g. [15]). To this purpose, we
give the following deﬁnition.
Deﬁnition 3. A norm ‖ · ‖∗ is extremal for the family  if ‖‖∗ = ρ().
This means that the joint spectral radius of a family of matrices can be determined by computing
an extremal norm, whenever it exists (see [16,29] for an algorithmic approach to compute extremal
norms).
We are interested in establishing whether a family  fulﬁlls the following property.
Deﬁnition 4. A ﬁnite family  has the ﬁniteness property if there exists a product
P =
k∏
i=1
Adi , (d1, . . . , dk) ∈ Ik,
such that ρ(P) = [ρ()]k.
P is called spectrum maximizing product (in short s.m.p.).
Although it was conjectured to be valid in all cases [22], the ﬁniteness property does not hold for
every ﬁnite family, see [2,3,20].
In this paper we shall be mainly concerned with families consisting of a pair of 2 × 2 matrices.
Recent papers [4,5,18,21,28] have considered such kind of families and given ﬁniteness results and
explicit joint spectral radius formulas. This is not possible in general (as shown in [2]) but turns out to
hold true in several interesting cases for the applications. In Section 3 we shall consider some families
which are relevant to a class of Hermite subdivision schemes and prove, by computing a suitable
extremal norm, that they have the ﬁniteness property.
Now, let us brieﬂy summarize the connections between the JSR and iterative processes involving
products of matrices belonging to a given family  [9].
Deﬁnition 5. A family of matrices, , is product-bounded if there exists a ﬁnite value  such that∥∥∥∥∥∥
k∏
i=1
Adi
∥∥∥∥∥∥, ∀(d1, . . . , dk) ∈ Ik, ∀k ∈ N.
Deﬁnition 6. A family of matrices,, is a right-convergent product (RCP) set if all inﬁnite products of
elements of  are right convergent i.e.
∃ lim
k→∞ Ad1 · . . . · Adk , ∀ (d1, . . . , dk) ∈ I
k.
The following result [9] Lemma 5.2, establishes the connection between the JSR and RCP sets:
Theorem 3. A ﬁnite or countably inﬁnite family of matrices,, is a product-bounded RCP set, all of whose
inﬁnite products are zero, if and only if
‖‖ < ∞ and ρˆ () < 1. (5)
Moreover, if (5) holds, then ∃ q ∈ N, C > 0 such that ρˆq(, ‖ · ‖) < 1 and∥∥∥∥∥∥
k∏
i=1
Adi
∥∥∥∥∥∥ C
[
(ρˆq(, ‖ · ‖))1/q
]k
, ∀(d1, . . . , dk) ∈ Ik, ∀k ∈ N. (6)
Since subdivision schemes are iterative processes described bymeans of products of several matri-
ces, their convergence depends on the joint spectral radius of the associated family of matrices. In this
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paper we are interested in analyzing the properties of a class subdivision schemes, the Merrien HC2
schemes introduced in [26], whose properties are determined by special families of 2 × 2 matrices
which we discuss in the sequel.
3. JSR of a class of families of 2× 2 matrices
In this section we determine the JSR of a class of families of 2 × 2 matrices having the same
eigenvalues. As we will see in the next sections, these families are connected with convergence of
some subdivision schemes. Our results are analogous to those given by Mössner in [28] but the proofs
are much simpler.
First, we consider the family  := {A, B} given as follows:
A :=
[
x y
z t
]
, B :=
[
x −y
−z t
]
, x, y, t, z ∈ R. (7)
Clearly A and B have the same spectrum.
Theorem 4. The joint spectral radius of the family  as in (7) is given by
ρ() =
{
ρ(A) = ρ(B) if y z  0√
ρ(A B) if y z < 0.
(8)
We start by two preliminary Lemmas.
Lemma 2. For the family  := {R, S} with R and S Hermitian, it holds
ρ() = max{ρ(R), ρ(S)}.
Proof. The statement follows immediately by the extremality of the Euclidean norm; in fact, by (1)–(3)
and (4),
ρ() ‖‖2 = max{‖R‖2, ‖S‖2} = max{ρ(R), ρ(S)} ρ(). 
Lemma 3. For the family  = {R, S} with S = RH, it holds
ρ() =
√
ρ(R S)
Proof. By (3) and (4) we have√
ρ (S R)  ρ()  ‖‖2 = max{‖R‖2, ‖S‖2}.
Using the assumption, the result follows from
ρ (S R) = ρ
(
RH R
)
= ‖R‖22 = ‖S‖22. 
Proof of Theorem 4. If y z = 0, then the triangular structure of the matrices gives immediately the
result [1]. Otherwise let us consider the similarity transformation associated to the matrix
D :=
[
θ 0
0 1
]
, θ > 0.
Let us consider the family ̂ := {̂A, B̂}, where
Â := D AD−1 =
[
x θy
z
θ
t
]
, B̂ := D B D−1 =
[
x −θy
− z
θ
t
]
,
are the matrices similar to A and B respectively. Observe that ρ(̂) = ρ().
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We have to consider two cases:
(i) if yz > 0 we set θ := √z/y so that Â and B̂ are symmetric matrices. Thus, applying Lemma 2
gives the result, i.e.
ρ(̂) = max{ρ(̂A), ρ(̂B)} 
⇒ ρ() = max{ρ(A), ρ(B)} = ρ(A) = ρ(B).
(ii) If y z < 0 we set θ := √−z/y so that Â = B̂T = B̂H. Applying Lemma 3 we obtain
ρ(̂) =
√
ρ
(̂
A B̂
) 
⇒ ρ() = √ρ (A B) ,
which concludes the proof. 
By routine computations we get
Corollary 1. The joint spectral radius of the family  given by (7) is
ρ() =
⎧⎪⎨⎪⎩
|x+t|+
√
(x−t)2+4yz
2
if y z  0,√
x2+t2−2yz+
√
(x−t)2((x+t)2−4yz)
2
if y z < 0.
(9)
Theorem 4 is strictly connected with the results given by Mössner, who proved that ρ() =
max
{
ρ(A),
√
ρ(A B)
}
(see Theorem 3.1 and Corollary 3.3 in [28]) and slightly improves the result
of Mössner by making explicit the cases when ρ() = ρ(A) and ρ() = √ρ(A B) simply checking
the sign of the product of the off diagonal elements of A, y and z.
In [28] is analyzed the JSRofpairs of palindromicmatricesof order2whicharematricesof interest in
somesubdivisionschemes.Althoughthe resultsofTheorem4areallweneed foranalyzingconvergence
and smoothness properties of the HC2 scheme (see next section), in the following we show how
the same ideas can be used to reobtain with simpler proofs all the main results of [28] and slightly
specialize them. Since the proofs in our approach are very simple and based on elementary techniques,
an extension to higher dimension seems promising but has still to be investigated.
Thus, let us consider now pairs of palindromic matrices of order 2, that is we consider matrices,
L, M, such that
M = T L T, T :=
[
0 1
1 0
]
,
so that the family  := {L, M} is given as follows:
L :=
[
x y
z t
]
, M :=
[
t z
y x
]
x, y, t, z ∈ R. (10)
Again L and M have the same spectrum. The following theorem extends the results of Villemoes [32]
and Protasov [30], who proved it in the case z = 0 by using completely different techniques.
Theorem 5. The joint spectral radius of the family  as in (10) is given by
ρ() =
{
ρ(L) = ρ(M) if |x − t| |y − z|,√
ρ(L M) if |x − t| < |y − z|.
Proof. If y = z, then L and M are symmetric and the assertion follows from Lemma 2. Otherwise,
assuming y /= z, let us consider the family
̂ := {̂L, M̂}, where L̂ := Q L Q−1, M̂ := Q M Q−1
and Q is a non-singular matrix to be properly chosen. Thus ρ(̂) = ρ(). We consider three cases:
(i) if |x − t| > |y − z| let
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Q :=
[
1 η
η 1
]
, η := x − t ±
√
(x − t)2 − (y − z)2
y − z ,
where the sign is chosen inaway thatη2 /= 1. It isdirect toverify thatboth L̂ and M̂ are symmetric.
Thus, applying Lemma 2 gives the result, i.e.
ρ(̂) = max{ρ(̂L), ρ(M̂)} 
⇒ ρ() = max{ρ(L), ρ(M)} = ρ(L).
(ii) if |x − t| < |y − z| the similarity transformation associated to the matrix
Q :=
[
ν 0
μ 1
]
, ν :=
√
(y − z)2 − (x − t)2
y − z , μ :=
x − t
y − z ,
determines L̂ = M̂H . Thus Lemma 3 gives the result,
ρ(̂) =
√
ρ(̂L M̂) 
⇒ ρ() =
√
ρ (L M).
(iii) if |x − t| = |y − z| the result is a consequence of the continuity of the joint spectral radius. 
Our interest in families of matrices of the form (7) or (10) is motivated by their connection with
convergence of subdivision schemes and with the smoothness of the generated limit functions. While
palindromic matrices appear, as an example, in the analysis of convergence of four points subdivision
schemes and their generalizations [28], matrices of the form (7) control convergence of some Hermite
subdivision schemes. As an example, the well known HC1 scheme presented in [25] is described by
a pair of matrices of the form (7), see [27, Section 2]. Thus, its convergence, analyzed in [11], can be
obtained in a more compact way by Theorem 4. We devote the next section to our main result which
concerns convergence of the HC2 scheme presented in [26].
4. The HC2 scheme
In this section we recall from [26] the formulation and basic properties of the 2-point HC2 scheme
andwe determine its region of convergencewhenever it reproduces cubic polynomials. For the sake of
simplicity we describe the scheme in the interval [0, 1]. Let us deﬁne the set of dyadic points in [0, 1]
D :=
∞⋃
n=0
Dn, Dn :=
{
x
(n)
i := ihn, hn :=
1
2n
, i = 0, . . . , 2n
}
.
Let the data
(y0, y
′
0, y
′′
0), (y1, y
′
1, y
′′
1), (11)
be given; we put
f (0) := y0, d(0) := y′0, s(0) := y′′0 , f (1) := y1, d(1) := y′1, s(1) := y′′1 .
Setting,
f
(n)
i := f (x(n)i ), d(n)i := d(x(n)i ), s(n)i := s(x(n)i ), i = 0, . . . , 2n, n ∈ N
the HC2 subdivision scheme builds the values of f , and of d and s – which are sought as the ﬁrst
and second derivatives of f respectively – on Dn+1\Dn, by the following formulas,1 for
i = 0, . . . , 2n − 1, n = 0, . . . ,
f
(n+1)
2i+1 := α1
(
f
(n)
i+1 + f (n)i
)
+ α2hn
(
d
(n)
i+1 − d(n)i
)
+ α3h2n
(
s
(n)
i+1 + s(n)i
)
,
1 The scheme presented in [26] does not contain the ﬁrst addendum in the third deﬁnition. Actually, whenever the scheme is
convergent (see Theorem 6) we have γ1 = 0. Nevertheless, we prefer formulation (12) for its symmetry.
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d
(n+1)
2i+1 :=
β1
hn
(
f
(n)
i+1 − f (n)i
)
+ β2
(
d
(n)
i+1 + d(n)i
)
+ β3hn
(
s
(n)
i+1 − s(n)i
)
, (12)
s
(n+1)
2i+1 :=
γ1
h2n
(
f
(n)
i+1 + f (n)i
)
+ γ2
hn
(
d
(n)
i+1 − d(n)i
)
+ γ3
(
s
(n)
i+1 + s(n)i
)
.
The scheme described above is a subdivision interpolating scheme i.e. the points generated at each
step of the recursion are kept in the next iteration. It produces the values at dyadic points of a function
f which interpolates in the Hermite sense the initial data (11). This motivates the name HC2.
For special values of the parameters, the HC2 subdivision scheme produces well known Hermite
interpolants to the data (11). As an example, it is easy to verify that, if
α1 = 1
2
, α2 = − 5
32
, α3 = 1
64
, β1 = 15
8
, β2 = − 7
16
, β3 = 1
32
,
γ1 = 0, γ2 = 3
2
, γ3 = −1
4
,
then (12) computes the values of the quintic Hermite polynomial interpolating the data (11) and of its
ﬁrst and second derivatives at dyadic points in [0, 1].
In general we can determine the conditions to be satisﬁed by the parameters in (12) so that,
whenever the initial data are taken from a polynomial and from its ﬁrst and second derivatives,
the above reﬁnement process produces the values of the same polynomial and its derivatives at
dyadic points. Denoting by IPn the space of algebraic polynomials of degree less than or equal to n,
we have
Proposition 1. The scheme deﬁned by (12) reproduces IP2 if and only if
α1 = 1
2
, 8α2 + 16α3 = −1, β1 + 2β2 = 1, γ1 = 0, γ2 + 2γ3 = 1. (13)
Moreover, it reproduces IP3 if and only if (13) hold and
1/4 + 2β3 − β1/6 = 0. (14)
Finally, it reproduces IP4 if and only if (13) and (14) hold and
1/2 + 4α2 + γ2/12 = 0. (15)
Proof. The assertion follows from the linearity of the HC2 scheme applying (12) to the elements of
any basis of IPn, n = 2, 3, 4. 
A crucial point in the analysis of the HC2 scheme, as well as for all subdivision schemes, is to
determine its behavior for arbitrary initial data. Since, by applying (12) on ever ﬁner partitions we
deﬁne f , d and s on D,which is a dense subset of [0, 1], it is reasonable to state the following
Deﬁnition 7. The scheme in (12) is C2 convergent if, for any initial data (11), f , d and s can be extended
from D to continuous functions on [0, 1] and d = f ′, s = d′ = f ′′.
While the convergence of the HC2 scheme will be widely investigated in the next subsection, we
would brieﬂy emphasize now the reasonwhywe are interested in it. Firstly, whenever it is convergent,
the HC2 scheme is a procedure, extremely efﬁcient from a computational point of view (see (12)), to
construct anHermite interpolant to a given data. Secondly, Hermite interpolating subdivision schemes
are particularly attracting because of their ability of producing smooth “spline” functions/curves in-
terpolating a given set of (Hermite) data. Indeed, a C2 Hermite interpolant to a given sequence of
Hermite data can be immediately obtained by patching together consecutive interpolants constructed
by (12).
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4.1. Convergence of the HC2 scheme
The main goal of this paper is to analyze the region of convergence of the HC2 scheme, that is the
set of parameters α1,α2,α3,β1,β2,β3, γ1, γ2, γ3 such that the resulting subdivision scheme given by
(12) is C2 convergent according to Deﬁnition 7.
From Taylor expansion we have the following result, presented in [26], which provides necessary
conditions for convergence of the HC2 scheme.
Theorem 6. If the HC2 is convergent for all initial data (11), then (13) hold, that is the scheme repro-
duces IP2.
In this section we will determine the exact region of convergence in the salient case where the
scheme reproduces IP3, that is if (14) holds. Our result extends the region of convergence provided in
the same case in [26], where only sufﬁcient conditions for convergence were determined.
To this goalwe deeply use the results of Sections 2 and 3, so it is necessary to give a new formulation
of the scheme as an iterative process involving products of a family of matrices. According to [26], we
introduce a matrix formulation of the HC2 scheme. Let f , d, s, be deﬁned on D, let us denote:
U
(n)
i :=
⎡⎢⎢⎢⎢⎢⎣
s
(n)
i+1 − s(n)i
d
(n)
i+1−d(n)i
hn
− s
(n)
i+1+s(n)i
2
f
(n)
i+1−f (n)i
h2n
− d
(n)
i+1+d(n)i
2hn
+ s
(n)
i+1−s(n)i
12
⎤⎥⎥⎥⎥⎥⎦ , i = 0, . . . , 2n − 1, n ∈ N.
From [26], we have
Theorem 7. If for some vector norm ‖.‖ in IR3 and some positive constants K, ρ¯ < 1 we have
‖U(n)i ‖ K(ρ¯)n, i = 0, . . . , 2n − 1, n ∈ N, (16)
then the scheme (12) is C2 convergent and s is Hölder continuous with exponent − log2(ρ¯).
Assuming (13) hold true, it is not difﬁcult to obtain [26, Proposition 6]
U2in+1 = A1Uin, U2i+1n+1 = A−1Uin,
where
Aε :=
⎡⎣ 1/2 εγ2 0ε(1/4 + 2β3 − β1/6) 1 − γ2/2 ε2β1−(1/4 + 2β3 − β1/6)/2 ε(1/2 + 4α2 + γ2/12) 2 − β1
⎤⎦ , ε = ±1. (17)
The above relations and Theorem 7 show the connection between the convergence of the HC2 scheme
and the JSR of the family of matrices
 := {A1, A−1}. (18)
More precisely, from Deﬁnition 6, Theorem 3 and from (16), we have the following result (see also [26,
Proposition 7]).
Theorem 8. If (13) hold, then the HC2 scheme is C2 convergent if and only if ρ() < 1.
Therefore, the analysis of convergence of the HC2 scheme reduces to the evaluation of the JSR of
the family of matrices (18). Such evaluation is simpler when A1, A−1 have the same block triangular
structure [1].
If (13), (14) and (15) hold– that is the scheme reproduces IP4 – thenA1, A−1 are bothupper triangular
matrices so that the HC2 scheme converges if and only if, see [26],
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Fig. 1. Left: region of convergence as in Theorem 9. Right: region of sufﬁcient conditions for convergence (26) determined in
[26].
|1 − γ2/2| < 1 and |2 − β1| < 1.
Now, let us assume that only (13) and (14) hold, that is, according to Proposition 1, the scheme only
reproduces IP3 . Setting
Bε :=
[
1 − γ2/2 ε2β1
ε(1/2 + 4α2 + γ2/12) 2 − β1
]
=:
[
a ε2b
εc 2 − b
]
, ε = ±1,
where, to simplify the notation we put
a := 1 − γ2/2, b := β1, c := 1/2 + 4α2 + γ2/12, (19)
we have (see [1, Lemma II]) that ρ(A1, A−1) < 1 if and only if ρ(B1, B−1) < 1. Our main result about
the HC2 scheme is given by the following theorem.
Theorem 9. Assume (13) and (14) hold, then the HC2 scheme converges if and only if (a, b, c) ∈ R (see
Figure 1, left) where
R :=
{
(a, b, c) ∈ IR3 : |a| < 1, |2 − b| < 1,
max
(
(1−b)(1+a)
2b
,
(b−3)(1−a)
2b
)
< c < min
(
(b−1)(1−a)
2b
,
(3−b)(1+a)
2b
)}
.
(20)
Proof. Asnoticedbefore, assuming (14), the scheme (12) isC2 convergent if andonly ifρ(B1, B−1) < 1.
Since the family B1, B−1 is of the form (7) (with x = a, y = 2b, z = c, t = 2 − b), its joint spectral
radius is given by (9). Thus we have to consider two cases.
(i) If bc  0 and a + 2 b, from the ﬁrst expression in (9), the scheme converges if and only if√
(a + b − 2)2 + 8bc < b − a. Thus{
a < b a + 2,
0 2bc < (1 − a)(b − 1),
which are equivalent to (see lower triangle in Figure 2-left)⎧⎪⎨⎪⎩
−1 < a < 1,
1 < b a + 2,
0 c < (1−a)(b−1)
2b
.
(21)
Similarly, if bc  0 and a + 2 b, by the ﬁrst expression in (9), the scheme converges if and only
if (see upper triangle in Figure 2-left)⎧⎪⎨⎪⎩
−1 < a < 1,
a + 2 b < 3,
0 c < (1+a)(3−b)
2b
.
(22)
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Fig. 2. Proof of Theorem 9: triangles depict admissible values for a and b. Left: bc  0, see (21) and (22). Right: bc < 0, see (25).
(ii) If bc < 0, from (9) the HC2 scheme converges if and only if
a2 + (b − 2)2 − 4bc
2
+
√
(a + b − 2)2((a − b + 2)2 − 8bc)
2
< 1,
that is if and only if√
(a + b − 2)2((a − b + 2)2 − 8bc) < 4bc − (a2 + (b − 2)2 − 2). (23)
Thus it is necessary that4bc > a2 + (b − 2)2 − 2.Sincebc < 0, this implies that theparameters
(a, b) ensuring convergence have to belong to the interior of the circle of center (0,2) and radius√
2 (see Figure 2-right). This in particular implies b > 0 so that c  0. Thus, with some ele-
mentary manipulations we obtain that (23) is equivalent to⎧⎨⎩
b > 0, c  0
4bc > a2 + (b − 2)2 − 2
c < min(c1, c2)
or
⎧⎨⎩
b > 0, c  0,
4bc > a2 + (b − 2)2 − 2,
c > max(c1, c2),
(24)
where
c1 := (1 − b)(1 + a)
2b
, c2 := (b − 3)(1 − a)
2b
.
It is easy to verify that c1  c2 if b 2 − a and both c1 and c2 are negative in the square −1 <
a < 1, 1 < b < 3, (see Figure 2-right). Therefore, it turns out that the ﬁrst set of inequalities in
(24) has no solutions while the second one gives the set (see Figure 2-right)⎧⎨⎩
−1 < a < 1,
1 < b < 3,
max(c1, c2) < c  0.
 (25)
Remark 1. Theorem9determinesnecessary and sufﬁcient conditionson theparameters of the scheme
(12) to ensure C2 convergence. On this concern we recall that in [26] it has been proved that if (13)
and (14) hold, then the HC2 scheme converges if (a, b, c) ∈ R˜ (see Figure 1-right), where
R˜ :=
{
(a, b, c) ∈ R3 : |a| < 1, |2 − b| < 1, |c| < (1 − |a|)(1 − |2 − b|)
2b
}
. (26)
It is immediate to verify R˜ is a proper subset of R, see Figure 3.
4.2. One parameter families of convergent HC2 schemes
The large number of parameters of the HC2 scheme, see (12), is a positive peculiarity because it
allows to obtain a huge variety of interpolants. On the other hand, from a practical point of view, to
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bottom: c = −.05, −.1, −.15.
manage four independent parameters (taking into account the necessary conditions of convergence
given by (13)) is a very hard task. Thus, it should be preferable to have at our disposal suitable families
of convergent HC2 schemes dependent on very few parameters, hopefully only one, still retaining suf-
ﬁcient ﬂexibility to produces interpolants with different shapes/properties. In this section we provide
a possible answer to this question presenting two families of such HC2 schemes and giving a suitable
interpretation for them.
Let us consider the linear space
V :=< 1, t, t2, t3, v(t), v(1 − t) >, v ∈ C2[0, 1], (27)
and assume the second order Hermite interpolation problem in any interval [x0, x1] admits unique
solution in V , that is, for any data
(x0, f0, f
′
0, f
′′
0 ), (x1, f1, f
′
1, f
′′
1 ), (28)
there exists a unique element ∈ C2[x0, x1] such that(x) := φ(t), φ ∈ V, t := (x − x0)/(x1 − x0),
and
(x0) = f0, d
dx
(x0) = f ′0,
d2
dx2
(x0) = f ′′0 ,
(x1) = f1, d
dx
(x1) = f ′1,
d2
dx2
(x1) = f ′′1 .
Denoting by {H(j)i , i = 0, 1, j = 0, 1, 2} the Hermite basis of V, that is
dk
dtk
H
(j)
i (r) = δi,rδk,j , i, r = 0, 1, k, j = 0, 1, 2,
we immediately have
(x) =
1∑
i=0
fiH
(0)
i (t) + hf ′i H(1)i (t) + h2f ′′i H(2)i (t), h := x1 − x0.
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Moreover, for the sake of symmetry, it is easy to see that
dk
dtk
H
(j)
0 (1/2) = (−1)|k−j|
dk
dtk
H
(j)
1 (1/2), k, j = 0, 1, 2.
Therefore, setting xm := (x0 + x1)/2, we have
(xm) = α1(f1 + f0) + hα2(f ′1 − f ′0) + h2α3(f ′′1 + f ′′0 ),
d
dx
(xm) = β1
h
(f1 − f0) + β2(f ′1 + f ′0) + hβ3(f ′′1 − f ′′0 ), (29)
d2
dx2
(xm) = γ1
h2
(f1 + f0) + γ2
h
(f ′1 − f ′0) + γ3(f ′′1 + f ′′0 ),
where2
α1 := H(0)1 (1/2), α2 := H(1)1 (1/2), α3 := H(2)1 (1/2),
β1 := H˙(0)1 (1/2), β2 := H˙(1)1 (1/2), β3 := H˙(2)1 (1/2), (30)
γ1 := H¨(0)1 (1/2), γ2 := H¨(1)1 (1/2), γ3 := H¨(2)1 (1/2).
Thus, comparing (12) and (29) we immediately have that evaluating the Hermite interpolant  at the
mid point of the interval [x0, x1] provides an instance of the HC2 scheme deﬁned by the parameters
(30). Such parameters satisfy the necessary conditions for convergence of the HC2 scheme given in
Theorem 6 and the additional condition (14). In fact we have
Proposition 2. The parameters in (30) satisfy (13) and (14).
Proof. Due to the structure of V if the data (28) are taken from a polynomial of degree less than or
equal to three, then  is the same polynomial. Thus the assertion follows from Proposition 1. 
Spaces (27) are a particular instance of spaces of the form
〈1, t, . . . , tn−2, u(t), v(t)〉, 2 n ∈ N, (31)
where u, v are given functions [7]. Spaces (31) are quite popular in constrained interpolation and
approximation because, with suitable choices of functions u, v they efﬁciently allow solving interpola-
tion and/or approximation problems with shape constraints, see [7] and reference therein. Assuming
the reference interval [0, 1] is considered, for the sake of symmetry often we have u(t) = v(1 − t).
Moreover, the function v usually depends on a parameter, say λ, such that, as λ approaches some limit
values, v(t) almost vanishes for t ∈ (0, 1). As a consequence, the considered space basically reduces
to its polynomial part in the open interval. Even if there are several possible interesting candidates3
for v, very popular choices are, see [6,10]
v(t) := t
5
1 + (λ − 5)t(1 − t) , 5 λ ∈ IR, (32)
or
v(t) := tλ, 5 λ ∈ IR . (33)
Both of them are of particular interest from the computational point of view due to their simple form.4
2 For notational convenience we denote by˙the derivative with respect to the (local) variable t.
3 Probably the most famous are exponential functions [19].
4 Assuming λ ∈ N, (27) with the choice (33) reduces to a suitable subspace of polynomials.
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We have seen that, to obtain suitable HC2 schemes it sufﬁces to select the function v properly. Let
us focus on the scheme we obtain with (32) or (33). In both cases:
the space V admits a unique solution for the (second order) Hermite interpolation problem, and
reduces to quintic polynomials if λ = 5;
for ﬁxed data (28), the unique Hermite interpolant  approaches a cubic polynomial in (x0, x1)
as λ tends to +∞.
The above properties suggest that the HC2 schemes generated via (29) with (32) or (33) are
convergent and possess interesting shape properties.
Proposition 3. Let v be given by (32), then the parameters in (30) are
α1 = 1
2
, α2 = − λ
8(λ − 1) , α3 =
1
16(λ − 1) ,
β1 = 3λ
2(λ − 1) , β2 = −
λ + 2
4(λ − 1) , β3 =
1
8(λ − 1) , (34)
γ1 = 0, γ2 = λ
2 − λ + 4
(λ − 1)2 , γ3 = −
λ + 3
2(λ − 1)2 ,
and the corresponding HC2 scheme is convergent.
Proof. The expressions in (34) can be obtained from (30) with the help of a computer algebra system.
C2 convergence follows from (26) because, for all λ 5, from (19) we have
|a| = λ
2 − 3 λ − 2
2(λ − 1)2 < 1, |2 − b| =
λ − 4
2(λ − 1) < 1,
0 2bc = λ(λ
2 − 7λ + 10)
4(λ − 1)3 <
(
1 − λ
2 − 3λ − 2
2(λ − 1)2
)(
1 − λ − 4
2(λ − 1)
)
= (1 − |a|)(1 − |2 − b|). 
Completely similar results can be obtained by considering (33). We give them in the following
Proposition whose proof is omitted for brevity.
Proposition 4. Let v be given by (33) then, setting
vm := 1
2λ
, λm := λ
2λ−1
, m := λ(λ − 1)
2λ−2
,
the parameters in (30) are
α1 = 1
2
, α2 = λ
2 − λ − 8 + 16 vm
−8λ(λ − 3) , α3 =
λ − 4 + 8 vm
8λ(λ − 3) ,
β1 = 3(λ
2 − 5λ + 8λm)
2(λ − 3)(λ − 4) , β2 =
λ2 − λ + 24λm − 24
−4(λ − 3)(λ − 4) , β3 =
λ + 4 λm − 6
4(λ − 3)(λ − 4) ,
γ1 = 0, γ2 = λ
2 − λ − 2m
λ(λ − 3) , γ3 =
m − λ
λ(λ − 3) , (35)
and the corresponding HC2 scheme is convergent. 
898 N. Guglielmi et al. / Linear Algebra and its Applications 434 (2011) 884–902
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
0 0.2 0.4 0.6 0.8 1
0
5
10
15
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
Fig. 4. The HC2 scheme deﬁned by (34) for the data (36). Top to bottom: λ = 5, 10, 20. Left to right: function, ﬁrst derivative,
second derivative.
Figs. 4 and 5 depict the Hermite interpolants obtained from the two following sets of data, see (11)
y0 = 0, y′0 = 2.5, y′′0 = 10, y1 = 1, y′1 = 2.5, y′′1 = −5, (36)
y0 = 0, y′0 = −2, y′′0 = 30, y1 = 1, y′1 = 3, y′′1 = 40, (37)
respectively, by means of the one-parameter family of HC2 schemes deﬁned by (34) for different
values of the family parameterλ 5. (36) is a set of “monotone” datawhile (37) provides an example of
“convex”data.5 As it canbe seen, increasing thevalueof theparameterλ results in a control of the shape
of the interpolant, reducing bumps and oscillations in its graph, and producing an interpolant whose
shape is in agreement with the data. On the other hand, increasing λ results in a lower smoothness of
the interpolant, see the third columns in Figures 4 and 5 and the left side of Figure 6 which depicts the
Hölder exponent of the second derivative as a function of λ.
Similar results can be obtained by the one-parameter family of HC2 schemes deﬁned by (35).
We end this section by noticing that the closed form expression (9) of the JSR of the pair ofmatrices
controlling the convergence of the schemeprovides us theHölder regularity of the second derivative of
the limit functions, whenever the scheme reproduces IP3. In fact, since the spectral radius of the family{B1, B−1} is attained by an extremal norm (see Deﬁnition 3 and proof of Theorem 4), it can be proved
that the same holds true for ρ({A1, A−1}),with the possible exception of the case ρ({B1, B−1}) = 1/2.
5 That is such data can be seen as taken from a monotone or a convex function, respectively.
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Fig. 6. Left to right: − log2(ρ({A1 , A−1)}) for the families (34) and (35).
Thus,6 theminimum value of ρ¯ in (16) is given by ρ({A1, A−1}). Figure 6 depicts− log2(ρ({A1, A−1}))
for the two families of one-parameter HC2 schemes deﬁned by (34) and (35) with respect to the
parameter λ.
6 Possibly with the same exception.
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Fig. 7. The unit ball of the polytope extremal norm of the Example 1.
4.3. Convergence: the general case
In this section we address the problem of the convergence of the HC2 scheme in the general case
1/4 + 2β3 − β1/6 /= 0, still assuming that the necessary conditions (13) hold, that is that the scheme
reproduces only quadratic polynomials (see Proposition 1). From Theorem 8 we are interested to
determine the set of quadruples (α2,β1,β3, γ2) such that
ρ ({A1, A−1}) < 1,
where A1, A−1 are given in (17). Note that A1, A−1 have the same spectrum.
Unfortunately we are not aware of an explicit formula for the joint spectral radius of the family
 = {A1, A−1} although thismight exist. If so itwould be very interesting to determine such a formula.
We performed several experiments and we observed in all cases spectrum maximizing products
(see Deﬁnition 4) either of the form P = A1 or
P = Ap−1 Ap1
for some p 1 (but not only p = 1). We limit ourselves to provide an example where neither ρ() =
ρ(A1) = ρ(A−1) nor ρ() = ρ(A−1 A1), which means that the situation is different from the 2 × 2
case.
Example 1. Set α2 = − 41240 ,β1 = 32 ,β3 = 120 , γ2 = 1 in  = {A1, A−1}, i.e. (see (17))
Aε :=
⎡⎣ 1/2 ε 0ε/10 1/2 3ε
−1/20 −ε/10 1/2
⎤⎦ , ε = ±1.
We get ρ(A1) = 0.90629554920 . . . and √ρ(A−1 A1) = 0.90549391785 . . ., but A1 is not an s.m.p.
Indeed, using the procedure proposed in [16] (see also [29]) – to which we refer the reader for the
details – we are able to prove that
ρ () = ρ(P)1/10 = 0.91065087285 . . .
where P := A51 A5−1 is a spectrum maximizing product for .
Introducing the scaled family ̂ := 1

, with  := ρ(P)1/10, the proof of this is obtained by
determining a polytope extremal norm ‖ · ‖P for ̂, that is a norm whose unit ball is a centrally
symmetric polytope, such that ‖̂‖P = 1.
Let ̂ =: {S−1, S1} and x be the leading eigenvector of P. After the application of the procedure
described in [16], the unit ball (see Figure 7) of the extremal norm turns out to be given by
P = co (V ,−V)
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where co denotes the convex hull operator and V :={vi, i = 1, . . . , 28} where
v1 := x, v2 := S1v1, v3 := S−1v1, v4 := S1v2,
v5 := S1v3, v6 := S−1v3, v7 := S1v4, v8 := S1v5,
v9 := S−1v6, v10 := S1v7, v11 := S1v8, v12 := S−1v9,
v13 := S1v11, v14 := S−1v12, v15 := S1v13, v16 := S1v14,
v17 := S−1v14, v18 := S1v16, v19 := S−1v16, v20 := S−1v17,
v21 := S1v18, v22 := S−1v18, v23 := S−1v19, v24 := S1v21,
v25 := S−1v22, v26 := S−1v23, v27 := S−1v25, v28 := S−1v27.
Therefore (withm = 28),
‖z‖P := min
λi  0,μi  0
⎧⎨⎩
m∑
i=1
(λi + μi)
∣∣∣∣∣∣ z =
m∑
i=1
λi vi + μi (−vi)
⎫⎬⎭
and, for a matrix S, ‖S‖P = max
1 im
‖S vi‖P .
Checking ‖S±1‖P = 1 one gets the proof of extremality.
5. Conclusions
In this paper we have completely characterized the region of convergence of the C2 interpolant
Hermite subdivision scheme presented in [26], whenever it reproduces cubic polynomials. This result
has been obtained thanks to the explicit expression we have found for the JSR of the associated pairs
of matrices of order 2. This explicit expression is the main tool in our investigation and we consider it
interesting in itself.
The analysis of convergence of the HC2 scheme in the more general case, that is when only re-
production of quadratic polynomial is required, is more involved. On this concern, some preliminary
results can be found in [33]. A more complete investigation is deferred to a subsequent paper.
Finally, we have presented a general setting to produce HC2 Merrien schemes reproducing cubic
polynomials and we have explicitly given two one-parameter families of convergent HC2 schemes
possessing such a property. This is of interest because one of themain difﬁculties to use in practice the
considered scheme consists of managing the large number of involved parameters. The two families
presented in Subsection 4.2 provide an easier handling of this point and also present some interesting
shape properties. A careful investigation of them is postponed to a subsequent paper.
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