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An Adaptive Coding Scheme with Code 
Combining for Mobile Radio Systems 
Robert H .  Deng, Member, IEEE, and Hong Zhou, Member, IEEE 
Abstract-In this paper, we propose and study an adaptive 
error-control coding scheme for binary digital FM (BFM) mo- 
bile radio transmission. The scheme employs code combining 
through packet retransmissions. The number of transmissions 
of a packet is in proportion to the channel fadingnoise levels, 
which is in contrast to time diversity techniques where a fixed 
number of repetitions of a data packet is performed even in 
the absence of channel errors. Furthermore, the receiver uses 
received signal envelopes as channel state information (CSI), 
which significantly improves the throughput and bit error rate 
(BER) performance. Performance of the proposed scheme is an- 
alyzed for frequency-flat Rayleigh fading channels with additive 
white Gaussian noise (AWGN), co-channel interference (CI), and 
random FM noise. 
I. INTRODUC~ON 
N land digital mobile radio transmission, multipath I Rayleigh fading can severely degrade the signal trans- 
mission performance [l]. In the case of relatively low-speed 
digital transmission, the spread of various propagation delays 
can be neglected in comparison to the duration of symbol 
transmission, and the transmitted signal is said to suffer from 
frequency-flat fading. In frequency-flat fading, degradation of 
transmission performance is mainly caused by AWGN, random 
FM noise, and co-channel interference (CI) [2]. The two most 
effective techniques to mitigate multipath fading effects are 
diversity reception and error-control coding. Various diversity 
combining schemes have been proposed and studied in the 
literature for mobile radio communication [ 11-14]. Among the 
many diversity schemes, time diversity is most attractive in the 
sense that it does not require multiple antennas at the receiving 
site. However, it is not an adaptive scheme since it repeats the 
same data packet a fixed number of times even in the absence 
of channel errors. 
Many forward error correction (FEC) systems employing 
block or convolutional codes have been investigated, and 
their performance has been analyzed for fading channels 
[5]-[ 111. Recently, FEC systems for fading channels employ- 
ing trellis-coded modulation have also been proposed and 
studied [E]-1151. In FEC systems, the code rate must be 
carefully chosen to match the channel noise conditions in 
order to meet the user’s reliability requirement. Unfortunately, 
there are some channels where the initial steps of estimating 
the channel noise level and determining the code rate to 
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match this channel condition are, at best, an educated guess. 
Mobile radio channel represents one such example. In mobile 
radio, channels are characterized by rapid multipath Rayleigh 
fading superimposed on slow shadow fading [l]. Rayleigh 
fading is caused by interference between multipath waves from 
scatterers surrounding the mobile station, while shadowing 
is due to gross variation in the terrain between the base 
and mobile stations. Shadow fading can significantly reduce 
the average signal-to-noise ratio. If the code rate is selected 
to match the multipath Rayleigh fading condition, long de- 
coded error bursts become inevitable during the shadowing 
period. 
Another commonly used error-control technique for noisy 
channels is hybrid automatic-repeat request (ARQ) 1161. Most 
of the hybrid ARQ schemes were analyzed for channels with 
AWGN 1171-1231. Relatively less work has been done on 
ARQ schemes for fading channels. Several ARQ schemes 
were studied and compared in [24] for fading channels. An 
ARQ scheme with rate-compatible punctured convolutional 
codes (PCC) for mobile radio was analyzed in 1251. An ARQ 
scheme with time diversity combining but without coding was 
investigated in 1261. 
In this paper, we introduce an adaptive coding scheme 
using high rate PCC’s [27] and code combining for binary 
digital FM (BFM) mobile radio system. Code combining 
is achieved by automatic packet repetitions. The receiver 
constructs increasingly reliable estimates of the transmitted 
packet by code combining all the repetitions of a packet. 
The number of repetitions varies in proportion to the channel 
noise and interference levels. In other words, the proposed 
scheme automatically adapts to the channel noise conditions. 
This is in contrast to a time diversity system where a fixed 
number of repetitions is maintained for each data packet, 
regardless of the channel noise conditions. Moreover, the 
receiver uses channel state information (CSI) to perform 
error-and-erasure correction Viterbi decoding. The objective 
is to improve transmission performance without significantly 
increasing the receiver complexity. 
The organization of the paper is as follows. Section I1 
describes a model of the fading channel and the mathematical 
representation of the frequency demodulator (FD) output. The 
adaptive coding scheme with code combining is presented in 
Section 111, together with its performance analysis. Section 
IV reports some numerical performance examples of the pro- 
posed scheme taking into account of channel fading, CI, and 
random FM noise. Finally, Section V contains our concluding 
remarks. 
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11. THE FADING CHANNEL MODEL 
AND REPRESENTATION F FD OUTPUT 
[x2i], where x2i = (x i ,  x i ) .  That is, X z  is obtained by 
interleaving X with itself once. In general, we can obtain 
We consider BFM with frequency demodulation throughout 
this paper. In this section, we present the fading channel 
model and briefly review the mathematical representation of 
FD output as given in [28]. 
At the transmitter of the communication system, a binary 
sequence [ x i ] ,  x ;  = kl, is fed to the input of the BFM mod- 
ulator. The modulator output signal at the angular frequency 
w, can be represented as 
7 4 )  = Re [Aexpj(w,t + as@))]  (1) 
where Re [. . .] denotes the real part of a complex value, A is 
the amplitude, and @s(t)  is the modulating phase whose time 
derivative is given by 
with the modulating index and g ( t )  a unit pulse of duration 
T centered at t = 0. v(t)  is then transmitted over Rayleigh 
fading channel with AWGN and CI. The input signal to the 
FD at the receiver can be written as 
e ( t )  = Re [w(t)  exp ( jw,t ) ]  = R(t) cos [w,t + Q(t) ]  (3) 
where R(t)  and Q ( t )  are the time-varying envelope and signal 
phase plus noise contributed by CI and AWGN, respectively. 
We assume that both the desired signal and CI have a band- 
width less than the coherence bandwidth of the multipath 
channel. The received signal is then subject to multiplicative 
fading. The complex envelope w(t )  is given by 
w ( t )  = ws( t )  exp [j@s(t)l 
+wi( t )  exp [j@i(t)] + u ~ , v ( t ) .  (4) 
In the above expression, the subscripts S, I ,  and N denote 
desired signal, CI, and AWGN, respectively; @i(t )  is the 
modulation phase of CI; ws(t) ,  mi@), and w ~ ( t )  are mutu- 
ally independent zero-mean complex Gaussian processes with 
average powers of gg, u;, and u;,, respectively. The received 
signal e ( t )  is frequency demodulated and then sampled at ZT. 
The FD output may be expressed as [28] 
( 5 )  
where wi and w: are the values of ~ ( t )  and of its time 
derivative at the sample instant ZT. 
111. fDAPTIVE CODING WITH CODE COMBINING 
A. Description of the Scheme 
a code combined word of degree J > 1 by interleaving X 
with itself ( J  - 1) times, i.e., X J = [zJ,] = [(x,, . . . , x 2 ) ] ,  
where in the parentheses the symbol x, repeats itself J times. 
The rate of X J is R / J .  One important fact to note is that, 
X and X J  share the same code structure (Le., the same 
trellis structure); therefore, they can be decoded by the same 
decoder. 
Code combining in the proposed scheme is achieved via 
packet repetitions. Two linear codes are concatenated in the 
system to control channel distortions on transmitted code 
words. The outer code, denoted Cn, is an (no, C) CRC code 
used for error-detection. The inner code, denoted C1, is a rate 
R = b / ( b  + 1) PCC produced from a rate 1/2, memory v 
(2 ,  1. v) mother code. The inner code is used for error-and- 
erasure correction. At the transmitter, an information packet 
of C bits is first encoded into a code word of no bits in CO, 
and then encoded into a code word of n1 bits in C1, where 
n1 = ("0 + v) /R.  Denote a code word of (71 by X = [xcz], 
z = 1. 2 , .  . . , n1, where T,  = 1 for an inner encoder output bit 
1 and T,  = -1 for an output bit 0. Code words produced by the 
inner encoder are then block-interleaved symbol by symbol. 
The coded symbol sequence after interleaving is then binary 
frequency modulated and transmitted over the fading channel. 
In the following analysis we assume that ideal interleaving 
with infinite interleaver size is used. The effect of finite 
interleaver sizes on the system performance will be discussed 
in Section IV. 
At the receiver, the received FM symbol sequence is fre- 
quency demodulated and then block-deinterleaved. Suppose 
that the J th  transmission of X has been made. Let Y J = [ y ~ ~ ]  
and RJ = [ T J ~ ] ,  z = l,...,nl, be the FD output vector 
and the CSI vector, respectively, obtained at the deinterleaver 
output. From (5), the y j l  is given by 
For fading channels, the most useful CSI is the demodulator 
input envelope ( W J ~ I ,  which can be easily obtained by sam- 
pling the output of an envelope detector at the FD sampling 
instant. Hence, we let TJ, = I W J , ~  in our system. 
To improve decoding performance, the proposed scheme 
uses R J to erase unreliable FD output symbols. Specifically, 
the receiver makers the following decision to produce a vector 
U J  = [uJ?],  i = l,....nl, where 
1. y j l  2 0 and r j ,  > R 
-1, y j a  < 0 and r j z  > R 
r J z  5 R (7) 
Code combining, originally suggested in [29], is a 
maximum-likelihood decoding technique for combining an 
arbitrary number of noisy received code words so that reliable 
communication is achieved even for channels with high noise 
levels. Denote a code word of a rate R code by X = [ x 2 ] .  
A code combined word of degree 2 is defined as X2 = 
where 0 is the erasure threshold. Since a small T J ~  implies a 
deep fade and y j i  is noisy and unreliable. The adaptive scheme 
then code combines all the received vectors U1, U2 , 3 . . , U J ,  
to form a more reliable vector Z J  = [ Z J ~ ] ,  z = 1, . . .  ,n1. 
Specifically, upon the J th  reception of X ,  the code combiner 
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updates the combiner output vector Z J - ~  = [ z ( J - ~ ) ~ ]  that has 
been obtained at the (J-1)th reception using U J = [ u J ~ ] ,  Le., 
The newly constructed vector Z J is the noisy received version 
of the code word X J in a rate R I J  code, which is more 
powerful than the rate R code G 1 .  The vector Z J is then 
decoded by the Viterbi decoder of the inner code and CRC 
checked by the outer code decoder. If the decoded sequence 
is checked error-free, the information packet is accepted and 
delivered to the data sink; otherwise, the ( J + l ) t h  transmission 
of X is requested and retransmitted. This transmission, code 
combining, and decoding process continues until either final 
recovery of the information packet occurs or a pre-specified 
maximum number of allowable transmissions, M ,  is reached. 
In the latter situation, the decoded data will be delivered to 
the data sink regardless of whether it is error-free or not. 
B. Performance Analysis 
In this section, throughput and decoded BER of the pro- 
posed adaptive coding scheme are analyzed. For simplicity, 
throughout the paper we assume that the feedback channel is 
noise-free. 
Assume that a combined code word X J  is transmitted 
and that Z J is received. The sequence Z J is first decoded 
by the Viterbi decoder based on C1 and then CRC checked 
by the decoder of Co. There are two types of errors in the 
Viterbi decoder output: detectable errors and undetectable 
errors, with corresponding probabilities denoted by ~ ( D J )  
and P ( U J ) ,  respectively. With appropriate selection of the 
(no, k )  error detection code Co, the probability of undetected 
error can be made very small. It has been shown in [24] 
~ ( U J )  5 P ( D , J ) X ~ - ( ” ~ - ’ ) .  For example, ~ ( U J )  5 6x10-8 
for no - I C  = 24. Therefore, we will assume that the probability 
of undetected error P(U.J) is negligible in the subsequent 
analysis. 
An exact analysis of code combining represents a difficult 
task because received vectors that result in erroneous decoding 
are noisier on the average than those that are decoded error- 
free. Let T ( M )  be the average number of transmissions that 
must be made before a packet is accepted by the receiver 
(whether correctly or incorrectly). It has been shown in [22] 
that T ( M )  can be bounded by 
M-I  .7 hl - 1 
where P ( D J )  is the probability of detected error in decoding 
the vector Z J .  Using (9), bounds on the throughput r l ( M )  
of the proposed scheme with selective-repeat mode can be 
obtained from v ( M )  = (k/no)R/T(M). 
Let P(Bhf) be the decoded bit error rate (BER) in the 
decoding of ZM, and let Pb be the overall decoded BER 
of the adaptive coding scheme, following the approach of [22] 
it can be show that 
M - 1  
P ( B M )  n p(D-7) 5 p b  5 P(BA4). (10) 
J=1 
In the following we evaluate P ( D J )  and P(Bhf)  by ana- 
lyzing the performance of the Viterbi decoder. Consider two 
code words X and X’ of C1, with X being the transmitted 
one and the two corresponding combined code words X J and 
X i .  Assuming that the Hamming distance between X and X’ 
is Jd .  Then the Hammilig distance between X J and X’J is 
d. With maximum likelihood decoding, the combiner output 
Z J will be decoded into X’ if Z J is closer to X‘J than to 
X J in Hamming distance. Suppose that there are 1 erasures 
among the J d  positions in which X J  and X‘J differ. The 
probability of this event is e z ( l  - e)Jd-’,  where e is 
the erasure rate. Then the pair-wise probability of Z J being 
decoded into X’ is 
z=o‘ ” ’ 
where 
J d  - 1 odd 
J d  - 1 even (12) 
where E is the raw BER in the vector Z J .  Then the error- 
event probability and decoded BER of the Viterbi decoding in 
decoding Z J  is bounded by [30] 
Iz? 
and 
respectively. In these expressions, dfree is the free distance of 
C1, (Ld is the number of code words with Hamming weight 
d, and cd is the information error weight on all code words 
with weight d. The probability of erroneous decoding of Z J 
can be approximated by 
P ( D J )  I 1 - (1 - P ( E J ) p .  (15) 
To complete the performance analysis, we next derive the 
raw BER e and the erasure rate e in the vector Z J .  For 
the random variables WJ% and ~ 5 %  in (6) we define the 
variances uy = ( w ~ i  . ~ ; ~ ) / 2  and u$ = ( I U ) ~  . wYi)/2, 
where x* is the complex conjugate of z. We further define the 
~ 
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correlation coefficient p = PRe + j p ~ ,  = ( W J ~  . wi;,)/2ulas. 
Assuming that %, = -1 is transmitted in the ith symbol 
time, p is given by [28] (see (16) shown at the bottom 
of the next page), where I? = o;/cri, and A = O;/CT~ 
are the average signal-to-noise ratio and average signal-to- 
interference ratio, respectively, and p s ( ~ ) ,  p 1 ( 7 ) ,  and ~ N ( T )  
are the autocorrelation functions of ws(t) ,  u i ~ ( t )  and w,v(t),  
respectively. Assuming that the fading channel is exponentially 
correlated [33] and that the receiver predetector filter has 
a rectangular bandpass characteristic with bandwidth-time 
product BT = 1.0. Then p s ( ~ )  = pr ( . r )  = exp(-2rfo.r) 
and ~ N ( T )  = sin(rB~)/( . r rBT),  where f~ is the maximum 
Doppler frequency given by vehicle speed/carrier wavelength 
[l] ,  [2]. We further assume that the CI signal is also binary 
frequency modulated with the same modulation index as the 
desired signal. The signal timing and binary data of the CI 
signal can be assumed to be independent of these of the desired 
signal. 
Assuming that marks and spaces are sent with equal prob- 
ability, the pdf of @> is then given by 
1 1 
p ( @ > )  = -S(@> 2 - P )  + -S(@> 2 + P).  (17) 
Note that p is a function of @> and can be rewritten as (18), 
shown at the bottom of the page. The probability density 
function (pdf) of wlrZ conditional on ‘ U I J ~  is given by [28] 
P(w>tlwJ~) 
Equation (19) indicates that with W J ~  given, w’Ji is a complex 
Gaussian variable with mean (02/01)p*w~i and variance 
0,”(1 - lpI2) = ai(1 - &). Therefore, I m { w ~ ~ ( - w ’ J ~ ) * }  is 
a Gaussian variable with mean - ( o z / g 1 ) p 1 ~ r : ~  and variance 
0,”(1 - pFm)~:i. Having assumed that zi = -1 is transmitted, 
a decision error will occur if Y J ~  > 0 and the corresponding 
probability is 
Pr {yJ; > OlrJ;, @>} = Pr {Im { w ~ ~ ( - - u I > ~ ) * }  > 0lrJi, @>} 
The random envelope r ~ i  follows Rayleigh distribution with 
Pdf 
Following (7), (17), (20) and (21) we obtain the raw BER 
roo r m  
The erasure rate can be found from (7) and (21) as 
Iv .  PERFORMANCE EXAMPLES AND DISCUSSIONS 
We now compare the performance of the proposed coding 
scheme with the basic ARQ scheme and the MRC ARQ 
scheme. The basic ARQ uses only CRC for error detection, 
while the MRC ARQ employs postdetection maximal-ratio 
diversity combining reception and CRC for error detection 
[26]. In all the examples, we assume that the BFM modulation 
index = 0.5 (MSK), the CRC uses 24 parity-check bits and 
has a code length of no = 325 bits. The adaptive scheme uses 
rate R = 516, ‘u = 5, dfree = 4 PCC [30] for error-and-erasure 
decoding. This is a relatively simple code which is amenable 
to fast Viterbi decoding. We also assume that the normalized 
maximum Doppler frequency foT = 0.01. This corresponds 
to carrier frequency f c  = 900 MHz, a 60 mph vehicle speed, 
and a symbol rate of 1/T = 8 kHz [25]. 
A. Optimal Symbol Erasure Threshold 
We first consider the effects of AWGN on the system 
performance. In the adaptive coding scheme, the receiver 
compares the envelope of each received symbol against a 
threshold value R to erase unreliable symbols. In order to 
determine the optimal threshold, we compute the channel cut- 
off rate Ro for the error-and-erasure channel as a function of R, 
and select the value of 62 which maximizes the Ro parameter. 
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Fig. 1. Cutoff rate versus normalized threshold. 
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___ 
where E and e are functions of R as given by (22) and (23), 
respectively. The Ro for various values of SNR = r / R  
(information bit signal-to-noise ratio) are plotted in Fig. 1 with 
respect to the normalized threshold 10log,o [O2/a?].  From 
Fig. 1, optimal threshold values are found and depicted in 
Fig. 2. As can be expected, the normalized optimal threshold 
decreases as SNR increases. The optimal threshold values in 
Fig. 2 are used in the system performance evaluation in the 
following. 
B. Throughput and BER Performance 
The system throughput and decoded BER can be evaluated 
using the bounds given in (9) and (lo), respectively, assuming 
ideal interleaving/deinterleaving (effect of finite interleaver 
size is discussed in subsection 1V.E). Our numerical calcu- 
lations showed that the bounds are extremely tight. Therefore, 
in the following we will only show the lower bound on 
throughput and the upper bound on decoded BER. Fig. 3 
depicts the throughput of the proposed scheme using the 
R = 516, u = 5 PCC with error-and-erasure decoding, 
where the optimal threshold values given in Fig. 2 have been 
Average SNR (dB) 
Fig. 2. The optimal normalized threshold versus SNR. 
By definition, the cut-off rate is given by [31] 
RO = I - log, [I + e  + 2J-l 
413 
... 
............... m = 0.01 
0.2 - M =  2,3,4 - 
I 
10 15 20 25 30 
Average SNR (dB) 
0.11 
Fig. 3. Throughput versus SNR. 
used. Also shown in Fig. 3 are the throughputs of the MRC 
and basic ARQ schemes. The maximum allowable number 
of transmissions A4 are assumed to be 2, 3,  and 4 (note 
that the throughput curves for A4 = 3 and 4 merge into 
one for the proposed scheme and that the throughput for the 
MRC and basic ARQ schemes are identical for the case of 
M = 2). The corresponding decoded BER Pb of the various 
schemes are given in Fig. 4. From Fig. 3 we observe that 
the proposed scheme provides considerably higher throughput 
than the other two ARQ schemes for SNR > 15 dB. For 
example, at SNR = 20 dB, the throughputs are 0.82, 0.54, 
and 0.37 for the proposed scheme, the MRC ARQ, and the 
basic ARQ, respectively. Although the MRC and the basic 
ARQ achieve higher throughput than the proposed scheme at 
SNR < 15 dB and M = 2, the corresponding BER’s are too 
high to be acceptable. From Fig. 4 we note that the BER of 
the proposed scheme is always less than for SNR 2 15 
dB, which is significantly lower than the BER of the other 
two ARQ schemes. As an example, for the case of M = 2, 
Pb = lo-’ is achieved at SNR = 15 dB, 25.5 dB, and 35 dB, 
respectively, for the proposed scheme, the MRC ARQ and the 
basic ARQ. That is, the coding gains of the proposed scheme 
over the MRC and the basic ARQ schemes are 10.5 dB and 20 
dB, respectively. We remark that the 10.5 dB coding gain of 
the proposed scheme over the MRC ARQ scheme is attributed 
to the additional diversity that it provides through the use of 
dfree = 4 code in combination with adaptive retransmissions. 
C. Effect of Symbol Erasure Threshold 
Inspection of Fig. 1 reveals that (i), for a fixed SNR, the 
Ro has a “flat-top’’ around its optimal threshold and that (ii), 
for some threshold values, say around -11 dB, the values 
of Ro are at or around its maxima for practical values of 
SNR. These observations indicate that system performance is 
not too sensitive to the setting of the threshold value and 
is quite robust against certain variations in the SNR. Fig. 5 
compares the throughputs of the proposed scheme with optimal 
threshold setting and with a normalized threshold fixed at -11 
dB. The system performance degrades only slightly with fixed 
threshold than with the optimal threshold, which confirms the 
Ro prediction. To show the effectiveness of the symbol erasure 
in improving the performance, also plotted in Fig. 5 is the 
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Fig. 4. Decoded BER versus SNR. 
throughput for the proposed scheme without symbol erasure 
operation. The advantage of performing symbol erasure is ap- 
parent. The scheme with symbol erasure operation gives 3 to 5 
dB more coding gain than the scheme without symbol erasure 
operation. Although the present paper emphasizes on error- 
and-erasure decoding, the proposed adaptive coding scheme, 
i.e., the concept of convolutional coding, code combining, 
and adaptive retransmissions, is general and applies equally 
well with soft-decision decoding [32]. The throughput of the 
proposed scheme with soft-decision decoding and without 
demodulator output quantization is also shown in Fig. 5. 
Soft-decision decoding without quantization provides us the 
best possible performance. It is about 3 to 5 dB better than 
the scheme with error-and-erasure decoding; however, soft- 
decision decoding is more complex in implementation than 
the simple error-and-erasure decoding. The adaptive coding 
scheme with soft-decision Viterbi decoding uses riyixi as 
decoding metric, where yi is the ith received symbol, T;  is 
the corresponding signal envelope, and xi is a code symbol 
on the branch of the PCC trellis. There are two approaches 
in realization of the soft-decision Viterbi decoding. The first 
approach is to compute the bit metric riyix, without quanti- 
zation. This approach gives the best performance but requires 
floating point operation. The second approach is to quantize 
ri, say, to qr bits and yi, say, to qv bits. The precalculated 
metric values can be stored in a read-only memory which can 
be addressed by qr + qy + 1 bits [25]. Quantization causes 
performance degradation. Effect of quantization to coding 
performance on AWGN channel is well known [16]; however, 
to the authors' knowledge, no parallel study has been done 
for fading channels. 
_____________  - 
R = 314 
- 
D. Eflect of Interleaver Size 
Fading channels produce nonindependent errors as charac- 
terized by the channel correlation between adjacent received 
symbols. In all the above analysis and examples, we have 
assumed that ideal interleaving/deinterleaving is used to pro- 
duce random erasures and errors at the decoder input. In 
practice, however, block interleaver of finite interleaver size 
is used. A block interleaver can be regarded as a buffer 
with d rows that represent the depth of interleaving and s 
columns that represent the span of interleaving. Thus the size 
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Fig. 7. Effects of code memory order on the throughput of the proposed 
scheme. 
d = 396,'s = 6. Hence the equivalent maximum Doppler 
frequency d f D T  = 0.06. In this case, the SNR degradation can 
be estimated to be 3 dB compared with the ideal interleaving 
case [33]. On the other hand, if two packets are block 
interleaved, we have an interleaver size d x s = 792 bits and 
interleaving depth d = 12. Hence, the equivalent maximum 
Doppler frequency d f D T  = 0.12, and the SNR degradation is 
reduced to 1 dB compared to the ideal interleaving case. 
E. Effect of PCC Parameters 
We next examine the effect of various PCC parameters on 
the system performance. Again, we assume n , ~  = 325, foT = 
0.01, and ideal interleaving. Fig. 6 shows the throughputs of 
the proposed scheme using PCC's with '11 = 5 but varying code 
rates. The maximum throughput is determined by the code rate. 
That is, a higher code rate gives a higher throughput at large 
average SNR's. As the channel becomes noisy, i.e., for average 
SNR < 20 dB, a lower code rate provides a better throughput. 
This is because that with II fixed, a lower code rate has a 
larger free distance and, therefore, a larger error-correcting 
capability. On the other hand, with code rate being fixed, codes 
with large 'IJ are more powerful in error correcting, and as a 
consequence, provide better throughputs. This is illustrated in 
Fig. 7 for the proposed system with PCC's of R = 5/6 and 
memory orders II = 3 to 8. 
Cochannel interference has a similar influence on system 
performance as AWGN; hence, the performance curves as 
functions of SIR are not given in this paper in order to keep 
the presentation compact. 
F. Spectral EfFciency 
In a cellular land mobile radio system, the radio channels 
are divided into several channel sets, and the same channel 
sets are reused in spatially separated cells in order to make 
efficient utilization of the limited radio spectrum. Assuming 
hexagonal cell layout, the spectral efficiency of the cellular 
system is given by [26] 
0.02, , . . , I r I 
MSK 
BT= 1 
rDT = 0.01 MRC ARQ 
Blsic ARQ 
0.016 ....... 
.................................. 
..... "I ~. , . , , . , 
0.002 
Maxi" Number of Transmissions M 
Fig. 8. Relative spectral efficiencies versus M .  
where q ( M )  is the system throughput, N is the propagation 
constant (typical value for urban area is Q: = 3.5 [2]), and 
A, is the required area average SIR determined by the outage 
probability due to shadowing. The outage probability, denoted 
Q ,  is defined as the probability that the average SIR A will 
fade below a required SIR A0 for achieving the desired BER 
Pb. Assuming log-normal shadow fading with a standard 
derivation 0, Q is related with A, and A0 by 
To evaluate the spectral efficiency, one first calculates the 
throughput and decoded BER as functions of SIR. Next one 
needs to find A0 corresponding to the desired BER. Finally, 
with Q, A0 and 0 given, A, can be determined using (26) and 
spectral efficiency follows from (25). Assuming that Q = 0.1, 
cr = 6 dB, (Y = 3.5 and Pb = the spectral efficiencies of 
the proposed scheme using R = 516, u = 5 PCC, the MRC 
scheme, and the basic ARQ scheme were evaluated and plotted 
in Fig. 8. Although the proposed scheme employs an PCC 
of rate R = 0.83, it provides the highest spectral efficiency 
among the three schemes. This is because the SIR required to 
achieve a given BER for the proposed scheme is much smaller 
than that for the MRC and basic ARQ. As a result, the reuse 
distance of the channel sets becomes smaller and the usage of 
spectral becomes more efficient. 
V. CONCLUSIONS 
In this paper, we have proposed an adaptive coding scheme 
for mobile radio communications. The scheme employs code 
combining which is achieved by automatic retransmission of 
erroneous decoded packets. Code combining preserves the 
trellis structure of the original code; therefore, only a single 
Viterbi decoder is required to decode any received packet or 
any combination of the repetitions of the packet. 
The received signal envelope is sampled and used as CSI, re- 
sulting in an effective error-and-erasure decoding operation at 
the receiver. Channel cut-off rate Ro is believed to be the upper 
limit on the rate of error-control codes for a practically imple- 
mentable system. For this reason, we have used Ro to predict 
the optimal setting of the erasure threshold, and our numerical 
results have shown that the prediction is very accurate. The 
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proposed scheme has been analyzed for BFM over frequency- 
flat fading channel with AWGN, CI, and random FM noise. 
Analytical expressions have been derived for the throughput, 
decoded BER, and spectral efficiency. Results have shown 
that the proposed scheme performs significantly better that the 
schemes without code combining. As a final remark, we note 
that the proposed scheme and its performance analysis can be 
generalized easily to other modulation/demodulation schemes 
and to fading channels with delay spread. 
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