Abstract. Several sound classifiers have been developed throughout the years. The accuracy provided by these classifiers is influenced by the features they use and the classification method implemented. While there are many approaches in sound feature extraction and in sound classification, most have been used to classify sounds with very different characteristics. Here, we propose a similar sound classifier that is able to distinguish sounds with very similar properties, namely sounds produced by objects with similar geometry and that only differ in material. The classifier applies independent component analysis to learn temporal and spectral features of the sounds, which are then used by a 1-nearest neighbor algorithm. We concluded that the features extracted in this way are powerful enough for classifying similar sounds. Finally, a user study shows that the classifier achieves better performance than humans in the classification of the sounds used here.
Introduction
While most environmental sound classifiers use sounds with quite different spectral and temporal characteristics, such as door bells, keyboards or whistles, here we focus on the classification of very similar sounds, such as sounds produced by the same event, and by objects with the same geometry and size, that only differ in material. As a consequence these sounds have very similar properties: the temporal envelopes of two sounds produced by the same event (such as impacts on two rods) are more alike than the temporal envelopes of the sound of a door bell and the sound of a dog barking. Also the spectra of two sounds produced by similar objects, such as two metal rods, can be more alike than the spectra of sounds produced by completely different objects.
Sound classifiers are characterized by a stage of sound features extraction and another stage of classification. Many low and high level temporal, spectral and short-time features have been tried [1, 2, 6, 9, 12, 16, 17, 18] , but due to the difficulty on deciding which are the most appropriate features to characterize the data, many classifiers use a combination of several features to achieve good classification rates. Whereas most sound classifiers use a set of pre-defined features, there are also some classifiers that learn the features using a decomposition method such as matching pursuit and independent component analysis (ICA) [7, 8, 11] . As for the classification stage, some popular techniques in sound classification are the k-nearest neighbor algorithm, neural networks, hidden Markov models and Gaussian mixture models [1, 3, 9, 13, 14, 15] .
Even though some of the classification rates obtained with the features (and techniques) mentioned above are very good, we must keep in mind that the sounds used to test the classifiers were produced by very different sources and events. The problem we investigate here is harder due to the similarity of the objects and events used to produce the sounds.
While our sound classifier can use spectral and temporal features, it does not use a set of pre-defined features. Instead, it learns them from the data using Cavaco and Lewicki's method for modeling the intrinsic structures of impact sounds [5] . This method uses ICA to learn the sound features that describe the data more efficiently. The method is able to adapt to the data and learn a small set of features that describe the whole variability in the data and that, at the same time, give enough information to accurately separate samples from different classes. Using these features on a 1-nearest neighbor (1-NN) algorithm, we obtained very high classification rates: 98.33% for spectral features and 100% for temporal features. This allowed us to conclude that the features learned by this method are adequate to classify similar sounds.
The Classifier
Instead of extracting pre-defined features of the sounds such as mel frequency cepstral coefficients or other short-time features, our classifier learns them from the data. It starts by representing the sounds with spectrograms (or more precisely, the magnitude of the short-time Fourier transform). It then extracts sound features from these spectrograms (or transposed spectrograms) using Cavaco and Lewicki's method for modeling the intrinsic structures of impact sounds [5] . The method allows us to extract time and frequency-varying functions that we use as features for classification in the last stage of the classifier, which consists of a 1-NN algorithm. Here we prove that the features learned in this manner are powerful enough for classifying very similar sounds. Let us first look into how the spectral features can be learned. In this case, the data is initially represented by spectrograms, one for each sound. Each spectrogram is considered to be a sequence of frames, or in other words, the data runs over frequency. The method performs ICA 1 on the concatenation of these spectrograms, S 1 , . . . , S K 2 , where S i is the spectrogram of a sound, to learn a set of spectral basis functions Θ that describe the spectral regularities in the frames in the data set, that is, in S 1 , . . . , S K . In this way, the data is now represented in a new space, whose axes are spectral functions (Fig. 1a) .
Each frame is represented in this new space of spectral basis functions by a new set of coefficients (one for each basis function). If we consider all the coefficients related to the frames of one spectrogram and one basis function, we have a vector of coefficients. These vectors are commonly called source signals, and since here they range over time, we call them temporal source signals. The concatenated spectrograms S 1 , . . . , S K can be expressed as the linear combination of these temporal source signals:
where Θ is a matrix with one spectral basis function per column, and, for every 1 k K, P k is a matrix of temporal source signals: there is one such matrix for each spectrogram and the rows of theses matrices contain the source signals. The ith row of every matrix P k is associated to the ith basis function in Θ, which corresponds to the ith column of this matrix. Since the method uses ICA to learn Θ and extract the temporal source signals, these signals are independent. (For more details see [4] ).
While the basis functions are the spectral features that will later be used in the classification step, the coefficients in the source signals are the values of those features. Fig. 2 shows four source signals related to the same basis function (from Fig. 1a) . Each point in these graphs is the coefficient for one frame. The whole sequence of points is the sequence of coefficients for all the frames in the spectrogram.
Instead of using all these coefficients, the classifier uses only that with the maximum absolute value (the one that corresponds to the highest or deepest peak). These values are marked by circles in Fig. 2 . Note how the highest peak in source signals from sounds from the same class have approximate heights 1 We used the fastica software package by Hyvrinen et al. [10] . Because ICA models the variation around the data mean, we used both the spectrogram S and its negative, i.e., we used the extended matrix (−S, S), so that the mean would be zero. This was done so that the results from ICA describe the signal rising and falling from zero, rather than the spectrogram mean. The spectrograms of the sounds were computed with a 512-point fast Fourier transform using a 11.6 ms sliding Hanning window. Successive frames overlapped by 5.8 ms. ( Fig. 2a and b ) and how these differ from the heights of the highest peaks in the source signals from the other class ( Fig. 2c and d) . Also since the maxima from the source signals from Fig. 2a and b are higher than the maxima from the other signals, suggests that the corresponding basis function describes a property of the former sounds, that is, from aluminum.
The method can also be used to learn temporal features. In this case the method uses the transposed spectrograms, which are considered to be a sequence of (transposed) bins, or in other words, the data is initially considered to be running over time. The method performs ICA on the sequence of transposed spectrograms
to learn a set of temporal basis functions Φ that describe the temporal regularities in the bins in the data set (Fig. 1b) , and extract a set of independent source signals (i.e. vectors of coefficients). In this way, the data is now represented in a new space, whose axes are temporal functions. If we consider all the coefficients related to the bins of one spectrogram and one basis function, we have a vector of coefficients that runs over frequency. Therefore, we call these signals spectral source signals. The data set can be expressed as the linear combination of these spectral source signals:
where Φ is a matrix with one temporal basis functions per column, and, for every 1 k K, C k is a matrix of temporal source signals (there is one source signal per row and one such matrix per spectrogram). The ith spectral source signal in C k is associated to the ith basis function in Φ. Fig. 3 shows four source signals related to the same basis function (from Fig. 1b ). The energy in these signals is a good indicator of the class of the sounds. For example, it can be observed that the spectral source signals in Fig. 3a and b have more energy than those in c and d, which suggests that the basis function related to these signals is describing a temporal property of sounds from aluminum. Here we used the energy of the spectral source signals to train the classifier.
Result Analysis
The data used to test and train the classifier is a set of impacts on rods, which includes 60 samples from four rods with the same length and diameter but different materials (wood, aluminum, steel and zinc plated steel). A wooden rod with the same diameter but much shorter length was used as a mallet. The sounds were all produced by impacts on the same region of the rod (close to the edge), but the location of the impacts and the impact force varied slightly from one instance to the next, since the rods were hit by hand. Even though the sounds differ from each other due to these variations, they are quite similar as they are produced by the same type of event and by objects with the same geometry and size which only differ in material. The sounds were digitized using a sampling frequency of 44100 Hz.
We performed a n-fold cross validation experiment: we used 15 samples from each class (that is, from each rod), organized in 3 sets of 5 samples. Each experiment used 2 sets from each class for training and one set for testing. More explicitly, there were 3 experiments, each having a training set with 10 samples from each rod and a test set with 5 samples from each rod. Therefore, all samples were used for training at two of the experiments and for testing in one of the experiments.
Just like a training sample is an m dimensional vector of the maximum absolute value or the energy in m source signals (associated to m basis functions) from one sound, a test sample also consists of an m dimensional vector computed from m source signals (associated to the same m basis functions). While the source signals in the training set are learned by Cavaco and Lewicki's method, the source signals in the test set do not need to be learned. Instead, we use the basis functions and the spectrogram of the test sound to determine the source signals with one of the following equations:
While the method learns a high number of basis functions, the classifier does not need to use them all. A small subset of m basis functions that completely separates the data set can be chosen. Therefore, the classifier can be trained either with m dimensional vectors of the maximum absolute value of the temporal source signals, or with m dimensional vectors of the energy in the spectral source signals.
In the experiments performed m varied from 4 to 11, giving classification rates of 98.33% and 100% for spectral and temporal features, respectively. Such accurate results can be obtained with a low number of features because the method is able to learn basis functions that describe the intrinsic properties present in the sounds of each class. For instance, the method learned features that describe a ringing property from the aluminum sounds. This basis function can be used to separate most aluminum sounds from the rest of the samples.
Human Listening Test
A natural question that follows is if the classifier can surpass human ability to classify similar sounds and if the sounds are actually hard (for humans) to distinguish. To answer these questions, we conducted two user studies. In these studies, the subjects were asked to classify the same impact sounds used to train and test the classifier. The studies were performed using headphones. The first user study had 12 participants with ages between 23 and 55. None had hearing problems and two had acoustics knowledge. The second user study had 11 participants with ages between 23 and 50. None had hearing problems and one had a high level of acoustics and music knowledge. Before the actual studies started, two sounds of each class were presented with indication of the material of the rod that produced the sound. Then, in order to familiarize the subjects with the task, they were asked to classify some sounds (presented in random order). In the first user study, the subjects were presented two sounds from each class and received no feedback on whether their answers were correct or incorrect, while in the second user study the subjects were presented three sounds from each class and were told the correct material right after giving their answers. After this training phase, the actual test began. In the first user study, the subjects heard 41 sounds in random order: 7 of aluminum, 11 of zinc plated steel, 12 of wood and 11 of steel. In the second user study, the subjects heard 32 sounds: 7 of aluminum, 10 of zinc plated steel, 5 of wood and 10 of steel.
The results (Table 1) show that while the wood sounds are easily recognizable, the metal sounds used in these studies are very hard for humans to distinguish. As can be observed in the diagonal of this table, while more training and receiving feedback during training improves the results, the percentages of right answers for the metal sounds are inferior to 54% in both studies.
In the first user study, the percentage of right answers for steel sounds was much higher than the percentage of right answers for the two other metal rods. However, this did not improve in the second user study where users got more training.
The mistaken answers also reveal that the sounds are very similar. For instance, in the second study, when missing the aluminum sounds, we detect the same percentage of wrong answers for steel and zinc plated steel (23.377%): the users assume it can be any of the three metals when confused.
Conclusions
A system for classifying very similar sounds has been proposed. While most environmental sound classifiers use sounds with quite different spectral and temporal characteristics, our classifier is able to distinguish sounds with very similar characteristics. The classifier can use temporal and spectral features learned by ICA of the spectrograms (or transposed spectrograms), to train a 1-NN algorithm that can then be used to classify new sounds.
Two user studies allowed us to conclude that while the wood sounds are easily recognizable, the metal sounds used here are very hard for humans to distinguish. These studies also show that the classifier achieves far better results than humans. The classifier missed only one metal sound out of 60 sounds in an n-fold cross validation experiment. The classification rates obtained are, therefore, very high: 98.33% for spectral features and 100% for temporal features.
While we used temporal and spectral features separately, it is possible to combine them in one classifier only. Since our results were so high, we did not try this approach.
