Abstract. Ostrom and Wagner (1959) proved that if the automorphism group G of a finite projective plane π acts 2-transitively on the points of π, then π is isomorphic to the Desarguesian projective plane and G is isomorphic to PΓL(3, q) (for some prime-power q). In the more general case of a finite rank 2 irreducible spherical building, also known as a generalized polygon, the theorem of Fong and Seitz (1973) gave a classification of the Moufang examples. A conjecture of Kantor, made in print in 1991, says that there are only two non-classical examples of flag-transitive generalized quadrangles up to duality. Recently, the authors made progress toward this conjecture by classifying those finite generalized quadrangles which have an automorphism group G acting transitively on antiflags. In this paper, we take this classification much further by weakening the hypothesis to G being transitive on ordered pairs of collinear points and ordered pairs of concurrent lines.
Introduction
A generalized quadrangle is an incidence geometry of points and lines such that every pair of distinct points determines at most one line and every line contains at least two distinct points, satisfying the following additional condition, often referred to as the "GQ Axiom":
GQ Axiom: Given a point P and a line ℓ not incident with P , there is a unique point on ℓ collinear with P .
Generalized quadrangles can alternatively be defined in terms of their incidence graphs, which are bipartite and have diameter 4 and girth 8. Indeed, a generalized n-gon is an incidence geometry whose associated incidence graph has diameter n and girth 2n. Generalized n-gons were introduced by Jacques Tits [33] in an attempt to characterize families of groups in terms of an associated geometry. The classical generalized quadrangles, which are described in detail in Table 1 , are the families related to classical almost simple groups of Lie type, and in each case the points and lines each correspond to totally singular subspaces with respect to a sesquilinear or quadratic form.
In the intervening years, generalized quadrangles have been studied thoroughly from a purely geometric perspective [29] , but the connection to group theory remains tantalizing. One of the outstanding open questions in the area is the classification of flag-transitive finite generalized quadrangles, that is, the classification of all finite generalized quadrangles with a group of collineations that is transitive on incident point-line pairs. The following conjecture was made in print by Kantor [23] .
• Proposition 7.3 shows that an almost simple group acting primitively on points must be of Lie type, and, if T := soc(G) and P ∈ P, then Theorem 7.8 shows that |T | < |T P | 3 , i.e., T P is a large subgroup of T .
• We establish (Theorem 8.2) that the unique generalized quadrangle of order (3, 5) is the only locally 2-transitive generalized quadrangle with G primitive on points but not lines. The case when G is almost simple is eliminated by using the characterization of large maximal subgroups of simple groups by Alavi and Burness [1] , slightly modifying the proofs when necessary from [5, .
• Finally, if G is primitive on both points and lines, then Q must be classical (Theorem 9.1), a result that now follows essentially immediately from [5, Sections 5-8].
2. Background 2.1. Permutation groups. Let a group G act on a set Ω, and let α ∈ Ω. We denote the orbit of α under G by α G and the stabilizer of α in G by G α . Given a set Σ ⊆ Ω, we denote by G Σ the setwise stabilizer of Σ in G, although it should be noted that G α 1 α 2 ...αn refers to the subgroup of G that fixes each of α 1 , . . . , α n ∈ Ω pointwise.
If a group G acts transitively on a set Ω, then G is said to be primitive on Ω (or act primitively on Ω) if G does not preserve any nontrivial partition of Ω. In such a case that a group G acts transitively on a set Ω but does preserve a nontrivial partition of Ω, G is said to be imprimitive on Ω (or act imprimitively on Ω) and the subsets that make up this nontrivial partition are called blocks. If a group G acts on the set Ω, then G is said to be quasiprimitive on Ω (or act quasiprimitively on Ω) if every nontrivial normal subgroup of G is transitive on Ω. The so-called O'Nan-Scott Theorem characterizes the finite primitive permutation groups according to a division into certain families, and a similar characterization (by Praeger [31] ) categorizes the quasiprimitive groups into eight different types. Six of these types are relevant to this paper, and we describe these six roughly here. In each case, G denotes the finite quasiprimitive group of a particular type, and Ω denotes the set on which G acts quasiprimitively. We do not list the full details of each case; only defining characteristics that are used later. For more details, see [17, Section 2] .
Holomorph Affine (HA): G has a unique minimal normal subgroup N ∼ = C d p that is elementary abelian, where p is a prime and d ∈ N. The set Ω is identified with N (which is itself identified with the points of the affine space AG(d, p)), and, if α ∈ Ω, G = N : G α , where G α is an irreducible subgroup of GL(d, p).
Holomorph Simple (HS): G is a subgroup of the holomorph Hol(T ) = T.Aut(T ),
where T is a finite nonabelian simple group and G contains T.Inn(T ). Here, Ω = T and G has two minimal normal subgroups, both of which are isomorphic to T and act regularly on Ω. Almost Simple (AS): For some finite simple group T , T G Aut(T ), and T is the unique minimal normal subgroup of G. Our only condition on Ω in this case is that, for α ∈ Ω, T G α . It is possible that T acts regularly on Ω. Simple Diagonal (SD): G has a unique minimal normal subgroup N ∼ = T k for some finite nonabelian simple group T and positive integer k 2. Furthermore, for all α ∈ Ω, N α ∼ = T , and G transitively permutes the n simple direct factors of N. The set Ω may be identified with T k−1 . Twisted Wreath (TW): G has a unique minimal normal subgroup N ∼ = T k , where T is a finite nonabelian simple group and k 2 is a positive integer, and the set Ω is identified with N.
Product Action (PA): G has a unique minimal normal subgroup N ∼ = T k for some finite nonabelian simple group T and positive integer k 2. For α ∈ Ω, N α = 1 and is not isomorphic to T n for any n k. Moreover, G Aut(T ) wr S k , G acts transitively by conjugation on the simple direct factors of N, the group G preserves a product structure ∆ k on Ω, and, for α ∈ Ω, N α is a subdirect subgroup of the stabilizer N B ∼ = T k δ , where B = (δ, δ, . . . , δ) for δ ∈ ∆, i.e., N α projects onto T δ in each coordinate.
2.2. Graph symmetry. Let Γ be a graph with vertex set V . If α ∈ V , then the set of all neighbors of α, i.e., the set of all vertices adjacent to α in Γ, is denoted by Γ(α), and, if G Aut(Γ), then the permutation group induced by G α on Γ(α) is denoted by G Γ(α) α . The distance between two vertices α, β is the number of edges in a shortest path from α to β and is denoted by d(α, β). The group G [1] α := {g ∈ G : β g = β for all β such that d(α, β) 1}
is a normal subgroup of G α and is referred to as the kernel of the local action, since G
α . An s-arc of a graph is a sequence of s + 1 vertices (α 0 , α 1 , . . . , α s ) such that, when 0 i s − 1, α i is adjacent to α i+1 , and, when 1 i s − 1, α i−1 = α i+1 . Note that repeated vertices are allowed as long as there are no returns. A subgroup G Aut(Γ) is said to be locally (G, s)-arc-transitive if Γ contains an s-arc and, for any vertex α, G is transitive on the s-arcs starting at α. When such a G exists, Γ is said to be locally s-arc-transitive. While it is possible for a graph Γ to be locally (G, s)-arc-transitive while G is intransitive on V , in this case the group G would be transitive on the edges of Γ, and hence G would have exactly two orbits on V . It is an easy exercise to show that Γ is locally (G, 2)-arc-transitive if and only if, for each vertex α, G Γ(α) α is a 2-transitive permutation group (that is, G Γ(α) α is transitive on ordered pairs of neighbors of α). A graph Γ with group of automorphisms G is said to be G-locally primitive if for any α ∈ V the induced action of G α on the neighbors of α is primitive, that is, if G Γ(α) α is primitive on Γ(α). When such a G exists, Γ is said to be locally primitive.
If a group G Aut(Γ) has a normal subgroup N that is intransitive on V , then we define the (normal) quotient graph Γ N to have vertex set the N-orbits of V , where two N-orbits Σ 1 and Σ 2 are adjacent in Γ N if and only there exist vertices α ∈ Σ 1 and β ∈ Σ 2 such that α is adjacent to β in Γ. By a result of Giudici, Li, and Praeger [17] , if Γ is connected and locally (G, s)-arc-transitive, then either Γ N is locally (G/N, s)-arc-transitive or Γ N is a complete bipartite graph K 1,n . This demonstrates the importance of studying locally s-arc-transitive graphs with a group of automorphisms acting quasiprimitively on at least one orbit of vertices, and the following results characterize the types of possible quasiprimitive actions of G on the orbits of vertices of a locally (G, s)-arc-transitive graph Γ.
Lemma 2.1 ([17, Theorem 1.3]). Let Γ be a finite locally (G, s)-arc-transitive connected graph with s 2 such that G acts faithfully on both its orbits ∆ 1 and ∆ 2 of vertices but only acts quasiprimitively on ∆ 1 . Then the quasiprimitive type of G on ∆ 1 is of type HA, HS, AS, PA, or TW.
Lemma 2.2 ([17, Theorem 1.2])
. Let Γ be a connected locally (G, 2)-arc-transitive graph such that G has two orbits on vertices and G acts faithfully and quasiprimitively on both orbits with type {X, Y }. Then either X = Y ∈ {HA, TW, AS, PA} or {X, Y } = {SD, PA}.
The graph Γ is said to be a cover of Γ N if |Γ(α) ∩ Σ 2 | = 1 for each edge {Σ 1 , Σ 2 } in Γ N and α ∈ Σ 1 . The following lemma provides a characterization of the case when Γ is a locally (G, s)-arc-transitive bipartite graph such that G contains a nontrivial normal subgroup that is intransitive on each bipart. Lemma 2.3 ([17, Lemma 5.1]). Let Γ be a connected G-locally primitive bipartite graph with G-orbits ∆ 1 and ∆ 2 on V (Γ) such that |∆ i | > 1 for each i. Suppose that there exists N ✁ G such that N is intransitive on both ∆ 1 and ∆ 2 . Then (i) Γ is a cover of Γ N .
(ii) N acts semiregularly on V (Γ) and
Finally, the following technical but useful lemma provides information about the composition factors of the vertex stabilizer G α .
Lemma 2.4 ([32, Theorem 1.1]). Let Γ be a connected graph, and let G Aut(Γ) be transitive on the edge set. Let {α, β} be an edge of Γ. Then each composition factor of G α is a composition factor of G
αβ . Moreover, if |Γ(α)| |Γ(β)|, then |Γ(α)| is not smaller than the smallest permutation degree of any composition factor of G α .
Finite generalized quadrangles.
Let Q be a finite generalized quadrangle with point set P and line set L. If each point has at least three lines passing through it, and each line contains at least three points, then a simple combinatorial argument shows that each line is incident with a constant number of points, and each point is incident with a constant number of lines. The generalized quadrangle Q is said to have order (s, t) if each line is incident with s + 1 points and each point is incident with t + 1 lines. If both s and t are at least 2, then the generalized quadrangle is said to be thick. The following omnibus lemma details how (s, t) determines the total number of points and lines and how the two parameters are constrained. Given P, Q ∈ P, we write P ∼ Q if P and Q are collinear, and, similarly, if ℓ, m ∈ L, we write ℓ ∼ m if ℓ and m are concurrent. For a set of points ∆ ⊆ P,
By convention, P ∈ P ⊥ . The collineation group or automorphism group of a generalized quadrangle is the group of all permutations of points that preserve collinearity and non-collinearity. We now include a couple results from [5] that are used repeatedly later in the paper.
Lemma 2.6 ([5, Lemma 2.2]). Let G be a group that is transitive on both P and L. Then, for P ∈ P and ℓ ∈ L, s + 1
. Assuming s t, the following inequalities hold:
For a given generalized quadrangle Q, the incidence graph Γ of Q is the graph with vertex set P ∪ L with edges between incident points and lines. The collineation group of a generalized quadrangle can thus be identified with the automorphism group of the incidence graph. A locally 2-transitive generalized quadrangle is a finite generalized quadrangle with a locally 2-arc-transitive incidence graph. From the definition and the above discussion of locally 2-arc-transitive graphs, it is clear that locally 2-transitive generalized quadrangles are equivalently those finite generalized quadrangles with a collineation group that is transitive both on ordered pairs of collinear points and on ordered pairs of concurrent lines. We now describe the known locally 2-transitive generalized quadrangles.
Up to duality, apart from one example, all known locally 2-transitive generalized quadrangles are classical generalized quadrangles, which are the generalized quadrangles associated with classical groups of Lie type. The following table summarizes the information about the classical generalized quadrangles. The notation E a q (and sometimes just q a ) denotes an elementary abelian group of order q a , where q is a prime power, and the notation E a+b q denotes a special group order q a+b with center of order q a . The column "G" refers to the full collineation group of Q. 
: SU(2, q) :
: SU(3, q) :
The only other known locally 2-transitive generalized quadrangle up to duality is the unique generalized quadrangle of order (3, 5) . The full collineation group of this generalized quadrangle is isomorphic to 2 6 :(3.A 6 .2), the stabilizer of a point is isomorphic to 3.A 6 .2, and the stabilizer of a line is isomorphic to (
Reduction to quasiprimitivity
Let Q be a finite generalized quadrangle of order (s, t), where s, t > 1. Let Γ be the associated incidence graph, and suppose that there exists a subgroup G Aut(Γ) such that Γ is locally (G, 2)-arc-transitive. We will denote by P the points of Q and by L the lines of Q. Throughout, we will abuse notation a bit and use P and L to refer to the biparts of Γ as well.
Lemma 3.1. Let G preserve a nontrivial system of imprimitivity on P and let B be a block of points containing a point P . Then |B| = bs + 1, where b is the number of points in B (other than P ) that are collinear with a given point P ′ ∈ P ⊥ \{P }. Moreover, if s < t, then |B| = st + 1, and if s t, then either |B| = st + 1 or t | s and |B| = s + 1.
Proof. Let P be a fixed point of Q and consider the block B containing P . If Q ∈ B and Q = P , then, by the local primitivity of the incidence graph Γ, we have Q ∼ P . Since Γ is locally (G, 2)-arc-transitive, G P is transitive on P ⊥ \{P }. Moreover, G P fixes B, and so each point P ′ ∈ P ⊥ \{P } is collinear with the same number of points (other than P ) in B, say b. We will count the number of pairs (P ′ , Q), where P ′ ∈ P ⊥ \{P } and Q ∈ B\{P }, in two different ways. On the one hand, there are b choices for Q for each choice of P ′ , so the number of pairs is
On the other hand, for each Q ∈ B, Q = P , {P, Q} ⊥ = t + 1, so the number of pairs is also |B\{P }|(t + 1), and hence |B\{P }| = sb; that is,
If there are n blocks, then bsn + n = n|B| = |P| = (s + 1)(st + 1) = s(st + t + 1) + 1, and so n ≡ 1 (mod s). Let n = cs + 1, where c ∈ N. Then (cs + 1)(bs + 1) = (s + 1)(st + 1), and so
Since s = 0, we have
Since b, c ∈ N, bc t + 1. However, this means
(by Equation (2)) a contradiction. Hence (3) b + c t + 1, bc t.
Recall from above that given any P ′ ∈ P ⊥ \{P }, there are exactly b points other than P in B collinear with P ′ . Let C be a block of points containing points collinear with P . Since b > 0, this means that there are exactly b + 1 points in C collinear with P . If b = t, then |B| = st+ 1 (by Equation (1)) and our conclusion holds. So assume from now on that b < t. This means that not all lines incident with P are incident with a point in C. Now, since b > 0, two of the t + 1 lines incident with P are incident with points in C. Since G P is 2-transitive on incident lines, this means that, for every pair {ℓ, ℓ ′ } of lines incident with P , there are exactly x blocks (other than the block containing P ) containing a point incident with ℓ and a point incident with ℓ ′ , where x is some positive integer. Thus, there are exactly x t+1 2 pairs of points {P ′ , P ′′ } that are both incident with P and contained in the same block. On the other hand, since a block C containing points collinear with P contains exactly b+1 points collinear with P and there are t(s+1) points in total collinear with P , there are t(s + 1)/(b + 1) such blocks and b+1 2 choices within each block, i.e., we have
which implies that xt = bs. Hence (4) |B| = bs + 1 = xt + 1, and |B| ≡ 1 (mod LCM(s, t)).
We now consider two cases. Suppose first that s < t. (We want to show that |B| = st + 1.) Now, the number of blocks of points, n, satisfies n(xt + 1) = (s + 1)(st + 1), and so n ≡ (s + 1) (mod t). Let n = jt + (s + 1), where j ∈ N ∪ {0}. Thus, xjt 2 + x(s + 1)t + jt + (s + 1) = (xt + 1)n = s 2 t + st + (s + 1), and so xjt + x(s + 1) + j = s 2 + s and j(bs + 1) = j(xt + 1) = (s + 1)(s − x). Now, this shows that j ≡ −x (mod s), and so we let j = sk − x for some k ∈ N, i.e., (sk − x)(bs + 1) = (s − x)(s + 1). Now, if k > 1, then sk − x > s − x and bs + 1 s + 1, a contradiction. Hence j = s − x. There are now two cases. First, if s − x = 0, then bs + 1 = s + 1 and so b = 1. However, since t | bs, we have s = t, a contradiction to s < t. Hence it must be that x = s, which implies that |B| = st + 1, as desired.
Suppose now that s t. (We want to show that either |B| = st + 1, or t | s and |B| = s + 1.) Also suppose that b + c < t + 1. Then, by Equation (2),
and so s s(bc − t) = (t + 1) − (b + c) < t, a contradiction to s t. Thus b + c = t + 1, which implies bc = t by Equation (3). The only simultaneous solutions to these equations are {b, c} = {1, t}. If b = t, then |B| = st + 1, and we are done. Otherwise, b < t, we have b = 1 and c = t. Thus, by Equation (4), xt + 1 = bs + 1 = s + 1 and t | s, as desired.
Suppose G is neither quasiprimitive on points nor on lines. By [17, Lemma 5.4 ], G contains a nontrivial normal subgroup N that is intransitive on both P and L. Lemma 3.2. If N is a nontrivial normal subgroup of G that is intransitive on both P and L, then |N| = st + 1.
Proof. The orbits of N on P and on L are both systems of imprimitivity. Therefore, by Lemma 3.1, |N| ≡ 1 (mod LCM(s, t)). In particular, if s t, then either |N| = st + 1 or s | t and |N| = t + 1. Up to duality, we may assume that s t, so either |N| = st + 1, or s | t and |N| = t + 1.
Assume s | t and |N| = t + 1. Since N is semiregular on both P and L by Lemma 2.3, we also know that t + 1 | (s + 1)(st + 1). Moreover, since s < t implies |N| = st + 1 by Lemma 3.1, we have s = t. Let P be a point of Q. We also know from Lemma 3.1 that
where b denotes the number of points of P N \{P } with which a point Q ∈ P ⊥ \{P } is collinear. In other words, each point of P ⊥ \{P } is collinear with a unique point in P N \{P }. Now, there are exactly s 2 + 1 distinct N-orbits of points. Since
there is some N-orbit that contains more than one point of P ⊥ \{P }. Since G P is transitive on collinear points, each block containing points collinear with P contains exactly the same number of points collinear with P . On the other hand, we saw above that each point in P ⊥ \{P } is collinear with exactly two points in P N ; hence, every N-orbit of points (other than P N ) contains either zero or two points collinear with P . This means that there are exactly s(s + 1)/2 N-orbits that nontrivially intersect P ⊥ \{P } in exactly two points. Consider one N-orbit Q N that nontrivially intersects P ⊥ \{P }. By the local primitivity of a line stabilizer, the two points Q, R ∈ Q N collinear with P are not themselves collinear. Thus there exists a pair of distinct lines ℓ, ℓ ′ incident with P such that Q is incident with ℓ and R is incident with ℓ ′ . By the 2-transitivity of G P on the lines incident with P , there is such an N-orbit for every pair of lines. Since there are exactly s+1 2 distinct N-orbits that nontrivially intersect P ⊥ \{P }, the N-orbits that meet P ⊥ \{P } are in oneto-one correspondence with pairs of lines. Moreover, let ℓ be a fixed line incident with P . Then, each point of P N \{P } is collinear with a unique point of ℓ. This implies that G P,ℓ is transitive on P N \{P }, and so N : G P,ℓ is 2-transitive on N with a regular normal subgroup. Hence N is elementary abelian and s + 1 is a prime power. Finally, consider the quotient graph ∆ = Γ N of the incidence graph Γ of Q. By the above discussion, the distance 2 graph ∆ 2 of ∆ contains exactly two components of size s 2 + 1 and is locally triangular ; in particular, it is locally T (s + 1) (see [10] for relevant definitions). By [ Proof. Let Γ be the incidence graph of Q. Suppose G has a nontrivial normal subgroup N that is intransitive on both P and L.
By Lemmas 2.3 and 3.2, Γ N ∼ = K s+1,t+1 , each N-orbit of points is an ovoid, and each N-orbit of lines is a spread. Let P 
and hence Ng fixes the N-orbit ℓ N . Since ℓ was arbitrary, Ng fixes each N-orbit on lines, and so Ng = N. An analogous argument shows that result if each N-orbit of points is fixed, and hence G/N is faithful on each of the biparts of Γ N .
Since G/N acts faithfully and locally 2-arc-transitively on K s+1,t+1 , we have from [14, Theorem 1.1] the following possibilities (see also [14, Notice that in each case, N is solvable (i.e., there cannot be a nonabelian composition factor for these orders), and indeed, Aut(N) is solvable, too, in each of these cases.
Therefore, G/C G (N) is solvable (as it embeds naturally into Aut(N)), and therefore it follows that G is a central extension of G/N by N. However, N cannot lie in the center of G, since otherwise, G would fix each of the N-orbits, a contradiction, showing that G must act quasiprimitively on either P or L.
Quasiprimitive on points but not lines
In this section, we classify the locally 2-transitive generalized quadrangles with a collineation group that is quasiprimitive on points but not on lines.
Hypothesis 4.1. Let Q be a finite thick generalized quadrangle of order (s, t). Let Γ be the associated incidence graph, and suppose that there exists a subgroup G Aut(Γ) such that Γ is locally (G, 2)-arc-transitive. We will denote by P the points of Q and by L the lines of Q. Throughout, we will abuse notation a bit and use P and L to refer to the the biparts of Γ as well. Finally, assume that G acts quasiprimitively on P but not on L.
Proof. Since G acts quasiprimitively on P but not on L, N is transitive on P but not on L.
Lemma 4.2. Assume Hypothesis 4.1. If G acts with type HA on P, then Q is the unique generalized quadrangle of order (3, 5) .
Proof. Since Γ is locally (G, 2)-arc-transitive, G is transitive on lines. Every group of type HA is primitive (see [30, Section 5] ), and the finite thick generalized quadrangles admitting an automorphism group that is point-primitive with type HA and line-transitive were classified in [4, Corollary 1.5]: namely, they are the unique generalized quadrangle of order (3, 5) or the generalized quadrangle of order (15, 17) arising from the Lunelli-Sce hyperoval. The incidence graph Γ arising from the unique generalized quadrangle of order (3, 5) is in fact locally 3-arc-transitive [5, Theorem 1.1]. On the other hand, since there are 16 points incident with each line in the generalized quadrangle of order (15, 17) arising from the Lunelli-Sce hyperoval, a group acting locally 2-arc-transitively on the incidence graph is necessarily divisible by 16 · 15, whereas the order of the colineation group of this generalized quadrangle is not divisible by 5 [7, 11] . The result follows. Proof. Since G is almost simple, there is a finite simple group T such that T G Aut(T ). Since T is transitive on P but not on L, by local primitivity T must have exactly t+1 orbits on L. By [18, Theorem 1.3], the possibilities for {T, t+1} are: {PSL n (q), t+1}, where n 3 and t + 1 is an odd prime dividing gcd(n, q − 1); {PSU n (q), t + 1}, where n 3 and t + 1 is an odd prime dividing gcd(n, q + 1); {PΩ + 8 (q), t + 1}, where t + 1 is either 3 or 4; {E 6 (q), 3}; or { 2 E 6 (q), 3}. Since all generalized quadrangles with t ∈ {2, 3} are known [29, §6.1, §6.2], and none of them admits PΩ + 8 (q), E 6 (q), or 2 E 6 (q) for any q, these cases are immediately ruled out.
Suppose that T = PSL n (q). We also observe that t + 1 divides gcd(n, q − 1). If n 6, then the smallest permutation representation of T is on at least (
This implies that s q, and, since t < q − 1, we have s 2 q > q 5 , which implies s > q 2 . However, this means √ s > q > t, a contradiction to Lemma 2.5 (iii). This means n ∈ {3, 4, 5}. Since t + 1 is an odd prime that divides gcd(n, q − 1), we have t = 2 or t = 4. We saw above that t = 2 is impossible in this case, and, if t = 4, then s 16, which means |P| (16+1)(64+1) = 1105. On the other hand, |P| q 4 +q 3 +q 2 +q+1 > q 4 , and so q 4 < 1105, i.e., q 5. However, t + 1 = 5 and must divide q − 1 4, a contradiction. Finally, suppose T = PSU n (q). The proof proceeds similarly: we observe that t + 1 divides gcd(n, q+1). Note that q = 2 implies t = 2, and there are no examples in this case. If n 5, then the smallest permutation representation of T is on at least (q 5 + 1)(q 2 + 1) points, so (s + 1)(st + 1) = |P| (q 5 + 1)(q 2 + 1), which as above implies √ s > t, a contradiction. Hence n = 3 or n = 4, and, since k is an odd prime dividing n, we conclude that t + 1 = n = 3. However, this means t = 2, a final contradiction. Therefore, there are no such generalized quadrangles.
Before proceeding, we prove the following lemma, which is useful in the remaining cases when soc(G) ∼ = T k , where T is a nonabelian finite simple group.
Lemma 4.5. Let X Sym(k) and suppose X acts 2-transitively on Ω, where |Ω| = n > k. Then, log 2 n < k. In particular, if X Ω is affine, then log 2 n k/2, and, if X Ω is almost simple, then n < 2k unless n = 28, k = 9, and X Ω ∼ = PΓL (2, 8) .
Proof. Let |Ω| = n, and assume X Ω is 2-transitive, where X Sym(k) for some k < n. If the action of X Ω is affine, then n = p f , where p is a prime. Thus there are f generating elements in X of order p that commute, and so
If n is not affine, then X Ω is one of a finite list of groups; see [13, Table 7 .4]. Unless n = 28 and k = 9, n < 2k by [24, Table 5 .2A], and so log 2 n < n/2 < k. Finally, when n = 28, log 2 28 < 5 < 9, and the result holds in any case.
Lemma 4.6. Assume Hypothesis 4.1. Then, G cannot act on P with type TW.
Proof. Assume by way of contradiction that G is quasiprimitive with type TW on P. Then G has a unique minimal normal subgroup
k , where k 2 and T is a nonabelian finite simple group. Since N acts regularly on P, we have |P| = |N| and G/N Sym(k). On the other hand, if P ∈ P, G P is 2-transitive on the t + 1 lines incident with P , and since G = NG P , it must be that Sym(k) has a subgroup with a 2-transitive action on t + 1 elements. By Lemma 4.5, t + 1 < 2 k and hence
a contradiction, since T is a nonabelian simple group.
Lemma 4.7. Assume Hypothesis 4.1. Then, G cannot act on P with type PA.
Proof. Assume Hypothesis 4.1 and furthermore suppose that G acts quasiprimitively with type PA on points. The group G has a unique minimal normal subgroup N = T 1 ×T 2 ×· · ·×T k ∼ = T k , where k > 1 and T is a nonabelian simple group; G H wr Sym(k), where T H Aut(T ); and G acts transitively by conjugation on the simple direct factors of N. The group G preserves a product structure ∆ k on P, and N P is a subdirect subgroup of the stabilizer N B ∼ = T k δ , where B = (δ, δ, . . . , δ) for δ ∈ ∆, i.e., N P projects onto T δ in each coordinate. Note that the minimal normal subgroup N of G has exactly t + 1 orbits on L since N is transitive on P but not L and the incidence graph is G-locally primitive.
Since the quotient graph Γ N is the complete bipartite graph K 1,t+1 and Γ is locally (G, 2)-arc-transitive, if P ∈ P, then N
, which implies Y P is transitive on Γ(P ). By Burnside's Theorem, soc(G
) is either elementary abelian and regular or a nonabelian finite simple group. Since N P G
and Y P /N P is solvable by the Schreier Conjecture, G Γ(P ) P is affine and t + 1 = q k , where q is a prime power dividing |H/T |. If G Γ(P ) P is not solvable, then a nonabelian finite simple group is involved in Sym(k), and so k 5. Examining [13, Table 7 .3] and noting that none of G 2 (q), PSU(3, 3), or PSL(2, 13) are involved in Alt (6), we see that one of PSL(k, q) or PSp(k, q) must be involved in Sym(k). However, by [24, Table 5 .2A], this is impossible when k 5. If G Γ(P ) P is solvable, then, since none of the groups arising from near-fields have the structure (H/T ) wr Sym(2), we may assume that G
However, by, for instance, [27, Proposition 2.7] , this means Sym(k) contains a cyclic group of order at least (q k − 1)/k. This implies that (q k − 1)/k k, which only holds when q = 2 and
P . Since G P = Y P : K P , and G
. This means a subgroup of Sym(k) has a 2-transitive action on t + 1 points. If t + 1 k and |∆| = d, then
This implies d < k Consider first the case when G Γ(P ) P is affine. By Lemma 4.5, log 2 (t + 1) < k/2. On the other hand, since |T :
so |T : T δ | < 6. This means T is isomorphic to a subgroup of Sym (5), i.e., T ∼ = Alt (5) and |∆| = 5. Since t < 2 Hence k = 2, 3, a contradiction, since a 2-transitive group on more than k points would be involved in Sym(k) for k = 2 or 3. Thus G
is also affine, and so s + 1 = 5 d for some d < k. On the other hand, this means that G P,ℓ is involved in Sym(k). Since 5
is affine but not solvable, then by [13, Table 7 . (5), and so we may assume G
is not affine. We next assume that G Γ(P ) P is almost simple. By Lemma 4.5, unless t + 1 = 28 and k = 9, t + 1 < 2k, i.e.,
which implies k 8. This gives k = 5 and t + 1 = 6, k = 6 and t + 1 = 10, k = 7 and t + 1 = 8, or k = 8 and t + 1 = 15. Consider first the case when k = 5 and t + 1 = 6. This means s 25, and d 5 divides |P| = (s + 1)(5s + 1) 3276; however, d 8 , a contradiction, since there are no integer solutions. Finally, assume that t + 1 = 28 and k = 9. This means s 729, and d 9 divides |P| = (s + 1)(27s + 1) 14369320 < 7
9 . Hence d = 5 and |P| = c · 5 9 , where 1 c 7, or d = 6 and |P| = 6 9 . In each of these situations, (s + 1)(27s + 1) = |P| has no integer solutions. Therefore, no such generalized quadrangle is possible.
We can now prove the main result of this section, which is a classification of the locally (G, 2)-transitive generalized quadrangles where G is only quasiprimitive on points.
Theorem 4.8. Let Q be a thick locally (G, 2)-transitive generalized quadrangle such that G is quasiprimitive on points but not on lines. Then, Q is the generalized quadrangle of order (3, 5) .
Proof. By Lemma 2.1, if the incidence graph Γ is locally (G, 2)-arc-transitive, but G is only quasiprimitive on P, then G acts on P with type HA, HS, AS, TW, or PA. The result follows from Lemmas 4.2, 4.3, 4.4, 4.6, and 4.7.
Quasiprimitive on both points and lines
This section is dedicated to the characterization of the locally 2-transitive generalized quadrangles with a collineation group that is quasiprimitive on both points and lines.
Theorem 5.1. Let Q be a thick locally (G, 2)-transitive generalized quadrangle such that G is quasiprimitive on both points and lines. Then G cannot act with type {HA, HA}, {TW, TW}, or {SD, PA}.
Proof.
Case {HA, HA}: The quasiprimitive groups of type HA are also primitive (see [ 
, then without a loss of generality, s + 1 = q + 1 and t + 1 = q, and so s = q and t = q − 1. By Lemma 2.5(ii), this implies that 2q − 1 divides q(q − 1)(q + 1)q = q 2 (q 2 − 1). On the other hand,
which implies that 2q −1 is a divisor of 3. This implies that q = 1 or q = 2, a contradiction to s, t > 1. If d = 2, then without a loss of generality, s + 1 = q + 1 and t + 1 = q 2 , and so s = q and t = q 2 −1. By Lemma 2.5(ii), this implies that q 2 +q −1 divides q 6 +q 5 −q 4 −q 3 . On the other hand,
which implies that q 2 + q − 1 is a divisor of 2q − 1, i.e., that q 2 + q − 1 2q − 1 since 2q − 1 has no integral roots. This means that q 2 − q 0, a contradiction if s, t > 1. Suppose now that the vertex valencies are {q, (q n − 1)/(q − 1)}. Without a loss of generality, s = q − 1 and t = (
Since n 3, by Lemma 2.5(iii) we have:
which is a contradiction. Suppose now that the vertex valencies are {q d , q 2 + 1}. Without a loss of generality, s = q 2 , and since √ s t s 2 by Lemma 2.5(iii), this means that d = 2, 3, or 4. If d = 2, then t = q 2 − 1. Substituting in r = q 2 , this reduces to the case s = r and t = r − 1, which was ruled out above. If d = 3, then t = q 3 − 1, and by Lemma 2.5(ii) this implies that
. On the other hand,
which implies that q 3 + q 2 − 1 divides 3q 2 + 2q − 3. Since 3q 2 + 2q − 3 has no integral roots, this means that q 3 + q 2 − 1 3q 2 + 2q − 3, which implies that q 2 if q is an integer. If q = 2, however, q 3 + q 2 − 1 does not divide 3q 2 + 2q − 3, a contradiction. Finally, if d = 4, then, proceeding as above, we would have that s = q 2 and t = q 4 − 1, but setting r = q 2 , this means that s = r and t = r 2 − 1, which was ruled out above. Finally, we suppose that the vertex valencies are {q d , q 3 + 1}. Without a loss of generality, assume that s = q 3 . Again, using Lemma 2.5(iii), this implies that d = 2, 3, 4, 5, or 6. When d = 2, we have t = q 2 − 1, and so Lemma 2.5(ii) implies that
which implies that q 3 + q 2 − 1 divides 5q 2 − 3. Since 5q 2 − 3 has no integral roots, this means q 3 + q 2 − 1 5q 2 − 3, i.e., that q < 4. On the other hand, for no prime power q 3 is (5q 2 − 3)/(q 3 + q 2 − 1) an integer, which is a contradiction. If d = 3, then setting r = q 3 yields s = r and t = r − 1, which was ruled out above. 
is not an integer when q = 2, we have a contradiction. Finally, if d = 6, we have t = q 6 − 1. However, setting r = q 3 , this means that s = r and t = r 2 − 1, which was ruled out above. Since we have covered all possible vertex valencies, there cannot be such a finite generalized quadrangle.
Because we will be repeatedly be making the same assumptions, for essentially the rest of this section we will be assuming the following hypothesis.
Hypothesis 5.2. Let Q be a thick locally (G, 2)-transitive generalized quadrangle such that G is quasiprimitive on both points and lines, with both actions of type PA. The group G has a unique minimal normal subgroup
k , where k > 1 and T is a nonabelian simple group; G H wr Sym(k), where T H Aut(T ); and G acts transitively by conjugation on the simple direct factors of N. The group G preserves a product structure ∆ k on P and a product structure Σ k on L, and N P is a subdirect subgroup of the stabilizer N B ∼ = T k δ , where B = (δ, δ, . . . , δ) for δ ∈ ∆, i.e., N P projects onto T δ in each coordinate. In this case, each k-tuple of elements from ∆ is a block of points of P. (Similarly, N ℓ projects onto T ǫ in each coordinate for some ǫ ∈ Σ, where ℓ is in the block B ′ with stabilizer isomorphic to T k ǫ .) Finally, assume s t. We say that N P is diagonal if N P ∼ = T δ .
Lemma 5.3. Assume Hypothesis 5.2. Let P 1 and P 2 (respectively, ℓ 1 and ℓ 2 ) be two collinear points (respectively concurrent lines) contained in blocks B 1 and B 2 , and suppose that the Hamming distance between blocks B 1 and B 2 is d. Then any two collinear points P and P ′ (respectively, concurrent lines ℓ and ℓ ′ ) are contained in blocks that are Hamming distance d apart.
Proof. We will prove the result for collinear points, but the proof for concurrent lines only involves switching the roles of points and lines. Let P 1 and P 2 be as in the statement of the lemma. Without loss of generality, we may assume that B 1 = (δ, δ, . . . , δ). The graph Γ is locally 2-arc-transitive, so G P 1 is transitive on points collinear with P 1 , and hence G P 1 acts transitively on the blocks in which collinear points are contained. If B 2 is Hamming distance d from B 1 , precisely k − d of its coordinates are δ, and, since G P 1 , which fixes B 1 , maps B 2 to any other block containing a point collinear with P 1 , any block B i containing a point collinear with P 1 has exactly k − d entries that are δ. Finally, since N is transitive on P, the result holds for any choice of P 1 .
Lemma 5.4. Assume Hypothesis 5.2. Then neither N P nor N ℓ is diagonal, and at least one of N
Proof. We first note that both s, t > 2, since all generalized quadrangles with s = 2 or t = 2 are known, and no examples exist in these cases. Suppose N P is diagonal. Then N P ∼ = T δ . Since G acts with type PA on P, N is transitive on P, and hence
Furthermore, since gcd((s + 1)(st + 1), s) = 1 and |N P | divides |P|, we have gcd(|N P |, s) = 1. However, G P is transitive on the s(t + 1) 2-arcs beginning at P , which implies that s divides |G P |, and so s must divide |G P : N P | = |G : N|. Note that this implies that s k!.
By [17, Lemma 6.2] , N P is transitive on Γ(P ), and so t+1
This shows that k 3. If k = 1, 2, then s = 1, 2, which is a contradiction. Hence k = 3. Thus t + 1 s 2 + 1 37, and so |T | 2 < |T | 2 |T : T δ | < s(t + 1) 2 8214, which implies that T ∼ = A 5 . However, this implies that t + 1 |T δ | 12, which implies that |T | 2 < s(t + 1) 2 < 1000, a contradiction. Therefore, N P cannot be diagonal. Next, we assume that N ℓ is diagonal and proceed as above. We have that gcd(|N ℓ |, t) = 1, which provides a bound of t k!. Furthermore,
Thus k 5, and the cases k = 3, 4, 5 provide bounds of |T | < 402, 214, 130, respectively. We eliminate each case by inspection, and k 2 implies that t 2, a contradiction. Therefore, neither N P nor N ℓ is diagonal.
Assume that both N
are primitive. Then Γ is N-locally primitive. Define
, for each i, N i acts semiregularly on P (respectively L). Hence N P (respectively N ℓ ) is diagonal, a contradiction to what we have just proved. Therefore, at least one of N is transitive. We know that G acts with type PA on both P and L; in particular, it preserves a nontrivial product structure on each. Since this product structure is a system of imprimitivity, α has at most one neighbor in each block. If M Γ(α) α is transitive, then every neighbor of α is in a block with the same first coordinate. Now, since by the Frattini Argument G = NG α , G α is transitive on the k coordinates, so there exists
is also transitive on Γ(α). However, this implies that, for all i, every neighbor of α is in a block with the same i th coordinate, i.e., all of Γ(α) is in the same block of imprimitivity, a contradiction. Therefore, if N Proof. Suppose first that k = 2. Then G/N ∼ = G P /N P ∼ = G ℓ /N ℓ C 2 , which implies that both N Γ(P ) P and N Γ(ℓ) ℓ are primitive, a contradiction to Lemma 5.4. Suppose now that k = 3. Since Γ is G-locally primitive, the t + 1 lines incident with a point P are in different blocks. By Lemma 5.3, the t + 1 blocks containing the lines incident with P are all at Hamming distance 1, 2, or 3 apart. Assume first that they are all at Hamming distance 3. This implies that |T : T ǫ | = |Σ| t + 1, which means that
Suppose next that two lines incident with P are in blocks Hamming distance 1 apart. Without a loss of generality, let these two lines be ℓ in (ǫ, ǫ, ǫ) and ℓ 2 ∈ B 2 = (ǫ, ǫ, ǫ 1 ), where ǫ 1 = ǫ ∈ Σ. There are two possibilities: either every line incident with P is in a block of the form (ǫ, ǫ, ǫ ′ ), ǫ ′ = ǫ; or some line incident with P is in a block one of whose first two coordinates is not ǫ. Consider the former case first. Since no two lines are in the same block, and P is incident with t+1 lines, we have |T : T ǫ | = |Σ| t+1, a contradiction as above. Now consider the second case. Let ℓ 3 be incident with P , and without a loss of generality we may assume that ℓ 3 ∈ B 3 = (ǫ ′ , ǫ, ǫ), where ǫ ′ = ǫ. However, the Hamming distance between B 2 and B 3 is 1, a contradiction. Now, suppose that any two lines incident with P are in blocks Hamming distance 2 apart. Without a loss of generality, let two of these lines be ℓ in (ǫ, ǫ, ǫ) and ℓ 2 ∈ B 2 = (ǫ, ǫ 2 , ǫ 3 ), where the ǫ i = ǫ ∈ Σ. As above, there are two possibilities: either every line incident with P is in a block of the form (ǫ, ǫ ′ , ǫ ′′ ), where ǫ ′ , ǫ ′′ = ǫ; or some line incident with P is in block whose first coordinate is not ǫ. Consider the former case first, and let
Since the Hamming distance between B 2 and B 3 is 1, and they are both in blocks with an ǫ in the first coordinate, ǫ ′ = ǫ 2 . Hence no two lines incident with P are in blocks whose second coordinate is the same, which as above implies that |T : T ǫ | = |Σ| t + 1, a contradiction for the same reasons as above. Finally, we consider the second case, and without a loss of generality, we have P incident with
Since B 2 and B 3 must be Hamming distance 2 apart, and they differ in the first two coordinates, this forces ǫ 3 = ǫ ′′ . However, this implies that there can be no other line incident with P in a block whose first coordinate is ǫ: the third coordinate would have to differ from ǫ 3 to be concurrent with ℓ 2 , but it must be ǫ 3 to be concurrent with ℓ 3 . Similarly, there is no other line whose second coordinate is ǫ: its third coordinate would have to differ from ǫ 3 to be concurrent with ℓ 2 , but it must be ǫ 3 to be concurrent with ℓ 3 . The only remaining possibility is that there are lines in blocks whose last coordinate is ǫ. Suppose ℓ 4 ∈ (ǫ 4 , ǫ 5 , ǫ), where ǫ 4 , ǫ 5 = ǫ. For this line to be concurrent with ℓ 2 and ℓ 3 , we must have ǫ 4 = ǫ ′ and ǫ 5 = ǫ 2 . Hence there can be not other lines in a block whose last coordinate is ǫ, and thus t + 1 4, a final contradiction, since no generalized quadrangle with t 3 satisfies Hypothesis 5.2. 
This means that k < 3, a contradiction to Proposition 5.6. Thus N Γ(P ) P must be imprimitive. Now suppose that N Γ(ℓ) ℓ is primitive. We will assume in this paragraph that ℓ is in the block B ′ corresponding to (ǫ, ǫ, ..., ǫ), and note that we will not make assumuptions about the block containing P . We know that M We need the following lemma from [25] . Note that the additional conclusion in the lemma here is immediate from the first paragraph of its proof.
Lemma 5.8 ([25, Lemma 3.3]). Let X be an affine 2-transitive permutation group on Ω of degree p f with p prime. Let K be a normal subgroup of X such that soc(X) < K and K is imprimitive on Ω. Then K ω GL(1, p d ), where ω ∈ Ω and d properly divides f . Moreover, K ω acts semiregularly on Ω\{ω} and K is a Frobenius group. P,ℓ = 1, M P is a p-group, and M ℓ is a q-group. Moreover,
) is an elementary abelian q-group, and M P,ℓ = 1. By Lemma 2.4, every composition factor of M P is a composition factor of M
) is an elementary abelian q-group, as desired.
Lemma 5.11. Assume Hypothesis 5.2. Then neither s + 1 nor t + 1 can be odd.
Proof. By Lemmas 5.7 and 5.8, we may assume that s + 1 = q b , t + 1 = p a . Assume first that both p and q are odd. If p and q are both odd, then s and t are both even, which implies that |P| and |L| are both odd. Since |P| = |N : N P | and |L| = |N : N ℓ |, N P and N ℓ each contain a Sylow 2-subgroup of N. More specifically, M P must contain a Sylow 2-subgroup of M. However, if p is odd, then |M P | is odd, but, by the Odd Order Theorem, |M| = |T | k−1 is even, a contradiction. Hence at least one of s + 1, t + 1 must be a power of 2.
Assume that the valencies of Γ are q b and 2 a , where q is an odd prime. Let α have valency 2 a and β have valency q b , where α and β are neighbors. By Lemma 5.10,
) is an elementary abelian q-group, and M αβ = 1. Since q b is odd, so is |N : N α |, and, as above, M α must contain a Sylow 2-subgroup of M. Now, a Sylow 2-subgroup of M is a direct product of k−1 Sylow 2-subgroups of T , a finite simple group, and, since M P is elementary abelian, T is a finite simple group with elementary abelian Sylow 2-subgroups. These were classified by Walter [36] , and hence T is one of: (1) ) is divisible by r k , and we conclude that 2 a = r k . Now, r − 1 divides the total number of flags. Since r k and ((r k − 1)(q b − 1) + 1) are coprime to r − 1, r − 1 must divide q b and itself be a power of q. Moreover, M β must contain a Sylow q-subgroup of M, and M β is elementary abelian. Since PSL(2, r) contains a dihedral group of order 2(r − 1), we conclude that r − 1 = q, and, examining the conjugates of M β inside of G β , we conclude that
which further implies by Proposition 5.6 that r − 1 < (r + 1)
which is false for q > 3, a contradiction, ruling out this case.
We now consider the case when T is isomorphic to PSL(2, r), where r > 5 is congruent to ±3 (mod 8). A Sylow 2-subgroup of T is isomorphic to C 2 × C 2 . This means that the valency of α is at most 4 k . Arguing as in the above paragraph, we conclude that the valency of α is in fact exactly 4 k . By Lemma 5.10, M αβ = 1, and hence |M| divides
, so M β , which is elementary abelian, contains a Sylow 3-subgroup of M, and, arguing as in the above paragraph, we also conclude that the valency of β is either 3 k or 9 k . If the valency is 3
, and so
Since r ∼ = ±3 (mod 8) and r > 5, this means that T ∼ = PSL 2 (11 
In the first case, we rearrange terms to see that 3 Proof. By Lemmas 5.7 and 5.11, s + 1 and t + 1 are both powers of 2. By Lemma 5.12, this implies that s + 1 = t + 1 = 2 a , where a ∈ N. However, this implies that
Since |N : N P | = |P| is not divisible by 3, N P contains a Sylow 3-subgroup of N, and hence M P contains a Sylow 3-subgroup of M. However, by Lemma 5.10, M P is a 2-group, and so 3 does not divide |T |. By an unpublished result of Thompson (see [2] or [34] for recent, explicit proofs), we have that T ∼ = Sz(q), where q is a power of 2.
Theorem 5.14. Let Q be a thick locally (G, 2)-transitive generalized quadrangle such that G is quasiprimitive on both points and lines. Then G cannot act with type {PA, PA}.
Proof. Assume G acts with type {PA, PA}. We may thus assume Hypothesis 5.2. By Lemma 5.13, T ∼ = Sz(q), where q is power of 2. Moreover, s+1 = t+1 = 2 a by Lemmas 5.7, 5.11, and 5.12. This means that s + 1 = t + 1 q k . By Lemma 5.10, M P,ℓ = 1, so M acts semiregularly on flags and so |M| divides (s+1)(t+1)(st+1) = (s+1) 2 (s 2 +1). Now, |M| = q 2k−2 (q − 1) k−1 (q 2 + 1) k−1 , and so the odd factors of |M|, (q − 1) k−1 (q 2 + 1) k−1 , must divide the odd factors of (s + 1)
2 (s 2 + 1). Since s + 1 = t + 1 = 2 a and divides q k , the odd factors of (s + 1)
2 (s 2 + 1) have size at most q 2k /2 − q k + 1. In particular, this implies that
Hence we have
and so, using Proposition 5.6,
, a contradiction for q 8. Therefore, G cannot act with type {PA, PA}.
We can now prove the following result, which characterizes locally (G, 2)-transitive generalized quadrangles such that G is quasiprimitive on both points and lines.
Theorem 5.15. Let Q be a thick locally (G, 2)-transitive generalized quadrangle such that G is quasiprimitive on both points and lines. Then, G is an almost simple group. (ii) G is an almost simple group that is quasiprimitive on both points and lines.
Proof. If Q is a thick locally (G, 2)-transitive generalized quadrangle, then one of the following holds: G is not quasiprimitive on either points nor lines; up to duality, G is quasiprimitive on points but not on lines; or G is quasiprimitive on both points and lines. The result then follows by Theorems 3.3, 4.8, and 5.15.
Imprimitive on both points and lines
The purpose of this section is to prove that, if Q is a locally (G, 2)-transitive generalized quadrangle, then G must be primitive on either points or lines.
Lemma 6.1. Let Q be a thick locally (G, 2)-transitive generalized quadrangle. If s = t and G preserves systems of imprimitivity on both P and L, then, up to duality, each block of lines has size s 2 + 1. Moreover, if each block of points has size s + 1, then G
[1] P = 1 and s + 1 is a prime power.
Proof. Let P be a point of Q contained in a block B, and assume |B| = s 2 + 1. By Lemma 3.1, |B| = s + 1. We also know from Lemma 3.1 that
where b denotes the number of points of B\{P } with which a point Q ∈ P ⊥ \{P } is collinear. In other words, each point of P ⊥ \{P } is collinear with a unique point in B\{P }. Now, there are exactly s 2 + 1 distinct blocks of points. Again, let P be a fixed point of Q. Since (
there is some block that contains more than one point of P ⊥ \{P }. Since G P is transitive on collinear points, each block containing points collinear with P contains exactly the same number of points collinear with P . On the other hand, we saw above that each point in P ⊥ \{P } is collinear with exactly two points in B; hence, every block of points (other than B) contains either zero or two points collinear with P .
This means that there are exactly s(s+1)/2 blocks that nontrivially intersect P ⊥ \{P } in exactly two points. Consider one block C that nontrivially intersects P ⊥ \{P }. By the local primitivity of a line stabilizer, the two points Q, R ∈ C collinear with P are not themselves collinear. Thus there exists a pair of distinct lines ℓ, ℓ ′ incident with P such that Q is incident with ℓ and R is incident with ℓ ′ . By the 2-transitivity of G P on the lines incident with P , there is such a block for every pair of lines. Since there are exactly s+1 2 distinct blocks that nontrivially intersect P ⊥ \{P }, the blocks that meet P ⊥ \{P } are in one-to-one correspondence with pairs of lines. Moreover, let ℓ be a fixed line collinear with P . Then, each point of B\{P } is collinear with a unique point of ℓ. This implies that G P ℓ is transitive on B\{P }. Second, by the above discussion, each point on ℓ other than P is paired with a unique line incident with P other than ℓ. Let g ∈ G [1] P . Since g fixes each line incident with P , it also fixes every point incident with the line ℓ, and hence g fixes each point collinear with P . Hence g is an elation about P (see [29, p . 105]), and g acts semiregularly on the points that are not collinear with P . However, g also fixes all points in B, and so g = 1. Thus G
is almost simple. Since G P transitively permutes the elements of B\{P }, this means soc(G P ) has a faithful representation of degree at most s. By the Classification of 2-Transitive Groups [13, Tables 7.3, 7 .4], we have that G P is isomorphic to one of PSL(2, 5), PSL(2, 7), PSL(2, 8) : 3, PSL(2, 11), or PSL(4, 2). Each of these is ruled out by inspection in a similar fashion. For instance, this means that, if N is the kernel of the action of G on the blocks of points, G/N would have a primitive action on s 2 + 1 points. In the case of G P = PSL(2, 7), G must be an almost simple group acting primitively on 7 2 + 1 = 50 elements with point stabilizer isomorphic to PSL (2, 7) , and no such G exists. Hence G P is an affine 2-transitive group, and s + 1 is a prime power.
Let B be the collection of blocks of points and D be the collection of blocks of lines. Since G P ℓ is transitive on B\{P } and G P is primitive on lines incident with P , if D is the block containing the line ℓ, then either each vertex of B\{P } is adjacent to exactly one vertex of D or each vertex of B is adjacent to no vertices in D. Suppose first that each vertex of B\{P } is adjacent to no vertices of D. This means that there is only a single edge between the blocks B and D, and so, by flag-transitivity, there must be (s + 1) 2 blocks of lines containing a line incident with a point in B. However, (s + 1)
2 > |D|, a contradiction. Hence each vertex of B is adjacent to exactly one vertex of D.
Assume |D| = s + 1, and consider the quotient graph ∆ = Γ B of the incidence graph Γ of Q. By the above discussion, Γ B is a regular cover of ∆, and we proceed now exactly as in the proof of Lemma 3.2: the distance 2 graph ∆ 2 of ∆ contains exactly two components of size s 2 + 1 and is locally triangular ; in particular, it is locally T (s + 1) (see [10] for relevant definitions). By [10, Proposition 4.3.9], each component of ∆ 2 is a halved rectagraph with c 3 (∆) = 3, and by [10, Lemma 4.3.5, Corollary 4.3.8], this implies that s 2 + 1 = 2 a for some a ∈ N. Since s 2, this means s 2 ≡ 3 (mod 4), a contradiction. Hence |D| = s 2 + 1 and so, up to duality, we may assume that each block of lines has size s 2 + 1.
Proposition 6.2. Assume that G is an almost simple group and Q is a thick locally (G, 2)-transitive generalized quadrangle. Then G cannot stabilize a partition of either points or lines with blocks of size st + 1.
Proof. Let Q be a locally (G, 2)-transitive generalized quadrangle, where G is an almost simple group. Without loss of generality, assume that B is a block system on L, let B ∈ B, and assume |B| = st+ 1. This means |G : G B | = t+ 1, and G has a 2-transitive action on B. Since the size of each block is st + 1, each block is a spread, and hence each point of Q is incident with exactly one line in each block. Moreover, if P ∈ P, G P has a 2-transitive action on t + 1 elements, and G P is 2-transitive on B. By the Frattini Argument, G = G B G P is a factorization of G, that is, every element of G can be written as xy for some x ∈ G B and y ∈ G P . We may assume that G P G C < G, where C is a maximal block of points (possibly of size 1) and G C is maximal in G. (Note that, since B is a spread, both G P and G C must have 2-transitive actions on B.) In particular, this implies that G = G B G C is a maximal factorization, i.e., a factorization where each of the groups in the factorization is a maximal subgroup, and G B is the stabilizer of an element in a 2-transitive action of G on t + 1 elements. By the CFSG, the possibilities for such a 2-transitive group G with element stabilizer G B are known. Furthermore, by [26] , the possibilities for G C are also known. Henceforth in this proof, let T := soc(G) and let
Consider first the case when soc(G) = A t+1 , the alternating group of degree t + 1. By [3, Theorem 1.2], if G is primitive on P, then G S 6 and Q is the unique generalized quadrangle of order (2, 2). However, there is no such system of imprimitivity in this case, so we may assume that G is not primitive on points, i.e., we may assume that G P < G C . By Lemma 3.1, |G C : G P | s + 1, and, since |G P | s(t + 1), we have
, and so T C must be a large subgroup of T . Moreover, G C is 2-transitive on the t + 1 cosets of G B in G, and hence T C is a large primitive maximal subgroup of A t+1 . These are explicitly known by [1, Theorem 2] . Furthermore, we know additionally that |T | < 2|T C | 2 , G C has a 2-transitive action on t + 1 elements, and G P < G C also has a 2-transitive action on t + 1 elements with |G C : G P | s + 1 and s > 2. The remaining possibilities for (t + 1, T C , T P ) are listed in Table 2 , and, in each case, we may use the equation (s + 1)(st + 1) = |P| = |T : T P | to solve for s. Table 2 . Remaining possibilities for (t + 1, T C , T P ), in the case soc(G) = A t+1 .
Hence, it is impossible for soc(G) = A t+1 .
Next, we consider the case when soc(G) = PSL(n, q). In this case, t + 1 = (q n − 1)/(q − 1) and G B ∼ = P 1 (a maximal parabolic subgroup). By [26] , there are a few possibilities for G C , where G P G C and G C is maximal in G. First, we could have
GL(a, q b ).b, where ab = n and b is prime. However, since G P G C and G P is 2-transitive on t + 1 elements, |G C | must be divisible by a primitive prime divisor of q n − 1 (unless n = 6 and q = 2). By [21] , |G C | is not divisible by a primitive prime divisor of q n − 1, and hence we must have q = 2 and n = 6. This means t + 1 = 63, but PSL(6, 2) does not contain a proper subgroup with a 2-transitive action on 63 points, ruling this case out.
We now suppose T C ∼ = PSp(n, q), where n is even and at least 4. We know that |G C | must be divisible by a primitive prime divisor of q n − 1; on the other hand, since G P has a 2-transitive action on t + 1 elements, |G C | is also divisible by t = (q n − q)/(q − 1), and so |G C | must also be divisible by a primitive prime divisor of q n−1 − 1, which it is not by [21, Main Theorem], ruling out this subcase.
The only remaining cases have n = 2, and so t = q. However, in each of these cases q 7, while T C S 5 , ruling these cases out. Hence it is impossible for soc(G) = PSL(n, q).
By [26] , there are no maximal factorizations of either Sz(q) or Ree(q), so soc(G) cannot be either of these.
Next, we consider the case soc(G) = PSU(3, q). In this case, G B = P 1 and t+1 = q 3 +1. Moreover, by [26] , the only maximal factorizations occur when q ∈ {3, 5, 8}. However, in none of these cases is there an integer solution to
and so it is impossible for soc(G) = PSU(3, q).
The next case we consider is G = soc(G) = Sp(2n, 2) for some n 2, where G B = PΩ − (2n, 2) and t + 1 = 2 2n−1 − 2 n−1 . Of the possibilities listed in [26, Tables 1-3] , we consider first the subcase when G C = Sp(2a, 2 b ).b, where ab = n and b is prime. Since G C does not have a 2-transitive action on t + 1 elements, this case is ruled out immediately.
Suppose next that G C = P k , a parabolic subgroup, where
and 1 k < n. In this situation G C can only act 2-transitively on 2 k , 2 2n−2k , 2 k − 1, or 2 2n−2k−1 ± 2 n−k−1 points, none of which equals t + 1, a contradiction. For a similar reason, we may also rule out G C = Sp(n, 2) wr S 2 when n is even and (3, 3) .2 and n = 3, then t + 1 = 28. Since the only proper subgroup of PSU(3, 3).2 with a 2-transitive action on 28 points is PSU(3, 3) and s > 2, we must have G P = G C . This means (s + 1)(28s + 1) = |P| = |G : G P | = 120, a contradiction since s is an integer, ruling this case out.
The final subcase is n = 4 and G C = S 10 . In this case, t + 1 = 120. While S 10 has a primitive action on 120 points, it is not 2-transitive, ruling this case out. Hence we cannot have G = soc(G) = Sp(2n, 2) and G B = PΩ − (2n, 2). We next consider the case when G = soc(G) = Sp(2n, 2) for some n 2, G B = PΩ + (2n, 2), and t + 1 = 2 2n−1 + 2 n−1 = 2 n−1 (2 n + 1). We proceed as in the previous case through the possibilities listed in [26, . The cases when G C = Sp(2a, 2  b ) .b or G C = PΩ − (2n, 2) are ruled out since these choices of G C do not have a 2-transitive action on t + 1 elements. If n = 3 and G C = G 2 (2) ∼ = PSU (3, 3) .2, then G C does not have a 2-transitive action on t+1 = 36 elements. Finally, if n = 4 and G C = PSL (2, 17) , then G C does not have a 2-transitive action on t + 1 = 136 elements. Hence soc(G) ∼ = Sp(2n, 2).
We now consider the sporadic almost simple 2-transitive actions. As above, in each case G must contain a maximal subgroup G C (which, in this case, cannot be conjugate in G to G B ) such that G C has a 2-transitive action on t + 1 elements. We summarize the possibilities in Table 3 . We deal now with the remaining cases. If G = soc(G) = M 11 , then t + 1 = 11, G B = M 10 , and G C = PSL (2, 11) . Since PSL (2, 11) has no proper subgroups with a 2-transitive action on 11 elements, we conclude that G P = G C . However, this means that (s + 1)(10s + 1) = |P| = |G : G P | = 12, a contradiction.
Consider now the cases when soc(G) = M 12 and t + 1 = 12. If both G B and G C are isomorphic to M 11 , then, since
we must have G P < G C . The only proper subgroup of M 11 with a 2-transitive action on 12 elements is PSL(2, 11), so we conclude that G P ∼ = PSL (2, 11) , and so (s + 1)(11s + 1) = |P| = |G : G P | = 144, which is a contradiction to s ∈ N. If G C = PSL(2, 11), then, since PSL (2, 11) has no proper subgroups with a 2-transitive action on 12 elements, we conclude that G P = G C and reach a contradiction as in the previous case. Finally, if G C = PGL (2, 11) , then G = M 12 .2 and, since s > 2, we again conclude that G P = G C and reach a contradiction as in the previous cases. Hence soc(G) ∼ = M 12 .
Finally, we consider the case when G = soc(G) = M 24 , t + 1 = 24, and G C = PSL (2, 23) . Since G C has no proper subgroups with a 2-transitive action on 24 elements, we conclude that G P = G C . However, (s + 1)(23s + 1) = |P| = |G : G P | = 40320 implies that s / ∈ N, a final contradiction. Therefore, if G is an almost simple group and Q is a locally (G, 2)-transitive generalized quadrangle, G cannot stabilize a block system with blocks of size st + 1 on either points or lines.
Theorem 6.3. Let Q be a thick locally (G, 2)-transitive generalized quadrangle. Up to duality, G is primitive on points.
Proof. Let Q be a locally (G, 2)-transitive generalized quadrangle. By Theorem 1.2, we may assume up to duality that Q is not the unique generalized quadrangle of order (3, 5) , in which case G will be primitive on points, or G is an almost simple group acting quasiprimitively on both points and lines. By Lemmas 3.1 and 6.1, if G is imprimitive on both points and lines, we know that G must stabilize a block system with blocks of size st + 1 on either points or lines, which is impossible by Proposition 6.2. The result follows.
Reduction to large point stabilizers in groups of Lie type
Let Q be a locally (G, 2)-transitive generalized quadrangle. By Theorem 6.3, up to duality, we may assume that G is primitive on points. Furthermore, by Theorem 5.16, if Q is not the unique generalized quadrangle of order (3, 5) or its dual, we may assume that G is an almost simple group. Let T := soc(G). The purpose of this section is to show that T is a simple group of Lie type, and, if P ∈ P, then T P is a large subgroup of T , by which we mean |T | < |T P | 3 .
Lemma 7.1 ([3, Theorem 1.2]). If G acts flag-transitively and point-primitively on Q and soc(G) = A n with n 5, then G S 6 , soc(G) ∼ = A 6 ∼ = PSL (2, 9) , and Q is the unique generalized quadrangle of order (2, 2).
Lemma 7.2. If Q is a locally (G, 2)-transitive generalized quadrangle, then soc(G) cannot be a sporadic simple group.
Proof. By Theorem 6.3, G must act primitively on points. By [3, Table 8 ], the possibilities for G, s, t, and G P are known, and for none of these choices does G P have a primitive action on t + 1 elements. The result follows. Proposition 7.3. If Q is a thick locally (G, 2)-transitive generalized quadrangle and Q is not the unique generalized quadrangle of order (3, 5) or its dual, then G is an almost simple group of Lie type. Moreover, up to duality, we may assume that G is primitive on points and s t.
Proof. Assume that Q is not the unique generalized quadrangle of order (3, 5) or its dual. That G is an almost simple group of Lie type follows from Theorem 5.16 and Lemmas 7.1 and 7.2.
Assume now that G is an almost simple group of Lie type that is primitive on points. If G is primitive on lines as well, then certainly we may assume s t. Otherwise, suppose G is primitive on points but not lines. If s > t, then by Lemma 3.1, G preserves a system of imprimitivity on L with blocks of size st + 1, a contradiction to Proposition 6.2. Therefore, up to duality, G is primitive on points and s t, as desired.
Lemma 7.4. Let Q be a locally (G, 2)-transitive generalized quadrangle, assume 2 < s t, and let P ∈ P. Then |G| < |G P | Proof. First, since Q is locally (G, 2)-transitive, G P has a 2-transitive action on t+ 1 elements, and hence |G P | (t + 1)t. If s < t, then s + 1 t and so |G P | In either case, we have
Throughout the remainder of this section, Q is a thick locally (G, 2)-transitive generalized quadrangle of order (s, t). We also suppose G is almost simple of Lie type, and soc(G) = T .
Lemma 7.5. Let A be the outer automorphisms corresponding to the quotient of G P T by T , and suppose 2 < s t. If P is a point and T P is not a large subgroup of T , then
and hence
Proof. First observe that
By Lemma 7.4, |G| |G P | 5/2 and so |T ||A| (|T P ||A|) 5/2 . Therefore,
Lemma 7.6. Let n = (s + 1)(st + 1) and suppose 2 < s t. Let P be a point. Suppose T P is not a large subgroup of T . Proof. Since n = (s + 1)(st + 1) < (t + 1) 3 and |T P | t + 1, we have |T P | > n 1/3 . Therefore,
and hence |T P | 3 > n. Suppose |A| α log(n) where α 1. By Lemma 7.5, we have
Let W k (x) be the k th Lambert W -function
) , which implies after some calculation, |T | < e Theorem 7.7. Let Q be a locally (G, 2)-transitive generalized quadrangle of order (s, t), where 2 < s t. Suppose G is almost simple of Lie type, and soc(G) = T . Then one of the following occurs:
(i) T P is large; (ii) T = PSL (4, 9) or T = PSU(5, 4); (iii) T appears in the Proof. Let n = (s+1)(st+1). Suppose first that |Out(T )| log(n). Then by Lemma 7.6, |T | 1.19 × 10 11 , and by aid of computer, we can work out easily the possibilities for T :
By Lemma 7.5, the outer automorphism groups of the above groups would need to have size at least µ 1/3 , where µ is the size of a smallest maximal subgroup of T . Thus the list reduces to (at most) the following:
Via examples, we elaborate on how we deduced this smaller table of simple groups. For 2 G 2 (q), the outer automorphism group has size f where q = 3 f . The smallest maximal subgroup is C q− √ 3q+1 : C 6 (see [9, p. 398] ). So we require that log 3 (q) 3 > 6(q − √ 3q + 1), which is never true. For PΩ + (8, 2), we use GAP [16] to compute the maximal subgroups. The smallest one has size 14400; the outer automorphism group has size 6. Likewise for PΩ − (8, 2), the smallest maximal subgroup has size 168; the outer automorphism group has size 2. The group PΩ (7, 3) , has smallest maximal subgroup of size 13824; the outer automorphism group has size 2.
In the case that T = PSL(2, q), 5 < q 6211, q not prime, we can refine the list of examples by considering when |Out(PSL(2, q))| 3 is larger than the size µ of the smallest non-large maximal subgroup. For many values of q, we do not have non-large maximal subgroups. This refinement appears in Table 4 . Similarly, in the case that T = PSU(3, q), 2 < q 25, we can refine the list of examples by considering when |Out(PSL(3, q))| 3 is larger than the size µ of the smallest non-large maximal subgroup. See Table 5 . For the remainder of the proof, suppose |Out(T )| > log(n). Case log n < |Out(T )| 2 log n: By Lemma 7.6, |T | 9.08533 × 10 14 , and by [22, Lemma 7.7] q) ; the latter examples having q ≡ 0 (mod 3). This gives us the following simple groups: Table 6 . Candidates for the case log n < |Out(T )| 2 log n.
PSU(3, q) q ∈ {3, 4, 8, 9, 16, 27, 32, 64} PSU(4, q) q ∈ {2, 3, 4, 8, 9} PSU(5, q) q ∈ {2, 3, 4} PSU(6, 2) -PSU(7, 2) -
We can further remove examples from the table by (i) removing those for which all of their maximal subgroups are large, and (ii) noting that |Out(T )| 3 > |T P | (by Lemma 7.5). For PΩ + (8, 2), the smallest maximal subgroup has size 14400; the outer automorphism group has size 6 (i.e., S 3 ), which is much less than the cube-root of 14400. For the unitary groups, we use Magma [8] to work out which of those examples in Table 6 have |Out(T )| 3 larger than the size µ of the smallest maximal subgroup. In particular, PSU(d, q) does not arise as a candidate for T if d 4, except possibly PSU(5, 4), which we cannot handle directly by computer. In this instance, we resort to [9, Table 8 .20], which shows that the smallest maximal subgroup of PSU(5, 4) has size 1025/5 = 205. The outer automorphism group of PSU(5, 4) has size 20, and so this case remains. (Moveover, for (d, q) ∈ {(4, 2), (4, 3), (4, 4), (5, 2), (6, 2)}, every maximal subgroup of PSU(d, q) is large.) Table 7 gives a summary of what is left over in the Lie rank 1 case. Table 7 . Candidates T = PSU(3, q) satisfying log n < |Out(T )| 2 log n and |Out(T )| 3 > µ.
Values q for which |Out(PSU(3, q))| 3 > µ |Out(PSU(3, q))| µ 
We can further remove examples from the table by recalling that |Out(T )| 3 > |T P |. For instance PSL(5, 2) has an outer automorphism group of order 2, yet the smallest maximal subgroup of PSL(5, 2) has size 155. For PSL (3, q) , the only examples we have for which |Out(PSL(3, q))| 3 is larger than the size µ of the smallest maximal subgroup are in Table 8 . Note that if q is odd, then we must have q ≡ 1 (mod 6), since then |Out(PSL(3, q))| = 6f (where q = p f for some prime p). Otherwise, |Out(PSL(3, q))| = 2f , which is, for the values of q we are considering, always smaller than µ 1/3 (see [9, 3, 2) is the smallest maximal subgroup in this case). The only candidate we have left for PSL(d, q), where d > 3, is PSL(4, 9) (n.b., |Out(PSL(4, 9))| = 16 and µ = 3072). Table 8 . Candidates T = PSL(3, q) satisfying 2 log n < |Out(T )| 3 log n and |Out(T )| 3 > µ.
Values q for which |Out(PSL(3, q))| 3 > µ |Out(PSL(3, q))| µ Theorem 7.8. Let Q be a locally (G, 2)-transitive generalized quadrangle, where 2 < s t and G is an almost simple group of Lie type with soc(G) = T . Then T P is large, that is, |T | < |T P | 3 .
Proof. For each example where T P is not large in Theorem 7.7, we work out when there exists a maximal subgroup H of T such that |T : H| is the number of points of a GQ(s, t) with 2 < s t, satisfying the divisibility condition and Higman inequality (Lemma 2.5(ii),(iii)). We are left with only three possibilities: 
Primitive on points only
The purpose of this section is to prove that the only locally (G, 2)-transitive generalized quadrangle such that G is primitive on points but not lines is the unique generalized quadrangle of order (3, 5) .
Proposition 8.1. Suppose that Q is a thick locally (G, 2)-transitive generalized quadrangle, and, up to duality, suppose that G is primitive on points but not on lines. If Q is not the unique generalized quadrangle of order (3, 5) , then s t, s | t, and each block of lines has size t + 1. Moreover, G is an almost simple group of Lie type, and, if T := soc(G), then |T | < |T P | 3 .
Proof. Since we are assuming Q is not the unique generalized quadrangle of order (3, 5), we know that G is an almost simple group. This now follows immediately from Lemma 3.1, Proposition 7.3, and Theorem 7.8. Theorem 8.2. Let Q be a thick locally (G, 2)-transitive generalized quadrangle, and, up to duality, suppose that G is primitive on points but not on lines. Then Q is the unique generalized quadrangle of order (3, 5) .
Proof. Assume that G and Q are as in the statement. By Proposition 8.1, we have s t, s | t, each block of lines has size t + 1, and G is an almost simple group of Lie type. Moreover, if T := soc(G), then |T | < |T P | 3 . Henceforth in this proof B will denote the system of imprimitivity of size st + 1 on lines, B will denote a block of lines, and G B is a maximal subgroup of G satisfying that specifically invoke G ℓ being maximal in G. We proceed through those cases here in the order they are encountered in [5] . Note that the basic results contained in Lemmas 2.5, 2.6, and 2.7 are used repeatedly in these proofs.
Our first case is T = PSL(n, q), T P ∼ = P 2 = q 2(n−2) : 1 gcd(n, q − 1) (GL(2, q) • GL(n − 2, q)), T Γ(P ) P ∼ = PGL(n − 2, q), t + 1 = (q n−2 − 1)/(q − 1), |P| = (q n − 1)(q n−1 − 1) (q 2 − 1)(q − 1)
, and the flag stabilizer in T is T P,ℓ = [q 2(n−2)+(n−3) ] : 1 gcd(n, q − 1) (GL(2, q) • (GL(1, q) × GL(n − 3, q)) .
Since T P,ℓ < T B and T B is a maximal subgroup of T , T B must be a parabolic subgroup of type P 1 , P 2 , or P 3 . However, |T : T B | = st + 1 < (s + 1)(st + 1) = |T : T P |, and so it must be that T B = P 1 , and so
This means
and so s = (q n−1 − q 2 )/(q 2 − 1). However, q 2 divides s, whereas the highest power of q dividing t is q, a contradiction to s | t, ruling this case out.
We next consider the cases when T = PSU(n, q) and T P is a geometric subgroup. We first remark that the statement of [5, Proposition 5.4 ] contains a misprint: in case (i), the subgroup labeled as T P should be T ℓ and vice versa 2 . The first case here is T P = P 1 , n = 5, |P| = (q 2 + 1)(q 5 + 1),
T P = q.q 6 : 1 gcd(5, q + 1) (GL(1, q 2 ) • GU(3, q)),
and t + 1 = q 3 + 1. This implies that s = q 2 and so |T : T B | = st + 1 = q 5 + 1. However, by [24, Table 5 .2A], PSU(5, q) does not have a permutation representation of size q 5 + 1, a contradiction.
Next, we consider the case when q = 3, T P = P k , where 2 2k n and n − 2k = 3, and G Γ(ℓ) ℓ
= 2
6 : PSU(3, 3). We also assume that soc(G Γ(P ) P ) = PSU(3, q). Then we have two possible cases:
(i) k = 1, G Γ(P ) P is solvable, T = PSU(5, 3), and T P = 3.3 6 : (GL (1, 3 2 ) • GU(3, 3)), (ii) k 2, and G where 2 k 5. In this case, |P| = (q 2k−1 + 1)(q 2k−3 + 1) · · · (q + 1).
Either G Γ(P ) P is affine of degree t + 1 = q 2k or almost simple with socle PSL(k, q 2 ) and degree t + 1 = (q 2k − 1)/(q 2 − 1). We have q k 2 +k(k−1)/2 divides (t + 1)|T ℓ | = |T B |. By [9, Tables 8.10, 8.11, 8.26, 8.27, 8.46, 8.47, 8.62, 8 .63], noting that |T B | > |T P |, we have that T B = P j for some j < k. First, when k = 2, by [24, Table 5 .2A], T does not have a permutation representation on fewer than (q + 1)(q 3 + 1) = |P| elements, a contradiction. When k 3, since |T : T B | = st + 1 divides |P| and (q 2k − 1)/(q 2 − 1) divides |T : T B | but not |P|, we reach a contradiction.
Next we consider the case when T = PSU(3, q), T P = PSL(2, q), and q = 7, 9, 11. The cases when t + 1 = q + 1 are ruled out in [5] , so we need only check when t + 1 = 7, 6, 11 in each of these respective cases. These are ruled out as in [5] , but, since it was not made explicit there, we show details here. When q = 7, we have (s + 1)(6s + 1) = 33712, which has no integer roots; when q = 9, we have (s + 1)(5s + 1) = 118260, which has no integer roots; and when q = 11, we have (s+1)(10s+1) = 107448, which has no integer solutions.
Our final case we need to check for T = PSU(n, q) and T P a geometric maximal subgroup is T = PSU(4, 3) and T P = PSL(2, 9).2. In this case, we only need to explicitly check t + 1 = 6, which implies that (s + 1)(5s + 1) = 4536, which has no integer solutions.
We must next check the cases when T = PSp(2n, q). First, we consider the case when T Γ(P ) P is solvable,
: GL(n, q),
(q i + 1), t + 1 must be a power of q, and, if q = p f , we must be in one of the following subcases: n = 4, p = 2, f = 1; n = 3, p = 2, f 4; n = 3, p = 3, f 2; n = 3, p = 5, f = 1; or n = 2 and q = 5, 7, 9 with s < q + 1. In each case, we determine the possible values of t by noting that (t + 1) < |P| < (t + 1) 3 and t + 1 is a power of q. Next, we attempt to determine any integer solutions to (s + 1)(st + 1) = |P| by checking whether (t + 1) 2 + 4t(|P| − 1) is a perfect square. In no case is there an integer solution for s. We next consider the case when T Γ(P ) P is solvable, n = 2, T P = P 1 , |P| = (q 4 −1)/(q−1), and t + 1 is a power of q, and q = 5, 7, 9. We check for integer solutions for s as in the previous cases and find that there are none.
We now consider the case when T P = P k , T Γ(P ) P ✄ q k : GL(k, q), t + 1 = q k , and k n < 7. In this case, we have (q − 1).(PGL(k, q) × PSp(2n − 2k, q)) T P,ℓ < T B .
Unless k = 2, q = 3, and T B ∼ = 2.(PSp(2, 3) × PSp(2n − 2, 3)), we have that T B is isomorphic to T P , a contradiction. If k = 2 and q = 3, then we have n = 3, since n < (3k + 7)/4 (see [5] ), and thus |T : T B | > |T : T P |, a contradiction.
We now consider the case when T P = P k , t + 1 = (q k − 1)/(q − 1), soc(T Γ(P ) P ) ∼ = PSL(k, q), and 2 k = n 4. If n = k = 2, then t = q and s = q. However, by [24, Table 5 .2A], PSp(4, q) does not have a subgroup of index q 2 + 1. The case when k = n = 3 is ruled out as in [5] , and, finally, if k = n = 4, we may rule out all but when q = 2 as in [5] . When q = 2, then t + 1 = 15 and |P| = 2295. However, (s + 1)(14s + 1) = 2295 has no integer solutions, a contradiction.
Next, we have the case when T P is a C 1 -subgroup isomorphic to gcd(2, q−1).(PSp(k, q)× PSp(2n − k, q)), where k is even. Whenever q = 2, we may assume that k = 2. We need to rule out the cases when k = 2 and q = 3, 4, 5, 7, 8, 9, 11, which are done by examining The final case among orthogonal groups is T = PΩ + (8, q), T P = O + (4, q 2 ), and q = 2, 3. In each case, there are no integer solutions to (s + 1)(st + 1) = |P| in the sporadic cases that need checked.
We can now conclude that T P is not a geometric maximal subgroup of a classical group, and the proof of [5, Proposition 6.1] does not require T ℓ to be maximal in T , and so T P cannot be a C 9 -subgroup of T , either.
Among the novelty maximal subgroups of classical groups, there is only one case that needs to be reconsidered: T = PSL(n, q), and so T B is a P m or P m,n−m type subgroup of T with m 3. Any choice of T B with |T : T B | dividing |P| forces s > √ 2q n/2 , a contradiction. Finally, we consider the possibility that T is an exceptional group of Lie type, and there are only two cases that need to be considered. The first case is T = F 4 (q), q is even, t + 1 = q 6 , .
However, |P| is the size of the minimal permutation representation of T by [35] , a contradiction to |T : T B | < |P|. Our last case is T = G 2 (q),
and |P| = q 6 − 1 q − 1 .
As in the previous case, by [35] |P| is the size of the minimal permutation representation of T , a contradiction to |T : T B | < |T |. Therefore, if Q is a locally (G, 2)-transitive generalized quadrangle and G is primitive on points but not on lines, then Q is the unique generalized quadrangle of order (3, 5).
Primitive on points and lines
Finally, we must consider the case when Q is a locally (G, 2)-transitive generalized quadrangle, where G is an almost simple group of Lie type acting primitively on both points and lines. This final case will allow us to prove Theorem 1.2.
Theorem 9.1. Let Q be a thick locally (G, 2)-transitive generalized quadrangle, where G is an almost simple group of Lie type acting primitively on both points and lines of Q, and let T := soc(G). Then Q is a classical generalized quadrangle.
