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Abstract
This research evaluates methods for estimating consumer surplus from recreation
demand models.  MAD regression and MIMIC structural modelling are the primary tools
employed.  The results from simulated and actual data indicate that MAD regression
outperforms OLS.  Additionally, the analysis shows that well-defined, stable benefit-
transfer functions can be developed.1
Mad About Blue:
An Empirical Comparison Of Minimum Absolute Deviations
And Ordinary Least Squares Estimates Of Consumer Surplus
Introduction
Investigators employing the method of least squares implicitly assume that model
disturbances represent the sum of many insignificant, unrelated deviations.  Under these
conditions, the central limit theorem ensures that the distribution of errors will be
approximately normal (Koenker and Bassett 1978.   However, alternative error
distributions can have profound implications for the OLS estimator.  Generally, slight
deviations from normality lead to dramatic deterioration in OLS performance (Andrews
et al 1972).  The inefficiency of ordinary least squares under non-Gaussian error
structures points to a need for alternative estimators.  A normal error structure simplifies
analysis because it allows linear equation estimation.  This linearity in the dependent
variable is an often referred to an “advantage” of OLS.  However, this presumed
advantage is in fact a historical restriction on the class of competing estimators.  Recent
progress in numerical algorithms and computational power now allow common use of
onlinear estimators for empirical work.  These advances broaden the methods available
for consideration freeing analysts from dependence on “BLUE” estimators.
1
Several well-known historical figures have suggested that the method of
minimum absolute deviations (MAD) may provide a reasonable alternatives to OLS.
2
This technique has received growing attention in theoretical and simulated situations.
32
Despite MADs advantages, these estimations have not been widely used in applied
research.
4
This paper evaluates the properties of MAD and OLS estimators within the
context of recreation demand modeling.  The Public Area Recreation Visitors Survey
(PARVS) is a government survey designed to estimate user-day values for coastal
recreation sites. Investigators often use single-site OLS travel cost models to estimate
these values (Leeworthy 1993).  However, the properties of consumer surplus estimates
arising from these models are unclear (Smith 1990).
To compare these estimations, we adapt a technique not previously used for
assessing the accuracy of consumer surplus estimates.  This method, the Multiple
Indicators Multiple Causes model, arises from the framework developed by Joreskog and
Goldberger (1975) for estimating causal models containing unobserved variables. Our
results indicate that MAD regression provides consumer surplus estimates with less
variance and bias than OLS regression.
Minimum Absolute Deviations Estimation
Robust estimation techniques are insensitive to departures from the assumptions
under which they are derived.  Additionally, these methods are intended to retain high
efficiency when model expectations are met.  The most common robust estimator has
alternatively been called MAD (minimum absolute deviations), and quantile (or median)
regression.  The concept of MAD regression is similar to ordinary least squares.  While3
OLS generates parameter estimates that minimize the sum of the squared residuals,
MAD regression generates parameter estimates that minimize the sum of the absolute
value of the residuals in the following manner.
Mini Si |Yi - (a+b*(Xi))|
This method is not as ad hoc as it might at first appear.  When the error term is
distributed with the double exponential (Laplace) density function the maximum
likelihood estimator is MAD regression (Greene 1993).  However, MAD regression is
robust to deviations from this error distribution.  In fact, while MAD regression is slightly
inferior to OLS when the errors are Gaussian, it is superior over a wide range of
alternative error distributions (Koenker and Bassett 1978).  This method is especially
suitable when the distribution of errors has very heavy tails or is asymmetric because the
MAD estimator is less influenced by extreme deviations (Greene 1993).  However, for
consistency and asymptotic normality, MAD regression requires only a positive
probability that the random errors are near zero (Birkes and Dodge 1993).
For applied research the key question is whether the gain in efficiency in using
OLS when the normality assumption is correct, is larger than potential bias of using OLS
when the assumption is incorrect.
Roger Boscovich introduced the method of minimum absolute deviations in 1757.
Thirty years later Laplace adopted the model (Birkes and Dodge 1993).  Although MAD
predates OLS by nearly forty years its popularity is far overshadowed by least squares.4
The relative simplicity of the calculations involved in least squares is a primary reason
for its prevalence (Birkes and Dodge 1993).  However, computational difficulties no
longer present a limitation to the iterative calculations required for minimizing absolute
deviations.  This technique is now widely available in statistical and econometric
software packages including SAS, STATA, Limdep, TSP and others.  Thus, MAD
regression may be an overlooked alternative to OLS for a variety of situations including
recreation demand estimation.
Empirical Comparison
It is well-known that functional form specifications influence the magnitude and
variance of consumer surplus estimates arising from recreation demand models
(Adamowicz et al 1989; Kling 1988; Morey and Waldmen 1994; Adamowicz et al 1994;
Smith 1990).  However, because true consumer surplus is unobservable, empirical
specification evaluation is challenging.  In this research we adapt a technique that has not
previously been used for assessing the accuracy of consumer surplus estimates.  The
method is based on a framework developed by Joreskog and Goldberger (1975) for
estimating causal models containing unobserved variables.  This specification has been
termed the Multiple Indicators and Multiple Causes (MIMIC) model.  In its most general
form, the MIMIC model may be expressed as
YI1 = B1X* + e1,
YI2 = B2X* + e2,
.5
YIP = BPX* + eIP,
XI* = P1ZI1 + P2ZI2 +. . . + PKZIK + mI,
where the indicators and causes of X* are represented by the Y’s and Z’s respectively.
Our model is composed of a similar system of structural equations.  There are two
indicators of the latent consumer surplus (Y’s) for every area MAD and OLS.  Several
causal variables (Z’s) describing site and visitor characteristics determine X* the true,
unobserved consumer surplus associated with each site.
The advantages of comparing estimation techniques in this manner are numerous.
Relevant variables describing site quality and visitor characteristics determine the
indicators of consumer surplus.
5  Thus, the specification explicitly addresses
measurement error in the calculation of consumer surplus estimates.  This allows an
empirical comparison of the relative variances arising from different estimation
techniques.  In addition, the coefficient on latent consumer surplus in this model is
estimated consistently even if the hedonic equation generating it is misspecified.
6 For this
reason, cross equation testing for both additive and multiplicative bias among estimation
techniques is a robust way to compare methods.
 By comparison, employing just a hedonic equation methods for this type of
evaluation ignores the measurement error inherent in the consumer surplus estimate.
Therefore, it cannot compare the relative efficiency of competing techniques.  A binary
variable representing estimation method can identify relative bias.  However, this6
specification will not separate multiplicative and additive bias. Finally, comparing
methods in a single equation framework is less robust because it is more sensitive to
biased parameter estimates brought about by misspecification of the hedonic equation.
 Consumer Surplus Estimation
Our empirical example relies on data from the Public Area Recreational Visitors
Survey (PARVS).  PARVS is a federal and state government research project designed to
provide data for estimating the monetary value of public area recreation experiences.  The
Strategic Assessments Branch of NOAA began collecting visitor data at coastal
recreation sites in 1987.  Since that time, more than 19,000 interviews have been
conducted at fifty-two public beaches in the United States.  This resource was explicitly
developed for recreation demand modeling (Leeworthy, Schruefer, and Wiley 1991).
For this reason, the data contain information required by travel cost models such as site
visits and trip distances.  Additionally, this data has been and will continue to be
employed for estimation of site specific user day values (Leeworthy and Wiley 1993).
This empirical analysis provides an indication of the usefulness of employing the PARVS
data in this manner.
The PARVS data contain identical information for fifty-two sites permitting the
possibility of as many observations in the comparison.  Additionally, the hedonic
characteristics of each beach surveyed in PARVS are available.
7
For the analysis, we restrict our attention to a simple travel cost model where the
natural logarithm of trips (TR) is a function of the natural logarithm of travel cost (TC).7
The log-log specification is selected on the basis of fit, explanatory power, and residual
diagnostics.8 Trips is the self-reported number of visits to the survey site in the last
twelve months.  Travel cost is the sum of transportation cost, access cost, and the
opportunity cost of time.  Transportation cost is round-trip mileage multiplied by thirteen
cents per mile.9  Access cost is self-reported beach access fees.  For the opportunity cost




We include only travel cost as an explanatory variable because other potentially
relevant variables are generally insignificant for the majority of sites.  In addition, many
possibly relevant variables (i. e. income) contain a large number of missing values.
Inclusion of such variables requires restricting our estimation to smaller sub-samples of
the data.
To reduce the noise in the type of trips included in the model, we limit our
analysis to those respondents who live within 200 miles of the site where interviewed and
identify visiting the site as the primary purpose of their visit.
Consumer surplus can be calculated from the same estimated demand function in a
variety of ways.  Here, we employ parameters from the estimated demand function and
sample means of the variables in the consumer surplus formula.  This method results in
consumer surplus estimates for a “representative individual”.  We calculate consumer
surplus estimates on a per person per day basis.  This is accomplished by dividing per8
group per year values by: the number of people that the person interviewed paid for on
the trip, and the number of days spent at the site in the last 12 months.
Empirical Comparison
We generate MAD and OLS consumer surplus estimates for each of fifty-two
beaches in the PARVS data set.
11  The 29 sites generating significant parameter estimates
for both techniques are retained for analysis.  Table 1 presents the means and standard
deviations for per-person per-day consumer surplus estimates generated by each method.
Our MIMIC model consists of two parts.  The first part specifies that each
measure of consumer surplus is a linear function of the true unobserved consumer surplus
plus an error term.
CSols = aols + bols*CSlatent + eols
CSMAD = aMAD + bMAD*CSLATENT + eMAD
COV (eols, eMAD) = y
where y is a parameter to be estimated.
The second part says that the true consumer surplus is a linear function of a set
of beach and visitor characteristics plus an error term.9
CSLATENT = a1+ b1*(CHARACTERISTICS) + eLATENT
The MIMIC model requires normalization for parameter identification.  This
normalization results in unique scaling of all parameters allowing interpretation of OLS
and MAD consumer surplus estimates in terms of one another.  We assume that the log-
log OLS estimate is an unbiased measure of true consumer surplus.  Thus aOLS and bOLS
are set equal to 0 and 1, respectively.
In the causal equation the signs of estimated coefficients generally conform to
expectations.  The coefficient estimate on age indicates that unobserved consumer surplus
decreases with the average age of the sample.  Also, the percentage of visitors that camp
at the beach has a highly significant positive association with consumer surplus.  This
result is consistent with previous empirical work finding that the availability of camping
facilities is an important determinant influencing recreators choice behavior.
12
 Leatherman’s beach characteristic variables are ordered such that high values are
associated with increased beach quality.  For this reason, we anticipate positive
coefficient estimates for these variables.  With the exception of the variable measuring
the presence of domestic animals, the beach characteristic variables have the expected
sign.  The significant negative coefficient on the domestic animals variable may represent
visitors’ preference for being allowed to bring their pets on the beach.  Considering
indicator equations, high R-squared values mean that variation in consumer surplus
estimates arising from both methods is well explained by variation in latent consumer10
surplus.  The estimated error variance from OLS regression is however, more than twice
as large as that arising from MAD.
With a chi-squared statistic of 2.7808 and five degrees of freedom, the
unrestricted model provides a valid description of the relationships between beach and
user characteristics and measures of consumer surplus.  The validity of the unrestricted
model permits us to test hypotheses regarding the relative accuracy of consumer surplus
estimates made by MAD and OLS.  We test these hypotheses by estimating the general
model with a series of restrictions.  The unrestricted model (1) permits error correlation
across measurement equations and allows relative bias in estimation methods.  The
coefficient restricted model (2) requires cross-equation coefficient equality but allows
covariance between errors in the indicator equations.  The coefficient and error
covariance restricted model (3) imposes the zero-error covariance restriction along with
the coefficient restrictions.  Finally, the coefficient and error variance restricted model (4)
requires cross-equation equality of coefficients and error variances.  Comparing the
coefficient restricted model to the unrestricted model provides a test of the coefficient
restrictions.
aOLS = aMAD  AND  bOLS = bMAD
 Comparing the model with coefficient and error covariance restrictions to the coefficient
restricted model provides a test of the zero error covariance restrictions conditional upon
failure to reject the coefficient restrictions.11
COV (eOLS, e MAD) = 0  GIVEN  aOLS = aMAD  AND  bOLS = bMAD
 Similarly, comparing the model with coefficient and error-variance restrictions to the
coefficient-restricted model provides a test of the error-variance equality restriction
conditional upon failure to reject the coefficient restrictions.
VAR (e MAD) = VAR (eOLS)  GIVEN  aOLS = aMAD  AND  bOLS = bMAD
 A likelihood ratio test with degrees of freedom equal to the difference in the
number of parameters in the two models is the basis for comparison.  Table 4 provides
the results of the tests.
The chi-square statistic for testing the joint hypothesis of slope and intercept
equality is not significant at the five-percent level.  Thus, there is not conclusive evidence
of bias across estimation methods.  Similarly, the joint hypothesis of no bias across
estimation methods and zero-error covariance also cannot be rejected at the five-percent
level.  It is possible, however, to reject the joint hypothesis of no additive or
multiplicative bias and equal error variance among measurement equations at the one-
percent level.  Thus, relative to the OLS estimates, it appears that MAD estimates provide
more accurate measures of consumer surplus.12
CONCLUSIONS
Our results indicate that MAD regression provides a viable alternative to OLS for
estimation of consumer surplus using single-site travel cost models.  Analysis of both
simulated and actual data indicate that …?  MAD better with outliers (yes)  Onsite outlier
issue?  Structural model shows possibility of transfers?13
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1 It is often difficult to determine which unbiased estimator has minimum variance.
Restricting the competitors to those that are linear functions of the errors limits reduces
this problem to a manageable set of alternatives.
2
3 Both Koenker and Basset (1978) and Portnoy and Koenker (1989) examine the
theoretical properties of the MAD estimator.  Koenker and Basset (1978) also provides a
Monte Carlo comparison of estimators.
4 Buchinsky (1994) is an exception.  He evaluates the properties of a variety of estimators
using Monte Carlo samples drawn from the 1987 Current Population Survey.
5 Here the “indicators” are estimates of consumer surplus developed by competing
methods.17
                                                                                                                               
6  Attfield (1982) shows that the latent variable parameter is estimated consistently if
any of the hedonic variables are contemporaneously correlated with equation
disturbances.  Sources for this type of misspecification include omitted variables, errors
in variables, or endogenous variables incorrectly designated as exogenous.
7 This data is compiled by Professor Howard Leatherman.  It provides fifty variables
describing each coastal site grouped under the headings human use and impacts,
physical factors and biological factors.
8  Selection of functional form is not a simple task.  Smith and Karou (1990) note that
theory gives little guidance on the choice of functional form.  However, they find in a
meta-analysis that using the log-log specification often leads to higher consumer
surplus estimates when compared with lin-lin, log-lin, and lin-log.  The purpose of this
research is to compare minimization criteria under a given functional form.
9  Measures of cost/mile are somewhat arbitrary.  Leeworthy and Wiley (1993) use data
contained in the 1984 report by the Federal Highway Administration to generate the
travel cost variables contained in the PARVS data set.
10 Recent examples adopting this approach include Carson, Hanemann, Costanza and
Wegge (1991); Morey, Rowe and Watson (1993); Needelman and Kealy (1995);
Parsons and Needelman (1992); and Parsons and Kealy (1992).18
                                                                                                                               
11 The 52 beaches in the PARVS data set have 16,555 observations in total.  Each
regression employs an average of 318 observations.  They range from 31 to 483
observations.
12  Wade et al (1989) find that the availability of camping is a cost-reducing
consideration.  Every site in the PARVS data has camping facilities in order to house
interviewers.  The camping variable in this estimation (percentage of respondents
camping) may be a proxy for the quality and availability of camping facilities.  Thus,
sites with high camping rates likely have a lower access cost per visitor day.