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The general formalism for the nonextensive statistics based on the Landsberg-Vedral entropy
was derived. The formula for the first law of thermodynamics and the exact relations of the ther-
modynamic quantities to their ensemble averages were obtained. It was found that under the
transformation q → 2− q the probabilities of microstates of the nonextensive statistics based on the
Landsberg-Vedral entropy formally resemble the corresponding probabilities of the Tsallis statistics
with escort probabilities. However, the nonextensive statistics with the Landsberg-Vedral entropy
does not require introduction of the escort probabilities and generalized expectation values which
are used in this version of the Tsallis statistics.
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I. INTRODUCTION
Initially, the equilibrium statistical mechanics was im-
plemented on the basis of the Boltzmann entropy, the
great formula
S = kB lnW
that established the connection between the macroscopic
variable, entropy, and the number of microstates of a
system [1, 2] (see also ref. [3]) and on the basis of the
more general Gibbs formula
S = −kB
∑
i
pi ln pi
that is the entropy or ”uncertainty” of the probability
distribution for the microstates of a system [4]. Lately,
the Shannon expression [5] for the information entropy of
the discrete probability distribution allowed E.T. Jaynes
to give another formulation of the equilibrium statistical
mechanics based on the maximum entropy principle or
the second law of thermodynamics [6]. The Re´nyi alter-
native method of defining the information entropy [7, 8]
opened a wide way for the introduction in the informa-
tion theory of new definitions of statistical entropy (see,
for instance, ref. [3]). They had a significant impact
on the development of the statistical models beyond the
Boltzmann-Gibbs equilibrium statistical mechanics. The
paper of C. Tsallis [9] established a new direction in sci-
ence showing that on the basis of the Havrda-Charva´t-
Daroczy-Tsallis parametric entropy [3, 10, 11] it is pos-
sible to construct the stationary statistical mechanics.
The Tsallis nonextensive statistics [9, 12] has received
a wide recognition since it is confirmed by the exper-
iment especially in high energy physics. At the same
time, the Boltzmann-Gibbs statistics faces difficulties in
describing real phenomena, for example, in nuclear pro-
cesses at high energies since equilibrium statistical me-
chanics is a simplified ideal limiting case of the behavior
of reality [6]. The equilibrium theory neglects complex
processes and phenomena which take place in real con-
ditions. However, nonextensive stationary statistics such
as the Tsallis statistics covers these complex phenom-
ena and describes them parametrically due to the fact
that a theory like that goes beyond the framework of the
idealized Boltzmann-Gibbs statistics. The nonextensive
parametrization may indicate the presence of complex
processes in real phenomena such as, for example, non-
trivial macromotions, particle transformation reactions,
jets, internal currents in the system and etc. Neverthe-
less, the Tsallis statistics may have some indeterminacy
in its formulation related to the generalized expectation
values and the normalization condition for the proba-
bilities of microstates [12–15]. Therefore, the main aim
of this paper is to introduce the nonextensive statistics
based on the Landsberg-Vedral entropy [16] which may
be formulated on the basis of the standard linear expec-
tation values consistent with the normalization condition
for the probabilities of microstates.
The Landsberg-Vedral entropy is defined as [16]
S =
kB
1− q

1− 1∑
i
pqi

 , q > 0, (1)
where pi is the probability of the i-th microscopic state
of the system. The main important properties of the
Landsberg-Vedral entropy that can be mentioned are:
positivity S ≥ 0, concavity in {pi}, the Gibbs limit
limq→1 S = −kB
∑
i pi ln pi, and the peculiar nonexten-
sive additivity rule [16]
S(A+B) = S(A) + S(B) +
q − 1
kB
S(A)S(B),
for two independent events A and B.
The structure of the paper is as follows. In sects. II, III
and IV, we formulate the general theory for the nonex-
tensive statistics based on the Landsberg-Vedral entropy
in the microcanonical, canonical and grand canonical en-
sembles, respectively. The main conclusions are summa-
rized in the final section.
2II. MICROCANONICAL ENSEMBLE
The thermodynamic potential of the microcanonical
ensemble is the entropy. Let us consider the Landsberg-
Vedral entropy (1) which was introduced in [16]. The
probabilities of microstates are constrained by the addi-
tional function
ϕ =
∑
i
pi − 1 = 0. (2)
Then, in the microcanonical ensemble the unknown prob-
abilities {pi} of microstates are obtained from the con-
strained local extrema of the thermodynamic potential
(1) by the method of the Lagrange multipliers [17]
Φ = S − λϕ, (3)
∂Φ
∂pi
= 0, (4)
where λ is an arbitrary real constant. Substituting
eqs. (1) and (2) into eq. (3) and using eqs. (4) and (2),
we obtain
pi =
1
W
, (5)
W =
∑
i
δE,EiδV,ViδV,Vi , (6)
where Ei, Vi and Ni are energy, volume and number of
particles, respectively, in the i-th microscopic state of the
system. Then, the thermodynamic potential (1) can be
rewritten as (cf. refs. [1, 2, 18])
S =
W q−1 − 1
q − 1
= z(W 1/z − 1), z ≡
1
q − 1
. (7)
Note that here and throughout the paper we use the sys-
tem of natural units h¯ = c = kB = 1.
Let us suppose that z is a variable of state of the sys-
tem. Then, we obtain
dS =
dz
z
(S −W 1/z lnW ) +W 1/zd lnW. (8)
The statistical weight W = W (E, V,N). Therefore, we
have (cf. ref. [18] for the Tsallis statistics)
TdS = dE + pdV +Xdz − µdN, (9)
where
1
T
=W 1/z
∂ lnW
∂E
=
(
∂S
∂E
)
V zN
, (10)
p
T
=W 1/z
∂ lnW
∂V
=
(
∂S
∂V
)
EzN
, (11)
−
µ
T
=W 1/z
∂ lnW
∂N
=
(
∂S
∂N
)
EV z
(12)
and
X
T
=W 1/z − 1−W 1/z lnW 1/z =
(
∂S
∂z
)
EVN
. (13)
The first partial derivatives of the thermodynamic poten-
tial S with respect to the variables of state in eqs. (10)–
(13) can also be verified from eq. (7). Equation (9) rep-
resents the first law of thermodynamics. Note that in
the Gibbs limit q → 1 we obtain all the relations of the
Boltzmann-Gibbs statistics in the microcanonical ensem-
ble.
III. CANONICAL ENSEMBLE
The thermodynamic potential of the canonical ensem-
ble, the free energy F , is obtained from the fundamental
thermodynamic potential, the energy E, by the Legendre
transform. Using eq. (1), we have
F = E − TS =
∑
i
piEi −
T
1− q

1− 1∑
i
pqi

 , (14)
where E =
∑
i
piEi. In the canonical ensemble the La-
grange function can be written as [19]:
Φ = F − λϕ, (15)
where λ is an arbitrary real constant. Substituting
eqs. (14) and (2) into eq. (15) and using eqs. (4) and
(2), we obtain
pi =
1
Zc
[
1 + (q − 1)
Λ− Ei
T
] 1
q−1
, (16)
Zc =
∑
i
[
1 + (q − 1)
Λ− Ei
T
] 1
q−1
(17)
and
Zq−1c =
q
χ2
, χ ≡
∑
i
pqi , (18)
where Λ = λ − T/(q − 1). Substituting eq. (16) into χ
and using eqs. (17), (18), we find an equation for Λ as
∑
i
[
1 + (q − 1)
Λ− Ei
T
] 1
q−1
=
{
q−1/2
∑
i
[
1 + (q − 1)
Λ− Ei
T
] q
q−1
} 2
q+1
. (19)
Substituting eq. (16) into eq. (1) and using eq. (2), we
have
S =
1
1 + (q − 1)Λ−ET
[
Zq−1c − 1
q − 1
−
Λ− E
T
]
. (20)
Then, the thermodynamic potential (14) can be written
as
F = Λ−
T
1 + (q − 1)Λ−ET
×
[
Zq−1c − 1
q − 1
+ (q − 1)
(
Λ− E
T
)2]
. (21)
3In the canonical ensemble the entropy S =
S(T, V, z,N). Thus, using eq. (1) and the definition of z
given in eq. (7), we obtain
dS =
dz
z
(
S +
1
χ2
∑
i
p
1+ 1
z
i ln pi
)
−
z(1 + 1z )
χ2
∑
i
p
1
z
i dpi.
(22)
Substituting eq. (16) into eq. (22) and using
∑
i
dpi = 0
and eq. (18), we can write
dS =
dz
z
(
S +
1
χ2
∑
i
p
1+ 1
z
i ln pi
)
+
1
T
∑
i
Eidpi. (23)
The differential of the energy E can be written as
dE =
∑
i
pidEi +
∑
i
Eidpi, (24)
dEi =
∂Ei
∂V
dV +
∂Ei
∂N
dN, (25)
where ∂Ei/∂T = ∂Ei/∂z = 0. Then, substituting
eqs. (24) and (25) into eq. (23), we obtain the first law of
thermodynamics (cf. ref. [20] for the Tsallis statistics)
TdS = dE + pdV +Xdz − µdN, (26)
where
p = −
∑
i
pi
∂Ei
∂V
, (27)
µ =
∑
i
pi
∂Ei
∂N
(28)
and
X =
T
z
(
S +
1
χ2
∑
i
p
1+ 1
z
i ln pi
)
. (29)
Then, from eq. (26) and the Legendre transform (14)
the differential thermodynamic relation for the thermo-
dynamic potential F can be written as
dF = −SdT − pdV −Xdz + µdN. (30)
Taking the first derivative of the thermodynamic po-
tential (14) with respect to temperature T and using
eqs. (16) and (18), and the relations ∂Ei/∂T = 0,∑
i ∂pi/∂T = 0, we obtain the entropy S of the system
as (cf. eq. (1))
S = −
(
∂F
∂T
)
V zN
=
1
1− q

1− 1∑
i
pqi

 . (31)
Taking the first derivative of the thermodynamic poten-
tial (14) with respect to volume V and using eqs. (16)
and (18), and the relation
∑
i ∂pi/∂V = 0, we obtain the
pressure p of the system as (cf. eq. (27))
p = −
(
∂F
∂V
)
TzN
= −
∑
i
pi
∂Ei
∂V
. (32)
Taking the first derivative of the thermodynamic poten-
tial (14) with respect to the number of particles N and
using eqs. (16) and (18), and the relation
∑
i ∂pi/∂N = 0,
we obtain the chemical potential µ of the system as (cf.
eq. (28))
µ =
(
∂F
∂N
)
TV z
=
∑
i
pi
∂Ei
∂N
. (33)
Taking the first derivative of the thermodynamic poten-
tial (14) with respect to variable z and using eqs. (16)
and (18), and the relations ∂Ei/∂z = 0,
∑
i ∂pi/∂z = 0,
we obtain the conjugate force X of the system as (cf.
eq. (29))
X = −
(
∂F
∂z
)
TV N
=
T
z
(
S +
1
χ2
∑
i
p
1+ 1
z
i ln pi
)
.
(34)
Applying the Legendre back-transformation to the func-
tion F and using eqs. (14) and (31), we obtain the mean
energy of the system as
E = −T 2
(
∂
∂T
F
T
)
V zN
=
∑
i
piEi. (35)
Note that the ensemble averages for the thermodynamic
quantities (32), (33) and (35) in the canonical ensemble
are the same as those of the Boltzmann-Gibbs statis-
tics with the exception of the probability of microstates
which, here, is given by eq. (16).
Let us rewrite the probabilities of microstates (16) in
another representation. Substituting eq. (16) into the
function χ defined in eq. (18) and using the relation for
Zc given also in eq. (18), we obtain
1 + (q − 1)
Λ
T
=
q
χ
+ (q − 1)
E
T
. (36)
Substituting eq. (36) into eqs. (16), (17), we have
pi =
1
Zq
[
1 + (q − 1)
E − Ei
cT
] 1
q−1
, (37)
Zq =
∑
i
[
1 + (q − 1)
E − Ei
cT
] 1
q−1
(38)
and
c = qZq−1q , (39)
where χ = q/c. It can be observed that under the trans-
formation q → 2 − q the probability of microstates (37)
formally recovers the probability of microstates of the
Tsallis statistics with escort probabilities [12, 21]. How-
ever, there is a cardinal difference between the present
statistics and the Tsallis statistics with escort probabil-
ities. In the present statistics based on the Landsberg-
Vedral entropy we use the physical standard expectation
values, i.e. the mean values of the dynamical variables
4that have a linear dependence on the probabilities of
microstates which are consistent with the normalization
condition for the probabilities of microstates. However,
the Tsallis statistics with escort probabilities deals with
the generalized expectation values which are defined on
the base of the escort probabilities. Note that in the
Gibbs limit q → 1 we obtain all the relations of the
Boltzmann-Gibbs statistics in the canonical ensemble.
IV. GRAND CANONICAL ENSEMBLE
The thermodynamic potential of the grand canonical
ensemble is related to the fundamental thermodynamic
potential, energy E, by the Legendre transform. Using
eq. (1), we have
Ω = E−TS−µN =
∑
i
pi(Ei−µNi)−
T
1− q

1− 1∑
i
pqi

 ,
(40)
where E =
∑
i piEi and N =
∑
i piNi. In the grand
canonical ensemble the Lagrange function can be written
as [15]:
Φ = Ω− λϕ, (41)
where λ is an arbitrary real constant. Substituting
eqs. (40) and (2) into eq. (41) and using eqs. (4) and
(2), we obtain
pi =
1
ZΩ
[
1 + (q − 1)
Λ− Ei + µNi
T
] 1
q−1
, (42)
ZΩ =
∑
i
[
1 + (q − 1)
Λ− Ei + µNi
T
] 1
q−1
(43)
and
Zq−1
Ω
=
q
χ2
, (44)
where χ and Λ are defined in eq. (18) and below it, respec-
tively. Substituting eq. (42) into χ and using eqs. (43)
and (44), we found an equation for Λ as
∑
i
[
1 + (q − 1)
Λ− Ei + µNi
T
] 1
q−1
=
{
q−1/2
∑
i
[
1 + (q − 1)
Λ− Ei + µNi
T
] q
q−1
} 2
q+1
.(45)
Substituting eq. (42) into eq. (1) and using eq. (2), we
have
S =
1
1 + (q − 1)Λ−E+µNT
[
Zq−1Ω − 1
q − 1
−
Λ− E + µN
T
]
.
(46)
Then, the thermodynamic potential (40) can be rewritten
as
Ω = Λ −
T
1 + (q − 1)Λ−E+µNT
×
[
Zq−1Ω − 1
q − 1
+ (q − 1)
(
Λ− E + µN
T
)2]
. (47)
In the grand canonical ensemble the entropy S =
S(T, V, z, µ). Thus, using eq. (1) and the definition of
z given in eq. (7), we obtain exactly eq. (22). Substi-
tuting eq. (42) into eq. (22) and using
∑
i dpi = 0 and
eq. (44), we obtain
dS =
X
T
dz +
1
T
∑
i
(Ei − µNi)dpi, (48)
where X is the same as in eq. (29). The differential of
the mean energy E and the mean number of particles N
can be written as
dE − µdN =
∑
i
pi(dEi − µdNi)
+
∑
i
(Ei − µNi)dpi, (49)
dEi − µdNi =
(
∂Ei
∂V
− µ
∂Ni
∂V
)
dV, (50)
where ∂Ei/∂T = ∂Ei/∂z = ∂Ei/∂µ = 0 and ∂Ni/∂T =
∂Ni/∂z = ∂Ni/∂µ = 0. Then, substituting eqs. (49) and
(50) into eq. (48), we obtain the first law of thermody-
namics
TdS = dE + pdV +Xdz − µdN, (51)
where
p = −
∑
i
pi
(
∂Ei
∂V
− µ
∂Ni
∂V
)
. (52)
Then, from eq. (51) and the Legendre transform (40)
the differential thermodynamic relation for the thermo-
dynamic potential Ω can be written as (cf. ref. [15] for
the Tsallis statistics)
dΩ = −SdT − pdV −Xdz −Ndµ. (53)
Taking the first derivative of the thermodynamic po-
tential (40) with respect to temperature T and us-
ing eqs. (42) and (44), and the relations ∂Ei/∂T =
∂Ni/∂T = 0,
∑
i ∂pi/∂T = 0, we obtain the entropy
S of the system as (cf. eq. (1))
S = −
(
∂Ω
∂T
)
V zµ
=
1
1− q

1− 1∑
i
pqi

 . (54)
Taking the first derivative of the thermodynamic poten-
tial (40) with respect to volume V and using eqs. (42)
5and (44), and the relation
∑
i ∂pi/∂V = 0, we obtain the
pressure p of the system as (cf. eq. (52))
p = −
(
∂Ω
∂V
)
Tzµ
= −
∑
i
pi
(
∂Ei
∂V
− µ
∂Ni
∂V
)
. (55)
Taking the first derivative of the thermodynamic poten-
tial (40) with respect to the chemical potential µ and
using eqs. (42) and (44), and the relations ∂Ei/∂µ =
∂Ni/∂µ = 0,
∑
i ∂pi/∂µ = 0, we obtain the mean num-
ber of particles N of the system as
N = −
(
∂Ω
∂µ
)
TV z
=
∑
i
piNi. (56)
Taking the first derivative of the thermodynamic poten-
tial (40) with respect to variable z and using eqs. (42)
and (44), and the relations ∂Ei/∂z = ∂Ni/∂z = 0,∑
i ∂pi/∂z = 0, we obtain the conjugate force X of the
system as (cf. eq. (29))
X = −
(
∂Ω
∂z
)
TV µ
=
T
z
(
S +
1
χ2
∑
i
p
1+ 1
z
i ln pi
)
. (57)
Applying the Legendre back-transformation to the func-
tion Ω and using eqs. (40) and (54), we obtain the mean
energy of the system as
E = −T 2
(
∂
∂T
Ω
T
)
V zµ
+ µN =
∑
i
piEi. (58)
It should be stressed that the ensemble averages for
the thermodynamic quantities (55), (56) and (58) in
the grand canonical ensemble are the same as those of
the Boltzmann-Gibbs statistics with the exception of
the probability of microstates which, here, is given by
eq. (42). In the Gibbs limit q → 1 we obtain all the
relations of the Boltzmann-Gibbs statistics in the grand
canonical ensemble.
V. CONCLUSIONS
In conclusion, we have introduced new nonextensive
statistics based on the Landsberg-Vedral entropy. In its
formulation we have used the standard linear expectation
values constrained with the standard normalization con-
dition for the probabilities of microscopic states of the
system. The three ensembles were considered: micro-
canonical, canonical and grand canonical. The probabil-
ities of microstates were obtained from the principle of
maximum entropy using the method of the Lagrangemul-
tipliers. In each of these three ensembles we have derived
exactly the first law of thermodynamics. We have also
obtained the exact relations between the thermodynamic
definitions of the thermodynamic quantities and their en-
semble averages. The ensemble averages for the pressure,
the chemical potential, the mean number of particles and
the mean energy in both canonical and grand canonical
ensembles are the same as those of the Boltzmann-Gibbs
statistics with the exception of the form of the proba-
bility of microstates. In this formalism the Legendre
transform is preserved. We have found that under the
transformation q → 2− q the probabilities of microstates
for the nonextensive statistics based on the Landsberg-
Vedral entropy formally recover the probabilities of mi-
crostates of the Tsallis statistics with escort probabili-
ties. However, the nonextensive statistics based on the
Landsberg-Vedral entropy does not require introduction
of the complicated escort probabilities and generalized
expectation values which lie in the definition of the Tsal-
lis statistics with escort probabilities.
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