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THE EULER CHARACTERISTIC OF Out(Fn)
MICHAEL BORINSKY AND KAREN VOGTMANN
Abstract. We prove that the rational Euler characteristic of Out(Fn) is always negative and its
asymptotic growth rate is Γ(n− 3
2
)/
√
2pi log2 n. This settles a 1987 conjecture of J. Smillie and
the second author. We establish connections with the LambertW -function and the zeta function.
1. Introduction
The Euler characteristic, defined as the alternating sum of the Betti numbers, is a key invariant
of topological spaces of finite type (such as cell complexes built out of a finite number of cells).
One can define an invariant χ˜(G) for a group G by substituting group cohomology for singular
cohomology, but unlessG has a finite-typeK(G, 1)-space this invariant lacks many desirable features
of topological Euler characteristics. This is unfortunate because many of the most interesting
groups have torsion, and groups with torsion never have finite-type K(G, 1)-spaces. A solution was
proposed by C.T.C. Wall, who observed that if G has a torsion-free subgroup H of finite index that
does have a finite-type classifying space then the rational number χ(H)/[G : H] is an invariant of G
[41]. In particular, this number does not depend on the choice of H. Wall called it the rational Euler
characteristic of G, denoted χ(G). This rational Euler characteristic is better behaved than χ˜(G);
for example if 1 → A → B → C → 1 is a short exact sequence of groups then χ(B) = χ(A)χ(C),
assuming χ(A), χ(B) and χ(C) are all defined.
It turns out that rational Euler characteristics of arithmetic groups can often be expressed in
terms of zeta functions; this ultimately depends on the Gauss-Bonnet theorem (see [34, 35] for
details and a guide to the literature). Remarkably, Harer and Zagier showed that the rational
Euler characteristics of mapping class groups are also given by zeta functions, e.g. the rational
Euler characteristic of the mapping class group of a once-punctured surface of genus g is equal to
ζ(1−2g) [23]. This was later reproved by Penner [33] and by Kontsevich [27], each using asymptotic
methods related to perturbation expansions from quantum field theory.
We are concerned here with the rational Euler characteristic of the group Out(Fn) of outer
automorphisms of a finitely-generated free group. This group shares many features with both
mapping class groups and arithmetic groups, though it belongs to neither class. In 1987 Smillie
and Vogtmann found a generating function for χ(Out(Fn)) and computed its value for n ≤ 11
[36]. From the results of these computations, they conjectured that χ(Out(Fn)) is always negative
and the absolute value grows faster than exponentially. In 1989 Zagier simplified the generating
function and computed χ(Out(Fn)) for n ≤ 100; this added strong evidence for these conjectures
without providing a proof [45]. The only general statements previously known about the value of
χ(Out(Fn)) are that it is non-zero for even values of n, and certain information was established
about the primes dividing the denominator [36, 37].
In this article we show that χ(Out(Fn)) is negative for all n and prove that its asymptotic growth
rate is controlled by the classical gamma and log functions:
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Theorem A. The rational Euler characteristic of Out(Fn) is strictly negative, χ (Out(Fn)) < 0,
for all n ≥ 2 and its magnitude grows more than exponentially,
χ (Out(Fn)) ∼ − 1√
2pi
Γ(n− 32 )
log2 n
as n→∞.
The proof of Theorem A is based on the following theorem, in which we produce an asymptotic
expansion, with respect to the asymptotic scale {(−1)kΓ(n+ 12 −k)}k≥0 in the limit n→∞, whose
coefficients are closely related to χ(Out(Fn)).
Theorem B.
√
2pie−nnn ∼
∑
k≥0
χ̂k(−1)kΓ(n+ 1
2
− k) as n→∞,
where χ̂k is the coefficient of zk in the formal power series exp
(∑
n≥1 χ (Out(Fn+1)) z
n
)
.
We then relate this to a certain expansion of the LambertW -function. The LambertW -function
is a well-studied function with a long history [16]. Eventually, we are able to use results of Volkmer
[40] about the coefficients of this second expansion to prove Theorem A. In Proposition 8.5 we also
exploit the connection with the Lambert W -function to give an efficient recursive algorithm for
computing χ(Out(Fn)).
In Section 5 we show that there is a close relationship between χ(Out(Fn)) and the classical zeta
function by considering the Connes-Kreimer Hopf algebra H of 1-particle-irreducible graphs, i.e.
graphs with no separating edges. Briefly, the formula in [36] for χ(Out(Fn)) can be regarded as the
integral of a certain character τ of H on the space spanned by admissible connected graphs with
fundamental group Fn, with respect to the “measure” µ(Γ) = 1/|Aut(Γ)|. Proposition 5.3 shows
that integrating τ−1 (the inverse of τ in the group of characters) with respect to the same measure
produces ζ(−n)/n = Bn+1n(n+1) , where Bn is the n-th Bernoulli number.
The asymptotic expansion in Theorem B is strikingly reminiscent of the well-known Stirling
asymptotic expansion of the gamma function in the asymptotic scale {√2pie−nnn− 12−k}k≥0,
Γ(n) ∼
∑
k≥0
b̂k
√
2pie−nnn−
1
2−k as n→∞.
The coefficients of this asymptotic expansion are related to the Bernoulli numbers as well: b̂k is the
coefficient of zk in the formal power series exp
(∑
n≥1
Bn+1
n(n+1)z
n
)
. We will explore this analogy in
more detail in Section 7. Given this intriguing parallel between the numbers χ(Out(Fn)) and the
Bernoulli numbers, which are very prominent objects in number theory, it would be interesting to
look for a number theoretic meaning for the numbers χ(Out(Fn)) as well. The algorithm given in
Proposition 8.5 may be helpful for investigations in this direction.
As was pointed out in [36], non-vanishing of χ(Out(Fn)) implies that the kernel of the natural
map from Out(Fn) to GL(n,Z) does not have finitely-generated homology. Magnus proved in 1935
that this kernel is finitely generated and asked whether it is finitely presented, which would imply
that the second homology is finitely generated [32]. Bestvina, Bux and Margalit showed in 2007
that the homology in dimension 2n − 4 is not finitely generated [4]. However Magnus’ question is
still unanswered for n > 3.
Theorem A implies that for large n, torsion-free subgroups of finite index in Out(Fn) have a huge
amount of homology in odd dimensions. We would like to say the same is true for the whole group
THE EULER CHARACTERISTIC OF Out(Fn) 3
Out(Fn). One way to prove this is to compare the asymptotic growth rate of χ(Out(Fn)) with that
of the “naive” Euler characteristic χ˜(Out(Fn)). Brown [11] showed that the difference between χ˜ and
χ can be expressed in terms of rational Euler characteristics of centralizers of finite-order elements
of Out(Fn). Harer and Zagier used this to compare the rational and naive Euler characteristics for
surface mapping class groups, using the fact that centralizers of finite-order elements are basically
mapping class groups of surfaces of lower complexity. Centralizers in Out(Fn) are more difficult to
understand, but preliminary results obtained by combining the methods of this paper with results
of Krstić and Vogtmann [31] indicate that the ratio χ˜(Out(Fn))/χ(Out(Fn)) tends to a positive
constant. Note that Galatius proved that the stable rational homology of Out(Fn) vanishes [21],
so this would show that there is a huge amount of unstable homology in odd dimensions. This
is completely mysterious, as only one odd-dimensional class has ever been found, by a very large
computer calculation in rank 7 [2], and this calculation gives no insight into where all of these
odd-dimensional classes might come from.
Finally we recall that, by the work of Kontsevich, the cohomology of Out(Fn) with coefficients in
a field of characteristic zero can be identified with the homology of the rank n subcomplex of his Lie
graph complex [28]. Our results therefore apply to the Euler characteristic of this graph complex
as well. Kontsevich himself wrote down asymptotic formulas for the Euler characteristics of three
of his graph complexes in [28]; see Chapter 5 of [22] for a detailed derivation of these formulas.
The connection with graph complexes is explained a little further in Section 7.4. More discussion
of the relation of the current paper with ideas from topological quantum field theory—with further
relations to Kontsevich’s work—can be found in Section 6.
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2. Graphs and rational Euler characteristics
In this section we give variations on the results of [36]. The idea is to use the action of Out(Fn)
and closely related groups on contractible spaces of finite graphs to deduce information about the
homology of the groups, including the rational Euler characteristic.
2.1. Combinatorial graphs. We begin with a combinatorial definition of a graph and related
terms.
Definition 2.1. A graph Γ consists of a finite set H(Γ) called half-edges together with
• a partition of H(Γ) into parts called vertices and
• an involution ιΓ : H(Γ)→ H(Γ).
The valence |v| of a vertex v is the number of half-edges in v. A leaf of Γ is a fixed point of
the involution ιΓ and an edge is an orbit of size 2. A graph isomorphism Γ → Γ′ is a bijection
H(Γ)→ H(Γ′) that preserves the vertex partitions and commutes with the involutions.
Notation 2.2. Let Γ be a graph.
• Aut(Γ) is the group of isomorphisms Γ ∼=→ Γ.
• L(Γ) is the set of leaves of Γ, and s(Γ) = |L(Γ)|.
• E(Γ) is the set of edges of Γ and e(Γ) = |E(Γ)|.
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Figure 1. Thorned rose R3,4 and star graph R0,5
• V (Γ) is the set of vertices of Γ and v(Γ) = |V (Γ)|.
The graph with one vertex, n edges, s leaves and 2n+ s half-edges is called a thorned rose, and
will be denoted Rn,s. If n = 0 we will also call R0,s a star graph (see Figure 1).
With the exception of Section 5, we will only consider admissible graphs, where a graph is
admissible if all vertices have valence at least 3.
Definition 2.3. Let Γ be a graph. A subgraph of Γ is a graph γ with H(γ) = H(Γ), V (γ) = V (Γ),
and E(γ) ⊆ E(Γ).
A graph Γ always has itself as a subgraph. There is a unique “trivial” subgraph γ0 with involution
the identity, so H(γ0) = H(Γ),V (γ0) = V (Γ), E(γ0) = ∅ and L(γ0) = H(Γ).
2.2. Topological graphs. Every combinatorial graph Γ has a topological realization as a 1-dimen-
sional CW -complex. For each element of V (Γ) we have a 0-cell called a vertex and for each element
of E(Γ) we have a 1-cell called an edge. For each element of L(Γ) we have both a 0-cell, called a
leaf vertex and a 1-cell connecting the leaf vertex to a (non-leaf) vertex. By our definition each
connected component of the topological realization must have at least one vertex. Note that graphs
may have multiple edges and they may have loops at a vertex. The thorned rose Rn,s defined in
the last section has (s+ 1) 0-cells and (n+ s) 1-cells.
The valence of a point x is the minimal number of components of a deleted neighborhood of x.
In an admissible graph the vertices are at least trivalent and the leaf vertices are univalent, so there
are no bivalent 0-cells.
A graph isomorphism is a cellular homeomorphism, up to isotopy. Since admissible graphs have
no bivalent 0-cells, any homeomorphism is a cellular homeomorphism.
Notice that, by our definition, the topological realization of a subgraph of Γ is not a subcomplex
of the topological realization of Γ. Rather, it can be described as a graph obtained from Γ by
cutting some of its edges, thus forming pairs of leaves. To make the result a CW -complex we have
to add 0-cells (leaf vertices) to the ends of the cut edges. A subgraph can also be visualized as the
closure of a sufficiently small neighborhood of a subcomplex.
In the remainder of this section we will work with the topological realization of a graph in-
stead of using the combinatorial definition, so that we may freely use topological concepts such as
connectivity, fundamental group and homotopy equivalence.
For s ≥ 0 let
• G denote the set of isomorphism classes of finite admissible graphs,
• Gs ⊂ G be the subset consisting of admissible graphs with exactly s leaves,
• Gc ⊂ G and Gcs ⊂ Gs be the respective subsets of connected graphs.
2.3. Groups. For any n and s we define An,s to be the group of homotopy classes of homo-
topy equivalences of the thorned rose Rn,s that fix the leaf vertices {b1, . . . , bs}, i.e. An,s =
pi0(HE(Γ, b1, . . . , bs)). The groups An,s generalize Out(Fn) ∼= An,0 and Aut(Fn) ∼= An,1. If n = 0
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Figure 2. A 2-dimensional cube (Γ, ϕ) in K2,3. Here ϕ is the red subgraph,
pi1(Γ) = F 〈a, b〉 and the leaves are labeled 1, 2, 3. The marking is indicated by
arrows and labels on the edges in the complement of a maximal tree.
then R0,s is a graph with no loops and at least 3 leaves as we are insisting on at least one vertex,
which is at least trivalent. So, A0,s is only defined for s ≥ 3, where it is the trivial group. If n = 1
then R1,s is a loop with s ≥ 1 leaves, and there is a short exact sequence
1→ Zs−1 → A1,s → Z/2Z→ 1.
If n ≥ 2 and s ≥ 0 there is a short exact sequence
1→ F sn → An,s → Out(Fn)→ 1.
See [13] for background on the groups An,s. These groups appear, for example, in the context of
homology stability theorems [24], the bordification of Outer space and virtual duality [5, 12], and
assembly maps for homology [13].
2.4. Complexes of graphs and the rational Euler characteristic. If a group G is virtually
torsion-free and acts properly and cocompactly on a contractible CW -complex X, then the rational
Euler characteristic χ(G) can be calculated using this action, by the formula
χ(G) =
∑
σ∈C
(−1)dimσ
|Stab(σ)| ,
where C is a set of representatives for the cells of X mod G (see, e.g. [10], Proposition (7.3)).
For any s ≥ 0 the group An,s is virtually torsion-free and acts properly and cocompactly on a
contractible cube complex Kn,s. To describe Kn,s it is convenient to label the leaves of a graph,
so that two graphs Γ and Γ′ are isomorphic if there is a graph isomorphism Γ→ Γ′ that preserves
leaf-labels; an isomorphism class is then called a leaf-labeled graph. We use the notation `G, `Gs,
`Gc and `Gcs instead of G, Gs, Gc and Gcs to denote the respective set of leaf-labeled graphs and
PAut(Γ) to denote the set of automorphisms of a graph that fix the leaves.
The cube complex Kn,s has one cube for each equivalence class of triples (Γ, ϕ, g), where
• Γ ∈ `Gcs is connected with s labeled leaves and with pi1(Γ) ∼= Fn,
• ϕ is a subforest of Γ, i.e. a subgraph with no cycles,
• g : Rn,s → Γ is a leaf-label-preserving homotopy equivalence, called a marking and
• (Γ, ϕ, g) ∼ (Γ′, ϕ′, g′) if there is a leaf-label-preserving graph isomorphism h : Γ→ Γ′ sending
ϕ to ϕ′ such that h ◦ g is homotopic to g′ through leaf-label-preserving homotopies.
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An example of a cube in K2,3 is depicted in Figure 2. Contractibility of Kn,s was proved for
s = 0, n ≥ 2 by Culler and Vogtmann [17] and in general by Hatcher [24] (see also [25]). (For n ≥ 2,
Kn,s was originally described as a simplicial complex, but its simplices naturally group themselves
into cubes, as was done, e.g. in [26].)
Smillie and Vogtmann [36] considered only the case s = 0, but their arguments apply verbatim
for graphs with leaves. We define a function
τ(Γ) =
∑
ϕ⊂Γ
(−1)e(ϕ),
where the sum is over all subforests ϕ ⊂ Γ, including the trivial subgraph, and e(ϕ) is the number
of edges in ϕ. For instance, τ( ) = 1, as it has only the trivial subforest and τ( ) = 1 for the
same reason (recall that a leaf is not an edge). We have τ( ) = 0, as it has two forests whose
respective contributions to the sum cancel (in fact τ always vanishes on graphs with a separating
edge as ensured by Lemma (2.3) of [36]) and τ( ) = −2, as the graph has four forests with
contributions −1,−1,−1 and 1.
The following theorem relates the rational Euler characteristics of the groups An,s to the function
τ .
Theorem 2.4.
χ(An,s) =
∑ τ(Γ)
|PAut(Γ)| ,
where the sum is over all connected leaf-labeled graphs Γ with s leaves and fundamental group Fn.
Proof. The group An,s acts properly and cocompactly on Kn,s. It acts transitively on markings,
assuming the graphs are leaf-labeled, so there is one orbit of cubes for each isomorphism class of
pairs (Γ, ϕ) ∈ `Gcs with fundamental group Fn. The dimension of this cube is e(ϕ), and the stabilizer
of (Γ, ϕ, g) is isomorphic to the group PAut(Γ, ϕ) of automorphisms of Γ that fix the leaves and
send ϕ to itself. Therefore we have
χ(An,s) =
∑
σ∈C
(−1)dimσ
|Stab(σ)| =
∑
(Γ,ϕ)
(−1)e(ϕ)
|PAut(Γ, ϕ)| ,
where the sum is over all isomorphism classes of pairs (Γ, ϕ) of leaf-labeled graphs Γ ∈ `Gcs and
forests ϕ ⊂ Γ. The full automorphism group PAut(Γ) acts on the set of forests in Γ, and an orbit
is an isomorphism class of pairs (Γ, ϕ), so the orbit-stabilizer theorem now gives∑
(Γ,ϕ)
(−1)e(ϕ)
|PAut(Γ, ϕ)| =
∑
Γ∈`Gcs
∑
ϕ⊂Γ
(−1)e(ϕ)
|PAut(Γ)| =
∑
Γ∈`Gcs
τ(Γ)
|PAut(Γ)|
as desired.
Note that for n ≥ 2 and s = 0 we have `Gc0 = Gc0, An,0 ∼= Out(Fn) and PAut(Γ) ∼= Aut(Γ), so
this is Proposition (1.12) of [36]. 
Example 2.5. Using this theorem we can immediately verify that
χ(A2,0) = χ(Out(F2)) =
τ( )
|PAut( )| +
τ( )
|PAut( )| +
τ( )
|PAut( )| =
1
8
+
0
8
+
−2
12
= − 1
24
.
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Corollary 2.6.
χ(An,s)
s!
=
∑
Γ∈Gcs
pi1(Γ)∼=Fn
τ(Γ)
|Aut(Γ)| .
Proof. Aut(Γ) acts on the set of leaf-labelings of Γ ∈ `Gcs . The orbits are the leaf-labeled graphs,
and the stabilizer of a labeling is PAut(Γ), giving |Aut(Γ)| = |Orbit(Γ)||PAut(Γ)|. There are s!
labelings of Γ. Each orbit has the same size, so the size of each orbit is s!/`(Γ), where `(Γ) is the
number of leaf-labeled graphs with underlying graph Γ. Therefore,
|Aut(Γ)| = s!
`(Γ)
|PAut(Γ)|. 
3. Formal power series
For the rest of this article it will be convenient to use |Γ| = e(Γ) − v(Γ) instead of the rank of
pi1(Γ) to filter the set of graphs. For connected graphs Γ this is only a minor change of notation as
rank(pi1(Γ)) = e(Γ)− v(Γ) + 1 = |Γ|+ 1.
Consistent with this shift, we define χn = χ(Out(Fn+1)) and consider the formal power series
T (z) =
∞∑
n=1
χ(Out(Fn+1))z
n =
∞∑
n=1
χnz
n.
By Theorem 2.4 with s = 0 we have
T (z) =
∞∑
n=1
 ∑
Γ∈Gc0
pi1(Γ)∼=Fn+1
τ(Γ)
|Aut(Γ)|
 zn = ∑
Γ∈Gc0
τ(Γ)
|Aut(Γ)|z
|Γ|.(1)
For general An,s we define a bivariate generating function for the Euler characteristic by
T (z, x) =
∑
s≥3
χ(A0,s)z
−1x
s
s!
+
∑
s≥1
χ(A1,s)
xs
s!
+
∑
n≥1
∑
s≥0
χ(An+1,s)z
nx
s
s!
.(2)
Recall that the groups An,s are only defined for s ≥ 3 if n = 0, for s ≥ 1 if n = 1 and for s ≥ 0 if
n ≥ 2. Obviously, T (z, 0) = T (z) and by Corollary 2.6
T (z, x) =
∑
Γ∈Gc
τ(Γ)
|Aut(Γ)|z
|Γ|xs(Γ),(3)
where s(Γ) is the number of leaves in Γ.
The relationships between the groups An,s, which were described in Section 2.3, imply the
following functional relation between T (z) and the bivariate generating function T (z, x).
Proposition 3.1.
T (z, x) =
ex − x22 − x− 1
z
+
x
2
+ T (ze−x).
Proof. The groups A0,s are trivial, so we have χ(A0,s) = 1 for all s ≥ 3. For the groups A1,s we
have the short exact sequence
1→ Zs−1 → A1,s → Z/2Z→ 1.
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Thus χ(A1,s) = 0 if s ≥ 2 and χ(A1,1) = χ(Z/2Z) = 12 . For the groups An+1,s with n ≥ 1 the short
exact sequence
1→ F sn+1 → An+1,s → Out(Fn+1)→ 1,
gives χ(An+1,s) = χ(Out(Fn+1))(−n)s = χn(−n)s.
Putting these together into eq. (2) gives
T (z, x) =
∑
s≥3
xs
s!
z−1 +
x
2
+
∑
n≥1
∑
s≥0
χn
(−n)s
s!
znxs
=
∑
s≥3
xs
s!
z−1 +
x
2
+
∑
n≥1
χn
∑
s≥0
(−n)s
s!
xszn
=
∑
s≥3
xs
s!
z−1 +
x
2
+
∑
n≥1
χne
−nxzn
=
∑
s≥3
xs
s!
z−1 +
x
2
+ T (ze−x). 
4. Algebraic graph combinatorics
Although Theorem 2.4 gives an explicit expression for the coefficients of T (z) and T (z, x), we
will use an implicit equation, which the generating function T (z, x) must satisfy, to prove Theorem
B. This implicit equation together with the identity from Proposition 3.1 determines the coefficients
χ(Out(Fn)) completely.
To formulate this implicit equation, it is convenient to use the coefficient extraction operator
notation: For an arbitrary formal power series f(x) the notation [xn]f(x) means ‘the n-th coefficient
in x of f(x).’
Proposition 4.1.
1 =
∑
`≥0
(−z)`(2`− 1)!![x2`] exp (T (z, x)) ,(4)
where (2`− 1)!! = (2`)!/(`!2`) is the double factorial.
In the remainder of this section we will first give a combinatorial reformulation of this identity
and then prove it.
4.1. The exponential formula. The exponential of the generating function T (z, x) in (4) has
a straightforward combinatorial interpretation. While T (z, x) can be expressed as a sum over
connected graphs as we did in (3), the generating function exp(T (z, x)) can be expressed as a sum
over all graphs. The reason for this is that the function τ is multiplicative on disjoint unions of
graphs, so we can apply the exponential formula given, for example, in [38, 5.1].
Briefly, the argument behind the exponential formula is that if φ is a function on graphs that is
multiplicative on disjoint unions, i.e. φ(Γ1 unionsq Γ2) = φ(Γ1)φ(Γ2), then∑
Γ∈G
|C(Γ)|=n
φ(Γ)
|Aut Γ| =
1
n!
∑
γ1,...,γn∈Gc
n∏
i=1
φ(γi)
|Aut γi| ,
where we sum over all graphs with n connected components on the left hand side and over all n
tuples of connected graphs on the right hand side. The factor 1/n! accounts for the number of ways
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to order the connected components of the graphs. If we sum this equation over all n ≥ 0 and use
ex =
∑
n≥0 x
n/n!, we get
Lemma 4.2 (Exponential formula). Let φ be a function from graphs to a power series ring that
is multiplicative on disjoint unions (i.e. φ(Γ1 unionsq Γ2) = φ(Γ1)φ(Γ2)). If the coefficient in φ(Γ) of a
given monomial is non-zero for only finitely many graphs Γ, then
∑
Γ∈G
φ(Γ)
|Aut Γ| = exp
(∑
Γ∈Gc
φ(Γ)
|Aut Γ|
)
.
The finiteness condition on the function φ is necessary to ensure that
∑
Γ∈G
φ(Γ)
|Aut Γ| exists in the
respective power series space.
Corollary 4.3.
exp(T (z)) =
∑
Γ∈G0
τ(Γ)
|Aut(Γ)|z
|Γ|
exp(T (z, x)) =
∑
Γ∈G
τ(Γ)
|Aut(Γ)|z
|Γ|xs(Γ).
Proof. Let φ1 be the function defined by φ1(Γ) = τ(Γ)z|Γ| for Γ ∈ G0 and φ1(Γ) = 0 for Γ ∈ Gs with
s ≥ 1. This function is multiplicative on disjoint unions of graphs, because τ is (Lemma (2.2) of
[36]) and both |Γ| and s(Γ) are additive graph invariants. The first statement follows by applying
Lemma 4.2 to φ1 and using eq. (1). For the second statement apply Lemma 4.2 to the function
φ2(Γ) = τ(Γ)z
|Γ|xs(Γ) for all Γ ∈ G, note that there are only a finite number of admissible graphs
with fixed |Γ| and s(Γ) and apply eq. (3). 
Note that the power series T (z) and exp(T (z)) carry the same information. Recall that χn is
the coefficient of zn in T (z), and denote the coefficient of zn in exp(T (z)) by χ̂n. The coefficients
χn and χ̂n are related by
χn = χ̂n − 1
n
n−1∑
k=1
kχkχ̂n−k for n ≥ 1.(5)
This recursive relation can be derived by taking the formal derivative of exp(T (z)) which results in
the (formal) differential equation ddz exp(T (z)) = e
T (z) d
dzT (z). Note that it is also important that
χ0 = 0 for exp(T (z)) to make sense as a power series with Q as coefficient ring.
We can immediately use the relationship between the coefficients χ̂n and χn to prove the following
statement which will be helpful later while proving that the rational Euler characteristic of Out(Fn)
is always negative.
Lemma 4.4. If χ̂n < 0 for all n ≥ 1, then χn < 0 for all n ≥ 1.
Proof. This follows by induction on n on eq. (5). 
Because χn = χ(Out(Fn+1)), proving χ̂n < 0 for all n ≥ 1 is therefore sufficient to show that
χ(Out(Fn)) < 0 for all n ≥ 2.
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4.2. Convolution identities. By Corollary 4.3, the statement of Proposition 4.1 is equivalent to
the identity
1 =
∑
`≥0
(−z)`(2`− 1)!!
∑
Γ∈G2`
τ(Γ)
|Aut(Γ)|z
|Γ|.(6)
If γ is a subgraph of Γ, we denote by Γ/γ the graph that one obtains from Γ by collapsing each
edge that is in γ to a point. We will use the following convolution identity for τ to prove eq. (6)
and therefore also Proposition 4.1.
Proposition 4.5. If Γ is a graph with at least one cycle, then∑
γ⊂Γ
τ(γ)(−1)e(Γ/γ) = 0.
where the sum is over all subgraphs of Γ, including the trivial subgraph and Γ itself.
This statement can be seen as an identity in the incidence algebra of the subgraph poset of a
graph. We will discuss a related viewpoint in Section 5, where we will interpret it as an inverse
relation in the group of characters of the Hopf algebra of core graphs.
Proof. Recall that τ(Γ) =
∑
ϕ⊂Γ(−1)e(ϕ) where the sum is over all subforests of Γ. Therefore,∑
γ⊂Γ
τ(γ)(−1)e(Γ/γ) = (−1)e(Γ)
∑
γ⊂Γ
τ(γ)(−1)e(γ) =
(−1)e(Γ)
∑
γ⊂Γ
∑
ϕ⊂γ
forest ϕ
(−1)e(ϕ)(−1)e(γ) = (−1)e(Γ)
∑
ϕ⊂Γ
forest ϕ
(−1)e(ϕ)
∑
γ⊂Γ
γ⊃ϕ
(−1)e(γ).
The set of subgraphs of Γ containing ϕ is in bijection with the set of subsets of E(Γ)\E(ϕ). Because
Γ has at least one cycle, E(Γ) \ E(ϕ) is not empty and the alternating sum∑
γ⊂Γ
γ⊃ϕ
(−1)e(γ) = (−1)e(ϕ)
∑
E′⊂E(Γ)\E(ϕ)
(−1)|E′| = 0. 
Corollary 4.6.
1 =
∑
Γ∈G0
∑
γ⊂Γ
τ(γ)(−1)e(Γ/γ)
|Aut(Γ)| z
|Γ|.
Proof. Since all non-trivial graphs in G0 have cycles, Proposition 4.5 implies that the only non-zero
contribution to the sum comes from the empty graph. 
To eventually obtain the statement of Proposition 4.1, we transform this identity using the
following proposition, which is an elementary application of labeled counting.
Proposition 4.7. Let φ be a function from graphs to a formal power series ring such that for each
monomial m and each integer ` ≥ 0, the coefficient of m in φ(Γ) is non-zero for only finitely many
graphs Γ ∈ G2`. Then ∑
Γ∈G0
∑
γ⊂Γ
φ(γ)we(Γ/γ)
|Aut(Γ)| =
∑
`≥0
w`(2`− 1)!!
∑
γ∈G2`
φ(γ)
|Aut γ| ,
where w is a formal variable.
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Proof. To prove the proposition we will use (totally) labeled graphs. Here a labeling of Γ with e(Γ)
edges, v(Γ) vertices and s(Γ) leaves consists of
• ordering the edges, i.e. labeling them 1, . . . , e(Γ),
• orienting each edge,
• ordering the vertices, i.e. labeling them 1, . . . , v(Γ),
• ordering the leaves, i.e. labeling them 1, . . . , s(Γ).
The set of labeled graphs with s leaves will be denoted LGs.
The advantage of using labeled graphs instead of unlabeled graphs is that a sum of terms
1/|Aut(Γ)| over unlabeled graphs on v vertices and e edges becomes a sum of 1/(v!e!2e) over
labeled graphs using the orbit-stabilizer theorem. The group Aut(Γ) acts on the set of labelings of
Γ, an orbit is a labeled graph and all stabilizers are trivial. This simplifies expressions that involve
these automorphism groups. In particular, abbreviating v = v(Γ), e = e(Γ) and d = e(γ) we have
∑
Γ∈G0
∑
γ⊂Γ
φ(γ)we(Γ/γ)
|Aut(Γ)| =
∑
Γ∈LG0
∑
γ⊂Γ
we−d
e!v!2e
φ(γ).
A subgraph γ inherits a labeling from Γ: the vertices are the same, so they have the same labels.
The ordering and orientation on the edges of Γ induces an ordering and orientation on the edges of
γ, giving a labeling on these. The edges not in γ also have an induced ordering, and we use that
to order the leaves of γ by the following rule: If there are ` edges in E(Γ) \ E(γ), label the leaf
corresponding to the initial half of the i-th edge by i, and the leaf corresponding to the terminal
half by i+ `.
We now change the order of summation. Remembering that γ has an even number of leaves, we
get
∑
Γ∈LG0
∑
γ⊂Γ
we−d
e!v!2e
φ(γ) =
∑
`≥0
∑
γ∈LG2`
∑
Γ∈LG0,Γ⊃γ
we−d
e!v!2e
φ(γ)
=
∑
`≥0
∑
γ∈LG2`
∑
Γ∈LG0,Γ⊃γ
w`
(`+ d)!v!2`+d
φ(γ).
We next note that a labeling on γ specifies an isomorphism type of Γ containing γ, using the rule
that the i-th leaf should be connected to the (i+`)-th leaf. This also orders the edges in E(Γ)\E(γ)
and orients them from i to i+ `. The edges of γ ⊂ Γ are ordered and oriented as subsets of E(γ).
There are
(
d+`
`
)
ways of shuffling the two orderings to get a total ordering on E(Γ) that induces
the given orderings on E(γ) and E(Γ) \ E(γ). Thus the last expression becomes
=
∑
`≥0
∑
γ∈LG2`
(
d+ `
`
)
w`
(d+ `)!v!2d+`
φ(γ)
=
∑
`≥0
w`
2`
∑
γ∈LG2`
(d+ `)!
`!d!
1
(d+ `)!v!2d
φ(γ)
=
∑
`≥0
1
`!2`
w`
∑
γ∈LG2`
φ(γ)
d!v!2d
.
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We now translate back to unlabeled graphs to get
=
∑
`≥0
1
`!2`
w`
∑
γ∈G2`
φ(γ)(2`)!
|Aut(γ)|
=
∑
`≥0
(2`)!
`!2`
w`
∑
γ∈G2`
φ(γ)
|Aut(γ)|
=
∑
`≥0
(2`− 1)!!w`
∑
γ∈G2`
φ(γ)
|Aut(γ)| . 
Proof of Proposition 4.1. Use Proposition 4.7 with φ(Γ) = τ(Γ)z|Γ| and w = −z, together with the
observation that (−1)e(Γ/γ)z|Γ| = z|γ|(−z)e(Γ)−e(γ). We get
∑
Γ∈G0
∑
γ⊂Γ
τ(γ)(−1)e(Γ/γ)
|Aut Γ| z
|Γ| =
∑
`≥0
(−z)`(2`− 1)!!
 ∑
γ∈G2`
τ(γ)
|Aut(γ)|z
|γ|
 .
Apply Corollary 4.6 to obtain eq. (6) and Corollary 4.3 after that. 
5. The Hopf algebra of core graphs
A graph with no separating edges is called a core graph, bridgeless or 1-particle irreducible graph.
Let H denote the Q-vector space generated by all finite core graphs. In contrast to the rest of
the article, we will include graphs with bivalent edges as generators of H. The vector space H
can be made into an algebra whose multiplication is induced by disjoint union of generators; here
we identify all graphs with no edges with the neutral element I for this multiplication. (Thus a
topological graph representing the neutral element is a (possibly empty) disjoint union of isolated
vertices and star graphs.)
The algebra H can also be equipped with a coproduct ∆: H→ H⊗H, defined by
∆(Γ) =
∑
γ⊂Γ
γ ⊗ Γ/γ,(7)
where the sum is over all core subgraphs of Γ.
Example 5.1. The graph has seven mutually non-isomorphic core subgraphs—including the
trivial subgraph graph (identified with I) and the graph itself. The coproduct is given by
∆ = ⊗ I+ 2 ⊗ + 2 ⊗ + ⊗
+4 ⊗ + ⊗ + I⊗ .
Note that the complete contraction Γ/Γ has no edges, so is identified with I. Also note that we
omitted isolated vertices of the subgraphs on the left hand side of the tensor product since isolated
vertices are also identified with I.
This coproduct is coassociative, making H into a bialgebra. In fact Kreimer showed that H has
a Hopf algebra structure [30]. The unit u : Q→ H sends u : q 7→ qI. The co-unit  : H→ Q sends I
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to 1 ∈ Q and all other graphs to 0. The antipode S : H→ H can be defined inductively by S(I) = I
and,
S(Γ) = −
∑
γ(Γ
S(γ)Γ/γ for Γ 6= I,
where the sum is over all core subgraphs of Γ which are not equal to Γ. This recursion terminates
since the graphs γ in the sum have fewer independent cycles (i.e. smaller first Betti number) than
Γ. The result is a polynomial in core graphs. We refer the reader to [39] for a general account of
Hopf algebras or [8, Ch. 3] for more information about this specific Hopf algebra.
A character on H is a linear map φ which satisfies φ(Γ1Γ2) = φ(Γ1)φ(Γ2). The convolution φ?ψ
of two characters is defined by
(φ ? ψ)(Γ) =
∑
γ⊂Γ
φ(γ)ψ(Γ/γ),
where we again sum over all core subgraphs of Γ. Because H is a Hopf algebra, the set of all
characters from H to any commutative algebra forms a group under the convolution product. This
follows from the antipode being the inverse to the identity map, id : H → H, in the sense that
id ?S = S ? id = u ◦ . The map u ◦  : H→ H is the identity element of the ?-group of characters
H → H. It satisfies u ◦ (I) = I and u ◦ (Γ) = 0 if Γ 6= I. If φ is a character H → A which maps
to a unital commutative algebra A, then φ?−1 := φ ◦ S is the inverse of φ under the star product
in the sense that
φ?−1 ? φ = φ ? φ?−1 = uA ◦ ,
where uA is the unit of A.
Because τ is multiplicative on disjoint unions of graphs, it induces a character H → Q. We
can define the even simpler character σ(Γ) = (−1)e(Γ) and formulate Proposition 4.5 in the Hopf
algebra language:
Proposition 5.2. τ ? σ = σ ? τ = uQ ◦ .
Proof. By Proposition 4.5 and the definition of the ? product τ ?σ = uQ ◦ . Because the characters
form a group, we also have σ ? τ = uQ ◦ . 
Although the Hopf algebra H and its coproduct are defined only on core graphs, we can also
consider the maps τ and σ on the space of all graphs. The linear space G which is generated by
all graphs can be made into a (left) H-comodule by defining a coaction, ρ : G → H ⊗ G, using
the formula (7) with ρ in place of ∆. The left side of the tensor product in (7) will always be a
core graph and can naturally be associated with an element in H. The star product applied on
characters of G in the same way as on characters of H becomes an action this way. See [8, Ch. 3]
for details.
Applying σ to the weighted sum of all connected graphs with no leaves gives an especially
interesting result:
Proposition 5.3. ∑
Γ∈Gc0
|Γ|=n
σ(Γ)
|Aut(Γ)| =
ζ(−n)
n
= − Bn+1
n(n+ 1)
for all n ≥ 1.
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This statement is not new. It follows as a special case from ‘Penner’s model’ [33] (see also [27,
Appendix D]). The sum could be thought of as the integral of σ over the space of connected graphs
with measure µ(Γ) = 1/|Aut(Γ)|, whereas integrating its convolutive inverse τ(Γ) over the same
space with the same measure gives χn by Corollary 2.6.
In Section 7.3 we will give a proof of Proposition 5.3 as a special case of Corollary 7.6. Here, we
can immediately verify it for n = 1:
σ( )
|Aut( )| +
σ( )
|Aut( )| +
σ( )
|Aut( )| =
1
8
+
−1
8
+
−1
12
= − 1
12
= −B2
2
.
The Bernoulli numbers are classical objects with a long history, and it is well-known that B2n+1
vanishes for n ≥ 1 and that the sign of B2n is (−1)n+1 for n ≥ 1. To analyse similar properties of
the numbers χn, we will make heavy use of asymptotic expansions. We will go into the details after
a short digression about the relation of our methods with perturbative methods used in quantum
field theory.
6. Renormalized topological quantum field theory
Our approach to analyzing the numbers χn is in line with an established technique for analyzing
topological objects by using perturbative quantum field theory or equivalently Feynman diagram
techniques [3]. The term topological quantum field theory is used for a quantum field theory whose
observables are topological invariants [42]. See also [28, 29] for further aspects of this theory and
[14] for a more detailed account focused on group cohomology.
One prominent application of topological quantum field theory is intersection theory in the
moduli space of complex curves, as developed by Witten [43] and Kontsevich [27]. Penner [33] had
already applied perturbative quantum field theory techniques to reprove the result of Harer and
Zagier on the rational Euler characteristic of the mapping class group. In the course of his study of
intersection theory Kontsevich gave a simplified version of Penner’s proof [27, Appendix D]. This
simplified proof involves a formula similar to the one in Proposition 5.3.
We can endow our approach to studying the numbers χn with a quantum field theoretical in-
terpretation, in a spirit similar to the work of Penner and Kontsevich. Here is a brief, heuristic
indication of how this goes.
We start with the statement of Proposition 4.1 and immediately apply Proposition 3.1 to obtain
the equation
1 =
∑
`≥0
(−z)`(2`− 1)!![x2`] exp
(
ex − x22 − x− 1
z
+
x
2
+ T (ze−x)
)
.
Now flip the sign of z to get
1 =
∑
`≥0
z`(2`− 1)!![x2`] exp
(
−e
x − x22 − x− 1
z
+
x
2
+ T (−ze−x)
)
.(8)
For the remainder of this section we regard z not as a formal variable, but rather as a positive real
number. We then recall the Gaussian integrals
1√
2piz
∫
R
x2`e−
x2
2z dx = z`(2`− 1)!! for all ` ≥ 0
1√
2piz
∫
R
x2`+1e−
x2
2z dx = 0 for all ` ≥ 0.
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Substituting these into eq. (8) gives
1 =
∑
`≥0
1√
2piz
∫
R
x2`e−
x2
2z dx[x2`] exp
(
−e
x − x22 − x− 1
z
+
x
2
+ T (−ze−x)
)
.
This integral is not convergent since we are no longer regarding z as a formal variable, but we
will disregard this issue for this heuristic argument. In the same laissez-faire spirit, we ignore
convergence issues and interchange summation with integration to obtain
1 =
1√
2piz
∫
R
exp
(
−e
x − x− 1
z
+
x
2
+ T (−ze−x)
)
dx.(9)
This integral is again not well-defined, as the series T (z) does not converge to a function of z in any
finite domain: it is only a formal power series with a vanishing radius of convergence. However, we
can interpret the right hand side of this equation as a ‘path-integral’ of a zero-dimensional quantum
field theory with the action −(ex−x−1), where the parameter z takes the role of Planck’s constant
~. The additional terms in the exponent x2 + T (−ze−x) can be interpreted as counterterms or
renormalization constants which renormalize the quantum field theory in a generalized sense. In
fact, equation (9) can be interpreted as a renormalization condition of a quantum field theory.
In Kontsevich’s proof of the Harer-Zagier formula, a topological quantum field theory was con-
structed whose perturbative expansion encoded the geometric invariants of interest. As we have
seen above, our method can also be interpreted as an application of quantum field theory to the
analysis of the invariants χn. However, instead of using the coefficients of the perturbative expan-
sion directly, we use the coefficients of the renormalization constants to express the quantities which
are of interest. We might therefore say that we are using a renormalized topological quantum field
theory to encode χn.
This is consistent with the interpretation of τ as a character on the core Hopf algebra. Connes and
Kreimer [15] showed that the renormalization procedure in quantum field theory can be seen as the
solution of a Riemann-Hilbert problem using a Birkhoff decomposition. The Birkhoff decomposition
can be formulated elegantly as an inversion in the group of characters of a certain Hopf algebra.
In our topological case, which is much simpler than the full physical picture, this interpretation
boils down to the brief exposition in Section 5. Consult [6] for a general treatment of renormalized
zero-dimensional quantum field theory in a Hopf algebraic framework.
After these expository remarks we now return to our rigorous treatment of the Euler characteristic
of Out(Fn).
7. Asymptotic expansions
An often useful approach to studying a generating function such as T (z) =
∑
n≥1 χnz
n is to
interpret it as an analytic function in z and then use analytic techniques to study the nature of
its coefficients [20]. However, in our case this standard approach is doomed to fail, at least if it is
applied naively, as the coefficients of T (z) turn out to grow factorially so the power series T (z) has
a vanishing radius of convergence.
We will circumvent this problem by using an asymptotic expansion of a certain function to
describe the coefficients of T (z). In contrast to Taylor expansions of analytic functions, asymptotic
expansions are not necessarily convergent in any non-vanishing domain of C.
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7.1. Asymptotic notation. In this section we fix the notation we use for asymptotic expansions
and prove a basic property that we will use repeatedly. We begin by recalling the big O and small
o notation. Let f, g and h be functions defined on a domain D and let L be a limit point of D.
The notation f(x) = g(x) +O(h(x)) means f − g ∈ O(h), where O(h) is the set of all functions u
defined on D such that
lim sup
x→L
∣∣∣∣u(x)h(x)
∣∣∣∣ <∞.
Similarly, f(x) = g(x) + o(h(x)) means f − g ∈ o(h), where o(h) consists of all functions u that
satisfy limx→L
u(x)
h(x) = 0.
An asymptotic scale on D with respect to a limit L is a sequence of functions {ϕk}k≥0 with
the property ϕk+1 ∈ o(ϕk) for k ≥ 0. A common example, for functions with domain R and limit
L =∞, is ϕk(x) = x−k.
Definition 7.1. An asymptotic expansion of a function f defined on D with respect to the limit L
and the asymptotic scale {ϕk}k≥0 is a sequence of coefficients ck such that
f(x) =
R−1∑
k=0
ckϕk(x) +O(ϕR(x)) for all R ≥ 0,
where the O refers to the limit x→ L. We will write this infinite set of O relations as,
f(x) ∼
∑
k≥0
ckϕk(x) as x→ L.
Asymptotic expansions are widely used in mathematical analysis, the physical sciences and engi-
neering to obtain very accurate approximations to functions. A detailed introduction to asymptotic
expansions can be found in de Bruijn’s book [18]. A key feature of asymptotic expansions is that,
for a given function f , limit L and asymptotic scale {ϕk}k≥0, the coefficients ck are unique if they
exist. We will make use of this property in the proof of Theorem B.
The coefficients of an asymptotic expansion depend on the choice of the asymptotic scale. How-
ever, under certain conditions we can translate between asymptotic expansions in different asymp-
totic scales:
Lemma 7.2. Suppose Φ = {ϕk}k≥0 and Ψ = {ψm}m≥0 are two asymptotic scales on a domain D
with respect to the same limit L, and suppose f has an asymptotic expansion in Φ
(10) f(x) ∼
∑
k≥0
ckϕk(x) as x→ L.
If each ψm also has an asymptotic expansion in Φ
ψm(x) ∼
∑
k≥m
cm,kϕk(x) as x→ L(11)
with cm,m 6= 0, then f has an asymptotic expansion in Ψ
f(x) ∼
∑
m≥0
c′mψm(x) as x→ L,
where the coefficients c′m are implicitly determined by the infinite triangular equation system ck =∑k
m=0 c
′
mcm,k for all k ≥ 0.
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Proof. By the definition of an asymptotic expansion we have
ψm −
R−1∑
k=m
cm,kϕk ∈ O(ϕR) for all R ≥ m ≥ 0.
We can multiply a function in O(h) by a constant or add a finite number of functions in O(h)
without changing the O class. Thus multiplying by c′m and then adding from m = 0 to R− 1 gives
R−1∑
m=0
c′mψm −
R−1∑
m=0
R−1∑
k=m
c′mcm,kϕk ∈ O(ϕR) for all R ≥ 0.
Changing the order of summation and using the definition of the constants c′m gives
R−1∑
m=0
c′mψm −
R−1∑
k=0
k∑
m=0
c′mcm,kϕk =
R−1∑
m=0
c′mψm −
R−1∑
k=0
ckϕk ∈ O(ϕR) for all R ≥ 0.
By eq. (10) we have f −∑R−1k=0 ckϕk ∈ O(ϕR), so combining this with the above gives
f −
R−1∑
m=0
c′mψm ∈ O(ϕR) for all R ≥ 0.
It remains only to check that O(ϕR) = O(ψR). This follows from eq. (11), which implies ψR =
cR,RϕR+O(ϕR+1), together with the assumption that cR,R 6= 0 and the fact that ϕR+1 ∈ o(ϕR). 
In this paper the domain of our functions will mostly be the natural numbers, i.e. our functions
are sequences f : N→ R, and the limit will almost always be∞, but the asymptotic scale will vary.
7.2. Stirling’s approximation. Arguably, one of the most studied asymptotic expansions is Stir-
ling’s approximation. This is an asymptotic expansion of the gamma function
Γ(n) ∼
∑
k≥0
b̂k
√
2pie−nnn−
1
2−k as n→∞,(12)
where b̂k is the coefficient of zk in exp
(∑∞
k=1
Bk+1
k(k+1)z
k
)
. See for instance [18, Sec. 3.10] for a proof.
Stirling’s approximation is used extensively as a tool for approximating the value of Γ(n) for large
n. We, however, will view eq. (12) as an asymptotic expansion of Γ(n) in the asymptotic scale
{√2pie−nnn− 12−k}k≥0 and use it merely as a tool to encode and manipulate the coefficients b̂k.
Recall that the gamma function satisfies Γ(z + 1) = zΓ(z); this ensures that the sequence of
functions {Γ(n − k + 12 )}k≥0 forms an asymptotic scale in the limit n → ∞. The statement of
Theorem B gives an asymptotic expansion of f(n) =
√
2pie−nnn in this scale, whose coefficients
coincide with those of the formal power series exp(T (z)); we can think of this as a kind of “inverted”
Stirling’s approximation.
Although there is a large and growing literature on Stirling’s approximation (see [9] for a recent
survey), such an asymptotic expansion of
√
2pie−nnn does not seem to have been studied previously.
This type of ‘inverted Stirling’s approximation’ might also be relevant for other applications: many
problems dictate or suggest an inherent asymptotic scale. For instance, it might be natural to work
in the asymptotic scale {(2(n− k)− 1)!!}k≥0, where (2(n− k)− 1)!! = 2n−kΓ(n− k + 12 )/
√
pi, for
counting problems whose solution involves double factorials. Moreover, power series with coefficients
which have an asymptotic expansion in the scale {Γ(n−k+β)}k≥0 with β ∈ R have a rich algebraic
structure; for instance they are closed under multiplication and functional composition [7].
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To establish the asymptotic expansion in Theorem B we will start with a trivial asymptotic
expansion for the constant function 1 in the scale {n−k}k≥0, then use Lemma 7.2 to change to the
scale {ψm}m≥0, where
ψm(n) =
Γ(n−m+ 12 )√
2pie−nnn
.(13)
In order to apply the lemma, we need to find asymptotic expansions for the functions ψm(n). We
do this using the following variant of Stirling’s approximation.
Proposition 7.3. Let Ψ = {ψm}m≥0 be the asymptotic scale with domain N and limit ∞ defined
in eq. (13). Then each ψm has an asymptotic expansion in the asymptotic scale {n−k}k≥0 given by
ψm(n) ∼
∑
k≥m
cm,kn
−k as n→∞,
where cm,k is the coefficient of zk in the formal power series
zm
∑
`≥0
z`(2`− 1)!![x2`]e− 1z
(
ex− x22 −x−1
)
+x( 12−m).(14)
We will prove this proposition using Laplace’s method, which serves as a connection between
graphical enumeration and asymptotic expansions. We will introduce this method in the next
section and therefore postpone the proof of Proposition 7.3 until then.
Assuming Proposition 7.3 we are now ready to prove Theorem B.
Theorem B. The function
√
2pie−nnn has the following asymptotic expansion in the asymptotic
scale {(−1)kΓ(n+ 12 − k)}k≥0,
√
2pie−nnn ∼
∑
k≥0
χ̂k(−1)kΓ
(
n+
1
2
− k
)
as n→∞,
where χ̂k is the coefficient of zk in the formal power series exp
(∑
n≥1 χ(Out(Fn+1))z
n
)
.
Proof. The constant function f(n) ≡ 1 has a trivial asymptotic expansion in the asymptotic scale
{n−k}k≥0, namely
1 ∼
∑
k≥0
ckn
−k as n→∞,
with coefficients c0 = 1 and ck = 0 for all k ≥ 1. Using Lemma 7.2 and Proposition 7.3 we can
change the asymptotic scale from {n−k}k≥0 to the scale Ψ as defined in Proposition 7.3, giving
1 ∼
∑
m≥0
c′mψm(n) as n→∞,
where the coefficients c′m are uniquely determined by the triangular equation system
ck =
k∑
m=0
c′mcm,k for all k ≥ 0(15)
and the coefficients cm,k are those defined in the statement of Proposition 7.3. Namely, cm,k is
the coefficient of zk in the formal power series given in eq. (14). It follows from this power series
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representation that cm,m 6= 0 for all m ≥ 0, which justifies our application of Lemma 7.2 and
guarantees that the linear equation system (15) can be uniquely solved for the coefficients c′m.
By definition of ψm in eq. (13), this asymptotic expansion becomes
1 ∼
∑
m≥0
c′m
Γ(n−m+ 12 )√
2pie−nnn
as n→∞.
Multiplying both sides by
√
2pie−nnn gives
√
2pie−nnn ∼
∑
m≥0
c′mΓ(n−m+
1
2
) as n→∞.
It remains to show that c′m = (−1)mχ̂m. From Proposition 4.1 and Proposition 3.1 we have
1 =
∑
`≥0
(−z)`(2`− 1)!![x2`] exp (T (z, x))
=
∑
`≥0
(−z)`(2`− 1)!![x2`] exp
(
ex − x22 − x− 1
z
+
x
2
+ T (ze−x)
)
=
∑
`≥0
z`(2`− 1)!![x2`]e− 1z
(
ex− x22 −x−1
)
+ 12x exp
(
T (−ze−x)) .
Expanding the second exponential in z gives,
1 =
∑
`≥0
z`(2`− 1)!![x2`]e− 1z
(
ex− x22 −x−1
)
+ 12x
∑
m≥0
zme−mx(−1)mχ̂m
=
∑
m≥0
(−1)mχ̂mzm
∑
`≥0
z`(2`− 1)!![x2`]e− 1z
(
ex− x22 −x−1
)
+( 12−m)x,
where χ̂k is the coefficient of zk in the formal power series exp
(∑
n≥1 χnz
n
)
. By eq. (14) this is
1 =
∑
m≥0
(−1)mχ̂m
∑
k≥m
cm,kz
k =
∑
k≥0
∑
m≤k
(−1)mχ̂mcm,kzk.
Because [zk]1 = ck, we can also write this as ck =
∑
m≤k(−1)mχ̂mcm,k for all k ≥ 0. Therefore, we
constructed a solution of the triangular equation system in (15). Because the coefficients c′m are
unique, it follows that c′m = (−1)mχ̂m as claimed. 
Remark 7.4. The coefficients cm,k of the asymptotic expansion of the functions ψm given in Propo-
sition 7.3 (eq. (14)) can also be written in terms of Bernoulli numbers if we use the conventional
expression of Stirling’s approximation given in eq. (12). Slightly abusing the ∼ notation me may
write the asymptotic expansion for ψm(n) as
Γ(n−m+ 12 )√
2pie−nnn
∼
√
2pi
(
n−m+ 12
)n−m
e−n+m−
1
2 exp
(∑
k≥1
Bk+1
k(k+1)
(
n−m+ 12
)−k)
√
2pie−nnn
= n−m
(
n−m+ 12
n
)n−m
em−
1
2 exp
∑
k≥1
Bk+1
k(k + 1)
(
n−m+ 1
2
)−k .
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Writing z = 1n this becomes
zm
(1− z(m− 1
2
)) 1
z−m
em−
1
2 exp
∑
k≥1
Bk+1
k(k + 1)
(
1
z
−m+ 1
2
)−k .
Since the coefficients of the asymptotic expansion for ψm(n) are given by the above power series
as well as by the power series in eq. (14), the series are equal, giving the following identity for
Bernoulli numbers, for all m ≥ 0.∑
`≥0
z`(2`− 1)!![x2`] exp
(
−1
z
(
ex − x
2
2
− x− 1
)
+ x
(
1
2
−m
))
= exp
(m− 1
z
)
log
1
1− z (m− 12) +m− 12 +
∑
k≥1
Bk+1
k(k + 1)
zk
(
1− z
(
m− 1
2
))−k
= exp
∑
k≥1
zk
k(k + 1)
((
m− 1
2
k
)(
m− 1
2
)k
+
Bk+1(
1− z (m− 12))k
)
This identity actually holds for all m ∈ R. However, it is unclear how to prove such an identity
without asymptotic techniques. The special case m = 12 lies at the heart of the proof of Proposi-
tion 5.3. De Bruijn also discusses this case using Laplace’s method and writes that the identity is
‘by no means easy to verify directly’ [18, Sec. 4.5].
7.3. Laplace’s method: A bridge between graphical enumeration and asymptotics. A
common source of asymptotic expansions is Laplace’s method. Laplace’s method is, as one might
guess from the name, quite an old technique. It is usually used to extract asymptotic information
from a complicated integral without evaluating it in full generality. We will use Laplace’s method
in the opposite way, as we are going analyze the properties of a complicated number sequence
by associating it with a relatively simple integral. This way, the method will serve as a bridge
between graphical enumeration as described in Section 4 and the analytic world of integrals and
their asymptotic expansions.
Lemma 7.5 (Laplace’s method). Let f and g be real-valued functions on a domain D ⊂ R with
0 in its interior. Suppose both f and g are analytic in a neighborhood of 0, that g(0) = g′(0) = 0,
g′′(0) = −1, and 0 is the unique global supremum of g. Finally, assume that the integral∫
D
|f(x)|eng(x)dx
exists for sufficiently large n. Then the sequence I(n) given by the integral formula
I(n) =
√
n
2pi
∫
D
f(x)eng(x)dx(16)
admits an asymptotic expansion with asymptotic scale {n−k}k≥0,
I(n) ∼
∑
k≥0
ckn
−k as n→∞,(17)
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where ck is the coefficient of zk in the formal power series,∑
`≥0
z`(2`− 1)!![x2`]f(x)e 1z
(
g(x)+ x
2
2
)
.(18)
A quite similar statement is given in [20, Thm. B7]. Unfortunately, only a partial proof is
given there. For the convenience of the reader we provide a proof in the appendix. The argument
revolves around approximating the integral in eq. (16) with a Gaussian integral. It closely follows
the arguments in [18, Sec. 4.4] and [20, Thm. B7].
We wrote the coefficients of the asymptotic expansion in eq. (18) suggestively to illustrate the
close relationship of asymptotic expansions which come from Laplace’s method and generating
functions of graphs such as the one in Proposition 4.7. We will use this relationship in the following
Corollary, which we will need to give the relation between graphs and the zeta function stated in
Proposition 5.3.
Corollary 7.6. Let f be the constant function f(x) ≡ 1, and assume g is analytic near 0 with
Taylor series
g(x) = −x
2
2
+
∑
s≥3
xs
bs
s!
.
Then for all k ≥ 0 the coefficients ck of the asymptotic expansion in eq. (18) can be written as a
weighted sum over graphs,
ck =
∑
Γ∈G0
|Γ|=k
∏
v∈V (Γ) b|v|
|Aut Γ| ,(19)
where |v| is the valence of the vertex v.
Proof. Let φ : G → R ((z)) be the function from the set of graphs to the space of Laurent series
in z defined by setting φ(Γ) = 0 if Γ contains an edge and φ(Γ) =
∏
v∈V (Γ)
(
z−1b|v|
)
if Γ has no
edges. There are only finitely many graphs with 2` leaves which have no edges, and the function φ
is multiplicative on the disjoint union of graphs, so we may apply Proposition 4.7 and Lemma 4.2
to get
∑
Γ∈G0
we(Γ)
∏
v∈V (Γ)(z
−1b|v|)
|Aut Γ| =
∑
`≥0
w`(2`− 1)!![x2`] exp
∑
γ∈Gc
xs(γ)
φ(γ)
|Aut γ|
 ,
where we used the fact that a graph has only one subgraph with no edges. The only graphs without
edges which are also connected are the star graphs R0,s. This together with the fact that R0,s has
the symmetric group Σs as automorphism group gives∑
γ∈Gc
xs(Γ)
φ(γ)
|Aut γ| =
∑
s≥3
xs
φ(R0,s)
|AutR0,s| =
1
z
∑
s≥3
xs
bs
s!
.
Setting w = z results in,
∑
Γ∈G0
∏
v∈V (Γ) b|v|
|Aut Γ| z
|Γ| =
∑
`≥0
z`(2`− 1)!![x2`] exp
1
z
∑
s≥3
xs
bs
s!
 .
The right hand side is now exactly the power series given in eq. (18) that determines ck. 
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Proof of Proposition 5.3. We start with Euler’s integral representation of the gamma function
Γ(n) =
∫ ∞
0
une−u
du
u
.
Substituting u = nex gives
Γ(n) =
∫ ∞
−∞
nnenxe−ne
x
dx = e−nnn
∫ ∞
−∞
e−n(e
x−x−1)dx.
We can now apply Lemma 7.5 with g(x) = −(ex−x−1), f(x) = 1 and D = R to get an asymptotic
expansion
Γ(n) =
√
2pie−nnn−
1
2
∑
k≥0
ckn
−k.
By Corollary 7.6 and because −(ex − x− 1) = −∑s≥3 xss! the coefficients satisfy,
ck =
∑
Γ∈G0
|Γ|=k
(−1)v(Γ)
|Aut Γ| for all k ≥ 0.
Stirling’s approximation in eq. (12) gives another expression for the coefficients ck. Because the
different ways to express the asymptotic expansion of Γ(n) with the same scale and limit must
coincide, we get ∑
Γ∈G0
(−1)v(Γ)
|Aut Γ| z
|Γ| = exp
( ∞∑
k=1
Bk+1
k(k + 1)
zk
)
.
Since taking the formal logarithm restricts the sum on the left to connected graphs (Lemma 4.2)
we get ∑
Γ∈Gc0
(−1)v(Γ)
|Aut Γ| z
|Γ| =
∞∑
k=1
Bk+1
k(k + 1)
zk.
Now notice that σ(Γ) = (−1)e(Γ) = (−1)|Γ|(−1)v(Γ) and Bk+1 = 0 for all even k > 0, giving∑
Γ∈Gc0
|Γ|=n
σ(Γ)
|Aut Γ| = (−1)
n Bn+1
n(n+ 1)
= − Bn+1
n(n+ 1)
=
ζ(−n)
n
. 
We now turn to the proof of Proposition 7.3, which follows along similar lines.
Proof of Proposition 7.3. Assume n,m ≥ 0 with n ≥ max{1,m}. Start with Euler’s integral and
substitute u = nex to obtain
Γ
(
n−m+ 1
2
)
=
∫ ∞
0
un−m+
1
2 e−u
du
u
= e−nnn−m+
1
2
∫ ∞
−∞
e−n(e
x−x−1)+x( 12−m)dx.
Therefore,
ψm(n) =
Γ(n−m+ 12 )√
2pie−nnn
= n−m
√
n
2pi
∫ ∞
−∞
e−n(e
x−x−1)+x( 12−m)dx.
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The condition n ≥ max{1,m} guarantees that the integral exists. The functions f(x) = ex( 12−m)
and g(x) = −(ex − x− 1), defined on D = R, satisfy the conditions of Lemma 7.5, so we can apply
Laplace’s method to obtain
nmψm(n) ∼
∑
k≥0
c′m,kn
−k as n→∞,
where c′m,k is the coefficient of z
k in the power series∑
`≥0
z`(2`− 1)!![x2`]e− 1z
(
ex− x22 −x−1
)
+x( 12−m).
From Definition 7.1 and the fact that n−mO(n−R+m) = O(n−R), it follows that
ψm(n) ∼
∑
k≥m
c′m,k−mn
−k as n→∞.
Setting cm,k := c′m,k−m gives eq. (14). 
We have now completed all of the steps in the proof of Theorem B. Before we continue with the
proof of Theorem A, we will briefly discuss the relationship of our considerations with Kontsevich’s
Lie graph complex.
7.4. Lie graph complex. Kontsevich’s Lie graph complex L∗ computes the Chevalley-Eilenberg
homology of a certain infinite-dimensional Lie algebra `∞ associated to the Lie operad. In [28]
Kontsevich remarked that the orbifold Euler characteristic of the subcomplex L(n)∗ spanned by
connected graphs with fundamental group Fn can be encoded as coefficients of the asymptotic
expansion of the integral√
n
2pi
∫
D
exp
−n∑
s≥2
xs
s(s− 1)
 ∼∑
k≥0
ckn
−k as n→∞,(20)
where D is a small domain that contains a neighborhood of 0 and ck is the zk coefficient of the
power series exp(
∑
n≥1 χ(L
(n+1)
∗ )zn). Observing that −
∑
s≥2
xs
s(s−1) = −
∑
s≥2(s−2)!x
s
s! and using
Corollary 7.6 together with the exponential formula (Lemma 4.2), we may conclude that
χ(L
(n)
∗ ) =
∑
Γ∈Gc0
pi1(Γ)∼=Fn
ξ(Γ)
|Aut Γ| ,
where ξ is the function given by
ξ(Γ) = (−1)|V (Γ)|
∏
v∈V (Γ)
(|v| − 2)!
This formula for χ(L(n)∗ ) also follows directly from counting graphs whose vertices are dressed with
Lie operad elements. We have χ(L(n)∗ ) = χn−1, because
Hk(L
(n)
∗ ) ∼= H2n−2−k(Out(Fn)).
This was first observed by Kontsevich [28]; see [14] for a detailed proof. The statements in Theo-
rems A and B, therefore apply verbatim to the orbifold Euler characteristic of L(n)∗ . It is, however,
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Figure 3. Plot of the two real branches of the LambertW -function. The solid line
depicts the principal branch W0, the dashed line the other real branch, W−1. Both
branches share a square root type singularity at z = −1/e. The W−1 additionally
has a logarithmic singularity at z = 0. The locations of the singularities are
indicated with dotted lines.
unclear what role the map ξ and the Lie graph complex play in the interesting Hopf algebraic
duality between τ and σ explained in Section 5.
The integral in eq. (20) gives another representation of the coefficients χn, but the descriptive
power of this representation is limited: it seems that the integral does not evaluate to a ‘known’
function, which could facilitate the extraction of information about the coefficients χn. Recall that
the fact that two functions have the same asymptotic expansion does not imply their equality, so
it does not follow from the considerations above and Theorem B that the left hand side of eq. (20)
is equal to
√
2pie−nnn.
8. The Lambert W -function
In this section we prove that the coefficients of the asymptotic expansion in Theorem B are all
negative. The first statement of Theorem A, that χ(Out(Fn)) < 0 for all n ≥ 2, follows then by
Lemma 4.4.
8.1. Singularity analysis. We will accomplish this by using a second method to obtain the as-
ymptotic expansion of the sequence
√
2pie−nnn with respect to the asymptotic scale {(−1)kΓ(n−
k+ 12 )}k≥0. This second method is singularity analysis. By Theorem B and because of the unique-
ness of asymptotic expansions, we therefore obtain another expression for the coefficients χˆn of
exp(
∑
n≥1 χnz
n). This expression will involve the Lambert W -function, which is defined as the so-
lution of the functional equation W (z)eW (z) = z [16]. Eventually, we will use a theorem of Volkmer
[40] to show that the coefficients of the asymptotic expansion are negative.
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Proposition 8.1. The coefficient χ̂k of zk in exp
(∑
n≥1 χnz
n
)
satisfies
χ̂k = −2
Γ(k + 12 )√
2pi
v2k−1 for all k ≥ 0,(21)
where the {vk}k≥−1 are the coefficients of the following expansion involving the derivative of the
principal branch of the Lambert W -function in the vicinity of its branch-point at z = − 1e ,
zW ′0(z) =
∞∑
k=−1
(−1)k+1vk(1 + ez) k2 .(22)
In Figure 3, the principal branch W0 of the Lambert W -function is depicted with a solid line.
Note that the index k in the summation starts with −1. We chose this notation to be consistent
with Volkmer [40], who proved a couple of interesting properties of the numbers vk motivated by
a problem posed by Ramanujan. Most important for our considerations, he shows in [40, Thm. 3]
that vk > 0 for all k ≥ 1. He proves this by deriving the following integral representation for the
coefficients vk [40, Thm. 2],
vk = − 1
2pi
∫ ∞
0
(1 + z)−
k
2−1 =W−1(e−1z)|1 +W−1(e−1z)|2 dz for all k ≥ 1,
where = denotes the imaginary part of a complex number and W−1 is the branch of the Lambert
W -function which is real and decreasing on the interval (− 1e , 0). This branch is drawn with a dashed
line in Figure 3. The integrand is strictly negative since =W−1(z) ∈ (−2pi,−pi) for z ∈ (0,∞) [16].
Corollary 8.2. For all n ≥ 2, χ (Out(Fn)) < 0.
Proof. Apply Proposition 8.1, the fact that Γ(k + 12 ) > 0 and [40, Thm. 3] to get χ̂n < 0 for all
n ≥ 1. The result now follows from Lemma 4.4. 
As already mentioned, we will use singularity analysis to prove Proposition 8.1. The basic
observation behind singularity analysis is the following: the radius of convergence of the Taylor
expansion of a function f is equal to norm of the singularity of f in C which is closest to the origin.
This singularity is called the dominant singularity of the function. The radius of convergence is
also equal to the limit lim supn→∞ |an|−
1
n where f(z) =
∑∞
n=0 anz
n. The radius of convergence
therefore determines the exponential growth rate of the coefficients an. In many cases, the detailed
nature of the function’s dominant singularity determines the asymptotic behaviour of the coefficients
completely. To illustrate these notions, we will start by proving one of the most basic statements
from the framework of singularity analysis. For other required statements from this framework, we
will refer to the literature. A very detailed and instructive introduction to singularity analysis can
be found in Flajolet’s and Sedgewick’s book [20, Part 2].
Lemma 8.3. If g is a generating function with power series expansion g(z) =
∑∞
n=0 bnz
n, which
has radius of convergence r, then
bn ∈ o
(
C−n
)
for all 0 < C < r.
Proof. By elementary calculus, r−1 = lim supn→∞ |bn|
1
n . Therefore for every δ > 0 there exists an
n0 such that |bn| 1n < r−1 + δ for all n ≥ n0. It follows that
|bn| < (r−1 + δ)n =
(
r
1 + δr
)−n
for all n ≥ n0.
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Figure 4. The region ∆ ⊂ C in the statement of Lemma 8.4
Because we can choose any δ > 0, the statement follows. This argument also works if r =∞. 
Suppose we can decompose a generating function h(z) =
∑
n≥0 dnz
n as a sum h(z) = f(z)+g(z)
with f(z) =
∑
n≥0 anz
n and g analytic in a disk around 0 ∈ C of radius larger than 1. Then by
Lemma 8.3 there is a constant C > 1 such that
dn = an + o(C
−n).
This is especially useful if the coefficients an have an asymptotic expansion,
an ∼
∑
k≥0
ckϕk(n) as n→∞,
with an asymptotic scale {ϕk}k≥0 which satisfies o(C−n) ⊂ O(ϕk(n)) for all k ≥ 0. In this common
case, we may neglect terms contributed by g to the generating function h and conclude that
dn ∼
∑
k≥0
ckϕk(n) as n→∞.
To prove Proposition 8.1 we will need
Lemma 8.4 (Basic singularity analysis [19, Cor. 3]). Let f : C → C be analytic at 0 with an
isolated singularity at 1, such that f(z) can be analytically continued to an open domain of the form
∆ = {z : |z| < R, z 6= 1, | arg(z − 1)| > φ} ⊂ C with some R > 1 and 0 < φ < pi/2 (see Figure 4).
If f(z) has the following asymptotic behaviour in ∆ for R ≥ 0,
f(z) =
R−1∑
k=0
ck(1− z)αk +O
(
(1− z)A) as z → 1−,(23)
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where ck ∈ R and α0 ≤ α1 ≤ . . . ≤ αR−1 < A ∈ R, then the coefficients an = [zn]f(z) have the
asymptotic behaviour,
an =
R−1∑
k=0
ck
(
n− αk − 1
n
)
+O(n−A−1) as n→∞.(24)
Note that eq. (24) is not an asymptotic expansion in the sense of Definition 7.1, because we did
not specify an asymptotic scale.
Proof of Proposition 8.1. The principal branch of the Lambert W -function has the series represen-
tation [16],
W0(z) =
∑
n≥1
(−1)n+1n
n−1
n!
zn.
By acting with z ddz , we obtain the expansion
zW ′0(z) =
∑
n≥1
(−1)n+1n
n
n!
zn.(25)
The function W0 is analytic in the cut plane C \ [−1/e,−∞) and has an expansion in the vicinity
of the branch point at z = −1/e,
W0(z) = −1 +
√
2(1 + ez)− 2
3
(1 + ez) +
11
72
(√
2(1 + ez)
)3
+ . . .
which is convergent if z ∈ [−1/e, 0) [16, Sec. 4] (see also Figure 3). Therefore, the function zW ′0(z)
has an expansion of the form
zW ′0(z) =
∞∑
k=−1
(−1)k+1vk(1 + ez) k2 .
Using the basic version of singularity analysis from Lemma 8.4, we can obtain the asymptotic
behaviour of the sequence e−n n
n
n! from this: first we rescale the z-variable of zW
′
0(z) to obtain the
expansion,
−z
e
W ′0
(
−z
e
)
=
R−1∑
k=−1
(−1)k+1vk(1− z) k2 +O
(
(1− z)R2
)
as z → 1− for all R ≥ 0.
As zW ′0(z) is analytic in the cut plane C \ [−1/e,−∞), the function − zeW ′0
(− ze) is analytic in
another cut plane C \ [1,∞). As ∆ ⊂ C \ [1,∞), we can apply Lemma 8.4 and eq. (25) to get
[zn]
−z
e
W ′0
(
−z
e
)
= −e−nn
n
n!
=
R−1∑
k=−1
(−1)k+1vk
(
n− k2 − 1
n
)
+O
(
n−
R
2 −1
)
for all R ≥ 0,
where we used αk = k2 and A =
R
2 . The even contributions in the sum over k vanish since the first
argument of the binomial coefficient is an integer that is smaller than the second. Therefore,
−e−nn
n
n!
=
R−1∑
k=0
v2k−1
(
n− k − 12
n
)
+O
(
n−R−
1
2
)
for all R ≥ 0.
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The binomial coefficient can be expressed in terms of Γ functions
(
n−k− 12
n
)
=
Γ(n−k+ 12 )
n!Γ( 12−k)
. As a
consequence of the reflection formula Γ(z)Γ(1− z) = pisin(piz) , we have Γ
(
1
2 − k
)
= (−1)
kpi
Γ(k+ 12 )
. Hence,
−e−nn
n
n!
=
1
pin!
R−1∑
k=0
(−1)kv2k−1Γ
(
n− k + 1
2
)
Γ
(
k +
1
2
)
+O
(
n−
R
2 −1
)
for all R ≥ 0.
The statement follows from the uniqueness of asymptotic expansions and the property of the Γ
function that O
(
(n!)n−R−
1
2
)
= O (Γ (n−R+ 12)). 
Proposition 8.1 together with known techniques for evaluating the various expansion coefficients
of the Lambert W -function provides an efficient way to calculate the numbers χn:
Proposition 8.5. The numbers χn and χ̂n can be calculated using the recursion equations,
χn = χ̂n − 1
n
n−1∑
k=1
kχkχ̂n−k
χ̂n = −(2n− 1)!!
(
1
2
(2n− 1)µ2n−1 − (2n+ 1)µ2n+1
)
µn =
n− 1
n+ 1
(µn−2
2
+
αn−2
4
)
− αn
2
− µn−1
n+ 1
αn =
n−1∑
k=2
µkµn+1−k,
for all n ≥ 1 with α0 = 2, α1 = −1, µ−1 = 0, µ0 = −1, µ1 = 1 and χ̂0 = 1.
Proof. The coefficients µn are the expansion coefficients of the Lambert-W function near its branch
point: W0(z) =
∑
n≥0 µn (2(1 + ez))
n
2 . The recursion for µn is given in [16, eqs. (4.23) and (4.24)];
it follows from the differential equation which W satisfies. We can adapt [40, eq. (2.11)] to the
notation of [16] (compare [40, eq. (2.1)] with the definition of µn) to get an expression for vn in
terms of µn:
vn = (−1)n+12n2
(
1
2
nµn − (n+ 2)µn+2
)
The equation for χ̂n follows using Proposition 8.1 and (2n− 1)!! = 2n+ 12 Γ(n+ 12 ). Finally, we use
eq. (5) to translate from χ̂n to χn. 
Written in power series notation with T (z) =
∑
n≥1 χnz
n and exp(T (z)) =
∑
n≥0 χ̂nz
n, the first
few coefficients are
T (z) = − 1
24
z − 1
48
z2 − 161
5760
z3 − 367
5760
z4 − 120257
580608
z5 + . . .
exp(T (z)) = 1− 1
24
z − 23
1152
z2 − 11237
414720
z3 − 2482411
39813120
z4 − 272785979
1337720832
z5 + . . .
With this approach we calculated the value of χn up to n = 1000 with basic computer algebra tools.
In addition to being able compute the value of χn for very large n, we can also determine the
explicit asymptotic behavior of the coefficients for large n. We do that in the next section.
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8.2. The asymptotic growth of χ(Out(Fn)).
Proposition 8.6. The Euler characteristic of Out(Fn) has the leading asymptotic behaviour,
χ(Out(Fn)) = − 1√
2pi
Γ(n− 32 )
log2 n
+O
(
log log n
log3 n
Γ
(
n− 3
2
))
as n→∞.(26)
We will prove Proposition 8.6 by applying a stronger version of singularity analysis to determine
the asymptotic behaviour of the coefficients vk. Proposition 8.1 and a classic theorem by Wright
[44] will eventually enable us to deduce the asymptotic behaviour of the sequence χ(Out(Fn)).
Lemma 8.7. The coefficients vk have the leading asymptotic behaviour,
vk = − 1
k(log k)2
+O
(
log log k
k(log k)3
)
as k →∞.(27)
Proof. In addition to the expansion in eq. (22), the numbers vk are the coefficients of the following
expansion of the other real branch of the Lambert W -function [40],
zW ′−1(z) = −
∞∑
k=−1
vk(1 + ez)
k
2 for z ∈
(
−1
e
, 0
)
.
The discrepancy between the two expansions is given by the two different choices for the branch of
the square root. We first consider the odd coefficients v2k−1. Setting w = 1 + ez we define
g(w) =
1
2
√
w
(
zW ′0 (z)− zW ′−1 (z)
)
=
∞∑
k=0
v2k−1wk.
The function g(w) can be analytically continued to w = 0. Moreover, g(w) has no other singularities
in a ∆-domain as defined in Lemma 8.4: the dominant singularity of g(w) comes from the logarith-
mic singularity of W−1 at z = 0 (see Figure 3), so is located at w = 1 after the variable change.
The principal branch W0 is analytic at z = 0. Neither W0 nor W−1 has any other singularities in
the relevant domain.
Because the differential equation W ′(z) = W (z)z(1+W (z)) is satisfied by every branch of the Lambert
W -function, we have
g(w) =
1
2
√
w
(
W0(z)
1 +W0(z)
− W−1(z)
1 +W−1(z)
)
= −1
2
√
w
W−1
(
w−1
e
)
1 +W−1
(
w−1
e
) + ‘analytic’ as w → 1−
=
1
2
√
w
1 +W−1
(
w−1
e
) + ‘analytic’ as w → 1−,
where we are able to neglect contributions which are analytic at w = 1 since, by Lemma 8.3, they
will eventually contribute only exponentially suppressed terms asymptotically. The function W−1
has the singular behaviour [16, Sec. 4],
W−1(z) = log(−z) +O (log(− log(−z))) as z → 0−.
Thus, we get the singular expansion for g(w),
g(w) =
1
2
√
1− (1− w)
1 + log
(
1−w
e
)
+O (log(− log( 1−we ))) + ‘analytic’ as w → 1−
= −1
2
(
log
1
1− w
)−1
+O
(
log(− log (1− w))
(log (1− w))2
)
+ ’analytic’ as w → 1−.
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With this knowledge we may use a more general statement from singularity analysis to extract the
asymptotics of the coefficients of g(w), for instance [19, Cor. 6]. More details are given in [20, Sec.
VI.2], where one can find the ‘asymptotic transfer law’ [wk]
(
log 11−w
)−1
= − 1k(log k)2 +O
(
1
k(log k)3
)
for k → ∞ in Table VI.5. Also ‘transferring’ the O term in the singular expansion of g into its
corresponding asymptotic term for the coefficients [19, Cor. 6] gives,
[wk]g(w) = v2k−1 =
1
2
1
k(log k)2
+O
(
log log k
k(log k)3
)
as k →∞.
We note that the asymptotic behaviour of the even coefficients v2k follows analogously by starting
with g(w) = 12
(−zW ′0 (z)− zW ′−1 (z)) = ∑∞k=0 v2kwk, although we will not need this for the present
article. 
The only remaining task for proving Theorem A is to transfer our knowledge of the asymptotic
behaviour of vk to the coefficients χn. To deduce the asymptotic behaviour of these coefficients, we
will use a classical theorem by Wright in the theory of graphical enumeration.
Lemma 8.8 (Thm. 2 of [44] with R = 1). Let f(x) =
∑
n≥0 cnx
n be a power series in R[[x]], and
let exp(f(x)) =
∑
n≥0 cˆnx
n. Suppose c0 = 0, cˆ0 = 1, and cˆn−1 ∈ o(cˆn) as n→∞ as well as
n−1∑
k=1
cˆk cˆn−k ∈ O(cˆn−1) as n→∞.(28)
Then cn = cˆn +O(cˆn−1) as n→∞.
Proof of Proposition 8.6. Let T (z) =
∑
n≥1 χnz
n, and exp(T (z)) =
∑
n≥0 χ̂nz
n.
We have to verify that χ̂n satisfies the conditions of Lemma 8.8. The only condition that is not
immediate is eq. (28). By Proposition 8.1 and Lemma 8.7 we have
χ̂n = − 1√
2pi
Γ(n+ 12 )
n log2 n
+O
(
log log n
n log3 n
Γ(n+
1
2
)
)
= − 1√
2pi
Γ(n− 12 )
log2(n+ 1)
+O
(
log log n
log3 n
Γ(n− 1
2
)
)
.
From this it follows that we can find a constant C ∈ R such that |χ̂n| ≤ C Γ(n−
1
2 )
log2(n+1)
for all n ≥ 1.
Recall that Γ(x) is log-convex on the interval x ∈ (0,∞), i.e. log(Γ(x)) is a convex function on
this interval [1]. The function − log(log(1 + x)) is convex on this interval as well, since its second
derivative 1+log(1+x)
(1+x)2 log2(1+x)
is positive. If f(x) is convex on the interval [a, b], then f(b + a − x) is
also convex on [a, b]. If another function g(x) is convex on this interval, then f(x) + g(x) is too.
Therefore,
log(Γ(n− x− 1
2
)) + log(Γ(x− 1
2
))− 2 log log(1 + n− x)− 2 log log(1 + x)
is convex for x ∈ ( 12 , n− 12 ). Because ex is an increasing function,
Γ(n−x− 12 )Γ(x− 12 )
log2(1+n−x) log2(1+x) is also convex
on x ∈ ( 12 , n− 12 ). This also implies convexity on the smaller interval [2, n−2]. The usual inequality
for convex functions now gives
Γ(n− x− 12 )Γ(x− 12 )
log2(1 + n− x) log2(1 + x) ≤
Γ(n− 2− 12 )Γ(2− 12 )
log2(1 + n− 2) log2(1 + 2) for all x ∈ [2, n− 2],
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and we can estimate∣∣∣∣∣
n−1∑
k=1
χ̂n−kχ̂k
∣∣∣∣∣ ≤ 2|χ̂n−1χ̂1|+
n−2∑
k=2
|χ̂n−kχ̂k| ≤ 2|χ̂n−1χ̂1|+ C2
n−2∑
k=2
Γ(n− k − 12 )Γ(k − 12 )
log2(1 + n− k) log2(1 + k)
≤ 2|χ̂n−1χ̂1|+ C2(n− 3)
Γ(n− 2− 12 )Γ(2− 12 )
log2(1 + n− 2) log2(1 + 2) .
It follows that
∑n−1
k=1 χ̂n−kχ̂k ∈ O(χ̂n−1), so Lemma 8.8 can be applied to give
χn = χ̂n +O(χ̂n−1) = − 1√
2pi
Γ(n− 12 )
log2 n
+O
(
log log n
log3 n
Γ
(
n− 1
2
))
,
because χ̂n−1 ∈ O
(
log logn
log3 n
Γ
(
n− 12
))
. 
The asymptotic behavior of χ(Out(Fn)) now follows by combining our results.
Theorem A. The rational Euler characteristic of Out(Fn) is strictly negative, χ (Out(Fn)) < 0,
for all n ≥ 2 and its magnitude grows more than exponentially,
χ (Out(Fn)) ∼ − 1√
2pi
Γ(n− 32 )
log2(n)
.
Proof. Apply Corollary 8.2 and Proposition 8.6. 
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Appendix A. Proof of Laplace’s method
Lemma 7.5 (Laplace’s method). Let f and g be real-valued functions on a domain D ⊂ R with
0 in its interior. Suppose both f and g are analytic in a neighborhood of 0, that g(0) = g′(0) = 0,
g′′(0) = −1, and 0 is the unique global supremum of g. Finally, assume that the integral∫
D
|f(x)|eng(x)dx
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exists for sufficiently large n. Then the sequence I(n) given by the integral formula
I(n) =
√
n
2pi
∫
D
f(x)eng(x)dx(29)
admits an asymptotic expansion with asymptotic scale {n−k}k≥0,
I(n) ∼
∑
k≥0
ckn
−k as n→∞,(30)
where ck is the coefficient of zk in the formal power series,∑
`≥0
z`(2`− 1)!![x2`]f(x)e 1z
(
g(x)+ x
2
2
)
.(31)
Proof. The proof closely follows the arguments in [18, Sec. 4.4] and [20, Thm. B7].
The dominating contribution to the value of the integral I(n) for large n comes from the values
of f and g near the global supremum of g. Laplace’s method works by exploiting this observation
quantitatively.
The start of the method is to show that I(n) can be approximated by integrating the same
integrand over a small neighborhood of the supremum. The second step is to split the integrand
into a product of a Gaussian kernel and an analytic function which can be expanded as a convergent
power series. In the last step, this power series is then integrated termwise using the Gaussian
integrals √
n
2pi
∫ −∞
−∞
e−n
x2
2 x2kdx = n−k(2k − 1)!! and
√
n
2pi
∫ −∞
−∞
e−n
x2
2 x2k+1dx = 0,(32)
where both identities hold for all k ≥ 0. The resulting series is an asymptotic expansion of the
integral I(n).
We will start by showing that the most important contribution to the value of I(n) comes from
a small neighbourhood of the supremum of g. Because x = 0 is a local maximum of g(x) in D,
the function g(x) is monotonically increasing on the interval [−δ, 0] and monotonically decreasing
on [0, δ] for a sufficiently small δ > 0. Because x = 0 is the unique global supremum of g(x) in
D, we can also choose δ small enough such that if  ∈ [0, δ], then g(x) ≤ max(g(), g(−)) for all
x ∈ D \ (−, ). This observation translates into the following estimate∣∣∣∣I(n)−√ n2pi
∫ 
−
f(x)eng(x)dx
∣∣∣∣ ≤√ n2pi
∫
D\(−,)
|f(x)|e(n−n0+n0)g(x)dx
≤
√
n
2pi
e(n−n0) max(g(−),g())
∫
D
|f(x)|en0g(x)dx,
(33)
where n0 is chosen appropriately large such that, in accordance with the requirement, the integral
in the last bound exists. We may assume that δ is small enough such that f and g are analytic
in the interval [−δ, δ]. Because of the requirements g(0) = g′(0) = 0 and g′′(0) = −1, the function
x−3
(
g(x) + x
2
2
)
is analytic in this interval as well. Specifically, it is bounded in [−δ, δ]. Therefore,
there exists a constant C1 ∈ R such that ||−3
∣∣∣g() + 22 ∣∣∣ ≤ C1 for  ∈ [−δ, δ] or equivalently
THE EULER CHARACTERISTIC OF Out(Fn) 34∣∣∣g(±) + 22 ∣∣∣ ≤ C13 for  ∈ [0, δ]. Therefore,
(n− n0)g(±) = −
2
2
+ n
(
g(±) + 
2
2
)
− n0g(±) ≤ −
2
2
+ C1
3 − n0g(±δ) for  ∈ [0, δ],
where −n0g(±) ≤ −n0g(±δ) follows from the monotonicity of g on the intervals [−δ, 0] and [0, δ].
If we set  = n−
5
12 , then for large enough n
e(n−n0)g(±n
− 5
12 ) ≤ exp
(
−n
1
6
2
+ C1n
− 14 − n0g(±δ)
)
∈ O(e−n
1
6
2 ).
Applying the inequality in eq. (33), where we also set  = n−
5
12 , gives,
I(n) =
√
n
2pi
∫ n− 512
−n− 512
f(x)eng(x)dx+O(√ne−n
1
6
2 ),(34)
where the O refers, as in the rest of the proof, to the limit n → ∞. Observe that we managed to
approximate I(n) up to an exponentially small contribution without using the information of the
domain D. Instead of  = n−
5
12 , we also could have chosen  = n−γ with any 13 < γ <
1
2 .
The second step of Laplace’s method is to interpret the integrand as a Gaussian kernel times the
function
A(x, n) := f(x)e
n
(
g(x)+ x
2
2
)
,
which we may expand as a power series, because it is analytic in x and entire in n,
A(x, n) =
∞∑
k=0
b k3 c∑
`=0
ak,`n
`xk.
This expansion is convergent for all x ∈ [−δ, δ] if we choose δ sufficiently small. The sum over ` is
bounded, because g(x) + x
2
2 = αx
3 + ‘higher order terms’. As A(x, n) is analytic in x and n, there
exists a constant C2 ∈ R such that |ak,`| ≤ Ck+`2 for all k, ` ≥ 0. We will truncate the power series
expansion of A at some finite order K ≥ 0 in x. The remainder can be estimated uniformly for n
sufficiently large and x ∈ [−n− 512 , n− 512 ]:∣∣∣∣∣∣f(x)en
(
g(x)+ x
2
2
)
−
K−1∑
k=0
b k3 c∑
`=0
ak,`n
`xk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∞∑
k=K
b k3 c∑
`=0
ak,`n
`xk
∣∣∣∣∣∣ ≤ |x|K
∞∑
k=0
b k+K3 c∑
`=0
Ck+K+`2 n
`|x|k
≤ |x|K
∞∑
k=0
k +K
3
C
k+K+ k+K3
2 n
k+K
3 n−
5
12k = |x|KC 43K2 n
K
3
∞∑
k=0
k +K
3
(
n
C162
)− 112k
≤ C3nK3 |x|K .
This estimate only makes sense when n > C162 , which we may require. The constant C3 is chosen
appropriately independent of x and n. With K = 6R, we get the following estimate for integrals
from this,√
n
2pi
∣∣∣∣∣∣
∫ n− 512
−n− 512
f(x)eng(x) − e−n x22 6R−1∑
k=0
b k3 c∑
`=0
ak,`n
`xk
 dx
∣∣∣∣∣∣ ≤ C3n2R
√
n
2pi
∫ n− 512
−n− 512
e−n
x2
2 x6Rdx
≤ C3n2R
√
n
2pi
∫ −∞
−∞
e−n
x2
2 x6Rdx ≤ C3(6R− 1)!!n−R for all R ≥ 0,
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where the Gaussian integral from eq. (32) was used in the last step. Together with eq. (34) and
O(√ne−n1/6/2) ⊂ O(n−R) this implies that
I(n) =
6R−1∑
k=0
b k3 c∑
`=0
ak,`n
`
√
n
2pi
∫ n− 512
−n− 512
e−n
x2
2 xkdx+O(n−R) for all R ≥ 0.(35)
The remaining task is to get rid of the finite integration bounds to recover a full Gaussian integral.
We need another bound for the remainder,
rk(n, ) :=
√
n
2pi
∣∣∣∣∫ ∞−∞ e−n x22 x2kdx−
∫ 
−
e−n
x2
2 x2kdx
∣∣∣∣
=
√
n
2pi
(∫ −
−∞
e−n
x2
2 x2kdx+
∫ ∞

e−n
x2
2 x2kdx
)
= 2
√
n
2pi
∫ ∞
0
e−n
(x+)2
2 (x+ )
2k
dx = 2e−n
2
2
√
n
2pi
∫ ∞
0
e−n
x2
2 −nx (x+ )2k dx.
The function e−nx (x+ )2k is bounded for x ∈ [−,∞] and has its right most local maximum at
x = 2kn − . As long as 2k ≤ 2n, this maximum lies on or on the left of the origin and the function
decreases monotonically for x ∈ [0,∞). Therefore,
rk(n, ) ≤ 2e−n 
2
2 2k
√
n
2pi
∫ ∞
0
e−n
x2
2 dx = e−n
2
2 2k for all , n and k such that 2k ≤ 2n.
Specifically, with  = n−
5
12 , we get rk(n, n−
5
12 ) ∈ O(e− 12n
1
6 ) ⊂ O(n−R). Applying this to eq. (35)
finally gives,
I(n) =
6R−1∑
k=0
b k3 c∑
`=0
ak,`n
`
√
n
2pi
∫ ∞
−∞
e−n
x2
2 xkdx+O(n−R) for all R ≥ 0,
which can be rewritten as eqs. (30) and (31), by substituting the definition of A(x, n), by using
the Gaussian integral from eq. (32), by realizing that only every second term in the sum over k
contributes, by using the notation from Definition 7.1 and the coefficient extraction operator. 
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