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Abstract
A global stability analysis of a Falkner–Skan–Cooke boundary layer with distributed three-dimensional surface roughness is per-
formed using high-order direct numerical simulations. Computations have been performed for diﬀerent sizes of the roughness
elements, and a time-stepping method has been used to ﬁnd the instability modes. The study shows that a critical roughness height
beyond which a global instability is excited does exist. Furthermore, the origins of this instability is examined by means of an
energy analysis, which reveals the production and dissipation terms responsible for the instability, as well as the region in space
where the instability originates.
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1. Introduction
Due to its importance for modern airplanes, laminar-turbulent transition on swept wings has received a lot of
attention during the last decades. In brief, swept wing boundary-layer ﬂows are fully three-dimensional and are
unstable to both crossﬂow (CF) and Tollmien–Schlichting (TS) waves. The crossﬂow instability is due to the existence
of an inﬂectional velocity proﬁle in direction normal to the outer streamline.
At low levels of free-stream turbulence such as at free ﬂight conditions, the instability of the three-dimensional
ﬂows is known to be dominated by stationary CF vortices. These vortices are triggered by surface roughness1,2 and
are found to be convectively unstable.3 They break down to turbulence through a secondary instability mechanism.4,5,6
However, it is known that for suﬃciently large roughness elements transition location moves into the vicinity of the
elements.7,8 This happens in both two- and three-dimensional boundary-layer ﬂows. The critical size of the elements
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are usually deﬁned through a Reynolds number based on the height of the element and the velocity of the undisturbed
ﬂow at that height.
Recent direct numerical simulations (DNS) suggest that, as the roughness size is increased, the aforementioned
convective character of the instability may change into a global instability. This means that the ﬂow no longer acts
as a noise ampliﬁer but as an oscillator. A similar phenomena has also been observed in numerical studies of two-
dimensional boundary layers (also presented at the current symposium). To date, the mechanisms behind this ﬂow
behavior is not well understood and hence, the aim of the present work is to study this issue for a Falkner–Skan-Cooke
(FSC) boundary layer ﬂow in more depth.
2. Flow case and methodology
The ﬂow under consideration is an accelerating FSC boundary layer (see Appendix A.1) characterized by free-
stream velocities U∞ = (1 + x/x0)m, W∞ = W0. Here, m = 0.34207 and W0 = 1.442. All distances and velocities are
non-dimensionalized by the displacement thickness (δ∗0) and streamwise free-stream velocity in the beginning of the
domain, respectively.
The roughness element is placed in the beginning of the domain (distance 20.59 from the inlet) and introduced by
an immersed boundary method (IBM).9 The speciﬁc roughness implementation is chosen to be a direct volume force,
which consists of a region with constant force amplitude (height k and radius r0) that is surrounded by a smoothing
region, where the amplitude decreases to zero. The details of the force distribution are given in Appendix A.2. In this
study, two roughness elements with diﬀerent heights (k = 0.8, k = 1.1) but the same diameter (r0 = 3) are considered.
The smaller roughness gives rise to a stable ﬂow response while the ﬂow in presence of the larger element is unstable
(see Fig. 1). As such, these roughness elements hereafter will be referred to as sub- and super-critical roughness with
respect to the global stability of the ﬂow.
The DNS are performed using the spectral-element code Nek5000.10 To enforce the correct acceleration of the
ﬂow, a modiﬁed stress-free condition is used along the free-stream boundary, where the horizontal velocity com-
ponents are prescribed as u(x, ytop) = U∞(x), w(x, ytop) = W∞, together with a condition for the ambient pressure,
pa = (1/Reδ∗0 )∂v f sc/∂y − p. At the outﬂow, the conditions (1/Reδ∗0 )∂u f sc/∂x − p = pa and (1/Reδ∗0 )∂v f sc/∂x = 0 are
applied together with a sponge function that forces the ﬂow to the FSC-solution in the nonlinear runs (and perturba-
tions to zero in the linear stability analysis). Here, the subscript fsc refers to the velocities given by FSC similarity
solutions. The pressure p, which is assumed to be constant throughout the boundary layer by the boundary-layer
approximation, is evaluated with the Bernoulli equation in the free-stream. Periodicity is assumed in the spanwise
direction, and at the inﬂow the undisturbed laminar FSC solution is prescribed. The size of the numerical domain is
400 × 20 × 25.14 and is discretized with about 96 · 106 non-equally spaced gridpoints.
For the stability analysis, the ﬂow ﬁeld is decomposed into a steady baseﬂow and an unsteady perturbation. The
linear eigenmodes are computed for steady-state solutions to Navier–Stokes, which are obtained with the selective
frequency damping (SFD)11 technique. The dynamics of the perturbation is analyzed by undertaking a linear global
mode ansatz, u′ = u˜(x, y, z)e−iωt, in which u˜ represents the global eigenfunction and ω denotes the complex frequency
whose imaginary and real part indicate the growth rate and frequency of the perturbation, respectively. Due to the size
of the computational mesh and limitations in memory, the eigenpairs of the governing operator cannot be solved di-
rectly. Instead, these are approximated using an iterative time-stepping method12, in which Nek5000 and ARPACK13
are used to generate a set of widely separated Krylov vectors (ﬂow ﬁelds). The Krylov vectors are then orthogonalized
to span a low-rank subspace into which the timestepping operator may be projected and the most dominant eigenpairs
be extracted.13
3. Results and Conclusions
The IBM used to model the roughness elements is found to be of suﬃcient accuracy and numerical eﬃciency. The
surrounding ﬂow ﬁeld is shown in Fig. 2 and clearly the roughness force damps the velocity by orders of magnitude
inside the roughness element.
Fig. 1 shows the ﬂow ﬁeld behind the two roughness elements. In the case of the smaller one with k = 0.8, no
transition is observed, while for k = 1.1, ﬂow transition occurs halfway through the domain. A close-up on the
194   Mattias Brynjell-Rahkola et al. /  Procedia IUTAM  14 ( 2015 )  192 – 200 
(a) Sub-critical roughness.
(b) Super-critical roughness.
Fig. 1: Instantaneous ﬂow ﬁelds from non-linear DNS. Contours of streamwise velocity u = 0.3 (gray), and vortical
structures extracted via λ2 = −0.05 (red).
(a) View in the xz-plane at y = 0.4. (b) View in the xy-plane at z = 0.0.
Fig. 2: Surface roughness. Velocity magnitude in the near-ﬁeld roughness region (logarithmic scaling).
transition region (Fig. 3b) shows a breakdown similar to that observed in secondary instabilities of CF vortices.3
Also, the frequency recorded by a probe located in the roughness wake (Fig. 3a) is rather close to the frequency of the
secondary instability found by Ho¨gberg and Henningson4 for the same ﬂow parameters.
The study of the eigenvalue spectra (Fig. 4) for the two roughness cases shows no isolated eigenvalues, but a con-
tinuous eigenvalue branch for both cases. Furthermore, the 50 leading eigenmodes of the super-critical roughness
turn out to be unstable, while the corresponding eigenmodes for the sub-critical roughness are, as expected, stable.
Examination of the eigenfunctions for the two cases reveals that the 50 most dominant eigenmodes are high-frequency
z-modes (Fig. 5a), which are aligned with the frontal region of the CF vortices and mainly driven by shear-layers in
z-direction.5 These modes also resemble the shape of the secondary instabilities observed by Ho¨gberg and Henning-
son.4 Taken together, these ﬁndings imply that the family of modes seen to cause transition in the case of secondary
instabilities, also are responsible for transition in the globally unstable case. Another important observation from Figs.
1 and 4 is that the onset of global instability occurs well below the eﬀective roughness8, for which the transition front
moves upstream into the roughness wake. Lastly, close examination of the eigenfunctions in the near-ﬁeld roughness
region (Fig. 5b) shows that the eigenfunctions do not lie along either of the vortex legs that originate from the horse-
shoe vortex surrounding the roughness element, but along the shear layers of the wake that develop from the upper
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(a) Frequency spectra of a probe placed 25.41 from
the roughness center. The frequency peak at 0.913
is comparable with 0.957 measured by Ho¨gberg and
Henningson. 4
(b) Close-up of the breakdown region of the super-
critical roughness case. Contour-levels according to
Fig. 1.
Fig. 3: Details extracted from non-linear DNS.
Fig. 4: Eigenvalue spectra. The most unstable mode of the super-critical roughness is marked with a triangle.
edge of the roughness. In addition, although not shown in Fig. 5, the eigenfunctions are conﬁned to mainly two spatial
regions. The ﬁrst is initiated in the upstream part of the domain (behind the roughness), reaching its maximum around
a quarter of the domain, from where it decays towards the middle of the domain, where the second region begins that
grows up until the end of the considered domain.
Since the eigenfunctions of the two cases qualitatively resemble each other, the question of fundamental diﬀerence
between the stable and unstable conﬁguration arises, as well as the root of the global instability. In order to address
these questions, a global energy analysis similar to the one performed by Malik et al.5 within a local frame of reference
is performed. To derive this, the linearized Navier–Stokes equations,
∂u
∂t
= −(U · ∇)u − (u · ∇)U − ∇p + 1
Reδ∗0
∇2u + f (1)
are multiplied with the perturbation velocity and integrated over the volume surrounding the roughness and roughness
wake, as this region is assumed to support the critical shear layers responsible for the onset of instability. The result
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(a) Downstream view in xy-plane at z = 0. Pseudocolor of eigenfunction and contours of baseﬂow (white).
(b) Upstream view of the roughness showing the location of the eigenfunction. Contour levels of the eigenfunction at 10−8 (red),
10−7 (green) and 10−6 (blue), and streamwise baseﬂow contour u = 0.3 (gray).
Fig. 5: Modulus of the eigenfunction of the most unstable mode for the super-critical roughness (marked with triangle
in Fig. 4).
is an equation expressing the growth rate of a given eigenmode as a sum of various energy terms,
ωi =
1
EΩ
∫
Ω
(P − ε + F + C + Π +D) dΩ, (2)
where Ω represents the volume of integration. In equation (2), the three last terms (C, Π, D) are related to energy
transport due to advection, pressure and diﬀusion, respectively, and hence do not contribute neither to creation nor
destruction of energy (see Schmid and Henningson14). Also, the force term, F , can be neglected since the sponge
region is excluded from the domain of integration. Remaining are the production terms, P, and dissipation terms, ε,
reading
P = −
(
u˜rku˜
r
j
∂Uk
∂x j
+ u˜iku˜
i
j
∂Uk
∂x j
)
, ε =
1
Reδ∗0
⎡⎢⎢⎢⎢⎢⎢⎣
(
∂u˜rk
∂x j
)2
+
⎛⎜⎜⎜⎜⎝∂u˜ik
∂x j
⎞⎟⎟⎟⎟⎠2
⎤⎥⎥⎥⎥⎥⎥⎦ . (3)
The various production mechanisms are plotted against frequency in Fig. 6. Comparing the production mecha-
nisms for the two cases, it can be observed that a number of production terms switches sign in the stable case,
i.e. −(w˜ru˜r + w˜iu˜i)∂W/∂x, −(u˜rw˜r + u˜iw˜i)∂U/∂z, −(w˜rw˜r + w˜iw˜i)∂W/∂z, as opposed to the corresponding terms in the
unstable case. Another observation is that the magnitude of the term −(w˜rw˜r + w˜iw˜i)∂W/∂z changes one order (and
for some modes also the sign) as the ﬂow becomes globally unstable. Comparison of the dissipation mechanisms
on the other hand (Fig. 7), shows overall lower levels of dissipation for the unstable case than for the stable case.
Most noticeably however, the term (1/Reδ∗0 )[(∂w˜
r/∂x)2 + (∂w˜i/∂x)2] is seen to drop drastically between the stable and
unstable cases. It should also be mentioned that in addition to changes in the production and dissipation terms, there
are also changes in some of the transport terms as the ﬂow becomes unstable. These changes are most evident in
the advective transport terms [w˜r(∂w˜r/∂z)+ w˜i(∂w˜i/∂z)]W, [w˜r(∂w˜r/∂x)+ w˜i(∂w˜i/∂x)]U, the pressure transport terms
v˜r(∂p˜r/∂y) + v˜i(∂p˜i/∂y), w˜r(∂p˜r/∂z) + w˜i(∂p˜i/∂z) and the diﬀusive term w˜r(∂2w˜r/∂x2) + w˜i(∂2w˜i/∂x2). Closer study
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of the total integrand of equation (2) shows a region of damping and growth in the roughness wakes of the stable and
unstable cases respectively. These regions occupy the same region in space as the eigenfunctions (compare Figs. 5b
and 8), namely the shear layers of the vortex structure developing from the top of the roughness. This result again
indicates that the root of the global instability is not related to the vortex whirls induced by the horseshoe-vortex
surrounding the roughness but to the shear layers within the wake.
(a) Sub-critical roughness. (b) Super-critical roughness.
Fig. 6: Production terms plotted against frequency. () −(w˜ru˜r + w˜iu˜i)∂W/∂x, (◦) −(u˜rv˜r + u˜iv˜i)∂U/∂y, () −(w˜rv˜r +
w˜iv˜i)∂W/∂y, (	) −(u˜rw˜r + u˜iw˜i)∂U/∂z, (×) −(w˜rw˜r + w˜iw˜i)∂W/∂z, (−) other.
(a) Sub-critical roughness. (b) Super-critical roughness.
Fig. 7: Dissipation terms plotted against frequency. () (1/Reδ∗0 )[(∂u˜
r/∂x)2 + (∂u˜i/∂x)2], (◦) (1/Reδ∗0 )[(∂w˜r/∂x)2 +
(∂w˜i/∂x)2], () (1/Reδ∗0 )[(∂u˜r/∂y)2 + (∂u˜i/∂y)2], (	) (1/Reδ∗0 )[(∂w˜r/∂y)2 + (∂w˜i/∂y)2], (×) (1/Reδ∗0 )[(∂w˜r/∂z)2 +
(∂w˜i/∂z)2], (−) other.
In light of this, a new interpretation of the transition scenario for FSC boundary layers in low disturbance envi-
ronments may be proposed. For low roughness heights, perturbations introduced by the roughness element will be
damped in the immediate roughness wake, leaving steady CF vortices that act as noise ampliﬁers and break down
to turbulence by secondary instability. However, as the roughness amplitude increases, disturbances introduced in
the roughness wake no longer decay, due to changes in the balance of the terms in the energy equation, but grow
exponentially in time. For the ﬂow parameters and roughness elements investigated, the most dominant eigenmodes
turned out to be z-modes regardless of roughness height. This suggests that these modes are the most dangerous ones
and hence most important to damp/control for successful transition delay.
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(a) Least stable mode, sub-critical roughness. Con-
tour level −10−7 (blue).
(b) Most unstable mode, super-critical roughness.
Contour level 10−7 (red).
Fig. 8: Growth rate per volume (total integrand of equation (2)). Streamwise baseﬂow contour at u = 0.3 shown in
gray.
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Appendix A.
A.1. FSC boundary layer equations
The free-stream velocity distributions for the current accelerating boundary layer read
U∗∞ = U
∗
0
(
x∗/x∗0
)m
, W∗∞ = W
∗
0 . (A.1)
Upon deﬁning a wall-normal dimensionless coordinate η and a stream function ψ∗,
η = y∗
√
m + 1
2
U∗∞
νx∗
, ψ∗ =
√
2
m + 1
x∗U∗∞ν f (η), u∗ =
∂ψ∗
∂y∗
, v∗ = −∂ψ
∗
∂x∗
, (A.2)
the Prandtl’s boundary layer equations15 can be reduced to the Falkner–Skan–Cooke16,17 boundary layer equations
f ′′′ + f f ′′ + βH(1 − f ′2) = 0, g′′ + f g′ = 0, (A.3)
where βH = 2m/(m + 1). The associated boundary conditions are
f = f ′ = g = 0 at η = 0, f ′ → 1, g→ 1 as η→ ∞. (A.4)
These equations are solved with e.g. a shooting method, using Newton–Raphson and integration by fourth-order
Runge–Kutta. The ﬁnal velocity components of the ﬂow read
u = U∞ f ′, v =
1
2
√
2
m + 1
U∞
x
1
Reδ∗0
[
(1 − m) f ′η − (1 + m) f ] , w = W∞g. (A.5)
The ﬂow parameters used in this study correspond to those of Ho¨gberg and Henningson4 and are given in Table A.1 .
A.2. Roughness implementation
The roughness force is deﬁned as −Aχ(r, y)u(x, t) f (t), where A is the amplitude of the force, χ(r, y) is a mask
function deﬁning the shape and location of the roughness, and f (t) is a function used to smoothen the force in time.
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Table A.1: Flow parameters.
Variable Notation Value
Reynolds number Reδ∗0 337.9
Spanwise free-stream velocity W0 1.442
Acceleration parameter m 0.34207
Location of inﬂow from the leading edge x0 354.0
The explicit expressions for these terms are
χ(r, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, y ≥ (k + s), r ≥ (r0 + s)
0.52
[
1 + cos
(
r−r0
s π
)] [
1 + cos
(
y−k
s π
)]
k < y < (k + s), r0 < r < (r0 + s)
0.5
[
1 + cos
(
r−r0
s π
)]
, y ≤ k, r0 < r < (r0 + s)
0.5
[
1 + cos
(
y−k
s π
)]
, k < y < (k + s), r ≤ r0
1, y ≤ k, r ≤ r0,
(A.6)
f (t) = S (−t/tscale), S (x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, x ≤ 0
1/
[
1 + exp
(
1
x−1 +
1
x
)]
, 0 < x < 1
1, x ≥ 1.
(A.7)
The numerical values of the parameters are listed below in Table A.2.
Table A.2: Roughness parameters.
Variable Notation Value
Amplitude A 50
Radius r0 3
Height k {0.8, 1.1}
Smoothing width s 0.4
Roughness center, x - 20.59
Roughness center, z - 0.0
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