INTRODUCTION
If a subcode of the second order Reed-Muller code of length 2 ~ has minimum distance 2 ~-~-2 (1/2)~-~ then it has at most 2 2~ words. A generalized Kerdock code is defined to be such a subcode in which this maximum is attained. Such codes were first constructed by Kerdock [7] . His codes are extended cyclic codes, in the sense that there is an automorphism of order 2" -1 fixing one coordinate and cyclically permuting the remaining ones. In this note we will construct a large number of cyclic generalized Kerdock codes: THEOREM 1. If n --1 is odd and composite, then there are more than 2 tl/2)v/~ pairwise inequivalent extended cyclic generalized Kerdock codes of length 2 n.
For the same values of n, we will also construct more than 2 (1/2)x/~ pairwise inequivalent generalized Kerdock codes of length 2" which are not extended cyclic.
There is a well-known formal duality between Kerdock codes and Preparata codes: their weight-enumerators are related in the same manner as are those of a linear code and its dual [5; 8, p. 468 ]. However, the weight enumerators of all generalized Kerdock codes of length 2 n coincide [8, p. 668] , which suggests that the aforementioned apparent relationship is merely a coincidence. It should be noted that fewer than n "generalized Preparata codes" of length 2" are presently known [1, 6] .
All generalized Kerdock codes also have design-theoretic properties in common. The codewords of each weight in such a code form a 3-design [8, pp. 162, 461] .
This article can be regarded as a continuation of [4, 5] : several results found near the beginning of those articles will be used. However, in order to prove Theorem 1 only rough estimates will be required, instead of the precise discussions of equivalence found in those articles.
KERDOCK SETS
A binary Kerdock set ~/' is a set of 2 "-~ binary skew symmetric n × n matrices, each having zero diagonal, such that the sum of any two is nonsingular. Clearly, n must be even. We will always assume that 0 C~'.
Corresponding (iii) This is immediate in view of (ii).
LEMMA 2. Let ,,/U. and 3~/'' be Kerdock sets of n × n matrices. Then C(~) and C(J/") are equivalent if and only if there is a nonsingular n × n matrix A such that the transformation M ~ AMA t sends JU to ~'.
Proof. Let g: C(~U)~ C(~.~') be an equivalence. Since g sends C O to itself, g is induced by an affine transformation of Z~. By Lemma l(ii), we may assume that g has the form v --, vA -1 for some nonsingular matrix A -1 Let M = (/tij) E ~U, and write A = (aij). If (xi) E C(JS) and QM((xi)) = 0, set (Yi)= (xi) A-l and compute as follows. Define the quadratic form Q on Z~ n by Q((xi) ) = ~,n_l XlXi+ n. A vector (xi) is singular if Q((xi) ) = 0. Let E be the n-space in 2~ n defined by x i = 0 for i> n; similarly, let F be defined by xi=0 for i~< n. Then Q(E)= Q(F) = 0: these are totally singular (t.s.) n-spaces.
Let ~,U be any Kerdock set of n × n matrices, and define 5~(J ') as follows:
Then ~(~') is an orthogonal spread: a family of 2" 1 + 1 t.s. n-spaces such that every nonzero singular vector is in exactly one of them In order to prove Theorem 1, we can now ignore codes and focus on spreads. Thus, Theorem 1 is an immediate consequence of the next result (for q = 2).
THEOREM 2. If q is even and n-1 is odd and composite, then an .Q + (2n, q) space has more than qll/2)'/~ pairwise inequivalent spreads each oJ which admits an orthogonal automorphism fixing two members and cyclically permuting the remaining ones.
Here, an S'2+(2n, q) space is (up to a change of coordinates) the vector space For further background, see [4, 5] . Proof Fix y, and let V, z and g* be as above. There is a prime r[q me --1 such that r~'2 i -1 whenever 1 < 2 i < qem [9] . Let (h) be a Sylow r-subgroup of (g*). Then (h) is also a Sylow r-subgroup of FO+(2me + 2, q). Since h induces the identity on both z and V/z l, there is a 2-space Z in V on which h induces the identity. Then h acts on Z±/(Z ~ ZX); using the order of h, we find that Z ~ Z z = 0 and Z consists of all vectors fixed by h. Let G consist of all elements of FO + (2me + 2, q) preserving S y. Now consider two further choices y' and y" such that Z(y) e, 2~(y') ~ and Z(y") e are pairwise inequivalent but such that Z "y is equivalent to both S y' and £Y". Define V', z', h', Z', G' and V", z", Z" in the obvious manner. We may assume that V= V' = V". Let ~0, ~, C FO+(2me + 2, q), where (XY') ~ = Z y and (XY") ° = X y.
GF(q) 2" equipped with the quadratic form Q((xi))=~7= ~ xix,+ i. A vector (xi) or 1-space ((xi)) is called singular if Q((xi) ) = 0 and nonsingular otherwise; and a subspace E is again called t.s. if Q(E)
Clearly, G'°= G and (h') is a Sylow r-subgroup of G. Thus, we may assume that h'O=h. Then Z"°=Z.
Similarly, we may assume that Z "° = Z.
The points z, z '~ and z 1. are all different. For example, if z'°= z "° then ~0~ -1 sends ZY'(z ') to ZY"(z'), whereas X(y') e and Z(y") e are inequivalent.
Thus, if we leave y fixed and vary y', there are at most q possibilities for z '~. This proves the lemma, and completes the proof of Theorems 1 and 2.
