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A modal logic which can be used to formally reason about synchronous fixed connection 
multiprocess networks such as of VLSI is introduced. The logic has both temporal and spatial 
modal operators. The various temporal modal operators can be used to relate the properties of 
the current state of a given process with properties of succeeding states of the same process. 
The spatial modal operators are useful to relate the properties of the current state of a given 
process with properties of the current state of neighboring processes. Many interesting 
properties of multiprocessor networks can be elegantly expressed in our logic. Examples of the 
diverse applications of the logic to packet routing, firing squad problems, systolic algorithms, 
and distributed system are given. Also some results in the decidability and complexity issues 
of this logic are presented. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
One of the fundamental models of parallel computation is a collection of 
synchronous processors with fixed interconnections. The iterative linearly connected, 
mesh connected, and multidimensional arrays of [8] and [3], the shuffle exchange 
networks of [ 151, the ultracomputer of [ 121, and the cube connected cycle networks 
of [lo] are some such examples. 
Parallel algorithms for such networks are difftcult to formally describe and prove 
correct. For example, the systolic algorithms of [ 161 are not formally proved correct 
in that paper, instead informal “picture proofs” are presented. 
An informal description of a program or algorithm for a fixed connection network 
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would likely make reference to the spatial relationships between neighboring 
processes and properties holding for all processes, as well as the transformations over 
time. Indeed, natural English allows expression of spatial modal operators such as 
“everywhere,” “somewhere, ” “across such and such connection,” as well as temporal 
modal operators such as “until,” “eventually,” “hereafter,” and “next time.” 
However, natural English cannot suffice for formal semantics. This paper proposes a 
formal logic allowing use of these modal operators in the context of a fixed 
connection network. 
Previous program logics contained only temporal modal operators [9], [ 71 or 
modal operators for the effect of program statements [4]. Especially, temporal logic 
has been used to reason about parallel programs; however, it is impractical to use 
this logic to reason about large numbers of processes operating synchronously and 
communicating through fixed connections. Our use of spatial as well as temporal 
modal operators is a new idea. (Note: Our spatial modal operators differ in an 
essential way from the modal operators of dynamic logic; see Section 2.3.) This 
combination of temporal and spatial modal operators allows us to formally reason 
about computations on networks with complex connections. Indeed, one can view our 
logic as multidimensional temporal logic. 
The contribution of this paper is more than simply the definition of logic. We also 
describe different applications and present certain decidability and complexity results. 
Section 2 defines the logic. Section 3 describes applications of our logic to routing 
on shume exchange network, to the firing squad problem on a linear array, and to 
systolic computation on arrays. We also show how some interesting properties in 
distributed systems can be expressed in our logic. Section 4 investigates the problem 
of testing validity of formulae in our logic. We prove that the set of valid formulae is 
n:-complete. In practice we are many times interested in deciding validity over 
models on a given network. We show that this problem is PSPACE-complete. 
Section 5 gives the coclusions. 
2. DEFINITIONS 
2.1. syntax 
The symbols in our logic are atomic propositions drawn from a set Sg, the 
propositional connectives 7, A, the temporal modalities hereqfer, eventually, 
nexttime, until, spatial modalities somewhere, everywhere and symbols called links 
drawn from a set L. 
The set of formulae c5r is the minimal set containing Sg and such that iffr , fi E F 
then the following strings enclosed in parentheses are also in X: f, A f2, -fl, even- 
tualIy fi, hereafter fi, fi until f2, nexttime f,, somewhere f,, everywhere f,, V; for 
each link I E L. We also use the symbols V, 3 so that (Jr V fJ is an abbreviation for 
-(-& A Jf2) and ti =fi) is an abbreviation for (--Jr V f2). We avoid parentheses 
whenever the implied parsing of the formula is understood from the context. 
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2.2. Networks 
A network is a pair G = (P, E), where P is a countable set of elements called 
processes and E: L x P -+ P is a partial mapping. Intuitively, for each process p E P 
and link 1 E L, E(Z,p) if defined, is the process connected to p by link 1. 
2.3. Semantics 
A model M (with network G) is a 4-tuple (G, S, Y, A), where 
(i) G = (P, E) is a network, 
(ii) S is a set of states, 
(iii) !?C S -+ 2Fo associates with each state the set of atomic propositions true 
in that state, 
(iv) A: P-+ S” associates a w-sequence of states with each process. 
We require that for p # q there is no state appearing both in A(p) and A(q). We 
denote the ith state in A(p) by s~,~. We extend E to the domain L * such that 
E(e,p) =p and E(1, a l,, P) = E(l,, E(Z,,p)), where E is the empty string. An inter- 
pretation is a triple (~7, p, i), where M is a model, p is a process and i is a 
nonnegative integer. We define the F relation inductively. This relation denotes the 
truth of a formula in an interpretation. 
A, p, i k F, where F is an atomic proposition iff F E Y(s,,J; 
~,p,i~f,Af,iff~,p,i~f,and~,p,i~f*; 
M,p, i t= -fl iffM,p, i + fi ; 
M,p, ib nexttime f, iff J,p, i + 1 l=fi; 
J,p, it= eventually fi iff 3k 2 i such that A, p, k k f, ; 
A, p, i I= hereafter f, iff Vk > i, &, p, k k fi ; 
M,p, ikf, untilJ; iff 3k> isuch thatJ,p, kbf2 
andVj,i<j<kM,p,j+f,; 
M,p,il=vIf, iffE(Z,p)isdefinedandJ,q,iFf,,whereq=E(I,p); 
JY, p, i K somewhere fl iff 3a E L * such that E(a, p) is defined 
and M, q, i, k f, , where q = E(a, p); 
M,p, i b everywheref, iff Va E L* (E(a,p) is defined *A, q, ib fi 
where q = E(a, p)). 
Note the following identities: 
hereafter f, s 7 even &ally (-f, ), 
eventuallyf, E True untilf,, 
everywhere f, E 7 somewhere (-fl). 
We can also define a model in a different way which is more in the style of PDL 
structures. We give a brief description of this definition below. 
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A model M is a triple (S, Y, A), where 
(i) S is a set of states, 
(ii) !R S -+ 2=O, 
(iii) A: (L U {nexttime}) -+ (S -+ S) is a mapping such that A(nexttime) is a 
total function, A(l) is a partial function and A(nexttime) - A(l) = A(l) . A(nexttime) for 
each 1 E L. 
We extend A as a partial mapping to the domain (L U {nexttime})* so that 
A@, . EJ = A@,) . A&). In addition to the above conditions we require a model to 
satisfy the following condition: 
(iv) For s, # s2 if A (nexttime) (si) = A (nexttime) then for some i > 1, 
A(nexttime’)(s,) = s2 or A (nextime’)(s,) = s,. 
We define two states s, s’ to be nexttime equivalent if for some i > 0, 
A(nexttime’)(s’) = s or A(nexttime’)(s) = s’. It is easily seen that the relation 
“nexttime equivalent” is an equivalence relation. We let n(s) denote the nexttime 
equivalence class of s. Intuitively, ZZ(s) denotes the set of states of a process, and the 
sequence of states given by A (nexttime’) for i > 0, represents the computation of 
the process starting in state s. Whenever there is no confusion we let ZZ(s) also denote 
the corresponding process. If A(I)(s) = s’ then we say that process n(s) is connected 
to n(s’) by the link 1. We also place the following additional requirement on a model. 
(v) Every n(s) has a starting point, that is for each n(s) there exists a 
s’ E n(s) such that for all t E n(s) t = A (nexttime’) for some i > 0. 
Using these definitions it is easily seen how we can go from these type of models to 
the previously defined models and vice versa. Hereafter we only consider our first 
definition of a model. 
We say that a formula f is satisj%zble if there exists a model J such that 
M,p, i +f for an i > 0 and a process p in the network of J. A formulaf is said to 
be valid iffis true in all interpretations. 
2.4. Extensions to a First Order Logic 
The first order version of this logic consists of the additional symbols like local 
variables, global variables, constant symbols, function and relation symbols, and the 
universal quantifier V. A term is defined as in the case of first order predicate 
calculus. An atomic formula is an atomic proposition or of the form Rt, t, -.. t,, 
where R is k-ary relation symbol (R can be equality in which case k = 2) and t,, 
t, *** tk are terms. The additional requirement for the set of formulae is that if f is a 
formula and x is a global variable so is Vx(f). A model M is a 4-tuple (Z, G, S, A), 
where Z = (D, a, p) in which D is a countable domain in which the variables take 
values, a interprets the relation and function symbols, /I is a mapping associating with 
each global variable and constant symbol a value from the domain; S is the set of 
states where each state is a mapping that associates a truth value to each atomic 
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proposition and a value from D with each local variable; G, A are the same as in the 
propositional case. 
An interpretation is a triple (A, p, i), where M is a model, p is a process in the 
network of G and i > 0. Truth of a formula in an interpretation is defined analogous 
to the corresponding definitions for propositional version of the logic with 
appropriate modifications, with the following additional definition: (M,p, i) b Vxf iff 
for each c E D(d’,p, i) Ff where _P is exactly same as J except that the global 
variable x is given the value c in MC. Satisfiability and validity of formulae are 
defined as usual. 
3. APPLICATIONS 
This section gives some examples of the use of our logic to various multiprocess 
network applications. 
3.1. Routing on a Shufle-Exchange Network 
A shuffle-exchange network G is a pair (P, E), where P = (0, 1 }” and 
E: {exchange, shufle} x P --t P 
is defined as follows: 
E(exchange, (a,_l, a,_,, . . . . a,)) = (a,_,, an_2,..., Co), 
E(shufle, (a,_,, an_2,..., a,)) = (ao, a,_,,..., a,), 
for all a,_,, a,_, ,..., a, E (0, 1 }. Intuitively, the exchange edge connects processes p, 
and p2 if all the bits of p1 and pz are the same excepting the least significant bits 
which are distinct. The shuffle edge connects two processes p, and pz, if p2 is 
obtained by one cyclic shift of bits in p,. 
The routing problem in this network is to route a packet present at some process to 
a given destination traversing only along the shuffle and exchange edges. 
We capture the name of a process by the atomic propositions A ,,_ 1, A ,, _ z ,..., A o. 
The formulaf, asserts that the name of a process is invariant over time; 
fO = o <CC n (hereafter A i V hereafter 4 i), 
f, , f2 assert that exchange and shume edges are properly connected. 
f, = A (Ai e, exchange Ai) A A, cf exchange -+I,,, 
I(i<n 
f2= A (AioshumeA,i-I)modn). 
O<i<n 
The presence of the packet at any process will be indicated by the atomic 
proposition X, and the destination by the atomic propositions D, _ , , D, _ z ,..., Do. We 
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assume that the name of the destination travels with the message. Let g, assert that X 
is true in at most one place. It is not difficult to see that this can be expressed easily. 
g, =X3 
[ 
A (Di 3 hereafter everywhere (X 3 Di)) 
O<i<n 
A (4 i 3 hereqfter everywhere (X I-Oi)) 
1 
asserts that the name of the destination process travels with the packet. 
g, = X 3 nexttime (X V (shufJle X) V exchange X) 
asserts that the packet travels along shuttle or exchange edges only. 
The main correctness property is g, which asserts that the packet reaches its 
destination eventually 
g, = eventually somewhere (iA o,ion_, tAiwDi)) * 
. 
Let r be a formula which describes the actual routing algorithm. Then (hereafter 
everywhere (r A f, A f, A f2 A go A g, A gz)) =I g, is a valid formula iff the algorithm 
correctly routes packets. 
Next we describe a specific routing algorithm for the shuffle exchange network and 
derive the corresponding formula r for its semantics. The packet will be routed in n 
stages, where for i = O,..., n - 1, if at the start of the ith stage the packet is located at 
a process whose lowest order address bit is not the value of Di, then the packet 
traverses an exchange link. In either case, the packet next traverses a shz@e link and 
reaches the i + 1 stage. 
To define a formula r for this routing algorithm, it is useful to introduce 
propositional variables So ,..., S,_ , and require that only unique Si be true at any 
process and that S be invariant on traversing an exchange link but that Su+ ijmod,, be 
true on traversing a shuQ7e link. Thus we let 
rO=,yC” (SiA (o,?,,7Sj) A (nexttimeexchangeSi) 
i#j 
A (nexttime shuffle S 
The formula for semantics of this routing algorithm is therefore 
r, = r. A 
CL 
XA v Ai++-Di 
O<i<n I 
I/\ Si A ((A0 C) DJ 2 nexttime shufle (A’)) 
OCi<n 
A ((A0 c-) -,Di) 3 nexttime exchange (X)) I) . 
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;... m 
left left left left 
FIGURE I 
3.2. The Firing Squad Problem for a Linear Array 
We briefly describe the problem and show how its correctness can be specified by 
our logic. A solution to the firing squad problem consists of a linear array of deter- 
ministic finite state processes as shown in Fig. 1. The next move of each process is a 
function of its present state and the states of its neighbors. All the privates are iden- 
tical processes. The problem is to obtain the program for the lieutenant, the sergeant, 
and the privates so that whenever the lieutenant is in a designated initial state, then 
eventually all the processes simultaneously enter a special state called the firing state, 
and none of them enters this state before this time. The solution should work for 
linear arrays of all sizes. 
We assume that all processes have the state set Q = (0, 1,2,..., m}, and the state 0 
is the initial state of each process. State 1 is the specific state into which the 
lieutenant enters to start the operation, state m is the tiring state. All the privates are 
identical. We use atomic propositions P,, P, ,..., P, to indicate the state of a process 
(Pi is true at a place iff the corresponding process is in state i at that instance). Now 
we assert the operation of the system as follows. 
(i) I asserts that each process is in at most one state at any instant of time, 
I = everywhere hereafter /j (pi34j) * 
O<i.j<k I 
i+j 
(ii) f. asserts that the moves of the lieutenant is according to its next move 
partial function 6,: Q* -+ Q, and in the beginning the lieutenant is in state 0 or 1. 
f. = everywhere 7 left(true) 3 (PO V P,) 
A hereafter A ((Pi A right Pi) 1 nexttime Ps,(iJ) 91 . ij 
Note that T left (true) is true only on the lieutenant, the leftmost processor. 
(iii) Similarly, let f,, f2 be the formulae that define the moves of all privates 
and the sergent, respectively. The positions of privates is identified by the truth of the 
formula 
(left(true) A right(true)). 
571/30/l-4 
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Note that the position of the sergeant is identified by the formula 
-,right(True). 
(iv) Let g, be the formula that asserts that if any process (other than the 
lieutenant) and all its neighbors are in state 0 then it remains in state 0 in the next 
step. It is easily seen that this can also be asserted. 
Now we assert that if all the above conditions are met and at any time the 
lieutenant enters the state 1 then all processes will eventually enter the firing state 
simultaneously at some future instance, and none of them will be in the firing state 
before that instance. This is captured by the formula: 
g = (1 A f0 A f, A f2 A g,) r> hereafter [somewhere(-4eft(true) A P,) 
3 ((-somewhere P,) until (everywhere Pm))]; 
g is valid on all models with linear arrays as networks iff the given solution to the 
firing squad problem is correct. A similar construction can be given for the tiring 
squad problem over any given network. 
3.3. Systolic Arithmetic Computations 
The systolic algorithms of [ 161 are not formally proved correct in that paper; 
instead informal “picture proofs” are presented. Our logic is thus particularly useful 
here when extended to first order formulae. 
We consider an interesting example of a networkfor matrix-vector multiplication 
due to [ 161. The matrix is an infinite band matrix of bandwidth (n + I). The network 
architecture is shown in Fig. 2. 
The main processors are P,, P, ,..., P,. The processors PA, Pi ,..., PA are the input 
processors, each of them contains a variable Z. The values of Z in Pi change with 
time and they represent the values of the ith diagonal of the matrix. Each processor 
Pi has two variables X, Y. The values of the variables X in P, over time represent the 
input vector. The values of X move right with each time instance. 
Thus 
q1 = Zeft(true) 1 Va(left(X = a) ++ nexttime(X = a)) 
asserts that the value of X at the nexttime instance in a process Pi (i > 0), is the 
present value of X in the process left to P,. 
FIGURE 2 
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At each step Pi (i ( n) computes its value of Y to be the sum of the previous value 
of Y in process Pi+ 1, plus the product of X in Pi times Z in Pi. This is captured by 
q2 = right(true) 3 VaVj@ght(Y = a) A nexttime input(Z = /3) 
3 nexttime( Y = a + X . p)). 
At each step P, computes its value of Y to be the product of the value of X in P, 
and the value of Z in PL. This can also be easily asserted by formula 
g, = right(false) A input(true) 1 VaV/3(X = a A input(Z = B)) 3 nexttime(Y = a - B)) 
(note that right(false) A in&true) holds only for process P,). 
The steady state correctness property at P, can thus be expressed as hereafter 
everywhere (g, A g, A g3) 3 hereafter h, where 
h = left(false) A input(true) 
I> Va, . . . a,V/?, ... B.[(ii nexttime2’(X = ai) A right”-‘input 
i=O 
X nextime”+i (z =Pi)) 3 nexttime2” Y= i ai.Pi . 
i=O I 
3.4. Expressing Some Properties in Distributed Systems 
Many distributed systems have the provision for broadcasting messages, i.e., a 
process can send a message to all processors to which it is connected. This property 
is expressed by the following formula: 
hereafter everywhere (message-sent 3 everywhere eventually message- 
received), 
where message-sent and message-received are atomic propositions indicating that a 
message is sent or received in a state of a process. Indeed, using first order version of 
the logic we can assert that the message received in each process is exactly the 
message sent by the sender process. 
4. DECIDABILITY AND COMPLEXITY ISSUES 
In this section we consider issues of decidability and complexity of different 
versions of our logic. 
THEOREM 1. The set of satisfiable formulae of multiprocess network logic is z;- 
complete and the set of valid formulae is II:-complete. 
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Proof: First we show that the set of satisliable formulae is X:-complete. From 
this it can easily be seen that the set of valid formulae is D:-complete. 
We consider a deterministic Turing maching M on infinite strings. M has one read 
only infinite input tape and an infinite work tape. The input head of M always moves 
right by one cell after each step. M is said to accept an input if during its 
computation it goes into any of a set of final states infinitely often. The set of 
encodings of all Turing machines that accept at least one input is known to be Zi- 
complete, This fact is also used in [ 131. We give a many-to-one reduction from this 
set to the set of satisliable.formulae. 
A partial id of M consists of a sequence of composite symbols denoting the 
contents of the work tape, the head position on the work tape and the state of the 
fmite state control. In our formula we use only one link symbol right. We assume 
that each process denotes one cell in the partial id of A4, and we also assume we have 
one atomic propositions corresponding to each composite symbol. Thus if an atomic 
proposition is true in a state of a process then it denotes that the corresponding cell 
of the id has the corresponding composite symbol. Now we can assert that at any 
instance the sequence of states connected by the link right denotes a valid partial id 
of 44. We can also assert that the id at any instance is obtained from the previous id 
by one move of M for some input symbol value. We can also assert that the 
beginning id is the initial id. Finally, we express the property that final ids appear 
infinitely often as follows: Let F be a propositional formula over the atomic 
propositions asserting that the state in the composite symbol is a final state. The 
formula hereafter eventually (somewhere F) asserts that F holds at some place in 
infinitely many ids. Let f be the conjunction of the previous formulae. Then it is 
easily seen that f is satisfiable iff M accepts at least one input. 
We can show that the set of satisfiable formulae is in .Z: as follows: We use 
integers to denote the processes. Now the following predicate form asserts that a 
formula f is satisfiable 3gi?(g,f), where g is a function on integers and defines the 
encoding of a model J = (G, S, Y, d) (this can be done since G, Y, d can be 
encoded by functions from integers to integers), a(g, f) is a recursive predicate 
prefixed with some first order quantifiers. Essentially R”(g,f) asserts that the formula 
f of our logic is satisfiable in an interpretation of the model encoded by g, of course it 
also asserts that g is a proper encoding of a model. It is straightforward to see that 
such a 8( g, f) exists. Hence the set of satisfiable formulae is Z;-complete. 1 
Let _M = (G, S, Y, d) be a model with a finite network G = (P, E). Let f be a 
formula in our logic. For each i 2 0, we define a function di: P+ 2SFV), where SF(f) 
is the set of subformulae off, such that Q&J) = { g E SF(f)] (J,p, i) t= g}. M is said 
to be ultimately periodic if there exist m, 1 such that Vi > I, Vp E P, !P(s,,J = 
~~Y(Sp,i+m)* 
LEMMA 1. A formula f is satisfiable in a model with a finite network G l@f is 
satisfiable over an ultimately periodic model with network G. 
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Proof. The proof of the lemma is exactly similar to the ultimately periodic model 
theorem for PTL given in [ 141 and is omitted here. m 
THEOREM 2. The set of formulae that are satisfiable in a model with a finite 
network is Zy-complete, and the set of valid formulae in models with Jnite networks is 
II;-complete. 
Proof. Using similar methods as in the proof of Theorem 1, we can easily give a 
reduction from the set of encodings of all Turing machines over finite strings that 
accept at least one input to the set of formulae satisfiable in a model with a finite 
network. Next, we give a Turing machine M which accepts the set of formulae 
satisfiable in a model with a finite network. M guesses a finite network and an 
ultimately periodic model with this network. It next verities thatf is satisfiable in this 
model. M halts only on the input formulae that are satisfiable in a model with a finite 
network. It is easy to see how one can obtain M. From this it follows that the set of 
formulae satisfiable in a model over a finite network is Zy-complete. It also follows 
that the set of valid formulae in all models over finite networks in ngcomplete. m 
THEOREM 3. The set of all pairs of the form (G, f ), where G is a finite network 
and f is a formula that is satisjiable in a model with network G, is PSPACE- 
complete. 
Proof. The PSPACE-hardness of the problem follows from the PSPACE- 
hardness of satisfiability for PTL given in [ 141. We give a polynomial space bounded 
nondeterministic Turing machine M which when given a pair (G, f) checks if f is 
satisfiable in a model with network G. From Lemma 1, it is enough if M checks for 
the existence of an ultimately periodic model. M works as follows: M first guesses $O. 
It verifies for each p E P, )O(p) is propositionally consistent. It also verifies that for 
each subformula h off, for each p E P, 
(9 h = l(g) E 9,(p) iff g E A,(P’), where P’ = Wl, P), 
(ii) h = (somewhere g) E q&(p) iff there is a process p’ reachable from p using 
the links and g E $,(p’), 
(iii) h = (everywhere g) E d,(p) iff f or every process p’ reachable from p in G, 
g E !&(P’)* 
NOW M continues to guess dl, #2,.... Each time, it keeps only #i, pi+ 1 and checks that 
each di also satisfies the previous rules. In addition it also verities that pi, $i+ 1 are 
temporally consistent, i.e., for a formula h E SF(f), 
(9 h = (nexttime g) E HAP) iff g E 9i+ l(~), 
(ii) if h = (hereafter g) E $i(p), then g E #i(p) and h E pi+ I(p), 
(iii) if h = (g, until g2) E 4,(p) then g, E #i(p) or (g, E #i(p) and h E 
bi+ I(P)), 
(iv) if h = (eventually g) E #i(p), then g E gl,(p) or h E qbi+ I(p). 
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At some value of i say 1, M guesses that the periodic part starts and saves #[. It 
continues guessing (i, and at some point it guesses that the periodic part ends and 
takes 4, = di+, . A4 makes sure that certain formulae in (&) for each p E P, are 
fullfilled, i.e., if (g, until gz) E 4,(p) or (eventually g2) E &(p), then it makes sure 
that g, E 4,(p) for some value of i in the period. By induction onf, it can easily be 
shown that M accepts a pair (G, f) iff f is satisfiable in a model with network G. 
Clearly M is polynomial space bounded. Now using Savitch’s [ 111 theorem it is seen 
that there is a deterministic polynomial space bounded Turing maching that simulates 
M. I 
5. CONCLUSIONS 
We have proposed a logic to reason about computations of multiprocessor 
networks. We feel that our logic will be useful to specify the semantics and prove 
correctness of multiprocess networks. No such formal system for multiprocessor 
networks had been proposed previously. We have examined the application of our 
logic to some diverse multiprocess network problems, and presented some results in 
decidability and complexity of our logic. 
It will be interesting to apply this formal system in verifying some of the examples 
given in the paper. It will also be interesting to examine the decidability of restricted 
versions of our logic. 
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