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ABSTRAKT 
 Tato práce „Zpracování statistik generátoru síťového provozu IxChariot v prostředí 
simulátoru OPNET Modeler" pojednává o řešení spolupráce simulačního nástroje OPNET 
Modeler s generátorem síťového provozu IxChariot a principu jejich propojení. Cílem je 
zobrazení statistik vygenerovaných v IxChariot programem OPNET Modeler. V této práci je 
popsán postup nastavení uvnitř simulačního prostředí OPNET Modeler, které jsou nezbytné 
pro správnou funkci simulace. 
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ABSTRACT 
 This thesis "Processing statistics generator IxChariot network traffic in an environment 
simulator OPNET Modeler" is focused on collaboration solution simulation tool OPNET 
Modeler with IxChariot traffic generator and the principle of their connection. The goal is to 
display the statistics generated in IxChariot software by OPNET Modeler. In this thesis is 
described procedure of settings inside simulation environment OPNET modeler which are 
necessary for correct functionality of simulation. 
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Úvod 
 Cílem této práce je vytvoření komunikačního rozhraní pro načítání vyexportovaných 
dat z aplikace IxChariot do aplikace OPNET Modeler pro jejich následné zpracování a 
porovnání. 
První kapitola práce se zabývá popisem simulačního prostředí OPNET Modeler, 
konkrétně je zde uveden popis jednotlivých editorů OM a největší důraz je kladen na popis 
editoru procesu, který je klíčový při vytváření projektu. Dále je zde popsáno ICI rozhraní. 
Druhá kapitola popisuje rozhraní ESYS, které se používá pro propojování s externí aplikací, 
konkrétně s aplikací IxChariot. Také je zde vysvětleno vytvoření souboru simulator 
description, který definují samotné rozhraní ESYS. Třetí kapitola se zabývá popisem 
vlastností generátoru síťového provozu IxChariot a popisem API rozhraní IxChariot. Čtvrtá 
kapitola se zaměřuje na předávání řízení tzv. kosimulaci mezi OPNETem a externí aplikací a 
samotným průběhem kosimulace.  
Praktická část se zabývá vytvořením statistik pro zobrazení dat z IxChariotu 
v simulátoru OPNET Modeler, dále i vytvořením statistik v samotném generátoru síťového 
provozu IxChariot. V další části je popsáno vytvoření experimentální konzolové aplikace pro 
načítání csv souborů. Dále je zde popsána implementace této konzolové aplikace do prostředí 
OM. Následuje popis vytvoření externí kosimulace, která má za úkol předávat řízení 
z aplikace IxChariot do OM. V předposledním bodě je popsán způsob vytvoření topologií 
v obou aplikacích. Poslední kapitola se zabývá dosaženými výsledky a porovnáním statistik 
z obou výše zmíněných aplikací. 
12 
 
1. OPNET Modeler (OM) 
Umožňuje modelovat a simulovat funkčnost jakékoliv architektury sítě. Používá pro to 
rozsáhlé knihovny hotových modelů a možnost vytvořit si prakticky jakýkoliv jiný 
komunikační model. Tyto knihovny lze poté upravovat podle potřeby, protože má každá 
dostupné zdrojové kódy v jazyce C/C++. Je velmi oblíbený u vývojářů v oblasti sítí, protože 
umí simulovat chování síťových prvků jako směrovače či přepínače, popřípadě simulovat 
chování koncových stanic jako servery a klientské počítače, aniž by bylo zapotřebí něco 
fyzicky vytvářet. Umožňuje pracovat s externími moduly, má vlastní debugger, pomocí 
kterého lze celou simulaci krokovat a zjišťovat parametry simulace v jejím průběhu. 
Umožňuje generovat široké spektrum graficky znázorněných statistik simulace, předávat data 
do tabulek, dokáže i zpracovat vstupní data z těchto formátů, které jsou vygenerovány 
různými síťovými nástroji. Využití poslední zmíněné vlastnosti je náplní této práce. Celý 
simulační model v OM se skládá z jednotlivých grafických rozhraní a ty jsou zasazeny do 
několika úrovní, které jsou popsány níže.  
1.1 Editor Projektu (Project Editor) 
Představuje rozhraní nejvyšší úrovně. Tento grafický editor umožňuje budování 
simulačního modelu, topologii a komunikaci v síti. Poskytuje základní simulační a analytické 
schopnosti. Editor projektu obsahuje tři základní typy objektů a to podsítě, uzly a linky 
(spojení). Existuje několik typu uzlů a spojení, z nichž každá nabízí různé základní funkce. 
Kromě toho je každý uzel nebo spojení realizováno svým specifickým modelem, který poté 
určuje jeho funkce a chování. Objekty sloužící k vytvoření modelu sítě jsou podrobně 
popsány v [1]. Další důležitou vlastností tohoto editoru je možnost zobrazit na pozadí mapu 
nebo lokalitu, na které lze přehledně znázornit fyzické rozložení sítě. Dokáže tak zahrnout do 
simulace i geografickou polohu (vzdálenost) jednotlivých prvků. 
Editor Projektu umožňuje: 
 Vytvářet a upravovat síťové prvky, 
 Konfigurovat a importovat topologie sítí, 
 Sledovat a zaznamenávat pohyb paketů v podsíti, 
 Konfigurovat a spouštět simulace pro projektové scénáře. 
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Obr. 1.1: Okno editoru projektu  
1.2 Editor uzlu (Node Editor) 
Představuje rozhraní nižší úrovně než editor projektu. Umožňuje vytvářet či upravovat 
vnitřní strukturu zařízení nebo uzlu a definovat chování jednotlivých objektů v síti. Chování 
lze nastavit pomocí různých modulů, z nichž některé určují aspekty chování uzlu, jako je 
pořizování a ukládání dat. Uzel může představovat počítač, přepínač, směrovač nebo celou 
síť. Jednotlivé moduly jsou propojeny přes datové linky. Síťový objekt se obvykle skládá 
z jednotlivých modulů, které definují jeho chování. Moduly představují protokolové vrstvy, 
algoritmy a fyzické prostředky jako jsou buffery, porty, sběrnice apod. Každý modul může 
generovat, posílat, přijímat, zpracovávat, ukládat pakety od ostatních modulů uvnitř celého 
uzlu. Důležitou vlastností využívanou v OM je předávání atributů do vyšších úrovní. To 
znamená, že lze klíčové parametry simulace zobrazit u objektů nejvyšší úrovně a není třeba se 
složitě propracovávat skrz hierarchii k objektu nižší úrovně, kterého se daný parametr týká 
[5]. Pro komunikaci mezi uzly je v OM připravena knihovna funkcí tzv. ICI, která bude 
popsána v další kapitole. 
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Obr. 1.2: Okno editoru uzlu 
1.3 Editor Procesu (Process Editor) 
Je rozhraní nejnižší úrovně, ve kterém se provádí nastavovaní jednotlivých procesních 
modelů, např. vysílání řídicích informací. Procesní modely jsou instance procesu v doméně 
uzlu a vyskytují se v procesu, frontě a modulu ESYS. Procesy mohou nezávisle spouštět řídící 
podprocesy, které provádí obecnou komunikaci a zpracování dat dané funkce. Procesní 
modely používají konečný stavový automat FSM (Finite State Machine) k vyjádření chování 
úrovně modelu do detailu (protokolu, prostředku, aplikaci a algoritmu). Stavové automaty 
používají přechodové funkce STD (State Transition Diagram). Hlavní prvky konečného 
stavového automatu jsou popsány níže. 
Stav (state) představuje stav procesu, kterým může být např. čekání na signál od 
vysílače. Stav obsahuje kód vyjadřující daný průběh procesu, provádějící se ihned po zadání 
nebo ukončení. Stav může být dvojího druhu: 
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 Vynucený (Forced) [zelený] – Vykoná se kód, který tento stav obsahuje a 
dojde k přechodu do dalšího stavu v případě, že je splněna podmínka 
přechodu, 
 
Obr. 1.3: Vynucený stav 
 Nevynucený (Unforced) [červený] – Proces zůstává tak dlouho v tomto stavu, 
dokud nedojde k jeho přerušení. 
 
Obr. 1.4: Nevynucený stav 
V simulátoru OPNET existují tři místa sloužící pro vkládání fragmentů kódu C/C++ , 
které jsou podporovány rozsáhlou knihovnou. Toto rozšíření se nazývá Proto - C a používá se 
na třech pozicích. 
 
Obr. 1.5: Proto - C 
 Vstupní pozice (enter executive) - kód je vykonán ihned po přechodu do 
nového stavu, 
 Výstupní pozice (output executive) - kód je vykonán při přechodu do jiného 
stavu nebo při opuštění stavu procesem,  
 Přechodová pozice (transition executive) - kód je proveden v odpovědi na 
specifickou událost při přechodu z jednoho stavu do druhého. 
Přechod (transition) je změna stavu v odpovědi na událost a zobrazuje cestu, kterou 
proces urazí z počátečního stavu ke konečnému. Každý stav může být počáteční nebo 
konečný z libovolného počtu přechodů. Přechod může být dvojího druhu: 
 Podmíněný (Conditional) - je stanovena podmínka, určující pravidla, po jejímž 
splnění dojde k dalšímu přechodu, 
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 Nepodmíněný (Unconditional) - není stanovena žádná podmínka, stav přechází 
okamžitě do dalšího stavu. 
1.4 ICI rozhraní (Interface Control Information)  
Slouží k výměně a přenosu dat mezi jednotlivými procesními modely, přičemž 
využívá některého z typu přerušení. ICI se skládá z různých částí tzv. atributů, které mohou 
být typu integer, double a structure. Tyto atributy se skládají ze čtyř částí: jména, datového 
typu, výchozí hodnoty a popisu atributu [2]. Funkce potřebné k nastavení ICI jsou popsány 
v dokumentaci simulátoru OM [1]. 
Každý proces má nejvýše jeden nainstalovaný ICI v daném okamžiku. Simulační jádro 
přiřadí automaticky proces každé instanci ICI s událostmi, které nový proces přináší. ICI 
může zůstat nainstalované i poté, co bylo spojeno s událostí. ICI jsou dynamické objekty 
vytvořené procesy, kterými chceme spojit informace s naplánovanými událostmi. Hlavním 
principem ICI je vytvoření, zničení a instalace viz obr. 1.6.  
 
Obr. 1.6: Posloupnost práce s ICI 
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2. Rozhraní ESYS (External System) 
Pro posílání nebo přijímání dat při komunikaci s externí aplikací je v simulačním 
prostředí OM definováno rozhraní ESYS (External System), které je součástí komplexního 
systému ESD (External System Definition). Pomocí ESD systému je externí systém definován 
jako model, jehož chování je závislé na externím kódu. Aplikace naprogramovaná v rozhraní 
ESYS zajišťuje prvotní zpracování dat a jejich následné předání dalšímu článku řetězce, 
viz kapitola 3.1. 
Rozhraní ESYS může obsahovat pouze jedinou hodnotu, kterou může být jakýkoli 
datový typ, který OPNET podporuje, většinou jde o standardy typu C/C++. Nastavená 
hodnota zůstává v rozhraní ESYS tak dlouho, dokud nebude přepsána novou hodnotou. 
Kromě datových typů má rozhraní ESYS atributy typu name a directions. 
 
Obr. 2.1: Ikona rozhraní ESYS 
 
2.1 Model ESD (External System Definition)  
 ESD definuje sadu rozhraní, která umožňuje procesním modelům v OM komunikovat 
s externími programy. Z těchto rozhraní může být čteno nebo zapisováno procesními modely 
OPNETu a externími programy. 
Model ESD se skládá ze dvou částí: 
 
 Simulator description – používá se pro kompilaci a spojení, 
 ESD – používá se k definici rozhraní pro výměnu informací. 
 Propojení mezi externí aplikací a OM je možno vidět na obr. 2.2, kdy byl použit 
výchozí modul serveru připojený na ethernetovou síť. 
18 
 
 
Obr. 2.2: Model uzlu 
2.2 SDF (Simulator Description File) 
Každý model ESD (External System Definition) specifikuje popis souboru pro každou 
kosimulaci používající právě model ESD. SDF je textový soubor, který OPNETu sdělí jak 
sestavit kosimulaci. Dále specifikuje soubory a knihovny, které musí být připojeny pro určitý 
operační systém a typ jádra.  
K provedení kosimulace mezi OPNETem a externí aplikací nebo mezi OPNETem a 
OPNETem lze použít dvě varianty: 
 
 Přilinkováním externí aplikace do prostředí OPNET jako dynamickou knihovnu, 
 Zahrnout OPNET simulaci v externím programu. 
V tomto případě bude použita první varianta. Nejprve se vytvoří soubor Simulator 
Description, který přesně určí jaké objekty a knihovny budou přilinkovány do modelu ESD 
v podobě DLL knihovny.  
 Pro vytvoření souboru Simulator Description. se vybere možnost Edit Attributes.  
 
Obr. 2.3: Nastavení atributů 
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Poté se zvolí možnost Edit ESD Model. Na obr 2.4, je možné vidět, jak je ESYS 
rozhraní definované. Každý řádek v tabulce reprezentuje ESYS nebo VECTOR rozhraní a 
každý sloupec představuje parametry rozhraní.  
 
Obr. 2.4: Nastavení ESD 
Popis jednotlivých položek: 
 Comment - do tohoto parametru si uživatel přidává popis ESYS rozhraní. 
 Simulator description – parametr pro kompilování a propojení. 
 Dimension – tento parametr specifikuje počet prvků pro rozhraní ESYS. Defaultně je 
hodnota nastavena na 0 a představuje jeden prvek. Hodnoty 1 a vyšší představují 
vektorové rozhraní se specifickým počtem prvků. 
 Direction – parametr specifikující směr, kterým se informace bude šířit rozhraním 
ESYS. Může nabývat následujících hodnot: 
o z OPNET do Cosim (OPNET to Cosim) – rozhranní ESYS posílá data 
z OPNETu do externí aplikace, 
o z Cosim do OPNET (Cosim to OPNET) – ESYS přijímá data z externí 
aplikace, 
o Obousměrný (Bidirectional) – ESYS posílá i přijímá data, 
o Nepřipojený (Not connected) – rozhraní ESYS je definováno, ale není použito. 
 Name – tento parametr je přiřazený uživatelem pro popis nebo identifikaci rozhraní 
ESYS. Lze se pomocí něj odkazovat na rozhraní během simulace. 
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 Type – parametr specifikuje typ předávaných dat obsažených v rozhraní ESYS. 
Dostupné datové typy obsahují většinu datových typů standardu C/C++, ale můžou být 
dostupné další datové typy v závislosti na instalovaném connector software. 
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3. IxChariot 
IxChariot je vyráběn společností IXIA. Jde o testovací software pro simulaci chování 
reálných aplikací. Uživatel komunikuje s prostředím IxChariotu pomocí uživatelské konsole, 
která mu zjednodušuje simulování a získávání výsledků. Disponuje dvěma API rozhraními 
umožňujícími jeho komunikaci s ostatními aplikacemi. Jedná se o rozhranní založená na 
programovacím jazyce C a jazyce TCL. V této práci je zvoleno rozhraní založené na jazyce 
C++. 
 
Obr. 3.1: Okno IxChariotu 
Některé důležité vlastnosti IxChariotu jsou: 
 více než 140 předprogramovaných scénářů, schopných emulovat běžné podnikové 
protokoly Triple-Play služby včetně VoIP, multicastové video a ERP aplikace mohou 
běžet na více jak 10 000 párech koncových bodů,  
 zkoumat reálné chování aplikace na úrovni transportní vrstvy, včetně vytvořených 
samostatných připojení datové vrstvy, 
 schopnost vytvářet sofistikovaný způsob provozu s a bez podpory QoS pro IPv4 a 
IPv6, měřit jejich propustnost, úroveň zpoždění a ztráty paketů, 
 možnost měřit dopad nových technologií jako jsou VoIP, IPv6 a multicastová videa a 
posoudit jejich připravenost na nadcházející změny v síti, 
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 možnost testovat vlastní nebo konkrétní obsah dat po síti. 
3.1 IxChariot API  
 IxChariot umožňuje psát vlastní programy nebo TCL skripty, které se dají využít 
k rozšíření možností IxChariotu. S pomocí API IxChariotu lze psát programy a TCL skripty, 
které umožňují následující: 
 vytvářet testy, 
 spouštět testy, 
 extrahovat výsledky testů a umožnit jejich zpracování. 
 Nelze ale napsat programy, které vytvoří nový skript do IxChariotu nebo modifikovat 
pořadí příkazů ve skriptech IxChariotu. 
 API IxChariotu nabízí rovnocenné funkce jak pro programy napsané v jazyce C, tak 
pro TCL skripty. V jazyce C je každý objekt implementován jako volací funkce. Všechny 
funkce, které se vztahují k objektu, jsou pojmenovány, například CHR_xxx_yyy (), kde xxx je 
jméno objektu a yyy je operace, která ho řídí. U TCL skriptu je každý objekt implementován 
jako příkaz a soubor dílčích příkazů. Příkaz pro určitý objekt vypadá například takto chrXxxx, 
kde Xxxx je jméno objektu. Kromě funkcí a příkazů týkajících se objektů poskytuje API 
nástroj pro výsledky extrakce funkcí a příkazů. 
 API IxChariot poskytuje objektové rozhraní. Přestože se skládá z objektů, nemá 
všechny vlastnosti objektově orientovaného rozhraní, jako například dědičnost a 
polymorfismus. Realizace objektového rozhraní nevyžaduje objektově orientovaný jazyk. To 
znamená, že API IxChariotu je implementováno v C, což je procedurální jazyk. TCL balíček 
je implementován nad IxChariot C API. 
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Obr. 3.2: Rozhraní pro interakci TCL skriptů a programů v C s jádrem IxChariot 
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4. Kosimulace 
Funkce propojení simulačního prostředí OM s externí aplikací umožňuje začlenit do 
simulačního procesu reálné systémy nebo zařízení. Tomuto propojení se říká kosimulace. 
Kosimulace pracuje na principu předávání řízení mezi OPNETem a externím systémem. 
 
Obr. 4.1: Předávání dat skrze definované rozhraní 
 Jak je vidět na obr. 4.1, zápis dat na rozhraní ESYS ve směru z OPNETu do externího 
systému je realizován pomocí jádra simulačního prostředí OPNET. Externí aplikace nemá 
přístup k procedurám jádra OPNETu, tudíž ve směru z externího systému do OPNETu je 
využíváno rozhraní funkce callback, která je součástí sady funkcí ESA API. 
 V tomto případě byla zvolena možnost přilinkování externí aplikace do OPNET 
Modeleru jako dynamické knihovny. Celý průběh kosimulace si lze představit podle obr. 4.2. 
 
Obr. 4.2: Průběh Kosimulace 
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 Funkce esa_main slouží k inicializaci kosimulace a je volána při spouštění simulace 
v OPNETu. Tato funkce musí volat inicializační funkce Esa_Init a Esa_Load. Na obr. 4.3, je 
zobrazen průběh této simulace. 
 Esa_Init – inicializuje subsystém simulace OPNET a jeho následné čtení a zpracování,  
 Esa_Load – načtení sítě a přidružených modelů. 
 Kromě těchto dvou funkcí je v těle funkce esa_main obsažena inicializace socketů pro 
komunikaci přes fyzickou síť a také registrace callback funkce. Při její registraci je mimo jiné 
nutno zahrnout do argumentů i ESYS rozhraní, ke kterému bude daná callback funkce 
přiřazena. Funkce callback je volána při příchodu dat na ESYS rozhraní. Ve funkci callback 
je obsažen kód sloužící k přijímání dat a jejich následnému posílání do OPNETu. Na konci 
funkce esa_main je volána funkce Esa_Execute_Until, která předá řízení kosimulace zpět do 
OPNETu, kde dojde ke startu simulace.     
 
Obr. 4.3: Průběh spouštění simulace s externí aplikací 
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4.1 Druhy statistik v OPNET Modeleru 
 Slouží pro sledování chodu modelované sítě. V OPNET Modeleru existují dva typy 
statistik, globální a lokální. 
 Globální statistiky (Global statistics) - zobrazují provoz celé sítě a je možné je nastavit 
v kontextovém menu výběrem položky Choose Individual DES Statistics kdekoli na 
ploše. 
 Lokální statistiky (Local statistics) -  oproti globálním statistikám zobrazují provoz 
sítě zvoleného uzlu a nastavují se pro každý uzel zvlášť, opět volbou Choose 
Individual DES Statistics na daném uzlu. 
4.2 Vytváření statistik provozu v OPNET Modeleru 
Pro vytváření lokálních nebo globálních statistik je vhodnější vytvořit si vlastní 
modely. V tomto případě byly použity modely ethernet_server_adv a ip_dispatch, které byly 
modifikovány na ethernet_server_adv_mod-01 a ip_dispatch_mod-01. Prvním krokem při 
vytváření statistik je deklarace proměnných, která je potřebná při změně některých parametrů 
statistiky. Nejprve se vytvoří vlastní statistiky v modelu procesu výběrem položky Interfaces 
 Local statistics (pro lokální statistiku) nebo Interfaces  Global statistics (pro globální 
statistiku) jak je vidět na obr 4.4.  
 
Obr. 4.4: Výběr statistik 
 Statistika byla v tomto případě pojmenována Propustnost a přidána do skupiny 
(Group) IP, kde se bude statistika zobrazovat. 
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Obr. 4.5: Vytvoření globální statistiky 
Další atributy pro vytváření vlastní statistiky jsou popsány níže:  
 Stat Name – jméno statistiky definované procesním modelem. 
 Mode – počet rozměrů, které statistika podporuje: 
o single-mode – statistika generuje pouze jeden nezávislý řád hodnot v průběhu 
času, 
o dimensioned-mode – statistika reprezentuje soubor nebo pole single-mode 
statistiky, každý nezávisle řízený a samostatně použitelný. 
 Count – počet prvků dimenzované statistiky. 
 Description – stručný popis statistiky, pomocí levého tlačítka myši se zobrazí celý 
popis. 
 Group – zařazení statistiky do specifické skupiny. Tato skupina poté ukazuje 
hierarchii v prohlížeči statistik. 
 Capture Mode – režim pro snímání statistik. 
 Draw Style – výchozí zobrazení statistik. 
 Dále je potřeba nadefinovat deklaraci statistiky a použité proměnné. V modelu procesu 
se vybere z horní nabídky položka Code block  State variables, kde se nadefinuje datový 
typ  Stathandle, který slouží pro identifikování dané statistiky. V tomto případě byl datový typ 
pojmenován stat_11. 
 
Obr. 4.6: Deklarace proměnných 
Dále je potřeba zaregistrovat statistiku do výstupní pozice v inicializačním procesu 
receive viz kapitola 6.2. 
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4.3 Statické filtry 
 Pro různá zobrazení statistik lze v OPNET Modeleru použít nejrůznější filtry. Některé 
z nich jsou popsány níže, více je popsáno v [1]. Všechny filtry jsou zobrazeny na obr. 4.7. 
Average Filter (průměr) – je to unární filtr, který z jedné vstupní statistiky T0 generuje 
druhou statistiku Tout, která představuje neprůběžnou průměrnou hodnotu souřadnice 
  v T0 od první položky. 
Time Average Filter (časový průměr) – unární filtr, který z jedné vstupní statistiky 
T0 generuje druhou statistiku Tout, která představuje průběžnou průměrnou hodnotu souřadnice 
  v T0 od první položky. Rozdíl mezi tímto filtrem a středním filtrem je ten, že vstupní 
hodnoty nejsou váženy stejně, ale každá zvlášť podle rozdílu, který je dán souřadnicí 
  samotné hodnoty a hodnoty následující. 
Moving Average Filter (pohyblivý průměr) - je unární filtr, z jedné vstupní statistiky 
T0 generuje druhou Tout, která reprezentuje průběžnou průměrnou hodnotu souřadnice 
  v T0 v určitých intervalech dané šířky. Tyto intervaly se posouvají nad hodnotami souřadnic 
  v T0 tak, že Tout reprezentuje průměrnou hodnotu nejaktuálnějšího intervalu. 
Sample Sum Filter (součet vzorku) - je unární filtr, z jedné vstupní statistiky T0 generuje 
druhou Tout, která reprezentuje derivaci T0 ohledem na  -ové souřadnice. 
Exponentiator Filter (exponencionální) - je unární filtr, z jedné vstupní statistiky T0 generuje 
druhou Tout, která reprezentuje exponenciálu hodnot souřadnic   v T0 s určitým exponentem. 
Exponent je určený jako jediný parametr filtru. 
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Obr. 4.7: Výstupní průběh 
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5. Praktická část 
5.1 Vytvoření experimentální konzolové aplikace 
 Pro vytvoření projektu je nutné v menu vybrat položku File → New → Project. Otevře 
se nové okno, kde se zadá název a umístění souboru. Jelikož bude tato aplikace později 
implementována do OPENTu, byl vybrán programovací jazyk Visual C++, a projekt typu 
Win32 Console Application viz obr. 5.1. 
 
Obr. 5.1: Vytváření projektu 
Po vyplnění všech nastavení se pokračuje do dalšího okna Application Settings, 
v němž se vybere v sekci Application type volba Console application. Ostatní volby se 
ponechají ve výchozím nastavení obr. 5.2. 
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Obr. 5.2: Volba aplikace 
Nyní je vše připraveno pro naprogramování.  Na začátku je nutné přilinkovat všechny 
důležité hlavičkové soubory knihoven pomocí direktivy #include. Knihovna stdio.h je 
základní knihovnou jazyka C/C++ pro práci se soubory. Knihovna fstream umožní používat 
datové proudy propojené se soubory. Knihovna stdafx.h je předkompilovaný hlavičkový 
soubor, ve kterém lze nalézt ostatní hlavičkové soubory knihoven, které se budou používat.  
 
Dalším krokem je naprogramování zadávání cesty k souboru.  
 
 
int _tmain(int argc, _TCHAR* argv[]) 
{ 
vector <vector <string> > data; 
cout << "Zadej cestu k souboru: "; 
string csvFilePath; 
getline(cin, csvFilePath); 
 
#include "stdafx.h" 
#include "stdio.h" 
#include <fstream> 
#include <iostream> 
#include <sstream> 
#include <string> 
#include <vector> 
#include <targetver.h> 
#include <tchar.h> 
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V následující smyčce se načítá obsah ze souboru csv. Načítání probíhá po řádcích. 
Jelikož je zbytečné zobrazovat nedůležité informace vyexportované statistiky, bylo nastaveno 
načítání dat až od řádku ENDPOINT PAIR DETAILS. Jednotlivé hodnoty v souboru jsou od 
sebe odděleny středníkem. Poté se záznam vloží do pole hodnot record a data. 
 
V posledním kroku se procházejí dvourozměrná pole ve dvou cyklech s následným 
výpisem hodnot do konzole. 
 
 Po spuštění programu je potřeba zadat cestu k souboru viz obr. 5.3.  
 
Obr. 5.3: Zadání cesty k souboru 
vector< vector<string> >::iterator iter_ii; 
vector<string>::iterator iter_jj; 
for(iter_ii=data.begin(); iter_ii!=data.end(); iter_ii++) 
for(iter_jj=(*iter_ii).begin(); iter_jj!=(*iter_ii).end(); iter_jj++) 
cout << *iter_jj << "\t"; 
cout << endl; 
    
 
 
ifstream infile(csvFilePath ); 
bool firstDataLine = false; 
while (infile) 
{ 
string s; 
  
if (!getline( infile, s )) break; 
 
if (s.find("ENDPOINT PAIR DETAILS") == -1 && firstDataLine == 
false)  
{ 
continue; 
} 
else if (s.find("ENDPOINT PAIR DETAILS") == 0) 
{ 
 firstDataLine = true; 
 continue; 
} 
istringstream ss( s ); 
vector <string> record; 
while (ss) 
{ 
      string s; 
      if (!getline( ss, s, ';' )) break; 
      record.push_back( s );  
    } 
 
 data.push_back( record ); 
    } 
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Výsledek bude vypadat jako na obr. 5.4. Zde se objevuje problém příkazového řádku, 
problém konzolové aplikace, která není schopna zobrazit všechna data, protože si pamatuje 
jen určitý počet řádků. 
 
Obr. 5.4: Výstup konzole 
 Funkce experimentální konzolové aplikace budou použity při načítání dat z CSV 
souborů v OM. 
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6. Implementace funkce konzolové aplikace do OM 
 Program pro načítání dat ze souboru ve formátu csv je napsán v jazyce C++, všechny 
funkce jsou umístěny v hlavičkových souborech, které budou vloženy pomocí direktivy 
#include přímo do hlavičkového bloku (Header Block) ve vytvořeném procesním modelu 
ixchariot_esys. V praxi to bude vypadat tak, že se ze souboru, kde jsou uloženy statistiky 
vyexportované IxChariotem, vybere jen jedna informace a k ní odpovídající časový údaj. 
Časový údaj bude v tomto případě položka Elapsed Time a jako informace bude sloužit 
propustnost (throughput). 
6.1 Nastavení cesty 
 Externí aplikace je naprogramována ve vývojovém prostředí Microsoft Visual Studio 
2010. Proto je potřeba nastavit cestu k hlavičkovému souboru v OM. Toto se dá provést 
dvěma způsoby: 
 nahráním hlavičkového souboru do složky s projektem, 
 přidáním složky s projektem, ve kterém se hlavičkový soubor nachází, do prostředí 
OM (tato možnost je vhodnější, pokud je potřeba program přenášet i na jiné počítače).  
 V menu se vybere položka Edit → Preference, kde se vyhledá položka Compilation 
Flags for All Code. Defaultní záznam vypadá takto: 
/W3/D_CRT_SECURE_NO_DEPRECATE/IC:\PROGRA~1\OPNET\160~1.A\models\std\incl
ude 
  Nyní dokáže OM přečíst hlavičkový soubor z této složky. Tímto způsobem lze 
přiřadit i více složek. 
 
Obr. 6.1: Přidání cesty k hlavičkovému soboru 
 Dalším krokem pro programování v procesních modelech pomocí jazyka C++ je 
následující nastavení: 
 V Menu -> Preferences se vyhledá kompilační skript comp_prog_cpp, který je potřeba 
nastavit na hodnotu comp_msvc. Poté je potřeba vyhledat repozitáře síťových skriptů 
bind_shobj_prog, bind_static_prog a nastavit je na hodnoty bind_so_msvc a bind_msvc. Nyní 
je možné definovat a deklarovat třídy v C++ stejným způsobem jako datové struktury [8]. 
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6.2 Procesor ESYS 
 Jelikož se při vytvoření procesoru ESYS změní stávající model wkstn_adv_mod, je 
lepší si vytvořit duplikát tohoto modelu a uložit si ho pod jiným názvem do jiné složky. 
V opačném případě by se úpravy ukládaly do původních modelů a v případě chyby by byl 
původní model nefunkční. V tomto projektu byl model změněn na wkstn_adv_mod-01. Tímto 
nastavením se předejde přepsáním původního modelu, při editaci se budou měnit hodnoty 
pouze u vytvořeného projektu. 
 V editoru uzlu použijeme stávající procesor ESYS, obsahující stavy Init, Idle a Send  
(viz kapitola 1.3), který se doplní o potřebný nový stav a funkce. Celý editor uzlu 
s procesorem ESYS je zobrazen na obr. 2.2. 
Jelikož se v této práci programuje v prostředí OM pomocí programovacího jazyka 
C++, je nutné před vlastní kompilací v editoru procesu zadat položku Compile → Enable 
C++ Code Generation. 
6.3 Modul rozhraní do externí aplikace 
 Druhým modulem, který bylo potřeba vytvořit, je rozhraní sloužící k propojení 
simulace v OM s externí aplikací. Toto rozhraní je realizováno speciálním modulem s názvem 
extern_int_server, který je propojen s udp_interface. Jedná se prakticky o běžný procesní 
model s tím rozdílem, že je k němu přiřazen tzv. ESD Model obr. 6.2. 
 
Obr. 6.2: Nastavení ESD modelu 
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6.4 Procesní model 
 V procesoru ESYS obr 6.3, bylo nutné vytvořit vynucený proces RECEIVED, ve 
kterém se budou měnit různé parametry modelů na úrovni zdrojového kódu, který bude 
potřeba rozdělit do několika částí. Stavy INIT, IDLE a SEND jsou převzaty a popsány v [1], 
jelikož se tato práce zabývá také komunikaci mezi OPNETem a IxChariotem. 
 
Obr. 6.3: Model procesu 
 Přestože OM není aplikace s volně dostupným zdrojovým kódem (tzv. open source), 
parametry modelu lze měnit až na úrovni zdrojového kódu. Tento kód je rozdělen do bloků 
jednotlivých stavů a lze jej vyvolat dvojklikem na požadovaný stav v modelu procesu. 
Vstupní blok je proveden při vstupu procesu do daného stavu, výstupní před přechodem do 
stavu dalšího. Každý proces má přiděleno několik dalších bloků, které jsou sdílené mezi 
všemi stavy v procesu. Jsou to:  
 
 Header block (hlavičky programu) – kde se pomocí direktiv #include, #define vloží 
všechny knihovny a definující struktury,   
 State variables (stavové proměnné) – zde jsou proměnné uchovány i při neaktivitě 
procesu, 
 Tempotary variables (dočasné proměnné) – zde se vloží všechny proměnné, které 
budou uchovány během aktivity procesu, 
 Function block (funkční blok) – pro deklaraci vlastních funkcí 
 Termination block (ukončovací blok) 
 Následující část kódu je zapsána do Header block. První dva řádky implementují 
hlavičkové soubory s deklaracemi funkcí API pro komunikaci do UDP a pro práci s IP 
adresou.  
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Zbylé řádky tvoří knihovny potřebné pro správné fungování načítání, které bylo třeba 
přilinkovat. 
Další část kódu je zapsána v Tempotary variables: 
 
 Zde jsou uloženy deklarované proměnné filePathPoiner, infile a firstDataLine, které je 
potřeba uchovat během aktivity procesu. 
 Poslední část kódu je zapsána v Exit executives. Zde je vložena hlavní část programu. 
 
Po spuštění aplikace je možné zadat manuálně cestu k souboru. Jestliže cesta 
k souboru nebude zadána, budou se automaticky načítat data defaultně ze souboru 
IxChariot_statistika.csv, který je umístěn v rootu na disku C. 
 
V této smyčce jsou načítány všechny řádky souboru začínající položkou Filename. 
Načítání probíhá po řádcích, z nichž je poté vybrán osmý a šestnáctý sloupec. Hodnoty 
#include <udp_api.h> 
#include <ip_addr_v4.h> 
#include <fstream> 
#include <iostream> 
#include <sstream> 
#include <string> 
#include <vector> 
#include <stdio.h> 
#include <tchar.h> 
#include <stdlib.h> 
 
 
 
std::string filePathPointer;  
ifstream infile; 
bool firstDataLine; 
iface = op_intrpt_esys_interface(); 
inf_desc = op_id_from_name(  op_id_self (), OPC_OBJTYPE_ESINTERFACE , 
"csvFilePath"); 
op_esys_interface_value_get(iface, (void *)&csvFilePath, 0); 
if(!strcmp(csvFilePath, "")) 
{ 
strcpy(csvFilePath,"C:\\IxChariot_statistika.csv"); 
 
printf( "[OPNET] Default cesta k souboru je: %s \n", csvFilePath); 
} 
 Else 
{ 
printf( "[OPNET] Cesta k souboru je: \n%s\n\n\n", csvFilePath); 
} 
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z těchto sloupců jsou uloženy do proměnných value a time. Do proměnné value se zapisují 
hodnoty propustnosti, do proměnné time se zapisuje uplynulý čas. 
 
 Tato funkce, která určuje, do jaké statistiky se mají dané hodnoty zapsat. Pro tento 
případ byla vytvořena globální statistika pojmenována propustnost kapitola 5.2. 
 
Funkce, která zapíše do nastavené statistiky čas a hodnotu. 
 
 
 Funkce ukončující simulaci. Pakliže nebude detekována žádna chyba, zobrazí se 
hláška Simulation terminated successfully. 
 
ifstream infile(csvFilePath); 
bool firstDataLine = false; 
while (infile) 
  { 
   string s; 
 if (!getline( infile, s )) break; 
if (s.find("Filename") == -1 && firstDataLine == false)  
{ 
  continue; 
 } 
 else if (s.find("Filename") == 0)  
{ 
  firstDataLine = true; 
  continue; 
 } 
istringstream ss( s ); 
double value =0; 
 double time =0; 
 int columnIdx =0; 
 while (ss) 
     { 
 if (!getline( ss, s, ';' )) break; 
 if (columnIdx==7 ) {  
    time = atof(s.c_str()); 
   } 
if (columnIdx==15) { 
    value = atof(s.c_str()); 
   } 
   columnIdx++; 
 } 
 
op_sim_end ("Simulation terminated successfully.", "", "", ""); 
stat_11 = op_stat_reg("IP.propustnost", OPC_STAT_INDEX_NONE, 
OPC_STAT_GLOBAL); 
op_stat_write_t(stat_11, value, time); 
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7. Externí kosimulace – předání řízení OM  
 Jak již bylo řečeno výše, bude pro tento případ použita externí aplikace přilinkována 
od OM jako externí knihovna. 
 
 
 Jako platforma může být použit operační systém Windows nebo Linux_x86. Popis 
jednotlivých funkcí je detailně popsán v [3]. Za zmínku stojí definice use_esa_main, určující, 
zda bude externí knihovna přilinkována do OPNETu (nastavená hodnota yes) nebo zda bude 
simulace zahrnuta v externím kódu jiného programu (hodnota no) a definice dll_lib, určující 
knihovnu obsahující externí aplikaci. Knihovna se může nacházet kdekoli v počítači, ale do 
položky dll_lib je nutné uvést celou cestu k souboru. Cesta v systémových adresářích a 
podadresářích OPNETu může vypadat takto: sys  pc_amd_win64 nebo pc_intel_win32  
bin. [3]  
 Jelikož tato práce navazuje na diplomovou práci [6], bude pro tento účel použit a 
upraven již vzniklý zdrojový kód:  
 Proměnné pro Opnet Modeler: 
 
 
 Pro získání dat z rozhraní ESYS byla použita funkce Esa_Interface_Get. Funkce 
Esa_Interface_Value_Get má za úkol načíst data z rozhraní a uložit je do proměnné dscp. 
 
 
 
  
 
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.Version"); 
        Esa_Interface_Value_Get(esaHandle, &status, iface, &dscp); 
 
int status; 
EsaT_Interface iface; 
int dscp; 
int filepathlen = 50; 
char filepath[50]; 
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 Vytvoření a spuštění testu: 
 
 Funkce pro získání ukazatele na ESYS rozhraní v OPNETu. Jejími parametry jsou 
identifikátor simulace a hierarchický název hledaného rozhraní. Do proměnné iface je uložen 
ukazatel na konkrétní rozhraní obsahující data. 
 
  
 Do proměnné file path se uloží cesta k souboru.  
 
 
 
 Funkce zobrazí v konzoli cestu k souboru. Po zápisu do konzole se cesta k souboru 
uloží do proměnné filepathlen. 
 
 Přidá ukončovací znak na konec stringu. 
 
 
 Funkce pro nastavení hodnoty v ESYS rozhraní OM. Jejími parametry jsou 
identifikátor simulace, hodnota určující příčinu chyby, identifikátor rozhraní, hierarchický 
název hledaného rozhraní, identifikátor zaslání přerušení do OPNETu a hodnota rozhraní: 
 
 
Pro případ, že by v simulaci zůstaly nějaké naplánované události, je volána funkce 
Esa_Terminate, která v OPNET Modeleru vyvolá proces ukončení simulace. Následně je 
nutné ukončit běh externí aplikace funkcí exit. 
 
printf("File path is: %s\n", filepath 
Esa_Text_Input (esaHandle, filepath, &filepathlen); 
 
 
Esa_Interface_Value_Set(esaHandle, &status, iface, 
ESAC_NOTIFY_IMMEDIATELY, &filepath);  
 
strcat(filepath, "\0"); 
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.FileString"); 
 
Esa_Terminate(esaHandle, ESAC_TERMINATE_NORMAL); 
exit(0); 
sprintf(filepath, "%s", "C:// IxChariot_statistika.csv 
.csv"); 
 
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.FilePath"); 
start_test(dscp); 
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8. Vytvoření statistik v OPNET Modeleru pro zobrazení 
dat z IxChariot 
8.1 Vytvoření statistiky provozu v IxChariot 
 Po spuštění programu se objeví hlavní okno IxChariotu obr. 8.1. 
 
Obr. 8.1: Část hlavního okna IxChariotu 
Pro vytvoření statistiky je potřeba vytvořit provoz alespoň mezi dvěma koncovými 
body pomocí Add Pair  .  
V tomto případě budou koncovými body virtuální a reálný počítač, přičemž každý 
z nich má vlastní IP adresu. Aby bylo možné simulovat datový provoz mezi stanicemi, je 
potřeba na ně nainstalovat program Endpoint od společnosti Ixia, který slouží k vzájemné 
identifikaci během simulace. 
V nově otevřeném okně se napíše název a doplní se nastavení IP adres koncových 
bodů 1 a 2. Dále se nastaví síťový protokol (network protokol) na TCP a zvolí se kvalita 
služby (service quality) pro oba koncové body. V tomto případě je vybrána kvalita služby 
FTP background. Dalším krokem je výběr skriptu, který se provede pomocí Edit This Script. 
Pro toto nastavení byl vybrán skript High_Performace_Throughput.scr. Výsledné nastavení 
provozu je na obr. 8.2. 
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Obr. 8.2: Nastavení koncových bodů 
Po nadefinování koncových bodů se spustí simulace pomocí Run . Jak simulace 
probíhá, vykresluje IxChariot výsledky a statistiky v reálném čase na obr. 8.3. 
 
Obr. 8.3: Výsledná statistika 
 Exportování statistik do souboru se provede výběrem položky File -> Export 
v hlavním menu. Výsledky je možné exportovat v několika formátech: 
 ASCII textový soubor, 
 webová stránka ve formátu HTML, 
 soubor ve formátu CSV, 
 soubor ve formátu PDF. 
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9. Vytvoření statistik v simulačních prostředích 
9.1 Načtení dat získaných v IxChariotu v prostředí OM 
 Po vyexportování dat generátorem síťového provozu IxChariot do souboru csv je 
potřeba tyto data načíst a zpracovat v prostředí OM pro pozdější srovnání.  
 Prvním krokem před spuštěním simulace je vybrat, jaké statistiky se budou 
zobrazovat. V hlavním menu se vybere záložka DES -> Choose Individual DES Statistics a 
v okně Global statistic  IP se zatrhne propustnost. 
Nakonec se spustí simulace v menu DES – Configure/Run Discrete Event Simulation 
nebo pomocí tlačítka  umístěného na panelu nástrojů. V okně pro konfiguraci spuštění se 
ponechají defaultní hodnoty obr. 9.1. Tlačítkem Run se spustí simulace. 
 
 
Obr. 9.1: Spuštění simulace 
 V první fázi dojde k propojení OM s externí aplikací. Poté se čeká na zadání cesty 
k souboru s daty. Uživatel buď zvolí načtení z defaultní cesty, nebo zapíše cestu k souboru 
ručně, viz kapitola 7.4. 
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Obr. 9.2: Zapsání cesty k souboru 
 Po zvolení volby je soubor načten a nevyskytne-li se žádná chyba, zobrazí se hlášení 
o ukončení simulace Simulation terminated successfully.  
 Nyní lze zobrazit výsledky vybráním možnosti View Results v editoru projektu a zadat 
zobrazení statistiky propustnost obr. 9.3. 
 
Obr. 9.3: Vybrání příslušné statistiky 
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 Po tomto kroku se objeví graf sestrojený z načtených hodnot obr. 9.4. 
 
Obr. 9.4: Obrázek grafu vzniklý z načtených hodnot 
 Popsání a srovnání pořízených statistik bude uvedeno v poslední kapitole. 
  
9.2 Vytvoření topologie v OM 
 Aby bylo možné porovnat statistiky z OPNET Modeleru a IxChariotu je potřeba 
vytvořit v OM topologii, která bude odpovídat reálné síti v IxChariotu. Pro tento úkol je 
potřeba vytvořit v OM  nové scenário s topologií odpovídající simulování ftp přenosu mezi 
klientskou stanici a serverem, propojené ethernetovou linkou o rychlosti 100Mb/s. Po spuštění 
OM se vybere z menu položka File → Project (zde se vyplní jméno projektu a scénáře) 
→ OK→ Create empty scenario → Office→ Finish. Na plochu se vloží síťové prvky kapitola 
5.2, které se mezi sebou propojí. Výsledek je zobrazen na obr. 9.5. 
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Obr. 9.5: Topologie vytvořené sítě 
Dalším krokem je nastavení jednotlivých síťových prvků. Nejprve se nastaví v Profile 
Config vlastní konfigurace profilu, která poté bude spuštěna na klientské stanici. Nová 
aplikace byla pojmenována FTP*profile. Atribut Start Time Offset byl nastaven jako 
konstantní s hodnotou 100. Po vytvoření aplikace se v záložce Description upravit její 
vlastnosti obr. 9.6. 
 
Obr. 9.6: Nastavení Profile Config 
Dále bylo třeba upravit vlastnosti v Applications Table obr. 9.7. 
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Obr. 9.7: Nstavení application table 
Dalším krokem je nastavení Application Config, kde se opět vytvoří vlastní aplikace, 
v tomto případě FTP s hodnotou High Load, která bude simulovat větší zatíženost linky 
obr. 9.8. 
 
Obr. 9.8: Nastavení application configuration 
Dále je potřeba nastavit server tak, aby byl schopen podporovat FTP aplikaci. Na 
serveru se pomocí Edit Attributes nastaví položka Application: Supported Services je na 
hodnotu File Transfer (Heavy). Zbývající parametry se ponechají ve výchozím nastavení. 
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Nyní je potřeba vybrat, které statistiky se budou vykreslovat. V hlavním menu se 
vybere záložka DES -> Choose Individual DES Statistics a v okně Global statistic  IP se 
zatrhne propustnost. Nyní je vše připravené pro počítání paketů mezi dvěma stanicemi. 
Nakonec se spustí simulace v menu DES – Configure/Run Discrete Event Simulation 
nebo pomocí tlačítka  umístěného na panelu nástrojů. V okně pro konfiguraci spuštění se 
ponechají defaultní hodnoty. 
Výsledkem je graf propustnosti paketů mezi koncovou stanicí a serverem obr. 9.9. 
 
Obr. 9.9: Propustnost mezi stanicí a serverem 
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10. Porovnání statistik 
10.1 Popis grafu IxChariot  
 Na grafu z generátoru síťového provozu IxChariot lze pozorovat velké výkyvy 
v průběhu simulování. Je to způsobené tím, že je simulace prováděna mezi reálnou a virtuální 
počítačovou stanicí a parametry sítě, propustnost a doby odezvy jsou omezeny rychlostí 
procesoru v počítači a virtuálním switchem.  
 
Obr. 10.1: Propustnost mezi stanicemi změřená v IxChariotu 
 Pro snadnější porovnání obou statistik je vhodné použít volbu Overlaid Statistics, 
která vloží oba grafy do stejného okna obr. 10.2. 
 
Obr. 10.2: Porovnání statistik z IxChariotu a OM   
 Modrý graf odpovídá hodnotám získaných z IxChariotu, červený naměřeným 
hodnotám z OM. Ze statistik je patrné, že průběh výstupních hodnot odpovídá očekávání. 
50 
 
Průběh charakteristiky z OM je téměř konstantní, protože velikost síťového provozu byla 
nastavena na konstantní hodnotu a nebyly zde patrné rušivé vlivy jako u simulace v 
IxChariotu. 
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Závěr 
Cílem práce bylo vytvořit a navrhnout mechanismus pro načítání a zobrazování 
statistik z IxChariotu do OPNET Modeleru. 
Ke splnění tohoto úkolu bylo potřeba vytvořit experimentální konzolovou aplikaci pro 
načítání dat ze souboru ve formátu csv. Jako programovací prostředí bylo použito Visual 
Studio 2010 a programovací jazyk C++. Potřebné prvky a funkce konzolové aplikace byly 
následně implementovány do prostředí OPNET Modeler. V tomto simulačním prostředí bylo 
nutné nastavit procesní modely tak, aby se v nich dal používat programovací jazyk C++. 
Dále bylo zapotřebí upravit řízení kosimulace a předání řízení zpět do OPNET 
Modeleru. Kosimulace pracuje na bázi dynamické knihovny v jazyce C++. Pro simulaci a 
ověření výsledků byl v prostředích OPNET Modeler a IxChariot vytvořen jednoduchý FTP 
provoz mezi dvěma stanicemi.  
Ze získaných naměřených hodnot byly vytvořeny statistiky, které bylo možné mezi 
sebou porovnat. Obě měření byla provedena na virtuálním hardware, v prvním případě 
vytvořeném pomocí virtuálního PC, v druhém případě pomocí OPNET Modeleru. Z výsledků 
vyplývá, že provoz v Ixchariotu je náchylnější na chyby během přenosu než v OPNET 
Modeleru, což je způsobené tím, že je simulace prováděna mezi reálnou a virtuální 
počítačovou stanicí, přičemž propustnost a doby odezvy jsou omezeny rychlostí procesoru 
v počítači a virtuálním switchem, zatímco v OPNET Modeleru je simulace prováděna pouze 
tímto prostředím. 
52 
 
Seznam použité literatury 
 
[1] OPNET Technologies. OPNET Modeler Product Documentation Release  16.0, 
 OPNET Technologies Inc., 2008. 
[2] MIKULICA, V., Návrh a implementace modelové architektury systémové databáze 
MIB. Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních 
technologií, 2008. 52. 
[3] BARTL, M., Návrh a realizace aplikace serveru pro spolupráci s OPNET Modelerem. 
Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií 
2009. 38s 
[4] ZEMAN, O. Implementace simulačního modelu zjednodušené databáze Diffserv-MIB. 
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních 
technologií, 2008. 61s 
[5] ZEMAN, O. Modelování síťových aplikací a měření provozu v prostředí OPNET. 
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních 
technologií, 2006.  
[6] BARTL, M., Ovládání generátoru síťového provozu z prostředí OPNET Modeler. 
Brno: Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních 
technologií, 2010. 61 s. 
[7] MIKULICA, V., Generování datových jednotek v prostředí ONET Modeler. Vysoké 
učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií, 2010. 
70s 
[8] ZHENG, L.; HONGJI, Y. Unkocking Power of Opnet Modeler. Cambridge University, 
2012. 253s 
53 
 
Abecední seznam použitých zkratek 
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VoIP  - Voice over Internet Protocol 
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Přílohy A: Experimentální konzolová aplikace 
#include "stdafx.h" 
#include "stdio.h" 
#include <fstream> 
#include <iostream> 
#include <sstream> 
#include <string> 
#include <vector> 
using namespace std;   
 
int _tmain(int argc, _TCHAR* argv[]) 
{ 
 vector <vector <string> > data; 
      cout << "Zadej cestu k souboru: "; 
 string csvFilePath; 
      getline(cin, csvFilePath); 
      ifstream infile(csvFilePath ); 
      bool firstDataLine = false; 
 
while (infile) 
{ 
string s; 
  
if (!getline( infile, s )) break; 
 
if (s.find("ENDPOINT PAIR DETAILS") == -1 && firstDataLine == false)  
{ 
continue; 
} 
else if (s.find("ENDPOINT PAIR DETAILS") == 0) 
{ 
 firstDataLine = true; 
 continue; 
} 
istringstream ss( s ); 
vector <string> record; 
while (ss) 
{ 
      string s; 
      if (!getline( ss, s, ';' )) break; 
      record.push_back( s );  
    } 
 
 data.push_back( record ); 
    } 
    vector< vector<string> >::iterator iter_ii; 
vector<string>::iterator iter_jj; 
 
for(iter_ii=data.begin(); iter_ii!=data.end(); iter_ii++) 
{ 
 for(iter_jj=(*iter_ii).begin(); iter_jj!=(*iter_ii).end(); iter_jj++) 
      { 
      cout << *iter_jj << "\t"; 
      } 
 cout << endl; 
   } 
 return 0; 
}
56 
 
Příloha B: Externí aplikace 
extern "C" DLLEXPORT 
   
 void callback(void *state_ptr, double time, va_list vararg) 
 { 
  int status; 
  EsaT_Interface iface; 
  int dscp; 
   
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.Version"); 
   Esa_Interface_Value_Get(esaHandle, &status, iface, &dscp); 
 
 printf("[EXT] Data prijata v externi aplikaci: %d\n", dscp);  
   
  start_test(dscp); 
 
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.FilePath"); 
 
  int filepathlen = 50; 
  char *filepath = (char *) malloc (50 * sizeof(char)); 
  sprintf(filepath, "%s", "C://IxChariot_statistika.csv"); 
  printf("File path is: %s\n", filepath); 
Esa_Text_Input (esaHandle, filepath, &filepathlen);  
 
  printf("File path is: %s\n", filepath); 
 
  strcat(filepath, "\0"); 
 
  std::string filestring("C://bbb.csv"); 
iface = Esa_Interface_Get(esaHandle, "top.office.manager.esys.FileString"); 
 
Esa_Interface_Value_Set(esaHandle, &status, iface, ESAC_NOTIFY_IMMEDIATELY, 
filestring);  
 
  free(filepath); 
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Příloha C: Hlavní zdrojový kód v OM 
 
iface = op_intrpt_esys_interface(); 
inf_desc = op_id_from_name(  op_id_self (), OPC_OBJTYPE_ESINTERFACE , 
"csvFilePath"); 
           op_esys_interface_value_get(iface, (void *)&csvFilePath, 0); 
 
 if(!strcmp(csvFilePath, "")) 
 { 
  strcpy(csvFilePath,"C:\\IxChariot_statistika.csv"); 
 
 printf( "[OPNET] Default cesta k souboru je: %s \n", csvFilePath); 
 } 
 else 
 { 
  printf( "[OPNET] Cesta k souboru je: \n%s\n\n\n", csvFilePath); 
 
 } 
  ifstream infile(csvFilePath); 
  bool firstDataLine = false; 
  while (infile) 
  { 
   string s; 
 if (!getline( infile, s )) break; 
if (s.find("Filename") == -1 && firstDataLine == false)  
{ 
  continue; 
 } 
 else if (s.find("Filename") == 0)  
{ 
  firstDataLine = true; 
  continue; 
 } 
istringstream ss( s ); 
double value =0; 
 double time =0; 
 int columnIdx =0; 
 while (ss) 
     { 
 if (!getline( ss, s, ';' )) break; 
 if (columnIdx==7 ) {  
    time = atof(s.c_str()); 
   } 
if (columnIdx==15) { 
    value = atof(s.c_str()); 
   } 
   columnIdx++; 
 } 
stat_11 = op_stat_reg("IP.propustnost", OPC_STAT_INDEX_NONE, 
OPC_STAT_GLOBAL);   
 
    int i;     
    for (i=1; i<50; i++) 
    { 
 
throughput++;  
op_stat_write_t(stat_11, value, time); 
    } 
op_sim_end ("Simulation terminated successfully.", "", "", ""); 
 
