Motivation: Whole genome sequencing (WGS) is widely used for copy number variation (CNV) detection. However, for most bacteria, their circular genome structure and high replication rate make reads more enriched near the replication origin. CNV detection based on read depth could be seriously influenced by such replication bias. Results: We show that the replication bias is widespread using ~200 bacterial WGS data. We develop CNV-BAC that can properly normalize the replication bias as well as other known biases in bacterial WGS data and can accurately detect CNVs. Simulation and real data analysis show that CNV-BAC achieves the best performance in CNV detection compared with available algorithms.
Introduction
Whole genome sequencing (WGS) has been widely used to study genomic variations in many different organisms including bacteria. Copy number variation (CNV), consisting of gains or losses of DNA segments, is an important class of genomic variations. CNVs are often detected using the read depth (RD) information of WGS. However, other than copy number states, RD can be easily influenced by factors such as GC-content and the mappability of the genomic regions. Hence, proper normalization needs to be performed before CNV detection (Hansen, et al., 2010) . For almost all bacteria, their single circular chromosome replicates bidirectionally from a single fixed origin towards a single terminus (Wang and Levin, 2009) . Therefore, during replication, a bacterium should have two copies of DNA sequences that has been replicated and only one copy of DNA sequences yet to be replicated. Since WGS of bacteria is performed using millions of bacterial cells and cells may be at various cell cycle stages, regions closer to the replication origin should have higher RD than regions closer to the replication terminus. This replication bias could seriously influence the CNV detection if not properly accounted for. In this paper, we use ~200 bacteria WGS data from 3 studies to show that this replication bias is widespread. We develop a new algorithm called CNV-BAC that can properly normalize the replication bias and can accurately detect CNVs in bacterial genomes. Comprehensive simulation and real data analysis show that CNV-BAC achieves best performance in detecting CNVs in bacterial genomes.
We consider three bacterial sequencing datasets, (1) 55 Escherichia coli (E. coli) MDS42 cells (Horinouchi, et al., 2017) , (2) 85 Staphylococcus aureus (S. aureus) strains (Copin, et al., 2019) , and (3) 50 Lactobacillus casei Zhang (L. casei Zhang) (Wang, et al., 2017) . After mapping, we calculate the Spearman's rank correlation between the RD # and the bin's distance to the replication origin # . For all three datasets, as predicted from the mechanism of the replication bias, most correlations are less than zero ( Figure 1A) . We further calculate the Spearman's correlation between # and the log2 copy ratio # = log -( # / # ) given by BIC-seq2. Interestingly, possibly because BIC-seq2 has removed other sources of biases, the negative correlation between # and # becomes more prominent ( Figure 1A ). A number of bacteria even have correlation close to -1 (e.g. -0.945 for S. aureus genome SRR8074817). In comparison, after CNV-BAC's normalization, the correlations between # and the log2 copy ratio ' # = log -( # / ' # ) are very close to zero ( Figure 1A) . Figure 1B shows the S. aureus genome SRR8074817. Its raw data demonstrates very strong replication bias (top left panel) and this bias disappears after CNV-BAC normalization (right panel). In addition, this genome has a very clear copy number gain (marked in red box). Since the gain's signal is masked by the replication bias, available algorithms such as CNOGpro (Brynildsrud, et al., 2015) , CNVnator (Abyzov, et al., 2011) and Control-FREEC (Boeva, et al., 2012) fail to detect the gain. In comparison, CNV-BAC successfully detects the gain. Supplementary Figure S1 shows more of similar examples. The distribution of CNV numbers detected by these algorithms are shown in Supplementary Figure  S2 . Overall, CNVnator is the most conservative and it only detects 0.7 CNVs per sample on average. FREEC is also conservative, detecting 2.6 CNVs per sample. We further use the normalization data of CNV-BAC to estimate the false discovery rate (FDR) of available algorithms (Supplementary Text), CNVnator has the lowest FDR, followed by FREEC and CNOGpro (average FDR 0.27, 0.40 and 0.85 respectively). Interestingly, in S. aureus, CNV-BAC identifies a deletion (73425bp -735250bp) occurred only in the high-risk strains of S. aureus (Supplementary Figure S3 ). In total, CNV-BAC identifies 49 strains having this deletion, and the other algorithms only identify less than 7 strains having this deletion ( Figure 1C) . Similarly, CNV-BAC finds 19 strains of L. case. Zhang having a common deletion, and other algorithms only find 1 strain (Supplementary Figure S4 ).
Simulation Analysis
We use simulation to compare CNV-BAC with available algorithms including BIC-seq2, CNVnator, Control-FREEC and CNOGpro. See Supplementary Text for detailed simulation setup (Supplementary Figure  S5-S6) . Overall, CNV-BAC achieves the best sensitivity and specificity in most simulation scenarios. Largely speaking, smaller events are harder to detect for all algorithms. As the sequencing depth increases, the powers tend to be larger for all algorithms. The power of CNV-BAC keeps largely the same for different levels of replication bias for most scenarios. In terms of FDR, CNV-BAC and FREEC have the lowest false positives and largely keeps constant when the replication bias increases. The false positives of other algorithms tend to be high when the replication bias is high. As expected, the false positive duplications are mostly located near the replication origin, and the false positive deletions are mostly located near the replication terminus ( Supplementary Figure S7-S15) . 
