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Sistemas autogravitantes, plasmas não-neutros, modelo do anel e Hamil-
toniana de Campo Médio (HMF) são exemplos de sistemas e modelos com
interações de longo-alcance que têm atraído muita curiosidade. Uma intera-
ção é dita de longo-alcance se ela decai na proporção r ↵ com ↵  d, em
que r é a distância de interação entre as partículas e d é a dimensão espa-
cial do sistema. Esses sistemas apresentam comportamentos não observados
para sistemas com interações de curto-alcance, como calor específico nega-
tivo, inequivalência de ensembles, estados quasi-estacionários não-Gaussianos
e relaxação violenta (uma passagem muito rápida da condição inicial para um
estado quasi-estacionário, para só então evoluir muito lentamente para o equi-
líbrio termodinâmico ou oscilar em torno dele). Neste trabalho, vamos avaliar
os sistemas com interação de longo-alcance começando pela forma como sua
dinâmica evolui para o equilíbrio passando pela etapa de Relaxação Violenta;
qual a relação entre o tempo de permanência no estado quasi-estacionário e
o número de partículas dos sistemas e qual a influência das correlações de
força na potência de N que caracteriza essa dependência; além do verdadeiro
5
SUMÁRIO 6
equilíbrio termodinâmico por meio da maximização da entropia.
Abstract
Self-gravitating systems, non-neutral plasmas, Ring-model and Hamilto-
nian Mean Field (HMF) are examples of systems and models with long-range
interactions that have attracted much curiosity. An interaction is considered
to be long-ranged if it decays at large distances as r ↵ with ↵  d where r is
the distance between particles and d is the spatial dimension of the system.
These systems exhibit behavior not observed for systems with short range in-
teractions, as negative specific heat, ensembles inequivalence, non-Gaussian
quasi-stationary states and, especially, violent relaxation (a very rapid pas-
sage from the initial condition into a quasi-stationary state, which then evol-
ves very slowly to the thermodynamic equilibrium or oscillates around it).
In this work, we investigate the long-range interaction systems starting with
the way its dynamics evolves towards thermodynamic equilibrium, passing
by the violent relaxation stage; what is the relation between the long it takes
in the quasi-stationary state and the number of particle systems and the in-
fluence of the correlations of force in the power of N that characterizes this
dependency; ending with a study of the thermodynamic equilibrium itself by
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an entropy maximization method.
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Visão Geral
Sistemas com interações de longo-alcance são aqueles em que o potencial
de interação entre dois corpos decai com a distância de acordo com a relação
1/r↵, onde ↵  d, sendo d a dimensão espacial do sistema. É o caso de
sistemas gravitacionais, eletrostáticos e de hidrodinâmica bidimensional, por
exemplo [12]. Neste trabalho, avaliaremos sistemas como o HMF, Modelo
do Anel e um sistema de interação entre spins [30] bem como sua evolução
dinâmica rumo ao equilíbrio (que também pode ser analisado sob a óptica
das interações de longo-alcance).
Algumas propriedades destes sistemas têm despertado bastante interesse
por violarem previsões básicas da Termodinâmica de curto-alcance. Elas
frequentemente se originam da inequivalência de ensembles apresentada por
sistemas com interação de longo-alcance.
Por muito tempo, características peculiares desses sistemas, como calor
específico negativo e não-aditividade (embora não haja impedimento para
que sejam extensivos), trouxeram dúvidas sobre a existência de um equilíbrio
estatístico padrão nestes casos. No entanto, hoje sabemos que a evolução
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dinâmica leva ao equilíbrio após vencidas as etapas de relaxação violenta
e estados quasi-estacionários, cuja duração é influenciada pelo número de
partículas presentes. A compreensão da evolução temporal de uma dinâmica
tão não-usual, é obtida pela introdução de uma teoria cinética apropriada
baseada na equação de Vlasov [24, 27, 26].
O desenvolvimento computacional está bastante relacionado a grandes
descobertas associadas à evolução dinâmica desses sistemas [21, 25]. A pos-
sibilidade de se efetuar simulações com números cada vez maiores de partí-
culas em tempos razoáveis, além de nos levar a resultados mais fidedignos
(na medida em que o número de partículas se aproxima do infinito, temos
mais segurança nos resultados obtidos pela equação de Vlasov), nos permite
ampliar o horizonte de análises e confrontar resultados anteriores com mais
poder argumentativo. Neste trabalho, questionaremos a literatura anterior
no que diz respeito ao expoente de proporcionalidade entre o número de
partículas presentes em alguns sistemas e o seus tempos de evolução dinâ-
mica. Um código paralelizado desenvolvido em nosso grupo para esse tipo
de simulação é bastante utilizado.
O trabalho se inicia no capítulo 1 com uma breve revisão teórica sobre
sistemas com comportamento de longo-alcance. Também é no capítulo 1 que
apresento a motivação de meu estudo, ou seja, os resultados que nortearam
e inauguraram o restante do trabalho.
No capítulo 2, consideraremos um modelo anisotrópico de Heisenberg que
consiste em spins com interações de campo médio evoluindo sob a dinâmica
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clássica de spins, cuja Hamiltoniana é da forma








em que o primeiro termo, com J > 0, descreve um campo médio de aco-
plamento ferromagnético e o último termo representa a energia dada a uma
anisotropia local. Estudaremos o comportamento evolutivo desse sistema
bem como o seu equilíbrio final. Nas sessões finais desse capítulo, apresenta-
mos os resultados das simulações computacionais realizadas para o modelo
de spins clássicos em que se evidencia a dependência entre o número de par-
tículas no sistema e o tempo de permanência no estado quasi-estacionário
(QSS). Um comparativo entre o expoente que relaciona essas duas variáveis
para sistemas cada vez maiores é apresentado e, pela primeira vez, é feita
uma discussão sobre o que justifica a discrepância entre os valores desse ex-
poente encontrado em resultados de simulações computacionais e a previsão
teórica [28] para pequenos números de partículas. Em outras palavras, jus-
tificamos o aparecimento de uma relação do tipo 1/N1.7 como reescala do
tempo dinâmico de simulações em que o número de partículas é limitado.
A Teoria Cinética, abordada ao longo de todo o trabalho, ganha um lu-
gar especial no capítulo 3 em que é apresentada formalmente a Hierarquia
Bogoliubov-Born-Green-Krikwood-Yvon (BBGKY) e algumas equações ciné-
ticas são derivadas e analisadas.
O capítulo 4 traz discussões sobre a influência das correlações de força
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na ordem do termo predominante quando se analisam a dependência entre
N e o tempo da dinâmica para modelos teóricos bem conhecidos: o Modelo











[1  cos(✓i   ✓j)], (2)
em que ✓i 2 [ ⇡, ⇡[ e pi é o momento canonicamente conjugado à ✓i e o












1  cos(✓i   ✓j) + "
. (3)
em que ✓i e ✓j estão compreendidos no intervalo  ⇡ < ✓ < ⇡ e represen-
tam as posições angulares ocupadas pela i-ésima partícula no anel e " é um
parâmetro de amortecimento computacional.
Encerro este trabalho com o capítulo 5 em que apresento minhas conclu-
sões e perspectivas para estudos futuros.
Capítulo 1
Introdução
1.1 Interações de Longo-alcance
A análise de cenários bastante robustos evidencia grandes distinções entre
os sistemas de interações de curto-alcance e os de interações de longo-alcance.
Neste último caso, a dinâmica rumo ao equilíbrio possui características que
ainda não foram satisfatoriamente estudadas, como a relaxação violenta e a
existência de estados quasi-estacionários [12]. Assim, sistemas com intera-
ções de longo-alcance configuram um campo bastante intrigante e repleto de
lacunas a serem preenchidas.
Quanto à evolução dinâmica citada acima, sabe-se que o sistema, a partir
de uma condição incial qualquer, passa por uma etapa muito rápida cha-
mada "Relaxação Violenta"(inicialmente descrita por Lynden-Bell [8]) para,
só então, atingir um estado quasi-estacionário ou oscilar em torno dele. A
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descrição de Lynden-Bell [8], no entanto, não representava satisfatoriamente
os resultados obtidos na Astrofísica, servindo como motivação para outros
trabalhos, tais como Shu (1978), Stiavelli Bertin (1987), Spergel e Hernquist
(1992), Kull, Treumann e Bohringer (1997), Nakamura (2000) e Trenti e Ber-
tin (2002) e Yan Levin (2008). Apesar de interessantes resultados obtidos,
nenhuma dessas teorias é de aplicação geral.
Partindo agora para a etapa quasi-estacionária, sabe-se que o tempo de
vida desses estados é fortemente influenciado pela quantidade de partículas
(N) presentes no sistema, de forma que, no caso N ! 1 o sistema perma-
neceria "preso" nesta etapa intermediária e o equilíbrio nunca seria atingido.
Sistemas menores evoluem para o equilíbrio gaussiano em um tempo cres-
cente na proporção N ou N2 dependendo de sua condição incial (fato que
discutiremos neste trabalho).
Apresentamos algumas propriedades dos sistemas com interações de longo-
alcance:
1.2 Propriedades dos Sistemas de Interação de
Longo-alcance
Neste capítulo, iremos discutir o que faz dos sistemas com interações de
longo-alcance sistemas tão peculiares.
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1.2.1 Não-aditividade e Extensividade
Sistemas com interações de longo-alcance não são aditivos embora, em
geral, sejam extensivos [16].
Extensividade é a propriedade que qualifica um sistema em que as variá-
veis termodinâmicas dependem de seu tamanho. Sistemas extensivos podem
algumas vezes ser reconhecidos pela presença do fator de Kac em suas Hamil-
tonianas. Trata-se do fator 1/N que torna a energia do sistema proporcional
ao número de partículas. Essa reescala de energia e entropia constitui im-
portante aspecto na transição de fase.
A aditividade, por sua vez, é a propriedade que se evidencia quando o
sistema é dividido em dois subsistemas e a energia total E é igual à simples
adição das respectivas energias E1 e E2 de cada subsistema. Em sistemas
com interação de curto-lcance, no limite termodinâmico, a característica da
interação permite que se ignore o termo de interface. Para sistemas com
interação de longo-alcance, se dividirmos o sistema em duas partes, a energia
total do sistema não será igual à soma das energias dos dois subsistemas [16],
ou seja, em sistemas com interação de longo-alcance, o termo de interface
considera a totalidade de partículas. Para este caso, a interação através
da interface não pode ser negligenciada. Sistemas com interação de longo-
alcance são não-aditivos.
Note que todo sistema aditivo é extensivo, mas nem todo sistema exten-
sivo é aditivo, como é o caso dos sistemas que serão analisados no presente
trabalho.
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1.2.2 Inequivalência de Ensembles Estatísticos
Diferentemente de sistemas com interações de curto-alcance, sistemas com
interações de longo-alcance podem apresentar inequivalências entre os ensem-
bles canônico e microcanônico. Alguns exemplos são as interações gravitaci-
onais e o modelo BEG (Blume-Emery-Griﬃths) [7][44].
O estudo de Barré (analisando diagramas de fase nos ensembles canônico e
microcanônico) evidenciou que, no modelo BEG-spin 1, o ensemble canônico
exibia um diagrama de fase com transição contínua no ponto crítico, enquanto
no ensemble microcanônico o sistema possui calor específico negativo e um
salto na temperatura.
O tipo de ensemble (canônico ou microcanônico) corresponde ao vínculo
físico associado a ele ( temperatura ou energia constantes, respectivamente),
características que provocam o aparecimento de diferentes propriedades físi-
cas. Gibbs notou, em 1902, que, no limite termodinâmico, os dois ensembles
levam a previsões que podem ser inequivalentes [29, 35]. Muitos outros tra-
balhos posteriores revelaram o mesmo comportamento em sistemas de muitos
corpos [35, 36]. Logo, a equivalência ou não dos dois ensembles depende do
tipo de interação presente no sistema em análise.
A inequivalência de ensembles ocorre quando a função de entropia micro-
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em que ⌦(u) é a densidade de microestados com energia interna por partícula
u, apresenta um ou mais intervalos não-côncavos que faz de s0, a primeira
derivada de s(u), uma função não-monotônica de u. A energia livre é obtida
como a transformada de Legendre da s(u):





em que Z( ) é a função-partição e T = (@S@u )
 1, a temperatura. A transfor-
mada de Legendre de s(u) não é inversível. Por outro lado, se s0 existir para
todo u e for monotônica, s é então a transformada de Legendre de '( ):
s(u) =  (u)u  '( (u)), (1.3)
com  (u) = s0(u), que corresponde à equivalência dos ensembles canônico e
microcanônico.
Nos sistemas com interações de longo-alcance, os ensembles canônico e
microcanônico podem não ser equivalentes. Essa característica deriva da
não-aditividade oriunda da natureza da interação.
1.2.3 O Teorema do Virial
Alguns sistemas apresentam oscilações de densidade. Essas flutuações
não são soluções estacionárias da equação de Vlasov durante o processo de
relaxação e, para diminuí-las, pode-se utilizar uma configuração que minimiza
o desbalanço entre energia cinética e potencial: a condição do virial. Em um
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estado estacionário, o virial G = hp.qi não depende do tempo, portanto
d
dt




hp2i =  hq.( d
dt
q˙)i = 0.
Considerando que a média temporal (hi) é equivalente à média sobre as par-
tículas e utilizando as equações de Hamilton, podemos escrever




Fi · qi. (1.4)
Em termos da função distribuição reduzida a uma partícula (de que tratare-









em que V (q) é o potencial de campo médio. Isso implica que, em um sistema
de partículas com interações de longo-alcance, se a energia cinética média
do sistema hEci e a energia potencial média do sistema hEpoti não variam
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1.2.4 Calor Específico Negativo
Em Astrofísica, o calor específico negativo, como consequência do Teo-
rema do Virial, foi exaustivamente discutido por Maxwell [45], Thirring [59]
e Lynden-Bell [42], entre outros. Sabe-se que, quando uma estrela ou um
conjunto delas perde energia, sua temperatura aumenta de acordo com esse
teorema. O mesmo acontece com buracos negros, como demonstrado por
Beckestein e Hawking, em 1974 [32]. Esse fato é bastante intrigante e pa-
radoxal sob o ponto de vista da Mecânica Estatística, pois, aparentemente,
o calor específico deve ser sempre positivo. De fato, se consideramos um
sistema extensivo uniforme e dividido em partes de modo que o calor possa
fluir entre elas, ele será. A segunda lei da Termodinâmica afirma que o calor
flui da parte mais quente para a mais fria, evidenciando um gradiente de
temperatura. Se o calor específico for negativo o sentido do fluxo de calor
se inverte e a diferença de temperatura irá sempre aumentar de forma que o
sistema jamais atingiria o equilíbrio térmico. A positividade do calor especí-
fico é, assim, uma condição de estabilidade do sistema. É importante notar
que esse argumento só é válido se o sistema for aditivo, o que não é o caso
dos sistemas aqui considerados. Com efeito, se considerarmos um sistema
descrito pelo ensemble canônico de Gibbs, sua energia interna, considerando
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/ h(E   hEi)2i > 0. (1.7)
Por outro lado, o teorema do virial para um sistema autogravitante nos dá
[10], como em (1.5),:
2hEci+ hEpoti = 0, (1.8)
em que hEci e hEpoti são as médias estatísticas das energia cinética e po-
tencial, respectivamente, para uma distribuição de posições e velocidades
estacionária. Temos então que:








Apesar de (1.7) e (1.10) sugerirem uma contradição, salientamos que ela
ocorre porque estamos aplicando a teoria a diferentes ensembles (o canônico
e o microcanônico) com vínculos físicos distintos em cada caso.
Além do contexto astrofísico, há evidência experimental do calor espe-
cífico negativo microcanônico para sistemas pequenos [10]. Um deles é a
fragmentação nuclear, para a qual foram feitas medidas consecutivas da tem-
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peratura e da energia do ensemble durante a colisão entre átomos de Au
[15].
1.2.5 Quebra de Ergodicidade e Mixing
A hipótese de ergodicidade de Boltzmann consiste em que um sistema
em evolução livre por um tempo suficientemente longo passa por todos os
estados compatíveis com suas condições gerais para um determinado valor
de energia [4], [58], [20]. Isso pode ser interpretado como um grande sistema
de partículas interagentes em equilíbrio em que a média temporal se aproxima
da média do ensemble de partículas [54],[19].
A Hipótese Ergódica pode ser enunciada por:
• O tempo médio que um sistema passa numa região do espaço de fase é
proporcional à medida da própria região;
• Existe uma, e somente uma, distribuição de probabilidades que é inva-
riante no que diz respeito às transformações pertinentes ao sistema.
Como consequencia disso, temos que, num sistema ergódico, as médias
temporais são iguais às médias microcanônicas, ou seja, ergodicidade é a
propriedade que caracteriza um sistema em que a média de uma grandeza
sobre uma única partícula é igual à média do ensemble. Assim, para que se
entenda o comportamento dinâmico de um sistema ergódico como um todo,
basta que estudemos o comportamento médio de uma de suas partículas
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[19]. Michaelis e colaboradores, em [19], observaram experimentalmente a
ergodicidade.
Há ainda uma outra hipótese equivalente à hipótese ergódica à luz da
Mecânica Estatística: a hipótese de mixing, de Gibbs [2]. Diferentemente de
Boltzmann, Gibbs interpretou a evolução de um conjunto de partículas pun-
tiformes que se dispersa como um fluido incompressível que, eventualmente,
ocupará todo o espaço de fase (de que trataremos nas próximas sessões),
caracterizando o estado de mixing . Gibbs argumentou que, se o mixing
ocorrer, o comportamento médio desse conjunto de partículas será o com-
portamento verificado em laboratório. Isso significa dizer que a função de
autocorrelação do sistema decai com o tempo. Na prática, as duas hipóteses
são verificadas em sistemas com interações de curto-alcance. Por outro lado,
para sistemas com interações de longo-alcance, devido à prescrição de Kac,
acontece exatamente o oposto. Escalar o potencial com 1/N aniquila as cor-
relações entre as partículas e são justamente essas correlações que levam o
sistema ao equilíbrio termodinâmico de acordo com Boltzmann.
Sistemas com interações de longo-alcance apresentam quebra de ergodi-
cidade (não são ergódicos) e de mixing.
1.3 O Espaço de Fase
Para compreendermos a evolução temporal de um sistema com interações
de longo-alcance, precisamos conhecer a Teoria Cinética que apresentamos
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de maneira resumida nesta seção [46] e que será abordada de maneira mais
completa no capítulo 3.
Define-se o espaço de fase   de um sistema com N graus de liberdade
como sendo um espaço cartesiano de 2N dimensões com coordenadas {qi, pi}
em que q é a posição e p, o momento. A trajetória do sistema será uma curva
em   parametrizada pelo tempo t:
[q1(t), . . . , qN(t); p1(t), . . . , pN(t)].
A Hamiltoniana genérica para um sistema formado por N partículas de











V (|qi   qj|),
q˙i = @piH, (1.11)
p˙i =  @qiH =  
NX
i<j=1
@qiV (|qi   qj|).
A função
fN(q1, . . . , qN , p1, . . . , pN ; t)(d
Nq)d (dNp)d
é a função distribuição de probabilidades a N partículas e representa a pro-
babilidade de encontrarmos as N partículas no elemento (ddNq)(ddNp) com
posições q1, . . . , qdN e momentos p1, . . . , pdN , no instante de tempo t.
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1.3.1 Equação de Liouville
Considere dN o número de partículas contidas em um elemento de volume
dV de   [46]. Da definição de função densidade, podemos escrever
fN(p, q; t)dqdp = f(q, p; t)dV
e, com isso,




Ou seja, f(q, p; t) representa a densidade de partículas por unidade de volume
dV 2  . Podemos ainda reduzir a função distribuição anterior para um sub-
grupo formado por s partículas da seguinte maneira
fs(1 . . . s) ⌘
Z
d(s+ 1) . . . d(N)fN(1 . . . s(s+ 1) . . . N), (1.12)
em que utilizamos a simplificação de notação a seguir
(x1 . . . xN , v1 . . . vN) ⌘ (1 . . . N).
Considerando apenas sistemas conservativos e sem colisões, cada partícula



















em que a notação {qi, pi} = {q1, . . . , qN , p1, . . . , pN} foi adotada. Reescre-





{@qifN@piH   @pifN@qiH} = 0. (1.15)
A equação anterior é a Equação de Liouville.
Ao se integrar a função distribuição reduzida (f.d.r.) a s partículas fs
obtém-se um sistema de tamanho proporcional a N de equações (uma hie-
rarquia) em que fs depende de fs+1:








dxs+1dvs+1(rjVj,s+1) · @fs+1(1, . . . , s+ 1),
(1.16)
conhecida como hierarquia BBGKY (desenvolvida de forma por Bogoliubov,
Born, Green, Krikwood e Yvon), de que trataremos ao longo do trabalho
[55].
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1.4 Relaxação Violenta em Sistemas com Inte-
rações de Longo-alcance
As partículas de um sistema (com N grande e fora do equilíbrio), tro-
cando forças de longo-alcance, oscilam inicialmente com amplitude decres-
cente a fim de atingir um estado quasi-estacionário. O tempo necessário para
alcançar esse estado foi estimado por Lynden-Bell como sendo da ordem de
algumas oscilações (ou seja, bastante curto) em sistemas estelares, justifi-
cando a expressão "relaxação violenta". Segundo ele, numa galáxia em que o
campo gravitacional médio não é estável e que relaxa para o quasi-equilíbrio,




em que P⇤ = 2⇡/n é a frequência de vibração da galáxia e:
n = (2⇡G⇢) 1/2, (1.18)
com ⇢ representando a densidade média dada por ⇢ = M/(43⇡R
3
0).
Embora seja uma referência inicial para o tema, o trabalho de Lynden-
Bell ainda apresentava falhas. Outros trabalhos surgiram a fim de sanar estes
problemas, como os que se baseiam em uma aproximação mais fundamental
da dinâmica dos sistemas, partindo de uma maximização da entropia [53, 57,
33, 37, 9]. Essa é a abordagem utilizada neste trabalho.
CAPÍTULO 1. INTRODUÇÃO 32
Todas essas teorias têm como objetivo predizer o estado final após a rela-
xação violenta a partir do estado inicial. Um problema apresentado por todas
as abordagens estudadas é a natureza não-transitiva, mostrada por Arad e
Lynden-Bell [3]. Eles consideram um sistema gravitante em um estado fora
do equilíbrio, com energia inicial E1, que relaxa até um primeiro estado s1.
O sistema é então perturbado por uma força externa que induz uma variação
de energia  E e, por ocasião desta perturbação, sofre uma nova relaxação
violenta, desta vez para um estado s2 com energia E2. Caso tomássemos
o mesmo sistema, com as mesmas condições, a despeito da energia inicial
que agora seria E + E, ele relaxaria apenas uma vez e para um estado s3,
diferente de s2.
A não-transitividade é sinal de que a descrição cinética da relaxação vi-
olenta é, provavelmente, incompleta já que o equilíbrio é independente do
caminho de evolução do sistema. Ainda é necessária uma abordagem dinâ-
mica para encontrar a teoria apropriada para determinar a função grão-grosso
da densidade do espaço de fase.
1.5 Estado Quasi-estacionário - QSS
Estados quasi-estacionários (QSS, do inglês, "quasi-stationary states")
são estados dinâmicos nos quais o sistema apresenta algumas característi-
cas semelhantes às do equilíbrio, no entanto não correspondem ao equilíbrio
previsto pela mecânica estatística em virtude de alguns aspectos, por exem-
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plo o fato de que as quantidades macroscópicas do sistema não obedecem às
previsões da Mecânica Estatística. No QSS, uma variável macroscópica do
sistema pode sofrer, eventualmente, uma alteração que aconteceria em um
tempo que aumenta com o crescimento do número de partículas envolvidas.
Existem alguns trabalhos com simulações numéricas que apresentam es-
sas informações [14]. A duração temporal do estado quasi-estacionário pode
ser bem longa e por isso é importante compreender os aspectos desse estado.
A equação de Vlasov é uma ferramenta importante para essa compreensão,
uma vez que possibilita uma descrição teórica dos estados quasi-estacionários
e o elemento temporal é discutido e analisado em comparação com simulações
numéricas. Deste modo, Lynden-Bell [8] desenvolveu sua teoria de relaxação
violenta, em que utiliza a equação de Vlasov, cujas características possibili-
tam prever o estado quasi-estacionário para o modelo HMF.
1.5.1 Equação de Vlasov
Para descrever o estado de um sistema, pode-se projetar todas as posições
e momentos no espaço de fase e/ou utilizar uma distribuição de N partículas
associadas ao espaço de fase da distribuição [51]. A distribuição será repre-
sentada por fN(Q,P, t), em que (Q,P, t) representa o conjunto completo de
todas as posições e momentos (qi, pi) ao longo do tempo. A cada instante, a
probabilidade do sistema de N partículas apresentar posições e momentos em
uma região dQdP em torno de (Q,P) pode ser calculada por fN(Q,P)dQdP
e a evolução da função fN é governada pela equação de Liouville descrita pelo
















Frequentemente, apenas nos interessa a evolução temporal de uma única
partícula. Nesse caso, é mais conveniente utilizar a função distribuição redu-
zida a s partículas definida por




dps+1dqs+1 · · · dqNdpNfN(q1,p1, . . . ,qN ,pN ; t)
(1.20)
e fazer s = 1.
Há dois casos relevantes para a função distribuição reduzida: as partícu-
las são estatisticamente independentes ou as partículas são estatisticamente
correlacionadas. No primeiro caso, podemos escrever a função distribuição
reduzida a s partículas pelo produtório a seguir




em que C é uma constante de proporcionalidade. Quando existe correlação
entre partículas, a função distribuição reduzida deve ser escrita na forma de
expansão em aglomerados que deve ser compatível com o sistema em estudo.
A evolução temporal da função distribuição a uma partícula será obtida
da integração da equação de Liouville em todo o espaço de fase utilizando-se
a aproximação conveniente para o tipo de correlação do sistema na função
CAPÍTULO 1. INTRODUÇÃO 35
distribuição reduzida. No caso de um sistema que apresente correlações a
duas partículas, por exemplo, teremos a função distribuição reduzida a uma
partícula escrita como
f1((q1,p1), (q2,p2)) = f1(q1,p1)f1(q2,p2) + C2((q1,p1), (q2,p2)), (1.22)
em que C2 é a correlação a duas partículas e a dependência temporal está



























Na equação acima, o primeiro termo à direita é o termo de Vlasov, res-
ponsável pela aceleração das partículas. Note que este termo carrega uma
média do potencial no espaço de fase. O próximo termo, também à direita é
o termo que carrega a correlação entre as partículas.
Sobre a ordem de grandeza dos termos acima, em sistemas com intera-
ção de longo-alcance, podemos supor que o potencial de interação é fraco
e, portanto, de ordem   (V (r) = O( )). Assim, supondo   um parâmetro
muito pequeno e mantendo apenas os termos de ordem  1 para um sistema
espacialmente unidimensional e considerando-se as coordenadas cartesianas,
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V (|x  x0|) (1.24)
é a força média.
1.6 Equilíbrio Termodinâmico
No ensemble canônico, o equilíbrio termodinâmico é caracterizado pela
mínima Energia Livre de Helmholtz F (N, V ) = U(N, V )   TS(N, V ), com
S(N, V ) sendo a entropia do sistema (dada pela equação de Boltzmann S =
kB lnW , em que W é o número de microestados disponíveis do sistema) e T ,
a temperatura do banho térmico.
O volume do espaço de fase, para sistemas hamiltonianos é proporcional
a W , portanto S ⇠ N independente do tipo de interação entre as partículas
do sistema. Assim, para sistemas com interações de curto-alcance, tanto a
energia quanto a entropia escalam linearmente com o número de partículas,
mas, para sistemas com interação de longo-alcance, a energia interna é da
forma U ⇠ N2 e o mínimo da energia Livre de Helmholtz será dado pelo
mínimo da energia interna, a menos que a temperatura do banho escale
linearmente com o número de partículas, resultando numa termodinâmica
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trivial. Nestes casos, deve-se reescalar a energia por um fator 1/N atendendo





Estatisticamente, o equilíbrio termodinâmico para sistemas homogêneos
de longo-alcance, é caracterizado por uma distribuição gaussiana de veloci-
dades e esse é o aspecto que vamos considerar no presente trabalho.
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1.7 Dinâmica Rumo ao Equilíbrio no Modelo
de Hertel-Thirring – Generalizado
O fato de que o termo colisional nas equações cinéticas de Boltzmann,
Landau e Balescu-Lenard se anula para sistemas unidimensionais de muitas
partículas ainda não foi muito bem explorado. Muitas tentativas de obter a
descrição correta da cinética desses sistemas foram feitas [52] [18], mas ne-
nhuma se mostrou completamente satisfatória por avaliarem parâmetros com
muito ruído (como a magnetização) ou mesmo por serem feitas com números
relativamente pequenos de partículas. Recentemente, Rocha Filho [28] e co-
laboradores de nosso grupo obtiveram uma equação de Landau generalizada
válida para o acoplamento fraco que prevê de maneira correta o scaling da
dinâmica desses sistemas como uma função do número de partículas. Isso foi
comprovado por meio de simulações computacionais bastante robustas [28].
Em outubro de 2013, apresentamos um trabalho no XIII Latin American
Workshop on Nonlinear Phenomena, sobre uma classe especial de potenciais
de longo-alcance que nos permitiram investigar sua dinâmica utilizando si-
mulações com número de partículas muito grandes (maiores que os utilizados
anteriormente).
O potencial de interação aos pares foi escrito na forma
V (xi   xj) =  u(xi)u(xj),
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em que u(x) é uma função de x, generalizando o modelo proposto por Hertel
e Thirring [34] para discutir o calor específico negativo na Astrofísica. Segue
a Hamiltoniana do sistema
H =  sin(xi)sin(xj). (1.25)
As simulações computacionais foram realizadas utilizando um código pa-
ralelizado em GPU (CUDA) desenvolvido em nosso grupo. Confirmamos os
resultados de Rocha Filho para um intervalo mais amplo de partículas.
A natureza simples deste modelo foi fundamental para discutirmos alguns
problemas importantes ainda em aberto no campo das interações de longo-
alcance, tais como o surgimento de uma relaxação não-linear, além é claro,
e principalmente, da dependência temporal entre o número de partículas e
a dinâmica do sistema. Provamos por meio dessas simulações, para energias
próximas à transição de fase, que o tempo de permanência no estado quasi-
estacionário de fato depende do número de partículas presentes no sistema.
Quando a condição inicial é não-homogênea, o sistema evolui em um tempo
proporcional a 1/N . Caso ela seja homogênea, o tempo de evolução depende
de 1/N2.
1.7.1 Resultados Inspiradores
Apresentamos os resultados encontrados nas simulações realizadas para
o modelo de Hertel-Thirring generalizado [34]. A energia por partícula foi
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escolhida para ser próxima da transição de fase e = 0.71, um Runge-Kutta
de quarta ordem [50] foi utilizado na integração numérica com um passo de
tempo de  t = 0.01 e o erro máximo admitido foi de 10 4. Estudamos o
quarto momento estatístico da velocidade nas simulações e a análise será
apresentada para condições iniciais tanto não-homogênas como homogêneas.

















Figura 1.1: Quarto Momento hM4i da velocidade como função do tempo para
o modelo da Hamiltoniana da equação (1.25) com uma condição inicial não-
homogênea e energia por partícula 0.71. A simulação foi feita para N = 4000
até N = 100000 partículas e está sem reescala do tempo.
Da Fig (1.1) a (1.5), podemos ver claramente que a reescala ade-
quada para o tempo é proporcional a 1/N quando a condição inicial é não-
homogênea e 1/N2 para a condição homogênea. Atribuímos a segurança
deste resultado à possibildade de efetuar simulações com números grandes
CAPÍTULO 1. INTRODUÇÃO 41





































Figura 1.2: Quarto e sexto momentos hM4i e hM6i da velocidade como fun-
ção do tempo para o modelo da Hamiltoniana da equação (1.25) com uma
condição inicial não-homogênea e energia por partícula 0.71. A simulação
foi feita para N = 4000 até N = 100000. No primeiro e no segundo quadros
uma reescala com o fator 1/N utilizada.
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Figura 1.3: Quarto Momento hM4i da velocidade como função do tempo
para o modelo da hamiltonina da equação (1.25) com uma condição inicial
homogênea e energia por partícula 0.71. A simulação foi feita para N = 4000
até N = 100000.
de partículas em tempo razoável, graças à simulação em GPU. Esse resultado
reforça os obtidos ns referências [47, 28] para os modelos HMF e do anel.
Os resultados obtidos para o modelo de Hertel-Thirring generealizado
serviram como norteadores para os estudos com os demais sistemas apre-
sentados neste trabalho. A dependência entre o número de partículas e o
tempo da dinâmica dos sistemas realmente acontece obedecendo o expoente
2. Isso aconteceria com outros sistemas físicos? Qual a origem desse com-
portamento? O estudo é apresentado nos próximos capítulos.
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Figura 1.4: Quarto Momento hM4i da velocidade como função do tempo
para o modelo da Hamiltoniana da equação (1.25) com uma condição inicial
homogênea e energia por partícula 0.71. A simulação foi feita para N =
4000 até N = 100000. No primeiro e no segundo quadros a reescala foi feita
proporcional a 1/N2 e 1/N1.7, respectivamente.
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Figura 1.5: Sexto Momento hM6i da velocidade como função do tempo para
o modelo da Hamiltoniana da equação (1.25) com uma condição inicial ho-
mogênea e energia por partícula 0.71. A simulação foi feita para N = 4000
até N = 100000. No primeiro e no segundo quadros a reescala foi feita pro-
porcional a 1/N2 e 1/N1.7, respectivamente.
Capítulo 2
O Modelo Anisotrópico de Campo
Médio
2.1 Apresentação do Modelo
O modelo de estudo consiste de N spins clássicos de Heisenberg ~Si, glo-
balmente acoplados, de comprimento unitário. Em termos de coordenadas
polares com ângulos ✓i e  i pertencentes aos intervalos [0, ⇡] e [0, 2⇡] respecti-
vamente, as componentes do spin escrevem-se na forma Six = sin(✓i). cos( i),
Siy = sin(✓i). sin( i) e Siz = cos(✓i) [30].
Nossa Hamiltoniana é:
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vamos fazer J = 1 , D > 0 e kB = 1 a fim de reproduzir o modelo estudado
em [30]. O fator 1/N que antecede o primeiro termo aparece para conferir
extensividade ao sistema de acordo com a previsão de Kac. O sistema con-
tinua apresentando comportamento não-aditivo uma vez que não pode ser
trivialmente dividido em partes macroscópicas independentes, como poderia











com mx = sin(✓). cos( ), my = sin(✓). sin( ) e mz = cos(✓).
2.1.1 O Equilíbrio
Sabemos que sistemas com interações de longo-alcance evoluem rumo ao
verdadeiro equilíbrio termodinâmico passando por uma relaxação violenta
(muito rápida) e por um estado quasi-estacionário, cuja duração depende do
número de partículas do sistema. Neste capítulo, estamos interessados na
etapa final atingida: o equilíbrio termodinâmico, no qual a distribuição de
velocidades é Gaussiana. O equilíbrio deste modelo é estudado na Ref [30],
no presente trabalho, analisaremos o equilíbrio utilizando outra metodologia.
A fim de estudar o equilíbrio do sistema pela maximização de sua entropia









para escrever a energia na forma
E =  N.~m.~m+D.N.A = N.[ ~m.~m+D.A] (2.5)
de forma que mx, my, mz e A serão nossas variáveis globais. A energia por
partícula toma então a forma
















f(✓, ) sin(✓)d✓d  = 1, (2.6)
em que consideramos a isotropia do espaço e a dependência angular das
variáveis do sistema.
A entropia por partícula deve ser escrita como
s = S/N =  
Z
f(✓, ) ln f(✓, ) sin(✓)d✓d , (2.7)
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que maximizada nos dará
  ln f(✓, )  1      .e(✓, ) = 0, (2.8)
com e(✓, ) a energia por partícula antes calculada e   e   representando
os multiplicadores de Lagrange.   e   surgem quando se utiliza o Método
dos Multiplicadores de Lagrange para se encontrar extremos (máximos e
mínimos) de uma função, como é o caso. Substituindo a parte da energia por
partícula, (2.7) assume a forma














f(✓0, 0).A. sin(✓0)d✓0d 0] = 0.
Na equação acima, vamos fazer   ln f(✓, ) igual a W (✓, ) e o termo
( 1   ) igual a K. Assim, reescrevendo a equação teremos
W (✓, ) +K +  [mx. x +my. y +mz. z  D. A] = 0. (2.9)
Note que os   da equação acima representam as integrais da equação ante-
rior e são exatamente as componentes médias de ~m. Vamos agora determinar
a expressão para f(✓, ).
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f(✓, ) = eK+ [mx. x+my . y+mz . z D. A] (2.10)
e, consequentemente,
f(✓, ) = K 0e [mx. x+my . y+mz . z D. A], (2.11)
com K 0 = eK .
Nosso problema agora restringe-se a calcular os   que nos darão exata-
mente a magnetização média (h~mi) no equilíbrio. Escolhemos o eixo x na
direção de magnetização final de forma que teremos de determinar apenas  x
e  A.











Já utilizando a orientação do eixo x como a dominante no equilíbrio e
conhecendo a expressão para f(✓0, 0), a equação acima se transforma em
 A =
Z
K 0e [mx x D A]DA sin(✓0)d✓0d 0 (2.13)
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Analisando a equação acima para os valores médios no equilíbrio, vemos
que o h Ai é exatamente o valor médio de cos2(✓i), sobre todas as partículas
e sobre todo o espaço angular (chamaremos hcos2 ✓i).
Partiremos para a análise de  x. Sabendo que hmxi = hsin(✓). cos( )i,




0) cos( 0)h xi D cos2(✓0)] sin2(✓0) cos( 0)d✓0d 0R
e [sin(✓0) cos( 0)h xi D cos2(✓0)] sin(✓0)d✓0d 0
. (2.15)
A equação acima não possui solução analítica, de forma que devemos
expandi-la em torno de hmxi, na região próxima à temperatura crítica, até







2(✓0) sin3(✓0) cos2( 0)d✓0d 0) = 0.
(2.16)
A temperatura crítica pode ser obtida igualando-se o termo entre parên-

















A densidade de energia crítica, por sua vez, ec = hcos2(✓)i, é da forma
ec = D(1  2
 c
), (2.18)
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que é exatamente a densidade de energia para a qual acontece a transição de
fase.
2.1.2 Relaxação Rumo ao Equilíbrio
A evolução temporal deste modelo é governada pelo conjunto de equações
diferenciais de primeira ordem a seguir:
S˙ix = Siy.mz   Siz.my   2.D.Six.Siz (2.19)
S˙iy = Siz.mx   Six.mz + 2.D.Six.Siz (2.20)
S˙iz = Six.my   Siy.mx, (2.21)
que estão em concordância com as equações da Mecânica Quântica obtidas
quando se toma o limite para infinitos spins.




= {~Si, H}, (2.22)
com i = 1, 2, ...N .
Da equação para S˙iz, podemos concluir que mz é uma constante do mo-
vimento. Utilizando todas as equações já aprsentadas nesta sessão e relem-














CAPÍTULO 2. O MODELO ANISOTRÓPICO DE CAMPO MÉDIO 52









As coordenadas generalizadas para este modelo são, por fim,  i e Siz. Em
termos das coordenadas generalizadas, a Hamiltoniana do sistema assume a
forma



























ou, de maneira um pouco mais simplificada, reescrita em termos das coorde-
nadas generalizadas de posição ( i) e momento (Siz)
H =  (
q
1  S2iz) cos( i).mx   (
q
1  S2iz) sin( i).my   Siz.mz +D.S2iz,
(2.26)
já que as componentes de ~m dependem dos ângulos ✓ e   para cada partícula
e quando é feita a média sobre todas elas, cada uma das componentes se
torna uma constante do sistema.
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2.2 O Estado Quasi-estacionário
Realizamos várias simulações numéricas a fim de avaliar a dependência
temporal existente entre o número de partículas (N) presentes em nosso
sistema e o tempo de duração do estado quasi-estacionário (o scaling da
dinâmica do sistema), entre ouras características. A simulação foi elaborada
levando-se em consideração a energia do sistema em termos das coordenadas
generalizadas e sua evolução temporal foi governada pelas equações
✓˙ = mx sin( i) my cos( i) (2.27)
e
 ˙ = mxcot(✓i) cos( i) +mycot(✓i) sin( i) mz + 2D cos(✓i). (2.28)
O parâmtero D foi escolhido para ser D = 15 (o mesmo de [30]) e uti-
lizamos um Runge-Kutta de quarta ordem na integração numérica [50]. A
linguagem de programação utilizada (CUDA) permite a simulação com nú-
meros muito grandes de partículas e passos muito curtos em tempos razoá-
veis, de forma que o erro acumulado nos resultados obtidos é muito pequeno.
Em uma realização como a apresentada com 1 000 000 de partículas, leva-se
aproximadamente 100 horas. Veja a Fig. (2.1).
Este resultado representa a evolução dinâmica do quarto momento esta-
tístico da variável ✓ ao longo do tempo. Pode-se inferir que há interação
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Figura 2.1: Quarto momento estatístico hM4i da variável ✓ para N = 10 000
até N = 100 000 de um sistema homogêneo com energia e = 0.24 sem reescala
do tempo.
dinâmica no sistema pelo comportamento evolutivo dessa variável.
2.2.1 Os Efeitos de N Finito
A fim de estudar a dinâmica de um estado homogêneo para efeitos de
comparação, utilizamos as mesmas condições inciais da referência [30]: um
"waterbag"(distribuição uniforme) nos intervalos   2 [0, 2⇡) e ✓ 2 [⇡/2  





e escolhemos a tal que e = 0.24 (mais uma vez replicando os parâmetros de
[30]). O estado é espacialmente homogêneo e energeticamente estável para
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esta escolha de energia. Da Ref. [28] a reescala esperada para a dinâmica
desse QSS é N2. Gupta e Mukamel, por outro lado, obtiveram uma reescala
N1.7 de suas simulações numéricas. Argumentamos que, de maneira seme-
lhante ao que ocorre no modelo HMF, o expoente 1.7 só acontece porque o
número de partículas estudado na simulação foi muito pequeno. Utilizando-se
um numero de partículas suficientemente grande, a reescala se torna propor-
cional a N2.
Em um estado homogêneo, a distribuição espacial para a variável   é sem-
pre uniforme (a despeito de pequenas flutuações), mas a distribuição para a
variável ✓ varia lentamente ao longo do tempo rumo ao equilíbrio termodi-
nâmico [28]. Como consequência disso, a dinâmica pode ser provada pela
evolução temporal dos momentos estatísticos Mn = h(✓   h✓i)ni. Nota-se
que há uma evolução ao longo do tempo evidenciando a dinâmica para os
momentos pares. Momentos ímpares de ✓ se anulam para uma distribuição
par em ✓, como acontece neste caso. A Figura (2.2) mostra o segundo mo-
mento M2 como função do tempo. Ele varia muito lentamente para o estado
considerado (é praticamente uma constante do movimento), portanto consi-
deramos a evolução temporal do quarto momento estatístico, que responde
melhor a pequenas mudanças no estado estatístico do sistema. Na Ref. [30]
Gupta e Mukamel consideraram a média hcos ✓i em que é mais difícil de cara-
caterizar as pequenas modificações na função de distribuição de ✓ (compare,
por exemplo, Fig. 3 do artigo deles a nossas figuras (2.2) e (2.1).
As equações de movimento nas Eq. (2.27 e 2.28) são solucionadas uti-







0.0160 2 105◊ 4 105◊ 6 105◊ 8 105◊ 106
Figura 2.2: Momento hM2i da variável ✓i como função do tempo para N =
100 000 do sistema homogêneo com energia e = 0, 24.
lizando uma implementação paralela de um algoritmo de Runge-Kutta de
quarta ordem [50] em uma unidade de processamento gráfico utilizando a
extensão CUDA da linguagem C [22]. Isso nos permite fazer simulações com
um número muito maior de partículas do que os considerados em Ref. [30]
(na referência citada o maior número de partículas foi 5 000 ao passo que em
nosso estudo chegamos a realizar simulações com 1 000 000 de partículas).
O passo de tempo utilizado é  t = 0.01 e garante um erro relativo máximo
na energia de 10 4. A figura (2.1) mostra a evolução temporal de M4 para
diferentes números de partículas até N = 100 000. As figuras (2.3) e (2.4)
mostram o mesmo resultado, mas com as reescalas 1/N1.7 e 1/N2 no tempo,
respectivamente. O melhor colapso dos dados é, claramente, o obtido com a
reescala N2. Note como as curvas se sobrepõem melhor com a reescala N2.
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Figura 2.3: Momento hM4i da variável ✓i como função do tempo para dife-
rentes números de partículas N = 10 000 até N = 100 000 com reescala na
forma N 1,7 do sistema homogêneo com energia e = 0, 24.


















Figura 2.4: O mesmo que na Fig. (2.3) mas com a reescala do tempo na
forma N 2 do sistema homogêneo com energia e = 0, 24.
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Para comparar quantitativamente nossos resultados apresentados com os
resultados anteriores, realizamos uma série de simulações para o mesmo nú-
mero de partículas como na Ref. [30] mas considerando também valores de
N até 60 000. Fazendo a média sobre muitas realizações, comparamos a evo-
lução temporal M4 para um determinado valor de N com os N anteriores
nas simulações e fizemos um ajuste de mínimos quadrados para a diferença
entre as séries temporais reescaladas com os dois tipos de 1/N  .
Os resultados são apresentados na Tabela 2.1 e corroboram, a menos de
alguns pequenos desvios, que a reescala ideal é N2. Para construir a tabela,
utilizamos o Método dos Quadrados Mínimos, ou Quadrados Mínimos Ordi-
nários (MQO) (ou OLS - do inglês, Ordinary Least Squares). Este método
é uma técnica de otimização matemática que procura encontrar o melhor
ajuste para um conjunto de dados tentando minimizar a soma dos quadra-
dos das diferenças entre o valor estimado e os dados observados. Consiste
em um estimador (que foi programado em C) que minimiza a soma dos qua-
drados dos resíduos da regressão, de forma a maximizar o grau de ajuste do
modelo aos dados observados. Veja o apêndice B.
A figura (2.5) mostra o momento estatístico M4 para os mesmos números
de partículas apresentados na Tabela (2.1) com o tempo reescalado com 1/N2
e um colapso muito bom para N   5000.
Notamos que, na Ref. [30], Gupta e Mukamel determinaram o compor-
tamento da reescala considerando os valores N = 300, 1000, 3000, 5000. A
diferença dos resultados obtidos por eles e dos nossos resultados para os ca-
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Figura 2.5: O mesmo que na Fig. (2.3) mas com a reescala do tempo na
forma N 2.
sos N = 3000 e 5000 derivam do fato de que considerar a magnetização como
uma variável relevante leva a resultados mais imprecisos que quando se con-
sidera os momentos estatísticos das variáveis de momento (veja também a





5000 10 000 2.056
10 000 20 000 2.072
20 000 40 000 2.066
40 000 60 000 2.096
Tabela 2.1: Melhor reescala em N   para o momento M4 entre um par de
dados simulados com N1 e N2 partículas.
Os resultados apresentados até agora, somados aos do próximo capítulo
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foram publicados em [41].
Capítulo 3
Teoria Cinética
Neste capítulo nos restringiremos a tratar da Teoria Cinética para siste-
mas com interações de longo-alcance.
As equações de evolução da a função reduzida a uma partícula que podem
ser derivadas da equação de Liouville a partir da hierarquia BBGKY e da
correlação dinâmica, se obedecem às condições que provocam o aparecimento
de um termo colisional na equação fechada para essa evolução, formam o
grupo de equações características da Teoria Cinética.
A equação cinética mais simples utilizada na Física de Partículas é a equa-
ção de Vlasov comentada em uma das seções da nossa Introdução. Vlasov
não deduziu sua equação, introduziu-a como um postulado.
Rostoker e Rosenbluth [49] mostraram que a equação de Vlasov pode
ser deduzida da equação de Liouville, via hierarquia de equações BBGKY,
como uma aproximação, quando desprezadas as funções de correlação. Nessa
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aproximação, as interações entre as partículas são levadas em consideração
apenas por meio do campo médio auto-consistente, tipo Hartree. A equação
de Vlasov é invariante por inversão temporal.
Em 1960, Balescu [5] e Lenard [38], trabalhando independentemente um
do outro e utilizando métodos diferentes, deduziram uma equação cinética
para plasmas, levando em consideração funções correlação a duas partículas
e desprezando as de ordem mais elevada. A equação de Balescu-Lenard não
é invariante por inversão temporal e, portanto, só pode descrever processos
irreversíveis.
Para se obter a equação de Balescu-Lenard, a hierarquia BBGKY é trun-
cada na segunda equação, por meio da hipótese de correlações fracas. A
forma assintótica da função correlação a duas partículas é determinada com
base nas hipóteses de Bogoliubov [11] sobre a hierarquia de tempos de rela-
xação.
Além das equações de Vlasov e Balescu-Lenard, trataremos neste trabalho
das equações de Boltzmann e Landau.
3.1 A Hierarquia BBGKY
Antes de passarmos a derivação das Equações Cinéticas, vamos comentar
o ponto de partida para as equações de Boltzmann, Landau e Balescu-Lenard:
a Hierarquia BBGKY.
Considere um sistema clássico formado por N partículas interagentes con-
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V (xj, xk) (3.1)
em que H0 é a parte livre e Vjk ⌘ V (xj, xk), o termo de interação, então a









com F = F (x1 . . . xN) representando a distribuição do espaço de fase e Lj,
o operador Liouvilliano. A conservação de partículas requer a seguinte con-
dição de normalização
Z
dx1 . . . dxNF (x1 . . . xN ; t) = 1. (3.3)
Tomando-se a derivada ao longo do tempo
@t
Z
dx1 . . . dxNF (x1 . . . xN ; t) = 0 (3.4)
e substituindo a Eq. (3.2) em Eq. (3.4), tem-se
Z









F = 0, (3.5)
que deve ser válida independente do número de partículas. Dessa forma, cada
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termo da Eq. (3.5) deve se anular
Z
dx1 . . . dxN
NX
j=1
L 0j F = 0 (3.6)
Z
dx1 . . . dxN
NX
j<n
L 0jnF = 0. (3.7)
Buscando deduzir uma equação de evolução apropriada para a função
distribuição reduzida a s partículas




dxs+1 . . . dxNF (3.8)
e, utilizando as equações anteriores, escrevemos



















Note que é possível separar o somatório contendo a parte livre do Liou-









L 0j . (3.10)
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Da equação (3.10) pode-se concluir que, se j 2 (1, . . . , s), o operador L 0j
não será afetado pela integração, já que partimos de dxs+1. Por outro lado,






dxs+1 . . . dxNF =
sX
j=1
L 0j fs(x1, . . . , xs). (3.11)
Na parte que contém L 0jn da Eq. (3.9), a análise seria a semelhante, mas
com as seguintes possibilidades:




L 0jnfs(x1, . . . , xs); (3.12)
• j, n 2 (s+1, . . . , N): segue pela Eq. (3.6) que tais integrais serão nulas;
• j 2 (1, . . . , s) e n(> j) 2 (s + 1, . . . , N): neste caso, integrando sobre
















j,s+1fs+1(x1 . . . xs+1). (3.13)
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Por fim, a hierarquia pode ser escrita como [6, 56]


























j,s+1fs+1(x1 . . . xs+1) com 2  s;(3.16)
As equações anteriories evidenciam a estrutura da hierarquia: a função
distribuição reduzida a s partículas depende da função distribuição de ordem
s+ 1.
Diferentes formas de truncar a hieraquia conduzem às equações cinéticas
1 . Equação de Boltzmann;
2 . Equação de Landau;
3 . Equação de Balescu-Lenard.
Para derivarmos as equações acima, basta que sejam feitas considera-
ções sobre as escalas temporais e de comprimento em face das colisões entre
partículas para cada tipo de sistema.
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3.2 Equação de Boltzmann
A equação de Boltzmann é uma equação de movimento para a função dis-
tribuição a uma partícula adequada para um gás ideal. A seguir, derivaremos
a equação seguindo a linha da obra de Boltzmann.
No limite em que não existem interações, ou seja, as partículas são inde-
pendentes entre si, F (x,v, t) (normalizada para o número total de partículas,
N) satisfaz a equação de Liouville a uma partícula. Esta equação implica
que o número de partículas que entram no elemento  v x do espaço de fase
seguindo a trajetória de uma partícula, no intervalo de tempo  t, é zero.













) = 0 (3.17)
em que K é um campo externo. Considere agora que as partículas intera-
gem. Especificamente, faremos r0 representando o alcance da interação. Esse
parâmetro é definido de modo que, para uma distância r entre partículas tal
que r > r0 a interação desaparece. Quando as partículas entram no "domínio
de interação"(r < r0), elas colidem. Façamos a distância média entre as co-
lisões igual a l (essa distância será chamada de livre caminho médio). Nosso
primeiro critério para a validade da derivação da equação de Boltzmann que
sergue será
l >> r0.
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Esse vínculo garante que as trajetórias sejam retilíneas entre as colisões.
Seja V a velocidade do fluxo térmico (ou velocidade típica das partículas








de tal forma que nossa primeira condição de validade pode ser reescrita como
⌧ >> ⌧0.
Se passarmos a considerar as interações, então a equação de Liouville a
uma partícula sofre alterações em virtude das colisões entre partículas. No
presente modelo, esse fenômeno é representado pela taxa líquida com que
as colisões modificam o número de partículas que entram no (ou saem do)
elemento de volume  v x do espaço de fase. Podemos escrever, portanto
 R =  R+    R  (3.18)
em que  R+ reprensenta o número de partículas que entram no elemento de
volume  v x num intervalo de tempo  t e  R , o número de partículas que
saem do mesmo elemento.
Primeiro vamos considerar  R . A velocidade de todas as partículas
pode ser dividida em dois grupos: uma pequena faixa de velocidades que
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se enquadram no intervalo  v e todas as outras velocidades denotadas pela
variável v1. O número de partículas que são ejetadas do elemento  v x do
espaço de fase no tempo  t é simplesmente o número total de colisões que
as partículas de v têm com todas as outras partículas (isto é, as partículas
v1) no tempo  t. Segue-se que, para calcular  R  devemos levar em conta
todas as colisões entre pares de partículas que lançam uma delas para fora do






em que z = (x,v) e F2 foi normalizada em N(N  1) com N sendo o número
total de partículas (para melhor entender o que representa cada um dos
termos da expressão acima, visite a Ref [39]).
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0, z01)  F2(z, z1)]dv1 d⌦ (3.19)
em que o termo d⌦ está associado ao elemento de ângulo sólido na demons-
tração em [39] e   é a sessão de choque. Assumindo que F2 é homogênea nas
dimensões do domínio de colisões, temos
F2(z, z1) = F2(v,v1)
F2(z
0, z01) = F2(v
0,v01).
Impondo a condição de caos molecular em que as partículas de um gás ideal

























[F (v0)F (v01)  F (v)F (v1)]dv1d⌦ (3.20)
em que o termo colisional é o termo à direita da equação. Em sistemas
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unidimensionais e homogêneos v = v0 e v1 = v01 e, portanto, o termo colisional
se anula.
3.3 Equação de Landau
A equação de Landau, segundo [39] pode ser derivada por meio de uma













: bf = 0 (3.21)
em que ↵ é um coeficiente de fricção correpondente à dissipação de Rayleigh
e b é um tensor de difusão.
Para demonstrar a transformação necessária, antes vamos estabelecer al-
gumas propriedades tensoriais da velocidade relativa
g = v1   v
e o tensor
T = g2I   gg.
Podemos escrever as seguintes relações
@
@vµ
g⌫ =   µ⌫ (3.22)
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r · g = @
@vµ






















g2 =  2g⌫ @g⌫
@vµ
=  2gµ. (3.25)


















g2   gµ @
@vµ
g⌫   g⌫ @
@vµ
gµ
=  2g⌫ + g⌫ + 3g⌫ = 2g⌫ . (3.26)
Combinando os resultados, escrevem-se
r · T = 2g (3.27)
g · T = 0 (3.28)
r · f(g)T = f(g)r · T . (3.29)
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O segundo termo de (3.31) se combina com o primeiro termo dentro dos
















































































Acabamos de apresentar a derivação tensorial da equação de Landau a partir
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de [39]. Em [6], no entanto, a derivação (será aprsentada no próximo capítulo)









dkV˜ 2(k)(k.@12) (k.g)(k.@12)f(v1, t)f(v2, t).
Para chegar a esse formato, parte-se da Hierarquia BBGKY e adota-se
a hipótese de Markovianização para garantir que o potencial seja diferente
de zero somente na região específica em que a distância entre as partículas
é menor que o comprimento de correlação (r0 - distância ao longo da qual
duas partículas conseguem interagir significativamente). Em outras palavras,
somente as faixas de valores que se econtram entre 0 e o comprimento de
correlação (r0) e entre 0 e o tempo de correlação (⌧0) devem contribuir para
a equação.
A primeira vista, a equação de Landau para um sistema homogêneo é
bastante diferente da equação de Boltzmann [6]. Ao invés de uma equação de
perda e ganho, encontramos um operador derivada-parcial o que nos remete
a algo mais parecido com uma difusão. Na derivação original da equação de
Landau, no entanto, em 1936, pode-se atribuir o comportamento de perda e
ganho a uma segunda derivada da função distribuição reduzida com relação
à velocidade.
A equação de Landau descreve um processo irreversível, assim como a
equação de Balescu-Lenard que apresentamos a seguir.
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3.4 Equação de Balescu-Lenard
A equação de Lenard-Balescu é obtida da hierarquia BBGKY após algu-
mas suposições: correlações entre três partículas podem ser desprezadas, o
ensemble é espacialmente homogêneo, a correlação a duas partículas relaxa
muito mais rápido que a função distribuição a uma partícula [48] (Hipótese











.  [k.(v   v0)][f(v)rv0f(v0)  f(v0)rvf(v)]. (3.34)
O lado direito dessa equação representa fisicamente o termo colisional (co-
lisões a duas partículas), característica que se evidencia quando o termo
 (k)/|✏(k,k.v)| aparece elevado ao quadrado e representa o potencial de in-
teração entre duas partículas.
De todas as equações apresentadas, note que a equação de Balescu-Lenard
é a equação em que fica mais evidente o fato de que, no caso unidimensional,
o termo colisional se anula. A delta de Dirac implica em v0 = v e acaba por
nos obrigar a ir à ordem seguinte na aproximação de campo fraco como foi
feito em [28].
Capítulo 4
Dinâmica de Estados Homogêneos
Neste capítulo, nos restringiremos ao estudo de estados homogêneos uni-
dimensionais.
Em muitos trabalhos anteriores, acreditava-se que o tempo da dinâmica
de sistemas homogêneos com interações de longo-alcance escalava com N 1,7
(ver [40] e referencias nela). Esse resultado é completamente discordante com
as previsões matemáticas e teóricas, mas apesar disso, as imulações compu-
tacionais apontavam diretamente para ele. Ocorre que, quando o número de
partículas é pequeno (não tende para infinito) o termo colisional de ordem
1/N não se anula e acaba por influenciar o tempo da dinâmica. A depen-
dência proporcional a 1, 7 é, então, uma soma dos efeitos do termo de ordem
1/N e do termo 1/N2, como veremos a seguir.
Nossos resultados estão de acordo com o que se espera de uma teoria
cinética derivada da hierarquia BBGKY em uma expansão em série de po-
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tências 1/N . Funções de correlação a duas e três partículas contribuem com
termos proporcionais a 1/N e 1/N2, respectivamente. Como contribuições de
duas partículas para a equação cinética se anulam neste caso, devemos con-
siderar as contribuições de colisões a três partículas que são proporcionais a
1/N2. Estas considerações são baseadas na introdução do factor de Kac na
Hamiltoniana e a reescala proporcional a N 1,7 obtida por Gupta e Muka-
mel é recuperada para pequenos valores de N . Esta escala incomum dá-se
pela falha da hipótese markovianização para pequenos N utilizada na deter-
minação das equações Balescu-Lenard e Landau, que exige que a função de
auto-correlação de força (para sistemas homogêneos) seja significativamente
diferentes de zero apenas para tempos muito curtos, se comparados com a
escala de tempo dinâmica sobre a qual a função-distribuição a uma partícula
varia significativamente. Vamos mostrar isso explicitamente para o caso mais
simples da equação Landau, i.e. para acoplamento fraco, da mesma maneira
que essas aproximações são utilizadas na dedução da equação Balescu-Lenard
(ver Ref. [6] para uma discussão mais aprofundada sobre estas suposições).
A função-distribuição a N partículas fn(r1,v1, . . . , rN ,vN ; t) é a densi-
dade de probabilidade em um espaço de fase a N -partículas para uma partí-
cula no tempo t ter posição ri e momento pi.
Definindo a função distribuição a s-partículas como
fs ⌘ fs(r1,v1, . . . , rs,vs; t) =
Z
drs+1dvs+1 · · · drNdvNfN(r1,v1, . . . , rN ,vN ; t).
(4.1)
CAPÍTULO 4. DINÂMICA DE ESTADOS HOMOGÊNEOS 78
em que ri e pi são os vetores posição e momento da partícula i em d di-
mensões. A equação de Liouville implica que a função distribuição reduzida
























e rj é o operados gradiente para a posição da partícula j. A fim de obter
uma equação cinética fechada para a função distribuição a uma partícula
f1 temos que determinar a dependância funcional de f2 em f1 (hipótese de
Bogolyubov [39]). Isso pode ser feito escrevendo-se a as funções distribuição
reduzidas na forma de uma expansão em aglomerados, que para um sistema
homogêneo é dada por:
f2(v1,v2, r1   r2) = f1(v1)f1(v2) + C2(v1,v2, r1   r2), (4.4)
f3(v1,v2,v3, r1   r2, r2   r3) = f1(v1)f1(v2)f1(v3) +
X
P (1,2,3)
f1(v1)C2(v2,v3, r2   r3)
+C3(v1,v2,v3, r1   r2, r2   r3), (4.5)
e assim sucessivamente (a dependência temporal está implícita). P (1, 2, 3)
representa as permutações das partículas 1, 2 e 3 e Cs é a função correlação a
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s-partículas. Vamos considerar o parâmetro   1 que caracteriza a intensidade
da interação, i. e. V = O( ). A correlação a duas partículas requer que a
interação entre duas partículas seja criada e, portanto, C2 é de ordem  . Uma
correlação a três partículas requer a interação entre dois pares de partículas
e, assim, C3 é de ordem  2 e assim sucessivamente. Considerando o caso







dv2dr2 ⇥ˆ12 [f1(v1; t)f1(v2; t) + C2(v1,v2, r1   r2; t)] .
(4.6)
A função correlação a duas partículas é a solução para a equação obtida
substituindo a Eq. (4.5) em Eq. (4.2) para s = 2 e descartando termos de




  Kˆ1   Kˆ2
◆
C2(v1,v2, r1   r2; t) = ⇥ˆ12f1(v1; t)f1(v2; t). (4.7)
A solução pode ser escrita como:




dt e(Kˆ1+Kˆ2)⌧ ⇥ˆ12f1(v1; t  ⌧)f1(v2; t  ⌧). (4.8)
O primeiro termo à direita da Eq. (4.7) é um termo de transiente dado a
correlações existentes em t = 0 que se anula rapidamente [6]. Substituindo
Eq. (4.8) e verificando que a força de campo médio se anula em um estado
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dv2dr2 @12r1V (r12)r1V (r12   v12⌧)@12f1(v1; t  ⌧)f1(v2; t  ⌧)
com r12 ⌘ r1   r2 and v12 ⌘ v1   v2. A auto-correlação de força de F(r, t)
na posição r é definida por
C(t) ⌘ hF (t)F (0)i =
Z
drF(r, 0)F(r, t) =
Z









dv2 @12hF (⌧)F (0)i@12f1(v1; t  ⌧)f1(v2; t  ⌧). (4.10)
Esta é uma equação mestra não-markoviana já que depende de f1 no inter-
valo de 0 a t. Para obter uma verdadeira (markoviana) equação cinética, o
procedimento ususal é assumir que a escala de tempo dinâmica td ao longo
da qual a função distribuição a uma partícula f1 varia significativamente é
muito maior que a escala de tempo tc (tempo de correlação) de forma que a
auto-correlação de força seja suficientemente pequena. Neste caso, podemos
substituir f1(v; t   ⌧) no integrando da Eq. (4.10) por f1(v1; t), que corres-
ponde a aproximação balística (movimento livre para um sistema homogê-
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neo) e estender a integração no tempo para infinito. Finalmente obtemos a








dv2 @12hF (⌧)F (0)i @12f1(v1; t)f1(v2; t). (4.11)
Como discutido anteriormente, para um sistema homogêneo unidimensi-
onal, essas correções se anulam e devemos tomar a próxima ordem 1/N na
expansão. Normalmente, podemos considerar parte do processo de markovi-
anização levar em conta escalas de tempo tais que td   tc. Se essa condição
falha, ente outras consequencias, temos o fato de que o termo colisional não
se anula perfeitamente nos sistemas homogêneos unidimensionais e devemos
esperar que isso afete a escala da dinâmica.
De forma a sustentar este aspecto, computamos a auto-correlação de força






em que Fi(t) é a força na partícula i num tempo t devida a todas as demais
partículas.
Introduzindo a transformada de Fourier no potencial
V˜ (k) = 1/2⇡
Z
drV (r)e ikr, (4.13)
CAPÍTULO 4. DINÂMICA DE ESTADOS HOMOGÊNEOS 82
a equação de Landau pode ser escrita na forma equivalente:
@
@t










k · @12f1(v1; t)f1(v2; t).
Como já dissemos, no caso unidimensional, a delta de Dirac implica que
v2 = v1 e @12 = 0. Assim, devemos tomar a ordem seguinte na aproximação
de campo fraco ([28]). Como V é também de ordem 1/N , isso implica que
a dinâmica tem uma escala em 1/N no caso não homogêneoe 1/N2 no caso
homogêneo (se o termo seguinte da expansão for não-nulo).











Figura 4.1: Autocorrelação de força C(t) como função do tempo para diferen-
tes valores de N . As condições iniciais são as mesmas do estado homogêneo
da Fig. 2.3 termalizada em t = 100.0 antes de começar as simulações apre-
sentadas.
As Figuras 4.1 e 4.2 retratam C(t) para diferentes números de partículas
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Figura 4.2: Evolução temporal do quarto momento estatístico hM4i da variá-
vel ✓ média sobre 1000 realizações exceto para N = 100 000 e N = 1 000 000
com 300 e 200 realizações, respectivamente. As condições iniciais são as
mesmas do estado homogêneo da Fig. 2.3 termalizada em t = 100.0 antes de
começar as simulações apresentadas.
para o modelo estudado e a evolução temporal de hM4i da variável ✓. Obser-
vamos que o tempo necessário para um decaimento significativo de C(t), i. e.
o tempo de correlação tc, é aproximadamente o mesmo para todo os valores
de N , enquanto o tempo da dinâmica td é menor para menores valores de
N como mostrado na Fig. 4.1. Desta forma, o tempo de correlação pode
se tornar da mesma ordem de magnitude que o tempo dinâmico, quebrando
a condição de markovianização e, consequentemente, a forma usual de se
derivar as equações cinéticas a partir da hierarquia BBGKY não será mais
válida. A Figura 4.2 mostra o quarto momento estatístico M4 da variável ✓
evidenciando que a markovianização não é válida para N = 1000 e N = 3000,
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enquanto ela é aproximadamente válida para N = 5000. Para N > 10000 o
sistema é claramente markoviano, em concordância com os resultados da Ta-
bela 2.1. Isso explica porque uma reescala diferente em N   na dinâmica com
  6= 2 é observada em sistemas homogêneos e unidimensionais com pequenos
valores de N [28].
4.1 O Modelo Hamiltoniano de Campo Médio
OModelo Hamiltoniano de Campo Médio que foi introduzido por S. Ruﬀo
e M. Antoni [1] (em inglês, chamado de "Hamiltonian Mean FIeld- HMF)
é um sistema de partículas de massas iguais se movendo em um círculo,
acopladas por um potencial de interação da forma ±[1 cos(✓i ✓j)] (atrativa
ou repulsiva para o sinal + ou  , respectivamente), onde ✓i é o ângulo que
dá a posição da i-ésima partícula no círculo.
Uma generalização bi-dimensional do modelo HMF foi introduzida por
Ruﬀo e colaboradores na referência [1], mas uma série de artigos sobre este
modelo pode ser encontrada nos livros [16, 13, 17].











[1  cos(✓i   ✓j)], (4.14)
em que ✓i 2 [ ⇡, ⇡[ e pi é o momento canonicamente conjugado à ✓i. Por
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(cos ✓i, sin ✓i) (4.15)
com componentes Mx = 1N
PN





Para obter as propriedades de equilíbrio desse sistema notamos que esco-
lhemos a origem dos ângulos do sistema de modo que Mx = 0. Denotando





















em que   = (kBT ) 1, e o domínio de integração é estendido à todo o espaço
de fase. Substituindo a Hamiltoniana (4.16) na função de partição (4.17) e
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e µ =  "N . Fazendo a mudança de variável y ! ypN/2 ", temos então a















em que In é a função de Bessel modificada de ordem n. Por fim podemos
calcular essa última integral por meio da técnica de ponto de cela no limite
de campo médio (N ! 1). Neste limite a energia livre de Helmholtz por
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  ln [2⇡I0 (y)]
 
.







Se acoplarmos um campo externo h à Hamiltoniana e derivarmos a energia





com y¯ sendo a solução da equação (4.19). Uma dedução mais simples da
distribuição de equilíbrio para esse sistema foi obtido por Rocha-Filho e co-
laboradores [23].
4.1.1 A Markovianização para o HMF
A fim de corroborar nossos resultados e complementar os resultados ob-
tidos por Rocha Filho e colaboradores em 2014, realizamos simulações seme-
lhantes para o HMF utilizando diferentes energias e números de partículas.
Utilizamos novamente um Runge-Kutta de quarta ordem nas integrações nu-
méricas [50], com passo de tempo  t = 0.1 e erro máximo aceito de 10 5.
A relação entre o tempo que a correlação de força leva para se anular e a
CAPÍTULO 4. DINÂMICA DE ESTADOS HOMOGÊNEOS 88
dinâmica do sistema durante esse tempo é apresentada nas figuras a seguir,
















Figura 4.3: Evolução temporal da autocorrelação de força C(t). Média sobre
1000 realizações para N = 4000 até N = 80000 e 300 realizações para N =
100000 partículas, utilizando uma condição inicial de water bag e e=0,69.
A tabela 4.1 apresenta um comparativo entre o expoente que melhor
ajusta duas curvas da simulação dinâmica para M4 com dois números de
partículas diferentes para um sistema com energia 0, 69 determinado por
meio do Método de Mínimos Quadrados.
A tabela 4.2 apresenta um comparativo entre o expoente que melhor
ajusta duas curvas da simulação dinâmica para M4 com dois números de
partículas diferentes para um sistema com energia 0, 8, contruída da mesma
forma que a tabela 4.2.
Os resultados apresentados nas tabelas 4.1 e 4.2 poderiam ser ainda me-
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Figura 4.4: Evolução temporal do quarto momento estatístico hM4i para a
variável ✓. Média sobre 1000 realizaçõespara N = 4000 até N = 80000 e 300
realizações para N = 100000 partículas, utilizando uma condição inicial de





5000 10 000 2.061
10 000 20 000 2.092
20 000 40 000 2.046
40 000 60 000 2.016
Tabela 4.1: Melhor reescala em N   para o momento M4 entre um par de
dados simulados com N1 e N2 partículas com energia e = 0, 69.
lhores caso o tempo total da simulação fosse maior e o erro máximo admitido
fosse inferior a 10 4 que foi o valor máximo de erro adotado nas simulações.
Note que o expoente próximo de 1.7 só se apresenta em simulações com


















Figura 4.5: Evolução temporal da autocorrelação de força C(t). Média sobre
1000 realizações para N = 4000 até N = 80000 e 300 realizações para N =





5000 10 000 2.066
10 000 20 000 2.012
20 000 40 000 2.001
40 000 60 000 2.075
Tabela 4.2: Melhor reescala em N   para o momento M4 entre um par de
dados simulados com N1 e N2 partículas com energia e = 0, 8.
N pequeno. Na medida em que N ! 1, o melhor ajuste se dá próximo do
expoente 2.
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Figura 4.6: Evolução temporal do quarto momento estatístico hM4i para a
variável ✓. Média sobre 1000 realizações para N = 4000 até N = 80000 e
300 realizações para N = 100000 partículas, utilizando uma condição inicial
de water bag e e=0,80.
4.2 O Modelo do Anel
Introduzido em 2001, por Sota, Iguchi, Morikawa,Tatekawa e Maeda, o
Modelo do anel (em inglês chamado de "ring-model") é um modelo simplifi-
cado de um sistema auto-gravitante. Neste modelo, N partículas de massa
iguais a 1 se deslocam em um círculo de raio unitário interagindo mutua-










1  cos(✓i   ✓j) + "
, (4.21)















1  cos(✓i   ✓j) + "
. (4.22)
em que ✓i e ✓j estão compreendidos no intervalo  ⇡ < ✓ < ⇡ e represen-
tam as posições angulares ocupadas pela i-ésima partícula no anel e " é um








Figura 4.7: ✓i e ✓j estão compreendidos no intervalo  ⇡ < ✓ < ⇡ e represen-
tam as posições angulares ocupadas pela i-ésima partícula no anel.
4.2.1 A Markovianização para o Modelo do Anel
Repetimos a análise proposta anteriormente para o HMF. Realizamos si-
mulações semelhantes utilizando diferentes energias e números de partículas.
A relação entre o tempo que a correlação de força leva para se anular e a
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dinâmica do sistema durante esse tempo é a que segue nos gráficos 4.2.1 e
4.2.1, para os quais foi utilizado um waterbag com energia 0, 34 e passo no
tempo de 0, 03 utilizando um Runge-Kutta de quarta ordem na integração
numérica [50]. O erro máximo admitido foi de 10 6 e o " utilizado foi de
0, 01. Note que as simulações para o Ring-model apresentam muito mais
ruído que as do HMF. Além disso, são simulações muito mais onerosas o que
significa que levam muito mais tempo para serem concluídas (o tempo de
simulação escala com N2 para este modelo), motivo pelo qual apresentamos
menos números de partículas neste sistema.

















Figura 4.8: Evolução temporal do quarto momento estatístico hM4i para a
variável ✓. Média sobre 50 realizações para N = 4000 até N = 60000 e 5
realizações para os demais números de partículas, utilizando uma condição
inicial de waterbag e e = 0, 34 termalizado em 100.
Mais uma vez, a tabela a seguir apresenta um comparativo entre o expo-
















Figura 4.9: Evolução temporal da autocorrelação de força C(t). Média sobre
50 realizações para N = 4000 até N = 60000 e 5 realizações para os demais
números de partículas, utilizando uma condição inicial de waterbag e e = 0, 34
termalizado em 100.
ente que melhor ajusta duas curvas da simulação dinâmica para hM4i com





5000 10 000 2.084
10 000 20 000 1.998
Tabela 4.3: Melhor reescala em N   para o momento M4 entre um par de
dados simulados com N1 e N2 partículas sem termalização.
O expoente próximo de 1.7 só se apresenta em simulações comN pequeno.
Na medida em que N ! 1, o melhor ajuste se dá próximo do expoente 2,
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corroborando os resultados obtidos para os demais modelos.
Capítulo 5
Conclusões e Perspectivas
Neste trabalho, mostramos que o modelo de Spins Anisotrópicos de Hei-
senberg introduzido por Gupta e Mukamel em [30] é efetivamente um sis-
tema hamiltoniano clássico e unidimensional. Estudamos seu equilíbrio pela
maximização da entropia. Provamos também que a dinâmica de um QSS
escala com N2 para grandes valores de N enquanto a escala relatada an-
teriormente de N1.7 deve-se a alguns efeitos não-markovianos da dinâmica.
Para N grande, as equações cinéticas de um sistema com interações de longo-
alcance homogêneo e unidimensional devem levar em consideração as colisões
entre 3 partículas que são de ordem 1/N2. Essa abordagem só é válida para
N suficientemente grande tal que o termo de colisão entre duas partículas
efetivamante se anula. O caso em que N é pequeno (não tão grande) pode
ser descrito pela abordagem desenvolvida por Ettoumi e Firpo para a de-
terminação de coeficientes de difusão em termos das variáveis de ação. Eles
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utilizaram uma abordagem de tempo médio e obtiveram um escalonamento
(reescala) N1.7 para o HMF.
Além do estudo para o modelo de Spins Anisotrópicos, verificamos e com-
provamos nossa hipótese por meio de simulações com modelos conhecidos
(HMF - e = 0.69 e e = 0.80 - e Ring Model).
O desenvolvimento deste trabalho, nos indicou várias outras análises pos-
síveis que servirão de perspectivas para trabalhos futuros, como
• Calcular o termo de segunda ordem que domina a equação cinética para
N grande partindo das equações de Landau e Balescu-Lenard;
• Com base na evolução temporal da auto-correlação de força, avaliar o
comportamento de sistemas não-homogêneos e unidimensionais assim
como para sistemas de dimensão maior para o caso homogêneo. De-
finir se isso influencia (ou de que forma) a reescala para números de
partículas pequenos;
• Estudar o modelo mais recente introduzido por Gupta e Mukamel de
spins clássicos em uma esfera descrito por uma Hamiltoniana bidimen-
sional que também exibie um escalonamento da dinâmica de um QSS
com N1.7. Avaliar se esse sistema não é de fato unidimensional e não
bidimensional como se defende em [31].
Apêndice A - Os momentos
Estatísticos






Os momentos de uma distribuição são os que seguem:
– Primeiro Momento - Média
O primeiro momento é o valor médio dos valores do conjunto SX ,






Em nosso estudo do sistema homogêneo, este momento para a
variável ✓ se anula.
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– Segundo Momento - Variância
O segundo momento mede a dispersão, ou seja, o quanto a função





Também pode ser chamado de variância e definido pelo valor mé-





Fisicamente, o segundo momento para a variável ✓ representa a






O terceiro momento está relacionado com a assimetria da função








A skewness mede o quanto a função densidade de probabilidades
está destorcida em relação a sua simetria em torno da média. O
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O quarto momento está relacionado com a curtose () ou kurtosis,
em inglês, da função densidade de probabilidades
 =
hxi4
hx2i2   3. (5.8)
A curtose é uma medida comparativa que fornece o achatamento
ou agudeza da função densidade de probabilidades em relação à
distribuição normal ou gaussiana. Em nosso estudo, avaliamos o
excesso de curtose para a variável ✓ na dinâmica do sistema rumo
ao equilíbrio, assim, espera-se um valor que se aproxime de 3 com






O quinto momento, como todos os de ordem ímpar em distribui-
ções pares como as distribuições de velocidade estudadas neste
trabalho, se anula.






O sexto momento estatístico das velocidades é apresentado em
nosso trabalho apenas como uma forma de corroborar a reescala
adequada para a dependência evidenciada entre o número de par-
tículas do sistema e seu tempo de permanência no estado quasi-
estacionário.
Apêndice B - Método dos
Quadrados Mínimos
Reproduzimos a seguir o algoritmo em C utilizado para montar as
tabelas que apresentam os expoentes relacionados aos números de par-
tículas em pares de simulações para o estudo sobre o spin anisotrópico
de campo médio. Uma adaptação deste programa foi utilizada para
construir as tabelas para os demais modelos estudados. Os textos em
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DOUBLE SCALING( INT, INT, INT, INT, DOUBLE, DOUBLE *,








c Lê alguns parâmetros de entrada IN=FOPEN("MINIMIZAR.IN","R");
SAIDA=FOPEN("MINIMIZAR.DAT","W");




c Número de linhas do primeiro e do segundo arquivo .dat que contêm
os momentos considerando-se o arquivo com menos linhas
FSCANF(IN,"%I",&NPOINTS1);
FSCANF(IN,"%I",&NPOINTS2);
c Valores mínimo e máximo de teste para expoente de ajuste das curvas
FSCANF(IN,"%LF",&SCAL_MIN);
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FSCANF(IN,"%LF",&SCAL_MAX);




c abre os arquivos .dat de onde serão lidos os pontos (tempo,momento)
para o cálculo do ajuste
ENTRADA1=FOPEN("MOMS1.DAT","R");
ENTRADA2=FOPEN("MOMS2.DAT","R");
c Lê os valores de tempo, posição e quarto momento estatístico gra-
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};






DOUBLE SCALING( INT NPOINTS1, INT NPOINTS2, INT N1, INT






c Para os valores de tempo lidos, calcula o tempo dividido pelo número
de partículas correspondente elevado a um certo expoente SC compre-
endido entre os dois (mínimo e máximo) lidos em minimizar.in
FOR (I=0;I<NPOINTS1;I++)








c calcula o erro entre os novos valores de momento para os dois números
de partículas e diferentes expoentes e escolhe o expoente que apresenta
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