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1. INTRODUCTION 
In this study we deal with singular boundary value problems for linear 
Hamiltonian systems depending on a parameter. In order to illustrate the 
type of results obtained, let 
-C(t) A*(t) 
fw) = i A(t) B(t) 1 ’
where A(t), B(t), C(t) are continuous n by n matrix functions on (--co, m) 
and B(t), C(t) are Hermitian for all t E (--co, oo). Consider the linear 
Hamiltonian system 
z’ = h2JH(t) 2, 
where X is a real parameter, z E UPS, 
(1-l) 
and I, is the n by IZ identity matrix. In [3] Conley showed that if C(t), B(t) > 
6 > 0 for t near &co and there is a t, , - co < t, < co with H(t,) > 0, 
then there exists an infinite sequence of A-values A, < A, < ..* with A, + co 
as 1z -+ 00, such that (1 .l), with X = A, , has a solution z E L2( - co, co). 
In [2] Conley used similar methods to obtain bounded solutions of 
3” - A”Q(t) x = 0, (1.2) 
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where Q(t) is positive definite near htco and there is some t,, with Q(t,J 
negative definite. 
In this paper, we generalize (1.1) to Hamiltonian systems with a more 
general dependence on the parameter /\. We also consider boundary value 
problems on nonclosed intervals which are not necessarily unbounded. 
These results are obtained by generalizing a technique used by Hartman [9] 
to study singular boundary value problems for second order scalar equations. 
This procedure allows very general singular boundary value problems for- 
mulated in terms of “principal solutions” of Hamiltonian systems, The 
desired results are then obtained by using comparison theorems for 
Hamiltonian systems. These comparison theorems are of two types, one 
involving principal solutions of associated Riccati equations [5, pp. 49-581, 
and the other involving “polar coordinates” for Hamiltonian systems due 
to Lidskii [II]. 
Section 2 contains definitions, statements of assumptions, and general 
comments about principal solutions of Hamiltonian systems. Section 3 
contains the formulation of the boundary value problems of interest to us 
and the main existence theorem (Theorem 3.1) on solutions of these boundary 
value problems. In Section 4, we state known results about nonsingular 
boundary value problems and basic facts about Riccati matrix equations 
which we will need. Section 5 contains the proof of Theorem 3.1. Sections 6, 
7, and 8 contain simple sufficient conditions to ensure that the assumptions 
of Theorem 3.1 are satisfied. In Section 9, we apply Theorem 3.1 to obtain 
generalizations of the results of Conley mentioned above. 
In Sections 6, 7, and 8, we state results only about intervals of the form 
b < t < /I < co. There are, of course, corresponding results about intervals 
of the form -cc < OL < t < a, and these will be used where convenient 
without comment. 
2. PRINCIPAL SOLUTIONS AND ASSUMPTIONS (Al)-(A4) 
Consider the Hamiltonian system 
x’ = A(t, A) x + qt, A) y, y’ = C(t, A) x - A*(t, h)y, (2.1) 
where x,y are n-vectors, A(t, X), B(t, h), C(t, h) are 1z by n matrix functions 
on I x (1 for some t-interval I = (a, p), -co < a: < p < cc and a /\-inter- 
val /.I. The system (2.1) is equivalent to 
z’ = JH(t, A) z, (2.2) 
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where z is the 2n vector (x,Y), 
) and J = (-9, 2). (2.3) 
(2.2) is a generalization of the system mentioned in the Introduction, where 
H(t, a) = Nqt), H*(t) = H(t). 
For our puposes, we will often consider the matrix version of (2.11, 
u’ = iqt, a) u + B(t, a> v, V’ = C(t, A) U - A*(t, A) V, (2.4) 
where U, V are R by n matrices. 
We shall always make the following assumption. 
(Al} A(& h), B(t, h) and C(t, X) are 71 by n continuous matrix functions 
on I x d, with B(t, X) = B*(t, A), C(t, A) = C*(t, X), and B(t, h) positive 
definite on I x A. 
Let (Ur(t, X), Vr(t, X)) and (Ua(t, h), Va(t, X)) be a pair of solutions of 
(2.4), for a fixed A. Then 
U,*V, - VX*U, = I& = const, on 1. (2.51 
These solutions are called conjugate if K, = 0. In particular, a solution 
( U(t, 4, V(t, X)1 of (2.4 is called self-conjugate if 
U*V-V*U=O on I. 
For a fixed X, the system (2.1) is said to be disconjugate on a t-interval 
I’ C I if, for every solution (x(t, h), y(t, A)) + 0, the vector x(t, h) vanishes 
at most once on I’. The system (2.1) is disconjugate on [6, p) CI = (OL, /3) 
if and only if (2.4) has a self-conjugate solution (U((t, h), V(t, X)) with 
det U(t, h) # 0 on (b, 8). 
PROPOSITION 2.1. Let X be fixed and (2.1) disconjagute on [b, fi) C I. 
(i) Then there exist a selj-conjagczte solution (U(t, A), V(t, A)), culled u 
~-~i~~ul solution, such thut det U(t, X) # 0 for b < t < j3 and 
t u-l(s, a) B(s, h) U*-l(s, A) ds + 00 as t-+6. 
Furthermore, ( U1(t, A), VJt, A)) is another j&principul solution if and only if 
there exist u constant nonsingular matrix K such that U1(t, A) = v(t, A) K, 
V;(t, X) = Vft, a) I(: 
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(ii) Then there exist self-coujugate solutions (U(t, A), V(t, A)), called 
@zonprincipal solutions, such that det U(t, h) # 0 for b < t < ,i3, and 
s 
6 
U-l(s, A) B(s, A) U*-l(s, A) ds < co. 
(iii) Let ( Ui(t, A), Vi(t, A))for i = 1, 2 be solutions of(2.4)for 6 < t < /3 
such that ( Uz(t, A), Vz(t, A)) is a /3-principal solution. Then the matrix Ko 
given in (2.5) is nonsingular if and only if det Ul(t, /!) # 0 for b < t < ,tI 
and U;‘(t, A) Uz(t, A) -+ 0 as t -+ fi. 
Note that not every self-conjugate solution of (2.4) is a /3-principal or 
p-nonprincipal solution. In fact, we have the following lemma. 
LEMMA 2.1. Let h be $xed and (2.1) be disconjugate ou [b, fi) C I. Let 
(Uo(t, 4, Vo(t, 4) b e a /I-principal solution of (2.4). If (U(t, A), V(t, A)) is 
another seZ+mjugate solution of (2.4) on [b, A) then (U(t, A), V(t, A)) is a 
@.zonprincipal solution if and only if there are no vectors 6, 7 E Iw” with 5 # 0 
such that (u(t, A) f, V(t, 4 E) = (u,,(t, 4 ‘I, V&, A) a). 
Proof. Let (U(t, A), V(t, h)) be a /%nonprincipal solution. Then 
U-l(t, A) U&t, A) -+ 0 as t + /3 [7]. Hence, no such vectors can exist. 
For the other direction, consider the variation of constants formula, 
U&t, A) = U(t, A) /ZSl + ( jt U-‘(s, A) B(s, A) U*-l(s, A) ds) I&l, 
[S, p. 3871. If there are no vectors [, 7 E UP with f # 0, such that 
U&t, h) 7 = U(t, h) 5, then K, is nonsingular. By Proposition 2.1 (iii), 
1;s jt U-l@, A) B(s, A) U*-l(s, A) ds 
exists and is finite. Hence, (U(t, h), V(t, A)) is a /3-nonprincipal solution. 
The notions of principal and nonprincipal solutions were introduced by 
Hartman [7] for the case A(t, X) E 0 and their existence proved in [7]. 
Reid [12] treated the more general case. (See [8, pp. 384-4011 or [13, pp. 302- 
3681 for a general exposition.) 
We introduce conditions, other than (Al), which may be imposed on 
(2.4). 
(A2) There is a function b(X) continuous on A such that 01 < b(h) < /3 
and, (2.1) is disconjugate on b(h) ,( t < /3. 
(A3) For A fixed let LI(t, A) = V&t, A) U;‘(t, A) for b(X) < t < fi, 
where (U&t, A), VO(t, A)) is a t!?-princzpaZ solution of (2.4). The function D(t, A) 
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is continuous in (t, A) for b(h) < t < /I and h E A or, equivalently, there exist 
a so~uti~ (Uo(t, A), V&t, A)) of (2.4) for each X E A fzxed that is catty 
b (t, A) for b(h) < t < /3 mrd X E A, and such that, for X fixed, it is a ~-p~~~a~ 
solution. 
Sufficient conditions for (A3), i.e., for the continuity of II(t, X), t > b(h) 
and h E A, are obtained in Sections 7 and 8. 
(A4) For @ed h, let (UI(t, A), FI(t, A)) be a set-c~jugate so~uti~ of 
(2.4) shah is coutinuo~ for (t, A) E I x A and such that there exist a c~ti~ous 
function a(h) on A with UJt, A) nonsingular on 01 < t < a(h). 
3. SINGULAR BOUNDARY VALUE PROBLEMS AND /~-PRINCIPAL SOLUTIONS 
IA ( w, 9, v1tt> w be as in (A4) and let ( Uo(t, A)  V,(t, h)) be a p-prin- 
cipal solution of (2.4) for fixed X. Th e number h = h, in II will be called a 
/I-principal value if there are nonzero vectors E, 7 E UP satisfying 
will be called a ,&principal solution. 
In the case I: = [b, 8) is half cfosed, (UI(t, A), VJt, h)) may be specified 
in terms of initial conditions at t = 6. That is, (Ul(t, h), Va(t, A)) is the 
solution of (2.4) on [b, /?) satisfying 
U,(b, a> = MN, vdb, 4 = N(X), 
where M(X), N(X) are continuous n by n matrix functions of h satisfying 
~(~) N*(h) I=- N(h) M*(h) and ~(~) e = 0 = N(X) f implies d = 0. In 
the case 1 = (a, /3) is an open interval, we can assume, for example, that 
(2.1) is disconjugate near 01 and choose (Ul(t, h), Vl(t, A)) to be a family of 
a-principal solutions. 
In either case, sufficient conditions on the matrices A(t, I\), B(t, X), C(t, A) 
can be given to ensure that if X is a p-principal value and x(t, h) is a corre- 
sponding @-principal solution, then (i) x(t, X) = o(1) as t -+ 01 or 8, 
(ii) x(t, A) = O(1) as t + 01 or fl, (iii) x(t, h) is square integrable at (Y or ,?? 
(Section 6), (iv) x(t, h) is exponentially small at t = LX = -co or t = p = co, 
or any combination of the above. We will, however, deal with the more 
general “boundary condition” given in the definition of &principal values. 
Let (to, ;b) ~1 x n and let (Ul(t, ,%I, Fl(t, X)) be as in (A4). Let ifto, A,,) 
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be the dimension of the null space of U1(rO, A,,) so that 0 < i (to, ha) < n. 
Put 
M(A,) = Lqi(t, )b): a < t < /3>. 
We will now state the following theorem concerning the existence of /3-prin- 
cipal values. 
THEOREM 3.1. Assume (Al)-(A4). Let no , no be deJined by 
fzo = inf{.N(h): h E A}, no = sup{M(h): A En}. 
(i) A su@ient condition for /\ = ho to be a fl-principal value is that 
M(h) be discontinuous at h = ho . 
(ii) If no < no, then there exists a /3-principal value. In fact ;f h’, X” E A 
such that &(A’) = j < k = M(h”), then there are at least (k - j)/n ~-principal 
values on the interval [A’, x”] or [A”, /\‘I. 
(iii) h = ho is a discontinuity of N(/\) if and only if, for all T near /?, 
there is a vector vr # 0 such that the boundary value problem (2.1) with 
x(t, h) = U1(t, h) Q, and x(T, h) = 0 has a solution for some h = /\(T) 
satisfving h(T) -+ ho as T -+ 8. 
4. PRELIMINARIES 
In this section, we recall some basic facts about nonsingular boundary 
value problems and comparison theorems for Riccati equations. 
Let M(X), N(X) be 2n by 2n continuous matrix functions for A Ed, such 
that, for /\ fixed, M*(X) JM(/\) = N*(h) jN(h) and M(h) 5 = 0 = N(h) [ 
implies 6 = 0, where / is as in (2.3). Let 01 < S < c < /I and let X E /I be 
fixed. If the boundary value problem (2.1) and 
z(S, A) = M(h) t, z(c, A> = N(A) f, where x = (x, y), (4.1) 
has a nontrivial solution x(t, h), y(t, h)) for some E E I@@, we say that c is 
a conjugate point of S relative to the given boundary conditions (4.1) [5, p. 691. 
For X fixed, let X(t, h) be the fundamental solution of (2.1) on [S, TJ 
with X(S, h) = Izn . Put Y = J(XM- N), 2 = XM + N, and 
Ll = (2 + iY)(Z - iY)-I. 
PROPOSITION 4.1. The matrix Q(t, h) exist and is unitary for all S < t ,( T 
and h E A. It satisjes the ds@rzntial equation 
f-2’ = iQ@(t, A), 
SINGULAR BOUNDARY VALUE PROBLEMS 
where the Hermitian matrix @(t, X) is given by 
@ = 4(2* + iY*)-’ M*X*HM(Z - iY)-1. 
We say a point c has order k if the boundary value problem (2.11, (4.1) 
has k linearly independent solutions. We define the index j(T, h) of the 
boundary value problem (2.l), (4.1) to be the sum of the orders of all points 
on (S, T] conjugate to S relative to the boundary conditions (4.1). 
PROPOSITIQN 4.2. The matrix a(t, X) is continuous irs (t, A) E [S, @) x A 
and the ~gurn~ts tt+(t, A) of the ~~~va~ues of Jzft, A) can be cho.se?z so that 
co&, A) < -** < w&t, h) and c+(d, X) is continuous in (t, h) E [S, /3) X A 
for i = l,..., 2n. For $xed h, c is a conjugate point of S of order k relutive to 
(4.1) if and only ;f there are k integers i < ix < --a -=c & < 2% such &at 
wg(c, A> = 0 mod(2n) for j = 0; ,..., ik , in which case qft, h) is an ~~cre~ug 
f&tioa oft near c for j = iL ,+.., iI, . 
~OP~S~T~GN 4.3. Let H,(t), H,(r) be c~t~~u~ 2% by 2% H~tia~ 
matrix fu~ti~ on [S, T]. Assume H;(t) < H,(t) for S 4 t < T and let 
j,(T) be the idex of the bowdary valzle problena (2.1), relative to (4.1) for 
i = 1,2, then j,(T) <j&D). 
Propositions 4.1 and 4.2 are due to Atkinson [l] and Proposition 4.3 is 
due to Coppel [4]. The method of generalized polar coordinates used by 
these authors was introduced by Lid&l [Ill. For a general exposition of 
method of generalized polar coordinates, see [l, Chap. IO] or [5, pp. 67-73. 
Assume (A4) and for /t fixed, let M(X), N(A) be given by 
where S < a(x). Then M(X) and N(h) are continuous in X and M*JM = 0 = 
TIN, since (&(t, X), Q(t, +>I is self-conjugate. The soiutions of the 
boundary value problem (2. I ), (4,l) are necessarily solutions of (2.1) of the 
form x(t, A) = UI(t, h) q, y(f, h) = &(t, X) 7 satisfying x(c, h) = 0. Note 
that 
j(c, A) = Z{i(t, A): S < t < c), 
where i(& h) is the dimension of the .null space of U&, X). 
For X fixed, let (U(b, X), V(t, X)) b e a self-conjugate solution of (2.4). 
We say t = to is a focal point of order k if U(& , X) has rank A - K, 
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PROPOSITION 4.4. For h Jixed, let (Ua(t, X), Vi(t, h)) be self-conjugate 
solutions of (2.4) for i = 1,2 on I. Then on any subinterval I’ C I, the number 
of focal points, counted according to order, of IJ1(t, A) and Uz(t, X) ds@er by at 
most n. 
For Proposition 4.4, see [13, p. 3661. We will now give some basic facts 
about matrix Riccati equations which will be needed. 
PROPOSITION 4.5. If (U(t, h), V(t, h)) is a solution of (2.4) for Ji;red h 
with det LJ(t, X)) # 0 on a t-interval I’, then W(t, h) = V(t, A) U-l(t, h) is 
a solution of the Riccati equation 
R[W] = W’ + WA(t, X) + A*(t, h) W + WB(t, h) W - C(t, A) = 0. (4.3) 
The solution (U(t, h), V(t, h)) of (2.4) is self-conjugate zf and only zf the corre- 
sponding solution W(t, h) of (4.3) is Hermitian. 
Conversely, if W(t, h) is a solution of (4.3) on I’ and if U(t, A) is a funda- 
mental solution of the linear system 
then U(t, h) and V(t, X) = W(t, h) U(t, h) is a solution of (2.4) on I’. 
A solution W(t, h) of (4.3) f or fixed h will be called ,&principal if 
W(t, h) = Vo(t, /\) U;‘(t, h), where ( Uo(t, A), V,,(t, h)) is a ,&principal solution 
of (2.4). 
PROPOSITION 4.6, For jixed h, assume C(t, A) > 0. Let W1(t, X) be any 
Hermitian solution of (4.3) and let Wz(t, h) be the /3-principQl solution of (4.3) 
on (b, p). Then Wz(t, A) < 0 and W1(t, X) 3 Wz(t, A) for b < t < 8. Corre- 
spondingly, let W1(t, h) be any Hermitian solution of (4.3) and Wz(t, A) be the 
a-principalsolution of (4.3) on (01, a). Then Wz(t, /\) > 0 and W1(t, X) > Wz(t, X) 
for (II < t < a. 
The next two results are comparison theorems for solutions of Riccati 
equations. 
PROPOSITION 4.7. Assume (Al) and (A2). Let W&t, )I) be the /3-principal 
solution of (4.3) on (b(X), /3) and let (U(t, A), V(t, X)) be a self-conjugate solution 
of (2.4) on [b(h), ,6? with U( T, h) = I, and V(T, h) > W,(T, h) for some 
T > b(X). Then det U(t, /\) f Ofor b(/\) < t < fi. 
PROPOSITION 4.8. Let H,(t), H,(t) be continuous 2n by 2n Hermitian 
matrix functions. Assume (2.1), is disconjugate on [b, ,6) and W*(t) is the /?-prin- 
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cipal solution of (4.3) associated with H,(t) for i = 1, 2. If H,(t) < H,(t) on 
[h B), then wl(t) < w&) on (4 8). 
Proposition 4.7 is due to Reid [14]. For a general exposition of comparison 
theorems for Riccati equations, see [5, pp. 49-581. 
5. PROOF OF THEOREM 2.1 
We will need the following lemma. 
LEMMA 5.1. Assume (Al)-(A4). 
(i) Then M(h) < oo for all XEA. 
(ii) If h, X, E rl and / h - X, 1 is su#iciently small, then M()b) < 
J-(h) G Jw,) + n. 
(iii) If h, is not a /3-principal value, then M(h) is continuous at A = X0 . 
Proof. On (i). Z:(i(t, X,): 01 < t < I+,,)} is finite and if ( Uo(t, &), V,-,(t, &)) 
is a p-principal solution of (2.4), then Uo(t, )b) is nonsingular on (b(b), /3). 
Hence, M(h,) < co by Proposition 4.4. 
On (ii). Let p > T > b(h,) be such that UI(& A,,) is nonsingular for t > T. 
Let X E n and 1 h - X, ( be so small that b(X) < T and U,(T, h) is nonsingular. 
Let 01 < S < a(&) and, if necessary, make \ h - h, \ small enough to assure 
that S < a(h) so that UI(t, h) is nonsingular for 01 < t < S. Let Q(t, h) be 
the unitary matrix defined by the boundary value problem defined by (2.1) 
(4.1) where M, N are given in (4.2). Then, 
Z{i(t, A,): S < t < T} = Z{i(t, h): S < t < T) 
by Proposition 4.2, for 1 h - h, j sufficiently small, The assertion of (ii) 
is implied by Proposition 4.4. 
On (iii). Let h = h, be a non+principal value and let p > T > b&J 
be such that UI(t, X,) is nonsingular for t 2 T. Hence, by Lemma 2.1 and 
Proposition 4.6, VI(T, h,) U;l(T, h,) > 17(T, h,). It then follows by con- 
tinuity that VI(T, h) U;l( T, X) > l’I(T, h) for h E fl, 1 h - X, 1 sufficiently 
small. Hence, by Proposition 4.7, Ul(t, h) is nonsingular on [T, p). Conse- 
quently, by arguments similar to those in the proof of (ii), N(X) = N(X,,) 
for small / h - h, 1. This completes the proof. 
Proof of Theorem 3.1. (i) in Theorem 3.1 follows from (iii) in Lemma 5.1. 
On (ii). Let A’ < x” and A,, = sup{X: N(u) < j for h’ < (T < X < h”). 
Then J+‘(T) > j f or some 72X0 and &“(u)<j for a<&,<~ for (T 
arbitrariIy near X, . Hence, N(A) is discontinuous at X = ha, so by (i) X, 
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is a p-principal value. Since at any discontinuity of N(X), N(A) can jump 
at most n by (ii) of Lemma 5.1, (ii) follows. 
On (iii). Let &‘(A,,) =i and A,, be a discontinuity of M(h). Then there 
exists a sequence h = A, -+ A,, as n -+ co, such that .N”(X,) # M(h,). The 
largest t = T(h,) = T,, such that U1(t, A,) is singular satisfies T, --f @ 
as n -+ co, while the other focal points, counted according to order, converge 
to those of Ur(t, &); see the proof of Lemma 5.1 (ii). The converse follows 
easily. 
6. SUFFICIENT CONDITIONS FOR SQUARE INTEGRABLE SOLUTIONS 
If h is fixed and C(t, A) is nonnegative definite on a half-closed interval 
[b, ,fl), then (2.1) is d isconjugate on [b, p). Let W(t, A) be a Hermitian solution 
of (4.3) with W(t, A) = V(t, A) U-l(t, A). Then for t E FP we have 
<U(t, A) f, V, 4 I> = Cult, 4 f, W, 4 W, 4 f>, where ( , > is the 
standard inner product in BP. Differentiating with respect to t we obtain 
(d/dt)<U(t, 4 f, q, A) f> = w, 4 qt, 4 f, v, 3 f> 
+ (c(t, 4 U(t, 4 5, W, 4 f> b 0. (6.1) 
Hence, (U(t, 4 5, v(t, 4 5) is a nondecreasing function on [6, /3). 
THEOREM 6.1. For X $xed, let C(t, A) be nonnegative definite on [b, /I). 
Let (Gdt, 4, Vdt, 4) b e a /3-principal solution of (2.4) on [b, #I), and 
x(t, A) = Uo(t, A) 5, y(t, A) = Vo(t, h) f for some rumzero 5 E !R”, then 
and 
.c ’ @(t, 4 y(t, A>, y(t, 4)dt < ~0 b 
s ’ (C(t, A) x(t, A), x(t, A)) dt < 00. b 
Proof. Let Wo(t, A) = V&t, A) U;‘(t, A). Then 
(6.2) 
(x(t, A), y(t, A)) = (x(t, A>, W&9 w x(t, 3) G 0. (6.3) 
BY (6.11, 
(x(t, A), y(t, A)) -K = s,t WY, 4 Y(Y) 4, Y(Y, A)) dy 
+ J;: (C(y, 4 x(y, 4, x(y, A>> dy> (6.4) 
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where K is a constant. By (6.3) and (6.1), (x(t, A), y(t, X)) has a finite limit 
as t -+ 8. This and (6.4) give the results. 
COROLLARY 6.1. For fixed h, let C(t, h) be nonnegative dejinite on [b, p). 
Let p(t, h), q(t, X) be the smalZest eigenwalues of B(t, X), C(t, X) on [b, /3), respec- 
tiue2y. If ( Wt, 4, V&, 9 is a ~-principal solution of (2.4) on [b, /I) and 
x(t, A) = Uo(t, A) i$, y(t, A) = V,( t, A) .f for some nonzero ( E iFi%, then 
j-‘P(t, A) I r(t, 412 dt + s” q(t, A) 1 x(t, h)j2 dt < 00. 
b b 
(6.5) 
Corollary 3.1 has the following consequence, which gives sufficient 
conditions for the existence of L2 solutions. 
COROLLARY 6.2. For fixed X, let C(t, X) be nonnegative definite on [b, p). 
Let ( Uo(t, A), V,,(t, A)) be a /3-principal solution of (2.4) on [b, j3) and x(t, A) = 
U,( t, X) t, y(t, X) = Vo(t, X) fJ for some 6 E 88”. Then u su$kient condition for 
x(t, X) (or y(t, h)) to be square integrable on [b, /3) is that 
C(t, X) t 6 > 0 [or B(t, A) >, 6 > 01. 
7. CONTINUITY OF ~-PRINCIPAL SOLUTIONS IN THE GENERAL CASE 
In this section we will give sufficient conditions for l7( t, X) to be continuous, 
i.e., for assumption (A3) to hold. Noting that II(t, h) is the p-principal solution 
of (4.3) on (4% PI, we have the following continuity theorem. 
THEOREM 7.1. Assume (Al) and (A2) with C(t, X) nonnegutiwe definite 
for b(h) < t < /I, X E A. Let p(t, X) and q(t, h) be the smallest eigenvulues of 
B(t, A) and C(t, h), respectively. Assume that, for each h E A, 
I 
0 
(p(t, A) q(t, X))‘/2 dt = co. (7.1) 
Then the Qwincipul solution of (4.3) is continuous for b(X) < t < /3, X E A, 
i.e.; (A3) holds. 
In order to prove Theorem 7.1 we will need the following propositions. 
PROPOSITION 7.1. For jixed X, let (U(t, X), V(t, X)) be a /3-non-principal 
solution of (2.4). Then for nonzero .$ E W, 
s 
’ 1 IW2(t, A) U(t, h)S j-2 dt < co. 
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In particular ifp(t, h) is the smallest esgenvahe of B(t, X), then 
J” -@p(t, A) 1 U(t, A)( I-% dt < co. 
Proposition 7.1 was first proved by Hartman [7] for a second orler system 
and given by him in the general case in [8, p. 3961. The next proposition is 
due to Reid [14] and generalizes the results of Hartman and Wintner (cf. [IO, 
p. 3601) concerning second order scalar equations. 
PROPOSITION 7.2. Assume (Al) and that C(t, h) is nonnegative definite 
forb(X)~t<<,hEA.Leth,~Aand/\,EAforn=1,2,...,and/\,-t/\, 
as n + co. Let Wo(t, h) be the /3-principal solution of (4.3) on b(h) < t < ,8, 
h E A. Then there exists a subsequence {h,J such that Wo(t, h,J converges 
uniformly on compact subintervals of (b(h,), /I), say to W,(t, h,), and W,(t, h,) 
is a Hermitian solution of (4.3) for b(h) < t < ,6 with W,(t, h,) 2 Wo(t, h,) 
for b&J < t < /I 
If C(t, A) is nonnegative on (b(A), /I) and if a H ermitian nonpositive solution 
Wdt, 4 of (4.3) on Lb@), B> is unique, then a selection of a subsequence in 
Proposition 4.2 is unnecessary, so that H(t, h) is continuous. A similar argu- 
ment gives continuity of the a-principal solution of (4.3), when a Hermitian 
nonnegative solution of (4.3) on (a, a(h)) is unique. Hence, Theorem 7.1 
follows from the following lemma. 
LEMMA 7.1. For Jixed h, let C(t, X) be nonnegative definite on [b(A), ,f3). 
Let p(t, h) and q(t, X) be the smallest eigenvalues of B(t, h) and C(t, A). Assume 
that (7.1) holds. Then the Hermitian solution Wo(t, /\) of (4.3) on (b(X), B) with 
Wo(t, h) < 0 near ,k? is unique. Furthermore, if (lJ(t, h), V(t, h)) is a p-non- 
principal solution of (2.4) on [b(A), p), then for all nonzero f E Iw”, 
s 
B 
q(t, /I) 1 U(t, A)[ j2 dt = 00. 
Proof. Let h be fixed and (x(t, X), y(t, h)) be a solution of (2.1). Then, by 
Corollary 6.1, a necessary condition for (x(t, A), y(t, A)) < 0 near /3 is that 
(6.2) hold. Hence, the proof will follow if we know that the number of linearly 
independent solutions such that (6.2) holds is n. The number is at least n 
since (6.2) holds for each (x(t, A), y(t, h)), where x(t, h) = Uo(t, h) 7, y(t, h) = 
V,,(t, X) 7, ( Uo(t, h), V,,(t, h)) is a ,&principal solution of (2.4), and n E R”. Let 
(U(t, A)), V(t, A)) be a /3-nonprincipal solution. Let (x(t, h), y(t, h)) = 
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( w, A) E, qt, A) 5) for some nonzero 4 E IF!“. Hence, we have by the Schwarz 
inequality 
d ( jBp(t, A) 1 x(t, q-2 dt)l’l (J” q(t, h) 1 x(t, h)12 dt)li2. 
But the left-hand side is infinite. By (7.1) and Proposition 7.1, (6.2) does not 
hold. Since all solutions of (2.1) are linear combinations of (Us(t, A) 7, 
Vo(t, A) 7) and (U(t, A) 6, V(t, A) f), the results follow. 
8. CONTINUITY OF ~-PRINCIPAL SOLUTIONS FOR SECOND ORDER SYSTEMS 
We shall now specialize (2.1) and (2.4) to the case of a second order system 
and ,T = cc. This is the case when A(t, A) 3 0. We will write (2.1) in the 
more familiar form, 
(P(t, A) x’)’ - C(t, A) x = 0, (8.1) 
where p(t, A) > 0. This is equivalent to (2.1) with P(t, A) = B-l(t, A), 
A(t, A) = 0. When P(t, A) has a partial derivative P’ = aP/at with respect 
to t which is continuous in (t, A) E I x A, (8.1) is equivalent to 
x” + P-yt, X) P’(t, X) x’ - P-‘(t, h) C(t, X) x = 0. (8.2) 
Let R be an n by n matrix. We denote by Ro the real part of R, that is 
R’J = &(R + R*). We shall verify the following theorem regarding the 
continuity of the principal solution of (4.3) associated with (8.1). 
THEOREM 8.1. In (8.1) let P(t, X) haae a partial deriwative P’ = aP/& 
with respect to t which is continuous for b(h) < t < co, X E A. Assume that 
C(t, A) is nonnegutiwe dejkite for b(X) < t < co. Let 
Iyt, A) = P-‘(t, h) C(t, h) and G(t, h) = P-‘(t, X) P’(t, X) (8.3) 
satisfy, for b(h) < t < /3 and h E (1, 
F”(t, A) > G(t, X) G*(t, h)/4. (8.4) 
Let Wo(t, A) be the oo-principal solution of (4.3) for b(h) < t < co, X E A. Let 
q(t, h) be the smallest eigenvalue of C(t, h). If for each h, either 
k(t, A) = I, or 
I 
m q(t, A) dt = 00, (8.5) 
then Wo(t, X) is continuous for b(X) < t < CO, X E A. 
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The special case P(t, A) E 1, for all (t, A) was first proved by Driscoll [6]. 
However, the proof given here seems to be somewhat more natural. 
As in Section 7, Theorem 8.1 will follow as soon as we know that the 
conditions of Theorem 8.1 imply uniqueness of a Hermitian nonpositive 
solution of (4.3). Before we prove this uniqueness theorem, and hence, 
Theorem 8.1, we will state the following proposition of Hartman and 
Wintner [IO]. 
PROPOSITION 8.1. For jixed A, let P(t, A) have a partial derivative 
P’ = aP/at with respect to t which is continuous for b(h) < t < co, h E A. 
Let (8.3) and (8.4) hold for b(X) < t < co, X E A. Let x(t, A) be a solution of 
(8.1) on b(A) < t < co andr(t) = 1 x(t, h)12, then r”(t) > Ofov b(A) < t < co. 
Furthermore (8.1) h as n linearly independent solutions x, ,..., x, such that 
( x$(t, A)[, 1 xi’(t, A)/ -+ 0 as t -+ co, and any solution linearly independent of 
this set of solutions is unbounded. 
As mentioned above, Theorem 8.1 is contained in 
LEMMA 8.1. For $xed A, let the conditions of Theorem 8.1 hold. Then a 
Hermitian nonpositive solution of (4.3) associated with (8.1) on (b(h), CO) is 
unique. 
Proof. If x(t, h) is a solution of (8.1) which is linearly independent of the 
n linearly independent solutions that converge to zero, then ) x(t, h)j -+ CO 
as t -+ co by Proposition 8.1. For the case 
P(t, A) 3 I, ) r’(t) = 2(x(t, A), x’(t, A)). 
Since 1 x(t, h)l ---f cc as t -+ co, there is a t-value with r’ > 0. Hence, there 
are exactly 11 linearly independent solutions that satisfy (x(t, X), x’(t, A)) < 0. 
For the second case of (8.Q let x(t, A) be a solution of (8.1) linearly inde- 
pendent of the solutions of (8.1) which converge to zero as t ---f 03. Hence, 
by the second part of (8.5) (6.5) cannot hold and the result follows as above. 
9. EXISTENCE OF PRINCIPAL VALUES 
Let (A4) hold with (Ul(t, X), Vl(t, A)) a f amily of a-principal solutions 
(so that a p-principal solution x(t, X) is both an 01- and a p-principal solution). 
Then X EA will be called a principal value if it is a B-principal value. The 
next theorem will be used to prove the existence of principal values. In this 
theorem, recall that H(t, X) is the matrix (2.3). 
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THEOREM 9.1. Assume (Al)-(A4). Let 01 < S < T < fl be such that 
H(t, A) 3 iW,(t, A) for some 8 > 0, where 
P-1) 
forallX~AandS<t<T, whereA=(d,,d,), -oo<d,<d,<o~. 
Assume that f(A) is a positive continuous functiun of h E A and that f (A) + CO 
as h -+ dl . Then, N(h) + co as h -+ dl . 
In order to prove Theorem 9.1, consider the boundary value problem 
(2.1), (4.1) on [S, T], where 
M=I” 0 ( 1 0 0’ N=O O ( 1 0 I, * (9.2) 
As required, M* JM = 0 = N* JN, and if f E Rzn and M[ = 0 = Nt, 
then E = 0. Let j(c, X) be the index of (2.1) relative to the corresponding 
boundary condition (4.1) for S < c < T, h E fl. The existence of a solution 
of the boundary value problem (2.1), (4.1) is equivalent to the existence of 
a nonzero t E lF@ such that if (U(t, h), V(t, X)) is a solution of (2.4) with 
U(S, h) = I,, , V(S, h) = 0, then U(c, h) [ = 0. Hence, a vector solution 
of (2.1) satisfies the boundary condition (4.1) with M, N given by (9.2) 
if and only if it is of the form (x(t, h), y(t, h)) = (U(t, X) 5, V(t, A) 5) and 
x(c, h) = 0. Therefore, the index j(c, h) of c, S < c < T is the total number 
of zeros of det U(t, X) on the interval (S, c], counted according to their 
multiplicity. According to Proposition 4.4, Theorem 9.1 follows if we can 
show that j(T, h) + co as X -+ dl . 
Proof of Theorem 9.1. Let H,(t, I\) = H(t, X) and H,(t, h) be as in (9.1). 
Let ji(c, h) be the index of (2.1), relative to the boundary condition (4.1) 
where M, N are given by (9.2), for i = 1,2. By Proposition 4.3 we need only 
show j,(T, h) -+ co as h --+ dl . But the equation z’ = GJIf,(t, h) z is simply 
n copies of the second order scalar equation u” + Saf(h) u = 0. The boundary 
condition (4.1) reduces to the conditions u(s) = 1, u’(s) = 0 and u(c) = 0, 
and ja(c, X) reduces to n times the number of zeros of the solution of 
u” + A2f@) u = 0 satisfying u(s) = 1, u’(s) = 0 on the interval S < t < c. 
Sincef(h) ---f cc as h -+ dl , we have j,(T, I\) ---f co as X + dl . 
We now give the following theorems for the existence of principal values. 
Under appropriate conditions (see Section 6, in particular, Corollary 6.2), 
this gives the existence of “generalized eigenvalues” for the differential 
operator (2.2). Here we mean by a “generalized eigenvalue,” a value h such 
that (2.2) has a solution x = (x, y) and x is square integrable on (a, ,3). 
505/20/I-2 
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THEOREM 9.2. Assume (Al) with I = (a, 8) and A = (d,, , dJ, where 
---co < d, < d1 < CO. Let u(A), b(A) be continuous on A with 01 < a(x) < 
b(h) < p and assume that, for each X E A, C(t, A) is nonnegative definite on 
(CX, a(A)] and [b(X), /3). Letp(t, A) and q(t, h) be the smallest ezgenvuZues of B(t, A) 
and C(t, X) and assume that 
s n: (p(t, A) q(t, A))‘/” dt = CO = j” (p(t, A) q(t, A))“” dt 
foreach;\EA.Letor<S<T<Bandsupposethatforeacht,S~t~T, 
H(t, /\) 3 6H,(t, h) for all h E A, where H,(t, h) is of the form (9.1), 6 > 0, 
and f (h) is a positive continuous function on A such that f (A) -+ CO as h ---f d1 . 
Then there is at least a countable number of principal values A = h, < A2 < .. ’ < 
4 < . . ..withX.-+dlasn-+ CO. 
Proof. Since C(t, h) is nonnegative definite on b(h) < t < /3, (A2) holds. 
(A3) holds by Th eorem 7.1. Since C(t, h) is nonnegative on OL < t < a(h) 
an analog of Theorem 7.1 for the interval (01, a(h)] implies that (A4) holds 
where ( K(t, 4, vl(t, 4) is an or-principal solution of (2.4) for each h E /1. 
Hence, Theorem 9.2 follows from Theorems 9.1 and 3.2. 
THEOREM 9.3. In (8.1), assume that (Al) holds with B(t, h) = P-l(t, h), 
where I = (-co, CO) and A = (d,, , dl) --co < d,, < d1 < CO. Let a(h), b(h) 
be continuous functions on A with -CO < a(x) < b(X) < co. Assume that P 
has a partial derivative P’ = aP/at with respect to t E I which is continuous 
for (t, h) E I x A. Let (8.3), (8.4) be satisy?ed for --co < t < a(h), 
b(h) < t < co, h E A. Let C(t, h) be nonnegative definite for -co < t < a(A), 
b(X) < t < co, A E A and let q(t, h) be the smallest eigenvalue of C(t, h). 
Assume that for each h E A and b(h) < t < 00, either 
P(t, h) = I, or .r m q(t, h) dt = CO, 
and for ---co < t < a(h), either 
P(t, X) = In or 
i 
q(t, X) dt = co. 
--m 
Let S < T be real numbers uch that P(t, h) < K < CO and C(t, A) < -f(X) I, 
for all S < t < T, X E A, where f(X) is a positive continuous function of 
/\ E A with f (h) -+ co as h - d1 . Then there exists at least a countable number 
of principal values X = X, < A2 < .. < An < .. ., with h, - d1 as n + 03. 
Proof. Write (8.1) as 
2’ = JH(t, A) x, 
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where 
Then H(t, h) >, M-lH,(t, X), where f(x) is replaced by Kf(h). Here K is the 
upper bound of P(t, h) for S < t < T, X E (1. Hence, the results follow, as 
in the proof of Theorem 9.1, using Theorem 8.1 to prove (A4) and (A2). 
Theorem 9.2 generalizes the result of Conley [3] for general Hamiltonian 
systems, mentioned in the introduction. Theorem 9.3 and Proposition 8.1 
generalize Conley’s result [2] f or second order systems. In fact, in the latter 
case, Theorem 9.3 and Proposition 8.1 not only imply the existence of 
bounded solutions, but the existence of solutions which tend to zero as t + CO. 
REFERENCES 
1. F. V. ATKINSON, “Discrete and Continuous Boundary Problems,” Academic 
Press, New York, 1964. 
2. C. CONLRY, An oscillation theorem for linear systems with more than one degree 
of freedom, “Conference on the Theory of Ordinary and Partial Differential 
Equations,” lecture notes in Mathematics No. 280, Springer-Verlag, Berlin, 1972. 
3. C. CONLEY, “An Oscillation Theorem for Linear Systems with n Degrees of 
Freedom,” IBM Research Report, 1972. 
4. W. A. COPPEL, Comparison theorems for canomcal systems of differential equa- 
tions, /. Math. Anal. Appl. 12 (1965), 306-315. 
5. W. A. COPPEL, “Disconjugacy,” lecture notes in Mathematics No. 220, Springer- 
Verlag, Berlin, 1971. 
6. R. J. DRISCOLL, Existence theorems for certain classes of two-point boundary 
problems by variational methods, Pacific 1. Math. 10 (1960), 91-115. 
7. P. HARTMAN, Self-adjoint, nonoscillatory systems of ordinary, second order, linear 
differential equations, Duke Math. J. 24 (1957), 25-36. 
8. P. HARTMAN, “Ordinary Differential Equations,” Wiley, New York, 1964. 
9. P. HARTMAN, Boundary value problems for second order ordinary differential 
equations involving a parameter, J. Differential Equations 12 (1970), 194-212. 
10. P. HARTMAN AND A. WINTNER, On disconjugate differential systems, Canud. J. 
Math. 8 (1956), 72-81. 
11. V. B. LIDSKI~, Oscillation theorems for canonical systems of differential equations, 
Dokl. Akad. Nauk USSR 102 (1955), 877-880. 
12. W. T. REID, Principal solutions of non-oscillary self-adjoint linear differential 
systems, Pacific 1. Math. 8 (1958), 147-169. 
13. W. T. REID, “Ordinary Differential Equations,” Wiley, New York, 1971. 
14. W. T. REID, A continuity property of principal solutions of linear Hamiltonian 
differential systems, Scripta Math. 29 (1973), 337-350. 
