Abstract-In many circumstances, the conventional ultrasonic liquid-level detection presents the unreliable estimations due to the dynamically changed liquid level. In addition, there are circumstances where the level change involves not only the fluctuation but also the rise or fall of liquid level. To improve the measuring accuracy of liquid level using the ultrasonic method in dynamically changed level case, an attractive ultrasonic method, named the liquid-level detection based on the multiple-input multiple-output ultrasonic transducer array, is proposed in this paper. This method is different from the early ultrasonic liquidlevel detections, including those that utilize transducer array. Based on the virtual element technology, the method employs the multitransducer array to achieve the reduction of system complexity and cost, and then applies the synthetic aperture technology to realize rapid samples of liquid level. Besides, one adaptive searching scheme of focused position in beamforming of synthetic aperture in each scanning direction is optimized to get the high precise samples of liquid level. The proposed method is verified by simulation and a real system, and compared with the conventional single-channel approach. We still proposed a simulation method of ultrasonic echo signal from liquid level based on the boundary-layer theory and the ultrasonic scattering theory. The simulated and actual measurement results demonstrate that the proposed method is obviously superior to the conventional approach. Meanwhile, the factors influencing on the proposed method are investigated by simulation also. The investigations reveal that the focus position in beamforming, the SNR of echo signal, and the wave size of liquid level have impact on the suggested method. However, it is indicated that the good performance of the proposed method remains, provided that the focus in beamforming is properly set in every scanning direction and the noise of echo signal is effectively controlled.
industry, and so on. A variety of principles have been existed, including mechanical, optical, electrical, electromagnetic, and ultrasonic methods. These methods have achieved certain progress on the liquid-level measurement. The mechanical method mainly uses a buoy floating on the liquid to measure the liquid level. The buoys position can be measured by sliding resistance, radar, or a single digital camera [1] , [2] . The mechanical method can be easy to implement, but there is a limit about the kind of liquid and a larger error because of posture of the buoy. The optical fiber liquid-level measurement is realized by monitoring the valley wavelength shift or the intensity of optical fiber [3] , [4] . Compared with the other traditional method, the fiber optic has the advantage of high sensitivity, strong antielectromagnetic interference capability, corrosion resistance, and compact size [5] . However, current fiber optic level sensors share common disadvantages, including small measurement range and complex mechanical structure. Electromagnetic liquid-level measurement is mainly based on the absorption or reflection of measured liquid to determine the height of liquid level [6] [7] [8] . Different media have different degree of absorption for electromagnetic wave. When using this feature, the liquid level can be measured from different media. Besides, the reflection characteristics of electromagnetic wave can be used to measure the timeof-flight, and then calculate the liquid level. However, electromagnetic wave has a larger attenuation, the measuring distance is shorter, and the cost is higher. Electrical methods are mainly composed of capacitor methods. The conventional capacitance-type level sensor is based on the linear relationship between the capacitance and the liquid level to measure the liquid level [9] , [10] . The presented sensor has the advantages of low cost, low energy, good repeatability, and high linearity. In addition, this sensor can be used to detect the water level regardless of water type with adding the reference electrode plate, hence it could trace the rising tide of the water level instantly [11] , [12] . However, the hysteretic problem in dynamic response still be exist. In addition to that, further studies on robustness, lifetime, and the environmental condition are needed to achieve better processing time of measuring liquid level in the case of turbulent flow [11] . In addition, assisted with a high-resolution 3-Mpixel CMOS camera and a hardware digital image processor implemented in a field-programmable gate array (FPGA), a new high-precision automatic measurement system for liquid-level measurement has been presented in membrane distillation application [13] . The system is simple and low coat compared with a common measurement system.
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the years, we can see these significant improvements mainly in some areas, such as transmitted signal optimization, echo characteristic utilization, time-of-flight estimation, and received signal processing. Here, the several corresponding examples are provided for these aspects of improvement. The propagation attenuation and reflectance rate of ultrasonic wave can be analyzed and utilized to accurately estimate the liquid level [14] , [15] . The ultrasonic lamb wave is transmitted along the tank wall to effectively detect the liquid level [16] . In time-of-flight estimation, the unscented Kalman filter is applied to the received signal to estimate the echo envelops as well as accurately locate its onset [17] , [18] . In addition, other strategies estimating the time-of-flight in ultrasonic range detection can be absolutely applied to the level detection and completely obtain a higher estimation accuracy because the ultrasonic level detection is essentially a kind of range sensing [19] [20] [21] [22] . In signal processing, first, an adaptive filter is used to remove the noise and interference in echo signal, and then the cross-correlation method is applied to identify the time-of-flight to obtain precise level estimation [23] .
However, in practical application, the irregular change of liquid level may result in a poor performance for the liquidlevel detection methods above, because sometimes the liquid level is dynamically changed, especially those level change involves not only fluctuation of liquid surface but also rise or fall of liquid level. Therefore, many methods have been developed for the dynamically changed level detection. For example, the online support vector regression algorithm is presented to be a solution to measure the dynamic liquid level. This method not only has good performance, but also can update the forecast model by online [24] . The optical method, through the analytical expressions that include the relationship between optical intensity and liquid surface sloshing wave and the expressions of the wavelength as well as amplitude, can obtain the optical patterns corresponding to static and sloshing liquid surface. Then, the sloshing variation process, including rising and damping, can be achieved. The detection is nondestructive and real time [25] .
The conventional single-channel ultrasonic method is also used to the changed liquid level by repeating level measurement many times and averaging the measured values. Nevertheless, this simple way is only restricted to the case that the liquid level is fluctuated but not involve the rise or fall of liquid level. In addition, one approach is based on a plurality of transducers. In this scheme, the ultrasonic waves with different carry frequency are emitted in some predetermined directions from some positions below the liquid surface, and echoes are received by corresponding transducers to determine the level values at different positions on the whole liquid level, and then the final level estimation can be obtained by averaging these level values [26] . However, the complexity and cost of this method will go up following the sampling number of liquidlevel increase. The other method employs the support vector machine signal processing and the classification scheme to realize the accurate level determination [27] . This method also has difficulty to adapt the rapid changed liquid level due to its complicated calculation. The reason that we are interested in the accurate measurement of changed liquid level is to achieve the accurate rainfall gauging by ultrasound in the case of heavy rain. When implementing rainfall gauging in meteorological observation, the dynamically changed liquid level will appear due to the collected rain pouring into the measuring container. It is a challenging work to reach an expected level detection by ultrasound under the circumstances. Therefore, we proposed an ultrasonic approach to achieve this goal. In this paper, the linear ultrasonic transducer array is designed and the scanning of liquid level is implemented in our approach. This way, the spatial sample of liquid level can be realized and the accurate estimation of level can be reached by averaging the level samples. To accurately sample liquid level with a simple and low-cost ultrasonic approach, we refer to the new relevant findings in radar research, and propose a distinctive liquid-level measurement approach that is based on the multiple-input multiple-output (MIMO) ultrasonic transducer array. The proposed approach is still composed of several relevant parts: transducer array, signal transmitting and receiving channels, and signal processing unit. The architecture of ultrasonic measurement for dynamic liquid level based on MIMO transducer array is shown in Fig. 1 . However, it is essentially different from conventional phased array approach. The transducer array is designed to form the virtual phase array structure, thus the complexity and cost of system can be considerably reduced by the virtual element technology. In signal processing, the synthetic aperture technology can be used to realize rapid sample of any position on the liquid level. Besides, the adaptive searching of focal position in every sampling direction is optimized to get the high-precise samples of liquid level. Furthermore, the linear Frequency Modulated Continuous Wave (FMCW) pulse is optimized to serve as transmitted signal.
II. PROPOSED METHOD AND ITS KEY ASPECTS

A. Transducer Array Architecture
According to the MIMO phased array radar scheme [28] , the M transmitting transducers and N receiving transducers of the proposed approach are arranged as a linear array. This arrangement is concretely that the receiving transducers are in the middle of array and the transmitting transducers divided into two groups surrounding the receiving transducers. Assuming that M = 4 and N = 4, the transducers are arranged into a linear array in terms of certain rules, and a uniform linear array of 16 virtual transducers will be synthesized. It means that a desired pattern of virtual phased array can be generated by properly arranging the placements of transmitting and receiving transducers [29] . Fig. 2 shows an illustration of the arrangement of ultrasonic transducers forming a linear MIMO array. As observed from Fig. 2 , this is a symmetrical array architecture. To determine the placements of all actual transducers and virtual transducers, it is necessary to set a coordinate system, in which the array center is the origin of coordinates and the center line of transducers overlaps with the x-axis of coordinate. If a uniform linear virtual array with nonoverlapping equal spacing d is demanded, the actual transducers of the coherent MIMO transducer array are placed as the following designing rules: the spacing between the transmitting transducers is d t = 2d, the spacing between the receiving transducers is d r = Md, and the gap between each M/2-transducer transmitted group and the edge transducer of the receive array is d tr = d. The physical length of the designed MIMO transducer array is (M N + M − 2)d, and the length of the virtual array is (M N −1)d. It is notable that the coupling effect of transducers is not to be considered here.
Considering that the diameter of round transducers employed in actual system is 12 mm, we set d equaling to 15 mm. Therefore, the physical length of linear transducer array is about 282 mm, and the length of the virtual array is about 225 mm. If the beam angle of the transmitting transducer is 20 • , the ultrasonic irradiation range is about 868 mm along the x-axis of coordinate when the distance between array and liquid level is 1000 mm. In addition, it is not necessary to consider the appearance of grating lobe because the spacing of formed virtual array is more than the required distance of 0.5 λ in the conventional phased array. According to the scheme above, there are M × N different propagation channels from the transmit array to the receive array. If the receive array can identify the transmit source of received signal, we can obtain a virtual phased array of M × N elements only using M + N actual elements [30] . Comparing with the conventional phased array, (M × N) − (M + N) elements or propagation channels can be saved. This virtual array element technology is actually beneficial to achieve our purpose of reducing the system complexity and cost.
B. FMCW Signal Model
The diversity of the coherent MIMO detection system can be achieved by employing time-division multiplexing, frequencydivision multiplexing, spatial coding, and orthogonal signal [31] . In this paper, we choose the FMCW pulse as the transmitted signal, because the FMCW technology allows a low-cost and compact system design and also enables relatively low sampling rates. Besides, the FMCW pulse signal has a large-time bandwidth product and can improve the range resolution. These advantages of FMCW technology can achieve our aim to lower the complexity and cost of system. In addition, the FMCW technology has been successfully applied in the sparse coherent MIMO radar [28] , [29] , [31] [32] [33] [34] , and the relevant technologies can be referenced to the proposed approach.
The FMCW pulse signal of transmitting transducer is given by the following form:
where T c is the duration of pulse, f c is the carrier frequency, K is the chirp rate defined by the bandwidth B and the pulse duration T c of the transmitted signal, i.e., K = ±B/T c . Positive K represents up-chirp, and negative K stands for down-chirp. Usually, the duration of transmitted FMCW pulses is not overlapped, that is, the pulse repetition frequency (PRF) ≤ 1/T c . However, we determine the PRF in terms of the specified maximum range R max or the maximum time T max that the ultrasonic wave reaching the maximum detected range and returning the receiving transducers, namely PRF ≤ 1/T max = c/2R max . Here, c stands for the speed of sound. The received signal can be modeled by
where m, n ∈ N is the transducer index of transmitting and receiving array, respectively, α is the reflectivity function, p ∈ R max is the point target in the illuminated region, A r is the amplitude function of sound wave, and t m,n is the time delay of FMCW pulse signal from the mth transmitting transducer x m to the point target p and back to the nth
where it is emphasized that the proposed method is limited to the near-field condition instead of the far-field condition [29] , [35] . Because there is no constant approximate angle θ with respect to the boresight, the range of sound wave propagating from each virtual element x m,n to the point target p can be not expressed simply as d p;m,n = 2R p + 2x m,n sin θ [28] , especially when the point target p locates very close to transducer array, where R p is the range of point target from the transducer array.
After applying the deramp technique and a low-pass filtering to the received signal, the resulting signal is modeled by
Then, the partial derivative of phase function can be provided as follows:
Because the partial derivative of the phase function of a certain signal corresponds to its frequency composition, we can get the frequency expression of the signal received by virtual transducer x m,n , that is, f m,n = K t m,n , which includes the range information of the target. Therefore, the range of sound wave propagates from the transmitting transducer x m to the target and then back to the receiving transducer x n , or the range between the virtual element x m,n and the target can be calculated by
As can be seen from (5) and (6), both range and bearing information are included in the phase function after the deramp processing. This also implies that we can effectively determine the range of target after deramping the received signals and converting the time delay into the frequency domain. In addition, we still observe from (7) that f m,n and d p;m,n are different along with the variation of the time delay t m,n . Therefore, the phase of received signal can be changed by adjusting the time delay. This is the basis of time-domain beamforming in MIMO-based FMCW imaging technology.
To differentiate the transmit channels in the synthesization of M × N MIMO channels, the time division scheme is frequently used to switch the transmitting channels ON or OFF for radiation at different time slots. With the time-division transmission, the transmitting transducers are activated in turn while all receiving transducers receive echo signals synchronously. The reception of transmitted signals for all slots makes a round of scan, and a total of M × N channels of signals are obtained. In this paper, we still employ this simple but reliable signal transmission scheme. Considering the four transmitting and four receiving transducers in Section II-A, the signal transmission scheme is described by a time-frequency diagram in Fig. 3 . When implementing this scheme, the time slot is determined according to the maximum detection range, and the boundary of chirp duration is ensured in terms of the condition T M < λ/(4(M − 1)v) and less than the time slot, where T M is the maximum duration and v is the velocity of the target. Meanwhile, it is necessary to comprehensively consider resolution, echo power, acceleration and velocity of the target, and so forth.
C. Digital Beamforming Algorithm
Many methods of digital beamforming (DBF) have exited [28] , [29] , [36] [37] [38] [39] [40] . In this paper, we still consider the conventional time-domain DBF algorithm. Based on the symmetrical array architecture described above, we first set a coordinate to be beneficial to calculate the time delay of every virtual transducer before implementing the DBF. Because we mainly consider the cross section scan in 2-D, a 2-D coordinate system is set to determine the corresponding locations of all array transducers, as shown by Fig. 4 . In the coordinate system, x-axis overlaps with the center line of transducer array and the transducers are symmetrical to the z-axis, and z-axis is the propagate direction of ultrasound wave. In Fig. 4 , supposing that the point P is a desired spatial sample on the liquid level, it is regarded as the point target. Thus, it is also the focus position in beamforming. Assuming that the coordinate of point P is known, the orientation from the origin of coordinate system to the point P is considered as the direction of synthetic ultrasonic beam or the scanning direction. In addition, the angle θ between the axial direction of synthetic beam and z-axis is regarded as the azimuth angle.
According to the coordinates of all transducers in array and the point target, the time delay of each virtual transducer can be achieved in terms of (3). However, these time delays are compensated with different relative time delays τ m,n , that is, t c = t m,n + τ m,n , in where τ m,n stands for the time difference of wave propagation from the reference point to every transducer in virtual array. t c is the time from the transducer array center to the target P and back to the array center. t c is a constant because of the compensation of τ m,n . Thus, the signal after beamforming can be written as follows:
Because the echo signals are sampled in the receiving process, we can numerically implement the time-delay sum and deramp. Following the low-pass filtering, a frequency down-converted signal can be obtained to estimate the target range. Thus, the distance between the center of transducer array and the point P can be calculated by
D. Dynamic Liquid-Level Detection
After receiving all echo signals, the total four receiving channels of data are reorganized into 16 channels of echo signals, each of which corresponds to a virtual phase array transducer. On this basis, we implement the related signal processing and estimate the liquid level. In summary, the implementing of dynamic level detection mainly includes several steps. In the first place, determine the focal position of DBF or synthetic wave beam in a certain scanning direction. From Fig. 4 , we can see for a fact that the location of spatial sample P on liquid level changes randomly and the focal position of DBF has a small probability to overlap with the sample P. Therefore, the focal position deviation from the sample P is one of the main reasons giving rise to the sampling error, and this will be proved in the simulation section below. For this reason, it is necessary to correctly determine the focus position. Our consideration is first to obtain a rough level value utilizing the received signals s r (2, 1, t) or s r (3, 4, t) corresponding to the virtual transducer x 2,1 or x 3,4 before performing the DBF, and then a range of focal position will be determined according to this rough level estimation. For another, determining focal position and sample value of liquid level in predetermined scanning direction. Some points along the predetermined direction in the focus range are supposed as the potential focal points. We implement the DBF and the pulse compression processing for each potential focal point. When the amplitude of the main lobe of the compressed signal reaches the maximum value, the corresponding position of the potential focal point is the expected focal position, and the sample value in this direction can be obtained by the range from focal position to array center and the azimuth angle θ . One needs to alter the scanning direction and repeat the process until the focal position and sample in each predetermined direction are attained. Finally, the accuracy measurement of liquid level can be achieved by averaging the samples in all directions. The total implementing process of proposed approach for the estimation of changed liquid level can be explicitly described by the block diagram shown in Fig. 5 .
III. VERIFICATIONS USING SIMULATED SIGNALS
We will verify the feasibility of our approach by simulation in this section. Simultaneously, the proposed approach is compared with the conventional signal channel detection. In addition, we still examine the influence of some relevant factors on the method, such as the focal position in beamforming, the SNR of echo signal, and the wave size of fluctuated liquid level. The relevant simulation results are analyzed with the aim of further improving the proposed method. 
A. Simulation of Echo Signal
The simulation of echo signal from a liquid level is a very hard work, because the air-water interface of liquid level is very complex. Based on the boundary-layer theory [41] , the water and air molecules will certainly encounter resistance when diffusing toward the phase boundary. Therefore, the concentration difference of water molecules will be formed near the air-water interfaces. The change of interface concentration is shown in Fig. 6 . In simulating the echo signal from liquid level, for simplicity, we make some small grids on both sides of the phase interfaces, every grid is considered as an independent scatter center of point target, and the scattering intensity of every scatter center is set by the concentration of water molecules, as shown in Fig. 6 . When ultrasound irradiates the liquid level, the echo signal is the summation of returned signals from every scatter center in the radiation zone. According to the ultrasonic scattering theory [42] , this way is feasible for large detection target. Then, the main work is to build the signal model returned from single point target.
There exists several simulation methods of ultrasonic echo signal [19] , [27] , [43] . One of these models only involves several fundamental factors, and is widely employed in ultrasonic imaging and detection researches [27] , [43] . Because this model is capable of representing the observed signals for a wide variety of target types and locations, we refer to this model and modify it by replacing the monosinusoidal signal with the FMCW pulse signal. Thus, the echo signal of transmitted FMCW pulse from a point target can be approximated by
This model is simply an FMCW pulse, and it is enveloped by a function that is the product of a parabola and exponentially decaying function. Here, a 0 and a 1 are the shape and amplitude parameters of the signal, u(t − t) is the unit step function delayed by t, the time delay t corresponds to the time that ultrasonic wave from transmitting transducer to target and return back to receiving transducer, w(t) is white Gaussian noise having zero mean and variance σ 2 μ , and the noise may include thermal noise, acoustic noise, amplitude quantization error, and so on.
Considering that the ultrasonic beam is similar to a flashlight beam, its cross section is a circular pattern in which the wave intensity is strongest in the center. Therefore, the sound pressure has to reduce along with the radius increase in wave beam cross section on the basis of energy conservation. Moreover, we consider the configuration with a pair of identical transducers, in which one transducer acts as the transmitter and the other as the receiver. By the reciprocity principle, the amplitude of echo signal from a point target within the radiation zone of ultrasound is weighted by the following [43] , [44] :
where r 1 , r 2 > r 0 , r 1 and r 2 are the distance between the target and transmitting and receiving transducer, respectively, θ 1 and θ 2 are the angular deviations from the center of the transmitted wave and the reflected wave from the target, respectively, and σ T is the beam-width parameter. For simplicity, r 0 ∼ = 10 cm and A 0 = 1.
According to the signal model of single target, we simulate the echo signals from the static liquid level in a single-channel detection system, and we set the relevant parameters shown in Table I according to the actual ultrasonic level measurement. Besides, the coordinates of all transducers are set by Table II . The distance from the transducer array to the liquid level is supposed as 600 mm, that is, the distance to the phase interface. The radiation zone is a shape of round pie with a radius of 200 mm, and is made up of two layers of water-air film with different concentration of water molecules and one layer of water. Every layer is divided into some grids, and every grid represents the scattering center of isolated point target. The size of every grid is 2 mm × 2 mm. Besides, we use the variance to describe the small difference of scattering intensity of every scattering center in same layer. The relevant parameters of radiation zone on liquid level are set as follows: the scattering intensity of scattering center in water Besides, we still simulate the 16 channels of echo signal from static liquid level according to the transducer array above; the signals corresponding to the virtual transducer x 1,1 , x 1,4 , x 2,3 , and x 3,4 shown in Fig. 9 to prove the signal simulation method are also valid for our formed transducer array. From  Fig. 9 , we can easily see that the FMCW pulse in echo signal is different in amplitude and return time due to the different relative locations between scattering centers and transducers. For the signal amplitude differences, the major reason is that the scatting center locates the different positions on the cross section of the wave beam when the different transmitting transducer illuminates. Then, all 16 channel signals implement the Simulated echo signal waveforms from the static liquid level corresponding to the virtual element x 1,1 , x 1,4 , x 2,3 , and x 3,4 separately. DBF and the synthesized signal performs pulse compression. When implementing time delay and summation of all signals, the focal position is set at the cross point of phase interface and scanning direction of wave beam. This compressed signal is compared with the compressed signal of directly summation signal without time delay, as shown in Fig. 10 . We can see that the compressed signal with time delay has a very high main peak-to-side lobe ratio, and the main lobe has a very narrow width and precisely corresponds to the range to the phase interface of liquid level. The results in Fig. 10 give proof that the conventional time-domain DBF is feasible and can obtain an expected result.
Finally, we perform the simulations of echo signals from the fluctuated liquid level. To get the echo signals reflected from the fluctuated liquid level, a wave curve is generated first to imitate the air-water phase interface of fluctuated liquid level. Both sides of this curve have a water-air film with different scattering intensity, respectively. Using the exact same approach in the previous static liquid level, the echo signals are exactly reflected from scattering centers on the fluctuated liquid level. For the sake of simplicity, we generate an approximate sine-wave curve to represent the phase-air interface of changed liquid level with the following parameter settings: the period of wave curve is 2, the amplitude of wave curve is 20 mm, the length of ultrasound radiation zone is 800 mm, and the distance of liquid level is 1000 mm when the liquid level is calm. Here, it should be noted that the distance of liquid level is the range between the transducer array and the liquid level. When 16 channels of data are collected, the liquidlevel samples can be obtained by implementing the relevant signal processing.
B. Estimation Results
First, we perform the simulation estimation of static liquid level according to the implement process described in Fig. 5 . In the simulation, the range from transducer array to liquid level is set as 1000 mm, and the SNR of echo signal is 10. Besides, the estimated result is compared with that of the conventional single-channel detection approach. To keep things simple, the signal corresponding to the virtual transducer x 2,1 or x 3,4 is regarded as the received signal of the conventional approach. Furthermore, the placements of transmitting and receiving transducer are considered to reduce the estimate errors when using the conventional approach. According to the implement process, the rough level value is obtained by the signal of x 2,1 or x 3,4 and is 1000.31 mm. Therefore, the range of focal position is determined as 1000.31 ± 10 mm due to the static liquid level. The step size of per 2 mm is used to determine the potential focal position along the scanning direction in the range of determined focal position. The estimated results of the proposed and the conventional approach are 999.77 and 1000.31 mm, respectively, and the corresponding absolute errors are only 0.23 and 0.31 mm. This simulation indicates that the two approaches have not the obvious differences in static liquid-level case.
Second, we continue to simulate the fluctuated level estimations. Similarly, the conventional approach is also compared with our approach. The measuring result of the conventional approach is 1005.23 mm, and is also the rough level estimation because they are calculated by the signal of x 2,1 or x 3, 4 . Therefore, the range of focal position is set as 993.61 ± 40 mm, considering the wave amplitude of 20 mm. Besides, the sampling density or the number of sample points per unit length in changed level measurement is considered according to the cross-range resolution and the spatial sampling theory [28] , [45] . Here, the sample number per unit length of 100 mm is directly designated as 10 and the whole range of measured liquid level has 80 sample points in total. Using the same solution to find the focal position in every scanning direction, the samples on the liquid level in different directions can be realized. The final level estimation is 999.8 mm, and the maximum error and the variance of level samples are 0.2598 and 0.7477 mm, respectively. The relevant results including the level sample estimations and the corresponding estimating errors are shown in Fig. 11 to further demonstrate the feasibility of proposed method. From  Fig. 11 , it can be easily observed that the curve shaped by the level sample estimation almost coincides with the water-air interface of the assumed liquid level. In addition, the estimation error of level sample is irregularly changed and the errors of sample are very small. This simulation also implies that the searching method of focal position is effective and reduces the influence on the liquid-level sample. Therefore, the simulation results are in agreement with the fact that highly reliable estimation can be achieved by our approach under the changed liquid-level condition.
C. Verification of Influence Factors
In this paper, we still examine several relevant factors influencing on the proposed approach, including noise, focal position, wave size of liquid level, and so on. For the examination of noise effect, we mainly consider the static liquid-level case above. Thus, the SNR of received signal is changed by adjusting the scatting intensity of air in echo signal simulation. Because each transducer is located in the different position, the SNR of signal received by each virtual transducer may not be equal. As before, the simulated signal corresponding to virtual transducer x 2,1 or x 3,4 serves as the received signal of the conventional approach. Another advantage to this is that the two methods basically keep an identical noise level. In this verification, the SNR of echo signal is changed from −20 to 25 dB.
The examination results related to the noise effect are shown in Fig. 12 . We can observe from Fig. 12 that the two methods do not have obvious differences at high SNR from 16 to 25 dB, and the maximum errors of two approaches are not more than 0.65 mm. However, the proposed method significantly prevails over the conventional approach at medium SNR from 0 to 16 dB. As the SNR of echo signal further reduces, the conventional method becomes completely invalid. However, our method still keeps the smaller measuring error below 1.85 mm even if the SNR of echo signal is from −10 to 0 dB. The experimental results demonstrate that our method is superior to the conventional method in the antinoise performance. The examination is very important to us, because the application of the proposed method in rainfall gauging is always accompanied by noise interference resulting from high air moisture, especially in the region nearing the liquid level. One thing to point out is that the good antinoise performance of our method benefits from the SNR improvement of synthesis signal following the beamforming.
For the examination of influence of focal position on the proposed method, we still use the simulated data of the static liquid-level above. In this verification, we mainly consider the variation of focal position along the scanning direction when the synthesized ultrasound beam samples the liquid level. For the sake of simplicity, we only consider the scanning direction overlapping with the z-axis of transducer array. The relationship between the sampling error and the focal position variation is shown in Fig. 13 . In the meantime, we also vary the SNR of received signal in this section.
On the basis of Fig. 13 , it is clear that the error is smallest and the amplitude of compressed signal is highest when the focal position moves toward the water-air interface. However, it is indicated that the measuring accuracy is not affected by the focal position in a small scope closing the water-air interface. For example, when the focal position locates in the range of 1000 ± 5 mm approximately, the error is small and achieves 0.16 mm. Besides, the range that the measuring accuracy is not affected when reducing the SNR of received signal. On the other hand, this paper also verifies that the established rule of focal position searching mentioned above is proper. In addition, this rule will ensure the right focal position in DBF adaptively tracking the change of liquid level and achieve the optimal measuring result.
Finally, we still evaluate the influence of wave size of liquid level on the proposed method. Toward this end, we implement the simulated measurement of fluctuated liquid level with different wave sizes. Here, we need to note that the wave size refers to the maximum peak of wave. For simplicity, the six sizes of waves are specified in simulations, and they are 0, 10, 20, 30, 40, and 50 mm, respectively. The simulation results are shown in Fig. 14 , including the measuring errors of liquid level and the variance of liquid level samples under different wave size conditions.
From Fig. 14 , it is observed that the measuring error of fluctuate liquid level will be gradually increased with the increase of wave size. However, the measuring error is very small and nearly invariable when the wave size changes from 0 to 30 mm. Even if the wave size reaches 50 mm, the measuring error is only −1.28 mm. It indicates that the proposed approach can overcome the shortage of the conventional method and achieve an expected measuring error under a certain wave size of liquid-level condition. Unlike the measuring error, the variance of samples is closely linked with the wave size and will increase with the growing of wave size. The latter point means that the terrible error is possible when using the conventional method and ultrasound beam irradiating the peak or valley of fluctuated liquid level.
IV. VERIFICATIONS USING REAL SYSTEM
A. Setting Up of Real System
We built a real system to verify the feasibility of the method. The real system constitutes three parts: 1) front-end hardware; 2) personal computer (PC) control software; and 3) measuring container. The block diagram of real system is shown in Fig. 15 . The front-end hardware mainly consists of the ultrasonic transducer array and the circuit board unit. The transducer array is formed by eight identical circular transducers with a diameter of 12 mm. The central frequency of the transducer is 300 KHz, and the bandwidth is about 120 KHz. According to the transducer array design scheme mentioned above, the formed linear array reaches a length of 282 mm. The transducer array is mounted on the steel support, and its surface vertically faces the liquid level. The circuit board unit includes eight channels of transmitting/receiving (T/R) circuit, T/R switch, arbitrary waveform generator, FPGA, and microcontroller unit (MCU). Under the control of the FPGA, the arbitrary wave generator outputs the FMCW waveform. After being amplified by the wideband pulse transformer, the FMCW signal is sent to the corresponding transmitting transducer. Moreover, the waveform generator can produce other signal waveforms, such as the rectangular pulse, sinusoidal pulse, orthogonal signal, and phase coded signal, so that we can investigate the proposed method using different transmitting signals in our future work. All receiving channels consist of the preamplifier AFE5805, operational amplifier, time gain control amplifier, and analog-to-digital converter. The preamplifier constitutes the low-noise amplifier, voltagecontrolled attenuator, programmable gain amplifier, and lowpass filter. The FPGA controls the whole front-end hardware, including waveform generation, signal transmitting/receiving, and data acquisition. Besides, the FPGA still controls the MCU to store data and transfer data to the PC. The frontend hardware is connected to the PC via the universal serial bus. The relevant software written by C++ is to realize the related control function. The point to emphasize here is that the bandwidth of T/R channels is more than 5 MHz. It is designed to allow the further ultrasonic imaging investigation using the proposed method by employing a linear transducer array with a carry frequency of 3.5 MHz. The photograph of the circuit board unit for the front-end data acquisition is shown in Fig. 16 . For simplicity, the measuring container is only a rectangle plastic drum with the size of 0.8 m × 0.6 m × 0.5 m. The complete system in experimental measurement is shown in Fig. 17 .
B. Detection of Dynamic Liquid Level
We first implement the detection of fluctuated liquid levels where the static level keeps constant. The level fluctuation is formed using a hairdryer to vertically blow the liquid level without interfering with the level measurement. By controlling the wind speed of the hairdryer, two different sizes of waves can be obtained. As a result, the wave size of liquid levels in the strong and weak fluctuation are about 10 and 5 mm, respectively. The range from the transducer array surface to the static liquid level is set as 850 mm, and then the ultrasound radiated zone on liquid level is nearly a rectangular region of 600 mm × 300 mm according to the angular beam width of the ultrasonic transducer. The real signals received by the virtual transducers in the level date collection are shown in Fig. 18 . Fig. 19 shows the pulse compression waveforms of summation signal with and without the time delay. The experimental results are in consistent with the simulation ones. The waveforms after the pulse compression made it clear once again that the beamforming technology can improve the SNR of received signal and the most popular method in time domain can meet our requirement. For each wave size, we keep the level detection about every minute, and repeat 20 times in total. The level estimations and the error absolute values are employed to evaluate the proposed method. Besides, the proposed method is compared with the conventional approach as well. To maintain the same experimental conditions for the two methods, we still employ the echo signal of the virtual element x 2,1 or x 3,4 to serve as the echo signal received by the conventional approach. The level estimations and their error absolute values provided by two approaches are shown in Fig. 20 . Fig. 20 clearly shows that it does not make much difference in two waved level detections when employing the proposed approach, and that the maximum error is below 1.2 mm. However, it is another story for the conventional approach. When using the conventional one, the measuring error is likely to increase following the enlargement of wave size, and the maximum error reaches about 3.016 and 4.821 mm individually. Once again, these facts make it clear that the wave size of liquid level has only a much smaller impact on the proposed method. On the other hand, the arithmetic average of level estimations can indicate that the conventional method can get an expected result by repeatedly implementing level detection. However, this simple way may be restricted in our application to the rainfall monitor because the liquid level in the measuring container is randomly changed during rainfall. The verifications of real level measurement demonstrate that our approach is superior to the conventional method in the instantaneous measurement of dynamic liquid levels.
To further verify the reliability of the proposed method in rainfall gauging, it is essential to imitate the dynamic change of liquid level in real environment. First of all, we determine that the maximum rainfall per minute is 38 mm according to the historical meteorological data. Then, we imitate two level changes separately corresponding to torrential and moderate rain. One change is that the liquid level rises 40 mm within 1 min, and the other is 20 mm. In addition to that, we perform one data acquisition every 10% level increase. Meanwhile, the level fluctuation is still produced using the hairdryer to blow the liquid level, and the resulting large and small wave sizes, respectively, correspond to torrential rain and moderate rain. In addition, the water height in the container is fixed as 400 mm, and the starting range from the transducer array surface to the level is 600 mm. In level detection, the actual measured speed of the sound is 349.6 m/s. The results in this simulation of rainfall gauging are shown in Fig. 21 . Similarly, the conventional method is compared with the proposed method in this section.
According to Fig. 21 , the measuring results are conducive to the proposed method. In the same rainfall condition, the proposed method will always precisely track the change of liquid level, but the conventional method can involve larger errors at some liquid levels. It is clear that the maximum absolute errors are, respectively, 1.255 and 3.68 mm, following the proposed and the conventional method in moderate rain condition. Moreover, the maximum errors corresponding to the two methods are 1.276 and 6.28 mm in torrential rain conditions. These experimental results further illustrate that the accuracy of the proposed method can be assured in worst rainfall conditions, while the performance of the conventional method will deteriorate along with rainfall increase. Therefore, this verification not only demonstrates that the proposed method is competent to accurate rainfall gauging in extreme conditions, but also supports once again that the proposed method can prevail over the conventional signal channel method in the determination of dynamic change liquid level.
V. CONCLUSION
This paper proposes an approach to detect the dynamically changed liquid level with the coherent MIMO ultrasonic system. The relevant aspects of the approach have been summarized, such as physical architecture of MIMO array, signal mode of transmitted FMCW, scheme of signal transmitting and receiving, signal processing, and so on. Although the approach has the similar system architecture with the MIMO detection systems in other subjects, the different signal processing is provided to suit the undulate interface detection of large objective. An adaptive searching method of correct focal position in DBF is proposed according to the amplitude of compression signal. This ensures that every sample on the water-air interface has a small error, and then ensures the high accuracy of the measurement results. On the basis of the virtual element technology, the transducer array is designed to reach our goal reducing the complexity and cost of system to a large extent. Besides, a new simulation method of echo signal from liquid level is also proposed in this paper based on the ultrasonic scattering theory and the boundary-layer theory. By this simulation method of echo signal, the proposed method can be overall verified and evaluated.
The simulated and actual experiments demonstrate that the proposed approach can present the high accuracy in dynamically changed liquid-level case when compared with the conventional signal-channel method. Compared with the scanning method with phased array technology, the approach can provide the advantage of low cost and low complexity. These make it particularly attractive for some other practical applications besides the dynamically changed level detection. In addition, the relevant factors influencing on the proposed approach are investigated by simulations, such as focal position, SNR of received signal, and wave size of liquid level. However, the simulations prove that these factors have less influence on the proposed method than the conventional one.
In the proposed method, an adaptive search of correct focal position in DBF is employed to the high accuracy of every sample on the water-air interface. Because of the dependency on the amplitude of compressed synthesized signal at each potential focus position, this adaptive search of correct focal position maybe affects the real-time property of the proposed approach, but this will be less of a problem using the highspeed electronic chip, designing reasonably the hardware system architecture of signal processing, reducing properly the number of level sample, and so on. For the architecture of transducer array, the virtual element technology can achieve a virtual phased array although other architecture of transducer array can also employed to realize the MIMO detection system. This will be beneficial for overall evaluation of the proposed approach by comparing with the real phased array detection system. In addition, our simulation method of echo signal is quite different to the existing method. The echo signal simulated by our method is move closer to actual received signal from liquid level, which is a new way leading to the research on ultrasonic detection of liquid level, particularly the detection for dynamically changed liquid level. As for the influence factors, the wave size of liquid level should be most considered. In our investigation, when increase of wave size exceeds certain extent, the accuracy of proposed approach will decline obviously. In this case, a simple mechanical device to reduce the wave size of liquid is necessary to assure a reliable precision.
Although our motivation is to improve the accuracy of rainfall gauging by ultrasound, the method is desirable in many promising applications. This MIMO-based ultrasonic transducer array structure does not require mechanical control, thus it can be applied to some environments where it would be improper for the conventional method. For example, the method may be necessary for snow cover in meteorological observations, the river level monitor in flood and disaster prevention, and the bin level indicator in cement and mining industry. Moreover, the measuring accuracy of the proposed method can be further improved by increasing another transducer array in the vertical direction of transducer array.
This proposed method has been verified to achieve a precise detection for dynamic changed liquid level, but this is only a preliminary demonstration. Some aspects related to the proposed method have not been investigated. For instance, what signal processing method can be employed to improve the performance of the proposed method when it is employed in strong noise and interference environments? In addition, what technique can be used to reduce the range ambiguity due to the velocity and acceleration of the detected objective? These aspects related to the proposed method will be included in our future works.
