Abstract-In content-based image retrieval, understanding the user's needs is a challenging task that requires integrating him in the process of retrieval. Relevance feedback (RF) has proven to be an effective tool for taking the user's judgement into account. In this paper, we present a new RF framework based on a feature selection algorithm that nicely combines the advantages of a probabilistic formulation with those of using both the positive example (PE) and the negative example (NE). Through interaction with the user, our algorithm learns the importance he assigns to image features, and then applies the results obtained to define similarity measures that correspond better to his judgement. The use of the NE allows images undesired by the user to be discarded, thereby improving retrieval accuracy. As for the probabilistic formulation of the problem, it presents a multitude of advantages and opens the door to more modeling possibilities that achieve a good feature selection. It makes it possible to cluster the query data into classes, choose the probability law that best models each class, model missing data, and support queries with multiple PE and/or NE classes. The basic principle of our algorithm is to assign more importance to features with a high likelihood and those which distinguish well between PE classes and NE classes. The proposed algorithm was validated separately and in image retrieval context, and the experiments show that it performs a good feature selection and contributes to improving retrieval effectiveness.
I. INTRODUCTION

S
INCE the early 1990s, we have seen the emergence of many CBIR systems. These include QBIC [1] , Chabot [2] , Simplicity [3] , Mars [4] , PicHunter [5] , Virage [6] , Atlas [7] , and the system developed by Zhou et al. [8] . Content-based image retrieval generally succeeds in meeting the needs of users interested in image visual content. However, the user may sometimes be interested in high-level concepts that he associates with images. The system must be able to extract such concepts from the content of the image or from the text surrounding it. In recent years, some attempts have been made in this direction. In [9] , for example, the authors narrow the semantic gap by training the system with hundreds of statistical models each representing a concept. In [10] , Barnard et al. use a hierarchical indexing model in which they combine both text and image content. In [11] , Zhang et al. use a semantic network to relate images to keywords. For more details on image retrieval issues, techniques and systems, we refer the reader to [12] - [14] . Relevance feedback (RF) is an automatic process introduced in the mid-1960s in text retrieval techniques, to improve retrieval effectiveness. Original work on RF includes [15] - [17] . It has been defined in [4] as the process of automatically adjusting an existing query using information fed back by the user about the relevance of previously retrieved documents. In the context of CBIR, researchers soon felt the need to integrate RF in order to overcome some difficulties. First, it is not always easy for the user to express his needs using an example-based query. This may be because none of the available images resemble what he is looking for, or merely because he cannot translate the query he has in mind into a combination of example images. Second, the retrieval system may fail in translating the user's needs into image features and similarity measures. Iterative refinement via RF thus proves to be essential. It can help model user subjectivity in several stages [7] . It can be applied to identify the ideal query that is in the user's mind. It also makes it possible to automatically capture the user's needs in terms of image features and apply this information in assigning a degree of importance to each feature. This is done by enhancing the importance of those features that help in retrieving relevant images and reducing the importance of those that do not. The operation of feature weighting is then applied to define similarity measures that correspond better to the similarity intended by the user in the current query. Feature weighting can be seen as a generalization of what is called "binary feature selection," i.e., eliminating unimportant features and retaining only those that are important. Indeed, by weighting each feature, we can assign a degree of importance to each, without the need to eliminate any of them. It is this last definition of feature selection that will be considered throughout this paper.
In the context of CBIR, it has been noted that user judgement on the similarity between images is subjective and depends on many factors [13] . Among the most significant factors is the importance the user assigns to each image feature. For example, two objects that have similar shapes with different colors may be judged similar by user A and different by user B. The reason may be that, in making their judgement, A assigns more importance to shape while B assigns more importance to color. Hence, to be able to better meet the user's needs and correctly respond to his queries, there is a need to integrate him into the RF process in order to learn the importance of particular features in his eyes. In this paper, we describe an RF model that interacts with the user and, on the basis of a feature selection algorithm, learns how much importance he assigns to each feature in the process of retrieval. We will describe our feature selection algorithm in a general context, then show how it can be applied to RF in CBIR. Furthermore, in image retrieval, one can either evaluate a system component independently (decontextualized evaluation) or evaluate the performance of the whole engine (contextualized evaluation) [12] . Both kinds of evaluation will be presented.
The main advantage of the RF model we propose is that it combines PE and NE in a probabilistic framework. Indeed, probabilistic RF has been explored as an RF method, but only in the context of generative methods that learn from the PE [18] . On the opposite side, discriminative models using both PE and NE [e.g., support vector machines (SVMs)] have been investigated, but not in a probabilistic setting [19] , [20] . The framework we propose in this paper combines the benefits of the two families: generative methods and discriminative learning methods.
A. Overview of the State of the Art
Early CBIR systems that adopted RF were built on the vector model in information retrieval theory. They used the query-point movement technique, and/or the axis re-weighting technique [21] . In the query-point movement technique, the ideal query point is moved toward the PE and away from the NE. Examples of systems that have adopted this technique include [4] and [22] . Rocchio's formula [15] has been frequently used to perform query-point movement. In the axis reweighting technique, the main goal is to assign more importance to features according to which example images are close to each other, and less importance to other features. This can be justified by the fact that if the variance of the query images is high along a given axis, any value on this axis is apparently acceptable to the user, and therefore this axis should be given a low weight, and vice versa [21] . In the MARS system, for example, each feature is weighted with the inverse of its standard deviation [4] . More recently, some researchers have considered RF as a classification problem in which sample images provided by the user are employed to train a classifier, which is then used to classify the database into images that are relevant to the query and those that are not. In [23] , the authors propose a Bayesian model which supports image classes that assign a high membership probability to PE images and penalizes classes that assign a high membership probability to NE images. In [24] , Meilhac et al. consider that the image collection is made up of relevant images, among which the user chooses the PE, and nonrelevant images, among which the user chooses the NE. They use a Bayesian model in which they try to estimate the distribution of relevant images and simultaneously minimize the probability of retrieving nonrelevant images. In [25] , Su et al. present a Bayesian classifier in which the PE is used to estimate the Gaussian distribution that represents the class of sought images, while the NE is used to modify the ranking of the retrieved candidates. They use principal component analysis (PCA) to perform a dimension reduction and work in proper subspaces. SVMs have also been used in RF. In [26] , the authors combine the random subspace method with SVM in order to improve the performance of the classifier. In [27] , an SVM classifier is first trained with PE and NE, then used to divide the database into relevant images and irrelevant ones. Considering RF as a classification problem may entail some difficulties, however. First, in a typical classification problem, each item (image) belongs to one or more clearly defined classes, whereas, in image retrieval, human subjectivity renders it difficult to assign a given image to a given class [25] . Second, because classification does not always provide a ranking of the retrieved images in terms of their resemblance to the query, which may be necessary for some applications. Rather than considering image retrieval as a classification problem, we consider it as a feature selection problem, which allows, among other things, a better understanding of the user's needs in terms of feature importance. Furthermore, we perform retrieval by ranking images according to their resemblance with the sought query. This means that the images most similar to the query are returned in top positions. This presents some advantages since people are usually interested in the top-returned images.
Other researchers consider RF as a learning problem in which samples fed back by the user are used to train a model, which is then used for retrieval. Artificial neural networks are used in [28] , where self-organizing maps (SOMs) are used to measure similarity between images. The proposed approach tries to adjust the subsequent queries based on the user's responses during the retrieval process. A separate SOM is trained for each feature vector type, then the system adapts to the user's preferences by returning him more images from those SOMs where his responses have been most densely mapped. A Bayesian framework is used in [29] to predict what target image users want, given the action they undertook. This is done via a probability distribution over possible image targets, rather than by refining a query. Furthermore, this model tries to minimize the number of feedback iterations by maximizing the information obtained from a user at each feedback iteration using an entropy-minimizing algorithm. In [30] , the authors use decision tree learning. They propose an RF model which, for each retrieval iteration, learns a decision tree to uncover a common thread uniting all images marked as relevant. This tree is then used as a model for inferring which of the unseen images the user would most likely desire. The first drawback of existing learning methods is that they do not consider the NE. Indeed, it has been proven that if it is well interpreted, the NE can appreciably help in refining retrieval results [7] . In this work, therefore we introduce the NE to complement the use of the PE in query formulation, thus yielding improved retrieval accuracy. The other problem with learning techniques is the lack of data. Indeed, users usually provide a small number of images in the retrieval process, while these algorithms need a large number of samples for training. For example, after extensive experimentation with the system described in [7] , we found that people rarely give more than a few images as feedback, while the model, to be trained correctly, needs a number of images at least equal to the dimension of the largest feature. It would be inconceivable to ask the user to select several dozen images in each retrieval step, because this can render the retrieval process very slow and boring. In the current work, we instead propose to oversample our query images in order to generate enough data for training.
Some later researchers considered RF as a distance optimization problem whose solutions are the parameters that make it possible to find the ideal query, weight the features, and transform the feature space into a new one that corresponds better to the user. In [21] , Ishikawa et al. formulate RF as a minimization problem whose solutions are the optimal query and a weight matrix which is used to define a generalized ellipsoid distance as a measure of similarity between images. They compute the parameters of the model which minimize the global dispersion of the query images. In [31] , Rui et al. improve the algorithm described in [21] by proposing a hierarchical model in which each image is represented by a set of features. In this work, in addition to weighting features globally (inter-feature weighting), the different components of each feature are also weighted (intra-feature weighting). This representation alleviates the problem of lack of data encountered by [21] . The basic idea of the last two models is to enhance features for which example images are close to each other. A further improvement has been made in [7] , which shows that despite the importance of the NE in refining the results of image retrieval, the two models cited above do not support it, and then proposes a model that combines PE and NE in a single optimization problem. In [8] , Zhou et al. propose an RF model based on biased discriminant analysis (BDA), which combines PE and NE. In [32] , Tao and Tang use nonparametric discriminant analysis (NDA) in order to avoid the parameter tuning problem and the single Gaussian distribution assumption in BDA. Like learning techniques, optimization techniques suffer from the problem of lack of data, and different attempts have been made do address it, like in [32] , where the authors introduce the regularization method and the null-space method. Formulating RF as a distance optimization problem limits its modeling capacities. In this paper, we consider RF as a probability optimization problem whose solutions are density parameters of PE and NE classes, as well as feature weights. The probabilistic formulation of the problem presents a multitude of advantages, opens the door to more modeling possibilities, and makes it possible to take region-based queries into account, as we will explain in the next section.
B. RF as a Probabilistic Feature Selection Problem With PE and NE
Understanding the user's needs in image retrieval can be a very challenging task because of human subjectivity. However, correctly understanding these needs can help appreciably in meeting them, as demonstrated by much previous research [21] , [7] . This is especially true with regards to the identification of the importance the user assigns to each feature. Let us take the following example: If we ask a group of people "Visually, does an orange resemble a lemon?," some of them may answer "Yes" and others "No." Those who answered "Yes" may have considered the fact that both have a round shape, while those who answered "No" may have based their judgement on color. Hence, depending on the features considered at a given moment, the judgement may be very different. In this paper, we consider RF as a feature selection problem whose ultimate objective, in addition to finding the query parameters, is to find the importance of each feature and define the corresponding similarity measures.
In addition to PE queries, we want our model to support queries that incorporate the NE. Indeed, it has been observed by many researchers that the NE is very useful for query refinement since it makes it possible to determine undesired images and thus discard them, thereby reducing miss and noise among the retrieved images [7] , [22] . Combining NE and PE also makes it easy to describe data of a complex shape and to redefine the boundaries of the set of items retrieved with the PE [33] . Rather than addressing it as a distance optimization problem, we formulate RF probabilistically, and this presents a multitude of advantages. First, it allows for a better understanding of the data: the query elements are first clustered into classes, then the probability law that best models each class can be chosen separately. Estimating the parameters of each class makes it possible to describe its characteristics (average, dispersion, etc.) and enables us to model missing data. Second, it opens the door to more modeling possibilities that may yield a better feature selection. For example, one can choose to optimize the likelihood in terms of a posteriori probabilities rather than probability densities. Third, it allows multiclass queries to be supported. In many situations, the user may want to "find images that look like image A or B" (multiclass PE), or also to "find images that look neither like A nor like B" (multiclass NE) [7] , [34] . By formulating queries as a mixture of densities, our model deals with queries of this kind in a natural way. Finally, we are aware that our algorithm needs a large number of data samples for training. When we apply it to image retrieval, we therefore oversample images in order to generate enough data for training. While we make no claim to have solved all of the problems related to RF in image retrieval, we have made some advances and resolved some underlying problems. In the rest of this paper, we will present the details of our feature selection algorithm and show how we apply it to RF in image retrieval.
C. Outline of the Paper
In this paper, we present a feature selection algorithm that we apply to the problem of RF in CBIR. The remainder of the paper is organized as follows. In Section II, we detail the principle of our algorithm and its mathematical formulation. Section III gives an evaluation of this algorithm independently of image retrieval. In Section IV, we explain how we apply our algorithm to image retrieval and give some details about our engine. Finally, Section V presents an evaluation of the retrieval engine as a whole. The paper ends with a brief conclusion.
II. OUR FEATURE SELECTION ALGORITHM
In this section, we give details on the formulation of RF and how to learn feature weights from the interaction with the user. First, however, let us make some working assumptions.
A. Working Assumptions
-We suppose that we have a query made up of a set of features. In image retrieval, these features may represent color, texture, shape, and so on. -For each feature, our query is composed of several data items that can be seen as a cloud of points in a multi- dimensional space. In image retrieval, each data item is a vector that may represent an image, a region, or even a pixel. The only condition we set is that there must be enough data to train the model. If, for a given feature, there is not enough data, we proceed by oversampling, like detailed in Sections IV-B and IV-C -Our data may belong to the PE or to the NE. We specifically authorize two kinds of queries: those with PE only and those with PE and NE. In other words, we do not allow for queries with NE only. The reason is simply that in our interpretation, the NE is meaningful only with respect to a given PE; otherwise, it may be meaningless. Indeed, if the only information available to us is what someone does not want, this does not inform us sufficiently about what he wants. Nevertheless, NE-only queries can be processed in exactly the same way as those with PE only, the only difference being that the items retrieved are those having the lowest similarity scores with the query, rather than those having the highest similarity scores. -In each feature's space, PE data constitute a number of classes and NE data (if any) constitute a number of classes. The objective of our algorithm, in addition to estimating the parameters of each PE class and each NE class, is to attribute a weight to each feature according to criteria that will be explained in the following sections.
B. Formulation in the Case of PE Only
In the case where our query contains PE only, we consider that a given feature is important if it is salient, and that a salient feature must have a low dispersion over the classes of sample data. Consider the simple example in Fig. 1(a) , where we have two unidimensional features X and Y. In this case, we want our algorithm to give more importance to Y than to X because our data cluster is more concentrated in terms of Y than X (see the projection of the data onto each axis). In terms of probabilities, our objectives can be translated as follows: giving more importance to features for which the query data have a high likelihood, and less importance to features for which the query data have a low likelihood. To do this, we calculate the model's parameters, namely the class parameters (means, covariances, and a priori probabilities in the case of Gaussian distributions) and the feature weights which maximize the query likelihood given by (1)
where indexes features, indexes the data in the th feature, indexes classes (modes) for the th feature, is the th data item of the th feature, represents the set of parameters of the th class of the th feature, and finally is the weight we attribute to the th feature. The two products in (1) mean that we maximize the likelihood for all data of all features. The sum represents a mixture of probability densities over the query classes. Since the logarithm is an increasing function, our parameters must maximize the logarithm of the likelihood, given by (2) (2) that we subject to the constraints and . In order to be able to calculate the optimal parameters of our model, we must choose probability densities that model our data. Gaussian distributions have often been used by researchers because of their simplicity, their tractability and their ability to model a large number of cases. In this paper, we derive the model in the case of Gaussian distributions; however, other probability laws remain possible. We use an EM-type algorithm [35] to estimate the parameters of our model, which are given by the following equations:
with
C. Formulation in the Case of PE and NE
In the case where our query contains both PE and NE items, we have to estimate three families of parameters: the PE class parameters , the NE class parameters , and the feature weights . The PE class parameters are estimated from the PE data exactly as in Section II-B and are given by (3) to (6) . The NE class parameters are estimated from the NE data in a similar way and can be obtained from (3) to (6) by replacing PE data with NE data. Now, let us explain how we estimate the feature weights . We consider that a given feature is important if it distinguishes well between PE classes on the one hand and NE classes on the other, and that it is unimportant if it does not. In the case of Fig. 2 , for example, Y should be given more importance than X. We will show in the next paragraph that this principle should be applied with care, but let us first explain the way we formulate it. In terms of probabilities, our weights must simultaneously: 1) maximize , the internal likelihood of each PE cluster; 2) maximize , the internal likelihood of each NE cluster; 3)maximize the discrimination between PE clusters and NE clusters. This third condition is equivalent to minimizing and , which are respectively the likelihood of NE data with respect to PE densities, and the likelihood of PE data with respect to NE densities. These requirements are combined in the likelihood given by (7) , shown at the bottom of the page, which our weights must maximize. In this equation, we see that the terms to be maximized are present in the numerator and those to be minimized, in the denominator. Hence, maximizing
corresponds exactly to what we want to do. Since the logarithm is an increasing function, our weights must maximize the logarithm of the likelihood, given by (8) (8) where and are given by (9) and (10), respectively
(10) Fig. 3 . Effect of neglecting common features in two cases.
Notice that we reject confused queries where because they correspond to the case where PE data resemble NE average more than PE average, or vice versa. The derivation can be performed in a way similar to that used in the PE case, and the obtained result is given by (11) (11) with , where and are given, respectively, by (9) and (10).
D. Necessity of Processing NE Queries in Two Steps
As we said in the last section, in queries with both PE and NE, we consider that those features which distinguish between PE and NE (discrimination features) are important, and those which do not (common features) are unimportant. However, careless application of this principle-particularly neglecting common features-can lead to neglect some of the important features of the PE. Indeed, in our interpretation, the NE is used only to tighten the boundaries of the items retrieved with the PE [33] and should be interpreted with respect to it (see Fig. 5 ). Hence, we should never neglect important features of the PE. Let us take the following example: suppose that our PE is composed of an image of a red tomato and that our NE is an image of a yellow lemon (Fig. 3) . Suppose also that we are using two features: color and shape. According to the principle cited above, color is important because it distinguishes well between PE and NE (red versus yellow) while shape is unimportant because the two objects in our images have almost the same (round) shape. Two cases emerge here. In the first case, all the images in our database contain round objects of different colors, as illustrated in case 1 of Fig. 3 . In this case, neglecting shape would not be disastrous because color alone is sufficient to discriminate between the database images. In the second case, however, the database images contain objects of different shapes. In this case, neglecting shape would lead to the retrieval of images which may have the same color as the tomato (red) but whose shapes may be very different (such as red cars): see case 2 of Fig. 3 .
To overcome this problem, and to find a solution which functions in both cases, we propose a 2-step retrieval schema as (7) Fig. 4 . Retrieval in two steps: the PE is used to reduce the heterogeneity of the image collection, then the difference between PE and NE is used to perform refinement. shown in Fig. 4 . In this schema, the first step considers the PE only and reduces the search space to those images that are relatively similar to it. The second step then introduces the NE in order to discard from the retrieved images those which are undesired, i.e., resemble the NE. Fig. 5 illustrates the effect of the PE and the NE on the search space: In the first step, we retain all the items inside the big ellipse; then, in the second step, we discard all the items inside the two little ellipses. Mathematically, RF in the first step is formulated exactly as in Section II-B because in this step only the PE is taken into account. In the second step, both PE and NE are considered, and, hence, the RF formulation is that given in Section II-C.
III. DECONTEXTUALIZED EVALUATION OF THE FEATURE SELECTION ALGORITHM
The aim of the current section is to evaluate our feature selection algorithm independently of image retrieval. Since the objectives we set out are to assign more importance to concentrated features (those with a high likelihood) in the PE-only case, and more importance to discriminant features in the case with PE and NE, we must first define a criterion that measures the concentration (or its inverse: the dispersion) in the first case, and the discrimination (or its inverse: the confusion) in the second case. After that, we have to evaluate the weight our algorithm assigns to each feature according to the value of these criteria, i.e.,
. In each case (to be examined separately), we conducted a series of experiments by varying several parameters such as the number of features, their dimensions, and the number of data and classes. In each experiment, we randomly generate several classes of data, calculate the corresponding criteria, calculate the feature weights, and, finally, evaluate the weights according to the criteria. We conducted experiments with different numbers of features and the conclusions were similar, so we will limit our discussion to those for which our functions are displayable, i.e., with two and three features.
A. Case of Positive Example Only 1) Dispersion Measure:
Among the criteria used in PCA to measure the dispersion of a data class, one is the trace of its covariance matrix [36] . When there are several classes , with a priori probabilities , this criterion can be generalized to the weighted sum of the traces of the covariance matrices, i.e.,
. It is this criterion that we use to measure the dispersion of each feature.
2) First Experiment: In the first experiment, we have two features. We set the data of the first feature and vary those of the second so that its dispersion increases each time; then, we observe the weights that our algorithm attributes to each of them. Fig. 6 shows the curves of the two weights and according to the second feature's dispersion. The dispersion of the first feature is constant and was set to 40, while the dispersion of the second feature is variable and is represented by the x-axis. The main observations we can make from Fig. 6 are as follows. 1) The function is a decreasing function: The more dispersed the data of feature 2, the smaller its weight, and the more concentrated they are, the greater its weight. This corresponds to the objectives we laid down at the beginning.
2) The weight decreases as the dispersion increases, ultimately stabilizing around 1. This is completely normal because (6) ensures that the weight of each feature is always greater than 1. It approaches 1 for a given feature when the dispersions of all the other features are negligible relative to that feature's dispersion. 3) Despite the fact that the first feature's dispersion is constant , its weight increases as the dispersion of the second feature increases. This is completely natural because by increasing the dispersion of the second feature, its weight decreases and that of its rival increases. More formally, the constraint makes that when decreases, increases. 4) The two curves and meet in the neighborhood of and . This point corresponds to the case where the two features have almost the same dispersion, and, hence, it is natural that our algorithm gives them the same weight (which must be equal to 2 because of the constraint ).
3) Second Experiment:
The goal of the second experiment is to observe the behavior of the weights when more than one feature varies. For this purpose, we generated data for three features by setting the parameters of the first feature and changing those of the second and the third so that their dispersions vary. Fig. 7(a) shows the weight of the first feature as a function of the two dispersions and . We note that increases whenever the dispersion of one or both of the other features increases. Fig. 7(b) shows the weight of the second feature as a function of and . We note that this weight decreases as the dispersion of the second feature increases, regardless of the dispersion of the third feature. Simultaneously, increases as increases. As shown in Fig. 7(c) , exhibits symmetrical behavior, i.e., it decreases as its dispersion increases, regardless of the second feature's dispersion, and simultaneously increases as the dispersion of the second feature increases. This behavior of feature weights corresponds well to our objectives.
B. Case of Positive and Negative Examples 1) Confusion Measure:
The criterion we use is similar to the one used in discriminant analysis (DA) [36] . It can also be seen as an extension of BDA [8] . Suppose that we have PE classes and NE classes. The th PE class is characterized by a mean , a covariance and an a priori probability , and the same for the th NE class. We first define the following two matrices: the matrix of intra-(or within-) class dispersion , and the matrix of inter-(or between-) class dispersion . We can measure the separability with the criterion , or also its inverse, , which measures the confusion between PE classes and NE classes.
2) First Experiment: As in Section III-B, our first experiment uses two features. We set the data of the first feature and vary those of the second so that its confusion increases each time; then, we observe the weights that our algorithm attributes to each feature. In Fig. 8 , we represent the curves of the two weights and according to the second feature's confusion. The confusion of the first feature is constant and was set to 1.1, while the confusion of the second feature is variable and is represented by the x-axis. From Fig. 8 , we can make the same observations as in the first experiment of Section III-A, but with confusion in the place of dispersion.
3) Second Experiment: The goal of the second experiment is to observe the behavior of the weights when more than one feature varies. To this end, we generated data with three features by setting the values of the first feature and changing those of the second and the third so that their confusions vary. Fig. 9 shows the feature weights as a function of and . Here, also we can make the same observations as in the second experiment of Section III-A, with confusion in the place of dispersion.
IV. APPLICATION OF OUR MODEL TO RELEVANCE FEEDBACK IN CBIR
A. Relevance Feedback Algorithm and Similarity Measures
In this section, we want to provide some details on the retrieval procedure and the similarity measures used. Fig. 10 illustrates the steps of our retrieval and RF algorithm. The user formulates an initial query. If this query contains PE items only, it is processed in one step. The system starts by computing the optimal parameters, as explained in Section II-B. It then computes the likelihood of each image in the database, given the model parameters. This likelihood is given by (12) , where the data ( s) come from the database image, while the model parameters come from the query, i.e., they have been computed during optimization. Finally, the database images are ranked in decreasing order according to their likelihoods, and the system returns the top-ranked ones to the user (12) If the query contains both PE and NE items, then the system performs retrieval in two steps. In the first step, it considers the PE only, and computes the model's parameters exactly as in the case of a PE-only query. The database images are then ranked in decreasing order according to their likelihoods with respect to the first step's parameters, and only a subset of the database is retained for the second step. In the second step, the system considers both PE and NE to compute the parameters, as explained in Section II-C. It then traverses the set of images retained from the first step, and computes the likelihood for each of them, using (13) in which the data ( s) in both the numerator and the denominator come from the database image. The parameters in the numerator are those of the PE, and the parameters in the denominator are those of the NE. Thus, we can see that the likelihood of a given image is its likelihood with respect to the PE over its likelihood with respect to the NE. Finally, images are ranked in decreasing order according to their likelihoods, and the system returns the top-ranked ones to the user. In both cases (PE only or PE and NE), after the retrieved images are returned to the user, he can either select more PE and, possibly, NE images to perform refinement, or stop the process if he is satisfied (13) In order to train our model, we need to know the number of classes for each feature. This is obtained by the Akaike algorithm [37] . Finally, notice that our retrieval model can also be applied to region-based retrieval. First, the user selects one or more regions from each query image. Only data items coming from the selected regions are used to calculate the model parameters. In other words, we first subdivide the selected regions into data items (see Section IV-B for more details on oversampling). We then plug those data into our optimizing framework [(1) and (7)]. When the model parameters are obtained, we perform retrieval in the same way as with queries based on whole images.
B. Our Image Model
We use a hierarchical image model, as shown in Fig. 11 . Our image oversampling and feature computation can be summarized by the following steps.
1) First, each image is roughly segmented into a set of regions using the level-set-based segmentation algorithm of Allili et al. [38] . The initial image of Fig. 11 , for example, is segmented into two regions: one represents the cow and the other the grass. 2) Second, we decompose each region into a set of subimages (little rectangles in Fig. 11 ). 3) Third, we describe each subimage with a set of three features: color, texture, and edge orientation. 4) Fourth, retrieval is performed as follows. We consider all the data items making up our query in order to estimate the model's parameters [(1) and (7)]. In other words, if the query is based on whole images, we consider all the subimages coming from those images to estimate the model's parameters. If, on the other hand, retrieval is based on regions of interest, we consider only those subimages coming from the regions selected by the user. Let us take the example of Fig. 11 . Suppose that the user has selected only the region that depicts the cow. In that case, our model will be trained with subimages coming from this region, while subimages coming from the grass region will be ignored. Before we give some details on our visual features, let us note that our model does not require that the different features have the same number of data items. This allows us to perform oversampling with different resolutions for different features. Our choice of the oversampling resolution for each feature was guided by four constraints.
1) The subimage must be large enough so we can correctly estimate the feature. The co-occurrence feature, for example, is based on a certain notion of neighborhood between pixels, and, hence, the subimage must be large enough so that it comprises the required number of neighbors. For color, however, as we use the color average, a single pixel is enough to calculate the feature. 2) The subimage must be small enough to ensure a certain uniformity in the feature. For the color feature, for example, we calculate the average of the subimage pixels. The subimage must therefore be small so that most of its pixels have almost the same color, otherwise the color average becomes uninformative. 3) Since the aim of oversampling is to overcome the problem of lack of data encountered by many learning RF algorithms, our oversampling should generate enough data so that training will be possible. 4) On the other hand, we should not generate too many data, to avoid encumbering the training phase.
C. Visual Features
In our image retrieval engine, we investigated several visual features. Here, we give details on those retained in the current version of the engine. 1) Color: It has been observed that nonuniform color spaces such as RGB are not suitable for image retrieval [39] . We have therefore chosen to use a uniform representation of color, the color space. First, an image is segmented into regions, and each region subdivided into subimages. We then represent each subimage by the three-component vector where is the average value of for all the subimage pixels, is the average of values, and is the average of values. 2) Texture: For each subimage, we compute a set of features derived from its co-occurrence matrix [40] . It has been noted that to obtain good results, many co-occurrences should be computed, each one considering a given neighborhood and direction, and some studies show that considering the following four neighborhoods is generally sufficient to obtain good results:
, and [41] . In our case, we consider each of these neighborhoods, calculate its corresponding co-occurrence matrix, and then derive from it the following features: mean, variance, energy, correlation, entropy, contrast, homogeneity, cluster shade, and cluster prominence [42] .
3) Edge Orientation: The other feature we use is the normalized dominant orientation of edge points. This feature allows to simultaneously describe texture and shape. We start by detecting the edges present in each subimage. Then, we calculate the orientation of each edge pixel and, finally, take the dominant orientation as a descriptor for the subimage. Note that subimages which do not contain edge points will not be considered. Furthermore, in order to render this feature rotation-invariant, we normalize its values with respect to the global orientation of the image.
V. EVALUATION OF THE WHOLE IMAGE RETRIEVAL ENGINE
We tested our retrieval engine on a collection of more than ten thousand images including free images from the CalPhotos collection [43] , images from Pennsylvania State University [3] , and free images collected from the World Wide Web. In order to evaluate our retrieval system, we carried out three experiments, each intended to measure a specific aspect of our system. The first experiment was designed to measure the improvement in the relevance of the retrieved images yielded by the use of the negative example. The second experiment had two goals. The first was to compare two possible formulations of RF: probabilistic and distance-based. The second goal was to compare the performance of our method with two other methods, in terms of retrieval accuracy. Finally, the third experiment was intended to measure the gain in accuracy over retrieval iterations when we formulate RF as a probabilistic problem that integrates the PE and the NE. To be able to evaluate the retrieval engine, two other issues needed to be addressed: ground truth and evaluation metrics. Concerning ground truth, it was obtained from six users who participated in all our experiments. All of our users were bachelors in computer science. Some of them had taken a course on computer vision, while others had not. They had no knowledge about the theoretical or technical details of the proposed approach. However, before beginning the experiments, we organized a short training session to explain to them the different functionalities of each engine and how it could be used. As for evaluation metrics, some authors plot the precision-recall curve to measure the performance of general-context information retrieval systems; however, it has been observed that this measure is less meaningful in the context of image retrieval since recall is consistently low [31] , [7] . A more expressive curve, which we adopted, is the precision-scope curve [7] , [31] , where scope (Sc) is the number of images returned to the user.
1) First Experiment:
The first experiment aimed to measure the improvement obtained by integrating the NE in the process of retrieval. The six users were asked to use our retrieval engine and try each time to locate images belonging to one of ten categories: birds, bridges, buses, dinosaurs, flowers, horses, leaves, lighthouses, sunsets, and waterfalls, in as many iterations as they wished. For each category, the experiment was repeated twice by each user. The first time, he could compose his queries using the PE only, i.e., without having recourse to the NE. The second time, he repeated the same experiment, but this time, he could use both the PE and the NE to compose his queries. After the results of each experiment were obtained, the users were asked to rate each with a satisfaction score ranging from 0 (very bad) to 1 (very good). For each value of the scope, we computed the average precision of all users for each image category, and the curves obtained are given in Fig. 12 . The first observation we can make is that in all of these figures, the curve corresponding to the PE with the NE lies above that corresponding to the PE only, for almost all values of the scope. This is confirmed by Fig. 13 , which gives the average precision for all categories combined. The second observation is that when the PE is combined with the NE, the relevance of the retrieved images decreases less quickly with the number of retrieved images than when we use the PE alone. In Fig. 13 , we see that for a scope of 40 for example, the average precision when we use the PE does not even exceed 0.60, whereas it reaches 0.79 when we enrich our queries with the NE. The third observation is that the improvement varies from category to category. In fact, for some categories (such as "dinosaurs" in Fig. 12 ) the use of the PE is sufficient to obtain satisfactory results. For such categories, the introduction of the NE does not bring any noticeable improvement. For other cate- gories, however, we notice that the exclusive use of the PE results in a lot of noise among the retrieved images. In the category "leaves," for example, the exclusive use of the PE yields an average precision of 0.59 among the 40 top-ranked images. The introduction of the NE raises this value to 0.83. This experiment confirms the utility of the NE in improving retrieval accuracy.
If we consider the number of iterations performed by each user, we find that it varies considerably, depending on the user, the image category, and whether the NE is allowed. First, the number of iterations can be analyzed based on the user. Some users seem to quickly understand the research strategy, and, hence, succeed in a small number of iterations for all categories. For the second user, for example, the number of iterations varies between 1 and 7 when he uses the PE only, and between 1 and 5 when he uses both PE and NE. For the fourth user, however, it varies between 5 and 12 when he uses the PE only and between 4 and 9 when he uses PE and NE. First, this confirms that the use of the NE helps reduce the number of iterations required to find a given category of images, as already proved in [7] . Second, it shows that there is some variability among users. This can be explained by many factors such as the "perfectionism" of some users who always try to do better, while others may be satisfied after a few iterations. When only the PE is used, the average number of iterations per user ranges from 4.17 for the quickest user to 9.83 for the slowest one. When both the PE and the NE are used, it varies between 2.83 and 6.5. The number of iterations can also be analyzed by image category. Some categories are easy to locate in few iterations while others are harder. For the category "dinosaurs" for example, the number of iterations per user varies between 1 and 3 in both cases (PE only and PE with NE). However, for the category "lighthouses," the "quickest" user took six iterations to be satisfied when he used PE and NE. The average number of iterations per category when both PE and NE are used varies between 1.67 for the easiest one to 8.5 for the hardest one. It ranges from 1.67 to 11.83 when only the PE is used. In other words, for easy categories, the NE does not bring any noticeable reduction in the number of iterations, while for hard categories, it does. Finally, we noticed that there was more variability between categories than between users.
2) Second Experiment: The second experiment aimed to compare the performance of our retrieval engine, which is based on a probabilistic framework, with two other engines that are based on distance-optimization models. The first of these two, described in [7] , supports queries with both PE and NE, [7] AND "DIST-POS" THAT OF [31] while the second one, described in [31] , supports only queries with PE. This experiment was carried out using the same (ten) categories of images as in the first experiment. Each of our six users was asked to use each engine and try each time to locate images belonging to a given category, then to annotate each image retrieved with a relevance score of "relevant," "somewhat relevant," or "irrelevant." The average scores across the six users for each category are given in Table I , where "Proba" represents the proposed method, "Dist-Pos-Neg" that of [7] which is based on distance-optimization and supports queries with both PE and NE, and "Dist-Pos" that of [31] which is based on distance-optimization and supports only queries with PE. The average performance over all categories is given in Table II . Globally, we note that our system performs better than the system "Dist-Pos-Neg," which in turn performs better than the system "Dist-Pos." If we analyze Table II , which gives the average performance of each of these systems, we can see that the average percentage of noise (irrelevant) images drops from 28% in "Dist-Pos" to 15% in "Dist-Pos-Neg" and 7% in "Proba," while that of relevant images grows from 48% in "Dist-Pos" to 63% in "Dist-Pos-Neg," finally reaching 76% in "Proba." From our tables, we can draw two main conclusions. First, we conclude that the use of the NE improves retrieval effectiveness in general ("Dist-Pos-Neg" versus "Dist-Pos," and also "Proba" versus "Dist-Pos"). Second, we conclude that the formulation of RF as a probabilistic problem allows for better data modeling and retrieval than its formulation as a distance-optimization problem ("Proba" versus "Dist-Pos-Neg"). Finally, the improvement due to the probabilistic formulation is more noticeable for some categories, especially those containing multiclass images, such as "Horses" than for others. This can be explained by the fact that the probabilistic formulation considers each object in the image (e.g., the horse, the grass) as a separate region which it decomposes into data items and describe each of them with a set of features, whereas in the global-distance optimization formulation, all objects in the same image are confounded in the same descriptor. We concluded that the probabilistic formulation allows for better modeling of the data, especially in images with well-separated objects. In Fig. 14 , we compare the global performance of the three systems for different values of the scope. Our six users were asked to perform ten retrieval sessions of their choice, and then at the end of each session, to assign a precision score to each image returned. We notice that "Proba" yields higher precision for almost all values of scope. We also note that for "Dist-Pos," the precision drops quickly when the scope becomes large (it reaches 0.40 for ); for "Dist-Pos-Neg," it drops less quickly ; and it remains appreciably high for "Proba" (about 0.75 for the same scope). We counted the number of iterations each user performed in a given session, and concluded that the observations made from the first experiment remain valid for this one. That is, some users are quicker than others, some image categories are easier to locate than others, and there is more variability between categories than between users. Furthermore, we noted that the number of iterations varies with the retrieval engine used. The global average was 4.2 iterations per session for Proba, 6.4 for Dist-Pos-Neg, and 8.3 for Dist-Pos. The fact that Proba outperforms the two others shows that the probabilistic formulation helps in reducing the number of retrieval iterations; while the fact that both Proba and Dist-Pos-Neg outperform Dist-Pos shows the important role that the NE plays in reducing retrieval time.
3) Third Experiment: The aim of the third experiment was to measure the improvement in precision achieved over retrieval iterations. With this intention, we asked each of our six users to perform eight retrieval sessions of his choice, each session consisting of 6 iterations. After each iteration, the users had to annotate the retrieved images with satisfaction scores. The same experiment was repeated four times: with "Proba" using the PE only, with "Proba" using both PE and NE, with "Dist-Pos-Neg" using the PE only, and finally with "Dist-Pos-Neg" using both PE and NE. Fig. 15 gives the average precision for each iteration. The first observation we make for both of the systems is that when we use the PE only, the main improvement occurs during the first 3 iterations; while, when we use both the PE and the NE, the results continue getting better for at least the first 5 iterations. The second observation we can make is that, for most iterations, the probabilistic model yields a precision higher than that yielded by the distance-based model. This further confirms the power of probabilistic RF compared to optimization-based RF.
VI. CONCLUSION
In the current state of the art, users must still make a considerable effort to communicate their needs to image retrieval engines. Thus, if retrieval engines can make some progress toward understanding users and their needs, this could render them more useful and handy. Relevance feedback seems to be a good means to this end. In this paper, we have presented a relevance feedback model for content-based image retrieval. Our model tries to learn the weights the user assigns to image features and then to apply the results obtained for retrieval purposes. In addition to weighting the features according to the user's needs, our probabilistic formulation of the problem allows for a good interpretation of data and opens the door to more modeling possibilities. Furthermore, the integration of the negative example in query formulation improves retrieval accuracy and reduces retrieval time. The experimental results show that the proposed algorithm performs a good feature selection and improves retrieval effectiveness. Dr. Ziou has served on numerous conference committees as member or chair. He heads the laboratory MOIVRE and the consortium CoREVIedia, which he founded.
