I. INTRODUCTION
The discrete-time Kalman filter is an optimal estimator for the states of a linear, stochastic system. It can be derived by assuming that the state estimates can be expressed as jointly Gaussian random variables. Using linear operations and Bayes' rule, the estimate of the state at any time can be calculated as a vector of conditional means and a conditional covariance matrix, conditioned on current measurements and the previous state estimate (using sufficient statistics).
the Kalman filter can have unsatisfactory numeric accuracy when implemented on a digital computer [2, 3, 4, 71. These accuracy problems are due to fixed computer wordlength and roundoff error. These errors can cause filter divergence or computations that are so erroneous as to be meaningless. This type of error may be manifested as a covariance matrix computed erroneously as having negative eigenvalues.
algorithms that have better numerical properties than Kalman's original equations. One class of algorithms that yields satisfactory results uses a square root factorization of the covariance matrix [5] . Square root factorizations generally have less dynamic range associated with their calculations, and are less susceptible to roundoff error. Another advantage of the square root representation is that the covariance matrix does not need to be calculated directly. Instead, it is represented in terms of its square root matrices. This factored form cannot represent a matrix with negative eigenvalues.
There are some disadvantages to factored forms of the Kalman filter. One significant disadvantage is that they normally require more computations, and therefore more computer time, than the conventional Kalman filter. The Potter covariance square root, the Carlson covariance square root, and the U-D filter are three of the more common factorization methods for discrete-time Kalman filtering. An explanation of each of these methods, along with a discussion of their numeric properties and a comparison of their speed, is given in Maybeck [7] .
Of these factored forms, the U-D filter offers a high degree of numerical precision along with a reasonable increase in the required number of mathematical operations. Because of these properties, the U-D filter is a standard for comparison in the remainder of this work. The U-D filter is a factorization of the covariance matrix in the form UDUT, where U is an upper triangular unit matrix (it has ones along the main diagonal) and D is a diagonal matrix. A thorough analysis of the U-D filter is presented in several works by Bierman and a case study by Bierman and Thornton [2] [3] [4] .
The influence diagram is a graphical decision analysis tool that shows how random variables and It has been shown that, under some circumstances, One reliable solution is to use alternative IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 29. NO. 4 OCTOBER 1993 decisions affect (or influence) a value function [6, 9, 10, 111 . The influence diagram can be used for probabilistic analysis by using only random and deterministic variables (a deterministic variable is one that is precisely determined by the realizations of other variables). Under these conditions, the influence diagram represents a joint distribution function of the variables. The joint distribution is represented in the form of either a conditional or an unconditional distribution for each variable. One variable is given in unconditional form, a second variable is conditioned on the first, a third is conditioned on the first two, and so on. Each variable is a node in the influence diagram, with random variables represented pictorially as circles and deterministic variables represented as double circles. The conditioning relationships are represented as arrows from the conditioning variables to the variables being conditioned. The lack of an arrow between two nodes represents independence. If a random variable is conditioned on another, then the conditioning order can be reversed with Bayes' rule. In this manner, any random variable can be expressed in unconditional form, or as being conditioned on any other subset of random variables.
When the random variables are continuous and jointly Gaussian then a conditional Gaussian distribution is completely specified by the conditional mean, the conditional variance, and the effects of conditioning variables. In the influence diagram, the effects of conditioning variables are represented as the linear changes in the conditional means, given the realizations of the conditioning variables. These linear changes are the regression coefficients between the conditioned and the conditioning variables, identical to Yule's partial regression coefficients for multiple variables [6, 151. The operations of a linear stochastic system can also be expressed in influence diagram form. The states of the system at a given time can be represented as conditional random variables, given the states at a previous time. Similarly, measurements can be represented as conditional random variables, given the present states. Bayes' rule can be used to reverse the conditioning of individual nodes, allowing the calculation of the conditional mean and variance of the present states, given the previous state estimate and the current measurement. Thus, the influence diagram affords an alternative algorithm for discrete-time filtering. Previous research [6] proved the feasibility of using the influence diagram algorithm for discrete-time filtering. It also demonstrated that the number and type of mathematical operations are essentially the same as required by the U-D filter.
The current research [16] investigates the computational loading and numerical properties of the influence diagram algorithm as applied to discrete-time filtering. This research demonstrates three improvements to the original algorithm that significantly decrease the number of operations required. This research also investigates the numerical properties of the influence diagram by relating them to known matrix operations: matrix operations with properties that are well understood. While previous research showed that the influence diagram algorithm represents a factored form of the covariance matrix [6, 111, the current research demonstrates that the numerical properties of the influence diagram are very similar to those of the U-D filter.
Because the influence diagram is a relatively new tool, it is assumed that most readers are unfamiliar with it. For this reason, the initial part of this paper is a tutorial based upon previous research [6, 9, 10, 111 . It explains the influence diagram algorithm and its application to discrete-time filtering.
II. THE INFLUENCE DIAGRAM
The influence diagram can be thought of as a pictorial representation of a joint distribution of random variables. Assume two random variables, x and y with a joint probability density function of fx,y (J,p) where E and p are dummy variables representing the possible realizations of the random variables. Either random variable can be represented as a marginal probability density function as fx(<) or fy (p) . If the joint probability density function is given, then the marginal density function can be calculated by integrating the joint function over all possible realizations of the other random variable. For example, the equation for calulating the marginal density function of y is cc)
Bayes' rule can be used to calculate a conditional density function by where f'ly(E I p) is the conditional density function of x given y. The conditional density function fylx(p 1 I ) can be calculated in a similar manner by
(3)
Any joint probability density function can be expressed, using Bayes' rule, as a product of conditional and marginal density functions. For example, the joint probability density function of three random variables x , y , and z can be written as An influence diagram represents the joint probability density function in terms of the conditional forms in (4). For this example, the influence diagram is Nodes in an influence diagram that have arrows pointing to another node are called the conditional or direct predecessors of that node. The node at the end of the arrow is called the successor node. The nodes in an influence diagram must be "ordered", meaning that a node's predecessors cannot also be its successors, either directly or indirectly through other nodes. If a sequence of nodes cannot be ordered, then a cycle is said to exist. A cycle implies circular conditioning, which is not allowed.
Transformations can change the appearance of the influence diagram and affect the conditional distributions underlying the diagram. The two essential transformations are arc reversal and node removal. Arc reversal is the process of reversing the position of two nodes in an ordered sequence. For example, nodes x and y can be reversed in Fig. 1 . This requires the calculation of the marginal (or unconditional) density function of y and the conditional density function of x given y . Using Bayes' rule and the integral in (1) the specific equations are
The mathematics in (5) a d '6:. . explicitly, but are implied by the diagram.
To preserve an ordered list and prevent a cycle, a pair of nodes can only be reversed when they may be placed next to each other in some ordered sequence. Arc reversal also implies that each node of the pair inherits the predecessors of the other node in addition to its own. If there is no arc between two adjacent nodes, then those nodes are independent, given their conditional predecessors. In this case, the order may be reversed with no calculations required. If, after an arc reversal, the successor node has no other successors (no variables that it conditions), and if it has no further use in the influence diagram, then it can be removed from the diagram as a "nuisance" variable. The remaining influence diagram represents the joint distribution of the remaining variables.
The influence diagram can be used for either continuous or discrete random variables. It does not show the actual density functions; it is merely a pictorial method of representing the conditional , .; 4 Jwn relationships between the variables and how they may be changed.
If all random variables in an influence diagram are jointly Gaussian, then they can be considered as elements of a Gaussian random vector. Each node in the Gaussian influence diagram represents one of the random (or deterministic) variables and the entire influence diagram represents the joint density function of the random vector. A deterministic linear combination of jointly Gaussian random variables is also Gaussian. In this case, deterministic variables can be considered as a degenerate form of a Gaussian random variable: random variables that have a variance of zero. The mathematics for transforming a Gaussian influence diagram (using node reversal or removal) are simpler than for the general case because of the convenient properties of a Gaussian conditional variable [l, 7, 81. random variables x and y making up a random vector.
The influence diagram expresses the joint density as the mean and variance of one variable, along with the conditional mean and conditional variance of the second, given the first. This conditional density is Gaussian because any conditional density of jointly Gaussian random variables is Gaussian also. The conditional mean of x given y can be calculated from the mean vector and the covariance matrix [7, pp. 11G1111. The conditional mean is
where p is a dummy variable representing the possible realizations of the variable y . The quantity in parenthesis is the difference of predicted (mean) value of the random variable and its realization. This term will be called the residual. The conditional variance of (14) (15)
where < is now the dummy variable representing the possible realizations of the variable x . The conditional
PyI, = Pyy --25
The term b,, is the regression coefficient of y on x .
It too is related to the correlation coefficient r X y , this time by the relationship
The order of the subscripts in by, and b,, is significant because by, # bxy in general.
Assume a Gaussian influence diagram and its underlying density as shown in Fig. 2 . In this case, the random variable y is given in unconditional form, and the random variable x is expressed in conditional form. Only five values are sufficient to speclfy the joint distribution: the unconditional means of the two random variables, the unconditional variance of y , the conditional variance of x , and the regression coefficient of x on y. These five values are shown directly on the influence diagram. In this figure, v i is the variance of the ith node, whether it is in conditional or unconditional form. The means and variances are associated with the appropriate node, while the regression coefficients are associated with arrow between the nodes.
The arrow between the nodes can be reversed as in the general case, and the joint density function expressed as an unconditional density of x and a conditional density of y . This is shown in the influence diagram in Fig. 3 . The equations for changing the order are given later.
If there are n random variables in the Gaussian random vector, then one is chosen, perhaps arbitrarily, to be represented in unconditional form. A second random variable is conditioned on the first as in the previous example. The third random variable is represented as being conditioned on the first two. There will be two regression coefficients associated with this third variable, one from the first variable and one from the second. The process continues with the fourth variable conditioned on the previous three and having three regression coefficients, etc. Eventually, the nth random variable is represented as a conditional density, conditioned on the previous n -1 variables, with a regression coefficient associated with each. The result can be written in the form of an n-dimensional influence diagram. Using simplified notation where fxn implies fXn(tn), the diagram shown in Fig For legibility, Fig. 4 and all subsequent influence diagrams may not show the means, variances, or regression coefficients even though their existence is implied. As stated previously, adjacent nodes are conditionally independent if no arc exists between them. In the Gaussian influence diagram, a missing arc corresponds to a regression coefficient of zero.
Any two nodes in an influence diagram can be reversed if they can be placed next to each other in some ordered sequence. Call the first variable xi and the second x j where it is assumed that x ; is a conditional predecessor of x j . Furthermore, assume that { X K } is a set containing the union of all direct predecessor nodes of both x; and x j , except for node i itself. Also assume that X k is an arbitrary element of { x K } . Nodes x; and x j have variance v; and vj, respectively. The term b;j is the regression coefficient of j on i; the terms bki and b k j are the regression coefficients of xi and x j on x k .
After reversal of the two nodes, both nodes will inherit each others' direct predecessors. Furthermore, the regression coefficients from predecessor nodes must be adjusted to reflect the new conditioning order. The equations for calculating the new variances and regression coefficients are as follows, where the prime symbols represent a new value. For node j , no longer conditioned on node i, the new variance and regression coefficients from predecessors are For node z, conditioned on node j , the new variance and regression coefficients are vjvj
The influence diagram represents the conditional mean in equation form similar to (10). That is, it represents the conditional mean of a variable as a linear function of the residual of predecessor variables. The random variable being realized is usually in unconditional form, meaning it has no visible predecessors. The realization of a random variable causes the conditional means of all successor nodes to change. Two terms, the "path product" and the "path coefficient" are introduced to explain the change of mean.
A path product is defined as the product of the regression coefficients on a given path from a predecessor node to a successor node. A path coefficient is defined as the sum of the path products on all possible paths from a predecessor node to a successor node. For example, an influence diagram of five nodes, numbered sequentially 1 through 5, has path products from node 1 to node 5 of bls, b12bzb~b4~. The sum of these path products results in the path coefficient ~1 5 .
In more general terms, let um," be the path coefficient from a node m to a successor node n, and let b,,,n be the regression coefficient on the arrow from a node m to its direct successor node n. The expression for ~1 ,~ is b12b2.5, b13b35, b14b45, b12b23635, b12b24b45, b13b34b45,
The linear change in the conditional mean of a successor node, conditioned on the realization of a predecessor, is equal to the path coefficient from the first to the second. In equation form, the update of the rth node based on the realization of the first node is pr11 = Pr + Ul,r(51 -111) (26) where (1 is the realized value of the random variable associated with the first node. The process can be thought of as "propagating" the change in mean of the realized node to each successor node, via the respective path coefficient. In order to propagate the mean to all successor nodes, all path coefficients must be calculated. After a node in unconditional form is realized, it is no longer needed and can be removed from the influence diagram. Such a node is said to be "instantiated." The remaining successor nodes retain their conditioning on the instantiated node because their conditional means reflect the realized value of the instantiated node. In this manner, the nodes in an influence diagram can represent random variables that are conditioned on other random variables that have been removed from the diagram by instantiation.
Ill. MATRIX REPRESENTATION OF THE INFLUENCE DIAGRAM
The covariance matrix can be used to calculate the matrix of regression coefficients and the conditional variances for a random vector, similar to the simple scalar case presented in (10) and (12). The calculations are closely related to the Cholesky decomposition of the covariance matrix [ l l , 12, 141 . Let P be a positive definite, symmetric covariance matrix. A factorization of P exists in the form P = UTSSU where U is a unit upper triangular matrix and S is a diagonal matrix so that ST = S. The matrix (SU)"SU is identical to a lower triangular Cholesky decomposition of the covariance matrix P = LL~r. The matrix SS = D is also a diagonal matrix so the the covariance matrix can be represented as UTDU.
Let I be the identity matrix, and Bj be a strictly upper triangular matrix that is all zeros except for the jth column above the diagonal. The elements of the Bj matrix are the regression coefficients blj, bq,. . . , bj-I,j where the subscripts indicate the predecessor and the successor node. The subscripts also correspond to the conventional row-column notation for matrix elements. The matrix U, is a unit upper triangular matrix defined as (I -B,), and the matrix B is defined as B1 + B2 + B3 + ' ' + B, (where the convention leads to B1 = 0 and U1 = I). Kenley and Schacter showed [ll, ;
and The D and the U matrices can be computed by taking the Cholesky decomposition of the covariance matrix, then factoring the U1 ,U2, Us,. . . ,U, matrices from the U matrix. A more efficient method is given in Kenley and Schacter [ l l , p. 5491 . The (i, j ) element of the matrix U is the path coefficient U;,.
ZEITZ & MAYBECK AN ALTERNATE ALGORITHM FOR DISCRETE-TIME FILTERING The conditional mean and covariance of the state %(q ) = 9 (ti, t; -I)%( ti'-1) p(t;) = @(ti, t i -l > P ( t ; ' _ l ) @ T ( t ; , ti-1)
+ Gd(t;-i)Qd(ti-i)G~(t;-i).
(32)
The n-dimensional estimate of the state vector at time as the leftmost column of n random variable nodes in Fig The remainder of the influence diagram in Fig. 5 
them, implying that the covariance matrix Q d ( t ; -1 ) is diagonal (this can be assumed without loss of generality, since G d ( t j -l ) Q d ( t i -l ) G~( t i -l ) can be factored using a U-D factorization, letting G d ( t i -1 ) ' be the U-factor and Q d ( t i -1 ) ' be the D-factor). The mean of all nodes of W d ( t j -1 ) is zero. The vector x(ti)
is depicted by a set of n independent deterministic nodes. This is because it is a deterministic function of two independent Gaussian random vectors, x(tj-1 ) and W d ( t i -1 ) . The linear relationship between x(t;) and x(t;-1) is represented by the regression coefficients on the arrows from the nodes of x(ti-1) to the nodes of x ( t ; ) . From (29), this linear relationship is the matrix +(ti ,t;-1). Consequently, the regression coefficients on the arrows between the two vectors are the elements of the state transition matrix. The coefficient on the arrow between the kth node of x(ti-1) and the jth node of x(ti) corresponds to the ( j , k ) element of
a(ti9ti-1). & ( t i -1 ) is assumed to be diagonal and the linear operation corresponding to G d ( t i -1 ) is depicted by arrows from the nodes of W d ( t ; -1 ) to X ( t i ) .
The coefficient on the arrow from the kth node of W d ( t i -1 ) to the jth node of x(ti) is the ( j , k ) element of G d (ti -1) .
The influence diagram can be used to calculate the density function for x ( t ; ) . Arc reversal is used to make each node of w d ( t i -1 ) conditioned on the nodes of x(ti). The nodes of W d ( t i -1 ) can then be sequentially removed as "nuisance" variables. Similarly, each node of x(ti-1) can be conditioned on the nodes of x ( t i ) and removed. The most efficient method is to remove the highest numbered nodes first. The results of these operations are shown in Fig. 6 . The regression coefficients and conditional variances of the nodes represent a factored form of P(t;).
The Kalman filter assumes a measurement model that has measurements expressed as a linear combination of the system states with additive discrete-time Gaussian disturbances. In equation form, the model is The term H(t;) is the matrix which describes the linear combination of states that are available through the measuring devices. The term v(ti) is the zero-mean discrete-time Gaussian noise with covariance kernel:
E { V ( t j ) V T ( t j ) } =
The state estimate at time t i , given the previous state estimate and the measurements at time ti, is a Gaussian random vector with conditional mean a(t,') and conditional covariance matrix P(t,'). The optimum weighting of the measurement inputs, called the Kalman gain K(t;), is also part of the calculations. The Kalman filter equations are
K(t;) = P(tt:)HT(t;)[H(ti)P(t;)HT(t;) + R(ti)]-' (35) (36) (37) %(t,') = % ( t i ) + K(t;)[z; -H(t;)2(tlT)] P(t:) = P(t;) -K(t;)H(tj)P(t;).
The influence diagram can depict the linear measurement model of (33). The p-dimensional measurement vector z(ti) is a deterministic function of the n-dimensional random vector x ( t ; ) and the p-dimensional random vector ~( t ; ) . shows the influence diagram representation of this functional relationship. The vector v(t;) is a zero-mean discrete-time Gaussian noise. The covariance matrix R(r;) is represented in factored form by the variances of the nodes of v(t;). The lack of arcs between the nodes of v(ti) implies that R(t;) is a diagonal matrix. The case of nondiagonal R(t;) is addressed later.
The measurement matrix H(ti) is represented by the arrows from the nodes of x ( t ; ) to z(t;). The regression coefficients on these arrows are the elements of H(t;).
They represent the linear combination of states that makes up the measurement vector. The arrows from the vector v(t;) to the vector z ( t ; ) have regression coefficients of unity. The desired density function is the vector x(ti) conditioned on the vector ~( t ; ) (and previous measurements through the sufficient statistic 2(tl:)). This means that the nodes of z(t;) will be first in the ordered sequence, followed by the nodes of x(t;). The first step is to remove the nodes of v(t;). The arrows between v(t;) and z(ti) are reversed until each of the nodes of v(fi) are conditioned on z(ti) and removed as nuisance variables. If R(t;) is diagonal as shown in Fig. 7 , then each deterministic node of z(ti) takes on the variance of the associated node of v(ti). This operation is shown in the first influence diagram in Fig. 8 . The second step in the process is to reverse the arcs between z ( t ; ) and .(ti). The distribution of the vector x ( t i ) is now conditioned on the vector .(ti). These operations are shown in the second influence diagram in Fig. 8 .
The linear operation depicted by the arrows from z ( t ; ) to x(ti) in Fig. 8 represent the Kalman gain matrix. The path coefficient (not the regression coefficient) from node k of z ( t ; ) to node j of x ( t ; ) must be the ( j , k ) element in the Kalman gain matrix.
The final calculation is to instantiate the nodes of z(t;) in order. The realizations of these random variables are the measurements z(ti). With each realization (measurement), the difference between the mean and the realized value of the random variable (the residual) is propagated via the path coefficients to all subsequent nodes, and the instantiated node is removed. After all nodes of ~( 2 ; ) are removed, the remaining vector x(t;) is conditioned on the measurements z(z;> [6] .
V. IMPROVEMENTS TO THE INFLUENCE DIAGRAM ALGORITHM
The previous discussion was a tutorial presentation of previous research in the influence diagram and its use for discrete-time filtering. The current research [16] offers three improvements to the previous influence diagram algorithm for discrete-time filtering. One improvement is a simpler method of updating the conditional means, the second improvement is a method for vector measurement updates, and the third improvement is a reduced number of mathematical operations under certain conditions. Each improvement is discussed separately.
Previous research proved that the Gaussian influence diagram was an alternative algorithm for discrete-time filtering, but it used the one-cycle model described in the previous tutorial [6] . In practice, each time interval requires the addition of another stage of influence diagrams. The existing algorithm for updating the change in conditional means at any time interval requires that the conditional mean must be updated when any measurement is made at a predecessor node [ll, pp. 531-5321. Thus, a discrete-time filter for n time intervals requires n repetitions of the influence diagram. The conditional means at time t, must be updated when the measurements are made at time tl by propagating the change of mean through the intervening time intervals. The conditional means at time t,, are updated again at times 22, t 3 , . . . ,t,-1. In general, the conditional means at a given time interval must be updated whenever a measurement occurs at a previous time. In a recursive discrete-time filter with essentially an infinite number of successor time intervals, propagating the mean in this manner is not possible.
The current research [16] modifies the algorithm for updating the conditional means at subsequent times. This is done by noting that, for the discrete-time filter, the prediction of the conditional mean at all later time intervals, conditioned on the current estimate, is not necessary. For example, if the current time interval is ti, then it is unnecessary to calculate the conditional means of x ( Q +~) , x ( t ; + 2 ) , and so on. Instead of using the influence diagram algorithm for propagating the mean to these later time intervals, it is more efficient to update the mean for only the current time interval. The mean of x(ti), given x ( t i -l ) , is given by the Kalman filter equation: q t ; ) = * ( t i , t i -l ) q t : l ) .
(38)
Similarly, the mean of the measurement vector, conditioned on the current state estimate but before the actual measurement, can be calculated as
2(t;) = H(ti)$(tLI).
(39)
The influence diagram should still be used to calculate the conditional mean of the states at time t;, based on the measurements at time ti. However, when there are many successors, representing later time intervals, the conditional means for later states and measurements should be calculated only when needed using (38) and (39) above. As in the Kalman filter, (38) can be modified to deal with deterministic inputs to the model. Such a system is described by the model:
4-B d ( t i -l ) U d ( t i -1 ) (40)
where U d ( t ; -1 ) is the deterministic input and B d ( t i -1 ) is the matrix that describes how the input affects the system states [7, p. 2201. As above, the mean of x(t;), given %(t;'_,) and deterministic inputs, is given by the Kalman filter equation:
?(tzr) = @(t;,t;-l)%(t:-1) + B d ( t ; -I ) U d ( t ; -1 ) .
(41)
The second improvement to the influence diagram algorithm is a method of incorporating the measurements as a vector. As described earlier, the change in mean at any node is the product of the change in mean of the predecessor (measurement node) and the path coefficient between the two. Thus, propagating the mean requires calculating the path coefficients from the single realized (measured) node in the measurement vector to each successor node. For a measurement vector of p nodes, and a state estimate of n nodes, this process requires the calculation of the entire matrix of path coefficients U = U l U 2 U 3 . . The measurement at any node is treated as a scalar update, and the mean is propagated to all subsequent nodes.
A vector update method can be defined as follows. 
C p + l = T p + l + P p + l .
The new mean for node p + 1 is treated as a measurement, and the residuals for all p + 1 nodes can be propagated to node p + 2, the second node of the state vector. The equation for this propagation and the resulting mean is 
( p + n = r p + n + p p + n -
The calculation of these residuals can be treated as a series of vector/matrix products. This algorithm is more efficient than the earlier scalar method because it avoids the calculation of path coefficients for nodes within the measurement vector. These path coefficients are not necessary because there is no need to calculate the conditional mean for a node that already has a realized value. The total number of operations required for the vector update is i n 2 -i n + p n additions and multiplications. This can be compared with i ( n + additions and multiplications required to compute the n + p dimensional matrix of path coefficients U.
The third improvement to the influence diagram algorithm can be demonstrated with an alternative form of the discrete time filter. In Fig. 9 , the nodes of ~d ( t i -~) had no arrows between them, implying they were independent. This is equivalent to assuming the matrix product G d (ti -1 ) Qd (ti -1 ) G l (ti -I ) has been factored such that Q d (ti.-1 ) is a diagonal matrix. An alternative form of the filter is shown in Fig. 10 . In this diagram, w d ( t ; -1 ) is expressed as an influence diagram factorization of the matrix product to be the identity matrix. When W d ( t i -1 ) is removed, both diagrams reduce to the same influence diagram as shown in Fig. 11 .
The regression coefficients and conditional variances between the nodes of x ( t ; ) in Fig. 11 are the same as the regression coefficients and conditional variances for the influence diagram factorization of the matrix Gd(ti-l)Qd(tj-l)Gl(ti-l) in Fig. 10 . The path coefficients from x ( t i T l ) to x ( t ; ) are unchanged from Fig. 10 to Fig. 11 . But, because of the added arrows between the nodes of x ( t ; ) , the regression coefficients from x ( t i -1 ) to x ( t i ) must change to maintain the path coefficients. The new regression coefficients can be
Gd(t;-l)Qd(t;-l)Gl(t;-1), and G d ( t i -1 ) is assumed 
In (a), B, is the influence diagram B matrix corresponding to the influence diagram factorization of
G d ( t i -l ) Q d ( t i -l ) G~( t i -l ) ,
and I is the identity matrix of appropriate dimension.
The previous analysis demonstrates a significant reduction in computations when the matrix product
G d ( t ; -l ) Q d ( t ; -l ) G~( t ; -1 )
is given in mfluence diagram form. Under these circumstances, all influence diagram operations needed to remove W d (fi-1) are unnecessary. Instead, an influence diagram as shown in Fig. 3 1 can be drawn immediately, with the regression coefficients from ti-1) to x ( t ; ) modified as in (48). 
is available as a single matrix, for the Kalman filter, in U-D factored form for the U-D filter, or in influence diagram form for the influence diagram. State and dynamics driving noise dimension = n. Measurement dimension = p .
As mentioned earlier, all of the influence diagrams assume that the matrix R(t;) is diagonal? as represented by the lack of arrows between the nodes of v(ti). If R(ti) is not diagonal, then there are two options. One option is a transformation of variables from z ( t ; ) to z* (ti), yielding a new H* (ti) and R* ( t i ) such that R*(ti) is diagonal [7, pp. 375-3771 . The other option is to factor R(t;) into influence diagram form and then reverse arcs as necessary to remove the nodes. By analogy, the influence diagram factorization of R(t;) may be treated like the influence diagram factorization of G d ( t ; -l ) Q d (ti-l)G$(ti-1 ) . All influence diagram operations to remove the nodes of v(t;) are unnecessary because the regression coefficients and variances of v(f;) transfer directly to z(t;). The regression coefficients corresponding to the H(t;) matrix are modified just as the regression coefficients corresponding to @(ti, ti-1) were modified. Table I compares the number of mathematical operations required for the conventional Kalman filter, the U-D filter, and the influence diagram. The Kalman filter implementation assumes G d ( t i -l ) Q d ( t i -l > G~( t i -l ) is available as a single matrix. The U-D filter implements an algorithm that uses a UDUT factored form of the covariance matrix and assumes that G d ( t ; -l ) Q d ( t ; -l ) G~( t ; _ l ) is also in UDUT form such that Gd is equal to an upper triangular U factor and Q d is equal to a diagonal D factor. The influence diagram implementation assumes
VI. OPERATIONS COUNT

G d ( t ; -l ) Q d ( t ; _ l ) G~( t ; -l )
is expressed in influence diagram form as in Fig. 10 . The only operations needed to transform the influence diagram from a form as in Fig. 10 to a form as in Fig. 11 are given in (48). The operations of (48) are included in the operations count of Table I. and the U-D filter are reproduced from Maybeck
The number of operations for the Kalman filter [7, p. 4031 using the same assumptions about
G d ( t i -l ) Q d ( t i -l ) G~( t~-l )
as in the previous paragraph. The matrix R(ti) is assumed to be diagonal for all filter types. For a specific example, Table I1 represents the execution time for a typical discrete-time filtering problem with a 10-dimensional state vector and a 2-dimensional measurement vector. The execution times shown in n b l e I1 are the approximate single precision instruction times typical of the IBM 360 [7, p. 4041. These tables show that the influence diagram significantly exceeds the U-D filter in speed.
Under certain conditions, the matrices G d ( t i -l ) Q d ( t i -l ) G~( t i -l ) and @(t;,t;-1 ) may be constant from one time interval to the next. Under these conditions, all terms on the right side of (48) are unchanged from one time interval to the next and there is no need to recompute Q 4 . The operations count for the influence diagram will require n(n -1) fewer additions and multiplications if (48) is unnecessary. Using the assumptions of lhble 11, this equates to (2.7 + 4.1)45 or 306 fewer microseconds per cycle.
VII. COMPARISON WITH MATRIX OPERATIONS
The exchange of nodes in an influence diagram can be equated to matrix operations. For a node being made less conditional, the calculations are equivalent to computing the diagonal elements of the covariance matrix using the matrix product UTDU. Specifically, for the rth node in an ordered sequence, r -1 reversals are generally needed to move the node to the beginning of the ordered sequence. The variance of this node in unconditional form can be calculated by repeated use of (20) This is precisely the rth term on the diagonal of the covariance matrix calculated by UTDU related to the lower triangular Cholesky decomposition discussed earlier (this can be compared with the UDUT factorization of the U-D filter which is related to an upper triangular Cholesky decomposition). Since all terms in (49) are positive, the result must be positive. Further more, the unconditional variance must always be greater than or equal to the value of the conditional variance vr.
For a node being made more conditional, the influence diagram calculations are equivalent to computing the inverse of the diagonal elements of the inverse covariance matrix using the matrix product The terms on the right side of (51) form the rth diagonal term of the matrix product (UTDU)-' = U-'D-lU-T (where -T implies the inverse of the transpose). This demonstrates the relationship between the conditioning of a random variable, as calculated by the influence diagram, and the factored form of the inverse covariance matrix.
can be equated to the calculation of the covariance matrix as UTDU, or the calculation of the inverse covariance matrix as U-lD-'U-T. Using these relationships, current research demonstrated [16] that the influence diagram is a stable algorithm with definable error bounds. Although the demonstration is not repeated in this paper, it is similar to the method used by Wilkinson to show the error bounds for the Cholesky decomposition of a symmetric, positive definite matrix [14, p. 2321.
The largest potential source of errors in the influence diagram occurs in the computation of the path coefficients [16, p. 1181. This is because the It is significant that the influence diagram algorithm potential errors caused by the influence diagram algorithm are directly related to the errors in computing the inverse of the unit triangular matrix U = (I -B)-'. These errors are bounded [13, p. 1051 but are generally much smaller than the theoretical bounds [13, p. 1061. matrix P can itself be expressed in matrix form. Assume the inverse factored matrix is P-' = U-'D-'UPT and let U-' = V = (I -B) . The factored form of the covariance matrix is VTDV-'. The exchange of rows and columns can be accomplished by multiplying the covariance matrix, both before and after, by a transposition matrix of the form:
The operation of exchanging nodes in a covariance
1 0
where T = T-'.
The new covariance matrix is TPT. In this case, T exchanges the ith and jth row and column, where j is the last row of the matrix, and i is the second to the last row. In general, it is possible to exchange any ith and jth row and column, as long as i and j differ by one. The new matrix, in factored form, is TV-TDV-'T or (TV-.rD(W)-l. The parenthetical V 1 expression W is no longer a triangular matrix. It can be made triangular again by postmultiplying with a matrix X such that (TVX)-T(XTDX)(TVX)-' = TPT. There is an X matrix that retriangularizes the TVX term, and maintains a diagonal middle term. One such value of X and X-' that satisfies these conditions is 
