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Key term separation technique
a b s t r a c t
This paper considers the identification problems of Hammerstein finite impulse response
moving average (FIR-MA) systems using the maximum likelihood principle and stochastic
gradient method based on the key term separation technique. In order to improve the
convergence rate, a maximum likelihood multi-innovation stochastic gradient algorithm
is presented. The simulation results show that the proposed algorithms can effectively
estimate the parameters of the Hammerstein FIR-MA systems.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Hammerstein model, which consists of a static nonlinear block followed by a linear time-invariant subsystem, can
describemany nonlinear systems.Muchwork has been performed on the identification of Hammerstein systems [1–11]. For
example, Ding et al. presented an iterative least-squares algorithm and a recursive least-squares algorithm for Hammerstein
nonlinear ARMAX systems [12], Yu et al. studied the parameter identification problemofHammerstein output-error systems
with two-segment nonlinearities, and presented a stochastic gradient identification algorithm [2].
One identification method for Hammerstein systems is the over parameterization method. By using the over
parameterization method, the output of the Hammerstein system is linear on the parameter space. However, the resulting
parameter vector contains cross-products between the parameters in the static nonlinearity and those in the linear
dynamical subsystem, which increases the dimensions of the parameter vector [12–16].
The key term separation technique was presented by Vörös, and was used in the identification of Hammerstein systems
with discontinuous nonlinearities such as dead-zones [17]. Wang et al. studied the identification problem of Hammerstein
output error auto-regressive systems by combining the key term separation technique and the auxiliarymodel identification
idea [18].
The maximum likelihood (ML) estimation methods have wide applications in many areas. Bo et al. investigated the
maximum likelihood estimation for the reflected Ornstein–Uhlenbeck processes based on continuous observations [19].
Izsk developed a numerical maximum likelihood estimation procedure for the constrained parameters of multinomial
distributions [20]. Vanbeylen et al. presented a blind maximum likelihood estimation for Wiener systems [21].
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Recently, Wang et al. have proposed the maximum likelihood least squares identification for CARARMA systems with
autoregressive moving average noise [22], and studied the maximum likelihood estimation algorithm for controlled
autoregressive autoregressive (CARAR) models [23]. Li et al. presented a maximum likelihood least squares identification
method for input nonlinear finite impulse response moving average systems [24]. On the basis of the work in [22–24], this
paper considers the identification problem of Hammerstein systems using the maximum likelihood principle, stochastic
gradient method and the multi-innovation identification theory, and derives a maximum likelihood stochastic gradient
(ML-SG) algorithm and a maximum likelihood multi-innovation stochastic gradient (ML-MISG) algorithm.
The rest of this paper is organized as follows. Section 2 describes the problem formulation for the Hammerstein FIR-MA
nonlinear systems. Section 3 derives amaximum likelihood stochastic gradient algorithm for Hammerstein FIR-MA systems.
Section 4 proposes a maximum likelihood multi-innovation stochastic gradient algorithm. Section 5 provides a numerical
example to show the effectiveness of the proposed methods. Finally, we offer some concluding remarks in Section 6.
2. The system description
In this paper, we still study the parameter estimation problems for the Hammerstein FIR-MA systems [24]. The linear







div(t − i)+ v(t). (1)
where y(t) is the system output and v(t) is a white noise with zero mean, u¯(t) is the output of the nonlinear block
and is unmeasurable. The nonlinear block is a nonlinear function of a known basis (γ1, γ2, . . . , γnc ) with coefficients
(c1, c2, . . . , cnc ) [11]:




In order to get unique parameter estimates, we fix a coefficient of the two blocks. There are several ways to normalize the







div(t − i)+ v(t). (3)










div(t − i)+ v(t). (4)
Define the parameter vector,
θ := [b1, b2, . . . , bnb , c1, c2, . . . , cnc , d1, d2, . . . , dnd ]T ∈ Rn, n := nb + nc + nd,
and the information vector,
ϕ(t) : = [u¯(t − 1), u¯(t − 2), . . . , u¯(t − nb), γ1(u(t)), γ2(u(t)), . . . , γnc (u(t)),
v(t − 1), v(t − 2), . . . , v(t − nd)]T ∈ Rn.
Eq. (1) can be equivalently written as
y(t) = ϕT(t)θ + v(t). (5)
In the following, we use the maximum likelihood principle and stochastic gradient method to derive the ML-SG algorithm.
3. The maximum likelihood stochastic gradient algorithm
According to the maximum likelihood principle, the maximum likelihood estimates of the Hammerstein system in (5)









where θˆML is themaximum likelihood estimation of θ. Define a polynomialD(z) in the shift operator z−1[z−1y(t) = y(t−1)]
with
D(z) := 1+ d1z−1 + d2z−2 + · · · + dndz−nd .
Let θˆ(t) be the estimate of θ at time t , that is,
θˆ(t) := [bˆ1(t), bˆ2(t), . . . , bˆnb(t), cˆ1(t), cˆ2(t), . . . , cˆnc (t), dˆ1(t), dˆ2(t), . . . , dˆnd(t)]T ∈ Rn.
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The estimates of the polynomials D(z) at time t can be written as
Dˆ(t, z) := 1+ dˆ1(t)z−1 + dˆ2(t)z−2 + · · · + dˆnd(t)z−nd .




















[θ − θˆ(t − 1)]. (8)
Let ˆ¯u(t) and vˆ(t) denote the estimates of u¯(t) and v(t) at time t , respectively. Computing the gradient of v(t) in (7) with







































− Dˆ−1(t − 1, z) ˆ¯u(t − 1), . . . ,−Dˆ−1(t − 1, z) ˆ¯u(t − nb),
− Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γ1(u(t − i)), . . . ,−Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γnc (u(t − i)),
− Dˆ−1(t − 1, z)vˆ(t − 1), . . . ,−Dˆ−1(t − 1, z)vˆ(t − nd)
T
.
Define the filtering information vector,
ϕˆf (t) := −grad[v(t)]|θˆ(t−1).
Let ˆ¯u(t − i) be the estimate of u¯(t − i) and the innovation be
e(t) := y(t)− ϕˆT(t)θˆ(t − 1), (9)
with
ϕˆ(t) : = [ˆ¯u(t − 1), ˆ¯u(t − 2), . . . , ˆ¯u(t − nb), γ1(u(t)), γ2(u(t)), . . . , γnc (u(t)),
e(t − 1), e(t − 2), . . . , e(t − nd)]T ∈ Rn.
Thus the maximum likelihood stochastic gradient (ML-SG) algorithm for the Hammerstein system with colored noise can
be summarized as
θˆ(t) = θˆ(t − 1)+ ϕˆf (t)
r(t)
e(t), (10)
e(t) = y(t)− ϕˆT(t)θˆ(t − 1), (11)
r(t) = r(t − 1)+ ‖ϕˆf (t)‖2, (12)
ϕˆ(t) = [ˆ¯u(t − 1), ˆ¯u(t − 2), . . . , ˆ¯u(t − nb), γ1(u(t)), γ2(u(t)), . . . , γnc (u(t)),
e(t − 1), e(t − 2), . . . , e(t − nd)]T, (13)
ˆ¯u(t) = cˆ1(t)γ1(u(t))+ cˆ2(t)γ2(u(t))+ · · · + cˆnc (t)γnc (u(t)), (14)
ϕˆf (t) =

Dˆ−1(t − 1, z) ˆ¯u(t − 1), . . . , Dˆ−1(t − 1, z) ˆ¯u(t − nb),
Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γ1(u(t − i)), . . . , Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γnc (u(t − i)),
Dˆ−1(t − 1, z)e(t − 1), . . . , Dˆ−1(t − 1, z)e(t − nd)
T
. (15)
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Fig. 1. The flowchart for computing the ML-SG estimate θˆ(t).
The steps involved in the ML-SG algorithm are listed in the following.
1. Let t = 1, set the initial values θˆ(0) = 1n/p0, r(0) = 1, and e(0) = 0, p0 is a large number (i.e. p0 = 106).
2. Collect the input–output data u(t) and y(t), form ϕˆ(t) by (13), compute ϕˆf (t) by (15).
3. Compute r(t) by (12) and e(t) by (11).
4. Update the parameter estimate θˆ(t) by (10).
5. Compute ˆ¯u(t) by (14).
6. Increase t by 1 and go to step 2.
The flowchart of computing the parameter estimate θˆ(t) in the ML-SG algorithms is shown in Fig. 1.
4. The maximum likelihood multi-innovation stochastic gradient algorithm
As has been pointed out in [25–32], the stochastic gradient algorithm has low convergence rate. In the following, we
derive a maximum likelihood multi-innovation stochastic gradient (ML-MISG) algorithm to improve the convergence rate.
Define the information matrix Φ(p, t), filtered information matrix Φf (p, t) and stacked output vector Y (p, t) as
Φ(p, t) := [ϕ(t),ϕ(t − 1), . . . ,ϕ(t − p+ 1)] ∈ Rn×p,
Φf (p, t) := [ϕf (t),ϕf (t − 1), . . . ,ϕf (t − p+ 1)] ∈ Rn×p,
Y (p, t) := [y(t), y(t − 1), . . . , y(t − p+ 1)]T ∈ Rp.
Expanding the scalar innovation e(t) ∈ R to a innovation vector,
E(p, t) := Y (p, t)− ΦˆT(p, t)θˆ(t − 1) ∈ Rp,
where p is the innovation length. Referring to [25,30] and from the ML-SG algorithm, we have the following maximum
likelihood multi-innovation stochastic gradient (ML-MISG) algorithm:
θˆ(t) = θˆ(t − 1)+ Φˆf (p, t)
r(t)
E(p, t), (16)
r(t) = r(t − 1)+ ‖Φˆf (p, t)‖2, (17)
E(p, t) = Y (p, t)− ΦˆT(p, t)θˆ(t − 1), (18)
Φˆ(p, t) = [ϕˆ(t), ϕˆ(t − 1), . . . , ϕˆ(t − p+ 1)], (19)
Φˆf (p, t) = [ϕˆf (t), ϕˆf (t − 1), . . . , ϕˆf (t − p+ 1)], (20)
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Table 1
The ML-SG estimates and errors (σ 2 = 0.502).
t b1 b2 c1 c2 c3 d1 δ(%)
100 −0.53507 0.74990 1.21535 0.73972 1.40372 −0.29667 10.58301
200 −0.53570 0.75128 1.21419 0.73459 1.40114 −0.29653 10.37232
1000 −0.54519 0.76360 1.21188 0.71330 1.39744 −0.29568 9.53574
2000 −0.54786 0.76567 1.21023 0.70572 1.39397 −0.29538 9.25240
3000 −0.55042 0.77031 1.20946 0.70123 1.39402 −0.29514 9.06602
4000 −0.55073 0.77183 1.20885 0.69872 1.39278 −0.29500 8.97009
5000 −0.55171 0.77289 1.20849 0.69677 1.39264 −0.29490 8.89898
6000 −0.55253 0.77338 1.20806 0.69507 1.39204 −0.29478 8.83701
True values −0.56000 0.80000 1.05000 0.60000 1.40000 −0.30000
Table 2
The ML-SG estimates and errors (σ 2 = 1.002).
t b1 b2 c1 c2 c3 d1 δ(%)
100 −0.47486 0.69450 1.08693 0.52619 1.48782 −0.51279 13.23105
200 −0.49525 0.69194 1.08195 0.54139 1.47251 −0.50503 12.30490
1000 −0.51801 0.73345 1.07922 0.56254 1.46436 −0.49286 10.55821
2000 −0.52578 0.73887 1.07787 0.56554 1.45799 −0.49000 10.18557
3000 −0.53140 0.74548 1.07723 0.56735 1.45347 −0.48854 9.92633
4000 −0.53352 0.74876 1.07650 0.56869 1.45120 −0.48733 9.78082
5000 −0.53617 0.75032 1.07613 0.57031 1.44892 −0.48640 9.66725
6000 −0.53759 0.75214 1.07581 0.57128 1.44754 −0.48542 9.57230
True values −0.56000 0.80000 1.05000 0.60000 1.40000 −0.30000
Y (p, t) = [y(t), y(t − 1), . . . , y(t − p+ 1)]T, (21)
ϕˆ(t) = [ˆ¯u(t − 1), ˆ¯u(t − 2), . . . , ˆ¯u(t − nb), γ1(u(t)), γ2(u(t)), . . . , γnc (u(t)),
e(t − 1), e(t − 2), . . . , e(t − nd)]T, (22)
ˆ¯u(t) = cˆ1(t)γ1(u(t))+ cˆ2(t)γ2(u(t))+ · · · + cˆnc (t)γnc (u(t)), (23)
ϕˆf (t) =

Dˆ−1(t − 1, z) ˆ¯u(t − 1), . . . , Dˆ−1(t − 1, z) ˆ¯u(t − nb),
Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γ1(u(t − i)), . . . , Dˆ−1(t − 1, z)
nb−
i=0
bˆi(t − 1)γnc (u(t − i)),




Consider the following Hammerstein nonlinear system:
y(t) = u¯(t)+ b1u¯(t − 1)+ b2u¯(t − 2)+ d1v(t − 1)
= u¯(t)− 0.56u¯(t − 1)+ 0.8u¯(t − 2)− 0.3v(t − 1),
u¯(t) = f (u(t)) = c1u(t)+ c2u2(t)+ c3u3(t)
= 1.05u(t)+ 0.6u2(t)+ 1.4u3(t),
θ = [b1, b2, c1, c2, c3, d1]T
= [−0.56, 0.8, 1.05, 0.6, 1.4,−0.3]T.
In simulation, the input u(t) is taken as an uncorrelated stochastic signal sequence with zero mean and unit variance, and
v(t) as a white noise sequence with zero mean and variances σ 2 = 0.502 and σ 2 = 1.002. Applying the ML-SG algorithm
and the ML-MISG algorithm to estimate the parameters of this system, the parameter estimates and their errors are shown
in Tables 1–4 and Figs. 2–3.
From Tables 1–4 and Figs. 2–3, we can draw the following conclusions.
1. The parameter estimation errors given by theML-SG andML-MISG algorithms gradually become small as the data length
t increases.
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Table 3
The ML-MISG estimates and errors with p = 2 (σ 2 = 0.502).
t b1 b2 c1 c2 c3 d1 δ(%)
100 −0.54982 0.79532 1.15902 0.59704 1.40475 −0.29302 5.20303
200 −0.55334 0.78074 1.15329 0.60268 1.38834 −0.29271 5.02564
1000 −0.55479 0.79018 1.15021 0.60639 1.38769 −0.29318 4.82648
2000 −0.55453 0.78916 1.14833 0.60542 1.38584 −0.29331 4.75332
3000 −0.55696 0.79333 1.14756 0.60482 1.38701 −0.29347 4.68600
4000 −0.55686 0.79391 1.14668 0.60480 1.38602 −0.29350 4.64928
5000 −0.55793 0.79385 1.14623 0.60498 1.38566 −0.29353 4.63006
6000 −0.55840 0.79414 1.14583 0.60473 1.38550 −0.29347 4.61095
True values −0.56000 0.80000 1.05000 0.60000 1.40000 −0.30000
Table 4
The ML-MISG estimates and errors with p = 10 (σ 2 = 0.502).
t b1 b2 c1 c2 c3 d1 δ(%)
100 −0.53185 0.82665 1.12441 0.53832 1.39271 −0.29523 4.94475
200 −0.56823 0.78231 1.11328 0.57225 1.35887 −0.29228 3.93252
1000 −0.56297 0.79916 1.10907 0.60714 1.38360 −0.29404 2.93790
2000 −0.55432 0.79449 1.10570 0.60445 1.38908 −0.29447 2.73257
3000 −0.56300 0.80291 1.10385 0.60249 1.39292 −0.29522 2.59049
4000 −0.55751 0.80131 1.10112 0.60194 1.38989 −0.29537 2.48087
5000 −0.56057 0.79851 1.10024 0.60296 1.38970 −0.29547 2.44129
6000 −0.56096 0.79913 1.09947 0.60228 1.39051 −0.29523 2.39736
True values −0.56000 0.80000 1.05000 0.60000 1.40000 −0.30000
Fig. 2. The ML-SG (ML-MISG, p = 1) estimation errors δ versus t .
2. As the variance of the noise decreases, the parameter estimation errors given by the ML-SG algorithm become
smaller.
3. As the innovation length p increases, the ML-MISG parameter estimates converge fast to their true values.
Remark. TheML-MISG algorithmuses both the current data and the past data and innovations, so it can get fast convergence
rates and high parameter estimation accuracies. The convergence analysis of the maximum likelihood method is an
important problem to be studied further.
6. Conclusions
This paper presents a maximum likelihood stochastic gradient algorithm and a maximum likelihood multi-innovation
stochastic gradient algorithm for Hammerstein FIR-MA systems by using the key term separation technique. The proposed
method can directly estimate the parameters of the Hammerstein FIR-MA systems and can combine other methods to
identify linear or pseudo-linear or nonlinear control systems [33–51].
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Fig. 3. The ML-MISG estimation errors δ versus t (σ 2 = 0.502).
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