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Abstract
We extend several known results on solvability in the Sobolev spaces W 1p , p ∈ [2,∞), of SPDEs in
divergence form in Rd+ to equations having coefficients which are discontinuous in the space variable.
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1. Introduction
Let (Ω ,F , P) be a complete probability space with an increasing filtration {Ft , t ≥ 0} of
complete with respect to (F , P) σ -fields Ft ⊂ F . Denote by P the predictable σ -field in
Ω × (0,∞) associated with {Ft }. Let wkt , k = 1, 2, . . ., be independent one-dimensional Wiener
processes with respect to {Ft }.
We fix a stopping time τ and for t ≤ τ in
Rd+ = {x = (x1, x ′) : x1 > 0, x ′ = (x2, . . . , xd) ∈ Rd−1}, d ≥ 2,
R1+ = R+ = (0,∞)
consider the following equation
dut = (L t ut + Di f it + f 0t )dt + (Λkt ut + gkt )dwkt , (1.1)
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where ut = ut (x) = ut (ω, x) is an unknown function,
L tψ(x) = D j
(
ai jt (x)Diψ(x)+ a jt (x)ψ(x)
)
+ bit (x)Diψ(x)+ ct (x)ψ(x),
Λkt ψ(x) = σ ikt (x)Diψ(x)+ νkt (x)ψ(x),
the summation convention with respect to i, j = 1, . . . , d and k = 1, 2, . . . is enforced and
detailed assumptions on the coefficients and the free terms will be given later. Eq. (1.1) is
supplemented with zero initial data and zero boundary condition on x1 = 0. Other initial
conditions can also be considered by a standard method of continuing them for t > 0 and
subtracting the result of continuation from u. However, for simplicity of presentation we confine
ourselves to the simplest case of zero initial condition.
One of the possible approaches to Eq. (1.1) is to rewrite it in the nondivergence form assuming
that the coefficients ai jt and a
i
t are differentiable in x and then one could apply the results from [1]
to obtain the solvability in W 1p spaces for all p ≥ 2. It turns out that the differentiability of ai jt
and ait is not needed for the corresponding counterparts of the results in [1] to be true, which is
shown in [2], where the coefficients a and σ are just continuous in x . Recent development in the
theory of parabolic PDEs (see [3]) allows one to further reduce the regularity assumption on a
(but not σ ) and require that a be in VMO with respect to the space variable and showing this is
the main purpose of this article.
The main guidelines we follow are quite common: getting a priori estimates and using the
method of continuity. The method of continuity requires a starting point, which in our case is the
solvability of the equation
dut = (∆ut + Di f it + f 0t )dt + gkt dwkt (1.2)
for sufficiently large class of f j , gk , say, smooth with compact support. By the way, introducing
a new unknown function
vt = ut −
∫ t
0
gks dw
k
s
reduces (1.2) to the heat equation with random free term, which makes proving the solvability
of (1.2) quite elementary. Here is the only point where we rely on the theory of SPDEs with
constant coefficients.
Our methods of obtaining a priori estimates are quite different from the methods of [2] and do
not require developing first the theory of SPDEs in Rd+ or in Rd with coefficients independent of
x (but depending on t and ω). In our case this theory does not help because the usual method of
freezing the coefficients does not lead to small perturbations due to the fact that, generally, a is
not continuous in x .
Instead, we use new interior estimates of independent interest for SPDEs in Rd (Theorem 3.3)
which we then apply to get an a priori estimate for equations in Rd+ of the highest norm of the
solution in terms of its lowest norm (Theorem 4.1 and Corollary 4.2). Then in Section 4 we
develop a new method of estimating the lowest norm of the solution again avoiding considering
equations with coefficients independent of x . The starting point of this program is provided by
Lemma 3.1 borrowed from [4] where SPDEs in divergence form are investigated in Rd . We also
use a few other results from [4] so that the reader may like to consult it first.
We work in Sobolev spaces with weights, which is unavoidable if the stochastic terms in the
equation do not vanish on ∂Rd+. It is interesting that, even if they vanish identically, our results
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are new. By the way, in that deterministic case the restriction p ≥ 2 can be relaxed to p ∈ (1,∞)
by using a standard duality argument. Also in a standard way our results can be extended to
cover SPDEs with VMO coefficients in C1 domains. The interested reader is referred to [2] for
necessary techniques to do that.
Our results cover the classical case that p = 2 when no continuity hypotheses are needed and
even in this case the results are new in what concerns weights. In the case when p 6= 2 and a is
only measurable in x the best results can be found in [5], where σ ≡ 0 and p ≥ 2 is sufficiently
close to 2.
2. Main results
Throughout the article the coefficients ai jt , a
i
t , b
i
t , σ
ik
t , ct , and ν
k
t are assumed to be measurable
with respect to P × B(Rd), where B(Rd) is the Borel σ -field on Rd . We understand Eq. (1.1) in
the sense of generalized functions. To be more specific we introduce appropriate Banach spaces.
Fix some numbers
p ≥ 2, θ ∈ (d − 1, d − 1+ p),
and denote L p = L p(Rd+)
L p,θ = { f : M (θ−d)/p f ∈ L p}, ‖ f ‖L p,θ = ‖M (θ−d)/p f ‖L p ,
where M is the operator of multiplying by x1, so that (M (θ−d)/p f )(x) = (x1)(θ−d)/p f (x). We
use the same notation L p and L p,θ for vector- and matrix-valued or else `2-valued functions
such as gt = (gkt ) in (1.1). For instance, if u(x) = (u1(x), u2(x), . . .) is an `2-valued measurable
function on Rd , then
‖u‖pL p =
∫
Rd+
|u(x)|p`2dx =
∫
Rd+
( ∞∑
k=1
|uk(x)|2
)p/2
dx .
Denote
Di = ∂
∂x i
, i = 1, . . . , d, ∆ = D21 + · · · + D2d .
By Du we mean the gradient with respect to x of a function u on Rd+. By W 1p,θ we mean the
space of functions such that u,M Du ∈ L p,θ . The norm in this space is introduced in an obvious
way. As is easy to see
‖M−1u‖W 1p,θ ∼ ‖M
−1u‖L p,θ + ‖Du‖L p,θ . (2.1)
Recall that τ is a fixed stopping time and set
Lp,θ (τ ) = L p((|0, τ ]],P, L p,θ ), W1p,θ (τ ) = L p((|0, τ ]],P,W 1p,θ ).
We also need the spaceW1p,θ (τ ), which is the space of functions ut = ut (ω, ·) on {(ω, t) :
0 ≤ t ≤ τ, t < ∞} with values in the space of generalized functions on Rd+ and having the
following properties:
(i) We have M−1u0 ∈ L p(Ω ,F0, L p,θ );
(ii) We have M−1u ∈W1p,θ (τ );
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(iii) There exist real-valued f 0 ∈ M−1Lp,θ (τ ), f 1, . . . , f d ∈ Lp,θ (τ ), and an `2-valued
g = (gk, k = 1, 2, . . .) ∈ Lp,θ (τ ) such that for any ϕ ∈ C∞0 (Rd+) with probability 1 for all
t ∈ [0,∞) we have
(ut∧τ , ϕ) = (u0, ϕ)+
∞∑
k=1
∫ t
0
Is≤τ (gks , ϕ)dwks
+
∫ t
0
Is≤τ
(
−( f is , Diϕ)+ ( f 0s , ϕ)
)
ds. (2.2)
In particular, for any φ ∈ C∞0 (Rd+), the process (ut∧τ , φ) is Ft -adapted and continuous.
In case that property (2.2) holds, we write
dut = (Di f it + f 0t )dt + gkt dwkt (2.3)
for t ≤ τ and this explains the sense in which Eq. (1.1) is understood. Of course, we still need to
specify appropriate assumptions on the coefficients and the free terms in (1.1).
For u ∈W1p,θ (τ ) we write u ∈W1p,θ,0(τ ) if u0 = 0.
Remark 2.1. It is worth noting that, if u ∈ W1p,θ,0(τ ), then for any φ ∈ C∞0 (Rd+) the function
uφ ∈ W1p,0(τ ) (we recall the definition of W1p,0(τ ) later) and as any element of W1p,0(τ ) is
indistinguishable from an L p-valued Ft -adapted continuous process (see, for instance, [6]).
In the following assumption we use a parameter K ≥ 0, which will be specified later as a
small constant.
Assumption 2.1. For all values of indices and arguments we have
|Mait | + |Mbit | + |M2ct | + |Mνt |`2 ≤ K , ct ≤ 0.
Remark 2.2. Assumption 2.1 shows that ait , b
i
t , ct , and νt go to zero as x
1 → ∞. Actually,
in applications to SPDEs in bounded domains this is irrelevant because far from the boundary
everything is taken care of by the theory in the whole space. On the other hand, ait , b
i
t , ct , and νt
can blow up to infinity for x1 approaching zero.
Assumption 2.2. For a constant δ ∈ (0, 1], for all values of the arguments and ξ ∈ Rd we have
ai jt ξ
iξ j ≤ δ−1|ξ |2, (ai jt − αi jt )ξ iξ j ≥ δ|ξ |2, (2.4)
where
α
i j
t = (σ i ·t , σ j ·t )`2 .
Notice that we do not assume that the matrix (ai jt ) is symmetric.
Remark 2.3. Observe that if M−1u ∈W1p,θ (τ ), then
M−1u ∈ Lp,θ (τ ), Du ∈ Lp,θ (τ ),
and all
ai j Di u, a
j u, Mbi Di u, Mcu, σ
i Di u, νu
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belong to Lp,θ (τ ), so that the right-hand side of (1.1) has the form of the right-hand side of (2.3)
with some f j and gk there and (1.1) makes perfect sense for any u ∈W1p,θ (τ ).
For functions ht (x) on Rd+1 and balls B in Rd introduce
ht (B) = 1|B|
∫
B
ht (x)dx,
where |B| is the volume of B.
If ρ > 0, set Bρ = {x : |x | < ρ} and for locally integrable ht (x) and continuous Rd -valued
function xt , t ≥ 0, introduce the integral oscillation of h relative to B and x· by
oscρ(h, x·) = sup
s≥0
1
ρ2
∫ s+ρ2
s
(|ht − ht (B+xt )|)(B+xt )dr,
where B = Bρ . Also for y ∈ Rd set
Oscρ(h, y) = sup
|x·|C≤ρ
sup
r≤ρ
oscr (h, y + x·),
where |x·|C is the sup norm of |x·|. Observe that oscρ (h, x·) = 0 if ht (x) is independent of x .
Denote by β0 one third of the constant β0(d, p, δ) > 0 from Lemma 5.1 of [4].
Assumption 2.3. There exists a constant ε ∈ (0, 1] such that for any y ∈ Rd+ (and ω) we have
Oscεy1 (a
i j , y) ≤ β0, ∀i, j. (2.5)
Furthermore,
(a jkt (x)− α jkt (y))ξ jξ k ≥ δ|ξ |2
for all t , ξ , and x satisfying |x − y| ≤ εy1.
Remark 2.4. This assumption is quite substantially weaker than similar assumptions known in
the literature (see, for instance, [2] and the references therein), where the oscillation of ai j in
(2.5) is understood as
sup
t≥0
sup
|x−y|≤ε(x1∧y1)
|ai jt (x)− ai jt (y)|. (2.6)
(It is easy to see that if, for an ε ∈ (0, 1], (2.6) is less than a β > 0, then the left-hand side of
(2.5) is also less than β if we replace there ε with ε/4.) With such substitution ai jt (x) will have
jumps at each point x ∈ Rd+ not larger than β0, which is a small constant.
On the other hand, if ai jt (x) is independent of t , then, for 0 < y
1 ≤ 2, (2.5) is satisfied if
a ∈ VMO, which is the class of functions with vanishing mean oscillation and which for d = 2
contains, for instance, the function 2 + sin f (x), where f (x) = ln1/3(|x − e| ∧ 1) and e is the
first basis vector in Rd . The usual oscillation of this function at e is 2.
Remark 2.5. It follows from our proofs that if σ ≡ 0, then we can relax condition (2.5) by using
the modified integral oscillations which are defined by taking xt ≡ 0.
Let β1 = β1(d, p, δ, ε) > 0 be the constant from Lemma 5.2 of [4].
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Assumption 2.4. There exists a constant ε1 > 0 such that for any t ≥ 0 we have
|σ i ·t (x)− σ i ·t (y)|`2 ≤ β1,
whenever
x, y ∈ Rd+, |x − y| ≤ ε1(x1 ∧ y1), i = 1, . . . , d.
Our first main result is the following.
Theorem 2.6. Let δ¯ > 0 be a constant such that for any ξ ∈ Rd and all values of arguments we
have
δ¯
(∑
i
ai1t ξ
i
)2
≤ (ai jt − αi jt )ξ iξ j . (2.7)
Let Assumptions 2.1–2.4 be satisfied with a (small) constant K = K (d, p, δ, δ¯, θ, ε, ε1)
> 0, an estimate from below for which can be obtained from the proof. Set
γ = θ − d − p + 1 (<0)
and assume that
|γ |(δ¯δ)1/2(p − 1) > p|γ + 1|,
which holds, for instance, if θ = d + p − 2 when γ + 1 = 0. Then for any f 0, . . . , f d , and
g = (gk) satisfying
M f 0, f i , g = (gk) ∈ Lp,θ (τ ), i = 1, . . . , d
there exists a unique u ∈W1p,θ,0(τ ) satisfying (1.1) in Rd+. Furthermore, for this solution
‖M−1u‖W1p,θ (τ ) ≤ N
(
‖M f 0‖Lp,θ (τ ) +
d∑
i=1
‖ f i‖Lp,θ (τ ) + ‖g‖Lp,θ (τ )
)
, (2.8)
where N depends only on d, p, δ, θ, δ¯, ε, and ε1.
Remark 2.7. As it follows from the proof of Theorem 2.6, if p = 2, Assumptions 2.3 and 2.4
are not needed. Thus we obtain the classical result on Hilbert space solvability of SPDEs in half
spaces with one improvement that we can allow spaces with weights. By the way, observe that
the proof of Theorem 2.6 does not use the Hilbert space theory of SPDEs.
To state our second result we need an additional assumption.
Assumption 2.5. (i) There exists a constant δ˜ ∈ (0, 1] such that for all ξ ∈ Rd and all arguments
we have
δ˜
(∑
j
aˆ1 jt ξ
j
)2
≤ a11t (ai jt − αi jt )ξ iξ j , (2.9)
where
aˆi jt = (1/2)(ai jt + a j it ).
N.V. Krylov / Stochastic Processes and their Applications 119 (2009) 2095–2117 2101
(ii) It holds that
d − 1+ p
[
1− 1
p(1− δ˜)+ δ˜
]
< θ < d − 1+ p. (2.10)
(iii) For a constant β2 > 0, if x, y ∈ Rd+ are such that |x − y| ≤ x1 ∧ y1, then for all
i = 1, . . . , d and t > 0
|aˆi1t (x)− aˆi1t (y)| ≤ β2. (2.11)
Remark 2.8. In previous works on a similar subject (see, for instance, [2] or [7]) a condition
stronger than (2.9) used to be assumed:
δ˜ai jt ξ
iξ j ≤ (ai jt − αi jt )ξ iξ j . (2.12)
That (2.12) is stronger than (2.9) follows from the fact that for the positive definite matrix (aˆi jt )
and η = (1, 0, . . . , 0) it holds that(∑
j
aˆ1 jt ξ
j
)2
=
(∑
i, j
aˆi jt η
iξ j
)2
≤ (aˆi jt ηiη j )aˆi jt ξ iξ j = a11t ai jt ξ iξ j .
Also observe that sometimes (2.9) holds with δ˜ = 1 and (2.12) does not. This happens, for
instance, if α1 jt ≡ 0 for all j and aˆ1 jt ≡ 0 for j 6= 1. Finally, in the case when σ ≡ 0 condition
(2.9) is satisfied with δ˜ = 1 and then condition (2.10) becomes d − 1 < θ < d − 1+ p which is
the widest range possible for θ even in the deterministic case for the heat equation.
Remark 2.9. Condition (2.11) is imposed only on aˆi1t . As is discussed in [2] (also see references
therein), this condition allows rather sharp oscillations of aˆi1t (x) near ∂Rd+. The other entries
of (ai jt (x)) are still allowed to be discontinuous in x but yet kind of belong to VMO (cf.
Remark 2.4).
Theorem 2.10. There exist (small) constants K > 0 and β2 > 0, depending only on
d, p, δ, δ˜, θ, ε, and ε1 and estimates from below for which can be obtained from the proof, such
that if Assumptions 2.1–2.5 are satisfied with these constants, then the assertion of Theorem 2.6
holds true again with δ˜ in place of δ¯ in the arguments of N .
We prove Theorems 2.6 and 2.10 in Section 5 after preparing necessary tools in Section 3,
where we treat equations inRd , and in Section 4 containing auxiliary results for equations inRd+.
3. Auxiliary results for equations in Rd
The assumptions in this section are somewhat different from the assumptions of Section 2
apart from the assumption about the measurability of the coefficients.
To investigate the equations in Rd+ we need a few results about equations in Rd . To state them
we remind the reader the definition of spaces W1p(τ ) and W1p(τ ) introduced in [6] (which is
somewhat different from H1p(τ ) in [2] or [8], see the discussion of the differences in [4]).
As usual,
W 1p = {u ∈ L p(Rd) : Du ∈ L p(Rd)}, ‖u‖W 1p = ‖u‖L p(Rd ) + ‖Du‖L p(Rd ).
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Recall that τ is a stopping time and set
Lp(τ ) := L p((|0, τ ]],P, L p(Rd)), W1p(τ ) := L p((|0, τ ]],P,W 1p).
The space W1p(τ ) is introduced as the space of functions ut = ut (ω, ·) on {(ω, t) : 0 ≤ t ≤ τ,
t < ∞} with values in the space of generalized functions on Rd and having the following
properties:
(i) We have u0 ∈ L p(Ω ,F0, L p(Rd));
(ii) We have u ∈W1p(τ );
(iii) There exist f i ∈ Lp(τ ), i = 0, . . . , d , and g = (g1, g2, . . .) ∈ Lp(τ ) such that for any
ϕ ∈ C∞0 (Rd) with probability 1 for all t ∈ [0,∞) we have
(ut∧τ , ϕ) = (u0, ϕ)+
∞∑
k=1
∫ t
0
Is≤τ (gks , ϕ)dwks +
∫ t
0
Is≤τ
(
( f 0s , ϕ)− ( f is , Diϕ)
)
ds. (3.1)
In particular, for any φ ∈ C∞0 , the process (ut∧τ , φ) is Ft -adapted and continuous.
The following result is a somewhat weakened version of Corollary 5.5 in [4].
Lemma 3.1. Let G ⊂ Rd be a domain (perhaps, G = Rd ) and let K ≥ 0, ε > 0, and
ε1 ∈ (0, ε/4] be some constants.
(i) Let f j , g ∈ Lp(τ ), and u ∈ W1p,0(τ ) satisfy (1.1) in Rd for t ≤ τ and be such that
ut (x) = 0 if x 6∈ G.
(ii) Suppose that Assumption 2.2 is satisfied and suppose that for y ∈ G and all values of
indices and other arguments
|ait (y)| + |bit (y)| + |ct (y)| + |νt (y)|`2 ≤ K , ct (y) ≤ 0.
(iii) Assume that, for any x0, such that dist (x0,G) ≤ ε1, we have
Oscε (ai j , x0) ≤ β0, ∀i, j, (3.2)
where β0 is the one third of β0(d, p, δ) > 0 from Lemma 5.1 of [4], and
|σ i ·t (x)− σ i ·t (x0)|`2 ≤ β1, (a jkt (y)− α jkt (x0))ξ jξ k ≥ δ|ξ |2 (3.3)
for all values of indices and arguments such that |x − x0| ≤ ε1 and |y − x0| ≤ ε, where
β1 = β1(d, δ, p, ε/2) > 0 is the constant from Lemma 5.2 of [4].
Then there exists a constant N depending only on d, p, K , δ, ε, and ε1 such that
‖Du‖Lp(τ ) ≤ N
(
d∑
i=1
‖ f i‖Lp(τ ) + ‖g‖Lp(τ ) + ‖ f 0‖1/2Lp(τ )‖u‖
1/2
Lp(τ ) + ‖u‖Lp(τ )
)
.
Next we give a version of Lemma 3.1 for some particular domains G the most important of
which will be {|x1| ≤ R}. We state it in a slightly more general setting suitable for investigating
interior smoothness of solutions in Rd or in Rd+.
We fix an integer d1 ∈ [1, d] and for x ∈ Rd introduce
|x |′ =
(
d1∑
i=1
(x i )2
)1/2
, B ′R = {x ∈ Rd : |x |′ < R}.
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Theorem 3.2. Take some ε > 0, ε1 ∈ (0, ε/4], K ≥ 0, and R > 0.
(i) Let f j , g ∈ Lp(τ ), and u ∈W1p,0(τ ) satisfy (1.1) in Rd for t ≤ τ .
(ii) Assume that ut (x) = 0 if x 6∈ B ′R .
(iii) Suppose that Assumption 2.2 is satisfied and for y ∈ B ′R and all values of the indices and
other arguments
R|ait (y)| + R|bit (y)| + R|νt (y)|`2 + R2|ct (y)| ≤ K , ct (y) ≤ 0.
(iv) Assume that (3.2) with εR in place of ε and (3.3) hold for any x0, x, y, such that
|x − x0| ≤ ε1 R, |y − x0| ≤ εR, and all values of indices and other arguments.
Then there exists a constant N = N (d, p, δ, K , ε, ε1) such that
‖Du‖Lp(τ ) ≤ N
(
d∑
i=1
‖ f i‖Lp(τ ) + ‖g‖Lp(τ ) + ‖ f 0‖1/2Lp(τ )‖u‖
1/2
Lp(τ ) + R−1‖u‖Lp(τ )
)
. (3.4)
Proof. If R = 1, the result follows directly from Lemma 3.1. The case of general R we reduce
to the particular one by using dilations. Introduce
Fˆt = FR2t , τˆ = R−2τ, wˆkt = R−1wkR2t ,
(aˆi jt , aˆ
i
t , bˆt , cˆt , σˆt , νˆt )(x) = (ai jR2t , RaiR2t , RbR2t , R2cR2t , σR2t , RνR2t )(Rx),
uˆt (x) = u R2t (Rx), fˆ it (x) = R f iR2t (Rx), i = 1, . . . , d,
fˆ 0t (x) = R2 f 0R2t (Rx), gˆkt (x) = RgkR2t (Rx).
Also introduce the operators Lˆ t and Λˆkt constructing them from the above introduced coefficients.
It is easily seen that wˆkt are independent Fˆt -Wiener processes, τˆ is an Fˆt -stopping time, all the
above processes with hats are predictable with respect to the filtration {Fˆt }, and uˆ ∈ Wˆ1p,0(τˆ ),
fˆ , gˆ ∈ Lˆp(τˆ ), where the spaces with hats are defined on the basis of {Fˆt }.
Observe that for t < τˆ
Lˆ t uˆt (x) =
(
D j (aˆ
i j (x)Di uˆt (x)+ aˆ jt (x)uˆt (x))+ bˆit (x)Di uˆt (x)+ cˆt (x)uˆt (x)
)
= R2
(
D j (a
i j
R2t
Di u R2t + a jR2t u R2t )+ biR2t Di u R2t + cR2t u R2t
)
(Rx)
= R2L R2t u R2t (Rx),
Di fˆ
i
R2t (x) = R2(Di f iR2t )(Rx),∫ t∧τˆ
0
[Lˆs uˆs(x)+ Di fˆ is (x)+ fˆ 0s (x)]ds
=
∫ (R2t)∧τ
0
[Lsus(Rx)+ Di f is (Rx)+ f 0s (Rx)]ds.
Of course, we understand this equality in the sense of distributions:∫ t∧τˆ
0
(Lˆs uˆs + Di fˆ is + fˆ 0s , φ)ds =
∫ (R2t)∧τ
0
([Lsus + Di f is + f 0s ](R·), φ)ds
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for any φ ∈ C∞0 (Rd). One also knows that if hˆt is an Fˆt -predictable process satisfying a natural
integrability condition with respect to t , then∫ t
0
hˆsdwˆks = R−1
∫ R2t
0
hˆ R−2sdw
k
s (a.s.).
Therefore, (a.s.)∫ t∧τˆ
0
[Λˆks uˆs + gˆks ](x)dwˆks = R
∫ t∧τˆ
0
[ΛkR2su R2s + gkR2s](Rx)dwˆks
=
∫ (R2t)∧τ
0
[Λks us + gks ](Rx)dwks .
It follows that (a.s.)∫ t∧τˆ
0
[Lˆs uˆs(x)+ Di fˆ is (x)+ fˆ 0s (x)]ds
+
∫ t∧τˆ
0
[Λˆks uˆs + gˆks ](x)dwˆks = u(R2t)∧τ (Rx) = uˆt∧τˆ (x),
so that uˆ satisfies Eq. (1.1) with new operators and free terms. It is also easy to see that our
objects with hats satisfy the assumptions of the theorem with R = 1. Therefore, by the result for
R = 1
‖Duˆ‖ Lˆp(τˆ ) ≤ N
(
d∑
j=1
‖ fˆ j‖ Lˆp(τˆ ) + ‖gˆ‖ Lˆp(τˆ ) + ‖ fˆ
0‖1/2
Lˆp(τˆ )
‖uˆ‖1/2
Lˆp(τˆ )
+ ‖uˆ‖ Lˆp(τˆ )
)
.
Now it only remains to notice that changing variables shows that this inequality is precisely (3.4).
The theorem is proved. 
Here is an interior estimate for equations in Rd . In its spirit it is similar to Theorem 2.3 of [9].
Theorem 3.3. Let assumptions (i), (iii), and (iv) of Theorem 3.2 be satisfied. Then, for any
r ∈ (0, R), we have
‖IB′r Du‖Lp(τ ) ≤ N
(
‖IB′R f 0‖
1/2
Lp(τ )‖IB′R u‖
1/2
Lp(τ ) +
d∑
i=1
‖IB′R f i‖Lp(τ ) + ‖IB′R g‖Lp(τ )
)
+ N (R − r)−1‖uIB′R‖Lp(τ ), (3.5)
where N = N (d, p, δ, K , ε, ε1).
Proof. We follow a usual procedure taken from the theory of PDEs. Let χ(s) be an infinitely
differentiable function on R such that χ(s) = 1 for s ≤ 0 and χ(s) = 0 for s ≥ 1. For
m = 0, 1, 2, . . . introduce, (r0 = r )
rm = r + (R − r)
m∑
j=1
2− j , ζm(x) = χ
(
2m+1(R − r)−1(|x |′ − rm)
)
.
As is easy to check, for
Q(m) = B ′rm ,
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it holds that
ζm = 1 on Q(m), ζm = 0 outside Q(m + 1).
Also (observe that N2m+1 = N12m with N1 = 2N )
|Dζm | ≤ N2m(R − r)−1.
Next, the function ζmut is in W1p,0(τ ) and satisfies
d(ζmut ) =
(
L t (ζmut )+ D j f jmt + f 0mt
)
dt +
(
Λkt (ζmut )+ gkmt
)
dwkt , (3.6)
where
f jmt = −ai jt ut Diζm + ζm f jt , j = 1, . . . , d,
f 0mt = −ai jt (Di ut )D jζm − ut a jt D jζm − ut bit Diζm + ζm f 0t − f it Diζm .
gkmt = ζm gkt − utσ ikt Diζm .
Notice that
| f jmt | ≤ N2m(R − r)−1|ζm+1ut | + ζm | f jt |, j = 1, . . . , d,
| f 0mt | ≤ N2m(R − r)−1ζm+1|Dut | + N2m(R − r)−2|ζm+1ut |
+ Nζm | f 0t | + N2m(R − r)−1ζm+1
d∑
j=1
| f jt |
≤ N2m(R − r)−1|D(ζm+1ut )| + N22m(R − r)−2|ζm+1ut |
+ Nζm | f 0t | + N2m(R − r)−1ζm+1
d∑
j=1
| f jt |,
|gmt |`2 ≤ ζm |gt |`2 + N2m(R − r)−1|ζm+1ut |.
Since ζmut (x) = 0 for x 6∈ B ′R , by Theorem 3.2 and Young’s inequality we have
Dm := ‖D(ζmu)‖Lp(τ ) ≤ N F + N2m(R − r)−1Um+1
+ N2m/2(R − r)−1/2 D1/2m+1U 1/2m+1
≤ N F + N2m(R − r)−1Um+1 + 2−2 Dm+1,
where
Um := ‖ζmu‖Lp(τ ),
F :=
d∑
i=1
‖IB′R f i‖Lp(τ ) + ‖IB′R g‖Lp(τ ) + ‖IB′R f 0‖
1/2
Lp(τ )‖IB′R u‖
1/2
Lp(τ ).
It follows that
D0 +
∞∑
m=1
2−2m Dm ≤ N F + N (R − r)−1‖uIB′R‖Lp(τ ) +
∞∑
m=1
2−2m Dm .
By canceling like terms we estimate D0 by the right-hand side of (3.5). Its left-hand side is
certainly smaller than D0. This would yield (3.5) provided that what we canceled is finite.
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Obviously,
Dm ≤ N‖Du‖Lp(τ ) + N2m(R − r)−1‖u‖Lp(τ )
and the terms in question are finite since u ∈W1p(τ ). The theorem is proved. 
4. Auxiliary results for equations in Rd+
In this section we are investigating the local regularity of solutions inRd+ and give preliminary
a priori estimates.
For r > 0 denote
Gr = {x ∈ Rd : 0 < x1 < r}.
Here is the divergence form counterpart of Theorem 4.3 of [9].
Theorem 4.1. Take an R ∈ (0,∞] and suppose the following.
(i) Assumption 2.1 through 2.4 are satisfied.
(ii) We have a function u such that φu ∈ W1p,0(τ ) for any φ ∈ C∞0 (G R) and u satisfies
(1.1) in Rd+ for t ≤ τ with some f j , g = (gk, k = 1, 2, . . .) such that M f 0, f i , g ∈ Lp,θ (τ ),
i = 1, . . . , d.
Then, for any r ∈ (0, R/4),
‖IGr Du‖Lp,θ (τ ) ≤ N‖IG R M f 0‖1/2Lp,θ (τ )‖IG R M−1u‖
1/2
Lp,θ (τ ) + N
d∑
i=1
‖IG R f i‖Lp,θ (τ )
+ N‖IG R g‖Lp,θ (τ ) + N‖IG R M−1u‖Lp,θ (τ ), (4.1)
where N = N (d, p, δ, ε, ε1, K ).
Proof. We are going to apply Theorem 3.3 to shifted B ′R when d1 = 1. For n = −1, 0, 1, . . .,
set rn = 2−n/3r . Observe that if n ≥ 0, then the half width of Grn−1 \Grn+2 equals ρn := rn+2/2
and
rn−1 + ρn ≤ 2r−1 < 4r < R, rn+2 − ρn = ρn .
Let cn = (rn−1+ rn+2)/2 and observe that for x0 ∈ Rd+ such that |x10 − cn| ≤ (1+ ε)ρn we have
ρn ≤ x10 because ε ≤ 1. It follows that
Oscερn (a
i j , x0) ≤ β0.
Also, for y ∈ Grn−1 \ Grn+2 we have ρn ≤ y1 and
ρn|ait (y)| + ρn|bit (y)| + ρn|νt (y)|`2 + ρ2n |ct (y)| ≤ K , ct (y) ≤ 0.
Next, if |x10 − cn| ≤ (1+ ε)ρn and |y − x0| ≤ ερn , then |y − x0| ≤ εx10 and
(a jkt (y)− α jkt (x0))ξ jξ k ≥ δ|ξ |2.
Finally, define γ ∈ (0, ε/4] by
γ
1− γ = ε1 ∧
ε
4
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and observe that if |x10 − cn| ≤ (1+ ε)ρn and |x − x0| ≤ γρn , then
|x − x0| ≤ γ x10 ≤ γ (x10 ∧ x1) ≤ ε1(x10 ∧ x1) (4.2)
if x1 ≥ x10 and, if x1 < x10 , then x10 − x1 ≤ γ x10 , x10 ≤ (1 − γ )−1(x10 ∧ x1) and the inequality
between the extreme terms in (4.2) holds again. In that case
|σ i ·t (x)− σ i ·t (x0)|`2 ≤ β1.
This means that the assumptions of Theorem 3.3 about the coefficients are satisfied if we shift cn
into the origin.
Furthermore, if n ≥ 0, ζ ∈ C∞0 ((0, R)), and ζ(z) = 1 for rn+2 ≤ z ≤ rn−1, then ζu
satisfies (1.1) in Rd with certain f and g which on Grn−1 \Grn+2 coincide with the original ones.
Finally, if n ≥ 0, then the distance between the boundaries of Grn \ Grn+1 and Grn−1 \ Grn+2 is
(21/3 − 1)rn+2.
It follows by Theorem 3.3 that for n ≥ 0
‖IGrn \Grn+1 Du‖
p
Lp(τ ) ≤ N
(
‖IGrn−1\Grn+2 f 0‖
p/2
Lp(τ )‖IGrn−1\Grn+2 u‖
p/2
Lp(τ )
+
d∑
i=1
‖IGrn−1\Grn+2 f i‖
p
Lp(τ ) + ‖IGrn−1\Grn+2 g‖
p
Lp(τ )
)
+ Nr−pn+2‖IGrn−1\Grn+2 u‖
p
Lp(τ ).
Young’s inequality yields that for any constant χ > 0
‖IGrn \Grn+1 Du‖
p
Lp(τ ) ≤ Nr
−p
n+2(1+ χ)‖IGrn−1\Grn+2 u‖
p
Lp(τ )
+ N
(
r pn+2χ
−1‖IGrn−1\Grn+2 f 0‖
p
Lp(τ ) +
d∑
i=1
‖IGrn−1\Grn+2 f i‖
p
Lp(τ )
+ ‖IGrn−1\Grn+2 g‖
p
Lp(τ )
)
.
We multiply both parts by r θ−dn+2 and use the facts that rn−1 = 2rn+2 and on Grn−1 \ Grn+2 the
ratio x1/rn+2 satisfies
1 ≤ x1/rn+2 ≤ 2.
Then we obtain
‖IGrn \Grn+1 Du‖
p
Lp,θ (τ ) ≤ N (1+ χ)‖IGrn−1\Grn+2 M−1u‖
p
Lp,θ (τ )
+ N
(
χ−1‖IGrn−1\Grn+2 M f 0‖
p
Lp,θ (τ ) +
d∑
i=1
‖IGrn−1\Grn+2 f i‖
p
Lp,θ (τ )
+ ‖IGrn−1\Grn+2 g‖
p
Lp,θ (τ )
)
.
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Upon summing up these inequalities over n ≥ 0 we conclude
‖IGr Du‖pLp,θ (τ ) ≤ N (1+ χ)‖IGr−1 M−1u‖
p
Lp,θ (τ )
+ N
(
χ−1‖IGr−1 M f 0‖
p
Lp,θ (τ ) +
d∑
i=1
‖IGr−1 f i‖
p
Lp,θ (τ ) + ‖IIGr−1 g‖
p
Lp,θ (τ )
)
,
which after minimizing with respect to χ > 0 leads to a result which is even somewhat sharper
than (4.1). The theorem is proved. 
By letting r →∞ in (4.1) we get the following.
Corollary 4.2. If the assumptions of Theorem 4.1 hold with R = ∞, then
‖Du‖Lp,θ (τ ) ≤ N‖M f 0‖1/2Lp,θ (τ )‖M−1u‖
1/2
Lp,θ (τ )
+ N
d∑
i=1
‖ f i‖Lp,θ (τ ) + N‖g‖Lp,θ (τ ) + N‖M−1u‖Lp,θ (τ ),
where N = N (d, p, δ, ε, ε1, K ). In particular, if ‖M−1u‖Lp,θ (τ ) <∞, then u ∈W1p,θ,0(τ ).
Corollary 4.2 reduces obtaining an estimate for ‖M−1u‖W1p,θ (τ ) to estimating ‖M
−1u‖Lp,θ (τ ).
Estimating the latter will be done by using the following “energy” estimate. Recall that
γ = θ − d − p + 1 (<0).
Lemma 4.3. Let u ∈ W1p,θ,0(τ ), M f 0 ∈ Lp,θ (τ ), f i ∈ Lp,θ (τ ), i = 1, . . . , d, g = (gk) ∈
Lp,θ (τ ) and assume that (2.3) holds for t ≤ τ in the sense of generalized functions on Rd+. Then
E
∫ τ
0
(∫
Rd
[
pMγ+1|ut |p−2ut f 0t − p(p − 1)Mγ+1|ut |p−2 f it Di ut
− p(γ + 1)Mγ |ut |p−2ut f 1t + (1/2)p(p − 1)Mγ+1|ut |p−2|gt |2`2
]
dx
)
dt
≥ E Iτ<∞
∫
Rd
Mγ+1|uτ |pdx (4.3)
with an equality in place of the inequality if τ is bounded.
Proof. First of all observe that the concavity of the function log t implies that
aα11 . . . a
αn
n ≤ α1a1 + · · · + αnan
if ai , αi ≥ 0 and α1 + · · · + αn = 1. It follows that for any κ > 0
Mγ+1|ut |p−1| f 0t | ≤ κMθ−d |M−1ut |p + N Mθ−d |M f 0t |p,
Mγ+1|ut |p−2| f it Di ut | ≤ κMθ−d(|M−1ut |p + |Dut |p)+ N
d∑
i=1
Mθ−d | f it |p,
Mγ |ut |p−1| f 1t | ≤ κMθ−d |M−1ut |p + N Mθ−d | f 1t |p,
Mγ+1|ut |p−2|gt |2`2 ≤ κMθ−d |M−1ut |p + N Mθ−d |gt |
p
`2
, (4.4)
where the constants N depend only on κ and p. The right-hand sides in these estimates are
summable over (|0, τ ]] × Rd , implying that the expectation in (4.3) makes perfect sense.
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Next take a nonnegative function φ of one variable x1 of class C∞0 (R+) and notice that
d(M (γ+1)/putφ) =
(
M (γ+1)/p f 0t φ − M (γ+1)/p f 1t φ′
− (γ + 1)p−1 M (γ+1)/p−1φ f 1t + Di (M (γ+1)/p f it φ)
)
dt + M (γ+1)/pgkt φdwkt .
This equation holds in Rd rather than only in Rd+. Hence, by Corollary 2.2 of [6]
E
∫ τ
0
(∫
Rd
Mγ+1
{
p|ut |p−2utφ p−1[φ f 0t − p f 1t φ′ − (γ + 1)M−1φ f 1t ]
− p(p − 1)|ut |p−2φ p−1 f it φDi ut + (1/2)p(p − 1)φ p|ut |p−2|gt |2`2
}
dx
)
dt
≥ E Iτ<∞
∫
Rd
Mγ+1|uτ |pφ pdx (4.5)
with an equality in place of the inequality if τ is bounded.
By recalling what was said in the beginning of the proof and having in mind the dominated
convergence theorem and Fatou’s lemma we easily see that, to prove inequality (4.3), now it
suffices to find a sequence of φn ∈ C∞0 (R+) such that 0 ≤ φn ≤ 1, φn → 1, and
E
∫ τ
0
∫
Rd
Mγ+1|ut |p−1| f 1t φ′n|dxdt → 0.
Furthermore, since estimates (4.4) imply that
E
∫ τ
0
∫
Rd
Mγ |ut |p−1| f 1t |dxdt <∞,
the dominated convergence theorem shows that it suffices to find a sequence of φn ∈ C∞0 (R+)
such that 0 ≤ φn ≤ 1, φn → 1, Mφ′n are uniformly bounded, and Mφ′n → 0 in R+.
To construct such a sequence, take some nonnegative η ∈ C∞(R), ζ ∈ C∞0 (R) such that
η = 0 near the origin, η(x) = 1 for x ≥ 1, ζ = 1 near the origin, and η, ζ ≤ 1. Then define
φn(x) = η(nx)ζ(x/n). The reader will easily check that the required properties are satisfied.
To prove that (4.3) holds with the equality sign if τ is bounded, we write (4.5) with the
equality sign and pass to the limit by the dominated convergence theorem knowing already that
the right-hand side of (4.3) is finite. The lemma is proved. 
Corollary 4.4. Let Assumptions 2.1 and 2.2 be satisfied. Let u ∈ W1p,θ,0(τ ), M f 0 ∈ Lp,θ (τ ),
f i ∈ Lp,θ (τ ), i = 1, . . . , d, g = (gk) ∈ Lp,θ (τ ) and assume that u satisfies (1.1) for t ≤ τ .
Then for any constant χ > 0 there exist constants N∗ = N∗(d, p, δ) and N = N (χ, d, p, δ)
such that
p(p − 1)E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2(ai jt − αi jt )(Di ut )D j ut dxdt
+ p(γ + 1)E
∫ τ
0
∫
Rd
Mγ |ut |p−2ut ai1t Di ut dxdt
≤ N
(
‖M f 0‖pLp,θ (τ ) +
d∑
i=1
‖ f i‖pLp,θ (τ ) + (1+ K p)‖g‖
p
Lp,θ (τ )
)
+ [N∗K (1+ K )+ χ ]I, (4.6)
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where
I = E
∫ τ
0
∫
Rd
(Mγ−1|ut |p + Mγ+1|ut |p−2|Dut |2)dxdt ≤ N∗‖M−1u‖pW1p,θ (τ ).
To derive this result observe that by Lemma 4.3
E
∫ τ
0
(∫
Rd
[
pMγ+1|ut |p−2ut (bit Di ut + ct ut + f 0t )
− p(p − 1)Mγ+1|ut |p−2(ai jt Di ut + a jt ut + f jt )D j ut
− p(γ + 1)Mγ |ut |p−2ut (ai1t Di ut + a1t ut + f 1t )
+ (1/2)p(p − 1)Mγ+1|ut |p−2|σ i ·t Di ut + νt ut + gt |2`2
]
dx
)
dt ≥ 0,
which after rearranging the terms becomes
p(p − 1)E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2(ai jt − αi jt )(Di ut )D j ut dxdt
+ p(γ + 1)E
∫ τ
0
∫
Rd
Mγ |ut |p−2ut ai1t Di ut dxdt
≤ E
∫ τ
0
∫
Rd
[
Mγ |ut |p−2ut Ait Di ut + Mγ−1|ut |p Bt
]
dxdt
+ E
∫ τ
0
∫
Rd
[
Mγ |ut |p−2ut Ft + Mγ+1|ut |p−2G t + Mγ+1|ut |p−2 H it Di ut
]
dxdt,
where
Ait = pMbit − p(p − 1)Mait + p(p − 1)(σ i ·t ,Mνt )`2 ,
Bt = pM2ct − p(γ + 1)Ma1t + (1/2)p(p − 1)M2|νt |2`2 ,
Ft = pM f 0t − p(γ + 1) f 1t + p(p − 1)(Mνt , gt )`2 ,
G t = (1/2)p(p − 1)|gt |2`2 ,
H it = p(p − 1)(σ i ·t , gt )`2 − p(p − 1) f it .
To estimate the first expectation on the right, one uses the following simple estimates
|Ait | ≤ N∗K , |Bt | ≤ N∗K (1+ K ),
Mγ |ut |p−1|Dut | = (M (γ−1)/2|ut |p/2)(|Dut |M (γ+1)/2|ut |(p−2)/2)
≤ Mγ−1|ut |p + Mγ+1|ut |p−2|Dut |2
= Mθ−d |M−1ut |p + Mθ−d |M−1ut |p−2|Dut |2
≤ 2Mθ−d |M−1ut |p + Mθ−d |Dut |p.
The second expectation is estimated by using inequalities like (4.4). For instance,
Mγ+1|ut |p−2|Dut | |Ht |
= (M (γ−1)(p−2)/(2p)|ut |(p−2)/2)(M (γ+1)/2|ut |(p−2)/2|Dut |)(M (θ−d)/p|Ht |)
≤ χ(Mγ−1|ut |p + Mγ+1|ut |p−2|Dut |2)+ N Mθ−d |Ht |p.
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Now we prepare to estimate from below the left-hand side of (4.6) in terms of a quantity
equivalent to ‖M−1u‖Lp,θ (τ ). The following two results will not be used in the proof of
Theorem 2.6.
Lemma 4.5. Let β, ε ∈ (0,∞) be some constants and let a¯ be a measurable bounded Rd -valued
function on Rd+ such that
|a¯(x)− a¯(y)| ≤ β (4.7)
whenever x, y ∈ Rd+ and |x − y| ≤ ε(x1 ∧ y1). Then for any u ∈ MW 1p,θ we have∣∣∣∣∣I + p−1γ
∫
Rd+
a¯1 Mγ−1|u|pdx
∣∣∣∣∣ ≤ Nβ‖M−1u‖pW 1p,θ , (4.8)
where N = N (d, p, θ, ε) and
I :=
∫
Rd
Mγ |u|p−2ua¯i Di udx .
Proof. Since C∞0 (R
d+) is dense in MW 1p,θ we may assume that u ∈ C∞0 (Rd+). Take a nonnegative
ζ ∈ C∞0 (Rd+) with unit integral and such that ζ(x) = 0 if x1 6∈ (1, 1 + ε/2) or |x ′| ≥ ε/2. For
y ∈ Rd+ define
ζ y(x) = (x1)γ+1ζ(y1x1, y1(y′ − x ′))(y1)d−1.
Observe that for x ∈ Rd+∫
Rd+
ζ y(x)dy = (x1)γ
∫
Rd+
ζ(y)dy = (x1)γ . (4.9)
It follows that
I =
∫
Rd+
I (y)dy,
where I (y) = I1(y)+ I2(y),
I1(y) =
∫
Rd+
ζ y |u|p−2ua¯i (y¯)Di udx, y¯ = ((y1)−1, y′),
I2(y) =
∫
Rd+
ζ y |u|p−2u[a¯i (x)− a¯i (y¯)]Di udx .
By the choice of ζ we have that if ζ y(x) 6= 0, then 1 < y1x1 < 1+ε/2 and y1|y′− x ′| < ε/2
implying that
y¯1 < x1 < (1+ ε/2)y¯1, |y¯′ − x ′| < y¯1ε/2 = (ε/2)(x1 ∧ y¯1),
0 < x1 − y¯1 < y¯1ε/2, |x1 − y¯1| < (ε/2)(x1 ∧ y¯1),
|x − y¯| < ε(x1 ∧ y¯1), |a¯(x)− a¯(y¯)| ≤ β.
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Hence,
|I2(y)| ≤ β
∫
Rd+
ζ y |u|p−1|Du|dx,∫
Rd+
|I2(y)|dy ≤ β
∫
Rd+
Mγ |u|p−1|Du|dx ≤ Nβ‖M−1u‖p
W 1p,θ
,∣∣∣∣∣I −
∫
Rd+
I1(y)dy
∣∣∣∣∣ ≤ Nβ‖M−1u‖pW 1p,θ . (4.10)
To deal with I1(y) we integrate by parts observing that
|u|p−2u Di u = p−1 Di (|u|p).
Then we find
I1(y) = −p−1
∫
Rd+
(Diζ
y)a¯i (y¯)|u|pdx = −p−1 J1(y)− p−1 J2(y),
where
J1(y) =
∫
Rd+
(Diζ
y)[a¯i (y¯)− a¯i (x)]|u|pdx,
J2(y) =
∫
Rd+
(Diζ
y)a¯i |u|pdx .
As is easy to see∫
Rd+
Diζ
ydy = Di ((x1)γ ) = δi1γ (x1)γ−1,∫
Rd+
J2(y)dy = γ
∫
Rd+
a¯1 Mγ−1|u|pdx,
so that by (4.10)∣∣∣∣∣I + p−1γ
∫
Rd+
a¯1 Mγ−1|u|pdx
∣∣∣∣∣ ≤ Nβ‖M−1u‖pW 1p,θ + p−1
∫
Rd+
|J1(y)|dy. (4.11)
Furthermore,
|J1(y)| ≤ β
∫
Rd+
|Dζ y ||u|pdx .
Here
|Dζ y(x)| ≤ |γ + 1|(x1)−1ζ y(x)+ ζˆ y(x)y1,
ζˆ y(x) := (x1)γ+1|Dζ |(y1x1, y1(y′ − x ′))(y1)d−1,∫
Rd+
|Dζ y(x)|dy ≤ |γ + 1|(x1)γ−1 + (x1)γ−1
∫
Rd+
|Dζ(y)|y1dy = N (x1)γ−1.
It follows that∫
Rd+
|J1(y)|dy ≤ Nβ
∫
Rd+
Mγ−1 |u|pdx = Nβ‖M−1u‖L p,θ ,
which after being combined with (4.11) leads to (4.8) and proves the lemma. 
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The following lemma is a simple consequence of Lemma 6.6 of [9], where the estimate is
stronger. The proof of Lemma 6.6 of [9] follows the same lines as that of Lemma 4.5. Lemma 4.6
will be used for a¯i j = (a11t )−1aˆi1t aˆ j1t .
Lemma 4.6. Let β, ε ∈ (0,∞) be some constants and let a¯(x) be a measurable function given
on Rd+ with values in the set of symmetric nonnegative matrices and such that |a¯i j | ≤ δ−1 and
|a¯i j (x)− a¯i j (y)| ≤ β (4.12)
whenever x, y ∈ Rd+ and |x − y| ≤ ε(x1 ∧ y1). Then for any u ∈ MW 1p,θ and χ > 0 and
κ ∈ (0, 1] we have∫
Rd+
Mγ+1|u|p−2a¯i j (Di u)D j udx ≥ (1− κ)γ 2 p−2
∫
Rd+
Mγ−1a¯11|u|pdx
− N
(
(ε−1 R + 1)β + κ−1χ
)
‖M−1u‖p
W 1p,θ
, (4.13)
where N = N (d, p, δ, θ) and ln R = N (d, p)χ−1/2.
5. Proof of Theorems 2.6 and 2.10
We start with a theorem that says that to prove the solvability of (1.1) we only need to have
an a priori estimate of the lowest norm of u.
Theorem 5.1. Let Assumptions 2.1–2.4 be satisfied. Assume that there is a constant N0 < ∞
such that for any λ ∈ [0, 1], u ∈W1p,θ,0(τ ), and f 0, . . . , f d and g = (gk), satisfying
M f 0, f i , g = (gk) ∈ Lp,θ (τ ), i = 1, . . . , d, (5.1)
we have the a priori estimate
‖M−1u‖Lp,θ (τ ) ≤ N0
(
‖M f 0‖Lp,θ (τ ) +
d∑
i=1
‖ f i‖Lp,θ (τ ) + ‖g‖Lp,θ (τ )
)
(5.2)
provided that
dut = (λΛkt ut + gkt )dwkt + [(λL t + (1− λ)∆)ut + f 0t + Di f it ]dt, t ≤ τ, (5.3)
in Rd+ (estimate (5.2) is not supposed to hold if there is no solution u ∈W1p,θ,0(τ ) of (5.3)).
Then for any f 0, . . . , f d , and g = (gk) satisfying (5.1) there exists a unique u ∈ W1p,θ,0(τ )
satisfying (1.1) in Rd+ for t ≤ τ . Furthermore, for this solution
‖Du‖Lp,θ (τ ) ≤ N
(
‖M f 0‖Lp,θ (τ ) +
d∑
i=1
‖ f i‖Lp,θ (τ ) + ‖g‖Lp,θ (τ )
)
, (5.4)
where N depends only on d, p, δ, K , ε, ε1, and N0.
Proof. We call a λ ∈ [0, 1] “good” if for any f 0, . . . , f d , and g = (gk) satisfying (5.1) there
exists a unique u ∈ W1p,θ,0(τ ) satisfying (5.3) in Rd+. By Corollary 4.2 and assumption (5.2)
estimate (5.4) holds for solutions of (5.3) if λ is a “good” point. It follows that to prove the
theorem it suffices to prove that all points of [0, 1] are “good”.
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We are going to use the method of continuity observing that the fact that the point 0 is “good”
is known from [7] (or is easily obtained as suggested after (1.2)). We will achieve our goal if we
show that there exists a constant µ > 0 such that if λ0 is a “good” point, then all points in the
interval [λ0−µ, λ0+µ] ∩ [0, 1] are “good”. So fix a “good” point λ0 and fix some f 0, . . . , f d ,
and g = (gk) satisfying (5.1).
For any v ∈ MW1p,θ (τ ) consider the equation
dut = [(λ0L t + (1− λ0)∆)ut + (λ− λ0)(L t −∆)vt + Di f it + f 0t dt]
+ (λ0Λkt ut + (λ− λ0)Λkvt + gkt )dwkt . (5.5)
Observe that
(L t −∆)vt = D j
(
(ai j − δi j )Divt + a jt vt
)
+ bit Divt + cvt ,
where by assumption
|(ai j − δi j )Divt | ≤ N |Dvt |, |a jt vt | ≤ N M−1|vt |, M |bit Divt | ≤ N |Dvt |,
M |cvt | ≤ N M−1|vt |, |Λ·vt |`2 ≤ N (|Dvt | + M−1|vt |)
and the right-hand sides in these estimates are in Lp,θ (τ ). Hence by the assumption that λ0 is
“good”, Eq. (5.5) has a unique solution u ∈W1p,θ,0(τ ) (⊂MW1p,θ (τ )).
In this way, for f j and g being fixed, we define a mapping v → u in the space MW1p,θ (τ ).
It is important to keep in mind that the image u of v ∈ MW1p,θ (τ ) is always inW1p,θ,0(τ ). Take
v′, v′′ ∈ MW1p,θ (τ ) and let u′, u′′ be their corresponding images. Then u := u′ − u′′ satisfies
dut = [(λ0L t + (1− λ0)∆)ut + (λ− λ0)(L t −∆)vt dt]
+ (λΛkt ut + (λ− λ0)Λkvt )dwkt ,
where v = v′ − v′′. It follows by (5.2) and (5.4) that
‖M−1u‖W1p,θ (τ ) ≤ N |λ− λ0| ‖M
−1v‖W1p,θ (τ )
with a constant N independent of f , g, v′, v′′, λ0, and λ. For λ sufficiently close to λ0, our
mapping is a contraction and, since MW1p(τ ) is a Banach space, the mapping has a fixed point.
This fixed point is inW1p,θ,0(τ ) and, obviously, satisfies (5.3). As is explained above, this proves
the theorem. 
Proof of Theorem 2.6. According to Theorem 5.1 it suffices to find K = K (d, p, δ, δ¯, θ, ε, ε1)
> 0 such that Assumptions 2.1–2.4 would imply that (5.2) holds for any solution u ∈W1p,θ,0(τ )
of (1.1) for t ≤ τ and N0 depends only on d, p, δ, θ, δ¯, ε, and ε1. From the start we will only
consider K ≤ 1. This assumption allows us to eliminate K from the lists of what N ’s depend on
in Theorem 5.1 and Corollary 4.2.
By Ho¨lder’s inequality
I :=
∣∣∣∣E ∫ τ
0
∫
Rd
Mγ |ut |p−2ut ai1t Di ut dxdt
∣∣∣∣ ≤ I 1/21 I 1/22 ,
where
I1 = E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2
(∑
i
ai1t Di ut
)2
dxdt,
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and I2 = ‖M−1u‖pLp,θ (τ ). By assumption (2.7)
I1 ≤ δ¯−1 E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2(ai jt − αi jt )(D j ut )Di ut dxdt =: δ¯−1 I3.
By Lemma 6.1 of [10] (Hardy’s inequality) and Assumption 2.2 we have
γ 2 I2 ≤ p2 E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2|Dut |2dxdt ≤ p2δ−1 I3. (5.6)
It follows that
I ≤ δ¯−1/2δ−1/2 p|γ |−1 I3,
so that the left-hand side of (4.6) dominates
p(p − 1)I3 − p|γ + 1|δ¯−1/2|γ |−1 pδ−1/2 I3.
By assumption the sum of the coefficients of I3 is strictly positive. Therefore, a strictly positive
factor of I3 admits an estimate in terms of the right-hand side of (4.6). Estimate (5.6) shows that
the same is true for I2. In other words,
‖M−1u‖pLp,θ (τ ) ≤ N J + [N∗K (1+ K )+ χ ]‖M−1u‖
p
W1p,θ (τ )
,
where χ > 0 is arbitrary, N = N (χ, d, p, δ, δ¯, θ), N∗ = N∗(d, p, δ, δ¯, θ) and
J = ‖M f 0‖pLp,θ (τ ) +
d∑
i=1
‖ f i‖pLp,θ (τ ) + ‖g‖
p
Lp,θ (τ ).
Upon combining this with Corollary 4.2 we find
‖M−1u‖pW1p,θ (τ ) ≤ N J + [N
∗K (1+ K )+ χ ]‖M−1u‖pW1p,θ (τ ),
where N = N (χ, d, p, δ, δ¯, θ, ε, ε1) and N∗ = N∗(d, p, δ, δ¯, θ, ε, ε1).
Now it is clear how to find χ > 0 and K > 0, depending only on d, p, δ, δ¯, θ, ε, and ε1, so
that the last estimate would imply that the estimate
‖M−1u‖pLp,θ (τ ) ≤ ‖M−1u‖
p
W1p,θ (τ )
≤ N0 J,
implying (5.2), holds for any solution u ∈ W1p,θ,0(τ ) of (1.1) with N0 depending only on
d, p, δ, δ¯, θ, ε, and ε1. The theorem is proved. 
Proof of Theorem 2.10. As in the above proof, given d, p, δ, δ˜, θ, ε, and ε1, it suffices to show
how to find K > 0 and β2 > 0 in such a way that Assumptions 2.1–2.5 would allow us to derive
(5.2). Again without loss of generality we assume that K , β2 ≤ 1. By Lemma 4.5
p(γ + 1)E
∫ τ
0
∫
Rd
Mγ |ut |p−2ut ai1t Di ut dxdt
≥ −γ (γ + 1)E
∫ τ
0
∫
Rd
a11t M
γ−1|ut |pdxdt − Nβ2‖M−1u‖pW 1p,θ (τ ),
where N = N (d, p, θ). By Assumption 2.5 and Lemma 4.6 for a¯i j = (a11t )−1aˆi1t aˆ j1t we have
p(p − 1)E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2(ai jt − αi jt )(Di ut )D j ut dxdt
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≥ p(p − 1)δ˜E
∫ τ
0
∫
Rd
Mγ+1|ut |p−2a¯i jt (Di ut )D j ut dxdt
≥ p−1(p − 1)δ˜(1− κ)γ 2 E
∫ τ
0
∫
Rd
a11t M
γ−1|ut |pdxdt
− N
(
(R + 1)β2 + κ−1χ
)
‖M−1u‖p
W 1p,θ (τ )
,
where N = N (d, p, δ, δ˜, θ), ln R = N (d, p)χ−1/2, and κ ∈ (0, 1] and χ > 0 are arbitrary.
Observe that, as κ ↓ 0,
−γ (γ + 1)+ p−1(p − 1)δ˜(1− κ)γ 2 →−γ [γ + 1− p−1(p − 1)δ˜γ ].
The latter is a strictly positive constant since γ < 0 and
γ + 1+ p−1(p − 1)δ˜γ = p − δ˜ p + δ˜
p
[
θ + p
p − δ˜ p + δ˜ − d − p + 1
]
> 0
by Assumption 2.5. It follows by (4.6) that after fixing κ = κ(d, p, θ, δ˜) ∈ (0, 1] appropriately
we can find an N = N (d, p, θ, δ˜, δ) such that for any χ > 0
‖M−1u‖pLp,θ (τ ) ≤ N ((R + 1)β2 + K + χ) ‖M−1u‖
p
W 1p,θ (τ )
+ N∗
(
‖M f 0‖pLp,θ (τ ) +
d∑
i=1
‖ f i‖pLp,θ (τ ) + (1+ β p)‖g‖
p
Lp,θ (τ )
)
, (5.7)
where N∗ = N∗(d, p, θ, δ˜, δ, χ).
By (5.7) and Corollary 4.2, for any χ > 0,
‖M−1u‖pW1p,θ (τ ) ≤ N1((R + 1)β2 + K + χ)‖M
−1u‖p
W 1p,θ (τ )
+ N2
(
‖M f 0‖pLp,θ (τ ) +
d∑
i=1
‖ f i‖pLp,θ (τ ) + ‖g‖
p
Lp,θ (τ )
)
, (5.8)
where (recall that K ≤ 1)
N1 = N1(d, p, θ, δ˜, δ, ε, ε1), N2 = N2(d, p, θ, δ˜, δ, ε, ε1, χ).
Now we fix a χ = χ(d, p, θ, δ˜, δ, ε, ε1) > 0 so that N1χ ≤ 1/4 and then find a β2
= β2(d, p, θ, δ˜, δ, ε, ε1) such that N1 Rβ2 ≤ 1/4. Then estimate (5.8) will imply (5.2) which
along with Theorem 5.1 brings the proof of Theorem 2.10 to an end. 
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