Abstract-This paper studies the opportunities of energyaccuracy tradeoff in cellular neural network (CNN). Algorithmic characteristics of CNN is coupled with hardware-induced error distribution of a digital CNN cell to evaluate energy-accuracy tradeoff for simple image processing tasks as well as a complex application. The analysis shows that errors modulate the cell dynamics and propagate through the network degrading the output quality and increasing the convergence time. The error propagation is determined by the task being performed by the CNN, specifically, the strength of the feedback template. Controlling precision is observed to be a more effective approach for energy-accuracy tradeoff in CNN than voltage over scaling.
critical path delay) has been proposed to reduce voltage with controlled increase in bit-error-rate (BER) [7] . Methods have focused on protecting more significant bits (MSBs), reduction of bit-width (precision control), and design of imprecise adders and multipliers to reduce power [8] , [9] . This paper explores the potential of accuracy-aware processing to reduce power dissipation and enable dynamic energy scaling in CNN-based image processors. The image processing using CNN and conventional Boolean architecture fundamentally differs in two ways: 1) algorithms are implemented directly in the ODE-based cell dynamics and 2) computation is performed by local interactions between cells in a network. There is a need to understand the impact of error in CNN image processing to evaluate the potential of energy-accuracy tradeoff. This paper makes the following contributions toward this direction.
1) Algorithmic Analysis:
We analyze the impact of error on the CNN processing by correlating error propagation and network connectivity (defined by template A and B). 2) Hardware Analysis: We design an illustrative digital CNN cell in 130-nm CMOS. We study the power versus BER for variable voltage and different precision of CNN cells. 3) Algorithm-Hardware Co-Analysis: We couple the error characteristics of CNN with the BER-power tradeoff of digital cells to study the effects of reduced voltage and/or precision on the quality of different applications.
Our analysis shows that in contrast to the conventional image processing where errors only degrade quality, the errors in CNN degrade the quality of output as well as the performance (or stability) by inducing oscillation in the state or output of a CNN cell. We observe that stronger connectivity between cells (stronger feedback template) enhances the error propagation in CNN. In addition, it is observed that reducing the precision is a more effective approach than VOS to reduce energy while maintaining acceptable quality.
The rest of this paper is organized as follows. Section II presents background on CNN. Section III presents the mathematical analysis of error characteristics of CNN. Section IV characterizes the error propagation. Section V analyzes energy-accuracy tradeoff. Section VI studies the role of the application. Section VII presents discussion and Section VIII concludes this paper. Fig. 1 (a) shows an M × N CNN having cells placed in M rows and N columns. The state of each cell is computed by the sum of the weighted inputs and outputs from the cell and its neighboring cells. The differential equation of each cell is described as [4] C ∂X ij (t) ∂t = − 1
II. BACKGROUND

A. Fundamentals of CNN
R X ij (t) + (k,l)∈N r (i,j)
A kl · Y kl (t)
where i is the row index, j is the column index, X ij (t) is the state, Y ij (t) is the output, U ij is the input, Z is the offset, A is the feedback template, and B is the feedforward template for each cell C(i, j). Here, N r (i, j) represents neighbors of a cell C(i, j) within radius r, where (k, l) is the index of those cells. Fig. 1 (a) depicts the CNN structure with r = 1. The weights of template A and B (representing the local interconnection) as well as offset Z are programmed by users depending on which image processing applications to run. The templates are learnt for different applications offline by using a CNN truth table [10] or a genetic algorithm [11] . As learning is performed offline, the energy impact of learning, and hence, potential of energy-accuracy tradeoff during learning is not considered in this paper.
The dynamic range of X ij (t), which is the maximum range of the state and the stability of CNN are proved in [4] . The stability of CNN guarantees that the system converges to a stable state at t → ∞. When CNN reaches the steady-state, the following properties should be satisfied:
These properties are true when (A ij > 1/R) is satisfied in (1) . As a result, the output of each cell in CNN always Fig. 2 . Dynamic routes and two equilibrium points of the state X ij (t) when g(t) = 0 [4] . Dynamic route of a cell changes due to error ε (direction reverses in the shaded area).
provides a constant value as the transient decays to zero
This is evident by looking at the steady-state condition (2) and the output function in (1b).
B. Dynamic Route of CNN
The stability of a CNN system can be understood further by looking at a dynamic route as shown in Fig. 2 . This basically shows the transient of a state variable (dX ij (t)/dt) depends on the state of a cell, X ij (t). The dynamic route for each cell is defined by rewriting the right-hand side of (1a) [4] 
where
and
In (4b), Y ij (t) can be written as a function of X ij (t). The shape of a piecewise linear plot (Fig. 2) is determined by −f (X ij (t)) and offsets by g(t), called offset level.
For convenience, let us assume R = 1, C = 1, A ij = 2, and g(t) = 0. This assumption can be made without violating parameter requirements as in [4] . R and C values can be predetermined by the user and weights of each template are determined accordingly during the learning process. Then, a cell has two stable equilibrium points at −2 and 2. The arrow on the route shows how X ij (t) settles to its stable equilibrium points as time goes by. For instance, if X ij (t) is having a value on region D 2 or D 3 (X ij (t) > 0), the state tends to settle at 2. After reaching the steady-state, when (2) is satisfied, X ij (∞) equals to 2 which makes Y ij (∞) = 1 by (1b).
C. Prior Work on CNN Hardware and Error Analysis
Analog [12] , mixed-mode [13] , and digital [14] , [15] CNN designs have been presented. Analog and mixed-mode (analog arithmetic but digital memory) have better performance but difficult to program and less scalable. Also, analog-to-digital (and vice-versa) conversion can degrade performance when analog/mixed-mode CNN is used as an accelerator in SoCs. On the other hand, digital CNNs provide the advantage of easier integration, higher scalability, and better programmability.
There have been a number of works on providing sufficient conditions for the global stability of various classes of neural networks [16] - [21] . Many researches have provided the mathematical estimation of the upper limit of connection weight matrices (equivalent to a feedback template A in CNN) in delayed neural networks (DNNs), which guarantees global stability of DNNs [16] - [18] . Most recently, a new criteria for global stability of DNN is shown considering parameter uncertainties on the delayed connection weight matrix as well [19] . Similar stability criteria studies have been done for other classes of neural networks as well [20] , [21] .
D. Contribution of this Paper
The main contribution of this paper is associating energy scalability with error propagation and hence, accuracy of CNN-based image processing. Although the error analysis performed in this paper is applicable for digital and analog CNN; the hardware-based energy-accuracy tradeoff analysis is restricted to digital CNN. The objective differs from the previous stability analysis work in that we consider errors coming from the CNN hardware due to physical energy management techniques, such as voltage and precision control. This paper correlates error characteristics of CNN, specifically error propagation in the network, to its power dissipation leading to strategies for energy and quality scalable design under performance constraints. We study relative effectiveness of bit-errors versus bit-precision control in energy-accuracy tradeoff of CNN and investigate the role of the feedback template. This paper shows the potential of application-dependent control of the precision. The analysis is further extended to consider effects of process variation, truncation of the template, and finally, the feasibility of adapting the precision during evaluation of an application.
III. IMPACT OF ERROR ON CNN
In this section, we analytically study the error characteristics of a CNN specifically focusing on error propagation. The first-order Euler approximation can be applied to obtain a discrete-time CNN equation (by setting discretization step h = RC = 1). Then, the CNN (1a) with an additive error (e g ) becomes
where n represents the current time step (iteration index) and e g ij is the amount of generated error added to the next state value at C(i, j). Essentially, we assume an additive random error is generated in each step of the CNN computation. The error may have any distribution. The state X ij (n + 1) of CNN deviates from its original value depending on the magnitude of e g ij . Note that (5) considers the addition of error as a real number (analog value) to obtain a more generic understanding. In Section V, we specifically consider the sources of error in digital cells due to VOS (physical bit-flip error due to timing violation) and reduced bit-precision (quantization error), both of which lead to e g ij in (5) .
A. Impact of Error on Cell Dynamics
To understand the effect of error, we divide the abscissa into four different domains (D 0 -D 3 ) in Fig. 2 (2) is satisfied for all cells, CNN may run forever (convergence time → ∞) unless there is a constraint on the number of iterations.
The equilibrium points are determined by g(t) described in (4c). Assume g(t) is defined as g(n) in digital CNN. Then, g(n) is dynamically affected by A kl · Y kl (n), which is the sum of feedback effects from neighbor cells; other variables remaining constant. We now analyze the effect of error propagation in CNN. First, we need to understand whether an error added to the state will lead to error in the output (input to output error propagation). Next, we mathematically analyze how error generated during state computation in the current iteration propagates through the network to affect the state computation in the next iteration.
1) Error Propagation of the State to Output:
The error may not propagate to cell
. In this case, error affects the output Y ij (n + 1) only when e g ij (n + 1) is large enough to change state to |X ij (n + 1)| < 1 or to an opposite signed value. Thus, we define two error terms: 1) state error ε X ij and 2) output error ε Y ij = NL(ε X ij , X ij ), where NL(·) is a nonlinear function which bounds the error propagation due to (1b). NL(·) is a function of ε X ij and X ij since ε Y ij depends on the value of (ε X ij + X ij ). It can be defined as follows:
Note that CNN converges to either −1 or 1 without any error. The conditions (6a) and (6c) are thus dominantly observed as CNN system converges. This implies that the distribution of ε Y ij finally has high probability at 0, −2, or 2 independent of the distribution of ε X ij . In Section III-C, we will numerically validate this observation using error rates from a digital cell.
2) Error Propagation Through the Network: Let us first examine both error terms at n = 1
where X ij (0) is an initial state of CNN and e g ij is assumed to be a random variable. At n = 2, the state error then becomes (2) . (8) By generalizing (8) at time step (n + 1), the state error is expressed as (9) , which is shown at the bottom of the page. Here, ε X ij (n + 1) is represented as a function of e g ij of which distribution is given. According to (9) , the impact of output error ε Y kl , propagated from neighboring cells and the cell itself at previous time step, is amplified by weights of the feedback template A kl . It implies that applications with strong feedback are likely to have enhanced error propagation (and hence, more quality degradation) compared to applications with weaker feedback.
Due to the nonlinearity of NL(·), (9) cannot be expressed as a closed-form expression. If |X ij | ≥ 1, Y ij reaches its equilibrium point (either 1 or −1) which may clamp out the impact of small error. For an intuitive understanding, therefore, we focus on the range of |X ij | < 1 where small error is propagated through the network. This condition is important to understand the role of error at the early stage of CNN operation where states are within the linear region. In this case, (8) becomes (2) . (10) Noting that e g ij is an independent and identically distributed random variable, indices of cell position and time can be removed. Then, the standard deviation of
Then, the variance of output error at time step "m" (assuming |Y ij | does not reach 1) is
Equation (12) implies that the generated error at each cell propagates through the network and its variance is amplified by the sum of squared element values of the feedback template (A) at each time step. This gives us the intuition of avoiding error at early stage of CNN operation in applications with larger feedback template.
B. Convergence Time Constraints
As discussed at the beginning of Section III-A, strict convergence may not be achieved with error since (X ij (n) − X ij (n − 1) = 0) and the state X ij (n) with error may also settle at an incorrect level. Thus, we define a (relaxed) convergence time for the following experiments. The convergence time considering the pseudo steady-state is defined as
where n conv is the convergence time and β is a fluctuation bound (β = 2 is used in our simulation). We say that CNN is converged when all CNN cells satisfy (13) . This convergence time may vary depending on the error rate, which will be shown in Section III-C. Hence, for image processing under performance constraints (e.g., real-time case), we need to compare the effect of error on output quality with a fixed number of iterations (convergence time constraint).
C. Experimental Characterization of Error Propagation
In this section, we characterize error propagation in CNN. We consider a fully digital realization of the CNN dynamics and apply random bit-errors while computing (5) for each cell at each step. We first examine the numerical error distribution of the state X ij and the output Y ij of CNN cells. As an example, the hole filling is used with the size of input image 50 × 50. The BER (P b ) is set to 5% with 12-bit precision. The state/output error ε X ij (or ε Y ij ) is computed by subtracting the state (output) of CNN under error to that evaluated without error at each iteration time. Since, we are allowing the bit-flip error with probability of P b for all bit positions, the state error is uniformly distributed except at 0 (95% of cells have no error). The error distribution with 5% BER is shown in Fig. 3(a) , for n = 1 and Fig. 3(b) , for n = 5. The distribution of the state error at n = 1 is the generated error [e g in (5)] which is a property of the hardware.
As expected the distribution is nonnormal. The computed standard deviation of the generated error at n = 1 is 2.05. The distribution of the state error at n = 5 captures the effect of error propagation [as discussed in (9)]. The distribution of the output error has several sharp peaks as iteration goes due to the bounding function NL(·) as in (6) . The distribution of the output error at n = 5 shows peaks at −2, 0, or 2 as predicted in Section III-A. Next, we verify the impact of feedback template (A) on error propagation. For comparison, two different applications are selected: 1) edge detection and 2) hole filling. The edge detection (A 1 ) has zero neighboring feedback weights while the hole filling (A 2 ) has feedback weight of 1 for directly connected neighbor cells [inset in Fig. 4(b) ]. Empirical cumulative distribution function (CDF) is utilized to identify the impact of error propagation depending on the feedback template weights. Fig. 4(a) shows the error propagation behavior of hole-filling template. We observe that with increasing number of iterations, there is higher probability of having larger error showing error propagation as expected from (9) . Fig. 4(b) compares the error propagation characteristics between two applications to study the effect of feedback template on the error characteristics. Note empirical CDF at n = 1 is identical between two applications, since the generate bit error e g at n = 1 is determined mainly by the characteristics of the hardware. Since, we are using the same processing engine for both applications, we expect identical error distribution. However, there is a higher probability of having larger error with template A 2 than with A 1 at n = 5 [ Fig. 4(b) ]. This verifies that larger feedback weights accelerate error propagation as expected from (9) .
Finally, the effect of template weights and bit error (P b ) on convergence time is studied considering the templates A 1 and A 2 . Due to larger fluctuations in the state value with increased P b , the (relaxed) convergence time increases and may not converge [ Fig. 5(a) ]. Also, for image processing under performance constraints, we need to compare output quality after a fixed number of iterations. We consider the edge detection algorithm (A 1 ) for illustration. Structural similarity (SSIM) index [22] is used to estimate the output image quality with error. For the baseline, the maximum number of iterations is fixed to 20 (it takes three iterations with no error). SSIM falls below 0.8 when the P b becomes larger than 0.5% [black line in Fig. 5(b) ]. The output images at some P b 's (0, 0.4, and 0.9%) are shown in Fig. 5(b) . It is evident that increasing BER increases the computed standard deviation of the error magnitude as well. In other words, a higher standard deviation of the error magnitude results in more convergence time and less image quality.
IV. DESIGN OF DIGITAL CNN
We design a CNN cell in 130 nm CMOS for experimental analysis of energy-accuracy tradeoff. We consider two approaches for power scaling, namely voltage scaling and reduced precision. In this analysis, we refer to reduced precision as reducing precision bit-width as well as voltage but ensuring zero bit errors. The VOS is referred to as reducing voltage below a critical limit that generates random bit errors due to timing violations in the critical path. During VOS, the supply voltage is controlled to reach a finite BER.
A. Hardware Design of CNN
A digital CNN cell, defined by (5), includes: 1) a node consisting of storage elements for state (X ij ), input (U ij ), and output (Y ij ) and 2) a processing element (PE) that executes the multiplication and addition. Fig. 6 illustrates a block diagram of a CNN cell showing the node and the PE. In the CNN node, there are three registers for input, output, and state, respectively, and a clamping module for the output function. In the CNN node, the bold lines represent the propagated input (U kl ) and output (Y kl ) from neighbor cells. The node delivers its input and output or the propagated input and output from the neighbor cells to its PE (data controller).
By using the data given by the CNN node, a PE connected to each node computes the next state, X ij (n + 1). A simple step-by-step diagram of PE computation is shown in Fig. 7 . To complete the computation of spatial convolution using a 3 × 3 template using a multiply-accumulate unit (MAC), a PE needs nine clock cycles. In Fig. 7 , each T i represents this nine clock cycles. Since ( C(k,l)∈N r (i,j) B kl · U kl + Z) is a constant over time, it is precomputed and stored in an input register file as a modified input (Input * in Fig. 6 ). By doing so, only one MAC unit is required in a PE design reducing the area and power overhead. This precomputation step requires nine clock cycles before running the application (T 1 in Fig. 7) . After the precomputation of input phase, template A is programmed in the PE, since, we assume that the template is spatially invariant. Then, each step of CNN state computation is performed until it reaches the iteration limit "n."
The input and the output of CNN are scaled between −1 and 1, while the values of template could be any noninteger values [4] . Our baseline CNN cell considers 12-bit signed fixed point representation (e.g., Q 3,8 : 1-bit sign, 3-bit integer, and 8-bit fractional number) to reduce the overhead of an ALU. Although the fixed-point number system has a limited range that may cause overflow, we note that the input and the output of CNN are always between −1 and +1 preventing the overflow of the state from changing the output if that limited range is able to represent [−1, 1]. We will show later the 12-bit fixed-point representation results in only a minor quality degradation compared to the ideal (floating-point) representation; however, significantly reduces the hardware complexity. Reducing data precision can reduce the power dissipation and delay, since it decreases the number of transitions in the ALU. However, a reduced precision also implies a higher numerical error. Therefore, while reduced precision is useful for low-power, as observed in Section III-C, it is important to be able to change to higher precision mode for stronger feedback templates. We assume the entire CNN operates at the same precision level during the operation of an application (fixed precision control). However, the precision can be controlled from one application to the other. This is done by designing the CNN cell such that some of Least Significant Bits (LSBs) can be selectively set to zero. For example, Q 3,2,6 means that 3 bits are integer part, 2 bits are fractional part, and 6 bits are zero (i.e., 6-bit precision). This is achieved by placing bit-width controllers before the inputs of a MAC and the input of a two-input adder (Fig. 6) . We should note that truncating LSBs of integer part may degrade CNN accuracy since values between −1 and 1 are important in CNN.
We also consider variable supply voltage of the CNN cells (nodes and PEs) to reduce the power dissipation. As reducing voltage increases the delay of the critical paths within the PE, for a fixed frequency operation, reducing voltage beyond the critical limit leads to random bit errors due to timing violations. This is referred to as the VOS. As discussed in Section III-C, the bit errors modulate output quality and convergence. Further, the effects of bit-errors due to voltage scaling also depends on templates.
B. Power and BER Analysis of Digital CNN
The designed CNN cell is simulated using SPICE to estimate the power, delay, and BER at different voltages and precisions. Note that, in this paper, we only reduce the precision of the operands (reduces power in the PEs), the precision of the template is kept fixed at 12-bit. The clock frequency and convergence time (number of iterations) are kept constant for all analysis to guarantee same performance under all conditions. The maximum delay of the CNN node is 1.18 ns and that of the CNN PE is 2.47 ns at 1.2 V with 12-bit precision. Power dissipation is also simulated using 3 ns clock period and random input vectors (at A, B, offset Z, and image input U ij ). The CNN node consumes 392.45 μW while the PE consumes 2.97 mW at 1.2 V with 12-bit precision. When LSBs are set to zero (reduced precision), the maximum signal propagation length in the ALU reduces and hence, the maximum delay in ALU decreases. Therefore, for a target P b , reducing the precision allows more headroom on voltage scaling. In addition, reducing precision also reduces the number of transitions in ALU and hence, the switching power. Fig. 8 shows P b and power dissipation at different supply voltages from 0.8 to 1.2 V with 12, 8, and 6-bit precisions. Fig. 8(a) shows that P b sharply increases (by about 0.1/30 mV) when the supply voltage is below the critical threshold (V crit ). As expected, V crit for 6-or 8-bit precision is lower than that of 12-bit precision. For example, V crit of Q 3,8,0 (12-bit) to meet P b = 0.005 is 0.88 V while it is 0.86 V for Q 3,4,4 (8-bit). Reducing precision from 12-bit to 8-bit results in 34% change in power at a given V DD (= 1.2 V).
V. ENERGY-ACCURACY TRADEOFF IN CNN
A. Analysis of Image Quality
We now consider the role of reduced precision and higher P b on the image quality. Table I shows SSIM of edge detection results on grayscale image using different bit precisions. The input image is assumed to be 12-bit pixels. Also, in this analysis, the templates are assumed to be 12-bit (full precision).
In contrast to black-and-white image, a grayscale image needs finer precision to represent 256 levels between −1 and 1. We compare the error characteristics considering reduced precision versus random bit error. To characterize the quantization error due to reduced precision, we compare the 8-bit CNN operation with 12-bit operation. The state and output errors are computed by subtracting the state (output) of CNN with 8-bit precision to that with 12-bit. The error distribution due to quantization is studied (not shown for brevity) for n = 1 and n = 5 to verify the prediction. As expected, we have observed the error is mostly concentrated near zero and the (numerical) standard deviation of the error is 0.02 at n = 1. This can be considered as e g in (5). As noted in Section III-C, the standard deviation of e g for 5% BER is about 2.05. Therefore, we expect a smaller error rate with reduced precision than VOS. Fig. 9 shows the empirical CDF of absolute state error. As shown in Fig. 9 , the amount of error is initially larger for VOS due to the nature of error (expected by higher standard deviation). Moreover, error is generated in each step [i.e., e g ij (n) in (9)] and propagated from neighbor cells. Therefore, we conclude that reducing precision introduce less error than increasing BER. Table I shows the quality degradation with reduced precision and random bit errors. It shows that using 8-bit instead of 12-bit slightly degrades the image quality while 6-bit precision degrades the image quality significantly. Considering voltage scaling and random bit error, both 12-and 8-bit precisions still show SSIM higher than 0.7 (P b = 0.5%) while 6-bit precision has SSIM less than 0.6. It means that finer precision smaller than 2 −2 is desired to represent fractional number during the CNN operation.
B. Energy-Accuracy Tradeoff
We consider VOS and reduced precision to evaluate potential of energy-accuracy tradeoff in CNN (Fig. 8) . The analysis always assumes full (12-bit) precision for the templates, while the precision for the operands are changed. First, VOS is applied while keeping the 12-bit precision to achieve a target P b (= 0.5%) (➀). Second, precision is reduced to 8-bit and voltage is scaled (from 1.2 to 0.88 V) while maintaining P b = 0 (➁). Third, VOS is applied at reduced precision (8-bit) to meet the target P b (= 0.5%) (➂). We observe that 8-bit precision operating at critical voltage (∼0.88 V) but without error gives ∼64% power saving from the baseline (1.2 V with 12-bit precision) while maintaining SSIM > 0.9. The above analysis shows that energy-accuracy tradeoff by reduced precision is more effective. This is because, even a small P b due to VOS can result in a wider range of numerical error due to potential of flipping in MSBs.
In Fig. 10 , energy dissipation versus image quality is shown using two representative image processing applications, edge detection (weak feedback), and hole filling (strong feedback). The x-axis in the figure represents the normalized energy dissipation of the CNN PE. Fig. 10 shows that the energy can be dynamically scaled for the CNN but at the expense of quality-of-results. There are two choices to scale energy: 1) reducing precision and 2) scaling supply voltage. For the same amount of change in energy (e.g., from 1.00 to 0.46) reducing precision gives more accurate output image than scaling voltage. Moreover, we observe that the SSIM index of hole-filling application falls more sharply compared to edge detection case when voltage falls below the critical point. This again shows that degradation in image quality for equivalent change in supply voltage and hence, energy dissipation, depends on the application characteristics.
VI. IMPACT OF APPLICATIONS
A. Simple Image Processing Applications
We now illustrate the role of application (i.e., depending on strength of the template A) on the energy-accuracy tradeoff. We only consider 12-and 8-bit for illustration. Six different applications are simulated: 1) edge detection; 2) diffusion; 3) halftoning; 4) binarization; 5) rotation detector; and 6) hole filling [23] . To investigate the tradeoff between energy saving and image quality, we use three different options described in Fig. 8: 1) 12-bit at 0.88 V (P b = 0.5%); 2) 8-bit at 0.88 V (P b = 0); and 3) 8-bit at 0.86 V (P b = 0.5%). Each result is compared to the image obtained by using an ideal (64-bit) floating point representation (Fig. 11) . The 64-bit floating point is set as reference in order to show 12-bit at 1.2 V is good enough as a baseline design of the digital CNN. Since, we fix number of iterations and the clock period, the performances of the CNN under all of the above scenarios are constant.
Edge detection, which has zero neighbor feedback weights, generates the reasonable image quality even with both VOS and reduced precision (∼66% saving by ➂). The degradation of image quality, however, is visible with nonzero feedback weights. Since diffusion, halftoning, and binarization have weaker feedback than rotation detector and hole filling, those applications with 0.5% error rate still show the recognizable output images with salt and pepper noise while rotation detector and hole filling cannot show any desired output image. Hence, only precision control can be utilized for algorithms with strong feedback such as rotation detector and hole filling (power saving is limited; ∼64% saving by ➁). For the diffusion or binarization algorithm, both VOS and precision control can be utilized depending on the error tolerance of the application they are involved in.
B. Case Study: Fingerprint Preprocessing Application
As shown in Fig. 11 , errors propagate and degrade the output quality significantly on some applications. Thus, VOS should be utilized only for applications with weak neighbor feedback or less number of iterations. In this subsection, we selected a fingerprint preprocessing application [24] , which consists of multiple image processing algorithms. The preprocessing (enhancement) is a crucial step before doing the fingerprint recognition. The fingerprint recognition system is important for the security and is used in various mobile platforms for biometric analysis [25] . We study the opportunities for energy-accuracy tradeoff in the different intermediate tasks considering reduced precision for all tasks and VOS (along with reduced precision) for tasks with weak feedback weights. The goal is to understand whether reduced precision can maintain application quality and what is opportunity for additional energy-quality tradeoff with VOS for certain tasks.
Overall block diagram of the fingerprint preprocessing is shown in Fig. 12 . There are two main algorithms: 1) sharpening and 2) enhancement. The sharpening stage removes noise or shaded regions in the input image. The enhancement stage fills up the hole in important fingerprint lines. In detail, there are nine different image processing algorithms in use: 1) sharpening; 2) low-pass filtering; 3) diffusion; 4) contrast stretching; 5) inversion; 6) hole filling; 7) binarization; 8) erosion; and 9) logic AND. As we have observed, hole filling has strong feedback which makes the application prone to bit-flip error caused by VOS (refer to Section VI-A). In addition, sharpening, low-pass filtering, and erosion also have strong feedback templates as shown in Fig. 13 . Other than these four algorithms, weights of feedback templates are relatively weak or zero so that we could allow VOS and precision control. 8-bit precision is used, 23.63 nJ (64.17% reduction in energy consumption) is required for the entire computation.
We could allow VOS (0.5% BER) on some algorithms with weak feedback template (on the right side of Fig. 13 ) for more energy savings. Other than hole filling, sharpening, low-pass filtering, and erosion, the remaining image processing algorithms are simulated with 0.5% bit error. As a result, Fig. 14(e) and (f) is obtained by using 12-and 8-bit precision, respectively. Then, 304 iterations are computed with no error while the remaining 423 iterations are computed with 0.5% bit error. Although, major connections are still recognized, the SSIM drops to ∼0.8. With VOS, energy consumption becomes 46.59 nJ with 12-bit precision [ Fig. 14(e) ] and 22.95 nJ with 8-bit precision [ Fig. 14(f) ]. If we compare against the 12-bit implementation without VOS [i.e., Fig. 14(c) ], adding VOS to selective tasks saves ∼29.36% energy reduction. However, if we compare against the reduced precision (8-bit) without VOS, the additional energy saving by allowing error is negligible, but an appreciable degradation in image quality is observed.
VII. DISCUSSION
A. Effect of Process Variations on Energy-Accuracy Tradeoff
We have discussed the energy-accuracy tradeoff at the nominal process corner. If there are threshold process variations on CNN cells, more paths can become critical and hence, a larger number inputs can lead to timing errors. Hence, P b at a given voltage can be higher requiring additional voltage margin to guarantee error free operation. We have performed Monte Carlo simulation using SPICE considering die-to-die and within-die variations for all transistors (130-nm CMOS) in the PE. Fig. 15 shows the fifth percentile and the nominal BER at varying voltage. The fifth percentile implies that 95% of simulation results have lower BER than plotted P b (dashed line in Fig. 15 ). Due to process variations, allowable voltage to ensure certain P b becomes higher than the one at nominal condition.
Consider voltage scaling at 12-and 8-bit precision is performed without considering variation. At the supply voltage (V DD = 0.88 V) that ensures 0% BER for 8-bit at nominal corner, we simulated two applications (edge detection and hole filling) considering process variation (at the fifth percentile point). As expected, SSIM index degrades significantly with variations when operating at the same voltage due to increased P b (Table II) . This suggests that under variation, we need to reestimate the minimum supply voltage considering sufficient margin to guarantee zero BER. However, such an approach will lead to less energy saving. We have estimated the minimum voltage for a given BER and precision for the fifth percentile case and recomputed the energy saving as shown in Table III . We observe that energy saving reduces when variation-aware voltage scaling is considered.
B. Effect of Truncation in the Templates
The discussions in Section VI considered templates are always kept at 12-bit and with no error. To investigate the role of truncation in the templates, we have simulated three different cases: 1) 12-bit operands with 12-bit templates (baseline); 2) 8-bit operands with 12-bit templates (the operand truncation as in the rest of this paper); and 3) 8-bit operands with 8-bit templates (both template and operand truncation). In all cases, the designs are simulated to operate at minimum voltage without a timing error. The operands are the state, the output, and the input of CNN. The template values of feedback (A) and feedforward (B) considering 12-and 8-bit resolution are shown in Fig. 16(a) . The output using 12-bit operands with 12-bit templates is the baseline for the comparison purpose. Compared to the 8-bit operand and 12-bit template (SSIM ∼0.58), using 8-bit template degrades quality (SSIM ∼0.45). On the other hand, for a constant 8-bit operand, using the 8-bit truncated templates provides ∼10% additional energy saving compared to the 12-bit template case as illustrated in Fig. 16(b) . Fig. 16(c) shows output images for the three different cases. The above analysis shows that template truncation, along with operand truncation, can lead to additional energy saving at the expense of graceful degradation in quality. 
C. Adaptive Precision Control
In this section, we discuss the potential of adaptive precision i.e., changing the precision during the evolution of the network. To evaluate the opportunity, we have simulated two cases of adaptive precision: 1) higher precision at the early stage and lower precision at the later stage of the network (12-bit at initial five iterations and 8-bit at the remaining iterations) and 2) lower precision at the early stage and higher precision at the later stage of the network (8-bit at initial five iterations and 12-bit at the remaining iterations).
Simulation results are shown in Table IV considering edge detection, diffusion, and halftoning. Using higher bit precision at early stage of CNN operation and using lower bit precision at the remaining iterations results in high accuracy with large energy savings. For the opposite case (8-to 12-bit), accuracy does not improve much from the 8-bit case even though 2/3 of the total iterations (15 iterations) used 12-bit. This is because small error propagates through the network when the state X ij of CNN is in the linear region (|X ij | < 1) [see (12) ] i.e., at the early stage of the dynamics. Hence, higher precision at early stage helps improve accuracy. The adaptive precision control (12-to 8-bit) saves 48.12% of energy compared to the 12-bit case while using 8-bit saves 64.16% with more quality degradation.
VIII. CONCLUSION This paper analyzes the error characteristic of CNN-based image processing to evaluate the potential of energy-accuracy tradeoff. The algorithmic analysis shows that errors directly modulate the cell dynamics and their impacts not only degrade the image quality but also affect the convergence time (performance). In particular, the effect of error is more prominent for applications with higher feedback weights as error propagates more strongly through the network. The algorithmic analysis has been coupled with circuit level power, performance, and error rate simulation of digital CNN cells considering reduced precision and voltage scaling. It is observed that reduced precision provides a better energy-accuracy tradeoff than VOS, particularly, for applications with strong feedback template. Application-dependent precision and voltage control was observed to be an effective approach to reduce CNN power at target performance with graceful quality degradation.
