Abstract. Evolutionary algorithms are applied as problem-independent optimization algorithms. They are quite efficient in many situations. However, it is difficult to analyze even the behavior of simple variants of evolutionary algorithms like the so-called (1 + 1) EA on rather simple functions. Nevertheless, only the analysis of the expected run time and the success probability within a given number of steps can guide the choice of the free parameters of the algorithms. Here static (1 + 1) EAs with a fixed mutation probability are compared with dynamic (1+1) EAs with a simple schedule for the variation of the mutation probability. The dynamic variant is first analyzed for functions typically chosen as example-functions for evolutionary algorithms. Then functions are presented where each static (1 + 1) EA has exponential run time while the dynamic variant has polynomial run time and for other functions it is shown that the dynamic (1 + 1) EA has exponential run time while the static variant with a good choice of the mutation probability has with large probability polynomial run time.
Introduction
The design and analysis of problem-specific optimization algorithms is a wellestablished subject. Many tools for the analysis of deterministic or randomized algorithms have been presented and applied. General randomized search heuristics (like simulated annealing or evolutionary algorithms) are problemindependent optimization algorithms. The idea is to design optimization algorithms, which are robust, i. e., they have a good, although not optimal behavior for many of the "typical problems". Nevertheless, it is quite obvious that a problem-specific algorithm will outperform a problem-independent search heuristic. Therefore, it is useful to add problem-specific modules to search heuristics when applying them to problems with a known structure. However, some people underestimate the need for randomized search heuristics. In the following two scenarios randomized search heuristics are a good choice. If a company has to solve an optimization problem where no problem-specific algorithm is known, there are often not enough resources (time, money, experts) to design a problemspecific algorithm and it is better to apply a randomized search heuristic. The other scenario is the situation where the "structure" of the problem is not known. In many technical systems with n free parameters the function f which has to be optimized is not given. It is only possible to "sample" the function, i. e., the t-th search point a t can be chosen knowing only the first t − 1 search points a 1 , . . . , a t−1 and their f -values f (a 1 ), . . . , f (a t−1 ). Hence, we claim that it is necessary to analyze the behavior of randomized search heuristics on selected problems in order to understand their advantages and disadvantages. We do not claim that these randomized search heuristics in their pure form outperform problem-specific algorithms.
Evolutionary algorithms are a class of randomized search heuristics. The experimental knowledge on these algorithms is immense, but only few theoretical results exist. Only recently it has been shown that crossover can reduce the expected optimization time from superpolynomial to polynomial (Jansen and Wegener [8] ). It seems to be useful to analyze simple variants of evolutionary algorithms on selected functions to understand their behavior and the influence of the setting of the free parameters on their behavior.
We concentrate on the maximization of discrete or pseudo-Boolean functions f : {0, 1} n → R. The (1 + 1) EA is the extreme example of an evolutionary algorithm with population size 1. Since a new string x ′ replaces the old string
, the (1 + 1) EA can be viewed also as a randomized hillclimber. However, the (1 + 1) EA uses mutation as its search procedure. Then each string has a positive probability to be created and the (1 + 1) EA cannot get stuck in a local optimum. Mutation with mutation probability p ∈ (0, 1/2) works as follows. The bits x ′ i of x ′ are created independently and x ′ i = x i with probability 1−p and x ′ i = 1−x i otherwise. Hence, strings closer to x (with respect to the Hamming distance) have a larger chance to be created. We describe the general dynamic (1 + 1) EA formally.
Algorithm 1 Dynamic (1 + 1) EA with mutation probabilities p t (n) < 1/2 1. Choose x ∈ {0, 1} n uniformly at random. Set t = 1. 2. Compute x as the result of mutation with probability p t (n) applied to x. 3. Replace x with x ′ iff f (x ′ ) ≥ f (x). 4. Increase t by 1 and continue at Step 2 until some stopping criterion is fulfilled.
We investigate the (1+1) EA without stopping criterion as an infinite stochastic process. Let X f be the random variable describing the first point of time where the "current" string is optimal with respect to f . The expected run time is the mean E(X f ) of X f and the success probability Prob(X f ≤ t) describes the probability of having found the optimum within t steps. If Prob (X f ≤ q 1 (n)) ≥ 1/q 2 (n) for polynomials q 1 and q 2 and E(X f ) grows exponentially, the multistart variant of the (1 + 1) EA where polynomially many runs of the (1 + 1) EA are performed independently in parallel has a good behavior.
If p t (n) does not depend on t, the (1 + 1) EA is called static. The special case where p t (n) = 1/n has been investigated intensively by Mühlenbein [10] for ONEMAX (the functions are defined later), Rudolph [11] for many functions, Garnier, Kallel, and Schoenauer [6] for the function which is constant with the exception of a unique global optimum, Droste, Jansen, and Wegener [2] for all linear functions, Wegener and Witt [13] for quadratic functions, and Droste, Jansen, and Wegener [3] for LO (Leading Ones) and path functions. The analysis of the dynamic (1 + 1) EA is more difficult, since different mutation probabilities offer new possibilities to approach the optimum or to get trapped. For the case of pseudo-Boolean functions we suggest a very simple schedule which "tries" periodically for all "meaningful" p < 1/2 a value "not far" from p and prefers small values of p leading to small changes of the strings.
Algorithm 2 Time schedule for the dynamic (1 + 1) EA The algorithm works in phases of length ⌈log n⌉ − 1. In the t-th step of a phase the mutation probability equals 2 t−1 /n (the algorithm starts with the mutation probability 1/n, doubles this parameter until a value of at least 1/2 would be reached, then it starts again with 1/n).
We do not claim that our schedule is in some sense optimal. However, it is a reasonable choice. Its analysis offers the possibility to consider all positive and negative effects of dynamic (1 + 1) EAs and this is the main purpose of our paper. Our methods can be applied also to other time schedules.
This dynamic (1 + 1) EA has been investigated before by Droste, Jansen, and Wegener [4] and Jansen and Wegener [9] . These papers contain some of the simple upper bounds which we present in Section 2 and one of the lower bounds (the bound for the leading ones function LO) of Section 4. Here we present more involved results. In Section 3, we investigate the behavior of the (1 + 1) EA on a function where the simple methods from Section 2 lead to bounds which are far from optimal. The problem is to analyze the effect of steps with not useful mutation probabilities. In order to obtain good bounds it is necessary to prove that these steps are wasted, but do not have too many bad implications. In Section 4, we present some lower bounds proving that several of our upper bounds are asymptotically optimal. In the remaining two sections we discuss extreme examples. We present in Section 5 functions where only varying mutation probabilities lead to an expected polynomial run time and in Section 6 it is shown that the dynamic (1 + 1) EA can lead with overwhelming probability to an exponential run time while the (1 + 1) EA with mutation probability 1/n finds the optimum with overwhelming probability quickly.
Simple Upper Bounds
First we introduce the functions considered in the Sections 2, 3, and 4. A function f : {0, 1} n → R is a degree-k function with N non-vanishing terms if it can be represented as
where w i ∈ R \ {0} and the sizes of the sets B i ⊆ {1, . . . , n} are bounded above by k. Degree-1 functions are called linear. We consider two special linear functions namely ONEMAX(a) = a 1 + · · · + a n where all weights w i are equal and BV (binary value) defined by BV(a) = a 1 2 n−1 + a 2 2 n−2 + · · · + a n which has extremely different weights, i.e., bit i is more important than all the following ones. However, the last bits have already influence if the bits are not all equal to 1. Therefore, LO (leading ones) defined by LO(a) = max{i|a 1 = · · · = a i = 1 and (i = n or a i+1 = 0)} is of interest. Again bit i is more important than all the following ones. As long as x i = 0 a bit j > i has no influence on the function value. A function f : {0, 1} n → R is called unimodal if it has a unique global optimum a opt and each a = a opt has a Hamming neighbor with a larger function value (usually called fitness). We discuss a subclass of unimodal functions. A path p starting at a ∈ {0, 1} n is defined by a sequence of points p = (p 0 , . . . , p l ) where
n → R is a path function with respect to the path
The following theorem summarizes simple upper bounds on the expected run time of our dynamic (1 + 1) EA (for the proof see the Appendix). 
n · log n for arbitrary functions, -e · n · (ln n + 1) · log n for ONEMAX, -e · n 2 · log n for all linear functions among them BV, -e · n k · N · log n for all degree-k functions with N non-vanishing weights which all are positive, -e · n 2 · log n for LO, -e · n · l · log n for path functions on paths of length l if the search starts on the path, -e·n·N ·log n for all unimodal functions taking at most N +1 different values.
An Improved Upper Bound for the Binary Value Function
Linear functions seem to be the simplest functions essentially depending on all variables. A robust search heuristic should find the optimum of such functions efficiently (without knowing that the considered function is linear). However, it is not easy to analyze the behavior of (1 + 1) EAs on linear functions, see Droste, Jansen, and Wegener [2] who could prove an old conjecture that the (1 + 1) EA with mutation probability 1/n has an expected run time of Θ(n log n) on arbitrary linear functions with non-vanishing weights. ONEMAX is the simplest of all such linear functions. Together with a lower bound proved in Section 4 we know that the dynamic (1 + 1) EA needs an expected run time of Θ(n log 2 n) on ONEMAX. We are not able to prove such a bound for all linear functions. For BV we prove here such an upper bound and in Section 4 a corresponding lower bound. The analysis of the dynamic (1 + 1) EA on BV has several interesting features:
-if there is a not too short block of leading ones, large mutation probabilities lead to wasted steps, since it is very likely that one of the leading ones flips and the mutant is not accepted, -larger mutation probabilities than 1/n lead in the beginning to good chances for accepted steps, i. e., in the extreme case of a leading 0 the acceptance probability is at least as large as the mutation probability, -accepted steps with larger mutation probabilities than 1/n can be "dangerous", since many ones can flip to zeros.
Hence, we are in a situation where different mutation probabilities lead to different chances and risks. This implies that we have to deal with all essential aspects of the dynamic (1 + 1) EA.
Theorem 2. The expected run time of the dynamic (1+1) EA on BV is bounded above by O n log 2 n .
Sketch of Proof.
Here we present the main part of the proof, the remaining parts can be found in the Appendix. We split the runs of the dynamic (1 + 1) EA into phases of length ⌈log n⌉ − 1 < log n. We claim that the expected number of phases of the dynamic (1 + 1) EA on BV is bounded above by O(n log n). A phase is called successful if it contains at least one step where x ′ = x and x ′ replaces x.
Claim 1 There is a constant ε > 0 such that the expected number of successful phases until the number of leading ones is increased from l ≥ n 1/2 to r = min {(1 + ε)l, n} is bounded by O(l).
Proof. Because of the special properties of BV only steps where the first l bits do not flip can be accepted and we can ignore what happens for the bits to the right of the first r = min {(1 + ε)l, n} positions. We measure the progress of the dynamic (1 + 1) EA by the potential function counting the ones in the block B of the bits l + 1, . . . , r. It is sufficient to prove an O(1) bound on the expected number of successful phases until the potential function has been increased by at least 1. For this purpose, we investigate a Markoff process which is provably slower than the dynamic (1+1) EA on BV. We assume that in a successful phase only one 0 is changed into a 1. Then we estimate the unconditional expected number of flipping ones in B during one phase assuming that there is always the maximal number of εl ones, but considering only steps where none of the leading l bits flips. Finally, we have to take into account the condition that the phase is successful, i. e., at least one step is successful. A standard calculation (see the Appendix) shows that for some constant c the unconditional number of flipping bits in B within those steps of one phase where none of the leading bits flips is bounded above by c · ε.
We now consider the number of flipping bits in B for the first successful step in the successful phase. We investigate the conditional probability that this is the step with mutation probability 2 i /n. Pessimistically, we assume that none of the steps where 2 i /n < 1/l is successful. If the number of zeros in B equals k, the success probability for the smallest mutation probability p ≥ 1/l can be described as ( 
If p is doubled, the term e −l ′ p < 1 is squared. Hence, the probability that the first successful step is the step with mutation probability p = 2 i /n ≥ 1/l under the condition that there is a successful step in this phase decreases exponentially with i. The expected number of flipping bits for mutation probability p equals εlp. Hence, the expected number of flipping bits in the first successful step can be bounded above by c ′ ε for some c ′ > 0. Choosing ε > 0 small enough, cε + c ′ ε ≤ 1/2. Hence, the expected number of ones in B increases at least by 1/2 in a successful phase. Using Wald's identity [5] the expected number of successful phases until the number of ones in B has increased to its maximal value is bounded above by 2εl.
⊓ ⊔ (For the rest of the proof see the Appendix.)
Lower Bounds
Good lower bounds have to estimate how many levels of different fitness values the dynamic (1 + 1) EA typically passes until it reaches the optimum. The following result (for the proof see the Appendix) for the leading ones function LO shows that the dynamic (1+1) EA has to pass with overwhelming probability through Ω(n) of the n + 1 fitness levels.
Theorem 3. There exists a constant ε > 0 such that the success probability of the dynamic (1 + 1) EA on LO after εn 2 log n steps is exponentially small. The expected run time of the dynamic (1 + 1) EA on LO equals Θ n 2 log n .
In Section 5 and Section 6 we investigate functions which partly are path functions. Therefore, we analyze here a simple path function SP (short path), where
Theorem 4. The expected run time of the dynamic (1 + 1) EA on SP equals Θ n 2 log n .
Proof. The upper bound follows from Theorem 1. Using the bound for ONEMAX the expected time until a path point 1 i 0 n−i , 0 ≤ i ≤ n, is reached can be bounded by O n log 2 n . The length of the path is n and the expected time to reach the end of the path is O n 2 log n . Now we prove the lower bound. With a probability exponentially close to 1, the initial search point has less than (3/4)n ones. The O n log 2 n upper bound for ONEMAX holds for arbitrary starting points. Hence, with a probability exponentially close to 1, the path is reached within O(n 2 ) steps. Then at most O(n 2 ) points with i ones, 1 ≤ i ≤ (3/4)n, are reached until the actual search point belongs to the path. Each point with i ones has for n−ONEMAX the same chance to be reached. The fraction of all points with i ones, n/8 ≤ i ≤ 3n/4, which have a Hamming distance of less than n/16 to one of the path points is exponentially small. Moreover, for each mutation probability p ≤ 1/2 and each pair of points (a, b) where H(a, b) ≥ n/16, the probability that the mutant of a is
n/16 . Hence, with a probability exponentially close to 1, the path is reached at some point with at most 3n/4 ones. If the actual search point belongs to the path only points from the path with more ones are accepted as new strings.
The probability that the mutant of the path point a is its j-th successor equals
Since p < 1/2, the probability to obtain the j-th successor for some j ≥ 4 can be bounded by O 1/n 4 . Hence, the probability of such a step within O n 2 log n steps is only O (log n)/n 2 . In the cases without such a step we pessimistically assume that each step on the path has length 3. We need at least n/12 of these steps. We consider εn 2 (⌈log n⌉ − 1) steps of the dynamic (1 + 1) EA. Let X k be the random variable taking the value 1 if the k-th step leads to a better path point and taking the value 0 otherwise. The expected value of the sum of all X k is bounded by
for some constant c. We choose ε = 1/(24c). Then, by Chernoff bounds, the probability of reaching the optimum within εn 2 phases is exponentially small. Altogether, we have proved the theorem. ⊓ ⊔ Horn, Goldberg, and Deb [7] , Rudolph [12] , and Droste, Jansen, and Wegener [3] have considered functions based on longer paths. The methods of the proof of Theorem 4 can be applied to obtain asymptotically matching upper and lower bounds on the expected run time of those path functions where it is likely to reach the path not close to the end, where path points have for some large d for all d ′ ≤ d only one path successor in Hamming distance d ′ , and where the path is sparse enough, i. e., each path point has also for d ′ > d not too many path successors in Hamming distance d ′ . For ONEMAX, one expects that the O n log 2 n upper bound is asymptotically exact, since steps with large mutation probabilities are wasted if the number of ones is already quite large. This conjecture can be proved.
Theorem 5. The expected run time of the dynamic (1 + 1) EA on ONEMAX equals Θ n log 2 n .
Proof. The upper bound is contained in Theorem 1.
For the lower bound, we only investigate the final time interval I of the dynamic (1 + 1) EA starting with the first search point with at least n − n 1/2 ones. It is easy to prove that with high probability the number of ones of the actual search point is less than n − n 1/2 /2. The idea is that within I only small mutation probabilities help.
First, we investigate steps with high mutation probability p = 2 i /n ≥ n −3/4 . Then we expect at least n − n 1/2 p flipping ones and, by Chernoff bounds, the probability of less than np/2 flipping ones is exponentially small. If p ≥ 2n −1/2 , the probability of increasing the number of ones is exponentially small. If n −3/4 ≤ p ≤ 2n −1/2 , the expected number of flipping zeros is at most n 1/2 p. Again by Chernoff bounds, the probability of at least np/2 flipping zeros is exponentially small. If a step in the time interval I with such a high mutation probability is successful, we estimate the run time below by 0.
If p ≤ n −3/4 , the probability of at least 5 flipping zeros is bounded above by
. Also if such a step happens in the time interval I, we estimate the run time below by 0.
If the above considered events do not happen, we estimate the probability that a phase contains at least one step increasing the number of ones. If the number of zeros equals N , this success probability is bounded above by
since more zeros than ones have to flip and p = 2 m /n ≤ n −3/4 is equivalent to m ≤ (1/4) log n. By standard calculations, this probability can be estimated by cN/n for some constant c. Hence, the expected number of full phases until the number of ones is larger than N is at least c −1 n/N − 1. Optimistically, we assume that the number of ones is always increased by 4. The expected number of phases in I is for the largest multiple r of 4 smaller than n 1/2 /2, at least
The lower bound follows, since with probability 1 − o(1) we are in a situation where the expected number of phases is Ω(n log n). ⊓ ⊔ Corollary 1. The expected run time of the dynamic (1 + 1) EA on BV equals Θ n log 2 n .
(For a proof see the Appendix.)
5 The Dynamic (1 + 1) EA Can Beat Each Static (1 + 1) EA Drastically Jansen and Wegener [9] have presented an example where the dynamic (1+1)EA is by a small polynomial factor faster than each static one. Here we present an example where the dynamic (1+1) EA has a polynomial expected run time while each static (1 + 1) EA has within polynomial many steps only an exponentially small success probability.
Definition 1. The function PTJ (path to jump) is defined by
where I is the island of globally optimal points containing all points a with ONEMAX(a) ∈ [(3/4)n, (7/8)n] and H(a, b) ≥ n/16 for all b = 1 i 0 n−i , 0 ≤ i ≤ n (see Figure 1 ). Theorem 6. The expected run time of the dynamic (1 + 1) EA on P T J equals O n 2 log n .
Sketch of Proof.
(For a complete proof see the Appendix.) For the first phases we can apply results from Theorem 1. The expected time to reach the path or the island is bounded by O n log 2 n . Afterwards, the expected time to reach 1 n or the island is O n 2 log n . It remains to prove that the expected time to reach the island from 1 n is not too large. Let s(i) be the fraction of strings in I among all strings with exactly i ones. It can be proved that
The dynamic (1 + 1) EA uses a mutation probability within [1/8, 1/4]. The probability that for the actual search point 1 n and this mutation probability the number of flipping ones is contained in [(1/8)n, (1/4)n] is at least 1/2 − o (1) and in the positive case the probability of obtaining a search point from I is 1 − o(1). Hence, the expected number of phases until reaching the island from 1 n is O(1). ⊓ ⊔ Theorem 7. The expected run time of each static (1 + 1) EA on PTJ is exponential. The success probability for a polynomial number of steps is exponentially small. Remark 1. It is possible to present more precise bounds. However, this gives no further insights and makes the proofs less readable.
Proof (Proof of Theorem 7)
. The initial search point has with a probability which is exponentially close to 1 at most (5/8)n ones. In order to reach some point from I it is necessary that, in one step, at least n/16 bits flip simultaneously. This follows, since each search point a / ∈ I with a better fitness than a point with at most (5/8)n ones has a Hamming distance of at least n/16 to each point from I. If the mutation probability is less than 1/32, the probability of at least n/16 flipping bits is exponentially small and the result follows.
We still have to consider the case of a mutation probability p ∈ [1/32, 1/2). Let a be the actual search string. If a has at most (5/8)n ones, the probability that the mutant has at least (3/4)n ones is exponentially small. Without such steps only strings with at most (5/8)n ones or strings on the path are accepted. The probability of reaching a point on the path with at least n/2 ones is also exponentially small. If the static (1 + 1) EA reaches the path at some 1 i 0 n−i , i ≤ n/2, the probability to reach another point on the path is exponentially small. This proves the theorem.
⊓ ⊔ 6 The Dynamic (1 + 1) EA Can Get Trapped
The dynamic (1 + 1) EA would be a robust alternative to static (1+1)EAs if we would never lose more than the O(log n) factor proved in the earlier sections for several functions. Here we present an example where the static (1 + 1) EA with the mutation probability 1/n is very efficient while the dynamic (1 + 1) EA is very inefficient.
Definition 2. The function PWT (path with trap) is defined by
where T is the trap containing all a with j ones, (1/4)n ≤ j ≤ (3/4)n, such that the Hamming distance to some path point 1 i 0 n−i is in the interval [n/12, n/6] and the Hamming distance to each path point is at least n/24 (see Figure 2 ). Theorem 8. The success probability of the (1 + 1) EA with mutation probability 1/n on PWT within O n 2 steps is exponentially close to 1.
Proof idea. (For a complete proof see the Appendix.) For a typical run of the static (1 + 1) EA the path is reached within O(n 2 ) steps and then 1 n is reached during another O(n 2 ) steps. In the first phase it is unlikely to get trapped, since, on each level of strings with i ones, T is "small". Later, T is "far away" from the path.
⊓ ⊔ Theorem 9. The probability that the dynamic (1 + 1) EA needs an exponential number of steps on PWT is exponentially close to 1.
Proof idea. (For a complete proof see the Appendix.) For a typical run of the dynamic (1 + 1) EA the path is reached at some 1 i 0 n−i where i ≤ n/4. Then it takes some time to follow the path until some 1 j 0 n−j where j ≥ 3n/4 is reached. During this phase we have enough steps with a mutation probability p ∈ [1/12, 1/6]. During these steps it is very likely to get trapped. ⊓ ⊔
Conclusions
It is argued why evolutionary algorithms on pseudo-Boolean functions should be analyzed. Here for the first time a dynamic evolutionary algorithm with a simple schedule for the variation of the mutation probability is analyzed for many different functions. It is shown that for simple functions the run time typically is by a factor of O(log n) slower than the time of the best static variant. The different aspects of "untypical" mutation probabilities are investigated and two extreme examples are presented showing that the dynamic (1 + 1) EA can optimize functions efficiently which are hard for all static variants and showing that the dynamic (1 + 1) EA can be very inefficient on functions which are easy for the static (1 + 1) EA with the standard choice for the mutation probability.
ii) Let S i = max min {s(q, a) | a ∈ A i } | q = 2 j /n and 0 ≤ j ≤ ⌈log n⌉ − 2 . The expected run time of the dynamic (1 + 1) EA can be estimated by
The proof of Lemma 1 is obvious. When starting in A i , the expected time of the static (1 + 1) EA to leave A i is bounded above by s
−1 i
and we only have to leave some of the sets A i , . . . , A m−1 once. For the dynamic (1 + 1) EA we consider phases of ⌈log n⌉ − 1 ≤ log n steps where we try all considered mutation probabilities and estimate the probability of leaving A i by the success probability of the best considered mutation probability. Despite of its simpleness, this bound leads often to good results. It is crucial to choose an appropriate < f -partition.
We return to the proof of Theorem 1. For arbitrary functions f : {0, 1} n → R, we choose m = 2 and A 1 as the set of all not optimal points. For a ∈ A 1 , let d(a) be the Hamming distance to the closest optimal point. If q ≤ 1/2,
The dynamic (1+1) EA uses a mutation probability from [1/4, 1/2) implying that S 1 ≥ (1/4) n and the expected run time is bounded above by 4 n log n. The function ONEMAX counts the number of ones in the vector describing the search point. Let A i contain all points with i ones, 0 ≤ i ≤ n. For a ∈ A i there are n − i 1-bit mutations leading to A i+1 . Hence,
leading to an upper bound of the expected run time of the dynamic (1 + 1) EA of e · n(ln n + 1) log n.
For ONEMAX the fitness is described by the number of ones at arbitrary positions. The function LO counts the number of leading ones. In order to increase the fitness it is necessary that the leftmost zero flips. Let A i contain all a where LO(a) = i. For a ∈ A i , i < n, there is a 1-bit mutation leading to A i+1 . Hence, S i ≥ s(1/n, a) ≥ e −1 · (1/n) and we obtain the upper bound e · n 2 · log n for the dynamic (1 + 1) EA.
For a unimodal function f let w(f ) be the size of the image I(f ) = {f (a) | a ∈ {0, 1} n } of f . Then we obtain a < f -partition into w(f ) sets containing only points of the same fitness. The definition of unimodality implies S i ≥ e −1 · (1/n) and an upper bound of e · n · (w(f ) − 1) log n on the expected run time of the dynamic (1 + 1) EA on f .
If we start for a path function on the path, the function can be treated as a unimodal function leading to the proposed bound.
Finally, we consider degree-k functions with N non-vanishing weights which all are positive. This is the first situation where the choice of the < f -partition is not trivial. We number the N positive weights in non-increasing order For a ∈ A i there is some j ∈ {1, . . . , i+1} such that the w j -term is not activated, i. e., not all bits belonging to B j are equal to 1. The mutation where exactly all 0-bits belonging to B j flip activates the w j -term. Since all weights are non-negative, this increases the fitness by at least w j+1 ≥ w i+1 and we leave A i . Moreover, S i ≥ s(1/n, a) ≥ e −1 (1/n) k and S
≤ e · n k leading to an upper bound on the expected run time of the dynamic (1 + 1) EA of e · n k · N · log n. For linear functions, negative weights can be replaced with positive weights (x i → 1 − x i ) without creating new negative weights (besides perhaps the additive constant) and without changing the behavior of the (1 + 1) EAs. Hence, we obtain the upper bound e · n 2 · log n for the dynamic (1 + 1) EA on all linear functions. ⊓ ⊔ For BV, the bound obtained by the general consideration of linear functions is much better than the bound obtained by the general consideration of unimodal functions. We have decreased the number of sets in the < f -partition without decreasing the "success probabilities". For ONEMAX, the special investigations at the beginning have led to a better success probability than in the consideration of general linear functions.
