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Abstract
We review high energy symmetries of string theory at both the fixed angle or Gross regime (GR)
and the fixed momentum transfer or Regge regime (RR). We calculated in details high energy
string scattering amplitudes at arbitrary mass levels for both regimes. We discovered infinite linear
relations among fixed angle string amplitudes conjectured by Gross in 1988 from decoupling of high
energy zero-norm states (ZNS), and infinite recurrence relations among Regge string amplitudes
from Kummer function U and Appell function F1.
However, the linear relations we obtained in the GR corrected [27-32] the saddle point calcu-
lations of Gross, Gross and Mende and Gross and Manes [1-5]. Our results were consistent with
the decoupling of high energy ZNS or unitarity of the theory while those of them were not. In
addition, for the case of high energy closed string scatterings, our results [36] differ from theirs by
an oscillating prefactor which was crucial to recover the KLT relation valid for all energies.
In the GR/RR regime, all high energy string amplitudes can be solved by these linear/recurrence
relations so that all GR/RR string amplitudes can be expressed in terms of one single GR/RR
string amplitude. In addition, we found an interesting link between string amplitudes of the two
regimes, and discovered that at each mass level the ratios among fixed angle amplitudes can be
extracted from Regge string scattering amplitudes. This result enables us to argue that the known
SL(5, C) dynamical symmetry of the Appell function F1 is crucial to probe high energy spacetime
symmetry of string theory.
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. INTRODUCTION AND OVERVIEW
One of the fundamental issues of string theory is its spacetime symmetry structure. It has
long been believed that string theory consists of huge hidden symmetries. This is strongly
suggested by the UV finiteness of quantum string theory, which contains no free parameter
and an infinite number of states. On the other hand, the high energy, fixed angle behavior
of string scattering amplitudes was known to be very soft exponential fall-off, while that of
a local quantum field theory was power law. Presumably, it is these huge hidden symmetries
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which soften the UV structure of quantum string theory. In a local quantum field theory, a
symmetry principle was postulated, which can be used to determine the interaction of the
theory. In string theory, on the contrary, it is the interaction, prescribed by the very tight
quantum consistency conditions due to the extendedness of string, which determines the
form of the symmetry.
Historically, the first key progress to understand symmetry of string theory was to study,
instead of low energy field theory limit, the high energy, fixed angle behavior of hard string
scattering (HSS) amplitudes [1–5]. This was motivated by the spontaneously broken sym-
metries in gauge field theories which were hidden at low energy, but became evident in the
high energy behavior of the theory. There were two main conjectures of Gross’s [3, 4] pioneer
work in 1988 on this subject. The first one was the existence of an infinite number of linear
relations among the scattering amplitudes of different string states that were valid order
by order in string perturbation theory at high energies, fixed angle regime or Gross regime
(GR). The second was that this symmetry was so powerful as to determine the scattering
amplitudes of all the infinite number of string states in terms of a single dilaton (tachyon for
the case of open string) scattering amplitudes. However, the symmetry charges of his pro-
posed stringy symmetries were not understood and the proportionality constants or ratios
among scattering amplitudes of different string states were not calculated.
The second key to uncover the fundamental symmetry of string theory was the realization
of the the importance of zero norm states (ZNS) in the old covariant first quantized (OCFQ)
string spectrum. It was proposed that [6–8] spacetime symmetry charges of string theory
originate from an infinite number of ZNS with arbitrary high spin in the spectrum. In
the late eighties the decoupling of ZNS was also used in the literature to the measure in
the study of multi-string vertices by seveal authors and was closely related to the so-called
group theoretic approach of stringy scattering amplitudes. This subject will not be covered
in this review. For more details see the review in [9]. In the context of σ-model approach of
string theory, one turns on background fields on the worldsheet energy momentum tensor T .
Conformal invariance of the worldsheet then requires, in addition to D = 26, cancellation
of various q-number anomalies and results to equations of motion of the background fields
[10]. It was then shown that [6] for each spacetime ZNS, one can systematically construct a
7
worldsheet (1, 1) primary field δTΦ such that
TΦ + δTΦ = TΦ+δΦ (0.1)
is satisfied to some order of weak field approximation in the σ-model background fields
β function calculation. In the above equation, TΦ is the worldsheet energy momentum
tensor with background fields Φ and TΦ+δΦ is the new energy momentum tensor with new
background fields Φ + δΦ. Thus for each ZNS one can construct a spacetime symmetry
transformation for string background fields.
In addition to the positive norm physical propagating states, there are two types of
physical ZNS in the old covariant first quantized open bosonic string spectrum: [10]
Type I : L−1 |x〉 , where L1 |x〉 = L2 |x〉 = 0, L0 |x〉 = 0; (0.2)
Type II : (L−2 +
3
2
L2−1) |x˜〉 , where L1 |x˜〉 = L2 |x˜〉 = 0, (L0 + 1) |x˜〉 = 0. (0.3)
While type I states have zero-norm at any spacetime dimension, type II states have zero-
norm only at D = 26. For example, among other stringy symmetries, an inter-particle
symmetry transformation for two propagating states at mass level M2 = 4 of open bosonic
string can be generated [6]
δC(µνλ) =
1
2
∂(µ∂νθ
2
λ) − 2η(µνθ2λ), δC[µν] = 9∂[µθ2ν], (0.4)
where ∂µθ2µ = 0, (∂
2− 4)θ2µ = 0 which are the on-shell conditions of the D2 vector ZNS with
polarization θ2µ [6]
|D2〉 = [(1
2
kµkνθ
2
λ + 2ηµνθ
2
λ)α
µ
−1α
ν
−1α
λ
−1 + 9kµθ
2
να
[µ
−2α
ν]
−1 − 6θ2µαµ−3] |0, k〉 , k · θ2 = 0, (0.5)
and C(µνλ) and C[µν] are the background fields of the symmetric spin-three and antisymmetric
spin-two propagating states respectively.
In the even higher mass levels, M2 = 6 for example, a new phenomenon begins to show
up. There are ambiguities in defining positive-norm spin-two and scalar states due to the
existence of ZNS in the same Young representations [8]. As a result, the degenerate spin two
and scalar positive-norm states can be gauged to the higher rank fields, the symmetric spin
four Dµναβ and mixed-symmetric spin three Dµνα in the first order weak field approximation.
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In fact, for instance, it can be shown [11] that the scattering amplitude involving the positive-
norm spin-two state can be expressed in terms of those of spin-four and mixed-symmetric
spin-three states due to the existence of a degenerate type I and a type II spin-two ZNS.
This stringy phenomenon seems to persist to higher mass levels.
This calculation is consistent with the result in the HSS limit. In fact, it can be shown that
in the HSS limit all the scattering amplitudes of leading order in energy at each fixed mass
level can be expressed in terms of that of the leading trajectory string state with transverse
polarizations on the scattering plane. See Eq.(0.9), Eq.(0.21) and Eq.(0.29) below. One can
also justify this decoupling by WSFT to be discussed in section I.D. Finally one expects
this decoupling to persist even if one includes the higher order corrections in weak field
approximation, as there will be even stronger relations between background fields order by
order through iteration.
The calculation of Eq.(0.4) was done in the first order weak field approximation but valid
to all energies or all orders in α′. A second order weak field calculation implies an even more
interesting spontaneously broken inter-mass level symmetry in string theory [12, 13]. Some
implication of the corresponding stringy Ward identity on the scattering amplitudes were
discussed in [12, 14] and will be presented in Eq.(0.12). It was then realized that [15, 16] the
symmetry in Eq.(0.4) can be reproduced from gauge transformation of Witten string field
theory (WSFT) [17] after imposing the no ghost conditions. It is important to note that
this stringy symmetry exists only for D = 26 thanks to type II ZNS in the OCFQ string
spectrum , which is zero norm only when D = 26.
Incidentally, it was well known in 2D string theory that the operator products of the
discrete positive norm states ψ+J,M form a w∞ algebra [18–20]
∫
dz
2πi
ψ+J1,M1ψ
+
J2,M2
= (J2M1 − J1M2)ψ+J1+J2−1,M1+M2. (0.6)
This is in parallel with the work of Ref [21, 22] where the ground ring structure of ghost
number zero operators was identified in the BRST quantization. Interestingly, a set of
discrete ZNS G+J,M with Polyakov momenta can be constructed (see Eq.(3.26) in section
III.A.2) and were also shown [23, 24] to carry the spacetime ω∞ symmetry [18–20] charges
of 2D string theory [23, 24]∫
dz
2πi
G+J1,M1(z)G
+
J2,M2
(0) = (J2M1 − J1M2)G+J1+J2−1,M1+M2(0). (0.7)
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The calculation above can be generalized to 2D superstring theory [24].
One can also use ZNS to calculate spacetime symmetries of string on compact back-
grounds. The existence of soliton ZNS at some moduli points was shown to be responsible
for the enhanced Kac-Moody symmetry of closed string theory. As a simple example, for
the case of 26D bosonic closed string compactified on a 2-dimensional torus T 2 ≡ R2
2πΛ2
, it
was found that massless ZNS (including soliton ZNS) form a representation of enhanced
Kac-Moody SU(3)R⊗ SU(3)L symmetry at the moduli point (see section IV.A.2)
R1 = R2 =
√
2, B =
1
2
,
→
e 1 =
(√
2, 0
)
,
→
e 2 =
(
−
√
1
2
,
√
3
2
)
(0.8)
where Λ2 is a 2-dimensional lattice with a basis
{
R1
→
e 1√
2
, R2
→
e 2√
2
}
, and B is the antisymmetric
tensor Bij = Bǫij . In this calculation one has four moduli parameters R1, R2, B and
→
e 1 ·
→
e 2with
∣∣∣→e i∣∣∣2 = 2. Moreover, an infinite number of massive soliton ZNS at any higher massive
level of the spectrum were constructed in [25]. Presumably, these massive soliton ZNS are
responsible for enhanced stringy symmetries of the theory.
For the case of open string compactification, unlike the closed string case discussed above,
it was found that [26] the soliton ZNS exist only at massive levels. These Chan-Paton soliton
ZNS correspond to the existence of enhanced massive stringy symmetries with transforma-
tion parameters containing both Einstein and Yang-Mills indices in the case of Heterotic
string [12]. In the T-dual picture, these symmetries exist only at some discrete values of
compactified radii when N D-branes are coincident [26].
All the above results which are valid to all energies will constitute the part I of this review
paper. On the other hand, in part II of this review, we will show that the high energy limit of
the discrete ZNS G+J,M in 2D string theory constructed in Eq.(0.7) in part I approaches ψ
+
J,M
in Eq.(0.6) and thus form a high energy w∞ symmetry of 2D string. This result strongly
suggests that the linear relations obtained from decoupling of ZNS in 26D string theory are
indeed related to the hidden symmetry also for the 26D string theory.
In part II of this paper, we will review high energy, fixed angle calculations of HSS
amplitudes. The high energy, fixed angle Ward identities derived from the decoupling of ZNS
in the HSS limit, which combines the previous two key ideas of probing stringy symmetry,
were used to explicitly prove Gross’s two conjectures [27–32]. An infinite number of linear
relations among high energy scattering amplitudes of different string states were derived.
Remarkably, these linear relations were just good enough to fix the proportionality constants
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or ratios among high energy scattering amplitudes of different string states algebraically at
each fixed mass level. The first example calculated was the ratios among HSS amplitudes
at mass level M2 = 4 [27, 29] (see the definition of polarizations eT and eL after Eq.(0.16)
below)
TTTT : TLLT : T(LT ) : T[LT ] = 8 : 1 : −1 : −1 (0.9)
which corresponds to stringy symmetries in the σ-model calculation discussed from Eq.(0.1)
to Eq.(0.5). Eq.(0.9) is presumably valid order by order in string perturbation theory as we
expect the decoupling of ZNS is valid even for string loop amplitudes [33].
To calculate Eq.(0.9), we note that there are four ZNS at mass level M2 = 4. For type
I ZNS, there is one symmetric spin two tensor, one vector and one scalar ZNS. In addition,
there is only one vector type II ZNS. The corresponding Ward identities for these four ZNS
were calculated to be [14]
kµθνλT (µνλ)χ + 2θµνT (µν)χ = 0, (0.10)
(
5
2
kµkνθ
′
λ + ηµνθ
′
λ)T (µνλ)χ + 9kµθ′νT (µν)χ + 6θ′µT µχ = 0, (0.11)
(
1
2
kµkνθλ + 2ηµνθλ)T (µνλ)χ + 9kµθνT [µν]χ − 6θµT µχ = 0, (0.12)
(
17
4
kµkνkλ +
9
2
ηµνkλ)T (µνλ)χ + (9ηµν + 21kµkν)T (µν)χ + 25kµT µχ = 0 (0.13)
where θµν is transverse and traceless, and θ
′
λ and θλ are transverse vectors. T ′χs in the above
equations are the mass level M2 = 4, χ-th order string-loop amplitudes. In each equation,
we have chosen, say, v2(k2) to be the vertex operators constructed from ZNS and kµ ≡ k2µ.
Note that Eq.(0.12) is the inter-particle Ward identity corresponding to D2 vector ZNS in
Eq.(0.5) obtained by antisymmetrizing those terms which contain αµ−1α
ν
−2 in the original
type I and type II vector ZNS [6]. We will use 1 and 2 for the incoming particles and 3 and
4 for the scattered particles. In the Ward identities, 1, 3 and 4 can be any string states and
we have omitted their tensor indices for the cases of excited string states.
In the HSS limit, one enjoys many simplifications in the calculation. First, all polariza-
tions of the amplitudes orthogonal to the scattering plane are of subleading order in energy,
and one needs only consider polarizations on the scattering plane. Second, to the leading
order in energy, eP ≃ eL in the HSS calculation. In the end of the calculation, one ends up
with the simple linear equations for leading order amplitudes [27, 29]
11
T 5→3LLT + T 3(LT ) = 0, (0.14)
10T 5→3LLT + T 3TTT + 18T 3(LT ) = 0, (0.15)
T 5→3LLT + T 3TTT + 9T 3[LT ] = 0 (0.16)
where eP = 1
M2
(E2, k2, 0) =
k2
M2
the momentum polarization, eL = 1
M2
(k2, E2, 0) the longitu-
dinal polarization and eT = (0, 0, 1) the transverse polarization are the three polarizations
on the scattering plane. In Eq.(0.14) to Eq.(0.16), we have assigned a relative energy power
for each amplitude. For each longitudinal L component, the order is E2 and for each trans-
verse T component, the order is E. This is due to the definitions of eLand eT above, where
eL got one energy power more than eT . By Eq.(0.15), the naive leading order E
5 term of
the energy expansion for TLLT is forced to be zero. As a result, the real leading order term
is E3. Similar rule applies to TLLT in Eq.(0.14) and Eq.(0.16). The solution of these three
linear relations gives Eq.(0.9). Eq.(0.9) gives the first evidence of Gross conjecture [3, 4] on
HSS amplitudes.
A sample calculation of scattering amplitudes for mass level M2 = 4 [29] justified the
ratios calculated in Eq.(0.9). Since the proportionality constants in Eq.(0.9) are independent
of particles chosen for vertex v1,3,4, for simplicity, we will choose them to be tachyons. For the
string-tree level χ = 1, with one tensor v2 and three tachyons v1,3,4, all scattering amplitudes
of mass level M22 = 4 were calculated to be (s− t channel)
TTTT = −8E9T (3) sin3 φCM [1 + 3
E2
+
5
4E4
− 5
4E6
+O(
1
E8
)], (0.17)
TLLT = −E9T (3)[sin3 φCM + (6 sinφCM cos2 φCM) 1
E2
− sinφCM(11
2
sin2 φCM − 6) 1
E4
+O(
1
E6
)], (0.18)
T[LT ] = E9T (3)[sin3 φCM − (2 sinφCM cos2 φCM) 1
E2
+ sinφCM(
3
2
sin2 φCM − 2) 1
E4
+O(
1
E6
)], (0.19)
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T(LT ) = E9T (3)[sin3 φCM + sin φCM(3
2
− 10 cosφCM
− 3
2
cos2 φCM)
1
E2
− sinφCM(1
4
+ 10 cosφCM +
3
4
cos2 φCM)
1
E4
+O(
1
E6
)] (0.20)
where T (N)=√π(−1)N−12−nE−1−2N(sin φCM
2
)−3(cos φCM
2
)5−2N exp(−s ln s+t ln t−(s+t) ln(s+t)
2
) is
the high energy limit of
Γ(− s
2
−1)Γ(− t
2
−1)
Γ(u
2
+2)
with s + t + u = 2N − 8. We thus have justified
Eq.(0.9) with T 3TTT = −8E9T (3) sin3 φCM .
The calculations based on ZNS thus relate [16] gauge transformation of WSFT to high
energy string symmetries of Gross. However, in the sample calculation of [5], two of the
four high energy amplitudes in Eq.(0.9) were missing, and thus the decoupling of ZNS or
unitarity was violated. This is of course due to the unawareness of the importance of ZNS
in the saddle-point calculation of [1–5].
The calculations for M2 = 4 above can be generalized to M2 = 6 [29]. To the leading
order in energy, one ended up with 8 equations and 9 amplitudes. A calculation showed that
[29]
T 4TTTT : T 4TTLL : T 4LLLL : T 4TTL : T 4LLL : T˜ 4LT,T : T˜ 4LP,P : T 4LL : T˜ 4LL =
16 :
4
3
:
1
3
: −4
√
6
9
: −
√
6
9
: −2
√
6
3
: 0 :
2
3
: 0. (0.21)
A sample calculation of scattering amplitudes for mass level M2 = 6 [29] justified the ratios
above calculated by solving 8 linear relations derived from the decoupling of high energy
ZNS in the GR. The ratios for M2 = 8 can be found in Eq.(A.15) in the appendix A.
The results of mass level M2 = 4, 6 and 8 can be generalized to arbitrary higher mass
levels. From the calculations of Eq.(0.14) to Eq.(0.16), one first observes that only states of
the following form [31, 32]
|N, 2m, q〉 ≡ (αT−1)N−2m−2q(αL−1)2m(αL−2)q|0, k〉 (0.22)
are of leading order in energy in the HSS limit. The choice of only even power 2m in αL−1
is the result of the observation that the naive energy order of the amplitudes will in general
drop by even number of energy power as can be seen in Eq.(0.14) to Eq.(0.16). Scattering
amplitudes corresponding to states with (αL−1)
2m+1 turn out to be of subleading order in
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energy. Many simplifications occur if we apply Ward identities or decoupling of ZNS only
on these high energy states in the HSS limit. First, consider the decoupling of type I high
energy ZNS
L−1|N − 1, 2m− 1, q〉 ≃M |N, 2m, q〉+ (2m− 1)|N, 2m− 2, q + 1〉 (0.23)
where many terms are omitted because they are not of the form of the leading order. This
implies that
T (N,2m,q) = −2m− 1
M
T (N,2m−2,q+1). (0.24)
Using this relation repeatedly, we get
T (N,2m,q) = (2m− 1)!!
(−M)m T
(N,0,m+q) (0.25)
where the double factorial is defined by (2m− 1)!! = (2m)!
2mm!
.
Next, consider the decoupling of type II high energy ZNS
L−2|N − 2, 0, q〉 ≃ 1
2
|N, 0, q〉+M |N, 0, q + 1〉. (0.26)
Again, irrelevant terms are omitted here. From this we deduce that
T (N,0,q+1) = − 1
2M
T (N,0,q), (0.27)
which leads to
T (N,0,q) = 1
(−2M)q T
(N,0,0). (0.28)
Our main result for arbitrary mass levels M2 = 2(N − 1) is an immediate deduction of
the above two equations, Eq.(0.25) and Eq.(0.28), [31, 32]
T (N,2m,q)
T (N,0,0)
=
(
− 1
M
)2m+q (
1
2
)m+q
(2m− 1)!!. (0.29)
Exactly the same results can also be obtained by two other calculations, the Virasoro
constraint calculation and the saddle-point calculation. Here we review the saddle-point
calculation. Since the result in Eq.(0.29) is valid for all string loop order, we need only do
saddle-point calculation of the string tree level amplitudes. Without loss of generality, we
choose particles 1,3 and 4 to be tachyons, and particle 2 to be of the form of Eq.(0.22). The
t− u channel contribution to the stringy amplitude at tree level is
T (N,2m,q) =
∫ ∞
1
dxx(1,2)(1− x)(2,3)
[
eT · k1
x
− e
T · k3
1− x
]N−2m−2q
·
[
eP · k1
x
− e
P · k3
1− x
]2m [
−e
P · k1
x2
− e
P · k3
(1− x)2
]q
(0.30)
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where (1, 2) = k1 · k2 etc.
In order to apply the saddle-point method, we rewrite the amplitude above into the
following form [31, 32]
T (N,2m,q)(K) =
∫ ∞
1
dx u(x)e−Kf(x), (0.31)
where
K ≡ −(1, 2)→ s
2
→ 2E2, (0.32)
τ ≡ −(2, 3)
(1, 2)
→ − t
s
→ sin2 φ
2
, (0.33)
f(x) ≡ ln x− τ ln(1− x), (0.34)
u(x) ≡
[
(1, 2)
M
]2m+q
(1− x)−N+2m+2q(f ′)2m(f ′′)q(−eT · k3)N−2m−2q. (0.35)
The saddle-point for the integration of moduli, x = x0, is defined by
f ′(x0) = 0, (0.36)
and we have
x0 =
1
1− τ , 1− x0 = −
τ
1− τ , f
′′(x0) = (1− τ)3τ−1. (0.37)
It is easy to see that
u(x0) = u
′(x0) = .... = u(2m−1)(x0) = 0, (0.38)
and
u(2m)(x0) =
[
(1, 2)
M
]2m+q
(1− x0)−N+2m+2q(2m)!(f ′′0 )2m+q(−eT · k3)N−2m−2q. (0.39)
With these inputs, one can easily evaluate the Gaussian integral associated with the
four-point amplitudes∫ ∞
1
dx u(x)e−Kf(x)
=
√
2π
Kf ′′0
e−Kf0
[
u
(2m)
0
2m m! (f ′′0 )m Km
+O(
1
Km+1
)
]
=
√
2π
Kf ′′0
e−Kf0
[
(−1)N−q 2
N−2m−q(2m)!
m! M2m+q
τ−
N
2 (1− τ) 3N2 EN +O(EN−2)
]
. (0.40)
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This result shows explicitly that with one tensor and three tachyons, the energy and angle
dependence for the four-point HSS amplitudes only depend on the level N
lim
E→∞
T (N,2m,q)
T (N,0,0) =
(−1)q(2m)!
m!(2M)2m+q
= (−2m− 1
M
)....(− 3
M
)(− 1
M
)(− 1
2M
)m+q, (0.41)
which is consistent with calculation of decoupling of high energy ZNS obtained in Eq.(0.29).
We conclude that there is only one independent component of high energy scattering
amplitude at each fixed mass level. Based on this independent component of high energy
scattering amplitude, one can then derive the general formula of high energy scattering
amplitude for four arbitrary string states, and express them in terms of that of tachyons.
This completes the general proof [27–32] of Gross’s two conjectures on high energy symmetry
of string theory stated above.
All the above calculations can be extended to the case of hard superstring scattering
amplitudes which will be discussed in chapter XIII of this review. However, it was found
that [34] there were new HSS amplitudes for the superstring case. The existence of these
new high energy scattering amplitudes of string states with polarizations orthogonal to the
scattering plane is due to the worldsheet fermion exchange in the correlation functions. These
worldsheet fermion exchanges do not exist in the bosonic string correlation functions and is,
presumably, related to the high energy massive spacetime fermionic scattering amplitudes
in the R-sector of the theory.
Obviously, these new high energy amplitudes create complications for a full understanding
of stringy symmetry. Nevertheless, the claim that there is only one independent high energy
scattering amplitude at each fixed mass level of the string spectrum persists in the case of
superstring theory, at least, for the NS sector of the theory [34].
Incidentally, it was important to discover [27–30] that the result of saddle-point cal-
culation in Refs [1–5] was inconsistent with high energy stringy Ward identities of ZNS
calculation in Refs [27–30]. One simple example was the missing of two of the four ampli-
tudes in Eq.(0.9) as has been pointed out previously. A corrected saddle-point calculation
was given in [30], where the missing terms of the calculation in Refs [1–5] were identified to
recover the stringy Ward identities.
Indeed, it was found [30] that saddle point calculation in [1–5] is only valid for the tachyon
amplitude. In general, the results calculated in [1–5] gives the right energy exponent in the
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scattering amplitudes, but not the energy power factors in front of the exponential for the
cases of the excited string states. These energy power factors are subleading terms ignored
in [1–5] but they are crucial if one wants to get the linear relations among high energy
scattering amplitudes conjectured by Gross.
Interestingly, the inconsistency of the saddle point calculation discussed above for the
excited string states was also pointed out by the authors of [35]. The source of disagreement
in their so-called group theoretic approach of stringy symmetries stems from the proper
choice of local coordinates for the worldsheet saddle points to describe the behavior of the
excited string states at high energy limit. It seems that both the ZNS calculation and the
calculation based on group theoretic approach agree with tachyon amplitudes obtained in
[1–5] (ignore the possible phase factors in the amplitudes to be discussed in the next few
paragraphs), but disagree with amplitudes for other excited string states.
The next interesting issues were the calculation of closed string scattering amplitudes and
their symmetries in the HSS limit [36]. Historically, the open string four tachyon amplitude
in the HSS limit was first calculated in the original paper of Veneziano in 1968. On the
other hand, the N -loop closed HSS amplitudes were calculated by the saddle-point method
in [1, 2] in 1988. Both open and closed HSS amplitudes exhibit the very soft exponential fall-
off behaviors in contrast to the power law behavior of the scattering amplitudes of quantum
field theory.
However, an inconsistency arises if one plugs, for example, the tree level four tachyon
open and closed string HSS amplitudes calculated by these authors, into the KLT relation
(1986)
A
(4)
closed (s, t, u) = sin (πk2 · k3)A(4)open (s, t) A¯(4)open (t, u) (0.42)
which is valid for all kinematic regimes and for all string states. This is due to the phase
factor sin (πk2 · k3) in the above equation which was missing in the closed string saddle-
point calculation in [1, 2]. One clue to see the origin of this inconsistency is to note that the
saddle-point x0 =
1
1−τ identified for the open string calculation in Eq.(0.37) is in the regime
[1,∞). So only saddle point calculation for A¯(4)open (t, u) is reliable, but not that of A(4)open (s, t)
and neither that of closed string amplitude A
(4)
closed (s, t, u) [36] by the KLT relation.
Instead of using saddle-point calculation for the closed HSS amplitudes, the above consid-
erations led the authors of [36] to study the relationship between A
(4)
open (s, t) and A¯
(4)
open (t, u)
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for arbitrary string states in the HSS limit. With the help of the infinite linear relations
in Eq.(0.29), one needs only calculate relationship between s − t and t − u channel HSS
amplitudes for the leading trajectory string states. They ended up with the following result
in the HSS limit (2006) [36]
A(4)open (s, t) =
sin (πk2.k4)
sin (πk1k2)
A¯(4)open (t, u) , (0.43)
which is valid for four arbitrary string states. It is now clear that due to the phase factor
in the above equation, the saddle-point calculation of A
(4)
open (s, t) is not reliable, neither for
the closed one A
(4)
closed (s, t, u) in view of the KLT relation in Eq.(0.42). One can now use the
reliable saddle-point calculation of A¯
(4)
open (t, u)
A(4−tachyon)open (t, u) ≃ (stu)−
3
2 exp
(
−s ln s+ t ln t+ u lnu
2
)
, (0.44)
and Eq.(0.43) to calculate A
(4)
open (s, t) in the HSS limit. The consistent closed string four-
tachyon HSS amplitudes can then be calculated by using the KLT relation in Eq.(0.42) to
be [36]
A
(4−tachyon)
closed (s, t, u) ≃
sin (πt/2) sin (πu/2)
sin (πs/2)
(stu)−3 exp
(
−s ln s+ t ln t+ u lnu
4
)
(0.45)
The exponential factor in Eq.(0.44) was first discussed by Veneziano [37]. The result for the
high energy closed string four-tachyon amplitude in Eq.(0.45) differs from the one calculated
in the literature [1, 2] by an oscillating factor sin(πt/2) sin(πu/2)
sin(πs/2)
. One notes here that the results
of Eqs.(0.45), (0.44) and Eq.(0.43) are consistent with the KLT formula, while the previous
calculation in [1, 2] is NOT.
Indeed, one might try to use the saddle-point method to calculate the high energy closed
string scattering amplitude. The closed string four-tachyon scattering amplitude is
A
(4−tachyon)
closed (s, t, u) =
∫
dxdy exp
(
k1 · k2
2
ln |z| + k2 · k3
2
ln |1− z|
)
≡
∫
dxdy(x2 + y2)−2[(1− x)2 + y2]−2 exp [−Kf(x, y)] (0.46)
where K = s
8
and f(x, y) = ln(x2 + y2) − τ ln[(1 − x)2 + y2] with τ = − t
s
. One can then
calculate the ”saddle-point” of f(x, y) to be
∇f(x, y) |x0= 11−τ ,y0=0= 0. (0.47)
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The HSS limit of the closed string four-tachyon scattering amplitude is then calculated to
be
A
(4−tachyon)
closed (s, t, u) ≃
2π
K
√
det ∂
2f(x0,y0)
∂x∂y
exp[−Kf(x0, y0)] ≃ (stu)−3 exp
(
−s ln s+ t ln t + u lnu
4
)
,
(0.48)
which is consistent with the previous one calculated in the literature [1, 2], but is different
from the result in Eq.(0.45). However, one notes that
∂2f(x0, y0)
∂x2
=
2(1− τ)3
τ
= −∂
2f(x0, y0)
∂y2
,
∂2f(x0, y0)
∂x∂y
= 0, (0.49)
which means that (x0, y0) is NOT the local minimum of f(x, y), and one should not trust
this saddle-point calculation. There was other evidence pointed out by authors of [36] to
support this conclusion. Finally, the ratios of closed HSS amplitudes turned out to be the
tensor products of two open string ratios
T
(
N ;2m,2m
′
;q,q
′)
T (N ;0,0;0,0)
=
(
− 1
M2
)2(m+m′ )+q+q′ (
1
2
)m+m′+q+q′
(2m− 1)!!(2m′ − 1)!!. (0.50)
The relationship between s− t and t− u channels HSS amplitudes in Eq.(0.43) was later
argued to be valid for all kinematic regime based on monodromy of integration in string
amplitude calculation in 2009 [38]. An explicit proof of Eq.(0.43) for arbitrary four string
states and all kinematic regimes was given very recently in [39, 40].
The motivation for the author in [38] to calculate Eq.(0.43) was different from the discus-
sion above which was related to the calculation of hard closed string scattering amplitudes.
The motivation in [38] was based on the field theory BCJ relation [41] for Yang-Mills gluon
color-stripped scattering amplitudes A which was first pointed out and calculated in 2008
to be
sA(k1, k2, k3, k4)− uA(k1, k4, k2, k3) = 0. (0.51)
Note that for the supersymmetric case, there is no tachyon and the low energy massless
limit of Eq.(0.43) reproduces Eq.(0.51).
Recently the mass level dependent of Eq.(0.43) was calculated to be [39, 40]
A
(p,r,q)
st
A
(p,r,q)
tu
= (−1)N B
(−M1M2 + 1, M1M22 )
B
(
M1M2
2
, M1M2
2
) ≃ sin π (k2 · k4)
sin π (k1 · k2) (0.52)
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by taking the nonrelativistic limit |~k2| << MS of Eq.(0.43). In Eq.(0.52), B was the beta
function, and k1, k3 and k4 were taken to be tachyons, and k2 was the following tensor string
state
V2 = (i∂X
T )p(i∂XL)r(i∂XP )qeik2X (0.53)
where
N = p+ r + q, M22 = 2(N − 1), N ≥ 2. (0.54)
The generalization of the four point function relation in Eq.(0.43) to higher point string
amplitudes can be found in [38]. It is interesting to see that historically the four point (high
energy) string BCJ relations Eq.(0.43) [36] were discovered even earlier than the field theory
BCJ relations Eq.(0.51)! [41].
The ratios calculated in Eq.(0.50) persist for the case of closed string D-particle scatterings
in the HSS limit. For the simple case of m = 0 = m′, the ratios were first calculated to
be
(− 1
2M
)q+q′
[42]. The complete ratios were then calculated through a correspondence
between HSS ratios and RSS ratios to be discussed in Eq.(0.76) below, and were found to
be factorized [43] (see section XIV.C)
T
(
N ;2m,2m
′
;q,q
′)
SD
T
(N ;0,0;0,0)
SD
=
(
− 1
M2
)2(m+m′ )+q+q′ (
1
2
)m+m′+q+q′
(2m− 1)!!(2m′ − 1)!! (0.55)
It is well known that the closed string-string scattering amplitudes can be factorized
into two open string-string scattering amplitudes due to the existence of the KLT formula
[44]. On the contrary, there is no physical picture for open string D-particle tree scattering
amplitudes and thus no factorization for closed string D-particle scatterings into two channels
of open string D-particle scatterings, and hence no KLT-like formula there.
Thus the factorized ratios in HSS regime calculated above came as a surprise. However,
these ratios are consistent with the decoupling of high energy ZNS calculated previously in
[27–32, 34, 36, 45]. It will be interesting if one can calculate the complete HSS amplitudes
directly and see how the non-factorized amplitudes can give the result of factorized ratios.
On the other hand, in contrast to the closed string D-particle scatterings in the HSS limit
discussed above, it was shown that, instead of the exponential fall-off behavior of the form
factors with Regge-pole structure, the HSS amplitudes of closed string scattered from D24-
brane, or D-domain-wall, behave as power-law with Regge-pole structure [46]. See Eq.(9.72)
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and Eq.(9.73) in section IX.A.4. This is to be compared with the well-known power law
form factors without Regge-pole structure of the D-instanton scatterings.
This discovery makes D-domain-wall scatterings an unique example of a hybrid of string
and field theory scatterings. Moreover, it was discovered that [46] the usual linear relations
of HSS amplitudes at each fixed mass level, Eq.(0.55), breaks down for the D-domain-wall
scatterings. This result gives a strong evidence that the existence of the infinite linear
relations, or stringy symmetries, of HSS amplitudes is responsible for the softer, exponential
fall-off HSS scatterings than the power-law field theory scatterings.
Being a consistent theory of quantum gravity, string theory is remarkable for its soft
ultraviolet structure. Presumably, this is mainly due to three closely related fundamental
characteristics of HSS amplitudes. The first is the softer exponential fall-off behavior of the
form factors in the HSS in contrast to the power-law field theory scatterings. The second is
the existence of infinite Regge poles in the form factor of string scattering amplitudes. The
existence of infinite linear relations discussed in part II of the review constitutes the third
fundamental characteristics of HSS amplitudes.
It will be important to study more string scatterings, which exhibit the above three
unusual behaviors in the HSS limit. In section IX.B, we will consider closed string scattered
from O-planes. In particular we first calculate massive closed string states at arbitrary mass
levels scattered from Orientifold planes in the HSS limit [47]. The scatterings of massless
states from Orientifold planes were calculated in the literature by using the boundary states
formalism [48–51], and on the worldsheet of real projected plane RP2 [52]. Many speculations
were made about the scatterings of massive string states, in particular, for the case of O-
domain-wall scatterings. It is one of the purposes of section IV.B to clarify these speculations
and to discuss their relations with the three fundamental characteristics of HSS scatterings
stated above.
For the generic Op-planes with p ≥ 0, one expects to get the infinite linear relations except
O-domain-wall HSS. For simplicity, we consider only the case of O-particle HSS [47]. For
the case of O-particle scatterings, we obtain infinite linear relations among HSS amplitudes
of different string states. We also confirm that there exist only t-channel closed string Regge
poles in the form factor of the O-particle scatterings amplitudes as expected.
For the case of O-domain-wall scatterings, we find that, like the well-known D-instanton
scatterings, the amplitudes behave like field theory scatterings, namely UV power-law with-
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out Regge pole. In addition, we find that there exist only finite number of t-channel closed
string poles in the form factor of O-domain-wall scatterings, and the masses of the poles are
bounded by the masses of the external legs [47]. We thus confirm that all massive closed
string states do couple to the O-domain-wall as was conjectured previously [52, 53]. This is
also consistent with the boundary state descriptions of O-planes.
For both cases of O-particle and O-domain-wall scatterings, we confirm that there exist
no s-channel open string Regge poles in the form factor of the amplitudes as O-planes were
known to be not dynamical. However, the usual claim that there is a thickness of order
√
α′
for the O-domain-wall is misleading as the UV behavior of its scatterings is power-law instead
of exponential fall-off.
In the end of section IX.B, we summarize the Regge pole structures of closed strings
states scattered from various D-branes and O-planes in the following table. The s-channel
and t-channel scatterings for both D-branes and O-planes are shown in the Fig. 2. For
O-plane scatterings, the s-channel open string Regge poles are not allowed since O-planes
are not dynamical. For both cases of Domain-wall scatterings, the t-channel closed string
Regge poles are not allowed since there is only one kinematic variable instead of two as in
the usual cases.
p = −1 1 ≤ p ≤ 23 p = 24
Dp-branes X C+O O
Op-planes X C X
In this table, ”C” and ”O” represent infinite Closed string Regge poles and Open string
Regge poles respectively. ”X” means there are no infinite Regge poles.
In chapter X, following an old suggestion of Mende [54], we calculate high energy massive
scattering amplitudes of bosonic string with some coordinates compactified on the torus
[55, 56]. We obtain infinite linear relations among high energy scattering amplitudes of
different string states in the Hard scattering limit. In addition, we analyze all possible
power-law and soft exponential fall-off regimes of high energy compactified bosonic string
scatterings by comparing the scatterings with their 26D noncompactified counterparts.
Interestingly, we discover in section X.A the existence of a power-law regime at fixed
angle and an exponential fall-off regime at small angle for high energy compactified open
string scatterings [56]. These new phenomena never happen in the 26D string scatterings.
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The linear relations break down as expected in all power-law regimes. The analysis can be
extended to the high energy scatterings of the compactified closed string in section X.B,
which corrects and extends the results in [55].
At this point, one may ask an important question for the results of Eqs.(0.9), (0.21),
(A.15) and (0.29) above , namely, is there any group theoretical structure of the ratios of
these scattering amplitudes? Let’s consider a simple analogy from particle physics. The
ratios of the nucleon-nucleon scattering processes
(a) p+ p→ d+ π+,
(b) p+ n→ d+ π0,
(c) n + n→ d+ π− (0.56)
can be calculated to be (ignore the tiny mass difference between proton and neutron)
Ta : Tb : Tc = 1 :
1√
2
: 1 (0.57)
from SU(2) isospin symmetry. Is there any symmetry structure which can be used to
calculate ratios in Eqs.(0.9), (0.21), (A.15) and (0.29)? It turned out that part of the answer
can be addressed by studying another high energy regime of string scattering amplitudes,
namely, the fixed momentum transfer or Regge regime (RR) [57–66].
In part III of this paper, we will discuss RSS amplitudes and their relations to the fixed
angle HSS amplitudes. We will find that the number of RSS amplitudes is much more
numerous than that of HSS amplitudes. For example, there are only 4 HSS amplitudes
while there are 22 RSS amplitudes at mass level M2 = 4 [64]. This is one of the reason
why decoupling of ZNS in the RR, in contrast to the GR, is not good enough to solve RSS
amplitudes in terms of one single amplitude at each mass level.
For illustration and to identify the ratios in Eqs.(0.9) from RSS amplitudes, we will first
calculate amplitudes at mass level M2 = 4 in the RR
s→∞,√−t = fixed (but √−t 6=∞). (0.58)
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The relevant kinematics are
eP · k1 = − 1
M2
(√
p2 +M21
√
p2 +M22 + p
2
)
≃ − s
2M2
, (0.59a)
eL · k1 = − p
M2
(√
p2 +M21 +
√
p2 +M22
)
≃ − s
2M2
, (0.59b)
eT · k1 = 0 (0.59c)
and
eP · k3 = 1
M2
(√
q2 +M23
√
p2 +M22 − pq cos θ
)
≃ − t˜
2M2
≡ −t−M
2
2 −M23
2M2
, (0.60a)
eL · k3 = 1
M2
(
p
√
q2 +M23 − q
√
p2 +M22 cos θ
)
≃ − t˜
′
2M2
≡ −t +M
2
2 −M23
2M2
, (0.60b)
eT · k3 = −q sinφ ≃ −
√−t. (0.60c)
Note that in contrast to the identification eP ≃ eL in the HSS limit, eP does not approach
to eL in the RSS limit.
We will list the relevant RSS amplitudes at mass levelM2 = 4 which contain polarizations
(eT , eL) only. It turned out that there are eight high energy amplitudes in the RR
αT−1α
T
−1α
T
−1|0〉, αL−1αT−1αT−1|0〉, αL−1αL−1αT−1|0〉, αL−1αL−1αL−1|0〉,
αT−1α
T
−2|0〉, αT−1αL−2|0〉, αL−1αT−2|0〉, αL−1αL−2|0〉. (0.61)
Among them only four of the above amplitudes are relevant here and can be calculated to
be [64]
ATTT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)3
≃ −i (√−t)3 Γ
(− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (−1
8
s3 +
1
2
s
)
, (0.62)
ALLT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)(
ieL · k1
x
− ie
L · k3
1− x
)2
≃ −i (√−t)(− 1
2M2
)2 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[(
1
4
t− 9
2
)
s3 +
(
1
4
t2 +
7
2
t
)
s2 +
(t+ 6)2
2
s
]
, (0.63)
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ATL =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)[
eL · k1
x2
+
eL · k3
(1− x)2
]
≃ i (√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[
−
(
1
8
t+
3
4
)
s3 − 1
8
(
t2 − 2t) s2 − (1
4
t2 − t− 3
)
s
]
, (0.64)
and
ALT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieL · k1
x
− ie
L · k3
1− x
)[
eT · k1
x2
+
eT · k3
(1− x)2
]
≃ i (√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · [3
4
s3 − t
4
s2 −
(
t
2
+ 3
)
s
]
. (0.65)
where the kinematic variables (s, t) were used instead of (E, θ) used in the GR. From the
above calculation, one can easily see that all the amplitudes are in the same leading order
(∼ s3) in the RR. On the other hand, one notes that, for example, the terms √−tt2s2 in
ALLT and ATL are in the leading order in the GR, but are in the subleading order in the
RR. On the contrary, the terms
√−ts3 in ALLT and ATL are in the subleading order in the
GR, but are in the leading order in the RR. These observations suggest that the high energy
string scattering amplitudes in the GR and RR contain information complementary to each
other.
One important observation for high energy amplitudes in the RR is for those amplitudes
with the same structure as those of the GR in Eq.(0.22). The amplitudes ATTT , ALLT , ATL
and ALT at mass level M2 = 4 are such examples. For these amplitudes, the relative ratios
of the coefficients of the highest power of t in the leading order amplitudes in the RR can
be calculated to be [64]
ATTT = −i (√−t) Γ
(− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (1
8
ts3
)
∼ 1
8
, (0.66)
ALLT = −i (√−t)(− 1
2M2
)2 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) (1
4
ts3
)
∼ 1
64
, (0.67)
ATL = i
(√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (−1
8
ts3
)
∼ − 1
32
, (0.68)
which reproduces the ratios in the GR in Eq.(0.9). Note that the symmetrized and anti-
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symmetrized amplitudes are defined as
T (TL) =
1
2
(
T TL + TLT
)
, (0.69)
T [TL] =
1
2
(
T TL − TLT ) ; (0.70)
and similarly for the amplitudes A(TL) and A[TL] in the RR. It is interesting to see that
TLT ∼ (αL−1)(αT−2)|0〉 in the GR is of subleading order in energy, while ALT in the RR is of
leading order in energy. However, the contribution of the amplitude ALT to A(TL) and A[TL]
in the RR will not affect the ratios calculated above.
From the calculation above, it was thus believed that there existed intimate link between
high energy string scattering amplitudes in the HSS regime and those in the RSS regime. To
study this link and to reproduce the ratios in Eq.(0.29) in particular, one was led to calculate
RSS amplitudes for arbitrary mass levels. To simplify the calculation, we use the simple
kinematics eT · k1 = 0 in Eq.(0.29) and the energy power counting of the string amplitudes,
and end up with the following rules
αT−n : 1 term (contraction of ik3 ·X with εT · ∂nX), (0.71)
αL−n :
n > 1, 1 termn = 1 2 terms (contraction of ik1 ·X and ik3 ·X with εL · ∂nX). (0.72)
A class of the leading order high energy open string states in the RR at each fixed mass
level N =
∑
n,l>0 npn + lrl are
|pn, rl〉 =
∏
n>0
(αT−n)
pn
∏
l>0
(αL−l)
rl|0, k〉. (0.73)
The s− t channel scattering amplitudes of this state with three other tachyonic states can
be calculated to be [64]
A(pn,qm) =
(
− i
M2
)q1
U
(
−q1, t
2
+ 2− q1, t˜
′
2
)
B
(
−1 − s
2
,−1− t
2
)
·
∏
n=1
[
i
√−t(n− 1)!]pn ∏
m=2
[
it˜′(m− 1)!
(
− 1
2M2
)]qm
. (0.74)
In the above, U(a, c, x) is the Kummer function of the second kind. It is crucial to note
that c = t
2
+ 2− q1, and is not a constant as in the usual case, so U in the above amplitude
26
is not a solution of the Kummer equation. On the contrary, since a = −q1 an integer, the
Kummer function in Eq.(11.25) terminated to be a finite sum.
It can be seen from Eq.(0.74) that the RSS amplitudes with spin polarizations corre-
sponding to Eq.(0.22) at each fixed mass level are no longer proportional to each other. The
ratios are t dependent functions and can be calculated to be [64]
A(N,2m,q)(s, t)
A(N,0,0)(s, t)
= (−1)m
(
− 1
2M2
)2m+q
(t˜′ − 2N)−m−q(t˜′)2m+q
×
2m∑
j=0
(−2m)j
(
−1 +N − t˜
′
2
)
j
(−2/t˜′)j
j!
+O
{(
1
t˜′
)m+1}
, (0.75)
where (x)j = x(x+ 1)(x+ 2) · · · (x+ j − 1) is the Pochhammer symbol.
To deduce the link and ensure the following identificationfor the general mass levels
lim
t˜′→∞
A(N,2m,q)
A(N,0,0,)
=
T (N,2m,q)
T (N,0,0)
=
(
− 1
M2
)2m+q (
1
2
)m+q
(2m− 1)!! (0.76)
suggested by the explicit calculation for the mass level M22 = 4 [64], one needs the following
identity
2m∑
j=0
(−2m)j
(
−L− t˜
′
2
)
j
(−2/t˜′)j
j!
= 0 · (−t˜′)0+ 0 · (−t˜′)−1+ · · ·+ 0 · (−t˜′)−m+1+ (2m)!
m!
(−t˜′)−m +O
{(
1
t˜′
)m+1}
(0.77)
where L = 1−N and is an integer. The identity was proved to be valid for any non-negative
integer m and any real number L by using technique of combinatorial number theory [67].
It was remarkable to first predict [64] the mathematical identity above provided by string
theory, and then a rigorous mathematical proof followed [67]. It was also interesting to see
that the validity of the above identity includes non-integer values of L which were later
shown to be realized by Regge string scatterings in compact space [68]. We thus have shown
that the ratios among HSS amplitudes calculated in Eqs.(0.9) and (0.29) can be deduced
and extracted from Kummer functions [64, 69, 70]
T (N,2m,q)
T (N,0,0)
= lim
t→∞
A(N,2m,q)
A(N,0,0)
=
(
− 1
2M
)2m+q
22m lim
t→∞
(−t)−mU
(
−2m, t
2
+ 2− 2m, t
2
)
.
(0.78)
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All the above calculations so far can be generalized to four classes of superstring Regge
scattering amplitudes [65]. See the discussion in chapter XII.
The next interesting issue is to study relations among RSS amplitudes of different string
states. To achieve this, one considers the more general RSS amplitudes corresponding to
three tachyons and one leading order high energy open string states in the RR at each fixed
mass level N =
∑
n,m,l>0 npn +mqm + lrl
|pn, qm, rl〉 =
∏
n>0
(αT−n)
pn
∏
m>0
(αP−m)
qm
∏
l>0
(αL−l)
rl|0, k〉. (0.79)
The s− t channel scattering amplitudes of this state with three other tachyonic states can
be calculated to be
A(pn;qm;rl) =
∫ 1
0
dx xk1·k2(1− x)k2·k3 ·
[
eP · k1
x
− e
P · k3
1− x
]q1 [eL · k1
x
+
eL · k3
1− x
]r1
·
∏
n=1
[
(n− 1)!eT · k3
(1− x)n
]pn ∏
m=2
[
(m− 1)!eP · k3
(1− x)m
]qm∏
l=2
[
(l − 1)!eL · k3
(1− x)l
]rl
. (0.80)
Finally, the amplitudes can be written as two equivalent expressions [71]
A(pn;qm;rl) =
∏
n>0
[
(n− 1)!√−t]pn ·∏
m>0
[
− (m− 1)! t˜
2M2
]qm
·
∏
l>1
[
(l − 1)! t˜
′
2M2
]rl
· B
(
−s
2
− 1,− t
2
+ 1
)(
1
M2
)r1
·
q1∑
i=0
(
q1
i
)(
2
t˜
)i(
− t
2
− 1
)
i
U
(
−r1, t
2
+ 2− i− r1, t˜
′
2
)
(0.81)
=
∏
n>0
[
(n− 1)!√−t]pn ·∏
m>1
[
− (m− 1)! t˜
2M
]qm
·
∏
l>0
[
(l − 1)! t˜
′
2M
]rl
·B
(
−s
2
− 1,− t
2
+ 1
)(
− 1
M2
)q1
·
r1∑
j=0
(
r1
j
)(
2
t˜′
)j (
− t
2
− 1
)
j
U
(
−q1, t
2
+ 2− j − q1, t˜
2
)
. (0.82)
It is easy to see that, for q1 = 0 or r1 = 0, the RSS amplitudes can be expressed in terms of
only one single Kummer function U
(
−r1, t2 + 2− i− r1, t˜
′
2
)
or U
(
−q1, t2 + 2− j − q1, t˜2
)
.
In general the RSS amplitudes can be expressed in terms of a finite sum of Kummer functions.
One can then solve these Kummer functions at each mass level and express them in terms
of RSS amplitudes. Recurrence relations of Kummer functions can then be used to derive
recurrence relations among RSS amplitudes [71]. As an example at mass level M2 = 4, the
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recurrence relation
U
(
−3, t
2
− 1, t
2
− 1
)
+
(
t
2
+ 1
)
U(−2, t
2
−1, t
2
−1)−( t
2
−1)U
(
−2, t
2
,
t
2
− 1
)
= 0 (0.83)
leads to the following recurrence relation among Regge string scattering amplitudes
M
√−tAPPP − 4APPT +M√−tAPPL = 0. (0.84)
In addition, the addition theorem of Kummer function [72]
U(a, c, x+ y) =
∞∑
k=0
1
k!
(a)k (−1)kykU(a + k, c+ k, x) (0.85)
which terminates to a finite sum for a non-positive integer a can be used to derive inter-mass
level recurrence relation of RSS amplitudes. By taking, for example, a = −1, c = t
2
+ 1, x =
t
2
− 1 and y = 1, the theorem gives
U
(
−1, t
2
+ 1,
t
2
)
− U(−1, t
2
+ 1,
t
2
− 1)− U
(
0,
t
2
+ 2,
t
2
− 1
)
= 0. (0.86)
Note that the last arguments of Kummer functions in the above equation can be different.
It leads to an inter-mass level recurrence relation of RSS amplitudes [71]
M(2)(t + 6)ATP2 − 2M(4)2
√−tALP4 + 2M(4)ALT4 = 0 (0.87)
where masses M(2) =
√
2,M(4) =
√
4 = 2, and A2, A4 are RSS amplitudes for mass
levels M2 = 2, 4 respectively. In deriving Eq.(0.87), it is important to use the fact that the
Regge power law behavior for each RSS amplitude in Eq.(0.87) is universal and is mass level
independent [64].
Finally, Kummer recurrence relations can also be used to explicitly prove Regge stringy
Ward identities or decoupling of ZNS in the RR, but not vice-versa. Thus in the RR,
recurrence relations are more fundamental than linear relations derived from decoupling of
Regge ZNS. However, only Ward identities derived from the decoupling of Regge ZNS can
be generalized to the string loop amplitudes. As an example, it can be shown that, in the
Regge limit, the decoupling of the scalar type I Regge ZNS [71]
[25(αP−1)
3+9αP−1(α
L
−1)
2+9αP−1(α
T
−1)
2−9αL−2αL−1−9αT−2αT−1−75αP−2αP−1+50αP−3] |0, k〉 (0.88)
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can be explicitly demonstrated by using the following recurrence relations of Kummer func-
tions
U(a− 1, c, x)− (2a− c+ x)U(a, c, x) + a(1 + a− c)U(a + 1, c, x) = 0, (0.89)
U(a, c, x)− aU(a + 1, c, x)− U(a, c− 1, x) = 0, (0.90)
(c− a− 1)U(a, c− 1, x)− (x+ c− 1)U (a, c, x) + xU (a, c+ 1, x) = 0. (0.91)
Following the same procedure, one can construct infinite number of recurrence relations
among RSS amplitudes at arbitrary mass levels which, in general, are independent of Regge
stringy Ward identities derived from the decoupling of Regge ZNS. However, in contrast to
Ward identity derived from the decoupling of Regge ZNS like Eq.(0.88), we have no proof
at loop levels for other ward identities derived directly from Kummer function recurrence
relations. This is the subtle difference between linear relations obtained in the GR and the
recurrence relations calculated in the RR discussed in this review. Recurrence relations of
higher spin generalization of the BPST vertex operators [62] can also be constructed in this
way [73].
Since in general each RSS amplitude was expressed in terms of more than one Kummer
function, it was awkward to derive the complete recurrence relations at arbitrary higher
mass levels. More recently [74], it was shown that each 26D open bosonic RSS amplitude
can be expressed in terms of one single Appell function F1. In fact, the s− t channel RSS
amplitudes with string state in Eq.(0.79) and three tachyons can be calculated as [74]
A(pn;qm;rl) =
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
· F1
(
− t
2
− 1,−q1,−r1,− s2 ;
s
t˜
,
s
t˜′
)
· B
(
− t
2
− 1,−s
2
− 1
)
(0.92)
where the Appell function F1 is one of the four extensions of the hypergeometric function
2F1 to two variables and is defined to be
F1 (a; b, b
′; c; x, y) =
∞∑
m=0
∞∑
n=0
(a)m+n (b)m (b
′)n
m!n! (c)m+n
xmyn (0.93)
where (a)n = a · (a+ 1) · · · (a+ n− 1) is the rising Pochhammer symbol. Note that when
a or b(b′) is a non-positive integer, the Appell function truncates to a polynomial. This is
the case for the Appell function in the RSS amplitudes calculated above. It is important to
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keep in mind that the expression in Eq.(0.92) is valid only when s in the arguments of F1
goes to ∞.
In contrast to the calculation of a sum of Kummer functions, this result made it easier to
derive the complete infinite recurrence relations among RSS amplitudes at arbitrary mass
levels, which are conjectured to be related to the known SL(5, C) dynamical symmetry of
F1 [75]. For example, the recurrence relation among RSS amplitudes [74]
√−t [A(N ;q1,r1) + A(N ;q1−1,r1+1)]−MA(N ;q1−1,r1) = 0 (0.94)
for arbitrary mass levels M2 = 2(N − 1) can be derived from recurrence relations of the
Appell functions. Eq.(0.94) is a generalization of Eq.(0.84) to arbitrary mass levels. More
general recurrence relations can be obtained similarly. For example, by taking the leading
term of s in the Regge limit, one ends up with the recurrence relation for b2
cx2F1 (a; b1, b2; c; x, y)
+
[
(a− b1 − b2 − 1)xy2 + cx2 − 2cxy
]
F1 (a; b1, b2 + 1; c; x, y)
− [(a+ 1) x2y − (a− b2 − 1)xy2 − cx2 + cxy]F1 (a; b1, b2 + 2; c; x, y)
− (b2 + 2) x (x− y) yF1 (a; b1, b2 + 3; c; x, y) = 0, (0.95)
which leads to a recurrence relation for RSS amplitudes at arbitrary mass levels [74]
t˜′2A(N ;q1,r1)
+
[
t˜′2 + t˜
(
t− 2t˜′ − 2q1 − 2r1 + 4
)]( t˜′2M2√−t
)
A(N ;q1,r1+1)
+
[
t˜′2 − t˜′ (t˜+ t)+ t˜ (t− 2r1 + 4)]
(
t˜′
2M2√−t
)2
A(N ;q1,r1+2)
−2 (r1 − 2)
(
t˜′ − t˜)( t˜′2M2√−t
)3
A(N ;q1,r1+3) = 0. (0.96)
More higher recurrence relations which contain general number of l ≥ 3 Appell functions
can be found in [76].
More importantly, one can show [71, 74] that these recurrence relations in the Regge limit
can be systematically solved so that all RSS amplitudes can be expressed in terms of one
amplitude. All these results seem to dual to high energy symmetries of fixed angle string
scattering amplitudes discussed in part II [27–29, 31, 32, 34, 45].
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We now proceed to show that the recurrence relations of the Appell function F1 in the
Regge limit can be systematically solved so that all RSS amplitudes can be expressed in
terms of one amplitude. As the first step, we note that in [71] the RSS amplitudes was
expressed in terms of finite sum of Kummer functions. There are two equivalent expres-
sions [71] as was previously shown in Eq.(0.82). It is easy to see that, for q1 = 0 or
r1 = 0, the RSS amplitudes can be expressed in terms of only one single Kummer function
U
(
−r1, t2 + 2− i− r1, t˜
′
2
)
or U
(
−q1, t2 + 2− j − q1, t˜2
)
, which are thus related to the Ap-
pell function F1
(
− t
2
− 1; 0,−r1; s2 ;−
s
t˜
,− s
t˜′
)
or F1
(
− t
2
− 1;−q1, 0; s2 ;−
s
t˜
,− s
t˜′
)
respectively
lim
s→∞
F1
(
− t
2
− 1; 0,−r1; s
2
;−s
t˜
,− s
t˜′
)
=
(
2
t˜′
)r1
U
(
−r1, t
2
+ 2− r1, t˜
′
2
)
, (0.97)
lim
s→∞
F1
(
− t
2
− 1;−q1, 0; s
2
;−s
t˜
,− s
t˜′
)
=
(
2
t˜
)q1
U
(
−q1, t
2
+ 2− q1, t˜
2
)
. (0.98)
On the other hand, it was shown in [71] that the Kummer functions ratio
U(α, γ, z)
U(0, z, z)
= f(α, γ, z), α = 0,−1,−2,−3, ... (0.99)
is determined and f(α, γ, z) can be calculated by using recurrence relations of U(α, γ, z).
Note in addition that U(0, z, z) = 1 by explicit calculation. We thus conclude that in the
Regge limit
c =
s
2
→∞; x, y →∞; a, b1, b2 fixed, (0.100)
the Appell functions F1 (a; 0, b2; c; x, y) and F1 (a; b1, 0; c; x, y) are determined up to an overall
factor by recurrence relations. The next step is to derive the recurrence relation
yF1 (a; b1, b2; c; x, y)− xF1 (a; b1 + 1, b2 − 1; c; x, y) + (x− y)F1 (a; b1 + 1, b2; c; x, y) = 0,
(0.101)
which can be obtained from two of the four Appell recurrence relations among contiguous
functions.
We can now show that in the Regge limit all RSS amplitudes can be expressed in terms of
one single amplitude. We will use the short notation F1 (a; b1, b2; c; x, y) = F1 (b1, b2) in the
following. For b2 = −1, by using Eq.(0.101) and the known F1 (b1, 0) and F1 (0, b2), one can
easily show that F1 (b1,−1) are determined for all b1 = −1,−2,−3.... Similarly, F1 (b1,−2)
are determined for all b1 = −1,−2,−3....if one uses the result of F1 (b1,−1) in addition to
Eq.(0.101) and the known F1 (b1, 0) and F1 (0, b2). This process can be continued and one
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ends up with the result that F1 (b1, b2) are determined for all b1, b2 = −1,−2,−3.... This
completes the proof that the recurrence relations of the Appell function F1 in the Regge
limit in Eq.(0.92) can be systematically solved so that all RSS amplitudes can be expressed
in terms of one amplitude.
In a very recent paper [40], it was discovered that the 26D open bosonic string scattering
amplitudes (SSA) of three tachyons and one arbitrary string state can be expressed in terms
of the D-type Lauricella functions with associated SL(K + 3;C) symmetry. As a result,
SSA and symmetries or relations among SSA of different string states at various limits
calculated previously can be rederived. These include the linear relations conjectured by
Gross [3, 4]. and proved in [27–32] in the hard scattering limit, the recurrence relations
in the Regge scattering limit derived from Eq.(0.92) and the extended recurrence relations
in the nonrelativistic scattering limit [39] discovered recently. Moreover, one can calculate
new recurrence relations of SSA which are valid for all energies. We expect more interesting
developments on these research directions in the near future.
In addition to the high energy string scatterings discussed in this review, there were other
related approaches in the literature discussing higher spin dynamics of string theory. String
theory includes infinitely many higher spin massive fields with consistent mutual interactions,
and can provide useful hints on the dynamics of higher spin field theory. On the other hand,
a better understanding of higher spin dynamics could also help our comprehension of string
theory. It is widely believed that the tensionless limit of string [77–83] is a theory of higher
spin gauge fields. In flat spacetime a non-trivial field theory dynamics of the tensionless limit
of string theory seems to be ruled out by the theorem of Coleman and Mandula. However,
the assumptions of this theorem are violated by the presence of a non-trivial cosmological
constant, and one may expect a consistent interacting field theory of higher spins on curved
space time. One of the most important explicit and nontrivial construction of interacting
higher spin gauge theory is Vasiliev’ system in AdS space-time.
In [84], the spectrum of Kaluza-Klein descendants of fundamental string excitations on
AdS5 × S5 was derived and organized at the higher spin long multiplets of the AdS super-
group SU (2, 2|4) with a rich pattern of shortenings at the higher spin enhancement point.
Furthermore, in the tensionless limit, the field equations from BRST quantization of string
theory provide a direct route toward local field equations for higher-spin gauge fields [85].
Recently, in [86], one parameter families of parity violating Vasiliev theory were formu-
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lated that preserve N = 6 SUSY in AdS4. The theory was suggested to be dual to the vector
model limit of the N = 6 U(N)k × U(M)−k ABJ theory in the limit of large N and k but
finite M . Since the ABJ theory is also dual to type IIA string theory in AdS4 × CP 3 with
flat B-field, it was speculated that the Vasiliev theory must therefore be a limit of this string
theory. Roughly speaking, the fundamental string of string theory is simply the flux tube
string of the non-Abelian bulk Vasiliev theory. The relations between ABJ vector model,
Vasiliev theory, and type IIA string theory suggests a bulk–bulk duality between Vasiliev
theory and type IIA string field theory, which suggests a concrete way of embedding Vasiliev
theory into string theory. It is interesting to investigate whether—and in what guise—the
huge bulk gauge symmetry of Vasiliev’s description survives in the bulk string sigma model
description of the same system.
There existed other approaches of stringy symmetries which include other studies of
string collisions in the high energy, fixed momentum transfer regime [57–63], the Hagedorn
transition at high temperature [87–89], vertex operator algebra for compactified spacetime
or on a lattice [90–92], group theoretical approach of string [35, 93].
Another motivation of studying high energy string scattering is to investigate the grav-
itational effect, such as black hole formation due to high energy string collision, and to
understand the nonlocal behavior of string theory. Nevertheless, in [94], it was shown that
there is no evidence that the extendedness of strings produces any long-distance nonlocal ef-
fects in high energy scattering, and no grounds have been found for string effects interfering
with formation of a black hole either.
Part I
Stringy symmetries at all energies
In the first part of this review, we discuss stringy symmetries which were calculated to be
valid for all energies. These include stringy symmetries calculated by (1) σ-model approach
of string theory in the weak field approximation, (2) decoupling of ZNS and stringy Ward
identities, (3) Witten’s string field theory, (4) Discrete ZNS and w∞ symmetry of 2D string
and (5) Soliton ZNS and enhanced stringy gauge symmetries. We will concentrate on the
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idea of ZNS and its applications to various calculations of stringy symmetries.
In chapter I we apply ZNS to Sigma model calculation of stringy symmetries [6–8]. We
calculate generalized stringy symmetries of massive background fields [6, 7]. We discover the
existence of inter-particle, inter-spin symmetry [6] for higher spin string background fields.
In addition, we demonstrate the decoupling of degenerate positive-norm states by using two
approaches, the σ-model calculation [8] and Witten’s string field theory [15]. All these results
are consistent with calculations of high energy string scattering amplitudes which will be
discussed in details in part II and part III. In chapter II, we give a prescription to simplify
the calculation of ZNS for higher mass levels [95]. In chapter III, we calculate [23, 24] a
set of 2D string ZNS with discrete Polyakov momenta and show that its operator algebra
forms the w∞ symmetry algebra of 2D string theory. Incidentally, In chapter V of part II,
the corresponding high energy ZNS will be shown to form a high energy w∞ symmetry [32].
These results strongly suggest that ZNS are symmetry charges of 26D string theory. In
chapter IV we calculate soliton ZNS in compact spaces for both closed [25] and open string
[26] theories and study their relations to enhanced stringy gauge symmetries.
I. ZERO NORM STATES (ZNS) AND SIGMA MODEL CALCULATION OF
STRINGY SYMMETRIES
In the first chapter, we review the calculations of string symmetries from ZNS without
taking the high energy limit. In the OCFQ spectrum of 26D open bosonic string theory,
the solutions of physical state conditions include positive-norm propagating states and two
types of ZNS. The latter are [10]
Type I : L−1 |x〉 , where L1 |x〉 = L2 |x〉 = 0, L0 |x〉 = 0; (1.1)
Type II : (L−2 +
3
2
L2−1) |x˜〉 , where L1 |x˜〉 = L2 |x˜〉 = 0, (L0 + 1) |x˜〉 = 0. (1.2)
While type I states have zero-norm at any spacetime dimension, type II states have zero-
norm only at D = 26. It can be shown [10] that the string spectrum is ghost-free provided
that D = 26 and the Regge intercept a = 1 or D ≤ 25 and a ≤ 1. However, there are
far more ZNS for the former case than that of the latter case. Thus the choice of D = 26
case is closely related to the existence of type II ZNS which is crucial in the discussion of
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this paper. Eqs.(1.1) and Eqs.(1.2) will be extensively used in the review. Some explicit
solutions of ZNS can be found in [6, 95] and will be discussed in chapter II.
In the σ-model approach of string theory, one turns on background fields on the world-
sheet energy momentum tensor T . Conformal invariance of the worldsheet then requires,
in addition to D = 26, cancellation of various q-number anomalies and results to equations
of motion of the background fields. A spacetime effective action can then be constructed
and used to reproduce string scattering amplitudes. This was a powerful method to study
dynamics of the string modes [10]. On the other hand, it was suggested that a spacetime
symmetry transformation δΦ for a background field Φ can be generated by a worldsheet
generator h [96]
TΦ + i[h, TΦ] = TΦ+δΦ (1.3)
where TΦ is the worldsheet energy momentum tensor with background fields Φ and TΦ+δΦ is
the new energy momentum tensor with new background fields Φ + δΦ. However, there was
no systematic prescription to calculate the worldsheet generator h.
It was then shown that [6] for each spacetime ZNS, one can systematically construct a
δTΦ such that
TΦ + δTΦ = TΦ+δΦ (1.4)
was satisfied to some order of weak field approximation in the background fields β function
calculation. It turned out that Eqs.(1.4) gave the complete symmetry transformations for
string modes while Eqs.(1.3) did not. Indeed, there were many symmetry transformations
which can not be generated by a worldsheet generator h. One important example was
the inter-particle symmetry transformation Eqs.(0.4) generated by the D2 type II ZNS in
Eqs.(0.5). In contrast to the usual σ-model loop expansion (or α′ expansion) of the string
background field calculation1, which was nonrenormalizable for the massive background
fields, it turned out that weak field approximation was the more convenient expansion to
deal with massive background fields.
1 See section 3.4 of [10] and references there.
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A. Stringy symmetries of massive background fields
In this section, as illustrations, we calculate stringy symmetries for 26D open bosonic
string up to mass levels M2 = 4. All physical states including positive-norm propagating
states and two types of ZNS can be found in chapter II. It was demonstrated in the first
order weak field approximation of the string modes that for each ZNS in the OCFQ 26D
open bosonic string spectrum, there corresponds an on-shell gauge transformation for the
positive-norm background field (α′ ≡ 1
2
)[6, 7] :
M2 = 0 : δAµ = ∂µθ; (1.5a)
∂2θ = 0. (1.5b)
M2 = 2 : δBµν = ∂(µθν); (1.6a)
∂µθµ = 0, (∂
2 − 2)θµ = 0. (1.6b)
δBµν =
3
2
∂µ∂νθ − 1
2
ηµνθ; (1.7a)
(∂2 − 2)θ = 0. (1.7b)
M2 = 4 : δCµνλ = ∂(µθνλ); (1.8a)
∂µθµν = θ
µ
µ = 0, (∂
2 − 4)θµν = 0. (1.8b)
δC(µνλ) =
5
2
∂(µ∂νθ
1
λ) − η(µνθ1λ); (1.9a)
∂µθ1µ = 0, (∂
2 − 4)θ1µ = 0. (1.9b)
δC(µνλ) =
3
5
∂µ∂ν∂λθ − 1
5
η(µν∂λ)θ; (1.10a)
(∂2 − 4)θ = 0. (1.10b)
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In the above equations, A, B, C are positive-norm background fields, θs represent zero-
norm background fields, and ∂2 ≡ ∂µ∂µ. There are on-mass-shell, gauge and traceless
conditions on the transformation parameters θs, which will correspond to BRST ghost fields
in a one-to-one manner in WSFT [15]. This will be discussed in section I.D. Eqs.(1.5a),
(1.5b) is easily identified to be the on-shell gauge transformation of photon. Note that, for
example, Eqs.(1.7a), (1.7b) is the residual on-shell gauge transformation induced by a type
II ZNS at mass level M2 = 2.
Similar massive stringy symmetry transformations can be constructed for superstring. In
particular, based on ZNS calculations, an infinite number of Heterotic massive symmetry
transformations [12] with parameters θ
(ab)
µ , θ
(ab)
[µν] etc. containing both Einstein and E8 ⊗ E8
(or SO(32)) Yang-Mills indices can be constructed in the 10D Heterotic string theories [97].
B. Inter-particle stringy symmetries
It is interesting to see that an inter-particle symmetry transformation for two high spin
states at mass level M2 = 4 can be generated [6]
δC(µνλ) = (
1
2
∂(µ∂νθ
2
λ) − 2η(µνθ2λ)), δC[µν] = 9∂[µθ2ν] (1.11)
where ∂µθ2µ = 0, (∂
2 − 4)θ2µ = 0 which are the on-shell conditions of the mixed type I and
type II D2 vector ZNS
|D2〉 = [(1
2
kµkνθλ + 2ηµνθ
2
λ)α
µ
−1α
ν
−1α
λ
−1 + 9kµθ
2
να
[µ
−2α
ν]
−1 − 6θ2µαµ−3] |0, k〉 , k · θ2 = 0, (1.12)
and C(µνλ) and C[µν] are the background fields of the symmetric spin-three and antisymmetric
spin-two states respectively at the mass level M2 = 4. It is important to note that the
decoupling of the D2 vector ZNS, or unitarity of the theory, implies simultaneous change
of both C(µνλ) and C[µν] , thus they form a gauge multiplet. This is a generic feature for
background fields of higher massive levels in the σ-model calculation of string theory. One
might want to generalize the calculation to the second order weak background fields to
see the inter-mass level symmetry. This however suffers from the so-called non-perturbative
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non-renormalizability of 2d σ-model and one is forced to introduce infinite number of counter-
terms to preserve the worldsheet conformal invariance [98, 99].
Note that θ2µ in Eqs.(1.11), (1.12) are some linear combination of the original type I and
type II vector ZNS calculated by Eqs.(1.1), (1.2). This inter-particle stringy symmetry is
consistent with the linear relations among high energy, fixed angle scattering amplitudes of
C(µνλ) and C[µν], which will be discussed in details in part II of the review.
C. Decoupling of degenerate positive-norm states
In the even higher mass levels, M2 = 6 for example, a new phenomenon begins to show
up. Indeed, there are ambiguities in defining positive-norm spin-two and scalar states due
to the existence of ZNS in the same Young representations [8]. As a result, the degenerate
spin two and scalar positive-norm states can be gauged to the higher rank fields Dµναβ and
mixed-symmetric Dµνα in the first order weak field approximation. Instead of calculating
the stringy gauge symmetry at level M2 = 6, we will only concentrate on the equation of
motions. Take the energy-momentum tensor on the worldsheet boundary in the first order
weak field approximation to be of the following form.
T (τ) =− 1
2
ηµν∂τX
µ∂τX
ν +Dµναβ∂τX
µ∂τX
ν∂τX
α∂τX
β +Dµνα∂τX
µ∂τX
ν∂2τX
α
+D0µν∂
2
τX
µ∂2τX
ν +D1µν∂τX
µ∂3τX
ν +Dµ∂
4
τX
µ,
(1.13)
where τ is the worldsheet time, X ≡ X(τ). This is the most general worldsheet coupling in
the generalized σ-model approach consistent with vertex operator consideration [100, 101].
The conditions to cancel all q-number worldsheet conformal anomalous terms correspond to
cancelling all kinds of loop divergences [102] up to the four loop order in the 2d conformal
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field theory. It is easier to use T ·T operator-product calculation and the conditions read [8]
2∂µDµναβ −D(ναβ) = 0, (1.14a)
∂µDµνα − 2D0να − 3D1να = 0, (1.14b)
∂µD1µν − 12Dν = 0, (1.14c)
3Dµµνα + ∂
µDναµ − 3D1(να) = 0, (1.14d)
Dµµν + 4∂
µD0µν − 24Dν = 0, (1.14e)
2D νµν + 3∂
νD1µν − 12Dµ = 0, (1.14f)
2D0 µµ + 3D
1 µ
µ + 12∂
µDµ = 0, (1.14g)
(∂2 − 6)φ = 0. (1.14h)
Here, φ represents all background fields introduced in Eqs.(1.13). It is now clear through
Eq.(1.14b) and Eq.(1.14d) that both D0µν and D
1
(µν) can be expressed in terms of Dµναβ and
Dµνα . D
1
[µν] can be expressed in terms of Dµναβ and Dµνα by Eq.(1.14b).Eq.(1.14a) and
Eq.(1.14c) imply that D(µνα) and Dµ can also be expressed in terms of Dµναβ and mixed-
symmetric Dµνα . Finally Eqs.(1.14e) to (1.14g) are the gauge conditions for Dµναβ and
mixed-symmetric Dµνα after substituting D
0
µν , D
1
µν and Dµ in terms of Dµναβ and mixed
symmetric Dµνα . The remaining scalar particle has automatically been gauged to higher
rank fields since Eq.(1.13) is already the most general form of background-field coupling.
This means that the degenerate spin two and scalar positive-norm states can be gauged
to the higher rank fields Dµναβ and mixed-symmetric Dµνα in the first order weak field
approximation.
In fact, for instance, it can be explicitly shown [11] that the scattering amplitude involving
the positive-norm spin-two state can be expressed in terms of those of spin-four and mixed-
symmetric spin-three states due to the existence of a degenerate type I and a type II spin-
two ZNS. Although all the four-point amplitudes considered in Ref. [11] contain three
tachyons, the argument can be easily generalized to more general amplitudes. This is very
different from the analysis of lower massive levels where all positive-norm states seem to
have independent scattering amplitudes.
Presumably, this decoupling phenomenon comes from the ambiguity in defining positive-
norm states due to the existence of ZNS in the same Young representations. We will justify
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this decoupling by WSFT in the next section. Finally one expects this decoupling to persist
even if one includes the higher order corrections in weak field approximation, as there will
be even stronger relations between background fields order by order through iteration.
D. Witten’s string field theory (WSFT) calculations
It would be much more convincing if one can rederive the stringy phenomena discussed
in the previous sections from WSFT. Not only can one compare the first quantized string
with the second quantized string, but also the old covariant quantized string with the BRST
quantized string. Although the calculation is lengthy, the result, as we shall see, are still
controllable by utilizing the results from first quantized approach in previous sections.
There exist important consistency checks of first quantized string results from WSFT
in the literature, e.g. the rederivation of Veneziano and Kubo-Nielson amplitudes from
WSFT [103]. In some stringy cases, calculations can only be done in string field theory ap-
proach. For example, the pp-wave string amplitudes can only be calculated in the light-cone
string field theory [104]. Therefore, a consistent check by both first and second quantized
approaches of any reliable string results would be of great importance.
The infinitesimal gauge transformation of WSFT is
δΦ = QBΛ + g0(Φ ∗ Λ− Λ ∗ Φ). (1.15)
To compare with our first quantized results in previous sections, we only need to calculate
the first term on the right hand side of Eq.(1.15). Up to the second massive level, Φ and Λ
can be expressed as
Φ =
{
φ(x) + iAµ(x)α
µ
−1 + α(x)b−1c0 − Bµν(x)αµ−1αν−1 + iBµ(x)αµ−2
+ iβµ(x)α
µ
−1b−1c0 + β
0(x)b−2c0 + β1(x)b−1c−1
− iCµνλ(x)αµ−1αν−1αλ−1 − Cµν(x)αµ−2αν−1 + iCµ(x)αµ−3
− γµν(x)αµ−1αν−1b−1c0 + iγ0µ(x)αµ−1b−2c0 + iγ1µ(x)αµ−1b−1c−1 + iγ2µ(x)αµ−2b−1c0
+ γ0(x)b−3c0 + γ1(x)b−2c−1 + γ2(x)b−1c−2
}
c1 |k〉 ,
(1.16)
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Λ =
{
ǫ0(x)b−1 − ǫ0µν(x)αµ−1αν−1b−1 + iǫ0µ(x)αµ−1b−1 + iǫ1µ(x)αµ−2b−1 + iǫ2µ(x)αµ−1b−2
+ ǫ1(x)b−2 + ǫ2(x)b−3 + ǫ3(x)b−1b−2c0
}
|Ω〉
(1.17)
where Φ and Λ are restricted to ghost number 1 and 0 respectively, and the BRST charge is
QB =
∞∑
n=−∞
Lmatt−n cn +
∞∑
m,n=−∞
m− n
2
: cmcnb−m−n : −c0. (1.18)
The transformation one gets for each mass level are
M2 = 0, δAµ = ∂µǫ
0, (1.19a)
δα =
1
2
∂2ǫ0; (1.19b)
M2 = 2, δBµν = −∂(µǫ0ν) −
1
2
ǫ1ηµν , (1.20a)
δBµ = −∂µǫ1 + ǫ0µ, (1.20b)
δβµ =
1
2
(∂2 − 2)ǫ0µ, (1.20c)
δβ0 =
1
2
(∂2 − 2)ǫ1µ, (1.20d)
δβ1 = −∂µǫ0µ − 3ǫ1; (1.20e)
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M2 = 4, δCµνλ = −∂(µǫ0νλ) −
1
2
ǫ2(µηνλ), (1.21a)
δC[µν] = −∂[νǫ1µ] − ∂[µǫ2ν], (1.21b)
δC(µν) = −∂(νǫ1µ) − ∂(µǫ2ν) + 2ǫ0µν − ǫ2ηµν , (1.21c)
δCµ = −∂µǫ2 + 2ǫ1µ + ǫ2µ, (1.21d)
δγµν =
1
2
(∂2 − 4)ǫ0µν −
1
2
ǫ3ηµν , (1.21e)
δγ0µ =
1
2
(∂2 − 4)ǫ2µ + ∂µǫ3, (1.21f)
δγ1µ = −2∂νǫ0νµ − 2ǫ1µ − 3ǫ2µ, (1.21g)
δγ2µ =
1
2
(∂2 − 4)ǫ1µ − ∂µǫ3, (1.21h)
δγ0 =
1
2
(∂2 − 4)ǫ2 − ǫ3, (1.21i)
δγ1 = −∂µǫ2µ − 4ǫ2 − 2ǫ3, (1.21j)
δγ2 = −2∂µǫ1µ − 5ǫ2 + 4ǫ3 + ǫ0 µµ . (1.21k)
It is interesting to note that Eq.(1.19b) corresponds to the lifting of on-mass-shell con-
dition in eqs Eq.(1.5b). Meanwhile Eq.(1.20c) and Eq.(1.20d) correspond to on-mass-
shell condition in Eq.(1.7b) and Eq.(1.6b); Eq.(1.20e) corresponds to the gauge condition
in Eq.(1.6b). Similar correspondence applies to level M2 = 4. Eq.(1.21e), Eq.(1.21f),
Eq.(1.21h) and Eq.(1.21i) correspond to on-mass-shell conditions in Eq.(1.8b), Eq.(1.9b),
Eq.(1.12) and Eq.(1.10b). Eq.(1.21g), Eq.(1.21j) and Eq.(1.21k) correspond to gauge condi-
tions in Eq.(1.8b), Eq.(1.9b) and Eq.(1.12). The traceless condition in Eq.(1.8b) corresponds
to the trace part of Eq.(1.21e). Also, only ZNS transformation parameters appear on the
r.h.s. of matter transformation A,B,C, and all ghost transformations correspond, in a one-to
one manner, to the lifting of on-shell conditions (including on-mass-shell, gauge and traceless
conditions) in the OCFQ approach.
These important observations simplify the demonstration of decoupling of degenerate
positive-norm states at higher mass levels, M2 = 6 and M2 = 8 more specifically in WSFT.
We will present the calculation for level M2 = 6. The calculation for M2 = 8 was discussed
in [15]. ForM2 = 4, it can be checked that only Cµνλ and C[µν] are dynamically independent
and they form a gauge multiplet, which is consistent with result of first quantized calculation
presented in the previous sections .
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We now show the decoupling phenomenon for the third massive level M2 = 6, in which
Φ and Λ can be expanded as
Φ4 =
{
Dµναβ(x)α
µ
−1α
ν
−1α
α
−1α
β
−1 − iDµνα(x)αµ−1αν−1αα−2 −D0µν(x)αµ−2αν−2 −D1µν(x)αµ−1αν−3
+ iDµ(x)α
µ
−4 − iξµνα(x)αµ−1αν−1αα−1b−1c0 − ξ0µν(x)αµ−2αν−1b−1c0 − ξ1µν(x)αµ−1αν−1b−2c0
− ξ2µν(x)αµ−1αν−1b−1c−1 + iξ0µ(x)αµ−3b−1c0 + iξ1µ(x)αµ−2b−2c0 + iξ2µ(x)αµ−1b−3c0
+ iξ3µ(x)α
µ
−2b−1c−1 + iξ
4
µ(x)α
µ
−1b−2c−1 + iξ
5
µ(x)α
µ
−1b−1c−2 + ξ
0(x)b−4c0 + ξ
1(x)b−3c−1
+ ξ2(x)b−2c−2 + ξ3(x)b−1c−3 + ξ4(x)b−2b−1c−1c0
}
c1 |k〉 ,
(1.22)
Λ4 =
{
− iǫ0µνα(x)αµ−1αν−1αα−1b−1 − ǫ1µν(x)αµ−2αν−1b−1 − ǫ2µν(x)αµ−1αν−1b−2 + iǫ3µ(x)αµ−3b−1
+ iǫ4µ(x)α
µ
−2b−2 + iǫ
5
µ(x)α
µ
−1b−3 + iǫ
6
µ(x)α
µ
−1b−2b−1c0 + ǫ
4(x)b−4
+ ǫ5(x)b−3b−1c0 + ǫ6(x)b−2b−1c−1
}
|Ω〉 ,
(1.23)
The transformations for the matter part are
δDµναβ = −∂(βǫ0µνα) −
1
2
ǫ2(µνηαβ), (1.24a)
δDµνα = −∂(µǫ1|α|ν) − ∂αǫ2νµ + 3ǫ0µνα −
1
2
ǫ4αηνµ − ǫ5(µην)α, (1.24b)
δD1[µν] = −∂[µǫ3ν] − ∂[νǫ5µ] + 2ǫ1[νµ], (1.24c)
δD1(µν) = −∂(µǫ3ν) − ∂(νǫ5µ) + 2ǫ1(νµ) + 2ǫ2µν − ǫ4ηµν , (1.24d)
δD0µν = −∂(µǫ4ν) + ǫ1(νµ) −
1
2
ǫ4ηµν , (1.24e)
δDµ = −∂µǫ4 + 3ǫ3µ + 2ǫ4µ + ǫ5µ. (1.24f)
It can be checked from the above equations that only Dµναβ and mixed-symmetric Dµνα
cannot be gauged away, which is consistent with the result of the first quantized approach in
the previous sections. That is , the spin-two and scalar positive-norm physical propagating
modes can be gauged to Dµναβ and mixed symmetric Dµνα . In fact, Dµνα , D
1
[µν] , D
1
(µν),
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D0µν and Dµ can be gauged away by ǫ
0
µνα , ǫ
1
[µν] , ǫ
1
(µν) , ǫ
2
µν and one of the vector parameters,
say ǫ3µ . The rest, ǫ
4
µ , ǫ
5
µ and ǫ
4 are gauge artifacts of Dµναβ and mixed-symmetric Dµνα.
The transformation for the ghost part are
δξµνα =
1
2
(∂2 − 6)ǫ0µνα −
1
2
ǫ6(µηνα), (1.25a)
δξ0[µν] =
1
2
(∂2 − 6)ǫ1[µν] − ∂[µǫ6ν], (1.25b)
δξ0(µν) =
1
2
(∂2 − 6)ǫ1(µν) − ∂(µǫ6µ) + ǫ5ηµν , (1.25c)
δξ1µν =
1
2
(∂2 − 6)ǫ2µν + ∂(µǫ6µ), (1.25d)
δξ2µν = −3∂αǫ0µνα − 2ǫ1(µν) − 3ǫ2µν −
1
2
ǫ6ηµν , (1.25e)
δξ0µ =
1
2
(∂2 − 6)ǫ3µ − ∂µǫ5 + ǫ6µ, (1.25f)
δξ1µ =
1
2
(∂2 − 6)ǫ4µ − ǫ6µ, (1.25g)
δξ2µ =
1
2
(∂2 − 6)ǫ5µ + ∂µǫ5 − ǫ6µ, (1.25h)
δξ3µ = −∂νǫ1µν − ∂µǫ6 − 3ǫ3µ − 3ǫ4µ, (1.25i)
δξ4µ = 2∂
νǫ2µν + ∂µǫ
6 − 2ǫ4µ − 4ǫ5µ − 2ǫ6µ, (1.25j)
δξ5µ = −2∂νǫ1µν − 3ǫ3µ − 5ǫ5µ + 4ǫ6µ + 3ǫ0 νµν , (1.25k)
δξ0 =
1
2
(∂2 − 6)ǫ4 − 2ǫ5, (1.25l)
δξ1 = −∂µǫ5µ − 5ǫ4 − 2ǫ5 − ǫ6, (1.25m)
δξ2 = −2∂µǫ4µ − 6ǫ4 − 3ǫ6 + ǫ2 µµ , (1.25n)
δξ3 = −3∂µǫ3µ − 7ǫ4 + 6ǫ5 + 5ǫ6 + 2ǫ1 µµ , (1.25o)
δξ4 =
1
2
(∂2 − 6)ǫ6 + ∂µǫ6µ + 4ǫ5. (1.25p)
There are nine on-mass-shell conditions, which contains a symmetric spin three, an anti-
symmetric spin two, two symmetric spin two, three vector and two scalar fields, and seven
gauge conditions which amounts to sixteen equations in Eq.(1.25a) to Eq.(1.25p). This is
consistent with counting from ZNS listed in the table. Three traceless conditions read from
ZNS corresponds to the three equations involving δξ νµν , δξ
0 µ
µ , δξ
1 µ
µ which are contained in
Eq.(1.25a), Eq.(1.25c), and Eq.(1.25d).
It is important to note that the transformation for the matter parts, Eq.(1.21a) to
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Eq.(1.21d) and Eq.(1.24a) to Eq.(1.24f), are the same as the calculation [11] based on the
chordal gauge transformation of free covariant string field theory constructed by Banks and
Peskin [105]. The Chordal gauge transformation can be written in the following form
δΦ[X(σ)] =
∑
n>0
L−nΦn[X(σ)] (1.26)
where Φ[X(σ)] is the string field and Φn[X(σ)] are gauge parameters which are functions of
X [σ] only and free of ghost fields. This is because the pure ghost part of QB in Eq.(1.18)
does not contribute to the transformation of matter background fields. It is interesting to
note that the r.h.s. of Eq.(1.26) is in the form of off-shell spurious states [10] in the OCFQ
approach. They become ZNS on imposing the physical and on-shell state condition.
Finally, it can be shown that the number of scalar ZNS at n-th massive level (n ≥ 3) is
at least the sum of those at (n−2)-th and (n−1)-th massive levels. So positive-norm scalar
modes at n-th level, if they exist, will be decoupled according to our decoupling conjecture.
The decoupling of these scalars has important implication on Sen’s conjectures on the
decay of open string tachyon [106]. Since all scalars on D-brane including tachyon get
non-zero vev. in the false vacuum, they will decay together with tachyon and disappear
eventually to the true closed string vacuum. As the scalar states together with higher tensor
states form a large gauge multiplet at each mass level, and its scattering amplitudes are
fixed by the tensor fields, these tensor fields of open string (D25-brane) will accompany the
decay process. This means that the whole D-brane could disappear to the true closed string
vacuum.
II. CALCULATION OF HIGHER MASSIVE ZNS
Since ZNS are the most important key to generate stringy symmetries, in this chapter
we give a simplified method [95] to generate two types of ZNS in the old covariant first
quantized (OCFQ) spectrum of open bosonic string. ZNS up to the fourth massive level and
general formulas of some zero-norm tensor states at arbitrary mass levels will be calculated.
The vertex operator of a physical state of open bosonic string
|Ψ〉 =
∑
Cµ1...µmα
µ1
−n1...α
µm
−nm |0; k〉 , [αµm, ανn] = mηµνδm+n (2.1)
46
is given by [101]
Ψ(z) =
∑
Cµ1...µmNm :
∏
(∂njz x
µj )eik·X(z) :, (2.2)
where Nm = i
m
∏{(nj − 1)!}−1. In the OCFQ spectrum, physical states in Eq.(2.1) are
subject to the following Virasoro conditions
(L0 − 1) |Ψ〉 = 0, L1 |Ψ〉 = L2 |Ψ〉 = 0, (2.3)
where
Lm =
1
2
∞∑
−∞
: αm−n · αn : (2.4)
and α0 ≡ k. The solutions of Eq.(2.3) include positive-norm propagating states and two
types of ZNS in Eq.(1.1) and Eq.(1.2) which can be derived from Kac determinant in con-
formal field theory. While type I states have zero-norm at any spacetime dimension, type II
states have zero-norm only at D = 26. The existence of type II ZNS signals the importance
of ZNS in the structure of the theory of string. It is straightforward to solve positive-norm
state solutions of Eq.(2.3) for some low-lying states, but soon becomes practically unman-
ageable. The authors of Ref [107] gave a simple prescription to solve the positive-norm
state solutions of Eq.(2.3). The strategy is to apply the Virasoro conditions only to purely
transverse states, so that the ZNS will be removed at the very beginning. This prescription
simplified a lot of computation although some complexities remained for low spin states at
higher levels. Our aim in this chapter is to generate ZNS in Eq.(1.1) and Eq.(1.2) so that
all physical state solutions of Eq.(2.3) will be completed.
Let’s first assume we are given positive-norm state solutions of some mass level n. The
number of positive-norm degree of freedom at mass level n ( M2 = 2(n − 1)) is given by
N24(n), where [108]
ND(n) =
1
2πi
∮
dx
xn+1
(
∏∞
k=1
1
1− xk )
D. (2.5)
On the other hand, the number of physical state degree of freedom is given by N25(n) in
view of the constraints in Eq.(2.3). The discrepancy is of course due to physical ZNS given
by solutions of Eq.(1.1) and Eq.(1.2). That is, among 25 chains of αµm oscillators, one chain
forms ZNS. Thus we can easily tabulate Young diagrams of ZNS at each mass level given
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Young diagrams of positive-norm states at the same mass level calculated by the simplified
prescription in [107]. For example, positive-norm state at mass level n = 4 gives
ZNS + + + • , positive-norm state gives ZNS + + and positive-norm
state gives ZNS + •. This completes the ZNS at mass level n = 4. Young diagrams of
ZNS up to mass level M2 = 10, together with positive-norm states calculated in [107], will
be listed in the later part of this chapter. A consistent check of counting of ZNS by using
background ghost fields in WSFT was given in [15].
To explicitly calculate ZNS is another complicated issue. Suppose we are given some low-
lying positive-norm state solutions. It is interesting to see the similarity between Eq.(2.3) and
Eq.(1.1) and Eq.(1.2) for |x〉 and |x˜〉. The only difference is the ”mass shift” of L0 equations.
As is well-known, the L1 and L2 equations give the transverse and traceless conditions on
the spin polarization. It turns out that, in many cases, the L1 and L2 equations will not
refer to the L0 equation or on-mass-shell condition. In these cases, a positive-norm state
solution for |Ψ〉 at mass level n will give a ZNS solution L−1 |x〉 at mass level n + 1 simply
by taking |x〉 = |Ψ〉 and shifting k2 by one unit. Similarly, one can easily get a type II ZNS
(L−2+ 32L
2
−1) |x˜〉 at mass level n+2 simply by taking |x˜〉 = |Ψ〉 and shifting k2 by two units.
For those cases where L1 and L2 equations do refer to L0 equation, our prescription needs
to be modified. We will give some examples to illustrate this method. Note that once we
generate a ZNS, it soon becomes a candidate of physical state |Ψ〉 to generate two new ZNS
at even higher levels.
1. The first ZNS begin at k2 = 0. This state is suggested from the positive-norm tachyon
state |0, k〉 with k2 = 2. Taking |x〉 = |0, k〉 and shifting k2 by one unit to k2 = 0, we get a
type I ZNS.
L−1 |x〉 = k · α−1 |0, k〉 ; |x〉 = |0, k〉 ,−k2 =M2 = 0. (2.6)
2. At the first massive level k2 = −2, tachyon suggests a type II ZNS
(L−2 +
3
2
L2−1) |x˜〉 = [
1
2
α−1 · α−1 + 5
2
k · α−2 + 3
2
(k · α−1)2] |0, k〉 ; |x˜〉 = |0, k〉 ,−k2 = 2. (2.7)
Positive-norm massless vector state suggests a type I ZNS
L−1 |x〉 = [θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 ; |x〉 = θ · α−1 |0, k〉 ,−k2 = 2, θ · k = 0. (2.8)
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However, massless singlet ZNS Eq.(2.6) does not give a type I ZNS at the first massive level
k2 = −2 since L1 equation on state Eq.(2.6) refers to L0 equation, k2 = 0. This means that
L1 will not annihilate state Eq.(2.6) if one shifts the mass to k
2 = −2.
3. At the second massive level k2 = −4, positive-norm massless vector state suggests a
type II ZNS
(L−2 +
3
2
L2−1) |x˜〉 = {4θ · α−3 +
1
2
(α−1 · α−1)(θ · α−1) + 5
2
(k · α−2)(θ · α−1)
+
3
2
(k · α−1)2(θ · α−1) + 3(k · α−1)(θ · α−2)} |0, k〉 ;
|x˜〉 = θ · α−1 |0, k〉 ,−k2 = 4, k · θ = 0. (2.9)
However, massless singlet ZNS Eq.(2.6) does not give a type I ZNS at mass level k2 = −4
for the same reason stated after Eq.(2.8). Positive-norm spin-two state at k2 = −2 suggests
a type I ZNS
L−1 |x〉 = [2θµναµ−1αν−2 + kλθµναλµν−1 ] |0, k〉 ; |x〉 = θµναµν−1 |0, k〉 ,−k2 = 4,
k · θ = ηµνθµν = 0, θµν = θνµ, (2.10)
where αλµν−1 ≡ αλ−1αµ−1αν−1. Similar notations will be used in the rest of this paper. Vector
ZNS with k2 = −2 in Eq.(2.8) does not give a type I ZNS for the same reason stated after
Eq.(2.8). In this case, however, one can modify |x〉 to be
Ansatz: |x〉 = [aθ · α−2 + b(k · α−1)(θ · α−1)] |0, k〉 ;−k2 = 4, θ · k = 0, (2.11)
where a, b are undetermined constants. L0 equation is then trivially satisfied and L1, L2
equations give a : b = 2 : 1. This gives a type I ZNS
L−1 |x〉 = [1
2
(k · α−1)2(θ · α−1) + 2θ · α−3 + 3
2
(k · α−1)(θ · α−2)
+
1
2
(k · α−2)(θ · α−1)] |0, k〉 ;−k2 = 4, θ · k = 0. (2.12)
Similarly, we modify the singlet ZNS with k2 = −2 in Eq.(9) to be
Ansatz: |x〉 = [5
2
ak · α−2 + 1
2
bα−1 · α−1 + 3
2
c(k · α−1)2] |0, k〉 ;−k2 = 4, (2.13)
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where a, b and c are undetermined constants. L1 and L2 equations give
5a+ b+ 3k2c = 0, 5k2a+ 13b+
3
2
k2c = 0. (2.14)
For k2 = −4, we have a : b : c = 5 : 9 : 17
6
. This gives a type I ZNS
L−1 |x〉 = [17
4
(k · α−1)3 + 9
2
(k · α−1)(α−1 · α−1) + 9(α−1 · α−2)
+ 21(k · α−1)(k · α−2) + 25(k · α−3)] |0, k〉 ; (2.15)
−k2 = 4.
This completes the four ZNS at the second massive level. It is interesting to note that
the Young tableau of ZNS at level M2 = 4 are the sum of those of all physical states at two
lower levels, M2 = 2 and M2 = 0, except the singlet ZNS due to the dependence of L1 and
L2 equations on L0 condition in state Eq.(2.6). For those cases that L1 and L2 equations not
referring to L0 condition, our construction gives us a very simple way to calculate ZNS at any
mass level n given those of positive-norm states at lower levels constructed by the simplified
method in Ref [107]. When the modified method was needed to calculate a higher mass level
ZNS from a lower mass level physical state like Eq.(2.6), an inconsistency may result and
one gets no ZNS. This explains the discrepancy of singlet ZNS at levels M2 = 2, 4,8 and a
vector ZNS at level M2 = 10.
4. Similar method can be used to calculate ZNS at level M2 = 6. We will just list some
examples here. They are (from now on, unless otherwise stated, each spin polarization is
assumed to be transverse, traceless and is symmetric with respect to each group of indices
as in Ref [107])
L−1 |x〉 = θµνλ(kβαµνλβ−1 + 3αµν−1αλ−2) |0, k〉 ; |x〉 = θµνλαµνλ−1 |0, k〉 , (2.16)
L−1 |x〉 = [kλθµναµλ−1αν−2 + 2θµναµ−1αν−3 |0, k〉 ; |x〉 = θµναµ−1αν−2 |0, k〉 , where θµν = −θνµ,
(2.17)
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L−1 |x〉 = [2θµναµν−2 + 4θµναµ−1αν−3 + 2(kλθµν + k(λθµν))αλµ−1αν−2 +
2
3
kλkβθµνα
µνλβ
−1 ] |0, k〉 ;
|x〉 = [2θµναµ−1αν−2 +
2
3
kλθµνα
µνλ
−1 ] |0, k〉 (2.18)
and
(L−2 +
3
2
L2−1) |x˜〉 = [3θµναµν−2 + 8θµναµ−1αν−3 + (kλθµν +
15
2
k(λθµν))α
λµ
−1α
ν
−2
+ (
1
2
ηλβθµν +
3
2
kλkβθµν)α
µνλβ
−1 ] |0, k〉 ;
|x˜〉 = θµναµν−1 |0, k〉 . (2.19)
Note that |x〉 in Eq.(2.18) has been modified as we did for Eq.(2.11). To further illustrate
our method, we calculate the type I singlet ZNS from Eq.(2.15) as following
Ansatz : |x〉 = [a(k · α−1)3 + b(k · α−1)(α−1 · α−1) + c(k · α−1)(k · α−2)
+ d(α−1 · α−2) + f(k · α−3) |0, k〉 ;
−k2 = 6. (2.20)
The L1 and L2 equations can be easily used to determine a : b : c : d : f = 37 : 72 : 261 :
216 : 450. This gives the type I singlet ZNS
L−1 |x〉 = [a(k · α−1)4 + b(k · α−1)2(α−1 · α−1) + (2b+ d)(k · α−1)(α−1 · α−2)
+ (c+ 3a)(k · α−1)2(k · α−2) + c(k · α−2)2 + d(α−2 · α−2) + b(k · α−2)(α−1 · α−1)
+ (2c+ f)(k · α−3)(k · α−1) + 2d(α−1 · α−3) + 3f(k · α−4)] |0, k〉 ,
−k2 = 6. (2.21)
5. We list relevant ZNS at level M2 = 8 from the known positive-norm states and ZNS
at level M2 = 4, 6. They are
L−1 |x〉 = (kβθµνλγαµνλγβ−1 + 4θµνλγαµνλ−1 αγ−2 |0, k〉 ; |x〉 = θµνλγαµνλγ−1 |0, k〉 , (2.22)
51
L−1 |x〉 = θµνλ[3
4
kβkγα
µνλγβ
−1 + 3kβα
µνβ
−1 α
λ
−2 + 3kβα
(µνλ
−1 α
β)
−2 + 6α
(µ
−1α
νλ)
−2
+6α
(µν
−1 α
λ)
−3] |0, k〉 ; |x〉 = θµνλ(
3
4
kβα
µνλβ
−1 + 3α
µν
−1α
λ
−2) |0, k〉 , (2.23)
(L−2 +
3
2
L2−1) |x˜〉 = θµνλ[(
3
2
kβkγ +
1
2
ηγβ)α
µνλβγ
−1 + kγ(
1
2
αµνλ−1 α
γ
−2 + 8α
(µνλ
−1 α
γ)
−2)
+ 3α
(µ
−1α
νλ)
−2 + 6α
(µν
−1 α
λ)
−3] |0, k〉 ;
|x˜〉 = θµνλαµνλ−1 |0, k〉 , (2.24)
L−1 |x〉 = θµν,λ(kγαγµν−1 αλ−2 + 2αµ−1ανλ−2 + 2αµν−1αλ−3) |0, k〉 ;
|x〉 = θµν,λαµν−1αλ−2 |0, k〉 , where θµν,λ is mixed symmetric, (2.25)
L−1 |x〉 = θµν(3
4
kβkλα
βλµ
−1 α
ν
−2 + 4kλα
λµ
−1α
ν
−3 +
3
4
kλα
µ
−1α
νλ
−2 + 2α
µ
−2α
ν
−3 + 6α
µ
−1α
ν
−4) |0, k〉 ;
|x〉 = (3
4
kλα
λµ
−1α
ν
−2 + 2α
µ
−1α
ν
−3) |0, k〉 , where θµν = −θνµ, (2.26)
and
(L−2 +
3
2
L2−1) |x˜〉 = θµν [(
3
2
kγkλ +
1
2
ηγλ)α
γλµ
−1 α
ν
−2 + 6kλα
λµ
−1α
ν
−3 +
5
2
kλα
µ
−1α
νλ
−2
+2αµ−2α
ν
−3 + α
µ
−1α
ν
−4] |0, k〉 , |x˜〉 = θµναµ−1αν−2 |0, k〉 , where θµν = −θνµ. (2.27)
Note that the modified method was used in Eq.(2.23) and Eq.(2.26).
6. Finally, we calculate general formulas of some zero-norm tensor states at arbitrary
mass levels by making use of general formulas of some positive-norm states listed in Ref
[107].
a.
L−1θµ1...µmα
µ1...µm
−1 |0, k〉 = θµ1...µm(kλαλµ1...µm−1 +mαµ1−2αµ2.µm−1 ) |0, k〉 , (2.28)
where −k2 = M2 = 2m,m = 0, 1, 2, 3.... For example, m = 0, 1 give Eq.(2.6) and Eq.(2.8).
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b.
(L−2 +
3
2
L2−1)θµ1...µmα
µ1...µm
−1 |0, k〉
= {θµ1...µm[(
3
2
kνkλ +
1
2
ηνλ)α
νλµ1...µm
−1 +
3
2
m(m− 1)αµ1µ2−2 αµ3...µm−1
+ (1 + 3m)α
µ1...µm−1
−1 α
µm
−3 ] + [
3
2
(m+ 1)k(λθµ1...µm) +
3
2
mkµmθµ1...µm−1λ)]
αµ1...µm−1 α
λ
−2} |0, k〉 , (2.29)
where −k2 = M2 = 2m+2, m = 0, 1, 2.... For example, m = 0, 1 give Eq.(2.7) and Eq.(2.9).
c.
L−1θµ1...µm−2,µm−1α
µ1..µm−2
−1 α
µm−1
−2 |0, k〉
= θµ1...µm−2,µm−1 [kλα
λµ1...µm−2
−1 α
µm−1
−2 + (m− 2)αµ1µm−3−1 αµm−2µm−2
+ 2α
µ1...µm−2
−1 α
µm−1
−2 ] |0, k〉 , ...... (2.30)
where −k2 = M2 = 2m,m = 3, 4, 5.... For example, m = 3, 4 give Eq.(2.17) and Eq.(2.25).
d.
(L−2 +
3
2
L2−1)θµ1...µm−2,µm−1α
µ1...µm−2
−1 α
µm−1
−2 |0, k〉
= θµ1...µm−2,µm−1 [(
3
2
kλkν +
1
2
ηλν)α
µ1...µm−2λν
−1 α
µm−1
−2 + 6kλα
µ1...µm−2λ
−1 α
µm−1
−3
+ (
3
2
m− 2)kλαµ1...µm−2−1 αµm−1λ−2 + 2(m− 2)αµ1...µm−3−1 αµm−2−2 αµm−1−3 + 11αµ1...µm−2−1 αµm−1−4
+ kλα
µ1...µm−3λ
−1 α
µm−2µm−1
−2 + (m− 3)αµ1...µm−4−1 αµm−3µm−2µm−1−2 ] |0, k〉 , ...... (2.31)
where −k2 = M2 = 2m+ 2, m = 3, 4, 5.... For example, m = 3 gives Eq.(2.27).
e.
L−1θµ1...µm−4,µm−3µm−2(α
µ1...µm−4
−1 α
µm−3µm−2
−2 −
4
3
α
µ1...µm−3
−1 α
µm−2
−3 )
= θµ1...µm−4,µm−3µm−2 [kλα
λµ1...µm−4
−1 α
µm−3µm−2
−2 + (m− 4)αµ1...µm−3−1 αµm−4µm−3µm−2−2
+
16
3
α
µ1...µm−4
−1 α
µm−3
−3 α
µm−2
−2 +
4
3
kλα
λµ1...µm−3
−1 α
µm−2
−3 + 4α
µ1...µm−3
−1 α
µm−4
−4 ],
...... (2.32)
where −k2 = M2 = 2m,m = 5, 6....
f. The ZNS of Eq.(2.28) can be used to generate new type I ZNS by the modified method
as following
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L−1θµ1...µm(
m
m+ 1
kλα
λµ1...µm
−1 + α
µ1
−2α
µ2...µm
−1 ) |0, k〉
= [
m
m+ 1
kνkλθµ1...µmα
νλµ1...µm
−1 +m(k(λθµ1...µm) + kλθµ1...µm)α
µ1
−2α
λµ2...µm
−1
+m(m− 1)θµ1...µmαµ1µ2−2 αµ3...µm−1 + 2mθµ1...µmαµ1−3αµ2...µm−1 ] |0, k〉 , (2.33)
where −k2 = M2 = 2m + 2, m = 1, 2, 3.... For example, m = 1, 2 and 3 give Eq.(3.14),
Eq.(2.18) and Eq.(2.23). Note that the coefficient of the first term in Eq.(2.33) has been
modified to m
m+1
. Similarly, new type II ZNS can also be constructed.
The Young tabulations of all physical states solutions of Eq.(2.3) up to level six, including
two types of ZNS solutions of Eq.(1.1) and Eq.(1.2), are listed in the following table
massive level positive-norm states ZNS
M2 = −2 •
M2 = 0 • (singlet)
M2 = 2 , •
M2 = 4 , , 2× , •
M2 = 6 , , , • , , 2× , 3× , 2× •
M2 = 8 , , , , , , , 2× , 2× , 4× , 5× , 3× •
M2 = 10
, , ,
, , , , 2× , , •
, 2× , , 3× ,
4× , 4× , 7× , 8× , 6× •
Note that the Young tabulations of ZNS at level n are subset of the sum of all physical
states at levels n− 1 and n− 2.
III. DISCRETE ZNS AND w∞ SYMMETRY OF 2D STRING THEORY
For the 26D (10D) string theory, it is difficult to do calculations for higher mass string
states and extract their symmetry structures which are valid for all energies. This is of
course due to the high dimensionality of spacetime. One way to overcome this difficulty
has been to probe high energy regimes of the theory and simplify the calculations. This
will be done in part II and part III of this review. Another strategy was to study the toy
string model, namely, 2D string theory or c = 1 2D quantum gravity. The 2D string theory
has been an important laboratory to study non-perturbative information of string theory.
In the continuum Liouville approach [109], in addition to the massless tachyon mode, an
infinite number of massive discrete momentum physical degrees of freedom were discovered
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[110–114] and the target spacetime w∞ symmetry and Ward identities were then identified
[18–22].
In this chapter, we will derive the w∞ symmetry structure from the ZNS point of view
in the old covariant quantization scheme [23, 24]. This is in parallel with the works of [18]
and [21, 22] where the ground ring structure of ghost number zero operators were identified
in the BRST quantization. Moreover, the results we obtained will justify the idea of ZNS
used in the 26D (or 10D) theories as discussed previously.
Unlike the discrete Polyakov states, we will find that there are still an infinite number of
continuum momentum ZNS in the massive levels of the 2D spectrum and it is very difficult to
give a general formula for them just as in the case of 26D theory [12–14]. However, as far as
the dynamics of the theory is concerned, only those ZNS with Polyakov discrete momenta
are relevant. This is because all other ZNS are trivially decoupled from the correlation
functions due to kinematic reason. Hence, we will only identify all discrete ZNS or discrete
gauge states (DGS) in the spectrum. The higher the momentum is, the more numerous the
DGS are found. In particular, we will give an explicit formula for one such set of DGS in
terms of Schur polynomials. Finally, we can show that these DGS carry the w∞ charges and
serve as the symmetry parameters of the theory.
A. 2D string theory
1. ZNS in 2D string theory
We consider the two dimensional critical string action [109]
S =
1
8π
∫
d2σ
√
gˆ[gµν(∂µX∂νX + ∂µφ∂νφ)−QRˆφ] (3.1)
with φ being the Liouville field. For c = 1 theory Q, which represents the background charge
of the Liouville field, is set to be 2
√
2 so that the total anomalies cancels that from ghost
contribution.
For simplicity here we consider only one of the chiral sectors, while the other sector
(denoted by z¯) is the same. The stress energy tensor is
Tzz = −1
2
(∂zX)
2 − 1
2
(∂zφ)
2 − 1
2
Q∂2zφ. (3.2)
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If we define the mode expansion of Xµ = (φ,X) by
∂zX
µ = −
∞∑
n=−∞
z−n−1(α0n, iα
1
n) (3.3)
with the Minkowski metric ηµν =
 −1 0
0 1
 , Qµ = (2√2, 0) and the zero mode αµ0 = fµ =
(ǫ, p), we find the Virasoro generators
Ln =
(
n+ 1
2
Qµ + fµ
)
αµ,n +
1
2
∑
k 6=0
: αµ,−kα
µ
n+k : n 6= 0,
L0 =
1
2
(Qµ + fµ) fµ +
∞∑
k=1
: αµ,−kα
µ
k : .
(3.4)
The vacuum |0〉 is annihilated by all αµn with n > 0. In the old covariant quantization,
physical states |ψ〉 are those satisfy the condition
Ln |ψ〉 = 0 for n > 0,
L0 |ψ〉 = |ψ〉 .
(3.5)
One can easily check that the two branches of massless tachyon
T±(p) = eipX+(±|p|−
√
2)φ (3.6)
are positive norm physical states. In the material gauge[6], it was also known that there
exist discrete states [3] [10] (J = {0, 12, 1...} and M = {−J,−J + 1, ...J})
ψ
(±)
J,M ∼ (H−)J−Mψ(±)J,J ∼ (H+)J+Mψ(±)J,−J , (3.7)
which are also positive norm physical states. In Eq.(3.7) H± =
∫
dz
2πi
T+(±√2) are the zero
modes of the ladder operators of the SU(2) Kac-Moody currents at the self-dual radius in
c = 1 2d conformal field theory and ψ
(±)
J,±J = T
(±)(±√2J). These exhaust all positive norm
physical states. In this chapter we are interested in the discrete ZNS or discrete gauge states
(DGS), i.e., the zero norm physical states at the same discrete momenta as those states in
Eq.(3.7). We thus no longer restrict ourselves in the material gauge, and the Liouville field
φ will play an important role in the following discussions.
In general, there are two types of ZNS in 2D string theory,
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Type I:
|ψ〉 = L−1 |χ〉 where Lm |χ〉 = 0 m ≥ 0, (3.8)
Type II:
|ψ〉 =
(
L−2 +
3
2
L2−1
)
|χ˜〉 where Lm |χ˜〉 = 0 m > 0,
(L0 + 1) |χ˜〉 = 0.
(3.9)
They satisfy the physical state conditions Eq.(3.5), and have zero norm. It is important to
note that state in Eq.(3.9) is a ZNS only when Q =
√
25−c
3
, while the states in Eq.(3.8) are
insensitive to this condition. In this section we will explicitly calculate the DGS at the two
lowest mass levels. At mass level one (i.e. spin one),fµ(f
µ + Qµ) = 0, only DGS of type I
are found:fµα
µ
−1 |f〉, where |f〉 =: eipX+ǫφ : |0〉. The DGS G−1,0 =: ∂φe−2
√
2φ : |0〉 corresponds
to the momentum of ψ−1,0. There is no corresponding DGS for ψ
+
1,0.
At mass level two, fµ(f
µ +Qµ) = −2 , if eµ(fµ +Qµ) = 0 then the type I ZNS is
|ψ〉 =
[
1
2
(fµeν + eµfν)α
µ
−1α
ν
−1 + eµα
µ
−2
]
|f〉 , (3.10)
while the type II ZNS is
|ψ〉 = 1
2
[
(3fµfν + ηµν)α
µ
−1α
ν
−1 + (5fµ −Qµ)αµ−2
] |f〉 . (3.11)
The DGS corresponding to ψ−3
2
,± 1
2
are G−3
2
,± 1
2
:
(type I)
G
−(1)
3
2
,± 1
2
∼
 52 ±32
±3
2
1
2
αµ−1αν−1 +
 1√2
± 1√
2
αµ−2
 ∣∣∣∣fµ = (−52 ,±12)
〉
, (3.12)
(type II)
G
−(2)
3
2
,± 1
2
∼ 1
2
 732 ±152
±15
2
5
2
αµ−1αν−1 +
 29√2
± 5√
2
αµ−2
 ∣∣∣∣fµ = (−52 ,±12)
〉
. (3.13)
Note that a linear combination of these two states produces a pure φ DGS
G−3
2
,± 1
2
∼
[
(∂φ)2 − 1√
2
∂2φ
]
e
± i√
2
X− 5
2
φ |0〉 . (3.14)
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The DGS corresponding to discrete momenta of ψ+3
2
,± 1
2
are degenerate, i.e., the type I and
type II DGS are linearly dependent:
G+3
2
,± 1
2
∼
 −12 ±32
±3
2
−5
2
αµ−1αν−1 +
 1√2
∓ 5√
2
αµ−2
 ∣∣∣∣fµ = (12 ,±12)
〉
(3.15)
There is no pure φ DGS here. In general, the ψ+ sector has fewer DGS than the ψ−
sector at the same discrete momenta, as a result, the pure φ DGS only arise at the minus
sector. This fact is related to the degeneracy of the DGS in the plus sector. Historically
the ψ+ sector discrete states arise when one considers the singular gauge transformation
constructed from the difference of the two plus gauge states [110–113, 115].
2. Generating the Discrete ZNS
In this section, we will give a general formula for the DGS. In general, there are many
DGS for each discrete momentum. The higher the momentum is, the more numerous the
DGS are found. We first express the discrete states in Eq.(3.7) in terms of Schur polynomials,
which are defined as follows:
Exp
( ∞∑
k=1
akx
k
)
=
∞∑
k=0
Sk({ak})xk (3.16)
where Sk is the Schur polynomial, a function of {ak} = {ai : i ∈ Zk}. Performing the
operator products in Eq.(3.7) , the discrete states ψ±J,M can be written as
ψ±J,M ∼
J−M∏
i=1
∫
dzi
2πi
z−2Ji
J−M∏
j<k
(zj − zk)2
Exp
[
J−M∑
i=1
[−i
√
2X(zi)] +
√
2(iJX(0) + (−1 ± J)φ(0))
]
.
(3.17)
We can write
J−M∏
j<k
(zj − zk)2 =
∑
f
∣∣∣∣∣∣∣∣∣∣∣∣
1 zf1 · · · zJ−M−1f1
zf2 z
2
f2
· · · zJ−M−1f2
...
...
. . .
...
zJ−M−1fJ−M z
J−M
fJ−M
· · · z2J−2M−2fJ−M
∣∣∣∣∣∣∣∣∣∣∣∣
, (3.18)
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and Taylor expand X(zi) around zi = 0
e−i
√
2X(zi) = e−i
√
2X(0)
[ ∞∑
k=0
Sk
(
{−i
√
2
k!
∂kX(0)}
)
zki
]
. (3.19)
In Eq.(3.18) the sum is over all permutations f = (f1, ..., fJ−M) of (1, 2..., J −M). Putting
Eq.(3.18) and Eq.(3.19) into Eq.(3.17), and using the symmetry of the integrand over the
index i, we have
ψ±J,M ∼
∣∣∣∣∣∣∣∣∣∣∣∣
S2J−1 S2J−2 · · · SJ+M
S2J−2 S2J−3 · · · SJ+M−1
...
...
. . .
...
SJ+M SJ+M−1 · · · S2M+1
∣∣∣∣∣∣∣∣∣∣∣∣
Exp
[√
2(iMX(0) + (−1 ± J)φ(0))
]
(3.20)
with Sk = Sk
(
{−i
√
2
k!
∂kX(0)}
)
and Sk = 0 if k < 0. We will denote the rank (J −M) deter-
minant in Eq.(3.20) as ∆(J,M,−i√2X). As a by-product, comparing the two definitions in
Eq.(3.7) we can use Eq.(3.20) to deduce a mathematical identity relating the determinants
of rank (J −M) and (J +M),
∆(J,M,−i
√
2X) = (−1)J+M+1∆(J,−M, i
√
2X). (3.21)
We now begin to study the DGS. One first notes that the DGS in Eq.(3.14) can be
generated by
∫
dz
2πi
e−
√
2φ(z)ψ−1
2
,± 1
2
(0). In general it is also possible to write down explicitly
one of the many ZNS for each discrete momentum in the ψ− sector as follows
G−J,M ∼
[∫
dz
2πi
e−
√
2φ(z)
]
ψ−J−1,M
∼ S2J−1({−
√
2
k!
∂kφ})∆(J − 1,M,−i
√
2X)eiMX+(−1−J)φ.
(3.22)
Using Eq.(3.2), it can be verified explicitly after a length algebra that they are primary,
and are of dimension 1. For M = J − 1 Eq.(3.22) are pure φ states, but orthogonal to the
pure X discrete physical states at the same momenta, and are therefore ZNS. For general
M the polynomial prefactor in Eq.(3.22) factorizes into pure φ and pure X parts, and are
still orthogonal to the physical states at the same momenta. They are, therefore, also ZNS.
This is also suggested by the following result [18–20]
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∫
dz
2πi
ψ−J1,M1ψ
−
J2,M2
∼ 0 (3.23)
where the r.h.s. is meant to be a DGS. We thus have explicitly obtained a DGS for each ψ−
discrete momentum. We stress that there are still other DGS in this sector, for example,
the states
G′−J,M ∼
[∫
dz
2πi
e−
√
2ψ(z)
]J−M
ψ−M,M (3.24)
can be shown to be of dimension 1. Since they are pure φ states, they are also DGS. This
expression reminds us of Eq.(3.7). However, there is no SU(2) structure in the φ direction,
and the usual techniques of c = 1 2d conformal field theory cannot be applied. The pure φ
DGS are only found in the minus sector.
For the plus sector, the operator products of the discrete states defined in Eq.(3.7) form
a w∞ algebra [18–20]
∫
dz
2πi
ψ+J1,M1ψ
+
J2,M2
= (J2M1 − J1M2)ψ+J1+J2−1,M1+M2. (3.25)
(Again, the r.h.s. is up to a DGS.) We can subtract two positive norm discrete states to
obtain a pure gauge state as following
G+J,M =(J +M + 1)
−1
∫
dz
2πi
[
ψ+1,−1(z)ψ
+
J,M+1(0) + ψ
+
J,M+1(z)ψ
+
1,−1(0)
]
∼(J −M)!∆(J,M,−i
√
2X)Exp
[√
2(iMX + (J − 1)φ)
]
+ (−1)2J
J−M∑
j=1
(J −M − 1)!
∫
dz
2πi
D(J,M,−i
√
2X(z), j)
·Exp
[√
2(i(M + 1)X(z) + (J − 1)φ(z)−X(0))
]
(3.26)
where D(J,M,−i√2X(z), j) is defined as
D(J,M,−i
√
2X(z), j) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
S2J−1 S2J−2 · · · · · · SJ+M
S2J−2 S2J−3 · · · · · · SJ+M−1
...
...
. . .
...
(−z)j−1−2J (−z)j−2J (−z)j−J−M−2
...
...
. . .
...
SJ+M SJ+M−1 · · · · · · S2M+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.27)
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which is the same as ∆(J,M,−i√2X(z)) except that the jth row is replaced by
{(−z)j−1−2J , (−z)j−2J ...}. As an example, with Eq.(3.26) one easily obtains the state G+3
2
,± 1
2
of Eq.(3.15).
3. w∞ Charges and conclusion
It was shown [18–20] that the operators products of the states ψ+J,M defined in Eq.(3.7)
satisfy the w∞ algebra in Eq.(3.25). By construction Eq.(3.26) one can easily see that
the plus sector DGS G+J,M carry the w∞ charges and can be considered as the symmetry
parameters of the theory. In fact, the operator products of the DGS G+J,M of Eq.(3.26) form
the same w∞ algebra∫
dz
2πi
G+J1,M1(z)G
+
J2,M2
(0) = (J2M1 − J1M2)G+J1+J2−1,M1+M2(0) (3.28)
where the r.h.s. is defined up to another DGS. The high energy limit of Eq.(3.26) will be
discussed in section V.E of part II of this review.
In summary, we have shown that the spacetime w∞ symmetry parameters of 2D string
theory come from solution of equations Eq.(3.8) and Eq.(3.9). This argument is valid also in
the case of 26D (or 10D) string theory although it would be very difficult to exhaust all the
solutions of the ZNS [12–14]. This difficulty is, of course, related to the high dimensionality
of spacetime. The DGS we introduced in the old covariant quantization in this chapter
seem to be related to the ghost sectors and the ground ring structure [21, 22] in the BRST
quantization of the theory.
B. 2D superstring theory
In this section, we will generalize our results in the previous section to N = 1 super-
Liouville theory in the worldsheet supersymmetric way [24]. We will work out the DGS
of the Neveu-Schwarz sector in the zero ghost picture. We first discuss the N = 1 super-
Liouville theory and set up the notations. We then calculate the general formula for discrete
positive-norm states in a worldsheet superfield form. Finally a general formula of discrete
ZNS or DGS will be presented and w∞ charges will then be calculated.
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1. 2D super-Liouville theory
The N = 1 two dimensional supersymmetric Liouville action is given by [116]
S =
1
8π
∫
d2z[gαβ(∂αX∂βX+ ∂αΦ∂βΦ)−QYˆΦ] (3.29)
where Φ is the super-Liouville field, Yˆ the superfield curvature, dz = dzdθ and with Xµ = Φ
X
,
Xµ(z, θ, z¯, θ¯) = Xµ + θψµ + θ¯ψ¯µ + θθ¯F µ. (3.30)
Bold faced variables denote superfields hereafter.
For cˆ = 1 = 2
3
c theory Q, which represents the background charge of the super-Liouville
field, is set to be 2 so that the total conformal anomaly cancels that from conformal and
superconformal ghost contribution.
The equations of motion show that the left and right-moving components of Xµ decouple,
and the auxiliary fields F µ vanish. As a result, we need to consider only one of the chiral
sectors, while the other (anti-holomorphic) sector has a similar formula. The stress energy
tensor is
Tzz = −1
2
DXµD2Xµ − 1
2
QD3Φ = TF + θTB (3.31)
with
TF = −1
2
∂Xµ∂Xµ − 1
2
Q∂2X0 +
1
2
ψµ∂ψµ,
TB = −1
2
ψµ∂Xµ − 1
2
Q∂ψ0
(3.32)
where D = ∂θ + θ∂z, and now X
µ = Xµ(z) + θψµ(z).
For the Neveu-Schwarz sector, if we define the mode expansion by
∂zX
µ = −
∞∑
n=−∞
z−n−1(α0n, iα
1
n), (3.33)
ψµ = −
∑
r∈Z+ 1
2
z−r−
1
2 (b0r , ib
1
n), (3.34)
then we have
[αµm, α
ν
n] = nη
µνδm+n, {bµr , bνs} = ηµνδr+s. (3.35)
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With the Minkowski metric ηµν =
 −1 0
0 1
, Qµ =
 2
0
 and the zero modes αµ0 =
fµ =
 ǫ
p
, we find the super-Virasoro generators as modes of TF and TB ,
Ln =
(
n + 1
2
Qµ + fµ
)
αµ,n +
1
2
∑
k 6=0
: αµ,−kα
µ
n+k : +
1
2
∑
r∈Z+ 1
2
(
r + n +
1
2
)
: bµ−rbn+r,µ :,
L0 =
1
2
(Qµ + fµ) fµ +
∞∑
k=1
: αµ,−kα
µ
k : +
1
2
∑
r∈Z+ 1
2
(
r +
1
2
)
: bµ−rbr,µ :,
Gr =
∑
s∈Z+ 1
2
αµr−sbµ,s +
(
r +
1
2
)
Qµbµ,r.
(3.36)
The vacuum |0〉 is annihilated by all αµn and bµr with n > 0 and r > 0. In the old covariant
quantization of the theory, physical states |ψ〉 are those satisfying the conditions
G 1
2
|ψ〉 = G 3
2
|ψ〉 = 0
and L0 |ψ〉 = 1
2
|ψ〉 .
(3.37)
2. World-sheet superfield form of the discrete states
With Eq.(3.31) one can easily check that the two branches of massless “tachyon”
T±(p) =
∫
dzeipX+(±|p|−1)Φ (3.38)
are positive norm physical states. It was also known that there exists discrete momentum
physical states. Writing
∫
dzΨ
(±)
J,±J = T
(±)(±J), the discrete states in the “material gauge”
are
Ψ
(±)
J,M ∼ (H−)J−MΨ(±)J,J ∼ (H+)J+MΨ(±)J,−J (3.39)
where
H± =
√
2
∫
dze±iX(z), H0 =
∫
dzDX (3.40)
are zero modes of the level 2 SU(2)κ=2 Kac-Moody algebra in cˆ = 1 2d superconformal field
theory. Here we note that the NS sector corresponds to states with J ∈ Z while the Ramond
sector corresponds to those with J ∈ Z+ 1
2
.
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To find the explicit expressions for the discrete states, we first define the super-Schur
polynomials,
Sk(−iX) = D
ke−iX
[k/2]!
eiX (3.41)
where
[
k
2
]
denotes the integral part of k
2
, as theN = 1 generalization to the Schur polynomial
Sk , which is defined as
Exp
( ∞∑
k=1
akx
k
)
=
∞∑
k=0
Sk({ak})xk. (3.42)
Note that Sk({i∂mX/m!}) = S2k(iX). Direct integration shows that∫
dz1
1
(z1 − z − θ1θ)n f(X1) =
D2n−1f(X)
(n− 1)!
=
∂2n−1z (f
′n
z f(X)
(n− 1)! .
(3.43)
Using Eq.(3.43) we obtain
Ψ±J,J−1 ∼ S2J−1(−iX)ei(J−1)X+(±J−1)Φ
=
1
(J − 1)! [−i∂
J−1(e−iX
1
ψ1) + θ∂J−1e−iX
1
]eiJX+(±J−1)Φ.
(3.44)
For example, by
(−D2rΦ0, iD2rX1)→ bµ−r, (−D2nX0, iD2nX1)→ αµ−n, (3.45)
we have
Ψ+1,0 = DX→ b11
2
|fµ = (0, 0)〉 (3.46)
and
Ψ+2,±1 = [−iD3X−DXD2X]e±iX+Φ
→ [−b1− 3
2
+ b1− 1
2
α1−1] |fµ = (1,±1)〉 .
(3.47)
They can be checked to satisfy the physical state conditions in Eq.(3.37).
Performing the operator products in Eq.(3.39) , the discrete states Ψ±J,M are
Ψ±J,M ∼
J−M∏
i=1
∫
dziz
−J
i0
J−M∏
j<k
zjk
Exp
[
J−M∑
i=1
[−iX(zi)] + (iJX(z0) + (1± J)Φ(z0))
] (3.48)
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where zab = za − zb − θaθb. If we write zab = za0 − zb0 − (θa − θ0)(θb − θ0), and use∫
dza(θa − θ0)z−na0 f(Xa) = D2n−2f(X0)/(n− 1)!, we get, for M = J − 2,
Ψ±J,J−2 ∼ [2S2J−3S2J−1 + S2J−2S2J−2]ei(J−2)X+(±J−1)Φ. (3.49)
The vertex operators correspond to the upper components of Eq.(3.49), i.e.,∫
dθΨ±J,J−2 ∼ [(iJψ1 + (±J − 1)ψ0)(S2J−1 + 2SNSJ− 3
2
SNS
J− 1
2
)
− 2J(SJSNSJ− 3
2
− SJ−1SNSJ− 1
2
)]ei(J−2)X
1+(±J−1)X0
(3.50)
where SJ = SJ({−i∂mX/m!}) and SNSk+ 1
2
=
k∑
m=0
−iSm∂k−mψ1
(k−m)! . Using Eq.(3.45) and Eq.(3.49)
it is found that
Ψ+2,0 → [2b1− 1
2
b1− 3
2
+ α1−1α
1
−1] |fµ = (1, 0)〉 . (3.51)
It can be checked that it satisfies the physical state conditions Eq.(3.37)
For M = J − 3, a straighforward calculation gives
Ψ±J,J−3 ∼ [3!S2J−1S2J−3S2J−5 + 3!S2J−2S2J−3S2J−4
− 3!
1!2!
S2J−1S22J−4 −
3!
2!1!
S22J−2S2J−5]e
i(J−3)X+(±J−1)Φ.
(3.52)
It is now easy to write down an expression for general M ,
Ψ±J,M ∼
∣∣∣∣∣∣∣∣∣∣∣∣
S2J−1 S2J−2 · · · SJ+M
S2J−2 S2J−3 · · · SJ+M−1
...
...
. . .
...
SJ+M SJ+M−1 · · · S2M+1
∣∣∣∣∣∣∣∣∣∣∣∣
′
Exp[(iMX(z0) + (−1 ± J)Φ(z0))] (3.53)
with Sk = Sk(−iX(z0)) and Sk = 0 if k < 0. We will denote the rank (J −M) “primed”-
determinant in Eq.(3.53) as ∆′(J,M,−iX), which (by definition) has all the signed terms
in the normal determinant, except with a multiplicity of the multinomial coefficient (J−M)!
na!nb!...
for the term Snaa S
nb
b . . . (where
∑
a
na = J −M).
3. Discrete ZNS and w∞ charges
It was known [117–119] that the discrete states in Eq.(3.39) satisfy the w∞ algebra∫
dzΨ+J1,M1(z)Ψ
+
J2,M2
(0) = (J2M1 − J1M2)Ψ+J1+J2−1,M1+M2(0), (3.54)
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∫
dzΨ−J1,M1(z)Ψ
−
J2,M2
(0) ∼ 0 (3.55)
where the RHS is defined up to a DGS.
In general, there are two types of ZNS in the old covariant quantization of the theory,
Type I:
|ψ〉 = G− 1
2
|χ〉 where G 1
2
|χ〉 = G 3
2
|χ〉 = L0 |χ˜〉 = 0. (3.56)
Type II:
|ψ〉 =
(
G− 3
2
+ 2L−1G− 1
2
)
|χ˜〉 where G 1
2
|χ˜〉 = G 3
2
|χ˜〉 = 0
(L0 + 1) |χ˜〉 = 0.
(3.57)
They satisfy the physical state conditions Eq.(3.37), and have zero norm. There is an infinite
number of continuum momentum ZNS solutions for Eq.(3.56) and Eq.(3.57) . However, as
far as the dynamics is concerned, we are only interested in those with discrete momentum.
At mass level one, fµ(f
µ + Qµ) = 0, only ZNS of type I are found: fµα
µ
−1 |f〉, where
|f〉 =: eipX+ǫΦ : |0〉. The DGS G−1,0 =: DΦe−2Φ : |0〉 corresponds to the momentum of Ψ−1,0.
There is no corresponding DGS for Ψ+1,0 =: DX :.
At the next mass level, fµ(f
µ + Qµ) = −2, Nµν = −Nνµ and Mµ = 2Nµν(f ν + Qν), the
type I ZNS is found to be
|ψ〉 = [(Mµfναµ−1bν− 1
2
+Mµb
ν
− 3
2
+ 2Nµνα
µ
−1b
ν
− 1
2
] |f〉 , (3.58)
while the type II state is
|ψ〉 = [(2fµfν + ηµν)αµ−1bν− 1
2
+ (3fµ −Qµ)bµ− 3
2
] |f〉 . (3.59)
As in the bosonic Liouville theory [23], the ZNS corresponding to the discrete momenta of
Ψ+2,±1 are degenerate, i.e., the type I and type II gauge states are linearly dependent:
G+2,±1 ∼
 1 ∓2
∓2 3
αµ−1bν− 1
2
+
 −1
±3
 bµ− 3
2
 |fµ = (1,±1)〉 . (3.60)
For the minus sector, type I DGS is
G−,I2,±1 ∼
 3 ±2
±2 1
αµ−1bν− 1
2
+
 1
±1
 bµ− 3
2
 |fµ = (−3,±1)〉 , (3.61)
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and type II DGS is
G−,II2,±1 ∼
 17 ±6
±6 3
αµ−1bν− 1
2
+
 11
±3
 bµ− 3
2
 |fµ = (−3,±1)〉 . (3.62)
Note that 3G−,I2,±1 − G−,II2,±1 is a “pure Φ” DGS, similar to the DGS in the bosonic Liouville
theory.
We now apply the scheme used in [23] to derive a general formula for the DGS. From
Eq.(3.55), the DGS in the minus sector can be written down explicitly as follows
G−J,M ∼
[∫
dze−Φ(z)
]
Ψ−J−1,M(0)
∼ S2J−1(−Φ)∆′[iMX+(−1−J)Φ].
(3.63)
We thus have explicitly obtained a DGS for each Ψ− discrete momentum. However, there
are still other DGS in this sector, for example, the states
G′−J,M ∼
[∫
dze−Φ(z)
]J−M
Ψ−M,M(0) (3.64)
can be shown to satisfy the physical state conditions. Since they are “pure Φ” states, they
are also DGS. For example, G−1,0 = DΦe
−Φ and G−2,±1 = [−D3Φ+DΦD2Φ]e±iX−3Φ, which
is a linear combination of Eq.(3.61) and Eq.(3.62).
For the plus sector, we can subtract two (distinct) positive norm discrete states at the
same momentum to obtain a pure DGS
G+J,M = (J +M + 1)
−1
∫
dz
[
Ψ+1,−1(z)Ψ
+
J,M+1(0)−Ψ+J,M+1(z)Ψ+1,−1(0)
]
. (3.65)
As an example, with Eq.(3.65) one finds
G+2,±1 = [± 3iD3X+D3Φ+ 3iD2XDX
± 2iD2XDΦ± 2iDXD2Φ+DΦD2Φ]e±iX+Φ
(3.66)
which is exactly the state we found in Eq.(3.60). We thus have explicitly obtained a DGS
for each Ψ+ momentum.
By construction in Eq.(3.65) one can see that G+J,M carry the w∞ charges and serve as
the symmetry parameters of the theory. In fact, their operator products form the same w∞
algebra ∫
dzG+J1,M1(z)G
+
J2,M2
(0) = (J2M1 − J1M2)G+J1+J2−1,M1+M2(0) (3.67)
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where the RHS is defined up to another DGS.
We have demonstrated that the spacetime w∞ symmetry parameters in the 2D super-
string theory come from solution of equations Eq.(3.56) and Eq.(3.57). This phenomenon
should survive in the more realistic high dimensional string theory [12, 13, 15] , although
it would be difficult to find the general solution of ZNS (due to the high dimensionality
of spacetime). The DGS in the old covariant quantization of the theory is related to the
ground ring structure in the BRST approach.
IV. SOLITON ZNS IN COMPACT SPACE AND ENHANCED GAUGE SYMME-
TRY
In this chapter we calculate ZNS in the spectrum of compactified closed and open string
theories [25, 26]. For simplicity we will only do the calculations on torus compactifications.
The programs can certainly be generalized to more complicated background geometries. We
will see that there exist soliton ZNS which generate various enhanced stringy symmetries of
the theories.
A. Compactified closed string
In this section, we study soliton gauge states in the spectrum of bosonic string compact-
ified on torus. The enhanced Kac-Moody gauge symmetry, and thus T-duality, is shown to
be related to the existence of these soliton ZNS in some moduli points.
1. Soliton ZNS on R25 ⊗ T 1
In the simplest torus compactification, one coordinate of the string was compactified on
a circle of radius R
X25 (σ + 2π, π) = X25 (σ, π) + 2πRn (4.1)
The single valued condition of the wave function then restricts the allowed momenta to be
p25 = m/R with m,n ∈ Z. The mode expansion of the compactified coordinate for right
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(left) mover is
X25R =
1
2
x25 +
(
p25 − 1
2
nR
)
(τ − σ) + i
∑
r 6=0
1
r
α25r e
−ir(τ−σ), (4.2)
X25L =
1
2
x25 +
(
p25 +
1
2
nR
)
(τ + σ) + i
∑
r 6=0
1
r
∼
α
25
r e
−ir(τ+σ). (4.3)
We have normalized the string tension to be 1
4πT
= 1 or α′ = 2 .The Virasoro operators can
be written as
L0 =
1
2
(
p25 − 1
2
nR
)
+
1
2
pµ
2
+
∞∑
n=1
α−n · αn, (4.4)
∼
L0 =
1
2
(
p25 +
1
2
nR
)
+
1
2
pµ
2
+
∞∑
n=1
∼
α−n · ∼αn, (4.5)
and
Lm =
1
2
α20 +
∞∑
−∞
αm−n · αn, (4.6)
∼
Lm =
1
2
∼
α
2
0 +
∞∑
−∞
∼
αm−n · ∼αn (m 6= 0) (4.7)
where
α250 = p
25 − 1
2
nR ≡ p25R , (4.8)
∼
α
25
0 = p
25 +
1
2
nR ≡ p25L , (4.9)
and the 25d momentum is αµ0 =
∼
α
µ
0 = p
µ ≡ kµ. In the old covariant quantization of the
theory, in addition to the physical propagating states, there are four types of ZNS in the
spectrum
I.a |ψ〉 = L−1 |χ〉 where Lm |χ〉 = 0,
(
∼
Lm − δm
)
|χ〉 = 0, (m = 0, 1, 2, . . .) , (4.10)
II.a |ψ〉 =
(
L−2 +
3
2
L2−1
)
|χ〉 where (Lm + δm) |χ〉 = 0,
(
∼
Lm − δm
)
|χ〉 = 0, (m = 0, 1, 2, . . .) ,
(4.11)
69
and by interchanging all left and right mover operators, one gets I.b and II.b states. Type
II states are ZNS only at critical space-time dimension. We will only calculate type a states.
Similar results can be easily obtained for type b states. For type I.a state, the m = 0
constraint of Eq.(4.10) gives
M2 =
m2
R2
+
1
4
n2R2 +N +
∼
N − 1, (4.12)
N −
∼
N = mn− 1 (4.13)
where N ≡
∞∑
n=1
α−n · αn and
∼
N ≡
∞∑
n=1
∼
α−n · ∼αn. For massless M2 = 0 states, N +
∼
N = 0 or
1. The solutions of Eq.(4.12) and Eq.(4.13) are
N = 0,
∼
N = 1, m = n = 0 (any R) (4.14)
or
N =
∼
N = 0, m = n = ±1, R =
√
2. (4.15)
Eq.(4.15) gives us our first soliton ZNS. It is easy to write down the explicit form of |χ〉
and |ψ〉, and impose the m 6= 0 constraints of Eq.(4.10). There are also a vector and a
scalar ZNS in Eq.(4.14). Similar results can be obtained for the type I.b state. In this case,
m = −n = ±1. There is no type II solution in the massless case. We note that there are
massless soliton ZNS only when R =
√
2 which is known as self-dual point in the moduli
space. The vertex operators of all ZNS are calculated to be
kµθν∂X
µ
R∂X
ν
Le
ikx; L↔ R, (4.16)
kµ∂X
µ
R∂X
25
L e
ikx, (4.17)
kµ∂X
µ
L∂X
25
R e
ikx, (4.18)
kµ∂X
µ
Re
±i√2X25L eikx, (4.19)
kµ∂X
µ
Le
±i√2X25R eikx. (4.20)
It is easy to see that the three ZNS of Eq.(4.18) and (Eq.(4.20) form a representation of
SU(2)R Kac-Moody algebra. Similarly, Eqs. Eq.(4.17) and Eq.(4.19) form a representation
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of SU(2)L Kac-Moody algebra. The vector ZNS in Eq.(4.16) are responsible for the gauge
symmetry of graviton and antisymmetric tensor field. We see that the self-dual pointR =
√
2
is very special even from the gauge sector point of view.
2. Soliton ZNS on R26−D ⊗ TD
In this section we compactify D coordinates on a D-dimensional torus TD ≡ RD
2πΛD
→
X (σ + 2π, π) =
→
X (σ, π) + 2π
→
L (4.21)
with
→
L =
D∑
i=1
ni
(
Ri
→
e i√
2
)
∈ (ΛD) (4.22)
where ΛD is aD-dimensional lattice with a basis
{
R1
→
e 1√
2
, R2
→
e 2√
2
, . . . , RD
→
eD√
2
}
. We have chosen∣∣∣→e i∣∣∣2 = 2. The allowed momenta →p take values on the dual lattice of ΛD
→
p =
D∑
i=1
mi
(
1
Ri
√
2
→
e
⋆
i
)
∈ (ΛD)⋆ . (4.23)
The basis of
(
ΛD
)⋆
is
{
1
R1
√
2
→
e
⋆
1,
1
R2
√
2
→
e
⋆
2, . . . ,
1
RD
√
2
→
e
⋆
D
}
and we have
→
e i · →e ⋆i = δij . The
mode expansion of the compactified coordinates is
→
XR =
1
2
→
x +
(
→
p − 1
2
→
L
)
(τ − σ) + i
∑
r 6=0
1
r
α25r e
−ir(τ−σ), (4.24)
→
XL =
1
2
→
x +
(
→
p +
1
2
→
L
)
(τ + σ) + i
∑
r 6=0
1
r
α25r e
−ir(τ+σ). (4.25)
The right and left momenta are defined to be
→
pR =
(→
p − 1
2
→
L
)
and
→
pL =
(→
p + 1
2
→
L
)
. It
can be shown that the 2D-vector
(→
pR,
→
pL
)
build an even self-dual Lorentzian lattice ΓD,D,
which guarantees the string one loop modular invariance of the theory [120, 121]. The
moduli space of the theory is [122]
µ =
SO (D,D)
SO (D)× SO (D)/O (D,D,Z) (4.26)
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where O(D,D,Z) is the discrete T-duality group and dim µ = D2. To complete the
parametrization of the moduli space, one needs to introduce an antisymmetric tensor field
Bij in the bosonic string action. This will modify the right (left) momenta to be
→
pR =
(
→
pB −
1
2
→
L
)
, (4.27)
→
pL =
(
→
pB +
1
2
→
L
)
(4.28)
where
→
pB =
∑
i,j
(
mi
1
Ri
√
2
→
e
⋆
i − nj
1√
2Ri
Bij
→
e
⋆
i
)
. (4.29)
We are now ready to discuss the gauge state. As a first step, we restrict ourselves to moduli
space with Bij = 0 . For the type I.a state, the m = 0 constraint of Eq.(4.10) for massless
states gives
N +
∼
N +
→
p
2
+
1
4
→
L
2
= 1, (4.30)
N −
∼
N =
∑
i
mini − 1. (4.31)
It is easy to see N+
∼
N = 0 or 1. For N+
∼
N = 1, mi = ni = 0, we have trivial ZNS solutions.
Soliton ZNS exists for the case N +
∼
N = 0 and the following moduli points
Ri =
√
2, eIi =
√
2δIi (i = 1, 2, . . . , d) (4.32)
with mi = ni = ±1, and mj = nj = 0 for d < j ≤ D. In each case, the ZNS and soliton
ZNS form a representation of SU(2)d algebra. Similar results can be easily obtained for the
type I.b soliton ZNS. As in section II, there is no massless type II soliton ZNS. We now
discuss Bij 6= 0 case. For illustration, we choose D = 2. In this case Bij = Bǫij , and one
has four moduli parameters R1, R2, B, and
→
e 1 ·→e 2. For type I.a state, the m = 0 constraint
of Eq.(4.9) gives
N +
∼
N +
→
p
2
B +
1
4
→
L
2
= 1, (4.33)
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N −
∼
N = m1n1 +m2n2 − 1. (4.34)
soliton ZNS exists only for N +
∼
N = 0. For the moduli point
R1 = R2 =
√
2, B =
1
2
,
→
e 1 =
(√
2, 0
)
,
→
e 2 =
(
−
√
1
2
,
√
3
2
)
, (4.35)
one gets six soliton ZNS with momenta
→
pR being the six root vectors of SU(3)R.
Together with two other trivial ZNS corresponding to N = 0,
∼
N = 1 ,
they form the Frenkel-Kac-Segal [123] representation of SU(3)k=1 Kac-Moody al-
gebra. Note that
→
e 1,
→
e 2 are the two simple roots of SU(3) and
→
e
⋆
1 =(√
1
2
,
√
1
6
)
,
→
e
⋆
2 =
(
0,
√
2
3
)
. The six sets of winding number are (m1, n1, m2, n2) =
(1, 1, 0, 0) , (−1,−1, 0, 0) , (0, 0, 1, 1) , (0, 0,−1,−1) , (1, 1, 1, 0) , (−1,−1,−1, 0). Similar re-
sults can be obtained for type I.b soliton ZNS. The ZNS (including soliton ZNS) thus form
a representation of enhanced SU(3)R⊗ SU(3)L at the moduli point of Eq.(4.35). In general,
we expect that all enhanced Kac-Moody gauge symmetry at any moduli point should have
a realization on soliton ZNS.
3. Massive soliton ZNS
In this section we derive the massive soliton ZNS at the first massive level M2 = 2. We
will find that soliton ZNS exists at infinite number of moduli points. One can also show
that they exist at an infinite number of massive level. The existence of these massive soliton
ZNS implies that there is an infinite enhanced gauge symmetry structure of compactified
string theory. For type I.a state, the m = 0 constraint of Eq.(4.10) gives
m2
R2
+
1
4
n2R2 +N +
∼
N = 3, (4.36)
N −
∼
N = mn− 1, (4.37)
which implies N +
∼
N = 0, 1, 2, 3. Eq.(4.36) and Eq.(4.37) can be easily solved as following:
1. N +
∼
N = 3 :
m = n = 0, N = 1,
∼
N = 2, any R. (4.38)
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2. N +
∼
N = 2 :
mn = 1, N =
∼
N = 1, R =
√
2,
mn = −1, N = 0,
∼
N = 2, R =
√
2. (4.39)
3. N +
∼
N = 1 :
mn = 2, N = 1,
∼
N = 0, R = 2, 1. (T − duality) ,
mn = 0, N = 0,
∼
N = 1, R =
|m|√
2
,
2
√
2
|m| . (T − duality) . (4.40)
4. N +
∼
N = 0 :
mn = 1, N =
∼
N = 1, R = 2±
√
2. (T − duality) (4.41)
where we have included a T-duality transformation R → 2
R
for some moduli points. Note
that Eq.(4.40) tells us that massive soliton ZNS exists at an infinite number of moduli point.
For type II.a state, the m = 0 constraint of Eq.(4.11) gives
m2
R2
+
1
4
n2R2 +N +
∼
N = 2, (4.42)
N −
∼
N = mn− 2, (4.43)
which implies N +
∼
N = 0, 1, 2. Eq.(4.42) and Eq.(4.43) can be solved as following:
1. N +
∼
N = 2 :
m = n = 0, N = 0,
∼
N = 2, any R. (4.44)
2. N +
∼
N = 1 :
mn = 1, N = 0,
∼
N = 1, R =
√
2. (4.45)
3. N +
∼
N = 0 :
mn = 2, N =
∼
N = 0, R = 2, 1. (T − duality) . (4.46)
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The vertex operators of all soliton ZNS can be easily calculated and written down. Similar
results can be obtained for type b ZNS. One can also calculate propagating soliton states by
using the same technique. We summarize the moduli points which exist soliton state and
soliton ZNS as following:
a. Soliton ZNS :
R =
√
2, 2±
√
2,
|m|√
2
,
2
√
2
|m| , 2, 1. (4.47)
b. Soliton states :
R =
√
2, 2±
√
2,
|m|√
2
,
2
√
2
|m| ,
|m|
2
,
4
|m| . (4.48)
In Eq.(4.47) and Eq.(4.48), m ∈ Z+. There is one interesting remark we would like to point
out by the end of this section. One notes that in the second case of Eq.(4.40), instead of
specifying M2 = 2, in general we have
m2
R2
+
1
4
n2R2 =M2 (4.49)
with mn = 0. For say R =
√
2, one gets M2 = m
2
2
(n = 0). This means that we have an
infinite number of massive soliton ZNS at any higher massive level of the spectrum. One
can even explicitly write down the vertex operators of these soliton ZNS. We conjecture that
the w∞ symmetry of 2D string theory [23, 109] can be realized in these soliton ZNS. Other
moduli points also consist of higher massive soliton ZNS in the spectrum.
Many known spacetime symmetries of string theory can be shown to be related to the
existence of ZNS in the spectrum. The Heterotic ZNS for the 10D Heterotic string [12] and
the discrete ZNS [23, 109] for the toy 2D string are such examples. We have introduced
soliton ZNS for compactified closed string in this chapter, and have related them to the
enhanced Kaluza-Klein Kac-Moody symmetries in the theory. In many cases, especially for
the massive states, it is easier to study stringy symmetries in the ZNS sector than in the
propagating spectrum directly.
Since the discrete T-duality symmetry group for bosonic closed string is the Weyl sub-
group of the enhanced gauge group, it can also be considered as due to the existence of soliton
75
ZNS. It is not clear whether other discrete duality symmetry group can be understood in
this way. Finally, it would be interesting to consider more complicated compactification,
e.g. orbifold and Calabi-Yau compactifications and study the relation between soliton ZNS
and duality symmetries.
B. Compactified open string
In this section, we study the mechanism of enhanced gauge symmetry of bosonic open
string compactified on torus by analyzing the ZNS (nonzero winding of Wilson line) in the
spectrum [26]. Unlike the closed string case discussed in the previous section, we will find
that the soliton ZNS exist only at massive levels.
These soliton ZNS correspond to the existence of enhanced massive stringy symmetries
with transformation parameters containing both Einstein and Yang-Mills indices in the case
of Heterotic string [12]. In the T-dual picture, these symmetries exist only at some discrete
values of compactified radii when N D-branes are coincident.
1. Chan-Paton ZNS
We first discuss ZNS of uncompactified open string with Chan-Paton factor and its im-
plication on on-shell symmetry and Ward identity. For simplicity, we consider the oriented
U (N) case. The vertex operators of massless gauge state is
θaλaijk · ∂xeikx (4.50)
where λ ∈ U (N) , i ∈ N, j ∈ N and a ∈ adjoint representation of U (N). The on-shell
conformal deformation and U (N) gauge symmetry to lowest order in the weak background
field approximation are (θa = 0, ≡ ∂µ∂µ)
δT = λaij∂µθ
a∂xµ, (4.51)
and
δAaµ = ∂µθ
a (4.52)
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with T the energy momentum tensor and Aaµ the massless gauge field.
One can verify the corresponding Ward identity by calculating e.g., 1-vector and 3-
tachyons four point correlators. The amplitude is calculated to be
T abcdµ =
∫ 4∏
i=1
dxi
〈
eik1x1∂xµe
ik2x2eik3x3eik4x4
〉
Tr
(
λaλbλcλd
)
(4.53)
=
Γ
(− s
2
− 1)Γ (− t
2
− 1)
Γ
(
u
2
+ 1
) [k3µ (s
2
+ 1
)
− k1µ
(
t
2
+ 1
)]
× Tr
(
λaλbλcλd
)
In Eq.(2.4), s, t and u are the usual Mandelstam variables. One can then verify the Ward
identity
θbkµ2T
abcd
µ = 0. (4.54)
We now discuss the massive ZNS. The vertex operator of type I massive vector ZNS is
θaµλ
a
ij
[
k · ∂x∂xµ + ∂2xµ] eikx. (4.55)
We note that the ZNS polarization contains both Einstein and Yang-Mills indices. This is
very similar to the 10d closed Heterotic string case [12, 13]. The only difference is that in the
Heterotic string, one could have more than one Yang-Mills index. The on-shell conformal
deformation and the mixed Einstein-Yang-Mills-type symmetry to lowest order weak field
approximation are
(
(− 2) θaµ = ∂ · θa = 0
)
δT = λaij∂µθ
a
ν∂x
µ∂xν + λaijθ
a
µ∂
2xµ (4.56)
and
δMaµν = ∂µθ
a
ν + ∂νθ
a
µ. (4.57)
One can also derive the corresponding massive Ward identity by calculating the decay
rate of one massive state to three tachyons. The most general amplitude is calculated to be
Aabcd = εaεcεd
(
εbµνT
µν + εbµT
µ
)
Tr
(
λaλbλcλd
)
(4.58)
where
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T µν =
Γ
(− s
2
− 1)Γ (− t
2
− 1)
Γ
(
u
2
+ 2
) {s
2
(s
2
+ 1
)
kµ3k
ν
3 +
t
2
(
t
2
+ 1
)
kµ1k
ν
1 − 2
(s
2
+ 1
)( t
2
+ 1
)
kµ1k
ν
3
}
(4.59)
and
T µ =
Γ
(− s
2
− 1)Γ (− t
2
− 1)
Γ
(
u
2
+ 2
) {−kµ3 s2 (s2 + 1)− kµ1 t2
(
t
2
+ 1
)}
. (4.60)
In Eq.(4.58) εa etc. are polarizations corresponding to tachyons and
(
εbµν , ε
b
µ
)
is polarization
of the massive state. The above amplitude satisfies the following ward identity
kµθ
a
νT
µν + θaµT
µ = 0 (4.61)
Similar consideration can be applied to the following type II massive scalar gauge state
[
1
2
α−1 · α−1 + 5
2
k · α−2 + 3
2
(k · α−1)2
]
|k, l = 0, i, j〉 (4.62)
which corresponds to a massive U (N) symmetry.
2. Chan-Paton soliton ZNS on R25 ⊗ T 1
We now discuss soliton ZNS on torus compactification of bosonic open string. As is well
known, the massless U (N) gauge symmetry will be broken in general after compactification
unless N D-branes, in the T-dual picture, are coincident. We will see that when D-branes
are coincident, one has enhancement of (unwinding) ZNS and the massless U (N) symmetry
will be recovered. These ZNS can be considered as charges or symmetry parameters of U (N)
group.
In the discussion of open string compactification, one needs to turn on the Wilson line
or nonzero background gauge field in the compact direction. This will effect the momentum
in the compact direction, and the Virasoro operators become
L0 =
1
2
(
2πl − θj + θi
2πR
)2
+
1
2
(kµ)2 +
∞∑
n=1
(
αµ−nα
µ
n + α
25
−nα
25
n
)
, (4.63)
Lm =
1
2
∞∑
−∞
⇀
αm−n · ⇀αn. (4.64)
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Note that in Eq.(4.64), α250 ≡ p25 which also appears in the first term in Eq.(4.63). k is the
25d momentum. θi, R are the gauge and space-time moduli respectively and l is the winding
number in the compact direction. The spectrums of type I and type II ZNS become
M2 =
(
2πl − θj + θi
2πR
)2
+ 2I (4.65)
and
M2 =
(
2πl − θj + θi
2πR
)2
+ 2 (I + 1) (4.66)
where I =
∞∑
n=1
(
αµ−nα
µ
n + α
25
−nα
25
n
)
.
For the massless case I = l = 0, one gets N2 massless solution from equation Eq.(4.65)
kµα
µ
−1 |k, l = 0, i, j〉 (4.67)
if all θi are equal, or in the T-dual picture when N D-branes are coincident. These N
2
massless ZNS correspond to the charges of massless U (N) gauge symmetry. There is no
type II massless solution in Eq.(4.66).
We are now ready to discuss the interesting massive case. ForM2 = 2 and general moduli
(R, θi),
1. I = 1, l = 0, one gets two ZNS solutions from Eq.(4.65):
[(ε · α−1) (k · α−1) + ε · α−2] |k, l = 0, i, i〉 , ε · k = 0 (4.68)
and
(
k · α−1α25−1 + α25−2
) |k, l = 0, i, i〉 . (4.69)
If all θi are equal, the (i, i) is enhanced to (i, j). Eq.(4.69) implies a massive U (N)
symmetry with transformation parameter θa. Eq.(4.68) implies a massive Einstein-Yang-
Mills-type symmetry with transformation parameter θaµ
2. I = 0,
2πl−θj+θi
2πR
= ±√2, one gets solution from Eq.(4.65)
(
k · α−1 ±
√
2α25−1
)
|k, l, i, j〉 . (4.70)
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Now since |θi − θj | < 2π, for any given R, there is at most one solution of (|l| , |θi − θj |).
One is tempted to consider the case
(
k · α−1 ±
√
2α25−1
) ∣∣∣k, l = ±√2R, i, i〉 . (4.71)
That means in the moduli
(
R =
√
2n, θi
)
with n ∈ Z+, one has soliton ZNS which imply
a massive U (1)N symmetry. If all θi are equal, the (i, i) is enhanced to (i, j). Eq.(4.71)
implies a massive U (N) symmetry at the discrete values of moduli point R =
√
2n. For
example, in the T-dual picture, for R =
√
2, l = ±2, and if all D-branes are coincident, we
have an enhanced massive U (N) symmetry. This phenomenon is very different from the
massless case, where one gets enhanced U (N) symmetry at any radius R when N D-branes
are coincident.
We would like to point out that similar Einstein-Yang-Mills-type symmetry was discov-
ered before in the closed Heterotic string theory. There, however, one could have more
than one Yang-Mills indices on the transformation parameters. For the type II states with
M2 = 2 in Eq.(4.66), I = l = 0. One gets one more U (N) ZNS
[
1
2
α−1 · α−1 + 1
2
α25−1α
25
−1 +
5
2
k · α−2 + 3
2
(k · α−1)2
]
|k, l = 0, i, j〉 (4.72)
if all θi are equal.
For the general mass level, choosing I = 0 and i, j in Eq.(4.64), we have l/R = ±M . For
say R =
√
2 and l = ±√2M , which implies
M2 = 2n2, n = 0, 1, 2, . . . (4.73)
So we have Chan-Paton soliton ZNS at any higher massive level of the spectrum. Similar
result was found in Eq.(4.49) for the closed string case.
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Part II
Stringy symmetries of hard string
scattering amplitudes
As we mentioned in the introduction at the beginning of this review, there are two main key
ideas to probe symmetry of string theory. These are high energy limit of string scatterings
and the decoupling of ZNS in the OCFQ string spectrum. In the part I of this review, we
used only the idea of ZNS to calculate stringy symmetries in various approaches. Although
the results we obtained are valid to all energies, only very limited stringy symmetries of
low mass level states can be calculated except for 2D strings. It will be, for example, very
complicated to do calculations for states with low spin at higher mass levels. In the part II
of this review, we will combine both crucial two ideas to simplify the calculation.
The high energy Ward identities derived from the decoupling of 26D open bosonic string
ZNS, which combines the two key ideas of probing stringy symmetry, will be used to explicitly
prove [28–32, 45] Gross’s two conjectures. An infinite number of linear relations among high
energy, fixed angle string scattering amplitudes of different string states can be derived.
Moreover, these linear relations can be used to fix the proportionality constants or ratios
among high energy, fixed angle scattering amplitudes of different string states algebraically
at each fixed mass level.
The part II of this review is organized as following. Chapter V is one of the main part of
this review. We will use three different methods to explicitly prove Gross conjectures [28–
32]. These are the decoupling of high energy ZNS, the high energy Virasoro constraints and
a saddle-point calculation. In addition, we show that the high energy limit of the discrete
ZNS in 2D string theory constructed in part I form a high energy w∞ symmetry. This result
strongly suggests that the linear relations obtained from decoupling of ZNS in 2D string
theory are indeed related to the hidden symmetry also for the 26D string theory.
In chapter VI, in addition to analyze ZNS in the helicity basis in the OCFQ string
spectrum, we will work out ZNS in the light-cone DDF construction of string spectrum
and ZNS in the BRST WSFT[16]. In chapter VII, we discuss hard closed string scatterings
[36]. The KLT relation [44] will be extensively used. We also discuss string BCJ relation
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[38, 41, 124–126], which is of much interest in the recent development of calculation of field
theory scattering amplitudes. In chapter VIII, we calculate four classes of hard superstring
scattering amplitudes and derive the ratios among them [34]. In chapter IX, we discuss
hard string scattering from D-branes/ O-planes, and closed string decays to open string
[42, 47, 127]. Finally in chapter X, we discuss both hard open and closed string scatterings
in the compact spaces [55, 56].
V. INFINITE LINEAR RELATIONS AMONG HIGH ENERGY, FIXED ANGLE
STRING SCATTERING AMPLITUDES
In this chapter, we will use three different methods to explicitly prove Gross conjectures
for 26D bosonic open string theory. We will also show that the high energy limit of discrete
ZNS of 2D string constructed in part I form a high energy w∞ symmetry. We begin with
an example [27–29] to do the calculation.
A. The first example
For our purpose here, there are four ZNS at mass level M2 = 4. The complete list of
ZNS were calculated in chapter II, and the corresponding Ward identities were calculated
to be [14]
kµθνλT (µνλ)χ + 2θµνT (µν)χ = 0, (5.1)
(
5
2
kµkνθ
′
λ + ηµνθ
′
λ)T (µνλ)χ + 9kµθ′νT (µν)χ + 6θ′µT µχ = 0, (5.2)
(
1
2
kµkνθλ + 2ηµνθλ)T (µνλ)χ + 9kµθνT [µν]χ − 6θµT µχ = 0, (5.3)
(
17
4
kµkνkλ +
9
2
ηµνkλ)T (µνλ)χ + (9ηµν + 21kµkν)T (µν)χ + 25kµT µχ = 0, (5.4)
where θµν is transverse and traceless, and θ
′
λ and θλ are transverse vectors. They are po-
larizations of ZNS. In each equation, we have chosen, say, v2(k2) to be the vertex operators
constructed from ZNS and kµ ≡ k2µ. Note that Eq.(5.3) is the inter-particle Ward identity
corresponding to D2 vector ZNS in Eq.(1.12) obtained by antisymmetrizing those terms
which contain αµ−1α
ν
−2 in the original type I and type II vector ZNS [6]. We will use 1 and
2 for the incoming particles and 3 and 4 for the scattered particles. In Eq.(5.1) to Eq.(5.4),
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1,3 and 4 can be any string states (including ZNS) and we have omitted their tensor indices
for the cases of excited string states. For example, one can choose v1(k1) to be the vertex
operator constructed from another ZNS which generates an inter-particle Ward identity of
the third massive level. The resulting Ward-identity of Eq.(5.3) then relates scattering am-
plitudes of particles at different mass level. T ′χs in Eqs (5.1-5.4) are the mass level M2 = 4,
χ-th order string-loop amplitudes.
At this point, {T (µνλ)χ , T (µν)χ , T µχ } is identified to be the amplitude triplet [6] of the spin-
three state. T [µν]χ is obviously identified to be the scattering amplitude of the antisymmetric
spin-two state with the same momenta as T (µνλ)χ . Eq.(5.3) thus relates the scattering ampli-
tudes of two different string states at mass level M2 = 4. Note that Eq.(5.1) to Eq.(5.4) are
valid order by order and are automatically of the identical form in string perturbation theory.
This is consistent with Gross’s argument through the calculation of high energy scattering
amplitudes. However, it is important to note that Eq.(5.1) to Eq.(5.4) are, in contrast to the
high energy α′ →∞ result of Gross, valid to all energy α′ and their coefficients do depend
on the center of mass scattering angle φCM , which is defined to be the angle between
−→
k 1
and
−→
k 3, through the dependence of momentum k .
We will calculate high energy limit of Eq.(5.1) to Eq.(5.4) without referring to the saddle
point calculation in [1–5]. Let’s define the normalized polarization vectors
eP =
1
m2
(E2, k2, 0) =
k2
m2
, (5.5)
eL =
1
m2
(k2, E2, 0), (5.6)
eT = (0, 0, 1) (5.7)
in the CM frame contained in the plane of scattering. They satisfy the completeness relation
ηµν =
∑
α,β
eµαe
ν
βη
αβ (5.8)
where µ, ν = 0, 1, 2 and α, β = P, L, T. Diag ηµν = (−1, 1, 1). One can now transform all
µ, ν coordinates in Eq.(5.1) to Eq.(5.4) to coordinates α, β. For Eq.(5.1), we have θµν =
eµLe
ν
L − eµT eνT or θµν = eµLeνT + eµT eνL . In the high energy E → ∞, fixed angle φCM limit, one
identifies eP = eL and Eq.(5.1) gives ( we drop loop order χ here to simplify the notation)
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T 6→4LLL − T 4LTT + T 4(LL) − T 2(TT ) = 0, (5.9)
T 5→3LLT + T 3(LT ) = 0. (5.10)
In Eq.(5.9) and Eq.(5.10), we have assigned a relative energy power for each amplitude.
For each longitudinal L component, the order is E2 and for each transverse T component,
the order is E. This is due to the definitions of eLand eT in Eq.(5.6) and Eq.(5.7), where eL
got one energy power more than eT . By Eq.(5.9), the E
6 term of the energy expansion for
TLLL is forced to be zero. As a result, the possible leading order term is E4. Similar rule
applies to TLLT in Eq.(5.10). For Eq.(5.2), we have θ′µ = eµL or θ′µ = eµT and one gets, in the
high energy limit,
10T 6→4LLL + T 4LTT + 18T 4(LL) + 6T 2L = 0, (5.11)
10T 5→3LLT + T 3TTT + 18T 3(LT ) + 6T 1T = 0. (5.12)
For the D2 Ward identity, Eq.(5.3), we have θ
µ = eµL or θ
µ = eµT and one gets, in the high
energy limit,
T 6→4LLL + T 4LTT + 9T 4→2[LL] − 3T 2L = 0, (5.13)
T 5→3LLT + T 3TTT + 9T 3[LT ] − 3T 1T = 0. (5.14)
It is important to note that T[LL] in Eq.(5.13) originate from the high energy limit of
T[PL], and the antisymmetric property of the tensor forces the leading E4 term to be zero.
Finally the singlet zero norm state Ward identity, Eq.(5.4), imply, in the high energy limit,
34T 6→4LLL + 9T 4LTT + 84T 4(LL) + 9T 2(TT ) + 50T 2L = 0. (5.15)
One notes that all components of high energy amplitudes of symmetric spin three and
antisymmetric spin two states appear at least once in Eq.(5.9) to Eq.(5.15). It is now easy to
see that the naive leading order amplitudes corresponding to E4 appear in Eq.(5.9), (5.11),
Eq.(5.13) and Eq.(5.15). However, a simple calculation shows that T 4LLL = T 4LTT = T 4(LL) = 0.
So the real leading order amplitudes correspond to E3, which appear in Eq.(5.10), Eq.(5.12)
and Eq.(5.14). A simple calculation shows that [27, 29]
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T 3TTT : T 3LLT : T 3(LT ) : T 3[LT ] = 8 : 1 : −1 : −1. (5.16)
Note that these proportionality constants are, as conjectured by Gross [3, 4], independent
of the scattering angle φCM and the loop order χ of string perturbation theory. They are
also independent of particles chosen for vertex v1,3,4. The ratios in Eq.(5.16) should be
measurable if the energy scale of string theory is not Planckian. Most importantly, we now
understand that the ratios originate from ZNSs in the OCFQ spectrum of the string!
The subleading order amplitudes corresponding to E2 appear in Eq.(5.9), (5.11),
Eq.(5.13) and Eq.(5.15). One has 6 unknown amplitudes and 4 equations. Presumably,
they are not proportional to each other or the proportional coefficients do depend on the
scattering angle φCM . We will justify this point later in our sample calculation. Our cal-
culation here is purely algebraic without any integration and is independent of saddle point
calculation in [1–5].
It is important to note that our result in Eq.(5.16) is gauge invariant as it should be
since we derive it from Ward identities Eq.(5.1) to Eq.(5.4). On the other hand, the result
obtained in [5] with T 3TTT ∝ T 3[LT ], and T 3LLT = 0 in the leading order energy at this mass
level is, on the contrary, not gauge invariant. In fact, with T 3LLT = 0, an inconsistency arises
[27–29], for example, between Eq.(5.10) and Eq.(5.12).
We give one example here [27–29] to illustrate the meaning of the massive gauge invariant
amplitude. To be more specific, we will use two different gauge choices to calculate the high
energy scattering amplitude of symmetric spin three state. The first gauge choice is
(ǫµνλα
µνλ
−1 + ǫ(µν)α
µ
−1α
ν
−2) |0, k〉 ; ǫ(µν) = −
3
2
kλǫµνλ, k
µkνǫµνλ = 0, η
µνǫµνλ = 0. (5.17)
In the high energy limit, using the helicity decomposition and writing ǫµνλ =
Σµ,ν,λe
α
µe
β
νe
δ
λuαβδ;α, β, δ = P, L, T, we get
(ǫµνλα
µνλ
−1 + ǫ(µν)α
µ
−1α
ν
−2) |0, k〉 = [uPLT (6αPLT−1 + 6α(L−1αT )−2)
+ uTTP (3α
TTP
−1 − 3αLLP−1 + 3α(T−1αT )−2 − 3α(L−1αL)−2)
+ uTTL(3α
TTL
−1 − αLLL−1 ) + uTTT (αTTT−1 − 3αLLT−1 )] |0, k〉 .
(5.18)
85
The second gauge choice is
ε˜µνλα
µνλ
−1 |0, k〉 ; kµε˜µνλ = 0, ηµν ε˜µνλ = 0. (5.19)
In the high energy limit, similar calculation gives
ε˜µνλα
µνλ
−1 |0, k〉 = [u˜TTL(3αTTL−1 − αLLL−1 ) + u˜TTT (αTTT−1 − 3αLLT−1 )] |0, k〉 . (5.20)
It is now easy to see that the first and second terms of Eq.(5.18) will not contribute
to the high energy scattering amplitude of the symmetric spin three state due to the spin
two Ward identities Eq.(5.10) and Eq.(5.9) if we identify eP = eL. Thus the two different
gauge choices Eq.(5.17) and Eq.(5.19) give the same high energy scattering amplitude. It
can be shown that this massive gauge symmetry is valid to all energy and is the result of
the decoupling of massive spin two ZNS at mass level M2 = 4. Note that the αLLT−1 term of
Eq.(5.20), which corresponds to the amplitude T 3LLT , was missing in the calculation of Ref
[5]. The issue was discussed in details in [30]. To further justify our result, we give a sample
calculation in the next section.
1. A sample calculation of mass level M2 = 4
In this section, we give a detailed calculation of a set of sample scattering amplitudes to
explicitly justify our results presented in the last section. Since the proportionality constants
in Eq.(5.16) are independent of particles chosen for vertex v1,3,4, for simplicity, we will choose
them to be tachyons. For the string-tree level χ = 1, with one tensor v2 and three tachyons
v1,3,4, all scattering amplitudes of mass level M
2
2 = 4 were calculated in [14]. They are (
s− t channel only)
T µνλ = ∫∏4i=1dxi < eik1X∂Xµ∂Xν∂Xλeik2Xeik3Xeik4X >
=
Γ(− s
2
− 1)Γ(− t
2
− 1)
Γ(u
2
+ 2)
[−t/2(t2/4− 1)kµ1kν1kλ1 + 3(s/2 + 1)t/2(t/2 + 1)k(µ1 kν1kλ)3
−3s/2(s/2 + 1)(t/2 + 1)k(µ1 kν3kλ)3 + s/2(s2/4− 1)kµ3kν3kλ3 ], (5.21)
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T (µν) = ∫∏4i=1dxi < eik1X∂2X(µ∂Xν)eik2Xeik3Xeik4X >
=
Γ(− s
2
− 1)Γ(− t
2
− 1)
Γ(u
2
+ 2)
[t/2(t2/4− 1)kµ1kν1 − (s/2 + 1)t/2(t/2 + 1)k(µ1 kν)3
+s/2(s/2 + 1)(t/2 + 1)k
(µ
3 k
ν)
1 − s/2(s2/4− 1)kµ3kν3 ], (5.22)
T µ = 1
2
∫∏4
i=1dxi < e
ik1X∂3Xµeik2Xeik3Xeik4X >
=
Γ(− s
2
− 1)Γ(− t
2
− 1)
Γ(u
2
+ 2)
[s/2(s2/4− 1)kµ3 − t/2(t2/4− 1)kµ1 ], (5.23)
T [µν] = ∫∏4i=1dxi < eik1X∂2X [µ∂Xν]eik2Xeik3Xeik4X >
=
Γ(− s
2
− 1)Γ(− t
2
− 1)
Γ(u
2
+ 2)
[(
s+ t
2
)(s/2 + 1)(t/2 + 1)k
[µ
3 k
ν]
1 ] (5.24)
where s = − (k1 + k2)2, t = − (k2 + k3)2and u = − (k1 + k3)2 are the Mandelstam variables.
In deriving Eq.(5.21) to Eq.(5.24), we have made the SL(2, R) gauge fixing by choosing
x1 = 0, 0 ≦ x2 ≦ 1, x3 = 1, x4 =∞.
To calculate the high energy expansions (s, t→∞, s
t
= fixed ) of these scattering ampli-
tudes, one needs the following energy expansion formulas [29]
eP .k1 = (
−2E2
M2
)[1− (M
2
2 − 2
4
)
1
E2
], (5.25)
eL.k1 = (
−2E2
M2
)[1− (M
2
2 − 2
4
)
1
E2
+ (
M22
4
)
1
E4
+ (
M42 − 2M22
16
)
1
E6
+O(
1
E8
)], (5.26)
eT .k1 = 0, (5.27)
eP .k3 = (
E2
M2
)
{
2ξ2 + [
M22
2
η2 + (3ξ2 − 1)] 1
E2
+ (2ξ2 − 1)(M
2
2 + 2
4
)2
1
E6
+O(
1
E8
)
}
, (5.28)
eL.k3 = (
E2
M2
)
 2ξ2 + [−
M22
2
η2 + (3ξ2 − 1)] 1
E2
+ (
M22
2
ξ2) 1
E4
+(
M42−4M22 ξ2+8ξ2−4
16
) 1
E6
+O( 1
E8
)
 , (5.29)
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eT .k3 = (−2ξη)E − (2ξη
E
) + (
ξη
E3
)− ( ξη
E5
) +O(
1
E7
) (5.30)
where ξ = sin φCM
2
and η = cos φCM
2
. The high energy expansions of Mandelstam variables
are given by
s = (E1 + E2)
2 = 4E2, (5.31)
t = (−4ξ2)E2 + (M22 − 6)ξ2 +
1
8
(M22 + 2)
2(1− 2ξ2) 1
E4
+O(
1
E6
). (5.32)
We can now explicitly calculate all amplitudes in Eq.(5.16). After some algebra, we get
TTTT = −8E9T (3) sin3 φCM [1 + 3
E2
+
5
4E4
− 5
4E6
+O(
1
E8
)], (5.33)
TLLT = −E9T (3)[sin3 φCM + (6 sinφCM cos2 φCM) 1
E2
− sinφCM(11
2
sin2 φCM − 6) 1
E4
+O(
1
E6
)], (5.34)
T[LT ] = E9T (3)[sin3 φCM − (2 sinφCM cos2 φCM) 1
E2
+ sinφCM(
3
2
sin2 φCM − 2) 1
E4
+O(
1
E6
)], (5.35)
T(LT ) = E9T (3)[sin3 φCM + sin φCM(3
2
− 10 cosφCM
− 3
2
cos2 φCM)
1
E2
− sinφCM(1
4
+ 10 cosφCM +
3
4
cos2 φCM)
1
E4
+O(
1
E6
)] (5.36)
where
T (N)=√π(−1)N−12−nE−1−2N (sin φCM
2
)−3(cos
φCM
2
)5−2N exp(−s ln s+ t ln t− (s+ t) ln(s+ t)
2
)
(5.37)
is the high energy limit of
Γ(− s
2
−1)Γ(− t
2
−1)
Γ(u
2
+2)
with s + t + u = 2N − 8, and we have cal-
culated it up to the next leading order in E. We thus have justified Eq.(5.16) with
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T 3TTT = −8E9T (3) sin3 φCM and T 5LLT = 0. We have also checked that T 6LLL = T 4LLL =
T 4LTT = T 4(LL) = 0 as claimed in the previous section.
Note that, unlike the leading E9 order, the angular dependences of E7 order are different
for each amplitudes. The subleading order amplitudes corresponding to T 2 (E8 order)
appear in Eq.(5.9), (5.11), Eq.(5.13) and Eq.(5.15). One has 6 unknown amplitudes. An
explicit sample calculation gives
T 2LLL = −4E8 sin φCM cosφCMT (3), (5.38)
T 2LTT = −8E8 sin2 φCM cosφCMT (3), (5.39)
which show that their angular dependences are indeed different or the proportional coeffi-
cients do depend on the scattering angle φCM .
2. Results of mass level M2 = 6
The calculations for M2 = 4 in the previous section can be generalized to M2 = 6 [29].
The calculation was however much more tedious, and to the leading order in energy one
ended up with 8 equations and 9 amplitudes. A calculation showed that [29]
T 4TTTT : T 4TTLL : T 4LLLL : T 4TTL : T 4LLL : T˜ 4LT,T : T˜ 4LP,P : T 4LL : T˜ 4LL =
16 :
4
3
:
1
3
: −4
√
6
9
: −
√
6
9
: −2
√
6
3
: 0 :
2
3
: 0. (5.40)
Note that these proportionality constants are again, as conjectured by Gross, independent
of the scattering angle φCM and the loop order χ of string perturbation theory. A sample
calculation of scattering amplitudes for mass level M2 = 6 [29] justified the ratios above
calculated by solving 8 linear relations derived from the decoupling of high energy ZNS in
the GR. There are two 0 amplitudes in Eq.(5.40), which mean they are subleading order
amplitudes in energy.
It was remarkable to see that the linear relations obtained by high energy limit of stringy
Ward identities or decoupling of ZNS were just good enough to solve all the high energy
amplitudes in terms of one amplitude! It was even more remarkable to see that the ratios
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obtained by solving these linear relations matched exactly with the sample calculations for
the high energy string amplitudes. However, the calculation soon becomes too complicated
to manage when one goes to even higher mass levels. In the next section, we will adopt
another strategy to generalize the calculations to arbitrary mass levels.
B. Decoupling of high energy ZNS at arbitrary mass levels
In the following three sections, we will use three methods to generalize our calculations
in the previous section to arbitrary mass levels. In this section we will first use method of
decoupling of high energy ZNS. We will focus on 4-point functions in this section, although
our discussion can be generalized to higher point correlation functions. Due to Poincare
symmetry, a 4-point function is a function of merely two parameters. Viewing a 4-point
function as the scattering amplitude of a two-body scattering process, one can choose the
two parameters to be E (one half of the center of mass energy for the incoming particles
i.e., particles 1 and 2 in Fig. 1, and φ (the scattering angle between particles 1 and 3). For
convenience we will take the center of mass frame and put the momenta of particles 1 and 2
along the X1-direction, with the momenta of particles 3 and 4 on the X1 −X2 plane. The
momenta of the particles are
k1 = (
√
p2 +M21 ,−p, 0), (5.41)
k2 = (
√
p2 +M22 , p, 0), (5.42)
k3 = (−
√
q2 +M23 ,−q cosφ,−q sinφ), (5.43)
k4 = (−
√
q2 +M24 , q cosφ, q sinφ). (5.44)
They satisfy k2i = −m2i . In the high energy limit, the Mandelstam variables are
s ≡ −(k1 + k2)2 = 4E2 +O(1/E2), (5.45)
t ≡ −(k2 + k3)2 = −4
(
E2 −
∑4
i=1M
2
i
4
)
sin2
φ
2
+O(1/E2), (5.46)
u ≡ −(k1 + k3)2 = −4
(
E2 −
∑4
i=1M
2
i
4
)
cos2
φ
2
+O(1/E2), (5.47)
where E is related to p and q as
E2 = p2 +
M21 +M
2
2
2
= q2 +
M23 +M
2
4
2
. (5.48)
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The polarization bases for the 4 particles are
eL(1) =
1
M1
(p,−
√
p2 +M21 , 0),e
T (1) = (0, 0,−1), (5.49)
eL(2) =
1
M2
(p,
√
p2 +M22 , 0),e
T (2) = (0, 0, 1), (5.50)
eL(3) =
1
M3
(−q,−
√
q2 +M23 cos φ,−
√
q2 +M23 sin φ),e
T (3) = (0,− sinφ, cosφ), (5.51)
eL(4) =
1
M4
(−q,
√
q2 +M4 cosφ,
√
q2 +M24 sin φ),e
T (4) = (0, sinφ,− cosφ). (5.52)
The high energy limit under consideration is
α′E2 →∞, φ = fixed. (5.53)
Based on the saddle-point approximation of Gross and Mende [1, 2], Gross and Manes [5]
computed the high energy limit of 4-point functions in the bosonic open string theory. To
explain their result, let us first define our notations and conventions. For a particle of
momentum k, we define an orthonormal basis of polarizations {eP , eL, eTi}. The momentum
polarization eP is proportional to k, the longitudinal polarization eL is the space-like unit
vector whose spatial component is proportional to that of k, and eTi are the space-like
unit-vectors transverse to the spatial momentum. As an example, for k pointing along the
X1-direction,
k = (k0, k1, k2, · · · , k25) = (E, p, 0, · · · , 0), p > 0, (5.54)
the basis of polarization is
eP =
1
M
(
√
p2 +M2, p, 0, 0, · · · , 0), eL = 1
M
(p,
√
p2 +M2, 0, 0, · · · , 0), eTi = (0, 0, · · · , 1, · · · ),
(5.55)
where M is the mass of the particle. In general, eTi (for i = 3, · · · , 25) is just the unit vector
in the X i-direction, and the definitions of eP , eL and eT2 will depend on the motion of the
particle. For eT2 , which is parallel to the scattering plane, we denote it by eT (see Fig. 1).
The orientations of eT2 for each particle are fixed by the right-hand rule, ~k×eT2 = eT3 , where
~k is the spatial momentum of 4-vector k. We will use the notation ∂nXA ≡ eA · ∂nX for
A = P, L, T, Ti.
Each vertex is a polynomial of {∂nXA} times the exponential factor exp(ik ·X). Among
all possible choices of polarizations for the 4 vertices in a 4-point function, we now argue that
only the polarizations L and T need to be considered. The polarization P can be gauged
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FIG. 1: Kinematic variables in the center of mass frame
away using ZNS [16]. To see why we can ignore all Ti’s except T , we note that a prefactor
∂nXA can be contracted with the exponent ik ·X of another vertex. The contribution of this
contraction to a scattering amplitude is proportional to kA ∼ E. If kA 6= 0 (i.e., if A = L or
T ), this is much more important in the high energy limit than a contraction with another
prefactor ∂mXB, which gives ηAB ∼ E0. Therefore, if all polarizations in all vertices are
chosen to be either L or T , the resulting 4-point function will dominate over other choices
of polarizations.
The central idea behind the algebraic approach used in [27–29] and [30] was the decoupling
of ZNS (i.e., the requirement of stringy gauge invariance). A crucial step in the derivation
is to replace the polarization eP by eL in the ZNS. It is assumed that, while ZNS decouple
at all energies, the replacement leads to states that are decoupled at high energies.
1. Main results
For brevity, we will refer to all 4-point functions different from each other by a single
vertex at the same mass level as a “family”. When we compare members of a family, we
only need to specify the vertex which is changed.
A 4-point function will be said to be at the leading order if it is not subleading to any of
its siblings. We will ignore those that are not at the leading order. Our aim is to find the
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numerical ratios of all 4-point functions in the same family at the leading order. Apparently,
there are more 4-point functions at the leading order at higher mass levels. Our goal may
seem insurmountable at first sight.
Saving the derivation for later, we give our main results here. A 4-point function is at
the leading order if and only if the vertex V under comparison is a linear combination of
vertices of the form
V (N,m,q)(k) =
(
∂XT
)N−m−2q (
∂XL
)2m (
∂2XL
)q
eik·X, (5.56)
where
N ≥ 2m+ 2q, m, q ≥ 0. (5.57)
The corresponding states are of the form
(
αT−1
)N−2m−2q (
αL−1
)2m (
αL−2
)q |0, k〉. (5.58)
The mass squared is 2(N − 1). All other states involving αT−2, αA−3, · · · are subleading.
Using the notation2
T (N,m,q) = 〈V1V (N,m,q)(k)V3V4〉, (5.59)
all linear relations among different choices of V (N,m,q) (obtained from the decoupling of high
energy ZNS) can be solved by the simple expression
lim
E→∞
T (N,2m,q)
T (N,0,0) =
(
− 1
M
)2m+q (
1
2
)m+q
(2m− 1)!!, (5.60)
lim
E→∞
T (N,2m+1,q)
T (N,0,0) = 0, (5.61)
where M =
√
2(N − 1). This formula tells us how to trade ∂XL and ∂2XL for ∂XT , so
that all 4-point functions can be related to the one involving only ∂XT in V2. The formula
above applies equally well to all vertices.
Since we know the value of a representative 4-point function [27, 29, 30]
T T 1··T 2··T 3··T 4··N1N2N3N4 = (−1)N2+N4 [2E3 sinφCM ]ΣNiT (ΣNi), (5.62)
2 More rigorously, V2 needs to be a physical state in order for the correlation function to be well-defined.
We should keep in mind that our results should be applied to suitable linear combinations of Eq.(5.58),
possibly together with subleading states, to satisfy Virasoro constraints.
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where T (N) is the high-energy limit of Γ(− s2−1)Γ(− t2−1)
Γ(u
2
+2)
with s + t + u = 2ΣNi − 8, and we
have calculated it up to the next leading order in E in Eq.(5.37), we can immediately write
down the explicit expression of a 4-point function if all vertices are nontrivial at the leading
order. In Eq.(5.62), Ni is the number of T
i of the i − th vertex operators and T i is the
transverse direction of the i− th particle.
2. Decoupling of high energy ZNS
Before we go on, we recall some terminology used in the old covariant quantization. A
state |ψ〉 in the Hilbert space is physical if it satisfies the Virasoro constraints(
Ln − δ0n
) |ψ〉 = 0, n ≥ 0. (5.63)
Since L†n = L−n, states of the form
L−n|χ〉 (5.64)
are orthogonal to all physical states, and they are called spurious states. ZNS are spurious
states that are also physical. They correspond to gauge symmetries. In the old covariant
first quantization spectrum of open bosonic string theory, the solutions of physical state
conditions include positive-norm propagating states and two types of ZNS. In this section
we derive the linear relations among all amplitudes in the same family by taking the high
energy limit of ZNS (HZNS). The first step in the derivation is to identify the class of states
that are relevant, i.e., those at the leading order. As we explained before, we only need to
consider the polarizations eT and eL.
To get a rough idea about how each vertex operator scales with E in the high energy
limit, we associate a naive dimension to each prefactor ∂mXA according to the following
rule
∂mXT → 1, ∂mXL → 2. (5.65)
The reason is the following. Each factor of ∂mXµ has the possibility of contracting with the
exponent iki ·X of another vertex operator so that it scales like E in the high energy limit.
Furthermore, components of the polarization vectors eT and eL scale with E like E0 and
E1, respectively.
When we compare vertex operators at the same mass level, the sum of all the integers
m in ∂mXA is fixed. Roughly speaking, it is advantageous to have many ∂XA than having
94
fewer number of ∂mXA with m > 1. For example, at the first massive level, the vertex
operator ∂XT∂XT eik·X has a larger naive dimension than ∂2XT eik·X .
The counting of the naive dimension does not take into consideration the possibility
that the coefficient of the leading order term happens to vanish by cancellation. The true
dimension of a vertex operator can be lower than its naive dimension, although the reverse
never happens.
Through experiences accumulated from explicit computations [27–30], we find that the
highest spin vertex
(∂XT )Neik·X ↔ (αT−1)N |0, k〉 (5.66)
is always at the leading order in its family. Since the naive dimension of this state equals
its true dimension, any state with a lower naive dimension than this vertex operator can
be ignored. This implies that we can immediately throw away a lot of vertex operators
at each mass level, but there are still many left. The problem is that, although there are
disadvantages to have ∂mXT with m ≥ 2 or ∂mXL with m ≥ 3 compared with having(
∂XT
)m
, it may be possible that having extra factors of ∂XL, which has a higher naive
dimension than ∂XT , can compensate the disadvantage of these factors. However, explicit
computations at the first few massive levels showed that this never happens.
We will now argue why this is generically true, and show in this section that the only
states that will survive the high energy limit at level N are of the form
|N, 2m, q〉 ≡ (αT−1)N−2m−2q (αL−1)2m (αL−2)q |0; k〉. (5.67)
Our argument is essentially based on the decoupling of ZNS in the high energy limit.
Thanks to the Virasoro algebra, we only need two Virasoro operators
L−1 =
1
2
∑
n∈Z
α−1+n · α−n =MαP−1 + α−2 · α−1 + · · · , (5.68)
L−2 =
1
2
∑
n∈Z
α−2+n · α−n = 1
2
α−1 · α−1 +MαP−2 + α−3 · α−1 + · · · (5.69)
to generate all high energy ZNS or HZNS. Here M is the mass operator, i.e., M2 = −k2
when acting on the state |0, k〉.
a. Irrelevance of other states To prove that only states of the form Eq.(5.67) are at the
leading order, we shall prove that (i) any state which has an odd number of αL−1 is irrelevant
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(i.e., subleading in the high energy limit), and (ii) any state involving a creation operator
whose naive dimension is less than its mode index n, i.e., states belonging to
{αL−n, n > 2; αT−m, m > 1} (5.70)
is also irrelevant. We proceed by mathematical induction.
First we prove that any state which has a single factor of αL−1 is irrelevant, and that any
state with two αL−1’s is irrelevant if it contains an operator of naive dimension less than its
index.
Consider the HZNS L−1χ where χ is any state without any αL−1, and it is at level (N−1).
Note that, except αL−1, the naive dimension of an operator is always less than or equal to its
index (we exclude αP−1 as mentioned above). This means that the naive dimension of χ is
less than or equal to (N − 1). Since we know that at level N , the state Eq.(5.67) has true
dimension N , when computing L−1χ in the high energy limit, we can ignore everything with
naive dimension less than N . This means that we need L−1 to increase the naive dimension
of χ by no less than 1. In the high energy limit of L−1
L−1 →MαL−1 + αL−2aL−1 + αT−2αT−1 + · · · , (5.71)
only the first term will increase the naive dimension of χ by 1. All the rest do not change
the naive dimension. This means that, to the leading order,
L−1χ ∼MαL−1χ. (5.72)
This is a state with a single factor of αL−1 and it is a HZNS, so it should be decoupled in the
high energy limit.
Now consider an arbitrary state χ at level (N − 1) which has a single factor of αL−1. If χ
involves any operator whose naive dimension is less than its index, the naive dimension of
χ is at most (N − 1). In the high energy limit
L−1χ→ MαL−1χ+ αL−2αL−1χ+ · · · , (5.73)
except the first two terms, all other terms are irrelevant because they contain a single factor
of αL−1. As the second term has a naive dimension (n− 1) and can be ignored, we conclude
that αL−1χ is irrelevant.
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The next step in mathematical induction is to show that if (a) states with (2m − 1)
factors of αL−1 are irrelevant, and (b) states with 2m factors of α
L
−1 are still irrelevant if it
also contains any of the operators in Eq.(5.70), then we can prove that both statements are
also valid for m→ m+ 1.
Suppose χ is an arbitrary state at level (N − 1) which has 2m factors of αL−1’s. The high
energy limit of L−1χ is given by Eq.(5.73). The second term has (2m−1) factors of αL−1 and
is irrelevant. The rest of the terms, except the first, are irrelevant because they contains at
least one operator from the set Eq.(5.70). Hence the first term is a HZNS and is irrelevant.
We have proved our first claim for (m+1), i.e., a state with (2m+1) factors of αL−1 decouple
at high energies.
Similarly, consider the case when χ is at level (N − 1) and has (2m − 1) factors of αL−1.
Furthermore we assume that it involves operators from the set Eq.(5.70). Then the first
term in Eq.(5.73) is what we want to prove to be irrelevant. The second term is irrelevant
because we have just proved that a state with (2m+1) factors of αL−1 is irrelevant. The rest
of the terms are irrelevant because they have (2m− 1) αL−1’s. Thus we conclude that both
claims are correct for m+ 1 as well. The mathematical induction is complete.
b. Examples of high energy ZNS at low-lying mass levels In this section, we explicitly
calculate high energy ZNS (HZNS) of some low-lying mass level. We will also show that
the decoupling of these HZNS can be used to derive the desired linear relations. In the
old covariant first quantization spectrum of open bosonic string theory, the solutions of
physical state conditions include positive-norm propagating states and two types of ZNS.
Based on a simplified calculation of higher mass level positive-norm states in [107] , some
general solutions of ZNS of Eqs.(1.1) and (1.2) at arbitrary mass level were calculated in
[95]. Eqs.(1.1) and (1.2) can be derived from Kac determinant in conformal field theory.
While type I states have zero-norm at any spacetime, type II states have zero-norm only at
D = 26.
The solutions of Eqs.(1.1) and (1.2) up to the mass level M2 = 4 were calculated in part
I of this review. For illustration, let’s repeat them and list as follows :
1. M2 = −k2 = 0 :
L−1 |x〉 = k · α−1 |0, k〉 ; |x〉 = |0, k〉 ; |x〉 = |0, k〉 . (5.74)
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2. M2 = −k2 = 2 :
(L−2 +
3
2
L2−1) |x˜〉 = [
1
2
α−1 · α−1 + 5
2
k · α−2 + 3
2
(k · α−1)2] |0, k〉 ; |x˜〉 = |0, k〉 , (5.75)
L−1 |x〉 = [θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 ; |x〉 = θ · α−1 |0, k〉 , θ · k = 0. (5.76)
3. M2 = −k2 = 4 :
(L−2 +
3
2
L2−1) |x˜〉 = {4θ · α−3 +
1
2
(α−1 · α−1)(θ · α−1) + 5
2
(k · α−2)(θ · α−1)
+
3
2
(k · α−1)2(θ · α−1) + 3(k · α−1)(θ · α−2)} |0, k〉 ;
|x˜〉 = θ · α−1 |0, k〉 , k · θ = 0, (5.77)
L−1 |x〉 = [2θµναµ−1αν−2 + kλθµναλ−1αµ−1αν−1] |0, k〉 ;
|x〉 = θµναµν−1 |0, k〉 , k · θ = ηµνθµν = 0, θµν = θνµ, (5.78)
L−1 |x〉 = [1
2
(k · α−1)2(θ · α−1) + 2θ · α−3 + 3
2
(k · α−1)(θ · α−2)
+
1
2
(k · α−2)(θ · α−1)] |0, k〉 ;
|x〉 = [2θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 , θ · k = 0, (5.79)
L−1 |x〉 = [17
4
(k · α−1)3 + 9
2
(k · α−1)(α−1 · α−1) + 9(α−1 · α−2)
+ 21(k · α−1)(k · α−2) + 25(k · α−3)] |0, k〉 ;
|x〉 = [25
2
k · α−2 + 9
2
α−1 · α−1 + 17
4
(k · α−1)2] |0, k〉 . (5.80)
Note that there are two degenerate vector ZNS, Eq.(5.77) for type II and Eq.(5.79) for
type I, at mass level M2 = 4. For mass level M2 = 2, the high energy limit of Eqs. (5.76)
and (5.75) are calculated to be
L−1(θ · α−1) |0〉 →
√
2αL−1α
L
−1 + α
L
−2 |0〉 ; (5.81)
(L−2 +
3
2
L2−1) |0〉 → (
√
2αL−2 +
1
2
αT−1α
T
−1) |0〉 (5.82)
+
3
2
(2αL−1α
L
−1 +
√
2αL−2) |0〉 . (5.83)
Note that Eq.(5.83) is the high energy limit of the second term of type II ZNS. It is easy to
see that the decoupling of (5.81) implies the decoupling of (5.83). So one can neglect the
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effect of (5.83) even though it is of leading order in energy. It turns out that this phenomena
persists to any higher mass level as well. By solving Eqs.(5.81) and (5.82), we get the
desired linear relation, TTT : TL : TLL = 4 : −
√
2 : 1. Similarly, the high energy limit of
Eqs.(5.77)-(5.80) are calculated to be
(L−2 +
3
2
L2−1) |0〉 → (4α(T−1αL)−2 +
1
2
αT−1α
T
−1α
T
−1) |0〉 (5.84)
+
3
2
(4α
(L
−1α
L
−1α
T )
−1 + 4α
(T
−1α
L)
−2) |0〉 ; (5.85)
L−1(θµνα
µν
−1) |0〉 → [2α(T−1αL)−2 + 2α(L−1αL−1αT )−1] |0〉 ; (5.86)
L−1[2θ · α−2 + (k · α−1)(θ · α−1)] |0〉 → (4α(L−1αL−1αT )−1 + 4α(T−1αL)−2) |0〉 ; (5.87)
L−1[
25
2
k · α−2 + 9
2
α−1 · α−1 + 17
4
(k · α−1)2] |0〉 → 0. (5.88)
It is easy to see that the decoupling of Eq.(5.86) or (5.87) implies the decoupling of
Eq.(5.85). By solving the equations, one gets TTTT : TLLT : T(LT ) : T[LT ] = 8 : 1 : −1 : −1
which agrees with Eq.(5.16).
c. Linear relations for general mass level According to the previous section, only states
of the form (5.67) are relevant in the high energy limit. The mass of the state is
√
2(N − 1).
The 4-point function associated with |N,m, q〉 will be denoted T (N,m,q). The aim of this
section is to find the ratio between a generic T (N,m,q) and the reference 4-point function,
which is taken to be T (N,0,0).
Consider the type I HZNS calculated from Eq.(1.1)
L−1|N − 1, 2m− 1, q〉 ≃M |N, 2m, q〉+ (2m− 1)|N, 2m− 2, q + 1〉, (5.89)
where many terms are omitted because they are not of the form (5.67). This implies that
T (N,2m,q) = −2m− 1
M
T (N,2m−2,q+1). (5.90)
Using this relation repeatedly, we get
T (N,2m,q) = (2m− 1)!!
(−M)m T
(N,0,m+q), (5.91)
where the double factorial is defined by (2m− 1)!! = (2m)!
2mm!
.
Next, consider another class of HZNS calculated from type II ZNS in Eq.(1.2)
L−2|N − 2, 0, q〉 ≃ 1
2
|N, 0, q〉+M |N, 0, q + 1〉. (5.92)
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Again, irrelevant terms are omitted here. From this we deduce that
T (N,0,q+1) = − 1
2M
T (N,0,q), (5.93)
which leads to
T (N,0,q) = 1
(−2M)q T
(N,0,0). (5.94)
Our main result Eq.(5.60) is an immediate result of combining Eq.(5.91) and Eq.(5.94).
C. High energy Virasoro constraints
In this section we will establish a “dual description” of our approach explained above.
The notion dual to the decoupling of high energy ZNS is Virasoro constraints.
Let us briefly explain how to proceed. First write down a state at a given mass level
as linear combination of states of the form Eq.(5.67) with undetermined coefficients, which
are interpreted as the Fourier components of spacetime fields. Requiring that the Virasoro
generators L1 and L2 annihilate the state implies several linear relations on the coefficients.
The linear relations can then be solved to obtain ratios among all fields.
To compare the results of the two dual descriptions, we note that the correlation functions
can be interpreted as source terms for the particle corresponding to a chosen vertex. Thus the
ratios among sources should be the same as the ratios among the fields, since all fields of the
same mass have the same propagator. However, some care is needed for the normalization
of the field variables. One should use BPZ conjugates to determine the norm of a state and
normalize the fields accordingly.
1. Examples
To illustrate how Virasoro constraints can be used to derive linear relations among scat-
tering amplitudes at high energies, we give some explicit examples in this section. We will
calculate the proportionality constants among high energy scattering amplitudes of different
string states up to mass levels M2 = 8. The results are of course consistent with those of
previous work [27–29] using high energy ZNS.
At the mass level M2 = 4, the most general form of physical states at mass level M2 = 4
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are given by
[ǫµνλα
µ
−1α
ν
−1α
λ
−1 + ǫ(µν)α
µ
−1α
ν
−2 + ǫ[µν]α
µ
−1α
ν
−2 + ǫµα
µ
−3]|0, k〉. (5.95)
The Virasoro constraints are
ǫ(µν) +
3
2
kλǫµνλ = 0, (5.96)
−kνǫ[µν] + 3ǫµ − 3
2
kνkλǫµνλ = 0, (5.97)
2kνǫ[µν] + 3ǫµ − 3(kνkλ − ηνλ)ǫµνλ = 0. (5.98)
By replacing P by L, and ignoring irrelevant states, one easily gets
ǫTTT : ǫ(LLT ) : ǫ(LT ) : ǫ[LT ] = 8 : 1 : −3 : −3. (5.99)
After including the normalization factor of the field variables 3 and the appropriate symmetry
factors, one ends up with
TTTT : T(LLT ) : T(LT ) : T[LT ]
= 6ǫTTT : 6ǫ(LLT ) : −2ǫ(LT ) : −2ǫ[LT ] = 8 : 1 : −1 : −1, (5.100)
which agrees with Eq.(5.16). It also agree with the results of Eq.(5.60) after Young tableaux
decomposition. Here the definitions of TTTT , T(LLT ), T(LT ), T[LT ] and similar amplitudes here-
after can be found in [27–29] and the result obtained is consistent with the previous ZNS
calculation in [27, 28] or Eq.(5.60).
The ratios for M2 = 6 and M2 = 8 can be obtained similarly in Appendix A. At M2 = 6,
T(TTTT ) : T(TTLL) : T(LLLL) : TTT,L : T(TTL) : T(LLL) : T(LL)
= 4!ǫ(TTTT ) : 4!ǫ(TTLL) : 4!ǫ(LLLL) : −4ǫTT,L : −4ǫ(TTL) : −4ǫ(LLL) : 8ǫ(2)(LL)
= 16 :
4
3
:
1
3
: −2
√
6
3
: −4
√
6
9
: −
√
6
9
:
2
3
, (5.101)
which is consistent with the previous ZNS calculation in [29] or Eq.(5.40). It also agree with
3 The normalization factors are determined by the inner product of a state with its BPZ conjugate.
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the results of Eq.(5.60) after Young tableaux decomposition. At M2 = 8,
T(TTTTT ) : T(TTTL) : T(TTTLL) : T(TLLL) : T(TLLLL) : T(TLL) : TT,LL : TTLL,L : TTTT,L
= 5!ǫ(TTTTT ) : 3!× 2ǫ(TTTL) : 5!ǫ(TTTLL) : 3!× 2ǫ(TLLL) : 5!ǫ(TLLLL)
: 8ǫ(TLL) : 8ǫT,LL : 3!× 2ǫTLL,L : 3!× 2ǫTTT,L
= 32 :
√
2 : 2 :
3
√
2
16
:
3
8
:
1
3
:
2
3
:
√
2
16
: 3
√
2, (5.102)
which can be checked to be remarkably consistent with the results of Eq.(5.60) after Young
tableaux decomposition.
2. General mass levels
In this section we calculate the ratios of string scattering amplitudes in the high energy
limit for general mass levels by imposing Virasoro constraints. The final result will, of course,
be exactly the same as what we obtained by requiring the decoupling of high energy ZNS.
In the presentation here we use the notation of Young’s tableaux.
We consider the general mass level M2 = 2 (N − 1). The most general state can be
written as
|N〉 =
∑
{mj}
[(
1
1m1m1!
µ11 · · · µ1m1 α
µ11
−1 · · ·α
µ1m1
−1
)
⊗
(
1
2m2m2!
µ21 · · · µ2mk α
µ21
−2 · · ·α
µ2m2
−2
)
⊗ · · ·
]
|0, k〉
=
∑
{mj}
[
N⊗
j=1
(
1
jmjmj !
µj1 · · · µjmj α
µj1···µjmj
−j
)]
|0, k〉 (5.103)
where 1/ (jmjmj !) are the normalization factors and we defined the abbreviation
α
µj1···µjmj
−j ≡ αµ
j
1
−j · · ·α
µjmj
−j , (5.104)
with mj is the number of the operator α−j . The summation runs over all possible combina-
tions of mj ’s with the constraints
N∑
j=1
jmj = N and 0 ≤ mj ≤ N, (5.105)
so that the total mass is N . Since the upper indices
{
µj1 · · ·µjmj
}
in α
µj1
−j · · ·α
µjmj
−j are sym-
metric, we used the Young tableaux notation to denote the coefficients in Eq.(5.103). The
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direct product ⊗ acts on the Young tableaux in the standard way, for example
1 2 ⊗ 3 = 1 2 3 ⊕
1 2
3
⊕ 2 1
3
. (5.106)
To be clear, for example n = 4, the state can be written as
|4〉 =
{
1
4!
µ11 µ
1
2 µ
1
3 µ
1
4
α
µ11
−1α
µ12
−1α
µ13
−1α
µ14
−1 +
1
2 · 2! µ
1
1 µ
1
2
⊗ µ21 α
µ11
−1α
µ12
−1α
µ21
−2
+
1
3
µ11 ⊗ µ31 α
µ11
−1α
µ31
−3 +
1
22 · 2! µ
2
1 µ
2
2
α
µ21
−2α
µ22
−2 +
1
4
µ41 α
µ41
−4
}
|0, k〉 . (5.107)
Next, we will apply the Virasoro constraints to the state Eq.(5.103 ). The only Virasoro
constraints which need to be considered are
L1 |N〉 = L2 |N〉 = 0, (5.108)
with Lm the standard Virasoro operator
Lm =
1
2
∞∑
n=−∞
αm+n · α−n. (5.109)
After taking care the symmetries of the Young tableaux, the Virasoro constraints become
L1 |N〉 =
∑
{mj}
[
kµ
1
1
N⊗
j=1
µj1 · · · µjmj
+
m1∑
i=2
µ12 · · · µˆ1i · · · µ1m1 ⊗ µ1i µ21 · · · µ2m2
N⊗
j 6=1,2
µj1 · · · µjmj
+
N∑
l=3
(l − 1) µ12 · · · µ1m1 ⊗
ml−1∑
i=1
µl−11 · · · µˆl−1i · · · µl−1ml−1
⊗µl−1i µl1 · · · µlml
N⊗
j 6=1,l,l−1
µj1 · · · µjmj
]
1
(m1 − 1)!α
µ12···µ1m1
−1
N∏
j 6=1
(
1
jmjmj !
α
µj1···µjmj
−j
)
|0, k〉 = 0, (5.110a)
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and
L2 |N〉 =
∑
{mj}
[
1
2
ηµ
1
1µ
1
2
N⊗
j=1
µj1 · · · µjmj
+ µ13 · · · µ1m1 ⊗ µ21 · · · µ2m2+1 k
µ2m2+1
N⊗
j 6=1,2
µj1 · · · µjmj
+
m1∑
i=3
µ13 · · · µˆ1i · · · µ1m1 ⊗ µ1i µ31 · · · µ3m3
N⊗
j 6=1,3
µj1 · · · µjmj
+
N∑
l=4
(l − 2) µ13 · · · µ1m1 ⊗
ml−2∑
i=1
µl−21 · · · µˆl−2i · · · µl−2ml
⊗µl−2i µl1 · · · µlml
N⊗
j 6=1,l,l−2
µj1 · · · µjmj
]
1
(m1 − 2)!α
µ13···µ1m1
−1
N∏
j 6=1
(
1
jmjmj !
α
µj1···µjmj
−j
)
|0, k〉 = 0. (5.110b)
A hat on an index means that the index is skipped there (and it should appear somewhere
else). In the above derivation we have used the identity for the Young tableaux
1 · · · p = 1
p
[
1 + σ(21) + σ(321) + · · ·σ(p···1)
]
2 · · · p ⊗ 1
=
1
p
p∑
i=1
σ(i1) 2 · · · p ⊗ 1 , (5.111)
where σ(i···j) are permutation operators.
a. High energy limit of Virasoro constraints States which satisfy the Virasoro con-
straints are physical states. What we are going to show in the following is that, in the
high energy limit, the Virasoro constraints turn out to be strong enough to give the lin-
ear relationship among the physical states. To take the high energy limit for the Virasoro
constraints, we replace the indices (µi, νi) by L or T with
kµi → MeL, ηµ1µ2 → eT eT , (5.112)
where M is the mass operator.
The Virasoro constraints (5.110a) and (5.110b) at high energies become (see Appendix
B for detail)
T · · · · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m+2
⊗ L · · · L︸ ︷︷ ︸
q
= −2m+ 1
M
T · · · · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q+1
, (5.113a)
T · · · · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q+1
= − 1
2M
T · · · T︸ ︷︷ ︸
n−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
, (5.113b)
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where we have renamed m2 → q and m1 → N − 2q.By mathematical recursion, Eq.(5.113a)
and Eq.(5.113b) lead to
T · · · T︸ ︷︷ ︸
N−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
=
(2m− 1)!! (−M)q
(2m+ 2q − 1)!! T · · · T︸ ︷︷ ︸
N−2q−2m
L · · · L︸ ︷︷ ︸
2m+2q
, (5.114a)
T · · · T︸ ︷︷ ︸
N−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
=
(
− 1
2M
)q
T · · · T︸ ︷︷ ︸
N−2m
L · · · L︸ ︷︷ ︸
2m
. (5.114b)
Combining equations (5.114a) and (5.114b), we get
T · · · T︸ ︷︷ ︸
N−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
=
(
− 1
2M
)q
(2k − 1)!!
4m (N − 1)m T · · · T︸ ︷︷ ︸
N
, (5.115)
which is equivalent to Eq.(5.60).
To get the ratio for the specific physical states, we make the Young tableaux decomposi-
tion
T · · · T︸ ︷︷ ︸
N−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
=
q∑
l=0
T · · · T L · · · L
L · · · L
· (l!C lqC lN−2q−2m) , (5.116)
where C lq =
q!
l!(q−l)! and we have (N − 2q− 2m) T ’s and (2m+ q− l) L’s in the first column,
(l) L’s in the second column in the second line of the above equation. Therefore, we obtain
T · · · T L · · · L
L · · · L
=
1∑q
l=0 l!C
l
qC
l
N−2q−2m
(
− 1
2M
)q
(2m− 1)!!
4m (N − 1)m T · · · T︸ ︷︷ ︸
N
,
which is consistent with the ratios Eqs.(5.16), (5.40), and (5.102) for M2 = 4, 6, 8 respec-
tively.
D. Saddle-point calculation
In previous sections, we have identified the leading high energy amplitudes and derived
the ratios among high energy amplitudes for members of a family at given mass levels,
based on decoupling principle. While deductive arguments help to clarify the underlying
assumptions and solidify the validity of decoupling principle, it is instructive to compare
it with a different approach, such as the saddle-point approximation [30]. Therefore, we
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shall perform direct calculations to check the results obtained above and make comparisons
between these two approaches.
In this section, we give a direct verification of the ratios among leading high energy
amplitudes based on the saddle-point method. The four-point amplitudes to be calculated
consist of one massive tensor and three tachyons. Since we have shown that in the high
energy limit the only relevant states are those corresponding to
(αT−1)
N−2m−2q(αL−1)
2m(αL−2)
q|0, k〉, −k2 = 2(N − 1), (5.117)
we only need to calculate the following four-point amplitude
T (N,2m,q) ≡
∫ 4∏
i=1
dxi〈V1V (N,2m,q)2 V3V4〉, (5.118)
where
V
(N,2m,q)
2 ≡ (∂XT )N−2m−2q(∂XP )2m(∂2XP )qeik2X2 , (5.119)
Vi ≡ eikiXi, i = 1, 3, 4. (5.120)
Notice that here for leading high energy amplitudes we replace the polarization L by P .
Using either path-integral or operator formalism, after SL(2, R) gauge fixing, we obtain
the s− t channel contribution to the stringy amplitude at tree level
T (N,2m,q) ⇒
∫ 1
0
dxx(1,2)(1− x)(2,3)
[
eT · k1
x
− e
T · k3
1− x
]N−2m−2q
·
[
eP · k1
x
− e
P · k3
1− x
]2m [
−e
P · k1
x2
− e
P · k3
(1− x)2
]q
. (5.121)
In order to apply the saddle-point method, we need to rewrite the amplitude above into
the “canonical form”. That is,
T (N,2m,q)(K) =
∫ 1
0
dx u(x)e−Kf(x), (5.122)
where
K ≡ −(1, 2)→ s
2
→ 2E2, (5.123)
τ ≡ −(2, 3)
(1, 2)
→ − t
s
→ sin2 φ
2
, (5.124)
f(x) ≡ ln x− τ ln(1− x), (5.125)
u(x) ≡
[
(1, 2)
M
]2m+q
(1− x)−N+2m+2q(f ′)2m(f ′′)q(−eT · k3)N−2m−2q. (5.126)
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The saddle-point for the integration of moduli, x = x0, is defined by
f ′(x0) = 0, (5.127)
and we have
x0 =
1
1− τ , 1− x0 = −
τ
1− τ , f
′′(x0) = (1− τ)3τ−1. (5.128)
From the definition of u(x), it is easy to see that
u(x0) = u
′(x0) = .... = u
(2m−1)(x0) = 0, (5.129)
and
u(2m)(x0) =
[
(1, 2)
M
]2m+q
(1− x0)−N+2m+2q(2m)!(f ′′0 )2m+q(−eT · k3)N−2m−2q. (5.130)
With these inputs, one can easily evaluate the Gaussian integral associated with the
four-point amplitudes, Eq.(5.122),∫ 1
0
dx u(x)e−Kf(x)
=
√
2π
Kf ′′0
e−Kf0
[
u
(2m)
0
2m m! (f ′′0 )m Km
+O(
1
Km+1
)
]
=
√
2π
Kf ′′0
e−Kf0
[
(−1)N−q 2
N−2m−q(2m)!
m! M2m+q
τ−
N
2 (1− τ) 3N2 EN +O(EN−2)
]
. (5.131)
This result shows explicitly that with one tensor and three tachyons, the energy and angle
dependence for the high energy four-point amplitudes only depend on the level N , and we
can solve for the ratios among high energy amplitudes within the same family,
lim
E→∞
T (N,2m,q)
T (N,0,0) =
(−1)q(2m)!
m!(2M)2m+q
=
(
−2m− 1
M
)
....
(
− 3
M
)(
− 1
M
)(
− 1
2M
)m+q
, (5.132)
which is consistent with Eq.(5.60).
We conclude this section with three remarks. Firstly, from the saddle-point approach,
it is easy to see why the product of αP−1 oscillators induce energy suppression. Their con-
tribution to the stringy amplitude is proportional to powers of f ′(x0), which is zero in
the leading order calculation. Secondly, one can also understand why only even numbers
of αP−1 oscillators will survive for high energy amplitudes based on the structure of Gaus-
sian integral in Eq.(5.122). While for a vertex operator containing (2m + 1) αP−1’s, we
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have u(x0) = u
′(x0) = .... = u(2m)(x0) = 0, and the leading contribution comes from
u(2m+1)(x0)(x − x0)2m+1, this gives zero since the odd-power moments of Gaussian integral
vanish. Finally, for the alert readers, since we only discuss the s − t channel contribution
to the scattering amplitudes, the integration range for the x variable seems to devoid of a
direct application of saddle-point method. We will discuss this issue in chapter VII.
E. 2D string at high energies
Although we have shown that there exist infinitely many linear relations among 4-point
functions which uniquely fix their ratios in the high-energy limit, it is not totally clear that
there is a hidden symmetry responsible for it. However, we would like to claim that these
linear relations are indeed the manifestation of the long-sought hidden symmetry of string
theory, and that we are on the right track of understanding the symmetry. To persuade the
readers, we test our claim on a toy model of string theory –the 2D string theory.
While the hidden symmetry of the 26D bosonic string theory is still at large, the w∞
symmetry of the 2D string theory is much better understood. It is known to be associated
with the discrete Polyakov states discussed in chapter III of part I of this review. Let us
now check whether the w∞ symmetry is generated by the high energy limit of ZNS. In [23] ,
explicit expression for a class of discrete ZNS with Polyakov momenta was given in Eq.(3.26).
For illustration, let’s repeat it here
G+J,M =(J +M + 1)
−1
∫
dz
2πi
[
ψ+1,−1(z)ψ
+
J,M+1(0) + ψ
+
J,M+1(z)ψ
+
1,−1(0)
]
∼(J −M)!∆(J,M,−i
√
2X)Exp
[√
2(iMX + (J − 1)φ)
]
+ (−1)2J
J−M∑
j=1
(J −M − 1)!
∫
dz
2πi
D(J,M,−i
√
2X(z), j)
· Exp
[√
2(i(M + 1)X(z) + (J − 1)φ(z)−X(0))
]
.
(5.133)
Here ∆(J,M,−i√2X) is defined by
∆(J,M,−i
√
2X) =
∣∣∣∣∣∣∣∣∣∣∣
S2J−1 S2J−2 · · · SJ+M
S2J−2 S2J−3 · · · SJ+M−1
· · · · · · · · · · · ·
SJ+M SJ+M−1 · · · S2M+1
∣∣∣∣∣∣∣∣∣∣∣
, (5.134)
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where
Sk = Sk
({
−i√2
k!
∂kX(0)
})
, and Sk = 0 if k < 0, (5.135)
and Sk({ai})’s denote the Schur polynomial defined by
exp
( ∞∑
k=1
akx
k
)
=
∞∑
k=0
Sk({ai})xk. (5.136)
D(J,M,−i√2X(z), j) is defined by a similar expression as Eq.(5.134), but with the j-th row
replaced by {(−z)j − 1− 2J, (−z)j − 2J, · · · , (−z)j−J−M−2}. It was shown [23] that ZNS in
Eq.(5.133) generate a w∞ algebra.
In the high energy limit, the factors ∂kXA are generically proportional to a linear combi-
nation of the momenta of other vertices, so it scales with energy E. Thus D(J,M,−i√2X, j)
is subleading to ∆(J,M,−i√2X). Ignoring the second term in Eq.(5.133) for this reason,
we see that these ZNS indeed approach to the discrete states ψ+JM in Eq.(3.20)! Thus, the
w∞ algebra generated by Eq.(5.133) is identified to w∞ symmetry in Eq.(3.25). This result
strongly suggests that the linear relations among correlation functions obtained from ZNS
are indeed related to the hidden symmetry also for the 26D strings.
In chapter XV of part III of this review, we will address a similar issue in the RR of 26D
string theory, where high energy spacetime symmetry is shown to be related to SL(5, C) of
the Appell function F1. Although we still do not know what is the exact symmetry group
of 26D strings, or how it acts on states, these works shed new light on the road to finding
the answers.
VI. ZNS IN DDF CONSTRUCTION AND WSFT
In this chapter, in addition to the OCFQ scheme, we will identify and calculate [16] the
counterparts of ZNS in two other quantization schemes of 26D open bosonic string theory,
namely, the light-cone DDF [128–130] ZNS and the off-shell BRST ZNS (with ghost) in
WSFT. In particular, special attentions are paid to the inter-particle ZNS in all quantization
schemes. For the case of off-shell BRST ZNS, we impose the no ghost conditions and exactly
recover two types of on-shell ZNS in the OCFQ string spectrum for the first few low-lying
mass levels. We then show that off-shell gauge transformations of WSFT are identical to
the on-shell stringy gauge symmetries generated by two types of ZNS in the OCFQ string
theory.
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Our calculations in this chapter serve as the first step to study stringy symmetries in light-
cone DDF and BRST string theories, and to bridge the links between different quantization
schemes for both on-shell and off-shell string theories. In section A, we first review the
calculations of ZNS in OCFQ spectrum. The most general spectrum analysis in the helicity
basis, including ZNS, is then given to discuss the inter-particle D2 ZNS [6, 8, 12, 13] at
mass level M2 = 4. We will see that one can use polarization of either one of the two
positive-norm states to represent the polarization of the inter-particle ZNS.
In section B, we calculate both type I and type II ZNS in the light-cone DDF string up to
mass level M2 = 4. In section C, we first calculate off-shell ZNS with ghosts from linearized
gauge transformation of WSFT. After imposing the no ghost conditions on these ZNS, we
can exactly reproduce two types of ZNS in OCFQ spectrum for the first few low-lying mass
levels. We then show that off-shell gauge transformations of WSFT are identical to the
on-shell stringy gauge symmetries generated by two types of ZNS in the generalized massive
σ-model approach [6, 8] of string theory.
Based on the ZNS calculations [27–30], we thus have related gauge symmetry of WSFT
[17] to the high energy stringy symmetry conjectured by Gross [1–5].
A. ZNS in the OCFQ spectrum
1. ZNS with constraints
In the OCFQ spectrum of open bosonic string theory, the solutions of physical states
conditions include positive-norm propagating states and two types of ZNSs. The solutions
of ZNS up to the mass level M2 = 4 were calculated in chapter II. We re-list them in the
following :
1. M2 = −k2 = 0 :
L−1 |x〉 = k · α−1 |0, k〉 ; |x〉 = |0, k〉 ; |x〉 = |0, k〉 . (6.1)
2. M2 = −k2 = 2 :
(
L−2 +
3
2
L2−1
)
|x˜〉 =
[
1
2
α−1 · α−1 + 5
2
k · α−2 + 3
2
(k · α−1)2
]
|0, k〉 ; |x˜〉 = |0, k〉 , (6.2a)
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L−1 |x〉 = [θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 ; |x〉 = θ · α−1 |0, k〉 , θ · k = 0. (6.2b)
3. M2 = −k2 = 4 :
(
L−2 +
3
2
L2−1
)
|x˜〉 =
[
4θ · α−3 + 1
2
(α−1 · α−1)(θ · α−1) + 5
2
(k · α−2)(θ · α−1)
+
3
2
(k · α−1)2(θ · α−1) + 3(k · α−1)(θ · α−2)
]
|0, k〉 ;
|x˜〉 = θ · α−1 |0, k〉 , k · θ = 0, (6.3a)
L−1 |x〉 = [2θµναµ−1αν−2 + kλθµναλ−1αµ−1αν−1] |0, k〉 ;
|x〉 = θµναµν−1 |0, k〉 , k · θ = ηµνθµν = 0, θµν = θνµ, (6.3b)
L−1 |x〉 =
[
1
2
(k · α−1)2(θ · α−1) + 2θ · α−3 + 3
2
(k · α−1)(θ · α−2)
+
1
2
(k · α−2)(θ · α−1)
]
|0, k〉 ;
|x〉 = [2θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 , θ · k = 0, (6.3c)
L−1 |x〉 =
[
17
4
(k · α−1)3 + 9
2
(k · α−1)(α−1 · α−1) + 9(α−1 · α−2)
+ 21(k · α−1)(k · α−2) + 25(k · α−3)] |0, k〉 ;
|x〉 =
[
25
2
k · α−2 + 9
2
α−1 · α−1 + 17
4
(k · α−1)2
]
|0, k〉 . (6.3d)
Note that there are two degenerate vector ZNSs, Eq.(6.3a) for type II and Eq.(6.3c) for type
I, at mass level M2 = 4. We define D2 vector ZNS by antisymmetrizing those terms which
contain αµ−1α
ν
−2 in Eq.(6.3a) and Eq.(6.3c) as following
|D2〉 =
[(
1
2
kµkνθλ + 2ηµνθλ
)
αµ−1α
ν
−1α
λ
−1 + 9kµθνα
[µ
−2α
ν]
−1 − 6θµαµ−3
]
|0, k〉 , k·θ = 0. (6.4)
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Similarly D1 vector ZNS is defined by symmetrizing those terms which contain α
µ
−1α
ν
−2 in
Eq.(6.3a) and Eq.(6.3c)
|D1〉 =
[(
5
2
kµkνθλ + ηµνθλ
)
αµ−1α
ν
−1α
λ
−1 + 9kµθνα
(µ
−2α
ν)
−1 + 6θµα
µ
−3
]
|0, k〉 , k · θ = 0. (6.5)
In general, an inter-particle ZNS can be defined to be D2 + αD1, where α is an arbitrary
constant.
2. ZNS in the helicity basis
In this section, we are going to do the most general spectrum analysis which naturally
includes ZNS. We will then solve the Virasoro constraints in the helicity basis and recover
the ZNS listed above. In particular, this analysis will make it clear how D2 ZNS in Eq.(6.4)
can induce the inter-particular symmetry transformation for two propagating states at the
mass level M2 = 4.
We begin our discussion for the mass level M2 = 2. At this mass level, the general
expression for the physical states can be written as
[ǫµνα
µ
−1α
ν
−1 + ǫµα
µ
−2]|0, k〉. (6.6)
In the OCFQ of string theory, physical states satisfy the mass shell condition
(L0 − 1)|phys〉 = 0⇒ k2 = −2; (6.7)
and the Virasoro constraints L1|phys〉 = L2|phys〉 = 0 which give
ǫµ = −ǫµνkν , (6.8)
ηµνǫµν = 2ǫµνk
µkν . (6.9)
In order to solve for the constraints Eq.(6.8) and Eq.(6.9) in a covariant way, it is convenient
to make the following change of basis,
eP ≡ 1
m
(E, 0, ...., k) (6.10a)
eL ≡ 1
m
(k, 0, ...., E) (6.10b)
eTi ≡ (0, 0, ...., 1(i-th spatial direction), ...., 0), i = 1, 2, ...., 24. (6.10c)
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The 2nd rank tensor ǫµν can be written in the helicity basis Eq.(6.10a) to Eq.(6.10c) as
ǫµν =
∑
A,B
uABe
A
µ e
B
ν , A, B = P, L, Ti. (6.11)
In this new representation, the second Virasoro constraint Eq.(6.9) reduces to a simple
algebraic relation, and one can solve it
uPP =
1
5
(
uLL +
24∑
i=1
uTiTi
)
. (6.12)
In order to perform an irreducible decomposition of the spin-two state into the trace and
traceless parts, we define the following variables
x ≡ 1
25
(
uLL +
24∑
i=1
uTiTi
)
, (6.13)
y ≡ 1
25
(
uLL − 1
24
24∑
i=1
uTiTi
)
. (6.14)
We can then write down the complete decompositions of the spin-two polarization tensor as
ǫµν = x
(
5ePµ e
P
ν + e
L
µe
L
ν +
24∑
i=1
eTiµ e
Ti
ν
)
+ y
24∑
i=1
(
eLµe
L
ν − eTiµ eTiν
)
+
∑
i,j
(uTiTj −
δij
24
24∑
l=1
uTlTl)e
Ti
µ e
Tj
ν
+ uPL(e
P
µ e
L
ν + e
L
µe
P
ν ) +
24∑
i=1
uPTi(e
P
µ e
Ti
ν + e
Ti
µ e
P
ν ) +
24∑
i=1
uLTi(e
L
µe
Ti
ν + e
Ti
µ e
L
ν ). (6.15)
The first Virasoro constraint Eq.(6.8) implies that ǫµ vector is not an independent variable,
and is related to the spin-two polarization tensor ǫµν as follows
ǫµ = 5
√
2xePµ +
√
2uPLe
L
µ +
√
2
24∑
i=1
uPTie
Ti
µ . (6.16)
Finally, combining the results of Eq.(6.14),Eq.(6.15) and Eq.(6.16), we get the complete
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solution for physical states at mass level M2 = 2
[ǫµνα
µ
−1α
ν
−1 + ǫµα
µ
−2]|0, k〉
= x
(
5αP−1α
P
−1 + α
L
−1α
L
−1 +
24∑
i=1
αTi−1α
Ti
−1 + 5
√
2αP−2
)
|0, k〉 (6.17)
+ y
24∑
i=1
(
αL−1α
L
−1 − αTi−1αTi−1
) |0, k〉 (6.18)
+
∑
i,j
(
uTiTj −
δij
24
24∑
l=1
uTlTl
)
αTi−1α
Tj
−1|0, k〉 (6.19)
+ uPL
(
2αP−1α
L
−1 +
√
2αL−2
)
|0, k〉 (6.20)
+
24∑
i=1
uPTi
(
2αP−1α
Ti
−1 +
√
2αTi−2
)
|0, k〉 (6.21)
+ 2
24∑
i=1
uLTiα
L
−1α
Ti
−1|0, k〉, (6.22)
where the oscillator creation operators αP−1, α
L
−1, α
Ti
−1, etc., are defined as
αA−n ≡ eAµ · αµ−n, n ∈ N, A = P, L, Ti. (6.23)
In comparison with the standard expressions for ZNS in section A, we find that Eq.(6.17),
Eq.(6.20) and Eq.(6.21) are identical to the type II singlet and type I vector ZNS for the
mass level M2 = 2
Eq.(6.17) = 2x
[(
1
2
ηµν +
3
2
kµkν
)
αµ−1α
ν
−1 +
5
2
kµα
µ
−2
]
|0, k〉, (6.24a)
Eq.(6.20) =
√
2uPL[e
L
µkνα
µ
−1α
ν
−1 + e
L
µα
µ
−2]|0, k〉, (6.24b)
Eq.(6.21) =
24∑
i=1
√
2uPTi
[
eTiµ kνα
µ
−1α
ν
−1 + e
Ti
µ α
µ
−2
] |0, k〉. (6.24c)
In addition, one can clearly see from our covariant decomposition how ZNS generate gauge
transformations on positive-norm states. While a nonzero value for x induces a gauge
transformation along the type II singlet ZNS direction, the coefficients uPL, uPTi parametrize
the type I vector gauge transformations with polarization vectors θ = eL and θ = eTi,
respectively. Finally, by a simple counting of degrees of freedom, one can identify Eq.(6.18),
Eq.(6.19) and Eq.(6.22) as the singlet (1), (traceless) tensor (299), and vector (24) positive-
norm states, respectively. These positive-norm states are in a one-to-one correspondence
with the degrees of freedom in the light-cone quantization scheme.
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We now turn to the analysis of M2 = 4 spectrum. Due to the complexity of our cal-
culations, we shall present the calculations in three steps. We shall first write down all of
physical states (including both positive-norm and ZNS) in the simplest gauge choices in
the helicity basis. We then calculate the spin-3 state decomposition in the most general
gauge choice. Finally, the complete analysis will be given to see how D2 ZNS in Eq.(6.4) can
induce the inter-particle symmetry transformation for two propagating states at the mass
level M2 = 4.
a. Physical states in the simplest gauge choices To begin with, let us first analyses the
positive-norm states. There are two particles at the mass level M2 = 4, a totally symmetric
spin-three particle and an antisymmetric spin-two particle. The canonical representation of
the spin-three state is usually chosen as
ǫµνλ α
µ
−1α
ν
−1α
λ
−1|0, k〉, k2 = −4, (6.25)
where the totally symmetric polarization tensor ǫµνλ can be expanded in the helicity basis
as
ǫµνλ =
∑
A,B,C
u˜ABCe
A
µ e
B
ν e
C
λ , A, B, C = P, L, Ti. (6.26)
The Virasoro conditions on the polarization tensor can be solved as follows
kλǫµνλ = 0⇒u˜PAB = 0, ∀A,B = P, L, Ti, (6.27)
ηνλǫµνλ = 0⇒u˜LLL +
∑
i
u˜TiTiL = 0,
u˜LLTi +
∑
j
u˜TjTjTi = 0. (6.28)
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If we choose to keep the minimal number of L components in the expansion coefficients
u˜ABC for the spin-three particle, we get the following canonical decomposition
|A(ǫ)〉 ≡ (ǫµνλαµ−1αν−1αλ−1)|0, k〉 = |A(u˜)〉
=
∑
i
u˜TiTiTi(α
Ti
−1α
Ti
−1α
Ti
−1 − 3αL−1αL−1αTi−1)|0, k〉
+
∑
i 6=j
3 u˜TjTjTi(α
Tj
−1α
Tj
−1α
Ti
−1 − αL−1αL−1αTi−1)|0, k〉
+
∑
(i 6=j 6=k)
6 u˜TiTjTk(α
Ti
−1α
Tj
−1α
Tk
−1)|0, k〉
+
∑
i
u˜LTiTi(3 α
L
−1α
Ti
−1α
Ti
−1 − αL−1αL−1αL−1)|0, k〉
+
∑
(i 6=j)
6 u˜LTiTj (α
L
−1α
Ti
−1α
Tj
−1)|0, k〉. (6.29)
It is easy to check that the 2900 independent degrees of freedom of the spin-three particle
decompose into 24 + 552 + 2024 + 24 + 276 in the above representation.
Similarly, for the antisymmetric spin-two particle, we have the following canonical repre-
sentation
ǫ[µ,ν]α
µ
−1α
ν
−2|0, k〉. (6.30)
Rewriting the polarization tensor ǫ[µ,ν] in the helicity basis
ǫ[µ,ν] =
∑
A,B
v[A,B]e
A
µ e
B
ν , (6.31)
and solving the Virasoro constraints
kνǫ[µ,ν] = 2v[P,L]e
L
µ + 2
24∑
i=1
v[P,Ti]e
Ti
µ = 0, (6.32)
we obtain the following decomposition for the spin-two state
|B(ǫ)〉 ≡ ǫ[µ,ν]αµ−1αν−2|0, k〉 = |B(v)〉
=
∑
i
v[L,Ti](α
L
−1α
Ti
−2 − αTi−1αL−2)|0, k〉+
∑
(i 6=j)
v[Ti,Tj ](α
Ti
−1α
Tj
−2 − αTj−1αTi−2)|0, k〉. (6.33)
Finally, one can check that the 300 independent degrees of freedom of the spin-two particle
decompose into 24 + 276 in the above expression.
For the ZNS at M2 = 4, we have the following decompositions
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1. Spin-two tensor
|C(θ)〉 ≡ (kλθµναµ−1αν−1αλ−1 + 2 θµναµ−1αν−2)|0, k〉
=
∑
i
2 θTiTi(α
Ti
−1α
Ti
−1α
P
−1 − αL−1αL−1αP−1 + αTi−1αTi−2 − αL−1αL−2)|0, k〉
+
∑
(i 6=j)
2 θTiTj (2 α
Ti
−1α
Tj
−1α
P
−1 + α
Ti
−1α
Tj
−2 + α
Tj
−1α
Ti
−2)|0, k〉
+
∑
i
2 θLTi(2 α
L
−1α
Ti
−1α
P
−1 + α
L
−1α
Ti
−2 + α
Ti
−1α
L
−2)|0, k〉, (6.34)
where we have solved the Virasoro constraints on the polarization tensor θµν
θµν =
∑
A,B
θABe
A
µ e
B
ν , (6.35a)
ηµνθµν = −θPP + θLL +
∑
i
θTiTi = 0, (6.35b)
kνθµν = −2θPP ePµ − 2θPLeLν − 2
∑
i
θPTie
Ti
µ = 0. (6.35c)
The 324 degrees of freedom of on-shell θµνdecompose into 24 + 276 + 24 in Eq.(6.34).
2. Spin-one vector (with polarization vector θ · k = 0, θµ =
∑
A θAe
A
µ , A = L, Ti)
|D1(θ)〉 ≡
[(
5
2
kµkνθλ + ηµνθλ
)
αµ−1α
ν
−1α
λ
−1 + 9k(µθν)α
µ
−1α
ν
−2 + 6θµα
µ
−3
]
|0, k〉
=
∑
A
θA
[
9αP−1α
P
−1α
A
−1 + α
L
−1α
L
−1α
A
−1 +
∑
i
αTi−1α
Ti
−1α
A
−1
+9(αP−1α
A
−2 + α
A
−1α
P
−2) + 6α
A
−3
] |0, k〉. (6.36)
3. Spin-one vector (with polarization vector θ · k = 0, θµ =
∑
A θAe
A
µ , A = L, Ti)
|D2(θ)〉 ≡
[(
1
2
kµkνθλ + 2ηµνθλ
)
αµ−1α
ν
−1α
λ
−1 − 9k[µθν]αµ−1αν−2 − 6θµαµ−3
]
|0, k〉 (6.37)
=
∑
A
θA
[
2αL−1α
L
−1α
A
−1 + 2
∑
j
α
Tj
−1α
Tj
−1α
A
−1 − 9(αP−1αA−2 − αA−1αP−2)− 6αA−3
]
|0, k〉.
(6.38)
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4. spin-zero singlet
|E〉 ≡
[(
17
4
kµkνkλ +
9
2
ηµνkλ
)
αµ−1α
ν
−1α
λ
−1 + (21kµkν + 9ηµν)α
µ
−1α
ν
−2 + 25kµα
µ
−3
]
|0, k〉
=
[
25
(
αP−1α
P
−1α
P
−1 + 3α
P
−1α
P
−2 + 2α
P
−3
)
+ 9αL−1α
L
−1α
P
−1 + 9α
L
−1α
L
−2 + 9
∑
i
(
αTi−1α
Ti
−1α
P
−1 + α
Ti
−1α
Ti
−2
)
(6.39)
b. Spin-three state in the most general gauge choice In this section, we study the most
general gauge choice associated with the totally symmetric spin-three state
[εµνλα
µ
−1α
ν
−1α
λ
−1 + ε(µν)α
µ
−1α
ν
−2 + εµα
µ
−3]|0, k〉, (6.40)
where Virasoro constraints imply
ε(µν) = −3
2
kλεµνλ, (6.41a)
εµ =
1
2
kνkλεµνλ, (6.41b)
2ηµνεµνλ = k
µkνεµνλ. (6.41c)
Eq.(6.41a) and Eq.(6.41b) imply that both ε(µν) and εµ are not independent variables, and
Eq.(6.41c) stands for the constraint on the polarization εµνλ. In the helicity basis, we define
εµνλ =
∑
A,B,C
uABC e
A
µ e
B
ν e
C
λ , A, B, C = P, L, Ti. (6.42)
Eq.(6.41c) then gives ∑
A,B
ηABuABC = 2uPPC, A, B, C = P, L, Ti, (6.43)
which implies
3uPPC − uLLC −
∑
j
uTjTjC = 0, C = P, L, Ti. (6.44)
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Eliminating uLLP , uLLL and uLLTi from above equations, we have the solution for εµνλ, ε(µν)
and εµ
εµνλ = uPPP [e
P
µ e
P
ν e
P
λ + 3(e
L
µe
L
ν e
P
λ + per.)] + uPPL [(e
P
µ e
P
ν e
L
λ + per.) + 3e
L
µe
L
ν e
L
λ ]
+
∑
i
uPPTi [(e
P
µ e
P
ν e
Ti
λ + per.) + 3(e
L
µe
L
ν e
Ti
λ + per.)] +
∑
i
uPTiTi [(e
P
µ e
Ti
ν e
Ti
λ + per.)− (eLµeLν ePλ + per.)]
+
∑
(i 6=j)
uPTiTj [e
P
µ e
Ti
ν e
Tj
λ + per.] +
∑
i
uPLTi [e
P
µ e
L
ν e
Ti
λ + per.] +
∑
i
uLTiTi [(e
L
µe
Ti
ν e
Ti
λ + per.)− eLµeLν eLλ ]
+
∑
(i 6=j)
uLTiTj [e
L
µe
Ti
ν e
Tj
λ + per.] +
∑
i
uTiTiTi [e
Ti
µ e
Ti
ν e
Ti
λ − (eLµeLν eTiλ + per.)]
+
∑
i 6=j
uTjTjTi [(e
Tj
µ e
Tj
ν e
Ti
λ + per.)− (eLµeLν eTiλ + per.)]
+
∑
(i 6=j 6=k)
uTiTjTk [e
Ti
µ e
Tj
ν e
Tk
λ + per.], (6.45)
1
3
ε(µν) = uPPP (e
P
µ e
P
ν + 3e
L
µe
L
ν ) + uPPL(e
P
µ e
L
ν + e
L
µe
P
ν ) +
∑
i
uPPTi(e
P
µ e
Ti
ν + e
Ti
µ e
P
ν )
+
∑
i
uPLTi(e
L
µe
Ti
ν + e
Ti
µ e
L
ν ) +
∑
i
uPTiTi(e
Ti
µ e
Ti
ν − eLµeLν ) +
∑
(i 6=j)
uPTiTj (e
Ti
µ e
Tj
ν + e
Tj
ν e
Tj
µ ),
(6.46)
1
2
εµ = [uPPP e
P
µ + uPPL e
L
µ +
∑
i
uPPTi e
Ti
µ ]. (6.47)
Putting all these polarizations back to the general form of physical states Eq.(6.40), we get
[εµνλα
µ
−1α
ν
−1α
λ
−1 + ε(µν)α
µ
−1α
ν
−2 + εµα
µ
−3]|0, k〉 = |A(u˜)〉+ |C(θ)〉
+
[
1
9
(uLLL +
∑
i
uTiTiL)
]
|D1(eL)〉
+
∑
i
[
1
9
(uLLTi +
∑
j
uTjTjTi)
]
|D1(eTi)〉
+
1
75
[
uLLP +
∑
i
uPTiTi
]
|E〉. (6.48)
For the first two terms on the right hand side of Eq.(6.48), we need to make the following
replacements. For the positive-norm state |A(u˜)〉 in Eq.(6.29)
u˜TiTiTi → uTiTiTi −
1
3
uPPTi, u˜TjTjTi → uTjTjTi −
1
9
uPPTi,
u˜TiTjTk → uTiTjTk u˜LTiTi → uLTiTi −
1
9
uPPL, u˜LTiTj → uLTiTj . (6.49)
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For the spin-two ZNS |C(θ)〉 in Eq.(6.34), the replacement is given by
2θLTi → 3uPLTi, 2θTiTj → 3uPTiTj , for i 6= j, 2θTiTi → 3(uPTiTi −
3
25
uPPP ). (6.50)
It is important to note that for the spin-three gauge multiplet, only spin-two, singlet and
D1 vector ZNS appear in the decomposition Eq.(6.48). In the next section, we will see how
one can include the missing D2 ZNS in the analysis.
c. Complete spectrum analysis and the D2 ZNS After all these preparations, we are
ready for a complete analysis of the most general decomposition of physical states atM2 = 4.
The most general form of physical states at this mass level are given by
[ǫµνλα
µ
−1α
ν
−1α
λ
−1 + ǫ(µν)α
µ
−1α
ν
−2 + ǫ[µν]α
µ
−1α
ν
−2 + ǫµα
µ
−3]|0, k〉. (6.51)
The Virasoro constraints are
ǫ(µν) = −3
2
kλǫµνλ, (6.52a)
−kνǫ[µν] + 3ǫµ = 3
2
kνkλǫµνλ, (6.52b)
2kνǫ[µν] + 3ǫµ = 3(k
νkλ − ηνλ)ǫµνλ. (6.52c)
The solutions to Eq.(6.52b) and Eq.(6.52c) are given by
kνǫ[µν] =
(
1
2
kνkλ − ηνλ
)
ǫµνλ, (6.53)
3ǫµ = (2k
νkλ − ηνλ)ǫµνλ. (6.54)
In contrast to the previous discussion Eq.(6.41a) and Eq.(6.41b) where both ǫ(µν) and ǫµ
are completely fixed by the leading spin-three polarization tensor ǫµνλ, we now have a new
contribution from kνǫ[µν]. It will become clear that this extra term includes the inter-particle
ZNS D2, Eq.(6.37) or Eq.(6.38). Furthermore, it should be clear that the antisymmetric
spin-two positive-norm physical states are defined by requiring ǫµνλ = ǫ(µν) = 0 and ǫµ =
kνǫ[µν] = 0. In the following, for the sake of clarity, we shall focus on the effects of the new
contribution induced by the ǫ[µν] only.
The two independent polarization tensors of the most general representation for physical
states Eq.(6.51) are given in the helicity basis by
ǫµνλ =
∑
ABC
UABC e
A
µ e
B
ν e
C
λ , A, B, C = P, L, Ti; (6.55)
ǫ[µν] =
∑
A,B
V[AB] e
A
µ e
B
ν . (6.56)
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The Virasoro constraint Eq.(6.53) demands that
3UPPP − ULLP −
∑
i
UPTiTi = 0, (6.57a)
3UPPL − ULLL −
∑
i
ULTiTi = 2V[PL], (6.57b)
3UPPTi − ULLTi −
∑
j
UTjTjTi = 2V[PTi]. (6.57c)
In contrast to Eq.(6.44), the solution to the above equations become
UPPL = U
(1)
PPL + U
(2)
PPL, where U
(1)
PPL =
1
3
(ULLL +
∑
i
UTiTiL), U
(2)
PPL =
2
3
V[PL] ; (6.58)
UPPTi = U
(1)
PPTi
+ U
(2)
PPTi
, where U
(1)
PPTi
=
1
3
(ULLTi +
∑
j
UTjTjTi), U
(2)
PPTi
=
2
3
V[PTi]. (6.59)
It is clear from the expressions above that only U
(2)
PPL and U
(2)
PPTi
give new contributions to
our previous analysis in the last section, so we can simply write down all these new terms
δǫµνλ =
2
3
[V[PL](e
P
µ e
P
ν e
L
λ + per.) +
∑
i
V[PTi](e
P
µ e
P
ν e
Ti
λ + per.)], (6.60a)
δǫ[µν] = V[PL](e
P
µ e
L
ν − per.) +
∑
i
V[PTi](e
P
µ e
Ti
ν − per.)
+
∑
i
V[TiL](e
Ti
µ e
L
ν − per.) +
∑
i 6=j
V[TjTi](e
Tj
µ e
Ti
ν − per.), (6.60b)
δǫ(µν) = 2[V[PL](e
P
µ e
L
ν + per.) +
∑
i
V[PTi](e
P
µ e
Ti
ν + per.)], (6.60c)
δǫµ = 2[V[PL]e
L
µ +
∑
i
V[PTi]e
Ti
µ ]. (6.60d)
Finally, the complete decomposition of physical states Eq.(6.51) in the helicity basis becomes
[ǫµνλα
µ
−1α
ν
−1α
λ
−1 + ǫ(µν)α
µ
−1α
ν
−2 + ǫ[µν]α
µ
−1α
ν
−2 + ǫµα
µ
−3]|0, k〉
= |A(UCBA)〉+ |B(V[TiA])〉+ |C(UPBA)〉 (6.61a)
+
∑
A=L,Ti
[
1
9
(ULLA +
∑
i
UTiTiA)]|D1(eA)〉 (6.61b)
− 1
9
∑
A=L,Ti
V[PA]|D′2(eA)〉 (6.61c)
+
1
75
[ULLP +
∑
i
UPTiTi]|E〉. (6.61d)
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In Eq.(6.61a), |A(UCBA)〉 is given by Eq.(6.29) with u˜CBA given by Eq.(6.49) and we have
replaced u by U on the r.h.s. of Eq.(6.49). The antisymmetric spin-two positive-norm
state |B(V[TiA])〉 is given by Eq.(6.33) and we have replaced v by V in Eq.(6.33). Finally,
|C(UPBA)〉 is given by Eq.(6.34) with θ given by Eq.(6.50) and we have replaced u by U on
the r.h.s. of Eq.(6.50). In Eq.(6.61c), |D′2(eA)〉 ≡ |D2(eA)〉 − 2|D1(eA)〉 is the inter-particle
ZNS introduced in the end of section A with α = −2. Note that the value of α is a choice
of convention fixed by the parametrization of the polarizations. It can always be adjusted
to be zero. In view of Eq.(6.58) and Eq.(6.59), we see that one can use either V[PA] or U
(2)
PPA
( A = L, Ti) to represent the polarization of the |D′2(eA)〉 inter-particle ZNS.
We conclude that once we turn on the antisymmetric spin-two positive-norm state in
the general representation of physical states Eq.(6.51), it is naturally accompanied by the
D′2 inter-particle ZNS. The polarization of the D
′
2 inter-particle ZNS can be represented
by either V[PA] or U
(2)
PPA ( A = L, Ti) in Eq.(6.55) and Eq.(6.56). Thus this inter-particle
ZNS will generate an inter-particle symmetry transformation in the σ-model calculation
considered in chapter I. Note that, in contrast to the high-energy symmetry of Gross, this
symmetry is valid to all orders in α′.
B. Light-cone ZNS in DDF construction
In the usual light-cone quantization of bosonic string theory, one solves the Virasoro con-
straints to get rid of two string coordinates X±. Only 24 string coordinates αin, i = 1, ..., , 24,
remain, and there are no ZNS in the spectrum. However, there existed another similar quan-
tization scheme, the DDF quantization, which did include the ZNS in the spectrum. In the
light-cone DDF quantization of open bosonic string [128–130], one constructs transverse
physical states with discrete momenta
pµ = pµ0 −Nkµ0 = (1, 0.....,−1 +N), (6.62)
where X± ≡ 1√
2
(X0 ±X25) and p+ = 1, p− = −1 +N. In Eq.(6.62), M2 = −p2 = 2(N − 1)
and pµ0 ≡ (1, 0...,−1), kµ0 ≡ (0, 0...,−1), respectively. All other states can be reached by
Lorentz transformations. The DDF operators are given by [128–130]
Ain =
1
2π
∫ 2π
0
X˙ i(τ)einX
+(τ)dτ, i = 1, ..., , 24, (6.63)
122
where the massless vertex operator V i(nk0, τ) = X˙
i(τ)einX
+(τ) is a primary field with con-
formal dimension one, and is periodic in the worldsheet time τ if one chooses kµ = nkµ0 with
n ∈ Z. It is then easy to show that
[Lm, A
i
n] = 0, (6.64)
[Aim, A
j
n] = mδijδm+n. (6.65)
In addition to sharing the same algebra, Eq.(6.65), with string coordinates αin, the DDF
operators Ain possess a nicer property Eq.(6.64), which enables us to easily write down a
general formula for the positive-norm physical states as following
(Aj−1)
i1(Ak−2)
i2 ....(Al−m)
im | 0, p0 >, ir ∈ Z, (6.66)
where | 0, p0 > is the tachyon ground state and N =
∑m
r=1rir is the level of the state.
Historically, DDF operators were used to prove no-ghost (negative-norm states) theorem for
D = 26 string theory. Here we are going to use them to analyses ZNS. It turns out that
ZNS can be generated by
A˜−n = A
−
n −
∑∞
m=1
∑D−2
i=1 : A
i
mA
i
n−m :, (6.67)
where A−n is given by
A−n =
1
2π
∫ 2π
0
[
: X˙−einX
+
: −1
2
in
d
dτ
(log X˙+)einX
+
]
dτ. (6.68)
It can be shown that A˜−n commute with Lm and satisfy the following algebra
[A˜−m, A
i
n] = 0, (6.69)
[A˜−m, A˜
−
n ] = (m− n)A˜−m+n +
26−D
12
m3δm+n. (6.70)
Eq.(6.65), Eq.(6.69) and Eq.(6.70) constitute the spectrum generating algebra for the open
bosonic string including ZNS. The ground state |0, p0〉 ≡ |0〉 satisfies the following conditions
Ain |0〉 = A˜−n |0〉 = 0, n > 0, (6.71)
A˜−0 |0〉 = −
26−D
24
, Ai0 |0〉 = 0. (6.72)
We are now ready to construct ZNS in the DDF formalism.
1. M2 = 0 : One has only one scalar A˜−−1 |0〉, which has zero-norm for any D.
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2. M2 = 2 : One has a light-cone vector Ai−1A˜
−
−1 |0〉, which has zero-norm for any D, and
two scalars, whose norms are calculated to be
‖ (aA˜−−1A˜−−1 + bA˜−−2) |0〉 ‖=
26−D
2
b2. (6.73)
For b = 0, one has a ”pure type I” ZNS, A˜−−1A˜
−
−1 |0〉, which has zero-norm for any D. By
combining with the light-cone vector Ai−1A˜
−
−1 |0〉 , one obtains a vector ZNS with 25 degrees
of freedom, which corresponds to Eq.(6.2b) in the OCFQ approach. For b 6= 0, one obtains
a type II scalar ZNS for D = 26, which corresponds to Eq.(6.2a) in the OCFQ approach.
3. M2 = 4 :
I. A spin-two tensor Ai−1A
j
−1A˜
−
−1 |0〉, which has zero-norm for any D.
II. Three light-cone vectors, whose norms are calculated to be
‖ (aAi−1A˜−−1A˜−−1 + bAi−2A˜−−1 + cAi−1A˜−−2) |0〉 ‖=
26−D
2
c2. (6.74)
III. Three scalars, whose norms are calculated to be
‖ (dA˜−−1A˜−−1A˜−−1 + eA˜−−1A˜−−2 + fA˜−−3) |0〉 ‖= 2(26−D)(e+ f)2. (6.75)
For c = 0 in Eq.(6.74), one has two ”pure type I” light-cone vector ZNS. For e + f =
0 in Eq.6.75), one has two ”pure type I” scalar ZNS. One of the two type I light-cone
vectors, when combining with the spin-two state in I, gives the type I spin-two tensor which
corresponds to Eq.(6.3b) in the OCFQ approach. The other type I light-cone vector, when
combining with one of the two type I scalar, gives the type I vector ZNS which corresponds to
Eq.(6.3c) in the OCFQ approach. The other type I scalar corresponds to Eq.(6.3d). Finally,
for c 6= 0 and e + f 6= 0, one obtains the type II vector ZNS for D = 26, which corresponds
to Eq.(6.3a) in the OCFQ approach. It is easy to see that a special linear combination of b
and e will give the inter-particle vector ZNS which corresponds to the inter-particle D2 ZNS
in Eq.(6.4). This completes the analysis of ZNS for M2 = 4.
Note that the exact mapping of ZNS in the light-cone DDF formalism and the OCFQ
approach depends on the exact relation between operators (A˜−n , A
i
n, Ln) and α
µ
n, which has
not been worked out in the literature.
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C. BRST ZNS in WSFT
In this section, we calculate BRST ZNS in the formulation of WSFT. In addition, we apply
the results to demonstrate that off-shell gauge transformations of WSFT are indeed identical
to the on-shell stringy gauge symmetries generated by two types of ZNS in the generalized
massive σ-model approach [6, 8] of string theory. In section I.D [15], the background ghost
transformations in the gauge transformations of WSFT [17] were shown to correspond, in a
one-to-one manner, to the lifting of on-shell conditions of ZNS in the OCFQ approach. Here
we go one step further to demonstrate the correspondence of stringy symmetries induced by
ZNS in OCFQ and BRST approaches.
Cubic string field theory is defined on a disk with the action
S = − 1
g0
(
1
2
∫
Φ ∗QBΦ + 1
3
∫
Φ ∗ Φ ∗ Φ
)
, (6.76)
where QB is the BRST charge
QB =
∞∑
n=−∞
Lm−ncn +
∞∑
m,n=−∞
m− n
2
: cmcnb−m−n : −c, (6.77)
and Φ is the string field with ghost number 1 and b, c are conformal ghosts. Since the ghost
number of vacuum on a disk is −3, the total ghost number of this action is 0 as expected.
The string field can be expanded as
Φ =
∑
k,m,n
Aµ··· ,k···m···n··· (x)α
µ
k · · · bm · · · cn · · · |Ω〉 , (6.78)
where the string ground states |Ω〉 are
|Ω〉 = c1 |0〉 . (6.79)
The gauge transformation for string field can be written as
δΦ = QBΛ + g (Φ ∗ Λ− Λ ∗ Φ) . (6.80)
where Λ is the a string field with ghost number 0.
For the purpose of discussion in this chapter, we are going to consider the linearized gauge
transformation
δΦ = QBΛ, (6.81)
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whereQBΛ is just the off-shell ZNS. In the following, we will explicitly show that the solutions
of Eq.(6.81) are in one-to-one correspondence to the ZNS obtained in OCFQ approach in
section VI.A level by level for the first several mass levels.
There is no ZNS in the lowest string mass level with M2 = −2, so our analysis will start
with the mass level of M2 = 0.
M2 = 0:
The string field can be expanded as
Φ =
{
iAµ (x)α
µ
−1 + α (x) b−1c0
} |Ω〉 , (6.82)
Λ =
{
ǫ0 (x) b−1
} |Ω〉 . (6.83)
The gauge transformation is then
QBΛ =
{
−1
2
α20ǫ
0b−1c0 + ǫ0α0 · α−1
}
|Ω〉 . (6.84)
The nilpotency of BRST charge QB gives
Q2BΛ = 0, (6.85)
which can be easily checked to be valid for any D. Thus Eq.(6.84) can be interpreted as a
type I ZNS. To compare it with the ZNS obtained in OCFQ approach in section II, we need
to reduce our Hilbert space by removing the ghosts states. In particular, the coefficients of
terms with ghost operators must vanish. For the state in Eq.(6.84), it is
α20ǫ
0 = 0, (6.86)
which give the on-shell condition k2 = 0 and the following ZNS
QBΛ = ǫ
0α0 · α−1 |Ω〉 . (6.87)
This is the same as the scalar ZNS obtained in OCFQ approach.
M2 = 2:
The string fields expansion are
Φ =
{−Bµν (x)αµ−1αν−1 + iBµ (x)αµ−2
+iβµ (x)α
µ
−1b−1c0 + β
0 (x) b−2c0 + β
1 (x) b−1c−1
} |Ω〉 , (6.88)
Λ =
{
iǫ0µ (x)α
µ
−1b−1 + ǫ
1 (x) b−2
} |Ω〉 . (6.89)
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The off-shell ZNS are calculated to be
QBΛ =
{(
iα0µǫ
0
ν +
1
2
ǫ1ηµν
)
αµ−1α
ν
−1 +
(
iǫ0 + ǫ1α0
) · α−2
− i1
2
(
α20 + 2
) (
ǫ0 · α−1
)
b−1c0 − 1
2
(
α20 + 2
)
ǫ1b−2c0
− (iǫ0 · α0 + 3ǫ1) b−1c−1} |Ω〉 . (6.90)
Nilpotency condition requires
Q2BΛ =
D − 26
2
ǫ1c−2 |Ω〉 = 0. (6.91)
There are two solutions of Eq.(6.91), which correspond to the type I and type II ZNS,
respectively.
1. Type I: in this case D is not restricted to the critical string dimension in Eq.(6.91),
i.e. D 6= 26. Thus
ǫ1 = 0. (6.92)
The no-ghost conditions of Eq.(6.90) lead to the on-shell constraints
α20 + 2 = 0, (6.93)
ǫ0 · α0 = 0. (6.94)
The off-shell ZNS in Eq.(6.90) then reduces to an on-shell vector ZNS
QBΛ = i
{(
ǫ0 · α−1
)
(α0 · α−1) + ǫ0 · α−2
} |Ω〉 (6.95)
2. Type II: in this case D is restricted to the critical string dimension, i.e. D = 26.
Then ǫ1 can be arbitrary constant. The no-ghost conditions then lead to the on-shell
constraints
α20 + 2 = 0, (6.96)
iǫ0 · α0 + 3ǫ1 = 0. (6.97)
The second condition can be solved by a special solution
ǫ0µ = −
3i
2
ǫ1α0µ, (6.98)
which leads to an on-shell scalar ZNS
QBΛ = ǫ
1
{
3
2
(α0 · α−1)2 + 1
2
(α−1 · α−1) + 5
2
(α0 · α−2)
}
|Ω〉 (6.99)
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Again, up to a constant factor, the ZNS Eq.(6.95) and Eq.(6.99) are the same as Eq.(6.2b)
and Eq.(6.2a) calculated in the OCFQ approach.
M2 = 4:
The string fields are expanded as
Φ =
{−iCµνλ (x)αµ−1αν−1αλ−1 − Cµν (x)αµ−2αν−1 + iCµ (x)αµ−3
− γµν (x)αµ−1αν−1b−1c0 + iγ0µ (x)αµ−1b−2c0 + iγ1µ (x)αµ−1b−1c−1
+iγ2µ (x)α
µ
−2b−1c0 + γ
0 (x) b−3c0 + γ1 (x) b−2c−1 + γ2 (x) b−1c−2
} |Ω〉 , (6.100)
Λ =
{−ǫµν (x)αµ−1αν−1b−1 + iǫ1µ (x)αµ−2b−1 |Ω〉
+iǫ2µ (x)α
µ
−1b−2 + ǫ
2 (x) b−3 + ǫ3 (x) b−1b−2c0
} |Ω〉 . (6.101)
The off-shell ZNS are
QBΛ =
{(
−α0(µ ǫνλ) + i
2
ǫ2(µ ηνλ)
)
αµ−1α
ν
−1α
λ
−1 +
(
iα0µǫ
2
ν + iα0νǫ
1
µ − 2ǫµν + ǫ2ηµν
)
αµ−2α
ν
−1
+
(
α0µǫ
2 + 2iǫ1µ + iǫ
2
µ
)
αµ−3 +
[
1
2
(
α20 + 4
)
ǫµν +
1
2
ǫ3ηµν
]
αµ−1α
ν
−1b−1c0
+
[
− i
2
(
α20 + 4
)
ǫ2µ − α0µǫ3
]
αµ−1b−2c0 +
(
2αν0ǫνµ − 2iǫ1µ − 3iǫ2µ
)
αµ−1b−1c−1
+
[
− i
2
(
α20 + 4
)
ǫ1µ + α0µǫ
3
]
αµ−2b−1c0 +
[
−1
2
(
α20 + 4
)
ǫ2 − ǫ3
]
b−3c0
+
(−iαµ0 ǫ2µ − 4ǫ2 − 2ǫ3) b−2c−1 + (−2iαµ0 ǫ1µ − 5ǫ2 + 4ǫ3 + ǫµµ) b−1c−2} |Ω〉 . (6.102)
Nilpotency condition requires
Q2BΛ = (D − 26)
[
i
2
ǫ2µα
µ
−1c−2 + 2ǫ
2c−3 − 1
2
ǫ3b−1c−2c0
]
= 0. (6.103)
Similarly, we classify the solutions of Eq.(6.103) by type I and type II in the following:
1. Type I: D 6= 26. This leads to
ǫ2 = ǫ3 = ǫ2µ = 0, (6.104)
The no-ghost conditions lead to the on-shell constraints
α20 + 4 = 0, (6.105a)
αν0ǫνµ − iǫ1µ = 0, (6.105b)
−2i (α0 · ǫ1)+ ǫµµ = 0. (6.105c)
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There are three independent solutions to the above equations, which correspond to
the three type I on-shell ZNS:
• Tensor ZNS
ǫ1µ = 0, α
ν
0ǫµν = 0, ǫ
µ
µ = 0, (6.106)
QBΛ = −
{
α0µǫνλα
µ
−1α
ν
−1α
λ
−1 + 2ǫµνα
µ
−2α
ν
−1
} |Ω〉 . (6.107)
• Vector ZNS
α0 · ǫ1 = 0, ǫµν = − i
4
(
α0νǫ
1
µ + α0µǫ
1
ν
)
. (6.108)
QBΛ =
{
i
1
2
(α0 · α−1)2
(
ǫ1 · α−1
)
+ 2i
(
ǫ1 · α−3
)
+
3
2
(α0 · α−1)
(
ǫ1 · α−2
)
+
1
2
(α0 · α−2)
(
ǫ1 · α−1
)} |Ω〉 . (6.109)
• Scalar ZNS
ǫ1µ =
i (D − 1)
9
θα0µ, ǫµν = θηµν +
(8 +D)
36
θα0µα0ν . (6.110)
QBΛ = −2
9
θ
{
(8 +D)
8
(α0 · α−1)3 + 9
2
(α0 · α−1) (α−1 · α−1) + 9 (α−1 · α−2)
+
3 (D + 2)
4
(α0 · α−1) (α0 · α−2) + (D − 1) (α0 · α−3)
}
|Ω〉 . (6.111)
If we set D = 26, then
QBΛ = −2
9
θ
{
17
4
(α0 · α−1)3 + 9
2
(α0 · α−1) (α−1 · α−1) + 9 (α−1 · α−2)
+21 (α0 · α−1) (α0 · α−2) + 25 (α0 · α−3)} |Ω〉 , (6.112)
where θ is an arbitrary constant.
2. Type II: D = 26 in Eq.(6.103), and ǫ2, ǫ3 and ǫ2µ are arbitrary constants. The no-ghost
conditions lead to the on-shell constraints
α20 + 4 = 0, (6.113a)
ǫ3 = 0, (6.113b)
2αν0ǫνµ − 2iǫ1µ − 3iǫ2µ = 0, (6.113c)
iαµ0 ǫ
2
µ + 4ǫ
2 = 0, (6.113d)
−2iαµ0 ǫ1µ − 5ǫ2 + ǫµµ = 0. (6.113e)
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A special solution of above equations is
ǫ2 = − i
4
(
α0 · ǫ2
)
= 0, (6.114a)
ǫµν = −C
(
α0µǫ
2
ν + α0νǫ
2
µ
)
, (6.114b)
ǫ1µ =
8iC − 3
2
ǫ2µ, (6.114c)
which gives an on-shell vector ZNS
QBΛ = i
{
(8iC − 2) (ǫ2 · α−3)+ 1
2
(α−1 · α−1)
(
ǫ2 · α−1
)
+ (2iC + 1) (α0 · α−2)
(
ǫ2 · α−1
)
+ 2iC (α0 · α−1)2
(
ǫ2 · α−1
)
+
12iC − 3
2
(α0 · α−1)
(
ǫ2 · α−2
)} |Ω〉 . (6.115)
For a special value of C = −3i/4, Eq.(6.115) becomes
QBΛ = i
{
4
(
ǫ2 · α−3
)
+
1
2
(α−1 · α−1)
(
ǫ2 · α−1
)
+
5
2
(α0 · α−2)
(
ǫ2 · α−1
)
+
3
2
(α0 · α−1)2
(
ǫ2 · α−1
)
+ 3 (α0 · α−1)
(
ǫ2 · α−2
)} |Ω〉 . (6.116)
Up to a constant factor, ZNS in Eq.(6.107), Eq.(6.109), Eq.(6.112) and Eq.(6.116)
are exactly the same as Eq.(6.3b), Eq.(6.3c), Eq.(6.3d) and Eq.(6.3a) calculated in
the OCFQ approach. In addition, it can be checked that for C = −5i/8 and −i/16
in Eq.(6.115), one gets D1 and D2 ZNS of OCFQ approach in Eq.(6.5) and Eq.(6.4)
respectively.
In section I.D [15], the background ghost transformations in the gauge trans-
formations of WSFT [17] were shown to correspond, in a one-to-one manner, to the
lifting of on-shell conditions of ZNS in the OCFQ approach. For the rest of this sec-
tion, we are going to go one step further and apply the results calculated above to
demonstrate that off-shell gauge transformations of WSFT are indeed identical to the
on-shell stringy gauge symmetries generated by two types of ZNS in the generalized
massive σ-model approach [6, 8] of string theory. For the mass level M2 = 2, by using
Eq.(6.88) and Eq.(6.89), the linearized gauge transformation of WSFT in Eq.(6.81)
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gives
δBµν = −∂(µǫ0ν) −
1
2
ǫ1ηµν , (6.117a)
δBµ = −∂µǫ1 + 1
2
ǫ0µ, (6.117b)
δβµ =
1
2
(∂2 − 2)ǫ0µ, (6.117c)
δβ0 =
1
2
(∂2 − 2)ǫ1, (6.117d)
δβ1 = −∂µǫ0µ − 3ǫ1 (6.117e)
For the type I gauge transformation induced by ZNS in Eq.(6.95), one can use
Eq.(6.92) to Eq.(6.94) to eliminate the background ghost transformations Eq.(6.117c)
to Eq.(6.117e). Finally, conditions of worldsheet conformal invariance in the presence
of weak background fields [6, 8] can be used to express Bµ in terms of Bµν , and one
ends up with the following on-shell gauge transformation by Eq.(6.117a)
δBµν = ∂(µǫ
0
ν); ∂
µǫ0µ = 0, (∂
2 − 2)ǫ0µ = 0. (6.118)
Similarly, one can apply the same procedure to type II ZNS in Eq.(6.99), and derive
the following type II gauge transformation
δBµν =
3
2
∂µ∂νǫ
1 − 1
2
ηµνǫ
1, (∂2 − 2)ǫ1 = 0. (6.119)
Eq.(6.118) and Eq.(6.119) are consistent with the massive σ-model calculation in the
OCFQ string theory in.
For the mass level M2 = 4, by using Eq.(6.100) and Eq.(6.101), the linearized gauge
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transformation of WSFT in Eq.(6.81) gives
δCµνλ = −∂(µǫ0νλ) −
1
2
ǫ2(µηµν), (6.120a)
δC[µν] = −∂[νǫ1µ] − ∂[µǫ2ν], (6.120b)
δC(µν) = −∂(νǫ1µ) − ∂(µǫ2ν) + 2ǫ0µν − ǫ2ηµν , (6.120c)
δCµ = −∂µǫ2 + 2ǫ1µ + ǫ2µ, (6.120d)
δγµν =
1
2
(∂2 − 4)ǫ0µν −
1
2
ǫ3ηµν , (6.120e)
δγ0µ =
1
2
(∂2 − 4)ǫ2µ + ∂µǫ3, (6.120f)
δγ1µ = −2∂νǫ0νµ − 2ǫ1µ − 3ǫ2µ, (6.120g)
δγ2µ =
1
2
(∂2 − 4)ǫ1µ − ∂µǫ3, (6.120h)
δγ0 =
1
2
(∂2 − 4)ǫ2 − ǫ3, (6.120i)
δγ1 = −∂µǫ2µ − 4ǫ2 − 2ǫ3, (6.120j)
δγ2 = −2∂µǫ1µ − 5ǫ2 + 4ǫ3 + ǫ0µµ . (6.120k)
For the gauge transformation induced by D2 ZNS in Eq.(6.116), for example, one can use
Eq.(6.113a) to Eq.(6.114c) with C = −i/16 to eliminate Eq.(6.120e) to Eq.(6.120k). One
can then use the fact that background fields C(µν) and Cµ are gauge artifacts of Cµνλ in the σ-
model calculation, and deduce from Eq.(6.120a) to Eq.(6.120d) the inter-particle symmetry
transformation
δCµνλ =
1
2
∂(µ∂νǫ
(D2)
λ) − 2η(µνǫ(D2)λ) , δC[µν] = 9∂[µǫ(D2)ν] , (6.121)
where ∂λǫ
(D2)
λ = 0, (∂
2−4)ǫ(D2)λ = 0. The other three gauge transformations corresponding to
three other ZNS, the spin-two, D1, and scalar can be similarly constructed from Eq.(6.120a)
to Eq.(6.120k). One gets
δCµνλ = ∂(µǫνλ); ∂
µǫµν = 0, (∂
2 − 4)ǫµν = 0, (6.122)
δCµνλ =
5
2
∂(µ∂νǫ
(D1)
λ) − η(µνǫ(D1)λ) ; ∂λǫ(D1)λ = 0, (∂2 − 4)ǫ(D1)λ = 0, (6.123)
δCµνλ =
17
4
∂µ∂ν∂λθ − 9
2
η(µνθλ); (∂
2 − 4)θ = 0. (6.124)
Eq.(6.121) to Eq.(6.124) are exactly the same as those calculated by the generalized massive
σ-model approach of string theory [6, 8].
132
We thus have shown in this section that off-shell gauge transformations of WSFT are
identical to the on-shell stringy gauge symmetries generated by two types of ZNS in the
OCFQ string theory. The high energy limit of these stringy gauge symmetries generated
by ZNS was recently used to fix the proportionality constants among high energy scattering
amplitudes of different string states conjectured by Gross [3, 4]. Based on the ZNS calcula-
tions in [27–30] and the calculations in this section, we thus have related gauge symmetry
of WSFT [17] to the high energy stringy symmetry conjectured by Gross [1–5].
In conclusion of this chapter, we have calculated ZNS in the OCFQ string, the light-cone
DDF string and the off-shell BRST string theories. In the OCFQ string, we have solved
the Virasoro constraints for all physical states ( including ZNS) in the helicity basis. Much
attention was paid to discuss the inter-particle ZNS at the mass level M2 = 4. We found
that one can use polarization of either one of the two positive-norm states to represent the
polarization of the inter-particle ZNS. This justified why one can derive the inter-particle
symmetry transformation for the two massive modes in the weak field massive σ-model
calculation [6, 8].
In the light-cone DDF string, one can easily write down the general formula for all ZNS
in the spectrum. We have identified type I and Type II ZNS up to the mass level M2 = 4.
An analysis for the general mass levels should be easy to generalize.
Finally, we have calculated off-shell ZNS in the WSFT. After imposing the no ghost
conditions, we can recover two types of on-shell ZNS in the OCFQ string. We then show
that off-shell gauge transformations of WSFT are identical to the on-shell stringy gauge
symmetries generated by two types of ZNS in the generalized massive σ-model approach of
string theory. Based on these ZNS calculations, we thus have related gauge symmetry of
WSFT [17] to the high energy stringy symmetry of Gross [3, 4].
VII. HARD CLOSED STRING SCATTERINGS, KLT AND STRING BCJ RELA-
TIONS
In this chapter, we generalize the calculations in chapter V to high energy closed string
scattering amplitudes [36]. We will find that the methods of decoupling of high energy ZNS
and the high energy Virasoro constraints, which were adopted in chapter V to calculate the
ratios among high energy open string scattering amplitudes of different string states, persist
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for the case of closed string. The result is simply the tensor product of two pieces of open
string ratios of high energy scattering amplitudes.
However, we clarify the previous saddle-point calculation for high energy open string
scattering amplitudes and claim that only (t, u) channel of the amplitudes is suitable for
saddle-point calculation. We then discuss three evidences to show that saddle-point calcula-
tion for high energy closed string scattering amplitudes is not reliable. By using the relation
of tree-level closed and open string scattering amplitudes of Kawai, Lewellen and Tye (KLT)
[44, 131], we calculate the tree-level high energy closed string scattering amplitudes for ar-
bitrary mass levels. For the case of high energy closed string four-tachyon amplitude, our
result differs from the previous one of Gross and Mende [1, 2], which is NOT consistent with
KLT formula, by an oscillating factor. See also [132, 133]. One interesting application of
this result is the string BCJ relations [38, 41, 124–126] which will be discussed in section D.
A. Decoupling of high energy ZNS
In this section, we calculate the ratios among high energy closed string scattering am-
plitudes of different string states by the decoupling of high energy closed string ZNS. Since
the calculation is similar to that of open string in chapter V, we will, for simplicity, work on
the first massive level M2 = 8(N − 1) = 8 only. At this mass level, the corresponding open
string Ward identities are (M2 = 2 for open string, α′closed = 4α
′
open = 2) [33]
kµθνT µν + θµT µ = 0, (7.1a)(
3
2
kµkν +
1
2
ηµν
)
T µν + 5
2
kµT µ = 0, (7.1b)
where θν is a transverse vector. In Eq.(7.1a) and Eq.(7.1b), we have chosen, say, the second
vertex V2(k2) to be the vertex operators constructed from ZNS and kµ ≡ k2µ. The other
three vertices can be any string states. Note that Eq.(7.1a) is the type I Ward identity while
Eq.(7.1b) is the type II Ward identity which is valid only at D = 26. The high energy limits
of Eq.(7.1a) and Eq.(7.1b) were calculated to be
MT 3→1TP + T 1T = 0, (7.2a)
MT 4→2LL + T 2L = 0, (7.2b)
3M2T 4→2LL + T 2TT + 5MT 2L = 0. (7.2c)
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Note that since T 1TP is of subleading order in energy, in general T 1TP 6= T 1TL. A simple
calculation of Eq.(7.2a) to Eq.(7.2c) shows that [33]
T 1TP : T 1T = 1 : −
√
2 = 1 : −M. (7.3)
T 2TT : T 2LL : T 2L = 4 : 1 : −
√
2 = 2M2 : 1 : −M. (7.4)
It is interesting to see that, in addition to the leading order amplitudes in Eq.(7.4), the
subleading order amplitudes in Eq.(7.3) are also proportional to each other. This does not
seem to happen at higher mass level.
We are now back to the closed string calculation. The OCFQ closed string spectrum at
this mass level are ( + + •)⊗ ( + + •)′. In addition to the spin-four positive-norm
state ⊗ ′, one has 8 ZNS, each of which gives a Ward identity. In the high energy
limit, we have θµν = eµLe
ν
L − eµT eνT or θµν = eµLeνT + eµT eνL, θµ = eµL or eµT and one replace ηµν
by eµT e
ν
T . In the following, we list only high energy Ward identities which relate amplitudes
with even-energy power in the high energy expansion :
1. ⊗ ′ :
M(TLL,LL − TTT,LL) + TLL,L − TTT,L = 0, (7.5)
MTLT,PT + TLT,T = 0. (7.6)
2. ⊗ •′ :
3M2(TLL,LL − TTT,LL) + (TLL,TT − TTT,TT ) + 5M(TLL,L − TTT,L) = 0. (7.7)
3. ⊗ ′ :
M(TLL,LL − TLL,TT ) + TL,LL − TL,TT = 0, (7.8)
MTPT,LT + TT,LT = 0. (7.9)
4. ⊗ ′ :
M2TLL,LL +MTLL,L +MTL,LL + TL,L = 0, (7.10)
M2TPT,PT +MTPT,T +MTT,PT + TT,T = 0. (7.11)
5. ⊗ •′ :
3M3TLL,LL +MTLL,TT + 5M2TLL,L + 3M2TL,LL + TL,TT + 5M2TL,L = 0. (7.12)
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6. • ⊗ ′ :
3M2(TLL,LL − TLL,TT ) + (TTT,LL − TTT,TT ) + 5M(TL,LL − TL,TT ) = 0. (7.13)
7. • ⊗ ′ :
3M3TLL,LL +MTTT,LL + 5M2TL,LL + 3M2TLL,L + TTT,L + 5M2TL,L = 0. (7.14)
8. • ⊗ •′ :
9M4TLL,LL + 3M2TLL,TT + 3M2TTT,LL + 15M3TLL,L
+ 15M3TL,LL + 5MTTT,L + 5MTL,TT + 25M2TL,L + TTT,TT = 0. (7.15)
Those Ward identities which relate amplitudes with odd-energy power in the high energy
expansion are omitted as they are subleading order in energy. The mass M in Eq.(7.5) to
Eq.(7.15) should now be interpreted as the closed string mass M2 = 8. Eq.(7.6),Eq.(7.9)
and Eq.(7.11) are subleading order amplitudes, and one can then solve the other 8 equations
to give the ratios
TTT,TT : TTT,LL : TLL,TT : TLL,LL : TTT,L : TL,TT : TLL,L : TL,LL : TL,L
=1 :
1
2M2
:
1
2M2
:
1
4M4
: − 1
2M
: − 1
2M
: − 1
4M3
: − 1
4M3
:
1
4M2
. (7.16)
Eq.(7.16) is exactly the tensor product of two pieces of open string ratios calculated in
Eq.(7.4).
B. Virasoro constraints
We consider the mass level M2 = 8. The most general state is
|2〉 =
{
1
2!
µ11 µ
1
2
α
µ11
−1α
µ12
−1 +
1
2
µ21 α
µ21
−2
}
⊗
{
1
2!
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 +
1
2
µ˜21 α˜
µ˜21
−2
}
|0, k〉
=
1
4
{
µ11 µ
1
2
α
µ11
−1α
µ12
−1 + µ21 α
µ21
−2
}
⊗
{
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−2
}
|0, k〉 . (7.17)
The Virasoro constraints are
L1 |2〉 ∼
{
kµ
1
1 µ11 µ
1
2
α
µ12
−1 + µ21 α
µ21
−1
}
⊗
{
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−2
}
= 0, (7.18a)
L˜1 |2〉 ∼
{
µ11 µ
1
2
α
µ11
−1α
µ12
−1 + µ21 α
µ21
−2
}
⊗
{
kµ
1
1 µ˜11 µ˜
1
2
α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−1
}
= 0, (7.18b)
L2 |2〉 ∼
{
µ11 µ
1
2
ηµ
1
1µ
1
2 + 2kµ
2
1 µ21
}
⊗
{
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−2
}
= 0, (7.18c)
L˜2 |2〉 ∼
{
µ11 µ
1
2
α
µ11
−1α
µ12
−1 + µ21 α
µ21
−2
}
⊗
{
µ˜11 µ˜
1
2
ηµ˜
1µ˜1
12 + 2kµ˜
2
1 µ˜21
}
= 0. (7.18d)
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Taking the high energy limit in the above equations by letting (µi, νi)→ (L, T ), and
kµi → MeL, ηµ1µ2 → eT eT , (7.19)
we obtain {
M L µ + µ
}
αµ−1 ⊗
{
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−2
}
= 0, (7.20a){
µ11 µ
1
2
α
µ11
−1α
µ12
−1 + µ21 α
µ21
−2
}
⊗
{
M L µ˜ + µ˜
}
α˜µ˜−1 = 0, (7.20b){
T T + 2M L
}
⊗
{
µ˜11 µ˜
1
2
α˜
µ˜11
−1α˜
µ˜12
−1 + µ˜21 α˜
µ˜21
−2
}
= 0, (7.20c){
µ11 µ
1
2
α
µ11
−1α
µ12
−1 + µ21 α
µ21
−2
}
⊗
{
T T + 2M L
}
= 0, (7.20d)
which lead to the following equations{
M L µ + µ
}
⊗ µ˜11 µ˜12 = 0, (7.21a){
M L µ + µ
}
⊗ µ˜21 = 0, (7.21b)
µ11 µ
1
2
⊗
{
M L µ˜ + µ˜
}
= 0, (7.21c)
µ21 ⊗
{
M L µ˜ + µ˜
}
= 0, (7.21d){
T T + 2M L
}
⊗ µ˜11 µ˜12 = 0, (7.21e){
T T + 2M L
}
⊗ µ˜21 = 0, (7.21f)
µ11 µ
1
2
⊗
{
T T + 2M L
}
= 0, (7.21g)
µ21 ⊗
{
T T + 2M L
}
= 0. (7.21h)
The remaining indices µ, µ˜ in the above equations can be set to be T or L, and we obtain
M L L ⊗ L L + L ⊗ L L = 0, (7.22a)
M L L ⊗ T T + L ⊗ T T = 0, (7.22b)
M T L ⊗ T L + T ⊗ T L = 0, (7.22c)
M L L ⊗ L + L ⊗ L = 0, (7.23a)
M T L ⊗ T + T ⊗ T = 0, (7.23b)
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M L L ⊗ L L + L L ⊗ L = 0, (7.24a)
M T T ⊗ L L + T T ⊗ L = 0, (7.24b)
M T L ⊗ T L + T L ⊗ T = 0, (7.24c)
M L ⊗ L L + L ⊗ L = 0, (7.25a)
M T ⊗ T L + T ⊗ T = 0, (7.25b)
T T ⊗ L L + 2M L ⊗ L L = 0, (7.26a)
T T ⊗ T T + 2M L ⊗ T T = 0, (7.26b)
T T ⊗ L + 2M L ⊗ L = 0, (7.27)
L L ⊗ T T + 2M L L ⊗ L = 0, (7.28a)
T T ⊗ T T + 2M T T ⊗ L = 0, (7.28b)
L ⊗ T T + 2M L ⊗ L = 0. (7.29)
Since the transverse component of the highest spin state αT−1 · · ·αT−1 ⊗ α˜T−1 · · · α˜T−1 at each
fixed mass level gives the leading order scattering amplitude, there should have even number
of T at each fixed mass level. Thus Eqs.(7.22c), (7.23b), (7.24c) and (7.25b) are subleading
order in energy and are therefore irrelevant. Set T T ⊗ T T = 1, we can solve the ratios
from the remaining equations. The final result is
ǫTT,TT 1
ǫTT,LL = ǫLL,TT 1/ (2M
2)
ǫLL,LL 1/ (4M
4)
ǫTT,L = ǫL,TT −1/ (2M)
ǫLL,L = ǫL,LL −1/ (4M3)
ǫL,L 1/ (4M
2)
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which is exactly the tensor product of two pieces of open string ratios. This result is
consistent with Eq.(7.16) calculated from the decoupling of high energy ZNS in the previous
section.
C. Saddle-point calculation
In this section, we calculate the tree-level high energy closed string scattering amplitudes
for arbitrary mass levels. We first review the calculation of high energy open string scattering
amplitude. The (s, t) channel scattering amplitude with V2 = α
µ1
−1α
µ2
−1..α
µn
−1 | 0, k >, the
highest spin state at mass level M2 = 2(N − 1), and three tachyons V1,3,4 is [30]
T µ1µ2··µnN ;st =
N∑
l=0
(−)l
(
N
l
)
B
(
−s
2
− 1 + l,− t
2
− 1 +N − l
)
k
(µ1
1 ..k
µn−l
1 k
µn−l+1
3 ..k
µN )
3 , (7.30)
where B(u, v) =
∫ 1
0
dxxu−1(1− x)v−1 is the Euler beta function. It is now easy to calculate
the general high energy scattering amplitude at theM2 = 2(N − 1) level
T TTT ··n (s, t) ≃ [−2E3 sinφc.m.]NTN (s, t) (7.31)
where TN (s, t) is the high energy limit of Γ(−
s
2
−1)Γ(− t
2
−1)
Γ(u
2
+2)
with s + t + u = 2N − 8, and was
previously [27, 28, 30] miscalculated to be
T˜N ;st ≃
√
π(−1)N−12−NE−1−2N
(
sin
φc.m.
2
)−3(
cos
φc.m.
2
)5−2N
× exp
[
−s ln s+ t ln t− (s+ t) ln(s+ t)
2
]
(7.32)
One can now generalize this result to multi-tensors. The (s, t) channel of open string high
energy scattering amplitude at mass level (N1, N2, N3, N4) was calculated to be [27, 28, 30]
T T 1··T 2··T 3··T 4··N1N2N3N4;st = [−2E3 sinφc.m.]ΣNiTΣNi(s, t). (7.33)
In the above calculations, the scattering angle φc.m. in the center of mass frame is defined to
be the angle between
−→
k 1 and
−→
k 3. s = −(k1+ k2)2, t = −(k2+ k3)2 and u = −(k1+ k3)2 are
the Mandelstam variables. M2i = 2(Ni − 1) with Ni the mass level of the ith vertex. T i in
Eq.(7.33) is the transverse polarization of the ith vertex defined in Eq.(8). All other 4-point
functions at mass level (N1, N2, N3, N4) were shown to be proportional to Eq.(7.33).
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The corresponding (t, u) channel scattering amplitudes of Eqs.(7.31) and (7.33) can be
obtained by replacing (s, t) in Eq.(7.32) by (t, u)
TN(t, u) ≃
√
π(−1)N−12−NE−1−2N
(
sin
φc.m.
2
)−3(
cos
φc.m.
2
)5−2N
× exp
[
−t ln t+ u lnu− (t + u) ln(t+ u)
2
]
. (7.34)
We now claim that only (t, u) channel of the amplitude, Eq.(7.34), is suitable for saddle-
point calculation. The previous saddle-point calculation for the (s, t) channel amplitude,
Eq.(7.32), in the high energy expansion is misleading. The corrected high energy calculation
of the (s, t) channel amplitude will be given in Eq.(7.51). The reason is as following. When
calculating Eq.(7.31) from Eq.(7.30), one calculates the high energy limit of
Γ(− s
2
− 1)Γ(− t
2
− 1)
Γ(u
2
+ 2)
, s+ t+ u = 2N − 8, (7.35)
in Eq.(7.30) by expanding the Γ function with the Stirling formula
Γ (x) ∼
√
2πxx−1/2e−x. (7.36)
However, the above expansion is not suitable for negative real x as there are poles for Γ (x)
at x = −N , negative integers. Unfortunately, our high energy limit
s ∼ 4E2 ≫ 0, (7.37a)
t ∼ −4E2 sin2
(
φc.m.
2
)
≪ 0, (7.37b)
u ∼ −4E2 cos2
(
φc.m.
2
)
≪ 0, (7.37c)
contains this dangerous situation in the (s, t) channel calculation of Eq.(7.32). On the other
hand, the corresponding high energy expansion of (t, u) channel scattering amplitude in
Eq.(7.34) is well defined. Another evidence for this point is the following. When one uses
the saddle point method to calculate the high energy open string scattering amplitudes in
the (s, t) channel, the saddle-point we identified was [30–32]
x0 =
s
s+ t
=
1
1− sin2 (φ/2) > 1, (7.38)
which is out of the integration range (0, 1). Therefore, we can not trust the saddle point
calculation for the (s, t) channel scattering amplitude. On the other hand, the corresponding
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saddle-point calculation for the (t, u) channel scattering amplitude is safe since the saddle-
point x0 is within the integration range (1,∞). This subtle situation becomes crucial and
relevant when one tries to calculate the high energy closed string scatterings amplitude and
compare them with the open string ones.
We now discuss the high energy closed string scattering amplitudes. There exists a
celebrated formula by Kawai, Lewellen and Tye (KLT), which expresses the relation between
tree amplitudes of closed and open string (α′closed = 4α
′
open = 2)
A
(4)
closed (s, t, u) = sin (πk2 · k3)A(4)open (s, t) A¯(4)open (t, u) (7.39)
To calculate the high energy closed string scattering amplitudes, one encounters the difficulty
of calculation of high energy open string amplitude in the (s, t) channel discussed above. To
avoid this difficulty, we can use the well known formula
Γ (x) =
π
sin (πx) Γ (1− x) (7.40)
to calculate the large negative x expansion of the Γ function. We first discuss the high
energy four-tachyon scattering amplitude which already existed in the literature. We can
express the open string (s, t) channel amplitude in terms of the (t, u) channel amplitude,
A(4-tachyon)open (s, t) =
Γ
(− s
2
− 1)Γ (− t
2
− 1)
Γ
(
u
2
+ 2
)
=
sin (πu/2)
sin (πs/2)
Γ
(− t
2
− 1)Γ (−u
2
− 1)
Γ
(
s
2
+ 2
)
≡ sin (πu/2)
sin (πs/2)
A(4-tachyon)open (t, u) , (7.41)
which we know how to calculate the high energy limit. Note that for the four-tachyon
case, A¯
(4)
open (t, u) = A
(4)
open (t, u) in Eq.(7.39). The KLT formula, Eq.(7.39), can then be used
to express the closed string four-tachyon scattering amplitude in terms of that of open string
in the (t, u) channel
A
(4-tachyon)
closed (s, t, u) =
sin (πt/2) sin (πu/2)
sin (πs/2)
A(4-tachyon)open (t, u)A
(4-tachyon)
open (t, u) . (7.42)
The high energy limit of open string four-tachyon amplitude in the (t, u) channel can be
easily calculated to be
A(4−tachyon)open (t, u) ≃ (stu)−
3
2 exp
(
−s ln s+ t ln t+ u lnu
2
)
, (7.43)
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which gives the corresponding amplitude in the (s, t) channel
A(4−tachyon)open (s, t) ≃
sin (πu/2)
sin (πs/2)
(stu)−
3
2 exp
(
−s ln s+ t ln t + u lnu
2
)
(7.44)
The high energy limit of closed string four-tachyon scattering amplitude can then be calcu-
lated, through the KLT formula, to be
A
(4−tachyon)
closed (s, t, u) ≃
sin (πt/2) sin (πu/2)
sin (πs/2)
(stu)−3 exp
(
−s ln s+ t ln t+ u lnu
4
)
(7.45)
The exponential factor in Eq.(7.43) was first discussed by Veneziano [37]. Our result for the
high energy closed string four-tachyon amplitude in Eq.(7.45) differs from the one calculated
in the literature [1, 2] by an oscillating factor sin(πt/2) sin(πu/2)
sin(πs/2)
. We stress here that our results
for Eqs.(7.43), (7.44) and (7.45) are consistent with the KLT formula, while the previous
calculation in [1, 2] is NOT.
One might try to use the saddle-point method to calculate the high energy closed string
scattering amplitude. The closed string four-tachyon scattering amplitude is
A
(4−tachyon)
closed (s, t, u) =
∫
dxdy exp
(
k1 · k2
2
ln |z| + k2 · k3
2
ln |1− z|
)
=
∫
dxdy(x2 + y2)−2[(1− x)2 + y2]−2
· exp
{
−s
8
ln(x2 + y2)− t
8
ln[(1− x)2 + y2]
}
≡
∫
dxdy(x2 + y2)−2[(1− x)2 + y2]−2 exp [−Kf(x, y)] (7.46)
where K = s
8
and f(x, y) = ln(x2 + y2) − τ ln[(1 − x)2 + y2] with τ = − t
s
. One can then
calculate the ”saddle-point” of f(x, y) to be
∇f(x, y) |x0= 11−τ ,y0=0= 0. (7.47)
The high energy limit of the closed string four-tachyon scattering amplitude is then calcu-
lated to be
A
(4−tachyon)
closed (s, t, u) ≃
2π
K
√
det ∂
2f(x0,y0)
∂x∂y
exp[−Kf(x0, y0)] ≃ (stu)−3 exp
(
−s ln s+ t ln t + u lnu
4
)
,
(7.48)
which is consistent with the previous one calculated in the literature [1, 2], but is different
from our result in Eq.(7.45). However, one notes that
∂2f(x0, y0)
∂x2
=
2(1− τ)3
τ
= −∂
2f(x0, y0)
∂y2
,
∂2f(x0, y0)
∂x∂y
= 0, (7.49)
142
which means that (x0, y0) is NOT the local minimum of f(x, y), and one should not trust this
saddle-point calculation. This is the third evidence to see that there is no clear definition
of saddle-point in the calculation of the high energy open string scattering amplitude in
the (s, t) channel, and thus the invalid saddle-point calculation of high energy closed string
scattering amplitude.
Finally we calculate the high energy closed string scattering amplitudes for arbitrary mass
levels. The (t, u) channel open string scattering amplitude with V2 = α
µ1
−1α
µ2
−1..α
µn
−1 | 0, k >,
the highest spin state at mass levelM2 = 2(N−1), and three tachyons V1,3,4 can be calculated
to be
T µ1µ2··µnN ;tu =
N∑
l=0
(
N
l
)
B
(
− t
2
+N − l − 1,−u
2
− 1
)
k
(µ1
1 ..k
µN−l
1 k
µN−l+1
3 k
µN )
3 . (7.50)
In calculating Eq.(7.50), we have used the Mobius transformation y = x−1
x
to change the
integration region from (1,∞) to (0, 1). One notes that Eq.(7.50) is NOT the same as
Eq.(7.30) with (s, t) replaced by (t, u), as one would have expected from the four-tachyon
case discussed in the paragraph after Eq.(7.39) In the high energy limit, one easily sees that
TN (s, t) ≃ (−)N sin (πu/2)
sin (πs/2)
TN (t, u), (7.51)
which is the generalization of Eq.(7.41) to arbitrary mass levels. Eq.(7.51) is part of the
string BCJ relations which will be discussed in the next section. Eq.(7.51) is the correction
of Eqs.(7.31) and (7.32) as claimed in the paragraph after Eq.(7.34). The (s, t) channel
of high energy open string scattering amplitudes at mass level (n1, n2, n3, n4) can then be
written as, apart from an overall constant,
A(4)open (s, t) ≃ (−)ΣNi
sin (πu/2)
sin (πs/2)
[−2E3 sin φc.m.]ΣNiTΣNi(t, u)
≃ (−)ΣNi sin (πu/2)
sin (πs/2)
(stu)
ΣNi−3
2 exp
(
−s ln s+ t ln t+ u lnu
2
)
. (7.52)
Finally the total high energy open string scattering amplitude is the sum of (s, t), (t, u)
and (u, s) channel amplitudes, and can be calculated to be
A(4)open ≃ (−)ΣNi
sin (πs/2) + sin (πt/2) + sin (πu/2)
sin (πs/2)
(stu)
ΣNi−3
2 exp
(
−s ln s + t ln t + u lnu
2
)
.
(7.53)
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By using Eqs.(7.39) and (7.51), the high energy closed string scattering amplitude at mass
level (N1, N2, N3, N4) is calculated to be, apart from an overall constant,
A
(4)
closed (s, t, u) ≃ (−)ΣNi
sin (πt/2) sin (πu/2)
sin (πs/2)
[−2E3 sinφc.m.]2ΣNiTΣNi(t, u)2
≃ (−)ΣNi sin (πt/2) sin (πu/2)
sin (πs/2)
(stu)ΣNi−3 exp
(
−s ln s+ t ln t+ u lnu
4
)
,
(7.54)
where TΣNi(t, u) is given by Eq.(7.34). For the case of four-tachyon scattering amplitude
at mass level (0, 0, 0, 0), Eq.(7.54) reduces to Eq.(7.45). All other high energy closed string
scattering amplitudes at mass level (N1, N2, N3, N4) are proportional to Eq.(7.54). The
proportionality constants are the tensor product of two pieces of open string ratios.
D. String BCJ relations
In 2008, the four point BCJ relations [38, 41, 124–126] for Yang-Mills gluon color-stripped
scattering amplitudes A were pointed out and calculated to be
tA(k1, k4, k2, k3)− sA(k1, k3, k4, k2) = 0,
sA(k1, k2, k3, k4)− uA(k1, k4, k2, k3) = 0,
uA(k1, k3, k4, k2)− tA(k1, k2, k3, k4) = 0, (7.55)
which relates field theory scattering amplitudes in the s, t and u channels. In the following,
we will discuss the relation for s and u channel amplitudes only. Other relations can be
similarly discussed.
For string theory, in contrast to the field theory BCJ relations, one has to deal with
scattering amplitudes of infinite number of string states. For the tachyon state, the string
BCJ relation was first calculated in 2006 to be Eq.(7.41) [36] which can be rewritten as
A(4-tachyon)open (s, t) ≡
sin (πk2.k4)
sin (πk1k2)
A(4-tachyon)open (t, u) . (7.56)
This relation for tachyon is valid for all energies. For all other higher spin string states at
arbitrary mass levels, the high energy limit of string BCJ relation was worked out to be
Eq.(7.51) [36] and can be rewritten as
TN (s, t) ≃ sin (πk2.k4)
sin (πk1.k2)
TN (t, u). (7.57)
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Note that unlike the case of tachyon in Eq.(7.56), this relation was proved only for high
energy limit. The result of Eq.(7.57) was based on two calculations. The first calculation
was done for amplitudes in Eq.(7.50) and Eq.(7.30). Although the calculations in Eq.(7.50)
and Eq.(7.30) were done only for three tachyons and one leading Regge trajectory higher
spin state in the second vertex, it can be easily extended to three arbitrary string states and
one leading Regge trajectory higher spin state in the high energy limit, and Eq.(7.57) is still
valid. The second calculation was based on the fact that high energy, fixed angle amplitudes
for states differ from leading Regge trajectory higher spin state in the second vertex are all
proportional to each other at each fixed mass level as were shown in Eq.(5.60).
The two relations in Eq.(7.56) and Eq.(7.57) can be written as the four point string BCJ
relation which are valid to all energies as
A(4)open (s, t) =
sin (πk2.k4)
sin (πk1.k2)
A¯(4)open (t, u) (7.58)
if one can generalize the proof of Eq.(7.51) to all energies. This was done in a paper based on
monodromy of integration for string amplitudes published in 2009 [38]. The motivation for
the author in [38] to calculate Eq.(7.58) was different from the calculation done in Eq.(7.57).
It was based on the field theory BCJ relation [41]. An explicit proof of Eq.(7.58) for arbitrary
four string states and all kinematic regimes was given very recently in [39, 40].
Note that for the supersymmetric case, there is no tachyon and the low energy massless
limit of Eq.(7.58) reproduces the second equation of Eq.(7.55). Recently the mass level
dependent of Eq.(7.58) was calculated to be [39, 40]
A
(p,r,q)
st
A
(p,r,q)
tu
= (−1)N B
(−M1M2 + 1, M1M22 )
B
(
M1M2
2
, M1M2
2
) ≃ sin π (k2 · k4)
sin π (k1 · k2)
by taking the nonrelativistic limit |~k2| << MS of Eq.(7.58). In Eq.(0.52), B was the beta
function, and k1, k3 and k4 were taken to be tachyons, and k2 was the following tensor string
state
V2 = (i∂X
T )p(i∂XL)r(i∂XP )qeik2X (7.59)
where
N = p+ r + q, M22 = 2(N − 1). (7.60)
The generalization of the four point function relation in Eq.(7.58) to higher point string
amplitudes can be found in [38]. It is interesting to see that historically the four point (high
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energy) string BCJ relations Eq.(7.41) and Eq.(7.51) [36] were discovered even earlier than
the field theory BCJ relations Eq.(7.55)! [41].
In conclusion of this chapter, we have used the methods of decoupling of high energy
ZNS and the high energy Virasoro constraints to calculate the ratios among high energy
closed string scattering amplitudes of different string states. The result is exactly the tensor
product of two pieces of open string ratios calculated before. However, we clarify the previous
saddle-point calculation for high energy open string scattering amplitudes and show that
only (t, u) channel of the amplitudes is suitable for saddle-point calculation. We also discuss
three evidences, Eq.(7.37c), Eq.(7.38) and Eq.(7.49), to show that saddle-point calculation
for high energy closed string scattering amplitudes is not reliable. Instead of using saddle-
point calculation adopted before, we then propose to use the formula of Kawai, Lewellen
and Tye (KLT) to calculate the high energy closed string scattering amplitudes for arbitrary
mass levels.
For the case of high energy closed string four-tachyon amplitude, our result differs from
the previous one of Gross and Mende, which is NOT consistent with KLT formula, by an
oscillating factor. The oscillating prefactors in Eqs.(7.53) and (7.54) imply the existence of
infinitely many zeros and poles in the string scattering amplitudes even in the high energy
limit. Physically, the presence of poles simply reflects the fact that there are infinite number
of resonances in the string spectrum [10], and the presence of zeros reflects the coherence
of string scattering. In addition, the oscillating prefactors are crucial to discuss the string
BCJ relations.
VIII. HARD SUPERSTRING SCATTERINGS
In this chapter, we consider high energy scattering amplitudes for the NS sector of 10D
open superstring theory [34]. Based on the calculations of 26D bosonic open string [31,
32, 45], all the three independent calculations of bosonic string, namely the decoupling of
high energy ZNS (HZNS), the Virasoro constraints and the saddle-point calculation can be
generalized to scattering amplitudes of string states with polarizations on the scattering
plane of superstring. All three methods give the consistent results [34].
In addition, we discover new leading order high energy scattering amplitudes, which are
still proportional to the previous ones, with polarizations orthogonal to the scattering plane
[34]. These scattering amplitudes are of subleading order in energy for the case of 26D open
bosonic string theory. The existence of these new high energy scattering amplitudes is due
to the worldsheet fermion exchange in the correlation functions and is, presumably, related
to the high energy massive fermionic scattering amplitudes in the R-sector of the theory. We
thus conjecture that the validity of Gross’s two conjectures on high energy stringy symmetry
persists for superstring theory.
A. Decoupling of high energy ZNS
We will first consider high energy scattering amplitudes of string states with polarizations
on the scattering plane. Those with polarizations orthogonal to the scattering plane will
be discussed in section VIII.D. It can be argued that there are four types of high energy
scattering amplitudes for states in the NS sector with even GSO parity [34]
|n, 2m, q〉 ⊗
∣∣∣bT− 1
2
〉
≡ (αT−1)n−2m−2q(αL−1)2m(αL−2)q(bT− 1
2
) |0, k〉 , (8.1)
|n, 2m+ 1, q〉 ⊗
∣∣∣bL− 1
2
〉
≡ (αT−1)n−2m−2q−1(αL−1)2m+1(αL−2)q(bL− 1
2
) |0, k〉 , (8.2)
|n, 2m, q〉 ⊗
∣∣∣bL− 3
2
〉
≡ (αT−1)n−2m−2q(αL−1)2m(αL−2)q(bL− 3
2
) |0, k〉 , (8.3)
|n, 2m, q〉 ⊗
∣∣∣bT− 1
2
bL− 1
2
bL− 3
2
〉
≡ (αT−1)n−2m−2q(αL−1)2m(αL−2)q(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 (8.4)
Note that the number of αL−1 operator in Eq.(8.2) is odd. In the OCFQ spectrum of open
superstring, the solutions of physical states conditions include positive-norm propagating
states and two types of ZNS. In the NS sector, the latter are [10]
Type I : G− 1
2
|x〉 , where G 1
2
|x〉 = G 3
2
|x〉 = 0, L0 |x〉 = 0; (8.5)
Type II : (G− 3
2
+ 2G− 1
2
L−1) |x˜〉 , where G 1
2
|x˜〉 = G 3
2
|x˜〉 = 0, (L0 + 1) |x˜〉 = 0. (8.6)
While Type I states have zero-norm at any space-time dimension, Type II states have zero-
norm only at D = 10. We will show that, for each fixed mass level, all high energy scattering
amplitudes corresponding to states in Eqs.(8.1)-(8.4) are proportional to each other, and
the proportionality constants can be determined from the decoupling of two types of ZNS,
Eqs.(8.5) and (8.6) in the high energy limit. For simplicity, based on the result of Eq.(5.60),
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one needs only calculate the proportionality constants among the scattering amplitudes of
the following four lower mass level states
|2, 0, 0〉 ⊗
∣∣∣bT− 1
2
〉
≡ (αT−1)2(bT− 1
2
) |0, k〉 , (8.7)
|2, 1, 0〉 ⊗
∣∣∣bL− 1
2
〉
≡ (αT−1)(αL−1)(bL− 1
2
) |0, k〉 , (8.8)
|1, 0, 0〉 ⊗
∣∣∣bL− 3
2
〉
≡ (αT−1)(bL− 3
2
) |0, k〉 , (8.9)
|0, 0, 0〉 ⊗
∣∣∣bT− 1
2
bL− 1
2
bL− 3
2
〉
≡ (bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 (8.10)
Other proportionality constants for higher mass level can be obtained through Eqs.(5.60)
and (8.7)-(8.10). To calculate the ratio among the high energy scattering amplitudes cor-
responding to states in Eqs.(8.8) and (8.9), we use the decoupling of the Type I HZNS at
mass level M2 = 2
G− 1
2
(αL−1) |0, k〉 = [M(αL−1)(bL− 1
2
) + (bL− 3
2
)] |0, k〉 . (8.11)
Eq.(8.11) gives the ratio for states at mass level M2 = 4
(αT−1)(b
L
− 3
2
) |0, k〉 : (αT−1)(αL−1)(bL− 1
2
) |0, k〉 = M : −1. (8.12)
We have used an abbreviated notation for the scattering amplitudes on the l.h.s. of Eq.(8.12).
The HZNS in Eq.(8.11) is the high energy limit of the vector ZNS at mass level M2 = 2
G− 1
2
|x〉 = [k(µθν)αµ−1bν− 1
2
+ θ · b− 3
2
] |0, k〉 , (8.13)
where
|x〉 = [θ · α−1 + 1
2
k · b− 1
2
θ · b− 1
2
] |0, k〉 , k · θ = 0 (8.14)
In fact, in the high energy limit, θ = eL, so |x〉 → (αL−1) |0, k〉 and Eq.(8.13) reduces to
Eq.(8.11). To calculate the ratio among the high energy scattering amplitudes corresponding
to states in Eqs.(8.7) and (8.9), we use the decoupling of the Type II HZNS at mass level
M2 = 4
G− 3
2
(αT−1) |0, k〉 = [M(αT−1)(bL− 3
2
) + (αT−1)
2(bT− 1
2
)] |0, k〉 . (8.15)
Eq.(8.15) gives the ratio
(αT−1)(b
L
− 3
2
) |0, k〉 : (αT−1)2(bT− 1
2
) |0, k〉 = 1 : −M. (8.16)
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Finally, To calculate the ratio among the high energy scattering amplitudes corresponding
to states in Eqs.(8.7) and (8.10), we use the decoupling of the Type II HZNS at mass level
M2 = 4
G− 3
2
(bT− 1
2
)(bL− 1
2
) |0, k〉 ≡ [M(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) + (αL−2)(b
T
− 1
2
)] |0, k〉 . (8.17)
Eq.(8.17) gives the ratio
(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 : (αL−2)(bT− 1
2
) |0, k〉 = 1 : −M. (8.18)
On the other hand, Eq.(5.94) gives
(αL−2)(b
T
− 1
2
) |0, k〉 : (αT−1)2(bT− 1
2
) |0, k〉 = 1 : −2M. (8.19)
We conclude that
(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 : (αT−1)2(bT− 1
2
) |0, k〉 = 1 : 2M2. (8.20)
Eqs.(8.12),(8.16) and (8.20) give the proportionality constants among high energy scattering
amplitudes corresponding to states in Eqs.(8.7)-(8.10). Finally, by using Eq.(5.60), one can
then easily calculate the proportionality constants among high energy scattering amplitudes
corresponding to states in Eqs.(8.1)-(8.4). The results will be presented in Eqs.(12.1)-(12.4)
of chapter XII
B. Virasoro constraints
In this section, we will use the method of Virasoro constrains to derive the ratios between
the physical states in the NS sector. In the superstring theory, the physical state |φ〉 in the
NS sector should satisfy the following conditions:(
L0 − 1
2
)
|φ〉 = 0, (8.21)
Lm |φ〉 = 0, m = 1, 2, 3, · · · , (8.22)
Gr |φ〉 = 0, r = 1
2
,
3
2
,
5
2
, · · · , (8.23)
where the Lm and Gr are super Virasoro operators in the NS sector,
Lm =
1
2
∑
n
: αm−n · αn : +1
4
∑
r
(2r −m) : ψm−r · ψr :, (8.24)
Gr =
∑
n
αn · ψr−n. (8.25)
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These super Virasoro operators satisfy the following superconformal algebra,
[Lm, Ln] = (m− n)Lm+n + 1
8
D
(
m3 −m) δm+n,
[Lm, Gr] =
(
1
2
m− r
)
Gm+r,
{Gr, Gs} = 2Lr+s + 1
2
D
(
r2 − 1
4
)
δr+s. (8.26)
Using the above superconformal algebra, the Virasoro conditions (8.22) and (8.23) reduce
to the following simple form,
G1/2 |φ〉 = 0, (8.27)
G3/2 |φ〉 = 0. (8.28)
In the following, we will use the reduced Virasoro conditions (8.27) and (8.28) to determine
the ratios between the physical states in the NS sector in the high energy limit.
To warm up, let us consider the mass level at M2 = 2 first. The most general state in
the NS sector at this mass level can be written as
|2〉 =
µψ
µ
− 3
2
+ µ ⊗ ν αµ−1ψν− 1
2
+
µ
ν
σ
ψµ− 1
2
ψν− 1
2
ψσ− 1
2
 |0〉NS , (8.29)
where we use the Young tableaux to represent the coefficients of different tensors. The
properties of symmetry and anti-symmetry can be easily and clearly described in this rep-
resentation.
We then apply the reduced Virasoro conditions (8.27) and (8.28) to the state (8.29). It
is easy to obtain
G1/2 |2〉 = αµ−1
{
µ + k
ν
µ ⊗ ν
}
+ ψµ− 1
2
ψν− 1
2
µ ⊗ ν − ν ⊗ µ + 3k
σ
µ
ν
σ
 , (8.30a)
G3/2 |2〉 = µkµ + µ ⊗ ν ηµν , (8.30b)
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which leads to the following equations,
µ + k
ν
µ ⊗ ν = 0, (8.31a)
µ ⊗ ν − ν ⊗ µ + 3kσ
µ
ν
σ
= 0, (8.31b)
µk
µ + µ ⊗ ν ηµν = 0. (8.31c)
To solve the above equation, we first take the high energy limit by letting µ→ (L, T ) and
kµ →M (eL)µ , ηµν → (eT )µ (eT )ν . (8.32)
The above equations reduce to
µ +M µ ⊗ L = 0, (8.33)
µ ⊗ ν − ν ⊗ µ = 0, (8.34)
M L + T ⊗ T = 0. (8.35)
At this mass level, the terms with odd number of T ’s will be sub-leading in the high energy
limit and be ignored, the resulting equations contain only terms will even number of T ’ as
following,
L +M L ⊗ L = 0, (8.36)
M L + T ⊗ T = 0. (8.37)
The ratio of the coefficients then can be obtained as
εTT M
2 (= 2)
εLL 1
εL −M
(
= −√2)
. (8.38)
Now we will consider the general mass level at M2 = 2(N − 1). At this mass level, the most
general state can be written as
|N〉 =
∑
{mj ,mr}
[
N⊗
j=1
1
jmjmj !
µj1 · · · µjmj α
µj1···µjmj
−j
N−1/2⊗
r=1/2
1
mr!
νr1 · · · νrmr
T
ψ
νr1 ···νrmr
−r
]
|0, k〉 ,
(8.39)
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where
νr1 · · · νrmr
T
=
νr1
...
νrmr
, (8.40)
and we have defined the abbreviation
α
µj1···µjmj
−j ≡ αµ
j
1
−j · · ·α
µjmj
−j and ψ
νr1 ···νrmr
−r ≡ ψν
r
1−r · · ·ψν
r
mr
−r , (8.41)
with mj (mr) is the number of the operator α
µ
−j
(
ψν−r
)
for j ∈ Z and r ∈ Z + 1/2. The
summation runs over all possible mj (mr) with the constrain
N∑
j=1
jmj +
N−1/2∑
r=1/2
rmr = N − 1
2
with mj , mr ≥ 0, (8.42)
so that the total mass square is 2 (N − 1).
Solving the constraints (8.27) and (8.28) in the high energy limit, the ratios between the
physical states in the NS sector are obtained as (see Appendix B for detail)
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (8.43)
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k+1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k + 1)!!
(−M)k+1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (8.44)
T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k−1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (8.45)
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T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2−1
⊗ T L
T
⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (8.46)
which are exactly consistent with the results obtained by using the decoupling of high energy
ZNS in the previous section and the saddle-point calculation which will be discussed in the
following section.
C. Saddle-point approximation
In this section, we shall calculate the high energy limits of various scattering amplitudes
based on saddle-point approximation. Since the decoupling of ZNS holds true for arbitrary
physical processes, in order to check the ratios among scattering amplitudes at the same
mass level, it is helpful to choose low-lying states to simplify calculations. For instance,
in the case of 4-point amplitudes, we fix the first vertex to be a M2 = 0 photon with
polarization vector ǫµ (in the −1 ghost picture, and φ is the bosonized ghost operator),
V1 ≡ ǫµψµe−φeik1X1, ǫ · k1 = k21 = 0; (8.47)
and the third and fourth vertices to be M2 = −1 tachyon (in the 0 ghost picture),
V3,4 ≡ kµ3,4ψµeik3,4X3,4 , k23,4 = −1. (8.48)
We shall vary the second vertex at the same level and compare the scattering amplitudes to
obtain the proportional constants.
1. M2 = 2
The second vertex operators at mass level M2 = 2, are given by (in the −1 ghost picture),
(αT−1)(b
T
− 1
2
) |0, k〉 ⇒ ψT∂XT e−φeikX , (8.49)
(αL−1)(b
L
− 1
2
) |0, k〉 ⇒ ψL∂XLe−φeikX , (8.50)
(bL− 3
2
) |0, k〉 ⇒ ∂ψLe−φeikX . (8.51)
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Here we have used the polarization basis to specify the particle spins, e.g.,ψT ≡ eTµ · ψµ.
To illustrate the procedure, we take the first state, Eq.(8.49), as an example to calculate
the scattering amplitude among one massive tensor (M2 = 2) with one photon (V1) and two
tachyons (V3, V4). As in the case of open bosonic string theory, we list the contributions of
s− t channel only. The 4-point function is given by∫ 1
0
dx2〈(ψT11 e−φ1eik1X1)(ψT22 ∂XT22 e−φ2eik2X2)(k3λψλ3 eik3X3)(k4σψσ4 eik4X4)〉, (8.52)
where we have suppressed the SL(2, R) gauge-fixed world-sheet coordinates x1 = 0, x3 =
1, x4 = ∞. Notice that in both the first and second vertices, it is possible to allow fermion
operators ψµ to have polarization in transverse direction Ti out of the scattering plane.
As we shall see in next section that this leads to a new feature of supersymmetric stringy
amplitudes in the high energy limit. At this moment, we only choose the polarization vector
to be in the P, L, T directions for a comparison with results obtained by the previous two
methods.
A direct application of Wick contraction among fermions ψ, ghosts φ, and bosons X leads
to the following result∫ 1
0
dx
[
(3, 4)(eT1 · eT2)
x
− (eT1 · k3)(eT2 · k4) + (e
T2 · k3)(eT1 · k4)
1− x
]
1
x
[
eT2 · k3
1− x
]
x(1,2)(1−x)(2,3),
(8.53)
where we have used the short-hand notation, (3, 4) ≡ k3 · k4. Based on the kinematic
variables and the master formula for saddle-point approximation,∫
dx u(x) exp−Kf(x)
= u0e
−Kf0
√
2π
Kf ′′0
{
1 +
[
u′′0
2u0f ′′0
− u
′
0f
(3)
2u0(f ′′0 )2
− f
(4)
0
8(f ′′0 )2
+
5[f (3)]2
24(f ′′0 )3
]
1
K
+O(
1
K2
)
}
, (8.54)
where u0, f0, u
′
0, f
′′
0 , etc, stand for the values of functions and their derivatives evaluated
at the saddle point f ′(x0) = 0. In order to apply this master formula to calculate stringy
amplitudes, we need the following substitutions (α′ = 1/2)
K ≡ 2E2, (8.55)
f(x) ≡ ln(x)− τ ln(1− x), (8.56)
τ ≡ −(2, 3)
(1, 2)
→ sin2 θ
2
, (8.57)
154
where θ is the scattering angle in center of momentum frame and the saddle point for
the integration of moduli is x0 =
1
1−τ . In the first scattering amplitude corresponding to
Eq.(8.49), we can identify the u(x) function as
uI(x) ≡
[
(3, 4)(eT1 · eT2)
x
− (eT1 · k3)(eT2 · k4) + (e
T2 · k3)(eT1 · k4)
1− x
]
1
x
[
eT2 · k3
1− x
]
. (8.58)
Equipped with this, we obtain the high energy limit of the first amplitude,
2E2(1− τ)(eT · k3)x(1,2)−10 (1− x0)(2,3)−1
√
πτ
E2(1− τ)3
= 4
√
πE2(1− τ)2x(1,2)0 (1− x0)(2,3). (8.59)
Next, we replace the second vertex operator in Eq.(8.52) by Eq.(8.50), and the 4-point
function is given by∫ 1
0
dx
1
M2
[
(eT · k3)(2, 4)− (e
T · k4)(2, 3)
1− x
]
1
x
[
(1, 2)
x
− (2, 3)
1− x
]
x(1,2)(1− x)(2,3). (8.60)
Here we can identify the u(x) function for saddle-point master formula, Eq.(8.54)
uII(x) ≡ (e
T · k3)(1, 2)
M2x
[
(2, 4) +
(2, 3)
1− x
]
f ′(x). (8.61)
One can check that uII(x0) = u
′
II(x0) = 0, and
u′′II(x0) =
2(1, 2)(2, 3)(eT · k3)
M2x(1− x)2 f
′′(x0). (8.62)
Thus, the amplitude associated with the massive state, Eq.(8.50), is given by
− 2
M2
E2τ(eT · k3)x(1,2)−10 (1− x0)(2,3)−2
√
πτ
E2(1− τ)3
=
4
M2
√
πE2(1− τ)2x(1,2)0 (1− x0)(2,3). (8.63)
In the third case, after replacing the second vertex operator in Eq.(8.52) by Eq.(8.51), we
get the Wick contraction∫ 1
0
dx
1
M
[
−(e
T · k4)(2, 3)
(1− x)2
]
1
x
x(1,2)(1− x)(2,3). (8.64)
The high energy limit of this amplitude, after applying the master formula of saddle-point
approximation, is
2
M
E2τ(eT · k3)x(1,2)−1(1− x)(2,3)−2
√
πτ
E2(1− τ)3
= − 4
M
√
πE2(1− τ)2x(1,2)0 (1− x0)(2,3). (8.65)
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In conclusion, from these results, Eqs.(8.59),(8.63),(8.65), we find the ratios between the
4-point amplitudes associated with (αT−1)(b
T
− 1
2
) |0, k〉, (αL−1)(bL− 1
2
) |0, k〉, and (bL− 3
2
) |0, k〉 to be
1 : 1
M2
: − 1
M
, in perfect agreement with Eqs.(8.12),(8.16) and Eq. (8.38).
2. M2 = 4
Our previous examples only involve one fermion operator bT− 1
2
, bL− 1
2
, bL− 3
2
. Since in the 4-
point functions with the fixed states V1 → photon, V3,4 → tachyons, the maximum fermion
number of the second vertex is three, it is of interest to see the pattern of stringy amplitudes
associated with the next massive vertices at M2 = 4.
At this mass level, the relevant states and the vertex operators are (in the −1 ghost
picture)
(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 ⇒ ψTψL∂ψLe−φeikX , (8.66)
(αT−1)(α
T
−1)(b
T
− 1
2
) |0, k〉 ⇒ ψT∂XT∂XT e−φeikX . (8.67)
To calculate 4-point functions, we can fix the first vertex (V1) to be a photon state in the
−1 ghost picture, Eq.(8.47), and the third and the fourth vertices to be tachyon state in the
0 ghost picture, Eq.(8.48).
Since the applications of saddle-point approximation is essentially identical to previous
cases, we simply list the results of our calculations
(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉
⇒
∫ 1
0
dx2〈(ψT11 e−φ1eik1X1)(ψT22 ψL22 ∂ψL22 e−φ2eik2X2)(k3λψλ3 eik3X3)(k4σψσ4 eik4X4)〉
=
4
√
π
M2
E3τ−
1
2 (1− τ) 72x(1,2)0 (1− x0)(2,3), (8.68)
(αT−1)(α
T
−1)(b
T
− 1
2
) |0, k〉
⇒
∫ 1
0
dx2〈(ψT11 e−φ1eik1X1)(ψT22 XL22 XL22 e−φ2eik2X2)(k3λψλ3 eik3X3)(k4σψσ4 eik4X4)〉
= 8
√
πE3τ−
1
2 (1− τ) 72x(1,2)0 (1− x0)(2,3). (8.69)
Combining these results, we conclude that the ratio between the M2 = 4 vertices is given
by
(bT− 1
2
)(bL− 1
2
)(bL− 3
2
) |0, k〉 : (αT−1)(αT−1)(bL− 1
2
) |0, k〉 = 1
M2
: 2 = 1 : 8, (8.70)
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which agrees with Eq.(8.20).
3. GSO odd vertices at M2 = 5
In addition to the stringy amplitudes associated with GSO even vertices we have calcu-
lated in the previous sections, we can also apply the same method to those associated with
the GSO odd vertices. While it is a common practice to project out the GSO odd states
in order to maintain spacetime supersymmetry, it turns out that we do find linear relation
among these amplitudes. This seems to suggest a hidden structure of superstring theory in
the high energy limit.
To see this, we examine the vertices of odd GSO parity, at the mass level M2 = 5. Based
on the power-counting rule as in the bosonic string case, we can identify the relevant vertices
and the associated vertex operators as follows
(αT−1)(b
T
− 1
2
)(bL− 3
2
) |0, k〉 ⇒ ψT∂ψL∂XT e−φeikX , (8.71)
(αL−1)(b
L
− 1
2
)(bL− 3
2
) |0, k〉 ⇒ ψL∂ψL∂XLe−φeikX . (8.72)
To calculate 4-point functions, we can fix the first vertex (V1) to be a tachyon state in the
−1 ghost picture,
V1 = e
−φ1eik1·X1 , (8.73)
and the third and the fourth vertices to be tachyon state in the 0 ghost picture, as Eq.(8.48).
Since the applications of saddle-point approximation is essentially identical to previous
cases, we simply list the results of our calculations
(αT−1)(b
T
− 1
2
)(bL− 3
2
) |0, k〉
⇒
∫ 1
0
dx2〈(e−φ1eik1X1)(ψT22 ∂ψL22 ∂XT22 e−φ2eik2X2)(k3λψλ3 eik3X3)(k4σψσ4 eik4X4)〉,
= −8
√
π
M
E3τ−
1
2 (1− τ) 72x(1,2)0 (1− x0)(2,3), (8.74)
(αL−1)(b
L
− 1
2
)(bL− 3
2
) |0, k〉
⇒
∫ 1
0
dx2〈(e−φ1eik1X1)(ψL22 ∂ψL22 ∂XL22 e−φ2eik2X2)(k3λψλ3 eik3X3)(k4σψσ4 eik4X4)〉,
= −4
√
π
M3
E3τ−
1
2 (1− τ) 72x(1,2)0 (1− x0)(2,3). (8.75)
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It is worth noting that in the second calculations, we need to include both u′′(x0) and
u(3)(x0) terms of the first order corrections in saddle-point approximation, Eq.(8.54), to get
the correct answer.
Combining these results, we conclude that the ratio between the M2 = 3 vertices is given
by
(αT−1)(b
T
− 1
2
)(bL− 3
2
) |0, k〉 : (αL−1)(bL− 1
2
)(bL− 3
2
) |0, k〉 = 2M2 : 1 = 10 : 1. (8.76)
Notice that here we also find an interesting connection between GSO even M2 = 4 am-
plitudes and those of GSO odd parity at M2 = 5. The high energy limits of the four
amplitudes, Eqs.(8.68),(8.69),(8.74),(8.75), are proportional to each other. and their ratios
are
√
5 : 8
√
5 : (−8) : −4
5
.
D. Polarizations orthogonal to the scattering plane
In this section we consider high energy scattering amplitudes of string states with polar-
izations eT i, i = 3, 4..., 25, orthogonal to the scattering plane. We will present some examples
with saddle-point calculations and compare them with those calculated in the previous sec-
tion. We will find that they are all proportional to the previous ones considered before.
These scattering amplitudes are of subleading order in energy for the case of 26D open
bosonic string theory. The existence of these new high energy scattering amplitudes is due
to the worldsheet fermion exchange in the correlation functions as we will see in the following
examples. Our first example is to consider Eq.(8.52) and replace ψT11 and ψ
T2
2 by ψ
T i1
1 and
ψ
T i2
2 respectively
∫ 1
0
dx2〈(ψT
i
1
1 e
−φ1eik1X1)(ψT
i
2
2 ∂X
T2
2 e
−φ2eik2X2)(k3λψλ3 e
ik3X3)(k4σψ
σ
4 e
ik4X4)〉. (8.77)
The calculation of Eq.(8.77) is similar to that of Eq.(8.52) except that, for this new case, one
ends up with only the first term in Eq.(8.53), and the second and the third terms vanish.
Remarkably, the final answer is
− 2E2(1− τ)(eT · k3)x(1,2)−10 (1− x0)(2,3)−1
√
πτ
E2(1− τ)3
= −4√πE2(1− τ)2x(1,2)0 (1− x0)(2,3), (8.78)
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which is proportional to Eq.(8.59). Our second example is again to replace ψT11 and ψ
T2
2
in Eq.(8.68) by ψ
T i1
1 and ψ
T i2
2 respectively. One gets exactly the same answer as Eq.(8.68).
The two examples above seem to suggest that high energy scattering of string states with
polarizations eT i are the same as that of polarization eT up to a sign. Let’s consider the
third example to justify this point. It is straightforward to show the following
∫ 1
0
dx2〈(ψL1 ψT11 ψT
i
1
1 e
−φ1eik1X1)(ψL2 ψ
T2
2 ψ
T i2
2 ∂X
T2
2 e
−φ2eik2X2)(k3λψλ3 e
ik3X3)(k4σψ
σ
4 e
ik4X4)〉
= N [4E4(1− τ)− 4E4(1− τ)2 − 4E4τ(1− τ)] = 0 (8.79)
On the other hand, if we assume the symmetry for all transverse polarization vectors T, T i
in the scattering amplitudes, one can easily derive the same conclusion without detailed
calculations. Since replacing T i polarization vectors of both vertices in Eq.(8.79) by T will
naturally leads to a null result due to anti-commuting property of fermions.
It is clear from the above calculations that the existence of these new high energy scat-
tering amplitudes of string states with polarizations eT i orthogonal to the scattering plane
is due to the worldsheet fermion exchange in the correlation functions. These fermion ex-
changes do not exist in the bosonic string correlation functions and is, presumably, related
to the high energy massive spacetime fermionic scattering amplitudes in the R-sector of the
theory.
Physically, the high energy scattering amplitudes of spacetime fermion contain the sym-
metry of rotations among different polarizations in the spin space and our results here seem
to justify this observation. If this conjecture turns out to be true, then the list of vertices we
considered in Eq.(8.7) to Eq.(8.10) for high energy stringy amplitudes should be extended
and includes the cases with bT− 1
2
replaced by bT
i
− 1
2
. Obviously, these new high energy am-
plitudes create complications for a full understanding of stringy symmetry. Nevertheless,
the claim that there is only one independent high energy scattering amplitude at each fixed
mass level of the string spectrum persists in the case of superstring theory, at least, for the
NS sector of the theory.
In conclusion of this chapter we have explicitly calculated all high energy scattering
amplitudes of string states with polarizations on the scattering plane of open superstring
theory. In particular, the proportionality constants among high energy scattering amplitudes
of different string states at each fixed but arbitrary mass level are determined by using three
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different methods. These constants are shown to originate from ZNS in the spectrum as in
the case of open bosonic string theory.
In addition, we discover new high energy scattering amplitudes, which are still pro-
portional to the previous ones, with polarizations orthogonal to the scattering plane. We
conjecture the existence of a symmetry among high energy scattering amplitudes with polar-
izations eT i and eT . These scattering amplitudes are subleading order in energy for the case
of open bosonic string theory. The existence of these new high energy scattering amplitudes
is due to the worldsheet fermion exchange in the correlation functions and is argued to be
related to the high energy massive spacetime fermionic scattering amplitudes in the R-sector
of the theory. Finally, our study also suggests that the nature of GSO projection in super-
string theory might be simplified in the high energy limit. Hopefully, this is in connection
with the conjecture that supersymmetry is realized in broken phase without GSO projection
in the open string theory [134, 135].
It would be of crucial importance to calculate high energy massive fermion scattering
amplitudes in the R-sector to complete the proof of Gross’s two conjectures on high energy
symmetry of superstring theory. The construction of general massive spacetime fermion
vertex, involving picture changing, will be the first step toward understanding of the high
energy behavior of superstring theory.
IX. HARD STRING SCATTERINGS FROM D-BRANES/O-PLANES
In this chapter, we study scatterings of bosonic closed strings from D-branes [42] in section
A, and O-planes [47] in section B. In particular, we will discuss hard strings scattered from
D-particle [42] and D-domain-wall [46]. We will also study hard strings scattered from O-
particle [47] and O-domain-wall [47]. In addition, in section C, we calculate the absorption
amplitudes [127] of a closed string state at arbitrary mass level leading to two open string
states on the D-brane at high energies.
A. Scatterings from D-branes
In this section we study the general structure of an arbitrary incoming closed string state
scatters from D-brane and ends up with an arbitrary spin outgoing closed string states
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at arbitrary mass levels [42]. The scattering of massless string states from D-brane has
been well studied in the literature and can be found in [53, 136–140] Here we extend the
calculations of massless closed string states to massive closed string states at arbitrary mass
levels. Since the mass of D-brane scales as the inverse of the string coupling constant 1/g,
we will assume that it is infinitely heavy to leading order in g and does not recoil. We will
first show that, for the (0 → 1) and (1 → ∞) channels, all the scattering amplitudes can
be expressed in terms of the beta functions, thanks to the momentum conservation on the
D-brane.
Alternatively, the Kummer relation of the hypergeometric function 2F1 can be used to
reduce the scattering amplitudes to the usual beta function [42]. After summing up the
(0 → 1) and (1 → ∞) channels, we discover that all the scattering amplitudes can be
expressed in terms of the generalized hypergeometric function 3F2 with special arguments,
which terminates to a finite sum and, as a result, the whole scattering amplitudes consistently
reduce to the usual beta function.
For the simple case of D-particle, we explicitly calculate [42] high energy limit of a set
of scattering amplitudes for arbitrary mass levels, and derive infinite linear relations among
them for each fixed mass level. Since the calculation of decoupling of high energy ZNS
remains the same as the case of scatterings without D-brane, the ratios of these high energy
scattering amplitudes are found to be consistent with the decoupling of high energy ZNS in
Chapter V. The cases of RR strings scattered from D-particle will be discussed in chapter
XIV where the complete ratios among GR scattering amplitudes will be calculated.
We will first begin with the simple case of tachyon to tachyon scattering and then gener-
alize to scatterings of states at arbitrary mass levels. The standard propagators of the left
and right moving fields are
〈Xµ (z)Xν (w)〉 = −ηµν log (z − w) , (9.1)〈
X˜µ (z¯) X˜ν (w¯)
〉
= −ηµν log (z¯ − w¯) . (9.2)
In addition, there are also nontrivial correlator between the right and left moving fields as
well 〈
Xµ (z) X˜ν (w¯)
〉
= −Dµν log (z − w¯) (9.3)
as a result of the boundary condition at the real axis. Propagator Eq.(9.3) has the standard
form Eq.(9.1) for the fields satisfying Neumann boundary condition, while matrix D reverses
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the sign for the fields satisfying Dirichlet boundary condition. We will follow the standard
notation and make the following replacement
X˜µ (z¯)→ DµνXν (z¯) (9.4)
which allows us to use the standard correlators Eq.(9.1) throughout our calculations. As
we will see, the existence of the Propagator Eq.(9.3) has far-reaching effect on the string
scatterings from D-brane.
1. Tachyon to tachyon
In this section, we consider the tachyon to tachyon scattering amplitude
Atach =
∫
d2z1d
2z2 〈V1 (z1, z¯1) V2 (z2, z¯2)〉
=
∫
d2z1d
2z2
〈
V (k1, z1) V˜ (k1, z¯1) V (k2, z2) V˜ (k2, z¯2)
〉
=
∫
d2z1d
2z2
〈
eik1X(z1)eik1X˜(z¯1)eik2X(z2)eik2X˜(z¯2)
〉
=
∫
d2z1d
2z2 (z1 − z¯1)k1·D·k1 (z2 − z¯2)k2·D·k2 |z1 − z2|2k1·k2 |z1 − z¯2|2k1·D·k2 . (9.5)
To fix the SL (2, R) invariance, we set z1 = iy and z2 = i. Introducing the SL (2, R) Jacobian
d2z1d
2z2 = 4
(
1− y2) dy, (9.6)
we have, for the (0→ 1) channel,
A
(0→1)
tach = 4 (2i)
k1·D·k1+k2·D·k2
∫ 1
0
dy yk2·D·k2 (1− y)2k1·k2+1 (1 + y)2k1·D·k2+1
= 4 (2i)2a0
∫ 1
0
dy ya0 (1− y)b0 (1 + y)c0
= 4 (2i)2a0
Γ (a0 + 1) Γ (b0 + 1)
Γ (a0 + b0 + 2)
2F1(−c0, a0 + 1, a0 + b0 + 2,−1) (9.7)
= 4 (2i)2a0
Γ (a0 + 1) Γ (b0 + 1)
Γ (a0 + b0 + 2)
2−2a0−1−N 2F1(N − a0, b0 + 1, a0 + b0 + 2,−1)
= 4 (2i)2a0 2−2a0−1−N
∫ 1
0
dt tb0 (1− t)a0 (1 + t)a0+N . (9.8)
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In the above calculations, we have defined
a0 = k1 ·D · k1 = k2 ·D · k2, (9.9)
b0 = 2k1 · k2 + 1, (9.10)
c0 = 2k1 ·D · k2 + 1, (9.11)
so that
2a0 + b0 + c0 + 2 = 4N1 ≡ −N, (9.12)
and −k21 = M2 ≡ M
2
closed
2α′closed
= 2(N1 − 1), N1 = 0 for tachyon. We have also used the integral
representation of the hypergeometric function
2F1 (α, β, γ, z) =
Γ (γ)
Γ (β) Γ (γ − β)
∫ 1
0
dt tβ−1 (1− t)γ−β−1 (1− zt)−α , (9.13)
and the following identity
2F1(α, β, γ; x) = (1− x)γ−α−β 2F1(γ − α, γ − β, γ; x), (9.14)
which we discuss in the section IXA5. In addition, the momentum conservation on the
D-brane
D · k1 + k1 +D · k2 + k2 = 0 (9.15)
is crucial to get the final result Eq.(9.8). Finally, by using change of variable t˜ = t2, Eq.(9.8)
can be further reduced to the beta function
A
(0→1)
tach ≃
Γ (a0 + 1)Γ
(
b0+1
2
)
Γ
(
a0 +
b0
2
+ 3
2
) = B(a0 + 1, b0 + 1
2
)
(9.16)
where we have omitted an irrelevant factor.
For the (1 → ∞) channel, we use the change of variable y = 1+t
1−t and end up with the
same result
A
(1→∞)
tach = 4 (2i)
k1·D·k1+k2·D·k2
∫ ∞
1
dy yk2·D·k2 (y − 1)2k1·k2+1 (1 + y)2k1·D·k2+1
= 4 (2i)2a0 2−2a0−1−N
∫ 1
0
dt tb0 (1− t)a0+N (1 + t)a0
≃ Γ (a0 + 1)Γ
(
b0+1
2
)
Γ
(
a0 +
b0
2
+ 3
2
) = B(a0 + 1, b0 + 1
2
)
(9.17)
since N = 0 for the case of tachyon.
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Alternatively, one can use the Kummer formula of hypergeometric function
2F1(α, β, 1 + α− β,−1) =
Γ(1 + α− β)Γ(1 + α
2
)
Γ(1 + α)Γ(1 + α
2
− β) (9.18)
and
Γ
(
1 + α
2
)
=
2−α
√
πΓ (1 + α)
Γ
(
1 + α
2
) , (9.19)
to reduce Eq.(9.7) to the final result Eq.(9.16). In this calculation, we have used the Kummer
condition
γ = 1 + α− β, (9.20)
which is equivalent to the momentum conservation on the D-brane Eq.(9.15).
2. Tensor to tensor
In this section, we generalize the previous calculation to general tensor to tensor scatter-
ings. In this case, we define
a = k1 ·D · k1 + na ≡ a0 + na, (9.21)
b = 2k1 · k2 + 1 + nb ≡ b0 + nb, (9.22)
c = 2k1 ·D · k2 + 1 + nc ≡ c0 + nc, (9.23)
where na, nb and nc are integer and
N ′ = − (2na + nb + nc) ,
so that
2a+ b+ c+ 2 +N ′ = 4N1 =⇒ 2a+ b+ c+ 2 = 4N1 −N ′ ≡ −N (9.24)
where k21 = 2(N1 − 1) and N1 is now the mass level of k1. After a similar calculation as the
previous section, it is easy to see that a typical term in the expression of the general tensor
to tensor scattering amplitudes can be reduced to the following integral
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I(0→1) =
∫ 1
0
dt ta (1− t)b (1 + t)c ,
=
Γ (a+ 1) Γ (b+ 1)
Γ (a + b+ 2)
2F1 (−c, a+ 1, a+ b+ 2,−1)
= 2b+c+1
Γ (a+ 1)Γ (b+ 1)
Γ (a+ b+ 2)
2F1 (−a−N, b+ 1, a+ b+ 2,−1)
= 2−2a−1−N
∫ 1
0
dt tb (1− t)a (1 + t)a+N . (9.25)
Similarly, for the (1→∞) channel, one gets
I(1→∞) =
∫ ∞
1
dy ya (y − 1)b (1 + y)c
= 2−2a−1−N
∫ 1
0
dt tb (1− t)a+N (1 + t)a . (9.26)
The sum of the two channels gives
I = I(0→1) + I(1→∞)
= 2−2a−1−N
∫ 1
0
dt tb (1− t)a (1 + t)a
[
(1 + t)N + (1− t)N
]
= 2−2a−1−N
N∑
m=0
[1 + (−1)m]
(
N
m
)∫ 1
0
dt tb+m (1− t)a (1 + t)a
= 2−2a−2−N
N∑
m=0
[1 + (−1)m]
(
N
m
)
· Γ (a+ 1)Γ
(
b+1
2
+ m
2
)
Γ
(
a+ b+3
2
+ m
2
)
= 2−2a−1−N
Γ (a + 1)Γ
(
b+1
2
)
Γ
(
a + b+3
2
) [N2 ]∑
n=0
(
N
2n
) ( b+1
2
)
n(
a+ b+3
2
)
n
= 2−2a−1−N · B
(
a+ 1,
b+ 1
2
)
· 3F2
(
b+ 1
2
,−
[
N
2
]
,
1
2
−
[
N
2
]
; a+
b+ 3
2
,
1
2
; 1
)
(9.27)
where the generalized hypergeometric function 3F2 is defined to be
3F2(α1, α2, α3; γ1, γ2; x) =
∞∑
n=0
(α1)n(α2)n(α3)n
(γ1)n(γ2)n
xn
n!
. (9.28)
Note that the energy dependence of the prefactor 4 (2i)k1·D·k1+k2·D·k2 in the scattering ampli-
tude cancels, apart from an irrelevant factor, the energy dependence of 2−2a−1−N by using
Eq.(9.24). For N = 0, one recovers the result of tachyon scattering amplitude Eq.(9.8). For
the special arguments of 3F2 in Eq.(9.27), the hypergeometric function terminates to a finite
sum and, as a result, the whole scattering amplitudes consistently reduce to the usual beta
function. The explicit forms of 3F2 for some integer N are given in the section IXA5.
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3. Hard strings scattered from D-particle
In this section, we will calculate the high energy limit of string scattered from D-brane
[42]. In particular, we will calculate the ratios among scattering amplitudes of different
string states at high energies. For our purpose here, for simplicity, we will only consider
the string states with the form of Eq.(5.67) with m = 0 (the ratios for the m 6= 0 case
will be discussed in chapter XIV). The reason is as following. It was shown that [27–30]
the leading order amplitudes containing this component will drop from energy order E4m
to E2m, and one needs to calculate the complicated naive subleading contraction terms
between ∂X and ∂X for the multi -tensor scattering in order to get the real leading order
scattering amplitudes. For our closed string scattering calculation here, even for the case
of one tachyon and one tensor scattering, one encounters the similar complicated nonzero
contraction terms in Eq.(9.3) due to the D-brane. So we will omit high energy scattering
amplitudes of string states containing this (αL−1)
2m component. On the other hand, we will
also need the result that the high energy closed string ratios are the tensor product of two
pieces of open string ratios [36].
To simplify the kinematics, we consider the case of D0 brane or D-particle scatterings
[42]. The momentum of the incident particle k2 is along the −X direction and particle k1
is scattered at an angle φ. We will consider the general case of an incoming tensor state(
αT−1
)n−2q (
αL−2
)q ⊗ (α˜T−1)n−2q′ (α˜L−2)q′ |0〉 and an outgoing tachyon state. Our result can be
easily generalized to the more general two tensor cases. The kinematic setup is
eP =
1
M
(−E,−k2, 0) = k2
M
, (9.29)
eL =
1
M
(−k2,−E, 0) , (9.30)
eT = (0, 0, 1) , (9.31)
k1 = (E, k1 cosφ,−k1 sinφ) , (9.32)
k2 = (−E,−k2, 0) . (9.33)
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For the scattering of D-particle Dij = −δij , and it is easy to calculate
eT · k2 = eL · k2 = 0, (9.34)
eT · k1 = −k1 sinφ ∼ −E sinφ, (9.35)
eT ·D · k1 = k1 sinφ ∼ E sinφ, (9.36)
eT ·D · k2 = 0, (9.37)
eL · k1 = 1
M
[k2E − k1E cosφ] ∼ E
2
M
(1− cosφ) , (9.38)
eL ·D · k1 = 1
M
[k2E + k1E cosφ] ∼ E
2
M
(1 + cosφ) , (9.39)
eL ·D · k2 = 1
M
[−k2E − k2E] ∼ −2E
2
M
, (9.40)
and
a0 = k1 ·D · k1 = −E2 − k21 ∼ −2E2, (9.41)
b0 = 2k1 · k2 + 1 = 2
(
E2 − k1k2 cosφ
)
+ 1 ∼ 2E2 (1− cosφ) , (9.42)
c0 = 2k1 ·D · k2 + 1 = 2
(
E2 + k1k2 cos φ
)
+ 1 ∼ 2E2 (1 + cos φ) . (9.43)
The high energy scattering amplitude is then calculated to be
AD−Par = εTn−2qLq,Tn−2q′Lq′
∫
d2z1d
2z2
〈
V1 (z1, z¯1) V
Tn−2qLq,Tn−2q
′
Lq
′
2 (z2, z¯2)
〉
= εTn−2qLq,Tn−2q′Lq′
∫
d2z1d
2z2 ·
〈
eik1X (z1) e
ik1X˜ (z¯1)(
∂XT
)n−2q (
i∂2XL
)q
eik2X (z2)
(
∂¯X˜T
)n−2q′ (
i∂¯2X˜L
)q′
eik2X˜ (z¯2)
〉
= (−1)q+q′
∫
d2z1d
2z2 (z1 − z¯1)k1·D·k1 (z2 − z¯2)k2·D·k2 |z1 − z2|2k1·k2 |z1 − z¯2|2k1·D·k2
·
[
ieT · k1
z1 − z2 +
ieT ·D · k1
z¯1 − z2 +
ieT ·D · k2
z¯2 − z2
]n−2q
·
[
ieT ·D · k1
z1 − z¯2 +
ieT · k1
z¯1 − z¯2 +
ieT ·D · k2
z2 − z¯2
]n−2q′
·
[
eL · k1
(z1 − z2)2
+
eL ·D · k1
(z¯1 − z2)2
+
eL ·D · k2
(z¯2 − z2)2
]q
·
[
eL ·D · k1
(z1 − z¯2)2
+
eL · k1
(z¯1 − z¯2)2
+
eL ·D · k2
(z2 − z¯2)2
]q′
. (9.44)
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Set z1 = iy and z2 = i to fix the SL(2, R) invariance, we have
A
(0→1)
D−Par = 4 (2i)
k1·D·k1+k2·D·k2
∫ 1
0
dy yk1·D·k1 (1− y)2k1·k2+1 (1 + y)2k1·D·k2+1
·
[
−e
T · k1
1− y −
eT ·D · k1
1 + y
− e
T ·D · k2
2
]n−2q
·
[
eT ·D · k1
1 + y
+
eT · k1
1− y +
eT ·D · k2
2
]n−2q′
·
[
eL · k1
(1− y)2 +
eL ·D · k1
(1 + y)2
+
eL ·D · k2
4
]q
·
[
eL ·D · k1
(1 + y)2
+
eL · k1
(1− y)2 +
eL ·D · k2
4
]q′
= (−1)n 4 (2i)k1·D·k1+k2·D·k2 (E sin φ)2n−2(q+q′)
(
E2
M
)q+q′
·
∫ 1
0
dy yk1·D·k1 (1− y)2k1·k2+1 (1 + y)2k1·D·k2+1
·
[
1
1− y −
1
1 + y
]2n−2(q+q′)
·
[
1− cosφ
(1− y)2 +
1 + cosφ
(1 + y)2
− 1
2
]q+q′
= (−1)n 4 (2i)k1·D·k1+k2·D·k2 (2E sinφ)2n
(
− 1
8M sin2 φ
)q+q′
·
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)i (1− cosφ)j (1 + cosφ)i−j
∫ 1
0
dy yk1·D·k1 (1− y)2k1·k2+1 (1 + y)2k1·D·k2+1
·
[
y
(1− y) (1 + y)
]2n−2(q+q′) [
1
1− y
]2j [
1
1 + y
]2(i−j)
. (9.45)
Now in the high energy limit, the master formula Eq.(9.27) reduces to
I = I(0→1) + I(1→∞)
≃ 2−2a−2−NB
(
a+ 1,
b+ 1
2
)(1 +√∣∣∣∣ b2a+ b
∣∣∣∣
)N
+
(
1−
√∣∣∣∣ b2a+ b
∣∣∣∣
)N
≡ 2−2a−2−NB
(
a+ 1,
b+ 1
2
)
FN , (9.46)
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where
na = 2n− 2 (q + q′) , (9.47)
nb = −2n + 2 (q + q′)− 2j, (9.48)
nc = −2n + 2 (q + q′)− 2 (i− j) , (9.49)
N = − (2na + nb + nc) = 2i, (9.50)
2a0 = k1 ·D · k1 + k2 ·D · k2, (9.51)
FN =
(
1 +
√
1− cosφ
1 + cos φ
)N
+
(
1−
√
1− cosφ
1 + cosφ
)N
. (9.52)
The total high energy scattering amplitude can then be calculated to be
AD−Par = A
(0→1)
D−Par + A
(1→∞)
D−Par
≃ (−1)n 4 (2i)2a0 (2E sinφ)2n
(
− 1
8M sin2 φ
)q+q′
·
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)i (1− cosφ)j (1 + cosφ)i−j · 2−2a−2−NB
(
a+ 1,
b+ 1
2
)
FN .
(9.53)
The high energy limit of the beta function is
B
(
a + 1,
b+ 1
2
)
≃ B
(
a0 + 1,
b0 + 1
2
) ana0 (b02
)nb/2
(
a0 +
b0
2
)na+nb/2 . (9.54)
Finally we get the high energy scattering amplitudes at mass level M2 = 2(n− 1)
AD−Par = A
(0→1)
D−Par + A
(1→∞)
D−Par
= (−1)a0 E2n
(
− 1
2M
)q+q′
B
(
a0 + 1,
b0 + 1
2
)
·
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)−i (1 + cosφ)i (−1)j FN
= 2 (−1)a0 E2n
(
− 1
2M
)q+q′
B
(
a0 + 1,
b0 + 1
2
)
== 2 (−1)a0 E2n
(
− 1
2M
)q+q′ Γ(a0 + 1)Γ( b0+12 )
Γ(a0 +
b0
2
+ 3
2
)
(9.55)
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where the high energy limit of B
(
a0 + 1,
b0+1
2
)
is independent of q + q′. We thus have
explicitly shown that there is only one independent high energy scattering amplitude at
each fixed mass level. It is a remarkable result that the ratios
(
− 1
2M
)q+q′
for different high
energy scattering amplitudes at each fixed mass level is consistent with Eq.(5.60) for the
scattering without D-brane as expected. In general, for an incoming tensor state and an
outgoing tensor state scatterings, the ratios are Σ2i=1
(
− 1
2Mi
)(qi+q′i)
.
Finally, one notes that the exponential fall-off behavior in energy E is hidden in the high
energy beta function. Since the arguments of Γ(a0 + 1) and Γ(a0 +
b0
2
+ 3
2
) in Eq.(9.55) are
negative in the high-energy limit, one needs to use the well known formula
Γ (x) =
π
sin (πx) Γ (1− x) (9.56)
to calculate the large negative x expansion of these Γ functions, and obtain the Regge-pole
structure [36] of the amplitude. This is to be compared with the power-law behavior with
Regge-pole structure for the D-domain-wall scattering to be discussed in the next section.
4. Hard strings scattered from D-domain-wall
We have shown, in the last section, that the linear relations for string/string scatterings
persist for the string/Dp-brane scatterings with p > 0. In particular, the linear relations for
the D-particle scatterings [42] were explicitly demonstrated. All the high energy string/Dp-
brane scattering amplitudes with p > 0 behave as exponential fall-off as was claimed in
[53, 136–140] In this section, in contrast to the common wisdom, we show that [46], instead
of the exponential fall-off behavior of the form factors with Regge-pole structure, the high
energy scattering amplitudes of string scattered from D24-brane, or Domain-wall, behave as
power-law with Regge-pole structure. This is to be compared with the well-known power-
law form factors without Regge-pole structure of the D-instanton scatterings to be discussed
in Eq.(9.74) below.
This discovery makes Domain-wall scatterings an unique example of a hybrid of string
and field theory scatterings. Our calculation will be done for bosonic string scatterings of
arbitrary massive string states from D24-brane. Moreover, we discover that the usual linear
relations [42] of high energy string scattering amplitudes at each fixed mass level, Eq.(9.55),
breaks down for the Domain-wall scatterings [46]. This result gives a strong evidence that
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the existence of the infinite linear relations, or stringy symmetries, of high energy string
scattering amplitudes is responsible for the softer, exponential fall-off high energy string
scatterings than the power-law field theory scatterings.
We consider an incoming tachyon closed string state with momentum k1 and an
angle of incidence φ and an outgoing massive closed string state
(
αT−1
)n−2q (
αL−2
)q ⊗(
α˜T−1
)n−2q′ (
α˜L−2
)q′ |0〉 with momentum k2 and an angle of reflection θ. The kinematic setup
is
eP =
1
M
(−E, k2 cos θ,−k2 sin θ) = k2
M
, (9.57)
eL =
1
M
(−k2, E cos θ,−E sin θ) , (9.58)
eT = (0, sin θ, cos θ) , (9.59)
k1 = (E,−k1 cosφ,−k1 sinφ) , (9.60)
k2 = (−E, k2 cos θ,−k2 sin θ) . (9.61)
In the high energy limit, the angle of incidence φ is identified to the angle of reflection θ,
and eP approaches eL, k1, k2 ≃ E. For the case of Domain-wall scattering Diag Dµν =
(−1, 1,−1), and we have
a0 ≡ k1 ·D · k1 ∼ −2E2 sin2 φ− 2M21 cos2 φ+M21 , (9.62)
b0 ≡ 2k1 · k2 + 1
∼ 4E2 sin2 φ+ 4M21 cos2 φ−
(
M21 +M
2
)
+ 1, (9.63)
The scattering amplitude can be calculated to be
AD−Wall = (−1)q+q
′
∫
d2z1d
2z2 (z1 − z¯1)k1·D·k1 (z2 − z¯2)k2·D·k2 |z1 − z2|2k1·k2 |z1 − z¯2|2k1·D·k2
·
[
ieT · k1
z1 − z2 +
ieT ·D · k1
z¯1 − z2 +
ieT ·D · k2
z¯2 − z2
]n−2q
·
[
ieT ·D · k1
z1 − z¯2 +
ieT · k1
z¯1 − z¯2 +
ieT ·D · k2
z2 − z¯2
]n−2q′
·
[
eL · k1
(z1 − z2)2
+
eL ·D · k1
(z¯1 − z2)2
+
eL ·D · k2
(z¯2 − z2)2
]q [
eL ·D · k1
(z1 − z¯2)2
+
eL · k1
(z¯1 − z¯2)2
+
eL ·D · k2
(z2 − z¯2)2
]q′
.
(9.64)
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Set z1 = iy and z2 = i to fix the SL(2, R) gauge, and include the Jacobian d
2z1d
2z2 →
4 (1− y2) dy, we have, for the (0→ 1) channel,
A
(0→1)
D−Wall
≃ 4 (2i)k1·D·k1+k2·D·k2
(
E sin 2φ
2
)2n(
1
2M cos2 φ
)q+q′
·
q+q′∑
i=0
(
q + q′
i
)
2i
∫ 1
0
dy yk2·D·k2 (1− y)2k1·k2+1
· (1 + y)2k1·D·k2+1
[
1 + y
1− y
]2n−(q+q′)(
1
1− y
)i
≃
(
E sin 2φ
2
)2n(
1
2M cos2 φ
)q+q′
·
q+q′∑
i=0
(
q + q′
i
)
· B
(
a0 + 1,
b+ 1
2
)
Fi (9.65)
where
b = b0 + nb = b0 − 2n+ (q + q′)− i, (9.66)
Fi ≡
(
1 +
√∣∣∣∣ b2a0 + b
∣∣∣∣
)i
+
(
1−
√∣∣∣∣ b2a0 + b
∣∣∣∣
)i
(9.67)
≃
[
(1 + 2CiE sin φ)
i + (1− 2CiE sin φ)i
]
(9.68)
with
Ci ≡
√∣∣∣∣ 1M21 −M2 + 1− 2n+ (q + q′)− i
∣∣∣∣. (9.69)
Fi in Eq.(9.67) is the high energy limit of the generalized hypergeometric function
3F2
(
b+1
2
,− [ i
2
]
,
1
2
− [ i
2
]
; a0 +
b+3
2
,
1
2
; 1
)
[42].
At this stage, it is crucial to note that
b ≃ b0 ≃ −2a0 (9.70)
in the high energy limit for the Domain-wall scatterings. As a result, Fi reduces to the form of
Eq.(9.68), and depends on the energy E. Thus in contrast to the generic Dp-brane scatterings
with p ≥ 0, which contain two independent kinematic variables, there is only one kinematic
variable for the special case of Domain-wall scatterings. It thus becomes meaningless to
study high energy, fixed angle scattering process for the Domain-wall scatterings. As we
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will see in the following calculation, this peculiar property will reduce the high energy beta
function in Eq.(9.65) from exponential to power-law behavior and, simultaneously, breaks
down the linear relations as we had in Eq.(9.55) for the D-particle scatterings.
Finally, the scattering amplitude for the (0→ 1) channel can be calculated to be (similar
result can be obtained for the (1→∞) channel)
A
(0→1)
D−Wall
≃
(
E sin 2φ
2
)2n(
1
2M cos2 φ
)q+q′
B
(
a0 + 1,
b0 + 1
2
)
·
q+q′∑
i=0
(
q + q′
i
)
·
(a0)0
(
b0
2
)
nb/2(
a0 +
b0
2
)
nb/2
(1 + 2CiE sinφ)
i (9.71)
≃
(
cosφ√
2
)2n(
E sinφ
M
√|M21 − 2M2 − 1| cos2 φ
)q+q′
· Γ(a0 + 1)Γ(
b0+1
2
)
Γ(a0 +
b0
2
+ 3
2
)
1(
M21−M2+1
2
)
−n
(9.72)
where (α)n ≡ Γ(α+n)Γ(α) for integer n. On the other hand, since the argument of Γ(a0 + 1) in
Eq.(9.72) is negative in the high energy limit, we have, by using Eq.(9.13) and Eq.(9.70),
Γ(a0 + 1)Γ(
b0+1
2
)
Γ(a0 +
b0
2
+ 3
2
)
≃ π
sin (πa0) Γ (−a0)
Γ( b0+1
2
)
Γ(
M21−M2+1
2
)
∼ 1
sin (πa0)
1
(E sin φ)2(n−1)
. (9.73)
Note that the sin (πa0) factor in the denominator of Eq.(9.73) gives the Regge-pole structure,
and the energy dependence E−2(n−1) gives the power-law behavior in the high energy limit.
As a result, the scattering amplitude for the Domain-wall in Eq.(9.72) behaves like power-law
with the Regge-pole structure.
The crucial differences between the Domain-wall scatterings in Eq.(9.72) and the D-
particle scatterings (or any other Dp-brane scatterings except Domain-wall and D-instanton
scatterings) in Eq.(9.55) is the kinematic relation Eq.(9.70). For the case of D-particle scat-
terings [42], the corresponding factors for both Fi in Eq.(9.67) and the fraction in Eq.(9.71)
are independent of energy in the high energy limit, and, as a result, the amplitudes contain
no q+ q′ dependent energy power factor. So one gets the high energy linear relations for the
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D-particle scattering amplitudes. On the contrary, for the case of Domain-wall scatterings,
both Fi in Eq.(9.68) and the fraction in Eq.(9.71) depend on energy due to the condition
Eq.(9.70). The summation in Eq.(9.71) is then dominated by the term i = q + q′, and the
whole scattering amplitude Eq.(9.72) contains a q + q′ dependent energy power factor. As
a result, the usual linear relations for the high energy scattering amplitudes break down for
the Domain-wall scatterings.
It is crucial to note that the mechanism, Eq.(9.70), to drive the exponential fall-off form
factor of the D-particle scatterings to the power-law one of the Domain-wall scatterings
is exactly the same as the mechanism to break down the expected linear relations for the
domain-wall scatterings in the high energy limit. In conclusion, this result gives a strong
evidence that the existence of the infinite linear relations, or stringy symmetries, of high
energy string scattering amplitudes is responsible for the softer, exponential fall-off high
energy string scatterings than the power-law field theory scatterings.
Another interesting case of D-brane scatterings is the massless form factor of scatterings
of D-instanton [53, 136–140]
Γ(s)Γ(t)
Γ(s+ t+ 1)
→ 1
st
, as s→ 0, (9.74)
which contains no Regge-pole structure. In Eq.(9.74), s, t are the Mandelstam variables.
Eq.(9.74) can be easily generalized to the scatterings of arbitrary massive string states in the
high energy limit. To compare the D-instanton scatterings with the Domain-wall scatterings
in Eq.(9.73), one notes that in both cases there is only one kinematic variable and, as a
result, behave as power-law at high energies [127].
On the other hand, since t is large negative in the high energy limit [36], the application
of Eq.(9.13) to Eq.(9.74) produces no sin (πa0) factor in contrast to the Domain-wall scat-
terings. So there is no Regge-pole structure for the D-instanton scatterings. We conclude
that the very condition of Eq.(9.70) makes Domain-wall scatterings an unique example of a
hybrid of string and field theory scatterings.
5. A brief review of 2F1 and 3F2
In this section, we review the definitions and some formulas of hypergeometric function
2F1 and generalized hypergeometric function 3F2 which we used in the text. hypergeometric
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functions form an important class of special functions. Many elementary special functions
are special cases of 2F1. The hypergeometric function 2F1 is defined to be (α, β, γ constant)
2F1(α, β, γ; x) = 1 +
αβ
γ
x
1!
+
α(α+ 1)β(β + 1)
γ(γ + 1)
x2
2!
+ · · · =
∞∑
n=0
(α)n(β)n
(γ)n
xn
n!
=
Γ(γ)
Γ(α)Γ(β)
∞∑
n=0
Γ(α + n)Γ(β + n)
Γ(γ + n)
xn
n!
(9.75)
where
(α)0 = 1, (α)n = α(α + 1)(α+ 2) · · · (α + n− 1) = (α + n− 1)!
(α− 1)! . (9.76)
The hypergeometric function 2F1 is a solution, at the singular point x = 0 with indicial root
r = 0, of the Gauss’s hypergeometric differential equation
x(1 − x)u′′ + [γ − (α+ β + 1)] u′ − αβu = 0, (9.77)
which contains three regular singularities x = 0, 1,∞. The second solution of Eq. (9.77)
with indicial root r = 1− γ can be expressed in terms of 2F1 as following (γ 6= integer)
u2(x) = x
1−γ2F1(α− γ + 1, β − γ + 1, 2− γ, x). (9.78)
Other solutions of Eq. (9.77), which corresponds to singularities x = 1,∞, can also be
expressed in terms of the hypergeometric function 2F1. The following identity
2F1(α, β, γ; x) = (1− x)γ−α−β 2F1(γ − α, γ − β, γ; x), (9.79)
which we used in the text can then be derived.
2F1 has an integral representation
2F1(α, β, γ; x) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
dy yβ−1 (1− y)γ−β−1 (1− yx)−α , (9.80)
which can be used to do analytic continuation. Eq.(9.80) with x = −1 was repeatedly used
in the text in our calculations of string scattering amplitudes with D-brane.
There exists interesting relations among hypergeometric function 2F1 with different ar-
guments
x−p(1− x)−q2F1(α, β, γ; x) = t−p′(1− t)−q′ 2F1(α′, β ′, γ′; t), (9.81)
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where x = ϕ(t) is an algebraic function with degree up to six. As an example, the quadratic
transformation formula
2F1(α, β, 1 + α− β; x) = (1− x)−α 2F1
(
α
2
,
1 + α− 2β
2
, 1 + α− β; −4x
(1− x)2
)
, (9.82)
can be used to derive the Kummer’s relation
2F1(α, β, 1 + α− β,−1) =
Γ(1 + α− β)Γ(1 + α
2
)
Γ(1 + α)Γ(1 + α
2
− β) , (9.83)
which is crucial to reduce the scattering amplitudes of string from D-brane to the usual beta
function.
In summing up the (0 → 1) and (1 → ∞) channel scattering amplitudes, we have used
the master formula
I = I(0→1) + I(1→∞)
= 2−2a−1−N
∫ 1
0
dt tb (1− t)a (1 + t)a
[
(1 + t)N + (1− t)N
]
= 2−2a−1−N
[N2 ]∑
n=0
(
N
2n
)
· B
(
a+ 1,
b+ 1
2
+ n
)
= 2−2a−1−N · B
(
a+ 1,
b+ 1
2
)
· 3F2
(
b+ 1
2
,−
[
N
2
]
,
1
2
−
[
N
2
]
; a+
b+ 3
2
,
1
2
; 1
)
(9.84)
In Eq.(9.84), B is the beta function and 3F2 is the generalized hypergeometric function,
which is defined to be
3F2(α1, α2, α3; γ1, γ2; x) =
∞∑
n=0
(α1)n(α2)n(α3)n
(γ1)n(γ2)n
xn
n!
. (9.85)
For those arguments of 3F2 in Eq. (9.84), the series of the generalized hypergeometric
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function 3F2 terminates to a finite sum. For example,
N = 0 : 3F2 = 1,
N = 1 : 3F2 = 1,
N = 2 : 3F2 =
a+ b+ 2
a+ b+3
2
,
N = 3 : 3F2 =
a+ 2b+ 3
a + b+3
2
,
N = 4 : 3F2 =
a2 + 4ab+ 2b2 + 7a+ 12b+ 12(
a+ b+3
2
) (
a + b+5
2
) ,
N = 5 : 3F2 =
a2 + 6ab+ 9b2 + 4a+ 22b+ 20(
a+ b+3
2
) (
a + b+5
2
) . (9.86)
B. Scatterings from O-planes
Being a consistent theory of quantum gravity, string theory is remarkable for its soft
ultraviolet structure. This is mainly due to two closely related fundamental characteristics of
high-energy string scattering amplitudes. The first is the softer exponential fall-off behavior
of the form factors of high-energy string scatterings in contrast to the power-law field theory
scatterings. The second is the existence of infinite Regge poles in the form factor of string
scattering amplitudes. The existence of infinite linear relations discussed in part II of the
review constitutes the third fundamental characteristics of high energy string scatterings.
In the previous section, we showed that these linear relations persist [42] for string scat-
tered from generic Dp-brane [136] except D-instanton and D-domain-wall. For the scattering
of D-instanton, the form factor exhibits the well-known power-law behavior without Regge
pole structure, and thus resembles a field theory amplitude. For the special case of D-
domain-wall scattering [53], it was discovered [46] that its form factor behaves as power-law
with infinite open Regge pole structure at high energies. This discovery makes D-domain-
wall scatterings an unique example of a hybrid of string and field theory scatterings.
Moreover, it was shown [46] that the linear relations break down for the D-domain-wall
scattering due to this unusual power-law behavior. This result seems to imply the coexistence
of linear relations and soft UV structure of string scatterings. In order to further uncover
the mysterious relations among these three fundamental characteristics of string scatterings,
namely, the soft UV structure, the existence of infinite Regge poles and the newly discovered
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linear relations stated above, it will be important to study more string scatterings, which
exhibit the unusual behaviors in the high energy limit.
In this section, we calculate massive closed string states at arbitrary mass levels scat-
tered from Orientifold planes in the high energy, fixed angle limit [47]. The scatterings of
massless states from Orientifold planes were calculated previously by using the boundary
states formalism [48–51], and on the worldsheet of real projected plane RP2 [52]. Many
speculations were made about the scatterings of massive string states, in particular, for the
case of O-domain-wall scatterings. It is one of the purposes of this section to clarify these
speculations and to discuss their relations with the three fundamental characteristics of high
energy string scatterings.
For the generic Op-planes with p ≥ 0, one expects to get the infinite linear relations
except O-domain-wall scatterings. For simplicity, we consider only the case of O-particle
scatterings [47]. For the case of O-particle scatterings, we will obtain infinite linear relations
among high energy scattering amplitudes of different string states. We also confirm that
there exist only t-channel closed string Regge poles in the form factor of the O-particle
scatterings amplitudes as expected.
For the case of O-domain-wall scatterings, we find that, like the well-known D-instanton
scatterings, the amplitudes behave like field theory scatterings, namely UV power-law with-
out Regge pole. In addition, we will show that there exist only finite number of t-channel
closed string poles in the form factor of O-domain-wall scatterings, and the masses of the
poles are bounded by the masses of the external legs [47]. We thus confirm that all massive
closed string states do couple to the O-domain-wall as was conjectured previously [52, 53].
This is also consistent with the boundary state descriptions of O-planes.
For both cases of O-particle and O-domain-wall scatterings, we confirm that there exist
no s-channel open string Regge poles in the form factor of the amplitudes as O-planes were
known to be not dynamical. However, the usual claim that there is a thickness of order
√
α′
for the O-domain-wall is misleading as the UV behavior of its scatterings is power-law instead
of exponential fall-off.
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1. Hard strings scattered from O-particle
We use the real projected plane RP2 as the worldsheet diagram for the scatterings of
Orientifold planes [47]. The standard propagators of the left and right moving fields are
〈Xµ (z)Xν (w)〉 = −ηµν log (z − w) , (9.87)〈
X˜µ (z¯) X˜ν (w¯)
〉
= −ηµν log (z¯ − w¯) . (9.88)
In addition, there are also nontrivial correlator between the right and left moving fields as
well 〈
Xµ (z) X˜ν (w¯)
〉
= −Dµν ln (1 + zw¯) . (9.89)
As in the usual convention [53, 136–140], the matrixD reverses the sign for fields satisfying
Dirichlet boundary condition. The wave functions of a tensor at general mass level can be
written as
Tµ1···µn =
1
2
[
εµ1···µne
ik·x + (D · ε)µ1 · · · (D · ε)µn eiD·k·x
]
(9.90)
where
εµ1···µn ≡ εµ1 · · · εµn. (9.91)
The vertex operators corresponding to the above wave functions are
V (ε, k, z, z¯) =
1
2
[
εµ1···µnV
µ1···µn (k, z, z¯) + (D · ε)µ1 · · · (D · ε)µn V µ1···µn (D · k, z, z¯)
]
.
(9.92)
For simplicity, we are going to calculate one tachyon and one massive closed string state
scattered from the O-particle in the high energy limit. One expects to get similar results for
the generic Op-plane scatterings with p ≥ 0 except O-domain-wall scatterings, which will
be discussed in the next section. For this case Dµν = −δµν , and the kinematic setup are
eP =
1
M
(−E,−k2, 0) = k2
M
, (9.93)
eL =
1
M
(−k2,−E, 0) , (9.94)
eT = (0, 0, 1) , (9.95)
k1 = (E, k1 cosφ,−k1 sinφ) , (9.96)
k2 = (−E,−k2, 0) (9.97)
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where eP , eL and eT are polarization vectors of the tensor state k2 on the high energy
scattering plane. One can easily calculate the following kinematic relations in the high
energy limit
eT · k2 = eL · k2 = 0, (9.98)
eT · k1 = −k1 sinφ ∼ −E sinφ, (9.99)
eT ·D · k1 = k1 sinφ ∼ E sinφ, (9.100)
eT ·D · k2 = 0, (9.101)
eL · k1 = 1
M
[k2E − k1E cosφ] ∼ E
2
M
(1− cosφ) , (9.102)
eL ·D · k1 = 1
M
[k2E + k1E cosφ] ∼ E
2
M
(1 + cosφ) , (9.103)
eL ·D · k2 = 1
M
[−k2E − k2E] ∼ −2E
2
M
. (9.104)
We define
a0 ≡ k1 ·D · k1 = −E2 − k21 ∼ −2E2, (9.105)
a′0 ≡ k2 ·D · k2 = −E2 − k22 ∼ −2E2, (9.106)
b0 ≡ k1 · k2 =
(
E2 − k1k2 cos φ
) ∼ E2 (1− cos φ) , (9.107)
c0 ≡ k1 ·D · k2 =
(
E2 + k1k2 cos φ
) ∼ E2 (1 + cosφ) , (9.108)
and the Mandelstam variables can be calculated to be
t ≡ − (k1 + k2)2 = M21 +M22 − 2k1 · k2 =M22 − 2 (1 + b0) , (9.109)
s ≡ 1
2
k1 ·D · k1 = 1
2
a0, (9.110)
u = −2k1 ·D · k2 = −2c0. (9.111)
In the high energy limit, we will consider an incoming tachyon state k1 and an outgoing
tensor state k2 of the following form(
αT−1
)n−2q (
αL−2
)q ⊗ (α˜T−1)n−2q′ (α˜L−2)q′ |0〉 . (9.112)
For simplicity, we have omitted above a possible high energy vertex (αL−1)
r⊗ (α˜L−1)r′ [42, 55].
For this case, with momentum conservation on the O-planes, we have
a0 + b0 + c0 = M
2
1 = −2. (9.113)
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The high energy scattering amplitude can then be written as
ARP2 =
∫
d2z1d
2z2
1
2
[
V (k1, z1) V˜ (k1, z¯1) + V (D · k1, z1) V˜ (D · k1, z¯1)
]
· 1
2
εTn−2qLq,Tn−2q′Lq′V
Tn−2qLq (k2, z2) V˜
Tn−2q
′
Lq
′
(k2, z¯2)
+ (D · εT )n−2q (D · εL)q (D · ε˜T )n−2q
′
(D · ε˜L)q
′
V T
n−2qLq (D · k2, z2)
· V˜ Tn−2q′Lq′ (D · k2, z¯2)
= A1 + A2 + A3 + A4
where
A1 =
1
4
εTn−2qLq ,Tn−2q′Lq′
∫
d2z1d
2z2
·
〈
V (k1, z1) V˜ (k1, z¯1) V
Tn−2qLq (k2, z2) V˜
Tn−2q
′
Lq
′
(k2, z¯2)
〉
, (9.114)
A2 =
1
4
εTn−2qLq ,Tn−2q′Lq′
∫
d2z1d
2z2
·
〈
V (D · k1, z1) V˜ (D · k1, z¯1)V Tn−2qLq (k2, z2) V˜ Tn−2q
′
Lq
′
(k2, z¯2)
〉
, (9.115)
A3 =
1
4
(D · εT )n−2q (D · εL)q (D · ε˜T )n−2q
′
(D · ε˜L)q
′
·
∫
d2z1d
2z2
〈
V (k1, z1) V˜ (k1, z¯1) V
Tn−2qLq (D · k2, z2) V˜ Tn−2q
′
Lq
′
(D · k2, z¯2)
〉
, (9.116)
A4 =
1
4
(D · εT )n−2q (D · εL)q (D · ε˜T )n−2q
′
(D · ε˜L)q
′
·
∫
d2z1d
2z2
〈
V (D · k1, z1) V˜ (D · k1, z¯1) V Tn−2qLq (D · k2, z2) V˜ Tn−2q
′
Lq
′
(D · k2, z¯2)
〉
.
(9.117)
One can easily see that
A1 = A4, A2 = A3. (9.118)
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We will choose to calculate A1 and A2. For the case of A1, we have
4A1 = εTn−2qLq,Tn−2q′Lq′
∫
d2z1d
2z2·〈
eik1X (z1) e
ik1X˜ (z¯1)
(
∂XT
)n−2q (
i∂2XL
)q
eik2X (z2)
(
∂¯X˜T
)n−2q′ (
i∂¯2X˜L
)q′
eik2X˜ (z¯2)
〉
= (−1)q+q′
∫
d2z1d
2z2 (1 + z1z¯1)
a0 (1 + z2z¯2)
a′0 |z1 − z2|2b0 |1 + z1z¯2|2c0
·
[
ieT · k1
z1 − z2 −
ieT ·D · k1
1 + z¯1z2
z¯1 − ie
T ·D · k2
1 + z¯2z2
z¯2
]n−2q
·
[
−ie
T ·D · k1
1 + z1z¯2
z1 +
ieT · k1
z¯1 − z¯2 −
ieT ·D · k2
1 + z2z¯2
z2
]n−2q′
·
[
eL · k1
(z1 − z2)2
+
eL ·D · k1
(1 + z¯1z2)
2 z¯
2
1 +
eL ·D · k2
(1 + z¯2z2)
2 z¯
2
2
]q
·
[
eL ·D · k1
(1 + z1z¯2)
2 z
2
1 +
eL · k1
(z¯1 − z¯2)2
+
eL ·D · k2
(1 + z2z¯2)
2 z
2
2
]q′
. (9.119)
To fix the modulus group on RP2, choosing z1 = r and z2 = 0 and we have
4A1 = (−1)n
∫ 1
0
dr2
(
1 + r2
)a0 r2b0
·
[
eT · k1
r
− e
T ·D · k1
1
r
]n−2q
·
[
−e
T ·D · k1
1
r +
eT · k1
r
]n−2q′
·
[
eL · k1
r2
+
eL ·D · k1
1
r2
]q
·
[
eL ·D · k1
1
r2 +
eL · k1
r2
]q′
= (−1)n (E sinφ)2n
 2 cos2 φ2
M sin2 φ

q+q′
q+q′∑
i=0
(
q + q′
i
) sin2 φ2
cos2
φ
2

i
·
∫ 1
0
dr2
(
1 + r2
)a0+2n−2(q+q′) · (r2)b0−n+2(q+q′)−2i . (9.120)
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Similarly, for the case of A2, we have
4A2 = (−1)n
∫ 1
0
dr2
(
1 + r2
)a0 r2c0
·
[
eT ·D · k1
r
− e
T · k1
1
r
]n−2q
·
[
−e
T · k1
1
r +
eT ·D · k1
r
]n−2q′
·
[
eL ·D · k1
r2
+
eL · k1
1
r2
]q
·
[
eL · k1
1
r2 +
eL ·D · k1
r2
]q′
= (−1)n (E sinφ)2n
 2 cos2
φ
2
M sin2 φ

q+q′
q+q′∑
i=0
(
q + q′
i
) sin2
φ
2
cos2
φ
2

i
·
∫ 1
0
dr2
(
1 + r2
)a0+2n−2(q+q′) (r2)c0−n+2i . (9.121)
The scattering amplitude on RP2 can therefore be calculated to be
ARP2 = A1 + A2 + A3 + A4
=
1
2
(−1)n (E sinφ)2n
 2 cos2 φ2
M sin2 φ

q+q′
q+q′∑
i=0
(
q + q′
i
) sin2 φ2
cos2
φ
2

i
·
∫ 1
0
dr2
(
1 + r2
)a0+2n−2(q+q′) · [(r2)b0−n+2(q+q′)−2i + (r2)c0−n+2i] . (9.122)
The integral in Eq.(9.122) can be calculated as following∫ 1
0
dr2
(
1 + r2
)a0+2n−2(q+q′) · [(r2)b0−n+2(q+q′)−2i + (r2)c0−n+2i]
= [
21+a0+2n−2(q+q
′)
1 + b0 − n + 2 (q + q′)− 2i ]
· F (2 + a0 + b0 + n− 2i, 1, 2 + b0 − n + 2 (q + q′)− 2i,−1)
+ [
21+a0+2n−2(q+q
′)
1 + c0 − n+ 2i ]F (2 + a0 + c0 + n− 2 (q + q
′) + 2i, 1, 2 + c0 − n + 2i,−1) (9.123)
where we have used the following identities of the hypergeometric function F (α, β, γ, x)
F (α, β, γ; x) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
dy yβ−1 (1− y)γ−β−1 (1− yx)−α , (9.124)
F (α, β, γ, x) = 2γ−α−βF (γ − α, γ − β, γ, x) . (9.125)
To further reduce the scattering amplitude into beta function, we use the momentum
183
conservation in Eq.(9.113) and the identity
(1 + α)F (−α, 1, 2 + β,−1) + (1 + β)F (−β, 1, 2 + α,−1)
= 21+α+β
Γ (α + 2)Γ (β + 2)
Γ (α + β + 2)
(9.126)
to get
[
21+a0+2n−2(q+q
′)
1 + b0 − n+ 2 (q + q′)− 2i ]F (−c0 + n− 2i, 1, 2 + b0 − n+ 2 (q + q
′)− 2i,−1)
+ [
21+a0+2n−2(q+q
′)
1 + c0 − n+ 2i ]F (−b0 + n− 2 (q + q
′) + 2i, 1, 2 + c0 − n+ 2i,−1)
=
Γ (1 + c0 − n + 2i) Γ (1 + b0 − n + 2 (q + q′)− 2i)
Γ (2 + b0 + c0 − 2n+ 2 (q + q′))
∼ B (1 + b0, 1 + c0) (1 + c0)
−n+2i (1 + b0)
−n+2(q+q′)−2i
(2 + b0 + c0)
−2n+2(q+q′)
∼ B (1 + b0, 1 + c0)
(
cos2
φ
2
)−n+2i(
sin2
φ
2
)−n+2(q+q′)−2i
. (9.127)
We finally end up with
ARP2 = A1 + A2 + A3 + A4
=
1
2
(−1)n (E sinφ)2n
 2 cos2 φ2
M sin2 φ

q+q′
q+q′∑
i=0
(
q + q′
i
) sin2 φ2
cos2
φ
2

i
· B (1 + b0, 1 + c0)
(
cos2
φ
2
)−n+2i(
sin2
φ
2
)−n+2(q+q′)−2i
=
1
2
(−1)n (2E)2n
sin2 φ2
2M

q+q′
B (1 + b0, 1 + c0)
q+q′∑
i=0
(
q + q′
i
)cos2 φ2
sin2
φ
2

i
=
1
2
(−1)n (2E)2n
(
1
2M
)q+q′
B (1 + b0, 1 + c0)
∼ 1
2
(−1)n (2E)2n
(
1
2M
)q+q′
B
(
− t
2
,−u
2
)
. (9.128)
From Eq.(9.128) we see that the UV behavior of O-particle scatterings is exponential
fall-off and one gets infinite linear relations among string scattering amplitudes of different
string states at each fixed mass level. Note that both t and u correspond to the closed string
channel poles, while s corresponds to the open string channel poles. It can be seen from
Eq.(9.128) that an infinite closed string Regge poles exist in the form factor of O-particle
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scatterings. Furthermore, there are no s-channel open string Regge poles as expected since
O-planes are not dynamical. This is in contrast to the D-particle scatterings discussed in
the last section where both infinite s-channel open string Regge poles and t-channel closed
string Regge poles exist in the form factor. We will see that the fundamental characteristics
of O-domain-wall scatterings are very different from those of O-particle scatterings as we
will now discuss in the next section.
2. Hard strings scattered from O-domain-wall
For this case the kinematic setup is
eP =
1
M
(−E, k2 cos θ,−k2 sin θ) = k2
M
, (9.129)
eL =
1
M
(−k2, E cos θ,−E sin θ) , (9.130)
eT = (0, sin θ, cos θ) , (9.131)
k1 = (E,−k1 cosφ,−k1 sinφ) , (9.132)
k2 = (−E, k2 cos θ,−k2 sin θ) . (9.133)
In the high energy limit, the angle of incidence φ is identical to the angle of reflection θ and
Diag Dµν = (−1, 1,−1). The following kinematic relations can be easily calculated
eT · k2 = eL · k2 = 0, (9.134)
eT · k1 = −2k1 sin φ cosφ ∼ −E sin 2φ, (9.135)
eT ·D · k1 = 0, (9.136)
eT ·D · k2 = 2k2 sinφ cosφ ∼ E sin 2φ, (9.137)
eL · k1 = 1
M
[
k2E − k1E
(
cos2 φ− sin2 φ)] ∼ 2E2
M
sin2 φ, (9.138)
eL ·D · k1 = 0, (9.139)
eL ·D · k2 = 1
M
[−k2E + k2E (cos2 φ− sin2 φ)] ∼ −2E2
M
sin2 φ. (9.140)
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We define
a0 ≡ k1 ·D · k1 ∼ −2E2 sin2 φ− 2M21 cos2 φ+M21 , (9.141)
a′0 ≡ k2 ·D · k2 = −E2 − k22 ∼ −2E2, (9.142)
b0 ≡ k1 · k2 ∼ 2E2 sin2 φ+ 2M21 cos2 φ−
1
2
(
M21 +M
2
)
, (9.143)
c0 ≡ k1 ·D · k2 = E2 − k1k2 ∼ 1
2
(
M21 +M
2
)
, (9.144)
and the Mandelstam variables can be calculated to be
t ≡ − (k1 + k2)2 = M21 +M22 − 2k1 · k2 =M22 − 2 (1 + b0) , (9.145)
s ≡ 1
2
k1 ·D · k1 = 1
2
a0, (9.146)
u = −2k1 ·D · k2 = −2c0. (9.147)
The first term of high energy scatterings from O-domain-wall is
4A1 = (−1)n
∫ 1
0
dr2
(
1 + r2
)a0 r2b0
·
[
eT · k1
r
− e
T ·D · k1
1
r
]n−2q
·
[
−e
T ·D · k1
1
r +
eT · k1
r
]n−2q′
·
[
eL · k1
r2
+
eL ·D · k1
1
r2
]q
·
[
eL ·D · k1
1
r2 +
eL · k1
r2
]q′
∼ (−1)n (E sin 2φ)2n
(
1
2M cos2 φ
)q+q′ ∫ 1
0
dr2
(
1 + r2
)a0 (
r2
)b0−n
. (9.148)
The second term can be similarly calculated to be
4A2 = (−1)n
∫ 1
0
dr2
(
1 + r2
)a0
r2c0
·
[
eT ·D · k1
r
− e
T · k1
1
r
]n−2q
·
[
−e
T · k1
1
r +
eT ·D · k1
r
]n−2q′
·
[
eL ·D · k1
r2
+
eL · k1
1
r2
]q
·
[
eL · k1
1
r2 +
eL ·D · k1
r2
]q′
∼ (−1)n (E sin 2φ)2n−2(q+q′)
(
2E2
M
sin2 φ
)q+q′ ∫ 1
0
dr2
(
1 + r2
)a0 (r2)c0+n . (9.149)
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The scattering amplitudes of O-domain-wall on RP2 can therefore be calculated to be
ARP2 = A1 + A2 + A3 + A4
=
1
2
(−1)n (E sin 2φ)2n
(
1
2M cos2 φ
)q+q′
·
∫ 1
0
dr2
(
1 + r2
)a0 [(
r2
)b0−n
+
(
r2
)c0+n]
. (9.150)
By using the similar technique for the case of O-particle scatterings, the integral above can
be calculated to be∫
dr2
(
1 + r2
)a0 [(r2)b0−n + (r2)c0+n]
=
F (−a0, 1 + b0 − n, 2 + b0 − n,−1)
1 + b0 − n +
F (−a0, 1 + c0 + n, 2 + c0 + n,−1)
1 + c0 + n
=
22+a0+b0+c0
(1 + b0 − n) (1 + c0 + n)
Γ (2 + c0 + n) Γ (2 + b0 − n)
Γ (2 + b0 + c0)
=
Γ (1 + c0 + n) Γ (1 + b0 − n)
Γ (2 + b0 + c0)
. (9.151)
One thus ends up with
ARP2 = A1 + A2 + A3 + A4
=
1
2
(−1)n (E sin 2φ)2n
(
1
2M cos2 φ
)q+q′
Γ (c0 + n+ 1) Γ (b0 − n+ 1)
Γ (b0 + c0 + 2)
. (9.152)
Some crucial points of this result are in order. First, since c0 is a constant in the high
energy limit, the UV behavior of the O-domain-wall scatterings is power-law instead of the
usual exponential fall-off in other O-plane scatterings.
Second, there exist only finite number of closed string poles in the form factor. Note that
although we only look at the high energy kinematic regime of the scattering amplitudes, it is
easy to see that there exists no infinite closed string Regge poles in the scattering amplitudes
for the whole kinematic regime. This is because there is only one kinematic variable for the
O-domain-wall scatterings. In fact, the structure of poles in Eq.(9.152) can be calculated to
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be
Γ (1 + c0 + n) Γ (1 + b0 − n)
Γ (2 + b0 + c0)
=
Γ (1 +M2) Γ (1 + b0 − n)
Γ (b0 + n)
= Γ
(
1 +M2
) (b0 − n)!
(b0 + n− 1)!
= Γ
(
1 +M2
) n−1∏
k=1−n
1
b0 − k (9.153)
where we have used c0 ≡ 1
2
(M21 +M
2) in the high energy limit. It is easy to see that
the larger the mass M of the external leg is, the more numerous the closed string poles
are. We thus confirm that all massive string states do couple to the O-domain-wall as was
conjectured previously [52, 53]. This is also consistent with the boundary state descriptions
of O-planes.
However, the claim that there is a thickness of order
√
α′ for the O-domain-wall is mis-
leading as the UV behavior of its scatterings is power-law instead of exponential fall-off.
This concludes that, in contrast to the usual behavior of high energy, fixed angle string
scattering amplitudes, namely soft UV, linear relations and the existence of infinite Regge
poles, O-domain-wall scatterings, like the well-known D-instanton scatterings, behave like
field theory scatterings.
We summarize the Regge pole structures of closed strings states scattered from various
D-branes and O-planes in the table. The s-channel and t-channel scatterings for both D-
branes and O-planes are shown in the Fig. 2. For O-plane scatterings, the s-channel open
string Regge poles are not allowed since O-planes are not dynamical. For both cases of
Domain-wall scatterings, the t-channel closed string Regge poles are not allowed since there
is only one kinematic variable instead of two as in the usual cases.
p = −1 1 ≤ p ≤ 23 p = 24
Dp-branes X C+O O
Op-planes X C X
In this table, ”C” and ”O” represent infinite Closed string Regge poles and Open string
Regge poles respectively. ”X” means there are no infinite Regge poles.
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st
FIG. 2: There are two possible channals for closed strings scattered from D-branes/O-planes. The
diagram on the left hand side corresponds to the s-channel scatterings, and the diagram on the
right hand side is the t-channel scatterings.
C. Hard closed strings decay to open strings
In this section, we calculate the absorption amplitudes [127] of a closed string state at
arbitrary mass level leading to two open string states on the D-brane at high energies.
The corresponding simple case of absorption amplitude for massless closed string state was
calculated in [141] (The discussion on massless string states scattered from D-brane can
be found in [53, 136–140]). The inverse of this process can be used to describe Hawking
radiation in the D-brane picture.
As in the case of Domain-wall scattering discussed above, this process contains one kine-
matic variable (energy E) and thus occupies an intermediate position between the con-
ventional three-point and four-point amplitudes. However, in contrast to the power-law
behavior of high energy Domain-wall scattering which contains only one kinematic variable
(energy E), its form factor behaves as exponential fall-off at high energies.
It is thus of interest to investigate whether the usual linear relations of high energy am-
plitudes persist for this case or not. As will be shown in this section, after identifying the
geometric parameter of the kinematic, one can derive the linear relations (of the kinematic
variable) and ratios among the high energy amplitudes corresponding to absorption of dif-
ferent closed string states for each fixed mass level by D-brane. This result is consistent with
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FIG. 3: Kinematic setting up for a closed string decaying to two open strings on a D-brane.
the coexistence [46] of the linear relations and exponential fall-off behavior of high energy
string/D-brane amplitudes.
To study the high energy process of Dp brane (2 ≤ p ≤ 24) absorbs (emits) a massive
closed string state leading to two open strings on the Dp brane, we set up the kinematic for
the massive closed string state to be
eP =
1
M
(E, kc cosφ,−kc sinφ, 0) = kc
M
, (9.154)
eL =
1
M
(kc, E cosφ,−E sinφ, 0) , (9.155)
eT = (0, sinφ, cosφ, 0) , (9.156)
kc = (E, kc cosφ,−kc sinφ, 0) . (9.157)
For simplicity, we chose the open string excitation to be two tachyons with momenta (see
Fig.3)
k1 =
(
−E
2
,−kop
2
cos θ, 0,−kop
2
sin θ
)
, (9.158)
k2 =
(
−E
2
,−kop
2
cos θ, 0,+
kop
2
sin θ
)
. (9.159)
Our final results, however, will remain the same for arbitrary two open string excitation at
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high energies. Conservation of momentum on the D-brane implies
1
2
(kc +D · kc)︸ ︷︷ ︸
(kc)//
+ k1 + k2 = 0⇒ kc cosφ = kop cos θ, (9.160)
where Dµν =diag{−1, 1,−1, 1}. It is crucial to note that, in the high energy limit, kc = kop
and the scattering angle θ is identical to the incident angle φ. One can calculate
eT · k1 = eT · k2 = eT ·D · k1 = eT ·D · k2
= −kop cos θ sin φ
2
= −kc sinφ cosφ
2
, (9.161)
eL · k1 = eL · k2 = eL ·D · k1 = eL ·D · k2
=
1
M
[
kcE
2
− kopE
2
cos θ cosφ
]
=
kcE
2M
sin2 φ, (9.162)
eT ·D · kc = 2kc sinφ cosφ, (9.163)
eL ·D · kc = −2kcE
M
sin2 φ, (9.164)
which will be useful for later calculations. We define the kinematic invariants
t ≡ − (k1 + k2)2 =M21 +M22 − 2k1 · k2 = −2 (2 + k1 · k2)
= 2k1 · kc = 2k2 · kc, (9.165)
s ≡ 4k1 · k2 = 2M21 + 2M22 + 2 (k1 + k2)2 = −2 (4 + t) , (9.166)
and calculate the following identities
k1 · kc + k2 ·D · kc = k2 · kc + k1 ·D · kc = t, (9.167)
kc ·D · kc = M2 − 2t. (9.168)
Note that there is only one kinematic variable as s and t are related in Eq.(9.166) [141]. On
the other hand, since the scattering angle θ is fixed by the incident angle φ, φ and θ are not
the dynamical variables in the usual sense.
Following Eq.(9.112), we consider an incoming high energy massive closed state to be
[42, 46]
(
αT−1
)n−m−2q (
αL−1
)m (
αL−2
)q ⊗ (α˜T−1)n−m′−2q′ (α˜L−1)m′ (α˜L−2)q′ |0〉 with m = m′ = 0.
The amplitude of the absorption process can be calculated to be
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A =
∫
dx1dx2d
2z · (x1 − x2)k1·k2 (z − z¯)kc·D·kc (x1 − z)k1·kc
· (x1 − z¯)k1·D·kc (x2 − z)k2·kc (x2 − z¯)k2·D·kc
· exp
{〈[
ik1X (x1) + ik2X (x2) + ikcX˜ (z¯)
] [
(n− 2q) ε(1)T ∂XT + iqε(1)L ∂2XL
]
(z)
〉
+
〈
[ik1X (x1) + ik2X (x2) + ikcX (z)]
[
(n− 2q′) ε(2)T ∂¯X˜T + iq′ε(2)L ∂¯2X˜L
]
(z¯)
〉
linear terms
= (−1)q+q′
∫
dx1dx2d
2z · (x1 − x2)k1·k2 (z − z¯)kc·D·kc (x1 − z)k1·kc
· (x1 − z¯)k1·D·kc (x2 − z)k2·kc (x2 − z¯)k2·D·kc
·
[
ieT · k1
x1 − z +
ieT · k2
x2 − z +
ieT ·D · kc
z¯ − z
]n−2q
·
[
ieT ·D · k1
x1 − z¯ +
ieT ·D · k2
x2 − z¯ +
ieT ·D · kc
z − z¯
]n−2q′
·
[
eL · k1
(x1 − z)2
+
eL · k2
(x2 − z)2
+
eL ·D · kc
(z¯ − z)2
]q
·
[
eL ·D · k1
(x1 − z¯)2
+
eL ·D · k2
(x2 − z¯)2
+
eL ·D · kc
(z − z¯)2
]q′
.
(9.169)
Set {x1, x2, z} = {−x, x, i} to fix the SL(2, R) gauge and use Eq.(9.161-9.164), we have
A = (−1)n+M2/2+t/2 2M2−2−5t/2 ·
∫ +∞
−∞
dx · x−t/2−2 (1− ix)t+1 (1 + ix)t+1
·
[
−kc sinφ cos φ
2
1− ix +
−kc sinφ cosφ
2
1 + ix
+
2kc sinφ cosφ
2
]n−2q
·
[
−kc sinφ cos φ
2
1 + ix
+
−kc sinφ cosφ
2
1− ix +
2kc sinφ cosφ
2
]n−2q′
·
[
kcE
2M
sin2 φ
(1− ix)2 +
kcE
2M
sin2 φ
(1 + ix)2
+
−2kcE
M
sin2 φ
4
]q
·
[
kcE
2M
sin2 φ
(1 + ix)2
+
kcE
2M
sin2 φ
(1− ix)2 +
−2kcE
M
sin2 φ
4
]q′
= (−1)n+M2/2+t/2 2M2−2−5t/2 · (kc sinφ cosφ)2n−2(q+q
′)
(
−kcE sin
2 φ
2M
)q+q′
·
∫ +∞
−∞
dx · x−t/2−2 (1 + x2)t+1 [ x2
1 + x2
]2n−2(q+q′) [
1− 2 (1− x
2)
(1 + x2)2
]q+q′
. (9.170)
By using the binomial expansion, we get
A = (−1)n+M2/2+t/2 2M2−2−5t/2 · (E sin φ cosφ)2n
(
− 1
2M cos2 φ
)q+q′
·
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)i (−1)j∫ ∞
0
d
(
x2
) · (x2)−t/4−3/2+2n−2(q+q′)+j (1 + x2)t+1−2n+2(q+q′)−2i . (9.171)
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Finally, to reduce the integral to the standard beta function, we do the linear fractional
transformation x2 = 1−y
y
to get
A = (−1)n+M2/2+t/2 2M2−2−5t/2 · (E sinφ cosφ)2n
(
− 1
2M cos2 φ
)q+q′
·
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)i (−1)j
∫ 1
0
dy · y−3t/4−3/2+2i−j · (1− y)−t/4−3/2+2n−2(q+q′)+j
= (−1)n+M2/2+t/2 2M2−2−5t/2 · (E sinφ cosφ)2n
(
− 1
2M cos2 φ
)q+q′
· Γ
(−3t
4
− 1
2
)
Γ
(− t
4
− 1
2
)
Γ (−t− 1)
q+q′∑
i=0
i∑
j=0
(
q + q′
i
)(
i
j
)
(−2)i (−1)j
(
3
4
)2i−j (
1
4
)2n−2(q+q′)+j
= (−1)n+M2/2+t/2 2M2−2−5t/2 ·
(
E sinφ cosφ
4
)2n
·
(
− 2
M cos2 φ
)q+q′ Γ (−3t
4
− 1
2
)
Γ
(− t
4
− 1
2
)
Γ (−t− 1) . (9.172)
In addition to an exponential fall-off factor, the energy E dependence of Eq.(9.172)
contains a pre-power factor in the high energy limit. To obtain the linear relations for
the amplitudes at each fixed mass level, we rewrite Eq.(9.172) in the following form
T (n,0,q;n,0,q′)
T (n,0,0;n,0,0) =
(
− 2
M cos2 φ
)q+q′
. (9.173)
One first notes that Eq.(9.173) does not contradict with Eq.(5.60), which predict the ratios(− 1
2M
)q+q′
. This is because for the absorption process we are considering, there is only
one kinematic variable and the usual Ward identity calculations do not apply. To compare
Eq.(9.173) with the ”ratios” of the Domain-wall scattering [46]
T (n,0,q;n,0,q′)
T (n,0,0;n,0,0) |Domain=
(
E sinφ
M
√|M21 − 2M2 − 1| cos2 φ
)q+q′
, (9.174)
one sees that, in addition to the incident angle φ, there is an energy dependent power factor
within the bracket of q+q′ in Eq.(9.174) Thus there is no linear relations for the Domain-wall
scatterings. On the contrary, Eq.(9.173) gives the linear relations (of the kinematic variable
E) and ratios among the high energy amplitudes corresponding to absorption of different
closed string states for each fixed mass level n by D-brane.
Note that since the scattering angle θ is fixed by the incident angle φ, φ is not a dynamical
variable in the usual sense. Another way to see this is through the relation of s and t in
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Eq.(9.166). We will call such an angle a geometrical parameter in contrast to the usual
dynamical variable. This kind of geometrical parameter shows up in closed string state
scattered from generic Dp-brane (except D-instanton and D-particle) [42, 46]. This is because
one has only two dynamical variables for the scatterings, but needs more than two variables
to set up the kinematic due to the relative geometry between the D-brane and the scattering
plane at high energies.
We emphasize that our result in Eq.(9.173) is consistent with the coexistence [46] of the
linear relations and exponential fall-off behavior of high energy string/D-brane amplitudes.
That is, linear relations of the amplitudes are responsible for the softer, exponential fall-off
high energy string/D-brane scatterings than the power-law field theory scatterings.
X. HARD SCATTERINGS IN COMPACT SPACES
In this chapter, following an old suggestion of Mende [54], we calculate high energy
massive scattering amplitudes of bosonic string with some coordinates compactified on the
torus [55, 56]. We obtain infinite linear relations among high energy scattering amplitudes of
different string states in the Gross kinematic regime (GR). This result is reminiscent of the
existence of an infinite number of massive ZNS in the compactified closed and open string
spectrums constructed in chapter IV [25, 26].
In addition, we analyze all possible power-law and soft exponential fall-off regimes of high
energy compactified bosonic string scatterings by comparing the scatterings with their 26D
noncompactified counterparts. In particular, we discover in section X.A the existence of a
power-law regime at fixed angle and an exponential fall-off regime at small angle for high
energy compactified open string scatterings [56]. These new phenomena never happen in
the 26D string scatterings. The linear relations break down as expected in all power-law
regimes. The analysis can be extended to the high energy scatterings of the compactified
closed string in section X.B, which corrects and extends the results in [55].
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A. Open string compactified on torus
1. High energy Scatterings
We consider [56] hard scatterings of 26D open bosonic string with one coordinate com-
pactified on S1 with radius R. As we will see later, it is straightforward to generalize our
calculation to more compactified coordinates. The mode expansion of the compactified
coordinate is
X25 (σ, τ) = x25 +K25τ + i
∑
k 6=0
α25k
k
e−ikτ cosnσ (10.1)
where K25 is the canonical momentum in the X25 direction
K25 =
2πl − θj + θi
2πR
. (10.2)
Note that l is the quantized momentum and we have included a nontrivial Wilson line with
U(n) Chan-Paton factors, i, j = 1, 2...n., which will be important in the later discussion.
The mass spectrum of the theory is
M2 =
(
K25
)2
+ 2 (N − 1) ≡
(
2πl − θj + θi
2πR
)2
+M2 (10.3)
where we have defined level mass asM2 = 2 (N − 1) and N = ∑k 6=0 α25−kα25k + αµ−kαµk , µ =
0, 1, 2...24. We are going to consider 4-point correlation function in this chapter. In the
center of momentum frame, the kinematic can be set up to be [55]
k1 =
(
+
√
p2 +M21 ,−p, 0,−K251
)
, (10.4)
k2 =
(
+
√
p2 +M22 ,+p, 0,+K
25
2
)
, (10.5)
k3 =
(
−
√
q2 +M23 ,−q cosφ,−q sin φ,−K253
)
, (10.6)
k4 =
(
−
√
q2 +M24 ,+q cosφ,+q sin φ,+K
25
4
)
(10.7)
where p is the incoming momentum, q is the outgoing momentum and φ is the center of
momentum scattering angle. In the high energy limit, one includes only momenta on the
scattering plane, and we have included the fourth component for the compactified direction
195
as the internal momentum. The conservation of the fourth component of the momenta
implies
K251 −K252 +K253 −K254 = 0. (10.8)
Note that
k2i = K
2
i −M2i = −M2i . (10.9)
The center of mass energy E is defined as (for large p, q)
E =
1
2
(√
p2 +M21 +
√
p2 +M22
)
=
1
2
(√
q2 +M23 +
√
q2 +M24
)
. (10.10)
We have
−k1 · k2 =
√
p2 +M21 ·
√
p2 +M22 + p
2 +K251 K
25
2
=
1
2
(
s+ k21 + k
2
2
)
=
1
2
s− 1
2
(
M21 +M
2
2
)
, (10.11)
−k2 · k3 = −
√
p2 +M22 ·
√
q2 +M23 + pq cos φ+K
25
2 K
25
3
=
1
2
(
t+ k22 + k
2
3
)
=
1
2
t− 1
2
(
M22 +M
2
3
)
, (10.12)
−k1 · k3 = −
√
p2 +M21 ·
√
q2 +M23 − pq cosφ−K251 K253
=
1
2
(
u+ k21 + k
2
3
)
=
1
2
u− 1
2
(
M21 +M
2
3
)
(10.13)
where s, t and u are the Mandelstam variables with
s+ t+ u =
∑
i
M2i ∼ 2 (N − 4) . (10.14)
Note that the Mandelstam variables defined above are not the usual 25-dimensional Mandel-
stam variables in the scattering process since we have included the internal momentum K25i
in the definition of ki. We are now ready to calculate the high energy scattering amplitudes.
In the high energy limit, we define the polarizations on the scattering plane to be
eP =
1
M2
(√
p2 +M22 , p, 0, 0
)
, (10.15)
eL =
1
M2
(
p,
√
p2 +M22 , 0, 0
)
, (10.16)
eT = (0, 0, 1, 0) (10.17)
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where the fourth component refers to the compactified direction. It is easy to calculate the
following relations
eP · k1 = − 1
M2
(√
p2 +M21
√
p2 +M22 + p
2
)
, (10.18)
eP · k3 = 1
M2
(√
q2 +M23
√
p2 +M22 − pq cosφ
)
, (10.19)
eL · k1 = − p
M2
(√
p2 +M21 +
√
p2 +M22
)
, (10.20)
eL · k3 = 1
M2
(
p
√
q2 +M23 − q
√
p2 +M22 cos φ
)
, (10.21)
eT · k1 = 0, eT · k3 = −q sinφ. (10.22)
In this chapter, we will consider the case of a tensor state [55]
(
αT−1
)N−2r (
αL−2
)r |k2, l2, i, j〉 (10.23)
at a general mass level M22 = 2 (N − 1) scattered with three ”tachyon” states (with M21 =
M23 =M
2
4 = −2). In general, we could have considered the more general high energy state
(
αT−1
)N−2r−2m−∑n nsn (αL−1)2m (αL−2)r∏
n
(
α25−n
)sn |k2, l2, i, j〉 . (10.24)
However, for our purpose here and for simplicity, we will not consider the general vertex in
this chapter. The s− t channel of the high energy scattering amplitude can be calculated to
be (We will ignore the trace factor due to Chan-Paton in the scattering amplitude calculation
. This does not affect our final results in this chapter)
A =
∫
d4x
〈
eik1X (x1)
(
∂XT
)N−2r (
i∂2XL
)r
eik2X (x2) e
ik3X (x3) e
ik4X (x4)
〉
=
∫
d4x ·
∏
i<j
(xi − xj)ki·kj
·
[
ieT · k1
x1 − x2 +
ieT · k3
x3 − x2 +
ieT · k4
x4 − x2
]N−2r
·
[
eL · k1
(x1 − x2)2
+
eL · k3
(x3 − x2)2
+
eL · k4
(x4 − x2)2
]r
.
(10.25)
After fixing the SL(2, R) gauge and using the kinematic relations derived previously, we
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have
A = iN (−1)k1·k2+k1·k3+k2·k3 (q sin φ)N−2r
(
1
M2
)r
·
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
[
1
1− x
]N−2r
·

(√
p2 +M21 +
√
p2 +M22
)
x2
−
(
p
√
q2 +M23 − q
√
p2 +M22 cos φ
)
(1− x)2
r
= (−1)k1·k2+k1·k3+k2·k3 (iq sin φ)N
−
(
p
√
q2 +M23 − q
√
p2 +M22 cos φ
)
M2q2 sin
2 φ
r
·
r∑
i=0
(
r
i
)−
(√
p2 +M21 +
√
p2 +M22
)
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
i · ∫ 1
0
dx · xk1·k2−2i (1− x)k2·k3−N+2i
= (−iq sin φ)N
−
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
M2q2 sin
2 φ
r
·
r∑
i=0
(
r
i
)−
(√
p2 +M21
√
p2 +M22 + p
2
)
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
i · B(−1
2
s+N − 2i− 1,−1
2
t+ 2i− 1
)
(10.26)
where B(u, v) is the Euler beta function. We can do the high energy approximation of the
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gamma function Γ (x) then do the summation, and end up with
A = (−iq sin φ)N
−
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
M2q2 sin
2 φ
r
·
r∑
i=0
(
r
i
)−
(√
p2 +M21 +
√
p2 +M22
)
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
i · Γ (−1− 12s+N − 2i)Γ (−1− 12t + 2i)
Γ
(
2 + 1
2
u
)
≃ (−iq sinφ)N
−
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
M2q2 sin
2 φ
r
·
r∑
i=0
(
r
i
)−
(√
p2 +M21 +
√
p2 +M22
)
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
i
· B
(
−1 − 1
2
s,−1− 1
2
t
)(
−1− 1
2
s
)N−2i(
−1 − 1
2
t
)2i (
2 +
1
2
u
)−N
=
(
−iq sin
φ
2
cos φ
2
)N (
− 1
M2
)r
·B
(
−1 − 1
2
s,−1− 1
2
t
)
·

(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
q2 sin2 φ
−
(√
p2 +M21 +
√
p2 +M22
)
q2 sin2 φ
(
t
s
)2r . (10.27)
2. Classification of Compactified String Scatterings
It is well known that there are two kinematic regimes for the high energy string scatterings
in 26D open bosonic string theory. The UV behavior of the finite and fixed angle scatterings
in the GR is soft exponential fall-off. Moreover, there exist infinite linear relations among
scatterings of different string states in this regime [27–32, 34, 36, 42, 45, 127]. On the other
hand, the UV behavior of the small angle scatterings in the Regge regime is hard power-law.
The linear relations break down in the Regge regime. As we will see soon, the UV structure
of the compactified open string scatterings is more richer.
In this section, we systematically analyze all possible power-law regimes of high energy
compactified open string scatterings by comparing the scatterings with their noncompact-
ified counterparts. In particular, we show that all hard power-law regimes of high energy
compactified open string scatterings can be traced back to the Regge regime of the 26D
high energy string scatterings. The linear relations break down as expected in all power-law
regimes. The analysis can be extended to the high energy scatterings of the compactified
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closed string in section X.B, which corrects and extends the results in [55].
a. Gross Regime - Linear Relations In the Gross regime, p2 ≃ q2 ≫ K2i and p2 ≃ q2 ≫
N , Eq.(10.27) reduces to
A ≃
(
−iE sin
φ
2
cos φ
2
)N (
− 1
2M2
)r
·B
(
−1− 1
2
s,−1− 1
2
t
)
. (10.28)
For each fixed mass level N , we have the linear relation for the scattering amplitudes
T (n,r)
T (n,0) =
(
− 1
2M2
)r
(10.29)
with coefficients consistent with our previous results [27–32, 34, 36, 42, 45, 127]. Note that
in Eq.(10.28) there is an exponential fall-off factor in the high energy expansion of the beta
function. The infinite linear relation in Eq.(10.29) ”soften” the high energy behavior of
string scatterings in the GR.
b. Classification of compactified open string Since our definitions of the Mandelstam
variables s, t and u in Eq.(10.11) to Eq.(10.13) include the compactified coordinates, we can
analyze the UV structure of the compactified string scatterings by comparing the scatterings
with their simpler 26D counterparts. We introduce the space part of the momentum vectors
k1 =
(−p, 0,−K251 ) , (10.30)
k2 =
(
+p, 0,+K252
)
, (10.31)
k3 =
(−q cos φ,−q sinφ,−K253 ) , (10.32)
k4 =
(
+q cosφ,+q sinφ,+K254
)
, (10.33)
and define the ”26D scattering angle” φ˜ as following
k1 · k3 = |k1| |k3| cos φ˜. (10.34)
It is then easy to see that the UV behavior of the compactified string scatterings is power-law
if and only if φ˜ is small. This criterion can be used to classify all possible power-law and
exponential fall-off kinematic regimes of high energy compactified open string scatterings.
c. Compactified 25D scatterings We first consider the high energy scatterings with only
one coordinate compactified.
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I. For the case of φ = finite, the only choice to achieve UV power-law behavior is to
require (we choose K251 ≃ K252 ≃ K253 ≃ K254 and p ≃ q in the following discussion)(
K25i
)2 ≫ p2 ≃ q2 ≫ N. (10.35)
By the criterion of Eq.(10.34), this is a power-law regime. To explicitly show that this choice
of kinematic regime does lead to UV power-law behavior, we will show that it implies
s = constant (10.36)
in the open string scattering amplitudes, which in turn gives the desire power-law behavior
of high energy compactified open string scattering in Eq.(10.27). On the other hand, it can
be shown that the linear relations break down as expected in this regime. For the choice of
kinematic regime in Eq.(10.35) , Eq.(10.11) and Eq.(10.36) imply
lim
p→∞
√
p2 +M21 ·
√
p2 +M22 + p
2
K251 K
25
2
= lim
p→∞
√
p2 +M21 ·
√
p2 +M22 + p
2(
2πl1−θj,1+θi,1
2πR
)(
2πl2−θj,2+θi,2
2πR
) = −1. (10.37)
For finite momenta l1and l2, Eq.(10.37) can be achieved by scattering of string states with
”super-highly” winding nontrivial Wilson lines
(θi,1 − θj,1)→∞, (θi,2 − θj,2)→ −∞. (10.38)
A careful analysis for this choice gives
(λ1 + λ2)
2 = 0 (10.39)
where signs of λ1 =
p
K251
and λ2 = − pK252 are chosen to be the same. It can be seen now that
the kinematic regime in Eq.(10.35) does solve Eq.(10.39).
We now consider the second possible regime for the case of φ = finite, namely
(
K25i
)2 ≃ p2 ≃ q2 ≫ N. (10.40)
By the criterion of Eq.(10.34), this is an exponential fall-off regime. To explicitly show that
this choice of kinematic regime does lead to UV exponential fall-off behavior, we see that, for
this regime, it is impossible to achieve Eq.(10.36) since Eq.(10.39) has no nontrivial solution.
Note that there are no linear relations in this regime. Although φ˜ = finite in this regime, it
is different from the GR in the 26D scatterings since K25i is as big as the scattering energy
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p. In conclusion, we have discovered a φ = finite regime with UV power-law behavior for
the high energy compactified open string scatterings. This new phenomenon never happens
in the 26D string scatterings. The linear relations break down as expected in this regime.
II. For the case of small angle φ ≃ 0 scattering, we consider the first power-law regime
qK251 = −pK253 and
(
K25i
)2 ≃ p2 ≃ q2 ≫ N. (10.41)
By the criterion of Eq.(10.34), this is a power-law regime. To explicitly show that this choice
of kinematic regime does lead to UV power-law behavior, we will show that it implies
u = constant (10.42)
in the open string scattering amplitudes, which in turn gives the desire power-law behavior
of high energy compactified open string scattering in Eq.(10.27). For this choice of kinematic
regime, Eq.(10.13) and Eq.(10.41) imply
lim
p→∞
√
p2 +M21 ·
√
q2 +M23 + pq
K251 K
25
3
= −1. (10.43)
By choosing different sign for K251 and K
25
3 , Eq.(10.43) can be solved for any real number
λ ≡ p
K251
= − q
K253
.
The second choice for the power-law regime is the same as Eq.(10.35) in the φ = finite
regime. The proof to show that it is indeed a power-law regime is similar to the proof in
section I.
The last choice for the power-law regime is
(
K25i
)2 ≪ p2 ≃ q2 ≫ N. (10.44)
It is easy to show that this is indeed a power-law regime.
The last kinematic regime for the case of small angle φ ≃ 0 scattering is
qK251 6= −pK253 and
(
K25i
)2 ≃ p2 ≃ q2 ≫ N. (10.45)
By the criterion of Eq.(10.34), this is an exponential fall-off regime. We give one example
here. Let’s choose λ ≡ p
K251
6= − q
K253
= 2λ. By choosing different sign for K251 and K
25
3 ,
Eq.(10.43) reduces to
λ2 = 0, (10.46)
202
which has no nontrivial solution for λ, and one can not achieve the power-law condition
Eq.(10.42). So this is an exponential fall-off regime. In conclusion, we have discovered a
φ ≃ 0 regime with UV exponential fall-off behavior for the high energy compactified open
string scatterings. This new phenomenon never happens in the 26D string scatterings. This
completes the classification of all kinematic regimes for compactified 25D scatterings.
Compactified 24D (or less) scatterings For this case, we need to introduce another
parameter to classify the UV behavior of high energy scatterings, namely the angle δ between
~K1 and ~K2, ~K1 · ~K2 = |K1| |K2| cos δ. Similar results can be easily derived through the same
method used in the compactified 25D scatterings. The classification is independent of the
details of the moduli space of the compact spaces. We summarize the results in the following
table:
φ φ˜ UV Behavior Examples of the Kinematic Regimes Linear Relations
~K2i ≪ p2 ≃ q2 ≫ N Yes
finite finite Exponential fall-off ~K2i ≃ p2 ≃ q2 ≫ N
~K2i ≫ p2 ≃ q2 ≫ N and cos δ 6= 0 No
φ˜ ≃ 0 Power-law ~K2i ≫ p2 ≃ q2 ≫ N and cos δ = 0
~K2i ≪ p2 ≃ q2 ≫ N
φ˜ ≃ 0 Power-law ~K2i ≃ p2 ≃ q2 ≫ N and q ~K1 = −p ~K3
φ ≃ 0 ~K2i ≫ p2 ≃ q2 ≫ N and cos δ = 0 No.
finite Exponential fall-off ~K2i ≃ p2 ≃ q2 ≫ N and q ~K1 6= −p ~K3
~K2i ≫ p2 ≃ q2 ≫ N and cos δ 6= 0
B. Closed string compactified on torus
In this section, we consider hard scatterings of 26D closed bosonic string [55] with one
coordinate compactified on S1 with radius R. As we will see later, it is straightforward to
generalize our calculation to more compactified coordinates.
1. Winding string and kinematic setup
The closed string boundary condition for the compactified coordinate is (we use the
notation in [10])
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X25(σ + 2π, τ) = X25(σ, τ) + 2πRn, (10.47)
where n is the winding number. The momentum in the X25 direction is then quantized to
be
K =
m
R
, (10.48)
where m is an integer. The mode expansion of the compactified coordinate is
X25 (σ, τ) = X25R (σ − τ) +X25L (σ + τ) , (10.49)
where
X25R (σ − τ) =
1
2
x+KR (σ − τ) + i
∑
k=0
1
k
α25k e
−2ik(σ−τ), (10.50)
X25L (σ + τ) =
1
2
x+KL (σ + τ) + i
∑
k=0
1
k
α˜25k e
−2ik(σ+τ). (10.51)
The left and right momenta are defined to be
KL,R = K ± L = m
R
± 1
2
nR⇒ K = 1
2
(KL +KR) , (10.52)
and the mass spectrum can be calculated to beM
2 =
(
m2
R2
+
1
4
n2R2
)
+NR +NL − 2 ≡ K2L +M2L ≡ K2R +M2R
NR −NL = mn
, (10.53)
where NR and NL are the number operators for the right and left movers, which include
the counting of the compactified coordinate. We have also introduced the left and the right
level masses as
M2L,R ≡ 2 (NL,R − 1) . (10.54)
Note that for the compactified closed string NR and NL are correlated through the winding
modes.
In the center of momentum frame, the kinematic can be set up to be
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k1L,R =
(
+
√
p2 +M21 ,−p, 0,−K1L,R
)
, (10.55)
k2L,R =
(
+
√
p2 +M22 ,+p, 0,+K2L,R
)
, (10.56)
k3L,R =
(
−
√
q2 +M23 ,−q cosφ,−q sinφ,−K3L,R
)
, (10.57)
k4L,R =
(
−
√
q2 +M24 ,+q cos φ,+q sin φ,+K4L,R
)
(10.58)
where p ≡ |p˜| and q ≡ |q˜| and
ki ≡ 1
2
(kiR + kiL) , (10.59)
k2i = K
2
i −M2i , (10.60)
k2iL,R = K
2
iL,R −M2i ≡ −M2iL,R. (10.61)
With this setup, the center of mass energy E is
E =
1
2
(√
p2 +M21 +
√
p2 +M22
)
=
1
2
(√
q2 +M23 +
√
q2 +M24
)
. (10.62)
The conservation of momentum on the compactified direction gives
m1 −m2 +m3 −m4 = 0, (10.63)
and T-duality symmetry implies conservation of winding number
n1 − n2 + n3 − n4 = 0. (10.64)
One can easily calculate the following kinematic relations
−k1L,R · k2L,R =
√
p2 +M21 ·
√
p2 +M22 + p
2 + ~K1L,R · ~K2L,R (10.65)
=
1
2
(
sL,R + k
2
1L,R + k
2
2L,R
)
=
1
2
sL,R − 1
2
(
M21L,R +M
2
2L,R
)
, (10.66)
−k2L,R · k3L,R = −
√
p2 +M22 ·
√
q2 +M23 + pq cosφ+
~K2L,R · ~K3L,R (10.67)
=
1
2
(
tL,R + k
2
2L,R + k
2
3L,R
)
=
1
2
tL,R − 1
2
(
M22L,R +M
2
3L,R
)
, (10.68)
−k1L,R · k3L,R = −
√
p2 +M21 ·
√
q2 +M23 − pq cosφ− ~K1L,R · ~K3L,R (10.69)
=
1
2
(
uL,R + k
2
1L,R + k
2
3L,R
)
=
1
2
uL,R − 1
2
(
M21L,R +M
2
3L,R
)
(10.70)
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where the left and the right Mandelstam variables are defined to be
sL,R ≡ −(k1L,R + k2L,R)2, (10.71)
tL,R ≡ −(k2L,R + k3L,R)2, (10.72)
uL,R ≡ −(k1L,R + k3L,R)2, (10.73)
with
sL,R + tL,R + uL,R =
∑
i
M2iL,R. (10.74)
2. Four-tachyon scatterings with NR = NL = 0
We are now ready to calculate the string scattering amplitudes. Let’s first calculate the
case with NR +NL = 0 (or NR = NL = 0),
A
(NR+NL=0)
closed (s, t, u)
=
∫
d2z exp {k1L · k2L ln z + k1R · k2R ln z¯ + k2L · k3L ln (1− z) + k2R · k3R ln (1− z¯)}
=
∫
d2z exp {2k1R · k2R ln |z| + 2k2R · k3R ln |1− z|
+ (k1L · k2L − k1R · k2R) ln z + (k2L · k3L − k2R · k3R) ln (1− z)} (10.75)
where we have used α′ = 2 for closed string propagators
〈X (z)X (z′)〉 = −α
′
2
ln (z − z′) , (10.76)〈
X˜ (z¯) X˜ (z¯′)
〉
= −α
′
2
ln (z¯ − z¯′) . (10.77)
Note that for this simple case, Eq.(10.53) implies either m = 0 or n = 0. However, we will
keep track of the general values of (m,n) here for the reference of future calculations. By
using the formula [97]
I =
∫
d2z
π
|z|α |1− z|β zn (1− z)m
=
Γ
(−1− 1
2
α− 1
2
β
)
Γ
(
1 + n+ 1
2
α
)
Γ
(
1 +m+ 1
2
β
)
Γ
(−1
2
α
)
Γ
(−1
2
β
)
Γ
(
2 + n +m+ 1
2
α + 1
2
β
) , (10.78)
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we obtain
A
(NR+NL=0)
closed (s, t, u)
= π
Γ (−1− k1R · k2R − k2R · k3R) Γ (1 + k1L · k2L) Γ (1 + k2L · k3L)
Γ (−k1R · k2R) Γ (−k2R · k3R) Γ (2 + k1L · k2L + k2L · k3L)
=
sin (−πk1R · k2R) sin (−πk2R · k3R)
sin (−π − πk1R · k2R − πk2R · k3R)
· Γ (1 + k1R · k2R) Γ (1 + k2R · k3R)
Γ (2 + k1R · k2R + k2R · k3R)
Γ (1 + k1L · k2L) Γ (1 + k2L · k3L)
Γ (2 + k1L · k2L + k2L · k3L)
≃ sin (πsL/2) sin (πtR/2)
sin (πuL/2)
Γ
(−1 − tR
2
)
Γ
(−1 − uR
2
)
Γ
(
2 + sR
2
) Γ (−1 − tL2 )Γ (−1 − uL2 )
Γ
(
2 + sL
2
) , (10.79)
where we have used M2iL,R = −2 for i = 1, 2, 3, 4. In the above calculation, we have used the
following well known formula for gamma function
Γ (x) =
π
sin (πx) Γ (1− x) . (10.80)
3. High energy massive scatterings for general NR +NL
We now proceed to calculate the high energy scattering amplitudes for general higher
mass levels with fixed NR + NL. With one compactified coordinate, the mass spectrum of
the second vertex of the amplitude is
M22 =
(
m22
R2
+
1
4
n22R
2
)
+NR +NL − 2. (10.81)
We now have more mass parameters to define the ”high energy limit”. So let’s first clear
and redefine the concept of ”high energy limit” in our following calculations. We are going
to use three quantities E2,M22 and NR + NL to define different regimes of ”high energy
limit”. See FIG. 4. The high energy regime defined by E2 ≃M22 ≫ NR +NL will be called
Mende regime (MR). The high energy regime defined by E2 ≫ M22 , E2 ≫ NR +NL will be
called Gross region (GR). In the high energy limit, the polarizations on the scattering plane
for the second vertex operator are defined to be
ep =
1
M2
(√
p2 +M22 , p, 0, 0
)
, (10.82)
eL =
1
M2
(
p,
√
p2 +M22 , 0, 0
)
, (10.83)
eT = (0, 0, 1, 0) (10.84)
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FIG. 4: Different regimes of ”high energy limit”. The high energy regime defined by E2 ≃ M22
≫ NR + NL will be called Mende regime (MR). The high energy regime defined by E2 ≫ M22 ≃
NR +NL will be called Gross region (GR).
where the fourth component refers to the compactified direction. One can calculate the
following formulas in the high energy limit
ep · k1L = ep · k1R = − 1
M2
(√
p2 +M21
√
p2 +M22 + p
2
)
= − p
2
M2
(
2 +
M21
2p2
+
M22
2p2
)
+O(p−2), (10.85)
ep · k3L = ep · k3R = 1
M2
(√
q2 +M23
√
p2 +M22 − pq cosφ
)
=
pq
M2
[
1− cosφ+ M
2
2
2p2
+
M23
2q2
]
+O(p−2), (10.86)
eL · k1L = eL · k1R = − p
M2
(√
p2 +M21 +
√
p2 +M22
)
= − p
2
M2
(
2 +
M21
2p2
+
M22
2p2
)
+O(p−2), (10.87)
eL · k3L = eL · k3R = 1
M2
(
p
√
q2 +M23 − q
√
p2 +M22 cosφ
)
=
pq
M2
[
1 +
M23
2q2
−
(
1 +
M22
2p2
)
cosφ
]
+O(p−2), (10.88)
eT · k1L = eT · k1R = 0, (10.89)
eT · k3L = eT · k3R = −q sinφ, (10.90)
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which will be useful in the calculations of high energy string scattering amplitudes.
For the noncompactified open string, it was shown that [31, 32, 45], at each fixed mass
level M2op = 2(N − 1), a four-point function is at the leading order in high energy (GR) only
for states of the following form
|N, 2l, q〉 ≡ (αT−1)N−2l−2q(αL−1)2l(αL−2)q |0, k〉 (10.91)
where N > 2l + 2q, l, q > 0.To avoid the complicated subleading order calculation due
to the αL−1 operator, we will choose the simple case l = 0. We made a similar choice
when dealing with the high energy string/D-brane scatterings [42, 46, 127]. There is still
one complication in the case of compactified string due to the possible choices of α25−n and
α˜25−m in the vertex operator. However, it can be easily shown that for each fixed mass
level with given quantized and winding momenta (m
R
, 1
2
nR), and thus fixed NR +NL level,
vertex operators containing α25−n or α˜
25
−m are subleading order in energy in the high energy
expansion compared to other choices αT−1(α˜
T
−1) and α
L
−2 (α˜
L
−2) on the noncompact directions.
In conclusion, in the calculation of compactified closed string in the GR, we are going to
consider tensor state of the form
|NL,R, qL,R〉 ≡
(
αT−1
)NL−2qL (αL−2)qL ⊗ (α˜T−1)NR−2qR (α˜L−2)qR |0〉 , (10.92)
at general NR +NL level scattered from three other tachyon states with NR +NL = 0.
Note that, in the GR, one can identify ep with eL as usual [27–29]. However, in the MR,
one can not identify ep with eL. This can be seen from Eq.(10.85) to Eq.(10.88). In the MR,
instead of using the tensor vertex in Eq.(10.92), we will use
|NL,R, qL,R〉 ≡
(
αT−1
)NL−2qL (αP−2)qL ⊗ (α˜T−1)NR−2qR (α˜P−2)qR |0〉 , (10.93)
as the second vertex operator in the calculation of high energy scattering amplitudes. Note
also that, in the MR, states in Eq.(10.93) may not be the only states which contribute to the
high energy scattering amplitudes as in the GR. However, we will just choose these states to
calculate the scattering amplitudes in order to compare with the corresponding high energy
scattering amplitudes in the GR.
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The high energy scattering amplitudes in the MR can be calculated to be
A = εTNL−2qLP qL ,TNR−2qRP qR
∫
d2z1d
2z2d
2z3d
2z4
·
〈
V1 (z1, z¯1) V
TNL−2qLP qL ,TNR−2qRP qR
2 (z2, z¯2)V3 (z3, z¯3)V4 (z4, z¯4)
〉
= εTNL−2qLP qL ,TNR−−2qRP qR
∫
d2z1d
2z2d
2z3d
2z4
〈
eik1LX (z1) e
ik1RX˜ (z¯1)
· (∂XT )NL−2qL (i∂2XP)qL eik2LX (z2)(∂¯X˜T)NR−2qR (i∂¯2X˜P)qR eik2RX˜ (z¯2)
eik3LX (z3) e
ik3RX˜ (z¯3) e
ik4LX (z4) e
ik4RX˜ (z¯4)
〉
=
∫
d2z1d
2z2d
2z3d
2z4 ·
[∏
i<j
(zi − zj)kiL·kjL (z¯i − z¯j)kiR·kjR
]
·
[
ieT · k1L
z1 − z2 +
ieT · k3L
z3 − z2 +
ieT · k4L
z4 − z2
]NL−2qL
·
[
ep · k1L
(z1 − z2)2
+
ep · k3L
(z3 − z2)2
+
ep · k4L
(z4 − z2)2
]qL
·
[
ieT · k1R
z¯1 − z¯2 +
ieT · k3R
z¯3 − z¯2 +
ieT · k4R
z¯4 − z¯2
]NR−2qR
·
[
ep · k1R
(z¯1 − z¯2)2
+
ep · k3R
(z¯3 − z¯2)2
+
ep · k4R
(z¯4 − z¯2)2
]qR
.
(10.94)
After the standard SL(2, C) gauge fixing, we get
A ≃ (−1)k1L·k2L+k1R·k2R+k1L·k3L+k1R·k3R+k2L·k3L+k2R·k3R
·
∫
d2z · zk1L·k2L · z¯k1R·k2R · (1− z)k2L·k3L (1− z¯)k2R·k3R
·
[
ieT · k1L
z
− ie
T · k3L
1− z
]NL−2qL
·
[
ieT · k1R
z¯
− ie
T · k3R
1− z¯
]NR−2qR
·
[
ep · k1L
z2
+
ep · k3L
(1− z)2
]qL
·
[
ep · k1R
z¯2
+
ep · k3R
(1− z¯)2
]qR
. (10.95)
By using Eqs.(10.85) to (10.90), the amplitude can be written as
A ∼ (−1)n+q+q′+k1L·k2L+k1R·k2R+k1L·k3L+k1R·k3R+k2L·k3L+k2R·k3R (q sinφ)NL+NR−2qL−2qR
·
∫
d2z · zk1L·k2L · z¯k1R·k2R · (1− z)k2L·k3L (1− z¯)k2R·k3R ·
[
1
1− z
]NL−2qL [ 1
1− z¯
]NR−2qR
·
− 1M2
(√
p2 +M21
√
p2 +M22 + p
2
)
z2
+
1
M2
(√
q2 +M23
√
p2 +M22 − pq cosφ
)
(1− z)2
qL
·
− 1M2
(√
p2 +M21
√
p2 +M22 + p
2
)
z¯2
+
1
M2
(√
q2 +M23
√
p2 +M22 − pq cosφ
)
(1− z¯)2
qR
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= (−1)k1L·k2L+k1R·k2R+k1L·k3L+k1R·k3R+k2L·k3L+k2R·k3R (q sin φ)NL+NR
(
1
M2q2 sin
2 φ
)qL+qR
·
∫
d2z · zk1L·k2L · z¯k1R·k2R · (1− z)k2L·k3L (1− z¯)k2R·k3R ·
[
1
1− z
]NL−2qL [ 1
1− z¯
]NR−2qR
·
q∑
i=0
q′∑
j=0
(
q
i
)(
q′
j
)(√
p2 +M21
√
p2 +M22 + p
2
z2
)i(√
p2 +M21
√
p2 +M22 + p
2
z¯2
)j
= (−1)k1L·k2L+k1R·k2R+k1L·k3L+k1R·k3R+k2L·k3L+k2R·k3R (q sin φ)NL+NR
·
(
−
√
q2 +M23
√
p2 +M22 − pq cosφ
M2q2 sin
2 φ
)qL+qR
·
qL∑
i=0
qR∑
j=0
(
qL
i
)(
qR
j
)( √
p2 +M21
√
p2 +M22 + p
2
−
√
q2 +M23
√
p2 +M22 + pq cosφ
)i+j
· sin [−π (k1R · k2R − 2j)] sin [−π (k2R · k3R −NR + 2j)]
sin [−π (1 + k1R · k2R + k2R · k3R −NR)]
· Γ (1 + k1R · k2R − 2j) Γ (1 + k2R · k3R −NR + 2j)
Γ (2 + k1R · k2R + k2R · k3R −NR)
· Γ (1 + k1L · k2L − 2i) Γ (1 + k2L · k3L + 2i−NL)
Γ (2 + k1L · k2L + k2L · k3L −NL) (10.96)
where, as in the calculation of section B.2 for the GR, we have used Eq.(10.78) to do the
integration. It is easy to do the following approximations for the gamma functions
A ≃ (−1)k1L·k2L+k1R·k2R+k1L·k3L+k1R·k3R+k2L·k3L+k2R·k3R (q sin φ)NL+NR
·
(
−
√
q2 +M23
√
p2 +M22 − pq cosφ
M2q2 sin
2 φ
)qL+qR
·
qL∑
i=0
qR∑
j=0
(
qL
i
)(
qR
j
)( √
p2 +M21
√
p2 +M22 + p
2
−
√
q2 +M23
√
p2 +M22 + pq cosφ
)i+j
· sin [−πk1R · k2R] sin [−πk2R · k3R]
sin [−π (1 + k1R · k2R + k2R · k3R)]
· Γ (1 + k1R · k2R) Γ (1 + k2R · k3R) Γ (1 + k1L · k2L) Γ (1 + k2L · k3L)
Γ (2 + k1R · k2R + k2R · k3R) Γ (2 + k1L · k2L + k2L · k3L)
· (k1R · k2R)
−2j (k2R · k3R)−NR+2j
(k1R · k2R + k2R · k3R)−NR
(k1L · k2L)−2i (k2L · k3L)−NL+2i
(k1L · k2L + k2L · k3L)−NL
. (10.97)
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One can now do the double summation and drop out the MiL,R terms to get
A ≃
(
−q sinφ (sL + tL)
tL
)NL (
−q sinφ (sR + tR)
tR
)NR ( 1
2M2q2 sin
2 φ
)qL+qR
·
(tR − 2 ~K2R · ~K3R)+ t2R
(
sR − 2 ~K1R · ~K2R
)
s2R
qR
·
(tL − 2 ~K2L · ~K3L)+ t2L
(
sL − 2 ~K1L · ~K2L
)
s2L
qL
· sin (πsL/2) sin (πtR/2)
sin (πuL/2)
B
(
−1− tR
2
,−1− uR
2
)
B
(
−1− tL
2
,−1− uL
2
)
. (10.98)
Eq.(10.98) is valid for E2 ≫ NR +NL, M22 ≫ NR +NL.
4. The infinite linear relations in the GR
For the special case of GR with E2 ≫ M22 , one can identify q with p, and the amplitude
in Eq.(10.98) further reduces to
lim
E2≫M22
A =
(
2p cos3 φ
2
sin φ
2
)NL+NR (
− 1
2M2
)qL+qR sin (πsL/2) sin (πtR/2)
sin (πuL/2)
· B
(
−1 − tR
2
,−1− uR
2
)
B
(
−1− tL
2
,−1− uL
2
)
. (10.99)
It is crucial to note that the high energy limit of the beta function with s+ t + u = 2n− 8
is [27, 28]
B
(
−1 − t
2
,−1− u
2
)
=
Γ(− t
2
− 1)Γ(−u
2
− 1)
Γ( s
2
+ 2)
≃ E−1−2n
(
sin
φ
2
)−3(
cos
φ
2
)5−2n
· exp
(
−t ln t+ u lnu− (t + u) ln(t+ u)
2
)
(10.100)
where we have calculated the approximation up to the next leading order in energy E. Note
the appearance of the prepower factors in front of the exponential fall-off factor. For our
purpose here, with Eq.(10.74), we have
sL,R + tL,R + uL,R =
∑
i
M2iL,R = 2NL,R − 8, (10.101)
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and the high energy limit of the beta functions in Eq.(10.28) can be further calculated to be
B
(
−1− tR
2
,−1− uR
2
)
B
(
−1− tL
2
,−1− uL
2
)
≃ E−1−2(NL+NR)
(
sin
φ
2
)−3(
cos
φ
2
)5−2(NL+NR)
· exp
(
−tL ln tL + uL ln uL − (tL + uL) ln(tL + uL)
2
)
· exp
(
−tR ln tR + uR ln uR − (tR + uR) ln(tR + uR)
2
)
≃ E−1−2(NL+NR)
(
sin
φ
2
)−3(
cos
φ
2
)5−2(NL+NR)
exp
(
−t ln t + u lnu− (t+ u) ln(t + u)
4
)
(10.102)
where we have implicitly used the relation α′closed = 4α
′
open = 2. By combining Eq.(10.99)
and Eq.(10.102), we end up with
lim
E2≫M22
A ≃
(
−2 cot
φ
2
E
)NL+NR (
− 1
2M2
)qL+qR
E−1
(
sin
φ
2
)−3(
cos
φ
2
)5
· sin (πsL/2) sin (πtR/2)
sin (πuL/2)
exp
(
−t ln t + u lnu− (t+ u) ln(t+ u)
4
)
. (10.103)
We see that there is a
(
m
R
, 1
2
nR
)
dependence in the sin(πsL/2) sin(πtR/2)
sin(πuL/2)
factor in our final
result. This is physically consistent as one expects a
(
m
R
, 1
2
nR
)
dependent Regge-pole and
zero structures in the high energy string scattering amplitudes.
In conclusion, in the GR, for each fixed mass level with given quantized and winding
momenta
(
m
R
, 1
2
nR
)
(thus fixed NL and NR by Eq.(10.53)), we have obtained infinite linear
relations among high energy scattering amplitudes of different string states with various
(qL, qR). Note also that this result reproduces the correct ratios
(
− 1
2M2
)qL+qR
obtained
in the previous works [42, 46, 127]. However, the mass parameter M2 here depends on(
m
R
, 1
2
nR
)
. It is also interesting to see that, if not for the
(
m
R
, 1
2
nR
)
dependence in the
sin(πsL/2) sin(πtR/2)
sin(πuL/2)
factor in the high energy scattering amplitudes in the GR, we would have
had a linear relation among scattering amplitudes of different string states in different mass
levels with fixed (NR +NL).
Presumably, the infinite linear relations obtained above can be reproduced by using the
method of high energy ZNS, or high energy Ward identities, adopted in the previous chapters
[27–32, 34, 36, 42, 45, 127]. The existence of Soliton ZNS at arbitrary mass levels was
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constructed in chapter IV [6]. A closer look in this direction seems worthwhile. In the
chapter, however, we are more interested in understanding the power-law behavior of the
high energy string scattering amplitudes and breakdown of the infinite linear relations as we
will discuss in the next section.
5. Power-law and breakdown of the infinite linear relations in the MR
In this section we discuss the power-law behavior of high energy string scattering ampli-
tudes in a compact space. We will see that, in the MR, the infinite linear relations derived
in section B.4 break down and, simultaneously, the UV exponential fall-off behavior of high
energy string scattering amplitudes enhances to power-law behavior. The power-law behav-
ior of high energy string scatterings in a compact space was first suggested by Mende [54].
Here we give a mathematically more concrete description. It is easy to see that the ”power
law” condition, i.e. Eq.(3.7) in Mende’s paper [54],
k1L · k2L + k1R · k2R = constant, (10.104)
turns out to be
− (k1L · k2L + k1R · k2R)
=
√
p2 +M21 ·
√
p2 +M22 + p
2 +
(
~K1L · ~K2L + ~K1R · ~K2R
)
=
√
p2 +M21 ·
√
p2 +M22 + p
2 + 2
(
~K1 · ~K2 + ~L1 · ~L2
)
= constant. (10.105)
The condition to achieve power-law behavior for the compactified open string scatterings,
Eq.(10.36), is replaced by
sL = constant, sR = constant (10.106)
It is easy to see that the condition, Eq.(10.106), leads to the power-law behavior of the
compactified closed string scattering amplitudes. To satisfy the condition in Eq.(10.106),
we define the following ”super-highly” winding kinematic regime
n2i ≫ p2 ≃ q2 ≫ NR +NL. (10.107)
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Note that all mi were chosen to vanish in order to satisfy the conservations of compactified
momentum and winding number respectively [55]. For the choice of the kinematic regime
in Eq.(10.107), Eq.(10.65) and Eq.(10.106) imply
lim
p→∞
√
p2 +M21 ·
√
p2 +M22 + p
2
2(K1K2 + L1L2)
= lim
p→∞
√
p2 +M21 ·
√
p2 +M22 + p
2
2
(
m1m2
R2
+
1
4
n1n2R2
) = −1. (10.108)
Note that since we have set mi = 0, Eq.(10.108) is similar to Eq.(10.37) for the compactified
open string case, and one can get nontrivial solution for Eq.(10.39) with signs of λ1 =
2p
n1R
and λ2 = − 2pn2R the same. This completes the discussion of power-law regime at fixed angle
for high energy compactified closed string scatterings. The ”super-highly” winding regime
derived in this section is to correct the ”Mende regime”
E2 ≃M2 ≫ NR +NL (10.109)
discussed in [55]. The regime defined in Eq.(10.109) is indeed exponential fall-off behaved
rather than power-law claimed in [55].
Part III
Stringy symmetries of Regge string
scattering amplitudes
In this part of the review, we are going to discuss string scatterings in the high energy, fixed
momentum transfer regime or Regge regime (RR) [57–62]. See also [142–144]. We will see
that Regge string scattering amplitudes contain information of the theory in complementary
to string scattering amplitudes in the high energy, fixed angle or Gross regime(GR). The
UV behavior of high energy string scatterings in the GR (hard string scatterings) is well
known to be very soft exponential fall-off, while that of RR is power-law. There are some
other fundamental differences and links between the calculations of Regge string scatterings
and hard string scatterings, which we list below :
A. The number of high energy scattering amplitudes for each fixed mass level in the RR
is much more numerous than that of GR calculated previously [64].
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B. The saddle-point method is not applicable in the calculation of Regge string scatter-
ing amplitudes. However, a direct calculation is manageable and one finds that all string
amplitudes in the RR can be expressed in terms of a finite sum of Kummer functions of the
second kind [64, 69–71].
C. There is an interesting link between scattering amplitudes of the RR and GR. By
proving a set of new Stirling number identities [67], one can reproduce from amplitudes in
the RR the ratios calculated in the GR [64, 65].
D. For the high energy scattering amplitudes in the fixed angle regime, one has the
identification eP = eL, while in the Regge regime eP 6= eL [64].
E. The decoupling of ZNS applies to all kinematic regimes including the RR and the
GR. However, the linear relations obtained from decoupling of ZNS in the RR are not good
enough to solve all the amplitudes in the RR at each fixed mass level. Instead, the recurrence
relations among RR amplitudes obtained from Kummer functions can be used to fix all RR
amplitudes in terms of one amplitude [71].
F. All the RR amplitudes can be expressed in terms of one single Appell function F1 [74].
This result enables us to derive infinite number of recurrence relations among RR ampli-
tudes at arbitrary mass levels, which are conjectured to be related to the known SL(5, C)
dynamical symmetry of F1.
The part III of the paper is organized as following. In chapter XI we calculate Regge
string scattering amplitudes in terms of Kummer functions [64]. We then prove a set of
Stirling number identities [67] and use them to reproduce ratios among hard string scattering
amplitudes in the GR discussed in chapter V. Finally we calculate recurrence relations among
Regge string scattering amplitudes, and use them to prove Regge stringy Ward identities or
decoupling of ZNS in the RR for the first few mass levels [71]. In Chapter XII, we generalize
the calculations to four classes of Regge superstring scattering amplitudes and reproduce
the ratios calculated in chapter VIII. In addition, discover new high energy superstring
scattering amplitudes with polarizations orthogonal to the scattering plane [65].
In Chapter XIII we generalize the calculation of four tachyon BPST vertex operator
[62] to the general high spin cases [73], and derive the recurrence relations among these
higher spin BPST vertex operators. In Chapter XIV we discuss higher spin Regge string
states scattered from D-particle [43]. We will obtain the complete GR ratios, which include
a subset calculated in section IX.A.3, from Regge string states scattered from D-particle.
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In addition, we will see that although there is no factorization for closed string D-particle
scattering amplitudes into two channels of open string D-particle scattering amplitudes, the
complete ratios are factorized which came as a surprise.
In chapter XV we discover that all RR amplitudes can be expressed in terms of one
single Appell function F1[74]. More general recurrence relations among RR amplitudes will
be derived. We will also discuss the SL(5, C) dynamical symmetry of F1 which is argued to
be closely related to high energy spacetime symmetry of 26D bosonic string theory.
XI. KUMMER FUNCTIONS U AND PATTERNS OF REGGE STRING SCAT-
TERING AMPLITUDES (RSSA)
In this chapter, we first calculate a subclass of Regge string scattering amplitudes (RSSA)
and expressed them in terms of Kummer functions of the second kind [69, 70]. We then
prove in section B a set of Stirling number identities [67] and use them to reproduce ratios
among hard string scattering amplitudes calculated in chapter V. In section C, we show that
all RSSA are power law behaved, and the exponents of the power law are universal and are
independent of the mass levels [64]. In section D, we calculate the most general RSSA and
derive recurrence relations among them [71]. We show that, for the first few mass levels, the
decoupling of ZNS in the RR or Regge stringy Ward identities can be derived from these
recurrence relations [71]. This shows that, in contrast to the GR considered in chapter V,
recurrence relations are more fundamental than Regge stringy Ward identities. Finally we
prove that all RSSA can be solved by these recurrence relations and expressed in terms of
one single RSSA [71].
A. Kummer functions and RSSA
We now begin to discuss high energy string scatterings in the RR. That is in the kinematic
regime
s→∞,√−t = fixed (but √−t 6=∞). (11.1)
As in the case of GR, we only need to consider the polarizations on the scattering plane,
which is defined in Appendix C. Appendix C also includes the kinematic set up. Instead of
using (E, θ) as the two independent kinematic variables in the GR, we choose to use (s, t)
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in the RR. One of the reason has been, in the RR, t ∼ Eθ is fixed, and it is more convenient
to use (s, t) rather than (E, θ). In the RR, to the lowest order, Eqs.(C.13) to (C.18) reduce
to
eP · k1 = − 1
M2
(√
p2 +M21
√
p2 +M22 + p
2
)
≃ − s
2M2
, (11.2a)
eL · k1 = − p
M2
(√
p2 +M21 +
√
p2 +M22
)
≃ − s
2M2
, (11.2b)
eT · k1 = 0 (11.2c)
and
eP · k3 = 1
M2
(√
q2 +M23
√
p2 +M22 − pq cos θ
)
≃ − t˜
2M2
≡ −t−M
2
2 −M23
2M2
, (11.3a)
eL · k3 = 1
M2
(
p
√
q2 +M23 − q
√
p2 +M22 cos θ
)
≃ − t˜
′
2M2
≡ −t +M
2
2 −M23
2M2
, (11.3b)
eT · k3 = −q sinφ ≃ −
√−t. (11.3c)
Note that eP does not approach to eL in the RR. This is very different from the case of GR. In
the following discussion, we will calculate the amplitudes for the longitudinal polarization
eL. For the eP amplitudes, the results can be trivially modified. We will find that the
number of high energy scattering amplitudes for each fixed mass level in the RR is much
more numerous than that of GR calculated previously. On the other hand, it seems that
the saddle-point method used in the GR is not applicable in the RR. We will first calculate
the string scattering amplitudes on the scattering plane
(
eL, eT
)
for the mass level M22 = 4.
In the mass level M22 = 4 (M
2
1 =M
2
3 = M
2
4 = −2), it turns out that there are eight high
energy amplitudes in the RR
αT−1α
T
−1α
T
−1|0〉, αL−1αT−1αT−1|0〉, αL−1αL−1αT−1|0〉, αL−1αL−1αL−1|0〉,
αT−1α
T
−2|0〉, αT−1αL−2|0〉, αL−1αT−2|0〉, αL−1αL−2|0〉. (11.4)
The s− t channel of these amplitudes can be calculated to be
ATTT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)3
≃ −i (√−t)3 Γ
(− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (−1
8
s3 +
1
2
s
)
, (11.5)
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ALTT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)2(
ieL · k1
x
− ie
L · k3
1− x
)
≃ −i (√−t)2(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · [3
4
s3 − t
4
s2 −
(
t
2
+ 3
)
s
]
, (11.6)
ALLT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)(
ieL · k1
x
− ie
L · k3
1− x
)2
≃ −i (√−t)(− 1
2M2
)2 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[(
1
4
t− 9
2
)
s3 +
(
1
4
t2 +
7
2
t
)
s2 +
(t+ 6)2
2
s
]
, (11.7)
ALLL =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieL · k1
x
− ie
L · k3
1− x
)3
≃ −i
(
− 1
2M2
)3 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[
−
(
11
2
t− 27
)
s3 − 6 (t2 + 6t) s2 − (t+ 6)3
2
s
]
, (11.8)
ATT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)[
eT · k1
x2
+
eT · k3
(1− x)2
]
≃ −i (√−t)2 Γ
(− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) (−1
8
s3 +
1
2
s
)
, (11.9)
ATL =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieT · k1
x
− ie
T · k3
1− x
)[
eL · k1
x2
+
eL · k3
(1− x)2
]
≃ i (√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[
−
(
1
8
t+
3
4
)
s3 − 1
8
(
t2 − 2t) s2 − (1
4
t2 − t− 3
)
s
]
, (11.10)
ALT =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieL · k1
x
− ie
L · k3
1− x
)[
eT · k1
x2
+
eT · k3
(1− x)2
]
≃ i (√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · [3
4
s3 − t
4
s2 −
(
t
2
+ 3
)
s
]
, (11.11)
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and
ALL =
∫ 1
0
dx · xk1·k2 (1− x)k2·k3 ·
(
ieL · k1
x
− ie
L · k3
1− x
)[
eL · k1
x2
+
eL · k3
(1− x)2
]
≃ i
(
− 1
2M2
)2 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
)
·
[(
3
4
t+
9
2
)
s3 +
(
t2 − 4t) s2 + (1
4
t3 +
1
2
t2 − 9t− 18
)
s
]
. (11.12)
From the above calculation, one can easily see that all the amplitudes are in the same leading
order (∼ s3) in the RR, while in the GR only ATTT , ALLT and ATL are in the leading order(∼ t3/2s3 or t5/2s2), all other amplitudes are in the subleading orders. On the other hand,
one notes that, for example, the term ∼ √−tt2s2 in ALLT and ATL are in the leading order
in the GR, but are in the subleading order in the RR. On the contrary, the terms
√−ts3 in
ALLT and ATL are in the subleading order in the GR, but are in the leading order in the
RR. These observations suggest that the high energy string scattering amplitudes in the GR
and RR contain information complementary to each other.
One important observation for high energy amplitudes in the RR is for those amplitudes
with the same structure as those of the GR in Eq.(5.67). For these amplitudes, the relative
ratios of the coefficients of the highest power of t in the leading order amplitudes in the RR
can be calculated to be
ATTT = −i (√−t) Γ
(− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (1
8
ts3
)
∼ 1
8
, (11.13)
ALLT = −i (√−t)(− 1
2M2
)2 Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) (1
4
ts3
)
∼ 1
64
, (11.14)
ATL = i
(√−t)(− 1
2M2
) Γ (− s
2
− 1)Γ(− t˜
2
− 1
)
Γ
(
u
2
+ 3
) · (−1
8
ts3
)
∼ − 1
32
, (11.15)
which reproduces the ratios in the GR in Eq.(5.16). Note that the symmetrized and anti-
symmetrized amplitudes are defined as
T (TL) =
1
2
(
T TL + TLT
)
, (11.16)
T [TL] =
1
2
(
T TL − TLT ) ; (11.17)
and similarly for the amplitudes A(TL) and A[TL] in the RR. Note that TLT ∼ (αL−1)(αT−2)|0〉
in the GR is of subleading order in energy, while ALT in the RR is of leading order in energy.
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However, the contribution of the amplitude ALT to A(TL) and A[TL] in the RR will not affect
the ratios calculated above. As we will see next, this interesting result can be generalized
to all mass levels in the string spectrum.
We first calculate high energy string scattering amplitudes in the RR for the arbitrary
mass levels. Instead of states in Eq.(5.67) for the GR, one can argue that the most general
string states (ignore the eP amplitudes) one needs to consider at each fixed mass level
N =
∑
n,m nkn +mqm for the RR are
|kn, qm〉 =
∏
n>0
(αT−n)
kn
∏
m>0
(αL−m)
qm|0〉. (11.18)
These RR amplitudes are good enough to reproduce the GR ratios calculated previously. By
the simple kinematics eT ·k1 = 0, and the energy power counting of the string amplitudes, we
end up with the following rules to simplify the calculation for the leading order amplitudes
in the RR:
αT−n : 1 term (contraction of ik3 ·X with εT · ∂nX), (11.19)
αL−n :
n > 1, 1 termn = 1 2 terms (contraction of ik1 ·X and ik3 ·X with εL · ∂nX). (11.20)
The s− t channel scattering amplitudes of this state with three other tachyonic states can
be calculated to be
A(kn,qm) =
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
ieL · k1
−x +
ieL · k3
1− x
]q1
·
∏
n=1
[
ieT · k3 (n− 1)!
(1− x)n
]kn ∏
m=2
[
ieL · k3 (m− 1)!
(1− x)m
]qm
=
(−it˜′
2M2
)q1 q1∑
j=0
(
q1
j
)(
s
−t˜
)j ∫ 1
0
dxxk1·k2−j(1− x)k2·k3+j−
∑
n,m(nkn+mqm)
·
∏
n=1
[
i
√−t(n− 1)!]kn ∏
m=2
[
it˜′(m− 1)!
(
− 1
2M2
)]qm
=
(−it˜′
2M2
)q1 q1∑
j=0
(
q1
j
)(
s
−t˜
)j
B (k1 · k2 − j + 1 , k2 · k3 + j −N + 1)
·
∏
n=1
[
i
√−t(n− 1)!]kn ∏
m=2
[
it˜′(m− 1)!
(
− 1
2M2
)]qm
. (11.21)
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The Beta function above can be approximated in the large s, but fixed t limit as follows
B (k1 · k2 − j + 1, k2 · k3 + j −N + 1)
= B
(
−1 − s
2
+N − j,−1 − t
2
+ j
)
=
Γ(−1− s
2
+N − j)Γ(−1− t
2
+ j)
Γ(u
2
+ 2)
≈ B
(
−1− 1
2
s,−1 − t
2
)(
−1 − s
2
)N−j (u
2
+ 2
)−N (
−1− t
2
)
j
≈ B
(
−1− 1
2
s,−1 − t
2
)(
−s
2
)−j (
−1 − t
2
)
j
. (11.22)
where
(a)j = a(a+ 1)(a+ 2)...(a+ j − 1) (11.23)
is the Pochhammer symbol. The leading order amplitude in the RR can then be written as
A(kn,qm) =
(−it˜′
2M2
)q1
B
(
−1− 1
2
s,−1− t
2
) q1∑
j=0
(
q1
j
)(
2
t˜′
)j (
−1− t
2
)
j
·
∏
n=1
[
i
√−t(n− 1)!]kn ∏
m=2
[
it˜′(m− 1)!
(
− 1
2M2
)]qm
, (11.24)
which is UV power-law behaved as expected. The summation in Eq.(11.24) can be repre-
sented by the Kummer function of the second kind U as follows,
p∑
j=0
(
p
j
)(
2
t˜′
)j (
−1− t
2
)
j
= 2p(t˜′)−p U
(
−p, t
2
+ 2− p, t˜
′
2
)
(11.25)
Finally, the amplitudes can be written as
A(kn,qm) =
(
− i
M2
)q1
U
(
−q1, t
2
+ 2− q1, t˜
′
2
)
B
(
−1− s
2
,−1− t
2
)
·
∏
n=1
[
i
√−t(n− 1)!]kn ∏
m=2
[
it˜′(m− 1)!
(
− 1
2M2
)]qm
. (11.26)
In the above, U is the Kummer function of the second kind and is defined to be
U(a, c, x) =
π
sin πc
[
M(a, c, x)
(a− c)!(c− 1)! −
x1−cM(a + 1− c, 2− c, x)
(a− 1)!(1− c)!
]
(c 6= 2, 3, 4...) (11.27)
where M(a, c, x) =
∑∞
j=0
(a)j
(c)j
xj
j!
is the Kummer function of the first kind. U and M are the
two solutions of the Kummer Equation
xy
′′
(x) + (c− x)y′(x)− ay(x) = 0. (11.28)
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It is crucial to note that c = t
2
+ 2 − q1, and is not a constant as in the usual case, so U in
Eq.(11.26) is not a solution of the Kummer equation. This will make our analysis in the next
section more complicated as we will see soon. On the contrary, since a = −q1 an integer,
the Kummer function in Eq.(11.25) terminated to be a finite sum. This will simplify the
manipulation of Kummer function used in this chapter.
B. Reproducing ratios among hard scattering amplitudes
It can be seen from Eq.(11.24) that the Regge scattering amplitudes at each fixed mass
level are no longer proportional to each other. The ratios are t dependent functions and can
be calculated to be [64]
A(N,2m,q)(s, t)
A(N,0,0)(s, t)
= (−1)m
(
− 1
2M2
)2m+q
(t˜′ − 2N)−m−q(t˜′)2m+q
×
2m∑
j=0
(−2m)j
(
−1 +N − t˜
′
2
)
j
(−2/t˜′)j
j!
+O
{(
1
t˜′
)m+1}
, (11.29)
where (x)j = x(x+1)(x+2) · · · (x+j−1) is the Pochhammer symbol which can be expressed
in terms of the signed Stirling number of the first kind s (n, k) as following
(x)n =
n∑
k=0
(−)n−ks (n, k)xk.
To ensure the identification for the general mass levels
lim
t˜′→∞
A(N,2m,q)
A(N,0,0,)
=
T (N,2m,q)
T (N,0,0)
=
(
− 1
M2
)2m+q (
1
2
)m+q
(2m− 1)!!
suggested by the calculation for the mass level M22 = 4, one needs the following identity
2m∑
j=0
(−2m)j
(
−L− t˜
′
2
)
j
(−2/t˜′)j
j!
= 0 · (−t˜′)0+ 0 · (−t˜′)−1+ · · ·+ 0 · (−t˜′)−m+1+ (2m)!
m!
(−t˜′)−m +O
{(
1
t˜′
)m+1}
(11.30)
where L = 1 − N and is an integer. Similar identification can be extended to the case of
closed string as well [36]. For all four classes of high energy superstring scattering amplitudes,
L is an integer too [65]. A recent work on string D-particle scattering amplitudes [43] also
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gives an integer value of L. Note that L affects only the sub-leading terms in O
{(
1
t˜′
)m+1 }
.
Here we give a simple example for m = 3 [65]
6∑
j=0
(−2m)j
(
−L− t˜
′
2
)
j
(−2/t˜′)j
j!
=
120
(−t˜′)3 +
720L2 − 2640L+ 2080
(−t˜′)4 +
480L4 − 4160L3 + 12000L2 − 12928L+ 3840
(−t˜′)5
+
64L6 − 960L5 + 5440L4 − 14400L3 + 17536L2 − 7680L
(−t˜′)6 .
Mathematically, Eq.(11.30) was exactly proved [64, 65] for L = 0, 1 by a calculation based on
a set of signed Stirling number identities developed recently in combinatorial theory in [145].
For general integer L cases, only the identity corresponding to the nontrivial leading term
(2m)!
m!
(−t˜′)−m was rigorously proved in [65], but not for other “0 identities”. A numerical proof
of Eq.(11.30) was given in [65] for arbitrary real values L and for non-negative integer m
up to m = 10. It was then conjectured that [65] Eq.(11.30) is valid for any real number L
and any non-negative integer m. It is important to prove Eq.(11.30) for any non-negative
integer m and arbitrary real values L, since these values can be realized in the high energy
scattering of compactified string states, as was shown recently in [68]. Real values of L
appear in string compactifications due to the dependence on the generalized KK internal
momenta K25i [68]
L = 1−N − (K252 )2 +K252 K253 .
1. Proof of the new Stirling number identity
We now proceed to prove Eq.(11.30) [67]. We first rewrite the left-hand side of Eq.(11.30)
in the following form
2m∑
j=0
(−2m)j
(
−L− t˜
′
2
)
j
(−2/t˜′)j
j!
=
2m∑
j=0
(−1)j
(
2m
j
) j∑
l=0
(
j
l
)
(−L)j−l
l∑
s=0
c (l, s)
(
−2
t˜′
)j−s
(11.31)
where we have used the signless Stirling number of the first kind c (l, s) to expand the
Pochhammer symbol
(x)n =
n∑
k=0
c (n, k) xk (11.32)
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The coefficient of (−2/t˜′)i in Eq.(11.31), which will be defined as G (m, i), can be read off
from the equation as
G (m, i) =
2m∑
j=0
j∑
l=0
(−1)j+i
(
2m
j
)(
j
l
)
(−L)j−lc (l, j − i) . (11.33)
One needs to prove that
1.G (m,m) = (2m− 1)!!, for all L ∈ R; (11.34)
2.G (m, i) = 0, for all L ∈ R and 0 ≤ i < m. (11.35)
From the definition of c (n, k) in Eq.(11.32), we note that c (n, k) 6= 0 only if 0 ≤ k ≤ n.
Thus c (l, j − i) 6= 0 only if j ≥ i and l ≥ j − i. We can rewrite G (m, i) as
G (m, i) =
2m∑
j=i
j∑
l=j−i
(−1)j
(
2m
j
)(
j
l
)
(−L)j−lc (l, j − i)
=
2m−i∑
k=0
k+i∑
l=k
(−1)k+i
(
2m
i+ k
)(
i+ k
l
)
(−L)k+i−lc (l, k)
=
2m−i∑
k=0
i∑
p=0
(−1)k+i
(
2m
i+ k
)(
i+ k
p+ k
)
(−L)i−pc (k + p, k)
=
i∑
p=0
(−L)i−p
2m−i∑
k=0
(−1)k+i
(
2m
i+ k
)(
i+ k
p+ k
)
c (k + p, k)
= (−1)i
i∑
p=0
(−L)i−p
(
2m
i− p
) 2m−i∑
k=0
(−1)k
(
2m− i+ p
k + p
)
c (k + p, k)
≡ (−1)i
i∑
p=0
(−L)i−p
(
2m
i− p
)
S2m−i (p) (11.36)
where we have defined
SN (p) =
N∑
k=0
(−1)k
(
N + p
k + p
)
c (k + p, k) . (11.37)
It is easy to see that for fixed m and 0 ≤ i < m, G (m, i) is a polynomial of L of degree i,
expanded with the basis 1, (−L)1, (−L)2,. . . . Note that p ≤ i < m, so 2m− i ≥ p+ 1. For
Eq.(11.35), we want to show that SN (p) = 0 for N ≥ p+1. For this purpose, we define the
functions
Cn (x) =
∑
k≥0
c (k + n, k)xk+n. (11.38)
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The recurrence of the signless Stirling number identity
c (k + n, k) = (n + k − 1) c (n + k − 1, k) + c (n+ k − 1, k − 1) (11.39)
leads to the equation
Cn (x) =
x2
1− x
d
dx
Cn−1 (x) , (11.40)
with the initial value
C0 (x) =
1
1− x. (11.41)
The first couple of Cn (x) can be calculated to be
C1 (x) =
x2
(1− x)3 , C2 (x) =
x4 + 2x3
(1− x)5 , C3 (x) =
x6 + 8x5 + 6x4
(1− x)7 . (11.42)
Now by induction, it is easy to show that
Cn (x) =
fn (x)
(1− x)2n+1 , where fn (x) = x
2n +O (x2n−1) , (11.43)
and
fn (1) = (2n− 1)!!. (11.44)
In order to prove Eq.(11.35), we note that (−1)NSN (p) is the coefficient of xN+p in the
function
(1− x)N+pCp (x) = fp (x) (1− x)N−p−1 = xN+p−1 +O (· · · ) , (11.45)
which is obviously zero for N ≥ p + 1. This proves SN (p) = 0 for N ≥ p + 1 and thus
Eq.(11.35).
In order to prove the first identity in Eq.(11.34), we first note that the above argument
remains true for i = m and 0 ≤ p < i. So Eq.(11.34) corresponds to the case p = i = m. By
using Eq.(11.36), we can evaluate
G (m,m) =
m∑
k=0
(−1)k+m
(
2m
k +m
)(
k +m
k +m
)
c (k + p, k) =
m∑
k=0
(−1)k+m
(
2m
k +m
)
c (k + p, k) .
(11.46)
Eq.(11.46) corresponds to the coefficient of x2m in the function
(1− x)2mCm(x) = fm (x)
1− x = fm (x) (1 + x+ x
2 + ....). (11.47)
By Eq.(11.44), this coefficient is
fm (1) = (2m− 1)!!. (11.48)
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This proves Eq.(11.34). We thus have completed the proof of Eq.(11.30) for any non-negative
integer m and any real value L.
It was remarkable to first predict [64] the mathematical identities in Eq.(11.30) provided
by string theory, and then a rigorous mathematical proof followed [67]. It was interesting to
see that the validity of Eq.(11.30) includes non-integer values of L which were later realized
by Regge string scatterings in compact space [68].
2. Subleading orders
In this section, we calculate the next few subleading order amplitudes in the RR for the
mass level M22 = 4, 6 [64]. We will see that the ratios in Eq.(5.16) and Eq.(5.40) persist to
subleading order amplitudes in the RR. For the even mass levels with (N − 1) = M22
2
= even,
we conjecture and give evidences that the existence of these ratios in the RR persists to all
orders in the Regge expansion of all high energy string scattering amplitudes . For the odd
mass levels with (N − 1) = M22
2
= odd, the existence of these ratios will show up only in the
first [N/2] + 1 terms in the Regge expansion of the amplitudes.
We will extend the kinematic relations in the RR to the subleading orders. We first
express all kinematic variables in terms of s and t, and then expand all relevant quantities
in s :
E1 =
s− (m22 + 2)
2
√
2
, (11.49)
E2 =
s+ (m22 + 2)
2
√
2
, (11.50)
|k2| =
√
E21 + 2, |K3| =
√
s
4
+ 2; (11.51)
eP · k1 = − 1
2m2
s+
(
− 1
m2
+
m2
2
)
, (exact) (11.52)
eL · k1 = − 1
2m2
s+
(
− 1
m2
+
m2
2
)
− 2m2s−1 − 2m2(m22 − 2)s−2
− 2m2(m42 − 6m22 + 4)s−3 − 2m2(m62 − 12m42 + 24m22 − 8)s−4 +O(s−5), (11.53)
eT · k1 = 0. (11.54)
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A key step is to express the scattering angle θ in terms of s and t. This can be achieved by
solving
t = −
(
−(E2 −
√
s
2
)2 + (|k2| − |k3| cos θ)2 + |k3|2 sin2 θ
)
(11.55)
to obtain
θ = arccos
 s+ 2t−m22 + 6√
s+ 8
√
(s+2)2−2(s−2)m22+m42
s
 . (exact) (11.56)
One can then calculate the following expansions
eP · k3 = 1
m2
(E2
√
s
2
− |k2||k3| cos θ) = −t + 2−m
2
2
2m2
, (11.57)
eL · k3 = 1
m2
(k2
√
2
2
−E2k3 cos θ)
= −t + 2 +m
2
2
2m2
−m2ts−1 −m2[−4(t + 1) +m22(t− 2)]s−2
−m2[4(4 + 3t)− 12tm22 + (t− 4)m42]s−3
−m2[−16(3 + 2t) + 24(2 + 3t)m22
− 24(−1 + t)m42 + (−6 + t)m62]s−4 +O(s−5), (11.58)
eT · k3 = −|k3| sin θ
= −√−t− 1
2
√−t(2 + t +m22)s−1
− 1
8
√−t [32 + 52t+ 20t
2 + t3 + (32 + 20t− 6t2)m22 + (8− 3t)m42]s−2
+
1
16
√−t [320 + 456t+ 188t
2 + 22t3 + t4 − (−224 + 36t+ 132t2 + 5t3)m22.
+ (−16 − 122t+ 15t2)m42 + (−24 + 5t)m62]s−3
+
1
128(−t)3/2 [1024 + 12032t+ 16080t
2 + 7520t3 + 1432t4 + 136t5 + 5t6
− 4(−512− 896t+ 2232t2 + 1844t3 + 170t4 + 7t5)m22
+ 2(768− 2240t− 2372t2 + 1172t3 + 35t4)m42
− 4(−128 + 288t− 450t2 + 35t3)m62 + (64 + 240t− 35t2)m82]s−4 +O(s−5). (11.59)
We are now ready to calculate the expansions of the four amplitudes ATTT , ALLT , A[LT ], A(LT )
for the mass level M22 = 4 to subleading orders in s in the RR. These are
ATTT =
1
8
√−tts3 + 3
16
√−tt(t + 6)s2 + 3t
3 + 84t2 − 68t− 864
64
√−t s+O(1), (11.60)
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ALLT =
1
64
√−t(t− 6)s3 + 3
128
√−t(t2 − 20t− 12)s2
+
3t3 − 342t2 − 92t+ 5016 + 1728(−t)−1/2
512
√−t s+O(1), (11.61)
A[LT ] = − 1
64
√−t(t+ 2)s3 − 3
128
√−t(t+ 2)2s2
− (3t− 8)(t+ 6)
2[1− 2(−t)−1/2]
512
√−t s+O(1), (11.62)
A(LT ) = − 1
64
√−t(t + 10)s3 − 1
128
√−t(3t2 + 52t+ 60)s2
− 3[t
3 + 30t2 + 76t− 1080− 960(−t)−1/2]
512
√−t s+O(1). (11.63)
One can now easily see that the ratios of the coefficients of the highest power of t in
the leading order coefficient functions 1
8
: 1
64
: − 1
64
: − 1
64
agree with the ratios in the GR
8 : 1 : −1 : −1 calculated in Eq.(5.16) as expected. Moreover, one further observation
is that these ratios remain the same for the coefficients of the highest power of t in the
subleading orders (s2) 3
16
: 3
128
: − 3
128
: − 3
128
and (s) 3
64
: 3
512
: − 3
512
: − 3
512
. We conjecture
that these ratios persist to all energy orders in the Regge expansion of the amplitudes. This
is consistent with the results of GR by taking both s,−t→ ∞. For the mass level M22 = 6
[29], the amplitudes can be calculated to be
ATTTT =
t2
16
s4 +
t2(t+ 6)
8
s3 +
t(t3 + 24t2 − 4t− 256)
16
s2
+
t(3t3 − 2t2 − 396t− 768)
4
s−
(
t4
4
+ 166t3 + 960t2 − 64t− 1024
)
s0
+ (−83t4 − 1536t3 + 384t2 + 21248t+ 12288)s−1 +O(s−2), (11.64)
ATTLL =
t(t− 16)
192
s4 +
t(t2 − 41t− 32)
96
s3 +
t4 − 132t3 − 328t2 + 1984t+ 2048
192
s2
+
(
−11t
4
32
− 11t
3
4
+
163t2
3
+ 184t+
128
3
)
s1
+
(
−11
8
t4 + 88t3 + 744t2 + 304t− 1408
)
s0
+ 4
(
11t4 + 280t3 + 204t2 − 4448t− 4480) s−1 +O(s−2), (11.65)
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ALLLL =
t(t− 52)
768
s4 +
t(t2 − 140t+ 256)
384
s3 +
t4 − 456t3 + 2816t2 − 512t− 16384
768
s2(
−19t
4
64
+ 6t3 − 17t
2
3
− 176t− 256
3
)
s1
+ (3t4 − 10t3 − 528t2 − 672t+ 1792)s0 +O(s−1), (11.66)
ATTL = −(t+ 20)t
96
√
6
s4 − t(t
2 + 31t+ 40)
48
√
6
s3 − t
4 + 38t3 + 224t2 − 1520t− 2560
96
√
6
s2
+
−3t4 − 72t3 + 2248t2 + 12000t+ 5120
48
√
6
s1
+
67t3 + 1194t2 + 1344t− 3712
2
√
6
s0 +O(s−1), (11.67)
ALLL = −t
2 − 8t− 128
384
√
6
s4 − t
3 − 52t2 − 412t+ 256
192
√
6
s3
− t
4 − 236t3 − 1272t2 + 4832t+ 15872
384
√
6
s2
+
35t4 + 50t3 − 3008t2 − 23728t− 14848
96
√
6
s1
− 47t
4 + 1432t3 + 24796t2 + 40640t− 101376
48
√
6
s0 +O(s−1), (11.68)
A˜LT,T = −t(t + 2)
64
√
6
s4 − t(t + 2)
2
32
√
6
s3 − t
4 + 12t3 + 8t2 − 152t− 256
64
√
6
s2
+
−3t4 + 196t2 + 624t+ 512
32
√
6
s1 +
√
3
8
(5t3 + 30t2 + 24t− 32)s0 +O(s−1), (11.69)
ALL =
(t + 8)2
384
s4 +
(t3 + 20t2 + 80t− 128)
192
s3 +
t4 + 16t3 + 96t2 − 880t− 3328
384
s2
+
−t4 + 8t3 − 110t2 − 1648t− 1408
48
s1
+
t4 − 4t3 − 202t2 − 704t+ 1728
6
s0 +O(s−1). (11.70)
In the above calculations, as in the case of M22 = 4, we have ignored a common overall
factor which will be discussed in the next section. Note that the ratios of the coefficients
in the leading order t for the energy orders s4, s3, s2 reproduced the GR ratios in Eq.(5.16).
However, the subleading terms for orders s1, s0 contain no GR ratios. Mathematically, this is
because the highest power of t in the coefficient functions of s1 is 4 rather than 5, and those
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of s0 is 4 rather than 6. This is because the power of t in the kinematic relation Eq.(11.59)
can be as high as one wants if one goes to subleading orders, while that of Eq.(11.58) is
not. The sin θ factor in Eq.(11.59) contributes terms of higher order powers of t, while cos θ
factor in in Eq.(11.58) does not. This can be seen from the kinematic relation in Eq.(11.56).
In general, one can easily show that the sin θ factor will contribute only for the even mass
levels with (N − 1) = M22
2
= even.
We thus conjecture that the existence of the GR ratios in the RR persists to all orders
in the Regge expansion of all string amplitudes for the even mass level. For the odd mass
levels with (N − 1) = M22
2
= odd, the existence of the GR ratios will show up only in the
first [N/2] + 1 terms in the Regge expansion of the amplitudes. An interesting question is
whether this phenomena persists for the case of superstring where GSO projection needs to
be imposed.
C. Universal power law behavior
In the discussion of the last section, we ignored an overall common factorΓ(−1−s/2)Γ(−1−t/2)
Γ(u/2+2)
of the amplitudes for mass levels M22 = 4, 6. We paid attention only to the ratios among
scattering amplitudes of different string states. In this section, we calculate the high energy
behavior of string scattering amplitudes for string states at arbitrary mass levels in the RR.
The power law behavior ∼ sα(t) of the four-tachyon amplitude in the RR is well known in
the literature. Here we want to generalize this result to string states at arbitrary mass levels.
We can use the saddle point method to calculate the leading term of gamma functions in
the RR
Γ(−1− s/2)Γ(−1− t/2)
Γ(u/2 + 2)
=
Γ(−1− s/2)Γ(−1− t/2)
Γ(−s/2− t/2 +N − 2) ∼ s
t/2−N+1 (in the RR). (11.71)
Thus, the overall s-dependence in the amplitudes is of the form
A(kn,qm) ∼ sα(t) (in the RR) (11.72)
where
α(t) = α(0) + α′t, α(0) = 1 and α′ = 1/2. (11.73)
This generalizes the high energy behavior of the four-tachyon amplitude in the RR to
string states at arbitrary mass levels. The new result here is that the behavior is universal
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and is mass level independent. In fact, as a simple application, one can also derive Eq.(11.72)
directly from Eq.(11.26) by using
B
(
−1− s
2
,−1− t
2
)
∼ sα(t). (in the RR) (11.74)
We conclude that the well known ∼ sα(t) power-law behavior of the four tachyon string
scattering amplitude in the RR can be extended to high energy string scattering amplitudes
of arbitrary string states.
D. Recurrence relations of RSSA
To discuss relations among RSSA, one need to consider the complete RR string states
[71]. The complete leading order high energy open string states in the Regge regime at each
fixed mass level N =
∑
n,m,l>0 npn +mqm + lrl are
|pn, qm, rl〉 =
∏
n>0
(αT−n)
pn
∏
m>0
(αP−m)
qm
∏
l>0
(αL−l)
rl|0, k〉. (11.75)
The case for qm = 0 has been calculated previously in [64, 65] We stress that the inclusion
of both αP−m and α
L
−l operators in Eq.(11.75) will be crucial to study Regge string Ward
identities to be discussed in the later part of this chapter. It is also important to discuss the
conformal invariant property of high energy string scattering amplitudes [65]. The momenta
of the four particles on the scattering plane are
k1 =
(
+
√
p2 +M21 ,−p, 0
)
, (11.76)
k2 =
(
+
√
p2 +M22 ,+p, 0
)
, (11.77)
k3 =
(
−
√
q2 +M23 ,−q cosφ,−q sin φ
)
, (11.78)
k4 =
(
−
√
q2 +M24 ,+q cos φ,+q sin φ
)
(11.79)
where p ≡ |p˜|, q ≡ |q˜| and k2i = −M2i . The relevant kinematics are
eP · k1 ≃ − s
2M2
, eP · k3 ≃ − t˜
2M2
= −t−M
2
2 −M23
2M2
; (11.80)
eL · k1 ≃ − s
2M2
, eL · k3 ≃ − t˜
′
2M2
= −t +M
2
2 −M23
2M2
; (11.81)
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and
eT · k1 = 0, eT · k3 ≃ −
√−t (11.82)
where t˜ and t˜′ are related to t by finite mass square terms
t˜ = t−M22 −M23 , t˜′ = t +M22 −M23 . (11.83)
Note that, unlike the case of GR, here eP does not approach to eL in the RR. The Regge
string scattering amplitudes can then be explicitly calculated to be
A (s, t) ≃
∫ 1
0
dy yk1k2(1− y)k2k3 ·
∏
n
[
−(n− 1)!e
T · k1
(−y) n −
(n− 1)!eT · k3
(1− y)n
]pn
·
∏
m
[
(m− 1)!eP · k1
(−y)m +
(m− 1)!eP · k3
(1− y)m
]qm
·
∏
l
[
−(l − 1)!e
L · k1
(−y)l −
(l − 1)!eL · k3
(1− y)l
]rl
≈
∫ 1
0
dy y−
s
2
+N−2 (1− y)− t2+N−2
·
∏
n>0
[
(n− 1)!√−t
(1− y)n
]pn
·
∏
m>1
[
−(m− 1)!
t˜
2M2
(1− y)m
]qm
·
∏
l>1
[
(l − 1)! t˜′
2M2
(1− y)l
]rl
·
[
s
2M2
y
−
t˜
2M2
(1− y)
]q1 [
−
s
2M2
y
+
t˜′
2M2
(1− y)
]r1
=
∏
n>0
[
(n− 1)!√−t]pn ·∏
m>1
[
− (m− 1)! t˜
2M2
]qm
·
∏
l>1
[
(l − 1)! t˜
′
2M2
]rl
·
∑
i,j
(
q1
i
)(
r1
j
)(
−s
t˜
)i (
− s
t˜′
)j
B
(
−s
2
+N − 1− i− j,− t
2
− 1 + i+ j
)
.
(11.84)
In the second equality of the above equation, we have dropped the first term in the bracket
with power of pn, and the first terms in the brackets with powers of qm and rl for m, l > 1.
These terms lead to subleading order terms in energy in the Regge limit [64, 65]. Now the
beta function in Eq.(11.84) can be approximated in the RR by [64, 65]
B
(
−s
2
+N − 1− i− j,− t
2
− 1 + i+ j
)
= B
(
−s
2
− 1,− t
2
− 1
)(
−s
2
)−i−j (
− t
2
− 1
)
i+j
(11.85)
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where (a)j = a(a + 1)(a+ 2)...(a + j − 1) is the Pochhammer symbol. Finally we arrive at
the amplitude with two equivalent expressions
A (s, t) =
∏
n>0
[
(n− 1)!√−t]pn ·∏
m>0
[
− (m− 1)! t˜
2M
]qm
·
∏
l>1
[
(l − 1)! t˜
′
2M
]rl
(11.86)
·B
(
−s
2
− 1,− t
2
+ 1
)(
1
M
)r1
·
q1∑
i=0
(
q1
i
)(
2
t˜
)i(
− t
2
− 1
)
i
U
(
−r1, t
2
+ 2− i− r1, t˜
′
2
)
=
∏
n>0
[
(n− 1)!√−t]pn ·∏
m>1
[
− (m− 1)! t˜
2M
]qm
·
∏
l>0
[
(l − 1)! t˜
′
2M
]rl
(11.87)
· B
(
−s
2
− 1,− t
2
+ 1
)(
− 1
M
)q1
·
r1∑
j=0
(
r1
j
)(
2
t˜′
)j (
− t
2
− 1
)
j
U
(
−q1, t
2
+ 2− j − q1, t˜
2
)
.
It is interesting to note that the Regge behavior is again universal and is mass level
independent as in the case of previous section [64]
B
(
−1− s
2
,−1− t
2
)
∼ sα(t) (in the RR) (11.88)
where α(t) = α(0) + α′t, α(0) = 1 and α′ = 1/2. That is, the well known ∼ sα(t) power-
law behavior of the four tachyon string scattering amplitude in the RR can be extended
to arbitrary higher string states. This result will be used to construct an inter-mass level
recurrence relation for Regge string scattering amplitudes later in Eq.(13.56).
1. Recurrence relations and RR stringy Ward identities
In this section, we first discuss Regge stringy Ward identities derived from Regge string
ZNS (RZNS) for mass level M2 = 2 and 4 [71]. We will see that, unlike the case for the
GR stringy Ward identities, Regge string Wayrd identities are not good enough to solve
all Regge string scattering amplitudes algebraically. On the other hand, we found that the
recurrence relations of Kummer functions Eq.(D.9) to Eq.(D.14) discussed in the appendix
D can be used to prove all Regge stringy Ward identities. Presumably the calculation can
be generalized to arbitrary mass levels. Another reason to work on recurrence relations of
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Kummer functions instead of Regge stringy Ward identities is that the former is very easy
to generalize to arbitrary higher mass levels while the latter is not.
Most importantly, for Kummer functions U(a, c, x) in Regge string amplitudes in
Eq.(11.86) and Eq.(11.87) with a = −q1(or −r1) a non-positive integer, one can use recur-
rence relations to solve all U(−q1, c, x) functions algebraically and thus determine all Regge
string scattering amplitudes at arbitrary mass levels algebraically up to multiplicative fac-
tors [71]. We stress that for general values of a, the best one can obtain from recurrence
relations is to express any Kummer function in terms of any two of its associated function
(see the appendix D).
There are 9 Regge string amplitudes for the mass level M2 = 2,
APP (αP−1α
P
−1), A
PL(αP−1α
L
−1), A
PT (αP−1α
T
−1), A
LL(αT−1α
T
−1), A
LT (αL−1α
T
−1), A
TT (αT−1α
T
−1),
AP (αP−2), A
L(αL−2), A
T (αT−2). For this mass level t˜ = t, t˜
′ = t + 4. The Regge string ZNS
(RZNS) in Eq.(E.6) and Eq.(E.7) gives two Regge stringy Ward identities
AT −
√
2APT = 0, (11.89)
AL −
√
2APL = 0. (11.90)
The RZNS in Eq.(E.5) gives
√
2AP − APP − 1
5
ALL − 1
5
ATT = 0. (11.91)
It’s obvious to see that these three Regge stringy Ward identities Eq.(E.6) to Eq.(E.5) are
not good enough to solve all the 9 Regge string scattering amplitudes algebraically. Indeed,
the amplitude ALT does not even show up in any of these three Ward identities.
Instead of Regge stringy Ward identities, in the following we will do the calculation based
on recurrence relations of Kummer functions. We want to prove these three Regge stringy
Ward identities by using recurrence relations
U(a− 1, c, x)− (2a− c+ x)U(a, c, x) + a(1 + a− c)U(a + 1, c, x) = 0, (11.92)
U(a, c, x)− aU(a + 1, c, x)− U(a, c− 1, x) = 0. (11.93)
First, by taking some special values of arguments of Kummer function in Eq.(11.92) and
Eq.(11.93), one easily obtain
U (−1, x, x) = 0, (11.94)
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U (−2, x, x) + xU(0, x, x) = 0 (11.95)
and
U (0, c, x)− U(0, c− 1, x) = 0. (11.96)
By using Eq.(11.87), one easily see that the Ward identity Eq.(11.89) implies
U
(
0,
t
2
+ 2,
t˜
2
)
+ U
(
−1, t
2
+ 1,
t˜
2
)
= 0 (11.97)
To prove Eq.(11.97) by recurrence relations, we note that for the case of a = 0, c = t
2
+1, x =
t˜
2
, Eq.(11.92) says
U
(
−1, t
2
+ 1,
t˜
2
)
+ U
(
0,
t
2
+ 1,
t˜
2
)
= 0 . (11.98)
We then apply Eq.(11.96) for the second term of Eq.(11.98) to obtain Eq.(11.97). This
completes the proof of Regge stringy Ward identity Eq.(11.89) based on recurrence relations
Eq.(11.92) and Eq.(11.93). The Ward identity in Eq.(11.90) implies
1√
2
t˜′
2
[
U
(
0,
t
2
+ 2,
t˜
2
)
+ U
(
−1, t
2
+ 1,
t˜
2
)]
+
(
− t
2
− 1
)
U
(
−1, t
2
,
t˜
2
)
= 0. (11.99)
To prove Eq.(11.99) by using recurrence relations, we note that Eq.(11.97) implies the first
and the second terms of Eq.(11.99) cancel out. Eq.(11.96) and t = t˜ say that the last term
of Eq.(11.99) vanishes. Finally, to prove Eq.(11.91) by using recurrence relations, one needs
to prove[
1
10
(
t˜′
2
)2
+
t˜
2
− t
5
]
U
(
0,
t
2
+ 2,
t˜
2
)
+
1
2
U
(
−2, t
2
,
t˜
2
)
+
1
5
(
t˜′
2
)(
− t
2
− 1
)
U
(
0,
t
2
+ 1,
t˜
2
)
+
1
10
(
− t
2
− 1
)(
− t
2
)
U
(
0,
t
2
,
t˜
2
)
= 0.
(11.100)
Now Eq.(11.95) implies
U
(
0,
t
2
+ 2,
t˜
2
)
= U
(
0,
t
2
+ 1,
t˜
2
)
= U
(
0,
t
2
,
t˜
2
)
. (11.101)
Therefore Eq.(11.100) is equivalent to
t
2
U
(
0,
t
2
,
t˜
2
)
+ U
(
−2, t
2
,
t˜
2
)
= 0. (11.102)
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Finally one can use Eq.(11.95) and t˜ = t to prove Eq.(11.102). This completes the proof
of Regge stringy Ward identities for mass level M2 = 2 by using recurrence relations of
Kummer functions.
We will give a brief description for the case of mass level M2 = 4. There are 22 Regge
string amplitudes for the mass level M2 = 4, APPP , APPL, APPT , APLL, APLT , APTT ,
APP , ALP , ATP , ALLL, ALLT , ALTT , ATTT ,APL, ALL, ATL, APT , ALT , ATT , AP , AL, AT .
To fix the notation, we adopt the convention of mass ordered in the αα−n operators, for
example, ALT (αL−2α
T
−1) and A
TL(αT−2α
L
−1) etc. For this mass level t˜ = t− 2, t˜′ = t + 6. The
8 RZNS Eqs.(E.12), (E.16), (E.17), (E.18), (E.20), (E.21), (E.22) and (E.23) calculated in
the appendix E give 8 Regge stringy Ward identities
25APPP + 9APLL + 9APTT − 9ALL − 9ATT − 75APP + 50AP = 0, (11.103)
APLL −ALL = 0, (11.104)
APTT −ATT = 0, (11.105)
APLT − A(LT ) = 0, (11.106)
9APPT + ALLT + ATTT − 18A(PT ) + 6AT = 0, (11.107)
9APPL + ALLL + ALTT − 18A(PL) + 6AL = 0, (11.108)
ALLT + ATTT − 9A[PT ] − 3AT = 0, (11.109)
ALLL + ALTT − 9A[PL] − 3AL = 0. (11.110)
It is obvious to see that these eight Regge stringy Ward identities are not good enough
to solve the 22 Regge string scattering amplitudes algebraically. Indeed, for example, the
amplitude A[LT ] does not even show up in any of these eight Ward identities. However, in the
GR, one can identify eP and eL components [27–29] (Correspondingly the creation operators
αP−n and −αL−n are identified, where the sign comes from the difference between the timelike
and spacelike directions specified by the metric of the scattering plane ηµν = diag(−1, 1, 1)
.), and take high energy fixed angle limit to get three Ward identities in leading order energy
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[27–29]
TLLT + T (LT ) = 0, (11.111)
10TLLT + T TTT + 18T (LT ) = 0, (11.112)
TLLT + T TTT + 9T [LT ] = 0, (11.113)
which can be easily solved to get [27–29]
T TTT : TLLT : T (LT ) : T [LT ] = 8 : 1 : −1 : −1. (11.114)
The ratios above are consistent with Eq.(5.16).
For illustration, we now proceed to prove Regge stringy Ward identities Eq.(11.103) to
Eq.(11.106) by using recurrence relations Eq.(11.92), Eq.(11.93) and
(c− a− 1)U(a, c− 1, x)− (x+ c− 1)U (a, c, x) + xU (a, c+ 1, x) = 0. (11.115)
Other Regge stringy Ward identities Eq.(11.107) to Eq.(11.110) can be similarly proved by
using recurrence relations. For the case of a = −1 , c = x+ 1, Eq.(11.115) reduces to
(x+ 1)U (−1, x, x)− 2xU (−1, x+ 1, x) + xU (−1, x+ 2, x) = 0. (11.116)
For the case of a = −1, c = x+ 2, Eq.(11.93) reduces to
U (−1, x+ 2, x) + U (0, x+ 2, x)− U (−1, x+ 1, x) = 0. (11.117)
Finally Eq.(11.116), Eq.(11.117), and Eq.(11.94) say
U(−1, x+ 2, x) = −2U (0, x+ 2, x) , (11.118)
U (−1, x+ 1, x) = −U (0, x+ 2, x) . (11.119)
We are now ready to prove Regge stringy Ward identities. We first prove Regge stringy
Ward identity Eq.(11.104). The two terms in Eq.(11.104) divided by the beta function can
be calculated to be
1
B
APLL = − 1
M
(
t˜′
2M
)2 [
U
(
−1, t
2
+ 1,
t
2
− 1
)
+ 2
(
2
t˜′
)(
− t
2
− 1
)
U
(
−1, t
2
,
t
2
− 1
)
+
(
2
t˜′
)2(
− t
2
− 1
)(
− t
2
)
U
(
−1, t
2
− 1, t
2
− 1
)]
= − 1
M
(
t + 6
2M
)2  U (−1, t2 + 1, t2 − 1)− 2 t+2t+6U (−1, t2 , t2 − 1)
+ t(t+2)
(t+6)2
U
(−1, t
2
− 1, t
2
− 1)
 , (11.120)
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1B
ALL =
(
t˜′
2M
)2 [
U
(
0,
t
2
+ 2,
t
2
− 1
)
+
(
2
t˜′
)(
− t
2
− 1
)
U
(
0,
t
2
+ 1,
t
2
− 1
)]
=
(
t + 6
2M
)2 [
U
(
0,
t
2
+ 2,
t
2
− 1
)
− t+ 2
t+ 6
U
(
0,
t
2
+ 1,
t
2
− 1
)]
. (11.121)
Therefore we want to show
− 1
M
[
U
(
−1, t
2
+ 1,
t
2
− 1
)
− 2t+ 2
t+ 6
U
(
−1, t
2
,
t
2
− 1
)
+
t (t + 2)
(t+ 6)2
U
(
−1, t
2
− 1, t
2
− 1
)]
− U
(
0,
t
2
+ 2,
t
2
− 1
)
+
t + 2
t + 6
U
(
0,
t
2
+ 1,
t
2
− 1
)
?
= 0 (11.122)
Eq.(11.94) implies the third term of Eq.(11.122) vanishes and therefore Eq.(11.96) implies
that Eq.(11.122) is equivalent to
− 1
M
U
(
−1, t
2
+ 1,
t
2
− 1
)
+
2
M
t+ 2
t+ 6
U
(
−1, t
2
,
t
2
− 1
)
− 4
t + 6
U
(
0,
t
2
+ 1,
t
2
− 1
)
=
1
M
[
−U
(
−1, t
2
+ 1,
t
2
− 1
)
+ 2
t + 2
t + 6
U
(
−1, t
2
,
t
2
− 1
)
− 8
t+ 6
U
(
0,
t
2
+ 1,
t
2
− 1
)]
= 0 (11.123)
For the case of x = t
2
− 1, Eq.(11.118) and Eq.(11.119) implies
U
(
−1, t
2
+ 1,
t
2
− 1
)
= 2U
(
−1, t
2
,
t
2
− 1
)
= −2U
(
0,
t
2
+ 1,
t
2
− 1
)
. (11.124)
Hence Eq.(11.123) is easily proved.
We now prove Regge stringy Ward identity Eq.(11.105). The two terms in Eq.(11.105)
divided by the beta function can be calculated to be
1
B
APTT = (−t)
(
− 1
M
)
U
(
−1, t
2
+ 1,
t
2
− 1
)
,
1
B
ATT = (−t)U
(
0,
t
2
+ 2,
t
2
− 1
)
.
Therefore we want to show
t
M
U
(
−1, t
2
+ 1,
t
2
− 1
)
+ tU
(
0,
t
2
+ 2,
t
2
− 1
)
?
= 0 (11.125)
For the case of x = t
2
− 1, Eq.(11.118) means
U
(
−1, t
2
+ 1,
t
2
− 1
)
= −2U
(
0,
t
2
+ 1,
t
2
− 1
)
. (11.126)
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Eq.(11.126) and Eq.(11.96) prove Eq.(11.125).
We can now turn to prove Regge stringy Ward identity Eq.(11.103). We first note that
Eq.(11.104) and Eq.(11.105) implies that Eq.(11.103) is equivalent to
25APPP − 75APP + 50AP = 0. (11.127)
The three terms in Eq.(11.127) divided by the beta function are
1
B
AP =
(
−t− 2
2M
)
U
(
0,
t
2
+ 2,
t
2
− 1
)
, (11.128)
1
B
APP = − 1
M
(
−t− 2
2M
)
U
(
−1, t
2
+ 1,
t
2
− 1
)
, (11.129)
1
B
APPP =
(
− 1
M
)3
U
(
−3, t
2
− 1, t
2
− 1
)
. (11.130)
Therefore we want to show
2
(
−t− 2
2M
)
U
(
0,
t
2
+ 2,
t
2
− 1
)
− 3
(
− 1
M
)(
−t− 2
2M
)
U
(
−1, t
2
+ 1,
t
2
− 1
)
+
(
− 1
M
)3
U
(
−3, t
2
− 1, t
2
− 1
)
?
= 0 (11.131)
For the case of a = −2, c = x, Eq.(11.92) gives
U (−3, x, x) + 4U (−2, x, x) + 2 (1 + x)U (−1, x, x) = 0. (11.132)
Using Eq.(11.94), we obtain
U (−3, x, x) + 4U (−2, x, x) = 0 . (11.133)
From Eq.(11.133) and Eq.(11.95), we obtain
U (−3, x, x)− 4xU (0, x, x) = 0 . (11.134)
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From Eq.(11.134) and Eq.(11.96), we obtain
2
(
−t− 2
2M
)
U
(
0,
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2
+ 2,
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2
− 1
)
− 3
(
− 1
M
)(
−t− 2
2M
)
U
(
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2
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2
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)
+
(
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M
)3
U
(
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2
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− 1
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=
(
2
(
−t− 2
2M
)
+ 4
(
t− 2
2
)(
− 1
M
)3)
U
(
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2
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+ 3
1
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(
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)
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=
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(
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)(
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(
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(
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U
(
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)
=
t− 2
2
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2
U
(
0,
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2
+ 2,
t
2
− 1
)
− 3
2
1
2
U
(
−1, t
2
+ 1,
t
2
− 1
)]
. (11.135)
Finally Eq.(11.96) and Eq.(11.118) implies that Eq.(11.135) vanishes. This proves
Eq.(11.131).
For the fourth stringy Ward identity at mass level M2 = 4, the two terms in Eq.(11.106)
divided by the beta function are
1
B
APLT =−
√−tt˜′
2M2
[
U
(
−1, t
2
+ 1,
t˜
2
)
+
(
2
t˜′
)(
− t
2
− 1
)
U
(
−1, t
2
,
t˜
2
)]
=−
√−t (t+ 6)
2M2
 U (−1, t2 + 1, t2 − 1)
+
(
2
t+6
) (− t
2
− 1)U (−1, t
2
, t
2
− 1)
 , (11.136)
1
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ALT =
√−t t˜
′
2M
U
(
0,
t
2
+ 2,
t˜
2
)
=
√−tt + 6
2M
U
(
0,
t
2
+ 2,
t
2
− 1
)
, (11.137)
1
B
ATL =
√−t t˜
′
2M
[
U
(
0,
t
2
+ 2,
t˜
2
)
+
(
2
t˜′
)(
− t
2
− 1
)
U
(
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t
2
+ 1,
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=
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[
U
(
0,
t
2
+ 2,
t
2
− 1
)
+
(
2
t + 6
)(
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2
− 1
)
U
(
0,
t
2
+ 1,
t
2
− 1
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.
(11.138)
Therefore we want to show
2APLT − ALT − ATL
= B
√
t
[
−t+ 6
M2
U
(
−1, t
2
+ 1,
t
2
− 1
)
− 2
M2
(
− t
2
− 1
)
U
(
−1, t
2
,
t
2
− 1
)
−t + 6
M
U
(
0,
t
2
+ 2,
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2
− 1
)
− 1
M
(
− t
2
− 1
)
U
(
0,
t
2
+ 1,
t
2
− 1
)]
?
= 0 . (11.139)
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Using Eq.(11.96), we obtain
1
B
(2APLT − ALT − ATL)
=
√
t
[
−t + 6
M2
U
(
−1, t
2
+ 1,
t
2
− 1
)
− 2
M2
(
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(
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2
,
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− 1
)
+
1
M
(
−t− 6 + t
2
+ 1
)
U
(
0,
t
2
,
t
2
− 1
)]
=
√
t
 − t+6M2U (−1, t2 + 1, t2 − 1)− 2M2 (− t2 − 1)U (−1, t2 , t2 − 1)
+ 1
M
(− t
2
− 5)U (0, t
2
, t
2
− 1)

=
√
t
 − t+64 U (−1, t2 + 1, t2 − 1)+ t+24 U (−1, t2 , t2 − 1)
− t+10
4
U
(
0, t
2
, t
2
− 1)
 (11.140)
One can now use Eq.(11.118) and Eq.(11.119) to prove that Eq.(11.140) vanishes. This
completes the explicit proof of four Regge stringy Ward identities for mass level M2 = 4 by
using recurrence relations of Kummer functions. Other four Regge stringy Ward identities
can be similarly proved.
2. Solving all RSSA by Kummer recurrence relations
We observe that the recurrence relations of Kummer functions are more powerful than
Regge stringy Ward identities in relating Regge string scattering amplitudes. This is indeed
the case as we will show [71] now in the following that all Regge string scattering amplitudes
can be algebraically solved by using recurrence relations up to multiplicative factors in the
first line of Eq.(11.86) (or Eq.(11.87)).
To be more precise, we will first show that the ratio
U(a, c, x)
U(0, x, x)
= f(a, c, x), a = 0,−1,−2,−3, ... (11.141)
is fixed and can be calculated by using recurrence relations Eq.(11.92), Eq.(11.93) and
(c− a)U(a, c, x) + U(a− 1, c, x)− xU(a, c + 1, x) = 0. (11.142)
We stress that Eq.(11.141) is nontrivial in the sense that, for general values of a, the best
one can obtain from recurrence relations is to express any Kummer function in terms of any
two of its associated function (see Appendix D). However, Eq.(11.141) states that for non-
positive integer values of a, U(a, c, x) can be fixed up to an overall factor by using recurrence
relations.
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To prove Eq.(11.141), we first note that, for a = 0, c = x, recurrence relation Eq.(11.92)
implies Eq.(11.94). This determines U(a,x,x)
U(0,x,x)
for a is a non-positive integer. For illustration,
we list examples of relations
a = −1, U(−2, x, x) + 0 + xU(0, x, x) = 0,
a = −2, U(−3, x, x) + 4U(−2, x, x) + 0 = 0,
a = −3, U(−4, x, x) + 6U(−3, x, x) + 3(2 + x)U(−2, x, x) = 0,
...............
which determines U(−2,x,x)
U(0,x,x)
, U(−3,x,x)
U(0,x,x)
, U(−4,x,x)
U(0,x,x)
, .... recursively.
Next we extend the result to U(a,c,x)
U(0,x,x)
for c = x + Z,Z = integer. We first consider the
simple case with a = 0. From Eq.(11.93), we obtain for a = 0, c = x+ i, i ∈ Z
U(0, x+ i, x)− U(0, x+ i− 1, x) = 0, (11.143)
which gives U(0,x+i,x)
U(0,x,x)
= 1. This proves Eq.(11.141) for a = 0. For a ∈ Z−, c = x + Z−, we
obtain from Eq.(11.93) with c = x− i
U(a, x− i, x)− aU(a + 1, x− i, x)− U(a, x− i− 1, x) = 0. (11.144)
Since U(a,x,x)
U(0,x,x)
, U(a+1,x,x)
U(0,x,x)
have been determined for a ∈ Z−, this determines U(a,x−i,x)U(0,x,x) for a ∈
Z−, i = 1, 2, 3... recursively. For a ∈ Z−, c = x + Z+, we obtain from Eq.(11.142) with
c = x+ i
(x− a + i)U(a, x+ i, x) + U(a− 1, x+ i, x)− xU(a, x + i+ 1, x) = 0. (11.145)
Since U(a−1,x,x)
U(0,x,x)
, U(a,x,x)
U(0,x,x)
have been determined for a ∈ Z−, this determines U(a,x+i,x)U(0,x,x) for a ∈
Z−, i = 1, 2, 3... recursively. This completes the proof of Eq.(11.141) by using recurrence
relations of Kummer functions.
Secondly, we want to show that each Kummer function in the summation of Eq.(11.87)
can be expressed in terms of Regge string scattering amplitudes. To show this, we first
consider r1 = 0 amplitudes in a fixed mass level and a fixed q1 with no summation over
Kummer functions. These amplitudes contain only one Kummer function. Then let us take
the amplitude with the maximum p1. By decreasing p1 and increasing r1 by 1, we can create
an amplitude with two Kummer functions in the same mass level and the same q1. The
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first one of the two Kummer functions is the one appeared in the previous amplitude with
r1 = 0, so we can write the second Kummer function in terms of the two amplitudes, one
with r1 = 0 and the other with r1 = 1.
By decreasing p1 and increasing r1 by 1 again, we can create an amplitude with three
Kummer functions in the same mass level and the same q1. The first two of the three
Kummer functions is the ones appeared in the previous two amplitudes, so we can write the
third Kummer functions in terms of the three amplitudes. We can repeat this process until
p1 = 0. In this way, we can express all the Kummer functions in Eq.(11.87) in terms of the
RR amplitudes.
In the following, as an example, let us illustrate the above process for the mass level
4 amplitudes. There are 22 Regge string amplitudes for the mass level M2 = 4. We
first consider the group of amplitudes with q1 = 0, (T
TTT , TLTT , TLLT , TLLL). The cor-
responding r1 for each amplitude are (0, 1, 2, 3). By using Eq.(11.87), one can easily see that
U
(
0, t
2
+ 2, t
2
− 1) can be expressed in terms of T TTT , U (0, t
2
+ 1, t
2
− 1) can be expressed
in terms of (T TTT , TLTT ), U
(
0, t
2
, t
2
− 1) can be expressed in terms of (T TTT , TLTT , TLLT ),
and finally U
(
0, t
2
− 1, t
2
− 1) can be expressed in terms of (T TTT , TLTT , TLLT , TLLL).
Similarly, we can consider groups of amplitudes (T PT , T PL), (TLT , TLL) and (T TT , T TL)
with q1 = 0; group of amplitude (T
PTT , T PLT , T PLL) with q1 = 1 and group of amplitude
(T PPT , T PPL) with q1 = 2. All the remaining 7 amplitudes are with r1 = 0, and each
amplitude contains only one Kummer function. Due to the multiplicative factors, there are
much more RR amplitudes than the number of Kummer functions involved at each fixed
mass level. At mass level 4, for example, there are 22 RR amplitudes and only 10 Kummer
functions involved. So there is an onto correspondence between RR amplitudes and Kummer
functions. We have done the analysis by using Eq.(11.87). Similar analysis can be performed
by using Eq.(11.86) to get the same results.
An important application of the above prescription is the construction of an infinite
number of recurrence relations among Regge string scattering amplitudes. One can use the
recurrence relations of Kummer functions Eq.(D.9) to Eq.(D.14) to systematically construct
recurrence relations among Regge string scattering amplitudes.
Note that a simple calculation by using the explicit form of Kummer function in
Eq.(15.12) gives U(0, x, x) = 1. However, when applying to the case of Regge string scat-
tering amplitudes, it will bring back a multiplicative factor in the first line of Eq.(11.86),
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(Eq.(11.87)) for each amplitude. We thus conclude that all Regge string scattering am-
plitudes can be algebraically solved by recurrence relations of Kummer functions up to
multiplicative factors.
Finally we calculate some examples of recurrence relations among Regge string scattering
amplitudes. At mass level M2 = 2, by using Eq.(11.87) and the recurrence relation
U
(
−2, t
2
,
t
2
)
+
(
t
2
+ 1
)
U(−1, t
2
,
t
2
)− t
2
U
(
−1, t
2
+ 1,
t
2
)
= 0, (11.146)
one can obtain the following recurrence relation among Regge string scattering amplitudes
[71]
M
√−tAPP − t
2
APT = 0. (11.147)
In contrast to the Regge stringy Ward identities Eq.(11.89), Eq.(11.90) and Eq.(11.91) which
contain only constant coefficients, the recurrence relation in Eq.(11.147) contains kinematic
variable t in its coefficients. Note that Eq.(11.147) is independent of all three Regge stringy
Ward identities at mass level M2 = 2.
At mass level M2 = 4, by using Eq.(11.87), one can calculate
1
B
APPP =
(
− 1
M
)3
U
(
−3, t
2
− 1, t
2
− 1
)
, (11.148)
1
B
APPT =
(
− 1
M
)2√−tU (−2, t
2
,
t
2
− 1
)
, (11.149)
1
B
APPL =
t+ 6
2M3
U
(
−2, t
2
,
t
2
− 1
)
+
1
M3
(
− t
2
− 1
)
U
(
−2, t
2
− 1, t
2
− 1
)
. (11.150)
The recurrence relation
U
(
−3, t
2
− 1, t
2
− 1
)
+
(
t
2
+ 1
)
U(−2, t
2
− 1, t
2
− 1)− ( t
2
− 1)U
(
−2, t
2
,
t
2
− 1
)
= 0
(11.151)
leads to the following recurrence relation among Regge string scattering amplitudes [71]
M
√−tAPPP − 4APPT +M√−tAPPL = 0. (11.152)
We have explicitly verified Eq.(11.147) and Eq.(11.152). The generalization of Eq.(11.152)
to arbitrary mass levels will be derived in Eq.(15.30) in chapter XV. It will be difficult to
identify identity like Eq.(11.152) without using the recurrence relation Eq.(11.151). One can
similarly construct infinite number of them for amplitudes at arbitrary higher mass levels
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based on the recurrence relations of Kummer functions and their associated functions (see
Appendix D).
For the third example, we construct an inter-mass level recurrence relation for Regge
string scattering amplitudes at mass level M2 = 2, 4. We begin with the addition theorem
of Kummer function [72]
U(a, c, x+ y) =
∞∑
k=0
1
k!
(a)k (−1)kykU(a + k, c+ k, x) (11.153)
which terminates to a finite sum for a non-positive integer a. By taking, for example, a =
−1, c = t
2
+ 1, x = t
2
− 1 and y = 1, the theorem gives
U
(
−1, t
2
+ 1,
t
2
)
− U(−1, t
2
+ 1,
t
2
− 1)− U
(
0,
t
2
+ 2,
t
2
− 1
)
= 0. (11.154)
Note that, unlike all previous cases, the last arguments of Kummer functions in Eq.(11.154)
can be different. Eq.(11.154) leads to an inter-mass level recurrence relation [71]
M(2)(t + 6)ATP2 − 2M(4)2
√−tALP4 + 2M(4)ALT4 = 0 (11.155)
where masses M(2) =
√
2,M(4) =
√
4 = 2, and A2, A4 are Regge string scattering am-
plitudes for mass levels M2 = 2, 4 respectively. In deriving Eq.(11.155), it is important
to use the fact that the Regge power law behavior in Eq.(10.27) is universal and is mass
level independent [64]. Following the same procedure, one can construct infinite number
of recurrence relations among Regge string scattering amplitudes at arbitrary mass levels
which, in general, are independent of Regge stringy Ward identities.
In this chapter, we calculate the complete set of high energy string scattering amplitudes
in the Regge regime. We derive Regge stringy Ward identities for the first few mass levels
based on the decoupling of ZNS. These results are valid even for higher point functions and
higher point loops as well by unitarity. We found that, unlike the case for the fixed angle
regime, the Regge stringy Ward identities were not good enough to solve all the Regge string
scattering amplitudes algebraically. On the other hand, we found that all the Regge stringy
Ward identities can be explicitly proved by the recurrence relations of Kummer functions of
the second kind. We then show that, instead of Regge stringy Ward identities, one can use
these recurrence relations to solve all Regge string scattering amplitudes algebraically up to
multiplicative factors.
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Finally, for illustration, we calculate some examples of recurrence relations among Regge
string scattering amplitudes of different string states based on recurrence relations and addi-
tion theorem of Kummer functions. In contrast to the Regge stringy Ward identities which
contain only constant coefficients, these recurrence relations contains kinematic variable t
in its coefficients and are in general independent of Regge stringy Ward identities. The dy-
namical origin of these recurrence relations remain to be studied. These recurrence relations
among Regge string scattering amplitudes are dual to linear relations or symmetries among
high energy fixed angle string scattering amplitudes discovered previously [27–29, 31, 32, 45].
Recently, five-point tachyon amplitude was considered in the context of BCFW applica-
tion of string theory in [146]. It will be interesting to consider both RR and GR of higher
spin five-point scattering amplitudes.
XII. FOUR CLASSES OF REGGE SUPERSTRING SCATTERING AMPLI-
TUDES
In this chapter we will calculate [65] four classes of scattering amplitudes considered in
chapter VIII corresponding to states in Eq.(8.1) to Eq.(8.4) in the RR. Moreover, we will
extract from the RR superstring amplitudes the ratios among GR superstring amplitudes
calculated in chapter VIII [34]
|N, 2m, q〉 ⊗
∣∣∣bP− 3
2
〉
=
(
− 1
2M2
)q+m
(2m− 1)!!
(−M2)m |N, 0, 0〉 ⊗
∣∣∣bP− 3
2
〉
, (12.1)
|N + 1, 2m+ 1, q〉 ⊗
∣∣∣bP− 1
2
〉
=
(
− 1
2M2
)q+m
(2m+ 1)!!
(−M2)m+1
|N, 0, 0〉 ⊗
∣∣∣bP− 3
2
〉
, (12.2)
|N + 1, 2m, q〉 ⊗
∣∣∣bT− 1
2
〉
=
(
− 1
2M2
)q+m
(2m− 1)!!
(−M2)m−1
|N, 0, 0〉 ⊗
∣∣∣bP− 3
2
〉
, (12.3)
|N − 1, 2m, q − 1〉 ⊗
∣∣∣bT− 1
2
bP− 1
2
bP− 3
2
〉
=
(
− 1
2M2
)q+m
(2m− 1)!!
(−M2)m |N, 0, 0〉 ⊗
∣∣∣bP− 3
2
〉
. (12.4)
Note that, in order to simplify the notation, we have only shown the second state of the
four point functions to represent the scattering amplitudes on both sides of each equation
above. This notation will be used throughout the paper whenever is necessary. Eqs.(12.1) to
(12.4) are thus the SUSY generalization of Eq.(5.60) for the bosonic string. There are much
more high energy fermionic string scattering amplitudes other than states we will consider
in this chapter.
247
We stress that, in addition to high energy scatterings of string states with polarizations
orthogonal to the scattering plane considered previously in the GR [34], there are more high
energy string scattering amplitudes with more worldsheet fermionic operators bP,T−n
2
in the
string vertex.
A. Amplitude |N, 2m, q〉 ⊗
∣∣∣bP− 3
2
〉
The first RR scattering amplitude we want to calculate corresponding to state in Eq.(8.3)
is
A
(N,2m,q)
1 = 〈ψT
1
1 e
−φ1eik1X1 · (∂XT2 )N−2m−2q(∂XL2 )2m(∂2XL2 )q∂ψP2 e−φ2eik2X2
· kλ3ψλ3 eik3X3 · kσ4ψσ4 eik4X4〉 (12.5)
where we have dropped out an overall factor. In Eq.(12.5), the first vertex is a vector state
in the (−) ghost picture, and the last two states are tachyons in the (0) ghost picture. The
second state is a tensor in the (−) ghost picture, so that the total superconformal ghost
charges sum up to −2. The s− t channel of the amplitude can be calculated to be
A
(N,2m,q)
1 =
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q
(12.6)
·
[
eP · k1
−x +
eP · k3
1− x
]2m [
eP · k1
x2
+
eP · k3
(1− x)2
]q
· 1
x
(12.7)
·
{
〈ψT 11 ∂ψP2 〉〈ψλ3ψσ4 〉 − 〈ψT
1
1 ψ
λ
3 〉〈∂ψP2 ψσ4 〉+ 〈ψT
1
1 ψ
σ
4 〉〈∂ψP2 ψλ3 〉
}
kλ3kσ4 (12.8)
≃
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q
(12.9)
·
[
eP · k1
−x +
eP · k3
1− x
]2m [
eP · k3
(1− x)2
]q
· 1
x
1
M2
[
−(e
T · k4)(k2 · k3)
(1− x)2
]
. (12.10)
In Eq.(12.7), e
P ·k1
x2
is of subleading order in the RR and 1
x
is the ghost contribution. The
second term of Eq.(12.8) vanishes due to the SL(2, R) gauge fixing x1 = 0, x2 = x, x3 = 1
and x4 =∞. The first term of Eq.(12.8) vanishes due to eT 1 · eP 2 = 0. The amplitude then
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reduces to
A
(N,2m,q)
1 ≃
t˜
2M2
(
√−t)N−2m−2q+1
(
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)q ∫ 1
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The Beta function above can be approximated in the large s, but fixed t limit as follows
B (k1 · k2 − j, k2 · k3 + j −N − 1)
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(12.12)
where
(a)j = a(a+ 1)(a+ 2)...(a+ j − 1) (12.13)
is the Pochhammer symbol. The leading order amplitude in the RR can then be written as
A
(N,2m,q)
1 ≃
t˜
2M2
B
(
1− s
2
,−1
2
− t
2
)√−tN−2m−2q+1( 1
2M2
)2m+q
·(t˜)2m+q
2m∑
j=0
(
2m
j
)(
2
t˜
)j (
−1
2
− t
2
)
j
, (12.14)
which is UV power-law behaved as expected. The summation in Eq. (12.14) can be repre-
sented by the Kummer function of the second kind U as follows,
p∑
j=0
(
p
j
)(
2
t˜
)j (
−1
2
− t
2
)
j
= 2p(t˜)−p U
(
−p, t
2
− p + 3
2
,
t˜
2
)
. (12.15)
Finally, the amplitudes can be written as
A
(N,2m,q)
1 ≃ B
(
1− s
2
,−1
2
− t
2
)√−tN−2m−2q+1( 1
2M2
)2m+q+1
·22m(t˜)q+1U
(
−2m, t
2
− 2m+ 3
2
,
t˜
2
)
. (12.16)
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There are some important observations for the high energy amplitude in Eq.(12.16). First,
the amplitude gives the universal power-law behavior for string states at all mass levels
A
(N,2m,q)
1 ∼ sα(t) (in the RR) (12.17)
where
α(t) = a0 + α
′t, a0 =
1
2
and α′ = 1/2. (12.18)
This generalizes the high energy behavior of the four massless vector amplitude in the RR
to string states at arbitrary mass levels. Second, the amplitude gives the correct intercept
a0 =
1
2
of fermionic string. Finally, the amplitude can be used to reproduce the ratios
calculated in the GR as we will see in section E.
B. Amplitude |N + 1, 2m+ 1, q〉 ⊗
∣∣∣bP− 1
2
〉
Note that this is the only case with odd integer 2m + 1. The RR scattering amplitude
corresponding to state in Eq.(8.2) can be written as
A
(N+1,2m+1,q)
2 = 〈ψT
1
1 e
−φ1eik1X1 · (∂XT2 )N−2m−2q(∂XL2 )2m+1(∂2XL2 )qψP2 e−φ2eik2X2
· kλ3ψλ3 eik3X3 · kσ4ψσ4 eik4X4〉 (12.19)
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where we have dropped out an overall factor. The amplitude can be calculated to be
A
(N+1,2m+1,q)
2 =
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q
·
[
eP · k1
−x +
eP · k3
1− x
]2m+1 [
eP · k1
x2
+
eP · k3
(1− x)2
]q
· 1
x
·
{
〈ψT 11 ψP2 〉〈ψλ3ψσ4 〉 − 〈ψT
1
1 ψ
λ
3 〉〈ψP2 ψσ4 〉+ 〈ψT
1
1 ψ
σ
4 〉〈ψP2 ψλ3 〉
}
kλ3kσ4
=
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q [
eP · k1
−x +
eP · k3
1− x
]2m+1
·
[
eP · k3
(1− x)2
]q
1
x
1
M2
[
(eT
1 · k3)(k2 · k4)− (e
T 1 · k4)(k2 · k3)
1− x
]
≃ (−1)N [√−t]N−2m−2q+1(− 1
2M2
)2m+q+2
t˜2m+q+1
2m+1∑
j=0
(
2m+ 1
j
)(
−s
t˜
)j
·
 − (s+ t+ 1) ∫ 10 dx xk1·k2−j−1(1− x)k2·k3−N+j−1
+t˜
∫ 1
0
dx xk1·k2−j−1(1− x)k2·k3−N+j−2

≃ [√−t]N−2m−2q+1( 1
2M2
)2m+q+2
t˜2m+q+1
2m+1∑
j=0
(
2m+ 1
j
)(
−s
t˜
)j
·
 − (s+ t+ 1)B (k1 · k2 − j, k2 · k3 −N + j)
+t˜B (k1 · k2 − j, k2 · k3 −N + j − 1)
 . (12.20)
We then do an approximation for beta function similar to the calculation for A
(N,2m,q)
1 and
end up with
A
(N+1,2m+1,q)
2 ≃ B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q+1( 1
2M2
)2m+q+2
t˜2m+q+1
·
2m+1∑
j=0
(
2m+ 1
j
)[
(1 + t)
(
2
t˜
)j (
1
2
− t
2
)
j
− t˜
(
2
t˜
)j (
−1
2
− t
2
)
j
]
≃ B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q+1( 1
2M2
)2m+q+2
22m+1
(
t˜
)q
·
[
(1 + t)U
(
−1− 2m, t
2
− 2m− 1
2
,
t˜
2
)
− t˜U
(
−1− 2m, t
2
− 2m+ 1
2
,
t˜
2
)]
.
(12.21)
Note that there are two terms in Eq.(12.21), and the first argument of the U function
a = −1 − 2m is odd. These differences will make the calculation of the ratios in the next
section more complicated. Finally, the amplitude gives the universal power-law behavior for
string states at all mass levels with the correct intercept a0 =
1
2
of fermionic string.
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C. Amplitude |N + 1, 2m, q〉 ⊗
∣∣∣bT− 1
2
〉
The third RR scattering amplitude corresponding to state in Eq.(8.1) is
A
(N+1,2m,q)
3 = 〈ψT
1
1 e
−φ1eik1X1 · (∂XT2 )N−2m−2q+1(∂XL2 )2m(∂2XL2 )qψT2 e−φ2eik2X2
· kλ3ψλ3 eik3X3 · kσ4ψσ4 eik4X4〉 (12.22)
where we have dropped out an overall factor. The scattering amplitude can be calculated
to be
A
(N+1,2m,q)
3 =
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q+1
·
[
eP · k1
−x +
eP · k3
1− x
]2m [
eP · k1
x2
+
eP · k3
(1− x)2
]q
· 1
x
·
{
〈ψT 11 ψT2 〉〈ψλ3ψσ4 〉 − 〈ψT
1
1 ψ
λ
3 〉〈ψT2 ψσ4 〉+ 〈ψT
1
1 ψ
σ
4 〉〈ψT2 ψλ3 〉
}
kλ3kσ4
=
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q+1 [
eP · k1
−x +
eP · k3
1− x
]2m [
eP · k3
(1− x)2
]q
· 1
x
[
(eT
1 · eT )(k3 · k4)
−x + (e
T 1 · k3)(eT · k4)− (e
T 1 · k4)(eT · k3)
1− x
]
≃ [√−t]N−2m−2q+1( 1
2M2
)2m+q
t˜2m+q
2m∑
j=0
(
2m
j
)(
−s
t˜
)j
·
[
−s
2
∫ 1
0
dx xk1·k2−j−2(1− x)k2·k3−N+j−1 + t
∫ 1
0
dx xk1·k2−j(1− x)k2·k3−N+j−2
]
≃ [√−t]N−2m−2q+1( 1
2M2
)2m+q
t˜2m+q
2m∑
j=0
(
2m
j
)(
−s
t˜
)j
·
 − s2B (k1 · k2 − j − 1, k2 · k3 −N + j)
+tB (k1 · k2 − j + 1, k2 · k3 −N + j − 1)
 . (12.23)
We then do an approximation for beta function similar to the calculation for A
(N,2m,q)
1 and
end up with
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≃ −B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q+1( 1
2M2
)2m+q
t˜2m+q
·
2m∑
j=0
(
2m
j
)[
(1 + t)
2
(
2
t˜
)j (
1
2
− t
2
)
j
− t
(
2
t˜
)j (
−1
2
− t
2
)
j
]
≃ −B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q+1( 1
2M2
)2m+q
22m−1t˜q
·
[
(1 + t)U
(
−2m, t
2
− 2m+ 1
2
,
t˜
2
)
− 2tU
(
−2m, t
2
− 2m+ 3
2
,
t˜
2
)]
. (12.24)
In this case there are again two terms as in the amplitude A2 but with an even argument
a = −2m. Finally, the amplitude gives the universal power-law behavior for string states at
all mass levels with the correct intercept a0 =
1
2
of fermionic string.
D. Amplitude |N − 1, 2m, q − 1〉 ⊗
∣∣∣bT− 1
2
bP− 1
2
bP− 3
2
〉
The fourth RR scattering amplitude corresponding to state in Eq.(8.4) is
A
(N−1,2m,q−1)
4 = 〈ψT
1
1 e
−φ1eik1X1 · (∂XT2 )N−2m−2q(∂XL2 )2m(∂2XL2 )q−1ψT2 ψP2 ∂ψP2 e−φ2eik2X2
· kλ3ψλ3 eik3X3 · kσ4ψσ4 eik4X4〉 (12.25)
where we have dropped out an overall factor. The scattering amplitude can be calculated
to be
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A
(N−1,2m,q−1)
4 =
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q
·
[
eP · k1
−x +
eP · k3
1− x
]2m [
eP · k1
x2
+
eP · k3
(1− x)2
]q−1
1
x
· 〈ψT 11 ψT2 〉〈ψP2 ψσ4 〉〈∂ψP2 ψλ3 〉kλ3kσ4
≃
∫ 1
0
dx xk1·k2(1− x)k2·k3
[
eT · k3
1− x
]N−2m−2q [
eP · k1
−x +
eP · k3
1− x
]2m
·
[
eP · k3
(1− x)2
]q−1
1
x
1
M22
[
(eT
1 · eT )(k2 · k4)(k2 · k3)
(1− x)2
]
≃ [√−t]N−2m−2q ( 1
2M2
)2m+q+1
t˜2m+qs
·
2m∑
j=0
(
2m
j
)(
−s
t˜
)j ∫ 1
0
dx xk1·k2−j(1− x)k2·k3−N+j−1
≃ [√−t]N−2m−2q ( 1
2M2
)2m+q+1
t˜2m+qs
·
2m∑
j=0
(
2m
j
)(
−s
t˜
)j
B (k1 · k2 − j + 1, k2 · k3 −N + j) . (12.26)
With a similar approximation for the beta function, we get
A
(N−1,2m,q−1)
4 ≃ B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q ( 1
2M2
)2m+q+1
t˜2m+q
· (1 + t)
2m∑
j=0
(
2m
j
)(
−2
t˜
)j (
1
2
− t
2
)
j
= B
(
1− s
2
,−1
2
− t
2
)[√−t]N−2m−2q ( 1
2M2
)2m+q+1
· 22m(t˜)q (1 + t)U
(
−2m, t
2
− 2m+ 1
2
,
t˜
2
)
. (12.27)
Again the amplitude gives the universal power-law behavior for string states at all mass
levels with the correct intercept a0 =
1
2
of fermionic string. In the next section we are going
to use the four amplitudes calculated in this section to extract ratios calculated in the fixed
angle regime.
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E. Reproducing ratios among hard SUSY scattering amplitudes
In the bosonic string calculation discussed in chapter XI[64], we learned that the relative
coefficients of the highest power t terms in the leading order amplitudes in the RR can be
used to reproduce the ratios of the amplitudes in the GR for each fixed mass level. In this
section, we are going to generalize the calculation [65] to four classes of fermionic string
states for arbitrary mass levels. We begin with the first amplitude of Eq.(12.16).
1. Ratios for |N, 2m, q〉 ⊗
∣∣∣bP− 3
2
〉
It is important to note that there are no linear relations among high energy string scat-
tering amplitudes, Eq.(12.16), of different string states for each fixed mass level in the RR.
In other words, the ratios A
(N,2m,q)
1 /A
(N,0,0)
1 are t-dependent functions and can be calculated
to be
A
(N,2m,q)
1
A
(N,0,0)
1
=
(
− 1
2M2
)2m+q
(−)m(t˜+ 2N + 1)−m−q(t˜)2m+q
·
2m∑
j=0
(−2m)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
(12.28)
where we have used Eq.(11.3a) to replace t by t˜. If the leading order coefficients in Eq.(12.28)
extracted from the amplitudes in the RR are to be identified with the ratios calculated in
the GR in Eq.(12.1), we need the following identity
2m∑
j=0
(−2m)j
(
−L− t˜
2
)
j
(−2/t˜)j
j!
(12.29)
= 0(−t˜)0 + 0(−t˜)−1 + ... + 0(−t˜)−m+1 + (2m)!
m!
(−t˜)−m +O
{(
1
t˜
)m+1}
(12.30)
where L = N +1 and is an integer. This identity was proved in [67]. The coefficients of the
terms O
{(
1/t˜
)m+1}
in Eq.(12.30) is irrelevant for string amplitudes. We thus have shown
that high energy superstring scattering amplitudes A
(N,2m,q)
1 of Eq.(12.16) in the RR can
be used to extract the ratios T
(N,2m,q)
1 /T
(N,0,0)
1 of Eq.(12.1) in the GR by using the Stirling
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number identities. That is
lim
t→∞
A
(N,2m,q)
1
A
(N,0,0)
1
= lim
t→∞
(
− 1
2M2
)2m+q
22m(−t)m+2qU
(
−2m, t
2
− 2m+ 3
2
,
t
2
)
=
(
− 1
2M2
)q+m
(2m− 1)!!
(−M2)m =
T
(N,2m,q)
1
T
(N,0,0)
1
. (12.31)
2. Ratios for |N + 1, 2m+ 1, q〉 ⊗
∣∣∣bP− 1
2
〉
The ratios A
(N+1,2m+1,q)
2 /A
(N,0,0)
1 can be calculated to be
A
(N+1,2m+1,q)
2
A
(N,0,0)
1
=
(
− 1
2M2
)2m+q+1 (−t˜)m · [(1 + t) 2m+1∑
j=0
(
1 + 2m
j
)(
2
t˜
)j (
1
2
− t
2
)
j
−t˜
2m+1∑
j=0
(
1 + 2m
j
)(
2
t˜
)j (
−1
2
− t
2
)
j
]
. (12.32)
The bracket in the above equation can be simplified by dropping out the subleading order
terms in the calculation, and one obtains
(1 + t)
2m+1∑
j=0
(
2m+ 1
j
)(
2
t˜
)j (
1
2
− t
2
)
j
− t˜
2m+1∑
j=0
(
2m+ 1
j
)(
2
t˜
)j (
−1
2
− t
2
)
j
= (1 + t)
2m+1∑
j=0
(−2m− 1)j
(
−N − t˜
2
)
j
(−2/t˜)j
j!
− t˜
2m+1∑
j=0
(−2m− 1)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
≈ t˜
2m+1∑
j=0
(−2m− 1)j
(
−N − t˜
2
)
j
(−2/t˜)j
j!
− t˜
2m+1∑
j=0
(−2m− 1)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
= 2 (2m+ 1) ·
2m+1∑
j=1
(−2m)j−1
(
−N − t˜
2
)
j−1
(−2/t˜)j−1
(j − 1)!
= 2 (2m+ 1) ·
2m∑
j=0
(−2m)j
(
−N − t˜
2
)
j
(−2/t˜)j
j!
(12.33)
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where we have dropped out the subleading order terms in the second equality of the calcu-
lation. Finally, the ratios can be calculated to be
A
(N+1,2m+1,q)
2
A
(N,0,0)
1
=
(
− 1
2M2
)2m+q+1 (−t˜)m · [(1 + t) 2m+1∑
j=0
(
1 + 2m
j
)(
2
t˜
)j (
1
2
− t
2
)
j
−t˜
2m+1∑
j=0
(
1 + 2m
j
)(
2
t˜
)j (
−1
2
− t
2
)
j
]
≃
(
− 1
2M2
)2m+q+1 (−t˜)m 2 (2m+ 1) 2m∑
j=0
(−2m)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
.
(12.34)
By using the identity Eq.(12.30), one can show that the leading order coefficients in
Eq.(12.34) can be identified with the ratios calculated in the GR in Eq.(12.2). That is
lim
t→∞
A
(N+1,2m+1,q)
2
A
(N,0,0)
1
=
T
(N+1,2m+1,q)
2
T
(N,0,0)
1
. (12.35)
In the calculation for this case, it is crucial to reduce the upper limit of the summation
2m + 1 to 2m in Eq.(12.34). Otherwise, the identity Eq.(12.30) will not be applicable. It
is remarkable to see that the leading order coefficients of Eq.(12.34) can be identified with
ratios of Eq.(12.2) in the GR.
3. Ratios for |N + 1, 2m, q〉 ⊗
∣∣∣bT− 1
2
〉
The ratios A
(N+1,2m,q)
3 /A
(N,0,0)
1 can be calculated to be
A
(N+1,2m,q)
3
A
(N,0,0)
1
=
1
2
(
− 1
2M2
)2m+q−1
(−t˜)m
2m∑
j=0
(−2m)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
. (12.36)
By using the identity Eq.(12.30), one can show that the leading order coefficients in
Eq.(12.36) can be identified with the ratios calculated in the GR in Eq.(12.3). That is
lim
t→∞
A
(N+1,2m,q)
3
A
(N,0,0)
1
=
T
(N+1,2m,q)
3
T
(N,0,0)
1
. (12.37)
4. Ratios for |N − 1, 2m, q − 1〉 ⊗
∣∣∣bT− 1
2
bP− 1
2
bP− 3
2
〉
The ratios A
(N−1,2m,q−1)
4 /A
(N,0,0)
1 can be calculated to be
A
(N+1,2m+1,q)
4
A
(N,0,0)
1
=
(
− 1
2M2
)2m+q
(−t˜)m
2m∑
j=0
(−2m)j
(
−N − 1− t˜
2
)
j
(−2/t˜)j
j!
. (12.38)
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By using the identity Eq.(12.30), one can show that the leading order coefficients in
Eq.(12.38) can be identified with the ratios calculated in the GR in Eq.(12.4). That is
lim
t→∞
A
(N+1,2m+1,q)
4
A
(N,0,0)
1
=
T
(N+1,2m+1,q)
4
T
(N,0,0)
1
. (12.39)
We thus have succeeded in extracting the Ratios of high energy superstring scattering
amplitudes in the GR from the high energy superstring scattering amplitudes in the RR. In
the next section, we will study the subleading order amplitudes.
5. Subleading order amplitudes
In this section, we calculate the next few subleading order amplitudes in the RR for the
mass levels M22 = 2(N + 1) = 4, 6. The calculation for M
2
2 = 8 can be found in [65]. The
relevant kinematic can be found in the Appendix C. We will see that the ratios derived in
the previous section persist to subleading order amplitudes in the RR. For the even mass
levels with (N + 1) =
M22
2
= odd, we conjecture and give evidences that the existence of
these ratios in the RR persists to all orders in the Regge expansion of all high energy string
scattering amplitudes . For the odd mass levels with (N + 1) =
M22
2
= even, the existence
of these ratios will show up only in the first N+1
2
+ 1 terms in the Regge expansion of the
amplitudes. For the mass level M22 = 4, there are three states for Eq.(8.1), and we obtain
the subleading order expansions as follows.
|2, 0, 0〉|bT− 1
2
〉 → (1
4
t2 − 1
4
t)s+ (
1
4
t3 +
9
4
t2 +
7
4
t− 5
4
)s0
+ (
5
2
t3 + 18t2 +
39
2
t+ 4)s−1 +O[s−2], (12.40)
|2, 2, 0〉|bT− 1
2
〉 → ( 1
32
t2 +
1
8
t +
19
32
)s+ (
1
32
t3 +
23
32
t2 +
35
32
t− 19
32
)s0
+ (
3
4
t3 − 13
4
t2 − 39
4
t− 23
4
)s−1 +O[s−2], (12.41)
|2, 0, 1〉|bT− 1
2
〉 → (− 1
16
t2 − 1
4
t +
5
16
)s+ (− 1
16
t3 − 15
16
t2 − 27
16
t− 29
16
)s0
+ (−3
4
t3 − 17
4
t2 − 45
4
t− 31
4
)s−1 +O[s−2]. (12.42)
In order to simply the notation in the above equations, we have only shown the second state
of the four-point functions in the correction functions to represent the scattering amplitudes
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on the left hand side of each equation. We find that the ratios of the leading order coefficients
of st2 are 1
4
: 1
32
: − 1
16
, and it is easy to check that these are the same as the ratios in the
fixed angle limit. Moreover, the ratios persist in the second subleading order terms s0t3 as
1
4
: 1
32
: − 1
16
. The ratios terminate to this order. We can also compare the ratios among
different worldsheet fermionic states but with the same mass level M22 = 4. We have the
expansions:
|2, 1, 0〉|bL− 1
2
〉 → ( 1
16
t2 − 7
16
t)s+ (
1
16
t3 − 29
16
t2 − 49
16
t− 35
16
)s0
+ (−7
4
t3 − 67
4
t2 − 117
4
t− 57
4
)s−1 +O[s−2], (12.43)
|1, 0, 0〉|bL− 3
2
〉 → (−1
8
t2 − 5
8
t)s+ (−1
8
t3 − 17
8
t2 − 33
8
t− 25
8
)s0
+ (−7
4
t3 − 61
4
t2 − 109
4
t− 55
4
)s−1 +O[s−2], (12.44)
|0, 0, 0〉|bT− 1
2
bL− 1
2
bL− 3
2
〉 → ( 1
32
t2 +
3
16
t+
5
32
)s+ (
1
32
t3 +
15
32
t2 +
27
32
t+
13
32
)s0
+ (
1
2
t3 +
7
2
t2 +
11
2
t+
5
2
)s−1 +O[s−2]. (12.45)
The ratios of the leading order coefficients are proportional to that of state |2, 0, 0〉|bT− 1
2
〉,
and can be calculated to be
|2, 0, 0〉|bT− 1
2
〉 : |2, 1, 0〉|bL− 1
2
〉 : |1, 0, 0〉|bL− 3
2
〉 : |0, 0, 0〉|bT− 1
2
bL− 1
2
bL− 3
2
〉 = 1
4
:
1
16
: −1
8
:
1
32
. (12.46)
They again match with the ratios in the fixed angle limit. One can also find that the second
subleading order ratios are the same 1
4
: 1
16
: −1
8
: 1
32
. Again the ratios terminate to this
order.
For the mass level M22 = 6, there are three states in Eq.(8.1). We again calculate the
subleading order expansions. Interestingly, in this case the ratios of the coefficients seem to
be the same in all orders as can be seen in the following:
|3, 0, 0〉|bT− 1
2
〉 → √−t(1
8
t2 − 1
8
t)s2 +
√−t( 3
16
t3 +
25
16
t2 +
25
16
t− 21
16
)s
+
√−t( 3
64
t4 +
197
64
t3 +
625
32
t2 +
743
32
t +
411
64
)s0 +O[s−1], (12.47)
|3, 2, 0〉|bT− 1
2
〉 → √−t( 1
96
t2 − 1
48
t+
11
32
)s2 +
√−t( 1
64
t3 +
13
32
t− 5
8
)s
+
√−t( 1
256
t4 +
9
128
t3 − 925
256
t2 − 729
64
t− 1481
256
)s0 +O[s−1], (12.48)
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|3, 0, 1〉|bT− 1
2
〉 → √−t(− 1
16
√
6
t2 − 3
8
√
6
t +
7
16
√
6
)s2
+
√−t(− 3
32
√
6
t3 − 3
2
√
6
t2 − 51
16
√
6
t− 19
4
√
6
)s
+
√−t(− 3
128
√
6
t4 − 111
64
√
6
t3 − 1841
128
√
6
t2 − 1209
32
√
6
t− 3573
128
√
6
)s0 +O[s−1].
(12.49)
We find that the ratios of the leading order coefficients of s2t5/2 are 1
8
: 1
96
: − 1
16
√
6
, and they
agree with the ratios in the fixed angle limit. The ratios of the second and the third order
coefficients of st7/2 and s0t9/2 are 3
16
: 1
64
: − 3
32
√
6
and 3
64
: 1
256
: − 3
128
√
6
, respectively. We
find that these two set of ratios are the same with one another. We predict that the ratios
persist to all orders in the expansions.
The expansions among different worldsheet fermionic states but with same mass level
M22 = 6 are
|3, 0, 0〉|bL− 1
2
〉 → √−t( 1
48
t2 − 17
48
t)s2 +
√−t( 1
32
t3 − 151
96
t2 − 295
96
t− 119
32
)s
+
√−t( 1
128
t4 − 249
128
t3 − 1317
64
t2 − 2883
64
t− 3831
128
)s0 +O[s−1], (12.50)
|2, 0, 0〉|bL− 3
2
〉 → √−t(− 1
8
√
6
t2 − 7
8
√
6
t)s2
+
√−t(− 3
16
√
6
t3 − 57
16
√
6
t2 − 129
16
√
6
t− 147
16
√
6
)s
+
√−t(− 3
64
√
6
t4 − 285
64
√
6
t3 − 1289
32
√
6
t2 − 2831
32
√
6
t− 4011
64
√
6
)s0 +O[s−1],
(12.51)
|1, 0, 0〉|bT− 1
2
bL− 1
2
bL− 3
2
〉 → √−t( 1
96
t2 +
1
12
t+
7
96
)s2 +
√−t( 1
64
t3 +
9
32
t2 +
31
48
t+
61
96
)s
+
√−t( 1
256
t4 +
77
192
t3 +
2531
768
t2 +
643
96
t +
3569
768
)s0 +O[s−1]. (12.52)
The ratios of the leading order coefficients are given by
|3, 0, 0〉|bT− 1
2
〉 : |3, 1, 0〉|bL− 1
2
〉 : |2, 0, 0〉|bL− 3
2
〉 : |1, 0, 0〉|bT− 1
2
bL− 1
2
bL− 3
2
〉
=
1
8
:
1
48
: − 1
8
√
6
:
1
96
. (12.53)
We have checked that they agree with the ratios in the fixed angle limit. The second and the
third subleading order ratios are 3
16
: 1
32
: − 3
16
√
6
: 1
64
and 3
64
: 1
128
: − 3
64
√
6
: 1
256
, respectively.
Again they agree with the ratios in the fixed angle limit. We expect that the ratios persist
to all orders in the expansions.
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XIII. RECURRENCE RELATIONS OF HIGHER SPIN BPST VERTEX OPERA-
TORS
In this chapter, we study higher spin Regge string scattering amplitudes from BPST
vertex operator approach [73]. Note that in the original BPST paper [62], the authors
calculated the case of four tachyon closed string and thus Pomeron vertex operators. Here,
for simplicity, we will calculate higher spin BPST vertex operators at arbitrary mass levels
of open bosonic string. The calculation can be easily generalized to closed string case.
We find that all BPST vertex operators can be expressed in terms of Kummer functions
of the second kind. We can then derive infinite number of recurrence relations among
BPST vertex operators of different string states. These recurrence relations among BPST
vertex operators lead to the recurrence relations among Regge string scattering amplitudes
discovered in chapters XI and XV. [71, 74].
A. Four tachyon scattering
We will calculate high energy open string scatterings in the Regge Regime
s→∞,√−t = fixed (but √−t 6=∞) (13.1)
where
s = −(k1 + k2)2 and t = −(k2 + k3)2. (13.2)
Note that the convention for s and t adopted here is different from the original BPST paper
in [62].
We first review the calculation of tachyon BPST vertex operator [62]. The s− t channel
of open string four tachyon amplitude can be written as
A =
∫ 1
0
dω · ωk1·k2 (1− ω)k2·k3 =
∫ 1
0
dω · ω−2− s2 (1− ω)−2− t2 . (13.3)
Since s→∞, the integral is dominated around ω = 1. Making the variable transformation
ω = 1− x, the integral is dominated around x = 0, we obtain
A =
∫ 1
0
dx · (1− x)−2− s2 x−2− t2 ≃
∫
dx · x−2− t2 e s2x = Γ
(
−1 − t
2
)(
−s
2
)1+ t
2
. (13.4)
Alternatively, the integral in A can be expressed as
A =
∫
dω
〈
eik1X(0)eik2X(ω)eik3X(1)eik4X(∞)
〉
. (13.5)
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One can calculate the operator product expansion (OPE) in the Regge limit
eik2X(w)eik3X(z) ∼ |w − z|k2·k3 ei(k2+k3)X(z)+ik2(w−z)∂X(z)+···.
This means
eik2X(ω)eik3X(1) ∼ (1− ω)k2·k3 eikX(1)−ik2(1−ω)∂X(1)+higher power of (1−ω), k = k2 + k3 (13.6)
In evaluating Eq.(13.5), one can instead carry out the ω integration first in Eq.(13.6) at the
operator level to obtain the BPST vertex operator [62]
VBPST =
∫
dωeik2X(ω)eik3X(1)
∼
∫
dω (1− ω)k2·k3 eikX(1)−ik2(1−ω)∂X(1)
=
∫
dxxk2·k3eikX(1)−ik2x∂X(1)
= Γ
(
−1− t
2
)
[ik2∂X(1)]
1+ t
2 eikX(1), (13.7)
which leads to the same amplitude as in Eq.(13.4)
A =
〈
eik1X(0)VP e
ik4X(∞)〉
= Γ
(
−1− t
2
)〈
eik1X(0) [ik2∂X(1)]
1+ t
2 eikX(1)eik4X(∞)
〉
= Γ
(
−1− t
2
)
(k1k2)
1+ t
2
∼ Γ
(
−1 − t
2
)(
−s
2
)1+ t
2
. (13.8)
B. Higher spin BPST vertex
1. A spin two state
It was shown [64, 65, 71] that for the 26D open bosonic string states of leading order in
energy in the Regge limit at mass level M22 = 2(N − 1), N =
∑
n,m,l>0 npn +mqm + lrl are
of the form Eq.(11.75). In this section, we first consider a simple case of a spin two state
αP−1α
P
−1|0〉 corresponding to the vertex
(
∂XP
)2
eik2X (ω). The four-point amplitude of the
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spin two state with three tachyons can be calculated by using the conventional method
A(q1=2) =
∫
dω
〈
eik1X(0)
(
∂XP
)2
eik2X (ω) eik3X(1)eik4X(∞)
〉
=
∫
dωωk1·k2(1− ω)k2·k3
[
ieP · k1
−ω +
ieP · k3
1− ω
]2
= −(eP · k1)2Γ
(
−1 − t
2
)(
−s
2
) t
2
−1
+ 2(eP · k1)(eP · k3)Γ
(
−2 − t
2
)(
−s
2
) t
2
− (eP · k3)2Γ
(
−3 − t
2
)(
−s
2
) t
2
+1
. (13.9)
The momenta of the four particles on the scattering plane are
k1 =
(
+
√
p2 +M21 ,−p, 0
)
, (13.10)
k2 =
(
+
√
p2 +M22 ,+p, 0
)
, (13.11)
k3 =
(
−
√
q2 +M23 ,−q cosφ,−q sin φ
)
, (13.12)
k4 =
(
−
√
q2 +M24 ,+q cos φ,+q sin φ
)
(13.13)
where p ≡ |p˜|, q ≡ |q˜| and k2i = −M2i . The relevant kinematics in the Regge limit are
[64, 65, 71]
eP · k1 ≃ − s
2M2
, eP · k3 ≃ − t˜
2M2
= −t−M
2
2 −M23
2M2
; (13.14)
eL · k1 ≃ − s
2M2
, eL · k3 ≃ − t˜
′
2M2
= −t +M
2
2 −M23
2M2
; (13.15)
and
eT · k1 = 0, eT · k3 ≃ −
√−t (13.16)
where t˜ and t˜′ are related to t by finite mass square terms
t˜ = t−M22 −M23 , t˜′ = t +M22 −M23 . (13.17)
By using Eq.(13.14), one easily see that the three terms in Eq.(13.9) share the same order
of energy in the Regge limit. We stress that this key observation on the polarizations for
higher spin states was not discussed in [62, 147].
One can calculate the OPE in the Regge limit
∂XP∂XP eik2X (w) eik3X (z) ∼ |w − z|k2·k3
[
∂X (z)P +
ieP · k3
w − z
]2
eikX(z)+ik2(w−z)∂X(z).
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This means
∂XP∂XP eik2X (ω) eik3X (1) ∼ (1− ω)k2·k3
[
∂X (1)P − ie
P · k3
1− ω
]2
eikX(1)−ik2(1−ω)∂X(1), k = k2+k3.
(13.18)
One can carry out the ω integration in Eq.(13.18) at the operator level to obtain the BPST
vertex operator
V
(q1=2)
BPST =
∫
dω(∂XP )2eik2X (ω) eik3X (1)
∼
∫
dω (1− ω)k2·k3
[
∂X (1)P − ie
P · k3
1− ω
]2
eikX(1)−ik2(1−ω)∂X(1)
= ∂X (1)P ∂X (1)P
∫
dxxk2·k3eikX(1)−ik2x∂X(1)
− 2ieP · k3∂X (1)P
∫
dxxk2·k3−1eikX(1)−ik2x∂X(1)
− (eP · k3)2
∫
dxxk2·k3−2eikX(1)−ik2x∂X(1)
= Γ
(
−1− t
2
)
[ik2∂X(1)]
t
2
−1 ∂X (1)P ∂X (1)P eikX(1)
− 2ieP · k3Γ
(
−2− t
2
)
[ik2∂X(1)]
t
2 ∂X (1)P eikX(1)
− (eP · k3)2Γ
(
−3− t
2
)
[ik2∂X(1)]
t
2
+1 eikX(1) (13.19)
which leads to the same amplitude
A(q1=2) =
〈
eik1X(0)V
(q1=2)
BPST e
ik4X(∞)
〉
= Γ
(
−1− t
2
)〈
eik1X(0) [ik2∂X(1)]
t
2
−1 ∂X (1)P ∂X (1)P eikX(1)eik4X(∞)
〉
− 2ieP · k3Γ
(
−2 − t
2
)〈
eik1X(0) [ik2∂X(1)]
t
2 ∂X (1)P eikX(1)eik4X(∞)
〉
− (eP · k3)2Γ
(
−3 − t
2
)〈
eik1X(0) [ik2∂X(1)]
t
2
+1 eikX(1)eik4X(∞)
〉
∼ −(eP · k1)2Γ
(
−1− t
2
)(
−s
2
) t
2
−1
+ 2(eP · k1)(eP · k3)Γ
(
−2 − t
2
)(
−s
2
) t
2
− (eP · k3)2Γ
(
−3 − t
2
)(
−s
2
) t
2
+1
. (13.20)
Note that the three terms in Eq.(13.19) lead to the three terms respectively in Eq.(13.20)
with the same order of energy in the Regge limit.
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2. Higher spin states
We now consider the higher spin state
|pn, qm〉 =
∏
n=1
(αT−n)
pn
∏
m=1
(αP−m)
qm|0〉, (13.21)
which corresponds to the vertex
V2 (ω) =
[∏
n=1
(
∂nXT
)pn ∏
m=1
(
∂mXP
)qm]
eik2X (ω) . (13.22)
The four-point amplitude of the above state with three tachyons was calculated to be (from
now on we set M2 = M) [64, 65, 71]
A(pn,qm) =
∫
dω
〈
eik1X(0)V2 (ω) e
ik3X(1)eik4X(∞)
〉
=
(
− 1
M
)q1
U
(
−q1, t
2
+ 2− q1, t˜
2
)
B
(
−1 − s
2
,−1− t
2
)
·
∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
(13.23)
∼
(
− 1
M
)q1
U
(
−q1, t
2
+ 2− q1, t˜
2
)
Γ
(
−1− t
2
)(
−s
2
)1+ t
2
(13.24)
·
∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
(13.25)
where U is the Kummer function of the second kind. One can calculate the OPE in the
Regge limit
V2 (ω) e
ik3X(1)
=
[∏
n=1
(
∂nXT
)pn ∏
m=1
(
∂mXP
)qm]
eik2X (ω) eik3X(1)
∼
∏
n=1
[
(n− 1)!k3 · eT
(1− ω)n
]pn ∏
m=2
[
(m− 1)!k3 · eP
(1− ω)m
]qm
·
[
∂X (1) · eP − ik3 · e
P
1− ω
]q1
(1− ω)k2·k3 eikX(1)−ik2(1−ω)∂X(1) (13.26)
=
( −t˜
2M
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
·
q1∑
j=0
(
q1
j
)(
2iM2∂X (1) · eP
t˜
)j
(1− ω)k2·k3−N+j eikX(1)−ik2(1−ω)∂X(1) (13.27)
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where N =
∑
n,m (npn +mqm). We can carry out the ω integration in Eq.(13.27) to obtain
the BPST vertex operator
V
(pn;qm)
BPST =
∫
dωV2 (ω) e
ik3X (1)
∼
( −t˜
2M
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
·
q1∑
j=0
(
q1
j
)(
2iM2∂X (1) · eP
t˜
)j ∫
dω (1− ω)k2·k3−N+j eikX(1)−ik2(1−ω)∂X(1)
=
( −t˜
2M
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
·
q1∑
j=0
(
q1
j
)(
2iM∂X (1) · eP
t˜
)j ∫
dxxk2·k3−N+jeikX(1)−ik2x∂X(1)
=
( −t˜
2M
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
·
q1∑
j=0
(
q1
j
)(
2iM∂X (1) · eP
t˜
)j
Γ
(
−1− t
2
+ j
)
[ik2 · ∂X(1)]1+
t
2
−j eikX(1). (13.28)
One notes that, in Eq.(13.28), M∂X (1) · eP = k2 · ∂X(1) and the summation over j can be
simplified. The BPST vertex operator can be further reduced to
V
(pn;qm)
BPST =
( −t˜
2M2
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
·
q1∑
j=0
(
q1
j
)(
2
t˜
)j (
−1 − t
2
)
j
Γ
(
−1 − t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
=
(−1
M
)q1 ∏
n=1
[√−t(n− 1)!]pn ∏
m=2
[
t˜(m− 1)!
(
− 1
2M
)]qm
· U
(
−q1, t
2
+ 2− q1, t˜
2
)
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1) (13.29)
where we have used
l∑
j=0
(
l
j
)(
2
t˜
)j (
−1− t
2
)
j
= 2l(t˜)−l U
(
−l, t
2
+ 2− l, t˜
2
)
. (13.30)
One notes that the exponent of [ik2 · ∂X(1)]1+
t
2 in Eq.(13.29) is mass level N independent.
This is related to the fact that the well known ∼ sα(t) power-law behavior of the four tachyon
string scattering amplitude in the RR can be extended to arbitrary higher string states and
is mass level independent as can be seen from Eq.(13.24). This interesting result was first
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pointed out in section XI.C [64] and will be crucial to derive inter-mass level recurrence
relations among BPST vertex operators to be discussed later.
The BPST vertex operator in Eq.(13.29) leads to exactly the same amplitude as in
Eq.(13.25).
C. Recurrence relations
For any confluent hypergeometric function U(a, c, x) with parameters (a, c) the four func-
tions with parameters (a− 1, c), (a+ 1, c), (a, c− 1) and (a, c+ 1) are called the contiguous
functions. Recurrence relation exists between any such function and any two of its contigu-
ous functions. There are six recurrence relations [72]
U(a− 1, c, x)− (2a− c+ x)U(a, c, x) + a(1 + a− c)U(a + 1, c, x) = 0, (13.31)
(c− a− 1)U(a, c− 1, x)− (x+ c− 1))U(a, c, x) + xU(a, c + 1, x) = 0, (13.32)
U(a, c, x)− aU(a + 1, c, x)− U(a, c− 1, x) = 0, (13.33)
(c− a)U(a, c, x) + U(a− 1, c, x)− xU(a, c + 1, x) = 0, (13.34)
(a+ x)U(a, c, x)− xU(a, c + 1, x) + a(c− a− 1)U(a+ 1, c, x) = 0, (13.35)
(a+ x− 1)U(a, c, x)− U(a− 1, c, x) + (1 + a− c)U(a, c− 1, x) = 0. (13.36)
From any two of these six relations the remaining four recurrence relations can be deduced.
The confluent hypergeometric function U(a, c, x) with parameters (a±m, c±n) form,n =
0, 1, 2...are called associated functions. Again it can be shown that there exist relations
between any three associated functions, so that any confluent hypergeometric function can
be expressed in terms of any two of its associated functions.
Recently it was shown [71] that Recurrence relations exist among higher spin Regge string
scattering amplitudes of different string states. This was discussed in section XI.D. The key
to derive these relations was to use recurrence relations and addition theorem of Kummer
functions. In view of the form of higher spin BPST vertex operators in Eq.(13.29), one can
easily calculate recurrence relations among higher spin BPST vertex operators. By using
the recurrence relation of Kummer functions [71], for example,
U
(
−2, t
2
,
t
2
)
+
(
t
2
+ 1
)
U(−1, t
2
,
t
2
)− t
2
U
(
−1, t
2
+ 1,
t
2
)
= 0, (13.37)
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one can obtain the following recurrence relation among BPST vertex operators at mass level
M2 = 2 [73]
M
√−tV (q1=2)BPST −
t
2
V
(p1=1,q1=1)
BPST = 0. (13.38)
Rather than constant coefficients in the RR Regge stringy Ward identities derived in [71],
the coefficients of this recurrence relation Eq.(13.38) among BPST vertex operators are
kinematic variable dependent, similar to BCJ relations among field theory amplitudes [38,
41, 124–126]. The recurrence relation among BPST vertex operators in Eq.(13.38) leads to
the recurrence relation among Regge string scattering amplitudes [71]
M
√−tA(q1=2) − t
2
A(p1=1,q1=1) = 0, (13.39)
which is the same with Eq.(11.147).
D. More general recurrence relations
To derive more general recurrence relations, we need to calculate BPST vertex operators
corresponding to the general higher spin states in Eq.(11.75). We first calculate the BPST
vertex operator correspond to the state
|pn, rl〉 =
∏
n=1
(αT−n)
pn
∏
m=1
(αL−l)
rl|0〉. (13.40)
The calculation is very similar to that of Eq.(13.21) up to some modification. One can easily
get that Eq.(13.28) is now replaced by
V
(pn;rl)
BPST =
(−t˜′
2M
)r1 ∏
n=1
[√−t(n− 1)!]pn∏
l=2
[
t˜′(l − 1)!
(
− 1
2M
)]rl
·
r1∑
j=0
(
r1
j
)(
2iM∂X (1) · eL
t˜′
)j
Γ
(
−1− t
2
+ j
)
[ik2 · ∂X(1)]1+
t
2
−j eikX(1). (13.41)
One notes that, in Eq.(13.41), M∂X (1) · eL 6= k2 · ∂X(1) and, in contrast to Eq.(13.28), the
two factors with exponents j and −j do not cancel out. The BPST vertex operator for this
case thus reduces to
V
(pn;rl)
BPST =
(−1
M
)r1 ∏
n=1
[√−t(n− 1)!]pn∏
l=2
[
t˜′(l − 1)!
(
− 1
2M
)]rl
· U
(
−r1, t
2
+ 2− r1, t˜
′
2
eP · ∂X(1)
eL · ∂X (1)
)
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1). (13.42)
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The BPST vertex operator in Eq.(13.42) leads to the amplitude
A(pn,rl) =
(
− 1
M
)r1
U
(
−r1, t
2
+ 2− r1, t˜
′
2
)
Γ
(
−1 − t
2
)(
−s
2
)1+ t
2
·
∏
n=1
[√−t(n− 1)!]pn∏
l=2
[
t˜′(l − 1)!
(
− 1
2M
)]rl
, (13.43)
which is consistent with the one calculated in [64, 65, 71]. Note that the contribution of
eP ·∂X(1)
eL·∂X(1) in the correlation function reduces to 1 in the Regge limit by using first equations
of Eq.(13.14) and Eq.(13.15). One sees that Eq.(13.43) can be obtained from Eq.(13.25) by
doing the replacement t˜→ t˜′.
We are now ready to calculate the BPST vertex operator corresponding to the most
general Regge state in Eq.(11.75). Similar to the RR amplitude calculated in Eq.(11.86)
and Eq.(11.87) [71], the BPST vertex operator can be expressed in two equivalent forms
V
(pn;qm;rl)
BPST =
∏
n=1
[
(n− 1)!√−t]pn ·∏
m=1
[
− (m− 1)! t˜
2M
]qm
·
∏
l=2
[
(l − 1)! t˜
′
2M
]rl
·
(
1
M
)r1
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
·
q1∑
i=0
(
q1
i
)(
2
t˜
)i(
− t
2
− 1
)
i
U
(
−r1, t
2
+ 2− i− r1, t˜
′
2
eP · ∂X(1)
eL · ∂X (1)
)
(13.44)
=
∏
n=1
[
(n− 1)!√−t]pn ·∏
m=2
[
− (m− 1)! t˜
2M
]qm
·
∏
l=1
[
(l − 1)! t˜
′
2M
]rl
·
(
− 1
M
)q1
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
·
r1∑
j=0
(
r1
j
)(
2
t˜′
eL · ∂X(1)
eP · ∂X (1)
)j (
− t
2
− 1
)
j
U
(
−q1, t
2
+ 2− j − q1, t˜
2
)
. (13.45)
Either form Eq.(13.44) or Eq.(13.45) of the above BPST vertex operator leads consistently
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to the amplitude calculated previously in Eq.(11.86) and Eq.(11.87) and is re-listed here [71]
A(pn,qm:rl) =
∏
n=1
[
(n− 1)!√−t]pn · ·∏
m=1
[
− (m− 1)! t˜
2M
]qm
·
∏
l=2
[
(l − 1)! t˜
′
2M
]rl
·
(
1
M
)r1
Γ
(
−1− t
2
)(
−s
2
)1+ t
2
·
q1∑
i=0
(
q1
i
)(
2
t˜
)i(
− t
2
− 1
)
i
U
(
−r1, t
2
+ 2− i− r1, t˜
′
2
)
(13.46)
=
∏
n=1
[
(n− 1)!√−t]pn ·∏
m=2
[
− (m− 1)! t˜
2M
]qm
·
∏
l=1
[
(l − 1)! t˜
′
2M
]rl
·
(
− 1
M
)q1
Γ
(
−1− t
2
)(
−s
2
)1+ t
2
·
r1∑
j=0
(
r1
j
)(
2
t˜′
)j (
− t
2
− 1
)
j
U
(
−q1, t
2
+ 2− j − q1, t˜
2
)
. (13.47)
One can now derive more general recurrence relations among BPST vertex operators.
As an example, the three BPST vertex operators V q1=3BPST , V
p1=1,q1=2
BPST and V
q1=2,r1=1
BPST can be
calculated by using Eq.(13.45) to be
V
(q1=3)
BPST =
(
− 1
M
)3
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)U
(
−3, t
2
− 1, t
2
− 1
)
,
(13.48)
V
(p1=1,q1=2)
BPST =
(
− 1
M
)2√−tΓ(−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)U
(
−2, t
2
,
t
2
− 1
)
,
(13.49)
V
(q1=2,r1=1)
BPST =
t + 6
2M
(
− 1
M
)2
Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)[
U
(
−2, t
2
,
t
2
− 1
)
+
2
t+ 6
(
− t
2
− 1
)
U
(
−2, t
2
− 1, t
2
− 1
)
eL · ∂X(1)
eP · ∂X (1)
]
.
(13.50)
The recurrence relation among Kummer functions derived from Eq.(13.34) [71]
U
(
−3, t
2
− 1, t
2
− 1
)
+
(
t
2
+ 1
)
U(−2, t
2
− 1, t
2
− 1)−
(
t
2
− 1
)
U
(
−2, t
2
,
t
2
− 1
)
= 0
(13.51)
leads to the following recurrence relation among BPST vertex operators at mass levelM2 = 4
270
[73]
M
√−teL · ∂X (1) V q1=3BPST +M
√−teP · ∂X(1)V q1=2,r1=1BPST
−
[(
t
2
+ 3
)
eP · ∂X(1)−
(
t
2
− 1
)
eL · ∂X (1)
]
V p1=1,q1=2BPST = 0. (13.52)
In addition to the t dependence, the coefficients of the recurrence relation in Eq.(13.52) are
operator dependent. The recurrence relation among BPST vertex operators in Eq.(13.52)
leads to the recurrence relation among Regge string scattering amplitudes [71]
M
√−tA(q1=3) − 4A(p1=1,q1=2) +M√−tA(q1=2,r1=1) = 0, (13.53)
which is the same with Eq.(11.152).
For the next example, we construct an inter-mass level recurrence relation for BPST
vertex operators at mass level M2 = 2, 4. We begin with the addition theorem of Kummer
function [72]
U(a, c, x+ y) =
∞∑
k=0
1
k!
(a)k (−1)kykU(a + k, c+ k, x) (13.54)
which terminates to a finite sum for a non-positive integer a. By taking, for example, a =
−1, c = t
2
+ 1, x = t
2
− 1 and y = 1, the theorem gives [71]
U
(
−1, t
2
+ 1,
t
2
)
− U
(
−1, t
2
+ 1,
t
2
− 1
)
− U
(
0,
t
2
+ 2,
t
2
− 1
)
= 0. (13.55)
Eq.(13.55) leads to an inter-mass level recurrence relation among BPST vertex operators
[73]
M(2)(t + 6)V
(p1=1,q1=1)
BPST − 2M(4)2
√−tV (q1=1,r2=1)BPST + 2M(4)V (p1=1,r2=1)BPST = 0 (13.56)
where masses M(2) =
√
2,M(4) =
√
4 = 2, and V p1=1,q1=1BPST is a BPST vertex operator
at mass level M2 = 2, and V q1=1,r2=1BPST , V
p1=1,r2=1
BPST are BPST vertex operators at mass levels
M2 = 4 respectively. In deriving Eq.(13.56), it is important to use the fact that the exponent
of [ik2 · ∂X(1)]1+
t
2 in the BPST vertex operator in Eq.(13.45) is mass level N independent
as mentioned in the paragraph after Eq.(13.30). The recurrence relation among BPST
vertex operators in Eq.(13.56) leads to the recurrence relation among Regge string scattering
amplitudes [71]
M(2)(t + 6)A(p1=1,q1=1) − 2M(4)2√−tA(q1=1,r2=1) + 2M(4)A(p1=1,r2=1) = 0, (13.57)
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which is the same with Eq.(11.155).
In section XI.D.2 [71], it was shown that, at each fixed mass level, each Kummer func-
tion in the summation of Eq.(13.47) can be expressed in terms of Regge string scattering
amplitudes A(pn,qm:rl) at the same mass level. Moreover, although for general values of a,
the best one can obtain from recurrence relations of Kummer function U(a, c, x) is to ex-
press any Kummer function in terms of any two of its associated function, for non-positive
integer values of a in the RR string amplitude case however, U(a, c, x) can be fixed up to
an overall factor by using Kummer function recurrence relations [71]. As a result, all Regge
string scattering amplitudes can be algebraically solved by Kummer function recurrence
relations up to multiplicative factors. An important application of the above properties is
the construction of an infinite number of recurrence relations among Regge string scatter-
ing amplitudes. One can use the recurrence relations of Kummer functions Eq.(13.31) to
Eq.(13.36) to systematically construct recurrence relations among Regge string scattering
amplitudes.
In view of the form of BPST vertex operators calculated in Eq.(13.45), one can similarly
solve [71] all Kummer functions U(a, c, x) in Eq.(13.45) in terms of BPST vertex operators
and use the recurrence relations of Kummer functions Eq.(13.31) to Eq.(13.36) to system-
atically construct an infinite number of recurrence relations among BPST vertex operators.
Moreover, the forms of all BPST vertex operators can be fixed by these recurrence rela-
tions up to multiplicative factors. These recurrence relations among BPST vertex operators
are dual to linear relations or symmetries among high energy fixed angle string scattering
amplitudes discovered previously [27–29, 31, 32, 45].
We illustrate the prescription here to construct other examples of recurrence relations
among BPST vertex operators at mass level M2 = 4. Generalization to arbitrary mass
levels will be given in the next section. There are 22 BPST vertex operators for the
mass level M2 = 4. We first consider the group of BPST vertex operators with q1 = 0,
(V TTTBPST , V
LTT
BPST , V
LLT
BPST , V
LLL
BPST ) [71]. The corresponding r1 for each BPST vertex opera-
tor are (0, 1, 2, 3). Here we use a new notation for BPST vertex operator, for exam-
ple, V LLTBPST ≡ V (p1=1,r1=2)BPST ,V LTBPST = V (p1=1,r2=1)BPST and V TLBPST = V (p2=1,r1=1)BPST etc. By using
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Eq.(13.45), one can easily calculate that
V TTTBPST =
(√−t)3 Γ(−1 − t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)U
(
0,
t
2
+ 2,
t
2
− 1
)
, (13.58)
V LTTBPST =
t + 6
2M
(√−t)2 Γ(−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
·
[
U
(
0,
t
2
+ 2,
t
2
− 1
)
+
2
t+ 6
(
− t
2
− 1
)
U
(
0,
t
2
+ 1,
t
2
− 1
)
eL · ∂X(1)
eP · ∂X (1)
]
,
(13.59)
V LLTBPST = (
t + 6
2M
)2
(√−t)Γ(−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
·
 U (0, t2 + 2, t2 − 1)+ 4t+6 (− t2 − 1)U (0, t2 + 1, t2 − 1) eL·∂X(1)eP ·∂X(1)
+( 2
t+6
)2
(− t
2
− 1) (− t
2
)U
(
0, t
2
, t
2
− 1) [ eL·∂X(1)
eP ·∂X(1)
]2
 , (13.60)
V LLLBPST = (
t + 6
2M
)3Γ
(
−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
·

U
(
0, t
2
+ 2, t
2
− 1)+ 6
t+6
(− t
2
− 1)U (0, t
2
+ 1, t
2
− 1) eL·∂X(1)
eP ·∂X(1)
+3( 2
t+6
)2
(− t
2
− 1) (− t
2
)U
(
0, t
2
, t
2
− 1) [ eL·∂X(1)
eP ·∂X(1)
]2
+( 2
t+6
)3
(− t
2
− 1) (− t
2
)
(− t
2
+ 1
)
U
(
0, t
2
− 1, t
2
− 1) [ eL·∂X(1)
eP ·∂X(1)
]3
 . (13.61)
From the above equations, one can easily see that U
(
0, t
2
+ 2, t
2
− 1) can be expressed
in terms of V TTTBPST , U
(
0, t
2
+ 1, t
2
− 1) can be expressed in terms of (V TTTBPST , V LTTBPST ),
U
(
0, t
2
, t
2
− 1) can be expressed in terms of (V TTTBPST , V LTTBPST , V LLTBPST ), and finally
U
(
0, t
2
− 1, t
2
− 1) can be expressed in terms of (V TTTBPST , V LTTBPST , V LLTBPST , V LLLBPST ). We have
U
(
0,
t
2
+ 2,
t
2
− 1
)
= Ω−1
(√−t)−3 V TTTBPST , (13.62)
U
(
0,
t
2
+ 1,
t
2
− 1
)
= Ω−1
(√−t)−3 t+ 6
t+ 2
[
eP · ∂X(1)
eL · ∂X (1)
]
·
[
V TTTBPST −
2M
t+ 6
√−tV LTTBPST
]
, (13.63)
U
(
0,
t
2
,
t
2
− 1
)
= Ω−1
(√−t)−3 (t+ 6)2
t(t+ 2)
[
eP · ∂X(1)
eL · ∂X (1)
]2
·
[
V TTTBPST − 2
2M
t+ 6
√−tV LTTBPST +
(
2M
t + 6
√−t
)2
V LLTBPST
]
, (13.64)
U
(
0,
t
2
− 1, t
2
− 1
)
= Ω−1
(√−t)−3 (t+ 6)3
t(t2 − 4)
[
eP · ∂X(1)
eL · ∂X (1)
]3
·
 V TTTBPST − 3 2Mt+6√−tV LTTBPST
+3
(
2M
t+6
√−t)2 V LLTBPST − ( 2Mt+6√−t)3 V LLLBPST
 (13.65)
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where Ω ≡ Γ (−1− t
2
)
[ik2 · ∂X(1)]1+
t
2 eikX(1). To derive an example of recurrence relation,
one notes that Eq.(13.32) gives
t
2
U
(
0,
t
2
,
t
2
− 1
)
− (t− 1)U
(
0,
t
2
+ 1,
t
2
− 1
)
+ (
t
2
− 1)U
(
0,
t
2
+ 2,
t
2
− 1
)
= 0, (13.66)
which leads to the recurrence relation among BPST vertex operators[(
t
2
− 1
)
− (t− 1)(t+ 6)
t+ 2
eP · ∂X(1)
eL · ∂X (1) +
(t + 6)2
2(t+ 2)
[
eP · ∂X(1)
eL · ∂X (1)
]2]
V TTTBPST
+
[
(t− 1)
t+ 2
eP · ∂X(1)
eL · ∂X (1) −
(t + 6)
(t + 2)
[
eP · ∂X(1)
eL · ∂X (1)
]2]
(2M
√−t)V LTTBPST
+
[
1
2(t+ 2)
[
eP · ∂X(1)
eL · ∂X (1)
]2]
(2M
√−t)2V LLTBPST = 0. (13.67)
Again one can use Eq.(13.67) to deduce recurrence relation among Regge string scattering
amplitudes [73]
(t+ 22)A(p1=3) − 14M√−tA(p1=2,r1=1) + 2M2(√−t)2A(p1=1,r1=2) = 0. (13.68)
Other recurrence relations of Kummer functions can be used to derive more recurrence
relations among BPST vertex operators. For example, Eq.(13.32) gives a recurrence relation
of U
(
0, t
2
+ 1, t
2
− 1) and its associated functions U (0, t
2
− 1, t
2
− 1) and U (0, t
2
+ 2, t
2
− 1)
tU
(
0,
t
2
− 1, t
2
− 1
)
− (3t− 4)U
(
0,
t
2
+ 1,
t
2
− 1
)
+ 2(t− 2)U
(
0,
t
2
+ 2,
t
2
− 1
)
= 0,
(13.69)
which leads to the recurrence relation among BPST vertex operators[
2(t− 2)− (3t− 4)(t+ 6)
t+ 2
eP · ∂X(1)
eL · ∂X (1) +
(t+ 6)3
(t2 − 4)
[
eP · ∂X(1)
eL · ∂X (1)
]3]
V TTTBPST
+
[
(3t− 4)
t + 2
eP · ∂X(1)
eL · ∂X (1) − 3
(t+ 6)2
(t2 − 4)
[
eP · ∂X(1)
eL · ∂X (1)
]3]
(2M
√−t)V LTTBPST
+
[
3(t+ 6)
(t2 − 4)
[
eP · ∂X(1)
eL · ∂X (1)
]3]
(2M
√−t)2V LLTBPST
−
[
1
(t2 − 4)
[
eP · ∂X(1)
eL · ∂X (1)
]3]
(2M
√−t)3V LLLBPST = 0. (13.70)
one can use Eq.(13.70) to deduce recurrence relation among Regge string scattering ampli-
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tudes [73]
(3t2 + 76t+ 92)A(p1=3) − 2(23t+ 50)M√−tA(p1=2,r1=1)
+6M2(t+ 6)(
√−t)2A(p1=1,r1=2) − 4M3(√−t)3A(r1=3) = 0. (13.71)
Similarly, we can consider groups of BPST vertex operators (V PTBPST , V
PL
BPST ), (V
LT
BPST , V
LL
BPST )
and (V TTBPST , V
TL
BPST ) with q1 = 0; group of BPST vertex operators (V
PTT
BPST , V
PLT
BPST , V
PLL
BPST )
with q1 = 1 and group of BPST vertex operators (V
PPT
BPST , V
PPL
BPST ) with q1 = 2. All the
remaining 7 BPST vertex operators are with r1 = 0, and each BPST vertex operators
contains only one Kummer function. Thus all Kummer functions involved at mass level
M2 = 4 can be algebraically solved and expressed in terms of BPST vertex operators. One
can then use recurrence relations of Kummer functions to derive more recurrence relations
among BPST vertex operators.
E. Arbitrary mass levels
In this section, we solve the Kummer functions in terms of the highest spin string states
scattering amplitudes for arbitrary mass levels. The highest spin string states at the mass
level M2 = 2 (N − 1) are defined as
|N − q1 − r1, q1, r1〉 =
(
αT−1
)N−q1−r1 (
αP−1
)q1 (
αL−1
)r1 |0, k〉 (13.72)
where only α−1 operator appears. The highest spin string states BPST vertex operators can
be easily obtained from Eq.(13.45) as
(
V T
)N−q1−r1 (
V P
)q1 (
V L
)r1 ≡ V (N−q1−r1,q1,r1)BPST
= Γ
(
− t
2
− 1
)
[ik2 · ∂X(1)]1+
t
2 eikX(1)
(√−t)N−q1−r1 (− 1
M
)q1 ( t˜′
2M
)r1
·
r1∑
j=0
(
r1
j
)(
2
t˜′
eL · ∂X(1)
eP · ∂X (1)
)j (
− t
2
− 1
)
j
U
(
−q1, t
2
+ 2− j − q1, t˜
2
)
. (13.73)
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In view of the form of Eq.(13.65), we can solve the Kummer function from Eq.(13.73) and
express it in terms of the highest spin BPST vertex operators as
U
(
−q1, t
2
+ 2− q1 − r1, t˜
2
)
=
Γ
(− t
2
− 1)(− t
2
− 1)
r1
[ik2 · ∂X(1)]1+
t
2 eikX(1)
· (−MV P )q1 ( V T√−t
)N−q1 [ eP · ∂X(1)
eL · ∂X (1)
(√−tM V L
V T
− t˜
′
2
)]r1
.
(13.74)
Putting the Kummer functions Eq.(13.74) into the recurrence relations Eqs.(13.31-13.36),
we can then obtain recurrence relations among BPST vertex operators.
Let us consider, for example, the recurrence relation
(c− a− 1)U(a, c− 1, x)− (x+ c− 1))U(a, c, x) + xU(a, c + 1, x) = 0. (13.75)
With
a = −q1, c = t
2
+ 1− q1 − r1, x = t˜
2
=
t−M2 + 2
2
, (13.76)
the above recurrence relation becomes(
t
2
− r1
)
U
(
−q1, t
2
− q1 − r1, t˜
2
)
−
(
t˜
2
+
t
2
− q1 − r1
)
U
(
−q1, t
2
+ 1− q1 − r1, t˜
2
)
+
t˜
2
U
(
−q1, t
2
+ 2− q1 − r1, t˜
2
)
= 0. (13.77)
Plug the Kummer functions Eq.(13.74) into the above recurrence relation, we obtain the
recurrence relation among BPST vertex operators at general mass level N(
V P
)q1 (
V T
)N−q1
(X)r1
[
X2 +
(
t˜
2
+
t
2
− q1 − r1
)
X +
t˜
2
(
t
2
+ 1− r1
)]
= 0 (13.78)
where we have defined
X ≡ e
P · ∂X(1)
eL · ∂X (1)
(√−tM V L
V T
− t˜
′
2
)
=
eP · ∂X(1)
eL · ∂X (1)
(√−tM V L
V T
− t +M
2 + 2
2
)
. (13.79)
As an example, at the mass level M2 = 4 with q1 = r1 = 0, we get(
V T
)3 [
X2 + (t− 1)X +
(
t2
4
− 1
)]
= 0 (13.80)
where
X =
eP · ∂X(1)
eL · ∂X (1)
(√−tM V L
V T
− t+ 6
2
)
. (13.81)
A simple calculation shows that Eq.(13.80) is exactly the same as Eq.(13.67), and the same
recurrence relation among Regge string scattering amplitudes Eq.(13.68) follows.
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XIV. REGGE STRING SCATTERED FROM D-PARTICLE
In this chapter we study [43] scattering of higher spin closed string states at arbitrary
mass levels from D-particle in the RR. The scattering of massless string states from D-brane
was well studied in the literature and can be found in [53, 136–140] Since the mass of D-
brane scales as the inverse of the string coupling constant 1/g, it was assumed that it was
infinitely heavy to leading order in g and did not recoil.
We will extract the complete infinite ratios in Eq.(5.60) among high energy amplitudes of
different string states in the fixed angle regime from these Regge string scattering amplitudes.
The complete ratios calculated by this indirect method include a subset of ratios in Eq.(9.55)
calculated previously by direct fixed angle calculation [42].
More importantly, we discover that the RR amplitudes calculated in this chapter for
closed string D-particle scatterings can NOT be factorized and thus are different from am-
plitudes for the high-energy closed string-string scattering calculated previously [36, 148].
GR Amplitudes for the high-energy closed string-string scattering calculated in chapter VII
can be factorized into two open string scattering amplitudes by using a calculation [148]
based on the KLT formula [44]. Similarly the RR closed string-string amplitudes [36] can
be factorized too. Presumably, this non-factorization is due to the non-existence of a KLT-
like formula for the string D-brane scattering amplitudes. There is no physical picture for
open string D-particle tree scattering amplitudes and thus no factorization for closed string
D-particle scatterings into two channels of open string D-particle scatterings.
However, surprisingly, we will find [43] that in spite of the non-factorizability of the closed
string D-particle scattering amplitudes, the complete ratios derived for the fixed angle regime
are found to be factorized. These ratios are consistent with the decoupling of high-energy
ZNS calculated in Eq.(5.60) of chapter V. [27–32, 34, 45].
A. Kinematics Set-up
In this chapter, we consider an incoming string state with momentum k2 scattered from
an infinitely heavy D-particle and end up with string state with momentum k1in the RR.
The high energy scattering plane will be assumed to be the X − Y plane, and the momenta
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are arranged to be
k1 = (E, k1 cos φ,−k1 sinφ) , (14.1)
k2 = (−E,−k2, 0) (14.2)
where
E =
√
k22 +M
2
2 =
√
k21 +M
2
1 , (14.3)
and φ is the scattering angle. For simplicity, we will calculate the disk amplitude in this
paper. The relevant propagators for the left-moving string coordinate Xµ (z) and the right-
moving one X˜ν (w¯) are
〈Xµ (z) , Xν (w)〉 = −ηµν 〈X (z) , X (w)〉 = −ηµν ln (z − w) , (14.4)〈
X˜µ (z¯) , X˜ν (w¯)
〉
= −ηµν
〈
X˜ (z¯) , X˜ (w¯)
〉
= −ηµν ln (z¯ − w¯) , (14.5)〈
Xµ (z) , X˜ν (w¯)
〉
= −Dµν
〈
X (z) , X˜ (w¯)
〉
= −Dµν ln (1− zw¯) (for Disk) (14.6)
where matrixD has the standard form for the fields satisfying Neumann boundary condition,
while D reverses the sign for the fields satisfying Dirichlet boundary condition. Instead of
the Mandelstam variables used in the string-string scatterings, we define
a0 ≡ k1 ·D · k1 = −E2 − k21 ∼ −2E2, (14.7)
a′0 ≡ k2 ·D · k2 = −E2 − k22 ∼ −2E2, (14.8)
b0 ≡ 2k1 · k2 + 1 = 2
(
E2 − k1k2 cosφ
)
+ 1 = fixed, (14.9)
c0 ≡ 2k1 ·D · k2 + 1 = 2
(
E2 + k1k2 cosφ
)
+ 1, (14.10)
so that
2a0 + b0 + c0 = 2M
2
1 + 2. (14.11)
Since we are going to calculate Regge scattering amplitudes, b0 = fixed. We can use
Eq.(14.3) and Eq.(14.9) to calculate
cosφ ∼1− b0 −M
2
1 −M22 − 1
2k21
(14.12)
sin φ ∼
√
b0 −M21 −M22 − 1
k1
≡
√
b˜0
k1
(14.13)
The normalized polarization vectors on the high energy scattering plane of the k2 string
state are defined to be [27–29]
eP =
1
M2
(−E,−k2, 0) = k2
M2
, (14.14)
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eL =
1
M2
(−k2,−E, 0), (14.15)
eT = (0, 0, 1). (14.16)
One can then easily calculate the following kinematics
eT · k2 = 0,
eT · k1 = −k1 sin φ ∼ −
√
b˜0,
eT ·D · k1 = k1 sinφ ∼
√
b˜0,
eT ·D · k2 = 0,
eP · k2 = −M2,
eP · k1 = 1
M2
[
E2 − k1k2 cosφ
]
=
b0 − 1
2M2
,
eP ·D · k1 = 1
M2
[
E2 + k1k2 cosφ
]
=
c0 − 1
2M2
,
eP ·D · k2 = 1
M2
[−E2 − k22] = a′0M2 ∼ a0M2 ,
eT ·D · eT = −1,
eT ·D · eP = eP ·D · eT = 0,
eP ·D · eP = 1
M22
[−E2 − k22] = a′0M22 ∼ a0M22 , (14.17)
which will be useful in the amplitude calculation in the next section.
B. Regge String D-particle scatterings
We now begin to calculate the scattering amplitudes. For simplicity, we will take k1 to
be the tachyon and k2 to be the tensor states. One can easily argue that a class of high
energy string states for k2 in the RR are [64, 65]
|pn, p′n, qm, q′m〉 =
[∏
n>0
(
αT−n
)pn ∏
m>0
(
αP−m
)qm][∏
n>0
(
α˜T−n
)p′n ∏
m>0
(
α˜P−m
)q′m] |0, k〉 (14.18)
with ∑
n
n (pn − p′n) +
∑
m
m (qm − q′m) = 0, (14.19)∑
n
n (pn + p
′
n) +
∑
m
m (qm + q
′
m) = N = const (14.20)
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where M22 = (N − 2).
1. An example
Before calculating the string D-particle scattering amplitudes for general cases, we take
an example and illustrate the method of calculation. We consider the case
p1 = p
′
1 = q1 = q
′
1 = q2 = q
′
2 = 1, others = 0. (14.21)
As we will see in the next section, the string D-particle scattering amplitudes with the general
states (14.18) are reduced to simple forms in the Regge limit, in which most of the ways of
contracting the operators are discarded as subleading. For a fixed number of the contractions
between ∂XP and ∂¯X˜P , the ways of contracting the other factors are determined by the
following rules.
αT−n 1 term (contraction of ik1X with ∂nX
T ) (14.22)
α˜T−n 1 term (contraction of ik1X˜ with ∂¯nX˜
T ) (14.23)
αP−n
(n > 1) 1 term (contraction of ik1X with ∂nX
P )
(n = 1) 2 terms (contraction of ik1X and ik2X with ∂X
P )
(14.24)
α˜P−n
(n > 1) 1 term (contraction of ik1X˜ with ∂¯nX˜
P )
(n = 1) 2 terms (contraction of ik1X˜ and ik2X˜ with ∂¯X˜
P )
(14.25)
Therefore we take the state Eq.(14.21) as the simplest example for the purpose of this
section.
We start with the procedure in [44] to treat the vertex operator corresponding to the
state (14.21).
V = i6εµ1···µ6 : ∂X
µ1∂Xµ2∂2Xµ3eik2X (z) : : ∂¯X˜µ4 ∂¯X˜µ5 ∂¯2X˜µ6eik2X˜ (z¯) :
= i6 : ∂XT∂XP∂2XP eik2X (z) : : ∂¯X˜T ∂¯X˜P ∂¯2X˜P eik2X˜ (z¯) :
= i6
[
: exp
{
ik2X(z) + ε
(1)
T ∂X
T (z) + ε
(1)
P ∂X
P (z) + ε
(2)
P ∂
2XP (z)
}
:
× : exp
{
ik2X˜(z¯) + ε
′(1)
T ∂X˜
T (z¯) + ε
′(1)
P ∂X˜
P (z¯) + ε
′(2)
P ∂
2X˜P (z¯)
}
:
]
linear terms
(14.26)
In the last equation, we have introduced the dummy variables ε
(1)
T , ε
(1)
P , ε
(2)
P , ε
′(1)
T , ε
′(1)
P , ε
′(2)
P
associated with the non-vanishing component εTPPTPP of the polarization tensor and written
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the operator in the exponential form. “linear terms” indicate that we take the sum of the
terms linear in all of ε
(1)
T , ε
(1)
P , ε
(2)
P , ε
′(1)
T , ε
′(1)
P , and ε
′(2)
P . This sum can be rephrased as the
coefficient of the product ε
(1)
T ε
(1)
P ε
(2)
P ε
′(1)
T ε
′(1)
P ε
′(2)
P because we set the dummy variables to be 1
at the end of calculation.
The string D-particle scattering amplitudes can be calculated to be
A =
∫
d2z1d
2z2 (1− z1z¯1)a0 (1− z2z¯2)a′0 |z1 − z2|b0−1 |1− z1z¯2|c0−1
·
[
exp
{
ε
(1)
T
[
ieTk1
(z1 − z2) +
ieTDk1z¯1
(1− z¯1z2) +
ieTDk2z¯2
(1− z¯2z2)
]
+ ε
′(1)
T
[
ieTDk1z1
(1− z1z¯2) +
ieTk1
(z¯1 − z¯2) +
ieTDk2z2
(1− z2z¯2)
]
+ ε
(1)
P
[
iePk1
(z1 − z2) +
iePDk1z¯1
(1− z¯1z2) +
iePDk2z¯2
(1− z¯2z2)
]
+ ε
(2)
P
[
iePk1
(z1 − z2)2
+
iePDk1z¯
2
1
(1− z¯1z2)2
+
iePDk2z¯
2
2
(1− z¯2z2)2
]
+ ε
′(1)
P
[
iePDk1z1
(1− z1z¯2) +
ieP k1
(z¯1 − z¯2) +
iePDk2z2
(1− z2z¯2)
]
+ ε
′(2)
P
[
iePDk1z
2
1
(1− z1z¯2)2
+
iePk1
(z¯1 − z¯2)2
+
iePDk2z
2
2
(1− z2z¯2)2
]
+ ε
(1)
T ε
′(1)
T
eTDeT
(1− z2z¯2)2
+ ε
(1)
P ε
′(1)
P
ePDeP
(1− z2z¯2)2
+ 2ε
(1)
P ε
′(2)
P
ePDeP z2
(1− z2z¯2)3
+ 2ε
(2)
P ε
′(1)
P
ePDeP z¯2
(1− z2z¯2)3
+ 2ε
(2)
P ε
′(2)
P
ePDeP (1 + 2z2z¯2)
(1− z2z¯2)4
+ ε
(1)
T ε
′(1)
P
eTDeP
(1− z2z¯2)2
+ 2ε
(1)
T ε
′(2)
P
eTDeP z2
(1− z2z¯2)3
+ ε
(1)
P ε
′(1)
T
ePDeT
(1− z2z¯2)2
+ 2ε
(2)
P ε
′(1)
T
ePDeT z¯2
(1− z2z¯2)3}]
linear terms
(14.27)
To fix the SL(2, R) modulus group on the disk, we set z1 = 0 and z2 = r, then d
2z1d
2z2 =
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d (r2) . By using Eq.(14.17), the amplitude can then be reduced to
A =
∫ 1
0
d
(
r2
) (
1− r2)a′0 rb0−1
·
[
exp

ε
(1)
T
[
−i
√
b˜0
−r
]
+ ε
′(1)
T
[
−i
√
b˜0
−r
]
+ε
(1)
P
[
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
]
+ ε
(2)
P
[
i b0−1
2M2
(−r)2 +
i a0
M2
[(1− r2) /r]2
]
+ε
′(1)
P
[
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
]
+ ε
′(2)
P
[
i b0−1
2M2
(−r)2 +
i a0
M2
[1− r2/r]2
]
−ε(1)T ε′(1)T
1
(1− r2)2
+ε
(1)
P ε
′(1)
P
a0
M22
(1− r2)2 + 2ε
(1)
P ε
′(2)
P
a0
M22
r
(1− r2)3 + 2ε
(2)
P ε
′(1)
P
a0
M22
r
(1− r2)3 + 2ε
(2)
P ε
′(2)
P
a0
M22
(1 + 2r2)
(1− r2)4
]
linear terms
(14.28)
Although in Eq.(14.28) we have dropped several subleading terms by using the kinematic
relations Eq.(14.17), Eq.(14.28) still has subleading terms. We can see that by performing
the integration of a generic term in Eq.(14.28) and looking at its behavior in the Regge limit
explicitly.∫ 1
0
d
(
r2
) (
1− r2)a′0+na rb0−1−N+nb = B(a′0 + 1 + na, b0 −N + 12 + nb2
)
= B
(
a′0 + 1,
b0 −N + 1
2
) (a′0 + 1)na ( b0−N+12 )nb
2(
a′0 + 1 +
b0−N+1
2
)
na+
nb
2
∼ B
(
a0 + 1,
b0 −N + 1
2
)(
b0 −N + 1
2
)
nb
2
(a0)
−nb
2
(14.29)
Here the Pochhammer symbol is defined by (x)y =
Γ(x+y)
Γ(x)
, which, if y is a positive integer, is
reduced to (x)y = x(x+1)(x+2) · · · (x+y−1). From the Regge behavior Eq.(14.29), we see
that increasing one power of 1/r in the integrand results in increasing one-half power of a0.
Thus we obtain the following rules to determine which terms in the exponent of Eq.(14.28)
contribute to the leading behavior of the amplitude:
1/r → E, a0 → E2. (14.30)
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We can now drop the subleading terms in energy to get
A =
∫ 1
0
d
(
r2
) (
1− r2)a′0 rb0−1
·
[
exp
{
ε
(1)
T
[
−i
√
b˜0
−r
]
+ ε
′(1)
T
[
−i
√
b˜0
−r
]
+ ε
(2)
P
[
i b0−1
2M2
(−r)2
]
+ ε
′(2)
P
[
i b0−1
2M2
(−r)2
]}]
ǫTPTP
·
[
exp
{
ε
(1)
P
[
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
]
+ ε
′(1)
P
[
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
]
+ ε
(1)
P ε
′(1)
P
a0
M22
(1− r2)2
}]
ǫPP
(14.31)
where [· · · ]ǫTPTP in the second line and [· · · ]ǫPP in the third line indicate that we take the
coefficients of ε
(1)
T ε
′(1)
T ε
(2)
P ε
′(2)
P and ε
(1)
P ε
′(1)
P respectively. Because of the difference in the powers
of 1/r and a0 in the exponent of Eq.(14.28), Eq.(14.31) has much more structure for ε
(1)
P and
ε
′(1)
P than for ε
(1)
T , ε
′(1)
T , ε
(2)
P , and ε
′(2)
P , and fits into the rules Eqs.(14.22),(14.23),(14.24) and
(14.25). It is also worth noting that the appearance of the last term in the second exponent
of Eq.(14.31) originates from the contraction between ∂X (z2) and ∂¯X˜ (z¯2) in Eq.(14.27),
which is a characteristic of string D-brane scattering.
The explicit form of the amplitude for the current example is
A =
∫ 1
0
d
(
r2
) (
1− r2)a′0 rb0−1(−i√b˜0−r
)(
−i
√
b˜0
−r
)(
i b0−1
2M2
(−r)2
)(
i b0−1
2M2
(−r)2
)
·
[(
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
)(
i b0−1
2M2
−r +
i a0
M2
(1− r2) /r
)
+
a0
M22
(1− r2)2
]
(14.32)
= −
(√
b˜0
)2(
b0 − 1
2M2
)4 ∫ 1
0
d
(
r2
) (
1− r2)a′0 rb0−9
·
[(
2∑
l=0
(
2
l
)( −r2
(1− r2)
2a0
b0 − 1
)l)
− r
2
(1− r2)2
4a0
(b0 − 1)2
]
(14.33)
∼ −
(√
b˜0
)2(
b0 − 1
2M2
)4
B
(
a0 + 1,
b0 − 7
2
)
·
[(
2∑
l=0
(
2
l
)(
− 2
b0 − 1
)l(
b0 − 7
2
)
l
)
− 4
(b0 − 1)2
(
b0 − 7
2
)]
(14.34)
= −
(√
b˜0
)2(
b0 − 1
2M2
)4
B
(
a0 + 1,
b0 − 7
2
)
·
[
2F0
(
−2, b0 − 7
2
,
2
b0 − 1
)
− 4
(b0 − 1)2
(
b0 − 7
2
)]
(14.35)
where we have used Eq.(14.29).
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2. General cases
Now we move on to general cases. The vertex operator corresponding to a general massive
state with d left-modes and d′ right-modes is of the following form.
V = id+d
′
εµ1···µd+d′ : ∂
n1Xµ1 · · ·∂ndXµdeik2X (z) : : ∂¯nd+1X˜µd+1 · · · ∂¯nd+d′ X˜µd+d′eik2X˜ (z¯) :
(14.36)
The vertex operators corresponding to the states Eq.(14.18) are expressed in this covariant
form by
d =
∑
n>0
pn + qn, d
′ =
∑
n>0
p′n + q
′
n
(n1, n2, · · · , nd+d′) =
· · · , m, · · · , m︸ ︷︷ ︸
pm
, · · · , n, · · · , n︸ ︷︷ ︸
qn
, · · · , m′, · · · , m′︸ ︷︷ ︸
p′
m′
, · · · , n′, · · · , n′︸ ︷︷ ︸
q′
n′
, · · ·

ε···T · · ·T︸ ︷︷ ︸
pm
···P · · ·P︸ ︷︷ ︸
qn
···T · · ·T︸ ︷︷ ︸
p′
m′
···P · · ·P︸ ︷︷ ︸
q′
n′
··· = 1.
For the calculation of the correlator involving the operator Eq.(14.36), we introduce param-
eters associated with the polarization tensor and exponentiate the kinematic factors.
εTTT ···PPP ···TTT ···PPP ··· →
∏
n>0
pn∏
i=1
qn∏
j=1
p′n∏
i′=1
q′n∏
j′=1
ε
(n)
Ti
ε
(n)
Pj
ε
′(n)
Ti′
ε
′(n)
Pj′
V = (i)
∑
n>0 pn+p
′
n+qn+q
′
n
[
: exp
{
ik2X(z) +
∑
n>0
pn∑
i=1
ε
(n)
Ti
∂nXT (z) +
∑
m>0
qm∑
j=1
ε
(m)
Pj
∂mXP (z)
}
:
× : exp
ik2X˜(z¯) +∑
n>0
p′n∑
i=1
ε
′(n)
Ti
∂nX˜T (z¯) +
∑
m>0
q′m∑
j=1
ε
′(m)
Pj
∂mX˜P (z¯)
 :

linear terms
(14.37)
where “linear terms” means the terms linear in all of ε
(n)
Ti
, ε
(m)
Pj
, ε
′(n)
Ti
, and ε
′(m)
Pj
. Below we use
symbols like
εT 3P 2TP 3 ≡ ε(1)T1 ε
(3)
T1
ε
(3)
T2
ε
(2)
P1
ε
(5)
P1
ε
′(1)
T1
ε
′(1)
P1
ε
′(1)
P2
ε
′(2)
P1
, εT
∑
n
pn ≡
∑
n>0
pn∑
i=1
ε
(n)
Ti
(the meanings of these symbols are not unique.) and do not write the normal ordering
symbol : : to avoid messy expressions.
284
The string D-particle scattering amplitudes of these string states can be calculated to be
A =
∫
d2z1d
2z2 · εT∑ pnP∑ qnT∑ p′nP∑ q′n (14.38)
·
〈 eik1X (z1) eik1X˜ (z¯1) · ∏
n>0
(
i∂nXT
)pn ∏
m>0
(
i∂mXP
)qm
eik2X (z2)
· ∏
n>0
(
i∂¯nX˜T
)p′n ∏
m>0
(
i∂¯mX˜P
)q′m
eik2X˜ (z¯2)
〉
≡ (i)
∑
n>0
pn+p′n+qn+q
′
n
A′ (14.39)
= (i)
∑
n>0
pn+p′n+qn+q
′
n
∫
d2z1d
2z2
· exp

〈
(ik1X) (z1)
(
ik1X˜
)
(z¯1)
〉
+
〈 (εT ∑
n>0
pn∂
nXT + εP
∑
m>0
qm∂
mXP + ik2X
)
(z2)(
ε′T
∑
n>0
p′n∂¯
nX˜T + ε′P
∑
m>0
q′m∂¯
mX˜P + ik2X˜
)
(z¯2)
〉
+
〈
(ik1X) (z1)
(
εT
∑
n>0
pn∂
nXT + εP
∑
m>0
qm∂
mXP + ik2X
)
(z2)
〉
+
〈(
ik1X˜
)
(z¯1)
(
ε′T
∑
n>0
p′n∂¯
nX˜T + ε′P
∑
m>0
q′m∂¯
mX˜P + ik2X˜
)
(z¯2)
〉
+
〈
(ik1X) (z1)
(
ε′T
∑
n>0
p′n∂¯
nX˜T + ε′P
∑
m>0
q′m∂¯
mX˜P + ik2X˜
)
(z¯2)
〉
+
〈(
ik1X˜
)
(z¯1)
(
εT
∑
n>0
pn∂
nXT + εP
∑
m>0
qm∂
mXP + ik2X
)
(z2)
〉

(14.40)
where only linear terms are taken in the expansion of the exponential (in the sense of
Eq.(14.37)). In Eq.(14.40), we have used the simplified notation ε
(n)
Tj
≡ εT , j = 1, 2, ...pn,
n ∈ Z+ for the spin polarizations, and similarly for the other polarizations. Note that there
will be terms corresponding to quadratic in the spin polarization. After fixing the SL(2, R)
modulus group on the disk, we set z1 = 0 and z2 = r, then d
2z1d
2z2 = d (r
2) . By using
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Eq.(14.17), the amplitude can then be reduced to
A′ =
∫
d
(
r2
) (
1− r2)a′0 rb0−1
exp

εT
∑
n>0
pn
[
−i (n− 1)!
√
b˜0
(−r)n
]
+ ε′T
∑
n′>0
p′n′
[
−i (n
′ − 1)!
√
b˜0
(−r)n′
]
+εP
∑
m>0
qm
[
i (m− 1)! b0−1
2M2
(−r)m +
i (m− 1)! a0
M2
[(1− r2) /r]m
]
+ε′P
∑
m′>0
q′m′
[
i (m′ − 1)! b0−1
2M2
(−r)m′ +
i (m′ − 1)! a0
M2
[(1− r2) /r]m′
]
−εT ε′T
∑
n,n′>0
pnp
′
n′∂
n∂¯n
′
ln (1− z2z¯2)
∣∣
z2=z¯2=r
−εP ε′P
∑
m,m′>0
qmq
′
m′∂
m∂¯m
′
ln (1− z2z¯2)
∣∣
z2=z¯2=r
a0
M22

(14.41)
where only linear terms are taken in the expansion of the exponential.
Now we use the energy counting Eq.(14.30) and show how we reach the rules
Eqs.(14.22),(14.23),(14.24) and (14.25). We can see immediately that in the exponent of
Eq.(14.41), the terms linear in ε
(n)
Pi
or ε
′(n)
Pi
are dominated by their first terms if m ≥ 2 or
m′ ≥ 2. We can see also that most of the terms in the forth and fifth lines of the exponent
are discarded as subleading. If we start with the terms consisting of only the factors coming
from the first three lines, the other terms are obtained by series of replacements of two
factors in them with one factors coming from the forth and fifth lines, and for each of the
replacements we can see how it changes the power of energy. We do not need to calculate
the infinite number of derivatives. For each differentiation the increase of the power of 1/r is
less than or equal to 1, while the powers of 1/r in the first three lines increase with n, n′, m
or m′, which implies that if one term in the forth or fifth line is discarded, the terms with
higher n, n′, m,m′ in the same line are also discarded. The sequences of those discarded
terms start at (n, n′) = (1, 1), (m,m′) = (1, 2), and (m,m′) = (2, 1). In this way, we can see
that only the terms with m = m′ = 1 in the fifth line contribute to the leading behavior.
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Thus we obtain the generalization of Eq.(14.31)
A′ =
∫
d
(
r2
) (
1− r2)a′0 rb0−1
exp

εT
∑
n>0
pn
[
−i (n− 1)!
√
b˜0
(−r)n
]
+ ε′T
∑
n′>0
p′n′
[
−i (n
′ − 1)!
√
b˜0
(−r)n′
]
+εP
∑
m>1
qm
[
i (m− 1)! b0−1
2M2
(−r)m
]
+ ε′P
∑
m′>1
q′m′
[
i (m′ − 1)! b0−1
2M2
(−r)m′
]

ε
T
∑
pnP
∑′ qnT
∑
p′nP
∑′ q′n
exp
{
εP q1
[
i b0−1
2M2
−r +
i a0
M2
r
1− r2
]
+ ε′P q
′
1
[
i b0−1
2M2
−r +
i a0
M2
r
1− r2
]
+ εP ε
′
P q1q
′
1
a0
M22
(1− r2)2
}
ε
Pq1P
q′
1
(14.42)
where the symbols ε··· are similar to the ones in Eq.(14.31) and indicate that we take the
coefficients of the products of the dummy variables in the exponents. ( ε
(1)
Pi
and ε
′(1)
Pi
are
excluded in the “sums”
∑′.) Note that the last term in the last line of Eq.(14.42) is
quadratic in the polarization. This term is a characteristic of string D-brane scattering
and has no analog in any of the previous works. It will play a crucial role in the following
calculation in this paper.
For further calculation, we first note that
exp
{
εP q1
[
i b0−1
2M2
−r +
i a0
M2
r
1− r2
]
+ ε′P q
′
1
[
i b0−1
2M2
−r +
i a0
M2
r
1− r2
]
+ εPε
′
P q1q
′
1
a0
M22
(1− r2)2
}
ε
Pq1P
q′
1
= ε
P q1P q
′
1
min{q1,q′1}∑
j=0
(
q1
j
)(
q′1
j
)
j!
(
i b0−1
2M2
−r +
i a0
M2
r
1− r2
)q1+q′1−2j ( a0
M22
(1− r2)2
)j
. (14.43)
Thus the amplitude can be further reduced to
A′ =
∫
d
(
r2
) (
1− r2)a′0 rb0−1
·
∏
n>0
[
−i (n− 1)!
√
b˜0
(−r)n
]pn ∏
n′>0
[
−i (n
′ − 1)!
√
b˜0
(−r)n′
]p′
n′
·
∏
m>1
[
i (m− 1)! b0−1
2M2
(−r)m
]qm ∏
m′>1
[
i (m′ − 1)! b0−1
2M2
(−r)m′
]qm′
·
min{q1,q′1}∑
j=0
q1+q′1−2j∑
l=0
j!
(
q1
j
)(
q′1
j
)(
q1 + q
′
1 − 2j
l
)
·
(
i b0−1
2M2
−r
)q1+q′1−2j−l( i a0
M2
r
1− r2
)l( a0
M22
(1− r2)2
)j
, (14.44)
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which, in the case of the state (14.21), is reduced to Eq.(14.33). We can now do the
integration to get
A′ =
(
i
b0 − 1
2M2
)q1+q′1
·
∏
n>0
([
−i (n− 1)!
√
b˜0
]pn [
−i (n− 1)!
√
b˜0
]p′n)
·
∏
m>1
([
i (m− 1)!b0 − 1
2M2
]qm [
i (m− 1)!b0 − 1
2M2
]qm)
·
min{q1,q′1}∑
j=0
q1+q′1−2j∑
l=0
j!
(
q1
j
)(
q′1
j
)(
q1 + q
′
1 − 2j
l
)( −2
b0 − 1
)l( −4
(b0 − 1)2
)j
· B
(
a0 + 1,
b0 + 1−N
2
)(
b0 + 1−N
2
)
j
(
b0 + 1−N
2
+ j
)
l
(14.45)
where we have done the expansion of the beta function in the RR as following
B
(
a′0 + 1− l − 2j,
b0 + 1−N
2
+ l + j
)
≈ B
(
a0 + 1,
b0 + 1−N
2
) ( b0+1−N
2
)
l+j
al+j0
= B
(
a0 + 1,
b0 + 1−N
2
) ( b0+1−N
2
)
j
(
b0+1−N
2
+ j
)
l
al+j0
. (14.46)
Note that in the case of the state Eq.(14.21), Eq.(14.45) is reduced to Eq.(14.34). Performing
the summation over n, we obtain
A′ =
(
i
b0 − 1
2M2
)q1+q1
·
∏
n>0
([
−i (n− 1)!
√
b˜0
]pn+p′n)∏
m>1
([
i (m− 1)!b0 − 1
2M2
]qm+q′m)
·B
(
a0 + 1,
b0 + 1−N
2
)min{q1,q′1}∑
j=0
(−1)jj!
(
q1
j
)(
q′1
j
)(
b0 + 1−N
2
)
j
(
2
b0 − 1
)2j
·2 F0
(
−q1 − q′1 + 2j,
b0 + 1−N
2
+ j,
2
b0 − 1
)
, (14.47)
which, in the case of the state Eq.(14.21), is reduced to Eq.(14.35). Finally we can use the
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identity of the Kummer function
22m t˜−2mU
(
−2m, t
2
+ 2− 2m, t˜
2
)
= 2F0
(
−2m,−1 − t
2
,−2
t˜
)
≡
2m∑
j=0
(−2m)j
(
−1− t
2
)
j
(−2
t˜
)j
j!
=
2m∑
j=0
(
2m
j
)(
−1− t
2
)
j
(
2
t˜
)j
(14.48)
to get the final form of the amplitude
A′ =
∏
n>0
([
−i (n− 1)!
√
b˜0
]pn+p′n)∏
m>1
([
i (m− 1)!b0 − 1
2M2
]qm+q′m)(
− i
M2
)q1+q′1
· B
(
a0 + 1,
b0 + 1−N
2
)min{q1,q′1}∑
j=0
(−1)jj!
(
q1
j
)(
q′1
j
)(
b0 + 1−N
2
)
j
· U
(
−q1 − q′1 + 2j,
−b0 +N + 1
2
− q1 − q′1 + j,−
b0 − 1
2
)
. (14.49)
Note that the amplitudes in Eq.(14.49) can NOT be factorized into two open string D-
particle scattering amplitudes as in the case of closed string-string scattering amplitudes
[36, 148].
An interesting application of Eq.(14.49) is the universal power law behavior of the am-
plitudes. We first define the Mandelstam variables as s = 2E2 and t = −(k1 + k2)2. The
second argument of the beta function in Eq.(14.49) can be calculated to be
b0 + 1−N
2
=
2k1 · k2 + 1 + 1−N
2
=
(k1 + k2)
2 − k21 − k22 + 2−N
2
=
−t− 2
2
(14.50)
where we have used Eq.(14.9) and M22 = (N − 2). The amplitudes thus give the universal
power-law behavior for string states at all mass levels
A ∼ sα(t) (in the RR) (14.51)
where
α(t) = a(0) + α′t, a(0) = 1 and α′ =
1
2
. (14.52)
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C. Reproducing ratios at the fixed angle regime
To compare the RR amplitudes Eq.(14.49) with the fixed angle amplitudes corresponding
to states in Eq.(5.67), we consider the RR amplitudes of the following closed string states
|N ; 2m, 2m′; q, q′〉
=
(
αT−1
)N/2−2m−2q (
αP−1
)2m (
αP−2
)q ⊗ (α˜T−1)N/2−2m′−2q′ (α˜P−1)2m′ (α˜P−2)q′ |0, k〉. (14.53)
where m,m′, q and q′ are non-negative integers. We can take the following values
p1 = N/2− 2m− 2q, p′1 = N/2− 2m′ − 2q′, (14.54)
q1 = 2m, q
′
1 = 2m
′, (14.55)
q2 = q, q
′
2 = q
′ (14.56)
in Eq.(14.49), and include the phase factor in Eq.(14.39) to get
A(N ;2m,2m
′;q,q′) = (i)N−q−q
′
(
−i
√
b˜0
)N−2(m+m′)−2(q+q′)(
i
b0 − 1
2M2
)q+q′ (
− i
M2
)2m+2m′ ′
· B
(
a0 + 1,
b0 + 1−N
2
)min{2m,2m′}∑
j=0
(−1)jj!
(
2m
j
)(
2m′
j
)(
b0 + 1−N
2
)
j
· U
(
−2m− 2m′ + 2j, −b0 +N + 1
2
− 2m− 2m′ + j,−b0 − 1
2
)
. (14.57)
It is now easy to calculate the RR ratios for each fixed mass level
A(N ;2m,2m
′;q,q′)
A(N,0,0,0,0)
= (i)−q−q
′
(
−i b0 − 1
2b˜0M2
)q+q′ (
1
b˜0M22
)m+m′
·
min{2m,2m′}∑
j=0
(−1)jj!
(
2m
j
)(
2m′
j
)(
b0 + 1−N
2
)
j
· U
(
−2m− 2m′ + 2j, −b0 +N + 1
2
− 2m− 2m′ + j,−b0 − 1
2
)
(14.58)
which is a b0-dependent function.
Before studying the fixed angle ratios for string D-particle scatterings, we first make a
pause to review previous results on string-string scatterings.
1. String-string scatterings
a. Open string For open string-string scatterings, either the saddle-point method (t−u
channel only) or the decoupling of high energy ZNS (ZNS) discussed in chapter V can be
290
used to calculate the fixed angle ratios [27–32, 45]. It was discovered that there was an
interesting link between high energy fixed angle amplitudes T and RR amplitudes A. To
the leading order in energy, the ratios among fixed angle amplitudes are φ-independent
numbers, whereas the ratios among RR amplitudes are t-dependent functions. However, It
was discovered [64] in chapter XI.B that the coefficients of the high energy RR ratios in the
leading power of t can be identified with the fixed angle ratios, namely [64]
lim
t˜′→∞
A(N,2m,q)
A(N,0,0,)
=
(
− 1
M2
)2m+q (
1
2
)m+q
(2m− 1)!! = T
(N,2m,q)
T (N,0,0)
. (14.59)
To ensure this identification, one needs the following identity [64, 65, 67, 148]
2m∑
j=0
(−2m)j
(
−L− t˜
′
2
)
j
(−2/t˜′)j
j!
= 0(−t˜′)0 + 0(−t˜′)−1 + ... + 0(−t˜′)−m+1 + (2m)!
m!
(−t˜′)−m +O
{(
1
t˜′
)m+1}
(14.60)
where L = 1 − N and is an integer. Note that L effects only the subleading terms in
O
{(
1
t˜′
)m+1}
. Mathematically, the complete proof of Eq.(14.60) for arbitrary real values L
was worked out in [67] by using an identity of signless Stirling number of the first kind in
combinatorial theory.
b. Open superstring For all four classes [34] of high energy fixed angle open superstring
scattering amplitudes considered in chapter VIII, both the corresponding RR amplitudes and
the complete ratios of the leading (in t) RR amplitudes considered in chapter XII can be
calculated [65]. For the fixed angle regime [34], the complete ratios can be calculated by the
decoupling of high energy ZNS. It turns out that the identification in Eq.(14.59) continues
to work, and L is an integer again for this case [65].
c. Compactified open string For compactified open string scatterings, both the ampli-
tudes and the complete ratios of leading (in t) RR can be calculated [68]. For the fixed angle
regime or GR, the complete ratios can be calculated by the decoupling of high energy ZNS.
The identification in Eq.(14.59) continues to work. However, only a subset of scattering
amplitudes corresponding to the case m = 0 was calculated. The difficulties has been as
following. First, it seems that the saddle-point method is not applicable here. On the other
hand, it was shown that [27–30] the leading order amplitudes containing (αL−1)
2m component
will drop from energy order E4m to E2m, and one needs to calculate the complicated naive
subleading order terms in order to get the real leading order amplitude. One encounters this
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difficulty even for some cases in the non-compactified string calculation. In these cases, the
method of decoupling of high energy ZNS was adopted.
It was important to discover [68] that the identity in Eq.(14.60) for arbitrary real values
L can only be realized in high energy compactified string scatterings. This is due to the
dependence of the value L on winding momenta K25i [68]
L = 1−N − (K252 )2 +K252 K253 . (14.61)
All other high energy string scatterings calculated previously [64, 65, 148] correspond to
integer value of L only.
d. Closed string For closed string scatterings [148], one can use the KLT formula
[44], which expresses the relation between tree amplitudes of closed and two channels of
open string (α′closed = 4α
′
open = 2), to simplify the calculations. Both ratios of leading (in
t) RR amplitudes and GR amplitudes were found to be the tensor product of two ratios in
Eq.(14.59), namely [148]
lim
t˜′→∞
A
(
N ;2m,2m
′
;q,q
′)
closed
A
(N ;0,0;0,0)
closed
=
(
− 1
M2
)2(m+m′ )+q+q′ (
1
2
)m+m′+q+q′
(2m− 1)!!(2m′ − 1)!!
=
T
(
N ;2m,2m
′
;q,q
′)
closed
T
(N ;0,0;0,0)
closed
. (14.62)
We now begin to discuss the RR closed string, D-particle scatterings considered in this
chapter.
2. Closed string D-particle scatterings
a. m = m
′
= 0 Case In chapter IX [42], the high energy scattering amplitudes and
ratios of fixed angle closed string D-particle scatterings were calculated only for the case
m = m
′
= 0. For nonzero m or m
′
cases, one encounters similar difficulties stated in the
paragraph before Eq.(14.61) to calculate the complete fixed angle amplitudes. A subset of
ratios can be extracted from Eq.(9.55) and was found to be [42]
T
(N,0,0,q,q
′
)
SD
T
(N,0,0,0,0)
SD
=
(
− 1
2M2
)q+q′
. (14.63)
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In view of the non-factorizability of Regge string D-particle scattering amplitudes calculated
in Eq.(14.49), one is tempted to conjecture that the complete ratios of fixed angle closed
string D-particle scatterings may not be factorized. But on the other hand, the decoupling
of high energy ZNS seems to imply the factorizability of the fixed angle ratios.
b. General case We can show explicitly that the leading behaviors of the inner products
in Eq.(14.41) involving k1, k2, e
T , eP and D are not affected by the replacement of eP with
eL if we take the limit b0 →∞ after taking the Regge limit. Therefore we proceed as in the
previous works on Regge scattering. The calculation for the complete ratios of leading (in
b0) RR closed string, D-particle scatterings from Eq.(14.58) gives
lim
b0→∞
A
(N ;2m,2m′;q,q′)
SD
A
(N,0,0,0,0)
SD
= (i)−q−q
′
(
−i b0
2b0M2
)q+q′ (
1
b0M
2
2
)m+m′
·
min{2m,2m′}∑
j=0
(−1)jj!
(
2m
j
)(
2m′
j
)(
b0
2
)j
(2m+ 2m′ − 2j)!
(m+m′ − j)! 2
−2m−2m′+2jbm+m
′−j
0
= (i)−q−q
′
(
−i 1
2M2
)q+q′ (
1
2M2
)2m+2m′
·
min{2m,2m′}∑
j=0
j!
(
2m
j
)(
2m′
j
)
(−2)j (2m+ 2m
′ − 2j)!
(m+m′ − j)! . (14.64)
In deriving Eq.(14.64), we have made use of Eq.(14.48) and Eq.(14.60). Note that each term
in the summation of Eq.(14.64) is not factorized.
Surprisingly, the summation in Eq.(14.64) can be performed, and the ratios can be cal-
culated to be
lim
b0→∞
A
(N ;2m,2m′;q,q′)
SD
A
(N,0,0,0,0)
SD
= (−)q+q′
(
1
2
)q+q′+2m+2m′ (
1
M2
)2m+2m′+q+q′
· 2
2m+2m′π sec
[
π
2
(2m+ 2m′)
]
Γ
(
1−2m
2
)
Γ
(
1−2m′
2
)
=
(
− 1
M2
)2m+q (
1
2
)m+q
(2m− 1)!!
(
− 1
M2
)2m′+q′ (
1
2
)m′+q′
(2m
′ − 1)!! (14.65)
which are factorized. They are exactly the same with the ratios of the high energy, fixed
angle closed string-string scattering amplitudes calculated in Eq.(14.62) and again consistent
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with the decoupling of high energy ZNS in Eq.(5.60) [27–32, 34, 36, 45]. We thus conclude
that the identification in Eq.(14.59) continues to work for string D-particle scatterings. So
the complete ratios of fixed angle closed string D-particle scatterings are
T
(
N ;2m,2m
′
;q,q
′)
SD
T
(N ;0,0;0,0)
SD
=
(
− 1
M2
)2(m+m′ )+q+q′ (
1
2
)m+m′+q+q′
(2m− 1)!!(2m′ − 1)!!
= lim
b0→∞
A
(N ;2m,2m′;q,q′)
SD
A
(N,0,0,0,0)
SD
(14.66)
where the first equality can be deduced from the decoupling of high energy ZNS. Note that,
for m = m
′
= 0, Eq.(14.66) reduces to Eq.(14.63) calculated previously in chapter IX [42].
It is well known that the closed string-string scattering amplitudes can be factorized
into two open string-string scattering amplitudes due to the existence of the KLT formula
[44]. On the contrary, there is no physical picture for open string D-particle tree scattering
amplitudes and thus no factorization for closed string D-particle scatterings into two channels
of open string D-particle scatterings, and hence no KLT-like formula there. Here what we
really mean is: two string, two D-particle scattering in the limit of infinite D-particle mass.
This can also be seen from the nontrivial string D-particle propagator in Eq.(14.6), which
vanishes for the case of closed string-string scattering.
Thus the factorized ratios in high energy fixed angle regime calculated in the RR in
Eq.(14.65) and Eq.(14.66) came as a surprise. However, these ratios are consistent with the
decoupling of high energy ZNS calculated previously in Eq.(5.60)[27–32, 34, 36, 45]. It will
be interesting if one can calculate the complete fixed angle amplitudes directly and see how
the non-factorized amplitudes can give the result of factorized ratios.
XV. THE APPELL FUNCTIONS F1 AND THE COMPLETE RSSA
In this chapter, we will show that [74] each 26D open bosonic Regge string scattering
amplitude (RSSA) can be expressed in terms of one single Appell function F1 in the Regge
limit. This result enables us to derive infinite number of recurrence relations among RSSA at
arbitrary mass levels, which are conjectured to be related to the known SL(5, C) dynamical
symmetry of F1. Since there is only one single Appell function in the expression of the
amplitudes in contrast to a sum of Kummer functions discussed in chapter XI, it is easier
to systematically construct recurrence relations among RSSA by directly using recurrence
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relations of Appell functions.
In addition, we show that these recurrence relations in the Regge limit can be systemat-
ically solved so that all RSSA can be expressed in terms of one amplitude. All these results
are dual to high energy symmetries of fixed angle string scattering amplitudes discovered
previously in chapter V[27–32, 34, 36, 45].
A. Appell functions and RSSA
The leading order high energy open string states in the Regge regime at each fixed mass
level N =
∑
n,m,l>0 npn +mqm + lrl are [71, 74]
|pn, qm, rl〉 =
∏
n>0
(αT−n)
pn
∏
m>0
(αP−m)
qm
∏
l>0
(αL−l)
rl|0, k〉. (15.1)
The momenta of the four particles on the scattering plane are
k1 =
(
+
√
p2 +M21 ,−p, 0
)
, (15.2)
k2 =
(
+
√
p2 +M22 ,+p, 0
)
, (15.3)
k3 =
(
−
√
q2 +M23 ,−q cosφ,−q sin φ
)
, (15.4)
k4 =
(
−
√
q2 +M24 ,+q cos φ,+q sin φ
)
(15.5)
where p ≡ |p˜|, q ≡ |q˜| and k2i = −M2i . The relevant kinematics in the Regge regime are
eP · k1 ≃ − s
2M2
, eP · k3 ≃ − t˜
2M2
= −t−M
2
2 −M23
2M2
; (15.6)
eL · k1 ≃ − s
2M2
, eL · k3 ≃ − t˜
′
2M2
= −t +M
2
2 −M23
2M2
; (15.7)
eT · k1 = 0, eT · k3 ≃ −
√−t (15.8)
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where t˜ = t−M22 −M23 and t˜′ = t+M22 −M23 . The s− t channel one higher spin and three
tachyons string scattering amplitudes in the Regge limit can be calculated as
A(pn;qm;rl) =
∫ 1
0
dx xk1·k2(1− x)k2·k3 ·
[
eP · k1
x
− e
P · k3
1− x
]q1 [eL · k1
x
+
eL · k3
1− x
]r1
·
∏
n=1
[
(n− 1)!eT · k3
(1− x)n
]pn ∏
m=2
[
(m− 1)!eP · k3
(1− x)m
]qm∏
l=2
[
(l − 1)!eL · k3
(1− x)l
]rl
=
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
·
r1∑
j=0
q1∑
i=0
(
r1
j
)(
q1
i
)(
−s
t˜
)i (
− s
t˜′
)j
B
(
−s
2
+N − 1− i− j,− t
2
− 1 + i+ j
)
(15.9)
where in the Regge limit the beta function B can be further reduced to
B
(
−s
2
− 1 +N − i− j,− t
2
− 1 + i+ j
)
≃ B
(
−s
2
− 1,− t
2
− 1
)
(−1)i+j (− t
2
− 1)
i+j(
s
2
)
i+j
. (15.10)
Thus
A(pn;qm;rl) = B
(
−s
2
− 1,− t
2
− 1
)
·
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
·
r1∑
j=0
q1∑
i=0
(
r1
j
)(
q1
i
)(− t
2
− 1)
i+j(
s
2
)
i+j
(s
t˜
)i ( s
t˜′
)j
(15.11)
in which the double summation can be expressed in terms of the Appell function F1 as
r1∑
j=0
q1∑
i=0
(
r1
j
)(
q1
i
)(− t
2
− 1)
i+j(
s
2
)
i+j
(s
t˜
)i ( s
t˜′
)j
=
r1∑
j=0
q1∑
i=0
(−q1)i (−r1)j
i!j!
(− t
2
− 1)
i+j(
s
2
)
i+j
(
−s
t˜
)i (
− s
t˜′
)j
= F1
(
− t
2
− 1;−q1,−r1; s
2
;−s
t˜
,− s
t˜′
)
. (15.12)
The Appell function F1 is one of the four extensions of the hypergeometric function 2F1 to
two variables and is defined to be
F1 (a; b, b
′; c; x, y) =
∞∑
m=0
∞∑
n=0
(a)m+n (b)m (b
′)n
m!n! (c)m+n
xmyn (15.13)
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where (a)n = a · (a+ 1) · · · (a+ n− 1) is the rising Pochhammer symbol. Note that when a
or b(b′) is a non-positive integer, the Appell function truncates to a polynomial. This is the
case for the Appell function in the RSSA calculated in Eq.(15.14) in the following
A(pn;qm;rl) =
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
· F1
(
− t
2
− 1;−q1,−r1; s
2
;−s
t˜
,− s
t˜′
)
· B
(
−s
2
− 1,− t
2
− 1
)
. (15.14)
Alternatively, it is interesting to note that the result calculated in Eq.(15.14) can be directly
obtained from an integral representation of F1 due to Emile Picard (1881) [149]
F1 (a; b1, b2; c; x, y) =
Γ(c)
Γ(a)Γ(c− a)
∫ 1
0
dt ta−1(1− t)c−a−1(1− xt)−b1(1− yt)−b2, (15.15)
which was later generalized by Appell and Kampe de Feriet (1926) [150] to n variables
F1 (a; b1, b2..., bn; c; x1, x2..., xn) =
Γ(c)
Γ(a)Γ(c− a)
∫ 1
0
dt ta−1(1− t)c−a−1
· (1− x1t)−b1(1− x2t)−b2...(1 − xnt)−bn . (15.16)
Eq.(15.16) may have application for higher point RSSA. To apply the Picard formula in
Eq.(15.15), we do the transformation x→ (1− x), and RSSA can be calculated to be
A(pn;qm;rl) =
∫ 1
0
dx (1− x)−
s
2
+N−2 x−
t
2
−2 ·
[
1− s
t˜
x
1− x
]q1 [
1− s
t˜′
x
1− x
]r1
·
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
≃ B
(
− t
2
− 1,−s
2
− 1
)
· F1
(
− t
2
− 1,−q1,−r1,− s2 ;
s
t˜
,
s
t˜′
)
·
∏
n=1
[
(n− 1)!√−t]pn ∏
m=1
[
−(m− 1)! t˜
2M2
]qm∏
l=1
[
(l − 1)! t˜
′
2M2
]rl
, (15.17)
which is consistent with the result calculated in Eq.(15.14). It is important to note that
although F1 in Eq.(15.14) is a polynomial in s, the result in Eq.(15.14) is valid only for the
leading order in s in the Regge limit. Note that in contrast to the previous calculation [71]
in Eq.(11.86) and Eq.(11.87) where a finite sum of Kummer functions was obtained, here we
get only one single Appell function in Eq.(15.14). This simplification will greatly simplify
the calculation of recurrence relations among RSSA to be discussed in the next section.
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B. Solving all RSSA by Appell recurrence relations
The Appell function F1 entails four recurrence relations among contiguous functions
(a− b1 − b2)F1 (a; b1, b2; c; x, y)− aF1 (a+ 1; b1, b2; c; x, y)
+b1F1 (a; b1 + 1, b2; c; x, y) + b2F1 (a; b1, b2 + 1; c; x, y) = 0, (15.18)
cF1 (a; b1, b2; c; x, y)− (c− a)F1 (a; b1, b2; c+ 1; x, y)
−aF1 (a+ 1; b1, b2; c+ 1; x, y) = 0, (15.19)
cF1 (a; b1, b2; c; x, y) + c (x− 1)F1 (a; b1 + 1, b2; c; x, y)
− (c− a)xF1 (a; b1 + 1, b2; c+ 1; x, y) = 0, (15.20)
cF1 (a; b1, b2; c; x, y) + c (y − 1)F1 (a; b1, b2 + 1; c; x, y)
− (c− a) yF1 (a; b1, b2 + 1; c+ 1; x, y) = 0. (15.21)
All other recurrence relations can be deduced from these four relations. We can easily solve
the Appell function in Eq.(15.14) and express it in terms of the RSSA
F1
(
− t
2
− 1;−q1,−r1; s
2
;−s
t˜
,− s
t˜′
)
=
A(pn;qm;rl)
B
(− s
2
− 1,− t
2
− 1) ∏
n=1
[
(n− 1)!√−t]−pn ∏
m=1
[
−(m− 1)! t˜
2M2
]−qm∏
l=1
[
(l − 1)! t˜
′
2M2
]−rl
.
(15.22)
Note that among the set of integers (pn, qm, rl) on the right hand side of Eq.(15.22), only
(−q1,−r1) dependence shows up on the Appell function F1 on the left hand side of Eq.(15.22).
Indeed, for those highest spin string states at the mass level M22 = 2 (N − 1)
|N ; q1, r1〉 ≡
(
αT−1
)N−q1−r1 (
αP−1
)q1 (
αL−1
)r1 |0, k〉, (15.23)
the string amplitudes reduce to
A(N ;q1,r1) =
(√−t)N−q1−r1 (− t˜
2M2
)q1 (
t˜′
2M2
)r1
· F1
(
− t
2
− 1;−q1,−r1; s
2
;−s
t˜
,− s
t˜′
)
B
(
−s
2
− 1,− t
2
− 1
)
, (15.24)
which can be used to solve easily the Appell function F1 in terms of the RSSA A
(N ;q1,r1).
We now proceed to show that the recurrence relations of the Appell function F1 in the
Regge limit in Eq.(15.14) can be systematically solved so that all RSSA can be expressed in
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terms of one amplitude. As the first step, we note that in [71] the RSSA was expressed in
terms of finite sum of Kummer functions. There are two equivalent expressions [71] which
were written in Eq.(11.86) and Eq.(11.87) in section XI.D.
It is easy to see that, for q1 = 0 in Eq.(11.86) or r1 = 0 in Eq.(11.87),
the RSSA can be expressed in terms of only one single Kummer function
U
(
−r1, t2 + 2− r1, t˜
′
2
)
or U
(
−q1, t2 + 2− q1, t˜2
)
, which are thus related to the Appell func-
tion F1
(
− t
2
− 1; 0,−r1; s2 ;−
s
t˜
,− s
t˜′
)
or F1
(
− t
2
− 1;−q1, 0; s2 ;−
s
t˜
,− s
t˜′
)
respectively in the
Regge limit in Eq.(15.14). Indeed, one can easily calculate
lim
s→∞
F1
(
− t
2
− 1; 0,−r1; s
2
;−s
t˜
,− s
t˜′
)
=
(
2
t˜′
)r1
U
(
−r1, t
2
+ 2− r1, t˜
′
2
)
, (15.25)
lim
s→∞
F1
(
− t
2
− 1;−q1, 0; s
2
;−s
t˜
,− s
t˜′
)
=
(
2
t˜
)q1
U
(
−q1, t
2
+ 2− q1, t˜
2
)
. (15.26)
On the other hand, it was shown in Eq.(11.141) [71] that the ratio
U(α, γ, z)
U(0, z, z)
= f(α, γ, z), α = 0,−1,−2,−3, ... (15.27)
is determined and f(α, γ, z) can be calculated by using recurrence relations of U(α, γ, z).
Note that U(0, z, z) = 1 by explicit calculation. We thus conclude that in the Regge limit
c =
s
2
→∞; x, y →∞; a, b1, b2 fixed, (15.28)
the Appell functions F1 (a; 0, b2; c; x, y) and F1 (a; b1, 0; c; x, y) are determined up to an overall
factor by recurrence relations. The next step is to derive the recurrence relation
yF1 (a; b1, b2; c; x, y)− xF1 (a; b1 + 1, b2 − 1; c; x, y) + (x− y)F1 (a; b1 + 1, b2; c; x, y) = 0,
(15.29)
which can be obtained from Eq.(15.20) and Eq.(15.21). We are now ready to show that
the recurrence relations of the Appell function F1 in the Regge limit in Eq.(15.14) can be
systematically solved so that all RSSA can be expressed in terms of one amplitude. We will
use the short notation F1 (a; b1, b2; c; x, y) = F1 (b1, b2) in the following. For b2 = −1, by
using Eq.(15.29) and the known F1 (b1, 0) and F1 (0, b2), one can easily show that F1 (b1,−1)
are determined for all b1 = −1,−2,−3.... Similarly, F1 (b1,−2) are determined for all b1 =
−1,−2,−3....if one uses the result of F1 (b1,−1) in addition to Eq.(15.29) and the known
F1 (b1, 0) and F1 (0, b2). This process can be continued and one ends up with the result
that F1 (b1, b2) are determined for all b1, b2 = −1,−2,−3.... This completes the proof that
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the recurrence relations of the Appell function F1 in the Regge limit in Eq.(15.14) can be
systematically solved so that all RSSA can be expressed in terms of one amplitude.
C. Higher recurrence relations
With the result calculated in Eq.(15.14), one can easily derive many recurrence relations
among RSSA at arbitrary mass levels. For example, the identity in Eq.(15.29) leads to
√−t [A(N ;q1,r1) + A(N ;q1−1,r1+1)]−M2A(N ;q1−1,r1) = 0, (15.30)
which is the generalization of Eq.(11.152) discussed in chapter XI [71] for mass level M22 = 4
to arbitrary mass levels M22 = 2(N − 1). Incidentally, one should keep in mind that the
recurrence relations among RSSA are valid only in the Regge limit. We give one example
to illustrate the calculation. By using Eq.(15.18) and Eq.(15.19), we have
(c− b1 − b2)F1 (a; b1, b2; c+ 1; x, y)− cF1 (a; b1, b2; c; x, y)
+b1F1 (a; b1 + 1, b2; c+ 1; x, y) + b2F1 (a; b1, b2 + 1; c+ 1; x, y) = 0. (15.31)
Then with Eq.(15.20) and Eq.(15.21), we obtain
(c− b1 − b2) yF1 (a; b1 − 1, b2; c; x, y)
+ [(a− b1 − b2) xy − (c− 2b1 − b2) y + b2x]F1 (a; b1, b2; c; x, y)
+b1 (x− 1) yF1 (a; b1 + 1, b2; c; x, y) + b2x (y − 1)F1 (a; b1, b2 + 1; c; x, y) = 0, (15.32)
(c− b1 − b2)xF1 (a; b1, b2 − 1; c; x, y)
+ [(a− b1 − b2) xy − (c− b1 − 2b2) x+ b1y]F1 (a; b1, b2; c; x, y)
+b1 (x− 1) yF1 (a; b1 + 1, b2; c; x, y) + b2x (y − 1)F1 (a; b1, b2 + 1; c; x, y) = 0. (15.33)
Finally by Combining Eq.(15.29) and Eq.(15.33), and taking the leading term of s in the
Regge limit, we end up with the recurrence relation for b2
cx2F1 (a; b1, b2; c; x, y)
+
[
(a− b1 − b2 − 1)xy2 + cx2 − 2cxy
]
F1 (a; b1, b2 + 1; c; x, y)
− [(a + 1)x2y − (a− b2 − 1) xy2 − cx2 + cxy]F1 (a; b1, b2 + 2; c; x, y)
− (b2 + 2)x (x− y) yF1 (a; b1, b2 + 3; c; x, y) = 0, (15.34)
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which leads to a recurrence relation for RSSA at arbitrary mass levels
t˜′2A(N ;q1,r1)
+
[
t˜′2 + t˜
(
t− 2t˜′ − 2q1 − 2r1 + 4
)]( t˜′2M2√−t
)
A(N ;q1,r1+1)
+
[
t˜′2 − t˜′ (t˜+ t)+ t˜ (t− 2r1 + 4)]
(
t˜′
2M2√−t
)2
A(N ;q1,r1+2)
−2 (r1 − 2)
(
t˜′ − t˜)( t˜′2M2√−t
)3
A(N ;q1,r1+3) = 0. (15.35)
More higher recurrence relations which contain general number of l ≥ 3 Appell functions
can be found in [76].
Since it was shown that [75] the Appell function F1 are basis vectors for models of ir-
reducible representations of sl(5, C) algebra, it is reasonable to believe that the spacetime
symmetry of Regge string theory is closely related to SL(5, C) non-compact group. In par-
ticular, the recurrence relations of RSSA studied in this chapter are related to the SL(5, C)
group as well. Further investigation remains to be done and more evidences need to be
uncovered.
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Appendix A: Linear relations at mass levels M2 = 6 and M2 = 8 in GR
At mass level M2 = 6, the most general form of physical states at mass level M2 = 6 are
given by
[ǫµνλσα
µ
−1α
ν
−1α
λ
−1α
σ
−1 + ǫ(µνλ)α
µ
−1α
ν
−1α
λ
−2 + ǫµν,λα
µ
−1α
ν
−1α
λ
−2
+ ǫ
(1)
(µν)α
µ
−1α
ν
−3 + ǫ
(1)
[µν]α
µ
−1α
ν
−3 + ǫ
(2)
(µν)α
µ
−2α
ν
−2 + ǫµα
µ
−4]|0, k〉, (A.1)
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where ǫµν,λ represents the mixed symmetric spin three states, that is, one first symmetrizes
µν and then anti-symmetrizes µλ. The Virasoro constraints are calculated to be
2kσǫ(µνλσ) + ǫ(µνλ) = 0, (A.2)
2kλǫ(µνλ) + k
λ(ǫλµ,ν + ǫµλ,ν) + 3(ǫ
(1)
(µν) + ǫ
(1)
[µν]) + 4ǫ
(2)
(µν) = 0, (A.3)
kµǫ
(1)
(µν) + k
µǫ
(1)
[µν] + 4ǫν = 0, (A.4)
6ηλσǫ(µνλσ) + 2k
λǫ(µνλ) +
1
2
kλ(ǫµν,λ + ǫνµ,λ) + 3ǫ
(1)
(µν) = 0, (A.5)
ηµνǫ(µνλ) + η
µνǫ(µν,λ) + 4k
µε
(2)
(µν) + 4ǫλ = 0. (A.6)
In the high energy limit, by replacing P by L and ignoring irrelevant states, one gets
ǫ(TTTT ) : ǫ(TTLL) : ǫ(LLLL) : ǫTT,L : ǫ(TTL) : ǫ(LLL) : ǫ
(2)
(LL) = 48 : 4 : 1 : 12
√
6 : 8
√
6 : 2
√
6 : 6.
After including the normalization factor of the field variables and the appropriate symmetry
factors, one ends up with
T(TTTT ) : T(TTLL) : T(LLLL) : TTT,L : T(TTL) : T(LLL) : T(LL)
= 4!ǫ(TTTT ) : 4!ǫ(TTLL) : 4!ǫ(LLLL) : −4ǫTT,L : −4ǫ(TTL) : −4ǫ(LLL) : 8ǫ(2)(LL)
= 16 :
4
3
:
1
3
: −2
√
6
3
: −4
√
6
9
: −
√
6
9
:
2
3
. (A.7)
At mass level M2 = 8, the most general form of physical states at mass level M2 = 8 are
given by (for simplicity, we neglect terms containing αµ−n with n ≥ 3)
[ǫµνλσρα
µ
−1α
ν
−1α
λ
−1α
σ
−1α
ρ
−1 + ǫ(µνλσ)α
µ
−1α
ν
−1α
λ
−1α
ρ
−2 + ǫ(µνλ)α
µ
−1α
ν
−2α
λ
−2
+ ǫµνλ,σα
µ
−1α
ν
−1α
λ
−1α
ρ
−2 + ǫµ,νλα
µ
−1α
ν
−2α
λ
−2]|0, k〉, (A.8)
where ǫµνλ,σ represents the mixed symmetric spin four states, that is, first symmetrizes µνλ
and then anti-symmetrizes µσ. Similar definition for the mixed symmetric spin three states
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ǫµ,νλ. The Virasoro constraints are calculated to be
5kσǫ(µνλσρ) + 2ǫ(µνλσ) = 0, (A.9)
3kλǫ(µνλσ) +
1
2
kλ[(ǫµνλ,σ + ǫλµν,σ + ǫµλν,σ) + (µ↔ ν)]
+4ǫ(µνσ) + ǫµ,νσ + ǫν,µσ = 0, (A.10)
kµǫ(µνλ) +
1
2
kµ(ǫµ,νλ + ǫµ,λν) = 0, (A.11)
5ηρσǫ(µνλσρ) + k
σǫ(µνλσ) +
1
3
kσ(ǫµνλ,σ + ǫνλµ,σ + ǫλµν,σ) = 0, (A.12)
3ηνλǫ(µνλσ) + η
νλ(ǫµνλ,σ + ǫλµν,σ + ǫνλµ,σ) + 4k
λε(µσλ) + 2k
λ(εµ,σλ + εµ,λσ) = 0. (A.13)
In the high energy limit, by replacing P by L and ignoring irrelevant states, one gets
ǫ(TTTTT ) : ǫ(TTTL) : ǫ(TTTLL) : ǫ(TLLL) : ǫ(TLLLL) : ǫ(TLL) : ǫT,LL : ǫTLL,L : ǫTTT,L
=
4
15
:
√
2
12
:
2
120
:
√
2
64
:
1
320
:
1
24
:
1
12
:
√
2
192
:
√
2
4
. (A.14)
After including the normalization factor of the field variables and the appropriate symmetry
factors, one ends up with
T(TTTTT ) : T(TTTL) : T(TTTLL) : T(TLLL) : T(TLLLL) : T(TLL) : TT,LL : TTLL,L : TTTT,L
= 5!ǫ(TTTTT ) : 3!× 2ǫ(TTTL) : 5!ǫ(TTTLL) : 3!× 2ǫ(TLLL) : 5!ǫ(TLLLL)
: 8ǫ(TLL) : 8ǫT,LL : 3!× 2ǫTLL,L : 3!× 2ǫTTT,L
= 32 :
√
2 : 2 :
3
√
2
16
:
3
8
:
1
3
:
2
3
:
√
2
16
: 3
√
2. (A.15)
Appendix B: High energy limit of Virasoro constraints
1. Bosonic String
To take the high energy limit for the Virasoro constraints, we replace the indices (µi, νi)
by L or T , and
kµi → MeL, ηµ1µ2 → eT eT . (B.1)
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where M is the mass operator. Equations (5.110a) and (5.110b) become
0 = M L µ12 · · · µ1m1
N⊗
j 6=1
µj1 · · · µjmj
+
m1∑
i=2
µ12 · · · µˆ1i · · · µ1m1 ⊗ µ1i µ21 · · · µ2m2
N⊗
j 6=1,2
µj1 · · · µjmj
+
N∑
l=3
(l − 1) µ12 · · · µ1m1
⊗
ml−1∑
i=1
µl−11 · · · µˆl−1i · · · µl−1ml−1 ⊗ µl−1i µl1 · · · µlml
N⊗
j 6=1,l,l−1
µj1 · · · µjmj , (B.2a)
and
0 =
1
2
T T µ13 · · · µ1m1
N⊗
j 6=1
µj1 · · · µjmj
+M µ13 · · · µ1m1 ⊗ µ21 · · · µ2m2 L
N⊗
j 6=1,2
µj1 · · · µjmj
+
m1∑
i=3
µ13 · · · µˆ1i · · · µ1m1 ⊗ µ1i µ31 · · · µ3m3
N⊗
j 6=1,3
µj1 · · · µjmj
+
N∑
l=4
(l − 2) µ13 · · · µ1m1
⊗
ml−2∑
i=1
µl−21 · · · µˆl−2i · · · µl−2ml ⊗ µl−2i µl1 · · · µlml
N⊗
j 6=1,l,l−2
µj1 · · · µjmj . (B.2b)
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The indices and
{
µji
}
are symmetric and can be chosen to have lj of {L} which 0 ≤ lj ≤ mj
and {T} for the rest. Thus
0 = M µ12 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1+1
N⊗
j 6=1
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µ12 µ21 T · · · T︸ ︷︷ ︸
m2−1−l2
L · · · L︸ ︷︷ ︸
l2
N⊗
j 6=1,2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ (m1 − 2− l1) µ12 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µ21 T · · · T︸ ︷︷ ︸
m2−l2
L · · · L︸ ︷︷ ︸
l2
N⊗
j 6=1,2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ l1 µ12 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ µ21 T · · · T︸ ︷︷ ︸
m2−1−l2
L · · · L︸ ︷︷ ︸
l2+1
N⊗
j 6=1,2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=3
(l − 1) µ12 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
ml−1−1−ll−1
L · · · L︸ ︷︷ ︸
ll−1
⊗ µl−11 µl1 T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−1
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=3
(l − 1) (ml−1 − 1− ll−1) µ12 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µl−11 T · · · · · · T︸ ︷︷ ︸
ml−1−2−ll−1
L · · · L︸ ︷︷ ︸
ll−1
⊗ µl1 T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−1
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=3
ll−1 (l − 1) µ12 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µl−11 T · · · · · · T︸ ︷︷ ︸
ml−1−1−ll−1
L · · · L︸ ︷︷ ︸
ll−1−1
⊗ µl1 T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll+1
N⊗
j 6=1,l,l−1
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
, (B.3a)
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and
0 =
1
2
µ13 T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
N⊗
j 6=1
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+M µ13 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µ21 T · · · T︸ ︷︷ ︸
m2−1−l2
L · · · L︸ ︷︷ ︸
l2+1
N⊗
j 6=1,2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µ13 µ31 T · · · T︸ ︷︷ ︸
m3−1−l3
L · · · L︸ ︷︷ ︸
l3
N⊗
j 6=1,3
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ (m1 − 3− l1) µ13 T · · · T︸ ︷︷ ︸
m1−4−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µ31 T · · · T︸ ︷︷ ︸
m3−l3
L · · · L︸ ︷︷ ︸
l3
N⊗
j 6=1,3
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+ l1 µ13 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ µ31 T · · · T︸ ︷︷ ︸
m3−1−l3
L · · · L︸ ︷︷ ︸
l3+1
N⊗
j 6=1,3
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=4
(l − 2) µ13 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
ml−2−1−ll−2
L · · · L︸ ︷︷ ︸
ll−2
⊗ µl−21 µl1 T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=4
(l − 2) (ml−2 − 1− ll−2) µ13 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ µl−21 T · · · T︸ ︷︷ ︸
ml−2−2−ll−2
L · · · L︸ ︷︷ ︸
ll−2
⊗ µl1 T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=4
ll−2 (l − 2) µ13 T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗
ml−2∑
i=2
µl−21 T · · · T︸ ︷︷ ︸
ml−2−1−ll−2
L · · · L︸ ︷︷ ︸
ll−2−1
⊗ µl1 T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll+1
N⊗
j 6=1,l,l−2
µj1 T · · · T︸ ︷︷ ︸
mj−1−lj
L · · · L︸ ︷︷ ︸
lj
. (B.3b)
There are still some undetermined parameters µ12, µ
1
3 and µ
j
1 (j ≥ 2), which can be chosen
to be L or T , in the above equations. However, it is easy to see that both choices lead to
the same equations. Therefore, we will set all of them to be T in the following. The final
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Virasoro constraints at high energies become
0 = M T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1+1
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+ (m1 − 1− l1) T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
m2+1−l2
L · · · L︸ ︷︷ ︸
l2
N⊗
j 6=1,2
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+ l1 T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ T · · · T︸ ︷︷ ︸
m2−l2
L · · · L︸ ︷︷ ︸
l2+1
N⊗
j 6=1,2
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=3
(l − 1) (ml−1 − ll−1) T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
ml−1−1−ll−1
L · · · L︸ ︷︷ ︸
ll−1
⊗ T · · · T︸ ︷︷ ︸
ml+1−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=3
ll−1 (l − 1) T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
ml−1−ll−1
L · · · L︸ ︷︷ ︸
ll−1−1
⊗ T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll+1
N⊗
j 6=1,l,l−1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
, (B.4a)
and
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0 =
1
2
T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+M T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
m2−l2
L · · · L︸ ︷︷ ︸
l2+1
k
N⊗
j 6=1,2
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+ (m1 − 2− l1) T · · · T︸ ︷︷ ︸
m1−3−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
m3+1−l3
L · · · L︸ ︷︷ ︸
l3
N⊗
j 6=1,3
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+ l1 T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ T · · · T︸ ︷︷ ︸
m3−l3
L · · · L︸ ︷︷ ︸
l3+1
N⊗
j 6=1,3
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=4
(l − 2) (ml−2 − ll−2) T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
ml−2−1−ll−2
L · · · L︸ ︷︷ ︸
ll−2
⊗ T · · · T︸ ︷︷ ︸
ml+1−ll
L · · · L︸ ︷︷ ︸
ll
N⊗
j 6=1,l,l−2
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
+
N∑
l=4
ll−2 (l − 2) T · · · T︸ ︷︷ ︸
m1−2−l1
L · · · L︸ ︷︷ ︸
l1
⊗
ml−2∑
i=2
T · · · T︸ ︷︷ ︸
ml−2−ll−2
L · · · L︸ ︷︷ ︸
ll−2−1
⊗ T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll+1
N⊗
j 6=1,l,l−2
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
. (B.4b)
To solve the above constraints, we need the following lemma to further simplify them.
Lemma
T · · · T L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
m2−l2
L · · · L ⊗ · · ·︸ ︷︷ ︸
{mj ,j≥3}
≡ 0, (B.5)
except for (i) l2 = m2, mj = 0 for j ≥ 3 and (ii) l1 = 2m.
Proof: In the high energy limit, we only need to consider the leading energy terms.
To count the energy scaling behavior: each T contributes a factor of energy E and each L
contributes E2. Any terms with total energy order level less than N are sub-leading terms
and can be ignored.
(i) If l2 6= m2 and mj 6= 0, j ≥ 3, then in Eq.(B.4a),
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1. for l1 = 0, all terms except the first term are sub-leading, then
T · · · T L · · · L︸ ︷︷ ︸
1
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
= 0, (B.6)
2. for l1 = 1, the third term is sub-leading, and (B.6) implies all other terms except the
first term are vanished, then
T · · · T L · · · L︸ ︷︷ ︸
2
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
= 0, (B.7)
3. if for l1 = l
′,
T · · · T L · · · L︸ ︷︷ ︸
l′−1
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
= 0, (B.8)
and
T · · · T L · · · L︸ ︷︷ ︸
l′
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
= 0, (B.9)
(B.4a) implies all terms except the first term are vanished, then
T · · · T L · · · L︸ ︷︷ ︸
l′+1
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
= 0. (B.10)
(ii) If l2 = m2 and mj = 0 for j ≥ 3, then Eq.(B.4a) reduces to
M T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1+1
⊗ L · · · L︸ ︷︷ ︸
m2
+ l1 T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ L · · · L︸ ︷︷ ︸
m2+1
= 0. (B.11)
Similarly, we have in Eq.(B.11),
1. for l1 = 0,
T · · · T L · · · L︸ ︷︷ ︸
1
⊗ L · · · L = 0, (B.12)
2. if for l1 = 2m,
T · · · T L · · · L︸ ︷︷ ︸
2m−1
⊗ L · · · L = 0, (B.13)
then (B.11) implies
T · · · T L · · · L︸ ︷︷ ︸
2m+1
⊗ L · · · L = 0. (B.14)
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Finally, the Virasoro constraints at high energies reduce to
T · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m+2
⊗ L · · · L︸ ︷︷ ︸
q
= −2m+ 1
M
T · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q+1
, (B.15a)
T · · · T︸ ︷︷ ︸
n−2q−2−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q+1
= − 1
2M
T · · · T︸ ︷︷ ︸
n−2q−2m
L · · · L︸ ︷︷ ︸
2m
⊗ L · · · L︸ ︷︷ ︸
q
, (B.15b)
where we have renamed m2 → q and m1 → N − 2q.
2. Superstring
Applying Virasoro conditions (8.27) and (8.28) on the states (8.39), we obtain
G1/2 |N〉 =
∑
{mj ,mr}
[
kν
1/2
1 ν
1/2
1 · · · ν1/2m1/2
T N⊗
j=1
µj1 · · · µjmj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥1
ml∑
i=1
l µl1 · · · µˆli · · · µlml ⊗ µli ν
l+1/2
1 · · · νl+1/2ml+1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,l+1/2
νr1 · · · νrmr
T
+
m1/2∑
i=2
ν
1/2
i µ
1
1 · · · µ1m1 ⊗ (−1)
i+1
ν
1/2
2 · · · νˆ1/2i · · · ν1/2m1/2
T
N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥2
ml−1/2∑
i=1
(−1)i+1 νl−1/2i µl1 · · · µlml ⊗ ν
l−1/2
1 · · · νˆl−1/2i · · · νl−1/2ml−1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,l−1/2
νr1 · · · νrmr
T
]
· 1(
m1/2 − 1
)
!
ψ
ν
1/2
2 ···ν
1/2
m1/2
−1/2
N∏
j=1
1
jmjmj !
α
µj1···µjmj
−j
N−1/2∏
r 6=1/2
1
mr!
ψ
νr1 ···νrmr
−r , (B.16a)
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and
G3/2 |N〉 =
∑
{mj ,mr}
[
ν
3/2
1 · · · ν3/2m3/2
T
kν
3/2
1
N⊗
j=1
µj1 · · · µjmj
N−1/2⊗
r 6=3/2
νr1 · · · νrmr
T
+ ηµν µ µ11 · · · µ1m1 ⊗ ν ν1/21 · · · ν1/2m1/2
T
⊗ ν3/22 · · · ν3/2m3/2
T
N⊗
j 6=1
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,3/2
νr1 · · · νrmr
T
+
∑
l≥1
ml∑
i=1
l µl1 · · · µˆli · · · µlml ⊗ µli ν
l+3/2
1 · · · νl+3/2ml+3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=3/2,l+3/2
νr1 · · · νrmr
T
+
m3/2∑
i=2
3 ν
3/2
i µ
3
1 · · · µ3m3 ⊗ (−1)
i+1
ν
3/2
2 · · · νˆ3/2i · · · ν3/2m3/2
T
N⊗
j 6=3
µj1 · · · µjmj
N−1/2⊗
r 6=3/2
νr1 · · · νrmr
T
+
∑
l≥2,l 6=3
ml−3/2∑
i=1
ν
l−3/2
i µ
l
1 · · · µlml ⊗ ν
l−3/2
1 · · · νˆl−3/2i · · · νl−3/2ml−3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=3/2,l−3/2
νr1 · · · νrmr
T
]
· 1(
m3/2 − 1
)
!
ψ
ν
3/2
2 ···ν
3/2
m3/2
−3/2
N∏
j=1
1
jmjmj !
α
µj1···µjmj
−j
N−1/2∏
r 6=3/2
1
mr!
ψ
νr1 ···νrmr
−r , (B.16b)
where we have used the identities of the Young tableaux,
1 · · · p = 1
p
[
1 + σ(21) + σ(321) + · · ·+ σ(p···1)
]
1 ⊗ 2 · · · p
=
1
p
p∑
i=1
σ(i1) 1 ⊗ 2 · · · p , (B.17)
1 · · · p
T
=
1
p
[
1− σ(21) + σ(321) − · · ·+ (−1)p+1 σ(p···1)
]
1 ⊗ 2 · · · p
T
=
1
p
p∑
i=1
(−1)i+1 σ(i···1) 1 ⊗ 2 · · · p
T
. (B.18)
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We then obtain the constraint equations
0 = kν
1/2
1 ν
1/2
1 · · · ν1/2m1/2
T N⊗
j=1
µj1 · · · µjmj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥1
ml∑
i=1
l µl1 · · · µˆli · · · µlml ⊗ µli ν
l+1/2
1 · · · νl+1/2ml+1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,l+1/2
νr1 · · · νrmr
T
+
m1/2∑
i=2
ν
1/2
i µ
1
1 · · · µ1m1 ⊗ (−1)
i+1
ν
1/2
2 · · · νˆ1/2i · · · ν1/2m1/2
T
N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥2
ml−1/2∑
i=1
(−1)i+1 νl−1/2i µl1 · · · µlml ⊗ ν
l−1/2
1 · · · νˆl−1/2i · · · νl−1/2ml−1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,l−1/2
νr1 · · · νrmr
T
, (B.19a)
0 = ν
3/2
1 · · · ν3/2m3/2
T
kν
3/2
1
N⊗
j=1
µj1 · · · µjmj
N−1/2⊗
r 6=3/2
νr1 · · · νrmr
T
+ ηµν µ µ11 · · · µ1m1 ⊗ ν ν1/21 · · · ν1/2m1/2
T
⊗ ν3/22 · · · ν3/2m3/2
T
N⊗
j 6=1
µj1 · · · µjmj
N−1/2⊗
r 6=1/2,3/2
νr1 · · · νrmr
T
+
∑
l≥1
ml∑
i=1
l µl1 · · · µˆli · · · µlml ⊗ µli ν
l+3/2
1 · · · νl+3/2ml+3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
µj1 · · · µjmj
N−1/2⊗
r 6=3/2,l+3/2
νr1 · · · νrmr
T
+
m3/2∑
i=2
3 ν
3/2
i µ
3
1 · · · µ3m3 ⊗ (−1)
i+1
ν
3/2
2 · · · νˆ3/2i · · · ν3/2m3/2
T
N⊗
j 6=3
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Taking the high energy limit in the above equations by letting (µi, νi)→ (L, T ), and
kµi → M (eL)µi , ηµ1µ2 → (eT )µ1 (eT )µ2 , (B.20)
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we get
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The indices
{
µji
}
are symmetric and can be chosen to have lj of {L} and {T}, while {νri }
are antisymmetric and we keep them as what they are at this moment. Thus
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There are some undetermined parameters, which can be L or T , in the above equations.
However, it is easy to see that both choice lead to the same equations. Therefore, we will
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set all of them to be T in the following. Thus, the constrain equations become
0 =M L ν
1/2
2 · · · ν1/2m1/2
T N⊗
j=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥1
l (ml − ll) T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll
⊗ T νl+1/21 · · · νl+1/2ml+1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2,l+1/2
νr1 · · · νrmr
T
+
∑
l≥1
lll T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll−1
⊗ L νl+1/21 · · · νl+1/2ml+1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2,l+1/2
νr1 · · · νrmr
T
+
m1/2∑
i=2
ν
1/2
i T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ (−1)i+1 ν1/22 · · · νˆ1/2i · · · ν1/2m1/2
T
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2
νr1 · · · νrmr
T
+
∑
l≥2
ml−1/2∑
i=1
(−1)i+1 νl−1/2i T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll
⊗ νl−1/21 · · · νˆl−1/2i · · · νl−1/2ml−1/2
T
⊗ ν1/22 · · · ν1/2m1/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2,l−1/2
νr1 · · · νrmr
T
, (B.23a)
316
0 = M L ν
3/2
2 · · · ν3/2m3/2
T N⊗
j=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=3/2
νr1 · · · νrmr
T
+ T · · · T︸ ︷︷ ︸
m1+1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ T ν1/21 · · · ν1/2m1/2
T
⊗ ν3/22 · · · ν3/2m3/2
T
N⊗
j 6=1
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=1/2,3/2
νr1 · · · νrmr
T
+
∑
l≥1
l (ml − ll) T · · · T︸ ︷︷ ︸
ml−1−ll
L · · · L︸ ︷︷ ︸
ll
⊗ T νl+3/21 · · · νl+3/2ml+3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=3/2,l+3/2
νr1 · · · νrmr
T
+
∑
l≥1
lll T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll−1
⊗ L νl+3/21 · · · νl+3/2ml+3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=3/2,l+3/2
νr1 · · · νrmr
T
+
m3/2∑
i=2
3 ν
3/2
i T · · · T︸ ︷︷ ︸
m3−l3
L · · · L︸ ︷︷ ︸
l3
⊗ (−1)i+1 ν3/22 · · · νˆ3/2i · · · ν3/2m3/2
T
N⊗
j 6=3
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=3/2
νr1 · · · νrmr
T
+
∑
l≥2,l 6=3
ml−3/2∑
i=1
ν
l−3/2
i T · · · T︸ ︷︷ ︸
ml−ll
L · · · L︸ ︷︷ ︸
ll
⊗ (−1)i+1 νl−3/21 · · · νˆl−3/2i · · · νl−3/2ml−3/2
T
⊗ ν3/22 · · · ν3/2m3/2
T N⊗
j 6=l
T · · · T︸ ︷︷ ︸
mj−lj
L · · · L︸ ︷︷ ︸
lj
N−1/2⊗
r 6=3/2,l−3/2
νr1 · · · νrmr
T
. (B.23b)
Next, we will deal with those antisymmetric indices{νri }. In this case, there are much fewer
possibilities which we can chosen, i.e.
νr1 · · · νrmr ≡ νr1 νr2
(
= T L , T , L or 0
)
. (B.24)
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r
2
T
. (B.26)
Using the following lemma,
Lemma:
T · · · T L · · · L︸ ︷︷ ︸
l1
⊗ T · · · T︸ ︷︷ ︸
m2−l2
L · · · L ⊗ ν1/21 ν1/22︸ ︷︷ ︸
m1/2
⊗ ν3/22 ⊗ · · · ≡ 0, (B.27)
except for (i) mj≥3 = mr≥3/2 = 0, l2 = m2, l3/2 = m3/2 = 1 and (ii) l1 + l1/2 = 2k
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The equations (B.25) and (B.26) reduce to
0 = M T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ν1/22 ν1/23
T
⊗ ν3/21
+ l1 T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ν1/23
T
⊗ L ν3/21
T
− ν1/22 T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ ν1/23 ⊗ ν3/21
+ ν
1/2
3 T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ⊗ ν3/21
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ ν3/21 L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ν1/23
T
⊗ 0
− T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ν1/23
T
⊗ ν3/21 , (B.28a)
0 =M T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ν1/23
T
⊗ L ν3/21
T
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ν1/22 ν1/23
T
⊗ ν3/21
− T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ ν1/22 L · · · L︸ ︷︷ ︸
m2
⊗ ν1/23 ⊗ ν3/21
+ T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ ν1/23 L · · · L︸ ︷︷ ︸
m2
⊗ ν1/22 ⊗ ν3/21 . (B.28b)
From the first equation we have:
For ν
1/2
2 = 0, ν
1/2
3 = 0 and ν
3/2
1 = 0,
0 = M T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ⊗ 0
+ l1 T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L (B.29)
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For ν
1/2
2 = T , ν
1/2
3 = L and ν
3/2
1 = 0,
0 = l1 T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T L
T
⊗ L
− T · · · T︸ ︷︷ ︸
m1+1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ⊗ 0
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1+1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ⊗ 0 (B.30)
For ν
1/2
2 = T , ν
1/2
3 = 0 and ν
3/2
1 = L,
0 = −M T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T L
T
⊗ L
+ (−1) T · · · T︸ ︷︷ ︸
m1+1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2+1
⊗ T ⊗ 0 (B.31)
For ν
1/2
2 = L, ν
1/2
3 = 0 and ν
3/2
1 = L,
0 = (−1) T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1+1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2+1
⊗ L ⊗ 0 (B.32)
From the second equation we have:
For ν
1/2
2 = 0, ν
1/2
3 = 0 and ν
3/2
1 = 0,
0 = M T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
+ T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ⊗ 0 . (B.33)
For ν
1/2
2 = T , ν
1/2
3 = L and ν
3/2
1 = 0⇒,
0 =M T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T L
T
⊗ L
+ T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2+1
⊗ T ⊗ 0 . (B.34)
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For ν
1/2
2 = T , ν
1/2
3 = 0 and ν
3/2
1 = L,
0 = 0. (B.35)
For ν
1/2
2 = L, ν
1/2
3 = 0 and ν
3/2
1 = L,
0 = T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T L
T
⊗ L
− T · · · T︸ ︷︷ ︸
m1−1−l1
L · · · L︸ ︷︷ ︸
l1
⊗ L · · · L︸ ︷︷ ︸
m2+1
⊗ 0 ⊗ L . (B.36)
Using the equations (B.29) and (B.32), we get
T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1−1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
=
l1!! (−M)m2
(l1 + 2m2 − 2)!! T · · · T︸ ︷︷ ︸
m1−l1
L · · · L︸ ︷︷ ︸
l1−1+2m2
⊗ 0 ⊗ 0 ⊗ L , (B.37)
then using equations (B.31), (B.33) and (B.36), we obtain
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.38)
the Eq.(B.29) leads to
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k+1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k + 1)!!
(−M)k+1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.39)
the Eq.(B.33) leads to
T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k−1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.40)
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the Eq.(B.36) leads to
T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2−1
⊗ T L
T
⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L . (B.41)
We solve the above equations, the ratios between the physical states in the NS sector in
the high energy limit are given as
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ 0 ⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.42)
T · · · T︸ ︷︷ ︸
N−2m2−2k
L · · · L︸ ︷︷ ︸
2k+1
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ L ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k + 1)!!
(−M)k+1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.43)
T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2
⊗ T ⊗ 0
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k−1 T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.44)
T · · · T︸ ︷︷ ︸
N−2m2−2k+1
L · · · L︸ ︷︷ ︸
2k
⊗ L · · · L︸ ︷︷ ︸
m2−1
⊗ T L
T
⊗ L
=
(
− 1
2M
)m2 (
− 1
2M
)k
(2k − 1)!!
(−M)k T · · · T︸ ︷︷ ︸
N
⊗ 0 ⊗ 0 ⊗ L , (B.45)
Appendix C: Kinematic relations in the RR
In this appendix, we list the expressions of the kinematic variables we used in the evalu-
ation of 4-point functions in this paper. For convenience, we take the center of momentum
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frame and choose the momenta of particles 1 and 2 to be along the X1-direction. The high
energy scattering plane is defined to be on the X1 −X2 plane.
The momenta of the four particles are
k1 =
(
+
√
p2 +M21 ,−p, 0
)
, (C.1)
k2 =
(
+
√
p2 +M22 ,+p, 0
)
, (C.2)
k3 =
(
−
√
q2 +M23 ,−q cos θ,−q sin θ
)
, (C.3)
k4 =
(
−
√
q2 +M24 ,+q cos θ,+q sin θ
)
(C.4)
where p ≡ |p˜|, q ≡ |q˜| and k2i = −M2i . In the calculation of the string scattering
amplitudes, we use the following formulas
−k1 · k2 =
√
p2 +M21 ·
√
p2 +M22 + p
2 =
1
2
(
s−M21 −M22
)
, (C.5)
−k2 · k3 = −
√
p2 +M22 ·
√
q2 +M23 + pq cos θ =
1
2
(
t−M22 −M23
)
, (C.6)
−k1 · k3 = −
√
p2 +M21 ·
√
q2 +M23 − pq cos θ =
1
2
(
u−M21 −M23
)
(C.7)
where the Mandelstam variables are defined as usual with
s+ t + u =
∑
i
M2i = 2N − 1. (C.8)
The center of mass energy E is defined as
E =
1
2
(√
p2 +M21 +
√
p2 +M22
)
=
1
2
(√
q2 +M23 +
√
q2 +M24
)
. (C.9)
We define the polarizations of the string state on the scattering plane as
eP =
1
M2
(√
p2 +M22 , p, 0
)
, (C.10)
eL =
1
M2
(
p,
√
p2 +M22 , 0
)
, (C.11)
eT = (0, 0, 1) . (C.12)
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The projections of the momenta on the scattering plane can be calculated as (here we only
list the ones we need for our calculations)
eP · k1 = − 1
M2
(√
p2 +M21
√
p2 +M22 + p
2
)
, (C.13)
eL · k1 = − p
M2
(√
p2 +M21 +
√
p2 +M22
)
, (C.14)
eT · k1 = 0 (C.15)
and
eP · k3 = 1
M2
(√
q2 +M23
√
p2 +M22 − pq cos θ
)
, (C.16)
eL · k3 = 1
M2
(
p
√
q2 +M23 − q
√
p2 +M22 cos θ
)
, (C.17)
eT · k3 = −q sin θ. (C.18)
We now expand the kinematic relations to the subleading orders in the RR. We first express
all kinematic variables in terms of s and t, and then expand all relevant quantities in s :
E1 =
s− (M22 + 2)
2
√
2
, (C.19)
E2 =
s+ (M22 + 2)
2
√
2
, (C.20)
|k2| =
√
E21 + 2, |K3| =
√
s
4
+ 2; (C.21)
eP · k1 = − 1
2M2
s+
(
− 1
M2
+
M2
2
)
, (exact) (C.22)
eL · k1 = − 1
2M2
s+
(
− 1
M2
+
M2
2
)
− 2M2s−1 − 2M2(M22 − 2)s−2
− 2m2(M42 − 6M22 + 4)s−3 − 2M2(M62 − 12M42 + 24M22 − 8)s−4 +O(s−5), (C.23)
eT · k1 = 0. (C.24)
A key step is to express the scattering angle θ in terms of s and t. This can be achieved by
solving
t = −
(
−(E2 −
√
s
2
)2 + (|k2| − |k3| cos θ)2 + |k3|2 sin2 θ
)
(C.25)
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to obtain
θ = arccos
 s+ 2t−M22 + 6√
s+ 8
√
(s+2)2−2(s−2)M22+M42
s
 . (exact) (C.26)
One can then calculate the following expansions which we used in the subleading order
calculation in section V
eP · k3 = 1
M2
(E2
√
s
2
− |k2||k3| cos θ) = −t + 2−M
2
2
2M2
, (C.27)
eL · k3 = 1
M2
(k2
√
2
2
−E2k3 cos θ)
= −t + 2 +M
2
2
2M2
−M2ts−1 −M2[−4(t + 1) +M22 (t− 2)]s−2
−M2[4(4 + 3t)− 12tM22 + (t− 4)M42 ]s−3 −M2[−16(3 + 2t) + 24(2 + 3t)M22
− 24(−1 + t)M42 + (−6 + t)M62 ]s−4 +O(s−5), (C.28)
eT · k3 = −|k3| sin θ
= −√−t− 1
2
√−t(2 + t+M22 )s−1
− 1
8
√−t [32 + 52t+ 20t
2 + t3 + (32 + 20t− 6t2)M22 + (8− 3t)M42 ]s−2
+
1
16
√−t [320 + 456t+ 188t
2 + 22t3 + t4 − (−224 + 36t+ 132t2 + 5t3)M22 .
+ (−16 − 122t+ 15t2)M42 + (−24 + 5t)M62 ]s−3
+
1
128(−t)3/2 [1024 + 12032t+ 16080t
2 + 7520t3 + 1432t4 + 136t5 + 5t6
− 4(−512− 896t+ 2232t2 + 1844t3 + 170t4 + 7t5)M22
+ 2(768− 2240t− 2372t2 + 1172t3 + 35t4)M42
− 4(−128 + 288t− 450t2 + 35t3)M62 + (64 + 240t− 35t2)M82 ]s−4 +O(s−5). (C.29)
Appendix D: Recurrence relations of Kummer functions
In this appendix, we review the recurrence relations of Kummer functions of the second
kind [72]. The Kummer function of the second kind U is defined to be
U(a, c, x) =
π
sin πc
[
M(a, c, x)
(a− c)!(c− 1)! −
x1−cM(a + 1− c, 2− c, x)
(a− 1)!(1− c)!
]
(c 6= 2, 3, 4...) (D.1)
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where M(a, c, x) =
∑∞
j=0
(a)j
(c)j
xj
j!
is the Kummer function of the first kind. Here (a)j =
a(a + 1)(a+ 2)...(a+ j − 1) is the Pochhammer symbol. U and M are the two solutions of
the Kummer Equation
xy
′′
(x) + (c− x)y′(x)− ay(x) = 0. (D.2)
For any confluent hypergeometric function with parameters (a, c) the four functions with
parameters (a− 1, c), (a+ 1, c), (a, c− 1) and (a, c+ 1) are called the contiguous functions.
It follows, from the Kummer Equation Eq.(D.2) and derivatives of Kummer functions
U(a + 1, c+ 1, x) =
−1
a
U ′(a, c, x), (D.3)
U(a + 1, c, x) =
1
1 + a− cU(a, c, x) +
x
a(1 + a− c)U
′(a, c, x), (D.4)
U(a, c− 1, x) = 1− c
1 + a− cU(a, c, x)−
x
1 + a− cU
′(a, c, x), (D.5)
U(a, c + 1, x) = U ′(a, c, x)− U ′(a, c, x), (D.6)
U(a− 1, c, x) = (x+ a− c)U(a, c, x)− xU ′(a, c, x), (D.7)
U(a− 1, c− 1, x) = (1 + x− c)U(a, c, x)− xU ′(a, c, x), (D.8)
that a recurrence relation exists between any such function and any two of its contiguous
functions. There are six recurrence relations
U(a− 1, c, x)− (2a− c+ x)U(a, c, x) + a(1 + a− c)U(a + 1, c, x) = 0, (D.9)
(c− a− 1)U(a, c− 1, x)− (x+ c− 1))U(a, c, x) + xU(a, c + 1, x) = 0, (D.10)
U(a, c, x)− aU(a + 1, c, x)− U(a, c− 1, x) = 0, (D.11)
(c− a)U(a, c, x) + U(a− 1, c, x)− xU(a, c + 1, x) = 0, (D.12)
(a+ x)U(a, c, x) − xU(a, c + 1, x) + a(c− a− 1)U(a + 1, c, x) = 0, (D.13)
(a+ x− 1)U(a, c, x)− U(a− 1, c, x) + (1 + a− c)U(a, c− 1, x) = 0. (D.14)
From any two of these six relations the remaining four recurrence relations can be deduced.
Thus they are not independent. For example, one can deduces recurrence relation Eq.(D.9)
from Eq.(D.11) and Eq.(D.12). We start with Eq.(D.11) with c→ c+ 1
U (a, c+ 1, x)− aU (a+ 1, c+ 1, x)− U(a, c, x) = 0 . (D.15)
We consider Eq.(D.12)+x·Eq.(D.15) to deduce
(c− a− x)U (a, c, x) + U (a− 1, c, x)− axU (a + 1, c+ 1, x) = 0 . (D.16)
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Next we replace Eq.(D.12) with a→ a + 1 to get
(c− a− 1)U (a + 1, c, x) + U (a, c, x)− xU(a + 1, c+ 1, x) = 0 . (D.17)
Finally we consider Eq.(D.16)−a·Eq.(D.17) to deduce
(c− 2a− x)U (a, c, x) + U (a− 1, c, x)− a (c− a− 1)U (a+ 1, c, x) = 0 , (D.18)
which is nothing but Eq.(D.9).
The confluent hypergeometric function with parameters (a ± m, c ± n) for m,n =
0, 1, 2...are called associated functions. Again it can be shown that there exist relations
between any three associated functions, so that any confluent hypergeometric function can
be expressed in terms of any two of its associated functions.
Appendix E: Regge string ZNS
There are two types of ZNS in the old covariant first quantized string spectrum
Type I : L−1 |x〉 , where L1 |x〉 = L2 |x〉 = 0, L0 |x〉 = 0; (E.1)
Type II : (L−2 +
3
2
L2−1) |x˜〉 , where L1 |x˜〉 = L2 |x˜〉 = 0, (L0 + 1) |x˜〉 = 0. (E.2)
Eq.(E.1) and Eq.(E.2) can be derived from Kac determinant in conformal field theory. While
type I states have zero-norm at any spacetime dimension, type II states have zero-norm only
at D=26. The existence of type II ZNS signals the importance of ZNS in the structure of
the theory of string. In fact, the linear relations obtained by high energy limit of stringy
Ward identities or decoupling of ZNS in the GR were just good enough to solve all the high
energy amplitudes in terms of one amplitude.
In the RR, however, the Regge stringy Ward identities or decoupling of ZNS in the RR
turned out to be not good enough to solve all the Regge scattering amplitudes algebraically.
This is due to the much more numerous Regge string scattering amplitudes than those in
the GR at each fixed mass level. In this appendix, we list all ZNS for M2 = 2 and 4 and
calculate their Regge limit which we use in the text to demonstrate the calculation. At the
first massive level k2 = −2, there is a type II ZNS
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[
1
2
α−1 · α−1 + 5
2
k · α−2 + 3
2
(k · α−1)2] |0, k〉 (E.3)
and a type I ZNS
[θ · α−2 + (k · α−1)(θ · α−1)] |0, k〉 , θ · k = 0. (E.4)
In the Regge limit, the polarizations of the 2nd particle with momentum k2 on the scattering
plane used in the text were defined to be eP = 1
M2
(E2, k2, 0) =
k2
M2
as the momentum po-
larization, eL = 1
M2
(k2, E2, 0) the longitudinal polarization and e
T = (0, 0, 1) the transverse
polarization which lies on the scattering plane. ηµν = diag(−1, 1, 1). The three vectors eP ,
eL and eT satisfy the completeness relation ηµν =
∑
α,β e
α
µe
β
νηαβ where µ, ν = 0, 1, 2 and
α, β = P, L, T and αT−1 =
∑
µ e
T
µα
µ
−1, α
T
−1α
L
−2 =
∑
µ,ν e
T
µe
L
να
µ
−1α
ν
−2 etc.
In the Regge limit, the type II ZNS in Eq.(E.3) gives the Regge string zero-norm state
(RZNS)
(
√
2αP−2 − αP−1αP−1 −
1
5
αL−1α
L
−1 −
1
5
αT−1α
T
−1)|0, k〉. (E.5)
Type I ZNS in Eq.(E.4) gives two RZNS
(αT−2 −
√
2αP−1α
T
−1)|0, k〉, (E.6)
(αL−2 −
√
2αP−1α
L
−1)|0, k〉 (E.7)
RZNS in Eq.(E.6) and Eq.(E.7) correspond to choose θµ = eT and θµ = eL respectively.
Note that the norms of Regge ”zero-norm” states may not be zero. For instance the norm of
Eq.(E.5) is not zero. They are just used to produce Regge stringy Ward identities Eq.(11.91),
Eq.(11.89) and Eq.(11.90) in the text.
At the second massive level k2 = −4, there is a type I scalar ZNS
[
17
4
(k · α−1)3 + 9
2
(k · α−1)(α−1 · α−1) + 9(α−1 · α−2)
+ 21(k · α−1)(k · α−2) + 25(k · α−3)] |0, k〉 , (E.8)
a symmetric type I spin two ZNS
[2θµνα
(µ
−1α
ν)
−2 + kλθµνα
λµν
−1 ] |0, k〉 , k · θ = ηµνθµν = 0, θµν = θνµ (E.9)
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where αλµν−1 ≡ αλ−1αµ−1αν−1 and two vector ZNS
[(
5
2
kµkνθ
′
λ + ηµνθ
′
λ)α
(µνλ)
−1 + 9kµθ
′
να
(µν)
−1 + 6θ
′
µα
µ
−1] |0, k〉 , θ · k = 0, (E.10)
[(
1
2
kµkνθλ + 2ηµνθλ)α
(µνλ)
−1 + 9kµθνα
[µν]
−1 − 6θµαµ−1] |0, k〉 , θ · k = 0. (E.11)
Note that Eq.(E.10) and Eq.(E.11) are linear combinations of a type I and a type II ZNS.
This completes the four ZNS at the second massive level M2 = 4.
In the Regge limit, the scalar ZNS in Eq.(E.8) gives the RZNS
[25(αP−1)
3+9αP−1(α
L
−1)
2+9αP−1(α
T
−1)
2−9αL−2αL−1−9αT−2αT−1−75αP−2αP−1+50αP−3] |0, k〉 . (E.12)
For the type I spin two ZNS in Eq.(E.9), we define θµν =
∑
α,β e
α
µe
β
νuαβ, symmetric and
transverse conditions on θµν implies
uαβ = uβα; uPP = uPL = uPT = 0. (E.13)
Naively, the traceless condition on θµν implies
uPP − uLL − uTT = 0. (E.14)
However, for the reason which will become clear later that one needs to include at least one
component uNN perpendicular to the scattering plane and modify Eq.(E.14) to
uPP − uLL − uTT − uNN = 0. (E.15)
Note that, in the Regge limit, Eq.(E.15) reduces to Eq.(E.14). However, the solutions for
Eq.(E.13) and Eq.(E.15) give three RZNS
(αL−1α
L
−2 − αP−1αL−1αL−1)|0, k〉, (E.16)
(αT−1α
T
−2 − αP−1αT−1αT−1)|0, k〉, (E.17)
(α
(L
−1α
T )
−2 − αP−1αL−1αT−1)|0, k〉, (E.18)
while Eq.(E.13) and Eq.(E.14) give only two RZNS
(αL−1α
L
−2 − αP−1αL−1αL−1 − αT−1αT−2 + αP−1αT−1αT−1)|0, k〉 (E.19)
and Eq.(E.18). Note that Eq.(E.19) is just a linear combination of Eq.(E.16) and Eq.(E.17).
For the high energy fixed angle calculation in [28, 29], the corresponding extra ZNS will not
affect the final result there. The vector ZNS in Eq.(E.10) gives two RZNS
[6αT−3 − 18α(P−1αT )−2 + 9αP−1αP−1αT−1 + αL−1αL−1αT−1 + αT−1αT−1αT−1]|0, k〉, (E.20)
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[6αL−3 − 18α(P−1αL)−2 + 9αP−1αP−1αL−1 + αL−1αL−1αL−1 + αL−1αT−1αT−1]|0, k〉. (E.21)
The vector ZNS in Eq.(E.11) gives two RZNS
[3αT−3 + 9α
[P
−1α
T ]
−2 − αL−1αL−1αT−1 − αT−1αT−1αT−1]|0, k〉, (E.22)
[3αL−3 + 9α
[P
−1α
L]
−2 − αL−1αL−1αL−1 − αL−1αT−1αT−1]|0, k〉. (E.23)
There are totally 8 RZNS at the mass level M2 = 4.
[1] David J Gross and Paul F Mende. The high-energy behavior of string scattering amplitudes.
Phys. Lett. B, 197(1):129–134, 1987.
[2] David J Gross and Paul F Mende. String theory beyond the Planck scale. Nucl. Phys. B,
303(3):407–454, 1988.
[3] David J. Gross. High-Energy Symmetries of String Theory. Phys. Rev. Lett., 60:1229, 1988.
[4] D. J. Gross. Strings at superPlanckian energies: In search of the string symmetry. In In
*London 1988, Proceedings, Physics and mathematics of strings* 83-95. (Philos. Trans. R.
Soc. London A329 (1989) 401-413)., 1988.
[5] David J Gross and JL Manes. The high energy behavior of open string scattering. Nucl.
Phys. B, 326(1):73–107, 1989.
[6] Jen-Chi Lee. New symmetries of higher spin states in string theory. Phys. Lett. B, 241(3):336–
342, 1990.
[7] Jen-Chi Lee and Burt A Ovrut. Zero-norm states and enlarged gauge symmetries of the
closed bosonic string with massive background fields. Nucl. Phys. B, 336(2):222–244, 1990.
[8] Jen-Chi Lee. Decoupling of degenerate positive-norm states in string theory. Phys. Rev.
Lett., 64(14):1636, 1990.
[9] P. C.West, A Brief Review of the Group Theoretic Approach to String Theory, in ”conformal
Field Theories and Related Topics”, Proceedings of Third Annecy Meeting on Theoretical
Physics, LAPP, Annecy le Vieux, France, Nucl. Phys. B (Proc. Suppl) 5B (1988) 217, edited
by P. Binutruy, P. Sorba and R. Stora, North Holland (1988).
[10] MB Green, JH Schwarz, and E Witten. Superstring theory, v. 1. Cambridge University,
Cambridge, 1987.
331
[11] Jen-Chi Lee. Reduction of stringy scattering amplitudes through massive ward identities. Z
Phys. C, 63(2):351–355, 1994.
[12] Jen-Chi Lee. Heterotic massive Einstein-Yang-Mills-type symmetry and Ward identity. Phys.
Lett. B, 337(1):69–73, 1994.
[13] Jen-Chi Lee. Spontaneously broken symmetry in string theory. Phys. Lett. B, 326(1):79–83,
1994.
[14] Jen-Chi Lee. Generalized on-shell Ward identities in string theory. Prog. of th. phys.,
91(2):353–360, 1994.
[15] Hsien-Chung Kao and Jen-Chi Lee. Decoupling of degenerate positive-norm states in Wit-
teno¡ s string field theory. Phys. Rev. D, 67(8):086003, 2003.
[16] Chuan-Tsung Chan, Jen-Chi Lee, and Yi Yang. Anatomy of zero-norm states in string
theory. Phys. Rev. D, 71(8):086005, 2005.
[17] Edward Witten. Non-commutative geometry and string field theory. Nucl. Phys. B,
268(2):253–294, 1986.
[18] Jean Avan and Antal Jevicki. Classical integrability and higher symmetries of collective
string field theory. Phys. Lett. B, 266(1):35–41, 1991.
[19] Jean Avan and Antal Jevicki. Quantum integrability and exact eigenstates of the collective
string field theory. Physics Letters B, 272(1):17–24, 1991.
[20] Igor R Klebanov and Alexander M Polyakov. Interaction of discrete states in two-dimensional
string theory. Mod. Phys. Lett. A, 6(35):3273–3281, 1991.
[21] Edward Witten. Ground ring of two-dimensional string theory. Nucl. Phys. B, 373(1):187–
213, 1992.
[22] Edward Witten and Barton Zwiebach. Algebraic structures and differential geometry in
two-dimensional string theory. Nucl. Phys. B, 377(1):55–112, 1992.
[23] Tze-Dan Chung and Jen-Chi Lee. Discrete gauge states and wo9” charges in c= 1 2D gravity.
Phys. Lett. B, 350(1):22–27, 1995.
[24] Tze-Dan Chung and Jen-Chi Lee. Superfield form of discrete gauge states in cˆ= 1 2d super-
gravity. Z Phys. C, 75(3):555–558, 1997.
[25] J-C Lee. Soliton gauge states and T-duality of closed bosonic string compatified on torus.
Euro. Phys. J. C, 7(4):669–672, 1999.
[26] Jen-Chi Lee. Chan–Paton soliton gauge states of the compactified open string. Euro. Phys.
332
J. C, 13(4):695–697, 2000.
[27] Chuan-Tsung Chan and Jen-Chi Lee. Stringy symmetries and their high-energy limits. Phys.
Lett. B, 611(1):193–198, 2005.
[28] Jen-Chi Lee. Stringy symmetries and their high-energy limit. arXiv preprint hep-th/0303012,
2003.
[29] Chuan-Tsung Chan and Jen-Chi Lee. Zero-norm states and high-energy symmetries of string
theory. Nucl. Phys. B, 690(1):3–20, 2004.
[30] Chuan-Tsung Chan, Pei-Ming Ho, and Jen-Chi Lee. Ward identities and high energy scat-
tering amplitudes in string theory. Nucl. Phys. B, 708(1):99–114, 2005.
[31] Chuan-Tsung Chan, Pei-Ming Ho, Jen-Chi Lee, Shunsuke Teraguchi, and Yi Yang. Solving
all 4-point correlation functions for bosonic open string theory in the high-energy limit. Nucl.
Phys. B, 725(1):352–382, 2005.
[32] Chuan-Tsung Chan, Pei-Ming Ho, Jen-Chi Lee, Shunsuke Teraguchi, and Yi Yang. High-
energy zero-norm states and symmetries of string theory. Phys. Rev. Lett., 96(17):171601,
2006.
[33] Chuan-Tsung Chan and Jen-Chi Lee. One-loop massive scattering amplitudes and Ward
identities in string theory. Prog. of th. phys., 115(1):229–243, 2006.
[34] Chuan-Tsung Chan, Jen-Chi Lee, and Yi Yang. High energy scattering amplitudes of super-
string theory. Nucl. Phys. B, 738(1):93–123, 2006.
[35] Nicolas Moeller and Peter West. Arbitrary four string scattering at high energy and fixed
angle. Nucl. Phys. B, 729(1):1–48, 2005.
[36] Chuan-Tsung Chan, Jen-Chi Lee, and Yi Yang. Notes on high-energy limit of bosonic closed
string scattering amplitudes. Nucl. Phys. B, 749(1):280–290, 2006.
[37] Gabriele Veneziano. Construction of a crossing-simmetric, Regge-behaved amplitude for
linearly rising trajectories. Il Nuovo Cimento A, 57(1):190–197, 1968.
[38] N Emil J Bjerrum-Bohr, Poul H Damgaard, and Pierre Vanhove. Minimal basis for gauge
theory amplitudes. Phys. Rev. Lett., 103(16):161602, 2009.
[39] Sheng-Hong Lai, Jen-Chi Lee, and Yi Yang. The string bcj relations revisited and ex-
tended recurrence relations of nonrelativistic string scattering amplitudes. arXiv preprint
arXiv:1601.03813, 2016.
[40] Sheng-Hong Lai, Jen-Chi Lee, and Yi Yang. The exact sl (k+ 3, c) symmetry of string
333
scattering amplitudes. arXiv preprint arXiv:1603.00396, 2016.
[41] Z Bern, JJM Carrasco, and Henrik Johansson. New relations for gauge-theory amplitudes.
Phys. Rev. D, 78(8):085011, 2008.
[42] Chuan-Tsung Chan, Jen-Chi Lee, and Yi Yang. Scatterings of massive string states from
D-brane and their linear relations at high energies. Nucl. Phys. B, 764(1):1–14, 2007.
[43] Jen-Chi Lee, Yoshihiro Mitsuka, and Yi Yang. Higher spin string states scattered from d-
particle in the Regge regime and factorized ratios of fixed angle scatterings. Progress of
Theoretical Physics, 126(3):397–417, 2011.
[44] Hideyuki Kawai, David C Lewellen, and S-HH Tye. A relation between tree amplitudes of
closed and open strings. Nucl. Phys. B, 269(1):1–23, 1986.
[45] Chuan-Tsung Chan, Pei-Ming Ho, Jen-Chi Lee, Shunsuke Teraguchi, and Yi Yang. Com-
ments on the high energy limit of bosonic open string theory. Nucl. Phys. B, 749(1):266–279,
2006.
[46] Chuan Tsung Chan, Jen-Chi Lee, and Yi Yang. Power-law Behavior of Strings Scattered
from Domain-wall at High Energies and Breakdown of their Linear Relations. arXiv preprint
hep-th/0610219, 2006.
[47] Jen-Chi Lee and Yi Yang. High-energy massive string scatterings from orientifold planes.
Nuclear Physics B, 798(1):198–209, 2008.
[48] Ben Craps and Frederik Roose. Anomalous D-brane and orientifold couplings from the
boundary state. Phys. Lett. B, 445(1):150–159, 1998.
[49] Bogdan Stefan´ski. Gravitational couplings of D-branes and O-planes. Nucl. Phys. B,
548(1):275–290, 1999.
[50] Jose F Morales, Claudio A Scrucca, and Marco Serone. Anomalous couplings for D-branes
and O-planes. Nucl. Phys. B, 552(1):291–315, 1999.
[51] Howard J Schnitzer and Niclas Wyllard. An orientifold of AdS5× T11 with D7-branes, the
associated α’2-corrections and their role in the dual Script N= 1 Sp (2N+ 2M)× Sp (2N)
gauge theory. JHEP, 2002(08):012, 2002.
[52] Mohammad R Garousi. Superstring scattering from O-planes. Nucl. Phys. B, 765(1):166–184,
2007.
[53] Mohammad R Garousi and Robert C Myers. Superstring scattering from D-branes. Nucl.
Phys. B, 475(1):193–224, 1996.
334
[54] Paul F Mende. High energy string collisions in a compact space. Phys. Lett. B, 326(3):216–
222, 1994.
[55] Jen-Chi Lee and Yi Yang. Linear relations and their breakdown in high energy massive string
scatterings in compact spaces. Nucl. Phys. B, 784(1):22–35, 2007.
[56] Jen-Chi Lee, Tomohisa Takimi, and Yi Yang. High-energy string scatterings of compactified
open string. Nucl. Phys. B, 804(1):250–261, 2008.
[57] Daniele Amati, M Ciafaloni, and G Veneziano. Superstring collisions at Planckian energies.
Phys. Lett. B, 197(1):81–88, 1987.
[58] Daniele Amati, M Ciafaloni, and G Veneziano. Classical and quantum gravity effects from
Planckian energy superstring collisions. Int. J. of Mod. Phys. A, 3(07):1615–1661, 1988.
[59] Daniele Amati, Marcello Ciafaloni, and Gabriele Veneziano. Can spacetime be probed below
the string size? Phys. Lett. B, 216(1):41–47, 1989.
[60] M Soldate. Partial-wave unitarity and closed-string amplitudes. Phys. Lett. B, 186(3):321–
327, 1987.
[61] IJ Muzinich and M Soldate. High-energy unitarity of gravitation and strings. Phys. Rev. D,
37(2):359, 1988.
[62] Richard C Brower, Joseph Polchinski, Matthew J Strassler, and Chung-I Tan. The Pomeron
and gauge/string duality. JHEP, 2007(12):005, 2007.
[63] Richard C Brower, Horatiu Nastase, Howard J Schnitzer, and Chung-I Tan. Analyticity for
multi-Regge limits of the Bern–Dixon–Smirnov amplitudes. Nucl. Phys. B, 822(1):301–347,
2009.
[64] Sheng-Lan Ko, Jen-Chi Lee, and Yi Yang. Patterns of high energy massive string scatterings
in the Regge regime. JHEP, 2009(06):028, 2009.
[65] Song He, Jen-Chi Lee, Keijiro Takahashi, and Yi Yang. Massive superstring scatterings in
the Regge regime. Phys. Rev. D, 83(6):066016, 2011.
[66] Oleg Andreev and Warren Siegel. Quantized tension: Stringy amplitudes with Regge poles
and parton behavior. Phys. Rev. D, 71(8):086001, 2005.
[67] Jen-Chi Lee, Catherine H Yan, and Yi Yang. High-energy string scattering amplitudes and
signless Stirling number identity. SIGMA. Symmetry, Integrability and Geometry: Methods
and Applications, 8:045, 2012.
[68] Song He, Jen-Chi Lee, and Yi Yang. Exponential fall-off behavior of Regge scatterings in
335
compactified open string theory. Prog. of th. phys., 128(5):887–901, 2012.
[69] Sheng-Lan Ko, Jen-Chi Lee, and Yi Yang. Kummer function and high energy string scatter-
ings. arXiv preprint arXiv:0811.4502, 2008.
[70] Jen-Chi Lee, Yi Yang, and Sheng-Lan Ko. Stirling number identities and High energy String
Scatterings. arXiv preprint arXiv:0909.3894, 2009.
[71] Jen-Chi Lee and Yoshihiro Mitsuka. Recurrence relations of Kummer functions and Regge
string scattering amplitudes. JHEP, 2013(4):1–23, 2013.
[72] Lucy Joan Slater. Confluent hypergeometric functions. University Press Cambridge, 1960.
[73] Chih-Hao Fu, Jen-Chi Lee, Chung-I Tan, and Yi Yang. Recurrence relations of higher spin
BPST vertex operators for open strings. Phys. Rev. D, 88(4):046004, 2013.
[74] Jen-Chi Lee and Yi Yang. The Appell function F1 and Regge string scattering amplitudes.
Physics Letters B, 739:370–374, 2014.
[75] Willard Miller Jr. Lie theory and the Lauricella functions FD. Journal of Mathematical
Physics, 13:1393–1399, 1972.
[76] Xiaoxia Wang. Recursion formulas for Appell functions. Integral Transforms and Special
Functions, 23(6):421–433, 2012.
[77] A Sagnotti and M Taronna. String lessons for higher-spin interactions. Nucl. Phys. B,
842(3):299–361, 2011.
[78] J Isberg, U Lindstro¨m, B Sundborg, and G Theodoridis. Classical and quantized tensionless
strings. Nucl. Phys. B, 411(1):122–156, 1994.
[79] Bo Sundborg. Stringy gravity, interacting tensionless strings and massless higher spins. Nucl.
Phys. B, 102:113–119, 2001.
[80] E Sezgin and P Sundell. Massless higher spins and holography. In Nucl. Phys. B644 (2002)
303, erratum Nucl. Phys. B660 (2003) 403 [hep-th/0205131. Citeseer, 2003.
[81] E Sezgin and P Sundell. Massless higher spins and holography. Nucl. Phys. B, 644(1):303–
370, 2002.
[82] Chong-Sun Chu, Pei-Ming Ho, and Feng-Li Lin. Cubic string field theory in pp-wave back-
ground and background independent Moyal structure. JHEP, 2002(09):003, 2002.
[83] Giulio Bonelli. On the tensionless limit of bosonic strings, infinite symmetries and higher
spins. Nucl. Phys. B, 669(1):159–172, 2003.
[84] Massimo Bianchi, Jose F Morales, and Henning Samtleben. On stringy AdS5× S5 and higher
336
spin holography. Journal of High Energy Physics, 2003(07):062, 2003.
[85] A Sagnotti and M Tsulaia. On higher spins and the tensionless limit of string theory. Nuclear
Physics B, 682(1):83–116, 2004.
[86] Chi-Ming Chang, Shiraz Minwalla, Tarun Sharma, and Xi Yin. Abj triality: from higher
spin fields to strings. Journal of Physics A: Mathematical and Theoretical, 46(21):214009,
2013.
[87] Joseph J Atick and Edward Witten. The Hagedorn transition and the number of degrees of
freedom of string theory. Nucl. Phys. B, 310(2):291–334, 1988.
[88] R Hagedorn. Nuovo Cim. Suppl. 3 (1965) 147. Nuovo Cim. A, 56:1027, 1968.
[89] Bo Sundborg. The Hagedorn transition, deconfinement and N= 4 SYM theory. Nucl. Phys.
B, 573(1):349–363, 2000.
[90] Gregory Moore. Finite in all directions. arXiv preprint hep-th/9305139, 1993.
[91] Gregory Moore. Symmetries of the bosonic string S-matrix. arXiv preprint hep-th/9310026,
1993.
[92] Chuan-Tsung Chan, Shoichi Kawamoto, and Dan Tomino. To see symmetry in a forest of
trees. Nucl. Phys. B, 885:225–265, 2014.
[93] Peter West. Physical states and string symmetries. Mod. Phys. Lett. A, 10(09):761–771,
1995.
[94] Steven B Giddings, David J Gross, and Anshuman Maharana. Gravitational effects in
ultrahigh-energy string scattering. Physical Review D, 77(4):046001, 2008.
[95] Jen-Chi Lee. Calculation of zero-norm states and reduction of stringy scattering amplitudes.
Prog. of th. phys., 114(1):259–273, 2005.
[96] Mark Evans and Burt A Ovrut. Spontaneously broken inter mass level symmetries in string
theory. Phys. Lett. B, 231(1):80–84, 1989.
[97] David J Gross, Jeffrey A Harvey, Emil Martinec, and Ryan Rohm. Heterotic string the-
ory:(II). The interacting heterotic string. Nucl. Phys. B, 267(1):75–124, 1986.
[98] Sumit R Das and B Sathiapalan. String propagation in a tachyon background. Phys. Rev.
Lett., 56(25):2664, 1986.
[99] Sumit R Das and B Sathiapalan. New infinities in two-dimensional nonlinear sigma models
and consistent string propagation. Phys. Rev. Lett., 57(13):1511, 1986.
[100] Steven Weinberg. Coupling constants and vertex functions in string theories. Phys. Lett. B,
337
156(5):309–314, 1985.
[101] Ryu Sasaki and Itaru Yamanaka. Vertex operators for a bosonic string. Phys. Lett. B,
165(4):283–288, 1985.
[102] JMF Labastida and Maria AH Vozmediano. Bosonic strings in background massive fields.
Nucl. Phys. B, 312(2):308–340, 1989.
[103] Steven B Giddings. The Veneziano amplitude from interacting string field theory. Nucl.
Phys. B, 278(2):242–255, 1986.
[104] Marcus Spradlin and Anastasia Volovich. Superstring interactions in a pp-wave background.
Phys. Rev. D, 66(8):086004, 2002.
[105] Thomas Banks and Michael E Peskin. Gauge invariance of string fields. Nucl. Phys. B,
264:513–547, 1986.
[106] Ashoke Sen. Descent relations among bosonic D-branes. Int. J. of Mod. Phys. A, 14(25):4061–
4077, 1999.
[107] JL Manes and Maria AH Vozmediano. A simple construction of string vertex operators.
Nucl. Phys. B, 326(1):271–284, 1989.
[108] Alexander M Polyakov and AM Poljakov. Gauge fields and strings, volume 140. Harwood
academic publishers Chur, 1987.
[109] Igor R Klebanov and Andrea Pasquinucci. Infinite symmetry and Ward identities in two-
dimensional string theory. arXiv preprint hep-th/9210105, 1992.
[110] David J Gross, Igor R Klebanov, and Michael J Newman. The two-point correlation function
of the one-dimensional matrix model. Nucl. Phys. B, 350(3):621–634, 1991.
[111] David J Gross and Igor R Klebanov. Fermionic string field theory of c= 1 two-dimensional
quantum gravity. Nucl. Phys. B, 352(3):671–688, 1991.
[112] Kresimir Demeterfi, Antal Jevicki, and Joao P. Rodrigues. Scattering amplitudes and loop
corrections in collective string field theory. 2. Nucl. Phys., B365:499–522, 1991.
[113] Ulf H. Danielsson and David J. Gross. On the correlation functions of the special operators
in c = 1 quantum gravity. Nucl. Phys., B366:3–26, 1991.
[114] Alexander M Polyakov. Self-tuning fields and resonant correlations in 2d-gravity. Mod. Phys.
Lett. A, 6(07):635–644, 1991.
[115] AM Polyakov. Princeton preprint PUPT-1289, Lectures given at the Jerusalem winter school
(1991); IR Klebanov and AM Polyakov. Mod. Phys. Lett. A, 6:3273, 1991.
338
[116] Jacques Distler, Zvonimir Hlousek, and Hikaru Kawai. Super-Liouville theory as a two-
dimensional, superconformal supergravity theory. Int. J. of Mod. Phys. A, 5(02):391–414,
1990.
[117] Peter Bouwknegt, Jim McCarthy, and Krzysztof Pilch. Ground ring for the two-dimensional
NSR string. Nucl. Phys. B, 377(3):541–570, 1992.
[118] Katsumi Itoh and Nobuyoshi Ohta. BRST cohomology and physical states in two-dimensional
supergravity coupled to cˆ ≤ 1 matter. Nuclear Physics B, 377(1):113–142, 1992.
[119] Katsumi Itoh and Nobuyoshi Ohta. Spectrum of two-dimensional (super) gravity. Prog. of
Th. Phys. Sup., 110:97–116, 1992.
[120] Kumar S Narain. New heterotic string theories in uncompactified dimensions¡ 10. Phys. Lett.
B, 169(1):41–46, 1986.
[121] KS Narain, MH Sarmadi, and E Witten. A note on toroidal compactification of heterotic
string theory. Nucl. Phys. B, 279(3):369–379, 1987.
[122] Amit Giveon, Massimo Porrati, and Eliezer Rabinovici. Target space duality in string theory.
Phys. Rept., 244(2):77–202, 1994.
[123] Peter Goddard and David Olive. Kac-Moody and Virasoro algebras: a reprint volume for
physicists, volume 3. World scientific, 1988.
[124] Stephan Stieberger. Open & closed vs. pure open string disk amplitudes. arXiv:0907.2211,
2009.
[125] Bo Feng, Rijun Huang, and Yin Jia. Gauge amplitude identities by on-shell recursion relation
in S-matrix program. Phys. Lett. B, 695(1):350–353, 2011.
[126] Yi-Xin Chen, Yi-Jian Du, and Bo Feng. A proof of the explicit minimal-basis expansion of
tree amplitudes in gauge field theory. JHEP, 2011(2):1–22, 2011.
[127] Jen-Chi Lee and Yi Yang. Linear relations of high energy absorption/emission amplitudes
of D-brane. Phys. Lett. B, 646(2):120–124, 2007.
[128] E Del Giudice, P Di Vecchia, and S Fubini. General properties of the dual resonance model.
Annals of Physics, 70(2):378–398, 1972.
[129] Richard C Brower. Spectrum-generating algebra and no-ghost theorem for the dual model.
Phys. Rev. D, 6(6):1655, 1972.
[130] RC Brower and P Goddard. Collinear algebra for the dual model. Nucl. Phys. B, 40(CERN-
TH-1392):437–444, 1972.
339
[131] Thomas Søndergaard. Perturbative Gravity and Gauge Theory Relations: A Review. Ad-
vances in High Energy Physics, 2012, 2012.
[132] Pawel Caputa and Shinji Hirano. Observations on open and closed string scattering ampli-
tudes at high energies. JHEP, 2012(2):1–17, 2012.
[133] Pawe l Caputa. Lightlike contours with fermions. Phys. Lett. B, 716(3):475–480, 2012.
[134] Tamiaki Yoneya. Spontaneously broken space–time supersymmetry in open string theory
without GSO projection. Nucl. Phys. B, 576(1):219–240, 2000.
[135] Tabito Hara and Tamiaki Yoneya. Nonlinear supersymmetry without the GSO projection
and unstable D9-brane. Nucl. Phys. B, 602(3):499–513, 2001.
[136] Akikazu Hashimoto and Igor R Klebanov. Scattering of strings from D-branes. Nucl. Phys.
B, 55(2):118–133, 1997.
[137] Igor R Klebanov and Larus Thorlacius. The Size of p-branes. Phys. Lett. B, 371(1):51–56,
1996.
[138] Jose´ LF Barbo´n. D-brane form factors at high energy. Phys. Lett. B, 382(1):60–64, 1996.
[139] Constantin Bachas and Boris Pioline. High energy scattering on distant branes. JHEP,
1999(12):004, 1999.
[140] Shinji Hirano and Yoichi Kazama. Scattering of closed string states from a quantized D-
particle. Nucl. Phys. B, 499(1):495–515, 1997.
[141] Akikazu Hashimoto and Igor R Klebanov. Decay of excited D-branes. Phys. Lett. B,
381(4):437–445, 1996.
[142] Oleg Andreev. Remarks on the high-energy behavior of string scattering amplitudes in
warped spacetimes. II. Phys. Rev. D, 71(6):066006, 2005.
[143] GS Danilov and Lev Nikolaevich Lipatov. BFKL pomeron in string models. Nucl. Phys. B,
754(1):187–232, 2006.
[144] M Kachelriess and M Plumacher. Remarks on the high-energy behaviour of cross-sections in
weak-scale string theories. arXiv preprint hep-ph/0109184, 2001.
[145] Manuel Kauers. Summation algorithms for Stirling number identities. Journal of Symbolic
Computation, 42(10):948–970, 2007.
[146] Yung-Yeh Chang, Bo Feng, Chih-Hao Fu, Jen-Chi Lee, Yihong Wang, and Yi Yang. A
note on on-shell recursion relation of string amplitudes. Journal of High Energy Physics,
2013(2):1–31, 2013.
340
[147] Clifford Cheung, Donal O’Connell, and Brian Wecht. BCFW recursion relations and string
theory. JHEP, 2010(9):1–32, 2010.
[148] Jen-Chi Lee and Yi Yang. Regge closed string scattering and its implication on fixed angle
closed string scattering. Phys. Lett. B, 687(1):84–88, 2010.
[149] E´mile Picard. Sur une extension aux fonctions de deux variables du probleme de Rie-
mann relatif aux fonctions hyperge´ome´triques. In Annales scientifiques de l’E´cole Normale
Supe´rieure, volume 10, pages 305–322, 1881.
[150] Joseph Kampe´ de Fe´riet and Paul Appell. Fonctions hyperge´ome´triques et hypersphe´riques.
1926.
341
