An investigation of the aerothermodynamic environment of the Huygens entry probe has been conducted. A Monte Carlo simulation of the trajectory of the probe during entry into Titan's atmosphere was performed to identify a worst-case heating rate trajectory. Flowfield and radiation transport computations were performed at points along this trajectory to obtain convective and radiative heat-transfer distributions on the probe's heat shield. This investigation identified important physical and numerical factors, including atmospheric CH 4 concentration, transition to turbulence, numerical diffusion modeling, and radiation modeling, which strongly influenced the aerothermodynamic environment. 
Nomenclature

M e
= boundary-layer edge Mach number M ∞ = free stream Mach number p ∞ = free stream pressure q conv = convective heat transfer rate q rad = radiative heat transfer rate R b = base (maximum) radius R c = corner radius R n = nose radius Re θ = Reynolds number based on boundary layer momentum thickness and edge conditions Re ∞ = free stream Reynolds Number Sc = Schmidt number T ∞ = free stream temperature U ∞ = free stream velocity x = distance normal to symmetry axis in pitch plane Γ = Goulard number φ = three-dimensional correction factor κ = atmospheric composition constant θ = boundary-layer momentum thickness ρ ∞ = free stream density
I. Background
The Cassini-Huygens project is a joint NASA-European Space Agency (ESA) mission to explore Saturn and its satellites, in particular the moon Titan. The NASA-built Cassini orbiter was designed to explore the Saturn system for at least 4 years, while the ESA-built Huygens probe was designed to land on Titan. The Cassini-Huygens spacecraft ( Figure 1 ) was launched October 15, 1997 and arrived in Saturn orbit on July 01, 2004. The Huygens probe was released from Cassini on December 24, 2004 and successfully entered Titan's atmosphere and landed on its surface on January 14, 2005 .
The Huygens probe (Figure 2 ), which is the subject of this work, consists of a heat shield/aerodynamic decelerator and an instrumentation module that contains the mission's scientific payload. The heat shield is a 2.700 m diameter, 60-deg sphere-cone configuration with an open back face. The nose radius is 1.250 m and the corner radius is 0.025m. For the purposes of the present study, wake flow computations were not performed and thus the geometry was modeled only to the shoulder.
Prior to the release of the Huygens probe from the Cassini spacecraft, the NASA Engineering and Safety Center (NESC) sponsored an independent technical assessment 2 of the entry, descent and landing (EDL) performance of the probe. This assessment included vehicle aerodynamics, parachute deployment and loads, Titan atmospheric properties, trajectory simulation, thermal protection system (TPS) performance, and aerothermodynamic environments. The aerothermodynamic environments generated to support this assessment, which included convective (both laminar and turbulent) and radiative heat-transfer rates, are reported herein. Additional information on Huygens aerothermodynamics is presented in Reference 3. 
II. Trajectory Analysis
Simulations and analyses of the Huygens probe entry into Titan's atmosphere were conducted in order to generate trajectories on which to perform detailed flow field and radiation transport computations. The major components of this activity, which are detailed in subsequent sections, were atmospheric modeling, aerodynamic database generation, and simulation and Monte Carlo analysis of trajectories. A range of possible trajectories was generated based on dispersion of simulation parameters. The trajectory on which the maximum heat-transfer rate would occur was identified and computations were performed at selected points along it to determine the aerothermodynamic environment.
A. Titan Atmospheric Composition
The major component of Titan's atmosphere is N 2 , a small CH 4 component is known to exist, and there may be some Ar. While other more complex compounds are also present, they exist only in trace amounts that are not relevant to entry vehicle analyses. At the time of this study, the exact proportions of the species were not known; one of the scientific goals of the Cassini-Huygens mission is to precisely determine Titan's atmospheric composition.
Atmospheric profiles were obtained from the TitanGRAM code 4 , which provided altitude-density-temperature data and ranges of dispersions. N 2 mole fractions varied from 85% to 97% depending on dispersions. CH 4 and Ar comprised the remainder of the atmosphere, with the proportions determined by user specification of the CH 4 mole fraction, which, according to the most up-to-date information available from Cassini measurements, was expected to be in the range of 1% to 5%. Version 1.0 of the Titan-GRAM atmospheric code was employed in this study, with updates to the code based on the available Cassini measurements of Titan's atmosphere (from July 3, 2004 and Nov. 15, 2004 , designated as the T0 and TA atmospheric profiles).
B. Huygens Aerodynamic Database
A high-fidelity aerodynamic database was developed to support the simulations of the Huygens probe from the Titan atmospheric interface to parachute deployment. Because of the similarity in the forebody shape of Huygens to that of the Genesis Sample Return Capsule (SRC), the Genesis aerodynamic database was used as the foundation for the Huygens aerodynamic database. The Genesis aerodynamic database was constructed using data from engineering analysis tools, high-fidelity numerical analysis solutions (i.e., CFD), ground-based wind tunnel tests, and free-flight ballistic range tests. The details of the Genesis aerodynamic database are described by Desai 5 . Although the Huygens probe and Genesis capsule have similar 60-degree sphere cone forebodies, the Huygens probe has a larger nose radius relative to the probe diameter. The difference in the nose radius resulted in an axial force coefficient value that was greater than that of the Genesis capsule throughout the Mach range. At the hypersonic continuum limit, that difference in the coefficient was 6.8%. To account for the differences in the geometry between the Huygens probe and the Genesis SRC, the Genesis aerodynamic database was revised. Freemolecular and modified-Newtonian analyses were performed to anchor the rarefied and continuum aerodynamics, and for the supersonic/hypersonic flow regime, data from ballistic range free-flight tests 6 of Huygens probe models were used to characterize the aerodynamics.
C. Trajectory Simulation and Monte Carlo Analysis
A six degree-of-freedom (6DOF) atmospheric entry and three degree-of-freedom (3DOF) parachute descent trajectory of the Huygens probe was simulated in POST2 (Program to Optimize Simulated Trajectories II) 7 . POST2 is a generalized point mass, discrete parameter targeting and optimization trajectory program and has the ability to simulate 3DOF and 6DOF trajectories for multiple vehicles in various flight regimes. POST2 also has the capability to include different atmosphere, aerodynamics, gravity, propulsion, parachute, and navigation system models, and Titan/Huygens-specific models were implemented for this study. POST2 has been used to simulate the entry trajectories for previous NASA missions (e.g. Mars Pathfinder 8 , Mars Exploration Rover 9 , Genesis 10 ) as well as numerous system studies (e.g. aerocapture at Neptune 11 and Titan 12 ). The POST2 simulation method was used in a Monte Carlo analysis of the Huygens probe entry, descent, and impact at Titan. The Monte Carlo technique involves the variation of key simulation parameters (e.g. initial orientation, aerodynamic coefficients, atmospheric parameters) to encompass the levels of uncertainty in these quantities. Aeroheating parameters (laminar and turbulent convective heating rates and radiative heating rates at the stagnation point) generated from high-fidelity computational analyses performed along the POST2-generated trajectories were incorporated into successive Monte Carlo simulations through simplified time-history curve-fits in order to refine subsequent trajectory analyses. Several thousand runs were made with random variations of parameters, and statistics of the resulting outputs were analyzed to identify maximum heat-rate trajectories for further detailed computational analyses, as described below. This process was repeated for several iterations to produce the final trajectory on which the aeroheating computations presented herein were performed. The worstcase trajectory for the integrated heat load was also identified through this Monte Carlo simulation; however, the difference between these max heat-rate and max heat-load trajectories was small for Huygens, and so only the maximum heat-rate trajectory will be discussed. It is expected that a trajectory reconstruction will be performed using mission data when it becomes available in order to determine the actual conditions that the probe encountered.
Aerothermodynamic computations were performed for several points along the maximum heating rate trajectory. The free stream conditions for these points are listed in Table 1 and plotted in Figure 3 . The peak convective heating rate occurs at t = 189 s on this trajectory. In addition to the listed cases with the default species concentrations, cases were also run with the CH 4 mole fraction varied by ±30% (with the N 2 and Ar mole fractions varied accordingly to retain the same molecular weight as the baseline condition) in order to investigate the influence of CH 4 on the aerothermodynamic environment. This influence is primarily a function of the number of C atoms available to form CN (which is the major contributor to radiation for flight in Titan's atmosphere) through reactions in the shock region. 
III. Flow-Field and Radiation Transport Methods
Because there is relatively little experience on which to base estimates for the fidelity of computational tools and methods for Titan atmospheric entry problems (as opposed to Earth or Mars), independent analyses were performed using two separate tool sets: the LAURA flow-field solver with the RADEQUIL radiation transport code, and the DPLR flow-field solver with the NEQAIR96 radiation transport code. The current Huygens probe analysis relied heavily on upgrades and modifications to these tools resulting from a recent system study 12, 13, 14, 15 of aerocapture at Titan.
A. LAURA and DPLR Flow Field Codes
Flow field computations were performed using the LAURA 16, 17 (Langley Aerothermodynamic Upwind Relaxation Algorithm) and DPLR 18 (Data Parallel Line Relaxation) codes. Both codes are structured, threedimensional, finite-volume solvers for the Navier-Stokes equations in hypersonic flow fields. In the LAURA code, inviscid fluxes are computed using the Roe second-order flux-splitting 19 with the Harten entropy fix 20 and the Yee symmetric total-variation diminishing limiter 21 . In DPLR, a modified Steger-Warming flux-vector splitting 22 with MUSCL extrapolation to third order via a "minmod" limiter 23 24 (although the ionized species and ionization reactions were omitted for the Huygens trajectories), and vibrational non-equilibrium is based on the Park two-temperature model 25 . Reverse reaction rates are determined from the definition of the equilibrium constant, which is evaluated using the Gibbs free energy computed from McBride's thermodynamic curve fits 26 .
B. RADEQUIL AND NEQAIR96 Radiation Transport Codes
Radiative heating rates were determined using the RADEQUIL 27 and NEQAIR96 28 codes. These codes are used to compute emission and absorption of radiation from excited species. The populations of the excited states of the species are based on Boltzmann equilibrium distributions at the conditions determined from the LAURA or DPLR flow field computations. Radiation transport is then computed along selected lines-of-sight from the shock wave to the surface using the one-dimensional tangent slab assumption. With respect to this Boltzmann distribution assumption, it should be noted that recent experimental results 29 indicate that the CN excited state populations do not follow a Boltzmann distribution at test conditions approximating Huygens entry. Thus, the radiative heating predictions presented herein, which are based on the Boltzmann assumption, may be overly conservative.
Radiation computations in the RADEQUIL code are performed using a grouping of atomic line transitions at similar frequencies and a smeared band approximation of frequency-integrated molecular rotational/vibrational transitions. In the NEQAIR96 code, line-by-line computations are performed for atomic transitions and molecular transitions are computed for a large number of frequency points in order to capture all spectral details.
Coupling between energy loss to the free stream via radiation and the flow field predictions was performed using an approximate technique developed by Tauber 30 to account for this radiative cooling of the flow field and the accompanying reduction in radiative heating levels. In this approximation, the ratio of coupled to uncoupled radiative heating rates is given by:
In equation (1), Γ is the Goulard number 31 defined by:
In equation (2), κ is an empirical constant that is a function of atmospheric composition. In Ref. 31 , a value of 3.0 for this constant was reported. However, an investigation was also conducted to determine a more accurate value for Titan conditions using the coupled technique developed by Wright 32 for the special case of the opticallythin shock layer. It was found that a value of κ = 2.0 provided a better match with the optically-thin coupled method, and so approximate coupling results presented herein are based on this value.
An additional correction factor given by equation (3) to the tangent-slab assumption to account for threedimensional effects (shock-layer curvature and decrease in radiation away from the stagnation point) was also applied.
The correction factor φ was based on the view factor analysis developed by Bose 33 and was set to 0.75 for the stagnation-point on the Huygens geometry. Along the conical flank of the vehicle, a value of 0.90 was used.
C. Boundary Conditions and Solution Procedure
For all flow field computations, a radiative-equilibrium wall temperature boundary condition with an emissivity of 0.90 was employed. In order to obtain conservative heating results a "super-catalytic" boundary condition (recombination to free-stream mass fractions) was imposed at the wall for the LAURA computations, while the DPLR boundary condition was full recombination of N 2 and H 2 . Since N 2 is the primary component of the atmosphere, the different boundary conditions have a small effect (<5%) on the computed convective heating rates. As the nominal angle-of-attack for the Huygens probe was 0-deg, all computations were performed in axisymmetric mode.
The flow-field species concentrations and thermodynamic properties from the computations were used as inputs to the radiation transport codes. Radiative transport was then computed using the one-dimensional tangent-slab approximation to obtain uncoupled radiative heating rates. The correction given in equation (1) for energy loss to the free stream was then applied to the computed radiative heating rates to obtain approximate coupled radiative heating rates.
IV. Aerothermodynamic Environments
The aerothermodynamic environment of the Huygens probe is discussed in this section. Radiative and convective heating distributions are presented for points along the maximum heat-rate trajectory. Numerical and physical factors that influence the heating rates are examined.
A. Diffusion Modeling Effects on Convective Heating
An important phenomenon noted in this study was the effect of the diffusion model employed in the computations. Both LAURA and DPLR employ multi-component diffusion models, which are referred to as the approximate, corrected multi-diffusion model 34 in LAURA and the self-consistent effective binary diffusion (SCEBD) model 35 in DPLR. Both codes do, however, retain simpler models based on the approximation of binary diffusion with a constant Schmidt number. For environments such as flight through Earth's atmosphere in which all the major species (e.g. N 2 , O 2 , N, O) have roughly similar properties, this approximation may provide reasonably accurate results. However, the presence of H and H 2 in the flow-field (which results from CH 4 dissociation), even in limited quantities, renders this approximation invalid. As shown in Figure 4 and Figure 5 (peak convective heating on the max heat-rate trajectory for LAURA and DPLR predictions), the constant Schmidt number method resulted in significant under-prediction of the heating levels for both laminar and turbulent flows. Note that for comparison, results are also shown for the exact Stefan-Maxwell model for multi-component diffusion, a close match with which was obtained using both multi-component diffusion models. While diffusion modeling had significant effects on convective heating, radiative heating predictions for these cases differed by less than 1%. The greater influence for convection was due to the fact that the diffusion model primarily affects flow in the boundary layer, on which convective heating rates depend, whereas radiative heating is due primarily to the high-temperature shock-layer region, which is not greatly influenced by the diffusion model. 
B. CH 4 Concentration Effects on Radiative Heating
At the time during which this work was performed, the concentration of CH 4 in Titan's atmosphere was not known precisely. A best estimate for the CH 4 mole fraction of 2.3% was employed in the analysis, and computations were also performed with CH 4 mole fractions varied by ±30% from the default in order to determine its influence on the aerothermodynamic environment. Both convective and radiative heating levels were found to increase as the amount of CH 4 in the atmosphere was increased. CH 4 concentration effects on convective (laminar and turbulent) heating are shown in Figure 6 ; LAURA results are shown, DPLR results were in close agreement. CH 4 concentration effects on radiative heating (uncoupled and approximate coupled) are shown in Figure 7 for LAURA-RADEQUIL computations; DPRL-NEQAIR96 computations showed the same trends but with some differences in magnitude of the effects. The influence of CH 4 concentration on radiative heating rates was much greater than on convective heating because it controls the amount of CN (which is the primary radiating specie) that can be formed in the flow field. 
C. Ionization effects on Heating
For Huygens entry conditions at Titan, flow-field temperatures were too low for significant ionization to occur. A single check-case computed with ionization at the peak heating point (t = 189 s) showed that the convective and radiative heating rates differed by less than 1% from those computed without ionization; therefore ionization was omitted from all other computations.
D. Transition to Turbulence
Transition to turbulence in hypersonic flows is difficult to predict, especially for an entry vehicle such as the Huygens probe that has steps and gaps between its heat-shield tiles and that will experience ablation. Transition onset is commonly defined in terms of local surface/flow-field conditions through the parameter Re θ /M e (the ratio of the Reynolds number based on boundary-layer momentum thickness and edge conditions to the boundary-layer edge Mach number). Values of this parameter cited in the literature vary widely. In a recent transition study 36 on a similar 70-deg sphere-cone entry vehicle configuration, Re θ /M e values between 200 and 500 were measured in several different experimental facilities. For the purpose of this study, a value of 150 was selected in the hope that this would provide a conservative transition onset criterion. As shown in Figure 8 , the predicted values for Re θ /M e exceeded 150 along the flank of the cone by the time of peak heating. However, as will be shown subsequently, even though a conservative transition criterion was applied, the predicted turbulent heating levels along the cone did not exceed the stagnation-point level
E. Convective and Radiative Heating Distributions
Convective (both laminar and turbulent) and radiative heating distributions generated using LAURA and RADEQUIL along the trajectory are shown in Figure 9 and Figure 10 , and distributions generated using DPLR and NEQAIR96 are shown in Figure 11 and Figure 12 . Note that the radiative results shown in the figures are the uncoupled values, which were substantially higher than the approximate coupled values, as will be shown subsequently. The uncoupled values are shown in these figures in order to simplify comparisons between the results of the two radiation transport codes.
A comparison of laminar and turbulent convective distributions at peak heating is shown in Figure 13 . Close agreement was obtained everywhere on the body except at the corners. The differences here were due to the fact that when the study began, information on the Huygens corner radius was not available, and the grid for the DPLR computations was generated using a larger radius than that for the LAURA computations.
A comparison of uncoupled radiative heating distributions at peak heating is shown in Figure 14 . Much larger differences were noted in these radiative distributions than in the convective distributions. The reason for these Figure 8 . Re θ /M e distributions at each trajectory point differences has not yet been identified, however it has been noted that the NEQAIR96 code predicts more radiation absorption in the flow-field, leading to lower radiative heating at the surface, than does the RADEQUIL code. 
F. Heating-Times Histories
Heating-time history data for two locations on the heat shield, the stagnation point and a point just ahead of the shoulder (x = 1.25 m), are listed in Table 2 and Table 3 and plotted in Figure 15 and Figure 16 , respectively. Results are presented for both LAURA-RADEQUIL and DPLR-NEQAIR96 computations. The total (radiative + convective) heating was computed in three different ways: as the sum of the convective and uncoupled radiative rates; as the sum of the convective and coupled radiative rates; and as the sum of the convective rates plus the coupled radiative rates times the three-dimensional correction factor. In these totals, the convective rate at the shoulder point was taken as the turbulent value for times after 185 sec. Radiative cooling due to flow-field coupling was found to reduce the radiative heating rates by approximately 15% to 50% depending on the trajectory point. The highest predicted total heating at the stagnation point (including coupling and three-dimensional corrections to radiative heating) was 117 W/cm 2 from the LAURA-RADEQUIL computations and 92 W/cm 2 from the DPLR/NEQAIR96 computations. Because of the radiative contribution to the heating environment, the highest heating on the body was not at the stagnation point, but instead was just ahead of the shoulder, where the predicted levels were 120 W/cm 2 and 93 W/cm 2 , respectively. Very close agreement was observed between the LAURA and DPLR convective results, however, for radiative heating, the NEQAIR96 predictions were from 40% to 60% lower than the RADEQUIL predictions depending on the trajectory point.
The time histories of the convective and radiative rates were provided to the NESC independent technical assessment team. Because of the short deadlines set for this assessment, the reasons for significant differences between the radiative heating levels generated by the two different codes were not resolved, and the final radiative heating levels were taken to be the average of the two sets of results. These data were curve-fitted vs. time and used as inputs to thermal modeling analysis of the vehicle's TPS that was performed by ESA. The integrated heat-loads and material temperatures resulting from this analysis were determined by ESA and the NASA-NESC team to be within acceptable limits to allow for release of the Huygens probe into Titan's atmosphere. 
V. Summary and Conclusions
The aerothermodynamic environment of the Huygens probe was investigated as part of an independent assessment of the Huygens mission to Titan performed under the direction of the NASA Engineering and Safety Center. Convective and radiative heating rates were computed using two independent sets of flow-field and radiation transport codes. The flow-field codes provided the convective heating rates and the input data for the radiation codes, which then were used to generate uncoupled radiative heating rates. Approximate corrections for radiation/flow-field coupling and three-dimensional effects were then applied to the uncoupled radiative rates.
Close agreement was found between convective heating predictions from the two flow-field codes, LAURA and DPLR. Larger differences (up to 40% to 60%) were observed in the radiative heating predictions from the two radiation transport codes, RADEQUIL and NEQAIR96. It was theorized that these differences were due in part to differing amounts of radiative absorption being predicted by the two radiation transport codes, but no definite conclusions were reached within the course of the study.
Factors that influenced the predicted heating levels were examined. Both convective and radiative heating rates were found to be proportionately dependent on the amount of free stream CH 4 assumed to be present in the atmosphere. It was also demonstrated that because of the disparity of molecular weights of the species present in the flow field, a multi-component diffusion model must be employed in order to obtain the correct convective heating levels for hypersonic flight in the atmosphere of Titan. Finally, a conservative estimate for transition onset time indicated transition would occur near peak heating; however, while transition to turbulence augmented the convective heating on the conical flank of the vehicle, the levels remained lower than those at the stagnation point.
Time-histories of the convective and radiative heating rates were generated through computations along the peak-heating trajectory identified through a Monte Carlo analysis of trajectory dispersions. These data were used in a separate thermal analysis (not discussed herein) from which it was concluded that the loads generated by the aerothermodynamic environment would be within the performance range of the thermal protection system.
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