We show that the adaptive Lasso (aLasso) and the adaptive group Lasso (agLasso) are oracle efficient in stationary vector autoregressions where the number of parameters per equation is smaller than the number of observations. In particular, this means that the parameters are estimated consistently at a √ T -rate, that the truly zero parameters are classified as such asymptotically and that the non-zero parameters are estimated as efficiently as if only the relevant variables had been included in the model from the outset. The group adaptive Lasso differs from the adaptive Lasso by dividing the covariates into groups whose members are all relevant or all irrelevant. Both estimators have the property that they perform variable selection and estimation in one step.
Introduction
In recent years large data sets have become increasingly available and as a result techniques to handle these have been the object of considerable research. When building a Date: February 20, 2013. The second author would like to thank Timo Teräsvirta for guiding him through his Ph.D and for showing him the fascinating world of forecasting. However, the shortcomings of this paper are not Timo's responsibility. The authors also wish to thank the Centre for Research in the Econometric Analysis of Time Series (CREATES), funded by the Danish National Research Foundation, for financial support. model to explain the behavior of a variable it is not uncommon that the set of potential explanatory variables can be very large. Traditional techniques for model selection rely on a sequence of tests or the application of information criteria. However, neither of these is very useful when the number of potential explanatory variables is large since the number of tests or information criteria to be calculated increases exponentially in the cardinality of the set of covariates. Hence, alternative routes have been explored and in particular regularized estimators have received a lot of attention in the statistics literature. The most prominent member of this class is the least absolute shrinkage and selection operator (Lasso) of Tibshirani (1996) . Since its inception, the statistical properties of Lasso-type estimators have been studied intensively with particular focus on the oracle property. An estimator is said to possess the oracle property if i) it selects the correct sparsity pattern with probability tending to one (i.e leaves out all irrelevant variables and retains all relevant variables) and ii) estimates the non-zero coefficients with the same rate and asymptotic distribution as if only the relevant variables had been included in the model from the outset. Put differently, the oracle property guarantees that the estimator performs as well as if the true model had been revealed to the researcher in advance by an oracle.
A lot of research has been carried out investigating the oracle property of various shrinkage type estimators: bridge-type estimators were investigated by Knight and Fu (2000) , the SCAD by Fan and Li (2001) , the adaptive Lasso by Zou (2006) , the Bridge and Marginal Bridge by Huang et al. (2008) and Sure independence screening by Fan and Lv (2008) . The working assumption in the literature is that even though the set of potential explanatory variables may be large (sometimes even considerably larger than the sample size) only a small subset of these variables are relevant for the task of explaining the left hand side variable, i.e. the model is sparse. Most focus has been on the cross sectional setting with either fixed or independently identically distributed covariates while much less attention has been paid to the case of dependent data. Some exceptions are Wang et al. (2007) , Caner and Knight (2011) , Kock (2012) , Medeiros and Mendes (2012) , Song and Bickel (2011) , Kock and Callot (2012) and Liao and Phillips (2012) . Specifically, the first three references consider univariate models (Caner and Knight (2011) and Kock (2012) consider stationary as well as non-stationary models). The three latter references deal with multivariate models. More precisely Song and Bickel (2011) , Kock and Callot (2012) deal with high-dimensional models while Liao and Phillips (2012) deal with the low-dimensional but non-stationary case. Finally, Caner (2011) uses bridge estimators to select factors in approximate factor models. In this paper we further fill this gap by considering stationary vector autoregressive models of the type
where y t is N × 1 and e t is i.i.d. with mean 0 and covariance matrix Σ. B i , 1 ≤ i ≤ p are the N × N parameter matrices. The properties of the model will be made precise in the next section.
It is likely that many entries in the B i matrices are equal to zero, i.e. the B i are sparse.
This could be because of p being larger than the true number of lags or because there are gaps in the lag structure (e.g. B 1 = 0, B 2 = B 3 = 0 and B 4 = 0 for quarterly data).
Another reason could be that lags of a subset of the variables are irrelevant for the task of explaining another subset of variables which manifests itself by zero restrictions on certain entries of the B i . Granger non-causality is an extreme case of this latter example. In the first part of this paper we show that the adaptive Lasso of Zou (2006) possesses the oracle property when applied to stationary vector autoregressions. Hence, it selects the correct sparsity pattern asymptotically and the non-zero parameters are estimated as precisely as if the true model had been known in advance and only the relevant variables had been included and estimated by least squares.
In equation (1) it is likely that zero parameters occur in groups. For example all lags of a specific length may be irrelevant resulting in B i = 0 for some 1 ≤ i ≤ N . Alternatively, all lags of a certain variable may be irrelevant in explaining another variable. Utilizing this group structure may lead to improved (finite sample) performance of the (adaptive) Lasso. Hence, inspired by Wang and Leng (2008) we combine the group Lasso of Yuan and Lin (2006) with the adaptive Lasso to make use of this grouping structure. We show that the adaptive group Lasso possesses a variant of the oracle property if one correctly groups (a subset) of the potential explanatory variables.
The above results motivate using the adaptive (group) Lasso in impulse response analysis of e.g. a macroeconomic shock. To do so one simply uses the estimated model and carries out the impulse response analysis as usual in a VAR. In this sense, the adaptive (group) Lasso constitutes an alternative way of handling high-dimensionality in impulse response analysis than the factor augmented VAR (FAVAR) of Bernanke et al. (2005) 1 .
Since vector autoregressions have been used extensively for forecasting, an obvious question is how well the VAR performs in this respect when estimated by the Lasso, the adaptive Lasso or the adaptive group Lasso. In particular, we investigate the performances of these estimators for forecasting in large macroeconomic datasets. The benchmark models for this type of forecasting exercise are common factor models. The common factor approach is supported by a long tradition in macroeconomic theory of assuming that a small set of underlying variables drives the business cycle and are responsible for the bulk of the variation of macroeconomic time series. Stock and Watson (2002) ; Ludvigson and Ng (2009) inter alia document the strong forecasting power of these types of models for large US macroeconomic datasets. Motivated by this we shall compare the forecast accuracy of the Lasso type estimators to the one of factor models. A comparison to a simple linear autoregression of order one and the Bayesian VAR is also made. The potential 1 We would like to thank an anonymous referee for pointing us towards this motivation. gains in forecast accuracy from exploiting non-linearities in the data are investigated by also including the logistic smooth transition autoregression (LSTAR) of Teräsvirta (1994) into the comparison. Interestingly, it is found that the Lasso on average forecasts most precisely. The factor models show a very stable performance, while the forecast errors from the adaptive Lasso and the adaptive group Lasso are much more erratic.
In the next section we introduce the VAR model and some notation. Section 3 introduces the adaptive lasso and section 4 the adaptive group Lasso. Section 5 discusses the forecasting experiment and presents the results. All proofs are relegated to the appendix.
Model and notation
As mentioned in the introduction we are concerned with stationary VARs, meaning that all roots of |I N − p j=1 B j z j | lie outside the unit circle 2 .
It is convenient to write the model in (1) as a standard regression model. To do so let Z t = (y t−1 , ..., y t−p ) be the N p × 1 vector of explanatory variables at time t in each equation i = 1, ..., N and Z = (Z T , ..., Z 1 ) the T ×N p matrix of covariates. Set X = I N ⊗Z
where ⊗ denotes the Kronecker product. Let y i = (y T,i , ..., y 1,i ) be the T × 1 vector of observations on the ith variable (i = 1, ..., N ) and i the corresponding vector of error terms for variable i. Defining y = (y 1 , ..., y N ) and = ( 1 , ..., N ) , we may write (1) as
where β * contains N 2 p parameters. It is this model we will estimate by the adaptive and the adaptive group Lasso. We assume that N and p are fixed and independent of the sample size. In particular, we assume that the number of parameters per equation, N p, is less than the sample size T . For the setting where these quantities are allowed to diverge 2 Here z is complex and for any square matrix A, |A| denotes its determinant.
with the sample size we refer to Kock and Callot (2012) who however don't consider the adaptive group Lasso.
While β * contains N 2 p parameters, only a subset of those might be relevant to model the dynamics of the vector y. The adaptive Lasso discussed in section 3 is able to discard the zero parameters and estimate the non-zero ones with an oracle efficient asymptotic distribution.
2.1. Further notation. Let A = {i : β * i = 0} index the set of nonzero β * i s (the active set) and let |A| be its cardinality. For any vector x ∈ R n x = n i=1 x 2 i denotes its euclidean norm. Furthermore, for any A ⊆ {1, ..., n}, x A denotes the vector consisting only of the elements indexed by A. Most often n = N 2 p in this paper. If M is a square matrix, M A denotes the submatrix of M consisting of the rows and columns indexed by A. We let → d and → p denote convergence in distribution and probability, respectively.
For any set A ⊆ {1, ..., n}, A c denotes its complement in {1, ..., n}.
Finally, let C = E( 1 T Z Z) which is time independent by the stationarity assumption.
The adaptive Lasso
As noted by Zhao and Yu (2007) the Lasso is only model selection consistent under rather restrictive assumptions which rule out highly dependent covariates as may be encountered in VAR models. Hence, we shall apply the adaptive Lasso, which was proposed by Zou (2006) as a solution to the lack of model selection consistency of the Lasso, to estimate the parameters in (2). The adaptive Lasso estimates β * by minimizing the following objective function.
whereŵ i is a set of weights such thatŵ i = |β I,i | −γ , γ > 0 withβ I a √ T -consistent (initial) estimator of β * . We shall use the least squares estimator 3 . The most common choice of γ is γ = 1. λ T is a sequence whose properties determine the asymptotic properties of the adaptive Lasso. Note that the standard Lasso corresponds to the case ofŵ i = 1, i.e. all parameters receive an equal penalty. In other words the difference between the Lasso and its adaptive version is that the latter chooses its penalty terms more intelligently (adaptively): If β * i = 0 for some i = 1, ..., N 2 p the initial least squares estimator is likely to be close to zero and soŵ i tends to be large resulting in a large penalty of β i . Hence, the adaptive Lasso is more likely to correctly classify β * i as zero. By a similar logic, the penalty on β i is relatively small when β * i = 0. As we shall see in the theorems to follow, these more intelligent weights result in an improved asymptotic performance of the adaptive Lasso compared to the regular Lasso.
The objective function (3) reveals the computational advantage of the (adaptive) lasso compared to e.g. information criteria since (3) is a convex optimization problem for which many efficient optimization procedures exist. Information criteria generally penalize model complexity by an 0 -penalty instead of the 1 -penalty used by lasso type estimators. It is exactly the switch from 0 to 1 -penalty which yields the computational advantage enabling us to consider high dimensional problems which would be impossible or very hard to approach by means of 0 -penalization. As we will see next, the convex program
(3) is not only fast to solve but its solution, the adaptive Lasso estimator, which we shall denote byβ, also possesses the oracle property.
Assumptions 3 As already noted by Zou (2006) the initial estimator need not be √ T -consistent. The assumptions made below can be altered such that theorems 1 and 2 still apply in the case where the initial estimator converges at a slower rate. However, we will not pursue this avenue any further here since we do have access to a √ T -consistent consistent initial estimator.
1: i,1 has finite fourth moments for i = 1, ..., N . Recall as well that e t = ( 1,t , ..., N,t ) are mean zero iid vectors with covariance matrix Σ.
3: All roots of |I N − p j=1 B j z j | lie outside the unit circle.
4:ŵ i = |β I,i | −γ withβ I,j being the least squares estimator of β * j .
Assumption 1 is relatively standard and used to ensure that 1 √ T X converges in distribution to a gaussian random variable. But any assumption yielding this convergence will suffice for our purpose. Assumption 2 is reasonable since it simply rules out perfect collinearity because if C would not be positive definite there would exist a nonzero N p × 1
vector v such that
implying that v Z t = 0 almost surely for t = 1, ..., T and hence that the covariates are linearly dependent. No procedure can be expected to distinguish between such variables, and assumption 2 rules out this situation.
Assumption 3 is a stationarity assumption while assumption 4 repeats our choice of initial estimator to construct the weights. See footnote 3 for other choices of the initial estimator.
We are now in a position to state our first theorem.
Theorem 1. Let assumptions 1-4 be satisfied and suppose that λ T √ T → 0 and λ T T 1/2−γ/2 → ∞.
Thenβ satisfies the following:
The assumption λ T T 1/2−γ/2 → ∞ is needed for the adaptive Lasso to shrink truly zero parameters to zero. It requires the penalty sequence λ T to increase sufficiently fast 4 . On the other hand, λ T √ T → 0 prevents λ T from increasing too fast. This is needed to prevent the adaptive Lasso from classifying non-zero parameters as zero.
Part 1 of Theorem 1 states that the adaptive Lasso converges at the usual √ T -rate.
This means that noβ j , j ∈ A will be set equal to 0 since for all j ∈ A,β j converges in probability to β * j = 0. Part 2 is the first part of the oracle property: all truly zero parameters are set exactly equal to zero asymptotically. This is a strengthening of the consistency result in part 1 since this only ensures convergence in probability to 0 ofβ A c .
Part 1 and 2 together imply that P (Â = A) → 1 whereÂ denotes the estimated active set. Part 3 states that the non-zero coefficients have the same asymptotic distribution as if the system in (2) Compared to Kock and Callot (2012) Theorem 1 considers the low-dimensional setting where the number of covariates is fixed. The gain from this additional assumption is a faster rate of convergence ( √ T as opposed to almost √ T 5 ). Due to space limitations we refer the interested reader to Kock and Callot (2012) for more details as well as simulation results illustrating Theorem 1.
adaptive group Lasso
If certain groups of variables are either jointly zero or non-zero it may be useful to utilize this information to get more efficient (finite sample) estimates. For this reason Yuan 4 Strictly speaking λT is only required to be increasing if 0 < γ ≤ 1 but since γ = 1 is the most common choice we shall use the word increasing without risk of confusion. 5 By almost √ T we mean that the rate of convergence only differs from √ T by a logarithmic factor. and Lin (2006) introduced the group Lasso which penalizes different groups of variables differently. Later, Wang and Leng (2008) combined the ideas of the group Lasso and the adaptive Lasso into the adaptive group Lasso. We shall now show that the latter possesses a variant of the oracle property when used to estimate vector autoregressive models. Assume that the N 2 p × 1 parameter vector has been partitioned into M disjoint
Without any confusion with the previously introduced notation we shall denote the set of active groups by A ⊆ {1, ..., M }.
.., N 2 p} denotes the union of the active groups.
The adaptive group Lasso estimates the parameters by minimizing the following objective functionL
As was the case the for the adaptive Lasso we will use the least squares estimator as initial estimator. Denote the adaptive group Lasso estimator byβ. Note the difference with the objective function of the adaptive Lasso in (3): now the penalty is applied group-wise as opposed to being applied to each parameter individually. The economic motivation for this is that one might conjecture that either all variables in a specific group are relevant or none of them are. Imposing this (correct) restriction may increase efficiency. We shall investigate the empirical performance in terms of forecasting accuracy in the next section. But first we state the adaptive group Lasso equivalent of Theorem 1.
Theorem 2. Let assumptions 1-4 be satisfied and suppose that λ T √ T → 0 and λ T T 1/2−γ/2 → ∞.
The assumptions underlying Theorem 2 are identical to the ones made to establish Theorem 1 and the intuition on the rate of increase of λ T is also the same: it must be large enough to shrink all inactive groups of parameters to zero while being small enough to avoid doing so for any active group of parameters.
Part 1 of Theorem 2 states the √ T -consistency of the adaptive group Lasso. Hence, no relevant variables will be excluded asymptotically sinceβ i → p β * i = 0 for i ∈ G. Part 2 yields that all inactive groups are also classified to be inactive asymptotically. So all groups consisting only of parameters whose true value is zero will also be set exactly equal to zero with probability tending to one. However, note that this claim is not made about those parameters whose true value is zero but are (mistakenly) located in an active group.
Their behavior is described in part 3 of the theorem: all parameters belonging to an active group are estimated with the same asymptotic distribution as if least squares had been applied to (2) only including variables belonging to G. On the downside this means that the adaptive group Lasso only performs better than least squares including all variables if one is able to identify a group consisting only of zeros. On the other hand, the asymptotic distribution is equivalent to the one of least squares including all variables if one fails to do so and hence there is no efficiency loss. The empirical performance of the adaptive group Lasso estimator is investigated in the forecasting section. As we shall see there, many groups are found to be inactive in practice.
4.1. Some limitations. As it stands, the oracle property sounds almost too good to be true -and in some sense it is. In a series of papers, Pötscher (2005, 2008) ; Pötscher and Leeb (2009) shed critical light on consistent model selection procedures and shrinkage type estimators in particular. They point out that most results, including the ones in this paper, are for pointwise asymptotics (sometimes also referred to as fixed parameter asymptotics). The adaptive Lasso performs well in such a setting, but if uniform asymptotics are considered it may not be able to distinguish certain non-zero parameters from zero ones. In particular, the problematic regions are disks with radius proportional to 1/ √ T . Furthermore, even though the asymptotic distribution of the truly non-zero parameters is the same as if least squares had been applied only including the relevant variables one may find that the finite sample distributions can be highly bimodal -with mass at zero and in an interval around the true parameter value. Finally, using the mean square estimation error as loss function, the uniform (uniform over the parameter space)
loss of any consistent model selection technique of the standard linear regression model may be shown to be infinite while the one of the least squares estimator can be shown to be finite.
Forecasting
In this section we investigate the empirical performance of the Lasso, the adaptive Lasso and the adaptive group Lasso in terms of forecasting macroeconomic variables with a large number of predictors. Vector autoregressive models have been used extensively for forecasting since their inception and are still a popular tool for this purpose in macroeconometrics. Hence, it is of interest to investigate whether novel estimation methods of vector autoregressions can lead to more precise forecasts in data rich settings.
5.1. The data. We use the data from Ludvigson and Ng (2009) , which is an updated version of the data used in Stock and Watson (2002) . The data set contains 131 U.S. monthly macroeconomic indicators, from January 1964 to December 2007. Detailed description of the series as well as the transformations required to make the series I(0) can be found in appendix A of Ludvigson and Ng (2009) . The series fall in 8 broad economic categories:
(1) Output and Income (17 series) (2) Labor market (32 series)
(3) Housing (10 series The categories mentioned above serve as natural groups for the adaptive group Lasso and we shall indeed use these as candidate groups for this estimator. Different groups are constructed for different lags, such that there are 16 groups for a VAR(2).
For each of the 131 series the mean square forecast errors relative to the mean square forecast error of a VAR(1) estimated by least squares are calculated 7 . Then the average of the relative mean square forecast errors is calculated within each group resulting in one measure of forecast accuracy for each of the eight groups mentioned above.
6 Two initial observations are lost during the transformation of the variables to I(0) 7 More precisely the lag length of the unrestricted VAR was chosen by BIC and it was always found to be one.
All forecasts are direct forecasts. The argument for direct forecasts is that they are tailored to the specific forecast horizon of interest. Furthermore, the absence of any sort of recursion makes direct forecasts relatively robust at longer forecast horizons. To forecast h periods ahead with the VAR, the following model is estimated.
Here the superscript h highlights the fact that a separate model is estimated for each horizon. Our main interest is now to investigate how the estimators discussed fare when it comes to forecasting with this model.
5.2.
Implementation. The Lasso and the adaptive Lasso are estimated using the glmnet package for R 2.15, which implements the algorithm by Friedman et al. (2010) . The optimization problem is solved on an equally spaced grid of 100 values of the penalty parameter such that the largest λ max on this grid is the smallest value of λ for which all variables are discarded from the model. The lower bound of the grid is computed as λ min = 10 −5 λ max , which is close to zero. The value of λ T is then selected by the Bayesian Information Criterion (BIC). γ is fixed at one and it is our experience that no gains can be achieved in terms of more precise forecasts by also searching over a grid of γs. The risk of overfitting in sample seems to be too high to justify such a search.
The adaptive group Lasso is estimated using the grplasso package, implementing the algorithm in Meier et al. (2008) . Again λ T is selected by BIC while γ is set to one. All the packages required for the computation of the results in this paper are publicly available at CRAN 8 , and the code is available upon request.
8 www.cran.r-project.org 5.3. Competing models. The forecasts of the above mentioned procedures are compared to forecasts from common factor models, simple linear autoregressions, smooth transition models, and the Bayesian VAR.
For the common factor model we follow the approach by Stock and Watson (2002) . The forecasting equation for a given variable y i is given by:
The vector of common factorsF t and the parameters are estimated using a two step procedure. First the common factorsF t are estimated using principal component analysis on the training sample containing all 131 series. The number of principal components to retain for the second step is then selected and the parameters α h i , β h i,j , and δ h i,j are estimated by least squares on the training sample.
We use m = p = 1 throughout but vary the number of factors. Specifically, models with 1,3 and 5 common factors are estimated. The results for these models are denoted CF 1, CF 3 and CF 5 in the tables below. In addition, results for a common factor model where the number of factors is chosen by BIC are reported. The number of common factors searched over is one to five. The corresponding results are denoted CF BIC in the tables below. We also experimented using lags of the common factors, but this didn't bring substantial nor consistent improvement to the forecasting accuracy of the model.
The two univariate models considered are an AR(1) and a Logistic Smooth Transition
AutoRegressive (LSTAR) model. The forecasts from the AR(1) model for y t,i are generated by
where the parameters are estimated by least squares. The forecasts of the LSTAR (see Teräsvirta (1994) ) are created by the following model for variable y t,i The prior is imposed by augmenting the sample with matrices of dummy observations, the construction of which is described in Bańbura et al. (2009) . The hyperparameter λ governing the tightness of the prior distribution is selected using a binary search algorithm seeking to minimize the BIC. We estimate and forecast with a BVAR containing a single lag, since it turned out to deliver more precise forecasts than a BVAR using two lags.
Insane forecasts.
It is well known that in particular non-linear models may sometimes provide forecasts that are clearly unreasonable. Swanson and White (1995) suggests to weed out unreasonable forecasts by means of an insanity filter. We shall follow this suggestion by replacing a forecast by the most recent observation of the estimation window if it does not lie in the interval given by the most recent observation in the estimation window plus/minus three times the standard deviation of the data in the estimation window.
As noted in Kock and Teräsvirta (2012) the particular choice of insanity filter is not overly important -what matters is that the insane forecasts are weeded out. To treat all forecast procedures on an equal footing the insanity filter is implemented for all procedures. 5.5. Results. that the plain Lasso gives the most precise forecasts for most categories, and that it is the overall best estimator. The Lasso actually has a relative mean square forecast error below one for all groups of variables indicating its stability. Note also that except for the output and income group and the stock market group the most precise procedure is always the Lasso.
It is striking that the plain Lasso almost always outperforms its adaptive versions, sometimes by a wide margin. The BVAR also gives quite precise forecasts. The poor performance of the BVAR and both adaptive estimators for the housing group as well as to a lesser degree for the other groups has a common cause. All three estimators use a VAR estimated by OLS as the initial estimator (the BVAR uses a VAR(1) and the adaptive (group) Lasso uses a VAR(2)), providing weights for the adaptive Lasso penalties and estimates of the variance of the residuals used to construct the prior for the BVAR. The VAR(2) performs quite poorly relative to the VAR(1) in terms of MSE, and even more so at longer horizons, resulting in bad initial estimates for the second step estimators 9 . Given this very poor initial estimator it is not too surprising that the second step estimators forecast (relatively) inaccurately. Despite this impediment the adaptive procedures provide forecasts that are in general close to, or better than, common factor forecasts.
As can be expected from a non-linear procedure like the LSTAR, it performs very well for some series and quite poorly for others. This is in line with the commonly made observation that non-linear procedures are somewhat "risky" -a fact which can make 9 We also experimented with using the VAR(2) as initial estimator for the BVAR but this yielded very imprecise forecasts in particular at the 12 month horizon. In this sense the BVAR actually has an unfair advantage compared to the adaptive (group) Lasso since it is based on a more precise initial estimator. them very useful in forecast combination schemes. To highlight this riskiness note that the LSTAR outperforms the plain AR(1) for six out of eight series while it still has a considerably larger relative mean square forecast error than common factor models and Lasso-type estimators due to its occasionally very imprecise forecasts.
Factor models deliver reasonably precise forecasts for all types of variables resulting in relative mean square forecast errors below one for all groups. On the other hand, no gains seem to be made from applying BIC to select the number of factors as opposed to simply fixing the number of these. Table 5 .2 shows that common factor models as well as the Lasso and the adaptive Lasso deliver forecasts that are in general more accurate than those obtained by a VAR estimated by least squares. The Lasso outperforms common factor models for most groups. The adaptive group Lasso performs quite poorly, faring worse than the benchmark VAR in 5 of the groups while being the best model for the Stock Market series.
The Bayesian VAR performs better than the benchmark VAR but by a smaller margin than the Lasso.
The two univariate forecasting models have very similar forecasting performances in most instances, being close to the best models. The AR(1) forecasts are the most precise for three groups at this horizon. The LSTAR model is less stable than the AR(1), being almost the best model for Bonds and Exchange Rates and the worst for Money and Credit.
To shed further light on these findings Table 5 .3 reports the share of variables from a given group (in columns) retained in the equations for variables from another given group (in rows). The two leftmost entries of the first row in Another feature is that most of these shares are quite small, indicating the selected models are very sparse. This is confirmed by As previously it is close to the best procedure for most other groups. The Lasso delivers forecasts that are very close to being the most precise for every groups, as do to a lesser extent the common factor models. The BVAR performs very well at this horizon, being the best forecast method for half of the groups, despite faring poorly for the housing group.
However, this poor performance on the housing group can be found for any procedure based on the VAR(2) initial estimates. 
Conclusion
In this paper we have studied the properties of the adaptive Lasso and the adaptive group Lasso when applied to stationary vector autoregressions of a fixed dimension. The adaptive Lasso was shown to possess the oracle property in the sense that all truly zero parameters will be classified as such asymptotically, while the estimators of the non-zero parameters have the same asymptotic distribution as if least squares had been used to estimate the model only including the relevant variables.
Since many variables are naturally classified into groups of similar variables (like in the large macroeconomic dataset used in this paper) one may naturally ask the question whether certain group of variables are relevant for the task of explaining another variable.
For this reason the asymptotic properties of the adaptive group Lasso were investigated and it was shown that it possesses a version of the oracle property.
The performance of these two estimators in terms of forecast precision was investigated by comparing different forecasting procedures using the data by Ludvigson and Ng (2009) .
The plain Lasso was found to give the most precise forecasts on average while its adaptive variants had problems forecasting, in particular the housing series, due to imprecise initial least squares estimates of the VAR(2) model. The forecasts from the common factor models were relatively precise for all series while the non-linear LSTAR was much more volatile.
Even though this work has been concerned with stationary autoregressions we believe that the results may be generalized to integrated series by using the limit results in Sims et al. (1990) . This would alter the rates of convergences obtained in this paper since the rates would now depend on the order of integration.
Proof (appendix)
Proof of Theorem 1: The proof is inspired by the proof of Theorem 2 in Zou (2006) and the proof of Theorem 2 in Kock (2012) . Letting β = β * + u √ T the objective function (3) may also be written as
If, on the other hand, β * i = 0
√ Tβ I,i is tight. Using the convergence results (7)-(9) in
Since V T (u) is convex and V (u) has a unique minimum it follows from Knight (1999) (or alternatively Knight and Fu (2000) ) that arg min V T (u) → d arg min V (u). Hence,
where δ 0 is the Dirac measure at 0 and |A c | is the cardinality of A c (hence, δ |A c | 0 is the |A c |dimensional Dirac measure at 0). Notice that (10) implies thatû A c → 0 in probability.
An equivalent formulation of (10)- (11) is
(12)-(13) yield the consistency part of the theorem at the rate of √ T forβ. (13) also yields the oracle efficient asymptotic distribution forβ A , i.e. part (3) of the theorem. It remains to show part (2) of the theorem; P (β A c = 0) → 1.
Assumeβ j = 0 for j ∈ A c . Then, letting x j denote the jth column of X, it follows from the first order conditions 2x j (y − Xβ) + λ Tŵj sign(β j ) = 0 or equivalently, 2x j y − Xβ T 1/2 + λ Tŵj sign(β j ) T 1/2 = 0 (14)
First, consider the second term in (14) λ Tŵj sign(β j ) T 1/2 = λ Tŵj T 1/2 = λ T T 1/2−γ/2 |T 1/2β I,j | γ → ∞ since √ Tβ I,j is tight. Regarding the first term in (14), 2x j y − Xβ
Assuming β j is the coefficient to the kth variable in the ith equation (so the jth column of X is the kth variable in the ith equation) it follows from the same arguments as those preceding (6) that
x j T 1/2 → d N (0, Σ ii C kk ). Furthermore,
x j X T → p (I N ⊗ C) j where (I N ⊗ C) j is the jth row of (I N ⊗ C). Hence, is In addition, if β * G i = 0, it follows by continuity of the norm that
→ 0 in probability since (i): λ T /T 1/2 → 0 and (ii): SinceṼ T (u) is convex andṼ (u) has a unique minimum it follows from Knight (1999) (or alternatively Knight and Fu (2000) ) that arg minṼ T (u) → d arg minṼ (u). Hence,
where δ 0 is the Dirac measure at 0 and |G c | is the cardinality of G c . Notice that (20) implies thatũ G c → 0 in probability. An equivalent formulation of (20)- (21) is 
First, consider the right hand side of (24). To this end note that
Regarding the left hand side in (24), 2x j y − Xβ
Assuming β j is a coefficient to the kth variable in the ith equation it follows from the same arguments as those preceding (16) that
x j T 1/2 → d N (0, Σ 2 ii C kk ). Furthermore,
x j X T → p (I N ⊗ C) j where (I N ⊗ C) j is the ith row of (I N ⊗ C). Hence, is tight for all j = 1, ..., N 2 p. Furthermore, P max
And so, for any δ > 0 by choosing K sufficiently large it follows from the tightness of 2x j y−Xβ
