We discuss how to apply the Hessian method (i) to predict the impact of a new data set (or sets) on the parton distribution functions (PDFs) and their errors, by producing an updated best-fit PDF and error PDF sets, such as the CTEQ-TEA PDFs; (ii) to predict directly the effect of a new data set on the PDF errors of any other set of observables, without the need to recalculate using the new error PDFs; and (iii) to transform the original set into a reduced set of error PDFs which is optimized for a specific set of observables to reproduce the PDF-induced uncertainties to any specified precision. We present a software package, ePump (error PDF Updating Method Package), that can be used to update or optimize a set of PDFs, including the best-fit PDF set and Hessian eigenvector pairs of PDF sets (i.e., error PDFs), and to update any other set of observables. We demonstrate the potential of the program by presenting selected phenomenological applications relevant to the Large Hadron Collider. Special care is given to discuss the assumptions made and the limitations of this theoretical framework compared to a treatment by the full global analysis program.
I. INTRODUCTION
Predictions for high-energy cross sections at the Large Hadron Collider (LHC) and other colliders require the use of Parton Distribution Functions (PDFs), which supply the longdistance hadronic contribution. The PDFs cannot be calculated from first principles to sufficient accuracy; therefore they are generally extracted from a global analysis of highenergy scattering data, including both data from Deep Inelastic Scattering (DIS) at electronhadron colliders and data from hadron-hadron colliders [1] [2] [3] [4] [5] [6] . In addition to a best-fit set of PDFs, modern PDF global-analysis groups also provide a number of additional sets that can be used to estimate the uncertainty in the predictions due to the uncertainties in the PDFs themselves.
The two most commonly-used methods for obtaining the PDF uncertainties are the Monte Carlo method [7, 8] and the Hessian method [9] . In the Monte Carlo method, a statistical ensemble of PDF sets are provided, which are assumed to approximate the probability distribution of possible PDFs, as constrained from the global analysis of the data. The advantage of this method is that it can, in principle, reproduce the probability distribution without approximations. A disadvantage is that it may require a sizable number of sets (around 1000) in the ensemble to get an accurate estimate of the uncertainty. In the Hessian method a smaller number of "error sets" (about 50) are used to obtain an estimate of the error. These error sets correspond to the plus and minus eigenvector directions in the space of PDF parameters, which are used to approximate the χ 2 -function near its global minimum. The Hessian method relies on a quadratic approximation for the parameter dependence of the χ 2 minimization function and a linear approximation for the parameter dependence of the observable in question. In practice the Hessian method works quite well for most observables.
An understanding of uncertainties due to PDFs is crucial to precision studies of the standard model, as well as to searches for new physics beyond the standard model. In turn, new measurements of standard model processes can be used to constrain the uncertainties on the PDFs. The most complete method for obtaining constraints from the new data on the PDFs would be to add the new data into the global analysis package and to do a full re-analysis on the PDFs. However, this is impractical for most users of PDFs for several reasons. First, it requires the complete knowledge of both the experimental measurements and the theoretical predictions as a function of the PDFs, for all of the data sets in the global analysis. Second, given the complexity of the theoretical predictions at Next-to-Nextto-Leading Order (NNLO) and the fact that the observables must be calculated numerous times in order to probe the terrain of the χ 2 -function, the minimization and error analysis of the PDFs is very computationally intensive.
For these reasons a technique for estimating the impact of new data on the PDFs, without performing a full global analysis, is extremely useful. In the context of the Monte Carlo PDFs, the PDF reweighting method has become commonplace. This involves applying a weight factor, which is dependent on the new data and the theory predictions, to each of the PDFs in the ensemble [7, 10, 11] when performing ensemble averages. Because the weight factor for some of of the PDFs in the ensemble may be small, the effective number of PDFs in the ensemble is reduced. Therefore, the number of initial PDFs in the ensemble must be increased to get sufficient statistics in the reweighted averages. The CT14MC PDF set is such an example, in which a large number of Monte Carlo replicas have been generated from the Hessian PDFs in order to use this reweighting procedure [12] It is also possible to estimate the impact of new data directly using Hessian PDFs, as has been shown by Paukkunen and Zurita [13] . A version of this method has also been included in the xFitter package [14] , where it is called Hessian profiling. The advantage of this Hessian updating method over the Monte Carlo reweighting method is that it directly works with the (small set of) Hessian PDFs and it is a simpler and much faster way to estimate the effects of the new data. This method directly calculates the minimum of of the χ 2 function within the Hessian approximation, and was shown by Paukkunen and Zurita to be equivalent to the Monte Carlo reweighting method, if the Giele-Keller weights [7] (appropriately scaled to include the tolerance criterion) are used in that method. In this paper, we extend the method proposed in Ref. [13] and develop a software package called ePump (error PDF Updating Method Package) to be used to updated any Hessian PDF sets obtained from an earlier global analysis. We will use the CTEQ-TEA (CT) PDFs as an example. Namely, we shall demonstrate how to use ePump to update CT14 PDFs when new experimental data are included in the global fit. We emphasize, however, that ePump may be used to update any PDF set containing Hessian error PDFs in LHAPDF format, such as those supplied by CT, MMHT, and others, and it is flexible enough to accommodate different non-global tolerance criterions.
Another useful and related, but distinct operation on the Hessian error PDF sets is to obtain a reduced set of error PDFs optimized for a particular experimental analysis. In a detailed experimental analysis, it is quite common to investigate uncertainties on the kinematic acceptance and the systematic errors induced by the uncertainties in PDFs. The large number of Monte Carlo PDFs, and even the smaller number of Hessian PDFs can make this type of analysis very difficult due to the large computational time needed for the theoretical calculation to simulate the experimental data with different cuts and bins. For this purpose a smaller reduced set of Hessian error PDFs that cover the majority of the PDF dependence of the relevant observables is necessary to make this detailed experimental analysis possible. In Refs. [15, 16] a method and code was developed to obtain a reduced set of Hessian PDFs from a Monte Carlo or Hessian PDF set. In this paper, we adopt a very different method which is based on ideas similar to that used in the data set diagonalization method developed by Pumplin [17] . The advantage of our method is that it takes a set of Hessian error PDFs and constructs an equivalent set of error PDFs that exactly reproduces the Hessian symmetric PDF uncertainties, but in addition each new eigenvector pair has an eigenvalue that quantitatively describes its contribution to the PDF uncertainty of the data set. The new optimized error PDF pairs are ordered by their eigenvalues, and so it is easy to choose a reduced set that covers the PDF uncertainty for the data set to any desired accuracy.
The remainder of this paper is organized in the following manner. In Sec. II, we discuss the method of updating Hessian PDFs (including the central and error PDFs) and predictions on any physical observables (including its PDF uncertainties) from new experimental data. Careful attention is given to how to include non-global tolerances in the updating of both the central and error PDFs. In this section we also discuss limitations of the method and present some realistic applications. In Sec. III, we discuss the method of optimizing the Hessian error PDFs for a given experimental data and give some sample applications of the PDF optimization procedure. A brief description of the ePump code is given in Sec. IV. Sec. V contains our conclusion.
II. UPDATING HESSIAN ERROR PDFS AND OBSERVABLE PREDICTIONS FROM NEW EXPERIMENTAL DATA

A. Review of the Hessian Method
In order to set notation and present the necessary background, we first give the results of the Hessian Method for obtaining the contribution of the PDF uncertainty to the theoretical uncertainty of a general observable. The PDFs 1 f (x, Q 0 ; z), defined at the initial scale Q 0 , are parametrized by N parameters {z i ; i = 1, N}, which we write as a vector z. The determination of the PDFs is obtained using a χ 2 -function, which quantifies the discrepancy between the theoretical predictions and the experimental measurements of a global set of experiments, including the experimental errors. The best-fit PDFs are then obtained by minimizing χ 2 as a function of the parameters. By evaluating the χ 2 function around its minimum, it is possible to choose and scale the parameters in terms of the Hessian eigenvalue directions, such that the χ 2 function can be written, up to quadratic order in z, as
where T is the tolerance parameter. 2 The uncertainty in the PDF parameters is then set by 1 Note that we suppress the flavor index of the PDFs. All PDF indices in these sections will correspond to eigenvector directions. 2 If the data errors are precisely Gaussian and internally consistent, then one should use a value of T = 1 at the 68% CL (corresponding to T = 1.645 at 90% CL). However, to accommodate experimental inconsistencies between the data sets, as well as uncertainties arising from the choice of non-perturbative parametrization, the value of T is often increased. The CTEQ-TEA group has used the value T = 10 at the 90% CL in their analyses to date. the requirement ∆χ 2 ≤ T 2 at some prescribed confidence level (CL), yielding
at the same CL. With this choice of parameters, the best-fit PDFs are given by f 0 (x, Q 0 ) ≡ f (x, Q 0 ; 0), and the 2N error PDFs (2 for each eigenvector direction) are defined by
. The usefulness of the Hessian error PDFs is in determining the PDF uncertainty of a theoretical calculation of some observable X. The theoretical prediction for X can be written, via the PDFs, as a function of the PDF parameters, X(z). Expanding this function in a Taylor expansion around the best fit gives
We can calculate X(0) ≡ X(f 0 ) using the best-fit PDFs, and the first derivatives can be calculated numerically using the + and − error PDFs in each eigenvector direction j as
The error PDFs are not sufficient to calculate the full set of second derivatives, although the diagonal ones can be obtained as
The theoretical uncertainty in X due to the PDFs at the specified CL is determined by the maximum and minimum values of X, subject to the constraint z 2 i ≤ 1. In the quadratic approximation of Eq. (1) and keeping only the linear term in Eq. (3), we obtain the extrema at
Thus, the upper and lower limits on the observable at the specified CL are given by
where
With the additional data added to the χ 2 function, the new best-fit parameters are
The normalized eigenvectors U (r) i and eigenvalues λ (r) of the matrix M ij satisfy
Note that the eigenvalues satisfy λ (r) ≥ 0, and if N X < N then there will be at least N − N X eigenvectors with zero eigenvalue, corresponding to directions orthogonal to the new data set. We can now simplify the equation for ∆χ 2 by introducing new coordinates c ≡ (c 1 , . . . , c N ) defined by
to obtain
Assuming the same tolerance T as for the original χ 2 function, gives
at the same CL. Expanding the PDFS f (x, Q 0 ; z) to linear order in z, we can approximate the new best-fit PDFs, which include the impact of the new data by
In a similar manner, we can obtain updated error PDFs, by setting the new coordinates to c ±(r) = ±e r . We define the new error PDFs by
Note that (f ±i − f 0 ) = ±∆f i up to linear order in z, so the definition of the error PDFs given in Eq. (20) is just one of several equally valid choices at linear order. On the other hand, due to nonlinearities, (f +i − f 0 ) = −(f −i − f 0 ) in general, so that with the choice used here, the overall sign of the eigenvectors U (r) i becomes relevant. We therefore supplement this definition with the choice of sign:
≥ 0. Not that, even in the limit of C −1 αβ → 0, the updated asymmetric errors will not recover exactly the asymmetric PDF uncertainties of the original PDF set, due to the nontrivial rotation of the eigenvector basis. However, we have found that the definition of the error PDFs given here, supplemented by the sign convention for the eigenvectors, typically gives better agreement with the original asymmetric PDF uncertainties than other choices in this limit. In particular, in the combined limit C On the other hand, the symmetric uncertainties for the PDFs, as given by Eq. (8) will coincide with the original symmetric uncertainties in the limit C −1 αβ → 0. In this limit we find
due to the unitarity of the matrix U (r)
i . For this reason we advocate the use of symmetric errors when using ePump to assess the impact of new data on the PDFs, since the symmetric errors are not affected by the rotation of the eigenvector basis and therefore display exclusively the impact of the new experimental data and errors.
C. Tier-2 Penalties and Dynamical tolerances
The discussion up to this point assumes that the χ 2 function is a smooth analytic function of the parameters, and that the confidence levels defined by the Hessian eigenvector PDFs are specified by a single global tolerance value given by ∆χ 2 ≤ T 2 . However, in practice the confidence levels of the error PDFs are often determined by separate constraints from individual experiments, rather than by a single global tolerance. The CTEQ-TEA group incorporates these separate constraints by adding a Tier-2 penalty to the χ 2 function when determining the error PDFs, such that the tolerance requirement becomes modified to
The specific details of the Tier-2 penalty, which was introduced in Ref. [19] and was discussed in detail in Ref. [20] , are not too important here, other than the fact that it increases rapidly as a function of the parameters if the disagreement between any individual experiment and theory becomes large. Furthermore, we note that only the standard χ 2 function without the Tier-2 penalty is used in determining the best-fit PDFs.
We can include the effect of these Tier-2 penalties by identifying ∆χ 2 = (T ± i ) 2 ≤ T 2 at the parameter values that correspond to each of the positive and negative Hessian eigenvalue PDFs at the given confidence level. These dynamical tolerances, T ± i , are determined either by the separate constraints from individual experiments (MMHT) or through the ∆χ 2 +Tier-2 penalty (CTEQ-TEA), which limits the deviation in the particular eigenvalue direction. Again, we note that in the CTEQ-TEA analysis, the dynamical tolerances are only used in determining the uncertainties and are not included in the χ 2 function that is used to determine the best-fit PDFs. Therefore, all of the results from section II B for obtaining the new best-fit parameters are unchanged, except for the numerical approximations for the coefficients in the Taylor expansion, Eq. (3), obtained from the error PDFs.
The relevant effect of the dynamical tolerances is that the Hessian error PDFs are now evaluated at the parameter values z ±j = ±(T ± j /T )e j . Using this, we obtain
and
Note that the approximation for the first derivative, Eq. (24), is just the weighted average of the approximations using the positive and negative eigenvector directions. With this modification, all of the results for the updated best-fit predictions still hold, with the replacement ∆X j α → ∆X j α everywhere. We also make the replacement ∆f
Note that there is actually no dependence on the global tolerance T in any of these formulae, since it can be removed simply by re-scaling the parameters z.
The generalization of the best-fit results to include the dynamical tolerances is relatively straightforward, as we have seen. However, the calculation of the Hessian eigenvector PDFs requires that we first address some practical aspects of the updating method. In the original global analysis the dynamical tolerances were obtained by the requirement ∆χ
along each of the positive and negative eigenvalue directions. The new eigenvector PDFs, however, will also depend on the dynamical tolerances, T ± (r) , along the updated eigenvector directions. To obtain these, one would need to calculate the constraints from each of the individual data sets included in the global analysis on each of the new updated eigenvector PDFs. This is beyond the applicability of the present method, which assumes that all information of the global χ 2 function is contained in the original error PDFs, except for the contribution of the new data set. Even if one assumes that the criterion for constraining the eigenvector directions is the same for the original and updated error PDFs, it is not possible to map directly from the T ± i to the T ± (r) without doing a more detailed calculation involving all of the global analysis data sets, since the original and updated eigenvector directions are not parallel.
If the new dynamical tolerances were known, one could then calculate the corresponding eigenvector parameters,
and obtain the updated error PDFs using the linear expansion as before. In their absence we proceed by noting that we should recover the original error PDFs in the combined limits, C (27), and approximate the numerical derivatives using the positive or negative eigenvector PDFs, correspondingly. Roughly, this assumes that the effect of the new dynamical tolerances is not substantially different from the effect of the old ones. Therefore, we still use Eq. (20) for the updated error PDFs in the presence of dynamical tolerances. Again, we advocate the use of symmetric errors when evaluating the effects of new data, since they are less sensitive to nonlinear effects arising from the rotation of the eigenvectors directions.
D. Direct Updating of Observable Predictions and Uncertainties
Given the updated central and Hessian error PDFs, obtained as described in the last section, it is possible now to calculate updated predictions and uncertainties for any other set of observables Y α (including the original observables X α that were used for updating the PDFs). This would require running the code to calculate the observables using the updated central and each of the updated error PDFs. However, frequently the predictions with the original central and error PDFs are already known, so it would be more time-efficient to use these to calculate the updated predictions and uncertainties directly. It is very easy to obtain the updated results using the approach presented in the last section.
Suppose we have already calculated
. Then using the linear expansion, we obtain
where z 0 i was given in Eq. (12) and ∆Y α is defined in Eq. (24) . For the uncertainty, we use the convention described at the end of the last section and note that
which is valid in the linear approximation. Thus, we can obtain the updated symmetric uncertainties for the observable Y α as
where we have used the completeness of the eigenvectors U (r) i in the last equation, and the matrix M ij was given in Eq. (11) .
Equations (28) and (30) give the results for the updated central prediction and updated symmetric uncertainty for the observable Y α in terms of calculations that use only the original central and Hessian error PDFs. These results can also be generalized to the correlation cosine between two observables Y α and Y β , which can be experimental observables or PDF distributions at specific x and Q values. The original correlation cosine between the observables is given by [22] 
It represents the degree of correlation between the two observables as determined by the PDFs, with cos(θ αβ ) = 1 completely correlated, cos(θ αβ ) = −1 completely anticorrelated, and cos(θ αβ ) = 0 no correlation. Using the same steps as for Eq. (30), we obtain the updated correlation between the two observables to be
E. Limitations on the use of the error PDF updating method
The method used in ePump is very powerful and can very quickly give results on the impact of new data on the PDFs. However, it cannot be used to replace a full PDF global analysis of experimental data. In this section we discuss the limitations of this method and consider ways to assess where it might fail. There are basically four categories of assumptions that go into the method, and we will discuss each of them below.
The first assumption that goes into the Hessian updating method is the quadratic dependence of the chi-square function on the parameters for the original data. Although this assumption is expected to be good in most of the eigenvalue directions, it is possible that some directions that are not well-probed by the original data can have noticeable deviations from quadratic dependence. Unfortunately, this cannot be assessed within ePump, since it would require a detailed analysis of the original global chi-square function from the original global analysis. However, a reasonable expectation is that the further the parameters deviate from the original best fit, the more likely that non-quadratic behavior of the chi-square function becomes important. A measure of the deviation of the parameters from the original best fit is
which is the change in chi-square for the original data set, evaluated at the updated best-fit parameters. This was called the "penalty term" in Ref. [13] . A comparable measure in the presence of dynamical tolerances would be the fractional distance-squared between the new and old best-fits relative to the confidence-level boundary in the space of parameters, which can be written
where we have let T i be the average of T ± i . In the calculation of the PDF uncertainties in the Hessian method, it is assumed that the chi-square function is quadratic in the parameters for d 2 ≤ 1. In addition, independent of the quadratic approximation, a value (d 0 ) 2 larger than one would indicate that either there is tension between the new data and the original data, or else the uncertainties in the original global analysis were under-estimated. This latter interpretation might occur if the new data probes a region of x and Q 2 for the PDFs for which they are undetermined, so that the original error estimate itself would not be well-determined.
The second assumption that goes into the Hessian updating method is the linear dependence of the observables X α on the parameters. This can be tested somewhat by comparing results using the linear approximation for the dependence of the observables on the parameters, as presented above, with a calculation which also includes the diagonal quadratic contribution to the observables. We present an efficient method for the calculation including these terms in appendix A. Note that since we can only calculate the diagonal quadratic terms using the error PDFs, this nonlinear prediction of the updated PDFs is not guaranteed to be more correct than the strictly linear approximation. However, if the differences between the two predictions are small, one may expect that linear approximation for the observables is probably good.
Related to this second assumption, one might be interested to know if the original best-fit is outside the uncertainty bounds of the updated fit, even if the updated best fit is within the original uncertainties. This might occur if the new data strongly constrains the PDFs in a region of the parameter space that was essentially unconstrained in the original fit. In analogy to Eq. (34), we can define the fractional distance-squared between the old and new best-fits relative to the new confidence boundary:
is the location of the original best-fit written in the updated coordinates. If we use the same replacement (T (r) /T ) → (T i /T ) as we did in determining the updated eigenvector PDFs, we can approximate this by
Note that if this measure is larger than one, it does not mean that the new data is in tension with the old data, or even that any of the assumptions in the error PDF updating method have necessarily broken down. However, ifd 0 ≫ 1 ≫ d 0 , it implies that the grid of points evaluated in the parameter space (defined by the original error PDFs) is large compared to the scale of the variations in the contribution of the new data to χ 2 . In this case the modeling of the X α (z) near the new best fit may be more likely to be affected by nonlinearities, which could produce results that differ from the true global fit.
The third assumption that goes into the Hessian updating method is the linear dependence of the PDFs, or any other observable whose prediction is to be updated by the impact of the new data. We note that this assumption is the same as that used in any determination of uncertainties using the Hessian method. In particular, the predictions of the updated bestfit PDFs should be good in the regions where they have some constraints from the original data, but in regions where they are essentially unconstrained, such as at very large or small x, one might expect the results of ePump to be less reliable.
Finally, and probably most seriously, the error PDF updating method is tied to all of the systematic assumptions that went into the original global analysis. This includes the choice of parametrization and number of parameters in the PDFs; any constraints on PDFs, such as s =s or constraints on sea-quark distributions; choice of global tolerance and treatment of dynamical tolerances (i.e., Tier-2 penalty in the case of the CT distributions); and any other systematic choices (such as the mass of the heavy quarks, the value of α s , etc.) that went into the original global analysis. Therefore, new insights that may change some of the original assumptions, or the inclusion of new data that may require additional flexibility in the parametrization (either through additional parameters or relaxation of constraints between parameters) cannot be probed using the present method.
F. Examples of Updating using ePump
In this section we show some examples of updating the PDFs and observables using ePump. We first begin by checking the results of updating with ePump versus refitting the PDFs with a full global analysis. Then we consider an example of how ePump might be used in practice to analyze the impact of a new data set by using ePump to update a current standard PDF set with the inclusion of the new data.
As a check on the consistency of the ePump results with the full global analysis, we have carried out the following studies. Firstly, we have checked that the ePump analysis can reproduce the full CT14HERA2 best-fit to a very good accuracy. This was done by taking the complete original CT14HERA2 data sets as the "new" input data set and using ePump to update the CT14HERA2 PDFs. As expected the updated best-fit PDFs are essentially unchanged, and the total χ 2 of the best-fit found in the ePump analysis is only higher by 0.8 units as compared to the minimum total χ 2 of the original CT14HERA2 best-fit, which is 3594 (for the total of 3302 data points). We have also checked that the updated predictions for physical observables from the ePump updating code agree perfectly with our global fitting code for all the data points included in our CT14HERA2 fit. The uncertainties on physical observables induced by the PDF errors predicted by the ePump code also agree with our global fit after taking into account the factor of 1/ √ 2 ∼ 0.707 reduction in the ePump result because the CT14HERA2 data set was effectively counted twice in this exercise. Although the fact that the central value of the best-fit parameters does not change in this exercise makes the updating in this case less complex, it does demonstrate that ePump can easily handle a large data set and that the uncertainties for the full global analysis are reasonably given in the Hessian approximation. More detailed discussions about this comparison will be presented in a separate paper [24] .
Secondly, we have compared the results of adding new data with ePump versus adding it with the complete global fitting code. Specifically, we prepared a base set of PDFs from a global fit to the full CT14HERA2 data set with all the jet data removed, called the CT14HERA2mJet PDF set. This includes a central set (00) and error PDF sets 01 through 54, so that there are N i = 27 eigenvector directions. This number of error PDFs is the same as that in the CT14HERA2 PDF set, provided we exclude the two extreme sets from is the CT14HERA2mJet set updated by ePump to include the missing jet data sets, and
CT14HERA2ex is the full CT14HERA2 analysis (but with the two gluon extreme sets excluded in computing the uncertainty bands).
CT14HERA2, which were added to enlarge the gluon-PDF errors in the small x region 3 . We then compared the results of adding back the four sets of inclusive jet data (CDF [25] , DØ [26] , ATLAS [27] , and CMS [28] ) using ePump (labeled CT14HERA2+eJet) with the results of adding them back using the full global analysis (i.e., the published CT14HERA2 global fit, with the two extreme g-PDF sets removed, labeled CT14HERA2ex). In Fig. 1 , we show the comparison of the g-PDFs at the scale Q = 100 GeV for the CT14HERA2mJet, CT14HERA2ex, and the CT14HERA2+eJet fits. The left curves and error bands are normalized to their respective central fits, while the right curves and error bands are each normalized to the CT14HERA2mJet central PDF. These plots clearly show that the jet data included in the CT14HERA2 fit further constrain the g-PDF for x between a few times 10 −4 to about 0.5. In addition, they show that ePump reproduces the result of the original CT14HERA2 fit for x in the same range. Outside of that range, particularly at very large x, the PDFs are nearly unconstrained relative to the best fit, so that nonlinear dependence on the parameters becomes significant, which explains the apparent difference between the result of ePump updating and true global fit. We note that the distance in parameter-space between the original and new best-fits, relative to the original confidence-level boundary, (given by Eq. (34) the confidence-level boundaries of the updated fit. This might lead to some concern that the approximations used in evaluating the contributions to χ 2 of the new data might break down in this analysis. To check on this we have also performed the update with ePump while including the diagonal quadratic terms, as discussed in Appendix A, and found that the gluon PDFs are essentially indistinguishable with the linear result except at very large x 0.6. Of course, the ePump result is further vindicated by the direct comparison with the full CT14HERA2 global fit shown in Fig. 1 .
In practice, a more typical use of ePump would be to add new data to the original CT14 or CT14HERA2 PDF analysis, in which some jet data have already been included to constrain the g-PDF. Hence, the difference in the g-PDF between the original global fit and the updated ePump analysis would be expected to be smaller than what's observed in Fig. 1 , unless the new data set had a strong tension with the old data set included in the CT14 global analysis. Though more detailed discussions about this topic will be presented in a separate paper, we shall illustrate this point by the following example. The data set of the CT14HERA2 global analysis includes four sets of inclusive jet data, which are CDF [25] , DØ [26] , ATLAS [27] , and CMS [28] inclusive jet data. Let us consider a new global fit in which all of the CT14HERA2 non-jet data is included, but only the CDF jet data [25] is included, which results in a new error PDF set, called CT14HERA2c, with 54 error PDFs plus its central set. In Fig. 2 we show the g-PDF and its error bands for CT14HERA2c, for CT14HERA2ex (excluding its last two extreme PDFs), and for CT14HERA2c updated by ePump to add back the other three (DØ , ATLAS and CMS) jet data, whose result is labelled as CT14HERA2c+eJet. It is interesting to note that the CDF data alone already constrains the g-PDF in the relevant x range. This is corroborated by considering the distance in parameter-space, both relative to the original and updated confidence-level boundaries. For this case we obtain d 0 = 0.42 andd 0 = 0.65, respectively. The first value shows that the additional three jet data are consistent with the CDF data, while the second value shows that the CDF data alone is sufficiently strong that the CT14HERA2c best-fit is well within the confidence-level boundaries obtained after including the full set of jet data. In addition, we see that the ePump result agrees very well with CT14HERA2 in the g-PDF for most of the range of x, with almost perfect agreement up to about x ∼ 0.3.
Finally, we present a simple example of the error PDF updating method using ePump by adding new data to a current standard PDF set. We consider the effect of the CMS inclusive jet data measured at the LHC at 8 TeV [29] , when added to the CT14HERA2NNLO global analysis. In other words, we use ePump to obtain an approximation of the outcome of a full NNLO global analysis that includes all of the data included in the CT14 analysis plus the CMS double-differential inclusive jet cross section measurements as a function of jet rapidity (y) and transverse momentum (p T ). For this study we have included all of the rapidity bins for a total of 185 data points. As in our PDF global analysis, we have considered all three different types of experimental error, including statistical, correlated and uncorrelated errors, in the ePump analysis. (Details of the error analysis are discussed in Appendix B.) For the theoretical prediction, we have used the FastNLO grids [30, 31] , including the corresponding k-factors, defined as the ratios of NNLO to NLO double-differential inclusive jet cross sections for each data point. For the initial PDF set we have used the CT14HERA2NNLO central set (00) and the error PDF sets 01 through 56, including the final two extreme sets. With this set of inputs, we can now use the ePump executable UpdatePDFs to calculate the impact of the new data on the CT14HERA2NNLO PDFs, using the method discussed in section II B. In Fig. 3 we show the updated gluon-PDF evaluated at the scale Q = 100 GeV. As before, the left curves and error bands are normalized to their respective central fits in order to emphasize the changes to the uncertainty bands, while the right curves and error bands are each normalized to the CT14HERA2NNLO central PDF in order to emphasize the changes to the updated central fit. These plots show that including this data makes the gluon-PDF become softer when x is larger than around 0.2, and it reduces the uncertainty in the gluon PDF in the same region of x.
For completeness, we also compare in Fig. 4 the changes in the other flavor (u, d,ū,d, s and c) PDFs after updating the CT14HERA2 PDFs using ePump to include the additional CMS 8 TeV jet data. Though this jet data is expected to have the largest effect on the g-PDF, it could also modify slightly the other flavor PDFs, as shown in the figure. In Ref. [22] it was proposed that the most relevant parton flavor and its range of x values affected by this new data set could be found by examining the correlation cosine, cf. Eq. (31), between each data point and the various PDF flavors. The result, displayed in Fig. 5 for the correlation cosines between the gluon PDF as a function of x at Q = 100 GeV with the CMS 8 TeV jet data points in the first two bins of rapidity, shows that the CMS 8 TeV double-differential inclusive jet cross section data is most sensitive to the g-PDF a x between a few times 10 this data set as one of the more important new LHC data to constrain the PDFs. The distance in parameter space between the original and updated best-fits for this analysis is d 0 = 0.33 andd 0 = 0.42, relative to the original and updated 90% confidence levels, respectively, indicating that the ePump result is most likely reliable. We note that the change in the updated gluon PDF observed in Fig. 3 for x larger than about 0.5 (and similarly for the other PDFs in Fig. 4) is not significant, due to the large uncertainty of the PDF in that region (not to mention that the PDFs themselves go rapidly to zero as x goes to zero). As mentioned in Sec. II E, we cannot be certain that the result of ePump would agree well with a full global analysis at very small or large x values, because in those regions, the PDF uncertainties are so large compared to their central value that the linear approximation used to evaluate the PDFs in ePump is likely to fail.
As discussed in the previous section, ePump can also directly update the predictions for any physical observables after the inclusion of new data. For example, one might want to know how the inclusion of the CMS double-differential inclusive jet cross section measurements at the LHC at 8 TeV [29] in the global PDF fits would modify the prediction for the total cross section of the Higgs boson produced via gluon-gluon fusion process at the LHC, at 8 and 13 TeV center-of-mass energies. In Table I , two sets of predictions are compared by using the CT14HERA2 PDFs and the CT14HERA2+eCMS8 PDFs, obtained by updating the CT14HERA2 with the CMS jet data using ePump. The updated cross sections are the direct output of the ePump code, without recalculating it by running through all of the updated error PDFs. As we can see from the table, the uncertainties decrease slightly after the update, while the change in the predicted central value is negligible compared to the uncertainties.
In addition to updating PDFs and physical observables, ePump can also update cor- relation cosines in order to study the degree of correlation between various experimental observables, before and after updating the PDFs with the newly included data. For example, let us examine the correlation ellipse of the following two observables: the CMS 8 TeV double-differential inclusive jet cross section measured in the first y and p T bin (0 ≤ y ≤ 0.5, 74 GeV ≤ p T ≤ 84 GeV), and the Higgs boson inclusive cross section σ(gg → H) at the 13 TeV LHC. In Fig. 6 we compare their correlation ellipses before and after updating the CT14HERA2 PDFs with the full CMS 8 TeV double-differential inclusive jet cross section.
From the ePump output we can easily identify this CMS data point as the one with the largest correlation to the σ(gg → H) at 13 TeV (with cos θ = 0.85 before and cos θ new = 0.83 after the update). Similarly, we can also identify the most anti-correlated (CMS 8 TeV) data point to σ(gg → H) at the 13 TeV LHC, which is the bin with 0 ≤ y ≤ 0.5 and 686 GeV ≤ p T ≤ 737 GeV (with cos θ = −0.67 before and cos θ new = −0.61 after the update). In Fig. 7 we show the correlation ellipses for this bin with σ(gg → H) at the 13 TeV LHC. From both of these plots, we see that the PDF uncertainty in the Higgs cross section decreases, and that the magnitude of the correlation with the respective data points decreases after the update by ePump. It is also interesting to examine the quality of the fit to this new CMS data after updating by ePump. As proposed in Ref. [23] , this can be addressed by examining the distribution of the residuals for each data point of the CMS data. The residuals, which are automatically supplied by the output of ePump, compare the difference between the theory prediction and the shifted data relative to the uncorrelated error (with the full correlated systematic errors included via the data shift). In an excellent fit, the residuals follow a standard normal distribution, with a mean of zero and a unit width. A non-zero mean observed in the residual distribution would indicate a systematic discrepancy affecting the whole data set; on the other hand, a smaller or larger than normal width may be due to unaccounted random effects or non-Gaussian errors (see Appendix B.2 in Ref. [21] ). The distribution of the residuals for the CMS 8 TeV data, using the updated best fit, is plotted in Fig. 8 . It is evident that the frequencies of the residuals agree well with a standard distribution; the mean of the residual distribution is consistent with zero and the width of the distribution is about one.
III. OPTIMIZATION OF HESSIAN ERROR PDFS
A scenario that arises frequently in experimental error analyses is the repeated simulation of events via Monte Carlo with the Hessian error PDFs, in order to evaluate various cuts or experimental uncertainties and their interplay with the PDF uncertainties. With 50 or more error PDFs, this can be a time-consuming endeavor. Therefore, a smaller, reduced set of error PDFs that contain the majority of the PDF dependence of the observables under consideration is often critical for the analysis. In this section we present a method, entirely based within the Hessian approach, that can be used to produce a new set of Hessian error PDFs that are optimized for a given set of observables. In addition, the optimized set of error PDFs are ordered in such a way that a reduced set of the error PDFs can be easily chosen to reproduce the PDF-induced variances in the observables to any desired precision.
Our optimization method is based on the observation that the Hessian parametrization of the χ 2 function around its minimum is not unique. This idea was used in the data set diagonalization procedure by Pumplin [17] to diagonalize the contribution of some subset of the data to the total χ 2 function in order to assess its impact on the PDFs and its compatibility with the rest of the data. In our present application, we use this additional freedom to find new eigenvector directions that have the maximal PDF sensitivity for a given set of observables, which may or may not be included in the original global analysis. The new eigenvectors contain exactly the same information as the original eigenvectors, but are optimized so that a smaller set of error PDFs can be chosen for use with the set of observables to any required PDF-sensitivity. This procedure is easiest to understand when applied to a single observable. Thus, we quickly review the idea of extreme PDFs [33] , and show how they can be constructed in the Hessian method, before generalizing to an arbitrary number of observables.
A. Extreme PDF Sets for a Single Observable
For a single observable X one can define two "extreme" PDF sets that give the maximum and minimum uncertainty values for the observable at the CL corresponding to the tolerance T . We can obtain extreme PDF sets by maximizing the function
where λ is a Lagrange multiplier and w is an arbitrary positive constant, which we will set for convenience shortly. The extreme sets can be calculated without any approximations on the behavior of X(z) or ∆χ 2 (z) using the Lagrange multiplier method [34] . This method has been used to obtain the extreme PDF sets for describing the total inclusive cross section of gg → H at the LHC [33] .
We can also obtain the extreme sets 4 using the quadratic approximation for the chi-square function, Eq. (1) and the linear approximation for the observables,
then the matrix M ij has the nice property that Tr(M) = 1. The maximization of S is obtained by solving the eigenvector equation
with the normalization condition
Since M ij is an N ×N real symmetric matrix, it has N real linearly-independent eigenvectors, U (r) i with real eigenvalues λ (r) , r = 1 to N, which satisfy
and can be made orthonormal,
4 In this presentation, we use a single global tolerance T , but the derivation also follows for dynamical tolerances if we let T i be the average of T ± i and assume that the confidence level boundary is given by
By inspection one can see that the uncertainty in X is saturated by a single eigenvector,
in agreement with Eq. (6) 
Thus, the PDF uncertainty on X is dependent only on displacements along eigenvector U and is completely insensitive to displacements in the directions orthogonal to this. This analysis of the extreme sets in the Hessian method suggests a re-diagonalization of the error PDFs. We define new error PDFs as:
The PDFs f (±1) (x, Q) are the Hessian version of the extreme sets. In the Hessian approximation, the dependence of the observable X on the PDFs is contained only in f (±1) (x, Q), whereas it is insensitive to variations along the remaining eigenvector directions, given by the re-diagonalized error PDFs f (±r) (x, Q 0 ) for r = 2 to N. For the same reasons that were discussed in Sec. II B, we make the above linear approximation for the optimized PDFs with the constraint
≥ 0. This gives good, but not perfect, agreement between the original and optimized eigenvector bases for the asymmetric errors on the PDFs themselves. However, it gives perfect agreement for the symmetric errors by construction.
In Fig. 9 , we plot the Hessian gluon extreme PDFs, f (±1) (x, Q), starting from the CT10NNLO and optimized for the gg → H cross section at the LHC at 14 TeV. These are compared to the CT10H gluon PDFs from Ref. [33] , obtained by the Lagrange Multiplier method for the same observable. As can be seen from the figure, the two different versions of the extreme gluon sets agree well in the range 10 −4 < x < 0.3 They only differ substantially at large x or very small x values, where the PDFs are unconstrained and nonlinear dependence on the parameters becomes significant. 
B. Optimization of error PDFs for a set of observables
The method of the last section can be generalized to a set of observables X α , where α = 1 to N X . The goal is to find the directions in the parameter space, z, that maximize the deviations of each of the observables from their best-fit values, while keeping ∆χ
at the prescribed CL. Thus, we maximize the function
where λ is a Lagrange multiplier and the w α are positive constants that weight the contribution of each of the observables to the sum. In the Hessian approximation, we obtain
and ∆X
, as defined previously. A natural choice for the constants are
so that each observable is weighted equally 5 , and the matrix satisfies Tr(M) = N X . At this point, the solution of this problem is formally identical to that for a single observable. To maximize S we solve the eigenvector equation
and corresponding non-negative real eigenvalues λ (r) , r = 1 to N X . If N X < N, then in general there will be N X non-zero eigenvalues and (N − N X ) eigenvalues that are identically zero.
As before, we introduce new coordinates (c 1 , . . . , c N ) defined by
and satisfying
The re-diagonalized error PDFs, optimized for this set of observables, are
where again we fix the sign by
We can calculate the Hessian uncertainty on any observable using the re-diagonalized error PDFs. Defining
using the new error PDFs, then the Hessian uncertainty on the observable X α using the Symmetric Master Equation is
where we have used the linear approximation assumed by the Hessian analysis. Thus, the uncertainty calculated with the re-diagonalized error PDFs is identical to that calculated with the original error PDFs in this approximation. In particular, the symmetric uncertainty on the PDFs themselves is exactly identical in the calculations using the two different error PDF sets, because the re-diagonalized error PDFs are defined explicitly using a linear expansion in Eq. (55). The advantage of using the re-diagonalized error PDFs, optimized for the set of observables, X α , is that we can now define a prescription for keeping a reduced set of error PDFs, by removing those that have negligible effect on the observables of interest. Let us order the optimized error PDFs by the size of their eigenvalues, so that λ
. Then, if we keep only the first 2n error PDFs (including both ± directions), the residual error in the variance calculated for observable X α is
If we sum this residual error over all N X observables, and use the linear approximation in the parameter dependence of the observables, we obtain
Thus, the sum of the eigenvalues of the discarded error PDFs gives the sum of the residual errors in the calculation of the variances for the set of observables. This implies that if the number of observables is less than the number of eigenvector directions (N X < N), then we need only keep the first 2N X error PDFs to obtain the full dependence of the observables X α on the PDF parameters, in the Hessian approximation. Furthermore, in practice when performing studies on a set of experimentally-relevant observables, there will be correlations among the observables. Therefore, even if N X > N there will be eigenvector directions that have negligible impact on the calculation of the X α . Thus, by producing the optimized error PDFs for the set of observables, and noting the size of the eigenvalues obtained in the re-diagonalization procedure, one can determine how many error PDFs are necessary to retain in order to study the observables at a particular level of precision.
C. Examples of Optimizing using ePump
As an example we have optimized the CT14HERA2 PDFs for the following eight observables: the NNLO Higgs cross section through gluon fusion at the LHC and the NNLO tt cross section at the LHC, each at center-of-mass energies 7, 8, 13, and 14 TeV. The cross sections were calculated using the CT14HERA2 error PDFs, and the masses of the top quark and Higgs boson are set to m pole t = 173.3 GeV and m H = 125 GeV, respectively, as done in Ref. [1] . Namely, we work with N = 28 error set pairs and N X = 8 observables. The eigenvalues that we obtain are: 4.40, 3.53, 6.8 × 10 −2 , 1.6 × 10 −3 , 1.1 × 10 −4 , 1.4 × 10 −5 , 9.1 × 10 −7 , 1.5 × 10 −7 , and the remaining 20 eigenvalues are identically zero. Two of the nonzero eigenvalues are large, corresponding to the two main cross sections, and the other nonzero eigenvalues are smaller, picking up the small changes in the PDF dependence of the Higgs and tt cross sections as the energy is varied. By choosing a reduced eigenvector set of the first 4 optimized eigenvector directions (corresponding to 8 error PDFs), one is guaranteed to cover the full PDF uncertainties of these eight observables in the Hessian approximation with a residual error of less than 0.01% for any one of the observables. In Fig. 10 we have plotted the symmetric error bands at Q = 100 GeV, relative to the CT14HERA2 central fit, for the u, d,ū,d, s, and gluon PDFs, calculated using the original CT14HERA2 error PDFs (light blue), the full set of optimized error PDFs (red hatched), labelled as HttbOpt, and the reduced set of the first 8 optimized error PDFs (green hatched), labelled as HttbOpt4. From these plots we can first verify that the symmetric uncertainties of the PDF themselves are identical whether calculated with the original CT14HERA2 error PDFs or the full set of optimized error PDFs, as expected. However, the error bands of the reduced set of optimized error PDFs are generally much smaller than those calculated with the original CT14HERA2 error PDFs. The only exception is for the gluon PDF error band, which is almost completely spanned by the reduced set of optimized PDFs for the range of x between about 10 −4 to 0.2. This is consistent with our expectations that the Higgs and tt cross sections at the LHC are most strongly dependent on the gluon PDFs in that range of x. For the quark and antiquark PDFs, the reduced set spans a smaller region of the full uncertainty bands, indicating less dependence of the observables on these PDFs. Note, however, that the error PDFs contain correlated shifts between all of the flavors of PDFs, which are not visible when plotting each of the PDF uncertainties individually.
For a more realistic application of optimized PDFs from ePump, we consider the rapidity distributions from Z boson production at the LHCb experiment at 8 TeV center-of-mass energy. The LHCb collaboration measured the cross section in 18 bins of Z boson rapidity in the di-muon decay channel [35] . They also measured 17 bins of Z boson rapidity in the e + e − decay channel [36] . Therefore, for this exercise we consider the optimization of the CT14HERA2 PDFs for these 35 observables. Note that this is more than the 28 pairs of eigenvectors in the CT14HERA2 set. For the calculation of the 35 observables that goes into the ePump analysis, we used a NNLO calculation obtained from the FEWZ [37] [38] [39] [40] and ApplGrid [41] codes. For this set of observables, the first 6 eigenvalues are 28.64, 4.61, 1.29, 0.30, 0.12, 0.03, with the remaining eigenvalues decreasing rapidly after that. From this we see that the first eigenvector pair contains most of the dependence on the PDFs of the 35 observables. The rest of the eigenvector pairs are necessary to provide the sensitivity to the different flavor and x-range probed by the different observables in the set of 35. In order to decide how many eigenvector pairs are necessary for this particular analysis, it is useful to consider the residual errors on the variance of each observable α, as a function of the number of eigenvector pairs n that are retained in the reduced set. These values, δ (n) α , which were defined in Eq. (58), are included in the output of ePump. The residual errors for each of the observables, using up to 6 eigenvector pairs is shown in Table II . The maximal residual error for each number of pairs used is enclosed in a box. From this table, we find δ (4) α < 0.05 for all observables α, so that 4 eigenvector pairs are sufficient to ensure that all residual errors are less than 5%. Similarly, we find δ (5) α < 0.004 and δ (6) α < 0.001 for all observables α, so that a reduced set of 5 or 6 eigenvector pairs is sufficient to ensure that the residual error on the variance for any of the 35 observables is less than 0.4% or 0.1%, respectively.
Given these results, a reasonable choice might be to use a reduced set of 5 or 6 optimized eigenvector pairs (corresponding to 10 or 12 optimized error PDFs), depending on the precision required. In Fig. 11 we have plotted the symmetric error bands at Q = 100.0 GeV, relative to the CT14HERA2 best fit, for the u, d,ū,d, s, and gluon PDFs, calculated using the original CT14HERA2 error PDFs (light blue), the full set of optimized error PDFs (red hatched), labelled as LHCbOpt, and the reduced set of the first 12 optimized error PDFs (green hatched), labelled as LHCbOpt6. 
IV. EPUMP CODE
The ePump code is written in C++ and consists of two main executables, UpdatePDFs and OptimizePDFs. We discuss some general features of the code here, and direct the interested reader to the website http://hep.pa.msu.edu/epump/ to obtain the code and to find specific details of its usage.
The UpdatePDFs executable updates the best-fit and Hessian eigenvector PDFs, as well as predictions for observables, given one or more new data sets of observables, using the approximations outlined in Sec. II. The PDF set to be updated can be in either LHAPDF format (".dat" files) or CTEQ format (".pds" files). Either a global tolerance value may be used, or dynamical tolerances may be used, in which case a file of tolerance-squared values, defined as (T ± i )
2 for each ± error PDF, in a ".tol" file must be included with the PDF set. For each data set of observables to be used to update the PDFs, one must supply a ".data" file and a ".theory" file. The ".data" file contains the experimental values and errors for each of the data points in a particular data set. The errors can be included in several different formats, including a table of uncorrelated statistical and systematic errors and correlated systematic errors, as detailed in Appendix B. This is essentially identical to the format of the data tables used in the standard CT global analysis. The ".theory" file contains a list of the theoretical predictions for the observables in the data set for each of the PDFs in the original best-fit and Hessian error PDF set. The location of the PDFs, the ".data" and ".theory" files, as well as other basic information to be used by UpdatePDFs is contained in a master ".in" file. Individual weights can be given to the contributions of each data set to the χ 2 function, as well as an overall global weight to the contribution of all new data sets, in order to easily probe the impact of the PDFs to each of the new experimental data. The code takes only a few seconds to run on an early-2013 MacBook Pro, so it is quick and easy to try different combinations of data sets to compare their impact on the PDFs.
In addition to the updated best-fit and error PDFs, the output (".out" file ) of the UpdatePDFs executable includes information on the updated χ 2 contribution from each of the data sets, including updated reduced χ 2 and residuals for each of the data points, and bestfit values for the nuisance parameters [1, 23] . Updated predictions and PDF uncertainties for each of the observables, as well as updated correlation cosines for pairs of observables are also included in the ".out" file. These updated predictions can also include auxiliary observables, not used in the update, by including additional ".theory' files.
The OptimizePDFs executable optimizes the Hessian eigenvector PDFs for one or more sets of observables, using the method described in Sec. III. The PDFs can be in LHAPDF or CTEQ formats, and the theoretical predictions used for optimizing the PDFs are given in ".theory" files, identical to those used by UpdatePDFs. The locations of the PDFs and ".theory" files and supplementary information is given in a single ".in" file, and useful information on the optimized PDF set is output into the ".out" file. In particular, the ".out" file gives the eigenvalues for each of the optimized eigenvector direction, as well as the residual errors to the variance of each of the observables, when using a reduced set of the optimized Hessian eigenvector PDFs. With this information it is then easy to decide how large the reduced set must for the desired precision of a particular analysis.
The complete ePump package, as well as more detailed instructions for installing and file formatting can be found at the website http://hep.pa.msu.edu/epump/.
V. CONCLUSIONS
Already, a large amount of precision data has been collected at the LHC, and many advanced theoretical calculations have been produced in order to compare to the data to better determine the parameters of the Standard Model and to search for possible new physics signals. One of the key inputs to this important task is the parton distribution functions, which must be determined as precisely and with as much information of their uncertainties as possible. However, in the typical QCD global analysis of PDFs, the long computing time that is necessary to obtain preliminary results can slow down the improvement of the PDFs, even when just including a few LHC jet, high mass Drell-Yan, W , Z, and top quark data sets in the fits at the NNLO accuracy in QCD interaction.
In this work, we have presented a theoretical method which allows us to obtain preliminary results of the updated PDFs in just a few seconds of CPU time. We have extended the method of Paukkunen and Zurita to update the Hessian PDFs, of which CTEQ-TEA PDFs are typical examples. Some specific advances, as compared to the previous work [13, 14] , are given as follows. As briefly reviewed in Secs. II A and C, the CT error PDF sets were determined with a total tolerance T (around 100 at the 90% CL), which also includes the so-called Tier-2 penalties. In this work, we have consistently included the effect of the Tier-2 penalties associated with each error PDF set along its eigenvector direction in the CTEQ-TEA fitting parameter space. This allows us to obtain both the updated best-fit PDF and the updated eigenvector PDFs (after making a reasonable assumption about the the behavior of the Tier-2 penalties after the update). In addition to updating the central fit and its associated error PDFs, we have also showed how to directly update the predictions on experimental observables and their PDF uncertainties without requiring the use of the updated PDFs to re-do the theory predictions in Sec. II D.
We have implemented these functions in a numerical software package, called ePump. We showed some examples and verifications of its functionality in Sec. II F, and discussed where the approximations used in the method may break down in Sec. II E. The Hessian method relies on a quadratic approximation for the parameter dependence of the χ 2 minimization function and a linear approximation for the parameter dependence of the observables, including the PDFs and any other observables whose prediction will be impacted by the new data. The Hessian updating also relies on the linear approximation for the parameter dependence of the observables that describe the new data used in the updating. We presented some ways to probe when these approximations might be pushed to their limits. In practice, the most important limitation of the Hessian updating method is that it is tied to all of the systematic assumptions used in the original PDF error set. For instance, if the non-perturbative functional form of the original PDFs is not sufficiently flexible to describe the new data, then the updating method will likely fail.
The second part of this paper was devoted to converting a given set of Hessian error PDFs to a new (and smaller) set of Hessian error PDFs that are optimized for a given set of observables. The motivation for this effort comes from the fact that it is frequently required in experimental error analyses to repeat Monte Carlo simulation of events with the Hessian error PDFs, in order to evaluate various cuts or experimental uncertainties and their interplay with the PDF uncertainties. With 50 or more error PDFs, this can be a time-consuming endeavor. Therefore, a smaller, reduced set of error PDFs, which provides the same information on the PDF dependence of the observables under consideration is often critical for the analysis. In Sec. III, we presented a novel method, entirely based within the Hessian approach, that can be used to produce the new set of Hessian error PDFs that are optimized for a given set of observables, and contain the full uncertainty information of the original error set. This optimized set of error PDFs is ordered in such a way that a reduced set of the error PDFs can be easily chosen to reproduce the PDF-induced variances in the observables to any desired precision. This functionality has also been implemented in the ePump code, and we discussed a couple applications of it in Sec. III C.
The ePump code is a simple and efficient package for performing the two tasks of updating and optimizing the Hessian PDFs. With regards to updating PDFs to include the effects of new data, we emphasize that the ePump code is not meant as a replacement for a true global analysis, which very often requires the introduction of new parametrization forms for the parton distributions at the initial evolution scale (around 1.3 GeV in the CT fits). In addition, the final judgment for the applicability of the quadratic and linear approximations used in ePump will always the full global analysis. Nevertheless, ePump provides a quick way to estimate the impact of a given new data set (inclusive jets, for example) on the updated error PDFs, which in turn affects other observables (the Higgs boson production cross section at the LHC, in the example of Sec. II F). With regards to optimizing PDFs, the ePump code can produce an optimized set for a particular set of experimental observables, from which the user can then choose a reduced set for their required precision. Again the advantage is to shorten the CPU time needed for tedious Monte Carlo simulations, while retaining as much of the dependence of the complete set of error PDFs as determined by the user.
Appendix A: Inclusion of diagonal quadratic terms in X(z)
Although the Hessian eigenvector PDFs do not provide enough information to numerically calculate the full set of quadratic terms in the Taylor expansion of the operators X(z) as given by Eq. (3), they can be used to obtain the diagonal quadratic terms. The results for the linear and diagonal quadratic coefficients, while using dynamical tolerances, was given in Eqs. (24) and (25) . In this appendix we discuss the inclusion of these quadratic terms in the Hessian updating.
The new best-fit parameters, z 0 , of the χ 2 function, Eq. 
If the quadratic terms are not too large, this can be solved iteratively as
where . In most applications, we have found it to converge in 5 to 10 iterations, starting from the original best-fit parameters or from the best-fit parameters from the updated linear solution. In these cases the difference in the speed of ePump is hardly noticeable compared to the linear version. On the other hand, if the χ 2 function deviates too much from the quadratic approximation and the initial trial best-fit z 0(0) i is too far from the exact best-fit solution, then the iterative procedure may not converge. In that case it would be necessary to invoke a more sophisticated algorithm to find the minimum, which is beyond the scope of the ePump project. Furthermore, it is not possible to include the off-diagonal quadratic terms in X(z) using the error PDFs, and we have not considered comparable corrections to the contributions to χ 2 from the original data. Therefore, we advocate using the implementation of ePump with linear terms in X(z) only, as described in the main text, while including the quadratic terms only to check for consistency of the results, as discussed in Sec. II E. In many modern analyses, the experimental errors are given in terms of uncorrelated experimental errors s α for each data point (labeled by α) and correlated systematic errors β αa with a = 1, N λ . The discussion here follows that of Ref. [23] . The assumption is that the measured value and the true value are related by X E α = X (true) α + s α δ α + a β αa λ a , where the nuisance parameters, δ α and λ a , are Gaussian random numbers with standard deviation of one. The numbers δ α are uncorrelated between data points, while the λ a are independent of α (i.e., λ a is the same for each data point). If we replace the true value X 
and we obtain the best fit by minimizing with respect to the fitting parameters {z} and the parameters λ a . Minimizing with respect to λ a and replacing back into the χ 2 function gives 
with
Note that we can write the (un-inverted) covariance matrix as
However, the former expression for C −1 αβ is typically less computationally intense than to directly invert C αβ if N λ < N X .
The residual for each data point α is given by the δ α at the best fit value of the parameters. That is,
Comparison of the residuals to a normalized Gaussian distribution gives information about the self-consistency of the data points and the uncorrelated errors. Similarly, the best-fit values of λ a give information about the self-consistency of the correlated systematic errors. They areλ
In practice the correlated systematic errors β αa are given as percentages of X (true) α
. In ePump, we treat these errors as multiplicative errors and calculate the β αa using the original best-fit theory predictions. Note that the difference between using the original best-fit predictions and the updated best-fit predictions in the computation of C −1 αβ is greater than quadratic order in the parameter expansion, and so is beyond the Hessian approximation that we are using. 
